Abstract. In this work we present a unifying approach of boundary layer approximations for newtonian flows in domains with periodic rugous boundaries. We simplify the problem considering the laplace operator. We construct high order approximations and justify rigorously rates of convergence w.r.t. ǫ, the thickness of the ruogosity. We show a negative result for averaged second-order like wall-laws. To circumvent the underlying difficulty, we propose new boundary conditions including microscopic oscillations. We establish theoretical orders of convergence. In a last step we derive a fully oscillating implicit first order wall-law and show that its rate of convergence is actually of three halves. We provide then a numerical assessment of our claims as well as a counter-example that evidences the impossibility of an averaged second order wall law.
1. Introduction. The general idea in wall laws is to remove the stiff part from boundary layers, replacing the classical no-slip boundary condition by a more sophisticated relation between the variables and their derivatives. They are extensively used in numerical simulations to eliminate from the domain of computation regions of strong gradients or regions where the geometry is complex (rugous boundaries). Depending on the field of applications, (porous media, fluid mechanics, heat transfert, electromagnetism), different names for wall laws are encountered such as Beavers-Joseph's, Saffman-Joseph's, Navier's, Fourier's, Leontovitch's type laws. High order effective macroscopic boundary conditions may also be proposed depending on the order we cut off the process in the ansatz, see [8] for applications in microfluidic. Anyway, in the steady case, numerical simulations have shown that first or second order macroscopic wall laws provide the same order of approximation. Recently a generalized wall law formulation has been obtained for curved rough boundaries [19, 20] and for random roughness [5] . Note that such generalizations are important from a practical point of view when dealing with natural influence such as coastal effects in geophysical flows. From a mathematical point of view, wall laws are also interesting. Navier type boundary conditions allow for instance to prove the convergence from two-dimensional Navier-Stokes equations to Euler equations in bounded domains assuming that the viscosity tends to zero, see for instance [7] . Several recent papers try to analyze in various settings the properties of such boundary conditions, see [11] , [18] , [10] , [6] , [12] . In this paper, we focus on the fluid flows. Starting from the Stokes system we simplify the problem by studying the axial velocity through the resolution of a specific Poisson problem. We are interested to mathematically justify the higher order macroscopic wall laws and to explain why in their averaged form they do not provide better result compared to the first order case. We shall explain how to get better estimates including some coefficients depending on the microscopic variables in new wall laws. In a first step, we briefly sum up the asymptotic expansion performed by W. Jäger and A. Mikelić [13] and the formal results by Y. Achdou, O. Pironneau and F. Valentin [3] . We explore the relationship between the two approaches and show that they can be deduced one from each other by simple liftings at both the macro and the micro scales. Moreover we show that a Sobolev norm of the difference is of higher order w.r.t. the rugosity length-scale ǫ. Thus the two approximations lead to the same wall laws. In a second part, we derive exact approximations on the rugous wall up to the second order in ǫ. For this fully oscillatory approximations we prove exponential convergence in the interior domain. Then we show that despite this great rate of convergence, the corresponding macroscopic wall law badly behaves and does not conserve the nice properties of the full boundary layer approximation. The estimates show that this is due to the great influence of microscopic oscillations. Then we derive new wall laws that really converge exponentially on the macroscopic domain. They are explicit nonhomogenous Dirichlet boundary conditions and they depend on the limit Poiseuille flow as well as on the microscopic oscillations on the fictitious domain. At this stage, we go one step further and derive an implicit fully oscillating first order wall law. We obtain a Saffman-Joseph's like law but this time the coefficient coming from the micro-scale depends on the axial coordinate and includes the microscopic oscillations. We rigorously derive a rate of convergence which is in 0(ǫ 3 2 ), thanks to the steps introduced in previous sections. To show the practical importance of the results above, in section 8, we perform numerical tests on a 2D case. For various values of ǫ, we first compute the rugous solution u ǫ ∆ on the whole domain Ω ǫ , then we compute the wall law solutions over the interior smooth domain Ω 0 . To estimate the numerical error w.r.t. ǫ, we project u ǫ ∆ on the latter meshes and confirm that averaged wall laws of first and second order do not differ. We prove that our new oscillating and implicit wall-law provides better results than the classical averaged laws. Nevertheless the fully explicit approximations still show higher order rates of convergence. By finer error estimates, we show that our new approximations perform even higher orders of convergence.
2. The simplified problem: from Navier-Stokes to the laplace operator. Instead of dealing directly with the full problem of Navier-Stokes flow, we consider a simplified setting that avoids theoretical difficulties and non-linear complications. Starting from the Stokes system, we build an Poisson problem representing only the axial component of the velocity. The pressure gradient that forces the flow is represented by a constant right hand side C. Thus the simplified formulation reads :
where x 0 , x 1 are two negative real numbers in [−1, 0]. For the rest of the work, we set Ω ǫ to be the rugous domain and Ω 0 the smooth one, with Γ ǫ being the rugous boundary and Γ 0 (resp. Γ 1 ) the lower (resp. upper) smooth one (see fig 2. 1). We underline that the results presented throughout the sections below are almost directly extendable to the Stokes case.
3. The Jäger-Mikelić approach. Let us explain in this section the formal approach and the mathematical error estimates obtained by W. Jäger and A. Mikelić when simplified for our framework. • The zeroth order approximation We start from the limit Poiseuille profile u 0 which solves the homogeneous Dirichlet problem on the smooth domain Ω 0 .
Then, we extend it by zero over Ω ǫ \ Ω 0 .
where χ [Ω 0 ] is the Heaviside function of Ω 0 . Doing so, our solution presents a jump of the gradient in the normal direction.
• First order boundary layer corrector
To correct the spurious jump, one solves the microscopic cell problem :
where the domain and its boundaries are defined fig. 2 .1 and the brackets [·] denote the jump across Γ. One can prove that
where β is the mean value of β. For one solves a y 1 -periodic harmonic problem, one expands the solution as a superposition of periodic zero-mean-value modes and a constant one, (see the proof of appendix A.1). Then, we inject this solution in our first order boundary approximation :
where one subtracts β to avoid an error on Γ 1 , the opposite smooth boundary.
• A macroscopic first order correction At this stage, the approximation is discontinuous across Γ 0 , thus the authors use what they call a "counter-flow" which is a macroscopic solution d of the following problem :
to get continuity across Γ 0 . It then reads :
Rigorous estimates. Under various forms and for various problems, the authors derive error estimates for each step of approximation, we sum them up in the following Theorem 3.1. The zeroth order error W 0 = u ǫ − u 0 can be estimated as :
while for the first order error W 1,1 = u ǫ − u 1,1 one has :
The proof lies on basic a priori estimates on Ω ǫ , Poincaré inequalities over the rough part of the domain Ω ǫ \ Ω 0 , and the adjoint problem [13] . These arguments should be explained below for our own approach.
Wall laws.
Construction. In [13] , the authors average various quantities as u 1,1 J and its x 2 -derivatives over the microscopic length of periodicity, (see section 6.4 for a more detailed explanation). They eliminate the shear-rate ∂u 0 /∂x 2 and obtain, up to higher order terms, a macroscopic approximation that satisfies the following averaged Robin boundary value problem on Ω
Estimates. Thanks to results from theorem 3.1, one can derive Proposition 1.
Below we shall explain how one derives such an estimate (see section 6.3). 
Formal construction.
• Zeroth order approximation In [3, 1, 2] , the authors use an alternate method, that does not contain jumps of the gradient. Namely, using the Taylor expansion :
, ∀x ∈ Γ ǫ they extend the Poiseuille solution by linearizing it below Γ 0 . Thus we define
• First order approximation The approximation is C 1 (Ω ǫ ) but no more satisfies homogeneous Dirichlet condition on Γ ǫ . To correct this error, the authors solve a different cell problem that reads
Remark that there is no fictitious interface as in the Jäger et al. case, and that the cell problem solves a non-homogenous Dirichlet boundary condition. At this point, the authors subtract again the mean value of the cell problem and one gets :
where the constant β is set over the whole Ω ǫ .
• First order macroscopic corrector A constant error in 0(ǫ) remains pointwisely on Γ ǫ . To prevent this, one adds a macroscopic solution solving (3.4) . This time, one extends it over the whole domain Ω ǫ . This finally gives
The authors assume then ad hoc that the boundary layer corrector should look likeũ
where u 1 is again the macroscopic solution satisfying (3.5) and the SaffmanJoseph's boundary condition on Γ 0 . We show above that this is true only if neglecting higher order terms as in [13] . There are some error estimates for u ǫ −ũ
1,1
A , in the case of non horizontal upper boundary, but no results are shown for the macroscopic wall law u 1 [1] . Some numerical results are performed in two space dimensions for the Navier-Stokes equations showing no difference between first and higher order wall-laws: no explanation is provided.
Connecting both approaches.
One can ask whether there is a link between the two approaches of the same wall laws. As a first simple remark we rewrite the zeroth order approximation ( J (resp. A) represents the Jäger & Mikelić (resp. Achdou et al.) approach).
Less obviously, one sees that the cell problems (3.3,4.1) can be expressed as related by a specific lifting :
As the lift concerns the y 2 -negative part of the domain it is easily seen that actually
in appendix A.1 a rigorous proof justifies the equivalence of both approaches. Combining the previous trivial expressions, one deduces that
Thanks to this, one easily deduce the a priori estimates
This means that the error between both approximations is smaller than their distance to the rugous solution. This in turn implies that both approximations do provide the same first order wall-law, and explains why same orders of convergence should be expected.
6. Higher order approximations.
6.1. A first order approximation vanishing on Γ ǫ . Construction:. The continuous approximation being more general and easily extendable to higher orders, we start from the C 1 (Ω ǫ ) first order boundary layer approximation of the previous section :
We notice that the error made on the boundary which is now formally in 0(ǫ 2 ) is linear, thus we could correct it using again the same first order boundary layer correction. This can be done indefinitely by induction, leading to the following exact approximation on Γ ǫ :
By the maximum principle for harmonic functions, if the lower cell domain P is included in (0, L) × (−1, 0), β is in [0, 1], this explains why the infinite sum of all powers of (−ǫβ) actually do converge. This full expression was already used in [4] but in the case of simple sheared Stokes fluid. The main target was the drag reduction: non connexion was made with wall-laws. Here our approach aims to separate different errors: those that come from the boundary, those coming from the source terms, and those adjusted by the boundary layer correctors themselves.
Error estimates. Having improved the approximation on the rugous boundary we expect better results in terms of convergence towards u ǫ , the rugous solution. In order to achieve this goal, we derive error estimates. For this sake, first we establish existence and uniqueness of η a solution of a problem located on the fictitious interface Γ. Then thanks to the explicit formula, we express the harmonic lift on Z + as a function of η. We recover then the macroscopic rate of convergence on Ω 0 . For proofs and technical precisions see the appendix A.1. Theorem 6.1. Suppose that P 0 is sufficiently smooth and does not intersect Γ in any point. Let β be a solution of (4.1), then there exists a unique periodic solution η ∈ H 
+ can be written explicitly as a series of fourier coefficients of η and reads :
In the macroscopic domain Ω 0 this leads to
In expression (6.1), an error remains on the opposite boundary due to the exponential decay of the boundary layer correctors. In order to check the efficiency of our approximation we derive the following error estimates. Namely, setting
Then, we claim the following Proposition 2. The error obtained by the previous expansion reads :
where K is a constant independent of ǫ. Proof. The difference W 1,∞ satisfies the following system :
We set s to be the lift as follows :
So our focus is to accurately estimate the gradient of s in L 2 (Ω ǫ ). The lift s being continuous, its gradient reads
The first component can be estimated as :
|k| ǫ then η belonging to H 1 2 (Γ), and for ǫ < 2/ ln 2, on has that
.
Similarly :
which gives the desired result.
6.2. A second order approximation exact on Γ ǫ . The linear extension correcting the Poiseuille profile let a right hand side Cχ Ω ǫ \Ω 0 in (6.2). If we extend the whole profile in the rugous part Ω ǫ \ Ω 0 , we still have a first order error on the boundary that should be adjusted using approximations presented above, nevertheless it remains a second order extra-term, in this subsection we manage that. We set
The second order cell problem. Again, the previous method leads to add second order correctors in order to lift the error made on Γ ǫ . Thus we look for the solution of :
The proof of the following proposition is left in the appendix A.2.
Proposition 3. Suppose that P 0 is sufficiently smooth and does not intersect Γ in any point. γ the solution of (6.3) exists, belongs to H 1 (Z + ∪ P ) and is unique.
In order to cancel the non-homogenous boundary contributions at any order of ǫ, one constructs u 2,∞ such that :
The proof follows the same lines as proposition 2, but the error W 2,∞ is a harmonic lift of what remains of the boundary layers on Γ 1 . Thanks to Poincaré-like inequality on Ω ǫ \ Ω 0 one gets the following trace estimate on Γ 0 : Corollary 6.1.
Estimates in the interior of the domain. We prove the following proposition Proposition 5. By duality techniques, estimates in the interior of the domain read :
Proof. For sake of conciseness, we give the proof only for W 2,∞ . The case of W
1,∞
follows the same lines. One solves the dual problem: for a given ϕ ∈ L 2 (Ω 0 )
Considering the L 2 (Ω 0 ) scalar product, and using the Green formula
where in the rhs, the duality brackets refer to the dual product in H 1 2 (Γ 0 ), and the rest of products are in L 2 , either on Γ 0 or on Ω 0 . Then, one computes
, where s is is the contribution on Γ 1 of all the boundary layer correctors, moreover, there is a linear dependence of the normal derivative of the trace of v on the data ϕ. Note that Γ 1 provides terms that behave as ǫe
6.4. Wall laws. In subsections 6.4.1 and 6.4.2, we detail the method advised in [13] , in a second step (subsect. 6.4.3), we give a simpler interpretation.
6.4.1. First order correction. The derivation of wall law consists in averaging in the fast variable along the fictitious boundary. One then express different averaged quantities as functions of ∂ x2 u 0 and obtains an implicit relation of Saffman-Joseph's type. Setting x 2 = 0 and integrating (6.1) over a period of the fast variable, one gets
Expressing the average of the normal derivative and evaluating it at x 2 = 0, one has :
Because ∂ x2 β = 0, one has :
Substituting this in (6.5), one recovers the Saffman-Joseph's first order approximation :
which can be seen as an approximate boundary condition. Gathering the macroscopic solutions and considering the boundary conditions for the macroscopic problem, one derives the following system
whose explicit solution reads :
When only linearizing the flow in Ω ǫ \ Ω 0 , one can not improve estimates of convergence established in [13] , even if u 1,∞ is exact on Γ ǫ .
Second order correction.
In the same way, averaging (6.4) over a period of the fast variable in any point of Γ 0 , one has at x 2 = 0,
Using the same arguments for averaging normal derivatives as in the previous section one gets successively :
Eliminating the various derivatives of u 0 ext,2 , one obtains the final second order relation :
We use the last expression as an approximate boundary condition for the smooth domain and fixed ǫ. Thus we compute the solution of the following system :
which is explicit and reads :
An example is given figure 6.1, in order to compare the influence of first and second order correction terms in a real case (see section 8).
Simpler wall-law derivation.
Instead of mixing averages and derivatives and assuming that they can commute, which is not obvious, we present a direct method that allows to derive wall laws and gives a quite simple reformulation of expressions (6.1) and (6.4).
Separating slow and fast variables. Approximations (6.1) and (6.4) can be rewritten as
Averaging in the x 1 direction over a single period gives for any point in Ω ǫ : Re-expressing u 1,∞ and u 2,∞ . Using the expressions above on u 1 and u 2 with explicit dependency with respect to x 2 , a simple calculation provides an expression suggested ad hoc in [1] , we underline that we don't neglect any higher order term :
This expression is far more simple and justifies the lack of macroscopic correctors as they are included in the global approximations u 1 and u 2 .
6.5. Macroscopic error estimate. When replacing the Poiseuille profile in Ω 0 by u 2 , one computes the corresponding error estimates, this gives : Proposition 6. The macroscopic second order approximation satisfies the following error estimates :
Proof. We aim to take advantage of estimates obtained on W 2,∞ , thus we set
where we used the compact form (6.10). Then, one gets
Thanks to proposition 5, and the last macroscopic estimate of theorem 6.1 one gets the desired result. 7. Introducing the microscopic scale on the fictitious interface .
7.1. The first order case. The previous estimate leads to ask: how to improve first order correction if the non oscillating second order extension of SaffmanJoseph's condition does not help. The intuitive response is that one should take in account the micro-scale oscillations inside the macroscopic domain. If we consider the full boundary layer correction u 1,∞ , we know that it solves ∆u 1,∞ = C. Moreover, on the fictitious boundary Γ 0 its value is easily computed, namely
We propose to use this value as a non-homogenous Dirichlet boundary condition for a Poisson problem that is nevertheless homogeneous on Γ 1 . Indeed, we solve the following problem 
Proof. Following the same lines as in the proof of proposition 6, one introduces the computations of the whole approximation W 1,∞ :
We already know by combining the dual problem as in proposition 5 and proposition 2, that
It remains to estimate J: it solves the following system :
Here using the same lift s as in proposition 2 and the Poincar estimates, we obtain an important property which is crucial for the next subsection, namely 7.2. A second order macroscopic boundary condition. Extending the same ideas as the subsection above, one sets the following macroscopic problem
and gets the exponential convergence that was sought from the beginning, namely
3. High order implicit wall laws. One should ask whether there could be an implicit way to avoid the calculus of lower order approximation solutions u 1 and u 2 when computing the wall law. Indeed, at first order we propose to solve :
We give here a first result of this kind : Theorem 7.1. Suppose that P 0 is sufficiently smooth and does not intersect Γ in any point. Setting W 1 bl,i = u ǫ − Υ, on gets :
where K is a constant independent of ǫ. Proof. We use the higher approximation already obtained at this order to set
U and Υ solve systems (7.1) and (7.3), thus Θ is the solution of the boundary value problem reading :
Then, we re-express the boundary condition on Γ 0 in order to introduce a Robin like formulation, namely
Here the rhs is explicit and known. We have the following weak formulation :
At the microscopic level, we suppose that P 0 does not cross Γ, thus there exists a minimal distance δ > 0 separating them. By the maximum principle, β is bounded: β ∈ [δ; 1]. Thus dividing by β is allowed pointwisely. By the same argument we can insure existence and uniqueness [16] . Then using (7.5) one writes :
Then, we remark that the rhs is in fact a boundary term of another comparison problem and we set z = u 1 − U where z is harmonic and solves :
Estimates of the gradient . We have recovered a simpler problem that reads
then thanks to theorem 3.1 and proposition 2, one get
where K is a constant independent of ǫ.
Estimate of the trace. The control on the interior term enables to recover trace estimates
Final estimate. Turning to the starting relation (7.4), one gets :
But by the dual problem, and trace estimates above, we have that
which ends the proof.
8. Numerical evidence. In a first step, we compute u ǫ ∆ , the numerical approximation of the rugous problem (2.1) on the whole domain Ω ǫ , ǫ taking a given range of values in [0.1, 1]. Then, we restrict the computational domain to Ω 0 , and obtain the macroscopic approximations u 1 ∆ , u 2 ∆ , U ∆ , V ∆ , Υ ∆ , again for each value of ǫ. We evaluate the errors w.r.t. u ǫ ∆ interpolating the latter solution over the meshes of the former ones. This gives a first set of results. Next, we refine our orders of convergence by performing finer estimates based on explicit expressions of u 1 , u 2 as well as on the full boundary approximations u 1,∞ , u 2,∞ . This excludes some errors due to interpolation.
Computational setting.
For all simulations, we use a P 2 Lagrange finite element approximation implemented in rheolef, a C++ GNU GPL software 1 [22] . Our computational domain is a channel of length L = 10 and of height h = 1. We assume a rugous periodic bottom boundary Γ ǫ which is defined on the micro-scale as
where δ is a positive constant set to 5e − 2.
The rugous solution u ǫ ∆ . We compute u ǫ ∆ over a single macroscopic cell x ∈ ω ǫ ≡ {x 1 ∈ [0, 2πǫ] and x 2 ∈ [f (x 1 /ǫ), 1]} and we assume periodic boundary conditions at {x 2 = 0} ∪ {x 1 = 2πǫ}. For each fixed ǫ, we mesh the domain ω ǫ while keeping approximately the same number of vertices in the x 1 direction. This forces the mesh to get finer in the x 2 direction in order to preserve the ratio between the inner and outer radius of each triangular element. With such a technique we avoid a discretization that could be of the same order as ǫ. The cell problems. In order to extract fruitful information for macroscopic wall laws, we compute the first and second order cell problems. Again we impose y 1 -periodic boundary conditions. We truncate the upper part of the domain by imposing a homogeneous Neumann boundary condition at y 2 = 10 after verifying that a variation no more affects the results. In [15] , the authors show an exponential convergence w.r.t. to the height of the truncated upper domain towards the x 2 -infinite x 1 -periodic cell problems (3.3) . The cell problems are computed over a mesh containing (9211 elements and 4738 vertices). We extract the trace of the solution on the fictitious interface Γ for both first and second order cell problems (cf. fig 8.1) , and compute the averages β = 0.43215 and γ = 0.29795.
The macroscopic approximation: Classical & new wall laws . We compute the classical macroscopic wall laws over ω ǫ + = {x ∈ ω ǫ / x 2 ≥ 0}, a single periodicity cell of Ω 0 . We follow the same rate of refinement as described above. Then, we solve problems (6.6,6.8).
In the same spirit, we use both averages (β, γ) and the oscillating functions β( x1 ǫ , 0), γ( x1 ǫ , 0) as a non-homogenous Dirichlet boundary condition over the macroscopic domain when solving (7.1) and (7.2). To provide values at the boundary we use a P 1 interpolation of the data extracted from the cell problems. For the fully oscillating and implicit wall law, we solve system (7.3) using the inverse of β ∆ (x 1 /ǫ, 0) as a weight in the boundary integrals of the discrete variational formulation.
A first set of results. We plot fig. 8 .2, the L 2 (Ω 0 ) error computed respectively for all the approximations presented above: W 
we set e ∆ = Cǫ α , fig. 8 .2, is that there is no difference between the first and the second order macroscopic wall-laws u 1 , u 2 . This proves that our estimates are actually optimal. It explains also why one could never distinguish first from second order approximations in [3, 1] . Next, we remark that the orders of convergence are not better than those predicted by the estimates for u 1 , u 2 , U, while the error displayed for V is limited by the P 2 interpolation. Indeed, the H 1 (Ω 0 ) error is of order 3 on the vertices but is worse elsewhere inside the elements. Nevertheless, the error W were computed and thus an error of approximation and of interpolation were superposed in the numerical estimates. Instead, we use their explicit formulae (3.2,6.7,6.9) and for higher order approximations U, V, we construct the full boundary layers u 1,∞ , u 2,∞ interpolating only β and γ over the mesh of u ǫ ∆ and over the meshes of U ∆ and V ∆ . Then, thanks to the triangle inequality, we approximate:
represents the projection of u 1,∞ (resp. β ∆ ) on the mesh of u ǫ ∆ , K is a constant depending on some Sobolev norm of β, and h is the mesh size. We are not interested in the last term of the r.h.s. because it represents only interpolation error and it could be neglected if we were using higher order elements than the P 2 basis. Thus, for U ∆ , V ∆ , Υ ∆ , we plot only the sum of the two first terms, (see fig. 8.3 ). Again numerical exponents of convergence are displayed in table 8.2.
Interpretation. Although this computation provides the same qualitative results as above, quantitatively the orders of convergence are highly improved: V ∆ is now exact up to the numerical double precision. 
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Appendix A. The cell problems.
A.1. The first order boundary layer and its trace over Γ. Existence and uniqueness of solutions of system (4.1), have been partially proven in [3] by considering a truncated domain supplied with a non-local "transparency" condition obtained via the fourier transform. We give here a rigorous proof : Proof. [of theorem 6.1] In what follows we express the cell problem as an inverse Steklov-Poincaré problem solved on the fictitious interface Γ. This allows us to characterize and separate β the solution of (4.1) on domains Z + and P as depending only on η its trace on Γ. By domain decomposition [21] , problem (4.1) is equivalent to find (β Z + , β P ) such that : where s = −y 2 χ P (y), is the lift of the non-homogeneous boundary condition on P 0 in P . R P (resp. R Z + ) is any arbitrary chosen lift operator from Γ to P (resp. Z + ). H 1 Γ (Z + ) (resp. H 1 Γ∪P 0 (P )) is the set of all y 1 -periodic H 1 (Z + ) (resp. H 1 (P )) functions vanishing on Γ (resp. Γ ∪ P 0 ). Thanks to (A.1).1 and (A.1).3, one has in fact that :
and β P = H P η, because no source term is present and thus the solution is only a harmonic lift. Then, one rewrites the last equation of (A.1) as the following variational problem : find a function η belonging to H 1 2 (Γ) such that it is solution of (∇H P η, ∇H P µ) + (∇H Z + η, ∇H Z + µ) = −(∇s, ∇H P µ) L 2 (P ) , ∀µ ∈ H The harmonic lift of µ on P is such that it is periodic in y 1 and vanishes on P 0 thus 1, ∂H P µ ∂y 2 L 2 (P ) = (1, µ) L 2 (Γ) ≡ l(µ), ∀µ ∈ H We compute the D 2 N operator on the trace (that takes a Dirichlet condition and transforms it into a Neumann-like response), that maps H Coercivity. The Z + part of the bilinear form of (A.2) can be expressed as
≡< S Z + η, µ >, remark that it is symmetric. Now this operator is not coercive by itself because any non-zero constant on Γ is in its kernel. Nevertheless, we have that :
But, on P the harmonic lift is coercive. Indeed, one has by continuity of the trace operator < S P η, η >≡ (∇H P η,
Finally summing both parts, one has < Sη, η >≥ C
, thus the bilinear form < S·, · > is coercive in H 1 2 (Γ).
