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Résumé 
La technologie de communication numérique sans fil WiMax présente plusieurs 
avantages par rapport aux systèmes de communication filaires et sans fils traditionnels. 
Parmi ces avantages nous identifions: une réduction du coût d'installation et du service, 
une plus grande couverture et débit, une meilleure qualité de service et efficacité spectrale. 
Ces avantages exceptionnels sont le résultat de l'intégration de plusieurs techniques 
avancées à la norme de WiMax. Une de ces techniques est la correction d'erreur directe 
(forward error correction, FEC). En effet, FEC est l'une des fonctions, les plus 
sophistiquées et les plus exigeantes en termes de ressources et de calcul, spécifiées au 
niveau de la couche physique de WiMax. La technique FEC, qui permet au récepteur de 
détecter et de corriger les erreurs de transmission, inclut l'encodeur Reed-Solomon et 
l'encodeur convolutionnel ainsi que leurs modules de décodage correspondants (décodeur 
de Viterbi et décodeur Reed-Solomon). Ainsi, pour montrer l'importance et l'avantage de 
l'introduction de la technique FEC en dépit de sa complexité et de son coût de mise en 
œuvre, le premier objectif de ce mémoire est d'étudier l'effet de cette technique sur la 
performance globale de la couche physique du WiMax. Un modèle de la couche physique 
de WiMax développé en Simulink, y compris tous les modules obligatoires spécifiés dans 
la norme 802.16d, sera montré. D'abord, le modèle sera simulé avec tous les modules 
obligatoires spécifiés dans la norme 802.16d et la performance de tous les profils de 
modulation et de codage correspondants sera montrée et discutée. Ensuite, le modèle sera 
simulé sans les modules de correction d'erreur directe et l'effet de la technique FEC sera 
ainsi présenté et discuté. Et finalement, l'effet de l'enterlaceur, qui améliore la performance 
de la technique FEC, sera aussi étudié. Les courbes BER vs. SNR seront utilisées pour 
comparer les résultats. 
D'autre part, un autre objectif de ce travail de recherche est de montrer que les normes 
de communication sans fil récentes, telles que 802.15 (réseau personnel sans fil), 802.20 
(accès sans fil mobile et à large bande) et 802.22 (réseau régionale sans fil) et en particulier, 
802.16 (WiMax) peuvent être efficacement conçues, implémentées et réalisées sur du 
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matériel reconfigurable plutôt que d'utiliser les circuits intégrés dédiés (ASICs). De plus, 
dans ce mémoire, nous allons explorer une approche de haut niveau pour l'implémentation 
des systèmes de communication numérique sans fil à large bande sur une architecture 
reconfigurable. Pour cela, nous allons présenter une implémentation efficace et pipe1inée de 
tous les modules de la couche physique de la norme 802.16d (WiMax) sur un FPGA en 
utilisant la plateforme de prototypage rapide Xilinx System Generator for DSP (XSG) qui 
est une partie de la platefonne de développement de Simulink. Un système émetteur-
récepteur à bande de base sera montré. Chaque module implémenté sera testé et comparé 
aux résultats obtenus avec le modèle Simulink standard. De plus, l'espace occupé par 
chaque module ainsi que sa vitesse de fonctionnement (fréquence de l'horloge) seront 
présentés et discutés. 
Mots-clés: WiMax, FPGA, matériel reconfigurable, Simulink, Xilinx System Generator 
for DSP, correction d'erreur directe. 
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Abstract 
The digital wireless communication technology WiMax introduces several advantages 
compared to traditional wired and wireless communication technologies. Among these 
benefits, we identify: a reduced installation and service cost, a higher coverage and data 
rate, a better quality of service and spectral efficiency. These exceptional advantages are 
the result of the integration of several advanced techniques into the WiMax standard. One 
of these techniques is the forward error correction (FEe). FEe is one of the most 
sophisticated, resource demanded and computationally intensive functions specified at the 
physical layer of WiMax. The FEe technique, which allows the receiver to detect and 
correct transmission errors, inc1udes the Reed-Solomon encoder and the convolutional 
encoder as weIl as their corresponding decoding modules at the receiver (Viterbi decoder 
and Reed-Solomon decoder). Therefore, to demonstrate the importance and the advantage 
of introducing the FEe technique despite of its implementation complexity and cost, the 
first objective of this thesis is to study the effect of the FEe technique on the overall 
performance of the physical layer of WiMax. An end-to-end Simulink WiMax model, 
inc1uding aIl the mandatory modules specified in the standard 802.16d will be shown. First, 
the model will be simulated with aIl the obligatory modules specified in the standard and 
the performance of aIl the corresponding modulation and coding profiles will be shown and 
discussed. Next, the model will be simulated without the FEe modules and the effect of the 
FEe technique will be presented and discussed. Finally, the effect of the interleaving 
process, which increases the performance of the FEe technique, will be addressed. The 
curves BER vs. SNR will be used to compare the results. 
Moreover, another principal objective ofthis research is to show that the recent digital 
wireless communication standards such as 802.15 (Wireless Personal Area Networks), 
802.20 (Mobile Broadband Wireless Access) and 802.22 (Wireless Regional Area 
Networks) and in particular, 802.16 (WiMax) can be efficiently designed, implemented and 
realized using reconfigurable hardware rather than using application specific integrated 
circuits (ASIe). In addition, in this thesis we will explore a high level approach for the 
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implementation of broadband digital wireless communication systems on a reconfigurable 
architecture. Therefore, we will present an efficient and pipelined implementation of aIl the 
obligatory modules specified at the physical layer of WiMax on FPGA using the rapid 
system prototyping platform "Xilinx System Generator for DSP" (XSG) which is a part of 
the Simulink development platforrn. A baseband WiMax transmitter-receiver system will 
be shown. Each implemented module will be tested and compared against the results 
obtained with the standard Simulink model. In addition, the space occupied by each module 
and its operating speed (dock frequency) will be presented and discussed. 
Keywords: WiMax, FPGA, reconfigurable hardware, Simulink, Xilinx System Generator 
for DSP, forward error correction. 
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Chapitre 1 : 
Introduction 
1.1 WiMax 
La technologie de communication sans fil devient de plus en plus demandée même 
lorsque les communications filaires sont disponibles. Récemment, de nombreuses 
recherches dans différents secteurs de la communication numérique sans fil ont été menées. 
Ces recherches ont conduit vers l'évolution de nombreux standards. Nous parlons, en 
particulier, des réseaux locaux sans fil (WLANs), réseaux personnels sans fil (WPANs), 
réseaux urbains sans fil (WMANs) et les réseaux régionaux sans fil (WRANs). Les effets 
de cette révolution dans le monde de la communication sans fil ont été ressentis dans 
presque tous les secteurs y compris l'éducation, la santé, le commerce, la fabrication et le 
gouvernement. Certainement, ces technologies vont être la force pivote qui structurera les 
économies et les sociétés au cours des prochaines années [5]. 
En effet, les technologies de communication classique telle que 3G, câble/DSL et 
même WiFi présentent quelques inconvénients. Par exemple, DSL force les utilisateurs à 
se fixer pour obtenir une connexion internet à haut débit. De plus, WiFi ne prévoit la 
couverture qu'aux utilisateurs dans un rayon de quelques centaines de mètres. Toutefois, le 
réseau cellulaire 3G permet aux utilisateurs d'être mobiles, cependant cette technologie a 
été principalement conçue pour les services voix et ne peut pas supporter la plupart des 
services multimédias (vidéo-conférence en temps réel, jeux vidéo en ligne etc.). Pour 
surmonter ces limitations, WiMax a été développé. WiMax est un système de 
communication numérique sans fil également connu sous le nom d'IEEE 802.16. La 
technologie WiMax peut fournir l'accès sans fil à large bande jusqu'à 50 kilomètres pour 
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les stations fixes, et jusqu'à 5 à 15 kilomètres pour les stations mobiles [2]. WiMax a été 
conçu pour la transmission de services multimédias (voix, internet, courriel, jeux ... ) à hauts 
débits (jusqu'à 75 Mbit/s). Cette nouvelle technologie apporte des avantages potentiels au 
niveau de la couverture, l'installation, la consommation d'énergie, la qualité de service, la 
réutilisation des fréquences, l'efficacité spectrale, la sécurité et le coût. Comme indiqué 
dans [3], la technologie WiMax constitue une infrastructure qui, au cours des prochaines 
années, pourrait remplacer les technologies de communication sans fil classique telles que 
GSM, TDMA et CDMA. 
1.2 Matériels reconfigurables 
Les matériels reconfigurables, en particulier les FPGA (field programmable gate array), 
sont des circuits numériques à logiques programmables c.à.d. pouvant être programmés par 
le concepteur plutôt que par le fabricant du périphérique pour exécuter une fonction 
logique. Ces matériels fournissent une plateforme flexible et efficace pour répondre aux 
exigences des conceptions complexes en termes de vitesse d'opération, d'espace occupé, 
de consommation d'énergie, du coût de conception et de temps de mise sur le marché. Dans 
ce contexte, l'implémentation d'une conception sur une architecture reconfigurable (FPGA) 
fournit une accélération de l'ordre de lOX à 100X par rapport à une implémentation 
logicielle équivalente (implémentation sur un processeur à usage général) [74]. Ces 
avantages des architectures reconfigurables sont basés sur le fait que le matériel utilisé est 
personnalisé pour réaliser un certain algorithme. De plus, ces architectures offrent la 
possibilité de l'exploitation du parallélisme inhérent qui apparait dans de nombreux 
problèmes algorithmiques. Dans ce contexte, en plus de leur capacité de calcul élevé et de 
leur flexibilité, plusieurs autres raisons ont motivé les ingénieurs à considérer les FPGA 
comme une technologie principale pour le prototypage et la mise en œuvre des systèmes 
complexes. Parmi ces raisons: 
• L'accélération du temps de mise sur le marché. 
• La reprogrammibilité, ce qui permet la mise à jour de la conception ainsi que la 
réutilisation de la puce. 
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• La réutilisabilité en termes de propriétés intellectuelles et du code développé. 
• Le support à l'évolution des algorithmes et des normes. 
• La facilité de correction des erreurs de la conception. 
• Les petites équipes de conception. 
• La réduction du coût globale de conception. 
De plus, comme indiqué dans [74J, les puces FPGA les plus récentes atteignent une 
performance similaire à celle que les circuits électroniques dédiés (ASIe) fournissent dans 
de nombreuses applications. Pour toutes ces raisons, les architectures reconfigurables se 
présentent comme une solution remarquable pour l'implémentation des normes de 
communication sans fil récentes telle que WiMax. 
Ainsi, on peut définir le thème principal de ce mémoire qui est l'exploration d'une 
approche de haut niveau pour l'implémentation de la couche physique de WiMax sur une 
architecture reconfigurable. Pour cela, nous allons présenter une implémentation efficace et 
pipelinée de tous les modules de la couche physique de WiMax sur un FPGA en utilisant 
l'outil de synthèse de haut niveau Xilinx System Generator for DSP (XSG) qui est une 
partie de la plateforme de développement de Simulink. Par conséquent, nous allons fournir 
les résultats qui montrent la pertinence de cette approche en fonction de certains paramètres 
tels que l'espace occupé, la vitesse d'opération et le temps de conception. Cependant, 
puisque la technologie WiMax est complexe comme en témoigne la norme 802.16 qui est 
de plus de 900 pages [1][2J, la construction d'un modèle de simulation de la couche 
physique de WiMax était nécessaire pour le déchiffrage des complexités de cette couche 
avant une implémentation définitive sur une architecture reconfigurable. De plus, en 
utilisant le modèle de simulation déjà implémenté, nous avons étudié l'effet de la technique 
de correction d'erreur directe (FEC) sur la performance globale de la couche physique de 
WiMax. Les objectifs détaillés ainsi que les motifs et les défis de ce travail de recherche 
seront présentés en détail dans la section suivante. 
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1.3 Objectifs et Motivations 
WiMax, ou le standard IEEE 802.16 pour l'accès sans fil à large bande, est de plus en 
plus en popularité comme une solution alternative aux technologies de communication 
filaires et sans fils classiques. En effet, WiMax est la nouvelle tendance qui permet l'accès 
sans fil à large bande pour les utilisateurs fixes et mobiles, avec des déploiements qui 
devraient augmenter de trois fois en 2010 [4]. Comme indiqué dans la section 1.1, la 
technologie WiMax apporte des avantages potentiels au niveau de la couverture, 
l'installation, la consommation d'énergie, la qualité de service, l'efficacité spectrale et la 
mobilité. Ces avantages exceptionnels sont le résultat de l'intégration de plusieurs 
techniques avancées à la norme de WiMax. Parmi ces techniques nous identifions: le 
multiplexage par division orthogonale de la fréquence (orthogonal frequency division 
multiplexing, OFDM), l'entrée multiple sortie multiple (multiple input multiple output, 
MIMO) et la correction d'erreur directe (forward error correction, FEC). Dans ce contexte, 
la correction d'erreur directe (FEC) est l'une des fonctions, les plus sophistiquées et les 
plus exigeantes en termes de ressources et de calcul, spécifiées au niveau de la couche 
physique de WiMax. La technique FEC permet au récepteur de détecter et de corriger les 
erreurs de transmission et ainsi, cette dernière augmente la capacité du canal de 
communication. Comme spécifié dans le standard de WiMax [1], le processus de correction 
d'erreur directe est réalisé en concaténant l'encodeur Reed-Solomon avec l'encodeur 
convolutionnel, à l'émetteur. Par conséquent, le décodeur de Viterbi qui effectue le 
décodage d'une sequence codée avec un encodeur convolutionnel ainsi que le décodeur 
Reed-Solomon doivent être implémentés au récepteur. 
De ce fait, pour montrer l'importance et l'avantage de l'introduction de la 
technique FEC en dépit de sa complexité et de son coût de mise en œuvre, le premier 
objectif de ce mémoire est d'étudier l'effet de cette technique sur la performance globale de 
la couche physique de WiMax. Un modèle de la couche physique de WiMax développé en 
Simulink, y compris tous les modules obligatoires spécifiés dans la norme 802.16d, sera 
montré. En premier lieu, le modèle sera simulé avec tous les modules obligatoires spécifiés 
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dans le standard et la perfonnance de tous les profils de modulation et de codage 
correspondants sera présentée et discutée. Ensuite, le modèle sera simulé sans les modules 
de correction d'erreur directe et l'effet de la technique FEC sera ainsi montré et discuté. Et 
finalement, l'effet de l'enterlaceur qui améliore la perfonnance de la technique FEC, sera 
aussi étudié. Les courbes BER vs. SNR seront utilisées pour comparer les résultats. 
D'autre part, un autre objectif principal de ce travail de recherche est de montrer que les 
nonnes de communication sans fil récentes telles que 802.15 (réseau personnel sans fil), 
802.20 (accès sans fil mobile et à large bande) et 802.22 (réseau régionale sans fil) et en 
particulier, 802.16 (WiMax) peuvent être efficacement conçues, implémentées et réalisées 
sur du matériel reconfigurable (FPGA) plutôt que d'utiliser les circuits intégrés dédiés 
(ASIC) pour la réalisation des tels systèmes. En effet, toutes les nonnes et les 
spécifications, y comprises les nonnes de communication sans fil, sont inutiles si elles ne 
peuvent pas être ciblées vers une platefonne matérielle. À ce propos, une nonne spécifique 
peut être implémentée sur trois types de circuits: (1) les processeurs à usage général et les 
processeurs de traitement numérique (digital signal processor), (2) les circuits intégrés 
dédiés (ASIC) et (3) les matériels reconfigurables, en particulier, les FPGA. D'abord, les 
processeurs DSP ainsi que les processeurs à usage général ne peuvent pas répondre aux 
exigences de calcul intensif requises par les nonnes de communication sans fil récentes. Par 
exemple, ces processeurs ne sont pas en mesure d'atteindre des perfonnances suffisantes 
pour décoder, à haute vitesse, les codes complexes comme l'encodeur Reed-Solomon et 
l'encodeur convolutionnel. Les conceptions ASIC classiques, d'autre part, sont très 
perfonnantes et elles dominent le marché. Cependant, les conceptions ASIC impliquent des 
coûts récurrents et un temps de conception très élevé, ce qui exige un investissement initial 
élevé. De plus, les circuits ASIC souffrent du manque de la flexibilité et de la 
repro grammibili té. 
Aujourd'hui, de plus en plus, les architectures reconfigurables, en particulier les FPGA, 
se présentent comme la meilleure solution pour l'implémentation des systèmes de 
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communication sans fil à large bande tel que WiMax. Ce fait est dicté non seulement par 
les limitations des circuits ASIC et des processeurs DSP (ainsi que les processeurs à usage 
générale), mais aussi par les caractéristiques exceptionnelles des ces architectures telles 
que: la capacité de calcul, la flexibilité, la simplicité et la facilité de l'utilisation, le cycle 
de développement réduit, la reprogrammibilité et la réutilisabilité [7]. Dans ce contexte, la 
plupart des nouveaux standards de communication numérique sans fil, comme le WiMax, 
sont actuellement en cours de développement et de déploiement. Donc, la 
reprogrammibilité de la plateforme de réalisation matérielle est un facteur très important. 
Cela permettra la reprogrammation de la puce lorsque la norme évolue. De plus, la 
conception des systèmes de communication sans fil à large bande, avec des débits de 
données élevés, est gouvernée par la vitesse de traitement de la plateforme de réalisation 
matérielle. Par conséquent, cette dernière doit avoir une capacité de traitement importante. 
D'autre part, le temps de la mise sur le marché influe directement le choix de la plateforme 
matérielle. Pour cela, les ingénieurs cherchent souvent la facilité d'utilisation des outils de 
développement ainsi que la disponibilité des propriétés intellectuelles qui permettront de 
minimiser le cycle de développement et par conséquent, d'accélérer le temps de mise sur le 
marché. Ainsi, l'exploration d'une approche de haut niveau pour l'implémentation de la 
couche physique de WiMax sur une architecture reconfigurable est un sujet intéressant qui 
mérite d'être abordé dans ce mémoire. 
Toutefois, plusieurs défis sont associés à la mise en œuvre de la couche physique du 
WiMax sur une architecture reconfigurable. Le premier défi dans la mise en œuvre de la 
couche physique de WiMax est la complexité de cette couche. Dans ce contexte, la plupart 
des ouvrages publiés, qui ont abordé l'implémentation de la couche physique de WiMax 
sur une architecture reconfigurable, se concentrent sur certaines fonctions et ne traitent pas 
tous les modules de cette couche. D'autre part, la majorité des fonctions de la couche 
physique de WiMax (FFT/IFFT, décodeur de Viterbi, encodeur/décodeur Reed-Solomon) 
sont soumises à des contraintes temps-réel très critiques en termes de débit et de la latence. 
Par exemple, pour soutenir le débit spécifié dans la norme 802.16, un récepteur WiMax 
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typique devrait être en mesure de traiter des données à un débit jusqu'à 75 Mbps. Ces 
contraintes imposent la nécessité d'introduire la plus grande quantité du parallélisme à la 
conception pour atteindre une vitesse d'opération alignée avec les spécifications du 
standard. Cependant, l'avantage d'une structure parallèle est généralement accompli au prix 
de l'augmentation des ressources consommées. Ainsi, un autre défi de ce travail est de 
maintenir l'équilibre entre la vitesse de fonctionnement requise (fréquence de l'horloge) et 
les ressources consommées par la conception proposée. 
De même, le temps de la mise sur le marché est un défi principal. Dans ce contexte, 
l'utilisation des langages de description de matériels classiques, comme le VHDL et le 
VERILOG, pour la mise en œuvre de la couche de WiMax pourrait conduire à un temps de 
conception et d'implémentation élevé. Pour cela, contrairement à la plupart des ouvrages 
qui ont abordés l'implémentation de la couche physique de WiMax sur un FPGA, nous 
allons explorer une approche de haut niveau pour la conception et la réalisation de cette 
couche. Par conséquent, nous allons fournir les résultats qui montrent la pertinence de notre 
approche en fonction de certains paramètres tels que l'espace occupé, la vitesse d'opération 
et le temps de conception. 
Un dernier objectif de ce travail de recherche est de fournir une bibliothèque des blocs 
qui abstraient les détails de l'implémentation des modules obligatoires de la couche 
physique de WiMax. Ces blocs sont hautement optimisés, pipelinés, synthétisables, 
réutilisables, efficaces, simples et personnalisables. En outre, les modules implémentés 
supportent tous les profils de modulation et de codage spécifiés au niveau de la couche 
physique de WiMax. Par conséquent, ces blocs peuvent être utilisés au niveau commercial 
et académique pour une implémentation très simple et très rapide de la couche physique de 
WiMax et plus tard, pour l'intégration de ces modules aux modules de la couche MAC 
(media access control). 
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Avant de terminer ce paragraphe, il est important de mentionner que, bien que notre 
étude se concentre sur la norme 802.16 (WiMax), les conclusions de ce mémoire restent 
toujours utiles pour d'autres normes de communication numérique sans fil telles que 
802.22 (réseau régional sans fil) et 802.20 (accès sans fil mobile et a large bande). Dans ce 
contexte, la majorité des fonctions de la couche physique de WiMax traitées dans ce travail 
sont encore définies dans les normes 802.20 et 802.22 [72][73]. 
1.4 Approche et méthodologie du travail de recherche 
L'approche et la méthodologie de recherche utilisées dans ce mémoire sont illustrées 
dans la figure 1.1. Tout d'abord, ce travail de recherche a commencé par l'étude, la 
compréhension, et l'analyse détaillée du standard 802.16-2004 (WiMax) avec 
concentration sur les spécifications de la couche physique. Sûrement, sans cette étude, ni la 
modélisation, ni la réalisation de la couche physique du WiMax n'auraient été possibles. 
IEEE 802.16-2004 
Docunlent standard 
l 
Étude et analyse détaillée du standard (spécifications 
de la couche physique) 
~ 
Modélisation de la couche physique de "\ViMax avec la 
platef"orme Simulink de MATLAB (conception en 
point flottant). 
~ 
Étude de Pef"f"et de la technique de correction d'erreur 
directe (FEC) sur la perCormance globale de la couche 
physique de "\ViMax. 
~ 
Conception, implémentation et réalisation de tous les 
modules obligatoires de la couche physique de "\ViMax 
sur un FPGA en utilisant Xilinx System Generator 
For DSP (conception en point fixe) 
l 
Cibler la conception vers La plateCorme Virtex Il pro 
Figure 1.1: Approche de Recherche. 
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En deuxième lieu, nous avons modélisé la couche physique de WiMax en utilisant les 
blocksets standards de Simulink (point flottant). En effet, cette modélisation constitue la 
première étape dans le flux de la conception matérielle avec Xilinx System Generator for 
DSP (XSG). De plus, comme déjà indiqué, trois objectifs ont été les raisons de cette 
modélisation: CI) obtenir une compréhension plus précise et plus détaillée du 
fonctionnement de la couche physique de WiMax (avant une implémentation définitive sur 
le matériel), (2) présenter et évaluer la performance de tous les profils de modulation et de 
codage spécifiés au niveau de la couche physique de WiMax et (3) étudier l'effet de la 
technique de correction d'erreur directe ainsi que la technique d'entrelacement sur la 
performance globale de cette couche. Ainsi, après l'obtention d'une excellente 
compréhension de la couche physique de WiMax, nous avons abordé l'implémentation de 
tous les modules de cette couche sur une architecture reconfigurable en utilisant l'outil de 
synthèse de haut niveau Xilinx System Generator For DSP (XSG) qui est une partie de la 
plateforme de développement de Simulink. En outre, le modèle implémenté avec les 
blocksets standards de Simulink était un modèle de référence pour l'implémentation 
matérielle de la couche physique de WiMax. Dans ce contexte, chaque module implémenté 
en XSG (point fixe) a été testé et vérifié contre le même module implémenté en Simulink 
(point flottant). 
1.5 Contributions 
Ce travail de recherche est le premier à être mené au sein du laboratoire LASSO au 
sujet de l'implémentation d'un système de communication numérique sans fil sur du 
matériel reconfigurable. Dans ce contexte, ce mémoire a apporté les contributions 
suivantes: 
• Développement d'un modèle de la couche physique du système de communication 
sans fil, WiMax, conformément au standard 802.16d. Ce modèle, développé en 
Simulink, comporte tous les modules obligatoires spécifiés dans le standard avec 
une unité de contrôle responsable de la modulation adaptive. 
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• Étude de l'effet de la technique de correction d'erreur directe (FEC) ainsi que la 
technique d'entrelacement sur la performance globale de la couche physique de 
WiMax. 
• Exploration d'une approche de haut niveau pour la mise en œuvre de la couche 
physique de WiMax sur une architecture reconfigurable et présentation des résultats 
qui montrent la pertinence de cette approche en fonction de certain paramètres tels 
que'l'espace occupé et la vitesse d'opération. 
• Fournir une bibliothèque des blocs qui abstraient les détails de l'implémentation de 
la couche physique de WiMax. Ces blocs, qui sont hautement optimisés, pipelinés, 
synthétisables, et personnalisables, peuvent être utilisés au niveau académique et 
commercial pour une implémentation très rapide de la couche physique de WiMax. 
1.6 Organisation de ce mémoire 
Ce mémoire est organisé comme suit: le chapitre 2 présente un aperçu général sur la 
couche physique de WiMax. Le chapitre 3 présente les recherches antérieures pertinentes 
au niveau de l'implémentation et la réalisation des systèmes basés sur le multiplexage par 
répartition orthogonale de la fréquence (OFDM) sur FPGA. Dans ce chapitre, nous allons 
aussi présenter brièvement l'efficacité de l'encodeur Reed-Solomon et l'encodeur 
convolutionnel au niveau de l'amélioration de la performance des systèmes de 
communication sans fil basés sur OFDM. Dans le chapitre 4, nous abordons le flux de la 
conception des systèmes numériques en utilisant la plateforme de prototypage rapide Xilinx 
System Generator for DSP (XSG). Dans ce chapitre, nous abordons également, les FPGAs 
ainsi que leurs architectures et les éléments principaux qui les caractérisent. Le chapitre 5 
présente quelques résultats de simulation du modèle de la couche physique de WiMax 
implémenté avec Simulink. Le chapitre 6 explique en détail l'implémentation de tous les 
modules de la couche physique de WiMax sur FPGA en utilisant XSG. Ce chapitre liste les 
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résultats obtenus et les compare aux travaux précédemment effectués. Le mémoire conclut 
dans le chapitre 7 avec un résumé du travail accompli ainsi que des suggestions pour les 
travaux futurs. 
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Chapitre 2 : 
Description de la couche physique 
deWiMax 
Ce chapitre vise à donner un aperçu sur la couche physique de WiMax. Chaque module 
de la couche physique, spécifié dans le standard 802.16d, sera présenté et l'implémentation 
de ces modules en Simulink sera abordée. De plus, le rôle de chaque module au niveau de 
l'amélioration de la performance de WiMax sera discuté. D'autre part, l'architecture 
matérielle générale de chaque module sera décrite. Cependant, l'implémentation et la 
réalisation de ces modules sur le matériel reconfigurable, ainsi que les contraintes de 
chaque module au niveau de l'espace occupé et la fréquence de l'horloge seront présentées 
en détail dans le chapitre 6. 
2.1 La couche physique de WiMax 
La couche physique de WiMax (PHY) est basée sur les normes IEEE 802.16-2004 [1] 
et IEEE 802.16e-2005 [2]. Cette couche a été conçue en se basant sur les standards de 
WiFi, en particulier IEEE 802.11 a. PHY est basée sur le principe de multiplex age par 
répartition orthogonale de la fréquence (OFDM). La série des normes IEEE 802.16 définit 
dans son champ d'application quatre couches PHY, une de ces couches peut être utilisée 
avec la couche MAC pour développer un système sans fil à large bande. Les couches PHY 
définies dans IEEE 802.16 sont: 
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• WirelessMAN SC : une seule porteuse destinée à des fréquences au-delà de Il GHz 
nécessitant une condition ligne de vue (LOS). 
• WirelessMAN SCa : une seule porteuse pour des fréquences entre 2GHz et Il GHz 
destinées aux opérations point à multipoint. 
• WirelessMAN OFDM: une couche PHY OFDM à base de 256 point FFT, pour 
les conditions NLOS avec des fréquences entre 2GHz et Il GHz, également connue 
sous le nom de 802.16d. 
• WirelessMAN OFDMA : basée sur OFDMA avec une taille FFT qui peut prendre 
une des valeurs suivantes: 128,512, 1024,2048, également connue sous le nom de 
IEEE 802.16e. 
Comme tous les systèmes de communication, la couche physique de WiMax est formée de 
deux sous-systèmes: un émetteur et un récepteur. La section 2.2 explique en détailla série 
d'étapes reliées à l'émetteur. Plus tard dans ce chapitre, le récepteur sera décrit brièvement 
puisque la plupart des blocs du récepteur consiste simplement à effectuer la fonction 
inverse de son correspondant du côté émetteur. 
2.2 Détails de l'émetteur WiMax 
La figure 2.1 montre un émetteur WiMax à bande de base idéale. La première série 
d'étapes de l'émetteur WiMax est le codage du canal. Cette première série comprend le 
mélangeur (randomizer), l'encodeur Reed Solomon (Reed Solomon encoder), l'encodeur 
convolutionnel (convolutional encoder), le perforateur (puncturer), l' entrelaceur 
(interleaver) et le modulateur (modulator). La deuxième série d'étapes est liée à la 
construction du symbole OF DM dans le domaine des fréquences. Cette étape comprend 
l'insertion des sous-porteuses pilotes ainsi que les bandes de garde (pilotlguard insertion), 
la transformée inverse de Fourrier et le préfixe cyclique (cyclic prefix). Bien que la figure 
2.1 montre les composants logiques d'un émetteur, des composants similaires existent 
également au niveau du récepteur, dans l'ordre inverse, pour reconstruire la séquence des 
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infonnations transmises. Dans les sections suivantes, nous allons décrire en détail le 
fonctionnement de chaque bloc de la figure 2.1. 
Codes correcteurs, FEC 
----------~~----------( î 
Do nnées Encodeur Encodeur Mélangeur f. Reed-Solomon --. Convolutionnel r-. Perforateur -. Entrelaceur --
ansmettre à tr 
Insertion des 
préfixe ~ IFFT ~ sous-porteuses .- Modulateur ~ cyclique pilotes et Transmission gardes 
OFDM 
Figure 2.1 : Schéma d'un émetteur WiMax à bande de base. 
2.2.1 Le mélangeur 
La plupart des systèmes de télécommunication donne la perfonnance optimale 
quand des données non corrélées sont transmises. Cependant, les données de l'utilisateur 
sont fortement corrélées (les chaînes de 1 et de 0 consécutifs). La transmission de telles 
chaînes pourrait se traduire par une perte de synchronisation (synchronization drift) entre 
l'émetteur et le récepteur. Comme une contre mesure à ce phénomène, le premier module 
de WiMax est le mélangeur. Il équilibre le nombre de 'l'et de '0' dans la transmission 
pour pennettre au récepteur d'extraire l'horloge du système, même si une longue chaîne 
corrélée est transmise. 
En effet, le mélangeur est constitué de 15 registres à décalage avec deux «ou 
exclusifs ». Au début de chaque trame de données, ces registres sont initialisés par la 
séquence: [100101010000000]. Par contre, au début de chaque rafale (burst), le mélangeur 
est initialisé par 3 paramètres: l'ID de la station de base (BSID), l'intervalle de l'usage du 
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code (DIUIUC), l'index de la trame de données. Dans ce cas, les registres~, X 5 et XIO sont 
mis à '1' (voir figure 2.2). 
BSID DIUIUC 
,.-____ À ___ __ 
1 bit 
R 1---------7~---------H 
1 bit 
Figure 2.2 : Architecture du mélangeur. 
Index de la trame de 
données 
2.2.2 La correction d'erreur directe dans WiMax (Forward Error Correction, FEC) 
Dans la théorie de l'information, il existe deux stratégies pour la correction des 
erreurs dans les systèmes de communication [8]. La première stratégie est la répétition 
automatique de la demande (Automatic Repeat Request, ARQ). Dans ARQ, les codes du 
canal sont consacrés à la détection des erreurs dans les paquets transmis. Dans ce cas, si le 
récepteur n'a pas détecté d'erreur, les bits originaux sont récupérés et envoyés à 
l'utilisateur. Autrement, le récepteur rejette le paquet correspondant et envoie un accusé de 
réception négatif à l'émetteur pour la retransmission. D'autre part, la deuxième stratégie 
pour la correction d'erreur dans les systèmes de communication est la correction d'erreur 
directe, FEC (Forward Error Correction). En FEC, les bits sont encodés, non seulement 
pour la détection des erreurs dans les bits transmis, mais aussi pour la correction de ces 
erreurs. FEC peut être considéré comme une technique de diversité temporelle qui peut 
améliorer la fiabilité d'un système de communication. Principalement, il y a deux types des 
codes correcteurs qui réalisent la technique FEC : codes convolutifs (convolution al coding) 
et les codes en bloc (block codes). Dans le codage convolutif, le système fonctionne sur 
la séquence d'information continuellement sans la séparer en blocs. Par contre, l'encodeur 
16 
pour les codes en bloc transfonne la séquence d'infonnation continue en blocs de k 
symboles. Ensuite, l'encodeur opère sur ces blocs séparément. Au niveau de la couche 
physique, WiMax a adopté l'utilisation de la stratégie FEC pour la correction des erreurs 
dans les bits transmis. De plus, pour améliorer la perfonnance et la fiabilité, WiMax utilise 
le principe des codes correcteurs concaténés (concatenated error correction codes) qui 
consiste à la combinaison d'un code intérieur et un code extérieur. Dans ce contexte, 
WiMax considère le code en bloc Reed Solomon comme un code correcteur extérieur et 
l'encodeur convolutionnel comme un code intérieur. L'encodeur Reed Solomon et 
l'encodeur convolutionnel ainsi que leurs paramètres dans WiMax seront présentés dans les 
sections suivantes. 
2.2.2.1 Encodeur Reed-Solomon 
Les codes Reed-Solomon (RS) ont été découverts par Irvin Reed et Gus Solomon 
en 1959 [8]. Récemment, les codes RS ont été largement utilisés dans de nombreuses 
applications telles que la communication par satellite, la diffusion de vidéo numérique 
(digital video broadcast) et la communication mobile sans fil. Ces codes, qui fonctionnent 
en bloc, sont basés mathématiquement sur les champs finis de Galois. Les codes RS 
pennettent de corriger les erreurs et les effacements grâce à des symboles de contrôle 
ajoutés après l'infonnation. Un code Reed-Solomon est spécifié par ses paramètres 
RS(N, K, T) avec un symbole de L bits. L'encodeur RS prend K symboles de L bits chacun 
et ajoute 2T symboles de parité pour construire N symboles. Ainsi N, K, T sont définis 
comme suit: 
• N: le nombre de symboles après l'encodage. 
• K: le nombre de symboles avant l'encodage. 
• T: le nombre de symboles qui peuvent être corrigés avec T = N-K. 
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Figure 2.3 : Encodeur Reed Solomon 
La norme de WiMax spécifie que l'encodeur de Reed-Solomon doit être tiré 
systématiquement deRS (N = 2SS,K = 239,T = 8). Ainsi, le RS fait ajouter 16 
symboles de redondance à la fin d'un bloc de 239 symboles afin de pouvoir corriger 8 
symboles au maximum. Les 2T symboles de parité sont donnés par l'équation suivante: 
p(x) = (i(x) * X N - K ) modulo g(x) [2.1] 
Où g(x) est le polynôme générateur du code, i(x) est le bloc d'information à coder et 
p(x) sont les 2T symboles de parité. 11 est à noter que p(x), i(x) et g(x) sont des 
séquences binaires représentées en polynômes. Par exemple, si i(x) = x 3 + x 2 + 1, alors 
le polynôme i(x) est équivalent à la séquence binaire «1101 ». 
Le nombre de bit L par symbole est donné par: 
[2.2] 
L = ln(N + 1)jln(2) [2.3] 
En remplaçant la valeur de N dans l'équation 2.3, on obtient la valeur de L qui est égale à 8. 
Ainsi, nous pouvons déduire que dans le contexte de l'encodeur RS dans WiMax, un 
symbole représente un octet. Une autre note à signaler au niveau de l'encodeur RS, c'est 
que les spécifications de WiMax consistent à extraire les premiers 2T' octets de parité à 
partir des 16 octets de parité générés par l'encodeur RS. 2T' est égale à 8,4, 16, 8, 12,12 
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pour les profils de modulation QPSK 12, QPSK %, 16QAM 12 ,16QAM %, 64QAM 2/3, 
64QAM % respectivement (voir tableau 2.1). Par conséquent, les octets restants sont 
éliminés. 
Le polynôme générateur de l'encodeur RS est de la forme: 
[2.4] 
Avec À = 02hex (hexadécimal). 
La figure 2.4 montre l'architecture de l'encodeur Reed Solomon. Dans cette 
architecture, les opérateurs arithmétiques effectuent une addition ou une multiplication 
finie sur un octet complet. La norme 802.16 []] spécifie que chaque trame de données à 
encoder est préalablement divisée en sous-groupes. Chaque sous-groupe est constitué d'un 
certain nombre d'octets qui varie selon le type de modulation et le taux de transfert 
sélectionné dans WiMax (voir tableau 2.2). 
Select R 
Sbil' 
RS 
Figure 2.4 : Architecture de l'encodeur Reed Solomon. 
2.2.2.2 Codage Convolutif (CC) 
Le codage convolutif (encodeur convolutionnel) est une technique de correction 
d'erreur directe (FEC) qui est particulièrement adaptée à un canal de communication dans 
lequel le signal transmis est altéré essentiellement par le bruit blanc gaussien (A WGN) [9]. 
Un encodeur convolutionnel a les propriétés suivantes: (1) chaque m bits à encoder est 
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transformé en n bits, où m / n est le taux de codage (n ~ m) et (2) la transfonnation est une 
fonction des derniers k bits, où k est la longueur du code. Le convolueur, similairement à 
l'encodeur Reed-Solomon, ajoute de la redondance dans les bits transmis afin de pennettre 
au récepteur de corriger les bits erronés. Dans WiMax, le convolueur produit un taux de 
transfert de ~, c'est-à-dire que pour chaque bit à l' entrée, deu~ bits de sortie sont produits. 
La norme de WiMax spécifie que l'encodeur doit utiliser les polynômes Cl et C2 pour 
générer ses deux bits de sortie, X et Y: 
Cl = l7loct pour X [2.5] 
C2 = l330ct pour Y [2.6] 
L'architecture du convolueur est constitué de six registres à décalage et de deux «ou 
exclusifs », comme illustrée à la figure 2.5. 
Data. in 
Figure 2.5 : Architecture du Convolueur. 
La stratégie principale pour le décodage d'une sequence codée en utilisant un encodeur 
convolutionnel est basée sur l'algorithme de Viterbi qui sera présenté plus tard dans ce 
chapitre. Finalement, une analyse détaillée des codes Reed-Solomon et des codes 
convolutifs, ainsi que d'autres méthodes de codage classique, peut être trouvée dans [8-9]. 
2.2.3 Perforateur 
Dans la théorie de l'information, la perforation est le processus qui consiste à enlever 
quelques uns des bits de parité, après l'encodage avec un code de correction d'erreur. 
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Alors, le rôle du perforateur est de réduire la redondance dans la séquence transmise. En 
effet, le perforateur augmente considérablement la flexibilité du système sans augmenter sa 
complexité d'une manière significative. Dans WiMax, le perforateur ajuste le taux de 
transfert spécifié dans le standard à partir du taux de 0.5 produit par l'encodeur 
convolutionnel. Cinq taux de transfert sont supportés par le perforateur dans WiMax : 112, 
2/3, 3/4, 5/6 et 7/8. Le tableau 2.1 présente la perforation effectuée en fonction du taux de 
transfert. 
Tableau 2.1 : Perforation en fonction de taux de transfert. 
Taux de TraI1ç;fe11 1/2 2/3 3/4 5/6 7/8 
Données X 
sé ledi onnées 1 Ol 101 10101 1010001 
(XV-l, ... , lI, .Xô) 
Données Y 
sélectionnées 1 Il 011 01011 0101111 
(Y;V-b "') YI, yo) 
P sérialisé Y()ifo YIYOXO X2YI Y()iYO X4Y3JY2J'tYoXO X6Y ~4Y3Y2Yl Yo-Yo 
2.2.4 Entrelaceur 
La performance des codes de correction d'erreur sera considérablement améliorée si 
les erreurs sont distribuées de façon aléatoire [4]. Ainsi, le rôle de l'entrelaceur est de 
réordonner les bits transmis de façon à ce que les bits consécutifs se transmettent sur 
différentes fréquences et phases. Ainsi, le bruit qui affecte une bande de fréquence sera 
répartit sur plusieurs symboles de données transmis. En conséquent, les bits erronés seront 
uniformément réparti. Dans ce contexte, la probabilité de récupération des données 
erronées sera augmentée. 
Dans WiMax, les bits sont entrelacés en deux permutations, la première permutation 
consiste à ce que les bits adjacents sont mis en correspondance avec des sous-porteuses 
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non-adjacentes. La deuxième pennutation garantit que les bits adjacents sont à tour de rôle 
mappés aux bits les plus et moins importants de la constellation, évitant ainsi les longues 
séries de bits non fiables [2]. 
Soit Ncpc le nombre de bits codés par sous-porteuse, c'est-à-dire, 1, 2, 4 ou 6 pour 
BPSK, QPSK, 16-QAM, 64-QAM, respectivement. Soit s = [iOOT (NC;C ), k est l'indice 
du bit encodé avant la première pennutation, mk l'indice de ce bit après la première et 
avant la deuxième pennutation, jk est l'indice du même bit après la deuxième pennutation, 
juste avant la modulation. NCbps est le nombre de bits encodés par symbole, c'est-à-dire, 
192, 384, 768 ou 1152 pour BPSK, QPSK, 16-QAM et 64-QAM respectivement. La 
première pennutation est alors accomplie par l'équation suivante: 
_ (N CbPS) k i ( k ) mk - ----;:z . mod12 + [OOT 12 [2.7] 
La seconde pennutation est accomplie par l'équation suivante: 
jk = S.[iOOT (~k) + (mk + Ncbps - flOOT (12. N::J) mod (s) [2.8] 
Le déentrelaceur, qui effectue l'opération inverse de l'entrelaceur, est également défini par 
deux pennutations. Soitj l'indice de bit reçu avant la première pennutation , mj l'indice de 
ce bit après la première et avant la deuxième pennutation, kj l'indice de ce même bit après 
la deuxième pennutation, et juste avant le décodage. mj et kj sont donnés par l'équation 
[2.9] et [2.10] respectivement. 
mj = S.[iOOT (~) + (j + [iOOT (12. Nc~pJ) mod (s) [2.9] 
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kj = 12mj - (NCbPS -1)f1oor (12mj/Ncbps) [2.10] 
Nous remarquons que la première pennutation dans le déentrelaceur est l'inverse de la 
deuxième pennutation dans l'entrelaceur, et inversement. La figure 2.6 montre l'encodeur 
Reed-Solomon suivi par l'encodeur convolutionnel, l'enterlaceur et le modulateur (BPSK) 
implémentés en Simulink. 
ln 
RS Encoder 
Encodeur Reed Solomon 
Convolutional 
Encoder 
Codage convolutif 
1 nte ri e ave r t------ill>t 
--uiwïM 
BPSK 
Entrelaceur Modulateur1 
Figure 2.6 : RS, CC, entrelaceur et modulateur BPSK implémenté en Simulink. 
Out 
En matériel, l' entrelaceur est réalisé en utilisant une mémoire RAM. Pour chaque bit k, la 
valeur de ce bit doit être écrite à l'adresse h dans la RAM. Après avoir écrit le nombre de 
bits qui correspond à la valeur N cbps. Les bits sont lus séquentiellement de la mémoire 
RAM. L'architecture de l'entrelaceur sera discutée en détail dans le chapitre 6. 
2.2.5 Modulateur 
Le processus de la modulation consiste à convertir la séquence de bits binaire en 
une séquence de symboles (nombres complexes). La nonne 802.16 [1] spécifie que quatre 
schémas de modulation sont adoptés par WiMax : Binary Phase Shift Keying (BPSK), 
Quadrature Phase Shift Keying (QPSK), 16 Quadrature Amplitude Modulation (l6-QAM) 
et 64 Quadrature Amplitude Modulation (64-QAM). Selon le type de modulation 
sélectionné, des groupes de 1, 2, 4, et 6 bits sont considérés en entrée pour les modulations 
BPSK, QPSK, 16-QAM et 64-QAM respectivement. La figure 2.7 montre les quatre 
schémas de modulation adoptés par WiMax. Les points de la constellation de la figure 2.7 
doivent être nonnalisés en multipliant les points de constellation avec le facteur c indiqué 
pour assurer une puissance moyenne égale. 
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Figure 2.7 : Les points de constellation BPSK, QPSK, 16-QAM, et 64-QAM dans WiMax 
En effet, WiMax est caractérisé par la modulation et le codage adaptif (Adaptive 
modulation and co ding, AMC). Récemment, la technique AMC a beaucoup attiré 
l'attention en raison de sa capacité à améliorer la performance et le débit des systèmes sans 
fils [5]. Cette technique améliore la performance du système en augmentant le taux de 
transmission et en réduisant le taux d'erreur dans les bits transmis. La norme 802.16 [1] 
spécifie que sept profils de modulation et de codage doivent être supportés par WiMax. 
Donc, un système WiMax typique comporte sept profils de transmission-réception (voir 
tableau 2.2). Le choix du profil correspondant se base sur la valeur du rapport signallbruit 
(SNR) estimé au récepteur. Lorsque les conditions du canal sont favorables (rapport SNR 
élevé), les schémas de modulation à haute efficacité spectrale comme le 64-QAM et le 16-
QAM sont employés. Par contre, dans le cas où la valeur du rapport SNR est faible, 
l'utilisation des schémas de modulation de faible efficacité spectrale (BPSK, QPSK) est 
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favorisée. Le tableau 2.2 montre les différents profils de modulation et de codage adoptés 
parWiMax 
Tableau 2.2 : Les sept profils de modulation et de codage adoptés par WiMax. 
Profil Modulation Taille du bloc CodeRS Taux de Taux général 
non codé CC 
° 
BPSK 12 (12, 12,0) 1/2 1/2 
1 QPSK 24 (32,24,4) 2/3 1/2 
2 QPSK 36 (40,36,2) 5/6 3/4 
3 16QAM 48 (64,48,8) 2/3 1/2 
4 16QAM 72 (80, 72, 4) 5/6 3/4 
5 64QAM 96 (l08, 96, 8) 3/4 2/3 
6 64QAM 108 (120, 108, 6) 5/6 3/4 
2.2.6 OFDM 
OFDM est une technique de transmission par porteuses multiples qui consiste à 
diviser la largeur de la bande disponible en une multitude de bandes étroites pour les 
exploiter individuellement et simultanément. L'idée générale de la transmission en 
parallèle a été proposée à la fin des années 50 [11, 12, 13]. Cependant, en raison de la 
complexité de l'implémentation des systèmes OFDM, la modulation OFDM n'a pas été 
utilisée qu'au début des années 90. En effet, ce n'est que récemment, après le 
développement des circuits électroniques VLSI, que la technique OFDM a été utilisée 
commercialement. La modulation OFDM peut être décrite comme étant un multiplex age 
fréquentiel où N symboles sont modulés simultanément par N sous-porteuses orthogonales. 
Les différents signaux individuels ainsi formés sont additionnés pour former le signal 
OFDM. Ce dernier est donné par l'équation suivante: 
Sen) = L~,:-t D(k)ej2rrn.k/N [2.11 ] 
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Avec n = 0,1, ... ,N-1. 
Où D(k) représentent les symboles complexes à transmettre (issues de la constellation de la 
modulation) et N est le nombre de sous-porteuses employées. Dans ce contexte, nous 
remarquons que l'équation 2.11 n'est rien d'autre que la transformée inverse de Fourrier 
(IFFT). À ce propos, la norme de WiMax, pour la couche OFDM PHY avec 256 points 
FFT, spécifie que le nombre de sous-porteuses (N) à l'entrée de l'IFFT est 256. Ces sous-
porteuses sont de 3 types : données, pilotes et gardes. La figure 2.8 montre les 256 sous-
porteuses insérées tout au long du spectre du symbole OFDM. 192 sous-porteuses sont 
utilisées pour la transmission des données, 8 sous-porteuses sont utilisées pour l'estimation 
du canal (channel estimation) et la compensation du décalage de la fréquence porteuse 
(carrier frequency offset estimation), et les sous-porteuses restantes sont utilisées comme 
bandes de garde pour prévenir les interférences. 
Data sub<:lu'rÎers De s'l.Ibearri.er .Pilot sub.carriers 
~ + ~
...... Guard band Channel Guard band -'" 
Figure 2.8 : Les sous-porteuses de données, de gardes et pilotes dans un symbole OFDM 
Donc, le symbole OFDM est constitué de 256 sous-porteuses, à chaque sous-porteuse 
on associe un indice fréquentiel, ces indices sont répartis de -128 à + 127. La sous-porteuse 
d'indice zéro est connue comme la sous-porteuse DC. Les différents paramètres de 
l'OFDM comme spécifiés dans le standard de WiMax sont donnés dans le tableau ci-
contre. 
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Tableau 2.3 : Les paramètres de l'OFDM dans WiMax. 
Paramètres Valeur 
Taille de FFT 256 
Nombre de sous-porteuse de données 192 
Nombre de sous-porteuse de garde 56 
Nombre de sous-porteuse pilotes 8 
Fraction de garde (préfixe cyclique) 1/32,1/16,1/8 
facteur d'échantillonnage, n 8/7 
Bande du canal 3.5 MHZ 
Espacement entre les sous porteuses 15.625 KHZ 
Temps du symbole OFDM 72 J..ls 
2.2.7 Les sous-porteuses pilotes 
Les sous-porteuses pilotes sont des signaux spéciaux insérés entre chaque symbole 
OFDM. L'insertion de ces sous-porteuses permet d'effectuer une compensation du 
décalage de la fréquence porteuse (carrier frequency offset compensation) au récepteur. En 
outre, les récentes recherches [30] ont montré que les sous-porteuses pilotes peuvent aussi 
être utilisés pour l'estimation et la compensation des canaux qui varient rapidement dans le 
temps (channel estimation and compensation in fast time-varying channels). Le tableau 2.4 
montre les fréquences dédiées aux sous-porteuses pilotes ainsi que leurs valeurs 
correspondantes. 
Tableau 2.4 : Indices des sous-porteuses pilotes et leurs valeurs correspondantes. 
Indice Valeur 
-88 1 
-63 -1 
-38 1 
-13 -1 
13 1 
38 1 
63 1 
88 1 
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2.2.8 Les sous-porteuses de garde (bandes de garde) 
Dans le but de prévenir les interférences, les sous-porteuses qui sont aux deux 
extrémités du spectre du symbole OFDM, ne sont pas utilisées et sont mises à zéro. Le 
standard de WiMax spécifie que les sous-porteuses d'indice -128 à -101 inclusivement et 
de 101 à 127 inclusivement sont utilisées comme bandes de garde. 
2.2.9 Le préfixe cyclique 
Le retard de la propagation (delay spread) est un type de distorsion qui est provoquée 
quand un signal identique arrive à différents moments à sa destination. Ainsi, pour 
surmonter le problème du retard de la propagation, le standard de WiMax spécifie qu'un 
préfixe cyclique doit être ajouté pour chaque symbole OFDM. En effet, le préfixe cyclique 
est un intervalle de garde au début du symbole OFDM. Cet intervalle consiste à répéter les 
m derniers échantillons de la transformée inverse de Fourrier au début de cette transformée. 
La valeur de m doit être choisie de façon à ce que la durée du préfixe cyclique soit 
supérieure à la durée maximale du retard de la propagation causée par les phénomènes de 
propagation à trajets multiples. 
La figure 2.9 montre la conception d'un émetteur OFDM en Simulink. Tout d'abord, 
une matrice de taille [192*1], qui correspond aux sous-porteuses des données, est reçue du 
modulateur. Ensuite, les sous-porteuses pilotes et gardes sont insérées, à leurs adresses 
correspondantes, pour former une matrice de taille [256* 1]. Cette dernière est passée vers 
le bloc IFFT dans Simulink pour calculer la transformée inverse de Fourrier. Finalement, 
les dernières m lignes de la matrice sont répétés au début de cette matrice pour former le 
préfixe cyclique. 
pilotes 
C"ÇUI des indiç". d_ 
.oon-porte_es 
pilotas 
0·on.1(27.1) 
Sous-porteuu. de garde. 
(b .. nd •• de. 0 .. rde)1 
fusionner les Sous.porteuses 
pilotes .. 1 don" ... 
fusionnel tous 
les.ous.porte.u .... 
Figure 2.9: Émetteur OFDM dans Simulink. 
2.2.10 Effet des modules de la chaîne de transmission sur une trame exemple 
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DOl'lol'li_ à transmettre 
Alors que les modules de la chaîne de transmission de WiMax ont été largement et 
profondément présentés et discutés dans les sections précédentes, la complexité de ces 
modules peut entraîner le lecteur à ne pas pleinement comprendre le contexte de la chaîne 
de transmission dans WiMax. Ainsi, pour mieux illustrer les différentes étapes dans 
l'émetteur WiMax, nous allons considérer une trame reçue de la couche MAC qui doit être 
transmise suivant le profil QPSK 3/4. Donc, cette trame doit passer par tous les modules de 
la chaîne de transmission montrés dans la figure 2.1 (la trame sera passée au mélangeur et 
la sortie du mélangeur sera passée à l'encodeur Reed-Solomon etc.). Par conséquent, l'effet 
de chaque module de la chaîne de transmission sur cette trame sera brièvement montré et 
discuté. Cela permettra aux lecteurs de mieux comprendre le contexte global de la couche 
physique du WiMax. Comme déjà indiqué, cette trame sera transmise suivant le profil 
QPSK 3/4, ainsi la longueur de la trame doit être 35 octets (spécification du standard). Les 
octets de cette trame ont été choisis d'une façon aléatoire. Cette trame est égale à [4529 C4 
79 AD OF 5528 AD 87 B5 76 lA 9C 80 50 45 lB 9F D9 2A 88 95 EB AE B5 2E 03 4F 09 
146958 OA 5D]. 
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Pour préparer la trame pour la transmission, cette dernière doit passer d'abord par 
l'intermédiaire du mélangeur. Comme le montre le circuit de la figure 2.2, le 
fonctionnement du mélangeur est très simple. Chaque octet à transmettre entre 
séquentiellement dans le circuit (le bit le plus significatif en premier). Par conséquent, la 
trame résultante après le mélangeur sera égale à [D4 BA Al 12 F2 74 96 3027 D4 88 9C 
96 E3 A9 52 B3 15 AB FD 92 53 0732 CO 62 48 FO 19 22 EO 91 621A Cl]. On remarque 
que le mélangeur n'a pas d'effet sur la longueur de la trame. Ainsi, le nombre d'octets à 
l'entrée du mélangeur est le même que celui à la sortie. Il est à noter que pour 
l'initialisation des registres du mélangeur, nous avons supposé que les paramètres BSID, 
D/UIUC et l'index de la trame de données sont égales respectivement à 1,7et 1. 
En deuxième lieu, cette trame doit passer par l'encodeur Reed-Solomon. Comme déjà 
indiqué l'encodeur RS ajoute quelques octets de redondance à la trame. Ainsi, après 
l'encodage, la trame résultante sera égale à: [4931 40 BF D4 BA Al 12 F2 74 96 30 27 
D4 88 9C 96 E3 A9 52 B3 15 AB FD 92 53 07 32 CO 62 48 FO 19 22 EO 9162 lA Cl 00]. 
On peut observer que l'encodeur RS n'a pas d'effet sur les octets originaux. Cet encodeur 
ajoute quatre octets de redondance au début de la trame originale (ainsi qu'un zéro octet à 
la fin de la trame). Ensuite, les octets originaux ainsi que les octets de redondance sont 
envoyés vers l'encodeur convolutionnel. Par conséquent, la longueur de la trame à la sortie 
de l'encodeur RS est égale à 40 octets. 
Ensuite, les 40 octets reçus de l'encodeur RS, doivent être encodés (avec le CC) et 
perforés. Dans ce contexte, alors que le CC ajoute des bits de redondance (pour chaque bit 
à l'entrée, deux bits sont produits), le perforateur élimine quelques un de ces bits pour 
améliorer la performance. Ainsi, après le traitement avec l'encodeur convolutionnel et le 
perforateur, la trame résultante sera: [3A 5E E7 AE 49 9E 6F 1 C 6F Cl 28 BC BD AB 57 
CD BC CD E3 A7 92 CA 92 C2 4D BC 8D 78 32 FB3 BF DF 23 ED 8A 94 1627 A5 65 
CF 7D 16 7A 45 B8 09 CC]. On peut observer que la trame résultante est de longueur 48 
octets. Par conséquent, huit octets de redondance ont été ajoutés à cette trame. 
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Pour améliorer la performance des codes correcteurs RS et CC, les 48 octets reçus du 
CC doivent être entrelacés. Comme indiqué précédemment, l' entrelaceur simplement 
réorganise les indices des bits dans une trame suivant les équations 2.7 et 2.8. Par 
conséquent, après le traitement de l'entrelaceur, la trame résultante sera: [77 FA 4F 17 4E 
3E E6 70 E8 CD 3F 76 90 C4 2C DB3 F9 B7 F13 43 6C F19A BD ED OA 1C D8 lB EC 
9B 30 15 BA DA 31 F5 50 49 7D 56 ED B4 88 CC 72 FC SC]. Nous remarquons, dans ce 
contexte, que le nombre d'octets à la sortie de l'entrelaceur est 48. Ainsi, le processus 
d'entrelacement n'a pas d'effet sur la longueur de la trame. 
Après l'entrelaceur, les 48 octets (384 bits) reçus de l'entrelaceur doivent être modulés 
en nombres complexes (modulateur). Comme déjà indiqué, nous supposons que la trame 
sera transmise suivant le profil QPSK 3/4, ainsi chaque deux bits seront modulés en un 
nombre complexe. Pour le profil QPSK 3/4, la norme de WiMax [1] spécifie les 
transfonnations suivantes [00,...[2 + i...[2] (la séquence 00 sera transformée en ...[2 + i...[2 ), 
[01,...[2 - i...[2], [10, -...[2 + i...[2], [11,-...[2 - i...[2]. Par exemple, l'octet SC [01011101] 
sera transformé en quatre nombre complexe [...[2 - i...[2, ...[2 - i...[2, -...[2 - i...[2, ...[2 -
i...[2]. Ainsi, après la modulation, les 384 bits reçus de l'entrelaceur seront modulés en 192 
symboles (nombres complexes). La trame résultante après la modulation est montrée dans 
l'annexe C. 
Ensuite, les sous-porteuses pilotes ainsi que les bandes de garde doivent être ajoutés 
aux 192 symboles modulés (reçus du modulateur) pour former les 256 symboles à l'entrée 
de la transformée inverse de Fourrier. Les bandes de garde sont obtenus par l'ajout de 28 
zéro au début des 192 symboles modulés et de 27 zéro à la fin de ces symboles. Les sous-
porteuses pilotes, de l'autre coté, sont obtenues en insérant des signaux spéciaux à des 
indices spécifiques. Les valeurs de ces signaux ainsi que leurs indices correspondants sont 
montrés dans le tableau 2.4. La trame résultante après l'insertion des sous-porteuses pilotes 
et les bandes de garde est montrée dans l'annexe C. 
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À ce point, les 256 symboles déjà traités sont prêts pour la transformée inverse de 
Fourrier. Ainsi, après le traitement de l'IFFT, 256 échantillons (nombres complexes) sont 
obtenus. Ces 256 échantillons constituent un symbole OFDM. La valeur de ce symbole 
OFDM est montrée dans l'annexe C. 
Enfin, le préfixe cyclique doit être ajouté. Ce dernier est accompli simplement en 
répétant les derniers m échantillons de la transformée inverse de Fourrier au début de cette 
transformée (m est la longueur du préfixe cyclique). 
2.3 Détails du récepteur WiMax 
Comme dans la plupart des normes de communication, le corps de la norme définit les 
détails de conception de l'émetteur, tandis que les détails du récepteur sont laissés au 
fabricant pour les définir. Toutefois, les blocs de la chaîne de réception doivent être le 
miroir des blocs de la chaîne de transmission. Dans ce travail, les mêmes blocs de la chaîne 
de transmission ont été inversés et légèrement modifiés pour implémenter la chaîne de 
réception. Cependant, un seul bloc de la chaîne de réception a été modifié d'une manière 
significative. Ce bloc est le décodeur de Viterbi qui effectue la fonction inverse de 
l'encodeur convolutionnel. De plus, deux nouveaux blocs ont été ajoutés à la chaîne de 
réception. Ces deux blocs sont l'égaliseur du canal et l'estimateur du rapport signallbruit. 
Le module égaliseur du canal permet au récepteur de corriger les perturbations des signaux 
transmis (par exemple la modification de l'énergie, l'amplitude et la phase du signal 
originale) causées par le canal de communication. Dans ce contexte, la méthode de l'erreur 
quadratique minimale est utilisée pour implémenter l'égaliseur du canal. Le bloc estimateur 
du rapport signal bruit calcule le rapport signal bruit (SNR) et transmet la valeur 
correspondante vers l'émetteur pour que ce dernier puisse appliquer le profil de modulation 
et de codage correspondant. Les deux nouveaux blocs du récepteur (égaliseur du canal et 
estimateur du rapport signal bruit) ainsi que le décodeur de Viterbi seront présentés en 
détail dans les sections suivantes. Finalement, il est à noter que les modules égaliseur du 
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canal et estimateur du rapport signal bruit ont été modélisés en Simulink et n'ont pas été 
considérés lors de l'implémentation de la couche physique de WiMax en matériel. 
2.3.1 L'égaliseur du canal 
En pratique, les canaux de transmission sans fil sont souvent variables dans le temps 
ou inconnus apriori. Les paramètres des canaux de communication qui peuvent varier en 
cours de la transmission incluent, parmi d'autres, le bruit (noise) et le retard de la 
propagation (delay spread). En effet, l'évolution de l'environnement de transmission au 
cours du temps, modifie aléatoirement l'énergie, l'amplitude, et la phase du signal transmis. 
En outre, les systèmes de communication sans fil sont limités en capacité et en performance 
à cause de certains facteurs liés au canal de transmission [33]. Dans ces cas, l'estimation et 
l'égalisation du canal en temps réel sont essentielles afin de garantir une bonne détection 
des signaux transmis. Le rôle de l'estimateur du canal est de trouver approximativement les 
valeurs d~s atténuations et des distorsions que les signaux subissent lors de leurs 
propagations dans les canaux sans fils. L'égaliseur, en se basant sur les informations 
fournies par l'estimateur, essaie de corriger, en temps réel, les signaux reçus. Dans ce 
contexte, il existe une multitude de méthodes d'estimation du canal notamment la méthode 
d'estimation aveugle (blind estimation) [27-28] et la méthode d'estimation turbo [29]. 
Cependant, pour les systèmes de transmission OFDM, on utilise souvent des méthodes 
d'estimation basées sur l'insertion des sous-porteuses pilotes ou d'un symbole OFDM 
redondant dont la valeur est connue apriori par le récepteur [30-31]. Au niveau de WiMax, 
l'estimation de l'état du canal est accomplie en insérant une seule sequence pilote (symbole 
OFDM pilote) Xret. La valeur du symbole pilote Xret est spécifiée dans [1]. Xret est 
exprimé comme suit: 
[2.12] 
Tout comme les autres symboles transmis, Xret est altéré par les perturbations de 
transmission dues au canal, de telle sorte que le récepteur reçoit une version altérée du 
symbole OF DM pilote Xret. Connaissant apriori ce symbole, le récepteur est en mesure 
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d'estimer les facteurs d'atténuation du canal qui le guideront dans ses prises de décision 
pour détecter les symboles émis. Dans ce travail, nous avons utilisé l'erreur quadratique 
minimale LSE (Least Square Error) pour l'égalisation du canal. La méthode LSE était 
choisie grâce à sa simplicité et sa performance ainsi que son efficacité pour les systèmes 
WiMax [30]. Cette méthode est présentée en détail dans la section suivante. 
2.3.1.1 Erreur quadratique minimale (LSE) 
Le signal OFDM reçu peut être mathématiquement exprimé comme suit [30] : 
rref(k) = xref(k). h(k) + n(k) [2.13] 
Où, k est l'indice de la sous porteuse, r(k) est le signal reçu, x(k) est le signal de référence 
transmis (séquence pilote), n(k) est le bruit blanc gaussien et h(k) est la réponse 
fréquentielle du canal. L'objectif de l'estimateur du canal est de calculer 
approximativement h(k). La méthode de l'erreur quadratique minimale consiste à estimer 
la valeur de h(k) pour laquelle la valeur de [r(k) - x(k). h(k)] sera minimale. 
Mathématiquement parlant, l'erreur quadratique minimale résout l'équation suivante: 
h(k) = argmin Ir(k) - x(k)h(k)1 2 [2.14] 
Où h(k) est la réponse fréquentielle du canal estimée. Simplement la solution de [2.14] 
est: 
r(k) 
x(k) [2.15] 
Après l'estimation de la réponse fréquentielle du canal pour chaque sous-porteuse, 
l'égalisation du canal est accomplie en multipliant chaque symbole modulé reçu par son 
h(k) correspondant. Le circuit Simulink correspondant à la méthode de l'erreur 
quadratique minimale est montré dans la figure 2.10. 
2 ? ______________________ ~+ 
sêquence pilote 
connu a l'émetteur 
F=====e~X 
séqu~nce pilote r~cu 
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séquence recu 
données et pilotes 
sépartlon du symbole OFDM pilote 
et symbole OF DM actuel 
)[]> 
réponse fréquentielle du canal 
estimée 
data 
Figure 2.10 : Erreur quadratique minimale dans Simulink 
2.3.2 Estimation du rapport signal/bruit 
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Pour estimer le rapport signallbruit, nous avons utilisé la métrique de l'amplitude du 
vecteur d'erreur (Error Vector Magnitude, EVM). EVM est une métrique largement utilisée 
dans les systèmes de communication numérique. Elle est généralement utilisée pour évaluer 
la qualité du signal de l'émetteur et pour déterminer le degré d'altération du signal, ce qui 
offre une excellente vue sur la qualité de l'émetteur [26]. En effet, quand un signal est 
transmis par un émetteur idéal, tous les symboles modulés transmis prendront leurs places 
idéales dans la constellation I-Q. Cependant, le signal transmis par l'émetteur subit des 
imperfections et des dégradations diverses qui causent les symboles modulés reçus à 
s'éloigner de leurs places idéales (voir figure 2.12). L'amplitude du vecteur d'erreur 
(EVM) est donc définie comme la différence entre la place idéale du symbole modulé reçu 
et la place observée du même symbole [26]. 
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Q 
Vecteur d'erreur 
"-----_ place observée 
place idéale 
Erreur de phase 
Figure 2.11 : EVM dans la constellation I-Q. 
Soit ék le vecteur qui correspond à la place observée du symbole modulé reçu et Ck le 
vecteur correspondant à la place idéale du même symbole. L'EVM est définie par la 
formule suivante: 
EVM = ICk - êkl [2.16] 
Dans le cas de l'OFDM, où N symboles modulés sont encapsulés dans un symbole 
OFDM, l'EVM est définie comme suit: 
[2.17] 
À ce propos, [25] a prouvé que la relation entre le rapport signallbruit (SNR) et 
l'amplitude du vecteur d'erreur peut être exprimé comme suit: 
EVM = J 1 SNR [2.18] 
La figure 2.12 montre le circuit Simulink qui correspond à l'estimation du rapport 
signal bruit au récepteur. Lors de la réception d'un symbole OFDM, ce dernier est capturé 
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puis passé vers le modulateur pour extraire les places idéales des symboles modulés portés 
par le symbole OFDM. Ensuite, une soustraction vectorielle entre les symboles idéaux et 
les symboles reçus, est accomplie. Pour calculer l'amplitude du vecteur d'erreur d'un 
symbole OFDM, la racine carrée moyenne de l'EVM des symboles modulés portés par le 
symbole OFDM est calculée. Finalement, le rapport SNR est calculé en utilisant l'équation 
[2.18]. 
ln 
WVJhr 
BPSK 
Démodulateu, 
Données vers le 
Déenlraceu, 
Modulateu, 
Figure 2.12 : Estimation du rapport signallbruit dans Simulink. 
2.3.3 Le décodeur de Viterbi 
Pour effectuer un décodage optimal, Viterbi a proposé un algorithme de décodage 
pour les codes convolutifs en 1967 [32]. Le décodeur de Viterbi utilise l'algorithme de 
Viterbi pour le décodage d'une séquence codée avec un encodeur convolutionnel. En effet, 
plusieurs algorithmes ont été proposés dans la littérature pour le décodage d'une sequence 
codée convolutionnellement, cependant l'algorithme de Viterbi est le plus populaire et 
performant [33]. Le seul inconvénient du décodeur de Viterbi réside dans le grand nombre 
des ressources consommées par une implémentation matérielle. L'étude théorique, 
l'analyse détaillée et la performance de l'algorithme de Viterbi sont largement couverts 
dans divers livres et articles [32-34]. La figure 2.13 illustre l'implémentation du 
démodulateur (QPSK), déentrelaceur, décodeur de Viterbi et décodeur Reed-Solomon en 
Simulink. 
signal a la sortie du 
FFI. 
OPSK 
Demodulalor 
Démodulateul 
(OPSK) 
Déenlrelaceur 
~ 
Viterbi Decoder 
Décodeur de Vil.rbi 
Punclur.d 
R •• d-Solomon Decoder 
Décodeur de 
R •• d-Solomon 
bits décodés 
Figure 2.13 : Démodulateur, déentrelaceur, décodeur de Viterbi et décodeur RS en 
Simulink. 
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Comme on peut le voir dans la figure 2.13, après la transformée de Fourrier, le signal 
obtenu est démodulé pour récupérer les bits correspondants. En deuxième lieu, la séquence 
binaire obtenue est désentrelacée pour réorganiser les bits selon leurs indices originaux 
(avant l'entrelacement). Ensuite, la séquence binaire est traitée par le décodeur de Viterbi 
qui utilise les bits de redondance ajoutés à l'émetteur pour détecter et corriger les bits 
erronés. Finalement, la sortie du décodeur de Viterbi est passée vers le décodeur de Reed-
Solomon qui utilise les octets de redondance ajoutés à l'émetteur pour corriger les erreurs 
de transmission. 
2.4 Résumé du chapitre 
Dans ce chapitre, nous avons présenté tous les modules de la couche physique de 
WiMax. La théorie et le rôle de chaque module au niveau de l'amélioration de la 
performance de WiMax ont été présentés et discutés. De plus, nous avons abordé 
brièvement l'implémentation de ces modules en Simulink. Les résultats de simulation du 
modèle implémenté en Simulink seront présentés dans le chapitre 5. L'implémentation de 
ces modules en matériel sera présentée dans le chapitre 6. 
Chapitre 3 : 
Revue de la littérature 
Ce chapitre est conçu pour fournir au lecteur un bref aperçu sur les recherches 
pertinentes qui se font au niveau de l'implémentation et la réalisation des systèmes basés 
sur le multiplexage par répartition orthogonale de la fréquence (OFDM) sur du matériel 
reconfigurable. Ceci n'est pas une liste exhaustive de toutes les recherches en cours, mais 
elle devrait donner au lecteur un aperçu de la façon dont ce mémoire s'intègre avec la 
communauté de recherche en cours. De l'autre coté, la section 3.9 de ce chapitre introduit 
brièvement l'efficacité de l'encodeur Reed-Solomon ainsi que l'encodeur convolutionnel 
au niveau de l'amélioration de la performance des systèmes de communication sans fil 
basés sur le multiplexage par répartition orthogonale de la fréquence. 
3.1 Université Guelph 
A. Sghaier et al. présentent une pure conception VHDL, intégrée avec certaines 
propriétés intellectuelles (IP) pour l'implémentation d'un émetteur OF DM conformément à 
la norme IEEE 802.11a [21]. Le modèle conçu est bien pipeliné. Le pipelinage a été 
principalement réalisé en doublant les éléments de mémoire (RAM ou registres). Cette 
architecture permet de garder le nouveau flux de bits dans le tampon pendant que le flux 
précédent est en cours de traitement. La conception a été réalisée en utilisant la plateforme 
matérielle Virtex-II de Xilinx. Le premier bloc réalisé est le mélangeur qui est suivi par 
l'encodeur convolutionnel (l'encodeur Reed Solomon n'est pas implémenté). L'encodeur 
convolutionnel est suivi par l' entrelaceur qui est constitué d'une RAM où les données sont 
écrites en lignes, et ensuite lues en colonnes. Avant de générer le signal OFDM, les bits 
sont modulés en utilisant la technique de modulation appropriée (BPSK, QPSK, 16-QAM 
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ou 64-QAM). Ces techniques de modulation sont implémentées en utilisant quatre 
mémoires ROMs. Finalement, le module IFFT avec 64 points a été implémenté en utilisant 
la propriété intellectuelle (IP) de Xilinx. Les auteurs mentionnent les résultats obtenus et les 
comparent avec ceux de [18] (voir tableau 3.1). La conception proposée par [21] a été 
conforme avec les débits de données obligatoires spécifiés dans le standard (6, 12 et 24 
Mbits/s). 
Tableau 3.1: Résultats de l'université de Guelph vs. INAOE 
Ressources travail de [21] travail de [18] 
Tranches (Slices) 1828 1924 
Tranche Flip-Flops 2840 2367 
LUTs 2805 2500 
BRAMs 12 12 
Multiplieurs 18*18 12 0 
3.2 L'académie chinoise des sciences 
Le travail de Xu Jinsong et al. se concentre sur la conception d'un émetteur OFDM 
compatible avec les systèmes de communication UWB (Ultra Wideband Communication) 
[15]. Les fonctionnalités réalisées sont respectivement un mélangeur, un convolueur de 
taux 1 sur 3, un perforateur et un entrelaceur. La technique de modulation utilisée est le 
QPSK, la modulation adaptive n'est pas employée. Et finalement, la taille de la 
transformée de Fourrier FFT utilisée est 128. Selon les auteurs, cette taille est optimale pour 
les systèmes UWB. 
Les auteurs présentent les résultats de simulation de chaque bloc à part, la plateforme 
matérielle utilisée pour la synthèse est le Virtex II de Xilinx. Le résumé de l'utilisation du 
matériel est encore présenté. Cependant, aucune contrainte de temps n'est mentionnée. 
3.3 Institut national d'astrophysique, d'optique et d'électronique (INAOE, Mexico) 
G. Garcia et aL présentent la conception, la validation et la mise en œuvre d'un 
modulateur OFDM conforme avec le standard IEEE 802.11a [18]. Le modèle a été réalisé 
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en utilisant les outils de conception de haut niveau comme le System Generator for DSP 
(XSG) de Xilinx, MatLab et Simulink. Les modules implémentés sont le modulateur 
(BPSK, QPSK, 16-QAM et 64-QAM), la transformée inversée de Fourrier de taille 64 
points et le préfixe cyclique. La plateforme matérielle utilisée est le virtex-II, selon l'auteur 
seulement 10% des ressources disponibles ont été utilisées. La fréquence d'opération de 
l'architecture proposée était d'environ 92 MHZ. La consommation d'énergie pour cette 
architecture est de 9,06 mW 1 MHz, cette valeur a été estimée en utilisant l'outil XPower de 
Xilinx. 
Dans une autre publication [19], Garcia et al. présentent la conception, la validation et 
la mise en œuvre d'un modulateur OFDM conformément à la norme IEEE 802.16, ce 
modulateur a été complètement conçu en utilisant l'outil de conception de haut niveau 
System generator for DSP de Xilinx. Les modules implémentés sont respectivement le 
modulateur (QPSK, 16-QAM, 64 QAM), l'IFFT et le préfixe cyclique. La plateforme de 
synthèse utilisée est le Virtex-II, les résultats obtenus montrent que 18% des ressources 
disponibles ont été utilisées et la fréquence maximale atteinte est de 98.376 MHZ 
(fréquence d'opération de la conception proposée). 
3.4 La société ALTERA 
La société ALTERA décrit dans [22] comment utiliser ses FPGAs et ses outils de 
conception disponibles pour surmonter les défis associés à la mise en œuvre des couches 
PHY et MAC de WiMax. Le rapport met en lumière la capacité des FPGAs d'ALTERA 
ainsi que les propriétés intellectuelles disponibles. Le rapport souligne l'abondance des 
blocs arithmétiques et mémoires dans les FPGAs d'ALTERA. De plus, ALTERA suggère 
l'utilisation de la famille des FPGAs startix-II qui contient plus de 384 18*18 
multiplicateurs. Selon ALTERA, startix-II est la meilleure option pour la mise en œuvre 
des couches PHY et MAC des normes de communication récentes, y compris WiMax. Pour 
réduire le temps de la mise sur le marché, ALTERA suggère l'utilisation de ses propriétés 
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intellectuelles (FEC, FFT, MIMO) ainsi que les outils de conception de haut niveau tels 
qu'ALTERA DSP builder. 
3.5 Lattice Semiconductor UK Ltd 
Lattice Serniconductor a produit plusieurs papiers, y compris [16] et [17] qui explorent 
les problèmes majeurs dans la conception et l'implémentation de la norme 802.16. Lattice 
suggère l'utilisation de la famille des· FPGAs Lattice-ECP33 pour la réalisation de WiMax. 
De plus, Lattice montre l'importance de la suite logicielle ispLEVER pour effectuer toutes 
les tâches requises pour la réalisation des couches PHY et MAC de WiMax, y compris la 
conception, la simulation, la synthèse, et la programmation finale du FPGA. D'autre part, 
Lattice propose un certain nombre de blocs de propriété intellectuelle tels que 
l'encodeur/décodeur Reed-Solomon, le décodeur de Viterbi, et la transformée de Fourrier 
qui peuvent être utilisés pour accélérer le processus de développement. L'étude fournie par 
Lattice Semiconductor est très intéressante, elle montre la possibilité et la faisabilité de 
l'utilisation de la famille des FPGA Lattice ECP pour la conception des systèmes de 
communication sans fil basés sur le multiplexage par répartition orthogonale de la 
fréquence (OFDM). 
3.6 Innovative radio Systems IAF, Allemande 
IAF est une société allemande spécialisée dans le domaine de la communication 
numérique sans fil [24]. Ils ont implémenté plusieurs bancs d'essai OFDM sur un FPGA, y 
compris un qui est basé sur la norme IEEE 802.11 a. Une grande partie de leur travail se 
base sur les systèmes OFDM pour la technologie 4G, y compris un système qui prétend 
détenir le record du monde sur la vitesse de transmission radio, avec un débit de données 
d'environ 1 Gigabit par seconde. 
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3.7 Université de Kansas 
Jordan Guffey à l'université de Kansas a introduit la conception et l'implémentation 
d'un système de multiplexage par répartition orthogonale de la fréquence (OFDM) en se 
basant sur la norme IEEE 802.162004 [23]. Ce système se compose d'un émetteur et d'un 
récepteur qui ont été implémentés en VHDL pour les utiliser sur le « Kansas University 
Agile Radio» (KUAR). Le KUAR est une plateforme expérimentale SDR (Software 
Defined Ratio) qui est capable de la mise en œuvre des composants radio en logiciel ou/et 
en matériel reconfigurable. Le modèle conçu s'intéresse à l'implémentation d'un émetteur-
récepteur OFDM, sans se concentrer sur les codes correcteurs et l'entrelacement. 
Cependant, le système conçu s'intéresse plus aux modules de synchronisation entre 
l'émetteur et le récepteur comme l'estimation du canal, la synchronisation des trames, et la 
détection des paquets. La conception VHDL a été vérifiée et validée avec une conception 
MatLab. Les résultats mentionnés montrent que l'implémentation matérielle atteint des 
résultats similaires à ceux de la conception Matlab. 
3.8 Contribution par rapport aux travaux précédemment cités 
Dans les sections précédentes, nous avons présenté quelques recherches pertinentes au 
niveau de la conception et la mise en œuvre des systèmes OF DM reconfigurables. Dans 
cette section, nous allons mettre l'accent sur notre contribution par rapport aux travaux 
précédemment cités. Tout d'abord, nous remarquons qu'au niveau de la mise en œuvre des 
systèmes OFDM, en particulier la couche physique de WiMax, la plupart des ouvrages 
publiés se concentrent sur certaines fonctions et ne traitent pas tous les modules de la 
couche physique, ceci est dû à la complexité de cette couche. Dans ce contexte, dans [21] et 
[15], seulement les modules de la chaîne de transmission ont été réalisés et le langage 
VHDL a été utilisé pour l'implémentation. Alors que, dans ce mémoire nous présentons la 
conception de tous les modules de la couche physique de WiMax (chaîne de transmission et 
de réception) en utilisant l'outil de conception de haut niveau System Generator for DSP. 
De plus, le travail de [21] et [15] ciblent respectivement les technologies WiFi et UWB. Par 
contre, nous ciblons la technologie WiMax. En fait, la recherche effectuée par Garcia [19], 
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est la plus liée à la notre. Cependant, [19] se concentre sur la conception d'un émetteur 
WiMax non codé. De plus, [19] n'a pas implémenté les modules de la chaîne de réception. 
Cependant, notre travail présente tous les modules de la chaîne de transmission ainsi que 
ceux de la chaîne de réception, y compris les modules du codage du canal. Finalement, [23] 
traite les problèmes de synchronisation entre l'émetteur et le récepteur dans WiMax. 
Cependant, dans ce travail nous avons supposé une synchronisation parfaite entre 
l'émetteur et le récepteur. Ainsi, les modules de synchronisation entre l'émetteur et le 
récepteur tels que la synchronisation des trames et la détection des paquets ne seront pas 
traités dans ce mémoire. 
3.9 Performance et efficacité de l'encodeur Reed-Solomon et l'encodeur 
convolutionnel 
Presque tous les systèmes de communication numérique bénéficient d'une forme de 
correction d'erreur directe. Dans ce contexte, il existe généralement quatre types des codes 
correcteurs employés dans les systèmes de communication filaires et sans fils : les codes 
LDPC (low-density parity-check codes), les codes Turbo, les codes Reed-Solomon et les 
codes convolutionnels. Récemment, des efforts de recherche considérables ont porté sur 
deux aspects de ces codes correcteurs: (l) l'exploration et l'évaluation des performances de 
ces codes dans des conditions différentes et pour différentes applications et (2) 
l'optimisation et le pipelinage de l'implémentation matérielle de ces codes (ainsi que leurs 
modules de décodage correspondants). 
À ce propos, puisque la norme de WiMax spécifie que, pour accomplir la correction 
d'erreur directe (FEC), l'encodeur Reed-Solomon (RS) doit être concaténé avec l'encodeur 
convolutionnel (CC), nous allons mener une brève revue sur les travaux qui ont porté sur 
l'efficacité des codes RS et CC au niveau de l'amélioration de la performance des systèmes 
à base OFDM. Une note est à signaler avant de commencer notre revue, c'est que la 
performance des codes correcteurs d'erreurs dépend fortement de plusieurs paramètres tels 
que le schéma de modulation employé, le taux de codage, la taille du bloc, le polynôme 
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générateur, la longueur du code et le type de canal de communication. Ainsi, des 
configurations différentes de ces paramètres sont utilisées dans les systèmes de 
communication conformément aux spécifications de la norme ou selon l'application en 
question [68]. 
Dans ce contexte, une étude intéressante qui traite l'effet des codes correcteurs d'erreurs 
(en particulier RS et CC) dans les systèmes de communication à base OFDM a été faite par 
Elkhettabi dans [42]. L'auteur mentionne qu'en utilisant la structure de modulation QPSK 
avec un encodeur convolutionnel (CC), le taux d'erreur binaire de 10-5 a été atteint à un 
rapport signal/bruit (SNR) équivalent à 10.3 dB. De même, [42] signale qu'un gain de 0.2 
dB a été observé lorsque le CC a été remplacé par le code Reed Solomon RS (15,11). Ce 
gain a été réduit à 0.15 lors de l'utilisation de code RS (15,9) (voir figure 3.1). D'autre part, 
l'auteur explore l'idée de concaténer deux encodeurs convolutionnels en série. Cependant, 
l'amélioration dans la performance était négligeable (environ 0.3 dB) et la complexité du 
système a considérablement augmenté. Par conséquent, la combinaison de deux codes CC 
en série était injustifiée. De plus, dans sa conclusion, Elkhettabi affirme que les codes de 
Reed-Solomon améliorent la performance d'un système de communication d'environ 0.3 
dB par rapport aux codes convolutionnels classiques. 
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Figure 3.1: Performance des codes: CC, RS(15, 11) et RS (15,9) dans un système à base 
OFDM 
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Le travail de H. Zhou et al. [70] se concentre sur l'étude de la performance de la 
technique de correction d'erreur directe dans les systèmes UWB (ultra wide band 
communication). Similairement à WiMax, les systèmes UWB emploient un code 
RS(255,233) concaténé avec un code CC pour la correction d'erreur directe. Comme le 
montre la figure 3.2, la perfonnance du systéme avec le code RS et le code CC s'est 
améliorée par rapport au cas sans codage. De même, on peut observer que le code RS 
donne plus de performance en comparaison avec le code Cc. Cependant, comme prévu, la 
combinaison de RS et CC fournit la meilleure performance. Dans ce contexte, à un taux 
d'erreur binaire égale à 10-2, la combinaison du code RS et CC fournit une amélioration 
dans la perfonnance de l'ordre de 6 dB par rapport au cas sans codage. Cette amélioration a 
été réduite à environ 4 dB lorsque le code CC a été enlevé (RS seulement). De même, 
l'amélioration a été réduite à environ 3.5 dB lorsque le code RS a été enlevé (CC 
seulement). 
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Figure 3.2 : Perfonnance de RS et CC dans les systèmes UWB. 
Haque et al. dans [69] traite l'effet du taux de codage dans un encodeur convolutionnel 
sur la performance globale des systèmes à base OFDM. Les auteurs proposent un système 
de communication constitué d'un code RS (255, 239) concaténé avec encodeur 
convolutionnel. Plusieurs taux de codage pour le CC ont été employés. Dans le cas d'un 
taux de codage égale à 1/2, la performance du système avec la structure de modulation 
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BPSK était tout à fait satisfaisante. Cependant, les perfonnances atteintes pour les 
structures de modulation QPSK, l6QAM et 64QAM n'étaient pas efficaces. Ainsi, les 
auteurs suggèrent que l'utilisation d'un taux de codage équivalent à 1/2 soit limitée à la 
structure de modulation BPSK. De même, les auteurs signalent que la perfonnance obtenue 
dans le cadre d'un taux de codage équivalent à 2/3 avec la structure de modulation 64QAM 
n'était pas fiable. Par conséquent, les auteurs ne recommandent pas l'utilisation de ce taux 
de codage avec la structure de modulation 64QAM. Aussi, il a été observé d'après les 
résultats de la simulation que la perfonnance du système a augmentée avec un taux de 
codage et une longueur du code plus élevés. 
Une dernière contribution dans le contexte de la perfonnance des codes correcteurs a été 
faite par S. G. Lee dans [71]. L'auteur traite l'évaluation des perfonnances des codes 
correcteurs concaténés (RS, CC et LDPC) dans les systèmes à base OFDM. Dans son 
étude, l'auteur considère le code RS (255,239,8) ainsi que l'encodeur convolutionnel de 
taux 2/3. La figure 3.3 montre la perfonnance du code RS par rapport à la concaténation de 
RS et CC. Comme prévu, sans l'encodeur convolutionne1, une dégradation dans la 
perfonnance d'environ 3 dB (à un taux d'erreur binaire égale à 10-2) a été observée par 
rapport au cas où le CC a été combiné avec l'encodeur RS . 
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Figure 3.3 : Perfonnance de l'encodeur RS par rapport à la combinaison de RS et CC. 
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Chapitre 4 : 
Technologie de réalisation : Plateforme 
matérielle et outils de conception 
4.1 Introduction 
Ce chapitre présente un aperçu général sur les matérie1s reconfigurables (FPGA), ainsi 
que les contraintes à respecter lors de la réalisation d'un design sur des tels matériels. Nous 
abordons également le flux de la conception des systèmes numériques en uti1isant la 
plateforme de prototypage rapide Xilinx System Generator for DSP (XSG) qui est une 
partie de la plateforme de développement de Simulink. De plus, nous allons justifier les 
raisons pour lesquelles nous avons choisi la fami11e des FPGAs «VIRTEX II pro» de 
XILINX comme plateforme de réalisation. L'utilisation de l'environnement de prototypage 
rapide XSG, comme plateforme de réalisation, sera aussi justifiée. De plus, les différences 
principales entre la modélisation d'un design avec la plateforme Simulink de MATLAB 
(blocksets standards de Simulink) et la réalisation de ce design sur un FPGA en utilisant 
XSG (blocksets de XlLINX) seront mises en évidence. 
4.2 Les contraintes de l'implémentation matérielle 
Contrairement à la modélisation d'un design avec un logicie1 de modélisation (par 
exemple Simulink, ns2 ou c++), la réalisation de ce design sur une plateforme matérie11e 
reconfigurable implique quelques contraintes. En effet, l'espace disponible sur le FPGA 
n'est pas illimité. Ceci impose la minimisation de l'espace occupé par le circuit. D'autre 
part, la fréquence de fonctionnement du circuit conçu peut être réduite à cause des délais 
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introduits par les divers éléments logiques, mémoires et interconnexions du circuit. D'où la 
nécessité d'introduire une plus grande quantité du parallélisme dans la conception pour 
atteindre une fréquence d'opération maximale. Ces deux contraintes (l'espace occupée par 
le circuit et la fréquence de l'opération du système conçue) imposent une très bonne 
expertise au niveau de l'architecture et des ressources des FPGA, ainsi qu'au niveau des 
outils de conception utilisés pour le prototypage du système. 
Dans la section suivante, nous allons présenter brièvement l'architecture et le 
fonctionnement des FPGAs. Plus tard dans ce chapitre, nous allons décrire le flux de 
conception des systèmes numériques en utilisant la plateforme de prototypage rapide Xilinx 
System Generator for DSP. 
4.3 Généralités sur les FPGAs 
Le dernier né de la famille ASIC (Application Specific Integrated Circuit) est le FPGA 
(Field Programmable Gate Array). Les FPGAs, apparus commercialement en 1985, sous 
l'initiative de la société XILINX, sont des circuits numériques à logiques programmables, 
c.à.d. pouvant être programmés par le concepteur plutôt que par le fabricant du 
périphérique pour exécuter une fonction logique. 
L'architecture des FPGAs est constituée d'un tableau de blocs logiques configurables 
(configurable logic blocks, CLB). Ces blocs logiques permettent de réaliser des fonctions 
combinatoires et séquentielles (voir figure 4.1). Autour de ce tableau de CLBs, on trouve 
des blocs d'entrées/sorties (Input/output, lOs). Ces blocs sont responsables de l'interfaçage 
avec le monde externe. Chaque bloc configurable est aussi entouré par une matrice de 
connexion qui permet de router les signaux entre les différents CLBs. La programmation du 
FPGA est un processus très simple. Ce processus consiste à charger une trame de bits dans 
les cellules de mémoire SRAM pour établir les différentes connexions entre les CLBs et les 
JOBs ainsi qu'entre les CLBs eux même. 
Interconnexion 
Programmable 
1/0 Blocks (lOBs) 
ocs Logiques Configurables 
(CLBs) 
Figure 4.1 : Architecture générale des FPGAs. 
4.4 Avantages de l'utilisation des FPGAs 
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Bien que les matériels reconfigurables sont souvent utilisés comme des circuits de 
prototypage avant une implémentation définitive sur des circuits dédiés. L'utilisation des 
FPGAs offre aux ingénieurs plusieurs avantages par rapport à la fabrication d'un circuit 
intégré dédié. Parmi ces avantages, on identifie une plus grande flexibilité, une diminution 
du temps globale de conception, et une réduction du coût globale de conception. D'autre 
part, contrairement à un microprocesseur ou un processeur DSP où la performance est liée à 
la fréquence maximale à laquelle le processeur peut fonctionner, la performance du FPGA 
est liée à la quantité du parallélisme qui peut être introduite dans la conception. Cette 
dernière caractéristique des FPGAs pennet de construire des modules plus rapides et à plus 
haute intégration, ouvrant ainsi la voie au développement des applications importantes 
comme le traitement des signaux, le codage et le décodage, la reconnaissance des formes et 
la cryptologie [53]. 
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4.5 Choix de la technologie d'implémentation 
Sur le marché des matériels reconfigurables, on trouve plusieurs fournisseurs, tels 
qu'ALTERA, ACTEL, LATTICE et XILINX. Cependant, les familles des FPGAs de 
XILINX sont les plus utilisées en raison de leurs caractéristiques et leurs performances 
[47]. En effet, La réalisation de notre projet est faite sur des composantes de XILINX. Ce 
choix est dicté non seulement par la large utilisation des FPGAs de XILINX au niveau 
commercial, mais aussi par l'expertise développée au sein du laboratoire LASSO ainsi que 
la disponibilité des outils matériels et logiciels nécessaires pour la réalisation des différents 
projets. Donc, au niveau du matériel nous avons utilisé la série des FPGAs Virtex II pro 
XC2VP30 de XILINX. Ce dernier (Virtex II pro XC2VP30) a été choisi grâce a sa capacité 
au niveau CLBs, ainsi que ses multiples ressources de routage et de calcul arithmétique. 
D'autre part, au niveau des logiciels et outils de conception, nous avons utilisé le logiciel 
Xilinx System Generator for DSP (XSG). Ce dernier a été choisi parce qu'il offre un 
environnement de prototypage rapide, simple et efficace pour la conception des systèmes 
numériques. XSG et «Virtex II pro XC2VP30» seront présentés en détail dans les sections 
suivantes. 
4.6 La famille des FPGAs Virtex 
En 1998, l'entreprise XILINX a introduit une nouvelle famille des FPGAS 
nommée « VIRTEX ». Cette nouvelle famille est basée sur un procédé CMOS 0.2 f..Lm avec 
cinq couches de métal [54]. En effet, La série des FPGAs «VIRTEX» a été la première qui 
offre l'équivalent de 1 million de portes logiques au niveau de densité d'intégration. La 
série «VIRTEX » est caractérisée par les propriétés suivantes; une fréquence d'horloge 
pouvant aller jusqu'au 500 MHZ, des DLLs intégrés (Digital Locked Loop) qui permettent 
un contrôle plus précis d'horloge, et les modules «VersaRing» qui permettent d'isoler les 
portes entrées/sorties de la matrice des CLBs et fournissent à l'utilisateur plus de flexibilité 
lors de l'affectation des portes d'entrées/sorties [59]. D'autre part, la série des FPGAs 
VIRTEX est équipée avec des mémoires RAMs dédiées, ainsi que des modules logiques 
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dédiées pour l'exécution rapide des opérations arithmétiques (multiplication et division). 
Un autre avantage de la série VIRTEX est le grand nombre des ports d'entrées/sorties qui 
permettent de supporter une grande variété de standards de communication. 
DLLs lOBs DLLs 
VersaRing 
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1 DLLs lOBs DLLs 
Figure 4.2 : Architecture générale du FPGA VIRTEX 
En 2002, XILINX a introduit la série VIRTEX Il pro. Contrairement à la première série 
de VIRTEX, VIRTEX Il pro est basée sur un procédé CMOS 0.13 flm. Les statistiques 
concernant la densité et l'architecture de la plateforme Virtex Il pro XC2VP30 sont 
présentées dans le tableau suivant: 
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Tableau 4.1: Statistique de la platefonne Virtex II pro XC2VP30 
Propriété Valeur 
Tranches (slices) 13696 
Cellules logiques (1 LUT à 4 entrées + bascule) 30,816 
blocs RAMs de 18 Kbits 136 
Multiplieurs dédiées (18 * 18) 136 
Blocs entrées/sorties 624 
PowerPC Processeur 2 
Fréquence de l'horloge 430 MHZ 
En effet, l'architecture de la série des FPGAs VIRTEX II pro est optimisée pour 
supporter les applications qui nécessitent une grande vitesse d'opération avec une faible 
consommation d'énergie [52]. Ceci les rend un choix optimal pour les applications qui 
nécessitent un traitement en temps réel, comme le traitement des signaux, la cryptologie, et 
la communication sans fil. 
4.7 Xilinx System Generator for DSP (XSG) 
Bien que les langages de description des matériels récents, comme le VHDL et le 
VERILOG, simplifient le cycle de développement des systèmes numériques, 
l'implémentation et la réalisation d'une conception sur une platefonne matérielle réelle 
reste toujours un cauchemar face aux ingénieurs [49-50]. En effet, l'utilisation des 
approches de conception classique pour l'implémentation des systèmes numériques 
sophistiqués est indésirable. Ce type d'approches rend le cycle de développement d'un 
projet long et complexe [50]. D'où la nécessité d'une platefonne de prototypage rapide qui 
permet aux ingénieurs de mettre l'accent sur la manière de concevoir le système, au lieu de 
se concentrer sur l'écriture du code VHDL et le débogage du code généré. Pour ces raisons, 
XILINX a introduit la plateforme SYSTEM GENERA TOR FOR DSP (XSG). 
En effet, XSG n'est pas un programme en soi. Cependant, il s'agit plutôt d'une librairie qui 
étend l'environnement SIMULINK de MA TLAB. En effet, c'est l'intégration avec 
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SIMULINK qui fait la force de XSG. Les ingénieurs, qui utilisent SIMULINK pour 
modéliser et évaluer la performance d'une conception, peuvent facilement synthétiser leur 
conception vers un FPGA, en utilisant les blocs fournis par XILINX. 
Évidemment, il Y a plusieurs contraintes à respecter et la méthodologie de design au niveau 
de XSG n'est pas exactement la même que celle de SIMULINK. Par exemple, en Simulink 
les opérations arithmétiques sont effectuées en point flottant de 64 bits, alors qu'au niveau 
de XSG, ces opérations sont effectuées en point fixe. De plus, en SIMULINK, le traitement 
et le calcul des signaux se fait à base matricielle, alors qu'avec XSG ce traitement se fait à 
base scalaire. Finalement, les blocs fournis par XSG ne permettent pas de concevoir toutes 
les fonctions voulues, ce qui limite la flexibilité du designer. XSG sera présenté en détail 
dans la section suivante. 
4.7.1 Fonctions disponibles dans XSG 
XSG fournit une librairie des blocs synthétisables, optimisés, simples, flexibles, 
efficaces et personnalisables. Ces blocs abstractent l'implémentation des fonctions 
mathématiques et logiques complexes (sinus et cosinus, racine carrée, fonctions 
logarithmiques, machines à états ... ), ainsi que certains algorithmes du traitement des 
signaux et de communication sophistiquée (transformée de Fourrier, encodeur Reed 
Solomon, décodeur de Viterbi ... ). La majorité de ces blocs imitent des fonctions déjà 
présentes dans SIMULINK. Cependant, l'avantage majeur des blocs fournit par XSG est 
que, contrairement aux blocs standards de SIMULINK, ils peuvent être synthétisé vers un 
matériel reconfigurable. En effet, les blocs du XSG sont groupés, selon leurs fonctions, en 8 
sections: les éléments de base, les modules de communication, les modules du traitement 
des signaux, les fonctions logiques, les types des données, les modules mathématiques, les 
mémoires et les outils divers. 
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Figure 4.3: Xilinx System Generator for DSP 
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Les éléments de bases comprennent des fonctions simples dont les noms décrivent 
bien leurs fonctions. Cependant, Il y en a trois qui sont particulier et sont les plus utilisés. 
Le bloc «system generator» sert à transformer le modèle conçu en code VHDL (ou 
VERILOG) synthétisable et de niveau RTL. Les deux autres blocs sont le « Gateway in » 
et le « Gateway out ». Le bloc « Gateway in » est utilisé pour passer du domaine continu en 
virgule flottante au domaine en temps discret à point fixe. «Gateway in» permet de 
spécifier la fréquence à laquelle le signal sera échantillonné, ainsi que la précision et le type 
de donnée (data type) du signal. De l'autre coté, le «Gateway out» reconvertit 
automatiquement les valeurs en point flottant ce qui permet de les reconnecter aux blocs 
standards de SIMULINK. La section mémoire contient des éléments de mémoire typiques 
comme les FIFOs, les RAMs et les ROMs. Les librairies de traitement des signaux et de 
communication contiennent des modules qui abstractent l'implémentation des algorithmes 
sophistiqués comme la transformée de Fourrier, l'encodeur/décodeur Reed Solomon, le 
décodeur de Viterbi etc. La librairie « outils» contient des modules à utilisations générales 
comme l'estimateur des ressources d'un circuit et le microcontrôleur PicoBlaze. 
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4.7.2 Concept de l'horloge dans XSG 
Contrairement aux autres blocs de SIMULINK, Les blocs de XSG fonctionnent 
uniquement en temps discret. Ceci est pour imiter l'architecture des FPGAs qui ne peuvent 
pas fonctionner en temps continu. Donc, pour représenter l 'horloge matérielle du FPGA 
dans Simulink, XSG introduit le concept de la période d'échantillonnage (sampling period). 
Si par exemple, la période d'échantillonnage d'un bloc est égale à un, la sortie de ce bloc 
n'est calculée qu'une seule fois, avec les valeurs présentés à l'entrée, au début de chaque 
cycle de l'horloge matérielle. Par contre, si la période d'échantillonnage d'un bloc est égale 
à un entier m, la sortie de ce bloc n'est calculée qu'après m cycles de l'horloge matérielle. 
Un autre concept essentiel au niveau de XSG est la latence, c'est une propriété qu'il 
faut spécifier pour certains blocs. En effet, si dans un circuit la latence de tous les blocs est 
mise à zéro, le circuit est totalement combinatoire. Ceci fait en sorte que l'algorithme 
implémenté en FPGA donnera un résultat en un seul cycle d'horloge. Cependant, la 
présence de logique combinatoire, sans des éléments de latence, limite énonnément la 
fréquence possible de l'horloge. 
4.7.3 Simulation des modèles dans XSG 
La simulation des circuits composés des blocs de Xilinx est très simple. En effet, les 
blocs de XILTI'l"X se comportent comme les autres blocs de SIMULINK, sauf qu'ils sont 
toujours en temps discret. Cependant, le temps de simulation d'un circuit construit avec les 
blocs de XILINX est beaucoup plus élevé par rapport à un circuit identique composé des 
blocs standards de SIMULINK. 
Un autre avantage de l'utilisation de XSG est que ce dernier garantit que lorsqu'une 
conception est implémentée sur FPGA, le circuit se comportera exactement comme lors de 
la simulation du modèle dans SIMULINK [47]. 
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4.7.4 Précision du calcul dans XSG 
Au niveau du MA TLAB et SIMULINK les calculs sont effectués en point flottant 
de 64 bits. Cette propriété de MATLAB fournit une grande précision et une plage de 
valeurs énorme. Du coté théorique, les FPGAs peuvent avoir la même précision, cependant 
le nombre d'unités de calcul serait réduit, car les opérations en point flottants sur 64 bits 
nécessitent un grand nombre de logique. Pour cela, XSG utilise une représentation en point 
fixe. Cette représentation prend la forme suivante: (M.N) où M bits sont utilisés pour 
représenter la partie réelle et les N bits sont utilisés pour représenter la fraction. Plus la 
précision est élevée, plus la quantité de portes logiques nécessaires est grande. Il faut donc 
toujours établir un compromis entre la précision et l'espace nécessaire. 
4.8 Le flux de conception VLSI traditionnel 
La figure 4.4 montre le flux de conception VLSI traditionnel. Dans cette approche 
plusieurs plateformes sont utilisées pour compléter le cycle de développement d'un projet. 
Tout d'abord, la modélisation et l'évaluation de la performance du design est généralement 
faite en utilisant un logiciel ou un système de simulation (par exemple Simulink ou C++). 
Au niveau de l'implémentation, les ingénieurs doivent transférer vers une autre plateforme 
(par exemple LABVIEW, ACTNE HDL) pour l'écriture et la simulation du code HDL. Ce 
code correspond au modèle déjà conçu. De plus, la synthèse du code et la vérification sur 
puce nécessitent, parfois, une troisième plateforme. Ceci rend le processus de conception 
plus long et complexe. Ainsi, une grande équipe avec une très bonne expertise sera 
nécessaire pour la conception et la réalisation du système. De même, le temps et le coût de 
développement seront plus élevés. 
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Figure 4.4 : Flux de conception VLSI conventionnel. 
4.9 Avantages et flux de conception de XSG 
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Les ingénieurs de conception favorisent l'utilisation de XSG par rapport aux 
platefonnes traditionnelles pour les raisons suivantes : 
• XSG fournit une platefonne unique pour l'analyse, la conception, l'implémentation 
et la vérification du système. 
• XSG fournit aux ingénieurs une platefonne de prototypage rapide qui pennet aux 
ingénieurs de mettre l'accent sur ]a manière de concevoir le système, au lieu de se 
concentrer sur l'écriture de code VHDL. 
• Le modèle conçu avec les blocs de XSG est traduit en langage de description du 
matériel, VHDL ou VERILOG, simplement par la pression d'un bouton. (Il est 
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aussi possible de générer directement le «bitstream» qUI sera utilisé pour la 
programmation du FPGA). 
• Le temps de développement d'un projet sera mesuré en journées ou semaine. Alors 
qu'en utilisant les approches de conception traditionnelles, le temps de 
développement sera calculé en mois. 
• XSG pennet l'échange de données entre l'environnement de SIMULINK et les 
puces de XILINX par l'intennédiaire de l'interface JTAG, ceci donne plus de 
flexibilité et permet -au concepteur d'accomplir facilement le processus de co-
simulation en matériel (hardware co-simulation). 
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Figure 4.5 : Flux de conception VLSI avec XSG. 
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La figure 4.5 montre le flux de conception en utilisant XSG. En effet, le flux de 
conception d'un système numérique en utilisant XSG passe par les étapes suivantes: 
• Étude et analyse des spécifications du système (débit, taux d'erreur binaire etc.). 
• Conception et modélisation du système en utilisant les blocs standards de 
SIMULINK (point flottant). Le but de cette étape est d'évaluer la performance du 
système pour s'assurer que le modèle conçu répond aux spécifications de l'étape 
précédente. 
• Reprendre le design du système, cette fois en utilisant uniquement les blocs de 
XILINX (point fixe). Après la simulation du modèle conçu, les résultats obtenus 
doivent être comparés aux résultats obtenus durant l'étape précédente. 
• Génération du code HDL (VHDL ou VERILOG) qui correspond au modèle conçu. 
Cette étape est réalisée simplement par la pression d'un bouton. Le concepteur a 
plusieurs choix dans cette étape. En effet, au lieu de générer du code HDL, 
l'ingénieur peut générer le «netlist »ou le «bitstream» correspondant. 
• La dernière étape est le téléchargement du «bitstream» obtenu vers le FPGA. 
Cependant avant la commercialisation du système, le processus de "vérification sur 
puce" doit être accompli. 
Donc, il est bien clair que le cycle de développement VLSI avec XSG est réduit et demande 
moins d'expertise. De plus, des petites équipes peuvent maintenant concevoir des systèmes 
plus complexes en peu de temps. 
4.10 Résumé de chapitre 
Dans ce chapitre, nous avons présenté un aperçu général sur les outils de conception 
utilisés dans la réalisation de la couche physique de WiMax. Nous avons introduit en détail 
le fonctionnement du système de prototypage rapide «Xilinx System Generator for DSP ». 
Les avantages de l'utilisation de cet outil et le flux de conception VLSI en utilisant XSG 
étaient encore présentés. Du coté matériel, nous avons décrit brièvement les FPGAs ainsi 
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que leurs architecture et leurs fonctionnement. Lès caractéristiques de la puce Virtex II pro 
XC2VP30 qui a été utilisé pour l'implémentation du design ont été présentées en détail. Les 
résultats de simulation du modèle de la couche physique de WiMax implémenté en 
SIMULINK seront présentés dans le chapitre 5. L'implémentation matérielle de tous les 
modules de la couche physique en utilisant XSG sera montrée et discutée dans le chapitre 6. 
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Chapitre 5 : 
Résultats de simulation du modèle de la 
couche physique de WiMax 
5.1 Introduction 
Dans ce chapitre, les résultats de simulation du modèle de la couche physique de WiMax 
implémenté en Simulink seront présentés. L'objectif de ce travail est: 
• D'obtenir une compréhension plus précise du fonctionnement du système de 
communication sans fil, WiMax, avant une implémentation définitive sur le matériel 
reconfigurable. 
• D'évaluer la performance de la couche physique de WiMax. 
De plus, nous allons étudier l'effet de la technique de correction directe (FEe) ainsi que la 
technique d'entrelacement sur la performance globale de la couche physique de WiMax. 
Nous allons, aussi, présenter la performance de tous les profils de modulation et du codage 
spécifiés dans WiMax. Ainsi, des interprétations sur l'utilisation de ces profils seront 
données pour offrir une vue complète sur la meilleure manière de la performance du 
WiMax. 
Lors de la simulation du modèle, les points suivants seront pris en considération: 
• Dans ce modèle, nous supposons que la synchronisation est parfaite entre l'émetteur 
et le récepteur. Les techniques de l'estimation du décalage de la fréquence porteuse 
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(Carrier Frequency Offset Estimation) et la synchronisation du début des trames 
(Frame Start Synchronization) ne sont pas traitées dans ce mémoire. 
• Les observations durant la simulation sont faites en présence du module 
« estimation et égalisation du canal ». Ce module offre une meilleure résistance par 
rapport aux perturbations engendrées par le canal et peut lutter contre les effets du 
canal en utilisant un égaliseur. 
• Le module «mélangeur» n'est pas implémenté dans ce modèle. En effet, les 
données binaires produites par l'émetteur sont déjà distribuées aléatoirement en . 
utilisant la distribution de Bernoulli. 
• Les techniques de modulation multi-porteuses (OFDM) sont très robustes au bruit 
blanc gaussien. Chaque sous-porteuse est affectée par un bruit indépendant du reste 
des sous-porteuses. Donc, une perte d'un symbole due à un bruit n'affecte pas les 
autres symboles d'une trame OFDM. 
5.2 Description générale du modèle implémenté 
La figure 5.1 représente le schéma bloc du modèle implémenté avec l'outil SIMULINK 
de MATLAB. Les détails sur le fonctionnement de ces modules sont largement expliqués 
dans le chapitre 2. Comme décrit dans ce dernier, au niveau de l'émetteur, les données 
binaires sont codées avec un code Reed-Solomon suivi d'un code convolutionnel. Après le 
codage on applique un processus d'entrelacement sur la séquence obtenue. Le bloc 
. entrelaceur est représenté par une matrice où les bits rentrent ligne par ligne et lus colonne 
par colonne. Une division de cette séquence en groupe de bits et une transformation de ces 
groupes en nombre complexes est effectuée suivant la modulation appropriée. À ce niveau, 
on commence la phase de la construction du symbole OFDM, cette phase est effectuée en 3 
étapes: la première étape consiste à ajouter les huit sous-porteuses pilotes et la sous-
porteuse nulle. La deuxième étape est l'ajout des bandes de garde, ainsi que la séquence 
utilisée pour l'estimation du canal au récepteur. La troisième étape consiste à transformer 
les sous-porteuses obtenues au domaine temporel en utilisant l'inverse de la transformée de 
Fourrier (IFFT). Par la suite, on ajoute à la transformée de Fourrier une extension due à 
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l'intervalle de garde (préfixe cyclique). À la réception, les opérations inverses sont faites et 
le rapport signal/bruit est calculé en utilisant la métrique EVM. Ensuite, la valeur du 
rapport SNR est passée vers l'émetteur pour que ce dernier puisse adopter le profil de 
modulation et du codage approprié. 
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Figure 5.1 : Schéma bloc de la couche physique de WiMax implémenté en SIMULINK 
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5.3 Environnement de la Simulation 
Les simulations mises en œuvre dans ce chapitre sont toutes faites dans MATLAB. Le 
système a été testé en utilisant la technique de simulation «Monte-Carlo» [39]. La 
simulation de Monte Carlo est utilisée pour estimer le taux d'erreur binaire (BER) que le 
système peut atteindre. Dans ce modèle la simulation du système est répétée, et le nombre 
de bits transmis ainsi que le nombre de bits erronés sont calculés pour chaque simulation. 
Enfin, le BER est estimé en calculant le rapport du nombre total d'erreurs observés sur le 
nombre total de bits transmis [39]. 
5.4 Les courbes BER vs SNR pour les différents profils de modulation 
Dans cette section, nous présentons les différentes courbes de BER vs SNR pour tous 
les profils de modulation et de codage spécifiés dans WiMax. Les figures 5.2 et 5.3 
montrent la performance des différents schémas de modulation respectivement sur un canal 
A WON et un canal sélectif en fréquence. Il est important de mentionner que les profils de 
modulation les plus inférieurs (BPSK, QPSK) offrent une meilleure performance avec 
moins de SNR. En effet, si pour un système de modulation donné, une plus grande valeur 
de SNR est nécessaire pour le transfert de données, cela signifie que plus d'énergie est 
nécessaire pour le transfert de chaque bit. 
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Comme on peut le voir dans les figures 5.2 et 5.3, les techniques de modulation avec 
faible efficacité spectrale, 2-PAM (BPSK) et 4-QAM (QPSK), nécessitent un rapport 
signal/bruit relativement faible pour offrir un service fiable et, par conséquent, sont plus 
économiques en énergie et moins vulnérables aux erreurs de bits. En effet, les régimes de 
modulation BPSK et 4-QAM doivent être utilisés lorsque les conditions du canal sont 
sévères (rapport SNR faible), cependant ces régimes de modulation offrent des débits de 
données plus faibles. Ainsi, un compromis entre la fiabilité et le débit de données doit être 
considéré. 
De l'autre côté, on peut constater que les régimes de modulation 16-QAM et 64-QAM 
nécessitent un rapport signallbruit plus grand pour atteindre un taux d'erreur binaire 
acceptable. Ainsi, ces régimes de modulation ne doivent pas être appliqués à moins que la 
qualité du canal sans fil estimée soit bonne (rapport SNR élevé). 
Les valeurs du rapport SNR requises pour atteindre un BER équivalent à 10-3 dans un 
canal A WON sont résumées dans le tableau suivant: 
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Modulation BPSK QPSK QPSK 16-QAM 16-QAM 64-QAM 64-QAM 
Taux de codage 112 1/2 3/4 112 3/4 2/3 3/4 
Canal Rapport signal 1 bruit (dB) requis pour un BER égale à 10-3 
AWGN 3.9 6.2 9 12.8 15.3 19.6 21.4 
5.5 Effet de la correction d'erreur directe (Forward Error Correction) 
Lors de l'étude de la perfonnance de WiMax, une question intéressante se pose: 
combien de dégradation dans la performance apparait dans une conception qui n'utilise pas 
la technique de correction d'erreur directe (encodeur Reed-Solomon suivi par l'encodeur 
convolutionnel). Pour visualiser l'importance et l'avantage de l'introduction de cette 
technique au niveau de l'amélioration de la performance de WiMax, nous avons testé la 
couche physique du standard 802.16 implémentée, avec et sans l'introduction des codes 
correcteurs (RS et CC), suivant les différents profils de modulation et de codage. 
Comme prévu, les résultats obtenus avec correction d'erreur directe (RS-CC) sont 
nettement améliorés par rapport au cas sans correction d'erreur. Les figures 5.4, 5.5 et 5.6 
représentent la variation du taux d'erreur binaire en fonction du rapport signal/bruit en 
utilisant, respectivement, les schémas de modulation QPSK 112, 16 QAM 112 et 64 QAM 
2/3, avec et sans correction d'erreur, sur un canal sélectif en fréquence. Comme on peut le 
constater, le système avec correction d'erreur directe (FEe) montre une meilleure 
résistance face aux perturbations engendrées par le canal. En effet, on observe un gain plus 
grand pour les systèmes avec la technique de correction d'erreur directe par rapport aux 
systèmes sans cette technique. Dans la figure 5.4, on observe une amélioration de la 
perfonnance d'environ 6.5 dB au niveau d'un taux d'erreur binaire équivalent à 10-3• Dans 
le cas du 16 QAM 112, la figure 5.5 présente une amélioration d'environ 7.4 dB au même 
niveau du taux d'erreur binaire. Dans le cas de 64 QAM3/4, les courbes de la figure 5.6 
montrent une amélioration d'environ 8 dB à un taux d'erreur binaire équivalent à 10-4. 
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Figure 5.4 : Effet de la technique FEC dans QPSK 1/2 sur un canal sélectif en fréquence 
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Figure 5.6 : Effet de la technique FEC dans 64 QAM 2/3 sur un canal sélectif en fréquence 
Ces résultats de simulation ont montré qu'on devrait utiliser la technique de correction 
d'erreur directe (un code correcteur simple ou concaténé) dans presque tous les systèmes de 
communication numériques pour pouvoir atteindre un taux d'erreur binaire (BER) 
acceptable avec un rapport signal/bruit raisonnablement bas. Notons que la complexité du 
système augmente avec l'utilisation des techniques de correction d'erreur directe. 
Finalement, des compromis doivent être acceptés, si on considère la compensation entre la 
complexité et la performance du système, 
5.6 Effet de l'entreJaceur 
Les simulations effectuées avec les techniques d'entrelacement et de désentracelement 
ont démontré une meilleure performance de la couche physique de WiMax. Ces techniques 
permettent de répartir d'une façon aléatoire les erreurs afin de faciliter leur correction au 
décodage. Les courbes de la figure 5.7 et 5.8 montrent les meilleurs résultats obtenus. On 
observe clairement un gain plus grand pour les profils de modulation avec l' entrelaceur par 
rapport à ceux sans le processus d'entrelacement. 
On observe dans la figure 5.7 une détérioration de la performance lorsque l'entrelaceur 
n'est pas employé. En effet, pour un taux d'erreur binaire équivalent à 10-3, la détérioration 
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de la perfonnance vaut 1.7 dB. Par contre, dans la figure 5.8 la dégradation dans la 
perfonnance était moins sévère, une détérioration d'environ 0.8 dB a été observée pour le 
même taux d'erreur binaire. 
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5.7 Analyse générales des résultats de simulation 
Pour la couche physique de WiMax, nous avons comparé la perfonnance des différents 
profils de modulation et de codage spécifiés. Nous avons constaté qu'avec les profils de 
70 
modulation 64-QAM et 16-QAM le système subit une dégradation considérable de 
performance par rapport aux systèmes avec la structure de modulation QPSK ou BPSK. 
Dans ce contexte, la performance du profil de modulation QPSK 1/2 était supérieure 
d'environ 12.3 dB par rapport à la performance du profil de modulation 64 QAM 2/3, et 
d'environ 6 dB par rapport à la performance du profil de modulation 16 QAM 1/2. On a 
vérifié que les hauts profils de modulation (l6-QAM et 64-QAM) sont plus adaptés aux 
environnements de· propagations moins sévères, alors que les bas profils de modulation 
(BPSK et QPSK) sont adaptés aux environnements de propagation plus sévères. En effet, 
puisque l'efficacité spectrale s'améliore avec l'augmentation de l'ordre de la modulation, 
les ingénieurs doivent contrebalancer entre l'efficacité spectrale minimale requise et les 
performances d'erreur considérées acceptables selon l'application en question. 
D'autre part, nous avons montré par simulation l'importance et l'avantage de 
l'introduction de la technique de correction d'erreur directe (FEC). En effet, un gain moyen 
supérieur à 7 dB a été observé pour le cas avec la technique de correction d'erreur directe 
par rapport au cas sans cette technique. Nous avons conclu qu'on doit utiliser une technique 
de correction d'erreur directe (un code correcteur simple ou concaténé), dans presque tous 
les systèmes de communication numériques pour pouvoir atteindre un BER acceptable. 
Dans ce contexte, Il est à noter que la complexité et le coût de la mise en œuvre d'un 
système de communication sans fil augmente avec l'utilisation des codes correcteurs et des 
techniques de diversité temporelles comme l' entrelaceur. Comme déjà introduit dans ce 
mémoire, des compromis doivent être acceptés, si l'on considère la compensation entre la 
complexité et la performance du système. 
5.8 Résumé du chapitre 
Dans ce chapitre, nous avons présenté quelques résultats de simulation du modèle de la 
couche physique de WiMax implémenté en Simulink. L'objectif principal de ce travail était 
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d'obtenir une compréhension plus précise du fonctionnement de la couche physique de 
WiMax. Dans ce contexte, nous avons présenté la performance de tous les profils de 
modulation et de codage adoptés par WiMax et des interprétations sur l'utilisation de ces 
profils étaient présentées. De plus, nous avons montré par simulation l'importance de 
l'introduction de la technique dé correction d'erreur directe (encodeur Reed Solomon et 
encodeur convolutionnel), qui sont adoptées dans presque tous les standards de 
communication numérique sans fil récents (Wifi, UWB et WiMax ... ), sur la performance 
générale de la couche physique de- WiMax. Nous avons conclu que WiMax n'était pas en 
mesure d'offrir une qualité de service efficace et fiable sans l'introduction de cette 
technique. À partir du chapitre suivant nous allons traiter l'implémentation de tous les 
modules de la couche physique de WiMax sur un FPGA en utilisant Xilinx System 
Generator for DSP (XSG). 
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Chapitre 6 : 
Implémentation matérielle des modules de 
la couche physique de WiMax 
6.1 Introduction 
Les bases théoriques de la couche physique de WiMax ont été présentées dans le 
chapitre 2. D'autre part, le flux de la conception matérielle en utilisant la plateforme de 
prototypage rapide Xilinx System Generator for DSP (XSG) a été présenté en détail dans le 
chapitre 4. De plus, les résultats de simulation du modèle de la couche physique de WiMax 
implémenté en Simulink ont été présentés et discutés dans le chapitre 5. L'objectif de ce 
chapitre est alors de présenter et traiter la réalisation et l'implémentation de tous les 
modules obligatoires de la couche physique de WiMax sur un FPGA en utilisant XSG. 
Chaque module de la chaîne de transmission (émetteur) sera présenté, et les caractéristiques 
principales de la conception de ces modules seront mises en évidence. Plus tard dans ce 
chapitre, la chaîne de réception sera discutée brièvement, puisque la plupart des blocs du 
récepteur consistent simplement à effectuer la fonction inverse de son correspondant du 
côté émetteur. À la fin de ce chapitre, nous allons comparer nos résultats avec ceux des 
autres travaux de recherche traitant le même sujet. 
Toutefois, avant de commencer ce chapitre, il est intéressant de mentionner que notre 
but est de fournir une bibliothèque des blocs qui abstractent les détails de l'implémentation 
des modules obligatoires de la couche physique de WiMax. Ces blocs sont hautement 
optimisés, pipelinés, synthétisables, réutilisables, efficaces, simples et personnalisables. En 
outre, les modules implémentés supportent tous les profils de modulation et de codage 
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spécifiés au niveau de la couche physique de WiMax avec une longueur de préfixe cyclique 
variable. Par conséquent, ces blocs peuvent être utilisés au niveau commercial et 
académique pour une implémentation très simple et très rapide de la couche physique de 
WiMax et plus tard pour l'intégration de ces modules avec les modules de la couche MAC. 
D'autre part, tous les modules implémentés ont été vérifies au niveau de composants. Dans 
ce contexte, chaque module implémenté dans XSG a été vérifié et testé contre le module 
correspondant en SIMULINK, qui à son tour, a été testé et vérifié contre le vecteur de test 
disponible dans le standard. 
6.2 Détails de l'implémentation des modules de l'émetteur 
Comme détaillé dans le chapitre 2, l'émetteur WiMax à bande de base est composé de 
sept modules: mélangeur, encodeur Reed-Solomon, encodeur convolutionnel (avec 
perforation), entrelaceur, modulateur, insertion des sous-porteuses pilotes et bandes de 
garde, la transformée inverse de Fourrier et le préfixe cyclique. Dans les sections suivantes, 
nous allons traiter l'implémentation matérielle de ces modules en utilisant Xilinx System 
Generator for DSP. 
6.2.1 Mélangeur 
Comme le montre la figure 6.1, le circuit du mélangeur est très simple. Ce circuit est 
constitué de quinze registres à décalage avec deux «ou exclusifs». Deux signaux contrôlent 
le fonctionnement du mélangeur. Tout d'abord, le signal « initialize » permet de charger les 
registres avec les valeurs initiales correspondantes. Ces valeurs dépendent du signal 
«initialization type ». Lorsque «initialization type» est mis à 1, la séquence 
[100101010000000] est chargée aux registres, sinon la séquence [BSID 1 1 D/UIUC 1 
index_du_trame] sera chargée. Les résultats de synthèse du mélangeur vers le FPGA ont 
montré que les ressources utilisées par ce module étaient négligeables. De plus, la période 
minimale estimée était de 4.301 ns, qui correspond à une fréquence maximale de 232.51 
MHZ. Le résultat de synthèse détaillé du mélangeur est donné dans le tableau 6.1. 
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Tableau 6.1 : Ressources consommées et période minimale du mélangeur. 
Tranches Tranches LUTs à 4 BRAMs Multiplieurs période 
FFs entrées 18* 18 minimale 
18 27 23 0 0 4.301 ns 
b'1oo10101_ 
3menumber 
Concn 
Initialize Randomizel 
Figure 6.1: Circuit du mélangeur dans XSG. 
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6.2.2 Encodeur Reed-Solomon (RS) 
Dans l'implémentation de l'encodeur RS, la propriété intellectuelle (RS-Encoder IP) 
fournie par la bibliothèque génératrice principale de XILINX (Xilinx core generator 
library) a été utilisée. Cependant, la propriété intellectuelle de XILINX fournit un encodeur 
RS générale qui ne supporte pas les processus de perforation et de raccourcissement 
spécifiés dans WiMax. Pour cela, deux phases sont nécessaires (pré et post l'encodage RS) 
afin de personnaliser l'encodeur selon la norme 802.16. La première phase (pré-RS) est le 
raccourcissement (shortening). Le raccourcissement consiste à ajouter 239-K zéros octets 
avant le bloc de données. Dans ce contexte, K est la taille du bloc à l'entrée de l'encodeur 
RS, K est égale à 24, 36, 48, 72, 96, 108 octets pour les profils QPSK Yz, QPSK :X, 16QAM 
Yz ,16QAM :X, 64QAM 2/3, 64QAM:X respectivement. L'architecture de la première phase 
(pré-RS) est illustrée dans la figure 6.2. À la sortie des données de l'encodeur RS, la 
deuxième phase commence. Cette phase est atteinte en deux étapes. La première étape 
consiste à extraire les premiers 2T' octets de parité à partir des 16 octets de parité générés 
par l'encodeur RS. 2T' est égale à 8, 4, 16, 8, 12,12 pour les profils de modulation QPSK 
Yz, QPSK :X, 16QAM Y'z ,16QAM :X, 64QAM 2/3, 64QAM :x respectivement. La deuxième 
étape sert à la réorganisation des octets de façon à ce que les octets de parité (2T) soient 
lus en premier suivis par les octets des données. Les zéros octets sont éliminés. Donc, la 
taille du bloc valable à la sortie de l'encodeur RS sera égale à K + 2T'. Pour réaliser la 
deuxième phase avec ses 2 étapes, nous avons utilisé une mémoire RAM pour enregistrer 
les données à leurs sorties de l'encodeur RS. Ensuite, les octets de parité sont lus à partir de 
l'adresse 239 jusqu'à 239 + 2T'-1 et les octets de données sont lus à partir de l'adresse 239-
K jusqu'à 238. Étant donné que le délai de l'encodeur RS est équivalent à deux cycles [67], 
le délai principal dans la conception décrite plus haut est équivalent à 255 cycles qui 
correspondent au temps nécessaire pour l'écriture de 255 octets dans la RAM. En ajoutant 
le délai qui correspond à la lecture de K + 2T' octets de la RAM, le délai du circuit devient 
255 + k + 2T '. Toutefois, pour exploiter le parallélisme, une deuxième RAM est ajoutée. 
Cette deuxième RAM est utilisée pour stocker les données provenant de l'encodeur RS, 
tandis que les données codées sont en cours de lecture de la première RAM. Ainsi, une 
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structure pipeliné est atteinte ce qUI permet d'ajuster le délai du circuit à 255 - k -
2r' cycles. 
mo 
RS Encod" 
Logical Convelll Delafl 
Figure 6.2 : Circuit de l'encodeur Reed-Solomon dans XSG. 
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Tableau 6.2 : Ressources consommées et période minimale de l'encodeur RS 
Tranches Tranches LUTs à 4 BRAMs Multiplieurs période 
FFs entrées 18* 18 minimale 
428 408 603 2 0 5.245 ns 
6.2.3 Encodeur Convolutionnel 
Tel que décrit dans la norme 802.16, l'encodeur convolutionnel (CC) est constitué 
de six registres à décalage avec deux «ou exclusifs». L'architecture décrite dans la norme 
était traduite vers une conception en XSG. La figure 6.3 montre la conception de l'encodeur 
convolutionnel en XSG. Dans ce contexte, il ya quelques points à souligner. Tout d'abord, 
l'encodeur Reed-Solomon transmet les données au CC en format octets, alors que 
l'encodeur convolutionnel opère sur la séquence de données bit par bit. Pour cela, nous 
avons utilisé le bloc «convertisseur parallèle-série» dans XSG afin de fournir les données à 
l'encodeur convolutionnel sous format bit. De plus, pour chaque bit à l'entrée, l'encodeur 
convolutionnel produit deux bits de sortie. Toutefois, la norme 802.16 spécifie que certains 
bits à la sortie du CC doivent être rejetés (voir tableau 2.2). Pour cela, nous avons définit 
une fonction MatLab par l'intermédiaire du bloc« Mcode » dans XSG. Pour chaque pair de 
bits à la sortie du CC, la fonction MatLab produit deux signaux (Xvalid, Yvalid) pour 
indiquer si la sortie du CC doit être considérée ou non. Les ressources consommées par 
l'encodeur convolutionnel ainsi que sa vitesse de fonctionnement sont présentées dans le 
tableau 6.3. 
Tableau 6.3 : Ressources utilisées par l'encodeur convolutionnel et le perforateur. 
Tranches Tranches LUTsà4 BRAMs Multiplieurs Période 
FFs entrées 18* 18 minimale 
33 56 26 0 0 3.271 ns 
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Figure 6.3:Circuit de l'encodeur convolutionnel dans XSG. 
6.2.4 Entrelaceur 
Comme indiqué dans le chapitre 2, le rôle de l'entre1aceur est de réordonner les bits 
d'un symbole. En effet, le processus d'entrelacement est réalisé en trois étapes. La première 
étape consiste à définir une mémoire ROM qui, pour chaque indice d'un bit dans un 
symbole, produit l'indice de ce bit après l'entrelacement. La deuxième étape consiste à 
sauvegarder le bit reçu dans une mémoire RAM à l'adresse générée du ROM. Après avoir 
écrit tous les bits d'un symbole dans lit RAM, la troisième étape consiste à lire ces bits 
séquentiellement de la RAM. En effet, cette conception fournit une fonctionnalité correcte, 
cependant, le retard introduit dans une telle conception sera considérablement élevé. Ceci 
est clair, parce que nous ne pouvons pas commencer le traitement d'un nouveau symbole 
jusqu'à ce que le symbole en cours sera écrit et ensuite lu de la RAM. Pour exploiter le 
parallélisme, nous avons utilisé la RAM à double port (Dual port RAM) qui permet un 
accès simultané à la RAM. En utilisant la RAM à double port, nous pouvons lire le 
symbole de la RAM et en même temps commencer l'écriture d'un nouveau symbole dans la 
79 
RAM à différentes adresses du premier symbole (nous pouvons aUSSI considérer 
l'utilisation de deux RAMs au lieu d'un RAM à deux ports). Avec cette stratégie, il est 
évident que le retard introduit dans la conception sera juste le temps de l'écriture du premier 
symbole qui est équivalent à 192, 384, 768,1152 pour les schémas de modulation BPSK, 
QPSIC 16-QAM et 64-QAM respectivement. L'architecture de l'entrelaceur est présentée 
dans la figure 6.4. Cette architecture supporte tous les profils de modulation et du codage 
spécifiés dans WiMax. L'utilisation des ressources et la période minimale estimée de 
l'entrelaceur sont données dans le tableau 6.4. 
Tableau 6.4 : Ressources utilisées et période minimale de l'entrelaceur 
Tranches Tranches LUTsà4 BRAMs Multiplieurs période 
FFs entrées 18* 18 minimale 
72 58 101 3 0 4.753 
D .. t.1V.llid 
Figure 6.4 : Circuit de l'entrelaceur dans XSG. 
80 
6.2.5 Modulateur 
Le modulateur transfonne les bits reçus en nombres complexes. La partie rée1le du 
nombre complexe à la sortie du modulateur est appe1ée l, alors que la partie imaginaire est 
appelée Q. L'architecture du modulateur dans XSG est montrée dans la figure 6.5. Tout 
d'abord, les bits sont organisés en groupe de 1, 2, 4, ou 6 bits pour les schémas de 
modulation BPSK, QPSK, 16-QAM, 64-QAM respectivement. Ensuite, les bits l et Q sont 
passés vers deux mémoires ROMs pour extraire leurs points de conste11ation 
correspondants. Dans ce contexte, contrairement à la conception de Garcia [19] qui utilise 
quatre mémoires ROM pour implémenter le modulateur. Notre conception utilise deux 
ROMs. Le tableau 6.5 montre le résultat de la synthèse détai11ée du modulateur. 
Tableau 6.5 : Ressources utilisées et période minimale du modulateur. 
tranches Tranches LUTs à 4 BRAMs Multiplieurs Période 
FFs entrées 18* 18 minimale 
29 47 50 0 0 4.685 ns 
Figure 6.5 : Circuit du modulateur dans XSG. 
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6.2.6 Insertion des sous-porteuses pilotes et bandes de garde 
Ce module ajoute les sous-porteuses pilotes et gardes à la sequence des symboles 
modulés pour former les 256 échantillons à l'entrée de la transformée inverse de Fourrier. 
Les valeurs des sous porteuses pilotes et gardes ainsi que leurs indices correspondants ont 
été présentés dans le chapitre 2 (voir tableau 2.4). L'architecture de l'insertion des sous-
porteuses pilotes et gardes est montrée dans la figure 6.6. Tout d'abord, la partie réelle et la 
partie imaginaire à la sortie du modulateur sont écrits dans deux FIFO. Ensuite, un 
compteur est utilisé pour le suivi de l'indice de la sous-porteuse en cours. Ainsi, en utilisant 
une logique combinatoire, un multiplexeur est choisi pour prendre les sous-porteuses de 
données, pilotes ou gardes en fonction de l'indice de la sous-porteuse donné par le 
compteur. 
C>ata Valid2 
Figure 6.6 : Circuit de l'insertion des sous-porteuses pilotes et gardes dans XSG. 
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Tableau 6.6 : Ressources utilisées et période minimale de l'insertion des sous-porteuses 
pilotes et gardes 
Tranches Tranches LUTs à 4 BRAMs Multiplieurs période 
FFs entrées 18* 18 minimale 
72 51 96 2 0 6.06 ns 
6.2.7 La transformée inverse de Fourrier 
Pour répondre aux spécifications de la norme 802.16, le bloc IFFT eXIge une 
architecture bien pipelinée. À cette fin, la propriété intellectuelle de XILINX, qui est une 
partie de la plateforme de développement de XSG, a été utilisée. Ce bloc calcule la FFT ou 
l'IFFT à base de 256 points. La FFT/IFFT a été employée dans le mode diffusion pipeliné 
d'entrée/sortie (pipelined streaming input/output) qui fournit un traitement continu des 
données reçus. Les valeurs à l'entrée et la sortie du bloc FFT/IFFT sont des nombres à 24 
bits représentés en complément à deux. Au niveau de l'émetteur, il est évident que le 
module IF FT est le bloc qui consomme la plus grande partie des ressources. Les résultats de 
synthèse de ce bloc ont montrés que l 'IFFT occupe plus que 65% des ressources totales 
consommées par l'émetteur. De plus, la période minimale du module IFFT était de 6.923 
qui correspondent à une fréquence d'environ 144 MHZ. Étant donné que le module avec la 
plus petite fréquence gouvernera la fréquence de fonctionnement de l'émetteur, nous 
pouvons déduire que la fréquence de l'opération de l'émetteur est équivalente à 144 MHZ. 
Tableau 6.7 : Ressources utilisés et période minimale de la transformée inverse de 
Fourrier. 
Tranches Tranches LUTsà4 BRAMs Multiplieurs période 
FFs entrées 18* 18 minimale 
2805 4122 4503 4 12 6.923 ns 
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Figure 6.7: Le bloc IFFT dans XSG. 
6.2.8 Préfixe cyclique (CP) 
Le préfixe cyclique est la répétition des m derniers échantillons du symbole OF DM 
au début de ce symbole. L'architecture de l'insertion du préfixe cyclique est présentée dans 
la figure 6.8. Cette architecture est basée sur deux RAMs. La première RAM est utilisée 
pour stocker les 256 échantillons d'un symbole OF DM à leurs sorties de l'IFFT. La 
deuxième RAM est utilisée pour stocker les m derniers échantillons du même symbole 
OFDM. Lors de la lecture des données, un multiplexeur avec une logique de contrôle sont 
utilisés pour transmettre le contenu de la deuxième RAM (RAM du préfixe cyclique) suivi 
par le contenu de la première RAM (RAM de données). Encore une fois, pour surmonter le 
problème du retard causé par la lecture et l'écriture des données dans les deux RAMs, une 
autre copie de chaque RAM (RAM de préfixe cyclique et RAM de données) est ajoutée 
pour fournir le pipelinage. Ainsi, la sortie de l'IFFT est écrite dans la deuxième copie des 
RAMs pendant que la sortie de la première copie des RAMs est en cours de lecture et vice-
versa. L'architecture de l'insertion du préfixe cyclique est illustrée dans la figure 6.8. 
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Toutefois dans ce travail, le préfixe cyclique a été ajouté directement à partir du bloc IFFT. 
Dans ce contexte, la propriété intellectuelle de Xilinx, utilisée pour calculer la transformée 
inverse de Fourrier, fournit l'option d'ajouter un préfixe cyclique de longueur variable 
avant la transformée inverse de Fourrier. 
RAMde 
Sortie de IFFT données ~ 
Indice de T Symbole '''échantillon Logique de OFDM 
controle 
l 
RAMde V/ préfixe cyclique 
Figure 6.8 : Architecture de cyclique préfixe 
6.3 Détails de l'implémentation des modules du récepteur 
Comme dans la plupart des systèmes de communication, les composants logiques de 
l'émetteur, existent également au niveau du récepteur, dans l'ordre inverse, pour 
reconstruire la séquence des informations transmises. Dans ce travail, les mêmes blocs de la 
chaîne de transmission ont été inversés et légèrement modifiés avec quelques blocs 
remplacés ou modifiés d'une manière significative pour l'implémentation des modules de 
la chaîne de réception. La figure 6.9 montre les modules de la chaîne de réception 
implémentés dans ce travail. L'architecture de ces modules dans XSG est montrée dans 
l'annexeA. 
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Figure 6.9 : Modules de la chaîne de réception implémentés. 
Au niveau de la chaîne de réception, le seul bloc qui a été remplacé était le décodeur 
de Viterbi, qui effectue la fonction inverse de l'encodeur convolutionnel. En effet, la 
propriété intellectuelle de XILINX, qui est une partie de la plateforme de conception dans 
XSG a été utilisée pour implémenter le décodeur de Viterbi. Cette propriété intellectuelle 
fournit le décodage d'une séquence codée en utilisant un encodeur convolutionnel de taux 
1/2 avec une longueur de 7. De plus, la propriété intellectuelle de XILINX (décodeur de 
Viterbi) supporte également les différents taux de perforation requis par la norme 802.16d. 
Un autre bloc qui a été modifié d'une manière importante est la suppression du préfixe 
cyclique. Dans ce contexte, contrairement à l'insertion du préfixe cyclique à l'émetteur où 
quatre mémoires RAMs ont été utilisées pour stocker les données à leur sortie du bloc 
IFFT. La suppression du préfixe cyclique ne nécessite pas de mémoire RAM. Cette unité 
fonctionne simplement en ignorant les premiers 32, 16 ou 8 échantillons du symbole 
OFDM reçu. Ces échantillons correspondent au préfixe cyclique inséré à l'émetteur. Le 
bloc démodulateur était aussi modifié d'une manière significative. En effet, les signaux (à 
la sortie du bloc FFT) ont été quantifiés et démodulés en utilisant l'algorithme de 
vraisemblance logarithmique simplifié (simplified log likelihood ratio) [66]. Ce simple 
algorithme a été mis en œuvre par l'intermédiaire du bloc « Mcode » dans XSG. Le détail 
du fonctionnement de l'algorithme de vraisemblance logarithmique simplifié est présenté 
dans l'annexe B. Le reste des blocs du récepteur sont principalement basés sur les blocs 
déjà implémentés dans l'émetteur avec une légère modification. Plus précisément, pour 
l'implémentation du démélangeur, qui effectue la fonction inverse du mélangeur, le même 
circuit montré dans la figure 6.1 a été utilisé. De plus, dans l'implémentation du 
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déentrelaceur, la seule partie qui a été modifiée était le contenu de la ROM, afin de refléter 
les indices générés par les équations 2.9 et 2.10. Les autres blocs, comme le FFT et le 
décodeur Reed-Solomon ont été implémentés en utilisant les propriétés intellectuelles de 
XILINX qui forment aussi une partie de la plateforme de développement dans XSG. 
Similairement, des légères modifications ont été nécessaires pour refléter les différences 
entre ces blocs et les blocs de l'émetteur. Dans ce contexte, l'étape post RS, qui consiste à 
la réorganisation des données à leurs sorties de l'encodeur RS, n'était pas nécessaire. 
En effet, bien que certaines étapes dans la conception de l'émetteur aient été omises au 
niveau du récepteur, la complexité des autres blocs du récepteur, surtout le décodeur de 
Viterbi, a conduit à un résultat qui montre que la conception du récepteur occupe plus 
d'espace que celui de l'émetteur. Les résultats de synthèse des blocs de la chaîne de 
réception sont donnés dans le tableau 6.8. 
Tableau 6.8 : Ressources consommées par les modules du récepteur 
rJ) 
rJ) 
rJ) ~ 
-.::t 1-0 <1) 
<1) ~ rJ) ;:::l rJ) <1) 
--ro <1) 00 ro 
...t:1 rJ) <1) (.) ~ "d Module ;; ...... S ,.-.. (.) <1) '<1) 0 rJ) 0 rJ) ê -§ E-< 1-0 0.. * - ~ ·C 1=: ..... - 00 o::l ïS ~ 1=: .;; '<1) '-" 1-0 ê <1) ...... 0.. ·s E-< ~ ;:::l 1-0 ~ E-< 
Supprimer le CP 40 34 76 0 0 3.572 
FFT (avec suppression des 2943 4296 4903 12 5 6.828 
sous-porteuses pilotes et gardes) 
Démodulateur 587 499 1075 0 1 5.94 
Déentrelaceur 84 77 100 0 3 4.662 
Décodeur de Viterbi 1493 1206 2460 0 5 7.363 
DécodeurRS 645 782 1093 0 3 5.832 
Démélangeur 18 27 23 0 0 4.301 
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6.4 Analyse générale des résultats 
Après la vérification de chaque module, les résultats de synthèse ont montré que les 
familles des FPGAs de densité moyenne, comme le virtex II Pro de XILINX, étaient en 
mesure d'accommoder efficacement la conception de tous les modules de la couche 
physique de WiMax. Dans ce contexte, nous pouvons affirmer qu'approximativement 50% 
des ressources disponibles sur le FPGA (xc2vp30-7fg676) étaient suffisantes pour 
l'implémentation de tous les modules de la couche physique de WiMax. De plus, il est 
évident, d'après les résultats de l'utilisation des ressources que les blocs qui exigent le plus 
grand nombre des ressources étaient le FFT/IFFT ainsi que le décodeur de Viterbi. Du côté 
de l'émetteur, nous avons constaté que le taux d'occupation du module IFFT représente 
environ 65% du total des ressources occupées par l'émetteur. Similairement, au récepteur, il 
est clair que les modules FFT et décodeur de Viterbi représente respectivement 65% et 25% 
(approximativement) du total des ressources occupées par le récepteur. Une. autre 
observation à signaler au niveau du récepteur, c'est que le démodulateur et le décodeur 
Reed-Solomon occupe environ le double des ressources occupées par le modulateur et 
l'encodeur Reed-Solomon dans l'émetteur. D'autre part, nous avons remarqué que le 
nombre de bloc RAM utilisé dans la conception était élevé. En effet, 28 blocs RAMs ont 
été utilisés dans cette conception. Cependant, l'utilisation d'un grand nombre de blocs 
RAMs ne dégrade pas l'efficacité de la conception puisque tous les FPGAs récents sont 
équipés d'un grand nombre de bloc RAM. Dans ce travail, le pourcentage de l'utilisation 
des blocs RAMs représente seulement 20% du total des blocs RAMs disponibles. 
D'autre part, bien que les ressources utilisées forment un facteur important pour le succès 
de design, la vitesse d'opération de la conception constitue aussi un facteur important et 
vital. Dans ce travail, la contrainte temporelle principale est d'être en mesure de produire 
un symbole OFDM en 72 Jls (temps du symbole OFDM). Ceci exige l'utilisation d'une 
horloge fonctionnant à 14 MHZ environ. Toutefois, il est clair d'après les résultats que le 
module le plus lent déterminera la période minimale et la fréquence maximale de la chaîne 
de transmission ainsi que la chaîne de réception. Dans ce contexte, du coté de l'émetteur, le 
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module IFFT était le plus lent avec une période minimale de 6.923 ns et une fréquence 
maximale d'environ 144 MHZ. De l'autre côté, au récepteur, le module le plus lent était le 
décodeur de Viterbi avec une période minimale de 7.363 ns et une fréquence maximale 
d'environ 135 MHZ. Un résultat détaillé sur l'espace occupé et la vitesse d'opération de 
tous les modules de la chaîne de transmission ainsi que la chaîne de réception est donné 
dans le tableau 6.9. 
Tableau 6.9 : Ressources consommées et période minimale des modules des chaînes de 
transmission et de réception 
r/J ,-... 
IJ;... r/J r/J 
<Il ~ ... !:: Q.) IJ;... r/J ;:1 r/J Q.) '-" 
...c:: rn ,C;:\ Q.) Q.) 00 0 ~ '"0 Q.) ..... -Module <.) Q.) r/J -Q.) ...... 0 0 ca § ...c:: t-< ... .0 il- - 'C <.) ..... 00 o:l El :3 Q ..... -Q.) Q Q.) :î - 0.. 'S t-< c;:\ ~ ~ ..... El 
Mélangeur 18 27 23 0 0 4.301 
• Encodeur RS 428 408 603 0 2 5.245 
• Encodeur convolutionnel 33 56 26 0 0 3.271 
Entrelaceur 72 58 101 0 3 4.753 
· Modulateur 29 47 50 0 0 4.685 
Insertion des symboles pilotes et gardes 72 51 96 12 2 6.06 
IFFT (avec insertion du préfixe cyclique) 2805 4122 4503 0 4 .6.923 
Ressources consommées (chaîne de transmission) 3457 4769 5402 12 Il 6.923 
Supprimer le CP 40 34 76 0 0 3.572 
FFT (avec suppression des sous-porteuses pilotes) 2943 4296 4903 12 5 6.828 
Démodulateur 587 499 1075 0 1 5.94 
Déentrelaceur 84 77 100 0 3 4.662 
Décodeur de Viterbi 1493 1206 2460 0 5 7.363 
DécodeurRS 645 782 1093 0 ~ 5.832 
DéméJangeur 18 1 / 23 0 0 4.301 
Ressources consommées (chaîne de réception) 5810 6921 9730 12 17 7.363 
Total des ressources ~ 11690 15132 24 28 -
Ressources disponibles: (virtex II pro: xc2vp30-7fg676) 13696 27392 27392 136 136 -
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En effet, l'objectif de ce travail est de montrer la pertinence des matériels 
reconfigurables (FPGAs) pour la réalisation des systèmes de communication sans fil à large 
bande tel que WiMax. Dans ce contexte, les résultats de la synthèse des modules 
implémentés ont montré que les contraintes de temps et d'espace ont été atteintes. De plus, 
ce travail vise à souligner l'importance des outils de synthèse de haut niveau pour la 
réalisation des systèmes complexes tels que WiMax, afin d'accélérer le temps de 
développement et de minimiser l'équipe du design. Dans ce contexte nous pouvons 
afi1rmer que, en utilisant la plateforme de prototypage rapide XSG, des petites équipes 
peuvent concevoir des systèmes plus complexes, comme la couche physique de WiMax, en 
peu de temps. 
6.5 Comparaison 
Peu d'études rapportent les ressources utilisées dans l'implémentation de WiMax sur 
un FPGA. L'étude faite par Garcia [19] est comparée à notre travail. Tout d'abord, puisque 
le travail de Garcia est limité à la partie modulation de la chaîne de transmission 
(modUlateur, insertion des symboles pilotes et bandes de garde, IFFT, préfixe cyclique), les 
résultats obtenus dans ce travail montrent une augmentation raisonnable dans le nombre des 
ressources utilisés si les blocs supplémentaires ajoutés (les blocs du codage du canal) sont 
considérés. De plus, contrairement au travail de Garcia dans lequel seulement la partie de la 
modulation de la chaîne de transmission est implémentée, ce travail implémente à la fois la 
partie modulation et la partie codage du canal ainsi que les modules de la chaîne réception. 
Enfin, une note concernant les résultats de Garcia, c'est qu'aucun multiplicateur n'est 
mentionné dans les résultats, alors que Garcia utilise la propriété intellectuelle de XILINX, 
qui est une partie de la plateforme de développement dans XSG, pour implémenter le 
module IFFT. Toutefois, cette propriété intellectuelle exige l'utilisation de douze 
multiplicateurs quand elle est instanciée dans XSG. Le tableau ci-contre montre une brève 
comparaison entre nos résultats et ceux de Garcia. 
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Tableau 6.10 : Comparaison entre ce travail et le travail de Garcia 
Ce travail Ce travail Le travail de Garcia 
Ressource (chaîne de transmission et (chaîne de (modulation de la chaîne 
de réception) transmission) de transmission) 
Tranches 9267 3457 2614 
Tranches FFs 11690 4769 3566 
LUTs à 4 entrées 15132 5402 4304 
BRAMs 28 11 12 
Multiplieurs 18*18 24 12 0 
6.6 Résumé du chapitre 
Dans ce chapitre, tous les modules de la couche physique de WiMax conformément à la 
norme 802.16d ont été implémentés en utilisant la plateforme de prototypage rapide Xilinx 
System Generator for DSP (XSG). La conception a été ciblée vers la famille des FPGA de 
densité moyenne virtex II Pro (xc2vp30-7fg676) de XILINX. Les résultats de la synthèse 
des modules implémentés ont montré que les contraintes de temps et d'espace ont été 
atteintes. Une discussion plus approfondie sur le travail accompli dans ce mémoire ainsi 
que les travaux futurs suggérés seront présentées dans le chapitre suivant. 
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Chapitre 7 : 
Conclusion et travaux futurs 
7.1 Résumé du travail accompli 
Dans ce mémoire, nous avons en premier temps implémenté un modèle complet de la 
couche physique de WiMax. Ce modèle, implémenté en Simulink, comporte tous les 
modules obligatoires spécifiés dans le standard 802.l6d. En effet, la compréhension 
approfondie de la structure et la fonctionnalité de la couche physique de la technologie 
WiMax (avant une implémentation définitive sur une architecture reconfigurable) était un 
objectif important pour la modélisation de cette couche. De plus, un autre objectif de cette 
modélisation était d'évaluer la performance de la couche physique de WiMax ainsi que 
d'étudier l'effet de la technique de correction d'erreur directe (codes correcteurs concaténés 
RS et CC) sur la performance globale de cette couche. Dans ce contexte, nous avons 
présenté la performance de tous les profils de modulation et de codage spécifiés au niveau 
de la couche physique de WiMax sur un canal A WGN et sélectif en fréquence. En outre, les 
résultats de simulation du modèle implémenté ont montré qu'un gain moyen supérieur à 8 
dB a été observé lors de l'introduction de la technique FEC (encodeur Reed Solomon et 
encodeur convolutionnel). Nous avons conclu que WiMax n'était pas en mesure d'offrir 
une qualité de service efficace et fiable sans l'introduction de cette technique. En deuxième 
lieu, nous avons présenté l'implémentation de tous les modules de la couche physique de 
WiMax sur une architecture reconfigurable en utilisant la plateforme de prototypage rapide 
Xilinx System Generator for DSP (XSG) qui est une partie de la plateforme de 
développement de Simulink. Deux objectifs ont été la raison de l'implémentation de tous 
les modules de la couche physique de WiMax sur une plateforme reconfigurable. D'abord, 
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nous voudrions montrer que les normes de communication sans fil récentes telles que 
802.15 (réseau personnel sans fil), 802.20 (Accès sans fil mobile et à large bande), 802.22 
(réseau régionale sans fil) et en particulier 802.16 (WiMax) peuvent être efficacement 
conçues, implémentées et réalisées sur du matériel reconfigurable plutôt qu'utiliser les 
circuits intégrés dédiés (ASICs) pour la réalisation des tels systèmes. Dans ce contexte, 
nous avons présenté une implémentation matérielle efficace et pipelinée de tous les 
modules de la couche physique de WiMax en utilisant XSG. Les résultats d'implémentation 
et de la synthèse des modules implémentés ont montré qu'approximativement 50% du total 
des ressources de la plateforme virtex II pro (FPGA de densité moyenne) ont été utilisés par 
cette implémentation. D'autre part, la vitesse d'opération de la chaîne de transmission était 
environ 144 MHZ (vitesse d'opération de l'IFFT) et la vitesse d'opération de la chaîne de 
réception était environ 135 MHZ (vitesse d'opération du décodeur de Viterbi). Par 
conséquent, nous pouvons affirmer que les contraintes d'espace et de temps ont été 
atteintes. Le deuxième objectif était de souligner la pertinence des outils de synthèse de 
haut niveau pour la mise en œuvre des systèmes complexes comme la couche physique de 
WiMax. Dans ce contexte, nous pouvons affirmer qu'en utilisant la plateforme de 
prototypage rapide Xilinx System Generator for DSP (XSG), des petites équipes avec 
moins d'expérience peuvent concevoir des systèmes plus complexes, comme la couche 
physique de WiMax, en peu de temps. 
7.2 Liste des travaux futurs suggérés 
Une des contributions principales de ce mémoire est la mIse en œuvre d'une 
infrastructure et d'une plateforme excellente pour aborder les secteurs de recherche récents 
et promettants dans le domaine de la communication numérique sans fil et les matériels 
reconfigurables. Ci-dessous une liste des travaux futurs suggérés qui n'ont pas fait l'objet 
de nos études ou n'ont pas été considérés lors de la modélisation et la réalisation du 
standard 802.16d. Cette liste permettra aux nouveaux étudiants des cycles supérieurs de se 
baser sur ce travail pour s'intégrer simplement et rapidement avec la communauté de 
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recherche en cours au niveau de la communication numérique sans fil et les matériels 
reconfigurables. 
7.2.1 Longueur de préfixe cyclique adaptif dans WiMax 
Le standard de WiMax spécifie plusieurs longueurs pour l'intervalle de garde 
(préfixe cyclique). De plus, cette longueur dépend essentiellement du retard de la 
propagation (delay spread). Récemment, des algorithmes efficaces pour l'estimation du 
délai de la propagation ont été proposés [63]. L'implémentation de l'algorithme de [63] en 
un module Simulink, et ensuite l'addition de ce module au modèle WiMax proposé dans ce 
travail permettra d'évaluer la performance de WiMax avec une longueur de préfixe 
cyclique ad aptif. Sans doute, le système proposé conduira à des résultats meilleurs au 
niveau de l'augmentation de l'efficacité spectrale et la minimisation de l'interférence entre 
les symboles. Cependant, le coût de la réalisation d'un tel système doit être considéré pour 
évaluer la faisabilité de l'idée proposée. Plus tard, l'implémentation de l'idée proposée sur 
FPGA peut être considérée. 
7.2.2 Synchronisation entre l'émetteur et le récepteur 
Dans notre travail, nous avons supposé une synchronisation parfaite entre l'émetteur 
et le récepteur lors de la simulation et la réalisation de WiMax. Alors qu'en pratique cela 
arrive rarement. Récemment, une multitude d'algorithme de synchronisation pour les 
systèmes de communications multi-porteuses ont été proposés [58-59]. Dans le cadre de 
WiMax, on peut mener une étude comparative sur l'effet de ces algorithmes au niveau de 
l'amélioration de la performance de WiMax. L'implémentation de ces algorithmes sur du 
matériel reconfigurable fait aussi l'objet des recherches en cours [57]. 
7.2.3 Évaluation de la performance de WiMax avec les profils de modulation 256-
QAM et 512-QAM 
Les profils de modulation adoptés par WiMax sont les BPSK, QPSK, l6-QAM et 
64-QAM (on a implémenté ces schémas de modulation dans ce travail). Dans ce contexte, 
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le standard spécifie que le profil de modulation 256-QAM est optionnel, alors que le 512-
QAM n'est pas spécifié dans le standard. Un des travaux futurs qu'on propose est 
l'évaluation de la performance de WiMax en utilisant les profils de modulation 256-QAM 
et 512-QAM. On peut prédire qu'en utilisant les profils de modulation déjà mentionnés, 
l'efficacité spectrale sera considérablement augmentée, alors qu'un taux d'erreur binaire 
acceptable ne sera pas atteint à moins que le rapport signal bruit sera considérablement 
élevé. De plus, le coût de la réalisation sera aussi élevé. Dans ce contexte, une étude 
détaillée est précise sur l'effet des profils de modulation 256-QAM et 512-QAM au niveau 
de la performance de WiMax est bien nécessaire. 
7.2.4 Le rapport de la puissance moyenne-maximale (Peak to Average Power Ratio, 
PAPR) 
Alors que le problème de PAPR n'était pas traité dans ce mémoire, la réduction du 
P APR constitue un des désavantages principaux reliés à la technique de multiplexage par 
répartition orthogonale des fréquences (OFDM). Plusieurs techniques de réduction du 
PAPR existent déjà dans la littérature [61-62]. De plus, plusieurs publications intéressantes 
[60] ont abordé l'implémentation de quelques algorithmes de réduction du PAPR sur 
FPGA. Dans ce secteur, il serait intéressant de comparer les algorithmes proposé dans la 
littérature pour extraire celui le plus adapté à la mise en œuvre sur FPGA. Dans une telle 
étude, on doit considérer la performance de l'algorithme au niveau de la réduction du 
P APR, l'espace occupé par cet algorithme, sa vitesse de fonctionnement et sa 
consommation d'énergie. Cependant, il est à noter qu'en général, la réduction du PAPR ne 
fait pas partie du domaine de recherche en communication numérique. Par contre, P APR 
est plus liée au secteur de recherche en traitement des signaux. 
7.2.5 Entrées multiples sorties multiples (Multiple Input Multiple Output MIMO) 
Bien que la technique d'entrées-sorties multiples MIMO n'ait pas été considérée 
dans ce travail, MIMO est une technologie promettante considérée comme l'une des 
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technologies les plus avancée dans le domaine de communication. La technique MIMO a 
montré l'effet le plus profond au niveau de la capacité, la fiabilité et l'efficacité spectrale 
des systèmes sans fil. Cependant, l'amélioration de la performance résultante de MIMO 
implique l'augmentation de la complexité et la consommation d'énergie au récepteur [64]. 
Toutefois, au cours de ma maîtrise, je n'ai pas eu l'occasion de bien découvrir le monde du 
MIMO. Cependant, à mon avis, notre travail ouvre la voie aux zones des recherches 
suivantes: (1) la conception et la réalisation d'un système WiMax MIMO à haut débit 
moins complexe avec faible consommation d'énergie, (2) La modélisation et la réalisation 
des schémas d'allocations de la puissance et des canaux pour les systèmes MIMO et (3) la 
modélisation et l'implémentation des couches physiques multi-antennes pour les nouvelles 
technologies de communication sans fil telles que 802.11n (MIMO WIFI), 802.16e (mobile 
single hop WiMax) et 802.l6j (mobile multi-hop ou mesh WiMax). La modélisation de ces 
couches peut être accomplie en utilisant les outils OPNET, NS-2 ou Simulink. De plus, la 
construction des modèles analytiques pour ces nouvelles technologies, si possible, sera 
aussi un secteur de recherche intéressant. 
7.2.6 Partitionnement matérielle/logicielle de l'implémentation la couche physique 
Le partitionnement matériel/logiciel est un processus qui se produit fréquemment au 
niveau de la conception des systèmes embarqués. Il s'agit essentiellement d'une procédure 
pour déterminer si une partie d'un système devrait être mise en œuvre en logiciel ou en 
matériel. Alors que dans ce travail tous les modules de la couche physique de WiMax ont 
été implémentés en matériel avec XILINX system Generator (XSG). Parfois, quelques 
modules de WiMax seront plus flexibles et plus simples s'ils sont implémentés en logiciel, 
en utilisant, par exemple, le processeur Microblaze de XILINX. Dans ce contexte, des 
outils de haut niveau comme le VisualSim de Mirabilisdesign [65] peuvent être utilisés 
pour l'exploration de la conception et la description architecturale du modèle proposé avant 
une implémentation définitive sur FPGA. 
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Annexe A 
A.1 Circuit de démodulateur 
A.2 Circuit de FFT, suppression du cyclique prénxe et les bandes de garde 
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A.3 Circuit du déentrelaceur 
Counter2 Concil'! 
104 
A.4 Décodeur de Viterbi 
Viterbi Decoder 
Register 
Logicalt 
( 
105 
A.5 Décodeur Reed-Solomon 
A.6 Démélangeur 
Ini!ializi Randomize.1 
o .+y;:~~~~ 
Datay.lid if... u-..,-,~ data\l'alid 
DtlJy1 
106 
( , 
107 
Annexe B : Algorithme du rapport de vraisemblance logarithmique simplifié 
Le démodulateur prend a + pi (sortie du FFT) comme un signal d'entrée, pms 
reconstruit l, 2, 4 ou 6 bits pour les schémas dé modulation BPSK, QPSK, 16 QAM, 64 
QAM respectivement. Puisque le canal de transmission ajoute du bruit sur le signal 
transmis, a + Pi ne sera pas sur le point de la constellation exacte. Par conséquent, le 
démodulateur doit estimer la valeur possible du signal original pour pouvoir récupérer les 
bits portés par ce signal. Généralement, il existe deux stratégies pour la récupération des 
bits portés par le signal transmis: la décision dure et la décision douce. Si les bits sont 
quantifiés en deux niveaux, zéro ou un, le processus de démodulation est appelé décision 
dure (hard decision). Par contre, dans la decision douce le démodulateur attribue une valeur 
de confiance à chaque bit de sortie, donc ces bits seront quantifiés en plus que deux 
niveaux. En effet, le processus du décodage avec décision douce est bien plus performant 
que celui avec la décision dure, cependant la mise en œuvre du démodulateur ainsi que le 
décodeur de Viterbi avec décision douce est plus complexe et coûteuse. Dans ce contexte, 
l'étude théorique, l'analyse détaillée et la performance du processus de démodulation avec 
décision douce ainsi que la performance du décodeur de Viterbi sont largement couverts 
dans divers livres et articles [34-36]. Dans ce travail, le démodulateur avec decision douce a 
été implémenté. L'algorithme du rapport de vraisemblance logarithmique simplifié 
(simplified log likelihood ratio) [66] a été utilisé pour récupérer les bits doux. Soit 
bOl bl 1 bl } b31 b4 et bs les bits doux correspondants au signal a + Pi> en utilisant 
l'algorithme du rapport de vraisemblance logarithmique simplifié ces bits sont donnés par 
les équations suivantes: 
De même 
bo = IPI 
bl = -IPI + 4 
b l = -lip 1 - 41 + 2 
b3 = lai 
b4 = -lai + 4 
bs = -II a 1 - 41 + 2 
[B.l] 
[B.2] 
[B.3] 
[BA] 
[B.S] 
[B.6] 
, 
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Annexe C : Effet des modules de la chaîne de transmission sur une trame exemple 
Nous supposons que la trame sera transmise suivant profil QPSK 3/4 et que les paramètres 
BSID, D/IUIC et l'index de la trame de données sont égales respectivement à 1,7 et 1. 
La trame à transmettre (35 octets): 
[45 29 C4 79 AD OF 55 28 AD 87 B5 76 lA 9C 805045 lB 9F D9 2A 88 95 EB AE B5 
2E 03 4F 09 146958 OA 5D] 
La trame après le mélangeur (35 octets): 
[D4 BA Al 12 F2 74963027 D4 88 9C 96 E3 A9 52 B3 15 AB FD 92 53 0732 CO 62 48 
FO 1922 EO 91 62 lA Cl] 
La trame après le RS ( 40 octets): 
[493140 BF D4 BA Al 12 F2 74963027 D4 88 9C 96 E3 A9 52 B3 15 AB FD 925307 
32 CO 62 48 FO 1922 EO 9162 lA Cl 00] 
La trame après le CC et le perforateur (48 octets): 
[3A 5E E7 AE 49 9E 6F 1C 6F Cl 28 BC BD AB 57 CD BC CD E3 A7 92 CA 92 C2 4D 
BC 8D 78 32 FB3 BF DF 23 ED 8A 9416 27 A5 65 CF 7D 16 7A 45 B8 09 CC] 
La trame après l'enterlaceur (48 octets): 
[77 FA 4F 17 4E 3E E6 70 E8 CD 3F 76 90 C42C DB3 F9 B7 F13 43 6C F19A BD ED 
OA 1C D8 lB EC 9B 3015 BA DA 31 F5 5049 7D 56 ED B4 88 CC 72 FC 5C]. 
La trame après le modulateur (192 nombres complexes): 
[--J2-"hi, ---J2---J2i, --J2---J2i, ---J2---J2i, ---J2---J2i, ---J2---J2i, ---J2+--J2i, ---J2+--J2i, --J2---J2i, --J2 + 
--J2i, ---J2---J2i, ---J2---J2i, --J2 +--J2i, --J2---J2i, --J2---J2i, ---J2---J2i, --J2---J2i, --J2 +--J2i, ---J2---J2i, ---J2 
+--J2i, --J2 +--J2i, ---J2---J2i, ---J2---J2i, ---J2 +--J2i, ---J2---J2i, ---J2 +--J2i, --J2---J2i, ---J2 +--J2i, --J2---J2i, -
--J2---J2i, --J2 +--J2i, --J2 +--J2i, ---J2---J2i, ---J2 +--J2i, ---J2 +--J2i, --J2 +--J2i, ---J2---J2i, --J2 +--J2i, ---J2-
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--J2i, --J2---J2i, --J2 +--J2i, ---J2---J2i, --J2---J2i, ---J2---J2i, --J2---J2i, ---J2---J2i, --J2---J2i, ---J2 +--J2i, ---J2 
+--J2i, --J2---J2i, --J2 +--J2i, --J2 +--J2i, ---J2 - --J2i, --J2 +--J2i, --J2---J2i, --J2 +--J2i, --J2 +--J2i, ---J2 +--J2i, -
--J2---J2i --J2 +--J2i ---J2---J2i --J2---J2i ---J2 +--J2i ---J2---J2i ---J2---J2i ---J2---J2i ---J2 +--J2i --J2---J2i -, , , , , , , , , , 
--J2 +--J2i, ---J2---J2i, --J2---J2i, ---J2---J2i, ---J2---J2i, ---J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2---J2i, --J2 +--J2i, 
--J2 +--J2i, ---J2---J2i, --J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2 +--J2i, ---J2---J2i, ---J2---J2i, --J2 +--J2i, --J2---J2i, -
--J2 +--J2i, ~2---J2i, ---J2 +--J2i, ---J2 +--J2i, ---J2 +--J2i, ---J2---J2i, ---J2---J2i, --J2---J2i, ---J2---J2i, ---J2 +--J2i, 
---J2---J2i, --J2---J2i, --J2 +--J2i, --J2 +--J2i, ---J2 +--J2i, ---J2 +--J2i, --J2 +--J2i, --J2---J2i, ---J2---J2i, --J2 +--J2i, -
--J2---J2i, --J2---J2i, ---J2 +--J2i, --J2 +--J2i, --J2 +--J2i, --J2---J2i, ---J2 +--J2i, ---J2---J2i, ---J2---J2i, ---J2 
+--J2i, ---J2---J2i, --J2 +--J2i, ---J2 +--J2i, --J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2 +--J2i, ---J2---J2i, --J2 +--J2i, 
--J2 +--J2i, --J2 +--J2i, --J2---J2i, --J2---J2i, --.1.2---J2i, ---J2 +--J2i, ---J2---J2i, ---J2 +--J2i, ---J2 +--J2i, ---J2---J2i, 
--J2---J2i, ---J2 +--J2i, ---J2 +--J2i, --J2 +--J2i, ---J2---J2i, --J2 +--J2i, --J2---J2i, ---J2---J2i, ---J2---J2i, --J2-
--J2i, --J2---J2i, --J2---J2i, --J2---J2i, --J2 +--J2i, --J2 +--J2i, --J2---J2i, --J2 +--J2i, ---J2 +--J2i, --J2---J2i, --J2---J2i, -
--J2---J2i, ---J2---J2i, --J2---J2i, --J2---J2i, --J2---J2i, --J2---J2i, ---J2 +--J2i, ---J2---J2i, ---J2 +--J2i, ---J2---J2i, 
--J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2---J2i, --J2 +--J2i, ---J2 +--J2i, --J2 +--J2i, ---J2 +--J2i, --J2 +--J2i,---J2-
--J2i, --J2 +--J2i, ---J2---J2i, --J2 +--J2i, --J2---J2i, ---J2---J2i, --J2 +--J2i, ---J2 +--J2i, ---J2---J2i, ---J2---J2i, ---J2-
--J2i, --J2 +--J2i, --J2---J2i, --J2---J2i, ---J2---J2i, --J2 +--J2i] 
La trame après l'insertion des sous-porteuses pilotes et les bandes de garde (256 
symboles complexes): 
[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, --J2---J2i, ---J2---J2i, --J2-
--J2i, ---J2---J2i, ---J2---J2i, ---J2---J2i, ---J2+--J2i, ---J2+--J2i, --J2---J2i, --J2 + --J2i, ---J2---J2i, ---J2---J2i, 1, 
--J2 +--J2i, --J2---J2i, --J2---J2i, ---J2---J2i, --J2---J2i, --J2 +--J2i, ---J2---J2i, ---J2 +--J2i, --J2 +--J2i, ---J2---J2i, -
--J2---J2i, ---J2 +--J2i, ---J2---J2i, ---J2 +--J2i, --J2---J2i, ---J2 +--J2i, --J2---J2i, ---J2---J2i, --J2 +--J2i, --J2 +--J2i, -
--J2---J2i, ---J2 +--J2i, ---J2 +--J2i, --J2 +--J2i, -1, ---J2---J2i, --J2 +--J2i, ---J2---J2i, --J2---J2i, --J2 +--J2i, ---J2-
--J2i, --J2---J2i, ---J2---J2i, --J2---J2i, ---J2---J2i, --J2---J2i, ---J2 +--J2i, ---J2 +--J2i, --J2---J2i, --J2 +--J2i, --J2 
+--J2i, ---J2 - --J2i, --J2 +--J2i, --J2---J2i, --J2 +--J2i, --J2 +--J2i, ---J2 +--J2i, 1, ---J2---J2i, --J2 +--J2i, ---J2---J2i, 
--J2---J2i ---J2 +--J2i ---J2---J2i ---J2---J2i ---J2---J2i ---J2 +--J2i --J2---J2i ---J2 +--J2i ---J2---J2i --J2---J2i -, , , , , , , , , , 
--J2---J2i, ---J2---J2i, ---J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2---J2i, --J2 +--J2i, --J2 +--J2i, ---J2---J2i, --J2---J2i, -
--J2 +--J2i, -1, ---J2---J2i, --J2 +--J2i, ---J2---J2i, ---J2---J2i, --J2 +--J2i, --J2---J2i, ---J2 +--J2i, --J2---J2i, ---J2 
+--J2i, ---J2 +--J2i, ---J2 +--J2i, ---J2---J2i, 0, ---J2---J2i, --J2---J2i, ---J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2---J2i, 
--J2 +--J2i, --J2 +--J2i, ---J2 +--J2i, ---J2 +--J2i, --J2 +--J2i, --J2---J2i, 1, ---J2---J2i, --J2 +--J2i, ---J2---J2i, --J2-
--J2i, ---J2 +--J2i, --J2 +--J2i, --J2 +--J2i, --J2---J2i, ---J2 +--J2i, ---J2---J2i, ---J2---J2i, ---J2 +--J2i, ---J2---J2i, 
--J2 +--J2i, ---J2 +--J2i, --J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2 +--J2i, ---J2---J2i, --J2 +--J2i, --J2 +--J2i, --J2 
+--J2i, --J2---J2i, 1, --J2---J2i, --J2---J2i, ---J2 +--J2i, ---J2---J2i, ---J2 +--J2i, ---J2 +--J2i, ---J2---J2i, --J2---J2i, -
--J2 +--J2i, ---J2 +--J2i, --J2 +--J2i, ---J2---J2i, --J2 +--J2i, --J2---J2i, ---J2---J2i, ---J2---J2i, --J2---J2i, --J2---J2i, 
--J2---J2i, --J2---J2i, --J2 +--J2i, --J2 +--J2i, --J2---J2i, 1, --J2 +--J2i, ---J2 +--J2i, --J2---J2i, --J2---J2i, ---J2---J2i, -
--J2---J2i, --J2---J2i, --J2---J2i, --J2---J2i, --J2---J2i, ---J2 +--J2i, 1, ---J2---J2i, ---J2 +--J2i, ---J2---J2i, --J2---J2i, 
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-·,12 +'hi, -·,12-·'hi, --./2-·'hi, --./2 +--./2i, ---./2 +--./2i, --./2 +--./2i, ---./2 +--./2i, --./2 +--./2i, ---./2---./2i, --./2 
+--./2i, ---./2---./2i, --./2 +--./2i, --./2---./2i, ---./2---./2i, --./2 +--./2i, ---./2 +--./2i, ---./2---./2i, ---./2---./2i, ---./2---./2i, --./2 
+--./2i, --./2---./2i, --./2---./2i, ---./2---./2i, --./2 +--./2i, 0, 0, 0, 0, 0, 0, 0, 0,0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0] 
La trame après l'IFFf (256 échantillons): 
[-0.0331 - 0.0718i, 0.0154 - 0.0443i, -0.0184 + 0.0435i, 0.0749 - 0.0033i, 0.0019 + 0.0168i, 
-0.0564 + 0.0075i, -0.0151 + 0.0278i, 0.0329 - 0.0009i, 0.0051 - 0.0408i, -0.0069 - 0.0228i, 
-0.0843 + 0.0368i, 0.0882 - 0.0436i, 0.0298 + 0.0071i, 0.0183 + 0.0666i, -0.0426 -
0.0454i, -0.0520 + 0.0239i, 0.0221 + 0.0415i, --0.0189 - 0.0598i, 0.0108 - 0.0456i, 
0.0656 + 0.0369i, -0.0130 - 0.0256i, -0.0325 + 0.0443i, 0.0115 + 0.0044i, 0.0059 + 
0.0086i, -0.0356 + 0.0142i, -0.0063 - 0.0148i, 0.0354 - 0.0457i, -0.0310 + 0.0020i, 0.0578 
- 0.0243i, -0.0314 + 0.0595i, 0.0131 - 0.0023i, 0.0109 - 0.0166i, -0.0621 + 0.0579i, 0.0345 
- 0.0148i, -0.0500 - 0.0351i, 0.0636 - 0.0453i,0.0385 - 0.0258i, -0.0463 + 0.0682i, 0.0056 
+ 0.0306i, -0.0223 + 0.0318i, -0.0211 - 0.0596i, -0.0029 - 0.0027i, 0.0546 - 0.0240i, 
0.0273 + 0.0089i, -0.0190 + 0.0191i, -0.0068 + 0.0152i, -0.0810 - 0.0219i, 0.0302 -
0.0053i, 0.0205 + 0.0058i, 0.0338 + 0.0148i, -0.0411 - 0.0040i, 0.0649 + 0.0073i, 0.0294-
0.0024i, -0.1085 - 0.0174i, -0.0330 - 0.0261i, 0.0088 - 0.0074i, 0.0852 + 0.0452i, -0.0317 
+ 0.0334i, 0.0533 + 0.0016i, -0.0526 - 0.0284i, 0.0376 - 0.0321i, -0.0534 - 0.0260i, -
0.0161 + 0.0321i, 0.0464 + 0.0002i, -0.0520 + 0.0354i, 0.0321 + 0.0293i, 0.0048-
0.0305i, 0.0289 - 0.0643i, 0.0143 + 0.0072i, 0.0094 + 0.0631i, -0.0899 - 0.0199i, -0.0249-
0.0037i, 0.0384 - 0.0181i, 0.0593 + 0.0076i, -0.0151 + 0.0135i, -0.0403 + 0.0216i, 0.0608 
- 0.0336i, -0.0437 + 0.0051i, 0.0199 - 0.0141i, -0.0315 + 0.0060i, 0.0199 - 0.0032i, -0.0249 
+ 0.0493i, 0.0249 - 0.0544i, -0.0399 + 0.0194i, 0.0593 + 0.0018i, -0.0015 + 0.0230i, 
0.0071 - 0.0536i, -0.0355 + 0.0094i, -0.0101 + 0.0221i, 0.0481 - 0.0279i, -0.0815 + 
0.0556i, 0.0405 - 0.0036i, 0.0147 - 0.0085i, -0.0069 - 0.0628i, 0.0071 - 0.0233i, 0.0547 
+ 0.0894i, -0.0589 + 0.0299i, -0.0383 - 0.0453i, 0.0355 - 0.0289i, 0.0062 + 0.0108i, -
0.0149 + 0.0238i, -0.0082 - 0.0216i, 0.0219 - 0.0089i, -0.0148 - 0.0016i, 0.0709 + 
0.0492i, -0.0257 - 0.0096i, -0.0649 - 0.0320i, 0.0069 + 0.0009i, 0.0328 + 0.0204i, -0.0384 
- 0.0097i, 0.0237 - 0.0303i, 0.0117 + 0.0025i, 0.0002 + 0.0572i, 0.0291 + 0.0035i, -0.0040 
- 0.0278i, -0.0155 + 0.0038i, -0.0625 - 0.0558i, 0.0234 + 0.0173i, 0.0062 + 0.0302i, -
0.0038 + 0.0509i, 0.0452 - 0.0441i, 0.0343 - 0.0247i, -0.0427 - 0.0192i, -0.0133 + 
0.0407i, -0.0350 + 0.0443i, 0.0017 - 0.0719i, 0.0432 + 0.0212i, 0.0223 - O.OllOi, -0.0598 
+ 0.0055i, 0.0043 - 0.0224i, -0.0289 + 0.0668i, 0.1190 - 0.0295i, 0.0349 + 0.0250i, -
0.1156 - 0.0384i,-0.0171 - 0.0424i, -0.0902 + 0.0145i, 0.1082 + 0.0576i, 0.0415-
0.0235i, 0.0081 + 0.0160i,0.0217 + 0.027li, -0.0383 - 0.0507i, -0.0411 - 0.05IOi, -0.0197 + 
0.0587i, -0.0190 - 0.0028i, 0.0584 + 0.0151 i, 0.0479 - 0.0246i, -0.0330 + 0.0480i, -0.0025 -
, 
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0.0298i, -0.0435 - 0.0429i, 0104254: 0.0294i, 0.0132 if. 0,0093i, -0.0537 + 0.0183i, 0.0450-
0.0475i, -0.0296 + 0.0298i, -0.0164 + 0.0404i, 0.0495 - 0.0756i, -0.0150 + 0.0127i, 0.0280 
+ 0.0035i, -0.0748 + 0.0675i, 0.0812 - 0.0413i, -0.0198 - 0.0625i, -0.0467 + 0.0477i, 
0.0031 + 0.0436i, 0.0010 - 0.0344i, 0.0359 - 0.0101 i, 0.0259 - 0.041li, -0.0499 + 0.0229i, 
0.0348 + 0.0699i, -0.0147 - 0.0005i, -0.0256 - 0.0402i, 0.0052 - 0.0316i, -0.0245-
0.0203i, 0.0257 - 0.0164i, 0.0664 + 0.1318i, -0.0410 - 0.005li, -0.0019 - 0.1179i, -0.0348 
+ 0.0949i, -0.0164 - 0.0751i, 0.0476 + 0.0126i, 0.0026 + 0.0216i, -0.0013 + 0.0094i, -
0.0150 - 0.0148i, 0.0117 - 0.0152i, 0.0044 + 0.0696i, -0.0325 - 0.0450i, 0.0118 + 
0.0029i, 0.0003 - 0.0806i, 0.0199 + 0.0866i, -0.0098 + 0.0274i, 0.0507 - 0.0568i, -0.0520 + 
0.0139i, -0.0469 + 0.0007i, 0.0253 - 0.0133i, 0.0024 + 0.0316i, 0.0371 + 0.0070i, 0.0349-
0.0495i, -0.0253 + 0.0296i, -0.0510 - 0.0063i, 0.0036 - 0.0192i, -0.0146 + 0.0277i, 0.0305 
- 0.0025i, 0.0280 - 0.0119i, -0.0007 + 0.0548i, -0.0438 - 0.0393i, 0.0551 - 0.0325i, -0.0357 
- 0.0224i, -0.0182 + 0.0443i, -0.0391 + 0.027li, 0.1075 - 0.0092i, -0.0264 + 0.0130i, -
0.0253 - 0.0196i, -0.0015 - 0.0651i, -0.0116 + 0.0563i, -0.0044 + 0.0009i, 0.0529 + 
0.0264i, -0.0527 - 0.0424i, 0.0449 + 0.0516i, -0.0085 - 0.0697i, -0.0256 + 0.041Oi, -
0.0071 - 0.0273i, -0.0018 + 0.0279i, 0.0011 + 0.0075i, 0.0499 - 0.0232i, -0.0169 + 
0.0131i, -0.0230 + 0.0189i, 0.0158 - 0.0442i, 0.0] 10 + O.OOl1i, -0.0397 + 0.0019i, -0.0099 
+ 0.0089i, 0.0109 + 0.0248i, 0.0293 + 0.0525i, 0.0369 - 0.0416i, -0.0405 - 0.1178i, -
0.0361 + 0.072li, 0.0386 + 0.0047i, 0.0312 + 0.0549i, -0.0716 - 0.0513i, -0.0188 + 
0.036li, 0.0427 - 0.0197i, 0.0435 - 0.0056i, 0.0012 - 0.0254i,-0.0408 + 0.0501i, 0.0002 -
0.039li, 0.0002 - 0.0548i, -0.0323 + 0.0722i, 0.0321 + 0.0677i, 0.0161 - 0.0812i, 0.0228 + 
0.0514i, -0.0537 - 0.0408i, 0.0207 - 0.0567i, -0.0152 + 0.031li, -0.0083 + 0.0197i, 0.0529 
+ 0.002li, -0.0217 + 0.0187i, -0.0052 + 0.0100i, -0.0005 + 0.0332i] 
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Annexe D : Glossaire 
Bitstream : données binaires utilisées pour configurer le FPGA. 
Digital Locked Loop : un circuit qui permet la multiplication et la division des signaux de 
l 'horloge dans un FPGA. 
Intervalle de l'usage du code (interval usage code, DfUIUC) : une valeur de 4 bits qui 
désigne un profil de modulation et de codage spécifique. 
LUT (Look Up Table) : circuit qui réalise des fonctions combinatoires dans un FPGA. 
Netlist : Une liste de portes logiques et de leurs interconnexions qui constituent un circuit. 
Propriété intèllectuelle (intellectual property, IP) : désigne les droits légaux qui résultent 
d'une activité intellectuelle dans les domaines industriels, scientifiques, littéraires et 
artistiques. Ces activités intellectuelles incluent, parmi d'autres, les travaux littéraires, les 
découvertes scientifiques et les designs industriels. 
RAM à double port {Dual Port RAM, DPRAM) : est un type de RAM qui permet un 
accès simultané à la RAM. 
Rapport signal/bruit (signal to noise ratio, SNR) : désigne la qualité d'une transmission 
d'information par rapport aux parasites. Autrement, SNR désigne le rapport entre la 
grandeur d'un signal (information utile, significative) et celle du bruit (information inutile, 
non significative). 
Rafale (burst) : est un groupe de trames transmises suivant le même profil de modulation 
et de codage (par exemple BPSKl/2 ou QPSK3/4). 
Taux d'erreur binaire (BER, bit error rate) : BER est le pourcentage de bits erronés, 
divisé par le nombre total de bits qui ont été transmis, reçus ou traités sur une période 
donnée. 
Tranches (Slices) : un terme introduit par Xilinx qui spécifie l'unité de traitement de base 
dans les FPGA de Xilinx. Généralement, cette unité comprend 2 LUT, 2 bascules D, des 
multiplexeurs, et des portes logiques arithmétiques. 
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Symbole: désigne une trame de bits à transmettre. Le nombre de bits dans cette trame est 
égale à 192, 384, 768 et 1152 pour les profils BPSK, QPSK, 16-QAM et 64-QAM 
respectivement. 
Symbole modulé : est un nombre complexe qui représente un groupe de bits. Ce groupe de 
bits est égale 1,2,4 ou 6 pour BPSK, QPSK, 16-QAM, 64-QAM. 
