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Abstract 
In the era of information explosion, how to provide tailored suggestions to a new user is a major concern for 
collaborative filtering (CF) based recommender systems. The CF recommender system performs very poorly for a 
new user with very poor profile information. Therefore, we investigate the use of quantitative association rules 
(QARs) for making recommendations to a new user by exploiting the cold user data which is readily available such as 
age, gender, occupation, etc. and ratings of items available in the historical data set. The proposed recommendation 
method, called QARF (QAR based filtering scheme), extracts relationships between readily available information of 
users and items, and the rating values. Additionally, QARs are extracted during offline processing which optimizes 
the online computation cost. The discovered rules are then employed during online processing in order to generate 
recommendations for a new user. Moreover, the QARF recommendation scheme is combined with CF, namely 
QARF/CF, to further improve recommendation accuracy. Proposed approaches QARF and QARF/CF are evaluated 
on the platform of MovieLens dataset. Experimental results demonstrate that the proposed schemes enhance new user 
recommendations and outperform other state of the art CF schemes.        
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction 
Recommender systems are widely adopted for information retrieval and have become an integral part 
of everyday life by providing quality products and services to customers [1]. Although a lot of 
recommendation techniques have been developed, collaborative filtering (CF) is still an extensively 
applied recommendation technique by offering the most promising suggestions to users. It has been 
brought into play in a variety of applications such as recommending web pages, books, movies, tapes and 
products. The two main classes of CF methods are memory-based algorithms and model-based algorithms 
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[1, 2]. The memory-based CF algorithms use the entire data set to make recommendations, while model-
based CF algorithms learn a model offline from the data which is then used for online recommendations.
The memory-based algorithms are the frequently used CF methods attributable to their simplicity and 
robustness.  
A memory-based CF as a traditional recommendation method is applied for the prediction of users’ 
preferences of items based on the opinions (ratings) of similar users [2, 3]. The main strengths of this 
technique are its simplicity and the ability to generate recommendations outside the box. However, the 
problems of cold-start (new user and new item), sparsity and scalability are still major concerns of CF [1]. 
The main emphasis of this work is to tackle the problem of new user. Various strategies have been 
investigated to handle the problem of new user [4, 5, 6, 7]. The proposed model attempts to enhance new 
user recommendations by employing quantitative association rule (QAR) mining algorithm and in 
addition tries to further improve the accuracy of recommendations by combining QARF (QAR based 
filtering scheme) with CF. 
The remainder of this paper is structured as follows. In Section 2, we provide a concise overview of 
the methodology of standard CF based recommender systems and a general background of QAR mining 
method. Section 3 explains the architecture of proposed QARF and QARF/CF (a combination of QARF 
and CF) methods. The results of an empirical analysis are presented in Section 4, followed by a 
conclusion in Section 5. 
2. Background 
This section presents the general backgrounds of CF technique and QAR mining approach in a concise 
manner.  
2.1. Collaborative filtering approach 
The traditional CF method predicts a user’s preferences for items based on the recorded preferences of 
other similar users or items. For understanding the functionality of CF, let ܫ be the set of ݊ items and ܷ be 
the set of  ݉ users and ܴ is the rating matrix of size ݉ ൈ ݊ . Each entry ݎ௨ǡ௜ in this matrix represents the 
rating value of item ݅ by user ݑ. Thus CF makes recommendations for an active user by first finding a set 
of similar users and then exploiting the ratings of like-minded users. There are several similarity 
algorithms that have been proposed for computing the similarity between two users ݑ  and ݒ . In the 
correlation-based approach, the Pearson correlation coefficient is used to measure the similarity [2].
ݏ݅݉ሺݑǡ ݒሻ ൌ σ ൫୰౫ǡ౟ି୰ത౫൯൫୰౬ǡ౟ି୰ത౬൯౟א౅ሺ౫ሻת౅ሺ౬ሻ
ටσ ൫୰౫ǡ౟ି୰ത౫൯౟א౅ሺ౫ሻת౅ሺ౬ሻ σ ൫୰౬ǡ౟ି୰ത౬൯౟א౅ሺ౫ሻת౅ሺ౬ሻ
 ,                                                                            (1) 
where, ܫሺݑሻ and ܫሺݒሻ are the sets of items rated by users ݑ and ݒ respectively, and ҧ୳ is the average rating 
of user ݑ. In the cosine-based approach [3], the similarity between two users ݑ and ݒ is measured by 
computing the cosine of the angle between them. 
ݏ݅݉ሺݑǡ ݒሻ ൌ σ ୰౫ǡ౟୰౬ǡ౟౟א౅ሺ౫ሻת౅ሺ౬ሻ
ටσ ୰౫ǡ౟౟א౅ሺ౫ሻת౅ሺ౬ሻ σ ୰౬ǡ౟౟א౅ሺ౫ሻת౅ሺ౬ሻ
                                                                                            (2) 
After finding a set of similar users, the user-based CF employs the ratings from those similar users to 
predict the ratings for the active user. Resnick’s prediction formula [2] is used to predict the rating for an 
active user ܽ who has not rated an item݅. Hence, the prediction of missing rating value ݎ௔ǡ௜is generated as 
follows: 
ܲݎሺܽǡ ݅ሻ ൌ ݎҧ௔ ൅ σ ௦௜௠ሺ௔ǡ௨ሻ൫௥ೠǡ೔ି௥ҧೠ൯ೠאಿሺೌሻσ ȁ௦௜௠ሺ௔ǡ௨ሻȁೠאಿሺೌሻ ,                                                                                             (3) 
where ݎҧ௔ denotes the average rating of user ܽ and ܰሺܽሻ represents the set of similar users.  
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Thus, for making accurate recommendations, the system must first learn the user’s preferences from 
the provided ratings of the user. This directly indicates that the user has to rate a sufficient number of 
items so that a CF recommender system can truly recognize the user’s preferences and therefore can 
generate reliable recommendations for the user. Therefore, a new user ܽ, having no interaction with the 
system or having very few interactions with the system, would not be able to get accurate 
recommendations. In this work, we are employing QAR mining method for handling the problem of new 
user of CF based recommender system. 
2.2. Quantitative Association Rule Mining 
A formal description and algorithm of association rule mining (ARM) were first presented by Agrawal 
et. al in 1993 [8]. ARM algorithm extracts interesting relationships among items by finding the items 
frequently appeared together in the transaction data set ܦ ൌ ሼ ଵܶǡ ଶܶǡ ǥ ǡ ௦ܶሽ. The interestingness of an 
association rule, ܣ ՜ ܤ, is measured by support and confidence of the rule where ܣ and ܤ are the two 
itemsets taken from the set of items ܲ ൌ ሼ ଵܲǡ ଶܲǡ ǥ ǡ ௭ܲሽ such that ܣ ת ܤ ൌ ׎. The support of the rule is 
defined as the percentage of transactions which contain both ܣ and ܤ among all the transactions in the 
data set and the confidence of the rule is the percentage of transactions containing ܤ  among all 
transactions which contain ܣ. Thus, the problem of mining association rules is to discover all association 
rules whose support and confidence are greater than or equal to user-defined minimum support and 
minimum confidence respectively. 
The QAR represents a wide variety of real-life attributes being more expressive and informative. 
Basically, the association rules that are discovered to describe association between quantitative or 
categorical items or attributes are called QARs [9]. For example, let us consider the set of items {bread, 
jam, butter} available on a shopping store. The QAR mining method can determine the quantity of bread 
that was taken with a particular quantity of jam for the set of commonly purchased items {bread, butter}. 
In the realm of CF, when a new user interacts with the system first time, he/she either does not rate any 
item or rates very few numbers of items. Thus the CF system fails to provide appropriate 
recommendations to that new user because of the short interaction between the user and the system. 
Consequently, the proposed work exploits QAR mining method to extract the rules that can map the 
readily available quantitative and categorical information of users and items to the rating value. 
3. Proposed scheme 
The proposed work incorporates QARF method for making recommendations to a new user who has 
rated only few or even no items. The architecture of present work is composed of offline and online 
processing steps. During offline processing, QARs are mined by exploiting the readily available 
information of users such as age, gender and occupation along with the information of items. These rules 
are then employed via online processing for the prediction of ratings of items for a new user. The detailed 
descriptions of offline and online processing steps are given below. 
3.1. Offline processing 
In order to generate recommendations for a new user, the proposed scheme exploits the readily 
available information of users and items. For instance in the well known MovieLens data set [10], the 
information about users such as age, gender, occupation, and location, and ratings of items by users are 
available. Since the attributes of the MovieLens data set are quantitative (such as age and rating) as well 
as categorical (such as gender, occupation and location). Thus, our approach intends to mine QARs for 
such kind of quantitative and categorical attributes.  
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3.1.1. Categorization of attributes 
The quantitative attributes such as age and rated items are needed to categorize before the mining 
process. Thus, we categorized age into four groups of below-18, 18-30, 31-50, and above-50. Moreover, 
items are categorized into four groups (ܴܩ݌ଵǡ ܴܩ݌ଶǡ ܴܩ݌ଷǡ and ܴܩ݌ସ) based on the average ratings of 
items. For this categorization of items, first of all average rating of items are computed. Since, ratings of 
items are given in the range 1-5, the average rating of items will also lie in the same range. Thus, group of 
an item ݅ is identified as follows: 
݃ݎ݋ݑ݌ሺ݅ሻ ൌ ൞
ܴܩ݌ଵ
ܴܩ݌ଶ
ܴܩ݌ଷ
ܴܩ݌ସ

݂݅ͳ ൑ ݎҧ௜ ൏ ʹ
݂݅ʹ ൑ ݎҧ௜ ൏ ͵
݂݅͵ ൑ ݎҧ௜ ൏ Ͷ
݋ݐ݄݁ݎݓ݅ݏ݁
                                                                                                     (4) 
where, ݎҧ௜ is the average rating of item ݅. The categories of other attributes for example gender, and 
occupation are well defined in the MovieLens data set in which occupations of users are classified into 21 
groups and gender of user is male or female.  
3.1.2. Transformation scheme 
Each user in the dataset can be placed into different classes based on his/her age, gender, and 
occupation and items rated by the user can be located into a particular group. For example, let us consider 
a toy example of rating matrix of three users (ݑଵǡ ݑଶǡ and ݑଷ) and six items (݅ଵǡ ݅ଶǡ ǥ and ݅଺) as given in 
table 1.  
Table 1. A toy example of rating matrix 
Thus using categorized information about user, group of item, and the rating of item given by the user, the 
rating matrix given in table 1 is transformed into another matrix shown in table 2. Corresponding to each 
non-zero entry in table 1 we found a row in table 2 as given below. 
Table 2. Transformed data 
(user, item) ݎ௨௦௘௥ǡ௜௧௘௠ Age (user) Gender (user)  Occupation (user)  Group (item) 
(ݑଵǡ ݅ଵ) 1 below-18 F Student ܴܩ݌ଶ
(ݑଵǡ ݅ଷ) 5 below-18 F Student ܴܩ݌ସ
(ݑଵǡ ݅ସ) 3 below-18 F Student ܴܩ݌ଷ
(ݑଶǡ ݅ଶ) 2 31-50 M Doctor ܴܩ݌ଵ
(ݑଶǡ ݅ସ) 4 31-50 M Doctor ܴܩ݌ଷ
(ݑଶǡ ݅ହ) 1 31-50 M Doctor ܴܩ݌ଵ
(ݑଷǡ ݅ଵ) 3 18-30 F Engineer ܴܩ݌ଶ
(ݑଷǡ ݅ଶ) 1 18-30 F Engineer ܴܩ݌ଵ
(ݑଷǡ ݅଺) 3 18-30 F Engineer ܴܩ݌ଷ
Further, the information given in each row of the table 1 is transformed into binary format [9]. For 
݅ଵ ݅ଶ ݅ଷ ݅ସ ݅ହ ݅଺
ݑଵ 1 0 5 3 0 0
ݑଶ 0 2 0 4 1 0
ݑଷ 3 1 0 0 0 3
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more clarification we considered three attributes age, gender, and rating group corresponding to the first 
row of table 2 and transformed this row into a binary form delineated in Fig.1. 
Fig. 1. Binary transformation 
3.1.3. Procedure of mining quantitative rules 
QARs can be mined easily by applying any association rule mining algorithm on the binary 
transactional data. The main purpose of the proposed QARF method is to mine rules which can directly 
predict the rating of item using the easily available information of users and items as well. However, 
several methods have been developed for mining association rules. We applied the efficient ASARM 
algorithm [11] in order to mine QARs from the transformed binary transactional data set. An example of 
mined rule is represented as given below: 
ሺ െ ͳͺሻǡ 
ሺ	ሻǡ ሺሻǡ 
ሺ
ଷሻ ՜ ሺͶሻ
For employing ASARM algorithm, we first fix the head of the rule by the rating. Since ratings are given 
in range 1-5, therefore the ASARM algorithm was run five times for producing rules for each targeted 
rating value. In this way, five sets of rules are generated by deciding the number of rules in advance and 
without pre-selecting the value of minimum support.
3.2. Online processing 
The online procedure includes two strategies for making recommendations for a new user.  
3.2.1. Recommendations based on QARF  
The recommendation of an item ݅ for a new user ܽ is generated by exploring the rule base which is 
organized through off line processing. The best set of matching rules ܴ௔ for the user ܽ is collected from 
the rule base. A matching rule for user ܽ and item ݅ is the rule that has same attributes in the antecedent as 
the attributes of ܽ and ݅. The best set of matching rules is selected from the set of all matching rules. This 
can be done either by taking the set of top-k rules with highest quality or by selecting all those matching 
rules with quality higher than the threshold q of quality. In this work both strategies are utilized and 
prediction of rating of item ݅ for user ܽ is computed as follows: 
ሺܽǡ ݅ሻ ൌ ݎҧ௔ ൅ σ ௤௨௔௟௜௧௬ሺ௥௨௟௘ሻכோ௔௧௜௡௚ሺ௥௨௟௘ሻೝೠ೗೐אೃೌσ ௤௨௔௟௜௧௬ሺ௥௨௟௘ሻೝೠ೗೐אೃೌ ,                                                                                (5) 
where, ݍݑ݈ܽ݅ݐݕሺݎݑ݈݁ሻ ൌ ݏݑ݌݌݋ݎݐሺݎݑ݈݁ሻ כ ܿ݋݂݅݀݁݊ܿ݁ሺݎݑ݈݁ሻ  [11], ܴܽݐ݅݊݃ሺݎݑ݈݁ሻ  is the rating 
predicted by the matching rule, and ݎҧ௔  denotes the average rating of user ܽ . The main advantage of 
proposed scheme is its ability to predict preferences of a new user who had never interacted with the 
system (by taking ݎҧ௔ ൌ Ͳ) as well as had a little interaction by providing ratings to very few items.      
3.2.2. Recommendations based on QARF/CF  
A combined recommendation is made by taking a weighted sum of predictions generated by QARF 
and standard Pearson CF techniques. Consequently, the prediction ሺܽǡ ݅ሻ  of item ݅  for user ܽ  is 
calculated by taking the weighted sum of prediction, ܲݎଵሺܽǡ ݅ሻǡ made by QARF method and prediction, 
ܲݎଶሺܽǡ ݅ሻ, made by Pearson CF method. 
ሺܽǡ ݅ሻ ൌ ݓଵ כ ܲݎଵሺܽǡ ݅ሻ ൅ ݓଶ כ ܲݎଶሺܽǡ ݅ሻ,                                                                                       (6) 
where, ݓଵ and ݓଶ are the weights assigned to predictions made by QARF and predictions generated by 
CF respectively such that ݓଵ ൅ ݓଶ ൌ ͳ. 
below-18 18-30 31-50 above-50 Male Female ܴܩ݌ଵ ܴܩ݌ଶ ܴܩ݌ଷ ܴܩ݌ସ
1 0 0 0 0 1 0 1 0 0 
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4. Experiments and results 
The experiments are conducted for examining the performance of proposed scheme and its variations 
by comparing with state of the art CF schemes, namely PCF (Pearson correlation based CF by using 
formula 1 and 3) and VSCF (cosine vector similarity based CF by using formula 1 and 2). The two 
variants of proposed QARF scheme are designed. In the first variant, namely q-QARF scheme, we 
selected those rules which have quality more than the threshold q from the set of matching rules. For the 
second variant, called k-QARF scheme, top-k rules are selected with highest quality from the set of 
matching rules. These schemes, q-QARF and k-QARF, are separately employed for producing 
recommendations for a new user. Thereafter, q-QARF/CF and k-QARF/CF schemes are configured by 
combining q-QARF and k-QARF with the PCF scheme (using formula 6) respectively.     
4.1. Experimental setup 
We performed the experimental evaluation of our algorithm on the most widely used MovieLens data 
set [10]. This dataset contains 1,000,209 anonymous ratings of approximately 3,900 movies made by 
6,040 users. The ratings are made in the range of 1-5. For experiments, we considered the two subsets,
namely DB1 and DB2, of this data set by picking up the first 100 users and first 400 users respectively. 
From each subset 10 percent users are selected as the test users and remaining 90 percent users were taken 
as training users. Such kind of sample selection was intended for the execution of ten-folds cross 
validation. Moreover, the ratings of test users are used to examine the performance of proposed schemes. 
Therefore, the training ratings of test users are selected for making three types of configurations referred 
to as G-Zero (no training rating is given), G-Five (five training ratings are given), and G-Ten (ten training 
ratings are given). By selecting these arrangements of training ratings, we want to evaluate the 
performance of QARF and QARF/CF methods when a new user has not rated any item (G-Zero) as well 
when this user rated few numbers of items (G-Five and G-Ten).  
4.2. Evaluation metrics 
There are numerous measures that have been proposed for evaluating the performance of CF 
algorithms [1]. In this paper, we use the classification accuracy metric, recall, for measuring the 
performance of our system. Recall is defined as the fraction of relevant items that are recommended 
successfully. A high recall means that an algorithm recommended most of the relevant items.  
4.3. Impact of parameters 
For analyzing the impact of parameter k on k-QARF, we conducted some experiments on the data sets 
DB1 and DB2 by randomly selecting 10 percent of test users and remaining users as the training users 
(Fig. 2).  
  
Fig. 2. Effect of number of rules on the recall for k-QARF method for all configurations of data sets (a) DB1 and (b) DB2 
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The performance of k-QARF scheme is evaluated by varying the number of top-k rules from 1 to 20. 
The recall is measured for all variations of data sets DB1 and DB2 and results are shown in Fig. 2. From 
these experiments, we observed that the performance of k-QARF scheme is comparatively better for top-2 
rules on both data sets DB1 and DB2. Thus, for remaining experiments, the value of parameter k is 
selected as 2. Next, we examined the performance of q-QARF algorithm by varying the value of threshold 
q from 0.4 to 0.6. Again, the experiments are conducted on all configurations of the two data sets DB1 
and DB2. The results are depicted in Fig. 3. From the experiments performed on q-QARF scheme, we 
observed that the performance of q-QARF scheme improves with the increment in the value of threshold 
q. Therefore, we set the value of q as equal to 0.7 for all remaining experiments.  
Fig. 3. Effect of threshold q on the recall of q-QARF method for all configurations of data sets (a) DB1 and (b) DB2 
The other parameters that are used are the weights ݓଵand ݓଶ  assigned to the prediction schemes 
QARF and CF for generating predictions by QARF/CF algorithm. We assigned equal weights (ݓଵ ൌ
ݓଶ ൌ ͲǤͷ) to both schemes, QARF and CF, for the configurations G-Five, and G-Ten. Whereas, ݓଵ ൌ ͳǡ
and ݓଶ ൌ Ͳ are set for the configuration of G-Zero.  
4.4. Comparison with other methods 
Proposed schemes are compared with other state of the art schemes and results are given in table 3. 
The recall of each competitive scheme is computed by performing ten-fold cross validation and the results 
are averaged for both data sets DB1 and DB2 with all configurations of G-Zero, G-Five, and G-Ten. 
Experimental results given in table 3 clearly reveal that the proposed schemes can generate quality 
recommendation for a new user who has either not rated any item or has rated only few items. 
Furthermore, proposed schemes based on QARF perform better than PCF and VSCF methods and the 
combination schemes k-QARF/CF and q-QARF/CF perform considerably better than the schemes based 
on QARF as well as the schemes PCF and VSCF. 
Table 3. Comparison of recall for proposed schemes k-QARF/CF, k-QARF, q-QARF/CF, and q-QARF with the state of the arts 
schemes PCF and VSCF 
Methods DB1/G-Zero DB1/G-Five DB1/G-Ten DB2/G-Zero DB2/G-Five DB2/G-Ten 
k-QARF/CF 0.6619 0.6705 0.6634  0.6496 0.6625 0.6603 
k-QARF 0.6541 0.6613 0.6634  0.6341 0.6542 0.6603 
q-QARF/CF 0.6435 0.6509 0.6452  0.6623 0.6614 0.6371 
q-QARF 0.6322 0.6437 0.6452  0.6587 0.6599 0.6371 
PCF - 0.5669 0.6135 - 0.5679 0.6054 
VSCF - 0.5429 0.5209 - 0.5377 0.5777 
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The experimental evaluation conducted on various schemes clearly indicates that the QARF based 
methods enhance the new user recommendations and when combined with CF give significant 
improvement in recommendation accuracy. 
5. Conclusion 
We have described a new recommendation scheme which explores the use of quantitative association 
rules (QARs) for producing quality recommendations to a new user. The proposed QARF (QAR based 
filtering) scheme can produce reliable recommendations even for a new user who has not rated any item, 
whereas standard CF fails to generate recommendations to a new user without having ratings history. In 
addition, QAR mining scheme is combined with collaborative filtering to further enhance the accuracy of 
the system. Moreover, online computation efficiency of the system is preserved by mining QARs as 
offline processing. The performance of proposed scheme is evaluated experimentally and the results are 
found very promising in contrast to state of the art CF schemes. 
As the quantitative features are well described with the help of fuzzy logic, present work can be 
advanced further by applying fuzzy set theory in the domain of QAR mining. Such an emergent idea of 
fuzzy QARs can be analyzed for producing more accurate recommendations. The proposed work 
emphasizes on handling the new user problem, however new item problem can also be tackled positively 
as future work by mining QARs from the items’ readily available information (such as genre of movies) 
and their ratings. In future, we would also like to incorporate trust/reputation in the proposed system [12]. 
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