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ВВЕДЕНИЕ 
 
 
 
Актуальность темы 
В последнее время материалы с нанокластерной структурой стали объек-
том интенсивных теоретических и экспериментальных исследований. В первую 
очередь это обусловлено широкими перспективами использования нанотехно-
логий в промышленности и медицине. Одним из наиболее интересных с теоре-
тической и практической точек зрения примеров таких материалов являются 
системы магнитных наночастиц. Так, мелкодисперсные частицы ферромагне-
тика, взвешенные в жидкости, в силу своих уникальных транспортных свойств, 
находят применение в медицине, а частицы, размещённые в немагнитной твёр-
дой матрице, представляют собой новые композитные материалы электроники, 
использование которых позволит существенно улучшить характеристики со-
временной вычислительной техники. В частности, двумерные (2D) системы 
ферромагнитных наночастиц с одноосной перпендикулярной анизотропией об-
разуют важный класс магнитных накопителей с перпендикулярной записью 
(perpendicular media). О перспективности таких устройств свидетельствует тот 
факт, что в 2002 году американским Институтом инженеров по электротехнике 
и электронике (IEEE) была учреждена ежегодная конференция, посвящённая 
проблемам перпендикулярной записи информации (NAPMRC). 
Среди факторов, определяющих магнитные свойства 2D ансамблей фер-
ромагнитных наночастиц, одним из наиболее важных является магнитное ди-
поль-дипольное взаимодействие, которое может не только изменять поведение 
таких систем, но и приводить к появлению в них качественно новых, коллек-
тивных эффектов. Их описание является весьма нетривиальной задачей, слож-
ность которой многократно возрастает при отсутствии термодинамического 
равновесия, как в случае термоиндуцированной магнитной релаксации. Вместе 
с тем, развитие аналитических и численных методов расчета закона релаксации 
имеет как общетеоретическое значение, определяемое неравновесностью сис-
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темы, дальнодействующим характером магнитного дипольного взаимодействия 
и ролью корреляционных эффектов, так и прикладное, поскольку эти методы 
дают возможность находить численные характеристики релаксации, в том чис-
ле среднее время сохранения информации. 
В настоящее время теоретическое исследование магнитной релаксации в 
2D ансамблях взаимодействующих наночастиц проводится, главным образом, в 
приближении среднего дипольного поля и численными методами Монте-Карло. 
Очевидно, однако, что для более корректного аналитического описания осо-
бенностей релаксации необходимо использовать среднее значение локального 
дипольного поля, т.е. дипольного поля в месте расположения наночастиц. При-
менение стандартных методов Монте-Карло, строго говоря, также не оправдан-
но, поскольку они описывают лишь равновесные состояния. Однако даже если 
их использование можно обосновать, как, например, в случае релаксации ква-
зиравновесных ансамблей, возникает сложная проблема нахождения соответст-
вия между шагами Монте-Карло и временными интервалами, которая до сих 
пор не имеет удовлетворительного решения. Указанные обстоятельства свиде-
тельствуют об актуальности как исследования магнитной релаксации в данных 
системах, так и развития аналитических и численных методов ее описания. 
 
Связь работы с научными программами, планами, темами 
Диссертационная работа выполнялась на кафедре общей и эксперимен-
тальной физики Сумского государственного университета в рамках тематиче-
ских планов научно-исследовательских работ Министерства образования и 
науки Украины: 
1. тема № 71.01.03.00-02 г/б “Кооперативные эффекты в ансамблях магнит-
ных наночастиц”, № гос. регистрации 0100U003229; 
2. тема № 71.01.04.03-05 г/б “Статистические характеристики динамических 
систем с флуктуирующими параметрами”, № гос. регистрации 0103U000766; 
а также в рамках международного проекта по программе НАТО «Study of mag-
netic relaxation in 2D nanoparticle ensembles», CLG Ref. No. PST.CLG.978108. 
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Цель и задачи исследования 
Целью диссертационной работы является установление общих законо-
мерностей в термоиндуцированной релаксации намагниченности 2D ансамблей 
одноосных ферромагнитных наночастиц с большой перпендикулярной анизо-
тропией, обусловленных магнитным дипольным взаимодействием. Для дости-
жения данной цели необходимо решить следующие задачи: 
 вывести обыкновенное дифференциальное уравнение, определяющее закон 
магнитной релаксации 2D решеток ферромагнитных наночастиц в при-
ближении среднего локального дипольного поля; 
 путем его численного и аналитического решения изучить влияние магнит-
ного поля смещения, среднего локального поля и структуры решетки на 
закон релаксации; 
 определить вероятности термоиндуцированной переориентации магнит-
ных моментов наночастиц и получить уравнение, связывающее эти веро-
ятности с намагниченностью системы; 
 развить численную процедуру расчета намагниченности, учитывающую 
действие термостата и влияние корреляций направлений магнитных мо-
ментов наночастиц; 
 провести сравнительный анализ законов релаксации, найденных в рамках 
среднеполевой теории и полученных путем численного моделирования.  
Объектом исследования является процесс термоиндуцированной 
релаксации намагниченности в 2D ансамблях ферромагнитных наночастиц. 
Предметом исследования является роль магнитного дипольного взаимо-
действия в формировании закона релаксации намагниченности 2D решеток од-
ноосных ферромагнитных наночастиц с большой перпендикулярной анизотро-
пией.  
Методы исследования. Для описания динамики магнитных моментов 
использовалось стохастическое уравнение Ландау-Лифшица, а также прямое и 
обратное уравнения Фоккера-Планка; для аппроксимации действия локальных 
дипольных полей использовалось приближение среднего поля; для определения 
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величины среднего дипольного поля использовались методы математической 
статистики; методом Рунге-Кутта решалось дифференциальное уравнение, опи-
сывающее эволюцию намагниченности; плотности вероятности переориента-
ции магнитных моментов находились с использованием асимптотических ме-
тодов; изучение влияния динамических корреляций проводилось методами 
компьютерного моделирования. 
 
Научная новизна полученных результатов 
Настоящая диссертация представляет собой наиболее полное и содержа-
тельное исследование влияния дипольного взаимодействия на магнитную ре-
лаксацию в двумерных ансамблях наночастиц. В частности, автором получены 
следующие конкретные результаты: 
1. Построена среднеполевая теория релаксации намагниченности 2D ре-
шеток одноосных наночастиц с большой перпендикулярной анизотропией, ко-
торые взаимодействуют диполь-дипольным образом. Теория основана на ис-
пользовании функции распределения для магнитного момента произвольной 
наночастицы, которая удовлетворяет уравнению Фоккера-Планка и, в отличие 
от обычного приближения среднего поля, оперирует не средним дипольным 
полем, а средним значением локального дипольного поля в местах расположе-
ния наночастиц. В её рамках впервые всесторонне изучено влияние магнитного 
поля смещения, среднего локального дипольного поля и структуры решетки на 
характер магнитной релаксации. 
2. Разработан новый, не имеющий аналогов метод численного модели-
рования магнитной релаксации в данных системах, основанный на аналитиче-
ском нахождении вероятностей переориентации магнитных моментов наноча-
стиц и на численном определении состояния системы в дискретные моменты 
времени. Уникальность этого метода состоит в том, что закон релаксации нахо-
дится как функция реального времени, а не шагов Монте-Карло, и применим он 
на временных интервалах, верхняя граница которых может достигать десятков 
и даже сотен тысяч лет при приемлемых затратах машинного времени. 
3. Впервые проведен сравнительный анализ законов релаксации, полу-
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ченных в рамках среднеполевой теории и путем численного моделирования, и 
установлено, что корреляции направлений магнитных моментов наночастиц, 
обусловленные диполь-дипольным взаимодействием, существенно, а на заклю-
чительном этапе релаксации – определяющим образом, влияют на процесс ре-
лаксации намагниченности ансамблей наночастиц. Обнаружено, что корреля-
ции ускоряют релаксацию на начальном этапе, замедляют на заключительном и 
уменьшают абсолютное значение равновесной намагниченности в поле смещения. 
 
Практическое значение полученных результатов 
Результаты проведённого в данной работе исследования могут быть ис-
пользованы для интерпретации экспериментальных данных по изучению 
свойств двумерных систем однодоменных наночастиц с большой плотностью 
упаковки, а также для оценки среднего времени бесперебойной работы новых 
устройств записи и хранения информации. Развитый метод численного модели-
рования может быть также использован для исследования магнитной релакса-
ции в других системах. 
 
Личный вклад соискателя 
Работы [125, 129, 130, 132, 133, 139] выполнены диссертантом в соавторст-
ве. Личный вклад соискателя заключается в выполнении следующего объёма ра-
бот: применение метода Крамерса для сведения уравнения Фоккера-Планка к 
обыкновенному дифференциальному уравнению, которое описывает зависимость 
намагниченности ансамбля наночастиц от времени во втором разделе, а также 
численный анализ закона релаксации в третьем разделе статьи [125]; нахождение 
вероятностей переориентации магнитных моментов наночастиц в зависимости от 
локальных дипольных полей во втором разделе и разработка алгоритма численно-
го моделирования процесса релаксации намагниченности в третьем разделе статьи 
[129]; подготовка третьего раздела статьи [130]; получение выражения для плот-
ности вероятности переориентации магнитного момента наночастицы в присутст-
вии поля смещения и численный расчёт закона магнитной релаксации статье 
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[132]; численный анализ влияния корреляций направлений магнитных моментов 
на закон релаксации в третьем разделе статьи [133]; численное определение осо-
бенностей медленной релаксации намагниченности в статье [139]. Диссертант 
принимал также непосредственное участие в постановке задач, обсуждении и ин-
терпретации полученных результатов, написании статей. 
 
Апробация результатов диссертации 
Основные результаты диссертационной работы докладывались и обсуж-
дались на следующих конференциях: 
 Тонкие пленки в оптике и электронике. Харьковская научная ассамб-
лея, ISTFE-14 (Харьков, 2002 г.). 
 19th General Conference of the EPS Condensed Matter Division held 
joinly with CMMP-2002 – Condensed Matter and Materials Physics (Брай-
тон, Великобритания, 2002 г.). 
 Научно-техническая конференция преподавателей, сотрудников и сту-
дентов механико-математического факультета СумГУ (Сумы, 2002, 
2003, 2004 гг.). 
 Новые магнитные материалы микроэлектроники XVIII (Москва, Рос-
сия, 2002 г.). 
 International Conference on Magnetism (Рим, Италия, 2003 г.). 
 
Публикации 
Основные результаты работы опубликованы в 7 статьях общим объёмом 
около 2,7 печатных листа. 
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РАЗДЕЛ 1  
ЛИТЕРАТУРНЫЙ ОБЗОР 
 
 
 
Изучение свойств нанообъектов является одной из приоритетных задач 
современной физики. Прежде всего, это связано с бурным развитием нанотех-
нологий, внедрение которых способно произвести революцию во многих от-
раслях общественного производства. Среди наиболее перспективных направле-
ний использования нанотехнологий необходимо отметить следующие: создание 
новых прочных и лёгких конструкционных материалов, которые повысят эф-
фективность и надёжность транспортных средств и коммуникаций; создание 
новых материалов микроэлектроники, позволяющих создавать сверхбыстрые, 
малогабаритные и маломощные ЭВМ; создание новых инструментальных 
средств медицины и принципиально новых фармацевтических препаратов, спо-
собных расширить физические возможности человека [1-3]. 
Возможность создания объектов с характерными размерами в пределах 
1-100 нм не следует рассматривать как простое развитие субмикронных техно-
логий или очередной шаг к миниатюризации устройств. В таком масштабе чис-
ло структурных элементов находится в пределах нескольких тысяч, что обу-
славливает ряд новых электрических, магнитных и оптических свойств, 
необычных для макроскопических образцов [3, 4]. Большинство современных 
теорий твёрдого тела имеют ограничение по минимально допустимым разме-
рам объектов и не в состоянии адекватно описать многообразие новых свойств. 
Поэтому изучение нанообъектов носит не только прикладной, но и фундамен-
тальный характер. 
Для ферромагнетиков определяющим свойством, связанным с малыми 
размерами образца, является однодоменность или однодоменное состояние [5]. 
Это значит, что частица ферромагнитного материала не имеет доменного 
строения, характерного для массивных магнитов. Причиной этого является то, 
что при уменьшении размеров частицы удельный вес поверхностной энергии 
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граничных слоев между доменами возрастает, и она становится большей, чем 
объемная энергия собственного магнитного поля образца [5, 6]. Таким образом, 
наступает такой момент, когда весь объем образца занимает один домен, т. е. 
частица превращается в миниатюрный постоянный магнит. На возможность 
этого явления впервые было указано в работе Френкеля и Дорфмана [7]. 
Однодоменные ферромагнитные частицы являются достаточно распро-
странёнными природными объектами: частицы магнетита (Fe2O3) встречаются 
в вулканических горных породах, в метеоритах, в нервных клетках некоторых 
животных [8]. Однако создавать их искусственно до недавнего времени было 
практически невозможно с технической точки зрения. Поэтому объектом тео-
ретического и прикладного интереса были в основном магнитные материалы с 
мультидоменной структурой [9, 10]. Лишь в последние двадцать лет совершен-
ствование таких методов как литография [11, 12], электронно-лучевая литогра-
фия [11, 13-16], интерференционная литография [11, 17-20], а также развитие 
новых методов, таких как туннельно-зондовая литография [11, 21-24], самоупо-
рядоченное формирование регулярных структур [11, 25-27], дали возможность 
создавать однодоменные частицы с воспроизводимыми характеристиками. 
Следует также указать на развитые методы измерения магнитных свойств, без 
которых невозможно экспериментальное изучение малых ферромагнитных час-
тиц и их ансамблей. Это методы на основе магнитооптического эффекта Керра 
[16, 28-30], СКВИД-магнитометрия [6, 31-34], магнитно-силовая и атомно-
силовая микроскопия [21, 22, 29, 35-38], Лоренцева микроскопия [39], мёссбау-
эровская спектроскопия [40-42]. 
Значительным стимулом в изучении ансамблей ферромагнитных наноча-
стиц служит широкая перспектива их практического применения. Так, в меди-
цине магнитные частицы используются для создания новых средств диагности-
ки и избирательно направленных лекарственных препаратов [43-45]. В 
микроэлектронике большие возможности открывает применение однодомен-
ных частиц в качестве элементарных носителей информации. Уже сегодня та-
кое технологическое решение позволяет создавать жёсткие диски со сверхвы-
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сокой (до 1 Тбит/дюйм2) плотностью записи [4, 8, 46-54] и модули энерго-
независимой оперативной памяти (MRAM) [4, 8, 30] со временем доступа зна-
чительно меньшим, чем в стандартных полупроводниковых модулях.  
Магнитные свойства ансамблей невзаимодействующих наночастиц пол-
ностью определяются их индивидуальными характеристиками, такими как маг-
нитный момент и магнитная анизотропия. Наночастицы с одноосной анизотро-
пией характеризуются внутренним потенциалом, имеющим два разделенных 
потенциальным барьером локальных минимума, которые отвечают параллель-
ной и антипараллельной ориентации магнитного момента вдоль легкой оси. Со-
гласно Неелю (Néel) [55] при ненулевой температуре магнитный момент пре-
одолевает барьер благодаря тепловым флуктуациям. Динамика ансамбля 
одинаковых частиц, лёгкие оси которых параллельны друг другу, описывается 
кинетическим уравнением 
 
 12121221  nnnn   , (1.1) 
 
где n1, n2 – концентрации частиц, магнитные моменты которых ориенти-
рованы, соответственно, вдоль и против выбранного направления; 
 v12, v21 – вероятности изменения ориентации магнитного момента; 
 
  TkUc B121212 exp   ,  TkUc B212121 exp   , (1.2) 
 
где с12, с21 – нормировочные множители; 
 δU12, δU21 – разности между значением максимума энергии магнитно-
го момента и соответствующими значениями локальных минимумов; 
 kB – постоянная Больцмана; 
 Т – абсолютная температура. 
Из (1.1) и (1.2) следует, что при условии, что в начальный момент времени все 
магнитные моменты ориентированы в одном направлении, выражение для на-
магниченности системы имеет вид 
 
    tMtM  exp0 , (1.3) 
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где M0 – начальная намагниченность ансамбля; 
 τ – время релаксации, которое обычно записывается в следующем ви-
де 
 
 




 

Tk
UU
f B
2112
0
exp
1 
 , (1.4) 
 
где f0 – характерная частота прецессии магнитного момента, которая оп-
ределяется параметрами наночастиц. 
Выражение (1.4) ещё называют законом Аррениуса-Нееля. 
Однако такая простая модель становится непригодной с увеличением 
температуры и уменьшением объёма частицы, когда предположение о двух 
разрешённых положениях магнитного момента нарушается. 
Математически корректное описание поведения такой системы впервые 
было дано Брауном (Brown) [56]. Автор исходил из того, что динамика каждого 
магнитного момента описывается стохастическим уравнением Ландау-
Лифшица [57] (в данном случае была использована форма Гильберта) 
 
  )(t  mHmm  , (1.5) 
 
где m – вектор магнитного момента наночастицы; 
 γ – гиромагнитное отношение; 
 H = – ∂W/∂m – эффективное магнитное поле, действующее на маг-
нитный момент; 
 W – магнитная энергия наночастицы; 
 λ – параметр затухания; 
 (t) – случайное поле, учитывающее тепловые флуктуации магнитно-
го момента. 
Поле (t)  аппроксимируется белым шумом с характеристиками 0)( tζ , 
)(~)()( tt ζζ , где δ(τ) – дельта-функция Дирака, а черта сверху обозначает 
усреднение по реализациям. 
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С другой стороны, динамика магнитного момента может быть описана 
через плотность вероятности нахождения магнитного момента P = P(t,θ,φ) в 
пределах телесного угла sinθdθdφ. Данная плотность вероятности p подчиняет-
ся уравнению Фоккера-Планка 
 
    PBPA
t
P
ij
ji
i
i  






 2
2
1
, (1.6) 
 
где P = P(t,ψ1,ψ2), ψ1 = θ, ψ2 = φ ; 
 i, j = 1,2; 
 i
t
i t
A 



1
lim
0
; 
 ji
t
ij t
B  



1
lim
0
. 
Выражения для коэффициентов Ai и Bij определяются явным видом урав-
нения (1.5). Существенно упростить задачу позволяет введение осевой симмет-
рии. Если условиться, что составляющие ансамбль частицы являются фигурами 
вращения и их оси симметрии совпадают с лёгкими осями намагничивания, то 
плотность вероятности p будет зависеть только от полярного угла θ и времени t. 
Однако и при этом условии решение уравнения (1.6) представляет сложную за-
дачу, которую автор решает в двух случаях: когда среднее значение высоты по-
тенциального барьера, разделяющего два локальных минимума, мало по срав-
нению с тепловой энергией (случай низких потенциальных барьеров или 
суперпарамагнетизм), и когда эта высота в среднем существенно превышает 
тепловую энергию (случай высоких потенциальных барьеров). Для последнего 
случая зависимость намагниченности от времени или закон магнитной релакса-
ции имеет вид (1.3). 
В настоящее время этот подход широко используется для изучения маг-
нитных свойств ансамблей невзаимодействующих наночастиц [58-62]. Однако 
ценность работы Брауна состоит не только в математически верной методике 
описания динамики таких ансамблей, а и в возможности обобщения предло-
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женной модели на случай взаимодействия.  
Приближение невзаимодействующих наночастиц справедливо, если 
среднее дипольное магнитное поле, действующее на наночастицу, много мень-
ше поля анизотропии. Если это условие нарушается, тогда кооперативные эф-
фекты, обусловленные дипольным взаимодействием, существенно изменяют 
магнитные свойства ансамблей наночастиц [63]. Это подтверждается экспери-
ментальными исследованиями влияния взаимодействия на магнитную релакса-
цию [34, 40, 42, 64-69] комплексную магнитную восприимчивость [40, 69-74], 
магнитный гистерезис [75-77], температурные свойства ансамблей [34, 67, 69, 
78]. 
Как с практической, так и с теоретической точек зрения большой интерес 
представляет влияние дипольного взаимодействия на процесс термоиндуциро-
ванной релаксации намагниченности. Учет взаимодействия приводит к много-
частичной задаче и, следовательно, представляет собой очень сложную про-
блему. В отсутствии точного решения для описания магнитной релаксации 
пользуются различными приближёнными методами. 
Так, для случая слабовзаимодействующих наночастиц существует ряд 
теоретических моделей, основанных на предположении о справедливости зако-
на Аррениуса-Нееля (1.3), (1.4). Взаимодействие учитывалось путём введения 
дополнительного слагаемого в показатель экспоненты в выражении для τ (1.4). 
Дорманном (Dormann) и др. [65] было предложено положительное значение 
этого слагаемого. Таким образом, авторы предсказывали рост эффективного 
потенциального барьера для переориентации магнитного момента, что означало 
увеличение  время релаксации с ростом интенсивности дипольного взаимодей-
ствия магнитных моментов частиц. Данный подход позволил объяснить экспе-
риментальные данные по исследованию магнитных свойств трёхмерных систем 
наночастиц, полученные на то время. Однако впоследствии накопились резуль-
таты экспериментов, которые указывали на обратную зависимость времени ре-
лаксации от интенсивности взаимодействия [42, 66]. Для объяснения экспери-
ментально наблюдаемого ускорения релаксации, которое было обусловлено 
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дипольным взаимодействием, Морупом (Mørup) [42] было обосновано альтер-
нативное положение. Здесь слагаемое, содержащее энергию дипольного взаи-
модействия, вычиталось из потенциального барьера для уединённой частицы.  
Критический анализ этих подходов был дан в работе [79], но условия 
применимости того или иного подхода остались не выясненными. Дополни-
тельное слагаемое различного знака в показателе экспоненты в (1.3) также 
предлагалось в работе [80], однако критерий выбора знака авторами указан не 
был. Из сказанного выше следует, что влияние дипольного взаимодействия на 
магнитную релаксацию в общем случае нельзя учесть через изменение величи-
ны эффективного потенциального барьера для переориентации магнитного мо-
мента.  
На существенность дипольного взаимодействия, а также на непростой ха-
рактер его влияния на свойства ансамблей однодоменных частиц указывает ряд 
проведённых численных экспериментов [81-93]. В частности, в работах [91-93] 
было показано, что взаимодействие может существенно менять временную за-
висимость намагниченности, а уравнения (1.3) и (1.4) не справедливы для силь-
но взаимодействующих систем при наличии постоянного внешнего поля. 
Численные результаты [89, 90] показали важность учёта взаимного 
расположения наночастиц для описания магнитной релаксации 
намагниченности из-за возникающих динамических корреляций направлений 
магнитных моментов, а также указали на различный характер влияния 
дипольного взаимодействия на различных этапах релаксации.  
В двумерных системах с перпендикулярной анизотропией, интерес к ко-
торым в последнее время очень велик, дипольное взаимодействие часто учиты-
валось через введение так называемого размагничивающего поля [96-94], кото-
рое вычитается из поля анизотропии. Лоттисом (Lottis) и др. [94] величина 
этого поля принималась равной 4πm(n1 – n2), то есть фактически в данной моде-
ли без достаточных оснований использовалось среднеполевое значение данной 
характеристики для сплошных плёнок. Не смотря на простоту модели, точное 
выражение для закона магнитной релаксации получено не было, поскольку ки-
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нетическое уравнение (1.1) с учётом размагничивающего поля содержит поли-
ном второй степени от (n1 – n2) в показателе экспоненты в правых частях (1.2). 
Решив полученное дифференциальное уравнение численно на некотором ко-
нечном интервале, авторы показали, что релаксация из состояния, когда все 
магнитные моменты имеют одно направление, происходит более медленно, чем 
это предсказывает закон Аррениуса-Нееля. Далее было предложено аппрокси-
мировать зависимость намагниченности от времени т.н. замедленной экспонен-
циальной зависимостью (stretched-exponential dependence) 
 
     tMtM  exp0 , 10   . (1.7) 
 
Отметим, что характерное время τ в (1.7) и (1.3) различны. Такая упро-
щённая версия приближения среднего поля всё же отражает некоторые особен-
ности магнитной релаксации с учётом взаимодействия. Во-первых, рассмот-
ренная модель указывает, что дипольное взаимодействие, по крайней мере, на 
начальных этапах, ускоряет релаксацию намагниченности. Во-вторых, скорость 
релаксации падает со временем в силу уменьшения средней величины локаль-
ных дипольных полей, что в данной модели описывается через линейное 
уменьшение размагничивающего поля с намагниченностью.  
Дальнейшие усовершенствования такого подхода [95, 96] связаны с по-
пыткой отойти от приближения среднего поля путём введения в выражение для 
размагничивающего поля дополнительного множителя, определённого на ин-
тервале (0, 1). Однако критерий выбора значения указанного множителя пред-
ложен не был. Кроме того, выражение (1.7) не имеет место на всех временах, а 
это значит, что вопрос о поведении магнитной релаксации в ансамблях данного 
класса остается открытым даже в приближении среднего поля. 
Сложности в нахождении точного выражения закона магнитной релакса-
ции стимулирует поиск численного решения задачи. Однако известные методы 
численного моделирования, которые используются для описания таких систем, 
в данном случае неприменимы. Так, метод прямого интегрирования системы 
стохастических уравнений Ландау-Лифшица [90, 97, 98] требует, чтобы вре-
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менной шаг был меньше периода прецессии магнитного момента (~10-11с). А 
это значит, что на современном этапе развития вычислительной техники дан-
ный метод применим лишь для описания быстрой релаксации, т.е. релаксации 
на временах, сравнимых со временем установления квазиравновесного распре-
деления магнитных моментов (~10-8с). Стандартный метод Монте-Карло [71-89, 
91-93] в принципе не позволяет моделировать процессы в реальном времени, а, 
значит, с его помощью невозможно построить временную зависимость намаг-
ниченности системы. 
Неприменимость стандартных подходов обусловила появление ряда спе-
циальных методов для решения данной проблемы. Большинство из них, по су-
ти, являются модификациями стандартных с максимально возможным исполь-
зованием специфики моделируемых систем для обоснования привязки 
алгоритма к действительному времени и максимального расширения его облас-
ти применения. Естественным недостатком такого подхода есть потеря универ-
сальности. Так, поскольку метод Монте-Карло успешно применялся для иссле-
дования свойств магнитных систем, были разработаны алгоритмы, в которых 
шагу Монте-Карло ставится в соответствие конкретный временной интервал. 
Первый такой алгоритм был предложен Канаи (Kanai) и Чарапом (Charap) 
[99]. Его теоретическая основа состоит в следующем. Магнитные моменты всех 
наночастиц находятся в локальных дипольных полях, следовательно, каждому 
магнитному моменту соответствует индивидуальное значение величины потен-
циального барьера переориентации. Среднее время жизни τi магнитного момен-
та вдоль направления, соответствующего текущему квазиравновесному состоя-
нию системы, определяется законом Аррениуса-Нееля (1.4). На протяжении 
некоторого малого по сравнению со средним значением τi временного интерва-
ла Δt, когда число переориентаций магнитных моментов много меньше общего 
числа однодоменных частиц в ансамбле N, переориентации полагались стати-
стически независимыми. Согласно теореме умножения вероятностей, вероят-
ность перехода системы в другое квазиравновесное состояние в этом случае 
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равна 1 – exp(–Δt∙Z), где  Ni iZ /1 .  
Далее было предложено генерировать случайным образом некоторую ве-
роятность изменения состояния системы , которой будет соответствовать 
промежуток времени Δt = – ln()/Z. Изменения, происходящие за Δt, вносились 
в систему путём переворота магнитного момента каждой частицы с вероятно-
стью (1/τi)/Z – т.е. постановки численного эксперимента над каждой i-ой части-
цей по перевороту её магнитного момента с вероятностью положительного ис-
хода (1/τi)/Z. Осуществляя циклически вышеописанную процедуру заданное 
число раз, авторы получали временную эволюцию системы.  
Важным моментом описанного алгоритма является то, что в некотором 
временном интервале взаимодействующую систему можно рассматривать как 
совокупность невзаимодействующих частиц, находящихся под действием ло-
кальных полей, которые неизменны на данном интервале. Однако данный ме-
тод имеет два недостатка: во-первых, не учитывается зависимость f0 от величи-
ны поля, действующего на частицу, во вторых, произвольность выбора 
временного интервала Δt не отражает различие в темпах релаксации на различ-
ных временах, указанную в [94]. Эти недостатки затрудняют использование на 
ранних этапах релаксации, когда локальные дипольные могут сильно разли-
чаться, а число переворотов на одном шаге может быть сравнимым с общим 
числом частиц. 
В ходе дальнейших поисков группой авторов [100, 101] был предложен 
так называемый гибридный метод, который совмещает в себе прямое интегри-
рование системы стохастических уравнений и метод Монте-Карло. Авторы ис-
ходили из того, что поскольку информация о траекториях, по которым магнит-
ные моменты приходят в равновесные положения, не важна, для описания 
релаксации системы, прецессию каждого магнитного момента можно исклю-
чить из рассмотрения. Это достигалось путём использования системы линеари-
зованных уравнений Ландау-Лифшица, в которой отсутствовали прецессион-
ные слагаемые [102, 103], вместо исходной системы стохастических уравнений. 
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При этом динамические корреляции направлений магнитных моментов учиты-
вались в множителях перед членами, отвечающими за затухание. Текущие при-
ращения каждого магнитного момента находились с учётом как случайности 
действия эффективного теплового поля на систему, так и динамических корре-
ляций, и принимались либо нет согласно критериям метода Монте-Карло [104, 
105]. Поскольку прецессия всё равно не учитывалась, временной шаг брался на 
порядок больше характерного времени прецессии. Данный метод позволяет ис-
следовать поведение систем наночастиц на временах до 10-3 с [101], а значит, не 
является универсальным. 
Связь между шагом Монте-Карло и конкретным временным интервалом 
была также предложена в работах [106, 107]. Эта связь устанавливалась исхо-
дя из сравнения такой статистической характеристики как дисперсия для век-
тора магнитного момента, флуктуирующего вокруг положения равновесия, и 
среднего значения квадрата шага случайных блужданий [105], которыми 
моделируется тепловые флуктуации вектора m. Последняя величина 
фактически задаётся конкретным алгоритмом моделирования.  
Предложенный авторами алгоритм является достаточно простым. На 
каждом шаге для каждого магнитного момента mi в плоскости, перпендику-
лярной к направлению mi, в пределах окружности радиуса R0 с вероятностью 
2
0
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0 23 RrRp iri   генерируется вектор ri. Новое положение вектора mi на-
ходится как mi + ri и, используя алгоритм термостата [105], принимается с ве-
роятностью pa(ΔEi) = 1/[1 – exp(ΔEi/kBT)], где ΔEi – разность энергии конечного 
и начального положений mi. Для малых флуктуаций ΔEi = ΔEi(ri
2). Используя 
вышеуказанные значения вероятностей, находится среднее значение квадрата 
отклонения вектора mi как функция R0. Отметим, что данная зависимость оди-
накова для всех mi, так как численная процедура одна и та же для всех магнит-
ных моментов.  
Далее авторы используют известную линейную зависимость между дис-
персией магнитного момента и временем [108, 109], конкретный вид которой 
устанавливается из уравнения Ландау-Лифшица (1.5). Сравнивая дисперсию и 
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среднее значение квадрата отклонения магнитного момента из положения рав-
новесия, была получена следующая зависимость: 
 
 
 


Tk
mR
t
B20
1 220  , (1.8) 
 
которая связывает шаг Монте-Карло с реальным временным интервалом. Как 
будет показано далее, применение такого метода в настоящей работе затрудни-
тельно на данном этапе развития вычислительной техники. К недостаткам опи-
санного метода следует также отнести то, что формула (1.8) получена в так на-
зываемом сверхзатухающем пределе: λ > 1, что не имеет места в реальных 
системах малых магнитных частиц. Попытки обобщить метод на случай λ < 1 
[110] к настоящему моменту не имеют окончательных результатов. 
Из вышесказанного следует, что на современном этапе проблема теоре-
тического описания феномена термоиндуцированной релаксации намагничен-
ности в двумерных ансамблях диполь-дипольным образом взаимодействующих 
наночастиц с перпендикулярной анизотропией не имеет удовлетворительного 
решения даже в приближении среднего поля. Численный анализ магнитной ре-
лаксации в таких системах затруднён в силу отсутствия эффективных алгорит-
мов, адекватно отражающих временную эволюцию намагниченности. Недос-
татки в существующих подходах не позволяют провести всестороннее изучение 
данного феномена. В частности, не выясненным остаётся важное с практиче-
ской точки зрения влияние на магнитную релаксацию внешнего поля типа ре-
шётки, в которой размещены наночастицы, размерных эффектов или эффектов 
конечности образца. 
Таким образом, цель настоящей работы формулируется как получение за-
кона магнитной релаксации для двумерных ансамблей одноосных наночастиц с 
перпендикулярной анизотропией, взаимодействующих посредством дипольно-
го взаимодействия. Поставленная цель была достигнута путём выполнения сле-
дующих этапов исследовательской работы. 
1. Построение теории магнитной релаксации в двумерных системах 
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взаимодействующих наночастиц в приближении среднего дипольного 
поля. 
2. Создание физически обоснованного алгоритма численного моделиро-
вания релаксации намагниченности для систем данного класса, кото-
рый позволит исследовать влияние динамических корреляций направ-
лений магнитных моментов ферромагнитных наночастиц и 
конкретных характеристик ансамбля на закон магнитной релаксации. 
3. Получение закона магнитной релаксации для различных значений ве-
личины внешнего поля, различных типов решётки и различных гра-
ничных условий, анализ полученных зависимостей. Сравнение ре-
зультатов среднеполевой теории и численного моделирования. 
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РАЗДЕЛ 2  
СРЕДНЕПОЛЕВАЯ ТЕОРИЯ МАГНИТНОЙ РЕЛАКСАЦИИ 
 
 
 
2.1. Обоснование модели и метода исследования 
 
С практической точки зрения огромный интерес имеет класс двумерных 
ансамблей одноосных наночастиц с большой перпендикулярной анизотропией – 
т.е. ансамблей, в которых легкие оси всех частиц перпендикулярны плоскости 
их распределения, а среднее значение потенциального барьера для переориен-
тации магнитного момента существенно превышает тепловую энергию. Компо-
зитные материалы, представляющие собой такую систему, внедрённую в не-
проводящую немагнитную твёрдую матрицу, составляют основу сверхновых 
запоминающих устройств с перпендикулярной записью [46]. В обычных маг-
нитных накопителях, в которых запись производится на сплошную плёнку, а 
магнитный момент каждого домена лежит в плоскости плёнки, предельная 
плотность записи составляет величину порядка 10 Гбит/дюйм2 [111], в то время 
как перпендикулярная запись на упорядоченную композитную структуру на се-
годня позволяет достичь плотностью записи до 1 Тбит/дюйм2 [4,8,46-54]. 
Создание упорядоченных структур такого плана является чрезвычайно 
сложной технической задачей. Только в последние несколько лет появились 
технологии, обеспечивающие необходимую точность позиционирования нано-
частиц ферромагнетика на подложке. В качестве примера на рисунке 2.1 пока-
заны сделанные с помощью растрового электронного микроскопа снимки упо-
рядоченных ансамблей наночастиц. Оба ансамбля получены методом 
электронно-лучевой литографии. На рис. 2.1 а) показан участок прямоугольной 
решётки наночастиц, имеющих форму дисков диаметром 60 нм. Постоянные 
решётки соответственно равны 110 нм и 180 нм. Магнитные моменты наноча-
стиц расположены в плоскости размещения. Для обеспечения перпендикуляр-
ной анизотропии обычно создают сложную мультислойную структуру из  
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а) б) 
 
Рис. 2.1. Снимки упорядоченных композитных структур: а) ансамбль наноча-
стиц супермаллоя (Ni80Fe14Mo5), полученный в [15]; б) ансамбль наночастиц 
трёхслойной структуры CoCrPt, полученный в [112]. 
 
кобальта, хрома и платины (CoCrPt). На рис. 2.1 б) изображён участок квадрат-
ной решётки наночастиц CoCrPt диаметром 80 нм и высотой 44 нм, период ре-
шётки – 150 нм. Магнитные моменты наночастиц перпендикулярны плоскости 
рисунка. 
Направления магнитных моментов, которыми характеризуются наноча-
стицы, в каждый момент времени в общем случае зависят от внешнего поля, 
магнитной анизотропии частицы и температуры. Под действием внешнего поля 
и тепловой активации при достаточно больших температурах, или в результате 
квантового туннелирования при низких температурах, магнитные моменты 
претерпевают переориентацию. Таким образом, происходит перемагничивание 
наночастицы. 
Классические подходы к описанию процесс перемагничивания наноча-
стиц разделяют на однородные и неоднородные. Неоднородные процессы име-
ют место для достаточно больших однодоменных частиц (~ 100 нм). Если раз-
мер наночастицы значительно превышает характерный размер доменной 
границы, то энергетически выгодным является перемагничивание посредством 
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образования, движения и исчезновения доменных границ [6]. Это сложный 
процесс, который характеризуется специфической формой петли гистерезиса с 
обратимой её частью в центре. Более простым видом неоднородного перемаг-
ничивания является образование так называемых вихрей – замкнутых линий, 
вдоль касательных к которым располагаются спины [6, 113]. Условием возник-
новения такого пространственного расположения спинов, является превышение 
размеров наночастицы характерной длины обменного взаимодействия. 
Среди однородных моделей перемагничивания наиболее простой есть 
модель когерентного вращения, разработанная Стонером (Stoner) и Волфартом 
(Wohlfarth) в 1948 году [114]. Согласно ей, в любой момент времени все спины 
параллельны друг другу, а значит, совокупности спинов наночастицы всегда 
можно ставить в соответствие определённый магнитный момент. Не смотря на 
простоту, такой подход с достаточной степенью точности описывает процесс 
перемагничивания. Так, в работах [115, 116] было показано, что петли гистере-
зиса наночастиц Co и BaFeO величиной 70×50×25 нм3, полученных экспери-
ментально и в рамках модели когерентного вращения, практически совпадают.  
Первоначально положение о когерентном вращении предполагало нали-
чие только магнитной анизотропии формы. В реальных ферромагнитных нано-
частицах, существуют ещё несколько типов анизотропии – а именно: магнтоуп-
ругая, магнитокристаллическая и поверхностная анизотропия [6, 113]. В общем 
случае их оси могут иметь произвольные направления. Однако часто бывает, 
что один вид анизотропии является доминирующим. Так, например, в вышеука-
занных работах [115, 116] доминирующей являлась одноосная магнитокристал-
лическая анизотропия.  
Как было сказано ранее, при достаточно больших температурах, значи-
тельная роль в процессе перемагничивания принадлежит тепловой активации. 
Наличие анизотропии обуславливает энергетический барьер для переориента-
ции магнитного момента, который может быть преодолён за счёт тепловой 
энергии kBT. В случае, когда эта энергия превышает или сравнима с энергией 
анизотропии, имеет место явление суперпарамагнетизма, заключающееся в том, 
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что магнитные моменты наночастиц не имеют преимущественного направле-
ния, и ведут себя подобно магнитным моментам парамагнитных атомов [6, 56]. 
Если потенциальный барьер существенно превышает kBT, а перемагничивание 
происходит путём когерентного вращения, динамика магнитного момента опи-
сывается в рамках подхода Нееля-Брауна, изложенного в предыдущем разделе. 
Справедливость этой модели для уединённых наночастиц подтверждена экспе-
риментально в работах [115, 116]. 
Если абсолютная температура стремиться к нулю и вероятность преодо-
ления потенциального барьера за счёт тепловой энергии kBT очень мала, пере-
магничивание наночастицы может происходить за счёт эффекта макроскопиче-
ского квантового туннелирования [117]. Особенность этого явления 
заключается в том, что практически всё время наблюдения магнитный момент 
наночастицы может рассматриваться как классический, и лишь на малом про-
межутке времени работают квантовые механизмы, благодаря которым проис-
ходит перемагничивание.  
Важнейшей характеристикой ансамбля есть намагниченность, которая 
определяется как индивидуальными параметрами наночастиц, составляющих 
ансамбль, так и характером их взаимодействия. В системах ферромагнитных 
наночастиц возможны следующие виды взаимодействия [118, 119]. 1. Диполь-
дипольное или магнитостатическое взаимодействие, которое присутствует в 
любых магнитных системах и часто является одним из определяющих магнит-
ные свойства. 2. Обменное взаимодействие [120] спинов, принадлежащих раз-
ным наночастицам, которое осуществляется через поверхности частиц при кон-
такте. В отсутствие непосредственного контакта, такое взаимодействие 
пренебрежимо мало. 3. Взаимодействие Рудемана-Киттеля, которое осуществ-
ляется через электроны проводимости матрицы в случае, если матрица прово-
дящая. 4. Сверхобменное взаимодействие, имеющее место в ансамблях частиц, 
расположенных в непроводящей матрице. 6. Магнитострикционное взаимодей-
ствие, которое связано с наличием механических напряжений в матрице.  
В ансамблях наночастиц с большой перпендикулярной анизотропией, 
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внедрённых в немагнитную непроводящую матрицу в отсутствие механических 
напряжений, присутствует только два из шести перечисленных вида взаимо-
действия: диполь-дипольное и сверхобменное. Как правило, степень влияния 
последнего пренебрежимо мала по сравнению с первым. Поэтому дальнейшие 
рассуждения построены в предположении, что взаимодействие в рассматривае-
мой системе осуществляется только диполь-дипольным образом. Анализ, про-
ведённый в предыдущем разделе, показывает, что дипольное взаимодействие 
может оказывать существенное влияние на динамику магнитных моментов на-
ночастиц, а, значит, временная зависимость намагниченности будет в значи-
тельной степени определяться данным взаимодействием. 
Для выяснения основных особенностей динамики намагниченности ан-
самбля взаимодействующих частиц, большую роль играет решение задачи о 
термоиндуцированной магнитной релаксации из состояния, когда все магнит-
ные моменты сонаправлены. Вопрос о релаксации также важен с точки зрения 
оценки надёжности устройств с перпендикулярной записью. 
Чтобы описать динамику каждого магнитного момента, предлагается ис-
пользовать модель Нееля-Брауна, основанную на предположении о когерент-
ном вращении магнитных моментов наночастиц, в которой перемагнчивание 
происходит за счёт тепловой активации. Этот подход обладает достаточной ма-
тематической строгостью, и его результаты для случая невзаимодействующих 
частиц имеют экспериментальные подтверждения.  
В рамках такой модели, динамика магнитного момента наночастицы, со-
гласно уравнению Ландау-Лифшица [57], определяется эффективным магнит-
ным полем, в котором находится эта частица. Эффективное поле здесь пред-
ставляет собой сумму поля анизотропии и локальных дипольных полей. Таким 
образом, введение дипольного взаимодействия не вносит принципиальных из-
менений в выбранный метод исследования и результаты, полученные с его по-
мощью, будут справедливыми, как и в случае невзаимодействующих частиц. 
Поскольку модуль каждого магнитного момента полагается неизменным, ре-
лаксационное слагаемое выбирается в наиболее простом виде, без учёта обмен-
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ной составляющей [121-123], отвечающей за изменение величины намагничен-
ности наночастицы.  
Поскольку локальные дипольные поля в местах расположения наноча-
стиц будут определяться магнитными моментами окружения, то учет взаимо-
действия приводит к многочастичной задаче, аналитически решить которую 
практически невозможно. Поэтому целесообразно, особенно на первой стадии 
изучения феномена магнитной релаксации, пользоваться приближением сред-
него поля, в котором локальные дипольные поля заменяются усреднённым по 
ансамблю значением, пропорциональным намагниченности ансамбля [124]. 
Напомним, что подобный приём был проделан в работе [94] и позволил сделать 
ряд важных выводов о характере релаксации. Однако приближение среднего 
поля здесь было использовано некорректно, без соответствующих процедур ус-
реднения и самосогласования.  
В данном разделе в рамках приближения среднего локального дипольно-
го поля с использованием математического аппарата марковских процессов по-
лучено дифференциальное уравнение, решением которого является зависи-
мость приведенной намагниченности ансамбля от времени в случае высоких 
потенциальных барьеров. Были найдены асимптотические решения этого урав-
нения, а сам закон магнитной релаксации был аппроксимирован выражением, 
полученным с помощью асимптотик [125]. Предложенная модель была обоб-
щена на случай ненулевого внешнего поля. Выявлены качественные различия 
законов магнитной релаксации ансамбля во внешнем поле и в его отсутствие. 
 
 
2.2. Модель и основные соотношения  
 
Согласно предложенной модели, двумерный ансамбль магнитных частиц 
представляется в виде квадратной решётки периода d, лежащей в плоскости xy, 
и в узлах которой расположены одноосные сферические наночастицы (см. рис. 
2.2). Чтобы учесть нерегулярность, которая часто  имеет место в реальных  сис- 
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Рис.  2.2. Схематическое представление модели. 
 
темах, полагается, что каждая частица занимает узел решётки с вероятностью 
p. Лёгкие оси наночастиц перпендикулярны плоскости их распределения. В 
силу сферической симметрии, модули магнитных моментов mi частиц равны 
между собой (индекс i нумерует наночастицы), а различны лишь их направле-
ния. Динамика магнитных моментов mi = mi(t) описывается системой стохасти-
ческих уравнений Ландау-Лифшица 
 
       ,iiiiiii mt HmmζHmm    (2.1) 
 
где Hi = – ∂W/∂mi – эффективное магнитное поле, действующее на im ; 
 W – магнитная энергия ансамбля наночастиц; 
  i(t) – случайное тепловое поле, учитывающее тепловые флуктуации 
магнитного момента. 
Согласно формуле Найквиста, шум может быть представлен как белый 
вплоть до частоты порядка kBT/ħ, где ħ – постоянная Планка (т.е. ~ 10
–13 с–1 для 
комнатной темперауры) Как было указано в работе Брауна [56], время реакции 
магнитного момента наночастицы обратнопропорционально частоте магнитно-
го резонанса (~ 10–10 с–1); таким образом, случайное поле  i(t) может быть пред-
ставлено белым шумом с характеристиками: 
 
 0)( tiζ ,    ijji tζtζ  2)()( , (2.2) 
 30
где ζ iα(t) (α = x, y, z) – компоненты вектора  i(t); 
 Δ – интенсивность шума; 
 δij – символ Кронекера; 
 δ(τ) – дельта-функция Дирака, 
а черта сверху обозначает усреднение по реализациям. 
Поскольку магнитные моменты mi являются сохраняющимися величина-
ми, их динамику мы можем описывать системой стохастических уравнений для 
полярных i1 = i1(t) (0 ≤ i1 ≤ π) и азимутальных i2 = i2(t) (0 ≤ i2 ≤ 2π) углов 
mi. Для этого представим (2.1) в сферической системе координат. Выражение 
∂W/∂mi представляет собой градиент функции W по вектору mi и в сферических 
координатах запишется как (далее индекс i опущен)  
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где eθ, eφ – орты сферической системы координат; 
 θ, φ – соответственно полярный и азимутальный угол выбранной на-
ночастицы (θ ≡ i1 φ ≡ i2 ).  
Здесь учтено, что m по модулю константа. Производная по времени име-
ет вид 
 
 
































 











 zzz
yy
y
xx
x
mmmmmm
eeem , (2.4) 
 
где ex, ey, ez – орты декартовой системы координат. 
Используя выражения для декартовых компонент вектора mi через сфе-
рические координаты, а также выражения для ортов сферической системы ко-
ординат через орты декартовой, выражение (2.4) преобразуется к виду  
 
    sinmm eem   (2.5) 
 
При вычислении векторных произведений необходимо учесть, что вектор 
m в сферических координатах имеет только одну ненулевую компоненту –  
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mr = m. В результате уравнение (2.1) запишется как  
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Здесь 
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где α – немой индекс (α = x, y, z). 
Векторное уравнение (2.6) можно представить системой двух скалярных уравне-
ний 
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С учётом (2.9) уравнение (2.1) имеет вид 
 
      tgf iiikkik   21, ,  (k  = 1, 2). (2.10) 
 
Здесь и далее по дважды повторяющимся индексам, не нумерующим на-
ночастицы, предполагается суммирование. Функции gkα(i1 i1) и fk{} ( в фи-
гурных скобках обозначает совокупность полярных и азимутальных углов маг-
нитных моментов в ансамбле), которые мы будем записывать как gk и fk, 
соответственно, определяются следующим образом: 
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В отсутствии внешнего поля магнитная энергия системы W представляет 
собой сумму энергии анизотропии и энергии диполь-дипольного взаимодейст-
вия магнитных моментов частиц: 
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где β – константа анизотропии; 
 V – объем частицы; 
 rij – радиус-вектор, проведённый из центра i-ой наночастицы в центр 
j-ой. 
Таким образом, мы пришли к стохастическому дифференциальному уравнению 
с мультипликативным шумом.  
Динамику ансамбля можно также описать через плотность вероятности 
нахождения системы в том или ином состоянии, учитывая, что в данном случае 
это будет совместная плотность вероятности по всем магнитным моментам. Эта 
плотность вероятности будет удовлетворять уравнению Фоккера-Планка, кото-
рое в общем виде записывается как (1.6). Поскольку как (1.6), так и (2.10) опи-
сывают один и тот же процесс, между ними должно быть однозначное соответ-
ствие. Сложность при установлении указанного соответствия состоит в том, что 
уравнения (2.10) содержат белый шум, который не входит в класс функций, 
рассматриваемых классическим анализом. Поэтому, чтобы найти вид уравне-
ния Фоккера-Планка, уравнения (2.10) представим в виде разностной схемы 
(A.1) (см. Приложение А). Исходя из соображений, что в данной задаче шум 
всё же не является белым и имеет конечное время корреляции, значение χ сле-
дует брать равным 0.5, что соответствует исчислению Стратоновича 
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[108,109,126]. Перепишем (A.10) в виде 
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Решение этого уравнения должно удовлетворять условию нормировки 
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и начальному условию, которое при mi(0) = mez имеет вид 
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Принимая во внимание, что  
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и, соответственно, 
 
2
222
11 cos ig  , 2
2
1
2
2111 coscot iigg  , 2
2
1
222
21 coscot iig  , 
2
222
12 cos ig  , 221
2
2212 cossincot iiigg  , 2
2
1
222
22 sincot iig  , 
0213 g , 
22
23 g , 02313 gg , 
 
получаем  
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Чтобы определить интенсивность шума, найдём стационарное решение 
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(2.14). Пусть решение имеет вид 
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где С – нормировочный множитель; 
 А – постоянная, подлежащая определению. 
Подставим (2.18) в выражение (2.14) и после соответствующих преобра-
зований получим 
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Последнее уравнение обращается в тождество при условии, что A = – λ/Δγm. В со-
ответствии с этим (2.18) перейдёт к виду 
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i
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Сравнив это выражение с распределением Больцмана, находим интенсивность 
теплового поля  
 
 mTkB  . (2.19) 
 
С помощью совместной функции распределения Р среднюю величину 
 )()( tmtm jzz  z-й компоненты магнитного момента наночастицы можно пред-
ставить в виде 
 
    .),(cos)( 211 iijz dtPmtm   (2.20) 
 
Здесь угловые скобки обозначают усреднение по возможным положениям на-
ночастиц в решетке, которые предполагаются равновероятными. В (2.20) выбор 
наночастицы с номером j является произвольным, поэтому для удобства мы 
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рассмотрим наночастицу в начале координат и припишем ей номер j = 0. Тогда, 
воспользовавшись обозначениями 01 =1 и 02 =2, из (2.20) получаем  
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где  
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– функция распределения выделенной наночастицы. 
 
 
2.3. Закон магнитной релаксации 
 
Поскольку вычисление функции распределения P0 = P0(1,2,t) по точной 
формуле (2.22) невозможно, найдем уравнение для P0 в приближении среднего 
дипольного поля. В рамках этого приближения дипольное магнитное поле 
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действующее на расположенный в начале координат магнитный момент  
m = m0(t), заменяется своим средним значением  )()( tt hH . Тогда систему 
стохастических уравнений (2.10) для полярного 1 = 1(t) и азимутального  
2 = 2(t) углов магнитного момента m мы можем записать в виде 
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Здесь функции  21, kk gg   и  tff kk ,, 21   даются выражения-
ми (2.11), в которых индекс i следует опустить, а W следует заменить на  
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где W0 – магнитная энергия наночастицы в приближении среднего поля; 
 Ha = βm/V – поле анизотропии. 
Уравнение для функции распределения P0, отвечающее уравнению (2.24), 
может быть преобразовано к виду 
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. (2.26) 
 
Следует отметить, что, несмотря на внешнее сходство, уравнения (2.14) и (2.26) 
имеют принципиальное отличие: в то время как уравнение (2.14) полностью 
определено, уравнение (2.26) содержит неизвестную функции H(t). Это означа-
ет, что уравнение (2.26) не замкнуто относительно функции распределения P0. 
Для замыкания этого уравнения выразим сначала H(t) через P0. Из вида 
граничного условия (2.16) и условия равновероятности распределений наноча-
стиц по узлам решетки можно заключить, что H(t) = H(t)ez, где 
 
     
0
3
i i
iz
r
tm
tH . (2.27) 
 
Чтобы выполнить усреднение в (2.27), рассмотрим область решетки раз-
мера L×L, содержащую S узлов. Число перестановок N – 1 неразличимых час-
тиц по S – 1 узлам решетки (напомним, узел s = 0 занят наночастицей) равно  
R = (S – 1)!/(N – 1)!(S – N)!. А число перестановок, в которых два узла s = 0 и  
s = d(n1ex + n2ey) заняты наночастицами, равно R1 = R(N – 1)/(S – 1). Пронумеру-
ем последние перестановки индексом l и обозначим z-компоненту магнитного 
момента в узле s как )()( tm lzs . Тогда, поскольку вероятность каждой перестанов-
ки равна 1/R, мы можем выражение (2.27) представить в виде 
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Принимая во внимание, что при L → ∞, отношение R1/R стремится к p, 
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убеждаемся, что выражение в скобках в правой части в (2.28) стремится к 
)(tmz . Поэтому, определив решеточную сумму 
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из (2.28) получаем 
 
   31 /)(8 dtmpStH z . (2.30) 
 
Выражения (2.21) и (2.30) устанавливают искомую связь между H(t) и P0. 
Запишем уравнение (2.26) в развёрнутом виде с учётом (2.11), (2.12) и (2.17) 
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В рамках рассматриваемой модели энергия W0 не зависит от азимутального уг-
ла, поэтому все слагаемые, содержащие производные ∂W0/∂ψ2, в (2.31) положены 
равными нулю. Так как начальные условия для функции распределения также 
не зависят от ψ2, представим P0 в виде P0 = Q(ψ1, t)/2π. Функция распределения 
Q = Q(ψ1, t) = Q(, t) подчиняется начальному условию Q(, t) = δ(
 ) и, соглас-
но (2.31), удовлетворяет уравнению  
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расписав которое с учётом (2.13), получим 
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где tr = 2/λγHa; 
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 a = Ham/2kBT; 
 b(t) = H(t)/Ha. 
Определим функцию распределения Qqe(, t) следующим образом 
 
       )cos2(cosexpsin, 2  tbatCtQqe  , (2.33) 
 
где C(t) – нормировочный множитель, который удовлетворяет уравнению 
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Функция Qqe(, t) при t > tqe ~ tra описывает квазиравновесное (при t → ∞ – рав-
новесное) распределение магнитного момента m. Здесь tqe – время установле-
ния квазиравновесного состояния системы. Под квазиравновесным состоянием 
следует понимать любое состояние, при котором все магнитные моменты ори-
ентированы вдоль или против оси z. Используя уравнение (2.34), мы можем 
представить (2.32) в виде 
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где  tCtQtQ qeqe /),(),(
~
  . 
Будем считать, что релаксация магнитного момента к состоянию с наи-
меньшей энергией – т.е. к положению, при котором он направлен параллельно 
оси z – мало по сравнению со временем наблюдения или t >> tqe. Тогда функция 
распределения направлений магнитного момента в пределах каждой потенци-
альной ямы стремится к форме стационарного распределения, но со своим ве-
совым коэффициентом. Следовательно, для решения (2.32) целесообразно ис-
пользовать метод Крамерса [109]. Согласно выбранной методике, представим 
функцию Q(, t) в следующем виде 
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где  
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– вероятности того, что полярный угол вектора m принадлежит соответ-
ственно интервалу (0, θ0(t)) или(θ0(t), π), θ0(t) – угол, отвечающий максимуму 
энергии W0, который, согласно (2.25), дается выражением  
 
     tbt  arccos0 . (2.38) 
 
И, наконец,  
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Интегралы в (2.39) в общем случае не могут быть вычислены аналитиче-
ски. Однако это возможно в случае, когда поле анизотропии Ha много больше 
дипольного поля H(t), и в случае низких температур. Вместе эти два случая 
можно задать условиями 
 
      1,11 2  tbtba . (2.40) 
 
Найдём асимптотические значения (2.39), удовлетворяющие условиям 
(2.40). Если неравенства (2.40) выполняются для отрицательного значения b(t), 
то для положительного они также будут выполняться. Согласно определённому 
ранее виду функции ),(
~
tQqe    
 
        t dtbatn 00 2 cos2cosexpsin

 . 
 
Пусть x = cosθ, тогда с учётом того, что cosθ0(t) = – b(t) последнее выражение 
запишем как  
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Выделим полный квадрат в аргументе экспоненты, введём новую переменную  
y = x + b(t), а также умножим и разделим правую часть на exp[a(1 + b(t))2], в ре-
зультате получим  
 
                  tb dyytbytbatabtbatn 1022 11exp1exp . 
 
Так как a → ∞, вклад в интеграл дает только верхний предел, тогда, согласно 
[127], n+(t) может быть представлено как  
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Последний интеграл является табличным, вычислив его, получим выражение  
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Выражение (2.41) будет востребовано в дальнейшем. С учётом того, что a → ∞, 
n+(t) может быть представлено приближённым соотношением 
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Аналогичным образом находим n–(t). По определению 
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Проделав те же самые процедуры, что и при выводе n+(t), найдём следующие 
асимптотические соотношения для n–(t): 
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Далее проинтегрируем обе части уравнения (2.35), получим 
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Перенесём )(
~
tQqe  в левую часть и ещё раз проинтегрируем это уравнение по θ в 
пределах от 0 до θ0(t)  
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Распишем левую часть этого выражения. Интеграл в скобках будем вычис-
лять следующим образом. Подставим в данный интеграл выражение для Q(θ, t) 
(2.36), учитывая, что θ < θ0, 
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Введём новую переменную cosx , выделим полный квадрат в аргу-
менте экспоненты и представим вышеуказанное выражение в виде  
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Осуществив замену переменной интегрирования ( y = 1 – x ), получим 
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При a → ∞ основной вклад в интеграл даёт нижний предел и, согласно [127], 
искомый интеграл приближенно можно представить в виде  
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Вычисление интеграла в правой части даёт 
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Подставив в последнее выражение (2.41), получим 
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С учетом последнего равенства левую часть (2.45) можно записать как  
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Подставив в последнее соотношение  tCQQ qeqe /
~
 , где Qqe определяется из 
(2.33), и введя новую переменную x = cosθ, получим  
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Значение дроби, стоящей после p+(t), при условии a → ∞, быстро стремится к 1. 
Выделив полный квадрат в показателе первой экспоненты подынтегрального 
выражения, легко увидеть, что основной вклад в интеграл по x даёт нижний 
предел, поэтому это выражение можно упростить следующим образом 
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Рассмотрим интеграл в правой части последнего выражения. При a → ∞ 
справедливо следующее асимптотическое соотношение: 
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Используя тот факт, что   0 2 /5.0exp adyay  , запишем левую часть (2.35) в 
виде 
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Учитывая разрывность функции Q(θ, t), непосредственно следующую из 
выражения (2.36), правую часть (2.35) запишем как 
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При интегрировании этого выражения воспользуемся фильтрующим 
свойством δ-функции:   )(5.0)( 00
0
xAdxxxxA
x
   [108]. Приравняв преобразо-
ванные левую и правую части (2.35), получим  
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Среднее значение намагниченности ансамбля (2.21) с учётом представле-
ния P0 (ψ1, ψ2, t)= Q(ψ1, t)/2π = Q(θ, t)/2π можно записать в виде суммы двух ин-
тегралов 
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С учётом (2.36) это выражение перепишем в виде  
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Вычисление интегралов в (2.48) аналогично вычислению n+(t) и n–(t), поэтому 
привёдём сразу окончательные выражения  
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Используя эти выражения, а также вычисленные ранее значения n+(t) и n–(t), 
(соответственно (2.42) и (2.44)), (2.48) приведем к виду 
 
      tptpmtmz   . 
 
Воспользовавшись равенством p–(t) = 1 – p+(t), последнюю формулу перепишем 
как 
    tmtmz  , (2.49)  
 
где ρ(t) =2p+(t) – 1 – приведённая намагниченность. 
Таким образом, чтобы получить закон магнитной релаксации, необходимо 
найти функцию ρ(t). Используя определение ρ(t) =2p+(t) – 1, (2.47) преобразуется 
к обыкновенному дифференциальному уравнению, решением которого являет-
ся приведённая намагниченность  
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Здесь 
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– средние времена пребывания магнитного момента m(t) в положитель-
ном (σ = +) и отрицательном (σ = –) направлениях оси z. Графики зависимостей 
t+s(ρ) и t
–
s(ρ) приведены на рисунке 2.3. 
Уравнение (2.50) определяет функцию ρ(t) при t > tqe, когда известно ква-
зиравновесное распределение m. Характеристическое время tqe удовлетворяет ус-
ловию tqe/t
+
s(t) << 1, которое показывает, что для времени t ~ tqe вероятность того, 
что m изменит знак, пренебрежимо мала. Выберем начало отсчёта времени в про-
извольный момент t ~ tqe и запишем начальное условие для (2.50) в виде ρ(0) = 1.  
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Рис. 2.3. Зависимость tσs от приведённой намагниченности для квадратной 
решётки Со частиц с параметрами r = 4 нм; d = 6r; Ha = 6400 Э (5.094∙10
5 А/м); 
m/V = 1400 Гс (1.4 105 А/м); Т = 300 К; p = 1. 
 
Представим b(t) с учётом (2.30) и (2.49) в следующем виде: 
 
    ttb  , (2.52) 
 
где параметр ξ = 8pS1m/d
3Ha характеризует интенсивность дипольного взаи-
модействия. 
Так как правая часть уравнения (2.50) зависит от t только посредством ρ(t), 
обозначим её как – F(ρ(t)) и, используя начальное условие, преобразуем (2.50) к 
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. (2.53) 
 
Легко убедиться, что F(x) > 0 при 0 < x ≤ 1 и F(0) = 0. Это значит, что решение урав-
нения (2.53) есть убывающая функция времени: ρ(t1) > ρ(t2), если t1 < t2 и ρ(∞) = 0. 
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0. Однако точное решение (2.53) можно найти только для следующих предельных 
случаев:  
1) p = 0 – случай, когда частицы бесконечно удалены друг от друга, а значит 
взаимодействием между ними можно пренебречь; 
2) t << tσs(0)– случай, когда практически все магнитные моменты сориенти-
рованы в первоначальном направлении – начальный этап релаксации; 
3) t >> tσs(∞) – случай, когда количество магнитных моментов, сориентиро-
ванных в одном направлении, приблизительно равно количеству моментов, сориен-
тированных в обратном – заключительный этап релаксации. 
Рассмотрим детально каждый случай. Первый соответствует приближению 
невзаимодействующих частиц. Согласно (2.30), в этом случае ξ = 0, (2.51) дает 
  ars eattt /2 
  , и уравнение (2.53) принимает вид 
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откуда получаем 
 
    ntt   exp , (2.54) 
 
где  
 
 arn eat 16  . (2.55) 
 
Для второго случая выполняется условие ρ(t) ≈ 1. Заменим F(x) на F(1) = 1/τ0, 
(τ0 =2/t
+
s(0)), получим  
 
   01  tt  , (2.56) 
 
где  
 
 
  
   





114
1exp
2
2
0
a
atr . (2.57) 
 
В последнем случае, когда имеет место условие ρ(t) ≈ 0,то малая окрестность 
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нижнего предела даёт главный вклад в левую часть (2.53). Представим функцию 
F(x) в виде ряда Тейлора, ограничиваясь линейным членом. Так как F(0) = 0, то  
F(x) = xF′(0). Представим средние времена нахождения магнитных моментов вдоль 
положительного или отрицательного направления (2.51) в следующем виде:  
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и найдём производную F′(ρ) 
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В случае, когда t → ∞ намагниченность ρ → 0, (2.58) имеет вид 
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Производные d(1/tσs)/dρ при ρ → 0 могут быть представлены как  
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Тогда определив время релаксации как τ∞ = 1/F′(0),  
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из уравнения (2.50) получим асимптотическое выражение закона релаксации на 
больших временах 
 
      tt exp~ . (2.60) 
 
Анализ выражений (2.57) и (2.59) показывает, что при a(1 – ξ)2 >> 1 и ξ ≠ 0 
выполняется следующие условия: 
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 τ0 < τ∞ < τn (2.61) 
 
Заметим, что при ξ = 0, т.е. в приближении невзаимодействующих частиц, нера-
венство (2.61) обращается в равенство τ0 = τ∞ = τn. 
Времена релаксации τ0, τ∞ и τn по-разному зависят от параметров системы, 
поэтому при изменении этих параметров скорости релаксации для приближе-
ния среднего поля и для приближения невзаимодействующих частиц будут из-
менятся по различным законам. В качестве примера рассмотрим конкретную 
систему Со наночаситц со следующими характеристиками λ = 0.2; r = 4 нм;  
d = 6r; Ha = 6400 Э (5.094∙10
5 А/м); m/V = 1400 Гс (1.4 105 А/м); p = 1. На рисун-
ке 2.4 показаны температурные зависимости отношений τ0/τn и τ∞/τn при  
r = 4 нм. Очевидно, что с ростом температуры релаксация должна протекать 
быстрее и времена релаксации τ0, τ∞ и τn должны уменьшаться. Такое поведение 
отношений τ0/τn и τ∞/τn свидетельствует о том, что τn убывает более быстро с  
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Рис. 2.4. Температурные зависимости отношений времён релаксации. 
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температурой, чем τ∞ и τ0. Особенно различие велико для малых времён при 
низких температурах, когда большие дипольные поля обуславливают более бы-
стрый процесс релаксации, чем одни лишь тепловые флуктуации. Таким обра-
зом, в рамках приближения среднего дипольного поля убеждаемся, что диполь-
ное взаимодействие существенным образом влияет на температурные свойства 
ансамбля частиц.  
С ростом размеров наночастицы, растёт величина магнитного момента, 
следовательно, его направление становиться менее подверженным действию 
тепловых флуктуаций. Это служит причиной того, что с увеличением размеров 
частиц, релаксация в системе невзаимодействующих частиц протекает более 
медленно. При наличии взаимодействия, кроме повышения температурной ста-
бильности, рост величины магнитных моментов приводит ещё и к увеличению 
дипольных полей. В силу антиферромагнитного характера дипольного взаимо-
действия это должно привести к ускорению релаксации. Однако при условии,  
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Рис. 2.5. Зависимости отношений времён релаксации от размеров наночастиц. 
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что эффективное поле анизотропии На превышает дипольные поля, рост линей-
ных размеров частиц в целом приводит к увеличению времён релаксации τ0, τ∞ 
и τn и к замедлению процесса релаксации. 
На рисунке 2.5 приведена связь между отношениями τ0/τn, τ∞/τn и линей-
ными размерами частиц размещённых в узлах решетки с периодом d = 24 нм 
для температуры T = 300 K. Поскольку τ0, τ∞ и τn являются возрастающими 
функциями r, данные зависимости иллюстрируют, что релаксация в системе с 
со взаимодействием, протекает значительно быстрее, чем предсказывает при-
ближение невзаимодействующих частиц. Различие между приближениями 
среднего поля и невзаимодействующих частиц особенно существенны для ан-
самблей с большой плотностью упаковки. 
Зная асимптотическое поведение функции ρ(t), мы можем подобрать аппрок-
симационную формулу, справедливую для любого времени. Легко убедиться, 
что выражение  
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переходит в (2.56) при t → 0 и в (2.60) при t → ∞. Формула (2.62) показывает, что 
в отличие от случая невзаимодействующих частиц, который характеризуется 
одним временем релаксации τn, магнитная релаксация взаимодействующих час-
тиц характеризуется двумя временами релаксации: начальным τ0 и конечным τ∞. 
 
 
2.4. Численный анализ закона магнитной релаксации 
 
Как показано выше, уравнение (2.53), а значит и уравнение (2.50), имеет 
точное решение только для предельных случаев. Поэтому для установления за-
кона магнитной релаксации необходимо воспользоваться численными метода-
ми. Уравнение (2.50) является обыкновенным дифференциальным уравнением 
1-го порядка. Среди многообразия методов численного интегрирования подоб-
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ных уравнений наиболее простым, и в то же время дающим сравнительно точ-
ные результаты, является метод Рунге-Кутта 4-го порядка точности [128]. Реа-
лизовав данный алгоритм, будем исследовать закон магнитной релаксации, 
варьируя параметры системы.  
Зная численное решение (2.50), мы можем оценить степень точности ап-
проксимационной формулы (2.62). Здесь, как и в предыдущем случае, выбраны 
следующие параметры системы: λ = 0.2; r = 4 нм; d = 6r; Ha = 6400 Э (5.094∙10
5 
А/м); m/V = 1400 Гс (1.4 105 А/м); p = 1; T = 300 K Из рисунка 2.6 можно уви-
деть, что точное решение лежит выше аппроксимационного. С уменьшением d 
– т.е. ростом плотности упаковки, погрешность аппроксимации (2.62) растёт. 
Таким образом, для плотноупакованных решёток, когда интенсивность диполь-
ного взаимодействия велика, использовать выражение (2.62) не целесообразно 
из-за большой ошибки на промежуточных временах. 
Влияние на релаксацию плотности упаковки ансамбля показано на рисунке 
2.7. В случае, когда вероятность размещения частицы в узле решётки p = 0 (кривая  
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Рис. 2.6. Закон магнитной релаксации, 1 – полученный численно, 
2 – по аппроксимационной формуле 
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Рис. 2.7. Поведение релаксации в зависимости от значения p;  
1 – p = 0, 2 – p = 0.5, 3 – p = 1 
 
1), что соответствует приближению невзаимодействующих частиц, функция ρ(t) 
убывает наиболее медленно. С увеличением вероятности, среднее расстояние меж-
ду частицами будет уменьшаться, следовательно, интенсивность дипольного взаи-
модействия будет расти, и релаксация намагниченности ансамбля будет протекать 
быстрее (кривые 1, 2). Этот факт подтверждает, что взаимодействие между части-
цами приводит к ускорению процесса релаксации  
Характер температурной зависимости функции ρ(t) можно проследить на 
рисунке 2.8 по положению графиков ρ(t) при различных температурах. Как и 
следовало ожидать, с ростом температуры, что в данном приближении приводит 
к росту интенсивности теплового поля, темп релаксации возрастает. Поскольку 
значения температура для всех трёх зависимостей, приведённых на рисунке 2.8, 
отличаются незначительно, можно сделать вывод, что для достаточно малых ли-
нейных размеров наночастиц, температурный режим играет определяющую роль 
для протекания релаксации. 
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Рис. 2.8. – Поведение релаксации в зависимости от температуры; 
1 – T = 290 К, 2 – T = 300 К, 3 – T = 310 К. 
 
Анализ двух последних рисунков важен с точки зрения оценки надёжно-
сти современных устройств магнитной записи и хранения информации с пер-
пендикулярной анизотропией. Для данных устройств важнейшими характери-
стиками являются ёмкость и термостабильность [46]. Повышение ёмкости 
производиться за счёт увеличения плотности упаковки наночастиц и уменьше-
ния их линейных размеров. Увеличение плотности приводит к увеличению ин-
тенсивности дипольного взаимодействия магнитных моментов наночастиц, и, 
следовательно, учёт взаимодействия для оценки надёжности становиться при-
оритетной задачей. Малые размеры наночастиц обуславливают большую под-
верженность системы влиянию тепловых флуктуаций и повышение температу-
ры всего на несколько кельвинов будет приводить к потерям информации. 
Поэтому чтобы подобрать оптимальное соотношение ёмкости устройства и его 
надежности, необходимо иметь количественную теорию процесса термоинду-
цированной релаксации намагниченности. 
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Рис. 2.9. Поведение скорости релаксации в зависимости от значения p;  
1 – p = 0,2 – p = 0.5, 3 – p = 1. 
 
Важной характеристикой является скорость релаксации скорость релак-
сации dρ/dt. Сравнение (2.61) асимптотических решений уравнения (2.53) пока-
зывает, что темп релаксации убывает со временем, что обусловлено взаимодей-
ствием между магнитными моментами. На это было указано в работе [94], 
однако в настоящей диссертации этот вывод следует из более строгой модели. 
Рисунки (2.9) и (2.10) показывают, что скорость релаксации монотонно убывает 
со временем. Различие в темпах релаксации связаны с тем, что для одного и того 
же времени ансамбли с различной температурой или плотностью упаковки дости-
гают различных значений намагниченности ρ и, следовательно, находятся под 
воздействием различных значений среднего дипольного поля Н(t). 
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Рис. 2.10. Поведение скорости релаксации в зависимости от температуры  
1 – T = 290, 2 – T = 300, 3 – T = 310. 
 
 
2.5. Релаксация при наличии поля смещения 
 
Рассмотренная ранее модель относится к случаю отсутствия внешнего 
поля. Однако интерес может представлять динамика намагниченности в поле 
смещения – т.е. во внешнем поле, направленном вдоль либо против плоскости 
распределения наночастиц. В частности, работа устройств записи и хранения 
информации предполагает наличие поля смещения, посредством которого про-
изводится запись. 
Пусть двумерная решётка наночастиц (см. рис. 2.2) находится в некото-
ром ненулевом поле смещения H0. (H0 = ezH0). Энергия системы (2.13) в этом 
случае перепишется как 
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Оставаясь в рамках приближения среднего поля, магнитная энергия выбранной 
наночастицы при наличии внешнего поля примет вид 
 
 0
2
0 )()2( mHmH  tmmHW za   
 
В случае, когда внешнее поле не нарушает предположения о бистабильном со-
стоянии каждого магнитного момента – т. е. когда сумма дипольного и внешне-
го полей не превышает поля анизотропии – все проделанные выкладки легко 
обобщить на случай Н0 ≠ 0. Решая соответствующее равнение Фоккера-Планка 
методом Крамерса, приходим к обыкновенному дифференциальному уравне-
нию аналогичному (2.50)  
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где 
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где B(t) = b(t) + b0(t) = – ξρ(t) + b0, b0 = H0/Ha. 
Проанализируем выражения (2.64) для средних времен пребывания маг-
нитного момента m(t) в положительном (σ = +) и отрицательном (σ = –) направ-
лениях оси z. На рисунке 2.11 Показаны зависимости для двух значений поля 
смещения. Значения внешних и внутренних параметров системы такие же, как 
и для рисунка 2.3. Основное  отличие от  случая отсутствия  внешнего поля (см. 
рис. 2.3) заключается в том, что графики t΄+s(ρ) и t΄
–
s(ρ) пересекаются в не при  
ρ = 0, а при некотором ρ0. Так, для Н0 = 100 Э (7.96∙10
3 А/м), или b0 = 1.56∙10
 –2, 
ρ0 ≈ 0.41, а для Н0 = – 100 Э (– 7.96∙10
3 А/м), или b0 = – 1.56∙10
 –2, точка пересе-
чения лежит  в  области отрицательных ρ, и на рисунке  не показана.  Отметим,   
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Рис. 2.11. Зависимость t΄σs от средней намагниченности для ненулевого поля 
смещения: 1 – t΄+s для b0 = 1.56∙10
–2, 2 – t΄–s для b0 = 1.56∙10
–2,  
3 – t΄+s для b0 = – 1.56∙10
–2, 4 – t΄–s для b0 = – 1.56∙10
–2. 
 
что точка ρ0 не соответствует намагниченности основного состояния в прибли-
жении среднего поля. В силу того, что число магнитных моментов, ориентиро-
ванных в разных направлениях теперь различно, равенство вероятностей перево-
ротов магнитных моментов уже не будет удовлетворять условию детального 
баланса.  
Таким образом, приближение среднего поля отражает тот факт, что поле 
смещения способствует определённой ориентации магнитных моментов, увеличи-
вая потенциальный барьер для переориентации, если магнитный момент направ-
лен вдоль поля и уменьшая барьер в противоположном случае. Величина намаг-
ниченности основного состояния ρ1 зависит от величины поля смещения и может 
быть вычислена с помощью алгебраического уравнения, полученного из (2.63) 
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где t → ∞. 
Последнее уравнение не решается аналитически. Решая его численно, не-
сложно убедиться, что величина ρ1 также зависит от плотности упаковки (от 
вероятности размещения частицы в узле р) и от температуры Т. На рисунке 2.12 
показаны зависимости намагниченности основного состояния от величины от-
ношения поля смещения к полю анизотропии, для ансамбля, параметры которо-
го были заданы выше. Из графиков видно, что более плотно упакованные сис-
темы менее подвержены влиянию внешнего поля, о чём свидетельствует более 
пологое расположение кривой 1 относительно остальных зависимостей.  
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Рис. 2.12. Зависимость ρ1 от относительной величины внешнего поля для раз-
личных значений вероятности р: 1 – р = 1; 2 – р = 0.5; 3 – р = 0. 
 
На рисунке 2.13 приведены аналогичные зависимости, но для различных 
температур. Увеличение температуры ведёт к повышению интенсивности эф-
фективного теплового поля, и, следовательно, величина потенциального барьера 
переориентации магнитного момента, обусловленная, в том числе и внешним 
полем, понижается. Поэтому в любой момент времени существует некоторое 
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количество магнитных моментов, ориентированных против поля смещения и 
это количество будет тем больше, чем больше температура. Об этом свидетель-
ствует следующее из рисунка 2.13 отношение 
21
)()( 0101 TTTT HH     при  
Т2 < Т1. Важной особенностью релаксации при наличии внешнего поля, сле-
дующей из рисунков 2.12 и 2.13, является то, что при достаточно малых по 
сравнению с полем анизотропии значениях Н0, уровень намагниченности ос-
новного состояния ρ1 составляет практически 1. Причиной этому является 
большое поле анизотропии. 
Как и в случае нулевого поля смешения, дифференциальное уравнение 
(2.63) не может быть решено аналитически. Однако возможно найти асимпто-
тические решения для описанных ранее случаев 1) p = 0 – невзаимодействующая 
система 2) t << t΄σs(0)– начальный этап релаксации; 3) t >> t΄
σ
s(∞) – заключительный 
этап релаксации. 
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Рис. 2.13. Зависимость ρ1 от относительной величины внешнего поля для раз-
личных значений T :1 – T = 500 K; 2 – T = 300 K; 3 – T = 100 K. 
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В первом случае ξ = 0, а значит (2.64) преобразуется к виду 
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т.е. средние времена нахождения магнитных моментов вдоль положительного и 
отрицательного направлений оси z одинаковы и не зависят от времени. В этом 
случае (2.63) представляет собой линейно дифференциальное уравнение перво-
го порядка и записывается как 
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решение которого имеет вид 
 
    
 
 
  00
4
00
4
00
4
0
11
11
11
)1(2
/exp
0
0
0 bbe
bbe
bbe
b
tt
ab
ab
abn 




  , (2.66) 
 
где 
 
 
  
    00420
2
0
1112
1exp
0 bbeb
baat
ab
r
n




 . (2.67) 
 
Легко убедиться, что при b0 = 0, (2.67) переходит в (2.55).  
Начальный этап релаксации намагниченности ансамбля при наличии 
внешнего поля, по сути, ничем не отличается от случая нулевого поля смеще-
ния. Поэтому аналогично (2.56) и (2.57),заменяя – ξ на – ξ + b0 можем записать 
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где 
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Нахождение асимптотики для конечного этапа релаксации усложнено 
тем, что намагниченность, как было показано выше, стремится не к нулю, а к 
некоторому значению ρ1. Поскольку при t → ∞ dρ/dt → 0, как и ранее в (2.53) 
функция F(ρ1) → 0, а значит вклад в интеграл в правой части (2.53) будет давать 
только малая окрестность нижнего предела. Напомним, что теперь F(x) – это 
правая часть уравнения (2.63). Разложим функцию F(x) в ряд Тейлора до линей-
ного члена с учётом того, что F(ρ1) = 0, F(x) ≈ (x – ρ1)F′(ρ1). Подставив это выраже-
ние в (2.53) и после интегрирования получим асимптотическое решение (2.63)  
 
       11 /exp1   tt . (2.70) 
 
Здесь τ′∞ = 1/(dF(ρ1)/dρ). Время релаксации τ′∞ определяется аналогично τ∞ 
(2.59), но учитывая наличие ненулевого уровня намагниченности основного со-
стояния. Производные d(1/t′σs)/dρ определяются выражением 
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Тогда производная 
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может быть записана в виде 
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При ρ → ρ1 выполняется условие детального баланса 
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тогда выражение (2.71) может быть упрощено, и окончательно запишем 
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где B ≡ – ξρ1 + b0. 
Зная асимптотическое поведение временной зависимости намагниченно-
сти ансамбля, аналогично случаю нулевого поля смещения, можно аппрокси-
мировать ρ(t) некоторой функцией, асимптотики которой совпадают с асимпто-
тиками искомой зависимости. Наиболее простой вид аппроксимационной 
формулы следующий: 
 
    
    1/1/exp
/1
01
0
2
1
1 







t
t . (2.73) 
 
Закон релаксации в приближении среднего для любого интервала време-
ни также может быть получен путём численного интегрирования уравнения 
(2.63). На рисунке (2.14) изображены кривые намагниченности для различных  
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Рис. 2.14. Закон магнитной релаксации для различных значений поля смещения 
1 – b0 = 0 ; 2 – b0 = 0.01; 3 – b0 = 0.02; 4 – b0 = 0.04. 
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Рис. 2.15. – Скорость релаксации при различных значениях поля смеще-
ния:1 – b0 = 0; 2 – b0 = 0.02; 3 – b0 = 0.04. 
 
значений безразмерной величины b0, характеризующей действие поля смеще-
ния. Значения остальных параметров соответствуют выбранным ранее: λ = 0.2;  
r = 4 нм; d = 6r; Ha = 6400 Э (5.094∙10
5 А/м); m/V = 1400 Гс (1.4 105 А/м); p = 1; 
Т = 300 К. Для двух любых значений H0 график, соответствующий большему зна-
чению величины поля смещения при t > 0 лежит выше графика, соответствующе-
му меньшему значению H0. Величины намагниченности основного состояния, к 
которым стремятся зависимости, соответствует рассчитанным из уравнения (2.65). 
Для скорости релаксации (см. рис. 2.15) )(t , наблюдается аналогичная за-
кономерность расположения кривых: 
020010
)()( HHHH tt      при H01 < H02. В 
момент времени t = 0 значения   для разных H0 будут также различны. Это 
связано с зависимостью времени релаксации τ0 от внешнего поля, обусловлен-
ной изменением высоты потенциального барьера для переориентации магнит-
ного момента. Со временем скорость релаксации, как и в случае нулевого 
внешнего поля, падает и асимптотически приближается к 0. Времена релакса-
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ции τ′∞ и τ′0 зависят от величины H0 таким образом, что возможно выполнение 
как неравенства τ′∞ < τ′0 так и τ′∞ > τ′0. Следовательно, в случае H0 ≠ 0 времена 
релаксации не есть однозначными характеристиками скорости релаксации. 
Зависимость закона релаксации от интенсивности дипольного взаимодей-
ствия магнитных моментов наночастиц приобретает ту особенность, что здесь в 
отличие от случая нулевого поля смещения, различной интенсивности соответ-
ствуют различные значения намагниченности основного состояния – см. рису-
нок 2.16. Как и ранее, интенсивность, характеризуемая параметром ξ (см. экс-
пликацию к (2.52)), задаётся при помощи вероятности р размещения наночасти- 
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Рис. 2.16. Закон релаксации намагниченности ансамбля в поле смещения 
для различных р: 1 – p = 0,2 – p = 0.5, 3 – p = 1. 
 
цы в узле решётки. Значение величины внешнего поля Н0 принималось таким, 
чтобы b0 = 0.02. Скорость релаксации   как функция времени приведена на ри-
сунке 2.17. Так же как и в предыдущем случае (см. рис 2.9)   монотонно убы-
вает со временем, однако, в связи с повышением потенциального барьера пере-
ориентации, её значения ограничены меньшим диапазоном значений. 
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Рис. 2.17. – Скорость релаксации намагниченности для различных р  
1 – p = 0,2 – p = 0.5, 3 – p = 1. 
 
 
Выводы к разделу 2 
 
В настоящем разделе была развита аналитическая теория магнитной ре-
лаксации в 2D ансамблях наночастиц с одноосной перпендикулярной анизо-
тропией, которая принимает во внимание влияние среднего дипольного маг-
нитного поля. Предложенный подход основан на рассмотрении каждой 
наночастицы как изолированной, магнитный момент m которой взаимодейству-
ет с одним и тем же (в статистическом смысле) эффективным магнитным полем. 
Последнее включает в себя поле одноосной магнитной анизотропии, среднее 
дипольное поле, создаваемым всеми остальными  наночастицами, а также теп-
ловое магнитное поле, представляющее воздействие термостата с заданной аб-
солютной температурой. Действие термостата было аппроксимировано белым 
шумом.  
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Основываясь на стохастическом уравнении Ландау-Лифшица, описы-
вающем стохастическую динамику выбранного магнитного момента в эффек-
тивном магнитном поле, выведено уравнение для одномерной функции распре-
деления направлений магнитного момента. В отличие от обычного уравнения 
Фоккера-Планка найденное уравнение не замкнуто относительно функции рас-
пределения, поскольку содержит в качестве параметров среднее дипольное по-
ле и интенсивности компонент эффективного теплового поля, которые в общем 
случае не выражаются через одномерную функцию распределения. Замыкание 
этого уравнения проведено в случае, когда высота потенциального барьера ме-
жду равновесными направлениями магнитного момента существенно превыша-
ет тепловую энергию. С помощью замкнутого нелинейного интегро-
дифференциального уравнения найдено обыкновенное дифференциальное 
уравнение первого порядка, описывающее магнитную релаксацию данных ан-
самблей. Его точное решение было найдено для двух предельных случаев – для 
малых времён, когда большинство магнитных моментов ориентированы в пер-
воначальном направлении, и для больших времён, когда ансамбль практически 
перешёл в состояние равновесия. Оба случая характеризуются различными вре-
менами релаксации, а скорость релаксации убывает со временем. Показано, что 
под влиянием среднего дипольного поля релаксация намагниченности в ан-
самблях со взаимодействием происходит быстрее, чем в случае невзаимодейст-
вующих частиц. Ускорению процесса релаксации также способствует повыше-
ние температуры и плотности упаковки ансамбля. 
Предложенная модель была обобщена на случай наличия поля смещения. 
Показано, что в этом случае намагниченность основного состояния ансамбля 
зависит от величины поля смещения. Получено трансцендентное алгебраиче-
ское уравнение для определения равновесной намагниченности.  
Так как данная теория основана на приближении среднего поля, имеют 
место следующие недостатки. Во-первых, остаётся неучтённой флуктуирующая 
часть эффективного магнитного поля, которая связана с тепловыми возмуще-
ниями направлений магнитных моментов. Во вторых, остаются неучтёнными 
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динамические корреляции направлений магнитных моментов, обусловленные 
дальнодействующим характером дипольного взаимодействия. Указанные не-
достатки не позволяют при помощи такой модели точно описывать динамику 
намагниченности в сильно взаимодействующих системах. 
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РАЗДЕЛ 3  
ЧИСЛЕННОЕ МОДЕЛИРОВАНИЕ МАГНИТНОЙ РЕЛАКСАЦИИ 
 
 
 
Актуальность численного моделирования релаксации намагниченности в 
таких системах обусловлена тем, что не выясненной остается роль корреляций 
между направлениями магнитных моментов. Ясно, что корреляционные эффек-
ты могут качественно изменить закон релаксации благодаря антиферромагнит-
ному характеру дальнодействующего дипольного взаимодействия. Численное 
моделирование позволит автоматически учесть корреляционные эффекты в си-
лу того, что в его процессе сохраняется исчерпывающая информация об эле-
ментах ансамбля на каждом этапе. Кроме того, при численном моделировании 
легко проследить влияние размерных эффектов. 
Однако известные методы численного моделирования, которые использу-
ются для описания таких систем, в данном случае неприменимы. Метод прямого 
интегрирования системы стохастических уравнений Ландау-Лифшица [90, 97, 
98] требует, чтобы временной шаг был меньше периода прецессии магнитного 
момента (~10-11с). Это означает, что на современном этапе развития вычисли-
тельной техники, данный метод применим лишь для описания быстрой релакса-
ции, т.е. на релаксации временах сравнимых со временем установления квази-
равновесного распределения магнитных моментов (~10-8с) и не позволяет изучать 
термоиндуцированные переходы между квазиравновесными состояниями. 
В случае, когда частицы имеют одноосную анизотропию, а их легкие оси 
направлены перпендикулярно плоскости распределения и тепловая энергия су-
щественно меньше энергии анизотропии, данная система в определенном 
смысле подобна двумерной модели Изинга [105], в которой моделирование 
осуществляется методом Монте-Карло. Этот метод приобрел широкое распро-
странение при изучении ансамблей ферромагнитных наночастиц [71-89, 91-93] 
Однако для описания временной зависимости намагниченности его применение 
невозможно, так как в методе Монте-Карло изначально не предусмотрена при-
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вязка к реальному времени.  
Предложенные комбинированные методы имеют ряд серьёзных ограни-
чений на область применения и для данной задачи не подходят. Так, в методе, 
изложенном в [99], нет достаточных теоретических оснований в выборе зави-
симости плотности вероятности переориентации от величины потенциального 
барьера. Подход [100, 101], который совмещает в себе прямое интегрирование 
системы стохастических уравнений и метод Монте-Карло, позволяет исследо-
вать поведение систем наночастиц на временах до 10-3 с. Алгоритм [106, 107], в 
котором шагу Монте-Карло соответствует определенный временной интервал, 
дает лишь качественное представление закона релаксации, т.к. этот временной 
интервал определен лишь по порядку величины. Кроме того, для случая, когда 
энергия анизотропии существенно превышает тепловую энергию, данный ме-
тод требует огромных вычислительных затрат. 
В настоящем разделе изложен принципиально новый метод моделирова-
ния, основанный на комбинированном использовании уравнения, которое по-
зволяет по известному состоянию ансамбля в заданный момент времени опре-
делить намагниченность в следующий момент, и численной процедуры, 
которая определяет новое состояние системы [133, 129, 130]. Решая задачу о 
среднем времени достижения случайным процессом заданного уровня с ис-
пользованием обратного уравнения Фоккера-Планка, было получено точное 
квадратурное выражение для плотности вероятности переориентации магнит-
ного момента, находящегося в дипольном поле, создаваемом его окружением. В 
случае, когда энергия анизотропии существенно превышает тепловую энергию, 
а поле анизотропии больше максимального дипольного поля в системе, плот-
ность вероятности переориентации была аппроксимирована приближенной 
формулой. Показано, что в случае замены всех локальных дипольных полей их 
усреднённым значением, результаты совпадают с приближением среднего поля, 
изложенным в предыдущем разделе.  
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3.1. Теоретическое обоснование алгоритма 
 
Рассмотрим систему одинаковых сферических ферромагнитных наноча-
стиц радиуса r. Предполагаем, что центры частиц расположены в узлах квад-
ратной решетки размером Ld × Ld [(L + 1)2 = N ] и периодом d ( ≥ 2r), легкие 
оси намагниченности наночастиц перпендикулярны плоскости распределения 
ху и в момент времени t = 0 магнитные моменты mi(t) всех частиц ориентирова-
ны вдоль оси z Вероятность размещения наночастицы в узле р = 1. Наглядное 
представление модели аналогично приведенной на рисунке 2.2, однако в дан-
ном случае все узлы решётки заняты наночастицами. Так же предполагаем, что 
минимальная величина ΔUi потенциального барьера между равновесными на-
правлениями любого магнитного момента mi существенно превышает тепло-
вую энергию kBT, или условие εi = ΔUi/kBT >> 1 выполняется для всех наноча-
стиц.  
 
 
1.3.1. Уравнение для приведенной намагниченности 
При условии εi >> 1 вектор магнитного момента mi(t) флуктуирует в ма-
лой окрестности вокруг положительного или отрицательного направления оси z 
и только изредка переориентируются. Это значит, что для любого момента вре-
мени t средние числа положительно и отрицательно направленных магнитных 
моментов, N+(t) и N–(t) являются известными. Поскольку число частиц, которые 
в момент времени t находятся в процессе переориентации, много меньше N, 
выполняется соотношение N+(t) + N–(t) ≈ N и приведенная намагниченность ан-
самбля наночастиц может быть записана как ρ(t) = 2N+(t)/N – 1. Определим те-
перь состояние ансамбля. Исходим из того, что состояние ансамбля в момент 
времени t является известным, если известны направления магнитных момен-
тов всех наночастиц, т.е.  состояние системы описывается набором знаков 
σi ≡ σi(t) (i = 1,…N), где σi(t) = + или – в зависимости от ориентации магнитного 
момента mi(t) относительно оси z. 
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Если известно состояние ансамбля, то, пренебрегая флуктуациями mi(t) и 
принимая во внимание, что в период между переориентациями выполняется 
приблизительное соотношение mi(t) = σimez, локальное дипольное поле, дейст-
вующее на магнитный момент mj(t), определяется как hj(t) = hj(t)ez, где  
 
 


ji ij
ij r
mth
3
1
)(  . (3.1) 
 
Если в момент времени магнитные моменты не претерпевают переориен-
тацию, то каждая наночастица находится под воздействием локального диполь-
ного поля (3.1). Но даже если часть магнитных моментов меняют свое направ-
ление, формула (3.1) остается приближенно справедливой, т.к. εj >> 1 и число 
переориентаций много меньше N. Это означает, что в пределах некоторого ма-
лого временного интервала мы можем рассматривать ансамбль взаимодейст-
вующих наночастиц как систему изолированных магнитных моментов, каждый 
из которых находится в собственном внешнем магнитном поле hj(t). Как будет 
показано позже, этот факт позволяет существенно упростить построение алго-
ритма численного моделирования магнитной релаксации в рассматриваемых 
системах. 
Предположим, что плотности вероятности );( jtw
j
 переориентации век-
тора mj(t) (j = 1,…, N) из положительного направления относительно оси z  
(σj = +) и из отрицательного (σj = –) являются известными. Также предполагаем, 
что интервал (t, t + τ) достаточно мал, и вероятностью двух и более пере-
ориентаций одного магнитного момента можно пренебречь. Приняв во внима-
ние, что величина N+(t + τ) – N+(t) равна разности между количеством пере-
ориентаций из отрицательного направления в положительное и количеством 
обратных переориентаций, получаем  
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Отметим, что плотности вероятностей );( jtw
j
зависят от локальных по-
лей hj(t), и уравнение (3.2) применимо лишь, когда известно состояние ансамб-
ля в момент времени t. Формула (3.2) позволяет получить новое значение на-
магниченности в следующий момент времени t + τ, однако с её помощью 
нельзя установить новое состояние ансамбля для момента времени t + τ. Для 
того, чтобы использовать (3.2) в качестве рекуррентного соотношения для вы-
числения закона релаксации, необходимо определить значения );( jtw
j
 и раз-
работать процедуру нахождения нового состояния системы в момент времени  
t + τ, если известно состояние в момент времени t. Сначала определим плот-
ность вероятности переориентации в зависимости от величины локального ди-
польного поля. 
 
 
1.3.2. Плотность вероятности переориентации 
Плотность вероятности переориентации, согласно определению, задаётся 
выражением );(1);( jttjtw j
j s

  , где );( jtt
j
s
  – среднее время пребывания маг-
нитного момента mj(t) в положительном (σj = +) или отрицательном (σj = –) на-
правлении. Эту величину можно представить как );(2);( jttjtt jj ms
  , где 
);( jtt jm
 – среднее время, за которое энергия Wj магнитного момента mj(t) впер-
вые достигнет своего максимального значения, а множитель 2 учитывает тот 
факт, что из состояния с максимальной энергией магнитный момент mj(t) мо-
жет перейти в одно из устойчивых состояний (σj = + или σj = –) с вероятностью 
0.5. В данном случае энергия Wj включает энергию анизотропии, – 
(Ha/2m)m
2
jz(t) и энергию Зеемана – hj(t)mjz(t). Учитывая осевую симметрию, вы-
ражение для Wj принимает вид 
 
         ]cos2[cos, 221 ttbtmHttWW jjjajjj   . (3.3) 
 
Здесь θj(t) – полярный угол вектора mj(t) и bj(t) = hj(t)/Ha. Следуя предпо-
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ложению, что каждый магнитный момент имеет два равновесных направления, 
считаем, что отношение |bj(t)| < 1 справедливо для всех j. Состояние, соответст-
вующее максимальной энергии Wj магнитного момента mj(t), определяется по-
лярным углом 
 
    ]arccos[ tbt jj  . (3.4) 
 
С математической точки зрения вычисление среднего времени );( jtt jm
  – 
есть частный случай задачи, известной в теории Марковских процессов как за-
дача о достижении случайным процессом заданного уровня [109]. В нашем 
случае Марковским процессом является вектор mj(t), а заданный уровень – ко-
ническая поверхность, определяемая формулой (3.4). Динамику магнитного 
момента описывает стохастическое уравнение Ландау-Лифшица  
 
       jjjjjjj mt HmmζHmm   , (3.5) 
 
где 
 
 zjja
j
j
j tbtH
tW
e
m
H )]()([cos
)(



  . (3.6) 
 
Если рассматривать локальные дипольные поля hj(t) как внешние, дейст-
вующие независимо друг от друга, то можно считать, что наночастицы не взаи-
модействуют друг с другом. В этом случае стохастические уравнения (3.5) яв-
ляются независимыми, и каждый магнитный момент может быть описан 
отдельно. Пусть ),,( ttPP jjjj   – плотность вероятности того, что jj t  )(  
при условии, что )()( ttt jj   . Отметим, что в случае осевой симметрии Pj 
не зависит от азимутального угла φj. Используя интерпретацию Стратоновича 
[126] уравнения (3.5) и применяя стандартный метод [109], можно записать 
прямое уравнение Фоккера-Планка для плотности вероятности Pj  
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и обратное уравнение  
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Как правило, изучение магнитных свойств ансамблей наночастиц основа-
но на прямом уравнении Фоккера-Планка (3.7), которое позволяет представить 
статистические характеристики ансамбля как функции времени t. В то же вре-
мя, обратное уравнение (3.8) оказывается очень полезным для описания термо-
индуцированных переходов магнитных моментов из одного устойчивого со-
стояния в другое [59]. Здесь используется обратное уравнение Фоккера-Планка 
(3.8) для вычисления среднего времени );( jtt jm
  достижения магнитным момен-
том mj(t) угла Ωj(t).  
Чтобы использовать уравнение (3.2) как рекуррентное соотношение для 
нахождения приведенной намагниченности в дискретные моменты времени  
t = tn (n = 0, 1, …, M, t0 = 0, tn + 1 > tn), необходимо вычислить время );( jtt jm
  для  
n = 0, 1, …, M – 1. Поскольку каждому моменту времени tn соответствует угол 
Ωj(tn), в уравнении (3.8) необходимо провести следующую замену: 
),(),( njjjj tWtW   . Иначе говоря, для нахождения );( jtt
j
m
  нужно использо-
вать (3.8) с энергией ),( tW jj  , не зависящей от времени t .΄ Это важное условие 
позволяет рассмотреть случайный процесс θj(t) как однородный: 
)0,,(),,( jjjjjj ttPttP   , что существенно упрощает задачу. 
Для вычисления времени );( jtt jm
  введем среднее время );( njjj tTT
j   , 
необходимое для того, чтобы угол θj(t) ( ))(,0(,)0( njjjj t   если σj = + и 
)),((  njj t , если σj = –), впервые достиг значения Ωj(tn). Искомая величина 
);( jtt jm
  выражается через Tj как 
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   njjm tTjtt jj ;211);(   , (3.9) 
 
а величина Tj задается выражением 
 
   
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0
2
1
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 jjjjj uPdduT . (3.10) 
 
где θ1 = Ωj(tn) (1 – σj∙1); 
 θ2 = π(1 – σj∙1)/2 + Ωj(tn) (1 + σj∙1)/2. 
Проинтегрируем обе части уравнения (3.8) по u = t – t  ΄и по j  , таким 
же образом, как и в (3.10) 
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Учитывая условие однородности )0,,(),,( jjjjjj ttPttP   , началь-
ные условия )()0,0,( jjjjjP   , а также условие сходимости плотности 
вероятности 0)0,,( jjj uP   при u → ∞, левая часть последнего выражения 
преобразуется следующим образом 
 
   12
1
2
10



 
 



 jjj
j
j dt
P
ddu .  
 
Продифференцировав (3.3) по полярному углу выбранной наночастицы j  и 
подставив полученный результат в (3.11), учитывая (3.10), получим следующее 
обыкновенное дифференциальное уравнение для величины Tj: 
 
     r
j
j
jjnjj
j
j at
d
dT
tba
d
Td



 


sincos2cot2
2
. (3.12) 
 
Для нахождения единственного решения уравнения (3.12) необходимо 
наложить два граничных условия на время Tj. Первое условие следует непо-
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средственно из определения: 0
)(

 njj t
jT  . Второе условие найдем из анализа 
решения (3.12) для малой окрестности угла 0j  и  j . В этих случаях 
уравнение (3.12) существенно упрощается  
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j
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j at
d
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


  2)11(
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. (3.13) 
 
Выражение (3.13) легко сводиться к обыкновенному дифференциальному урав-
нению первого порядка [131], проинтегрировав решение которого получим 
 
     4]11[211ln 2 jjrjjjjj atdcT  , (3.14) 
 
где cj, dj – константы интегрирования.  
Поскольку Tj – величина ограниченная, должно выполняться условие 
cj = 0, которое может быть представлено также в виде второго граничного усло-
вия: 0
2)11(

 jj
jj ddT  . Такое граничное условие соответствует поглощаю-
щей границе, а граничное условие 0
)(

 njj t
jT   – отражающей границе [109]. 
Уравнение (3.12) является обыкновенным дифференциальным уравнени-
ем второго порядка и решается стандартным способом. Введем обозначения 
 j , bj(tn) = b, σj = σ и осуществим замену ZddT j  , тогда (3.12) 
перепишется в виде 
 
   ratZqZ   , (3.15) 
где  
 
      sincos2cot  baq . (3.16) 
 
Решая (3.15) методом вариации произвольной постоянной [131], представим Z в 
виде 
 
     )exp(1   dqCZ , (3.17) 
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где 
      
0
11 )exp(


 CdydyyqatC r  (3.18) 
 
находится подстановкой (3.17) в (3.15). 
Постоянную С1 будем искать из граничного условия 02)11(  jZ  . С учетом 
(3.18) и равенств 
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где cosx , 00 cosx , y ≡ cos y; 
перепишем (3.17) как 
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Подставив в правую часть x = cos(π(1 – σ∙1)/2) = σ и приравняв получен-
ное выражение к 0, найдем С1 
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Тогда окончательный вид решения (3.15) будет 
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Для нахождения Тj проинтегрируем выражение (3.21) по   
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Найдя константу интегрирования С2 из граничного условия 0
)arccos(

 bj
T

, 
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решение уравнения (3.12) представляем в виде  
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Учитывая выражение (3.9), проводя замену переменных x ≡ σx, y ≡ σy и 
вернувшись к прежним обозначениям, получаем строгое выражение для сред-
него времени );( jtt jm
  достижения магнитным моментом mj(t) угла Ωj(t).  
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которое справедливо для произвольных а и |bj(t)| < 1. Используя выражение 
(3.25), вычислим плотность вероятности );(1);( jttjtw j
j s

   для εj >> 1. Со-
гласно уравнению (3.3), высота потенциального барьера )(tU jj
  между 
равновесными направлениями магнитного момента mj(t) может быть записана в 
виде 22
1 )](1[)( tbmHtU jjaj
j   , и, поскольку, )(min)( tUtU jjj

 , условие  
εj >> 1 имеет следствием a[1 + σjbj(tn)]
2 >> 1.  
Для последнего условия точное выражение (3.25) может быть значитель-
но упрощено. Вычислим сначала внутренний интеграл. Осуществим замену пе-
ременной интегрирования y = l + 1. Если считать, что а → ∞, при l < 1 справед-
ливым будет следующее выражение exp[a(y + σjbj(tn))
2] ≈ exp[a(1 + σjbj(tn))
2 + 
+2a(1 + σjbj(tn)) l]. Таким образом, 
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njjnjjx njj
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21 2 ]))(1(2exp[]))(1(exp[]))((exp[  . 
 
Поскольку х < 1, то вкладом верхнего предела в последний интеграл 
можно пренебречь. В результате получим следующее асимптотическое выра-
жение: 
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Величина второго интеграла в (3.25) при условии a[1 + σjbj(tn)]
2 → ∞ оп-
ределяется нижним пределом и может быть представлена как 
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Устремив верхний предел к бесконечности, получим интеграл Пуассона, 
который равен a5.0 . Таким образом 
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Тогда при a[1 + σjbj(tn)]
2 → ∞, плотность вероятности переориентации магнит-
ного момента mj определяется следующим выражением: 
 
   ]))(1(exp[)](1)][(1[2; 22 njjnjjnj
r
n tbatbtb
a
t
jtw
j
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
 . (3.26) 
 
Важно отметить, что результат (3.26) следует так же из работы Брауна 
[56] для изолированных наночастиц, находящихся во внешнем поле, направ-
ленном вдоль легких осей. В работе [56] выражение (3.26) было получено пу-
тем решения прямого уравнения Фоккера-Планка при условии εj >> 1. Таким 
образом, в настоящей диссертации предлагается альтернативный метод опреде-
ления плотности вероятности );( jtw
j
, основанный на обратном уравнении 
Фоккера-Планка в рамках задачи о достижении случайным процессом заданно-
го уровня. Преимущество такого подхода состоит в том, что выражение для 
плотности вероятности );( jtw
j
 можно определить для произвольного значения 
εj, используя (3.25). 
Если условие εj >> 1 сохраняется для всех наночастиц ансамбля в момент 
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времени t = tn, то для такого момента времени можно определить дипольные 
поля, действующие на каждую наночастицу, используя выражение (3.1) и, со-
ответственно, определить плотности вероятности переориентации каждого 
магнитного момента, используя формулу (3.26). 
Нетрудно увидеть, что если заменить локальные дипольные поля средним 
полем, действующим на все наночастицы ансамбля, выражение (3.2) переходит 
в среднеполевой закон релаксации (2.50). В этом случае в уравнении (3.26) пе-
ременная bj(t) заменяется на величину b(t), соответствующую приближению 
среднего поля (2.52), и, следовательно, );(1);( jttjtw j
j s

   заменяется на 
)(1)( tttw s

  , где )(tts
  соответствует (2.51). Это означает, что плотность ве-
роятности переворота магнитного момента будет одной и той же для всех маг-
нитных моментов одного направления. Далее, учитывая, что Σjσj = N+(t) – N–(t), 
ρ(t) = (N+(t) – N–(t))/N, а N+(t) – N–(t) = N и условия τ → 0, N → ∞, из (3.2) полу-
чается временная зависимость намагниченности в приближении среднего поля 
(2.50). 
Таким образом, было получено строгое выражение для плотности вероят-
ности переориентации магнитного момента наночастицы в дипольном поле, 
создаваемом его окружением. В отличие от закона Аррениуса-Нееля (1.4), в 
выражении (3.26) предэкспоненциальный множитель зависит от величины ди-
польного поля. 
 
 
1.3.3. Влияние поля смещения на вероятность переориентации 
При построении среднеполевой теории магнитной релаксации двумерных 
ансамблей наночастиц было показано, что поле смещения, т.е. поле, направлен-
ное вдоль лёгких осей частиц, является важным фактором, определяющим ди-
намику намагниченности ансамбля. Однако, игнорирование динамических кор-
реляций направлений магнитных моментов приближением среднего поля 
может существенно искажать степень воздействия внешнего поля на систему, 
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особенно в случае большой плотности упаковки наночастиц. В случае, когда 
суммарное дипольное внешнее поля не превышают поля анизотропии для маг-
нитного момента любой наночастицы, т.е. не нарушается предположение о 
двух устойчивых состояниях, поле смещения легко учесть в рамках метода, 
разработанного в предыдущем пункте. Энергия j-ой наночастицы во внешнем 
поле будет определяться как [132] 
 
         ]cos2[cos, 2
2
1 ttBtmHttWW jjjajjj   , (3.27) 
 
где Bj(t) = (hj(t)+H0)/Ha.  
Следуя предположению, что каждый магнитный момент имеет два равновес-
ных направления, полагаем, что отношение |Bj(t)| < 1 справедливо для всех j. 
Состояние, соответствующее максимальной энергии Wj магнитного момента 
mj(t), определяется полярным углом 
 
    ]arccos[ tBt jj   (3.28) 
 
Далее записав обратное уравнение Фоккера-Планка, аналогичное (3.8), с 
помощью вышеописанной методики, получаем среднее время достижения маг-
нитным моментом mj, находящимся в дипольном поле окружения hj(t) и во 
внешнем поле H0, конической поверхности, определяемой выражением (3.28) 
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При условии a[1 + σjBj(tn)]
2 → ∞ плотность вероятности переориентации 
магнитного момента mj имеет следующий вид: 
 
   ]))(1(exp[)](1)][(1[2; 22 njjnjjnj
r
n tBatBtB
a
t
jtw
j


 . (3.30) 
 
Таким образом, оставаясь в пределах изложенного подхода, легко учесть 
влияние поля смещения на динамику намагниченности ансамбля наночастиц. 
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3.2. Алгоритм вычислений 
 
Следуя результатам предыдущего подраздела, для вычисления закона 
магнитной релаксации в некотором интервале (0, tM) необходимо знать состоя-
ния ансамбля наночастиц в некоторые дискретные моменты времени t = tn  
(n = 1, 2, …, M – 1) [129, 133, 134]. Состояние для n = 0, т.е. для t = 0, определя-
ется начальным условием σj(0) = + для всех j. Для нахождения состояния в сле-
дующий момент времени по известному предыдущему, необходимо проделать 
следующее. Будем считать, что известно состояние ансамбля в момент времени  
t = tn. Это значит, что множество A+(tn), содержащее номера j положительно на-
правленных магнитных моментов (σj(tn) = +) и множество A–(tn), содержащее 
номера j отрицательно направленных магнитных моментов (σj(tn) = –) полно-
стью определены. Ясно, что множество A+(tn) содержит N+(tn) элементов, а 
множество A –(tn) – N–(tn) элементов. 
Далее предполагая, что интервал Δtn+1 = tn+1 – tn достаточно мал, опреде-
лим среднее число переориентаций магнитных моментов 
 
    
 


 
ntAj
nnnn jtwttt ;, 11 , (3.31) 
 
которые имеют место на временном интервале Δtn+1 для множеств положитель-
но направленных (знак плюс) и отрицательно направленных (знак минус) маг-
нитных моментов. Другими словами, уравнение (3.31) справедливо в случае 
выполнения следующего неравенства Δtn+1max{w±(tn; j)} << 1. В отдельных слу-
чаях это может потребовать значительных вычислительных затрат, поэтому це-
лесообразно (3.31) заменить следующим приближенным соотношением: 
 
     
 


 
ntAj
nnnn jtwtYtt ;, 11 , (3.32) 
 
где Y(x) = x, если x < 1 и Y(x) = 1, если x ≥ 1.  
Данное выражение справедливо, если выполняется более слабое условие 
ν±(tn, tn+1) << N. С учетом (3.32), уравнение (3.2) может быть записано в виде 
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        ],,[2 111   nnnnnn ttttN
tt  . (3.33) 
 
Выражения (3.33), (3.32), (3.26) и (3.1) позволяют вычислить приведен-
ную намагниченность в момент времени t = tn+1, если известно состояние ан-
самбля в момент времени t = tn. Однако, вычислив количество изменений в сис-
теме за время Δtn+1, мы не можем с помощью этих выражений получить 
информацию о том, где эти изменения произошли. Это значит, что новое со-
стояние останется неопределенным и осуществление очередной итерации для 
момента времени tn+1 не представляется возможным. Поэтому для моделирова-
ния релаксации необходимо вместе с (3.33), (3.32), (3.26) и (3.1) использовать 
некоторый механизм внесения изменений в систему, т.е. необходима процедура 
получения нового состояния ансамбля. Фактически данная процедура является 
моделированием действия теплового поля на систему и, поэтому, она должна 
воспроизводить его случайный характер. Естественно предположить, что в сис-
теме преимущественно будут осуществлены перевороты в тех узлах, которым 
соответствуют наибольшие плотности вероятности w±(tn; j), однако не исключа-
ется возможность переворотов, вероятность которых минимальна. В данной ра-
боте предлагается простой в реализации и удовлетворяющий этому требованию 
механизм выбора узлов, в которых произойдут. 
Сначала определим временной интервал Δtn+1. Так как количество пере-
ориентирующихся в единицу времени магнитных моментов убывает со време-
нем в силу уменьшения (в среднем) локальных дипольных полей, действующих 
на наночастицы, для обеспечения приблизительно равного по числу переворо-
тов вклада каждой итерации, имеет смысл ввести переменную величину шага 
tn+1. Это позволит существенно сократить вычислительные затраты. Анализ 
показал, что в подавляющем большинстве случаев на начальном этапе релакса-
ции плотности вероятности w±(tn; j) по порядку величины совпадает со значени-
ем, полученным в приближении среднего поля w±(tn), а на заключительном эта-
пе w±(tn; j) << w±(tn). Для минимизации числа итераций без существенных 
потерь в точности будем выбирать Δtn+1 следующим образом: 
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   11 )()(

  nnn twtwt  ,  << 1. (3.34) 
 
При этом точность алгоритма нахождения закона магнитной релаксации, 
как и в любой другой разностной схеме второго порядка точности, будет опреде-
ляться второй степенью параметра , задающего шаг дискретизации. Следова-
тельно, с уменьшением  зависимость закона релаксации от величины  стано-
вится всё более слабой. В данной работе принималось  = [0.01 … 0.005].  
Зная величину Δtn+1, можем определить вероятность переворота каждого 
положительно направленного магнитного момента как Δtn+1w+(tn; j) и, используя 
(3.32), можно найти среднее число переворотов, которые имеют место за это 
время 
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 
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
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где r+( tn, tn+1) – число узлов решетки, для которых выполняется условие 
Δtn+1w+(tn; j) ≥ 1; 
 )( ntA  – подмножество A+(tn), для всех элементов которого выполня-
ется условие Δtn+1w+(tn; j) < 1; 
Поскольку величина ν+(tn, tn+1), вычисленная из (3.35), может быть дроб-
ной, введем число переориентаций n+(tn, tn+1) в виде  
 
     Ittttn nnnn   ],[, 11   (3.36) 
 
где [ν+(tn, tn+1)] – целая часть ν+(tn, tn+1); 
 I = [1, 0] с вероятностями p1 = ν+(tn, tn+1) – [ν+(tn, tn+1)] и p0 = 1 – p1 со-
ответственно. 
Величину n+(tn, tn+1) находим с использованием генератора случайных чисел.  
Среди n+(tn, tn+1) магнитных моментов, которые должны переориентировать-
ся к моменту времени tn+1, r+( tn, tn+1) магнитных моментов инвертируются в обяза-
тельном порядке в узлах, для которых выполняется условие Δtn+1w+(tn; j) ≥ 1 (на-
помним, что каждому номеру j соответствует узел решетки). Чтобы найти 
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w+(tn; N+ – r+) w+(tn; 1) w+(tn; 2) w+(tn; 3) x 

 )(
);(
ntAj n
jtw  
оставшиеся n+(tn, tn+1) – r+(tn, tn+1) узлов решетки, в которых должны произойти пе-
ревороты, разместим плотности вероятности переворота магнитных моментов в 
этих узлах w+(tn; j) на интервале ]);(..0[ )(  ntAj n jtw , как показано на рисунке 3.1. 
Ясно, что этот интервал будет содержать N+(tn, tn+1) – r+(tn, tn+1) подинтервалов. 
Генератором равномерной случайной величины генерируем случайное 
число x на этом отрезке. Выбранным считается тот узел j, которому соответст- 
 
 
Рис. 3.1. – К выбору узла, в котором произойдет переориентация  
магнитного момента. 
 
вует подинтервал w+(tn; j), содержащий число x (на рисунке 3.1 j = 3). Запомина-
ем соответствующий узел j и формируем новый интервал аналогично преды-
дущему, но не включая в него уже выбранный подинтервал. Повторив это дей-
ствие n+(tn, tn+1) – r+(tn, tn+1) раз, запоминая и исключая из рассмотрения уже 
выбранные узлы, мы реализуем оставшиеся перевороты, которые должны про-
изойти за время Δtn+1. 
Проделав всю вышеизложенную процедуру для среднего числа переориен-
таций ν–(tn, tn+1) магнитных моментов из отрицательного направления в положи-
тельное, мы определим n–(tn, tn+1) узлов решетки, в которых должны произойти 
эти перевороты за время Δtn+1. Поскольку известно состояние ансамбля в момент 
времени t = tn, состояние ансамбля в момент времени t = tn+1 может быть так же 
найдено, осуществив n+(tn, tn+1) + n–(tn, tn+1) инверсий магнитных моментов в вы-
бранных узлах. Аналогично можем найти состояние системы в момент времени  
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t = tn+2, используя в качестве начальных условий результат предыдущей итерации. 
Если состояние ансамбля наночастиц в момент времени t = 0 известно, то 
применяя данный алгоритм, мы можем найти состояния системы для дискретно-
го набора моментов времени t = tn (n = 1, …, M – 1). Так как данный алгоритм но-
сит вероятностный характер – т.е. каждая реализация такого численного экспе-
римента будет давать свою эволюцию системы с пренебрежимо малой 
вероятностью повторения – приведенная намагниченность, вычисленная по 
формуле (3.33), является случайной величиной. Численным экспериментом счи-
тается однократное применение алгоритма, описанного выше, результатом кото-
рого есть дискретный набор значений приведенной намагниченности. Обозна-
чим величину приведенной намагниченности в k-ом численном эксперименте на 
n-ом шаге как )( n
k
sim t . Тогда искомый закон магнитной релаксации есть набор 
усредненных значений приведенной намагниченности 
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1
1
 , (3.37) 
 
где К – количество численных экспериментов.  
Еще раз подчеркнем, что данный метод использует точные значения ло-
кальных дипольных полей в дискретные моменты времени, в промежутках меж-
ду которыми поля считаются постоянным. Последнее предположение является 
справедливым, если за этот промежуток времени дипольные поля не претерпе-
вают значительных изменений, т.е. количество переориентаций магнитных мо-
ментов много меньше общего числа наночастиц.  
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Выводы к разделу 3 
 
В данном подразделе был разработан новый метод численного моделиро-
вания термоиндуцированной магнитной релаксации в 2D ансамблях одноосных 
ферромагнитных наночастиц. Метод основан на точном аналитическом опреде-
лении плотностей вероятности переориентации магнитного момента и числен-
ном определении состояния ансамбля для дискретных моментов времени.  
Получено аналитическое выражение для нахождения приращения намаг-
ниченности ансамбля, соответствующего заданному малому промежутку вре-
мени. Решая задачу о среднем времени достижения случайным процессом за-
данного уровня с помощью обратного уравнения Фоккера-Планка, было 
получено точное выражение для среднего времени пребывания выбранного 
магнитного момента вдоль равновесных направлений в зависимости от величи-
ны дипольного поля, создаваемого другими магнитными моментами. В случае, 
когда поле анизотропии велико и равновесные направления магнитного момен-
та разделены высоким потенциальным барьером, было получено асимптотиче-
ское выражение для плотности вероятности переориентации магнитного мо-
мента.  
Основываясь на знании плотностей вероятности переориентации для всех 
магнитных моментов, была разработана численная процедура выбора узлов 
решетки, в которых произойдет теоретически определённое число переворотов 
на протяжении заданного промежутка времени. Данная процедура моделирует 
взаимодействие системы с термостатом и адекватно учитывает его случайный 
характер. Совместное использование численной процедуры определения ново-
го состояния ансамбля, соответствующего аналитически рассчитанному при-
ращению намагниченности в рамках единого цикла позволяет получить закон 
релаксации намагниченности в виде дискретной последовательности значений 
для любого временного интервала.  
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РАЗДЕЛ 4  
ЧИСЛЕННЫЕ РЕЗУЛЬТАТЫ И ИХ ОБСУЖДЕНИЕ 
 
 
 
В предыдущем разделе был описан алгоритм численного моделирования 
магнитной релаксации в двумерных ансамблях одноосных наночастиц с боль-
шой перпендикулярной анизотропией. Отметим, что настоящий метод является 
единственным, который позволяет в режиме реального времени при минималь-
ных вычислительных затратах описывать динамику намагниченности таких 
систем на любых временах. Все представленные здесь результаты были полу-
чены с помощью обычных персональных компьютеров на базе процессоров 
Celeron и Pentium IV с тактовой частотой не более 1 ГГц. Текст программы, 
реализующей данный алгоритм, приведен в приложении Б. 
Таким образом, наличие эффективного метода моделирования магнитной 
релаксации, позволило провести всестороннее исследование особенностей ре-
лаксации в зависимости от параметров системы. В настоящем разделе изучены 
влияние конечности решётки, плотности упаковки, характера упорядочения 
температуры и внешнего поля на закон магнитной релаксации. Проведён срав-
нительный анализ результатов численного моделирования и приближения 
среднего поля. 
 
 
4.1. Исследование размерных эффектов 
 
Объектом численного моделирования не может выступать бесконечная 
решётка наночастиц, поэтому на результат моделирования будут влиять не 
только корреляции направлений магнитных моментов, но и конечность ансамб-
ля. Следует указать, что в силу дальнодействующего характера дипольного 
взаимодействия нельзя избавиться от размерных или краевых эффектов с по-
мощью периодических граничных условий или условий Борна-Кармана [104, 
105]. Исследование влияния размеров системы на закон релаксации важно ещё 
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и тем, что реальные ансамбли являются конечными и имеют ограниченное чис-
ло структурных элементов. 
Для сравнения результатов моделирования и среднего поля, а также для 
выяснения роли динамических корреляций необходимо минимизировать влия-
ние конечности системы на процесс релаксации намагниченности. Простым и 
вместе с тем эффективным способом устранения действия краевых эффектов 
есть введение следующих граничных условий. Для квадратной решётки исход-
ный участок транслируется восемь раз, как показано на рисунке 4.1 .Каждая на-
ночастица рассматривается как находящаяся в центре квадратной области такого 
же размера L (квадрат, изображённый пунктиром на рисунке). Взаимодействие 
ограничено только пределами этой области, т.е. считается, что магнитный мо-
мент выбранной наночастицы находится в дипольном поле, создаваемом маг-
нитными моментами наночастиц, лежащими внутри или на границе пунктирного 
квадрата. Возникающие при этом ложные корреляции магнитных моментов, ле-
жащих на противоположных сторонах исходной области, не оказывают сущест-
венного влияния на динамику намагниченности ансамбля. На начальном 
 
 
 
Рис.  4.1. – Граничные условия, с помощью которых моделируется бесконечная 
решётка. 
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этапе релаксации почти все магнитные моменты ориентированы вдоль перво-
начального направления и такие граничные условия практически не вносят ис-
кажений. На заключительном этапе дипольные поля в центре решётки и у её 
краёв отличаются не столь значительно, как вначале релаксации и роль гранич-
ных условий невелика. 
При моделировании релаксации в гексагональной решётке наночастиц, ис-
пользуется шестиугольная область с характерным размером L, как показано на 
рисунке 4.2. Граничные условия, моделирующие бесконечную решётку, вводятся 
аналогично случаю квадратной решётки, а различия понятны из рисунка 4.3. 
 
 
Рис. 4.2. – Схематическое изображение гексагональной решетки наночастиц. 
 
Критерий выбора конкретной величины характерного размера решётки L, 
при котором размерные эффекты будут практически устранены, может быть 
только эмпирическим, и зависит от параметров исследуемой системы. В каче-
стве иллюстрации влияния размеров ансамбля на закон релаксации и критерия 
выбора размера решётки, достаточного для моделирования релаксации в беско-
нечной решётке при вышеописанных граничных условиях, была проведена се-
рия численных экспериментов для ансамбля Co наночастиц с параметрами [5]  
r = 4∙10-9 м; d = 3r = 12∙10-9 м; Ha = 6400 Э (5.094∙10
5 А/м);m/V = 1400 Гс (1.4 105 
А/м); λ = 0.2; Т = 300 К. Результаты моделирования представлены на рисунке 
4.4. Зависимость ρsim(t) посчитана для K = 100. Зависимость ρlim(t) посчитана так  
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Рис. 4.3. – Граничные условия для гексагональной решётки. 
 
же как и ρsim(t), но размерные эффекты устранены путем введения граничных 
условий и увеличения размера решетки. Из рисунка видно, что приведенная 
намагниченность ρsim(t) (t > 0) уменьшается с ростом размера решетки L, т.е. 
21
)()(
LsimLsim
tt    при L2 > L1 и ρsim(t) стремится к предельному значению при  
L → ∞. Такое поведение намагниченности объясняется следующими причина-
ми. Рост L приводит к увеличению (в среднем) локальных дипольных полей, 
действующих на магнитные моменты наночастиц. Результатом этого является 
увеличение средней плотности вероятности переориентации магнитного мо-
мента из положительного направления в отрицательное и уменьшение плотно-
сти вероятности обратной переориентации. Согласно (3.2), это приводит к уве-
личению разности между начальным и конечным значениями намагниченности, 
на интервале Δtn+1, а значит к более быстрому спаду закона релаксации. 
Также на рисунке 4.4 показана зависимость приведенной намагниченно-
сти от времени ρmf(t), полученная в приближении среднего поля для бесконеч-
ной решетки путём численного интегрирования уравнения (2.50). Для выбран-
ных значений параметров релаксация в приближении среднего поля 
характеризуется следующими значениями: a ≈ 29.01, ξ ≈ 0.31, tr ≈ 8.85∙10
–11с, 
τ0 ≈ 1.33∙10
–5с, τ∞ ≈ 1.56 с и τn ≈ 28.89 с. 
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Рис. 4.4. – Графики величин ρsim(t) при L = 50 (кривая 1), ρlim(t)  
(кривая 2) и ρmf(t) (кривая 3). Вставка: Те же зависимости и ρsim(t) при L = 70 
(кривая 4) на малых временах. 
 
Поскольку в момент времени t = 0 локальное дипольное поле бесконеч-
ной решетки всегда больше, чем максимальное значение такого поля для ко-
нечной решетки, условие ρsim(t) > ρmf(t) (t > 0) должно сохраняться на малых 
временах. Это условие также будет сохраняться также на достаточно больших 
временах, когда корреляции магнитных моментов приводят к замедлению про-
цесса релаксации намагниченности на конечной стадии по сравнению с при-
ближением среднего поля. Однако соотношение между ρsim(t) и ρmf(t) на проме-
жуточных временах при фиксированной температуре зависит от размера 
решетки L.  
Чтобы объяснит эту зависимость, отметим что, на начальной стадии только 
некоторые магнитные моменты претерпевают переориентацию. При этом реаль-
ные изменения дипольного поля происходит только для наночастиц, лежащих в 
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некоторой окрестности инвертированных магнитных моментов, в то время как 
для подавляющего большинства наночастиц изменение поля будет пренебрежи-
мо малым. В приближении же среднего поля, любое изменение намагниченности 
приводит к пропорциональному изменению величины поля (2.30), действующего 
на все частицы. Это значит, что для большинства jA+(t) выполняется условие 
w+(t; j) > w+(t), а для jA –(t) – условие w–(t; j) < w–(t). Прямым следствием по-
следних условий является то, что, начиная с некоторого времени, спад намагни-
ченности при моделировании происходит более быстро, чем в приближении 
среднего поля. Однако, как было показано выше, конечность решетки обуслов-
ливает уменьшение локальных дипольных полей, действующих на наночастицы, 
а значит и уменьшение скорости релаксации на начальном её этапе. В то же вре-
мя на заключительном этапе уменьшение скорости релаксации обусловлено кор-
реляциями направлений магнитных моментов. Конкуренция этих эффектов при-
водит к тому, что существует некоторое значение размера решетки Lcr = Lcr(T), 
для которого выполняются следующие условия 
1. ρsim(t) > ρmf(t) для всех t при L < Lcr (кривая 1 рисунка 4.4) и для  
t > t2in при L > Lcr (кривая 2 рисунка 4.4); 
2. ρsim(t) = ρmf(t) для t = ttg при L = Lcr , где ttg – точка касания; 
3. ρsim(t) < ρmf(t) для t1in < t < t2in при L > Lcr (кривая 4 рисунка 4.4); 
Здесь t1in ≈ 2.25∙10
 –5с, t2in ≈ 2.09∙10
 –2 с. С ростом размера решетки L время t1in убы-
вает, а время t2in – возрастает. В результате, при L → ∞ имеем ρsim(t) → ρlim(t), пер-
вая точка пересечения исчезает, т. е. t1in → 0, а вторая точка пересечения стре-
миться к предельному значению t2in → tin (кривая 2 рисунка 4.4, tin ≈ 0.46
 с). 
Чтобы более полно охарактеризовать различие между ρsim(t) и ρmf(t), и оп-
ределить значение L, достаточное для моделирования бесконечной решётки, 
введем параметр χL(t) = [ρsim(t) – ρmf(t)]/ρsim(t). Зависимости χL(t) для тех же пара-
метров ансамбля кобальтовых наночастиц приведены на рисунке 4.5. Ненуле-
вое значение этого параметра обусловлено конечностью ансамбля и корреля-
циями магнитных моментов наночастиц. Роль корреляций возрастает со 
временем и на больших  временах  является  причиной существенного различия 
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Рис.  4.5. – Зависимости χL(t) для различных размеров решетки:  
L = 50 (кривая 1), L = 70 (кривая 2) и L = ∞ (кривая 3). Вставка: те же зависимо-
сти на малых временах.  
 
между зависимостями ρsim(t) и ρmf(t): χL(t) → 1 при t → ∞. Соответственно роль 
граничных эффектов максимальна на начальном этапе релаксации. Как было 
сказано ранее, спад намагниченности должен происходить быстрее, чем пред-
сказывает приближение среднего поля. Это значит, что величина χL(t) на малых 
временах должна быть отрицательной. На вставке рисунка 4.5 показано, что 
этому условию удовлетворяет кривая 3, полученная при L = 100 с применением 
указанных граничных условий. Это значит, что такой размер решётки достато-
чен для устранения краевых эффектов. 
Тот факт, что плотность вероятности переориентации w±(t; j) в уравнении 
(3.26) экспоненциально зависит от большого параметра а, имеет два следствия. 
Первое является очевидным и заключается в сильной зависимости закона релак-
сации ρsim(t) от температуры благодаря тому, что величина а обратно пропорцио-
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нальна T. Второе имеет более сложную природу, и относится к разному характе-
ру временных зависимостей ρsim(t) и ρmf(t) для различных температур. Согласно 
вышеизложенным результатам, при определенном значении Т и размере решет-
ки, удовлетворяющему условию L < Lcr, справедливо неравенство ρsim(t) > ρmf(t) 
для всех t > 0. С уменьшением Т плотности вероятности w±(t; j) уменьшаются не-
одинаково, и чем меньше температура, тем больше относительная разница между 
ними. Это значит, что в случае меньших температур, переориентации магнитных 
моментов гораздо чаще, по сравнению со случаем больших температурах, будут 
иметь место в узлах, которым отвечают наибольшие значения w±(t; j). Как следст-
вие – на малых временах разность ρsim(t) – ρmf(t) будет расти с уменьшением T. 
Поэтому если при заданной температуре выполняется условие L < Lcr, но разница 
между L и Lcr не слишком велика, то кривые ρsim(t) и ρmf(t) могут иметь точки пе-
ресечения при меньшем значении температуры. Это утверждение подтверждает-
ся численным моделированием. Так, на рисунке 4.4 в случае L = 50 пересечение 
между ρsim(t) и ρmf(t) (кривые 1 и 2) отсутствует, в то время как на рисунке 4.6, от-
ражающем закон релаксации для тех же параметров, но при Т = 150 К, имеются 
точки пересечения, первая из которых обозначена на вставке. Для последнего 
случая имеют место следующие значения остальных параметров a ≈ 58.02,  
τ0 ≈ 10.72с, τ∞ ≈ 2.54∙10
12 с и τ∞ ≈ 8.11∙10
13 с, t1in ≈ 56.12с, t2in ≈ 6.83∙10
11 с. 
Закон релаксации намагниченности для рассматриваемой системы не мо-
жет быть вычислен, используя т.н. метод Монте-Карло с временным квантова-
нием шага, который разработан в работах [106, 107, 110]. Согласно этому мето-
ду каждому шагу Монте-Карло соответствует некоторый временной интервал 
Δt, который определяется формулой (1.8) (R0 < 1) – максимальная величина од-
ного шага. Тогда число шагов Монте-Карло М = μτn/Δt, которое необходимо 
выполнить, чтобы получить зависимость намагниченности от времени на ин-
тервале (0, μτn), согласно (1.8) будет  
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Рис.  4.6. – Графики величин ρsim(t) при L = 50 (кривая 1), ρmf(t) (кривая 2). 
Вставка: те же зависимости на малых временах. 
 
Для значений параметров, которые использовались выше, значение М при 
R0 = 1 μ = 0.2 будет составлять М ≈ 4.33∙10
10 для Т = 300 К и М ≈ 6.08∙1022 для  
Т = 150 К. Это не только требует огромных вычислительных затрат, но и ставит 
под сомнение результат, который может быть получен таким способом. Мето-
ды Монте-Карло считаются дающими правильный результат при некотором со-
отношении принятых и не принятых изменений в системе(~ 0.5-0.2) [105]. Если 
даже при очень больших значениях максимального отклонения R0 → 1 число 
шагов за время μτn очень велико, то это значит, что почти все пробные шаги не 
принимаются, или что за это время каждый магнитный момент совершает 
большое число переворотов, тогда как при μ = 0.2 за это время намагниченность 
может еще не достигнуть равновесного значения. 
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4.2. Влияние типа упаковки на магнитную релаксацию 
 
Учет корреляций магнитных моментов позволяет увидеть влияние струк-
туры ансамбля на процесс магнитной релаксации. Так, для гексагональной ре-
шетки, в узлах которой размещены наночастицы (см. рис. 4.2), значение сред-
него поля будет определяться формулой (2.30), где выражение для S1 (2.29) 
перепишется для гексагональной решетки как 
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На рисунке 4.7 представлены результаты моделирования для квадратной 
и гексагональной решёток с характерными размерами L = 100 и L = 60 соответ-
ственно. Все остальные параметры решёток одинаковы и соответствуют ис-
пользованным в предыдущем подразделе. Размерные эффекты устранены путём 
наложения граничных условий, а значит, на закон релаксации влияет только 
тип упаковки частиц в решётке. Будем обозначать индексом “s” результаты, от-
носящиеся к квадратной решётке, а индексом “h” – к гексагональной. В при-
ближении среднего поля тип упаковки влияет только на интенсивность диполь-
ного взаимодействия ξ (см.(2.52)) посредством решёточной суммы S1, 
большему значению которой соответствует большее среднее поле, и, следова-
тельно, более быстрая релаксация. Так как Sh1 > S
s
1 (см. (2.29) и (4.2)), то нера-
венство ρhmf(t) < ρ
s
mf(t) имеет место на всём временном интервале.  
Моделирование  показало, что на начальном этапе релаксации намагни-
ченности в гексагональной решётке действительно протекает быстрее:  
ρhsim(t) < ρ
s
sim(t). Однако на больших временах это неравенство не выполняется. 
Каждая частица в гексагональной решётке  имеет 6 ближайших соседей, в то 
время как в квадратной – только 4. Когда почти все магнитные моменты ориен-
тированы вдоль первоначального направления, это обстоятельство обуславли-
вает бóльшие дипольные поля в гексагональной решетке по сравнению с квад-
ратной  и  кривая  намагниченности  ρhsim(t) спадает  более круто,  поскольку   
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Рисунок 4.7 – Закон магнитной релаксации для различных типов решётки.  
1 – ρssim(t); 2 – ρ
s
mf(t) 3 – ρ
h
sim(t); 4 – ρ
h
mf(t) 
 
бóльшим локальным дипольным полям отвечает бóльшая вероятность переори-
ентации. 
При приближении системы к состоянию равновесия, дипольное взаимо-
действие стремиться упорядочить магнитные моменты антиферромагнитным 
образом. Для квадратной решётки такое упорядочение характеризуется тем, что 
ближайшее окружение каждой наночастицы имеет противоположное направле-
ние магнитных моментов. В то же время для гексагональной решётки это вы-
полняется только для 4 из 6 ближайших соседей, что обуславливает меньшие, 
по сравнению с квадратной решёткой, локальные дипольные поля в системе. 
Таким образом, на заключительном этапе интенсивность взаимодействия для 
гексагональной решётки оказывается более слабой, чем для квадратной решёт-
ки, поэтому кривая ρhsim(t) стремиться к нулю медленнее, чем ρ
s
sim(t). 
В случае, когда плотности упаковки ансамблей равны, приближение 
среднего поля предсказывает лишь незначительное отличие полей, действую-
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щих на магнитные моменты частиц квадратной и гексагональной решеток. Ра-
венство плотностей упаковки определяется равенством площадей элементарных 
ячеек. Это выполняется при отношении постоянных решетки ds/dh = 31/42–1/2. То-
гда величина среднего поля для гексагональной решетки будет составлять  
3–3/423/2Sh1/S
s
1 ≈ 0.9845 от поля для квадратной решетки. Такое незначительное 
изменение величины b(t) в (2.51) не приводит к существенному изменению за-
кона релаксации (2.50), что подтверждается слиянием кривых 3 и 4, рисунок 
4.8, на основном графике. На вставке видно, что ρhmf(t) > ρ
s
mf(t). Это неравенство 
выполняется для всех времён, поскольку среднее поле для квадратной решётки 
больше, чем для гексагональной. 
 
(t)
t/n0.05 0.10 0.15
0.1
0.2
0.3
3
1
0
2, 4
t/n (10
-8)
0.7
0.8
0.9
3
1
0 5
4
2
(t)
 
 
Рис. 4.8. –Законы релаксации для различных решеток с равной плотностью упа-
ковки. 1 – ρssim(t); 2 – ρ
s
mf(t) 3 – ρ
h
sim(t); 4 – ρ
h
mf(t). 
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В то же время, численное моделирование обнаруживает существенное раз-
личие законов магнитной релаксации для этих ансамблей при условии равенства 
их поверхностных плотностей. Намагниченность гексагональной решетки (кри-
вая 1, рис. 4.8) существенно превышает намагниченность квадратной решетки 
(кривая 2, рис. 4.8). Т.е. условие ρhsim(t) > ρ
s
sim(t) выполняется на всех временах. 
Это говорит о том, что, несмотря на большее число ближайших соседей, мень-
шее расстояние между наночастицами (ds ≈ 2.7918·10-9 м, dh = 3·10-9 м) обуслав-
ливает большие локальные поля в квадратной решётке, и, следовательно, боль-
шую интенсивность взаимодействия. Поэтому описанный ранее эффект для двух 
решёток с одинаковым периодом, когда на малых временах ρhsim(t) < ρ
s
sim(t), в 
данном случае не будет иметь места. На больших временах кривые намагничен-
ности ρhsim(t) и ρ
s
sim(t) на рисунках 4.7 и 4.8 ведут себя одинаково. 
Таким образом, корреляционные эффекты в зависимости от структуры 
обусловливают различное поведение релаксации. 
 
 
4.3. Релаксация в поле смещения 
 
В рамках приближения среднего поля было показано, что поле смещения 
обуславливает ненулевой уровень равновесной намагниченности ансамбля на-
ночастиц. Сравнительный анализ результатов численного моделирования и 
среднеполевой теории показал, что на заключительном этапе релаксации, когда 
действие среднего поля практически отсутствует, возникающие корреляции на-
правлений магнитных моментов оказывают существенное влияние на динамику 
намагниченности. Следовательно, намагниченность основного состояния ан-
самбля будет отличаться от величины, предсказываемой приближением средне-
го поля, причём в силу антиферромагнитного характера дипольного взаимодей-
ствия, её действительное значение по модулю будет меньше, чем среднеполевое.  
Для нахождения зависимости равновесного уровня намагниченности от 
величины внешнего поля смещения )( 01 H
sim был использован алгоритм Мет-
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рополиса [104, 105], который относится к стандартным методам Монте-Карло. 
Для ансамбля Co наночастиц с параметрами r = 4∙10-9 м; d = 3r = 12∙10-9 м;  
Ha = 6400 Э (5.094∙10
5 А/м); m/V = 1400 Гс (1.4 105 А/м); λ = 0.2; Т = 300 К, ре-
зультаты моделирования представлены на рисунке 4.9. В отличие от аналогич-
ных зависимостей для менее плотного ансамбля (см. рис. 2.12), величина ρ1 об-
наруживает более слабую зависимость от величины поля смещения, о чём 
свидетельствует относительное расположение кривых 2 и 3 на рисунке 4.9.  
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Рис. 4.9. Намагниченность основного состояния, полученная 1 – методом Мон-
те-Карло; 2 – в приближении среднего поля; 3 – в приближении невзаимодейст-
вующих частиц. 
 
Согласно среднеполевой теории, намагниченность ансамбля достигает 
равновесного значения, когда сумма среднего дипольного и внешнего полей 
равна нулю. Однако при достижении этого условия, магнитные моменты будут 
находиться в локальных, различных как по модулю, так и по направлению ди-
польных  полях.  Локальные  поля  распределены  таким  образом, что  система  
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стремиться упорядочиться антиферромагнитным образом, следовательно, абсо-
лютное значение намагниченности стремиться к меньшему значению. Поэтому 
кривая 1 на рисунке 4.9 расположена ближе к нулю, чем кривая 2. 
В отсутствие внешнего поля кривые ρsim(t) и ρmf(t) для бесконечной ре-
шётки пересекаются только один раз (см рис. 4.4). В то же время, при опреде-
лённых значениях H0, зависимости намагниченности от времени, полученные в 
приближении среднего поля и в результате моделирования, могут иметь две 
точки пересечения, либо не иметь их совсем. Графики, представленные на ри-
сунке 4.10, иллюстрируют первую ситуацию: зависимости ρsim(t) и ρmf(t) пере-
секаются в точках t1in ≈ 1.11 c и t2in ≈ 6.04 с. В случае H0 = 0 неравенство  
ρsim(t) > ρmf(t) при t → ∞ обусловлено спадом темпа релаксации в результате кор-
реляций направлений магнитных моментов. Если H0 > 0, то условие ρsim(t) > ρmf(t) 
реализуется только на промежуточном интервале (t1in; t2in) в силу того, что 
mfsim
11   . Таким образом, наблюдается  конкуренция между  эффектом  замед-  
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Рис. 4.10. – Закон магнитной релаксации при наличии поля смещения 
H0 = 70 Э (5.57∙10
3 А/м), на вставке – H0 = 500 Э (3.98∙10
4 А/м); 
1 – ρsim(t), 2 – ρmf(t). 
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ления релаксации со временем и несовпадением величины ρ1 для моделирова-
ния и среднего поля. При малых значениях H0 это приводит к появлению вто-
рой точки пересечения. С ростом величины внешнего поля точка t2in движется в 
сторону t1in и начиная с некоторого значения H0 условие ρsim(t) < ρmf(t) выполня-
ется для всех t (см вставку к рис. 4.10). 
Тип упаковки наночастиц в ансамбле служит причиной различной интен-
сивности дипольного взаимодействия. Как было отмечено выше, на заключи-
тельном этапе релаксации корреляционные эффекты в квадратной решётке на-
ночастиц более ярко выражены, чем в гексагональной. Следовательно, 
гексагональная решётка более подвержена действию внешнего поля, и её рав-
новесная намагниченность будет по модулю большей, чем для квадратной ре-
шётки для одного и того же поля смещения H0 (см. рис. 4.11, 4.12). В то же 
время, приближение среднего поля предсказывает обратное соотношение этих 
величин (см. вставки к рис. 4.11, 4.12). 
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Рис. 4.11. – Закон магнитной релаксации при H0 = 500 Э (3.98∙10
4 А/м) для раз-
личных типов решётки; 1 – ρssim(t); 2 – ρ
s
mf(t) 3 – ρ
h
sim(t); 4 – ρ
h
mf(t). 
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Рис. 4.12. – Закон магнитной релаксации при H0 = – 500 Э (– 3.98∙10
4 А/м) для 
различных типов решётки; 1 – ρssim(t); 2 – ρ
s
mf(t) 3 – ρ
h
sim(t); 4 – ρ
h
mf(t).  
 
 
4.4. Об аппроксимации закона релаксации различными  
зависимостями 
 
Отсутствие точного аналитического решения и эффективного алгоритма 
моделирования магнитной релаксации в исследуемых системах послужило 
причиной того, что зависимость намагниченности от времени аппроксимирова-
лась на конечных временных интервалах различными зависимостями. Другими 
словами, активно использовался аппарат регрессии, а численные коэффициен-
ты выводились на основании экспериментальных данных, полученных для не-
которого, как правило, небольшого промежутка времени. Однако, как было 
указано в работе [135], такой подход не позволяет описать релаксацию намаг-
ниченности для любого времени с помощью одной зависимости. Кроме того, 
все существующие на данное время эксперименты проводились на неупорядо-
ченных системах, следовательно, на закон релаксации оказывали воздействие 
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нерегулярность расположения наночастиц, распределение их размеров и произ-
вольность ориентации магнитного момента.  
Как в рамках приближении среднего поля, так и при моделировании учи-
тывалось только дипольное взаимодействие, значит, на основании анализа по-
лученных результатов можно сделать вывод о том может ли это взаимодейст-
вие обусловить ту или иную зависимость намагниченности от времени. На 
приведённых ниже рисунках масштабы выбраны таким образом, что линейный 
характер зависимостей будет свидетельствовать о пропорциональности закона 
релаксации той или иной функции. Исходные данные были получены для гек-
сагональной решётки с параметрами, значения которых было указано выше. 
Линейные участки графиков рисунка 4.13 указывают на то, что на этих 
временных интервалах релаксация носит логарифмический характер, что ха-
рактерно, например, для ансамблей наночастиц с логнормальным распределе-
нием их радиусов [118, 119]. Аппроксимация зависимости ρ(t) такой зависимо-
стью часто встречается в работах по данной тематике (см. например [136-138]). 
Однако линейный участок наблюдается лишь на промежуточных временах для 
закона релаксации, полученного в приближении среднего поля. Это подтвер-
ждает  тот  факт, что дипольное взаимодействие не является причиной лога-
рифмической релаксации [139].  
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Рис. 4.13. – К аппроксимации закона магнитной релаксации логарифми-
ческой зависимостью (ρ ~ lg(t)); (а) – H0 = 0, (б) – H0 = 500 Э (3.98∙10
4 А/м);  
1 – ρsim(t), 2 – ρmf(t). 
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Степенной закон релаксации, как правило, следовал из анализа данных, 
полученных стандартными методами Монте-Карло [84, 140]. Необоснованность 
такого подхода обусловлена отсутствием привязки к реальному времени алго-
ритмов Монте-Карло. Из рисунка 4.14 видно, что степенная зависимость не 
имеет места в описании динамики намагниченности ансамблей частиц, взаимо-
действующих дипольным образом.  
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Рис. 4.14 – К аппроксимации закона магнитной релаксации степенной зависи-
мостью (ρ ~ t – α); (а) – H0 = 0, (б) – H0 = 500 Э (3.98∙10
4 А/м); 1 – ρsim(t), 2 – ρmf(t). 
 
Аппроксимация закона релаксации т.н. замедленной экспоненциальной 
(stretched exponential) зависимостью предлагалась в работах [94, 138, 141]. В ча-
стности, Лоттисом (Lottis) и др. [94], такой подход был предложен для объясне-
ния численных результатов, полученных в рамках приближения среднего поля. 
В настоящей диссертации это приближение было использовано более коррект-
но, с учётом реальной структуры ансамбля. Однако полученные результаты (см. 
рис. 4.15) показывают, что даже в приближении среднего поля динамика на-
магниченности не подчиняется такому закону.  
В качестве характеристики релаксации в магнитных системах часто ис-
пользуют т.н. коэффициент магнитной вязкости [142-144]. Эта величина опре-
деляется как S(t) = – dρ/dln(t) Если на достаточно широком временнóм интервале  
выполняется условие S(t) ≈ const, тогда релаксация происходит по логарифми-
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ческому закону. Однако для рассмотренных здесь систем логарифмическая ре-
лаксация не имеет места и функция S(t) обнаруживает сильную зависимость от t 
(см. рис. 4.16). Это свидетельствует о том, что процесс термоиндуцированной 
релаксации намагниченности для таких систем подчиняется более сложной за-
висимости.  
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Рис. 4.15. – К аппроксимации закона магнитной релаксации замедленной экс-
поненциальной (stretched exponential) зависимостью (ρ ~ exp[at α]); 
(а) – H0 = 0, (б) – H0 = 500 Э (3.98∙10
4 А/м); 1 – ρsim(t), 2 – ρmf(t). 
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Рис. 4.16 – Коэффициент магнитной вязкости. 
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Выводы к разделу 4 
 
В настоящем разделе показано, что реальное поведение магнитной релак-
сации конечного ансамбля наночастиц может существенно отличаться от пове-
дения, предсказываемого приближением среднего поля для бесконечного ан-
самбля. Это отличие обусловлено как конечностью ансамбля, так и 
корреляциями направлений магнитных моментов, которые возникают вследст-
вие дипольного взаимодействия между частицами. Для конечной решетки ре-
лаксация намагниченности на малых и больших временах протекает более мед-
ленно, чем в приближении среднего поля для бесконечной решетки, а на 
промежуточных этапах положение кривых намагниченности относительно друг 
друга зависит от размера ансамбля и от температуры. Увеличение размеров ре-
шетки обусловливает ускорение темпов релаксации, и в предельном случае 
бесконечной решетки релаксация до некоторого времени tin протекает быстрее, 
чем в приближении среднего поля, а затем – более медленно. Эта особенность 
обусловлена корреляционными эффектами, роль которых растет со временем.  
Исследовано влияние типа упаковки наночастиц на процесс релаксации. 
Установлено, что зависимости намагниченности от времени для квадратной и 
гексагональной решётки одинакового периода различаются следующим обра-
зом. В отличие от приближения среднего поля, которое предсказывает более 
быстрый спад намагниченности для гексагональной решётки на всех временах, 
из результатов моделирования следует, что на начальном этапе релаксация про-
текает быстрее в гексагональной решётке частиц, в то время как на заключи-
тельном – в квадратной. Это связано с различной степенью влияния корреляци-
онных эффектов на динамику намагниченности в зависимости от типа 
упорядочения частиц в ансамбле. Показано, что при одинаковой плотности 
упаковки системы, когда кривые намагниченности, полученные для этих двух 
решёток в приближении среднего поля, совпадают, реальная временная зави-
симость намагниченности для гексагональной решётки лежит всегда выше, чем 
для квадратной. 
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Влияние внешнего поля на процесс релаксации в первую очередь связано 
с ненулевым значением намагниченности основного состояния системы в этом 
случае. С помощью моделирования установлено, что величина равновесной на-
магниченности не совпадает с величиной, полученной в приближении среднего 
поля. Показано, что в зависимости от величины поля смещения и типа решётки 
кривые намагниченности, полученные в приближении среднего поля и с помо-
щью моделирования, могут пересекаться в двух точках или не пересекаться со-
всем. Это подтверждает важность роли динамических корреляций направлений 
магнитных моментов в релаксации намагниченности ансамблей наночастиц, 
находящихся в поле смещения. 
Используя различные масштабы представления графиков исследуемых 
зависимостей, показано, что для данных ансамблей процесс релаксации не мо-
жет быть описан такими элементарными функциями как логарифмическая, сте-
пенная, замедленная экспоненциальная (stretched exponential). 
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ЗАКЛЮЧЕНИЕ 
 
 
Основным результатом проведенного исследования является установле-
ние общих закономерностей, присущих процессу магнитной релаксации в дву-
мерных ансамблях одноосных ферромагнитных наночастиц с большой перпен-
дикулярной анизотропией, и раскрытие их физической сущности. Решение этой 
фундаментальной проблемы получено путем построения среднеполевой теории 
магнитной релаксации и методом численного моделирования, основанного на 
принципиально новом подходе, который учитывает влияние как термостата, так 
и дипольных корреляций направлений магнитных моментов наночастиц.  
Наиболее значимые результаты диссертации состоят в следующем. 
1. Построена среднеполевая теория термоиндуцированной релаксации 
намагниченности 2D систем одноосных ферромагнитных наночастиц с боль-
шой перпендикулярной анизотропией. В её основу положено уравнение Фокке-
ра-Планка для функции распределения отдельного магнитного момента, в ко-
тором влияние остальных магнитных моментов учтено посредством усреднён-
ного локального дипольного поля, действующего в месте расположения 
выделенного. Решение уравнения Фоккера-Планка, найденное в неявном виде 
методом Крамерса, использовано для вывода обыкновенного дифференциаль-
ного уравнения первого порядка, определяющего закон магнитной релаксации 
в данных системах. Применение строгой процедуры вывода этого уравнения и 
более реалистичный учет дипольных полей – основные особенности развитой 
теории, отличающие ее от предложенных ранее. 
2. В рамках развитой теории проведено всестороннее исследование 
влияния температуры, магнитного поля смещения, характеристик наночастиц и 
пространственного их распределения, а также усредненного значения локаль-
ного дипольного поля на процесс магнитной релаксации. Установлено, в част-
ности, что как в отсутствии поля смещения, так и при его наличии процесс ре-
лаксации характеризуется не одним, как в ансамблях невзаимодействующих 
наночастиц, а двумя в общем случае различающимися на несколько порядков 
временами релаксации. Дипольное взаимодействие приводит к увеличению 
скорости магнитной релаксации по сравнению со случаем невзаимодействую-
щих частиц, а сам процесс релаксации замедляется со временем. Причиной это-
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го замедления является увеличение в процессе релаксации той составляющей 
потенциального барьера между равновесными направлениями магнитных мо-
ментов наночастиц, которая обусловлена их дипольным взаимодействием.  
3. Развит новый метод численного моделирования магнитной релаксации в 
данных ансамблях, в максимальной степени учитывающий влияние диполь-
дипольного взаимодействия наночастиц. Он базируется на точном выражении для 
вероятности переориентации магнитных моментов, полученном путем аналитиче-
ского решения уравнения для времени переориентации, следующего из соответст-
вующего обратного уравнения Фоккера-Планка, и на численной процедуре опре-
деления состояния ансамбля в дискретные моменты времени, которая в полной 
мере учитывает действие термостата. Наиболее важными свойствами этого метода 
являются: 1) практически точный учет магнитного диполь-дипольного взаимодей-
ствия наночастиц, что дает возможность выявить те особенности закона релакса-
ции, которые обусловлены корреляционными эффектами; 2) нахождение закона 
релаксации как функции реального времени, а не шагов Монте-Карло, что позво-
ляет избежать применения неоднозначной процедуры конвертирования этих ша-
гов в интервалы времени; 3) чрезвычайно широкая область определения закона 
релаксации, верхняя граница которой может существенно превышать максималь-
ное время релаксации системы. В настоящее время ни один из известных числен-
ных методов не обладает полным набором этих свойств.  
4. Новым методом численного моделирования изучены особенности маг-
нитной релаксации, обусловленные полем смещения, размерами ансамбля, дина-
мическими корреляциями направлений магнитных моментов наночастиц и их 
пространственным распределением. Проведен сравнительный анализ результатов 
численного моделирования и результатов, полученных в рамках среднеполевой 
теории магнитной релаксации. Показано, что намагниченность таких систем 
сложным образом зависит от времени и в общем случае не может быть аппрокси-
мирована логарифмической, степенной и замедленной экспоненциальной 
(stretched exponential) зависимостями, которые широко используются для изуче-
ния магнитной релаксации. Установлено, в частности, что динамические корреля-
ции ускоряют релаксацию на малых временах, замедляют на больших, и в случае 
ненулевого поля смещения вносят заметный вклад в величину равновесной на-
магниченности системы.  
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ПРИЛОЖЕНИЕ A 
Соответствие между стохастическим уравнением Ландау-Лифшица и 
уравнением Фоккера-Планка 
 
 
 
Для установления соответствия между одним из стохастических диффе-
ренциальных уравнений (2.10) и уравнением Фоккера-Планка (1.6) будем счи-
тать, что (2.10) рассматривается как результат предельного перехода δt →0 в 
неявной разностной схеме (здесь под i-ой координатой следует понимать ази-
мутальный или полярный угол произвольного магнитного момента) 
 
         nkiknini tVgttft  ~1    (A.1) 
 
где      1 ninini ttt  ; 
 δt = tn – tn – 1; 
   )(1)(~ 1 ninii tt  , 10   ; 
      1 nknknk tVtVtV  – приращения винеровского процесса, харак-
теризуемые соотношениями 0)( nk tV  и 
ksnmmsnk ttVtV   2)()( . 
Введём в рассмотрение некоторую функцию E(t) = E{ψ(t)} = E(ψ1(t),  
ψ2(t), … ψ2N(t)), и найдём её приращение как 
 
           11   nnnn tEttEtE   (A.2) 
 
Разложив в ряд Тейлора первое слагаемое правой части (A.2) до квадра-
тичного члена, получим  
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Представим функцию  ~ikg  в виде    )()(~ 1 nnikik ttgg     и 
разложим её в ряд Тейлора до линейных членов 
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Подставим (A.1) и (A.4) в (A.3), пренебрегая членами, содержащими δtβ, 
β > 1. Получим следующее выражение (здесь и далее аргумент tn–1опускаем):  
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Следующим этапом усредним δE(tn). Под средним  ntE  следует пони-
мать среднее по реализациям δVk при фиксированных ψk(tn-1), и среднее по ψk(tn-1). 
Вычислим сначала среднее первого типа 
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Среднее второго типа необходимо вычислять через некоторую плотность 
вероятности 
 
         
R
nVnn dtPtEtE  1,  (A.7) 
 
где  R – произвольный объём в ψ-пространстве, R → ∞, ; 
 d{ψ} = dψ1dψ2,…, dψ2N. 
Интегрируя это выражение, получаем  
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где S΄ – интеграл по поверхности. 
С другой стороны,  
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поэтому 
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Сравнивая (A.8) и (A.9) и учитывая произвольность функции E(t), в пре-
деле δt →0 получаем уравнение Фоккера-Планка 
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устанавливающее связь с уравнением (2.10). 
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ПРИЛОЖЕНИЕ Б 
Текст программы на языке Delphi  
 
 
 
unit Unit1; 
interface 
uses 
Windows, Messages, SysUtils, Classes, Graphics, Controls, Forms, Dialogs, 
StdCtrls, ComCtrls, FileCtrl, ExtCtrls,IniFiles,Math; 
type 
  TForm1 = class(TForm) 
    PageControl1: TPageControl; 
    TabSheet1: TTabSheet; 
    TabSheet2: TTabSheet; 
    OpenDialog1: TOpenDialog; 
    SaveDialog1: TSaveDialog; 
    Panel1: TPanel; 
    Edit4: TEdit; 
    Panel2: TPanel; 
    Edit5: TEdit; 
    Edit6: TEdit; 
    Label4: TLabel; 
    Edit7: TEdit; 
    Edit8: TEdit; 
    Label1: TLabel; 
    Label2: TLabel; 
    Label3: TLabel; 
    Label5: TLabel; 
    Label6: TLabel; 
    Label7: TLabel; 
    Label8: TLabel; 
    Label9: TLabel; 
    Run: TButton; 
    LabelErr: TLabel; 
    Exit: TButton; 
    Next: TButton; 
    LabelPath: TLabel; 
    TabSheet3: TTabSheet; 
    Panel3: TPanel; 
    Label10: TLabel; 
    Label11: TLabel; 
    Label12: TLabel; 
    Label13: TLabel; 
    Label14: TLabel; 
    Break: TButton; 
    StatusBar1: TStatusBar; 
    Label15: TLabel; 
    Label16: TLabel; 
    Label17: TLabel; 
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    Label18: TLabel; 
    Label19: TLabel; 
    Edit12: TEdit; 
    Edit14: TEdit; 
    Edit16: TEdit; 
    Edit15: TEdit; 
    Edit13: TEdit; 
    Edit3: TEdit; 
    Edit1: TEdit; 
    Edit2: TEdit; 
    Edit9: TEdit; 
    Edit10: TEdit; 
    Edit11: TEdit; 
    Edit17: TEdit; 
    Label20: TLabel; 
    ComboBox1: TComboBox; 
    ComboBox2: TComboBox; 
    Label21: TLabel; 
    Label22: TLabel; 
    ComboBox3: TComboBox; 
    Label23: TLabel; 
    Edit18: TEdit; 
    Label24: TLabel; 
    EditPath: TEdit; 
    Panel4: TPanel; 
    CheckBox1: TCheckBox; 
    Edit19: TEdit; 
    Label25: TLabel; 
    Edit20: TEdit; 
    Label27: TLabel; 
    CheckBox2: TCheckBox; 
    Label26: TLabel; 
    Edit21: TEdit; 
    Label28: TLabel; 
    Edit22: TEdit; 
    procedure FormCreate(Sender: TObject); 
    procedure RunClick(Sender: TObject); 
    procedure ExitClick(Sender: TObject); 
    procedure InputEditChange1(Sender: TObject); 
    procedure InputEditChange2(Sender: TObject); 
    procedure InputEditChange3(Sender: TObject); 
    procedure NextClick(Sender: TObject); 
    procedure BreakClick(Sender: TObject); 
    procedure FormCloseQuery(Sender: TObject; var CanClose: Boolean); 
  private 
    procedure WMSendCommand(var message: TMessage); message CM_BASE+300; 
  public 
    { Public declarations } 
  end; 
  procedure ReadFromIni(path:String); 
var 
  Form1: TForm1; 
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  path:String; 
  flag:Boolean; 
 
implementation 
uses Unit2; 
const kb=1.38E-16; 
      gamma=1.766324E+7; 
 
var d,r,Tmpr,p,lambda,m,Ha,Hex,z,part, 
    a,tr,ro,ro1,dif_ro,ro00,H,H0,dzetta,b0,b,Bpl,Bmn,C, 
    Hmax,Hmin, 
    t,t1,dt,t_max,t_norm, 
    tau0,tau00, 
    dNpl,dNmn,S1,S2:Extended; 
    AddH2x,AddH2y:Array[0..6]of Extended; 
    L,Ex,Ex_old,Add_Ex,i,Xi,Yi,Xj,Yj,i1,i2,CStep,Steps,Npl: Integer; 
    N:LongInt; 
    {Lat,Lat1,Lats:^ShortInt;} 
    Lat:Array[0..200,0..200]of ShortInt; 
    w:Array[0..200,0..200]of Extended; 
    pt,pt1,pts,pro,pro1,pros:^Extended; 
    ParamFile:TIniFile; 
    dat,temp,rof,tf,Latf,Latf1:Text; 
    Time1,TurnOffTime:TTime; 
    distance:function(AddX,AddY:Extended):Extended; 
    field:function:Extended; 
    x,d1:Extended; 
    q,q1:ShortInt; 
    AddX,AddY:Integer; 
 
{$R *.DFM} 
procedure TForm1.WMSendCommand; 
begin 
  OpenDialog1.InitialDir:=ParamStr(0); 
  SaveDialog1.InitialDir:=ParamStr(0); 
  Form2.ShowModal; 
end; 
 
procedure ReadFromIni(path:String); 
begin 
  ParamFile:=TIniFile.Create(ChangeFileExt(path,'.ini')); 
  Form1.Edit1.Text:=ParamFile.ReadString('Systems parameters','L','100'); 
  Form1.Edit2.Text:=ParamFile.ReadString('Systems parameters','d','3'); 
  Form1.Edit3.Text:=ParamFile.ReadString('Systems parameters','T','300'); 
  Form1.Edit4.Text:=ParamFile.ReadString('Systems parameters','p','1'); 
  Form1.Edit5.Text:=ParamFile.ReadString('Systems parameters','lambda','0.2'); 
  Form1.Edit6.Text:=ParamFile.ReadString('Systems parameters','r','4E-7'); 
  Form1.Edit7.Text:=ParamFile.ReadString('Systems parameters','m/V','1400'); 
  Form1.Edit8.Text:=ParamFile.ReadString('Systems parameters','Ha','6400'); 
  Form1.Edit20.Text:=ParamFile.ReadString('Systems parameters','Hex','0'); 
  if ParamFile.ReadString('Systems parameters','Approximation','Mean field')= 
  'Mean field' then Form1.ComboBox1.ItemIndex:=0 else Form1.ComboBox1.ItemIndex:=1 ; 
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  if ParamFile.ReadString('Systems parameters','Type of lattice','Square')= 
  'Square' then Form1.ComboBox2.ItemIndex:=0 else 
  if ParamFile.ReadString('Systems parameters','Type of lattice','Square')= 
  'Hexagonal1'then Form1.ComboBox2.ItemIndex:=1 else   
Form1.ComboBox2.ItemIndex:=2; 
  if ParamFile.ReadString('Simulations parameters','Boundaries','Periodic2')= 
  'Free' then Form1.ComboBox3.ItemIndex:=0 else 
  if ParamFile.ReadString('Simulations parameters','Boundaries','Periodic2')= 
  'Periodic1' then Form1.ComboBox3.ItemIndex:=1 else Form1.ComboBox3.ItemIndex:=2; 
  Form1.Edit9.Text:=ParamFile.ReadString('Simulations parameters','part','0.005'); 
  Form1.Edit10.Text:=ParamFile.ReadString('Simulations parameters','z','0.2'); 
  Form1.Edit11.Text:=ParamFile.ReadString('Simulations parameters','Ex','10'); 
  N:=ParamFile.ReadInteger('Simulations parameters','N',0); 
  Steps:=ParamFile.ReadInteger('Simulations parameters','Steps',0); 
  CStep:=ParamFile.ReadInteger('Simulations parameters','CStep',0); 
  Ex_old:=StrToInt(Form1.Edit11.Text); 
  ParamFile.Destroy; 
end; 
 
procedure SaveToIni(path:String;Ex:Integer); 
begin 
  ParamFile:=TIniFile.Create(ChangeFileExt(path,'.ini')); 
  ParamFile.WriteString('Systems parameters','L',Form1.Edit1.Text); 
  ParamFile.WriteString('Systems parameters','d',Form1.Edit2.Text); 
  ParamFile.WriteString('Systems parameters','T',Form1.Edit3.Text); 
  ParamFile.WriteString('Systems parameters','p',Form1.Edit4.Text); 
  ParamFile.WriteString('Systems parameters','lambda',Form1.Edit5.Text); 
  ParamFile.WriteString('Systems parameters','r',Form1.Edit6.Text); 
  ParamFile.WriteString('Systems parameters','m/V',Form1.Edit7.Text); 
  ParamFile.WriteString('Systems parameters','Ha',Form1.Edit8.Text); 
  ParamFile.WriteString('Systems parameters','Hex',Form1.Edit20.Text); 
  ParamFile.WriteString('Systems parameters','Approximation',Form1.ComboBox1.Text); 
  ParamFile.WriteString('Systems parameters','Type of lattice',Form1.ComboBox2.Text); 
  ParamFile.WriteString('Relaxations parameters','Tau0',Form1.Edit13.Text); 
  ParamFile.WriteString('Relaxations parameters','Tau00',Form1.Edit15.Text); 
  ParamFile.WriteString('Relaxations parameters','Taun',Form1.Edit17.Text); 
  ParamFile.WriteString('Relaxations parameters','dzetta',Form1.Edit16.Text); 
  ParamFile.WriteString('Relaxations parameters','b0',Form1.Edit21.Text); 
  ParamFile.WriteString('Relaxations parameters','ro00',Form1.Edit22.Text); 
  ParamFile.WriteString('Relaxations parameters','a',FloatToStr(a)); 
  ParamFile.WriteString('Relaxations parameters','tr',FloatToStr(tr)); 
  ParamFile.WriteString('Simulations parameters','Boundaries',Form1.ComboBox3.Text); 
  ParamFile.WriteString('Simulations parameters','part',Form1.Edit9.Text); 
  ParamFile.WriteString('Simulations parameters','z',Form1.Edit10.Text); 
  ParamFile.WriteInteger('Simulations parameters','Ex',Ex); 
  ParamFile.WriteInteger('Simulations parameters','N',N); 
  ParamFile.WriteInteger('Simulations parameters','Steps',Steps); 
  ParamFile.WriteInteger('Simulations parameters','CStep',i1); 
  ParamFile.Destroy; 
end; 
 
procedure SafeReadInt(Source:String); 
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var i:Integer; 
begin 
  try 
  i:=StrToInt(Source) 
  except 
    on EConvertError do Form1.LabelErr.Visible:=True 
  end 
end; 
 
procedure SafeReadFloat(Source:String); 
var x:Extended; 
begin 
  try 
  x:=StrToFloat(Source) 
  except 
    on EConvertError do Form1.LabelErr.Visible:=True 
  end 
end; 
 
procedure ReadParameters; 
begin 
  L:=StrToInt(Form1.Edit1.Text); 
  if Form1.ComboBox2.ItemIndex>0 then 
  if (L mod 2)=0 then L:=L+1; 
  Form1.Edit1.Text:=IntToStr(L); 
  d:=StrToFloat(Form1.Edit2.Text); 
  Tmpr:=StrToFloat(Form1.Edit3.Text); 
  p:=StrToFloat(Form1.Edit4.Text); 
  lambda:=StrToFloat(Form1.Edit5.Text); 
  r:=StrToFloat(Form1.Edit6.Text); 
  m:=StrToFloat(Form1.Edit7.Text); 
  Ha:=StrToFloat(Form1.Edit8.Text); 
  Hex:=StrToFloat(Form1.Edit20.Text); 
  part:=StrToFloat(Form1.Edit9.Text); 
  Ex:=StrToInt(Form1.Edit11.Text); 
  if Ex=0 then begin Add_Ex:=2;Form1.Edit11.Text:='2' end 
  else Add_Ex:=0; 
  z:=StrToFloat(Form1.Edit10.Text); 
end; 
 
function TSPL(H:Extended):Extended; 
begin 
  TSPL:=0.5*tr*Sqrt(pi/a)*exp(a*Sqr(1+H/Ha))/((1-Sqr(H/Ha))*(1+H/Ha)) 
end; 
 
function TSMN(H:Extended):Extended; 
begin 
  TSMN:=0.5*tr*Sqrt(pi/a)*exp(a*Sqr(1-H/Ha))/((1-Sqr(H/Ha))*(1-H/Ha)) 
end; 
 
function distance_H(AddX,AddY:Extended):Extended; 
begin 
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  distance_H:=d*Sqrt(Sqr(Xi-Xj-AddX+0.5*(Yi-Yj-AddY))+0.75*Sqr(Yi-Yj-AddY)) 
end; 
 
function distance_S(AddX,AddY:Extended):Extended; 
begin 
  distance_S:=d*Sqrt(Sqr(Xi-Xj-AddX)+Sqr(Yi-Yj-AddY)) 
end; 
 
function field_FBC:Extended; 
begin 
  d1:=distance(0,0); 
  Result:=m*Lat[Xj,Yj]/(d1*d1*d1) 
end; 
 
function field_H2_FBC:Extended; 
begin 
  if not (((Yi<(L-1)/2)and(Xi<(L-1)/2-Yi)) or 
          ((Yi>(L-1)/2)and(Xi>3*(L-1)/2-Yi))) and 
     not (((Yj<(L-1)/2)and(Xj<(L-1)/2-Yj)) or 
          ((Yj>(L-1)/2)and(Xj>3*(L-1)/2-Yj))) then 
  begin 
    d1:=distance(0,0); 
    Result:=m*Lat[Xj,Yj]/(d1*d1*d1) 
  end 
  else Result:=0; 
end; 
 
function field_PBC1:Extended; 
begin 
  x:=0; 
  for q:=-1 to 1 do 
  for q1:=-1 to 1 do 
  begin 
    d1:=distance(L*q1,L*q); 
    x:=x+m*Lat[Xj,Yj]/(d1*d1*d1) 
  end; 
  Result:=x; 
end; 
 
function field_PBC2:Extended; 
begin 
   d1:=2*L*d; 
  {AddX:=0;AddY:=0; 
  if (i mod L)<((L-1)div 2) then AddX:=-L; 
  if (i mod L)>((L-1)div 2) then AddX:=L; 
  if (i div L)<((L-1)div 2) then AddY:=-L; 
  if (i div L)>((L-1)div 2) then AddY:=L; 
  if Abs((i mod L)-(j mod L))<=((L-1)div 2) then AddX:=0; 
  if Abs((i div L)-(j div L))<=((L-1)div 2) then AddY:=0; 
  Result:=m*Lat1^/exp(3*ln(distance(AddX,AddY)));} 
  for q:=-1 to 1 do 
  for q1:=-1 to 1 do 
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  begin 
    if distance(L*q1,L*q)<d1 then d1:=distance(L*q1,L*q); 
    if d1<=d*(L-1)/2 then break 
  end; 
  Result:=m*Lat[Xj,Yj]/(d1*d1*d1); 
end; 
 
function field_H2_PBC1:Extended; 
begin 
  if not (((Yi<(L-1)/2)and(Xi<(L-1)/2-Yi)) or 
          ((Yi>(L-1)/2)and(Xi>3*(L-1)/2-Yi))) and 
     not (((Yj<(L-1)/2)and(Xj<(L-1)/2-Yj)) or 
          ((Yj>(L-1)/2)and(Xj>3*(L-1)/2-Yj))) then 
  begin 
    x:=0; 
    for q:=0 to 6 do 
    begin 
      d1:=distance(AddH2x[q],AddH2y[q]); 
      x:=x+m*Lat[Xj,Yj]/(d1*d1*d1); 
    end; 
    Result:=x; 
  end else Result:=0; 
end; 
 
function field_H2_PBC2:Extended; 
begin 
  if not (((Yi<(L-1)/2)and(Xi<(L-1)/2-Yi)) or 
          ((Yi>(L-1)/2)and(Xi>3*(L-1)/2-Yi))) and 
     not (((Yj<(L-1)/2)and(Xj<(L-1)/2-Yj)) or 
          ((Yj>(L-1)/2)and(Xj>3*(L-1)/2-Yj))) then 
  begin 
    d1:=2*L*d; 
    for q:=0 to 6 do 
    begin 
      if distance(AddH2x[q],AddH2y[q])<d1 then d1:=distance(AddH2x[q],AddH2y[q]); 
      if d1<=d*(L-1)*Sqrt(3)/4 then break 
    end; 
    Result:=m*Lat[Xj,Yj]/(d1*d1*d1); 
  end 
  else Result:=0; 
end; 
 
procedure Preparation; 
 
  function F(x:Extended):Extended; 
   begin 
     H:=H0*x+Hex; 
     F:=-x*(1/TSPL(H)+1/TSMN(H))-1/TSPL(H)+1/TSMN(H) 
   end; 
 
  procedure Rungekut; 
  var K1,K2,K3,K4,H:Extended; 
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  begin 
    K1:=F(ro); 
    K2:=F(ro+dt/2*K1); 
    K3:=F(ro+dt/2*K2); 
    K4:=F(ro+dt*K3); 
    ro:=ro+dt*(K1+2*K2+2*K3+K4)/6 
  end; 
 
  function LowestRo:Extended; {Metod polovinnogo deleniya} 
  var a,b,x,Fa,Fb,Fx,ksi,H:Extended; 
  begin 
    If Hex<>0 then 
    begin 
      ksi:=10E-8; {tochnoct'} 
      a:=-1;b:=1; 
      while abs(a-b)>ksi do 
      begin 
        x:=(a+b)/2; 
        Fa:=F(a); Fb:=F(b); Fx:=F(x); 
        if Fa*Fx<0 then b:=x else a:=x; 
      end; 
      Result:=x 
    end 
    else Result:=0 
  end; 
 
begin 
  AddH2x[0]:=0; AddH2x[1]:=-(L+1)/2; AddH2x[2]:=-L; AddH2x[3]:=-(L-1)/2; 
  AddH2x[4]:=(L+1)/2; AddH2x[5]:=L; AddH2x[6]:=(L-1)/2; 
  AddH2y[0]:=0; AddH2y[1]:=-(L-1)/2; AddH2y[2]:=(L+1)/2; AddH2y[3]:=L; 
  AddH2y[4]:=(L-1)/2; AddH2y[5]:=-(L+1)/2; AddH2y[6]:=-L; 
  if Form1.ComboBox2.ItemIndex=0 then begin S1:=1.1291; S2:=0.5824; distance:= dis-
tance_S end 
  else begin S1:=1.3793; S2:=0.5824; distance:=distance_H end; 
  if Form1.ComboBox1.ItemIndex=0 then DELTA:=DELTA_MF 
  else DELTA:=DELTA_F; 
  if (Form1.ComboBox3.ItemIndex=0)and(Form1.ComboBox2.ItemIndex<2) then field:= 
field_FBC; 
if (Form1.ComboBox3.ItemIndex=0)and(Form1.ComboBox2.ItemIndex=2) then field:= 
field_H2_FBC; 
if (Form1.ComboBox3.ItemIndex=1)and(Form1.ComboBox2.ItemIndex<2) then field:= 
field_PBC1; 
if (Form1.ComboBox3.ItemIndex=1)and(Form1.ComboBox2.ItemIndex=2) then field:= 
field_H2_PBC1; 
if (Form1.ComboBox3.ItemIndex=2)and(Form1.ComboBox2.ItemIndex<2) then field:= 
field_PBC2; 
if (Form1.ComboBox3.ItemIndex=2)and(Form1.ComboBox2.ItemIndex=2) then field:= 
field_H2_PBC2; 
  d:=d*r; 
  m:=m*((4/3)*pi*r*r*r); 
  H0:=-(8*S1*p*m)/(d*d*d); 
  dzetta:=-H0/Ha; 
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  b0:=Hex/Ha; 
  H:=H0+Hex; 
  tr:=2/(lambda*gamma*Ha); 
  a:=(Ha*m)/(2*kb*Tmpr); 
tau0:=tr*Sqrt(pi/a)*exp(a*Sqr(1-dzetta+b0))/(4*(1-Sqr(b0- dzetta))*(1-dzetta+b0)); 
  ro00:=LowestRo; 
  b:=-dzetta*ro00+b0; 
  Bpl:=(1+b)*(1-b*b);   Bmn:=(1-b)*(1-b*b); 
  C:=exp(a*Sqr(1+b)); 
  tau00:=tr*Sqrt(pi/(a*)*C*0.5/(Bpl*(1+2*a*dzetta*(1+b)*(1+ro00))+ 
         Bmn*exp(4*a*b)*(1-2*a*dzetta*(1-b)*(ro00-1))- 
         (ro00+1)*(-2*dzetta*b+dzetta-3*dzetta*b*b)+ 
         (ro00-1)*exp(4*a*b)*(2*dzetta*b+dzetta-3*dzetta*b*b)); 
  t_norm:=(tr*Sqrt(pi/a)*exp(a*Sqr(1+b0)))/(2*(1-b0*b0)*((1+b0)+exp(4*a*b0)*(1-b0))); 
  t_max:=z*t_norm; 
  Form1.Edit13.Text:=FloatToStr(tau0); 
  Form1.Edit15.Text:=FloatToStr(tau00); 
  Form1.Edit16.Text:=FloatToStr(dzetta); 
  Form1.Edit21.Text:=FloatToStr(b0); 
  Form1.Edit22.Text:=FloatToStr(ro00); 
  Form1.Edit17.Text:=FloatToStr(t_norm); 
  t:=0; t1:=0; ro:=1; ro1:=ro;i:=0; 
  AssignFile(temp,'temp.txt'); 
  AssignFile(dat,path); 
  AssignFile(rof,'ro.txt'); 
  AssignFile(Latf1,'Lattice.txt'); 
  AssignFile(Latf,'CLattice.txt'); 
  if not FileExists(ExtractFilePath(path)+'temp.txt') then 
  begin 
    ReWrite(temp); 
    H:=H0+Hex; 
    while t<=t_max do 
    begin 
      if t1>=part*TSPL(H)*TSMN(H)/(TSPL(H)+TSMN(H)) then 
      begin 
        WriteLn(temp,t/t_norm,' ',ro); 
        Inc(i); 
        t1:=0; 
        ro1:=ro; 
      end; 
      H:=Hex+H0*ro1; 
      dt:=0.1*Sqr(part)*TSPL(H)*TSMN(H)/(TSPL(H)+TSMN(H)); 
      Rungekut; 
      t:=t+dt; 
      t1:=t1+dt; 
      Application.ProcessMessages; 
    end; 
    Steps:=i; 
    CloseFile(temp); 
  end; 
  Reset(temp); 
  GetMem(pt,Sizeof(Extended)*Steps); 
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  pts:=pt; t:=0; 
  while not EoF(temp) do 
  begin 
    ReadLn(temp,t1); 
    pt^:=(t1-t)*t_norm; 
    longint(pt):=longint(pt)+sizeof(Extended); 
    t:=t1; 
  end; 
  CloseFile(temp); 
  pt:=pts; 
  GetMem(pro,Sizeof(Extended)*Steps); pros:=pro; 
  if Form2.RadioButton1.Checked=True then 
  begin 
    Ex_old:=0; 
    for i:=1 to Steps do 
    begin 
      pro^:=0; 
      longint(pro):=longint(pro)+sizeof(Extended); 
    end; 
    pro:=pros; 
    ReWrite(Latf1); {начало создания новой решетки} 
    N:=0; 
    if Form1.ComboBox2.ItemIndex=2 then 
      for Yi:=0 to L-1 do 
      begin 
        for Xi:=0 to L-1 do 
        if not ((Yi<(L-1)/2)and(Xi<(L-1)/2-Yi) or 
                (Yi>(L-1)/2)and(Xi>3*(L-1)/2-Yi)) then 
          begin 
            if Random<=p then begin N:=N+1;Lat[Xi,Yi]:=1 end else Lat[Xi,Yi]:=0; 
            Write(Latf1,Lat[Xi,Yi],' '); 
          end 
          else 
          begin 
            Lat[Xi,Yi]:=0; 
            Write(Latf1,Lat[Xi,Yi],' '); 
          end; 
        WriteLn(Latf1); 
      end 
    else 
    for Yi:=0 to L-1 do 
    begin 
      for Xi:=0 to L-1 do 
      begin 
        if Random<p then begin N:=N+1;Lat[Xi,Yi]:=1 end else Lat[Xi,Yi]:=0; 
        Write(Latf1,Lat[Xi,Yi],' '); 
      end; 
      WriteLn(Latf1); 
    end; 
    CloseFile(Latf1);{конец создания новой решетки} 
    Form1.Edit18.Text:=IntToStr(N); 
  end 
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  else 
  begin 
    if CStep=0 then 
    begin 
      ReSet(dat); 
      while not EoF(dat) do 
      begin 
        Read(dat,t);Read(dat,ro1);ReadLn(dat,ro); 
        pro^:=ro*Ex_old; 
        longint(pro):=longint(pro)+sizeof(Extended); 
      end; 
      CloseFile(dat); 
      pro:=pros; 
    end 
    else 
    begin 
      Reset(rof); 
      while not EoF(rof) do 
      begin 
        Read(rof,pro^); 
        longint(pro):=longint(pro)+sizeof(Extended); 
      end; 
      CloseFile(rof); 
      LongInt(pro):=LongInt(pros)+CStep*sizeof(Extended); 
      LongInt(pt):=LongInt(pts)+CStep*sizeof(Extended); 
      ReSet(Latf); 
      for Yi:=0 to L-1 do 
      begin 
        for Xi:=0 to L-1 do 
        begin 
          Read(Latf,Lat[Xi,Yi]); 
          if Lat[Xi,Yi]=2 then Lat[Xi,Yi]:=-1; 
        end; 
        ReadLn(Latf) 
      end; 
      CloseFile(Latf); 
    end 
  end 
end; 
 
procedure Main; 
var Flag1: Boolean; 
 
  procedure Change(dr:ShortInt;dN:Integer); 
  var Norm,Psum,Rnd:Double; 
      Fg:Boolean; 
  begin 
    Norm:=0; 
    for Yi:=0 to L-1 do 
    for Xi:=0 to L-1 do if Lat[Xi,Yi]=dr then Norm:=Norm+w[Xi,Yi]; 
    for i:=1 to dN do 
    begin 
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      Rnd:=Random; Psum:=0; Fg:=True; 
      for Yi:=0 to L-1 do 
      begin 
        for Xi:=0 to L-1 do 
        begin 
          if Lat[Xi,Yi]=dr then Psum:=Psum+w[Xi,Yi]/Norm; 
          if Psum>Rnd then 
          begin 
            Norm:=Norm-w[Xi,Yi];w[Xi,Yi]:=0; Fg:=False; Break 
          end; 
        end; 
        if Fg=False then Break 
      end 
    end; 
  end; 
 
  procedure Safe; 
  begin 
    SaveToIni(path,Ex_old+i2-1); 
    ReWrite(rof); 
    pro1:=pros; 
    for i:=1 to Steps do 
    begin 
      Write(rof,' ',pro1^); 
      longint(pro1):=longint(pro1)+sizeof(Extended); 
    end; 
    CloseFile(rof); 
    ReWrite(Latf); 
    for Yi:=0 to L-1 do 
    begin 
      for Xi:=0 to L-1 do 
      if Lat[Xi,Yi]=-1 then Write(Latf,'2 ') else Write(Latf,Lat[Xi,Yi],' '); 
      WriteLn(Latf); 
    end; 
    CloseFile(Latf); 
    Flag1:=False; 
  end; 
 
begin 
  Form1.Edit18.Text:=IntToStr(N); 
  TurnOffTime:=StrToTime(Form1.Edit19.Text); 
  for i2:=1 to Ex+Add_Ex do 
  begin{*} 
    if (Cstep=0) then 
    begin 
      Flag1:=True; 
      ReSet(Latf1); 
      for Yi:=0 to L-1 do 
      begin 
        for Xi:=0 to L-1 do Read(Latf1,Lat[Xi,Yi]); 
        ReadLn(Latf1); 
      end; 
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      CloseFile(Latf1); 
    end 
    else Flag1:=False; 
    for i1:=CStep+1 to Steps do 
    begin {**} 
      Form1.Label13.Caption:='Step '+IntToStr(i1)+' from '+IntToStr(Steps); 
      Form1.Label14.Caption:='Experiment '+IntToStr(i2)+' from '+IntToStr(Ex+Add_Ex); 
      dNpl:=0; dNmn:=0; 
      Hmin:=1E+20; Hmax:=0; 
      for Yi:=0 to L-1 do 
      for Xi:=0 to L-1 do 
      begin 
        if Lat[Xi,Yi]<>0 then 
        begin 
          Form1.StatusBar1.Panels.Items[2].text := 'Current step: '+TimeToStr(Time-Time1); 
          Application.ProcessMessages; 
          H:=0; 
          for Yj:=0 to L-1 do 
          for Xj:=0 to L-1 do if not((Xi=Xj)and(Yi=Yj)) then H:=H-field; 
          if Form1.ComboBox3.ItemIndex=1 then 
          if Form1.ComboBox2.ItemIndex<2 then H:=H-4*m*Lat[Xi,Yi]/exp(3*ln(d*L))- 
                                                 4*m*Lat[Xi,Yi]/exp(3*ln(Sqrt(2)*d*L)) 
          else 
          for q:=1 to 6 do H:=H-m*Lat[Xi,Yi]/exp(3*ln(Sqrt(Sqr(AddH2x[q])+Sqr(AddH2y[q])))); 
          H:=H+Hex; 
          if Hmax<abs(H) then Hmax:=abs(H); 
          if Hmin>abs(H) then Hmin:=abs(H); 
          Form1.Edit12.Text:=FloatToStr(Hmax); 
          Form1.Edit14.Text:=FloatToStr(Hmin); 
          if Lat[Xi,Yi]=1 then 
          begin 
            w[Xi,Yi]:=pt^/TSPL(H); 
            if w[Xi,Yi]>1 then w[Xi,Yi]:=0; 
            dNpl:=dNpl+w[Xi,Yi]; 
          end 
             else 
          begin 
            w[Xi,Yi]:=pt^/TSMN(H); 
            if w[Xi,Yi]>1 then w[Xi,Yi]:=0; 
            dNmn:=dNmn+w[Xi,Yi]; 
          end 
        end; 
      end; 
      if Random<Frac(dNpl) then dNpl:=dNpl+1; 
      if Random<Frac(dNmn) then dNmn:=dNmn+1; 
      Change(1,Trunc(dNpl)); 
      Change(-1,Trunc(dNmn)); 
      for Yi:=0 to L-1 do 
      for Xi:=0 to L-1 do if w[Xi,Yi]=0 then Lat[Xi,Yi]:=-Lat[Xi,Yi]; 
      Npl:=0; 
      for Yi:=0 to L-1 do 
      for Xi:=0 to L-1 do if Lat[Xi,Yi]=1 then Npl:=Npl+1; 
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      pro^:=pro^+2*Npl/N-1; 
      longint(pt):=longint(pt)+sizeof(Extended); 
      longint(pro):=longint(pro)+sizeof(Extended); 
      Form1.StatusBar1.Panels.Items[1].text := 'Step take: '+TimeToStr(Time-Time1); 
      Time1:=Time; 
      TurnOffTime:=StrToTime(Form1.Edit19.Text); 
      if Form1.CheckBox1.Checked=True then Safe 
      else 
        if flag=False then Safe; 
      if (flag=False)or((Time>TurnOffTime)and(Form1.CheckBox2.Checked=true)) then 
      begin Safe; Break end; 
    end{**}; 
    if (flag=False)or((Time>TurnOffTime)and(Form1.CheckBox2.Checked)) then Break; 
    CStep:=0; 
    pt:=pts; 
    pro:=pros; 
    t:=0; 
    ReSet(temp); 
    ReWrite(dat); 
    for i1:=1 to Steps do 
    begin 
      Read(temp,t);ReadLn(temp,ro); 
      ro1:=pro^/(i2+Ex_old); 
      If ro1<>0 then dif_ro:=(ro1-ro)/ro1 else dif_ro:=10E+10; 
      WriteLn(dat,t,' ',ro,' ',ro1,' ',ro1-ro,' ',dif_ro); 
      longint(pro):=longint(pro)+sizeof(Extended); 
    end; 
    pro:=pros; 
    CloseFile(dat);CloseFile(temp); 
    i1:=0; 
    SaveToIni(path,Ex_old+i2); 
    if Flag1=False then begin Erase(rof); Erase(Latf) end; 
  end;{*} 
end; 
 
procedure Completing; 
begin 
  FreeMem(pts,Sizeof(Extended)*Steps); 
  FreeMem(pros,Sizeof(Extended)*Steps); 
end; 
 
procedure TForm1.FormCreate(Sender: TObject); 
begin 
  PostMessage(Form1.Handle,CM_BASE+300,0,0); 
end; 
 
procedure TForm1.RunClick(Sender: TObject); 
begin 
  if LabelErr.Visible=False then 
  begin 
    flag:=True; 
    Form1.StatusBar1.Panels.Items[3].text := 'Preparation...'; 
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    Form1.Label13.Caption:='  Preparation...'; 
    Form1.Panel1.Enabled:=False; 
    Form1.Panel2.Enabled:=False; 
    Form1.Run.Enabled:=False; 
    Form1.Next.Enabled:=False; 
    Form1.Exit.Enabled:=False; 
    Form1.Break.Enabled:=False; 
    Form1.PageControl1.ActivePage:=TabSheet3; 
    ReadParameters; 
    Randomize; 
    Preparation; 
    Form1.StatusBar1.Panels.Items[0].text := 'Start: '+TimeToStr(Time); 
    Time1:=Time; 
    Form1.Break.Enabled:=True; 
    Form1.StatusBar1.Panels.Items[3].text := 'Simulation...'; 
    Main; 
    Completing; 
    if (Time>TurnOffTime)and(Form1.CheckBox2.Checked) then 
    begin 
      Form1.Close; Form2.Close; 
      Form1.Destroy; Form2.Destroy; 
      ExitWindowsEx(EWX_SHUTDOWN, 0) 
    end; 
    Form1.Label13.Caption:=''; 
    Form1.Label14.Caption:=''; 
    Form1.Next.Enabled:=True; 
    Form1.Exit.Enabled:=True; 
    Form1.StatusBar1.Panels.Items[0].text := ''; 
    Form1.StatusBar1.Panels.Items[1].text := ''; 
    Form1.StatusBar1.Panels.Items[2].text := ''; 
    Form1.StatusBar1.Panels.Items[3].text :='Ready'; 
  end 
end; 
 
procedure TForm1.ExitClick(Sender: TObject); 
begin 
  Close 
end; 
 
procedure TForm1.InputEditChange1(Sender: TObject); 
begin 
  LabelErr.Visible:=False; 
  SafeReadInt((Sender as TEdit).Text) 
end; 
 
procedure TForm1.InputEditChange2(Sender: TObject); 
begin 
  LabelErr.Visible:=False; 
  SafeReadFloat((Sender as TEdit).Text) 
end; 
 
procedure TForm1.InputEditChange3(Sender: TObject); 
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begin 
  LabelErr.Visible:=False; 
  try 
  TurnOffTime:=StrToTime((Sender as TEdit).Text) 
  except 
    on EConvertError do Form1.LabelErr.Visible:=True 
  end 
end; 
 
procedure TForm1.NextClick(Sender: TObject); 
begin 
  Form2.ShowModal; 
end; 
 
procedure TForm1.BreakClick(Sender: TObject); 
begin 
  if MessageDlg('Are You Sure?', mtConfirmation, 
  [mbOk, mbCancel], 0) = mrOk then 
   flag := False; 
end; 
 
procedure TForm1.FormCloseQuery(Sender: TObject; var CanClose: Boolean); 
begin 
  if Form1.Exit.Enabled=False then CanClose := False; 
end; 
 
end. 
 
