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A GORENSTEIN SIMPLICIAL COMPLEX FOR SYMMETRIC MINORS
ALDO CONCA, EMANUELA DE NEGRI, AND VOLKMAR WELKER
Abstract. We show that the ideal generated by the (n−2) minors of a general symmetric
n by nmatrix has an initial ideal that is the Stanley-Reisner ideal of the boundary complex
of a simplicial polytope and has the same Betti numbers.
1. Introduction
Let I be a homogeneous ideal in a polynomial ring T = K[x1, . . . , xn] over a field K.
Assume that I is Gorenstein, i.e. the quotient ring T/I is Gorenstein. The general question
whether I has a (possibly square free) Gorenstein initial ideal has been discussed recently
by several authors for classical families of ideals, see [1, 4, 9, 14, 16, 17, 18, 20].
In particular, a positive answer is given for important classes of classical ideals: ideals of
minors [20], ideals of Pfaffians [14] and Plücker relations [17, 16, 18]. In these examples the
associated Gorenstein initial ideals are actually square-free and the corresponding simpicial
complexes have a beautiful combinatorial descriptions. Indeed, they provide a link to the
theory of (multi)-associahedra and to generalized cluster complexes (see [5]).
Let S = K[xij | 1 ≤ i ≤ j ≤ n] be the polynomial ring in the variables xij over a field
K. For 1 ≤ j < i ≤ n we set xji = xij and consider the generic n × n symmetric matrix
X = (xij)1≤i,j≤n. For 2 ≤ t ≤ n we denote by It the ideal generated by the t-minors of X.
It is known that S/It is a Cohen-Macaulay normal domain and that it is Gorenstein if and
only if n− t is even, see [11, 15].
It is proved in [6] and in [21] that the t-minors of X are a Gröbner bases with respect
to the lexicographic order induced by
x11 > x12 > · · · > x1n > x22 > · · · > xnn.
The corresponding initial ideal is square-free and Cohen-Macaulay and it is even the
Stanley-Reisner ideal of a shellable simplicial complex. But, apart from few exceptions
(t = n), these initial ideals are not Gorenstein because they do not have the right number
of “cone points", see [9] for details.
On the other hand, a Gorenstein square free initial ideal of I2 has been given in [9] and
(implicitly) in [4].
The goal of this paper is to treat the case of the ideal In−2 of minors of size n − 2 of a
symmetric matrix of variables of size n× n. In the remaining cases, i.e. 2 < t < n− 2 and
n − t even, we have not been able to identify a Gorenstein initial ideal for It. Indeed, we
do not even have a guess.
The third author was partially supported by MSRI.
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Returning to the case t = n− 2, we will actually prove that the minors of size n− 2 of
X form a Gröbner basis of the ideal In−2 with respect to a suitable reverse lexicographic
order ≺ and that the corresponding initial ideal in≺(In−2) is square-free and Gorenstein.
Furthermore, we will show in Section §4 that the simplicial complex associated to in≺(In−2)
is the boundary complex of a cyclic polytope.
Typically the Betti numbers of initial ideals are bigger than the Betti numbers of the
original ideal, and this happens also for determinantal ideals whose initial ideal is Goren-
stein, see for instance the examples in [9]. This behaviour can be explained theoretically, at
least for minors of order 2, using the logarithmic bounds for the regularity of a quadratic
monomial ideals with first linear syzygies established in [10].
In our case however, it turns out that the Betti numbers of In−2 and in≺(In−2) actually co-
incide. The reason is that the Betti numbers of a compressed graded Gorenstein K-algebra
of even regularity just depend on the regularity and the codimension, see Remark 2.3. By
observing that S/In−2 and S/in≺(In−2) are Gorenstein compressed of regularity 2(n − 3)
and codimension 6 one concludes that βij(S/In−2) = βij(S/in≺(In−2)). To sum up, the goal
of this note is to prove the following
Theorem 1.1. Let X be the generic n× n symmetric matrix. Then there exists a reverse
lexicographic term order ≺ such that:
(1) the (n− 2)-minors of X form a Gröbner basis of In−2;
(2) in≺(In−2) is square-free and defines a Gorenstein ring;
(3) βij(In−2) = βij(in≺(In−2)) for all i, j;
(4) in≺(In−2) is an iterated cone over the Stanley-Reisner ideal of the boundary complex
of a (2n− 6)-dimensional cyclic polytope on 2n vertices.
2. Generalities
In the following theorem we collect important results about the determinantal ring S/It
of a generic symmetric matrix X of size n× n proved by Kutz [15], Goto [11], Harris and
Tu [12] and Conca [6, 7, 8].
Theorem 2.1. The ring S/It is a Cohen-Macaulay normal domain. It is Gorenstein if
and only if n − t is even. Krull dimension, multiplicity, Castelnuovo-Mumford regularity
and a-invariant of S/It are given by the following formulas:
dim(S/It) =
(2n+2−t)(t−1)
2
e(S/It) =
n−t∏
a=0
(
n+a
t+2a−1
)(
2a+1
a
)
reg(S/It) =

(n+2−t)(t−1)
2
if n− t is even
(n+1−t)(t−1)
2
if n− t is odd
a(S/It) =
 −
n(t−1)
2
if n− t is even
− (n+1)(t−1)
2
if n− t is odd
In this paper we consider the case of the ideals of minors of size t = n− 2. As a special
case of Theorem 2.1 we have:
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Corollary 2.2. The ring S/In−2 is a Gorenstein normal domain. Its dimension, multi-
plicity, regularity and a-invariant are:
dim(S/In−2) =
(n+4)(n−3)
2
e(S/In−2) =
(
n+2
6
)
+
(
n+3
6
)
reg(S/In−2) = 2(n− 3) a(S/In−2) = −n(n−3)2 .
Remark 2.3. Let A be a Gorenstein graded K-algebra of even Castelnuovo-Mumford reg-
ularity 2s and codimension c. Then the h-polynomial h(z) =
∑2s
i=0 hiz
i satisfies the in-
equality hi ≤
(
c−1+i
c−1
)
for i = 0, . . . , s. Since h2s−i = hi, this gives an upper bound for the
multiplicity of A only in terms of c and s:
e(A) ≤
(
c− 1 + s
c
)
+
(
c+ s
c
)
and A is said to be compressed if the equality holds. In other words, A is compressed if its
h-polynomial is given by
s∑
i=0
(
c− 1 + i
c− 1
)
zi +
s−1∑
i=0
(
c− 1 + i
c− 1
)
z2s−i.
A simple computation shows that the minimal free resolution of a compressed Gorenstein
K-algebra of even regularity is pure (i.e. only one shift in each homological position) and
hence its Betti numbers just depend on s and c. Explicit expressions for the Betti numbers
can be worked out, they can be found for example in [2, 13, 19].
We see from Corollary 2.2 that S/In−2 is compressed of even regularity. We obtain the
following expressions for the h-polynomial and the Betti numbers of S/In−2.
Proposition 2.4. The codimension of S/In−2 is 6, its h-polynomial is
n−3∑
i=0
(
5 + i
5
)
zi +
n−4∑
i=0
(
5 + i
5
)
z2(n−3)−i
and its non-zero Betti numbers are: β00 = β6,2n = 1 and
β6−i,n+3−i = βi,n−3+i =

(n+1)n2(n−1)
12
if i = 1
(n+2)n2(n−2)
3
if i = 2
(n+2)(n+1)(n−1)(n−2)
2
if i = 3
.
3. The choice of the leading terms
We define a term order on the monomials in S:
Set
V = {xij | 1 ≤ i ≤ j ≤ n},
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D = {xii | 1 ≤ i ≤ n},
U = {x13, x24, . . . , xn−2,n} ∪ {x12, xn−1,n}.
Consider a termorder ≺ given by the reverse lexicographic order on V with the variables
ordered as follows:
x11  x22  · · ·  xnn︸ ︷︷ ︸
D
 x13  · · ·  xn−2,n  x12  xn−1,n︸ ︷︷ ︸
U
 all the other variables.
In the sequel, for s-elements subsets {α1, . . . , αs} and {β1, . . . , βs} of {1, . . . , n} we write
[α1, . . . , αs|β1, . . . , βs] for the minor of the generic symmetric matrix X defined by selecting
rows {α1, . . . , αs} and columns {β1, . . . , βs} in the given order. Note that we sometimes
speak of the row or column of a minor by which we mean the row or column of the submatrix
selected to compute the minor.
For classifying the leading monomials of the (n−2)-minors we first need some preparatory
lemmas.
Lemma 3.1. Let 1 ≤ s ≤ n− 2 and α1 < · · · < αs and β1 < · · · < βs be two sequences of
distinct indices such that xα`,β` ∈ U for 1 ≤ ` ≤ s. Then
in≺[α1, . . . αs|β1, . . . , βs] = [α1|β1] · · · [αs|βs].
Proof. We prove the assertion by induction on s. The case s = 1 is trivial and we can
assume s > 1.
Set M = [α1, . . . , αs|β1, . . . , βs]. We expand M along the sth column:
M =
s∑
i=1
±[αi | βs][α1, . . . , αi−1, αi+1, . . . , αs|β1, . . . , βs−1].
By induction we have that
in≺([α1, . . . , αs−1 | β1, . . . , βs−1]) = xα1β1 · · ·xαs−1βs−1 .
By α1 < · · · < αs < βs it follows that αi ≤ βs−2 for 1 ≤ i ≤ s−1 and equality can only
hold if i = s−1 and (αs, βs) = (n−1, n) and (αs−1, bs−1) = (n−2, n). But this contradicts
β1 < · · · < βs and hence αi < βs−2 for 1 ≤ i ≤ s−1. This implies that [αi | βs] 6∈ D∪U for
every i = 1, . . . , s−1. Since [αs|βs] ∈ U and in≺([α1, . . . , αs−1 | β1, . . . , βs−1]) is a monomial
in U it follows from the choice of ≺ that in≺(M) takes the desired form. 
Lemma 3.2. Let 1 ≤ r ≤ s ≤ n− 2. Assume we have two sequences
a1, . . . , ar, αr+1, · · · , αs and b1, . . . , br, βr+1, · · · , βs
of distinct indices such that:
• xα`,β` ∈ U for r + 1 ≤ ` ≤ s,
• ai < βj and xai,βj 6∈ D ∪ U for 1 ≤ i ≤ r and r + 1 ≤ j ≤ s,
• xαi,βj 6∈ D ∪ U for r + 1 ≤ i < j ≤ s,
• in≺[a1, . . . , ar|b1, . . . , br] is a monomial in U .
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Then
in≺[a1, . . . , ar, αr+1, . . . αs|b1, . . . , br, βr+1, . . . , βs] =
in≺[a1, . . . , ar|b1, . . . , br][αr+1|βr+1] · · · [αs|βs].
Proof. We proceed by induction on s−r. If s = r then the assertion is trivially true. Assume
r < s. Set M = [a1, . . . , ar, αr+1, . . . , αs|b1, . . . , br, βr+1, . . . , βs]. We expand M along the
sth column:
M =
r∑
i=1
±[ai | βs][a1, . . . , ai−1, ai+1, . . . , ar, αr+1, . . . , αs|b1, . . . , br, βr+1, . . . , βs−1] +
s∑
i=r+1
±[αi | βs][a1, . . . , ar, αr+1, . . . , αi−1, αi+1, . . . , αs|b1, . . . , br, βr+1, . . . , βs−1].
For the summation index i = s by induction we have
in≺([αs | βs][a1, . . . , ar, αr+1, . . . , αs−1|b1, . . . , br, βr+1, . . . , βs−1]) =
in≺([αs|βs][a1, . . . , ar|b1, . . . , br][αr+1|βr+1] · · · [αs−1|βs−1]).
which by our assumption on in≺([a1, . . . , ar|b1, . . . , br]) is a monomial in U . Note that
[ai|βs] do not lie in D ∪ U for 1 ≤ i ≤ r, and [αi, βs] also do not lie in D ∪ U for
r + 1 ≤ i ≤ s− 1. Thus by the choice of ≺ it follows that
in≺(M) = [αs | βs][a1, . . . , ar, αr+1, . . . , αs−1|b1, . . . , br, βr+1, . . . , βs−1]
= in≺([a1, . . . , ar|b1, . . . , br])[αr+1|βr+1] · · · [αs|βs].

The same proof but expanding along the first row yields:
Lemma 3.3. Let 1 ≤ q ≤ s ≤ n− 2. Assume we have two sequences
α1, . . . , αs−q, as−q+1, . . . , as and β1, . . . , βs−q, bs−q+1, · · · , bs
of distinct indices such that:
• xα`,β` ∈ U for 1 ≤ ` ≤ s− q,
• αi < bj and xαi,bj 6∈ D ∪ U for 1 ≤ i ≤ s− q and s− q + 1 ≤ j ≤ s,
• xαi,βj 6∈ D ∪ U for 1 ≤ i < j ≤ s− q,
• in≺[as−q+1, . . . , as|bs−q+1, · · · , bs] is a monomial in U .
Then
in≺[α1, . . . , αs−q, as−q+1, . . . , as|β1, . . . , βs−q, bs−q+1, . . . , bs] =
[α1|β1] · · · [αs−q|βs−q]in≺[as−q+1, . . . , as|bs−q+1, . . . , bs].
Lemma 3.4. Let a1 = 1, a2i = 2i + 1, a2i+1 = 2i for 1 ≤ i ≤ ` and b1 = 2, b2i = 2i − 1,
b2i+1 = 2i+ 2 for 1 ≤ i ≤ `. Then for 1 ≤ ` ≤ n−22 one has
in≺[a1, . . . , a2`+1|b1, . . . , b2`+1] = x1,2x1,3x2,4 · · ·x2`,2`+2. (1)
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and for 1 ≤ ` ≤ n−3
2
one has
in≺[a1, . . . , a2`|b1, . . . , b2`] = x1,2x1,3x2,4 · · ·x2`−1,2`+1. (2)
Proof. We proceed by induction on `. For ` = 1 a direct computation yields the result.
Assume ` > 1.
First, we consider [a1, . . . , a2`|b1, . . . , b2`] for 1 ≤ ` ≤ n−32 . The entries of the (2`)th row
of [a1, . . . , a2`|b1, . . . , b2`] are [2` + 1|2], [2` + 1|2i− 1] for 1 ≤ i ≤ ` and [2` + 1|2i + 2] for
1 ≤ i ≤ `−1 . Since 1 < ` and 2`+1 ≤ n−2 we have that [2`+1|2], [2`+1|2i+2] 6∈ D∪U
for 1 ≤ i ≤ ` − 1 . For 1 ≤ i ≤ ` − 1 also [2` + 1|2i − 1] 6∈ D ∪ U . Thus expanding
[a1, . . . , a2`|b1, . . . , b2`] along its last row we obtain for all columns except for the (2`)th
column a factor that does not lie D ∪ U . For the last column we get the term
[2`+ 1|2`− 1][a1, . . . , a2(`−1)+1|b1, . . . , b2(`−1)+1].
By the induction hypothesis (1) its initial term is a monomial in U and thus it is the initial
term [a1, . . . , a2`|b1, . . . , b2`]. This implies (2) for `.
Analogously, consider the (2`+ 1)st column of [a1, . . . , a2`+1|b1, . . . , b2`+1]. Its entries are
[1|2`+2], [2i+1|2`+2], i = 1, . . . , ` and [2i|2`+2], i = 1, . . . , `. Since 1 < ` and 2`+1 ≤ n−2
we have that [1|2` + 2], [2i + 1|2` + 2] 6∈ D ∪ U for i = 1, . . . , `. For i = 1, . . . , ` − 1 also
[2i|2` + 2] 6∈ D ∪ U . Thus expanding [a1, . . . , a2`+1|b1, . . . , b2`+1] along its last column we
obtain for all row except of the (2`+ 1)st row a factor that does not lie D∪U . For the last
row we get the term
[2`|2`+ 2][a1, . . . , a2`|b1, . . . , b2`].
By (2) for ` its initial term is a monomial in U and therefore is the initial term of
[a1, . . . , a2`+1|b1, . . . , b2`+1]. This then implies (1) for `. 
Lemma 3.5. Let as = n − 1, as−2i = n − (2i + 1), as−(2i−1) = n − (2i − 2) for 1 ≤ i ≤ `
and bs = n, bs−2i = n− (2i− 1), bs−(2i−1) = n− 2i for 1 ≤ i ≤ `. Then for 1 ≤ ` ≤ n−32
in≺[as−2`, . . . , as|bs−2`, . . . , bs] = xn−2`−1,n−2`+1 · · · xn−3,n−1xn−2,nxn−1,n (3)
and for 1 ≤ ` ≤ n−2
2
in≺[as−2`+1, . . . , as|bs−2`+1, . . . , bs] = xn−2`,n−2`+1 · · ·xn−3,n−1xn−2,nxn−1,n. (4)
Proposition 3.6. For a number 1 ≤ s ≤ n − 2 let 1 ≤ α1 ≤ α2 < · · · < αs ≤ n − 1,
2 ≤ β1 < · · · < βs−1 ≤ βs ≤ n be indices such that m = xα1β1 · · ·xαsβs is a squarefree
monomial with xαtβt ∈ U for every t = 1, . . . , s. Then m is the leading term of an s-minor
of X with respect to ≺.
Proof. We distinguish cases according to the order relations among the αi and among the
βi.
Case 1: α1 < · · · < αs and β1 < · · · < βs.
Here the assertion follows from Lemma 3.1.
Case 2: α1 ≤ · · · ≤ αs with at least one equality and β1 < · · · < βs.
In this situation it follows that 1 = α1 = α2 < · · · < αs and β1 = 2, β2 = 3. If αi = i− 1
for i = 2, . . . , s then by s ≤ n− 2 we must have βi = i + 2 and the assertion follows from
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Lemma 3.4. Thus we can assume that there is a 2 ≤ r ≤ s − 1 such that αr+1 6= r. We
choose r minimal with this property. Set m′ = xα1β1xα2β2 · · ·xαrβr = x12x13x24 · · ·xr−1,r+1.
By Lemma 3.4 there exist a1, . . . , ar, b1, . . . , br such that in≺[a1, . . . , ar|b1, . . . , br] = m′.
By the Lemma 3.4 after possibly exchanging rows and columns we can assume ai ≤ r
for i = 1, . . . , r. Note that exchanging rows and columns does not change the minor since
X is symmetric. Then by the choice of r we have r + 2 ≤ αr+1 + 1 < βr+1 < · · · < βs,
thus ai < βj − 2 and [ai|βj] 6∈ D ∪ U for i = 1, . . . , r, j = r + 1, . . . , s. Moreover, by
αi < αj = βj − 2 for r + 1 ≤ i < j ≤ s it follows that xαiβj 6∈ D ∪ U for r + 1 ≤ i < j ≤ s.
Therefore, we can apply Lemma 3.2 to a1, . . . , ar, αr+1, . . . , αs and b1, . . . , br, βr+1, . . . , βs.
This shows that
in≺[a1, . . . , ar, αr+1, . . . , αs|b1, . . . , br, βr+1, . . . , βs] =
in≺[a1, . . . , ar|b1, . . . , br][αr+1|βr+1] · · · [αs|βs] =
m′xαr+1βr+1 · · ·xαsβs =
xα1β1xα2β2 · · ·xαrβrxαr+1βr+1 · · ·xαsβs = m.
Case 3: α1 < · · · < αs and β1 ≤ · · · ≤ βs with at least one equality.
In this situation it follows that β1 < · · · < βs−1 = βs = n and αs−1 = n − 2,
αs = n − 1. If βs−q = n − q + 1 for q = 1, . . . , s − 1 then by s ≤ n − 2 we must
have αs−q = n − q − 1 for q = 0, . . . , s − 1 and the assertion follows from Lemma 3.5.
Thus we can assume that there is a 2 ≤ q ≤ s − 1 such that βs−q 6= n − q + 1.
We choose q minimal with this property. Set m′ = xαs−q+1βs−q+1xαs−q+2βs−q+2 · · ·xαsβs =
xn−q,n−q+2 · · ·xn−3,n−1xn−2,nxn−1,n. By Lemma 3.5 there exist as−q+1, . . . , as, bs−q+1, . . . , bs
such that in≺[as−q+1, . . . , as|bs−q+1, . . . , bs] = m′. By the Lemma 3.4 after possibly exchang-
ing rows and columns we can assume bi ≥ n− q + 1 for i = s− q + 1, . . . , s. Then by the
choice of q we have α1 < · · · < αs−q ≤ βs−q − 2 ≤ n − q − 2, thus bi > αj − 2 and
[αj|bi] 6∈ D ∪U for i = s− q+ 1, . . . , s and j = 1, . . . , s− q. Moreover, by αi < αj = βj − 2
for 1 ≤ i < j ≤ s− q it follows that xαiβj 6∈ D∪U for 1 ≤ i < j ≤ s− q. Therefore, we can
apply Lemma 3.3 to α1, . . . , αs−q, as−q+1, . . . , as and β1, . . . , βs−q, bs−q+1, . . . , bs. This shows
that
in≺[α1, . . . , αs−q, as−q+1, . . . , as|β1, . . . , βs−q, bs−q+1, . . . , bs] =
[α1|β1] · · · [αs−q|βs−q]in≺[as−q+1, . . . , as|bs−q+1, . . . , bs] =
xα1β1 · · ·xαs−qβs−qm′ =
xα1,β1 · · · xαs−q ,βs−qxαs−q+1βs−q+1xαs−q+2βs−q+2 · · ·xαsβs = m.
Case 4: α1 ≤ · · · ≤ αs and β1 ≤ · · · ≤ βs with at least one equality in both.
In this situation it follows that 1 = α1 = α2 < · · · < αs and β1 = 2, β2 = 3 and β1 < · · · <
βs−1 = βs = n and αs−1 = n−2, αs = n−1. Thus we can assume that there is a 2 ≤ r ≤ s−1
such that αr+1 > r and there is a 2 ≤ q ≤ s− 1 such that βs−q < n− q + 1. We choose r
and q minimal with this property. Set m′ = xα1β1xα2β2 · · ·xαrβr = x12x13x24 · · ·xr−1,r+1. By
Lemma 3.4 there exist a1, . . . , ar, b1, . . . , br such that in≺[a1, . . . , ar|b1, . . . , br] = m′. After
possibly exchanging rows and columns we can assume ai ≤ r for i = 1, . . . , r.
Moreover set m′′ = xαs−q+1βs−q+1 · · ·xαsβs = xn−q,n−q+2 · · ·xn−3,n−1xn−2,nxn−1,n.
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By Lemma 3.5 there exist as−q+1, . . . , as, bs−q+1, . . . , bs such that
in≺[as−q+1, . . . , as|bs−q+1, . . . , bs] = m′′,
and after possibly exchanging rows and columns we can assume bi ≥ n − q + 1 for i =
s− q + 1, . . . , s. Set
M = [a1, . . . , ar, αr+1, . . . , αs−q, as−q+1, . . . , as|b1, . . . , br, βr+1, . . . , βs−q, bs−q+1, . . . , bs].
Note that the row and the column indices of M are distinct since ai ≤ r < αr+1, bi ≤
r + 1 < βr+1 for i = 1, . . . r and αs−q < n − q − 1 ≤ aj, βs−q < n − q + 1 ≤ bj for
j = s− q + 1, . . . , s.
We prove that in≺(M) = m, by induction on r ≥ 2.
If r = 2, then M = [2, 1, α3, . . . , αs−q, as−q+1, . . . , as|1, 3, β3, . . . , βs−q, bs−q+1, . . . , bs]. By
expanding along the first row one obtains:
M = [2 | 1]M1 − [2 | 3]M2 +
s−q∑
j=3
±[2 | βj]Mj +
s∑
j=s−q+1
±[2 | bj]Nj.
Note, that [2, 3] 6∈ D ∪ U and since βj ≥ 5 and bj > 5, then [2 | βj] and [2 | bj] do not lie
in D ∪ U for every j. Thus in(M) = in([2, 1]M1) = [2, 1]in(M1). Indeed, the only element
from D ∪ U in the first row of M1 is i[1, 3]. Hence, by expanding M1 along the first row
and by using Case 3 one obtains:
in(M1) = [1, 3]in([α3, . . . , αs−q, as−q+1, . . . , as|β3, . . . , βs−q, bs−q+1, . . . , bs]) = m.
Now assume r > 2.
We consider the case when r is even. The case when r odd can be treated in the same
way.
One has:
M = [2, 1, a3, . . . , ar, αr+1, . . . , αs−q, as−q+1, . . . , as|1, 3, b3, . . . , br, βr+1, . . . , βs−q, bs−q+1, . . . , bs]
with ar = r−1, br = r+1, ar−1 = r, br−1 = r−2, ar−2 = r−3, br−2 = r−1, br−4 = r−3.
Note that αj ≥ r + 1, βj ≥ r + 3 for every j and bi > βj for all i, j.
By expanding M along the arth row one obtains:
M = [ar | 1]M1 − [ar | 3]M2 +
r∑
j=3
±[ar | bj]Pj +
s−q∑
j=r+1
±[ar | βj]Mj +
s∑
j=s−q+1
±[ar | bj]Nj
Consider Pr = [2, 1, a3, . . . , ar−1, αr+1, . . . , as|1, 3, b3, . . . , br−1, βr+1, . . . , βs−q, bs−q+1, . . . , bs].
By the assumption on the indices involved in M , the only element of the ar−1st row in
D ∪ U is [ar−1, br−1] = [r, r − 2]. Thus by expanding Pr along the ar−1st row we get that
m = in([ar, br]Pr) equals
[ar, br][ar−1, br−1][2, 1, a3, . . . , ar−2, αr+1, . . . , as|1, 3, b3, . . . , br−2, βr+1, . . . , βs−q, bs−q+1, . . . , bs]
by the induction hypotheses.
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Now [ar | βj] 6∈ D∪U for j = r+ 1, . . . , s− q and [ar | bj] 6∈ D∪U for j = s− q+ 1, . . . , s.
Moreover, if j = 3, . . . r the only [ar | bj] that can be in D ∪ U are from the set {[ar, br] =
[r − 1, r + 1], [ar, br−2] = [r − 1, r − 1], [ar, br−4] = [r − 1, r − 3]}.
It follows that
in(M) = in(m+ [ar | 1]M1 + [ar | 3]M2 + [ar | br−2]Pr−2 + [ar | br−4]Pr−4)
= in(m+ [ar | 1]M1 + [ar | 3]M2 + [ar | ar]Pr−2 + [ar | ar − 2]Pr−4).
Note, that since r > 2 even implies r ≥ 4. If r = 4, then [ar | 1] = [3, 1] and [ar | 3] =
[3, 3] = [ar, br−2]. If r = 6, then [ar | 1] = [5, 1] 6∈ D ∪ U and [ar | 3] = [ar, br−4]. If r ≥ 8,
then ar ≥ 7 and [ar | 1] and [ar | 3] do not lie in D ∪ U . Therefore,
in(M) =
{
in(m+ [ar | ar]Pr−2 + [ar | ar − 2]Pr−4) if r ≥ 6
in(m+ [3 | 1]M1 + [3 | 3]Pr−2) if r = 4 .
In the following we prove that in(Pr−2), in(Pr−4) and in(M1) involve at least one in-
determinate not in D ∪ U , thus [ar | ar]in(Pr−2), [ar | ar − 2]in(Pr−4) and [3 | 1]in(M1) are
larger than m. From this the assertion follows.
We will only treat the case of Pr−2, an analogous reasoning will covers the cases Pr−4
and M1.
For Pr−2 = [2, 1, a3, . . . , ar−1, αr+1, . . . , as|1, 3, b3, . . . , br−3, br−1, br, βr+1, . . . , bs] the only
element of the ar−1st row which is in D ∪U is [ar−1, br−1] = [r, r− 2]. Expanding along the
ar−1st row, we get in(Pr−2) = [ar−1, br−1]Q, with
Q = [2, 1, a3, . . . , ar−2, αr+1, . . . , as|1, 3, b3, . . . , br−3, br−1, br, βr+1, . . . , bs].
Now the only elements in the ar−2nd row of Q which are in D ∪ U are [ar−2, br−4] =
[r − 3, r − 3] and [ar−2, br−6] = [r − 3, r − 5]. Thus by expanding along the ar−2nd row we
obtain in(Q) = in([ar−2, br−4]Q1 + [ar−2, br−6]Q2) with
Q1 = [2, 1, a3, . . . , ar−3, αr+1, . . . , as|1, 3, b3, . . . , br−5, br−3, br−1, br, βr+1, . . . , bs]
and
Q2 = [2, 1, a3, . . . , ar−3, αr+1, . . . , as|1, 3, b3, . . . , br−7, br−5, br−4, br−3, br−1, br, βr+1, . . . , bs].
Expanding all the minors we obtain in this way, step by step along the ar−jth rows,
with j = 3, ..., r − 3, and arguing in the same way, we get in(Pr−2) = in([2, 1|c, br]p) with
p a polynomial involving only indeterminates in D ∪ U , and c < br. Thus in(Pr−2) =
in([2, c][1, br]p− [2, br][1|c]p) which is bigger than m since [1, br] and [2, br] are not in D∪U .

Now we are in position to give a description of some leading terms of s-minors of X with
respect to ≺.
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Proposition 3.7. Let m be a square-free monomial of degree s for some 1 ≤ s ≤ n− 2 in
the set D ∪ U such that for all xii|m and xhk|m with xhk ∈ U one has i 6= h and i 6= k.
Then m is the leading term of an s-minor of X with respect to ≺.
Proof. Let m = xi1i1 · · · xijijxα1β1 · · ·xαpβp be a squarefree monomial with xα`β` ∈ U for
every ` = 1, . . . , p and j + p = s. We prove by induction on j that if ik 6= α` and ik 6= β`
for every 1 ≤ k ≤ j, 1 ≤ ` ≤ p, then m is the leading term of an s-minor M of the matrix
X with respect to ≺.
The induction base j = 0 is a consequence of Proposition 3.6 and we may now assume
j > 0.
We set m = xi1i1 · · ·xijij · m′ with m′ = xα1β1 · · ·xαpβp . By the Proposition 3.6 there
exists a1, . . . , ap, b1, . . . , bp such that for M ′ = [a1, . . . , ap | b1, . . . , bp] we have in≺(M ′) = m′
and {α1, . . . , αp, β1, . . . , βp} = {a1, . . . , ap, b1, . . . , bp}. To conclude the proof we show that
m = in≺(M), with
M = [i1, . . . , ij, a1, . . . , ap | i1, . . . , ij, b1, . . . , bp].
Note that by assumption ik 6= a` and ik 6= b` for every 1 ≤ k ≤ j, 1 ≤ ` ≤ p, thus all the
row indices (resp. the column indices) in M are distinct and M 6= 0.
Expanding M along its first row one has
M = [i1 | i1][i2, . . . , ij, a1, . . . , ap | i2, . . . , ij, b1, . . . , bp] +
j∑
k=2
±[i1 | ik]Mk +
p∑
h=1
±[i1 | bh]Nh.
By induction in≺([i2, . . . , ij, a1, . . . , ap | i2, . . . , ij, b1, . . . , bp]) = xi2 i2 · · ·xij ij · m′, thus to
conclude we have to prove that in the two sums in the expansion cannot appear any term
bigger than m.
First consider the terms in
∑j
k=2±[i1 | ik]Mk.
Let I = {i1, i2, . . . , ij}. If i1 + 2 6∈ I and (i1, i2) 6∈ {(1, 2), (n− 1, n)}, then xi1 ik 6∈ D ∪U
for every k, thus no term bigger than m appears in the sum.
If i1 + 2 ∈ I, then i2 = i1 + 2 or i2 = i1 + 1 and i3 = i1 + 2. Suppose i2 = i1 + 2 (in
the other case one concludes similarly). The only possible terms bigger than m come from
[i1 | i2]M2 = [i1 | i1 +2][i2, . . . , ij, a1, . . . , ap | i1, i3 . . . , ij, b1, . . . , bp]. If i2 +2 6∈ I we conclude
by expanding M2 along its first row. Otherwise we can repeat the reasoning until we find
ih such that ih + 2 6∈ I and we conclude. It remains to consider the cases (i1, i2) = (1, 2)
and (i1, i2) = (n − 1, n), that can be treated similarly, by expanding along the first row
and remembering that x12 and xn−1,n are the smallest indeterminates in D ∪ U .
Consider now the terms in
∑p
h=1±[i1 | bh]Nh. The only terms to be considered are the
ones with xi1 bh ∈ D ∪ U , that is
xi1 bh ∈ {x12, x21, xn−1n, xnn−1, xk, k+2, xk+2, k, for some k ∈ {1, . . . , n− 2}}.
Let start with xi1 bh = xn−1n, that is i1 = n − 1 and bh = n. In particular bh = bp,
then ik 6= n for every k, thus j = 1 and M = [n − 1, a1, . . . , ap |n − 1, b1, . . . , bp−1, n]. By
developing M along its first row one has:
[n−1 |n−1][a1, . . . , ap | b1, . . . , bp−1, n]±[n−1 |n][a1, . . . , ap |n−1, b1, . . . , bp−1]+ other terms
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all containing a variables not in D ∪ U ; thus the conclusion follows by induction and by
the fact that xn−1,n is the smallest variables in D ∪ U .
Similarly one concludes in the case xi1 bh = xnn−1.
Consider now xi1 bh = x12, that is i1 = 1, bh = b1 = 2. In particular α1 = 2 and a1 = 4.
Note that x13 does not appear in the first row of M on the right of x12, otherwise it would
be αt + 2 = 3 for some t and we would have αt = 1 = i1, that contradicts the hypothesis.
Now if i2 6= 3, the conclusion follows by developing M along the first row and noting that
x12 is the smallest indeterminate in D∪U \{xn−1n}. If i2 = 3, developingM along the first
row we have to consider the term T = x13[3, i3, . . . , ij, a1, . . . , ap | 1, i3, . . . , ij, b1, . . . , bp]. If
i3 6= 5 the leading term of T is divided by x213, thus it is smaller than the term we want
to show to be the leading one; so we are done. If i3 = 5 we go on expanding until we find
ih 6= h+ 2 and we conclude in the same way.
Suppose xi1 bh = xk, k+2, for some k, that is, bh = i1 + 2; bh 6∈ {β1, . . . , βp}, otherwise it
would be i1 ∈ {α1, . . . , αp}, that contradicts the hypothesis. Thus we are in one of the Cases
2,3,4 of Proposition 3.6. There are then only two possibilities: (a1, b1) is equal to (1, 2) or
to (2, 1), thus {1, 2, . . . , i1} ⊆ {αi, βi | i = 1, . . . , p} which contradicts the hypothesis. Or
(a1, b1) is equal to (n − 1, n) or to (n, n − 1) which leads to a similar contradiction. Thus
this cannot occur. Analogously, one proves that it cannot be xi1 bh = x2 1.
If xi1 bh = xk+2, k for some k = 1, . . . , n − 2, that is bh = i1 − 2, then bh ∈ {β1, . . . , βp}.
In fact bh ∈ {α1, . . . , αp} would imply i1 ∈ {β1, . . . , βp}, that contradicts the hypothesis.
One concludes also in this case arguing as in the case xi1 bh = x12, and this concludes the
proof. 
4. The initial complex
We introduce some notions that will be used to describe the simplicial complex associated
to in≺(In−2). Denote by C(m, d) the boundary complex of the d-dimensional cyclic polytope
with m vertices. Recall that, by Gale’s evenness condition, the facets of C(m, d) are the
subsets M ⊆ [m] of size d such that for any two i, j ∈ [m] \M with i < j the number of
elements ` ∈M for which i < ` < j is even (see [22, Theorem 0.7]).
Moreover let Cm = ([m], E) be the m-cycle graph on vertex set [m] = {1, . . . ,m} and
edge set E = {{i, i+ 1}|1 ≤ i ≤ m−1}∪{{1,m}}. For some r < m
2
consider the simplicial
complexMm,r consisting of all subsets M of [m] such that the vertices in M are covered
by a (partial) matching of Cm of size r.
Lemma 4.1. The simplicial complexMm,r is the boundary complex of the cyclic polytope
C(m, 2r). In particular,Mm,r is pure of dimension 2r − 1 with
(
m−r
r
)
+
(
m−r−1
r−1
)
facets.
Proof. First we note that by definition Mm,r is a pure simplicial complex and that the
boundary complex of C(m, 2r) is pure as a boundary complex of a simplicial polytope. We
use Gale’s evenness condition. By definition the facets ofMm,r are given by the vertex set
of a matching of size r in Cm. If M is such a set then for any two i, j ∈ [m] \M such that
i < j the number i < ` < j of elements ` ∈ M that lie between them must be even as
they are exactly the elements covered by a set of disjoint edges. Thus by Gale’s evenness
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condition it follows that M lies in C(m, 2r). Conversely, if M is a facet of the boundary
complex of C(m, 2r) then between any two i, j ∈ [n] \ M where i < j the number of
i < ` < j is even. Thus by choosing i and j with the property that {`|j < ` < j} ⊆ M
one sees that by a partial matching of Cm one can cover all elements ` of M for which
there are i, j ∈ [m] \M such that i < ` < j. Since in M we have 2r vertices of which an
even number is covered, an even number is left. Those remaining vertices are an initial and
final segment of [m] and therefore can be covered by another few edges of Cm that form a
partial matching. Thus M ∈Mm,r.
The rest of the claim now follows by standard facts about cyclic polytopes. 
The following lemma is certainly known, but we include it for the sake of completeness.
Lemma 4.2. Let r < m
2
. The minimal nonfaces of Mm,r are the subsets N of [m] such
that
(i) the cardinality of N is r + 1 and
(ii) the set N does not contain any edge of Cm.
Proof. We show first show that each N satisfying (i) and (ii) is a minimal nonface. Let
N ⊆ [m] be a set satisfying (i) and (ii).
The set N is a face ofMm,r if and only if we can find r edges that cover N . But N is
of size r + 1 and does not contain any edge. Hence N cannot be covered by r edges and
N is a nonface. Now let v ∈ N be some vertex. Then N \ {v} contains r elements. No
two elements of N \ {v} lie in an edge. Starting from any w ∈ N \ {v} we go around C2n
in a fixed order. We pair each element of N \ {v} with its neighbor in this order. Since
no neighbor is in N this will give r edges covering N \ {v}. Hence N \ {v} is a face. In
particular N is a minimal nonface.
Now it remains to be shown that any minimal nonface N ofMm,r satisfies (i) and (ii).
Let N be any minimal nonface ofMm,r. By r < m2 the full ground set [m] is not a minimal
nonface. Hence, there is a vertex v that is not contained in N . Starting from v we go in a
fixed direction around Cm. We mark a vertex red if it is in N and the preceding vertex is
not yet marked red. We mark a vertex blue if it is in N and the preceding vertex is marked
red. We mark a vertex green if it is not in N but the preceding vertex is marked red. It
follows that N consists of all red and blue vertices. Now remove from N all blue vertices.
Then the resulting set N ′ does not contain any edge. Thus if N ′ has r+1 or more elements
then it contains a subset satisfying (i) and (ii). Since we know that all subsets satisfying
(i) and (ii) are minimal nonfaces, it follows that N itself must satisfy (i) and (ii). Hence
we are left with the situation when N ′ contains strictly less than r + 1 vertices. But by
construction the vertex following a red vertex is either blue or green. Hence the set of red,
blue and green vertices is a set containing N and being contained in a matching of size r.
Thus N cannot be a nonface. 
For exhibiting the connection of the previous lemmas with in≺(In−2), we consider a graph
on vertex set D ∪ U , with
D = {x11, . . . , xnn}, U = {x13, x24, . . . , xn−2,n, x12, xn−1,n}.
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The edges are formed by the two elements subsets that contain one element xii in D and
one element in U that lies either in the same row or column as xii . One easily sees that
this graph is a 2n-cycle whose vertices alternate between elements in D and elements in
U (see Figure 1). The preceding lemmas for m = 2n and r = n − 3 imply the following
proposition.
Proposition 4.3. The ideal in≺(In−2) is the Stanley-Reisner ideal of a simplicial complex
isomorphic to an iterated cone overM2n,n−3, resp. the boundary complex of C(2n, 2n− 6).
For the proof of the proposition we need a simple lemma that can for example be found
in [14, Lemma 5.1]. A version of this for arbitrary (not necessarily monomial) ideals is
stated in [9, Lemma 4.2].
Lemma 4.4. Let T = k[y1, . . . , y`] be the polynomial ring in ` variables. Suppose that
I ⊆ J are monomial ideals in T such that the following hold:
(i) dim(T/I) = dim(T/J).
(ii) e(T/I) = e(T/J).
(iii) I is the Stanley-Reisner ideal of a pure simplicial complex ∆ on ground set [`].
Then I = J .
Proof of Proposition 4.3. Let us identify the variables in D∪U with the elements of [2n] as
indicated in Figure 1. Then Proposition 3.7 implies that the monomials whose support sets
are satisfy the conditions of Lemma 4.2 lie in in≺(In−2). Thus Lemma 4.2 implies that the
Stanley-Reisner ideal ofM2n,n−3 is a subset of in≺(In−2). The dimensions of the respective
quotient rings and their multiplicities coincide by Lemma 4.1 and Corollary 2.2. Hence
using Lemma 4.4 it follows that in≺(In−2) equals the Stanley-Reisner ideal ofM2n,n−3 ∼=
C(2n, 2n− 6). 
The following is an immediate consequence of the well known fact that the Stanley-
Reisner ideal of the boundary complex of a simplicial polytope is Gorenstein (see for
example [3, Corollary 5.5.6]) .
Corollary 4.5. The simplicial complex Mm,r is Gorenstein∗ for r < m2 . In particular,
in≺(In−2) defines a Gorenstein ring.
Now Theorem 1.1 follows noting that also S/in≺(In−2) is a compressed Gorenstein k-
algebras (see Remark 2.3) with the same numerical invariants as S/In−2, and arguing as
before Proposition 2.4.
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