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The purpose of this study is to test Richard Easterlin's
general thesis that large cohorts generate a higher crime rate
within a given population than smaller cohorts, regardless of
age and time period. To accomplish this purpose, the re¬
searcher examined the Uniform Crime Report arrest trends for
burglary in relationship to age, cohort, and period from the
years 1965 through 1984.
Specifically, the study tested the following three hypo¬
thesis:'
^H: There is a significant relationship between
age and burglary as measured by the rates
of arrests for burglary reported in the
Uniform Crime Reports from 1965-1984.
This hypothesis is confirmed.
^H: There is a significant relationship between
time period and burglary as measured by the
rates of arrests for burglary reported in
the Uniform Crime Reports from 1965-1984.
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This hypothesis is not confirmed.
3 .... . .
H: There is a significant relationship between
cohort size and burglary as measured by the
rates of arrests for burglary reported in
the Uniform Crime Reports from 1965-1984.
This hypothesis is confirmed.
The researcher found that the variable, cohort, has a
more significant relationship to burglary arrest rates than
either period or age. The cohort is more significantly re¬
lated to burglary arrest rates than that of age and cohort
together. Therefore, Easterlin's hypothesis is acceptable for
burglaries, that is, "large cohorts generate higher arrest
rates for burglary than small cohorts; and, cohort size is
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Statement of the Problem
This thesis examines the statistical relationship of
three variables: age, period, and cohort to burglary arrest
rates reported in the Uniform Crime Reports from 1964-1985.
The study tests Richard Easterlin's (1968) cohort theory as
applied to burglary arrest rates (i.e., large cohorts generate
higher arrest rates for burglary than do small cohorts), and
that cohort size is more significant in relationship to bur¬
glary arrest rates than is age or period. Easterlin's thesis
applies to the overall crime rates. Herein, we deal with the
burglary crime rate as measured by arrest rates.
Researchers have indicated that the fluctuations in the
age composition of a population have a significant impact on
crime rates (Easterlin, 1968; Wolfgang, et al., 1972; Bonger,
1943; Scarr, 1973; Reppetto, 1974). The relative significance
of the three variables (age, period, cohort) in relation to
crime rates has not been determined.
Furthermore, there are no specific longitudinal studies
that examine the statistical relationship of these variables
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to crime rates for specific offenses (e.g., burglary, homi¬
cide, burglary, etc.)* The research herein focuses primarily
on the relationship of age, period, and cohort to burglary.
Burglary is the second most frequent property crime
occurring in the United States, one in every 10 seconds; lar¬
ceny-theft is the first fBureau of Justice Statistics. 1985).
A substantial proportion of violent crimes that occur in the
home are committed during household burglaries. Three-fifths
of all home robberies, and about one-third of home aggravated
and simple assaults are committed by burglars. During the 10
year period, 1973-1982, 2.8 million such violent crimes oc¬
curred during the course of burglaries, even though the vast
majority of burglaries occurred when no household member was
present (Bureau of Justice Statistics. 1985). The motivation
for burglary and robbery appear similar and frequently these
two result in aggravated assault and homicide.
Data Source
For the purpose of data retrieval, the researcher uti¬
lized the Uniform Crime Reports for 1965-1984, made available
by the United States Department of Justice, Washington,
D.C. Other sources included findings on burglary from the
National Crime Surveys. Bureau of Justice Statistics Crime
Bulletins and individual researchers studies
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Purpose and Objective of the Study
The purpose of this research is two-fold: first to study
the trends of burglary over the 20 year period; and second,
to test Easterlin's hypothesis in relation to cohort. This
hypothesis postulates that large cohorts generate higher crime
rates within a given population than small cohorts. Age-spe¬
cific rates are available from Uniform Crime Report for 21 age
categories listed as follows: 12, 13, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25-29, 30-34, 35-39, 40-44, 45-49, 50-54,
55-59, 60-64, and 65+.
Limitation of the Study
This research does not deal with either the personal or
social characteristics (other than age, cohort, period and
race), of either the perpetrator or the victim. It is reasoned
from past studies that a young population, large cohorts, and
certain time periods would generate higher burglary rates than
those found in older populations with small cohorts. Person¬
ality characteristics may be pertinent to burglary, but are
not considered for this study. Secondly, the displacement
effect is not controlled (i.e., lack of control on the situa¬
tion in which burglary manifests itself in the stabilization
of overall crime rates). A person may be arrested for
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burglary, when in reality he simultaneously committed several
other offenses such as aggravated assault or homicide. Fur¬
thermore, a person could be charged with burglary and later
through a plea bargaining process, have this charge reduced to
simple theft (see Gabor, 1981 for a detailed discussion on the
crime displacement hypothesis). Thirdly, this longitudinal
study is limited to the years 1965 through 1984. Finally, the
statistical analysis is limited only to arrest rates as re¬
ported by Uniform Crime Report data.
Definition of Terms
The essential terms that need to be defined are bur¬
glary cohort, displacement effect, longitudinal study, mul¬
tiple regression, regression analysis, and Pearsons' correla¬
tion.
The UCR (1985) defines burglary as "the unlawful entry
of a structure to commit a felony or theft. The use of force
to gain entry is not required to classify an offense as bur¬
glary. Burglary is categorized into three subclassifications:
forcible entry, unlawful entry where no force is used, and at¬
tempted forcible entry."
A cohort is an aggregate of individuals experiencing a
significant event in their life history during the same chro¬
nological interval.
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Displacement effect is the lack of multicollinearity
between two or more variables. A person may be arrested for
burglary, when in reality he simultaneously committed other
offenses such as drug abuse, rape, assault, etc. Furthermore,
the fact that one offender may have committed more than one
burglary is not accounted for in the analysis.
Longitudinal studies are designed to observe certain
trends in the cohort (i.e., age over a period of time). An
advantage of a longitudinal study is that a variable can be
studied over a period of time to note any change, rather than
confinement to one static time period (Nettler, 1978).
Multiple regression uses more than one independent vari¬
able to predict the value of the dependent variable.
Pearsons' correlation measures the magnitude and the di¬
rection of association between any two variables: (1) indepen¬
dent and dependent variables; (2) independent and independent
variables; and (3) dependent and dependent variables.
Regression analysis is used to measure the impact of one
or more independent variables on a single dependent variable.
In regression analysis, one can have a number of independent
variables, but only one dependent variable.
Organization of the Thesis
This thesis consists of five chapters. Chapter 1 covers
the introduction and statement of the problem, data source.
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purpose and objectives of the study, study limitations, and
definition of operational terms. Chapter 2 presents a se¬
lected literature review of burglary. Chapter 3 presents the
theoretical framework and the methodology of the study. Chap¬
ter 4 treats the data analysis, and Chapter 5 gives the find¬
ings, summary and implications of the study.
CHAPTER 2
REVIEW OF SELECTED LITERATURE
The purpose of this chapter is to review selected litera¬
ture on burglary as it relates to age, cohort and time period.
Most burglary studies have dealt with victimization and pre¬
vention strategies (Stubblefield, 1977; Donnermeyer, 1980,
1981; Griswold, 1984; Davis and Proctor, 1980; Carter and
Beaulieu, 1984). Some studies expressed difficulties in
estimating the volume of burglaries (Riccio, 1985; Inciardi,
1976, Gabor, 1981).
Scarr (1973) analyzed burglary offenses in three separate
police jurisdictions and reported on the conditions of the
offense (both residential and non-residential). He developed
social profiles of burglars and their victims from research
interviews. He also outlined scenarios illustrating the
processing of burglary arrestees through the judicial system.
While a major portion of the study focused on a tabular exami¬
nation of various incident characteristics, an ecological
analysis of the rate, and frequency of residential and non-
residential burglaries, only cursory attention was given to
the perpetrator. Scarr did, however, introduce anecdotal
7
8
information contrasting professional burglaries (the "Beltway
Gang") with "causal" ones (drug abusing, high school burglar).
Reppetto (1974) investigated patterns of both residential
burglary and robbery in the greater Boston metropolitan area.
Data were derived from a variety of sources including: bur¬
glary incident reports from 39 representative police reporting
areas; surveys of both victims and non-victims of burglary;
field observations of building security features; and inter¬
views with convicted burglars. Citing an overall goal, "to
identify, describe, and, where possible, explain in a systema¬
tic and quantitative manner the nature and patterns of these
crimes and their correlation to key variables," Reppetto
provided a massive amount of baseline data, most of which is
presented in a tabular form. His findings focused primarily
on offender attributes derived from personal interviews with
97 adjudicated burglary offenders, all of whom agreed to
participate in the study.
Reppetto found that apprehended burglars tended to be
young, male nonwhite, and semi-skilled, in the sense that most
used physical force of some type to gain entry to structures.
Furthermore, three-quarters of those interviewed engaged in
some type of planning before committing the offense. Offenders
preferred to burglarize unoccupied residences (Reppetto, 1974:
17). Those offenders who were younger and nonwhite tended to
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commit burglaries within their own neighborhood. More than
one-half of the interviewees used at least one accomplice who
often acted as a lookout (Reppetto, 1974: 18). It must be
kept in mind that Reppetto's (1974) profiles were constructed
on the basis of interviews with adjudicated burglars.
Pope (1980) explored patterns associated with both the
burglary offense and the apprehended burglar. Data for this
study were derived from a crime-specific burglary program
sponsored by the California Council on Criminal Justice,
extending from April 1972 to May 1973. This data contained
information on both burglary offenses and offenders that had
not been available before. Information on burglary arrestees
included both demographic (age, race, sex) and criminal his¬
tory (arrest record, drug user) data. Data on the distance
from the offense occurrence to the offender's residence were
also provided, along with the number of crime patterns in¬
volved in the chart. Offense information included traditional
factors such as means of entry, amount stolen, time of occur¬
rence, and type of premise entered. Attempted burglaries were
distinguished from those that were completed. Deterrent
characteristics were also reported and included the avail¬
ability of artificial lighting, the presence of a dog, the use
of alarm systems, etc. Utilizing cluster analysis. Pope did
not find a strong relationship between the characteristics of
burglary offenders and the types of burglary they committed.
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His observations regarding offender-offense patterns disclosed
that: (1) black-or-other offenders often burglarized struc¬
tures in socially disadvantaged areas; whereas, white of¬
fenders selected targets in more prosperous areas; (2) black-
or-other offenders were generally associated with burglaries
of a more forcible nature; and (3) those with non-criminal
record focused on non-residential targets, while those with a
criminal history tended to choose residential targets. How¬
ever, none of these relationships were strong. Pope finally
concluded that.
Unlike violent crimes in which there is an
interactive pattern, burglary and other
property crimes as well, may reflect more
opportunity than choice. It would seem that
those individuals apprehended during the
project period did not substantially differ
in the kinds of burglaries they committed.
Steffersmeier and Harer (1987) investigated the impact
of "aging" of the U.S. population on its declining crime rate
during 1980-1984. In fulfilling this objective (i.e., to
determine whether the recent drop in the nation's index crime
rate was due to changes in the age structure of the popula¬
tion) , these two authors applied age-standardization methods
to the Uniform Crime Reports and the National Crime Survey.
Although the analysis covered the 1976-1984 period, it focused
primarily on the 1980-1984 period because: (1) Wolfgang (1974)
predicted that crime would drop in the 1980s (due to the
changing demographic makeup of the U.S. population); and (2)
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the attention this period has received in both popular and
scientific writings centering particularly on a comparison of
crime trends during the Reagan and Carter administrations.
This study documented that one of the most significant factors
affecting the nation's crime rate is the age composition of
the population. Index crime rates were highest in the young
groups, and declined with age. Age-specific arrest rates
peaked for the 16-18 age range for all index crimes, then
dropped quickly to half the peak rate by age 21 for property
crimes, age 23 for robbery, and age 35 for personal crimes.
This study also found that there was a shift in recent years
from a younger to an older population age composition. This
shift involved: (1) the large "baby boom" cohorts of post
World War II (1947-1962), who had passed out of their late
"teens" (the years of most active criminality); (2) the small
"baby bust" cohorts of the 1960s and early 1970s, that are now
producing a diminishing proportion of adolescents and young
adults to the population as a whole; and (3) the growth of
large elderly cohorts, the years of least active criminality.
The most significant shift was the shrinking proportion of
people in the age group most prone to commit index crimes
(15-24 years). This age group was at its peak in the mid-
1970s, remained steady until about 1980, after which it de¬
clined sharply.
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Luckenbill (1984) found that assaults typically involve
adolescents and young adults. Mulvihill, et al., (1969)
analyzed FBI data from 1965-1969 on aggravated assault arrests
and found that the patterns of offenders by age was quite
similar to that of those arrested for homicide. The age group
18-24 had a much higher arrest rate for aggravated assault
than the age group 15-17. From ages 25-34, assault arrest
rates were about the same as the 18-24 group. After age 35,
the arrest rates for aggravated assault began to decline
significantly.
Luckenbill compared the 1982 Uniform Crime Reports with
other western countries (i.e., England, Wales, Denmark,
Finland, Italy, and Canada), and found that 43 percent of
those arrested for aggravated assault ranged from 25 to 34
years of age, and that the average age of arrestees was 28
years.
A similar, although not quite so dramatic, impact of age
structure on crime has been noted by several Canadian re¬
searchers (Hartnagel, 1978; Maxim and Jacklin, 1980), as well
as by several European authors (European Committee on Crime
Problems, 1970; Jepsen and Pari, 1966).
Demographers have proposed that sharp variations in the
size of birth cohorts could have a profound effect on the
volume of crime a society could expect to experience (Ryder,
1965; Easterlin, 1978). All else being equal, large cohorts
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of young people would exhibit (as suggested by these demo¬
graphers) , a relatively higher crime rate than small cohorts.
The size of the cohort would exert powerful leverage affecting
the cohort members' job opportunities and life chances. In
large cohorts, there would be a glut of young people in the
labor market, competition for jobs and education would in¬
crease, and there would be a subjective feeling among young
people that times were tough in relation to their aspirations.
Easterlin (1978) suggested that it would be unreasonable to
expect age-specific rates to remain constant in the face of
fluctuating population distributions. Specifically, he sug¬
gested that many social phenomena, such as crime rates, would
fluctuate according to the relative size of the age cohort
considered. This hypothesis was tested by Maxim (1980) using
official delinquency statistics from the Province of Ontario,
Canada, for the years 1952-1981. The data suggest that
Easterlin's hypothesis is credible.
Easterlin (1978) argued that there was an increase in
crime rates as a direct result of the coming of age during
the "baby boom" of the 1960s. He explained that the popula¬
tion would have a profound effect on the percentage of the
criminal population. Most research on the cohort size seems
to have been motivated by the perceived relationship between
crime and the post-war "baby boom." Few researchers have
focused on the primary problem posed by the "baby boom" - that
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of increased cohort size. Ryder (1965) wrote that "a cohort's
size relative to the size of its neighbors is a persistent and
compelling feature of its lifetime environment. As the new
cohort reaches each major junction in the life cycle, the
society has the problem of assimilating it." Ryder also noted
that the cohort entering adulthood in the late 1960s had the
misfortune to be raised in crowded housing and schools, and
was faced with a bad labor market, primarily because of their
large size.
Easterlin (1978) commented that, "as a scarce cohort
ages, it carries with it relatively favorable age and employ¬
ment conditions." Also, in each generation, adults must
grapple with the problem of including the young into the norms
and values of adult society. As Ryder (1965) put it, "society
at large is faced perennially with an invasion of barbarians."
Especially in a society already attenuated by social and
cultural changes, the growth of large juvenile cohorts both
strains adult society's attempt to reorient the self-interests
of youth to the community interests of adults (i.e., to
"civilize" those "barbarians"), and enhances the development
of a more crystallized youth subculture (i.e., resulting in
culture conflict).
The "cohort" interpretation might not exhaust ways of
explaining the trends in the nation's crime rate. Other
factors’ commonly linked to crime rates. Other factors
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commonly linked to crime rates might also be operating, such
as fluctuations in the economy (e.g., the movement of people
from urban to non-metropolitan areas that are less crime
prone), and greater efficiency of the criminal justice system.
Consideration of these factors have been made through measur¬
ing effects of the time period. When looking at the time
period in 1981, Luckenbill (1984) found that the 1981 aggra¬
vated assault rate had increased from 23 percent from 1976; 57
percent from 1971; 133 percent from 1966; and 228 percent from
1961. These rates were substantially higher than those of
most other highly industrialized nations (Luckenbill, 1984).
Wolfgang (1967) notes that every study of assaultive crimes
has found a low rate of female involvement as compared to the
male rate.
Leenders (1983) suggested that variations in crime over
time might be studied; (1) either over long periods, or (2)
as more or less rhythmic fluctuations over relatively short
periods. He indicated that the difficulty in studying long¬
term variations would be: (1) changes might occur in the^area
of punishable acts, in the attitudes of the public towards
the reporting of crime, in the administration of criminal
justice, in the means by which offenses and offenders are
registered, and by which the results of the registration are
made public; and (2) changes might occur in the composition
of the population, and in the economic, commercial, social
16
and cultural structure of society. Leenders agreed that the
first set of factors might have a particular influence on
short-term variations, but their influence often would be
relatively easy to control.
CHAPTER 3
THEORETICAL FRAMEWORK, HYPOTHESES AND METHODOLOGY
This chapter formulates a systematic conceptual scheme
of the relationship between the specific independent vari¬
ables of the study, and show how these variables are cor¬
related with burglary. It also discusses the methods used to
analyze the effects of age, period, and cohort on burglary.
In order to test the hypotheses proposed in this study, the
relevant data were obtained on age, period, and cohort vari¬
ables. Criminologists have long known that age is one of the
most significant variables in predicting the rates of offi¬
cial crime and delinquency (Nettler, 1978).
The following conceptual framework (Fig. 1), shows the
theoretical relationship between age, cohort, time period, and
burglary. Specifically, this study infers a theoretical
relationship between three independent variables: age, cohort,
and time period, and the dependent variable, burglary. This
type of inferred relationship is a linear one.
Hypotheses
This study tests the relationship between age, time
period, and cohort to burglary. Three hypotheses are tested:
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Figure 1. Conceptual model between robbery, age, period and
cohort.
^H: There is a significant relationship between age
and burglary as measured by the rates of arrests
for burglary reported in the Uniform Crime Reports
from 1965 to 1984.
2 . . . .
H: There is a significant relationship between time
period and burglary as measured by the rates of
arrests for burglary reported in the Uniform Crime
Reports from 1965 to 1984.
H: There is a significant relationship between cohort
groups and burglary as measured by the rates of
arrests for burglary reported in the Uniform Crime
Reports from 1965 to 1984.
Measurement of Variables
The independent and dependent variables used in this
study are measured as follows:
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1. Age: The common practice of measuring age
is in terms of completed years by a given
individual. The survey research study is
primarily based on sample responses, age is
computed in single years (Duncan, 1972;
Luckenbill, 1984; to cite a few). Alter¬
nately, this study is based on completed
populations counts such as the census. Age
is measured in terms of conventional age
groups (example: 0-4, 5-9, 10-14, 15-19,
etc.). Maxim (1980) adopted this method to
measure the effect in Canada. The present
study utilizes a combination approach. We
examine the robbery rates for each year and
for each age category during the year 1965-
1984. Age data is available in the UCR
(1985). Uniform Crime Reports provide the
rate of arrestees of various types of crimes
by the following age categories: less than
10, 12, 13, 15, 16-25, 30, 40, 45, 50, 55,
60, 65+.
2. Cohort - This study utilizes cohort based
on two events; age and time period. The
cohort of a given time at (t) will be one
year older at time (t+1) and two years
older at time (t+2), and so on.
3. Time Period - Maxim (1980) uses specific
time points with an equal interval of five
years to measure the impact of age groups
on the crime rate in Canada. In other
words, Maxim used five year age group
intervals. However, this study uses
continuous calendar years from 1965 to
1984 for statistical purposes.
4. Burglary - This study considers the arrest
rates for burglary in a given calendar
year for a given age group. Arrest rates
by age and year are taken from the Uniform
Crime Reports (1986).
Figure 2 provides a diagrammatic representation of the
relationship between age, period, and cohort groups across 21
age groups in 20 time periods. This chart reveals two major
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Figure 2. Diagrammatic representation of the relationship between burglary.
age, period and cohort
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processes: (l) there are 20 age cohorts and 20 period cohorts
which total 40 cohorts of the population; (2) the chart il¬
lustrates how the cohort advance in their age as they move
from one time period to another.
Regarding period cohorts, Figure 2 indicates that as new
cohorts enter the initial age group, old cohorts disappear at
the terminal age group (i.e., in 1984, Cohort 40 (C40) enters
the ages 12 and 19, but disappear at 65+), since they were
already in age groups in the present time period.
Methodology Utilized bv the Uniform Crime Reports
Section one explains the methodology that was used by
the UCR to obtain age-specific arrest rates and to compute
median age at arrest. Section two outlines the methodology
adopted for this study, and included here are dummy vari¬
ables, dummy years, dummy cohorts, dummy age groups, and
multiple regression (the statistical tool used to measure the
effect of age, period, and cohort on burglary arrest rates).
Arrest data using the UCR were obtained from the UCR
program covering a 20 year period, 1965—1984. UCR arrest
data as they relate to age-specific arrest rates have under¬
gone the following historical changes:
With respect to the classification of age, the cate¬
gories "10 and under" and "11 and 12" were used
through 1979. Starting in 1980, these categories
1.
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were replaced by the age groups "under 10" and "10
through 12."
2. UCR arrest data were gathered annually until 1973.
In 1974, monthly reporting of arrest data was imple¬
mented.
3. In 1980, the "age not known category" was dropped.
The impact of this action was negligible as the
category constituted only a fraction of one percent
of total arrests.
In order to make the classification "age data prior to
1974," comparable with that published in succeeding years, the
two categories involving individuals up to the age of 12 were
combined into a "12 and under" category. No attempt was made
to estimate or include arrest data for agencies reporting
statistics for 11 months or less. The number of agencies
represented in this report and their respective populations
are listed in Table 1.
An age-specific arrest rate refers to the number of ar¬
rests made of 100,000 inhabitants belonging to a prescribed
age group. The size of the population pertaining to a pre¬
scribed age group was computed for each year by distributing
the UCR contributors population through the use of age dis¬
tributions derived from U.S. Census publications. The source
of population data used is from the Current Population Report
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Table 1. Number of UCR Contributors and Population Coverage
Used for this Report.
NUMBER UCR TOTAL PERCENT OF U.S.
YEAR OF UCR CONTRIBUTORS U.S. POPULATIONS
CONTRIBUTORS POPULATIONS POPULATIONS COVERED
1965 4,047 126,564,000 193,526,000 65
1966 4,048 132,390,000 195,576,000 68
1967 4,302 138,481,000 197,457,000 70
1968 4,533 136,647,000 199,399,000 69
1969 4,510 138,705,000 201,385,000 69
1970 5,073 145,014,000 203,984,000 71
1971 5,490 149,491,000 206,827,000 72
1972 6,264 160,997,000 209,284,000 77
1973 5,946 156,356,000 211,256,000 74
1974 6,279 145,584,000 213,343,000 68
1975 7,528 156,845,000 215,465,000 73
1976 7,253 164,566,000 217,563,000 76
1977 7,479 163,288,000 219,760,000 74
1978 9,213 187,544,000 222,095,000 84
1979 9,833 183,941,000 224,567,000 82
1980 8,178 169,439,000 227,202,000 75
1981 10,382 183,013,000 229,348,000 80
1982 9,832 187,346,000 231,534,000 81
1983 10,827 200,692,000 223,981,000 86
1984 10,696 199,475,000 236,158,000 84
series as follows : 1965-1969 Series P-25, No. 519; 1970--1979
Series P-25, No. 917; 1980-1982 Series P--25, No. 929; 1983
Series P-25, No. 949; 1984 Series P-25, No. 94 6; and 1983
Series P-25, No. 949
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According to the Uniform Crime Report, the UCR arrest
data can be divided into age groups. Some are single-age
categories (e.g., 20 year old), while others are multiple-age
categories (e.g., 20-24 year olds). Below is the method for
computing the average age of arrestees.
Let (x,x") denote the age interval (xl,x"). For example,
the UCR age group "25-29" is expressed as 25,30. Let (xO,
xl), (xl,x2), (x2,x3), be consecutive age intervals, and f(x)
be a quadratic function of the form f(x) - 3ax2 + 2bx + c.
When D, E, and F represent the number of UCR arrests for
the consecutive age intervals (x0,xl), (xl,x2), and (x2,x3),
the average age is represented by the weighted sum over all
age intervals.
Analytical Procedures
The analytical procedures used in this study are of two
types: firstly, the dummy variable conversion is used to
lay out the data set in a final useable form to conduct mul¬
tiple regression analysis. Secondly, the inferential statis¬
tical procedures, correlation and multiple regression are
used to test the hypothesis proposed earlier.
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PuTnmy Variable Conversion Procedures
Sometimes X variables desired for inclusion in a regres¬
sion model are not continuous. Such variables can either be
ordinal or nominal. Ordinal measurements represent variables
with an underlying scale. An example would be the severity
of a burn. It can be classified as mild, moderate or severe.
But these burns are commonly called first-, second-, and
third-, degree burns. The X variable representing these cate¬
gories may be coded 1, 2, or 3, respectively. This method
looks at the underlying order of the data. Thus, we assume
that equal values are placed between intervals. An example
would be that we assume that there is a difference between
first-degree, second-degree and third-degree burns. In this
section, we will use one or more nominal X variables in re¬
gression analysis. For example, suppose the dependent vari¬
able Y is yearly income in dollars, and the independent vari¬
able X is the sex of the respondent (male or female). To
represent sex, we create a dummy variable D=0, if the respon¬
dent is male, and D=l, if the respondent is female. The
sample regression equation can then be written as Y = A + BD.
The value of Y is Y=A, if D=1 and Y=A+B, if D=l.
Nominal measurements are a level of measurement describ¬
ing a variable whose different attributes are only different.
Sex would be an example of a nominal measure.
26
The present study involves the conversion of a dummy
variable beyond two categories. The study converts all the
independent variables into dummy variables so that any pos¬
sible effect in the conversion procedures can be controlled.
The following are the specific dummy categories of each
independent variable in the present study.
a. Age; The Uniform Crime Reports are made available
on arrestees for the 21 age groups. In an attempt to set
the database for computer analysis, the dummy categories for
each of these age groups are required. Therefore, the dummy
age categories were created for each age group by using an
SPSSX logical command. For example, the first dummy age
category utilized the logical command, "If (ZAGE = 1), DAGE
1 = 1." For the second category, it is "If (ZAGE = 2), DAGE
2 = 1." Similar logical commands were used until all 21 age
groups were exhausted. (See Appendix A for more details on
computer programs.)
b. Cohort; The Uniform Crime Reports also made the
data available on arrestees for 40 dummy cohorts. In an
attempt to set the database for computer analysis, the dummy
categories for each of these cohort groups were required.
Therefore, the dummy age categories were created for each
cohort group by using an SPSSX logical command. For example,
the first dummy cohort category utilizes the logical command,
"If (COHORT EQ 1) = DCOHl = 1." For the second category, it
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is "If (COHORT EQ 2) = DCOHl =1.” Similar logical commands
were used until all 40 cohort groups were exhausted. (See
Appendix A for more details on computer programs.)
c. Period; The Uniform Crime Reports also made the
data available on arrestees for 20 years. In an attempt to
set the database for computer analysis, the dummy categories
for each of these years were created for each year by using
an SPSSX logical command. For example, the first dummy
year category utilized the logical command, "IF (ZYR EQ 1)
DYRl = 1.” For the second category, it is, "If (ZYR EQ 2)
DYR2 = 1.” Similar logical commands were used until all 20
years were exhausted. (See Appendix A for more details on
computer programs.)
Multiple Regression
The best statistical method known to predict the value
of a dependent variable is regression analysis. This analy¬
sis is founded on the axion; a dependent variable when
correlated with the independent variable(s) represents a
basic pattern which can be used to predict the range of the
values of the dependent variable that should occur if the
trend continues (e.g., the robbery arrests vary by X units
given Y units of change in age).
There are two types of regression analysis: simple re¬
gression and multiple regression. We are concerned with
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multiple regression. This type of regression can be divided
into either linear or nonlinear regression. Linear multiple
regression has more than one variable and is used to predict
the value of its dependent variable. The data fall along a
straight plane. Nonlinear regression has more than one
variable and is used to predict the dependent variable. The
data fall along a curved plane.
The calculations of the multiple regression are as
follows:
Dependent Variable = Constant + Beta x Independent
Variable 1 + Beta X Independent Variable 2 +...+ Beta X
Independent Variable N + e ... (EQ 1)
Burg = C + Bl.A + B2.P + B3.Co + e ... (EQ 2)
where:
Burg = Burglary arrest rate
A = Age of arrestees
P = Period or the year of arrestees
Co = Cohort (# of arrestees in a given calendar year)
C = Constant
Bl, B2, B3 = Beta coefficients
Since this study intends to test two different hypothe¬
sis, the above multiple regression equation (EQ 2) is divided
into the following two independent regression equations.
Burg = C + Bi.Aid + Bi.Pid + e ... (EQ 3)
where:
Aid = dummy age variable of i-th age category (i varies
from 2 to 21)
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Pid = dummy variable of i-th year (i varies from 2
to 21)
The remaining notations are the same as in (EQ 2):
Burg = C + Bi.Coid + e. ... ... (EQ 4)
where:
Coid = dummy cohort variables of i-th cohort category
(i varies from 2 to 40).
The remaining notations are the same as in (EQ 2). The em¬
pirical results of (EQ 3) and (EQ 4) were obtained from the
DEC-20 computer at the Atlanta University Computer Center,
utilizing the SPSSX package.
This chapter provided an outline of the conceptual frame¬
work, measurement of variables, methodology by the Uniform
Crime Report (1985), and analytical procedures using dummy
variable conversion and inferential statistical procedures.
CHAPTER 4
DATA ANALYSIS
The primary purpose of this chapter is to explain
various procedures adopted in analyzing the data and pre¬
senting the results. This analysis discloses the empirical
relationships between arrest rates for burglary and age, and
burglary and period, and burglary and cohort that permits
the testing of the three hypotheses postulated in Chapter 3.
The analytical procedures discussed in this section are or¬
ganized into the following three subsections;
1. Patterns of arrest rates for burglary
2. Correlation Analysis
3. Regression Analysis
Patterns of Arrest Rates for Buralarv
Figure 3 clearly illustrates the average age of arrestees
for burglary during the 20 year period 1965-1984. This figure
clearly shows that the median average age of those arrested
for burglary was 19.58 years of age. The average age of those
arrested for burglary fluctuated between 20.2 in 1965, and
19.8 in 1978, then rose gradually to 21.9 in 1984. These
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Figure 3. Average age of arrestees of burglary.
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in the 1960s. The turbulent 1960's high rate of poverty, the
Civil Rights Movement, racial riots and campus turmoil might
have decreased the opportunities for proper education and oc¬
cupational attainments.
Correlation Analysis
This section looks at how the three variables (age, co¬
hort, and period) are related to other offenses. Correlation
analysis is seen as an inferential statistical measure which
measures the magnitude and association of direction between:
(1) independent and dependent variables; (2) independent and
independent variables; and (3) dependent and dependent vari¬
ables. Therefore, this analysis helps to determine the rela¬
tionship among the independent variables as well as between
the independent and dependent variables.
Table 2 provides the zero order correlation coefficients
and their significance level between arrest rates for bur¬
glary, the independent variables of the study, as well as
other offenses. This table indicates that all of the vari¬
ables are significantly associated, with the exception of age,
all are positively associated.
33
Table 2. Correlation Between Arrest Rates for Burglary, Age,
Cohort, and Other Offenses.











♦Significant at less than or equal to .05 level.
As time period changes from 1965 to 1984, there is a
change in arrest rates for burglary. Also, the involvement in
burglary increases the probability of a person being involved
in other offenses. The inverse relationship between age and
arrest rates for burglary shows that the younger persons are
more prone to be arrested than the older. This finding is in
agreement with those found in other studies (Kadish, 1983;
Mulvihill et al., 1969; Luckenbill, 1984).
This analysis does not distinguish between independent
and dependent variables; thus, we cannot measure the amount
of effect that age and period have on arrest rates for bur¬
glary. Therefore, the regression analysis has been conducted
to measure such impact.
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Regression Analysis
The purpose of this analysis is to test the hypotheses postu¬
lated in Chapter 3. The regression analysis is utilized in
two stages. The first stage is to test the relationship of
age and time period to robbery arrest rates. The second stage
is to test whether cohort size has a significant relationship
to arrest rates. The related information on regression coef¬
ficient are included in Tables 3 and 4.
The first and second hypotheses proposed that age and
time period have a significant relationship to arrest rates
for burglary. These hypotheses are tested by conducting a
dummy variable multiple linear regression (See Table 3).
A perusal of regression coefficients by age groups dis¬
closed that all of the age categories are significantly
related to arrest rates for burglary. The levels of signi¬
ficance ranged from .008 at the age of 12, to .0157 at the
age of 60. The year 1978 was the most significant year (i.e.,
when the average age of the burglar began to increase). From
the above analysis, the hypothesis is confirmed that age has
a significant impact on the arrest rates for burglary.
The third hypothesis tested is that of cohort. Does co¬
hort have a significant impact on the level of burglary? In
order to fulfill this objective, another dummy variable
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Table 3. Age Effects on Arrest Rates for Burglary.
Independent
Variable Beta S.E. T Sign. T
Age
12 -.1874 4.2349E-04 - 3.759 .0002*
13 -.5287 4.2349E-04 -10.605 .0000*
15 -.6027 4.2349E-04 -12.090 .0000*
16 -.5448 4.2349E-04 -10.928 .0000*
17 -.6063 4.2349E-04 -12.162 .0000*
18 -.5694 4.2349E-04 -11.421 .0000*
19 -.5908 4.2349E-04 -11.852 .0000*
20 -.5762 4.2349E-04 -11.559 .0000*
21 -.5591 4.2349E-04 -11.216 .0000*
22 -.5726 4.2349E-04 -11.486 .0000*
23 -.5908 4.2349E-04 -11.851 .0000*
24 -.5282 4.2349E-04 -10.595 .0000*
25-29 -.5835 4.2349E-04 -11.704 .0000*
30-34 -.5821 4.2349E-04 -11.677 .0000*
35-40 -.5945 4.2349E-04 -11.926 .0000*
40-44 -.5731 4.2349E-04 -11.497 .0000*
45-50 -.5945 4.2349E-04 -11.926 .0000*
50-54 -.5626 4.2349E-04 -11.282 .0000*
55-60 -.5056 4.2349E-04 -10.144 .0000*
60-64 -.4105 4.2349E-04 - 8.241 .0000*
♦Significant if less than or equal to .05
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Table—4_s_ Time Period Effects on Arrest Rates for Burglary.
Independent
Variable Beta S.E. T Sign. T
1965
1966 .280058 2.8071E-04 3.628 .0003*
1967 .174911 2.8071E-04 2.266 .0040*
1968 .221001 2.8071E-04 2.863 .0044*
1969 .017546 2.8071E-04 .277 .8203
1970 -.019474 2.8071E-04 - .252 .8010
1971 .068376 2.8071E-04 .886 .3764
1972 -.048925 2.8071E-04 - .634 .5266
1973 -.048577 2.8071E-04 - .629 .5296
1974 -.061855 2.8071E-04 - .801 .4235
1975 -.003116 2.8071E-04 - .040 .9678
1976 -.101582 2.8071E-04 -1.316 .1890
1977 -.054663 2.8071E-04 - .708 .4796
1978 -.104035 2.8071E-04 -1.348 .1786
1979 -.103555 2.8071E-04 -1.341 .1806
1980 -.052976 2.8071E-04 - .686 .4930
1981 -.113230 2.8071E-04 -1.467 .1433
1982 -.050269 2.8071E-04 - .651 .5154
1983 -.117781 2.8071E-04 -1.529 .1279
1984
♦Significant if less than or equal to .05
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multiple linear regression equation was tested. These results
can be found in Table 5.
By comparing cohorts 2 to 40, the researcher found that
all cohorts, except cohorts 4 through 8 were of significance.
Therefore, the above findings confirm Hypothesis 2 (i.e, that
cohort has a significant impact on the level of crime...the
larger the cohort size, the higher the arrest rates for bur¬
glary) .
A model estimate was performed in Table 6, using multiple
r2 (i.e., the proportion of variance that can be explained in
arrest rates for robbery by each model). Model II (cohort),
is more significant than Model I (age and period). Model II
shows that 47 percent variance in robbery rates was explained
by variations in cohort size. Model I shows only 26 percent
of variance was explained by age and period.
These findings are consistent with Easterlin's hypothe¬
sis, who proposed that cohort has a more significant impact
on the level of crime than age and/or period.
In this chapter, the researcher looked at patterns of
correlation and regression analysis between robbery arrest
rates and three independent variables: age, time period, and
cohort. The empirical analysis confirmed the significant re¬
lationship of robbery arrest rates with age and with cohort,
but did not support its relationship with time period.
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Table 5. Cohort Effects on Burglary.
Independent
Variable Beta S.E. T Sign.
DCOH 2 -.179324 .008620 -3.572 .0004
DCOH 3 -.096644 .008239 -1.903 .0578
DCOH 4 -.042514 .007840 - .834 .4049
DCOH 5 -.000444 .007344 - .009 .9931
DCOH 6 .019071 .004714 .307 .7590
DCOH 7 .077899 .004442 1.264 .2071
DCOH 8 .100549 .004226 1.636 . 1027
DCOH 9 .153747 .004050 2.501 .0128
DCOH 10 .172432 .003904 2.799 .0054
DCOH 11 .192671 .003780 3.115 .0020
DCOH 12 .196085 .003673 3.155 .0017
DCOH 13 .285131 .003581 4.561 .0000
DCOH 14 .271921 .003499 4.323 .0000
DCOH 15 .260654 .003427 4.116 .0000
DCOH 16 .280765 .003363 4.403 .0000
DCOH 17 .303796 .003305 4.729 .0000
DCOH 18 .312423 .003253 4.828 .0000
DCOH 19 .316073 .003206 4.848 .0000
DCOH 20 .361306 .003206 5.542 .0000
DCOH 21 .370097 .003162 5.635 .0000
DCOH 22 .376896 .003206 5.781 .0000
DCOH 23 .376853 .003253 5.824 .0000
DCOH 24 .373070 .003305 5.808 .0000
DCOH 25 .366879 .003363 5.753 .0000
DCOH 26 .359306 .003427 5.669 .0000
DCOH 27 .350283 .003499 5.569 .0000
DCOH 28 .340746 .003581 5.451 .0000
DCOH 29 .330746 .003673 5.320 .0000
DCOH 30 .319962 .003780 5.173 .0000
DCOH 31 .308521 .003904 5.007 .0000
DCOH 32 .296560 .004050 4.824 .0000
DCOH 33 .266212 .004226 4.331 .0000
DCOH 34 .270554 .004442 4.389 .0000
DCOH 35 .256230 .004714 4.125 .0000
DCOH 36 .240684 .005071 3.818 .0000
DCOH 37 .212257 .007840 4.256 .0000
DCOH 38 .177451 .008239 3.533 .0000
DCOH 39 -2.231853 .072648 -6.995 .0000
DCOH 40 -3.159092 .072286 -7.044 .0000
*Signifleant if less than or equal to .05
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Table 6. Model Estimates.
Model # Multiple R2 F Significance F
I .84484 24.23174* .0000
II .39168 2.11422 .0005
*Significant if less than or equal to .05.
CHAPTER 5
SUMMARY AND CONCLUSIONS
The purpose of this chapter was to test Richard
Easterlin's hypothesis (as applied to burglary arrest rates)
that large cohorts generate higher crime rates within a given
population than smaller cohorts, regardless of age and time
period. To accomplish this purpose, the research examined
the trends of burglary in relationship to age, cohort, and
period for the years 1965 through 1984.
Hypotheses
^H: There is a significant relationship between age
and burglary as measured by the rates of arrests
for burglary reported in the Uniform Crime Reports
from 1965 to 1984.
This hypothesis was confirmed.
2 ... . .
H: There is a significant relationship between time
period and burglary as measured by the rates of
arrests for burglary reported in the Uniform Crime
Reports from 1965 to 1984.
This hypothesis was not confirmed.
^H; There is a significant relationship between cohort
groups and burglary as measured by the rates of
arrests for burglary reported in the Uniform Crime
Reports from 1965 to 1984.
The researcher found that the variable cohort has a more
significant relationship to burglary arrest rates than period
40
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and cohort together. Therefore, Easterlin's hypothesis is
acceptable for burglaries; that is, large cohorts generate
higher arrest rates for burglary than do small cohorts.
The limitations that the research found in this study
were as follows: (1) the research study does not deal with
either the personal nor social characteristics (other than
age, cohort, period, and race) of either the perpetrator or
the victim; (2) the displacement effect is not controlled for
the multicollinearity between two or more criminal offenses;
(3) this longitudinal study is limited only to the Uniform
Crime Report data; and (4) finally, burglary arrest rates do
not actually measure the total volvime of burglaries because
some burglaries might not have been reported to the police.
Policy and Research Implications
These findings, concerning age and burglary, disclosed
the target group for treatment and preventive measures; that
is, the median age of 19.5. The high-risk groups for burglary
disclosed in this study (19-22) probably share a subculture
of poverty and violence. Empirical data from other studies
indicate that high burglary rates occur consistently among
certain social groups: young, under-educated and uneducated,
under-employed and unemployed, unskilled, lower-class, under¬
privileged ghetto dwellers. Values promoting burglaries are
frequently found among such groups. Assuming that such a
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subculture of poverty and violence exists among these groups,
it is suggested that the greater the degree of integration of
the individual into these subcultures, the higher the prob¬
ability that a person's behavior will be crime-prone, thereby
leading to burglary in many cases.
It is likely that persons who are born in large cohorts
suffer from a great deal of competition and are involved in
an environment characterized by housing segregation, poor
housing, high unemployment, low-wage earnings, and inadequate
coping resources necessary for any climb into the mainstream
of society. There is a constant struggle to survive from day
to day. Many may feel that they are entrapped in their
environment; therefore, they have little stake in supporting
the value system of the middle class. Individuals in our
society who are reared under these conditions usually learn
behavior patterns that are not a part of the norms and values
of mainstream society. Many authors suggest that many of
these cohort members may suffer from anomie as defined by
Robert Merton (1967).
Certainly this membership must learn to expect and cope
with burglaries in their daily lives. Such people are not
criminals by nature, but rather a group that is the victim of
circumstances and economic deprivation. Stripped of self
respect and lacking respect for others, many are likely to
turn upon one another. Some do not have the necessary skills
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to solve their problems by rational means (i.e., they are not
able to earn enough for their daily support). Moreover, those
who do have enough skills to earn for their own needs may
choose an easy way of fulfilling their desires and ambitions
(i.e., through burglary). Perhaps these people should be re¬
educated and dispersed into neighborhoods where other value
systems can be reinforced upon them.
In the meantime, young persons from birth should be
taught (by parents, teachers, clergymen, community leaders,
counselors, etc.) that the utilization of illegal and irra¬
tional means in fulfilling their demands is non-productive and
damaging to the perpetrator as well as the victim.
Further Research Implications
The researcher may not extrapolate the findings herein
to specific study groups because the data are not broken down
by race, sex, social class and region. The time series data
for other socioeconomic characteristics such as education,
income level and rural or urban residence were not available
for this study. The findings do demonstrate the importance
of cohort and age to arrest rates and suggest further
intensive research in this area.
APPENDIX A
Age: The following 21 dummy age categories are used for con¬
structing age groups.
Computation of DAGE 1 through DAGE 21 are as follows:
If (ZAGE EQ 1) DAGE 1=1
If (ZAGE EQ 2) DAGE 2=1
If (ZAGE EQ 3) DAGE 3=1
If (ZAGE EQ 4) DAGE 4=1
If (ZAGE EQ 5) DAGE 5=1
If (ZAGE EQ 6) DAGE 6=1
If (ZAGE EQ 7) DAGE 7=1
If (ZAGE EQ 8) DAGE 8=1
If (ZAGE EQ 9) DAGE 9=1
If (ZAGE EQ 10) DAGE 10=1
If (ZAGE EQ 11) DAGE 11=1
If (ZAGE EQ 12) DAGE 12=1
If (ZAGE EQ 13) DAGE 13=1
If (ZAGE EQ 14) DAGE 14 = 1
If (ZAGE EQ 15) DAGE 15=1
If (ZAGE EQ 16) DAGE 16=1
If (ZAGE EQ 17) DAGE 17=1
If (ZAGE EQ 18) DAGE 18=1
If (ZAGE EQ 19) DAGE 19=1
If (ZAGE EQ 20) DAGE 20=1
If (ZAGE EQ 21) DAGE 21=1
44
Time Period; The following 20 dummy time period groups (YR)
are used for constructing age groups.
Computation of DYR 1 through DYR 20 are as follows;
If (ZYR EQ 1) DYR1=1
If (ZYR EQ 2) DYR2=1
If (ZYR EQ 3) DYR3=1
If (ZYR EQ 4) DYR4=1
If (ZYR EQ 5) DYR5=1
If (ZYR EQ 6) DYR6=1
If (ZYR EQ 7) DYR7=1
If (ZYR EQ 8) DYR8=1
If (ZYR EQ 9) DYR9=1
If (ZYR EQ 10) DYR10=1
If (ZYR EQ 11) DYR11=1
If (ZYR EQ 12) DYR12=1
If (ZYR EQ 13) DYR13=1
If (ZYR EQ 14) DYR14=1
If (ZYR EQ 15) DYR15=1
If (ZYR EQ 16) DYR16=1
If (ZYR EQ 17) DYR17=1
If (ZYR EQ 18) DYR18=1
If (ZYR EQ 19) DYR19=1
If (ZYR EQ 20) DYR20=1
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Cohort: The following 40 dummy cohort groups (DCOH)
to construct the cohort variables.
Computation to DCOH 1 through DCOH 40 are as
If (COHORT EQ 1) DC0H1=1
If (COHORT EQ 2) DCOH2=l
If (COHORT EQ 3) DCOH3=l
If (COHORT EQ 4) DCOH4=l
If (COHORT EQ 5) DCH05=1
If (COHORT EQ 6) DCOH6=l
If (COHORT EQ 7) DCOH7=l
If (COHORT EQ 8) DCOH8=l
If (COHORT EQ 9) DCOH9=l
If (COHORT EQ 10) DCH010=1
If (COHORT EQ 11) DC0H11=1
If (COHORT EQ 12) DCOH12=l
If (COHORT EQ 13) DCOH13=l
If (COHORT EQ 14) DCOH14=l
If (COHORT EQ 15) DCH015=1
If (COHORT EQ 16) DCOH16=1
If (COHORT EQ 17) DC0H17=1
If (COHORT EQ 18) DCOH18=l
If (COHORT EQ 19) DCOH19=l
If (COHORT EQ 20) DCH020=1
If (COHORT EQ 21) DCOH21=l
If (COHORT EQ 22) DCOH22=l
If (COHORT EQ 23) DCOH23=l
If (COHORT EQ 24) DCOH24=l
If (COHORT EQ 25) DCH025=1
If (COHORT EQ 26) DCOH26=1
If (COHORT EQ 27) DCOH27=l
If (COHORT EQ 28) DCOH28=l
If (COHORT EQ 29) DCOH29=l
If (COHORT EQ 30) DCH030=1
If (COHORT EQ 31) DCOH31=l
If (COHORT EQ 32) DCOH32=l
If (COHORT EQ 33) DCOH33=l
If (COHORT EQ 34) DCOH34=l
If (COHORT EQ 35) DCH035=1
If (COHORT EQ 36) DCOH36=1
If (COHORT EQ 37) DCOH37=l
If (COHORT EQ 38) DCOH38=l
If (COHORT EQ 39) DCOH39=l
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