Lattices generated by orbits of subspaces under finite singular orthogonal groups I  by Gao, You & Fu, XinZhi
Finite Fields and Their Applications 16 (2010) 385–400Contents lists available at ScienceDirect
Finite Fields and Their Applications
www.elsevier.com/locate/ffa
Lattices generated by orbits of subspaces under ﬁnite
singular orthogonal groups I
You Gao ∗, XinZhi Fu
College of Science, Civil Aviation University of China, Tianjin, 300300, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 21 February 2010
Revised 19 May 2010
Available online 3 July 2010
Communicated by Zhe-Xian Wan
MSC:
20G40
51D25
Keywords:
Lattice
Singular orthogonal groups
Orbit of subspaces
Let F(2ν+δ+l)q be the (2ν + δ + l)-dimensional vector space over
the ﬁnite ﬁeld Fq . In the paper we assume that Fq is a ﬁnite ﬁeld
of odd characteristic, and O 2ν+δ+l,(Fq) the singular orthogonal
groups of degree 2ν + δ + l over Fq . Let M be any orbit of
subspaces under O 2ν+δ+l,(Fq). Denote by L the set of subspaces
which are intersections of subspaces inM and the intersection of
the empty set of subspaces of F(2ν+δ+l)q is assumed to be F(2ν+δ+l)q .
By ordering L by ordinary or reverse inclusion, two lattices
are obtained. This paper studies the inclusion relations between
different lattices, a characterization of subspaces contained in
a given lattice L, and the characteristic polynomial of L.
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1. Introduction
Let Fq be a ﬁnite ﬁeld with q elements, where q is an odd prime power. We choose a ﬁxed non-
square element z in F ∗q . Let F
(2ν+δ+l)
q be the (2ν + δ + l)-dimensional row vector space over the ﬁnite
ﬁeld Fq , and O 2ν+δ+l,(Fq) be one of the singular orthogonal groups of degree 2ν + δ + l over Fq .
There is an action of O 2ν+δ+l,(Fq) on F(2ν+δ+l)q deﬁned as follows
F
(2ν+δ+l)
q × O 2ν+δ+l,(Fq) → F(2ν+δ+l)q ,(
(x1, x2, . . . , x2ν+δ+l), T
) → (x1, x2, . . . , x2ν+δ+l)T . (1)
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386 Y. Gao, X.Z. Fu / Finite Fields and Their Applications 16 (2010) 385–400Let P be an m-dimensional subspace of F(2ν+δ+l)q (1m 2ν + δ + l), and v1, v2, . . . , vm be a basis
of P . Then the m× (2ν + δ + l) matrix
⎛
⎜⎜⎝
v1
v2
...
vm
⎞
⎟⎟⎠
is called a matrix representation of P . We usually denote a matrix representation of the m-
dimensional subspace P still by P . The above action induces an action on the set of subspaces of
F
(2ν+δ+l)
q , i.e., a subspace P is carried by T ∈ O 2ν+δ+l,(Fq) into the subspace P T . The set of sub-
spaces of F(2ν+δ+l)q is partitioned into orbits under O 2ν+δ+l,(Fq). Clearly, {0} and {F(2ν+δ+l)q } are
two trivial orbits. Let M be any orbit of subspaces under O 2ν+δ+l,(Fq). Denote the set of sub-
spaces which are intersections of subspaces in M by L(M) and call L(M) the set of subspaces
generated by M. We agree that the intersection of an empty set of subspaces is F(2ν+δ+l)q . Then
F
(2ν+δ+l)
q ∈ L(M). Partially ordering L(M) by ordinary or reverse inclusion, we get two posets and
denote them by LO (M) or LR(M), respectively. Clearly, for any two elements P , Q ∈LO (M),
P ∧ Q = P ∩ Q , P ∨ Q =
⋂{
R ∈ LO (M): R ⊇ 〈P , Q 〉
}
,
where 〈P , Q 〉 is the subspace generated by P and Q . Therefore, LO (M) is a ﬁnite lattice.
Similarly, for any two elements P , Q ∈LR(M),
P ∧ Q =
⋂{
R ∈ LR(M): R ⊇ 〈P , Q 〉
}
, P ∨ Q = P ∩ Q ,
so LR(M) is also a ﬁnite lattice. Both LO (M) and LR(M) are called the lattices generated
byM.
The purpose of this paper is to study the various lattices LO (M) and LR(M) generated by differ-
ent orbitsM of subspaces under singular orthogonal group O 2ν+δ+l,(Fq). The contents of the study
include the inclusion relations between different lattices, a characterization of subspaces contained in
a given lattice LR(M) (resp. LO (M)), and the characteristic polynomial of LR(M).
The results on the lattices generated by distance-regular graphs can be found in Guo, Gao and
Wang [2], the lattices generated by orbits of subspaces under ﬁnite nonsingular classical groups can
be found in Wang and Feng [3], Wang and Guo [4], Huo [5–7], Huo and Wan [8,9], and under ﬁnite
singular symplectic group, singular unitary group and singular pseudo-symplectic group can be found
in Gao et al. [10–13]. In this paper, we study lattices generated by orbits of subspaces under ﬁnite
singular orthogonal groups.
2. Preliminaries
In the following we recall some deﬁnitions and facts on ordered sets and lattices (see [1,9]).
Let A be a partially ordered set, and a,b ∈ A. We say that b covers a and write a < ·b, if a < b
and there exists no c ∈ A such that a < c < b. An element m ∈ A is called a minimal element if there
exists no elements a ∈ A such that a <m. If A has a unique minimal element, denote it by 0 and we
say that A is a poset with 0.
Let A be a poset with 0 and a ∈ A. If all maximal ascending chains starting from 0 with endpoint
a have the same ﬁnite length, this common length is called the rank r(a) of a. If rank r(a) is deﬁned
for every a ∈ A, A is said to have the rank function r : A → N, where N is the set consisting of all
positive integers and 0.
A poset A is said to satisfy the Jordan–Dedekind (JD) condition if any two maximal chains between
the same pair of elements of A have the same ﬁnite length.
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the rank function r : A → N which satisﬁes
(i) r(0) = 0,
(ii) a < ·b ⇒ r(b) = r(a) + 1.
Conversely, if A admits a function r : A → N satisfying (i) and (ii), then A satisﬁes the JD condition with r as
its rank function.
Let A be a poset with 0. An element a ∈ A is called an atom of A if 0 < ·a. A lattice L
with 0 is called an atomic lattice if every element a ∈ L \ {0} is a supremum of atoms, i.e., a =
sup{b ∈ L | 0 < ·b a}.
Proposition 2.2. Let L be a ﬁnite lattice with 0. Then L is an atomic lattice if and only if every element of
L \ {0} is a union of atoms.
Let L be a lattice with 0. L is called a geometric lattice if
G1 for every element a ∈ L \ {0}, a = sup{b ∈ L | 0 < ·b a},
G2 L possesses a rank function r and for all x, y ∈ L
r(x∧ y) + r(x∨ y) r(x) + r(y), (2)
G3 there do not exist inﬁnite chains in L.
Let
S2ν+δ, =
( 0 I(ν)
I(ν) 0

)
, Sl =
(
S
0(l)
)
,
where S = S2ν+δ, , δ = 0,1, or 2, and
 =
⎧⎪⎨
⎪⎩
φ if δ = 0,
1 or z if δ = 1,( 1
−z
)
if δ = 2.
The set of all (2ν + δ + l) × (2ν + δ + l) nonsingular matrices T over Fq satisfying
T SlT
t = Sl
forms a group which will be called the singular orthogonal group of degree 2ν + δ + l, rank 2ν + δ,
and with deﬁnite part  over Fq and denoted by O 2ν+δ+l,(Fq). Clearly, O 2ν+δ+l,(Fq) consists of
all (2ν + δ + l) × (2ν + δ + l) nonsingular matrices of the form
T =
(
T11 T12
0 T22
)
2ν+δ
l
2ν+δ l
,
where T11ST t11 = S and T22 is nonsingular. An m-dimensional subspace P is said to be of type
(m,2s + γ , s,Γ ), if P Sl P t is cogredient to M(m,2s + γ , s,Γ ), where the matrix representation of
M(m,2s + γ , s,Γ ) when γ = 0,1,2 are as follows
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( 0 I(s)
I(s) 0
0(m−2s)
)
,
M(m,2s + 1, s,1) =
⎛
⎜⎝
0 I(s)
I(s) 0
1
0(m−2s−1)
⎞
⎟⎠ ,
M(m,2s + 1, s, z) =
⎛
⎜⎝
0 I(s)
I(s) 0
z
0(m−2s−1)
⎞
⎟⎠ ,
and
M(m,2s + 2, s) =
⎛
⎜⎜⎜⎝
0 I(s)
I(s) 0
1
−z
0(m−2s−2)
⎞
⎟⎟⎟⎠ .
Let e1, e2, . . . , e2ν+δ, e2ν+δ+1, . . . , e2ν+δ+l , where
ei =
(
0, . . . , 0, 1, 0, . . . , 0
)
i
be a basis of F(2ν+δ+l)q and denote by E the l-dimensional subspace of F(2ν+δ+l)q generated
by e2ν+δ+1, e2ν+δ+2, . . . , e2ν+δ+l . An m-dimensional subspace P is called a subspace of type
(m,2s + γ , s,Γ,k) if
(i) P is a subspace of type (m,2s + γ , s,Γ ),
(ii) dim(P ∩ E) = k.
Denote the set of all subspaces of type (m,2s + γ , s,Γ,k) in F(2ν+δ+l)q by M(m,2s + γ , s,Γ,k;
2ν + δ + l,). By [14, Theorem 6.28] we know thatM(m,2s+ γ , s,Γ,k;2ν + δ + l,) is non-empty
if and only if
k l,
and
2s + γ m− k
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ν + s +min{δ,γ }
if γ = δ, or γ = δ and Γ = ,
ν + s
if γ = δ = 1 and Γ = ,
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(3)
or
min{l,m − 2s − γ } k
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
max{0,m − ν − s −min{δ,γ }}
if γ = δ, or γ = δ and Γ = ,
max{0,m − ν − s}
if γ = δ = 1 and Γ = .
(4)
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under O 2ν+δ+l,(Fq). Let L(m,2s + γ , s,Γ,k;2ν + δ + l,) denote the set of subspaces which are
intersections of subspaces inM(m,2s+ γ , s,Γ,k;2ν + δ + l,) and agree that the intersection of an
empty set of subspaces is F(2ν+δ+l)q . Partially ordering L(m,2s + γ , s,Γ,k;2ν + δ + l,) by ordinary
or reverse inclusion, we get two ﬁnite lattices and denote them by LO (m,2s+γ , s,Γ,k;2ν + δ+ l,)
and LR(m,2s + γ , s,Γ,k;2ν + δ + l,), respectively.
The case LR(m − l,2s + γ , s,Γ ;2ν + δ,) has been discussed by Ref. [9]. So we only discuss the
case 0 k < l in this paper.
3. The inclusion relations between different lattices
Lemma 3.1. Let 2ν + δ + l >m 1, 0 k < l, and (m,2s + γ , s,Γ,k) satisﬁes conditions (3) and (4). Then
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃ LR(m − 1,2s + γ , s,Γ,k;2ν + δ + l,).
Proof. We need only to show that
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃M(m − 1,2s + γ , s,Γ,k;2ν + δ + l,).
If 2s + γ >m− 1− k, then
M(m − 1,2s + γ , s,Γ,k;2ν + δ + l,) = φ ⊂ LR(m,2s + γ , s,Γ,k;2ν + δ + l,).
Now suppose that 2s + γ m− 1− k, then
M(m − 1,2s + γ , s,Γ,k;2ν + δ + l,) = φ.
Let P ∈M(m − 1,2s + γ , s,Γ,k;2ν + δ + l,) and assume that
P =
(
P11 P12
0 P22
)
(m−1)−k
k
2ν+δ l
,
where P11S Pt11 = M(m − 1 − k,2s + γ , s,Γ ), rank P22 = k, and σ1 = m − 1 − k − 2s − γ . Let σ2 =
2(ν + s + k − m) + δ + γ + 2, by the condition (3) we know σ2  2, and there exist σ1 × (2ν + δ)
matrix X and σ2 × (2ν + δ) matrix Y such that
( P11
X
Y
)
is (2ν + δ) × (2ν + δ) nonsingular matrix and
( P11
X
Y
)
S2ν+δ,
( P11
X
Y
)t
= [S2s+γ ,Γ , S2σ1 ,Σ2] (5)
where Σ2 is σ2 × σ2 nonsingular matrix and
S2σ1 =
(
0 I(σ1)
I(σ1) 0
)
.
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Σ2 is not deﬁnite, i.e., the index of Σ2 must  1, and the assertion holds. If σ2 = 2, by the condition
we have ν + s + k −m + δ = 0, γ = δ and Γ = . Since (5) is cogredient to S2ν+δ, , then the index
of Σ2 is 1, and the assertion holds. Hence, we know(
P11
y1
)
and
(
P11
y2
)
are the subspaces of type (m− k,2s + γ , s,Γ ) of F(2ν+δ)q , and
P =
( P11 P12
y1 0
0 P22
)
∩
( P11 P12
y2 0
0 P22
)
∈ LR(m,2s + γ , s,Γ,k;2ν + δ + l,). 
By similar discussion of Lemma 3.1 above and Lemmas 5.5–5.9 of Ref. [9], we obtain the following
lemmas:
Lemma 3.2. Let 2ν + δ + l >m 1, 0 k < l, s 1, and (m,2s+γ , s,Γ,k) satisﬁes conditions (3) and (4).
Then
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃ LR
(
m− 1,2(s − 1) + γ , s − 1,Γ,k;2ν + δ + l,).
Lemma 3.3. Let 2ν + δ + l > m  γ − γ1 > 0, 0  k < l, and (m,2s + γ , s,Γ,k) satisﬁes conditions (3)
and (4). Then
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃ LR
(
m − (r − r1),2s + γ1, s,Γ1,k;2ν + δ + l,
)
.
Lemma 3.4. Let 2ν + δ + l >m 2, s 1, 0 k < l, and (m,2s+γ , s,Γ,k) satisﬁes conditions (3) and (4).
Then
LR(m,2s + 1, s,Γ,k;2ν + δ + l,) ⊃ LR
(
m− 2,2(s − 1) + 1, s − 1,Γ1,k;2ν + δ + l,
)
.
Lemma 3.5. Let 2ν + δ + l >m 1, s 1, 0 k < l, γ1 − γ = 1 and (m,2s+ γ , s,Γ,k) satisﬁes conditions
(3) and (4). Then
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃ LR
(
m− 1,2(s − 1) + γ1, s − 1,Γ1,k;2ν + δ + l,
)
.
Lemma 3.6. Let 2ν + δ + l >m 2, s 2, 0 k < l, and (m,2s+γ , s,Γ,k) satisﬁes conditions (3) and (4).
Then
LR(m,2s, s,k;2ν + δ + l,) ⊃ LR
(
m − 2,2(s − 2) + 2, s − 2,k;2ν + δ + l,).
Lemma 3.7. Let 2ν + δ + l >m 1, 0 k < l, and (m,2s + γ , s,Γ,k) satisﬁes conditions (3) and (4). Then
LR(m,2s + r, s,Γ,k;2ν + δ + l,) ⊃ LR(m− 1,2s + γ , s,Γ,k − 1;2ν + δ + l,).
Proof. We need only to show that
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃M(m − 1,2s + γ , s,Γ,k − 1;2ν + δ + l,).
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M(m − 1,2s + γ , s,Γ,k − 1;2ν + δ + l,) = φ.
Let P ∈M(m − 1,2s + γ , s,Γ,k − 1;2ν + δ + l,) and assume that
P =
(
P11 P12
0 P22
)
(m−1)−(k−1)
k−1
2ν+δ l
,
where P11S Pt11 = M(m − k,2s + γ , s,Γ ), rank P22 = k − 1. Let v2ν+δ+1, v2ν+δ+2, . . . , v2ν+δ+k−1 be
the (k − 1) row vectors of (0, P22), since dim(P ∩ E) = k − 1, there exist l − (k − 1)  2 vectors
v2ν+δ+k, . . . , v2ν+δ+l such that
E = 〈v2ν+δ+1, v2ν+δ+2, . . . , v2ν+δ+k−1, v2ν+δ+k, . . . , v2ν+δ+l〉.
Let
P1 =
(
P
v2ν+δ+k
)
, P2 =
(
P
v2ν+δ+k+1
)
,
then P = P1 ∩ P2. Since Pi ∈M(m,2s + γ , s,Γ,k;2ν + δ + l,), thus P ∈ LR(m,2s + γ , s,Γ,k;
2ν + δ + l,). 
Theorem 3.1. Let 2ν + δ + l > m  1, 0  k < l, assume that (m,2s + γ , s,Γ,k) satisﬁes conditions (3)
and (4). Then
LR(m,2s + r, s,Γ,k;2ν + δ + l,) ⊃ LR(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,), (6)
iff
k1  k < l,
and
2(m − k) − 2(m1 − k1)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(2s + γ ) − (2s1 + γ1) + |γ − γ1| 2|γ − γ1|
if γ1 = γ , or γ1 = γ and Γ1 = Γ ,
(2s + γ ) − (2s1 + γ1) + 2 4
if γ1 = γ = 1 and Γ1 = Γ .
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
(7)
Proof. (⇐) Let
(2s + γ ) − (2s1 + γ1) = 2t + μ,
k − k1 = h, (8)
m−m1 = t + h + t′
(
t,h, t′  0
)
, (9)
where
μ =
⎧⎨
⎩
0 if γ = γ1, and Γ = Γ1,
1 if |γ − γ1| = 1,
2 if |γ − γ | = 2, or γ = γ = 1, and Γ = Γ .1 1 1
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LR(m,2s + γ , s,Γ,k;2ν + δ + l,)
⊃ LR(m − 1,2s + γ , s,Γ,k − 1;2ν + δ + l,)
⊃ · · · ⊃ LR(m − h,2s + γ , s,Γ,k − h;2ν + δ + l,)
= LR
(
m1 + t + t′,2s + γ , s,Γ,k1;2ν + δ + l,
)
,
by Lemma 3.2
LR
(
m1 + t + t′,2s + γ , s,Γ,k1;2ν + δ + l,
)
⊃ LR
(
m1 + t + t′ − 1,2(s − 1) + γ , s − 1,Γ,k1;2ν + δ + l,
)
⊃ · · · ⊃ LR
(
m1 + t′,2(s − t) + γ , s − t,Γ,k1;2ν + δ + l,
)
. (10)
We distinguish the following three cases:
(a) μ = 0. Then γ = γ1, and Γ = Γ1. From (8) we obtain s − s1 = t . Thus
LR
(
m1 + t′,2(s − t) + γ , s − t,Γ,k1;2ν + δ + l,
)
= LR
(
m1 + t′,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,
)
, (11)
by Lemma 3.1
LR
(
m1 + t′,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,
)
⊃ LR
(
m1 + t′ − 1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,
)
⊃ · · · ⊃ LR
(
m1 + t′ − t′,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,
)
= LR(m1,2s1 + τ1, s1,Γ1,k1;2ν + δ + l,).
(b) μ = 1. Then |γ −γ1| = 1. Since 2t′ μ, then t′ > 0. We distinguish the following two subcases:
(b.1) γ − γ1 = 1. From (8) we obtain s − s1 = t . Therefore (10)
LR
(
m1 + t′,2(s − t) + γ , s − t,Γ,k1;2ν + δ + l,
)
= LR
(
m1 + t′,2s1 + γ , s1,Γ,k1;2ν + δ + l,
)
, (12)
by Lemmas 3.1 and 3.3
LR
(
m1 + t′,2s1 + γ , s1,Γ,k1;2ν + δ + l,
)
⊃ LR
(
m1 + t′ − 1,2s1 + γ , s1,Γ,k1;2ν + δ + l,
)
⊃ · · · ⊃ LR(m1 + 1,2s1 + γ , s1,Γ,k1;2ν + δ + l,)
⊃ LR(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,).
Y. Gao, X.Z. Fu / Finite Fields and Their Applications 16 (2010) 385–400 393(b.2) γ1 − γ = 1. From (8) we obtain s − s1 = t + 1. Therefore (10)
LR
(
m1 + t′,2(s − t) + γ , s − t,Γ,k1;2ν + δ + l,
)
= LR
(
m1 + t′,2(s1 + 1) + γ , s1 + 1,Γ,k1;2ν + δ + l,
)
, (13)
by Lemmas 3.1 and 3.5
LR
(
m1 + t′,2(s1 + 1) + γ , s1 + 1,Γ,k1;2ν + δ + l,
)
⊃ LR
(
m1 + 1,2(s1 + 1) + γ , s1 + 1,Γ,k1;2ν + δ + l,
)
⊃ LR(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,).
(c) μ = 2. Then |γ − γ1| = 2, or γ = γ1 = 1, and Γ = Γ1. We distinguish the following three
subcases:
(c.1) γ − γ1 = 2. That is γ = 2, γ1 = 0. From (8) we have s − s1 = t , thus we still have (12). From
(7) and (9), we obtain t′  2. Then, by Lemmas 3.1 and 3.3,
LR
(
m1 + t′,2s1 + 2, s1,Γ,k1;2ν + δ + l,
)
⊃ LR(m1 + 2,2s1 + 2, s1,Γ,k1;2ν + δ + l,)
⊃ · · · ⊃ LR(m1,2s1, s1,k1;2ν + δ + l,).
(c.2) γ1 − γ = 2. That is γ1 = 2, γ = 0. From (8) we have s − s1 = t + 2, then the formula (10) is
changed into
LR
(
m1 + t′,2(s − t), s − t,k1;2ν + δ + l,
)
= LR
(
m1 + t′,2(s1 + 2), s1 + 2,k1;2ν + δ + l,
)
.
From (7) and (9), we obtain t′  2. Then, by Lemmas 3.1 and 3.6,
LR
(
m1 + t′,2(s1 + 2), s1 + 2,k1;2ν + δ + l,
)
⊃ LR
(
m1 + 2,2(s1 + 2), s1 + 2,k1;2ν + δ + l,
)
⊃ LR(m1,2s1 + 2, s1,k1;2ν + δ + l,).
(c.3) γ = γ1 = 1, and Γ = Γ1. From (8) we have s − s1 = t , thus we still have (13). From (7) and
(9), we obtain t′  2. Then, by Lemmas 3.1 and 3.4,
LR
(
m1 + t′,2(s1 + 1) + 1, s1 + 1,Γ,k1;2ν + δ + l,
)
⊃ LR
(
m1 + 2,2(s1 + 1) + 1, s1 + 1,Γ,k1;2ν + δ + l,
)
⊃ LR(m1,2s1 + 1, s1,Γ1,k1;2ν + δ + l,).
Above all, we have proved the suﬃcient condition. The proof of the necessary condition as follows:
(⇒) Suppose that
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃ LR(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,).
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= φ. So
LR(m,2s + γ , s,Γ,k;2ν + δ + l,) ⊃M(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,).
For any Q ∈M(m1,2s1+γ1, s1,Γ1,k1;2ν+δ+l,) and Q = F(2ν+δ+l)q , since Q is the intersection
of subspaces ofM(m,2s+γ , s,Γ,k;2ν +δ+ l,), there exists P ∈M(m,2s+γ , s,Γ,k;2ν +δ+ l,)
such that Q ⊂ P , then we have k1 = dim(Q ∩ E)  dim(P ∩ E) = k. If Q = P , then m1 = m, s1 = s,
γ1 = γ , k1 = k, and Γ1 = Γ , thus (7) holds; if Q ⊂ P , but Q = P , then m1 − k1 < m − k, s1  s,
k1  k, and 2s1 + γ1  2s + γ . When γ1 = γ and Γ1 = Γ , clearly, the ﬁrst inequality of (7) holds;
when γ1 = γ and Γ1 = Γ , then we have s1 < s, and the second inequality of (7) holds; when γ1 < γ ,
then we have (2s1 + γ1)− (2s+ γ ) γ − γ1, and the ﬁrst inequality of (7) holds; when γ1 > γ , then
s − s1  γ1 − γ , therefore the ﬁrst inequality of (7) still holds. Thus we have proved the necessary
condition. 
From the discussion above, Theorem 3.1 is now completely proved.
4. Characterization of subspaces in F(2ν+δ+l)q contained inLR(m,2s+ γ , s,Γ,k;2ν + δ + l,)
Theorem 4.1. Let 2ν + δ + l > m  1, 0  k < l. Assume that (m,2s + γ , s,Γ,k) satisﬁes condi-
tion (3), then LR(m,2s + γ , s,Γ,k;2ν + δ + l,) consists of F(2ν+δ+l)q and all the subspaces of type
(m1,2s1 + γ1, s1,Γ1,k1), where (m1,2s1 + γ1, s1,Γ1,k1) satisﬁes condition (7):
k1  k < l,
and
2(m− k) − 2(m1 − k1)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(2s + γ ) − (2s1 + γ1) + |γ − γ1| 2|γ − γ1|
if γ1 = γ , or γ1 = γ and Γ1 = Γ ,
(2s + γ ) − (2s1 + γ1) + 2 4
if γ1 = γ = 1 and Γ1 = Γ .
Proof. By the agreement, F(2ν+δ+l)q ∈LR(m,2s + γ , s,Γ,k;2ν + δ + l,).
Let Q be a subspace of type (m1,2s1 + γ1, s1,Γ1,k1), where (m1,2s1 + γ1, s1,Γ1,k1) satisﬁes
condition (7). By Theorem 3.1, we have
Q ∈ LR(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,) ⊂ LR(m,2s + γ , s,Γ,k;2ν + δ + l,).
Conversely, if Q ∈ LR(m,2s + γ , s,Γ,k;2ν + δ + l,), Q = F(2ν+δ+l)q and Q is the subspace
of type (m1,2s1 + γ1, s1,Γ1,k1), since Q is the intersection of subspaces in M(m,2s + γ , s,Γ,k;
2ν + δ + l,), there is P ∈M(m,2s + γ , s,Γ,k;2ν + δ + l,) such that Q ⊂ P . By the proof of
necessity of Theorem 3.1, we know (m1,2s1 + γ1, s1,Γ1,k1) satisﬁes condition (7). 
Corollary 4.1. Let 2ν + δ + l >m 1, 0 k < l. Assume that (m,2s+γ , s,Γ,k) satisﬁes condition (3). Then
{0} ∈ LR(m,2s + γ , s,Γ,k;2ν + δ + l,)
and {0} is the maximal element.
Corollary 4.2. Let 2ν + δ + l > m  1, 0  k < l. Assume that (m,2s + γ , s,Γ,k) satisﬁes condition (3).
If P ∈ LR(m,2s + γ , s,Γ,k;2ν + δ + l,), P = F(2ν+δ+l)q and Q ⊂ P , then Q ∈ LR(m,2s + γ , s,Γ,k;
2ν + δ + l,).
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Theorem 5.1. Let V and U be the subspaces of type (m1,2s1 + γ1, s1,Γ1,k1) and type
(m2,2s2 + γ2, s2,Γ2,k2) in F(2ν+δ+l)q , respectively. (m1,2s1 + γ1, s1,Γ1,k1) and (m2,2s2 + γ2, s2,Γ2,k2)
satisfy conditions (3) and (4). If U ⊂ V , where
Γi =
⎧⎪⎨
⎪⎩
φ if γi = 0,
1 or z if γi = 1,( 1
−z
)
if γi = 2,
then there exists the matrix representation of subspace V (we still denote by V ) such that
V SlV
t = [S2s2+γ2,Γ2 , K(2s3,σ1), S2s4+γ4,Γ4 ,0(σ2),0(k2),0(k1−k2)], (14)
where
K(2s3,σ1) =
( 0 0 I(s3)
0 0(σ1) 0
I(s3) 0 0
)
,
s3, s4  0, 0 γ4  2, σ1 =m2 − k2 − 2s2 − γ2 − s3  0, σ2 = (m1 − k1)− (m2 − k2)− s3 − 2s4 − γ4  0,
2s1 + γ1 = 2s2 + γ2 + 2s3 + 2s4 + γ4 , Γ4 is γ4 × γ4 deﬁnite matrix, and γ4,Γ4 are both determined by
γ1, γ2,Γ1 and Γ2 , exactly speaking
γ4 =
{ |γ1 − γ2| if γ1 = γ2, or γ1 = γ2 and Γ1 = Γ2,
2 if γ1 = γ2 = 1, and Γ1 = Γ2, (15)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
If γ1 > γ2, then γ4 = γ1 − γ2 and [Γ2,Γ4] is cogredient to Γ1.
If γ1 = γ2, and Γ1 = Γ2, then γ4 = 0,Γ4 = ∅.
If γ1 = γ2 = 1, and Γ1 = Γ2, then γ4 = 2,Γ4 = [−Γ2,Γ1].
If γ1 − γ2 = −1, then γ4 = 1, and when γ1 = 0(γ2 = 1), we have Γ4 = −Γ2;
when γ1 = 1(γ2 = 2) and Γ1 = (1), we have Γ4 = (z);
when γ1 = 1(γ2 = 2) and Γ1 = (z), we have Γ4 = (1).
If γ1 − γ2 = −2, then γ4 = 2, and Γ4 = −Γ2.
Besides, we have
U = 〈v1, v2, . . . , vm2−k2 , vm1−k1+1, vm1−k1+2, . . . , vm1−k1+k2〉,
V = 〈v1, v2, . . . , vm2−k2 , . . . , vm1−k1 , . . . , vm1〉,
〈vm1−k1+1, vm1−k1+2, . . . , vm1〉 ⊂ E,
where vi is the ith row vector of V , and
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(2s1 + γ1) − (2s2 + γ2) + |γ1 − γ2| 2|γ1 − γ2|
if γ1 = γ2, or γ1 = γ2 and Γ1 = Γ2,
(2s1 + γ1) − (2s2 + γ2) + 2 4
if γ1 = γ2 = 1 and Γ1 = Γ2.
(16)
Note. The conclusion about LR(m,2s + γ , s,Γ,k;2ν + δ + l,) still holds for LO (m,2s + γ , s,Γ,k;
2ν + δ + l,), if the maximal element is changed into minimal element.
6. The rank functions of latticeLO (m,2s+ γ , s,Γ,k;2ν + δ + l,) and
LR(m,2s+ γ , s,Γ,k;2ν + δ + l,)
Theorem 6.1. Let 2ν + δ + l >m 1, 0 k < l, and (m,2s + γ , s,Γ,k) satisﬁes
2s + γ m − k
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ν + s +min{δ,γ }
if γ = δ, or γ = δ and Γ = ,
ν + s
if γ = δ = 1 and Γ = .
(17)
For any X ∈LO (m,2s + γ , s,Γ,k;2ν + δ + l,), deﬁne
r(X) =
{
dim X if X = F(2ν+δ+l)q ,
m+ 1 if X = F(2ν+δ+l)q ,
(18)
then r : LO (m,2s + γ , s,Γ,k;2ν + δ + l,) → N is the rank function of lattice LO (m,2s + γ , s,Γ,k;
2ν + δ + l,).
Proof. Clearly, {0} ∈ LO (m,2s + γ , s,Γ,k;2ν + δ + l,) and is the minimal element, condition (i) of
Proposition 2.1 holds for the function r. Now assume that U , V ∈LO (m,2s + γ , s,Γ,k;2ν + δ + l,)
and U  V . Suppose that r(V ) − r(U ) > 1, we will show that U < ·V does not hold, i.e., condition (ii)
of Proposition 2.1 holds for the function r.
First, if V = F(2ν+δ+l)q , then r(V ) = m + 1, dimU < m, and U is the intersection of subspaces in
M(m,2s + γ , s,Γ,k;2ν + δ + l,), so there is a subspace W ∈M(m,2s + γ , s,Γ,k;2ν + δ + l,)
such that U < W < V , i.e., U < ·V does not hold.
Assumed that V = F(2ν+δ+l)q , let V and U be of type (m1,2s1 + γ1, s1,Γ1,k1) and
(m2,2s2 + γ2, s2,Γ2,k2), respectively, and m1 −m2  2. By Theorem 5.1, there exists the matrix rep-
resentation of subspace V (we still denote by V ) such that the formula (14) holds, and we have
U = 〈v1, v2, . . . , vm2−k2 , vm1−k1+1, vm1−k1+2, . . . , vm1−k1+k2 〉, V = 〈v1, v2, . . . , vm1 〉, where vi is the
ith row vector of V . We distinguish the following two cases:
(a) k2 < k1. Let W = 〈v1, v2, . . . , vm1−1〉, then W is the subspace of type (m1 − 1,
2s1 + γ1, s1,Γ1,k1 − 1). Since W ⊂ V , V ∈ LO (m,2s + γ , s,Γ,k;2ν + δ + l,), and m1 − m2  2,
we have U < W < V .
(b) k2 = k1. We distinguish the following four subcases:
(b.1) σ2 = (m1 − k1) − (m2 − k2) − s3 − 2s4 − γ4 > 0. Let W = 〈v1, v2, . . . , vm1−k1−1, vm1−k1+1,
. . . , vm1 〉, then W is the subspace of type (m1 − 1,2s1 + γ1, s1,Γ1,k1). Since W ⊂ V , V ∈
LO (m,2s + γ , s,Γ,k;2ν + δ + l,), m1 −m2  2, so U < W < V .
(b.2) s3 > 0. Let W = 〈v1, v2, . . . , vm2−k2 , vm2−k2+2, . . . , vm1 〉, then W is the subspace of type
(m1 − 1,2(s1 − 1) + γ1, s1 − 1,Γ1,k1). Since W ⊂ V , V ∈ LO (m,2s + γ , s,Γ,k;2ν + δ + l,),
m1 −m2  2, so U < W < V .
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(m1 − 1,2(s1 − 1) + γ1, s1 − 1,Γ1,k1), and U < W < V .
(b.4) σ2 = (m1 − k1) − (m2 − k2) − s3 − 2s4 − γ4 = s3 = s4 = 0. We have m1 − m2 = γ4. Since
m1 −m2  2, γ4  2, we have m1 −m2 = γ4 = 2.
(b.4.1) If γ1 = 2, then γ2 = 0 and s2 = s1. Assume that (a,b) be a solution of the equation
x2 − zy2 = 1. Let W = 〈v1, v2, . . . , vm1−k1−2,avm1−k1−1 + bvm1−k1 , vm1−k1+1, . . . , vm1 〉, then W is the
subspace of type (m1 − 1,2s1 + 1, s1,1,k1). Since W ⊂ V , V ∈ LO (m,2s + γ , s,Γ,k;2ν + δ + l,),
m1 −m2 = 2, so U < W < V .
(b.4.2) If γ1 = 1, then γ2 = 1, Γ2 = Γ1, Γ4 = [−Γ2,Γ1] and s2 = s1 − 1. Let W = 〈v1, v2, . . . ,
vm1−k1−1, vm1−k1+1, . . . , vm1 〉, then W is the subspace of type (m1 − 1,2s1, s1, φ,k1). Since W ⊂ V ,
V ∈LO (m,2s + γ , s,Γ,k;2ν + δ + l,), m1 −m2 = 2, so U < W < V .
(b.4.3) If γ1 = 0, then γ2 = 2, Γ2 = [1,−z] and s2 = s1 − 2. By Theorem 5.1, Γ4 = [−1, z].
When γ = 1 or γ = 1 and Γ = 1, let W = 〈v1, v2, . . . , vm1−k1−2, vm1−k1 , vm1−k1+1 . . . , vm1 〉, then
W is the subspace of type (m1 − 1,2(s1 − 1) + 1, s1 − 1,1,k1), and we have U < W < V .
When γ = 1 and Γ = 1, assume that (c,d) be a solution of the equation −x2 + zy2 = 1. Let
W = 〈v1, v2, . . . , vm1−k1−2, cvm1−k1−1 + dvm1−k1 , vm1−k1+1, . . . , vm1 〉, then W is the subspace of type
(m1 − 1,2(s1 − 1) + 1, s1 − 1, z,k1), and we have U < W < V , where W ∈ LO (m,2s + γ , s,Γ,k;
2ν + δ + l,).
Therefore, r deﬁned by formula (18) is a rank function of LO (m,2s + γ , s,Γ,k;2ν + δ + l,). 
Similarly, we have the theorem as follows:
Theorem 6.2. Let 2ν + δ + l > m  1, 0  k < l and (m,2s + γ , s,Γ,k) satisﬁes (17). For any X ∈
LR(m,2s + γ , s,Γ,k;2ν + δ + l,), deﬁne
r′(X) =
{
m + 1− dim X if X = F(2ν+δ+l)q ,
0 if X = F(2ν+δ+l)q ,
(19)
then r′ : LR(m,2s + γ , s,Γ,k;2ν + δ + l,) → N is the rank function of lattice LR(m,2s + γ , s,Γ,k;
2ν + δ + l,).
7. Characteristic polynomial of latticeLR(m,2s+ γ , s,Γ,k;2ν + δ + l,)
Let 2ν + δ + l >m 1, 0 k < l and (m,2s + γ , s,Γ,k) satisﬁes the condition (17). Let
N(m,2s + γ , s,Γ,k;2ν + δ + l,) = ∣∣M(m,2s + γ , s,Γ,k;2ν + δ + l,)∣∣
be the number of subspaces of type (m,2s + γ , s,Γ,k) in F(2ν+δ+l)q (see [14]), gm1 = (t − 1)(t − q)×
(t − q2) · · · (t − qm1−1) be the Gauss polynomial of degree m1.
Deﬁne the characteristic polynomial of lattice LR(m,2s + γ , s,Γ,k;2ν + δ + l,) to be
χ
(LR(m,2s + γ , s,Γ,k;2ν + δ + l,), t)
=
∑
P∈LR (m,2s+γ ,s,Γ,k;2ν+δ+l,)
μ(0, P )tr
′(1)−r′(P ),
where 0 and 1 are the minimal and the maximal element of LR(m,2s + γ , s,Γ,k;2ν + δ + l,),
respectively, μ is the Möbius function, and r′ is the rank function of LR(m,2s+γ , s,Γ,k;2ν+δ+l,)
deﬁned as (19).
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Then
(i) If γ = 0, then
χ
(LR(m,2s, s, φ,k;2ν + δ + l,), t)
=
l−1∑
k1=k+1
( ∑
γ1=0,2
+
∑
γ1=1
∑
Γ1=1,z
)( ν∑
s1=s−γ1+1
μ∑
m1=2s1+γ1+k1
+
s−γ1∑
s1=0
μ∑
m1=m−(k−k1)−(s−s1)+1
)
· N(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,)gm1(t),
where
μ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ν + s1 +min{δ,γ1} + k1
if γ1 = δ, or γ1 = δ and Γ1 = ,
ν + s1 + k1
if γ1 = δ = 1 and Γ1 = .
(20)
(ii) If γ = 1, then
χ
(LR(m,2s + 1, s,Γ,k;2ν + δ + l,), t)
=
l−1∑
k1=k+1
∑
γ1=0,1, or 2
(
ν∑
s1=s−γ1/2+1+1
μ∑
m1=2s1+γ1+k1
+
s−γ1/2∑
s1=0
μ∑
m1=m−(k−k1)−(s−s1)−(2−γ1)/2+1
)
· N(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,)gm1(t)
+
l−1∑
k1=k+1
(
ν∑
s1=s
μ∑
m1=2s1+1+k1
+
s−1∑
s1=0
μ∑
m1=m−(k−k1)−(s−s1)
)
· N(m1,2s1 + γ1, s1,Γ ∗,k1;2ν + δ + l,)gm1(t),
where Γ1 = Γ when γ1 = 1; and Γ ∗ = (z) or (1) when Γ = (1) or (z), respectively. Moreover μ is
determined by (20).
(iii) If γ = 2, then
χ
(LR(m,2s + 2, s,Γ,k;2ν + δ + l,), t)
=
l−1∑
k1=k+1
( ∑
γ1=0,2
+
∑
γ1=1
∑
Γ1=1,z
)( ν∑
s1=s+1
μ∑
m1=2s1+γ1+k1
+
s∑
s1=0
μ∑
m1=m−(k−k1)−(s−s1)+γ1−1
)
· N(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,)gm1(t),
where μ is determined by (20).
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Write V = F(2ν+δ+l)q , L = LR(m,2s + 1, s,Γ,k;2ν + δ + l,), L0 = LR(2ν + δ + l, V ) where
LR(2ν + δ + l, V ) is the lattice partially ordered by reverse inclusion on the set of all subspaces
in V . For P ∈L, deﬁne
LP = {Q ∈ L | Q ⊂ P } = {Q ∈ L | Q  P },
LP0 = {Q ∈ L0 | Q ⊂ P } = {Q ∈ L0 | Q  P }.
Clearly, LV =L. By Corollary 4.2, LP =LP0 when P = V . Then
χ
(LV , t)= χ(L, t) = ∑
P∈L
μ(0, P )tr
′(1)−r′(P ),
χ
(LV0 , t)= χ(L0, t) = ∑
P∈L0
μ(0, P )tr
′(1)−r′(P ).
From Möbius inversion formula and Corollary 4.1, we have
tr
′(1)−r′(0) = tm+1 =
∑
P∈LV
χ
(LP , t)= ∑
P∈L
χ
(LP , t),
tr
′(1)−r′(0) = tm+1 =
∑
P∈LV0
χ
(LP0 , t)= ∑
P∈L0
χ
(LP0 , t),
then
χ(L, t) = χ(LV , t)= tm+1 − ∑
P∈L\{V }
χ
(LP , t)
= tm+1 −
∑
P∈L\{V }
χ
(LP0 , t)
=
∑
P∈L0
χ
(LP0 , t)− ∑
P∈L\{V }
χ
(LP0 , t)
=
∑
P∈L0\L and P=V
χ
(LP0 , t).
By Theorem 4.1, X ∈ (L0\L∪ V ) if and only if X is the subspace of type (m1,2s1 +1, s1,Γ1,k1) of L0,
where (m1,2s1 + 1, s1,Γ1,k1) satisﬁes
{
s − s1 < γ1/2
}∪ {s − s1  γ1/2,m −m1 − (k − k1) < (s − s1) + ⌈(2− γ1)/2⌉}
or X is the subspace of type (m1,2s1 + 1, s1,Γ ∗,k1) of L0, where (m1,2s1 + 1, s1,Γ ∗,k1) satisﬁes
{s − s1 < 1} ∪
{
s − s1  1,m −m1 − (k − k1) < (s − s1) + 1
}
.
Hence
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(LR(m,2s + 1, s,Γ,k;2ν + δ + l,), t)
=
∑
P∈L0\L and P=V
χ
(LP0 , t)
=
l−1∑
k1=k+1
∑
γ1=0,1, or 2
(
ν∑
s1=s−γ1/2+1+1
μ∑
m1=2s1+γ1+k1
+
s−γ1/2∑
s1=0
μ∑
m1=m−(k−k1)−(s−s1)−(2−γ1)/2+1
)
· N(m1,2s1 + γ1, s1,Γ1,k1;2ν + δ + l,)gm1(t)
+
l−1∑
k1=k+1
(
ν∑
s1=s
μ∑
m1=2s1+1+k1
+
s−1∑
s1=0
μ∑
m1=m−(k−k1)−(s−s1)
)
· N(m1,2s1 + γ1, s1,Γ ∗,k1;2ν + δ + l,)gm1(t),
where Γ1 = Γ when γ1 = 1; and Γ ∗ = (z) or (1) when Γ = (1) or (z), respectively. Moreover μ is
determined by (20), dim P =m, and χ(LP0 , t) = gm1(t). 
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