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Abstract 
We are concerned with the discrete focal boundary value problem A3 x ( t -  k)= f (x(t ) ), x(a)= Ax( t2 )= A2x( b + 1 )= O. 
Under various assumptions on f and the integers a, t2, and b we prove the existence of three positive solutions of this 
boundary value problem. To prove our results we use fixed point theorems concerning cones in a Banach space. @ 1998 
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1. Preliminaries 
In this section we wil l  state the two fixed point theorems that we wil l  use to prove our main  
results. First we wil l  make a few definitions. 
Definition 1. Let E be a real Banach space. A nonempty closed convex set P c E is called a cone 
if it satisfies the following two conditions: 
(i) xEP, 2>~O implies 2xEP;  
(ii) x C P, -x  E P implies x = 0. 
The cone P C E induces an ordering on the Banach space E given by 
x ~< y i f  and only if y - x E P, 
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and we say that 
x < y whenever x ~< y and x ~ y. 
Definition 2. An operator is called completely continuous if it is continuous and compact (maps 
bounded sets into relatively compact sets). 
Definition 3. A map c~ is said to be a nonnegative continuous concave functional on P if 
c~ :P---* [0, c~) 
is continuous and 
~(tx + (1 - t )y)~t~(x)  + (1 - t)cffy) 
for all x, y E P and t E [0, 1 ]. 
For numbers a, b such that 0 < a < b, vectors x, y E E and ~ a nonnegative continuous concave func- 
tional on P we define the following convex sets: 
P~={xEP: Ilxll <a}, 
P(~, a, b) = {x E P: a ~< ~(x), Ilxll < b} 
and the order interval 
[x,y]= {zEE:  x<z<~y}. 
The following fixed point theorem is due to Leggett-Williams. The proof of  this thereom can be 
found in [10, 13]. 
Theorem 4. Let A : Pc --+ tic be completely continuous and ~ be a nonnegative continuous functional 
on P such that ~(x) <<. [[x[[ for all x E Pc. Suppose there exist 0 < d < a < b <<. c such that 
(i) {xEP(~,a,b): ~(x)>a} ¢(~ and 7(Ax)>a for xEP(~,a,b);  
(ii) IIAxll <d for Ilxll <d; 
(iii) ~(Ax)>a for xEP(~,a ,c)  with IIAxll >b. 
Then A has at least three fixed points x~, x2, x3 satisfying 
IIxlll <d ,  a <~(x2) 
and 
IIx311>d and 0~(x3)<a. 
The proof of  the following general fixed point theorem can be found in [4, 10]. 
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theorem 5. Let X be a bounded closed convex subset of  a Banach space E and 
A :X---~X 
be completely continuous. Suppose that XI, X2 are disjoint closed convex sets of  X and U~, U2 are 
nonempty open sets of  X with 
U~ C X~ and Uz C X2. 
Moreover, suppose that 
A(X~)CX~ and A(X2)CX2 
and that A has no f ixed points on 
X1-  UI and Xz - U2. 
Then A has at least three distinct f ixed points x~, x2, x3 satisfying 
xI E UI, xz E U2 
and 
x3 - ux : ) .  
2. Introduction to the third-order BVP 
We are concerned with proving the existence of three "positive" solutions of the third-order 
nonlinear focal boundary value problem: 
- A3x( t -k )+ f (x ( t ) )=O for all tE [a+k,b+k] ,  
x(a) = Ax(t2) = A2x(b + 1 ) = O, 
(1) 
(2) 
E:{xlx: [a, b + 3] -+ R, x (a )=0} 
by 
b+k 
Ax( t )= ~ G(t ,s) f (x(s)) ,  
s=a+k 
where f :N  ~ R is continuous, f is nonnegative for x>~0 and k E {1,2}. 
Avery [6, 7] used techniques imilar to those we use here to prove the existence of three positive 
solutions for different boundary value problems. Agarwal and Wong [1], Eloe and Henderson [9], 
Henderson [11], and Merdivenci [14, 15] are just a few of the references concerned with the existence 
of two positive solutions to various boundary value problems. 
The solutions of (1), (2) are the fixed points of the operator A defined on the Banach space (ll'n 
is the sup norm) 
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where G(t,s) is the Green's function for the operator L defined by 
Lx(t) = A3x(t - k) 
with boundary conditions 
x(a) = Ax(t2) = A2x(b + 1 ) = O. 
Define [12] the factorial function by 
t (n )=t ( t -  l ) . . . ( t -  n -  1) 
for t a real number and n a positive integer. Then the Green's function is given [5] by 
sE[a+k,  t z+k-1] ,  Ul(t,s), t<s -k+3,  
G( t , s )= { vl(s), t>-s -  k + 1, 
sE [ t2+k- l ,b+k] ,  { u2(t), t<s -k+3,  
Vz(t,s), t>~s - k + 1, 
a, here 
Ul(t,s) = 
0 t -a  ½( t -a )  (2) 
- ( s -k+ 1 - t2 )  1 
1 0 
vl(s) = ½(s - k - a + 2) (z), 
1 2 
v2(t,s) = u2(t) + ½(t - s + k - 1) (2). 
t 2 Da  
1 
(3) 
3. Inequalities and equalities needed in the Existence Theorems 
By Anderson [5] if t2 - a >~ b - t2 + 2, 
G(t2,s) ~ G(t,s) > O, 
for t E (a, b + 3], s E [a + k, b + k], Throughout this paper we assume that 
t2 -a>b- t2  + 2. (4) 
Lemma 6. For all t E [a + 1, b + 3] and all s E [a + k, b + k], 
G(t,s) 2 
G(t2,s) >>" t2 - a + 1" 
Proof. We will consider the quotient in the four cases determined by the branches of the Green's 
function given in (3). 
Case l : sE [a+k,  t z+k-1] ,  tE [a+ l , s -k  + 2]. 
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For t<<.s - k + 1, we have by (3) that 
G(t,s) 1 
At G(t2,s) -- G(tz,S) Atul(t's) 
0 
1 
= G(tz, S) - ( s  k + 1 t2) 
1 
s -k+l - t  
G(tz,S) 
>>.0. 
Thus, G(t,s)/G(t2,s) is nondecreasing for these t, and 
G(t,s) G(a + 1,s) - -  >~ 
G(t2,s) G(t2,s) 
For s<~t2 + k - 2, 
| t - -a  
1 t2 - a 
0 1 
AsG(a + 1,s) _ A ul(a + 1,s) 
G(t2, s) Vl(S) 
vl(s).  1 - ul(a + 1,s).  ( s -  k - a + 2) 
vl(s)v~(s + 1) 
½(s -  k -  a + 2) (2) + ½(2a-  2s + 2k - 2 ) (s -  k -  a + 2) 
v~(s)v~(s + 1) 
(s - k - a + 2) (2) 
2Vl(S)Vl(S + 1) 
< 0, 
so that G(a + 1,s)/G(tz,s) is decreasing for these s. Hence, 
G(t,s) G(a + l,t2 + k - 1) - -  >~ 
G(tz,S) G(tz, t 2 + k - 1) 
= u l (a+ l,t2 +k-  1) 
Vl(t2 + k - 1) 
t2 -- a 
½(t2 - a + 1)(t2 - a) 
2 
t2 -a+ 1 
Case 2: sC [a+k,  t2 +k-  1], tE  [ s -  k + 1 ,b+ 3]. 
Note that in this case we have 
_ _ _  2 G(t,s) vl(s) _ 1 > 
G(t2,s) vl(s) t2 - a + 1 
by the second branch of the Green's function in (3). 
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Case 3:sE[ t2  +k-  1,b +k] ,  tE [a+ 1,s -k  +2] .  
For any such s and t, 
G(t,s) u2(t) 
G(tz,s) u2(t2) 
( t -  a)(2t2 - a - t + 1) 
(t2 - a + 1 )(2) 
As a result, G(t,s)/G(t2,s) is increasing f rom t=a  + 1 until t=t2, and then decreasing until t=s  
k + 2. First, note that 
G(a + 1,s) 2 
G(tz, S) t2 -- a + 1 
Next, we use the fact that 
s -k  +2>~t2+ l 
for these s to see that 
G(s -  k + 2,s)  
G(t2,s) 
>1 
( s -k+2-a) (2 t2 -a -s+k-1)  
(t2 - a + 1)(t2 - a)  
(t2 + 1 - a)(2t2 - a - s + k - 1) 
02 - a + 1)(t2 - a)  
2t2 -a -s  +k-  1 
tz - -a  
Since in this case b>~s - k, and 2t2 - a>~b + 3 by (4), we get that 
2t2 -a -s - t -k -  1 2 ~>--  
t2 -a  t2 -a"  
Consequently, 
G(s - k + 2,s )  2 2 
G(t2,s) t2 - a t2 - a + l" 
therefore,  we again conclude that 
G(t,s) 2 
G(t2,s) >~ t2 - a + 1" 
Case 4:sE[ t2+k- l ,b+k] ,  tE [s -k  + l ,b+ 3]. 
We have by (3) that 
A G( t , s ) _  1 
t G(t2,s) G(t2,s) Atv2(t's) 
t2 -s+k-  1 
G(t2, s) 
<.0. 
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Hence, G(t,s)/G(t2,s) is nonincreasing for these t, and its min imum occurs at t =b + 3. Then for 
rE [ t2+k- l ,b+k-1] ,  
G(b + 3,s)  1 
As G(t2,s) - u2(t2) Asv2(t's) 
s -k  + 2 - (b+ 3) 
u2(t2) 
s -b -k -1  
u2(t2) 
< 0, 
so that G(b + 3,s)/G(t2,s) is decreasing for these s. Thus, 
G(t,s) G(b + 3,b + k) 
G(t2,s) G(t2, b + k) 
v2(b + 3, b + k) 
u2(t2) 
(b + 3 - a)(2t2 - a - b -  2) + 2 
(t2 - a)(t2 - a + 1) 
>t 
(b+3 -a )+2 
(t2 - -  a)(t2 - a + 1 ) 
2 
> 
t2 -a+ 1' 
since 2t2 - a - b - 2 ~> 1 by (4), and b + 3 - a > t2 - a. [] 
Lemma 7. For the Green's function 9iven in (3), for each fixed t E [a,b + 3], 
b+k 
G(t,s)= ~4(t - a + 1)  (3) - ½(t - a)(t + a - 2t2 - 1)(4b - 2t2 - t - a + 7). 
s=a+k 
Proof .  Fix t~ [a, t2 + 1]. Then, using (3), we obtain 
b+k t2+k-- 1 b+k 
Z G(t,s)= Z G(t,s)+ Z G(t,s) 
s=a+k s=a+k s=t2 +k 
t2 +k-  1 
, 2 1 2)(2 ~ 
= ~(s -k -a+ - 
s=a+k s=t+k-- 1 
1 
~( t -  a)(t + a -  2s + 2k - 3)  
b+k 
s=t2+k 
1 
~(t - a)(t + a - 2t2 - 1) 
Z 
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1 2)(3) It+k-I 1 ( t a 
= ~(s -k -a+ +-~( t -a )  s 2 2 
a+k 
kwh)  (2) ':+k 
t+k- 1 
[ b+k+ 1
1 (t  - a ) ( t  + a - 2t2 - 1 )s ,~+k 
2 
1 )(3) 1 ( t a 
= g( t -  a + 1 + ~(t - a) t2 2 2 
÷ ~)(2) 
1 (2  a ~)(2) 1 
~(t  - a )  - ~ + - ~( t  - a ) ( t  + a - 2t2 - -  1)(b - -  t2 ÷ 1 ) 
1 )(3) 1 
= g( t -a+ 1 + g( t -a ) ( t+a-2t2  -3 ) ( t+a-2t2  - 1) 
1 1 
-~(t - a ) ( t  - a + 1 ) ( t  - a - 1 ) - ~( t  - a ) ( t  + a - 2t2 - 1 ) (b  - t2 + l ) 
1 
= (t - a + 1 )(3) _ -~(t - a ) ( t  + a - 2t2 - 1 )(4b - 2t2 - t - a + 7). 
On the other hand, i f  t E [t2, b + 3], then 
b+k t2+k--2 b+k 
G(t , s ) :  Z G( t , s )+ E G( t , s )  
s=a+k s=a+k s=h +k-- 1 
(5) 
t2+k-2 1 
= s=~a+k i ( s - -k - -a+2)  (2) 
+ (s - k - t + 2)  (2) - ~( t  - a) ( t  + a - 2t2 - 1) 
s=t2 +k- 1 
b+k 
s:t+k--2 
1 
; ( t  - a ) ( t  + a -  2t2 - 1) Z 
It2+k--1 1 It+k-2 
l ( s  k - a + 2) (3) a+k + ~(s - k - t + 2) (3) t2+k-~ 
6 
1 I b+k+ 1
~(t  - a ) ( t  + a - 2t2 - 1)s ,2+k-1 
1 )(3) 1 1 )(3) 1 
= g( t2  - -  a -at- 1 - -  g ( t2  - -  t + - ~( t  - a ) ( t  + a - 2t2 - -  1 )(b - t2 + 2). 
Despite appearances, it can be shown that the expressions in (5) and (6) are equal. [] 
(6) 
Define 
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b+k 
D= Z G(t ,s) 
s=a+k 
and 
C= 
where 
and 
b+k 
rain ~_~ G(t,s)= min{H,K}, 
tC [a+ l,b+3] 
s=a+k 
b+k 
H= Z G(a + l ,s)  
s=a+k 
b+k 
K= ~ G(b + 3,s). 
s=a+k 
The constants D and C (and hence H and K)  come up in our existence theorems in the next section. 
One can use Lemma 7 to get that 
D = ~(t2 - -a+ 1)(2)(3b - 2 t2  - a+5) ,  
H = ½(t2 - a)(2b - t2 - a + 3) 
and 
K = ~4(b + 4 - a) °) - ½(b + 3 - a)(b + a - 2t2 + 2)(3b - 2t2 - a + 4). 
4. Theorems on the existence of three positive solutions 
In this section we state and prove three theorems concerning the existence of  three positive 
solutions of  the BVP (1), (2). By a positive solution of the BVP (1), (2) we mean a solution which 
is in the cone defined in the proof of the following theorem. In particular, by a positive solution of 
the BVP (1), (2) we mean a solution x(t) which satisfies x(a)= 0 and x(t)>~ 0 on [a, b + 3]. 
Theorem 8. Suppose there exist numbers a' and d' where 0 <d' <a' ,  such that f satisfies the 
followin9 properties: 
t 1 (i) / fx  E [a,  ~(t2 - a + 1)a'] then f (x )>a' /C ,  
(ii) / fxE  [0,d'] then f (x )<d ' /D  and 
(iii) one of  the followin9 conditions hoM: 
(A) lira SUPx~ f (x)/x < l/D; 
1 (B) there exists a number c' such that c' > ~(t2 -a+ 1)a' and if xE  [0,e'] then f (x )  < c'/D, 
Then, the boundary value problem (1), (2) has at least three positive solutions. 
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Proof. Define 
e(x) = min x(t). 
t E [a+l ,b+3]  
Note that 
P= {xEE: x(t)>~O for all t E[a,b + 3]} 
is a cone in the Banach space E with the sup norm, e : P --~ [0, c~) is a nonnegative continuous 
zoncave functional with 
Ilxl[ 
for all x E P, and the operator A is completely continuous. Also 
A :P--*P, 
~ince G(a,s)=O for all sE[a+k,b+k],G(t,s)>~O for all (t ,s)E[a,b+3] x [a+k,b+k] ,  and f 
is nonnegative for x ~> 0. Let 
b '= (t2 - a + 1)a' 
2 
Claim 1. I f  condition (A) holds then there exists a number c' such that c'> b' and A : ~,  --. Pc,. 
Suppose 
f (x)  1 
lim sup < -~, 
X---~ ~ X /_) 
:hen there exists a ~>0 and o-< lID such that i fx>z  then f(x)/x<tr. Let 
f l=  max f(x), 
x E [0, ~] 
~ence we have 
f (x)  <. ax + fl 
for all x ~> 0. Let 
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thus, if x Eric, we have, 
b+k 
IIAxll = max ~ G(t ,s ) f (x(s) )  
t G [a, tb+3] 
s=a+k 
b+k 
= ~ G(t2,s l f (x(s))  
s=a+k 
b+k 
<<. ~ G(t2,s)(a[lx[[ + ~) 
s=a+k 
b+k 
<<" Z a(t2,s)(Gc' + fl) 
s=a+k 
= (ac' + f l)D<c'.  
Thus, A " ~ ,  -~ Pc' and Claim 1 has been shown. 
Claim 2. I f  there exists a positive number r such that x E [0, r] implies 
r 
f (x )  < ~,  
then 
A "fir ---+Pr. 
Suppose that x E ]~r, thus 
b+k 
[[Axl[ = Z G(t2,s)f(x(s)) 
s=a+k 
b+k 
r 
< ~ G( t2 ,s l~=r .  
s=a+k 
Therefore, A • Pr ~ Pr and Claim 2 has been shown. 
Hence, we have shown in the previous claims that if either condition (A) or condition (B) holds, 
then there exists a number e' such that c' > b' and A • Pc, ~ Pc,. Note from Claim 2 with r = d' we 
get using (ii) that A • Pa, ~ Pa,. 
Claim 3. {x E P(~, a', b'): ~(x) > a'} # {3 and ~(Ax) > a' for all x E P(~, a', b'). 
We have 
b' + a' 
x(t)" - 2 - -  E {xcP(~,a ' ,b ' ) :  ~(x)>a'}, 
114 D. Anderson et al./ Journal of Computational and Applied Mathematics 88 (1998) 103-118 
hence it is nonempty. Let x 
b+k 
~(Ax) = min 
t E [a+l,b+3] 
s=a+k 
EP(c~,a',b'); then using (i), 
G(t,s)f(x(s)) 
> 
b+k t 
min ~ G(t,s) a 
t E [a+t,b+3] 
s=a+k 
= min G(t, s) = a'. 
t E [a+l,b+3] s=a+k 
Thus, if x E P(a, a', b') then a(Ax) > a'. 
Claim 4. I f  x E P(~, a', c') and I IAx[I > b' then ~(Ax) > a'. 
Suppose x EP(a,a',c') and IIAxll >b', then 
b+k 
a(Ax) = min ~ G(t,s)f(x(s)) 
t ~ [a+l,b+3] 
s=a+k 
b+k 
G(t,s) s x = min ~-~ ~G(t2 ,  ) f ( ( s ) )  
t E [a+l,b+3] s=~+k 
~ t2 - a+ 1 G(t2,s)f(x(s)) >~ 
s=a+k 
t2 - a + 1 ~_. a(t2,s)f(x(s)) 
s=a+k 
2 ) a'. 
t2 - a + 1 IIAxll > 
Thus, a(Ax ) > a'. 
Hence, the hypotheses of the Leggett-Williams existence theorem are satisfied; therefore (1), (2) 
has at least three positive solutions. [] 
From the proof of the above theorem and the last statement in Theorem 4 we get that there 
are positive solutions xl, x2 and x3 for the focal boundary value problem (1), (2) (guaranteed by 
Theorem 8) such that 
and 
IIx, II <d,  
a'<x2(t)<c' for tE [a+ 1 ,b+3] ,  
max x3(t)>d' with min x3(t)<a'. 
tE[a,b+3] tE[a+ l,b+3] 
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theorem 9. Suppose there exist numbers d',a' and b' where O<d' <a' <b', such that f satisfies 
the following properties: 
tl t 
(i) / fx  E [a',b'] then f (x )> ~t2-a)~t2-a+Z-k)' 
(ii) t fx  E [0, d'] then f (x)<d' /D and 
(iii) one of the following conditions hold: 
(A) lim SUPx~ f(x)/x < 1/D; 
(B) there exists a number c' such that c'>b' and if xE [0,c'] then f(x)<c'/D. 
Then, the boundary value problem (1), (2) has at least three positive solutions. 
Proof. Define 
~(x):= min x(t). 
t E [t2,t2+l] 
We need to verify conditions (i) and (iii) in the Leggett-Williams Theorem, the remaining conditions 
were verified in the proof of Theorem 8. Thus, from the proof of Theorem 8, there exists c '>  b' 
such that 
A'Pc,~Pc,. 
Claim 1. {x EP(o~,a',b'): ~(x)>a'} ¢ 0 and ~(Ax)>a' for all x EP(o~,a',b'). 
We have 
b ~ + a ~ 
x(t) :-- 2 - -  E {xEP(o~,a',b'): ~(x)>a'}, 
hence it is nonempty. Let x E P(~, a', b'), then using AtG(t2,s) = 0, 
b+k 
~(Ax) = min ~ G(t,s)f(x(s)) 
t E [t2,t2+l] 
s=a+k 
b+k 
= ~ G(tz,s)f(x(s)) 
s=a+k 
>~ 
t2+l 
G(t2, s)f(x(s)) 
S~t2 
( a' )2 --  G(t2,s) 
> (t2-a)(t2 a+2-k)  s=t2 
( a' ) 
= ( tz -a ) ( t2 -a+2-k)  ( t z -a ) ( t2 -  
Thus, if x EP(a,a',b') then a(Ax)>a'.  
a+2 -k ) - -a ' .  
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Claim 2. I f  x E P( ~, a', c' ) and IIAxll > b' then cff Ax ) > a'. 
Suppose x E P(a, a', c') and I[Ax[[ > b', then 
b+k 
a(Ax)= min ~ G(t,s)f(x(s))  
t E [t2,t2+l] 
s=a+k 
b+k 
= Z G(t2,s)f(x(s)) 
s=a+k 
= IIAxll > b' > a'. 
Thus, a(Ax ) > a'. 
Hence, the hypotheses of the Leggett-Williams existence theorem are satisfied, therefore (1), (2) 
has at least three positive solutions. [] 
From the proof of the above theorem and the last statement in Theorem 4 we get that there are 
positive solutions Xl, x2, and x3 for the focal boundary value problem (1), (2) (guaranteed by 
Theorem 8) such that 
IIx, II <d', 
d <xz(t2), x2(t2 + 1)<c'  
and 
]Ix3 [I >d '  with either x3(t2) <a'  or x3(t2 + 1 ) < a'. 
Theorem 10. Suppose there exist numbers a', b' and d' where 0 < d' < a' < b', such that f satisfies 
the following properties: 
(i) i f  x E [a',b'] then a' /C< f (x )<b ' /D ,  
(ii) / fx  E [0,d'] then f (x )<d ' /D  and 
(iii) one of  the following conditions hold: 
(A) lim SUPx_~  f (x ) /x< 1/D; 
(B) there exists a number e' such that c'>b' and if  xE  [0,c'] then f (x)<c ' /D.  
Then, the boundary value problem (1), (2) has at least three positive solutions. 
Proofi As before P is a cone in the Banach space E with the sup norm, A is completely continuous, 
and A : P --~ P. We have shown in Theorem 8 that condition (iii) implies there exists a 
c' > b ~, 
such that 
A : Pc, ~Pc , ,  
and condition (ii) implies that 
A : Pa, -+ Pa,. 
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For a real number w define 
w, tE [a+l ,b+3] ,  
Xw(t):---- O, t=a.  
Define the order interval X1 = [X~,,Xb,] and let UI be the interior of X1 in Pc. Note that 
x((a, +b,)/2) E U1, 
hence U1 is nonempty. 
Claim. A(XI ) c XI and A has no f ixed points in Xj - U1. 
Suppose xa, ~<x ~<xb, and t E [a + 1, b + 3], then 
Ax( t )  = 
b+k 
G(t,s)f(x(s))  
s=a+k 
> Z G(t,s) 
s=a+k 
s=a+k 
>/ min ~ G(t,s) = a' 
t E [a+ 1, b+3] s=a+k 
Also, 
Ax(t) = 
b+k 
Z G(t, s l f (x(s) )  
s=a+k 
< Z 
s=a+k 
s=aq-k 
(5) 
s=a+k 
Hence, for all t ~ [a ÷ 1, b ÷ 3], 
Xa,(t) = a' <Ax(t) < b' =Xb,(t), 
thus it follows that Ax E U1. This also implies that A has no fixed points on X~ - UI since A(X1 ) C U1. 
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Thus, the hypotheses of  Theorem 5 are satisfied with 
X:Pc,, X2 :Pa, and U2=Pa,. [] 
From the proof  of  the above theorem and the last statement in Theorem 5 we get that there are 
positive solutions xl, x2 and x3 for the focal boundary value problem ( I ) ,  (2) (guaranteed by 
Theorem 10) such that: 
t[x, II <a', 
a' <x2(t)<b' for tE [a+ 1,b+3] ,  
and 
IIx3 II > d' with Xa' ~ X3 ~ Xb,. 
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