Abstract-In disciplines,
I. INTRODUCTION
In various industries and disciplines there is often a need to manipulate various kinds of articulated structures in interesting and complex ways. This may involve controlling robotic manipulators or perhaps posing the body of a virtual human. These articulated structures, consisting of a number of flexible joints connected by rigid sections, often called bones, may yield an indefinite number of poses. A pose, otherwise known as a configuration, is the total state of all joints in the structure. Examples of articulated structures include kinematic chains, robotic manipulators and skeletal armatures. From here on the term manipulator will be used to refer to simple sequential articulated structures.
The process of rotating each joint individually to produce a given configuration is known as forward kinematics (FK). While this approach allows for precise control over an articulated structure, it can be quite tedious and time consuming for the person in control. Inverse kinematics (IK), can be thought of as the opposite of FK: Given the position of an endeffector and the goal, IK calculates the required joint angles to move the end-effector as close to the goal as possible, as shown in Figure 1 . Spatial goals are not the only type that can be used with IK; goals can be defined that limit joint mobility or add physical influences such as gravity and inertia.
IK is an interesting and difficult problem that spans across multiple disciplines, such as engineering, mathematics and computer science [1] , [2] , [3] , [4] . Applications vary from animation systems used in video games and CG films, to robotics applications, such as disposal of radioactive waste, vehicle construction and even amusement park rides. For Each joint contributes to the number of DOF, each of which is considered a problem variable in IK. The goal is to minimise the distance between the end-effector and goal position simple manipulators with a fixed number of joints and some special cases there are efficient closed form solutions to IK. However, for the general case there does not exist an analytic solution to IK [5] . Manipulators with more than one joint are said to be redundant as there may exist a variable number of possible solutions that may be discrete or infinite depending on the circumstances. This makes general purpose IK more suited for linear programming and optimisation based methods rather than analytic solutions.
The purpose of this project is to explore the potential for evolutionary algorithms (EAs) to solve general purpose IK. EAs are suited to continuous domain optimisation problems, such as IK, and are able to provide mechanisms for adapting the search process to handle large and difficult search spaces. This makes EAs a promising candidate for solving general purpose IK. In this paper a system that utilises EAs to solve IK is proposed and a prototype implementation is developed as a proof of concept. This system is named Evolutionary Motion Inverse Kinematics -E-MOTION IK.
The goals of this system are the following:
• To solve IK for arbitrary, redundant kinematic chains in real time • To support additional constraints such as:
-Obstacle avoidance -Angular constraints -Preventing self-collisions
• To support arbitrary IK goals This paper is organised in the following way. Section II provides a brief background of IK with related work discussed in section III. Section IV provides a detailed description of the approach used for solving IK and experimental results are reported in section V. Lastly, a conclusion is drawn in section VI and future work on this topic is discussed.
II. BACKGROUND
The following chapter provides a brief background of inverse kinematics as this topic is fundamental in understanding the E-MOTION IK system. Figure 1 illustrates a typical articulated structure. Each pair of bones are connected by flexible joints. Joint angles are defined relative to the transformation of previous joints in the chain. Joints also incorporate translation, by the length of each bone, in the direction of the preceding joint angle. The cumulative effect of these transformations can be seen in Figure 1 . The first bone, known as the root, defines the position of the entire chain [1] . The process of calculating the position of the end-effector and intermediate joints using these transformations is forward kinematics (FK). The kinematic chain in Figure 1 is planar, allowing for rotation about an axis perpendicular to the screen.
Analytic solutions to IK exist for special types of kinematics chains, such as certain types of 6-DOF chains. Kinematic decoupling can be used to break a complicated articulated structure into several simple ones that can be solved analytically [5] . Analytic solutions are fast and yield all possible solutions for a given end-effector position. Solutions can then be chosen that satisfy some other criteria, such as joint relaxation or collision avoidance. When a kinematic chain is under-constrained it is said to be redundant and there may exist an infinite number of solutions. In general when this is the case no analytic solution exists and some other technique must be used.
Numerical solutions to IK can be characterised as starting with an initial guess and iteratively converging towards a single solution [5] . Numerical methods can be used on any type of kinematic structure, although performance may vary depending on the technique used.
Cyclic Coordinate Decent (CCD) is an example of one such method [1] . For a sequential kinematic chain the algorithm cycles through each joint and determines the amount of rotation that is required to minimise the distance between the end-effector and goal. This is done by calculating the dot product between two vectors, one from the current joint to the end-effector and one to the goal. The end result is a fast iterative solution to IK. It should be noted that CCD is not guaranteed to converge on the optimal solution, nor is it able to handle multiple end-effectors or secondary criteria, such as collision avoidance.
Newton's method can also be used to solve IK. The problem is treated as finding the roots of a series of nonlinear equations representing the difference between the end-effector and goal position given a series of joint variables. Since only first-order approximations are used this method can be slow to converge at an optimal solution and may encounter problems with singularities preventing a solution from being found [5] . For IK a singularity is defined as a configuration of a kinematic chain where the rotation of any one joint does not result in the end-effector moving any closer to the goal. This has a number of implications which may prevent various numerical techniques from finding a solution.
Optimisation based methods treat IK as a function optimisation problem. A cost function is determined based on the forward kinematics solution for the set of joint variables. This function is typically the distance between the end-effector and desired goal, where the objective is minimisation. E-MOTION IK uses this approach as a basis for solving IK, as evolutionary algorithms are well suited to optimisation problems such as these.
III. RELATED WORK
The following chapter provides a survey of literature that relates to robotic path finding and inverse kinematics based on stochastic and numerical optimisation techniques.
Inverse Problems
EAs have been utilised in other, more general forms of inverse problems, such as Iterated Function System (IFS) theory, for which the inverse can be used in applications such as image compression [6] .
Evolution of Robotic Hand-Eye Coordination
Langdon and Nordin [7] describe a system that utilises EAs to produce behavioral controllers for a humanoid robot. Behaviors are evolved as machine code through genetic programming (GP), using a product called Discipulus. The system was used to generate IK controllers for each of the robot's arms based on feedback from its sensors; one camera for each eye and one per servo motor in each arm. The IK controllers were trained in Discipulus based on data collected from a driver program that simply waved the robot's arms around. This produced a function for each arm able to calculate the required motor states to move each arm as close to a target as possible, as perceived by each camera (i.e. a pair of (X,Y) coordinates).
Evolutionary Manipulator Pathfinding
The idea of using EAs to perform IK was inspired by Saha [8] . His approach uses an evolutionary algorithm to solve a path planning problem for a redundant manipulator. Each individual consists of a vector of floating-point values that represent variables of the problem:
where n is the number of joints in the manipulator. Each value in (1) represents the amount to rotate the corresponding joint where negative and positive values map to clockwise and anti-clockwise rotation respectively. The manipulator starts at some initial position and is given a goal and a number of obstacles to avoid. Each time the EA is run the best solution is picked. In this case the best solution is one that moves the end-effector as close to the goal as possible without causing a collision, such that each joint is rotated below some threshold. The side-effect of this method is IK with collision avoidance [8] .
Evolutionary Path Navigator
The evolutionary path navigator algorithm (EP/N) [9] is used to find a path for a 2D point robot through an environment containing obstacles. The EA is designed to work for offline and online planning or a combination of both. Obstacles may be hidden and later detected by a robot, requiring paths to be recalculated. The main strength of this approach is the use of several problem specific operators that allow paths to be transformed and modified in a variety of ways. If a new obstacle is discovered that makes the existing best path infeasible then other paths in the population may be selected instead. Existing paths can be modified allowing for improvements to be made during the robot's traversal of the environment. The approach used for E-MOTION IK borrows various concepts from this system, such as adaptive operator probabilities, discussed in section V.
IV. PROPOSED APPROACH
The following section provides a detailed description of the approach used for E-MOTION IK. This includes the design of the EA, the representation of individuals and the definition of an objective function for evaluating them. Issues affecting the performance of this approach are also highlighted
Evolutionary Motion Inverse Kinematics
E-MOTION IK is an interactive system that uses an evolutionary approach to solve IK in real time with additional constraints, such as collision avoidance and angular joint limits. This system was developed to assess the feasibility of such an approach, acting as proof of concept and test bed for further experimentation and improvements to the initial algorithm. For the sake of simplicity only two-dimensional IK is considered, however the same approach can be applied to three-dimensional IK. EAs were chosen due to their inherent flexibility in dealing with large and complex search spaces involving multiple constraints. This section describes the details of the algorithm and the way in which potential solutions are evaluated. The evaluation function for IK can simply be defined as the distance from the current configuration to the desired configuration. The configuration of a kinematic chain is the combined state of every joint transformation, which includes the rotation, translation and scaling for each bone. This distance measure can be considered the score for each candidate solution where the objective is to minimise it. For basic IK the goal configuration is based on the position of the end-effector, hence the evaluation function must use a heuristic that indicates how good a given configuration is. For a redundant kinematic chain this could be defined as the euclidean distance between the current end-effector position and the goal position. This is the simplest form of evaluation function and can be extended to include multiple independent goals, such as the movement speed of the chain, joint relaxation and various other attributes.
For a more detailed description of E-MOTIONIK please refer to [10] 1 .
Representation
Inverse kinematics can be seen as a continuous domain function optimisation problem. Since a configuration is parameterised in terms of joint variables, a solution is defined as a vector of floating-point values, each one tied to a particular joint variable. Each value represents the amount to offset each joint variable for a given solution. In this case joint variables are simply the relative angle between two bones connected by a joint (or simply the angle of the joint). This allows for iterative improvement over the current configuration of a manipulator, illustrated in the following equation.
Where n is the number of joint variables, L(i) is lower bounds of variable i and U (i) is the upper bounds. The limits are defined by the type of joint variable, for instance variables that are mapped to joint rotation have the corresponding limits of [−π, π). The parameter r ∈ (0, 1] specifies the range restriction for solutions for each frame of movement. If r = 1 then any configuration can be reached in one step while smaller values increase the number of steps that may be required. This is loosely based on the representation used by [8] , however it is defined in a more generalised way, allowing arbitrary kinematic structures to be used
In this context goals attribute score values to the configuration of a kinematic chain where the ideal solution, i.e. the goal is completely satisfied, has a score of zero. Competing goals can be used together, however a way of combining scores must be defined. Each goal is attached to one or more variables of a configuration, such as joint positions or rotations. Goals typically operate as positions in space or absolute angles, although this need not be the case. Goals may be time dependent as well.
Constraints are defined as invariants that must be satisfied for a solution to be feasible. Constraints differ from goals in that they are boolean; a constraint is either satisfied or not -however, a goal can be partially satisfied. All constraints must be satisfied for a solution to be feasible and so constraints generally do not interact in the same way that goals do. Infeasible solutions are always considered worse than any feasible solution regardless of their actual fitness. This ensures that feasible solutions will not be displaced by infeasible ones, resulting in convergence toward unusable solutions.
Collision avoidance can be viewed as a constraint where solutions that produce a configuration resulting in a collision are infeasible. A goal can also be defined to provide maximum clearance between a manipulator and other objects, such as obstacles.
The Objective Function
The objective is to move a kinematic chain to a state that satisfies all goals and constraints associated with it. These objectives may be somewhat complex; there could be multiple conflicting goals associated with different joints. This problem can therefore be considered multi-objective, where each objective is to minimise the distance to a specific goal:
where m is the total number of active goals at any given moment. One possible way to solve this problem is to aggregate all the goal scores into a single objective function,
where W g is the weight applied to each goal. Each goal score function should be weighted depending on its relative importance in relation to other goals and to compensate for differences in units. For instance one goal may be the euclidean distance between an end-effector and a position in space, while another may be to minimise bending (the total angular rotation between successive joints). Not only are the goals different but also the units, i.e. one is in centimeters while the other is in radians. Here are some examples of possible goals:
function (5) defines a goal as the squared euclidean distance between a joint and a positional goal in 2D. This is a generalised version of the classic IK goal, the end-effector,
function (6) defines a goal that attempts to minimise the angle between each pair of joints. This results in a more relaxed kinematic chain, which is a desirable property for applications, such as animation where characters should move naturally. The same concept can be applied to the angular velocity and acceleration of joints, which can be used to reduce the stress placed on the mechanical parts of a robotic manipulator. Figure 3 illustrates the use of these functions for a 6-DOF kinematic chain. W d is the weight used for a positional goal, while W s is the weight used for the smoothing goal. Multiple goals can be satisfied due to the redundancy of the kinematic chain. If no additional goals are specified then the number of solutions is unbounded. However this redundancy can be exploited to satisfy other criteria, such as collision avoidance and smoothness [1] , [5] .
As stated earlier, a solution is feasible if all constraints are satisfied. Constraints involve angular joint limits, obstacle avoidance and self-collisions. These constraints are problem specific, dividing the search space into feasible and infeasible regions. The ratio between the size of feasible and infeasible regions is dependent on the type of kinematic chain and the obstacles present. Generally the more physical space that is 
Algorithm Description
The E-MOTION IK system consists of two main parts: the evolutionary algorithm, known as the evolver, and a controller that selects, applies and interpolates between solutions known as the solver interface. The evolver generates the next frame of movement based on the current kinematic state, the environment and any active goals and constraints. The environment contains a number of obstacles, which are essentially impassible regions of physical space. The solver interface is used to link the evolver to a kinematic chain and to update its state based on the current best solution. Interpolation between successive frames is used to give the impression of smooth animation.
The evolver (defined below) starts by creating an initial population of random solutions. The initial population is then evaluated and the generation counter, t, is set to zero. Each generation, parentPopSize parents are selected and placed in the parent population for that generation. Any selection method may be used. The offspring population is then cleared and the counter created is set to zero. An operator is then selected and applied to individuals from the parent population (selected at random) and the resulting solutions are placed in the offspring population. The variable counter is incremented by the number of offspring generated each round, which may vary depending on the operator used. This continues until the offspring population, of size offspringPopSize, is full. The offspring population is then evaluated and survivors are selected from the previous population and the new offspring. Survivor selection uses a generation gap and elitism.
t ← 0 set generation to zero init(P(t)) initialise population eval(P(t)) evaluate initial population while t < numGenerations and !goalReached do parents(t) ← selectParents(parentPopSize) offspring(t) ← { } clear the offspring population created ← 0 the number of offspring created while created < offspringPopSize do C p ← selectNextParent() apply operator to produce offspring
Operators
Various types of operators were implemented and testedthese range from standard operators derived from evolution strategies (ES), such as Gaussian mutation [11] , to problem specific operators developed from scratch. For each offspring produced only one operator is used, with the exception of repair, ensuring that the performance of each operator can be determined without requiring excessive use of the evaluation function. Operators are each given an initial probability p, which determines how likely they are to be used. These probabilities are normalised so that the total probability of all operators is 1.
1) Gaussian Mutation:
The Gaussian mutation operator perturbs each variable in an individual using a randomly generated number with a Gaussian distribution. The function N (μ, σ) generates a Gaussian random number with mean μ and standard deviation σ. A Gaussian distribution is used since the numbers generated are likely to be very small allowing for subtle and gradual mutations. Large numbers can also be generated but with a much lower probability, hence allowing for less frequent larger mutations as well.
2) Uniform Mutation: Uniform mutation is used as a form of macro mutation, producing offspring that may vary significantly from parents. Uniform selects a single variable in an individual, replacing it with a uniform random number. This allows for solutions to undergo large jumps in the search space, allowing the algorithm to cross infeasible regions of the search space. The probability of using uniform mutation should be kept low, as it may prove destructive when used too often.
3) Flex Mutation: Flex Mutation is a simple problem specific operator that modifies a solution by scaling a random segment of variables. This is done by producing a uniform random number f ∈ [0, 2) and multiplying the segment of variables by this number. When f is less than 1, the segment is relaxed, otherwise it is reinforced. In effect, this operator causes the resulting solution to flex, hence the name. This compliments mutation and crossover by allowing solutions to perform gesture like movements, such are curling and straightening at various parts of a chain. Experiments have shown that this operator performs at least as well as Gaussian mutation with self adaption, which is surprising given the simplicity of the operator. 4) N-Point Arithmetic Crossover: N-Point crossover generalises crossover for an arbitrary number of parents. N is selected at random from the range [minParents, maxParents] representing the lower and upper bounds for the number of parents. The operator begins by selecting N parents, P 0 , P 1 , . . . , P n−1 , P n . The center of gravity, C og is then calculated as the arithmetic average of the selected parents. The normalised direction vector, V best , toward the fittest parent, P best , from C og is then calculated. Offspring are generated using equation (7).
Where the variable s ∈ [0, ∞) is a scale factor used to vary the distance of the offspring generated from the center of gravity towards (and past) the best parent. This allows the operator to perform both exploitation and exploration roles as solutions can be generated between parents and beyond them. Values for s are generated with an exponential distribution. Figure 5 illustrates this operator for five parents in a 2-DOF configuration space. Figure 5 . An example of n-point crossover for a 2-DOF configuration space
5) Repair:
This operator is used to repair an infeasible solution, using a reference point, to produce a feasible solution. A reference point is a pre-existing feasible solution used as a basis for repair. Repair is applied separately to other operators, in that every offspring has a chance of being repaired independent of the application of other operators. Repair has been used in previous function optimisation EAs that handle constraints, such as the Genocop III [12] .
Repair is used as a basis for finding feasible solutions in difficult areas of the search space. It allows infeasible solutions that have high fitness to be repaired and used to accelerate the search process. This is especially true when there are a large number of obstacles and very few feasible solutions are produced initially.
V. EXPERIMENTS AND RESULTS
Experimentation and analysis were used to assess the performance of this approach and to explore possible ways to improve flexibility and deal with new problems. These included analysing the performance of individual operators and the system as a whole, as well as testing new features, such as different types of kinematic structures, goals and constraints.
Overall Performance
The overall performance of the E-MOTION IK algorithm was tested to examine the effect that the complexity of a kinematic chain, in terms of DOF, has on the performance of the algorithm. The following tests were performed for a series of different sequential kinematic chains. Each chain has n-joints, resulting in n-DOF. All bones are of equal length and only one end-effector (the terminating joint) is used. A single positional goal is chosen at random within reach of the end-effector. These tests are designed to determine how many generations the algorithm requires to reach the goal, within one unit of distance. Results are aggregated over 1000 independent runs of the algorithm to improve statistical accuracy. Other secondary goals, such as obstacles avoidance and movement restriction are not taken into account as these may prevent the positional goal from being reached. Figure 6 . The number of generations taken to find a solution for a series of kinematic chains Figure 6 shows that while the maximum number of generations required to find a solution grows quite rapidly, the average remains steady. Since each generation takes only a few milliseconds or less on a modern computer this performance is quite acceptable for real time applications. The minimum number of generations required is always one. This may be due to the termination condition only requiring one unit of accuracy, allowing the random initial population to produce a seemingly viable solution. However, it does seem that first generation solutions are much less likely for higher DOF kinematic chains than lower ones. If secondary goals, such as smoothing and obstacles are introduced the number of generations required would be higher but the complexity of the algorithm would remain the same.
Parameter Selection
The following section describes the results of analysis on the the performance of operators based on their underlying parameters. Tests were performed by running E-Motion IK for a variety of different setups and recording the performance of each operator. The efficiency of the algorithm was also tested in terms of execution time and the number of generations taken to find a solution.
In this case a successful application of an operator is based on whether or not the offspring produced is superior, in terms of fitness, than its parent. For crossover the offspring must be better than at least one of its parents. The results outline a number of interesting observations.
All operators are more successful in the start of the search, generation zero, than they are in the subsequent generations, as shown in Figure 7 . This isn't at all surprising given that the initial population consists of random solutions. Each successive generation produces better solutions, which are less likely to be improved upon. Each operator behaves differently throughout the search process. For instance uniform (macro) mutation is more successful early on in the search but is overtaken by Gaussian mutation in the middle to late stages. This result is useful for setting the initial probabilities for various operators.
Dynamic Operator Probabilities
As the experiments in the previous sections illustrate, the performance of each operator is dependent on its underlying parameters and the current state of the population. Operator probabilities play a significant role in the performance of the algorithm. Some operators increase or decrease in their usefulness at different stages of the search process. To account for this, these probabilities are made dynamic, changing depending on the relative performance of each operator. This approach is similar to the one used in [11] , however a simpler heuristic is used for calculating probabilities. 
Other Experiments
Other types of goals and constraints were also experimented with. Goals with physical properties work quite well, as shown in Figure 8 , allowing a kinematic chain to exhibit more realistic behavior.
Non-linear kinematic structures were also experimented with. Figure 9 shows the implementation a tree kinematic chain where each joint branches into two bones instead of one. Performance seems to be more dependent on the number of problem variables, i.e. joints, rather than the type of articulated structure itself. 
VI. CONCLUSION AND FUTURE WORK
The main goal in this project was to assess the potential of using EAs to solve IK for arbitrary kinematic structures. Based on the performance of the prototype version of EMotion IK and experimental evidence this goal has been fulfilled. In the following chapter a summary of the main findings of this paper is given along with some possible avenues for future work.
The E-MOTION IK prototype serves as proof of concept showing that IK can be solved in real time using EAs, producing robust results for environments containing several arbitrary obstacles. This approach is able to provide support for general kinematic chains, obstacles, goals and constraints.
Restricting the range of movement for each frame allows for fluid real time interaction. This makes it applicable for a Figure 11 . A solution that forms a path around an obstacle in c-space.
variety of problems where analytical or numerical solutions are not available or perform badly.
Goals can be arbitrary as they are simply defined as objective functions that return a value. However, normalisation and weighting may be required when units differ, for instance from centimeters to degrees. Goals that impose physical attributes, such as inertia and gravity can also be defined, which may be useful for making an animation appear more realistic or to modify an existing animation. The behavior of the algorithm can be tailored by modifying the weights of different goals, enabling trade offs between different characteristics, such as smoothness versus reaching the goal quickly or moving slower to avoid collisions.
One possible improvement is to perform path finding in c-space directly. Instead of a solution consisting of the variables for the next frame of movement, it would contain a sequence of frames (intermediate configurations). M determines the number of nodes in the path. The value of M could be fixed or variable depending on the type of problem. I represents the initial configuration, which is typically the current one, while F represents the final configuration. Intermediate configurations, C i , have the same form as the fixed length representation defined in section IV. This representation allows for an arbitrary sequence of movements through c-space, solving the problem of getting trapped at local optima before reaching the goal configuration.
For a path to be feasible, each segment in the path must be collision free. There are two options for performing collision tests in between each pair of frames. Continuous collision detection (CCD) and incremental collision tests. CCD involves generating the swept volume between two configurations, i.e. a shape that encloses the area occupied in a given trajectory over a period of time. Incremental collision tests involve interpolating between two configurations in small increments and testing for collision at at step. The steps must be small enough so no potential collisions are missed. A simple approximation of CCD is incorporated in E-MOTION IK to prevent collisions between successive frames of movement.
