The current state of three humancomputer interface areas was reviewed, and potential dairy herd management applications were proposed. Alternative input devices (e.g., touch-sensitive screens and speech recognition) can provide more intuitive communication with computers. Several user interface designs have been developed that narrow the dichotomy between ease of use and ease of learning. Information technologies can provide dairy herd managers with more complete and immediate access to management information for decision making: 1) natural language interfaces, which allow users to query a structured database to remeve information; 2) full text retrieval systems, which retrieve pertinent passages from a collection of documents; and 3) hypertext, which is a means of linking related passages of text so that they can be browsed in a logical, nonlinear fashion. The third area of human-computer interface concerns methods of integrating decision support systems into a management workstation that could contain independent systems, systems integrated through a user interface manager, or systems integrated through an intelligent dialogue manager. Advances in human-computer interfaces, if incorporated into dairy management software, should significantly increase the use of computers for dairy management and improve the decisions made by 
INTRODUCTION
There are several emerging technologies that can have a significant impact on the dairy industry. Two technologies with the greatest potential for an impact on agriculture are biotechnology and information technology (41). Biotechnology offers the potential to alter biological processes for improved animal performance. Information technology offers the potential to improve management by providing more rapid and complete access to pertinent information to facilitate better decisions. Even though biotechnology and information technology are distinct research areas, their effects on the dauy industry are likely to be synergistic in that some biotechnologies, such as bST, require a high level of management to achieve their full potential (2).
Widespread availability of computers has created an information revolution. The first phase of the information revolution was characterized by databases and numerical calculations. Decision support systems characterize the second phase of the information revolution. These are intelligent systems (e.g., expert systems) that provide expertise for decision making. The military (9) and Fortune 500 companies (32) have made use of expert systems since the mid-l980s, but the dairy industry has not generally adopted expert system technology. Currently, computer technology is moving into the third phase of the information revolution, which is characterized by systems that improve access to information. The development of computer applications in dairy management is restricted by the adoption of technology rather than by the current state of the art. Current dairy management computer applications represent technologies developed a decade ago.
This review focuses on information technologies that address the human-computer interface and summarizes three areas of information technology research that have the potential to affect significantly the manner and extent to which computers are used in dary herd management.
ADVANCED USER INTERFACES
Personal computers have been adopted slowly. Recent surveys indicate that only 15 to 27% of dauy farm managers utilize computers in their management process (1, 22). Two factors that may have contributed to this slow adoption rate are the lack of high quality management s o h a r e (28) and a computer phobia on the part of some dairy farm managers (personal observation). Dairy farm managers have available to them only a limited selection of computer programs, and most of these perform similar functions. The computer phobia is caused by a lack of exposure to computers but is exacerbated by the type of user interfaces (both hardware and software) employed by most dairy herd management computer programs.
Hardware
Currently, most microcomputer systems use a keyboard as the major input device. Keyboard entry is clumsy for agricultural software; many farm managers are slow typists. Even for programs with little input, a "hunt and peck" typing ability can frustrate users to the point that they will not use the system. Another problem with keyboard entry is reduced dexterity from excessive physical labor or injury that severely impairs the farm manager's ability to type. Consequently, software should be developed to allow the use of alternative input devices.
Two relatively common input devices are the mouse and the light pen. However, neither of these capture the user's natural pointing instincts (31) . More intuitive input devices are touch-sensitive screens and speech recognition devices.
Touch-sensitive screens are computer displays that have portions of the display active as input devices. This technology has been available since the mid-1960s (17) . Touchsensitive screens are easy to learn and use, are very durable, and require no additional work space; however, they cost more, have increased development complexity, lack software to take advantage of touch-sensitive screens, and can cause arm fatigue and screen smudging. An early major complaint of touch-sensitive screens was the lack of precision; however, precision of 4 pixels (approximately onequarter of the size of a single character) has recently been reported (35) . Because they are durable and easy to learn and use, touchsensitive screens have been used in specialized applications, such as kiosk information systems in shopping malls and airports and for order processing in restaurants. Both of these application have been developed to allow control of a computer system by nontechnical users.
When discussing applications of touchsensitive screens, it is important to consider that they offer no additional functionality over a mouse as an input device except that the input is more intuitive and easier for the user. Three examples of touch-sensitive screen applications in dairy herd management are proposed. One application is for programs that use the cursor, the mouse, or both to select from a menu or list of icons. This type of program can easily be converted to touch-sensitive screens. Another example is for hypermedia applications in which links are established between information (see hypertext discussion). Figure  1 contains an example of this type of application in a herd evaluation program. The primary display consists of a scatter plot of sample day milk weights for all first parity cows and a reference lactation curve for those cows (Figure la) . In this application, the user can touch a specific data point to retrieve information pertaining to the cow represented by that point (Figure lb) . A third application is for data entry. Figure 2 is an example screen for entry of a cow's freshening date. Currently, most programs require the user to enter a calendar date (e.g., 8/15/91), but this is not the format with which users are most comfortable. Generally, when asked about a freshening date, dauy herd managers will respond with a day of the week (e.& last Sunday) or a reference to today (e.g., yesterday). With touch-sensitive screens, the program could display a calendar with the current date highlighted. Data entry would simply consist of touching the appropriate day for the event.
A second area of research aimed at improving the physical link between the computer and user is speech recognition. This research has been glamorized by recent science fiction movies in which computers carry on a dialogue with the user. Although this is the goal of research efforts, it is not the current state (20) . A prominent researcher has predicted that totally spontaneous, unrestricted speech recognition is still as much as 30 yr from fruition (42). However, speech recognition appears to be suitable for applications with restricted discourses.
There are two components to interacting with computers through speech. The first is voice recognition: the ability to distinguish between words. This is both a hardware and software issue. The second is natural language processing. This component involves software that takes natural language input, either spoken or typed, and processes it.
The most common system for speech recognition is template matching. Each word that is spoken is matched against a predetermined lexicon. The lexicon must be trained to recognize a user's voice, thereby resulting in a userspecific (speaker-dependent) system (20). Other methods of speech recognition include statistical modeling (e.g., hidden Markov model), neural networks, and knowledge-based systems (23). High performance, continuous speech recognition systems that are speakerindependent use the statistical modeling approach. Commercial systems range from single word recognition systems that are speakerdependent and include 64-word vocabulary units to continuous word recognition systems that are speaker-independent and include 40,OOo-word vocabulary units (29).
Speech input differs from all other input in two ways. First, recognition is not a perfect function. Most literature values for recognition range from 95 to 99% (39); some articles report 8 to 12% error rates (25). Several factors affect the error rate, including presence of background noise, phonetic similarity of words, and mood of the user as it alters voice quality (20). The second major difference is the lack of a one to one correspondence of sounds to words. For instance, when a key is pressed on the keyboard, the output is unam-biguous. With speech recognition, the output is the most likely output that corresponds to the input. Consequently, the performance of current systems degrades (in both time and accuracy) as the vocabulary increases.
When speech input was compared with traditional input methods, speech input required the same time as mouse input, 80% as much time as a single key stroke, and 48% as much time as full word, typed commands (25).
A commercial, speech recognition system was added to a medical diagnostic system to provide clinical data entry (36). The speech recognition system was an isolated word, speaker-dependent system capable of recognizing eight continuous syllables. Utterances required .5 s to take effect, and 90% of all utterances were recognized correctly. For this application, speech recognition proved to be an effective interface for improving the acceptance of a diagnostic system.
Potential short-term applications exist for speech recognition in dairy herd management systems that have narrow, unambiguous input. The most likely applications will be in data entry when the user's hands are otherwise occupied. One example is entry of milk weights in the milking parlor. When a cow has finished milking, the user could tell the computer the cow's identification and milk weight. Another example is for data entry during veterinary reproductive exams. Information related to reproductive status could be immediately entered during the examination by the veterinarian. Because users of dairy herd management systems are generally poor typists, another potential application for speech recognition is as a front end to a natural language system. However, the natural language system would have to be designed to account for the potential inaccuracy of the speech recognition system. Advances in hardware input devices to improve the usability of computers are driven by multiple sources, many of which are unrelated to agriculture. For example, speech recognition is the goal of the Department of Defense (42) and for researchers aimed at improving the environmental control offered to the physically disabled (6) . However, this technology is independent of domain, and advances in other domains should also greatly facilitate the use of speech recognition devices for agricultural uses during the next decade. Because of the nature of computer users in dairy herd management, adoption of these technologies should be given high priority.
Software
The software design of the user interface is the main factor determining the effort required to learn and use a computer program. This area of computer interface design has flourished as computers have become more powerful. Currently, nearly a dozen different interface designs exist that can be used with computer programs. These designs range from command languages to natural language. In general, agricultural software has been slow to adopt sophisticated user interface designs.
Two common user interface designs in agriculture are command and question and answer systems. A command driven user interface is similar to the DOS system in which a series of commands and arguments have to be known by the user. For example, in the Remote Management System (Dairy Records Processing Laboratory, Cornel1 University, Ithaca, NY), which is used to access DHI data, a command such as AIM1-S1-DHIM0094 is used to run a report (7) . This type of user interface is easy for an expert to use but difficult to learn. Another type of commanddriven user interface can be designed by mapping commands to special keys. This interface is used by WordPerfect (WordPerfect Corporation, Orem, UT), which uses multiple combinations of the SHIFT, ALT, and CTRL keys with function keys for specific commands. Question and answer systems require the user to enter a response. If the type of response is unambiguous, this design is easy, but tedious to use. This type of user interface should be limited to yes or no (e.g., Y and N) or numeric responses. Most software can be controlled through commands and responses to questions, but these tend to be counter to intuitive use. Consequently, other user interface designs have been developed.
A type of computer interface that is more intuitive to use is natural language. With this type of interface, commands are given in natural language instead of a formal command language. An example of a natural language user interface is one that converts natural lan-guage commands to DOS commands. For example, the natural language command "show me the files on drive b:" is converted to the command "dir b:*.*" (21) . Another example of a natural language interface is one that was developed for signal processing (26). This system allows users who are knowledgeable about signal processing but ignorant of any programming languages to manipulate wave forms using English commands oriented toward mathematical operations. However, the most common use of natural language has been in database querying systems. Natural language interfaces are beneficial for the casual user and for the user who is unwilling to learn a formal command structure. However, natural language user interfaces do require more typing than a command language, which is an important consideration for agricultural software. Therefore, natural language is probably not a desirable user interface for systems, such as DOS, that have a limited set of commands.
Another popular user interface design is the menu system. In the simplest form, a menu is a list of choices for the user to select by entering a number or letter. Another version includes a light bar positioned over the menu selection using the keyboard. A more sophisticated menu design is the icon and mouse system. This type of system represents menu selections using a picture that is "clicked on" with a mouse. The icon system was first developed for workstations (37) to reduce the learning time of the user interface. By looking at the icons, the user is expected to know which icon is appropriate. However, the icon must be unambiguous and realistic. When icons are used for several similar items, distinguishable and meaningful icons can become difficult to develop (38) . To aid in this, accompanying text is often added to clarify the meaning. The suitability and design of icons for user interfaces has been previously reviewed (34).
Similarly, abstract concepts are difficult to represent with icons. In a soybean disease program, the option to prescribe a treatment would be difficult to represent as a meaningful icon. Perhaps the major limitation in development of systems with graphical icons is the lack of design tools to generate icons. Without general purpose design tools, the use of icons will be limited in agricultural software.
Another major function of the user interface is data entry. For this function, "form filling" designs have been developed. With this interface, the user is presented with a series of fields in which data are entered. The display relates to a written form and allows the user to see all of the fields together. Often, form filling interfaces have data validation and editing capabilities. For more complex data entry needs, multiple forms arranged as overlaid windows can be used. As data are entered into a field, the program "fires" the next form, which pops up with the appropriate related fields. This type of user interface is easy to learn and quick and easy to use (38) .
The most important aspect of user interface is to match the needs of the user with the appropriate interface. Novice users need interfaces that are easy to learn to use; advanced users prefer interfaces that are easy to use. The issue of matching the interface design with the needs of the user has been used to build a case against consistent user interfaces (13). As a general guide, novice users should be provided with menus and question and answer systems, whereas the advanced user should be given the option to use command languages and special key strokes (16, 38) . Consequently, an important area of software interface design is adaptive interfaces.
Adaptive interfaces are aimed at satisfying the needs of both novice and experienced users. A prototype adaptive interface has recently been developed [SAUCI; (40)] for processing operating system commands. Using the adaptive interface, users made about half as many errors and required less time to perform tasks. Research on adaptive interfaces should result in systems that are more intuitive to use.
Design of sophisticated user interfaces has advanced such that these interfaces should be considered for all agricultural software. Proper attention to user interface design issues can result in more acceptable agricultural software.
INFORMATION TECHNOLOGIES
Information technologies are a set of advanced computer technologies for which the objective is to assist in retrieval of information. These technologies differ from decision support systems in that they offer no recommendations. Three information technologies are reviewed here: natural language interfaces, full text retrieval systems, and hypertext systems.
Natural Language Interfaces
Maintaining a complete set of production records is a critical component of farm management. However, the ability for rapid and flexible access to the information for management decisions is more important. The best method of providing production records has been through database management systems; however, these systems are generally inflexible in their retrieval facilities. Most systems use menus that present options of data to retrieve or predefined reports to run. Traditional systems require the user to learn the hierarchical structure of the menu system and limit the user in the type of reports available. A solution to providing a flexible retrieval system is to use a natural language interface for querying a database. This research area has been reviewed by Grishman (1 1) and Petrick (30).
The current generation of natural language interfaces was made possible by a set of linguistic theories developed by Chomsky (4).
These theories were fust implemented in an efficient algorithm in a natural language interface for retrieving information about lunar rocks brought back from the Apollo space missions [LUNAR; (43)J.
The LUNAR program is based on a threecompartment model of data retrieval. The first compartment is the syntax analysis, which determines the grammatical structure of the sentence. The second compartment of LUNAR is the semantic module, which is responsible for determining the meaning of the syntactic structures. The meaning is translated to a formal query language in this module. The third module of LUNAR is the retrieval component. This module executes the formal query language, resulting from the semantic analysis, on the appropriate database. When LUNAR was tested, it answered 78% of the questions presented to it (43) .
The purpose of developing LUNAR was to assist scientists in retrieving data on lunar rocks. In this situation, users were primarily interested in specific data as it related to other scientific information that they had collected. However, this style of data retrieval is not sufficient for production agriculture, which requires management decisions to be made. Consequently, a knowledge-based natural language interface was developed to give more complete, intelligent answers from an agricultural database [IDEA; (IS)].
The IDEA program is based on the LUNAR three-compartment model but utilizes a new approach for semantic representation. Unlike the formal query language used in LUNAR, the IDEA program represented the query through a set of domain concepts. The benefit of using domain concepts is that they contain "expert" information for responding to the query. In particular, the rules are able to find the context of particular records and to respond accordingly with additional pertinent information. An example of a query and answer is shown in Figure 3 .
The IDEA program was developed for a dauy database to assist farm managers in decision making. This database is capable of responding to several different types of queries. The simplest query is about a single cow (e.g., "When is 5000 due to calve?"), which can also be a yes or no question (e.g., "Is 5000 pregnant?''). More complicated questions can be asked about subgroups of cows (e.g., 'Which daughters of Thor are bred to Bell?'), averages (e.g., "What is the average calving interval for cows in the north barn?'), and counts (e.g., "How many heifers are due to calve in June?'). These questions are designed to assist in decision making because they provide complete answers containing important information that the user may not have known was in the database or may not have remembered to ask.
For natural language interfaces to be used successfully in agriculture, a generic natural language shell capable of being transported to other databases is needed. It is the generic, domain-independent shell that has made expert systems so widespread. However, unlike expert systems, a generic shell for natural language interfaces has proven to be difficult to develop. Hendrix and Walter (14) point out that full synchronization is needed between the database management system and the natural language interface and that this is difficult to achieve when the natural language interface is added as an afterthought. One problem is that the meaning of the representation in the database may be implicit within the management software providing the interpretation. For example, in the dairy database that the IDEA program accesses, the reproductive status of a cow is a numeric value. These numbers need to be translated to their true meaning by the natural language interface (e.g., 0 means "not bred").
The TEAM program (12) is a natural language interface developed at Stanford Research Institute and is designed to be transportable between databases (12). However, it requires a database expert to supply information to adapt the system to the new database, including descriptions of the database and domain-specific words. Again, all natural language interfaces need to be transportable, but the TEAM program has automated it through a series of questions. Another area that proves difficult in making a natural language interface transportable is associating meaning to context-sensitive phrases. This is different from associating meaning to words. For example, consider the phrases "bred to Bell" and "bred in May". The first refers to the "service sire", but the second refers to the "breeding date". Most natural language interfaces only allow synonyms for defining new entities in the domain. These systems do not perform well for complicated phrases. In general, for a natural language interface currently to be trans- Because of the problems in developing generic shells, natural language has had very little commercial activity compared with other artificial intelligence technologies (27). A few generic natural language interfaces are available commercially. One such system is the "Intelligent Assistant" interface for Q&A (Symantic C o p , Cupertino, CA), which was introduced in 1985. This system is different from most transportable natural language interfaces in that it has its own database system.
Users build their application directly in Q&A.
This system also uses synonyms for acquiring new words. An attractive feature of this system for agriculture is that it operates on a standard IBM-compatible microcomputer. Another commercial natural language interface is Natural Language (Natural Language, Inc., Berkeley, CA). This system interfaces with any relational database supporting the Structured Query Language (i.e., SQL).
Full Text Retrieval
A relatively new area of human-computer interfaces that promises to make information more accessible is full text retrieval. The goal of a full text retrieval system is to search a collection of documents to find relevant information for the user (3). These systems can be particularly useful for accessing a collection of documents that are authored by several different people who potentially use different words for the same meaning. Such a collection of documents is unorganized and generally unindexed, as is the case with most agricultural extension publications.
Blair and Maron (3) evaluated the effectiveness of STAIRS (storage and information retrieval system), a full text retrieval system developed by IBM and found that it retrieved fewer than 20% of documents relevant to a particular search when the database contained roughly 350,000 pages of text. They identified several areas that need to be considered in developing full text retrieval systems. The STAIRS program was efficient at retrieving documents that exactly matched the request, but it performed poorly in retrieving documents that contained equivalent phrases. This arose in two situations. The first was when a word was misspelled, which prevented it from being retrieved. Full text retrieval systems must contain a facility to account for misspellings. The second situation arose when alternative phrases were used for the search item. For example, they found the term "fried" to refer to a "burned-out circuit". Full text retrieval systems must be able to account for equivalent phrases. Both of these problems make it apparent that neither a simple keyword search nor an indexing scheme would suffice for full text retrieval.
Another full text retrieval system has been developed by Gauch and Smith (10) . This system contains an expert system and a thesaurus. The thesaurus contains domain-specific information for words. Each word contains a list of synonyms, the name of one or more "parent" words, and a list of "children" nodes. This structure allows a particular search to be generalized or narrowed. Decisions concerning the search pattern are the task of the expert system. If the recall is low, the system will broaden the search. If the precision is low (Le., too many irrelevant passages are retrieved), the expert system will use a more specific search. The original Boolean query is formed by the user and then passed to a full text retrieval system that has immediate access to any passage in the text. The retrieval system requires that the text undergo two stages of preprocessing. In the first stage, the text is formatted for enhanced display. Formatting includes insertion of format marks (line, tab, italics, label) and context information (section, paragraph, sentence, item). The second stage of preprocessing is to invert the file to fixed length records for fast access. Consequently, the system does not operate on the original documents. This is an undesirable feature because it precludes searching subsets of documents and requires additional storage. A commercial full text retrieval system is available (Metamorph; Thunderstone, Chesterland, OH) that should have wide application in agriculture. Metamorph is a system that operates on standard ASCII files using natural language queries to determine relevant passages in documents. The natural language input undergoes morphological analysis to normalize each word. The normalization process converts words to morphemes-the smallest meaningful unit of a word. These morphemes are looked up in a dictionary to determine an equivalence set, which contains all morphemes that are related, but not necessarily synonymous, to the original morpheme. The Metamorph system then correlates these equivalence sets against the textural passages to identify passages that relate to the natural language query. At the first level, each equivalence must be present in the passage. If unsuccessful in locating passages, the Metamorph System will relax this restriction to broaden the search. The correlation procedure also utilizes an approximate match to account for minor discrepancies in spelling. These features fulfill those criteria identified by Blair and Maron (3) as necessary for a full text retrieval system.
Numerous dairy applications of full text retrieval are possible. An existing project used a commercial full text retrieval system to assist users in querying a specific DHI computer manual (8). Additionally, with the advent of mass storage systems for microcomputers (e.g., CD-ROM), full text retrieval systems can play a significant role in providing expert information (e.g., extension bulletins) to county extension offices and directly to farm managers. An effort is underway to develop a national dairy database (15) consisting of full text documents covering major dauy management areas. This full text database is expected to be delivered on a CD-ROM and accessed using a full text retrieval system.
Hypertext
Hypertext is a method of connecting related passages of text, graphics, animation, or computer programs in a multidimensional (i.e., hypercube) fashion so that they can be accessed in a nonlinear fashion. Each node can be connected to any number of other nodes that provide additional related information. Hypertext systems are analogous to footnotes or references in a document. For example, a footnote contains additional information related to the text. The reader determines when or if the footnote is to be read. Computerized hypertext systems are based on the same principle.
Hypertext systems are relatively easy to implement but are difficult to build. They require that the locations of the related text be stored with the location of the original text. This is essentially a problem in database management. The difficult part of a hypertext system is to establish the appropriate links between nodes. This job usually requires a domain expert but can be automated through full text retrieval tools.
As dairy management documents are disseminated in electronic form, hypertext should be considered as a method of increasing the access to related subject matter. For example, an extension bulletin that describes the use of lactation curves for herd management should be linked to other bulletins describing the use of milk fat and protein curves. To demonstrate the benefits of hypertext in an agricultural setting, Rauscher and Johnson (33) delivered the six feature papers contained in an issue of A I (Artificial Intelligence) Applications in Natural Resource Management in hypertext form. This application is an excellent example of possible hypertext applications in dairy management.
Hypertext systems allow information to be organized and accessed in a fashion more amenable to an agricultural user. These systems allow related documents to be delivered in an organized method and allow users to gain access to information by subject rather than by document.
INTEGRATION OF DECISION SUPPORT SYSTEMS
Management of an agricultural enterprise requires a variety of decisions and, in turn, a variety of decision support tools. Therefore, the long-range plan for research in the area of human-computer interface is to integrate various decision support programs into a single system. The current plans for development includes integrating autonomous systems, developing intelligent user interface managers, and integrating systems through a common representation shared by an intelligent dialogue manager.
The loosest integration of systems is to provide an overall controlling software system that allows the user to gain access to different decision support tools while maintaining the operational independence of the tools themselves. One example of this type of system is the general operating system of a computer. The operating system allows the user to gain access to multiple programs in the same environment. However, more advanced systems assist the user in choosing the decision support tool and provide logical links between tools.
An example of an advanced multimedia system for integrating several disjoint tools is the Whole Earth Decision Support System [WEDS; (19) ]. The WEDS project combines textural databases, expert systems, simulation models, traditional programs, and laser video images within the agricultural domain into a single integrated system. Each module is developed independently and logically inserted into the WEDS system. For example, an expert system for lactation curve analysis developed independently from the WEDS system can be incorporated and linked with other components dealing with lactation curves (e.g., documents in the textural database). In this system, the user moves between the different modules guided by logical connections. Systems such as WEDS should be able to provide a complete resource of information to extension agents, agriservice personnel, and farm managers for solving problems and formulating management decisions.
A more tightly coupled method of integrating software is to link it through a user interface manager. The user interface manager controls all user interface functions for a set of application software (38) . All inputs are made through the user interface manager, which validates them for the application software. Screen displays, including error messages and on-line help, are also controlled by the user interface manager. There are two major advantages for integrating software in this fashion. For development, the user interface portion of a system does not need to be developed for each piece of application software. The user interface portion of application software traditionally represents a major portion of system development effort. The second advantage is that the user is always presented with a consistent style of user interface, although some consider this to be a foolish consistency (13) . As the user moves from one application to another, the user interface remains the same. This is important for acceptability of software by novice users. Development of a generic user interface manager is still a research issue; however, several fourth generation languages include facilities that assist in development of user interfaces (38) .
A more advanced method of integrating software is to utilize an intelligent user interface that allows natural language input to determine the nature of the problem and to select the appropriate application software. Such a system for integrating crop production decision support systems using an intelligent dialogue manager and an expertise module dispatcher is under development (24). The intelligent dialogue manager uses unrestricted natural language communication to develop a problem description. The intelligent dialogue manager parses the input into a semantic representation using knowledge of the types of queries that can be asked and the lexical entities that can be discussed. It also utilizes a user model to infer the goal of the user's input and relating it to the context of the ovaall dialogue. The semantic representation is passed to the expertise module dispatcher, which selects the application to respond to the query and formulates the appropriate control structure for the application software. The expertise module dispatcher is an expert system with knowledge of the problem solving abilities of each application software module. This system can provide the user with a variety of problem solving tools. The user does not need to know the nature of the software, the details for using it, or the situations for which it is appropriate.
When fully developed, a dairy management workstation should be able to address many of the problems encountered in dairy management from an enterprise viewpoint. For example, decisions regarding crops should consider the impacts on herd nutrition, environment, and profitability, which requires a complete integration of decision support systems at a knowledge representation level.
CONCLUSIONS
Technologies outlined in this review represent the foundation of the next generation of computer applications for dairy herd management. If adopted, these technologies will allow the development of systems that are more intuitive to use, are easier to learn to use, and provide more complete access to management information. Integrated decision support systems have the potential to supply dairy herd managers and their consultants with a complete computerized system to address many farm problems. As these systems are augmented with more intelligent user interfaces, they should eliminate many of the problems facing dairy herd managers in selecting and using software. The result of adopting such technologies will be better informed management.
