We present a time-dependent localized Hartree-Fock density-functional linear response approach for the treatment of photoionization of atomic systems. This approach employs a spin-dependent localized HartreeFock (SLHF) exchange potential to calculate electron orbitals and kernel functions, and thus can be used to study the photoionization from atomic excited states. We have applied the approach to the calculation of photoionization cross sections of Ne ground state. The results are in agreement with available experimental data and have comparable accuracies with other ab initio theoretical results. We have also extended the approach to explore the photoionization from Ne excited states and obtained some new results for the photoionization from outer-shell and inner-shell excited states.
I. INTRODUCTION
Making use of local potentials and independent-particle response functions, density functional theory (DFT) combined with linear response approximation (LRA) [1, 2] has been successfully applied to study dynamic processes, such as photoabsorption [3, 4, 5, 6, 7, 8, 9, 10] and dynamic polarizability [11, 12, 13, 14, 15] , of atomic and molecular systems. The most attractive features of such an approach are its satisfactory accuracy and computational simplicity and efficiency. However, since the conventional DFT using traditional exchange-correlation (XC) potentials obtained from uniform electron gas, such as local density approximation (LDA) [16, 17] and generalized gradient approximation (GGA) [17, 18, 19] , is a ground-state approach, the conventional DFT-LRA approach can only be used to investigate the dynamic processes associated with the ground state of a system. Even so, the counterpart of the DFT-LRA approach for the excited states has not yet been reported.
The difficulty encountered in the extension of the conventional DFT-LRA approach to the excited states stems from the XC potential used to characterize the excited states. A qualified XC potential for the excited states is required to be symmetry-dependent and self-interaction free and have a correct long-range behavior. The symmetry (such as electronic configuration, electron orbital angular momentum, and electron spin) of the XC potential is used to distinguish a state from the others, the self-interaction-free property of the XC potential is used to make the calculation of electron orbital energy accurate, and the correct asymptotic behavior of the XC potential is used to guarantee the Rydberg virtual orbitals which play a key role in autoionization resonances [7] .
Recently, a localized Hartree-Fock (LHF) density-functional approach has been proposed and successfully applied to the ground-state calculation of atomic and molecular systems [20] . In this approach, the LHF exchange potential is self-interaction free and exhibits the correct long-range behavior. It only needs occupied orbitals and depends on the orbital symmetry of the state. More recently, a spin-dependent localized Hartree-Fock (SLHF) density-functional approach has been developed for the excited-state calculation of atomic and molecular systems [21] . This approach together with Slater's diagonal sum rule [22] have been successfully used to calculate the energies of multiply excited states of valence electrons of atomic systems [21] and the energies of inner-shell excited states of closed-shell [23] and open-shell [24] atomic systems.
In this paper, we present a time-dependent localized Hartree-Fock density-functional linear response approach for the treatment of photoionization from atomic excited states by combining the SLHF DFT with LRA. In this approach, the SLHF exchange potential is employed to calculate both the Kohn-Sham (KS) electron orbitals and kernel functions. This is different from the approach used in Ref. [10] where the LHF potential was only used to calculate the electron orbitals. We have applied this approach to the calculation of photoionization cross sections (PICS) of Ne ground state and extended it to the computation of PICS of Ne excited states.
II. THEORETICAL METHODOLOGY A. Linear response approximation of photoionization
Suppose that an atomic system is in a time-dependent external field along z axis E (t) = E 0 e −iωt , where E 0 is the amplitude and ω the frequency. In dipole approximation, the interaction potential of an electron and the external field is φ ext (r, t) = φ ext (r, ω) e −iωt , where φ ext (r, ω) = zE 0 . Presence of the external field will induce a perturbation to the system and produce a redistribution of electron density [3] . In the case of weak field considered here, the dynamic response of the system has the same time dependence e −iωt as the field [8] and thus can be described by the LRA [25] .
In frequency domain, total perturbing potential that an electron experiences can be expressed, in spin-dependent DFT framework [3, 6, 7, 8] , as
where, the second term on the right-hand side (RHS) is the field-induced potential, σ is the electron spin (σ = ↑ for spin-up or σ = ↓ for spin-down), δρ σ (r, ω) is the field-induced electron density which is the deviation of the perturbed electron density from the unperturbed electron density ρ σ (r), and K σσ ′ (r, r ′ ) is the kernel function
Here, the first and second terms on the RHS represent the field-induced changes of Hartree potential and XC potential V xcσ (r), respectively.
The field-induced electron density δρ σ (r, ω) is related to the total perturbing potential φ SCF
where, χ σ is the complex susceptibility given by
Here, γ iσ (r, r ′ ) = ϕ * iσ (r) ϕ iσ (r ′ ), ϕ iσ (r) is the ith electron spin-orbital, ǫ is a positive infinitesimal, and the notations all and occ represent that the sums run over all and occupied electron orbitals, respectively.
From Eqs. (1) and (3), φ SCF σ (r, ω) and δρ σ (r, ω) have to be calculated in a self-consistent field procedure. Applying Eq. (1) to Eq. (3) and introducing a kernel function
one obtains an equation for δρ σ (r, ω)
The polarizability α (ω) is the ratio of the induced dipole moment to the external field strength
The PICS σ (ω) is calculated by
where, c is the speed of light.
The LRA is usually referred to as a time-dependent method since it takes the time-dependent field-induced electron density into account. In contrast, if the field-induced electron density is neglected in Eq. (1), one has φ SCF σ = φ ext σ . In this case, the cross section Eq. (7) is reduced to the result of independent-particle approximation, which is referred to as a time-independent method.
B. Electron spin-orbitals
To calculate the occupied electron spin-orbitals we use the SLHF density-functional approach [21, 23, 24] . In this approach, the electron spin-orbital ϕ iσ (r) and orbital energy ε iσ are calculated from the KS equation
where, V eff σ is the local effective potential given by
In Eq. (10), the spin-dependent electron density is calculated by ρ σ (r) = 
where,
. On the RHS of Eq. (11), the first term is Slater potential [22] and the second and third terms are the corrections to the Slater potential. The V SLHF xσ (r) behaves asymptotically as Slater potential and thus approaches to the correct −1/r at long range [26] .
As for the correlation effect, the second-order gradient correlation potential and energy functional proposed by Lee, Yang, and Parr (LYP) [27] can provide an excellent correlation energy for atomic systems and will be incorporated into the calculation to estimate the correlation effect in this work.
C. Green function
In Eq. (4) the sum over j needs all the (occupied and unoccupied bound and continuum) electron orbitals. This makes it extremely difficult to accurately calculate χ σ (r, r ′ , ω) directly from Eq. (4). To circumvent this difficulty, a Green function associated with the KS equation has been introduced to calculate χ σ [3, 6, 8] . The Green function G σ (r, r ′ , E) is calculated by
under appropriate boundary conditions. The Green function can be expanded in terms of a complete set of KS electron spin-orbitals as [3] G σ r, r
Applying Eq. (13) to Eq. (4) one has
Thus with assistance of the Green function, only the occupied orbitals are needed to compute χ σ .
III. COMPUTATIONAL DETAILS A. Electron spin-orbitals
The electron spin-orbitals of an atomic system can be calculated by using the procedure previously developed in [21, 24] . In spherical coordinates, the electron spin-orbital ϕ iσ (r) is expressed as a product of a radial spin-orbital R nlσ (r) and a spherical harmonic Y lm (θ, φ)
where, n is the principal quantum number, l is the orbital angular momentum quantum number, m is the azimuthal quantum number, and i is a set of quantum numbers except the spin σ. The radial spin-orbital R nlσ (r) is calculated from the radial KS equation [21, 24 ]
where, v eff σ (r) is the radial effective potential [21] . To obtain high-precision electron spin-orbital and orbital energy, we use generalized pseudospectral (GPS) method [28] to discretize the radial KS equation (16) . The GPS method associated with an appropriate mapping technique can overcome difficulties due to singularity at r = 0 and long-tail at large r of the Coulomb interaction. It allows for nonuniform and optimal spatial discretization with the use of only a modest number of grid points. It has been shown that the GPS method is a very effective and efficient numerical algorithm for the high-precision solution of KS equation [21, 24, 29, 30] .
B. Green function
In spherical coordinates, the Green function can be expanded in terms of partial waves as
where, G Lσ (r, r ′ , E) is the radial Green function, which, with the appropriate boundary conditions, is determined by an inhomogeneous equation [3, 11] E + 1 2
Alternatively, the radial Green function can also be constructed from the solutions of a homogeneous equation
where, k = √ 2E. If φ Lkσ (r) is the solution of Eq. (19) being regular at the origin and ψ Lkσ (r) the solution behaving asymptotically as rh
L is the spherical Hankel function of the first kind), the radial Green function can be calculated by [11] G Lσ r, r
where, r < (r > ) refers to the smaller (larger) of r and r ′ and W = φ Lkσ ψ ′ Lkσ − φ ′ Lkσ ψ Lkσ is the Wronskian of φ Lkσ and ψ Lkσ .
C. Absorber
In principle, the boundary conditions at r → ∞ is required to calculate ψ Lkσ (r). In reality, the boundary can not be set at r → ∞. No matter how far the boundary is, as long as it is located at finite distance, the out-going wavefunction ψ Lkσ (r) with E > 0 may reflect on the boundary, making the PICS oscillating artificially. To remove the reflection we introduce an absorber for each out-going wavefunction. The absorber is characterized by an absorptive potential with a linear dependence of the radial coordinate
where, r max is the radial coordinate of the boundary, U 0 and r a are two parameters representing the strength and starting position of the absorber, respectively. Obviously, r max − r a represents the width of the absorber. Similar absorbers have been used in the wavepacket method of molecular collisions [31, 32] and photoionization of molecules and atomic clusters recently [33] . It is shown that the PICS are insensitive to the absorber parameters.
When taking the absorptive potential into account the out-going wavefunction is calculated from an equation obtained by replacing v eff σ (r) with v eff σ (r) + iU (r) in Eq. (19) . Since the behavior of an out-going wavefunction depends on electron spin-orbitals through both v eff σ (r) and k(E) the absorber parameters may be different for different electron spin-orbitals.
D. Susceptibility and cross sections
In spherical coordinates, the susceptibility χ σ (r, r ′ , ω) can also be expanded in the partial waves [11] 
From Eqs. (14), (15), (17) , and (22), the partial wave susceptibility χ lσ (r, r ′ , ω) is calculated by
Furthermore, expanding δρ σ (r, ω) in the partial waves δρ σ (r, ω) = lm δρ lmσ (r, ω) Y lm (θ, φ), using z = 4π 3 rY 10 (θ, φ), and from Eq. (6), we obtain
where, N lσσ ′ (r, r ′ , ω) is the partial wave component in the partial wave expansion
. Solving Eq. (24) one obtains the partial wave component δρ lmσ (r, ω). From Eq. (7), the polarizability α (ω) is given by
The PICS σ (ω) is calculated from Eq. (8) by using α (ω).
IV. RESULTS AND DISCUSSION

A. Photoionization from the ground state of Ne
To test the approach developed in the preceeding sections we first apply it to the calculation of 
where, κ = 2 (ω − E r ) /Γ, E r is the resonance position, q is the profile index, Γ is the line-width of the resonance profile, η 2 is the correlation coefficient, and σ 0 is the cross section without corre- local spin-density approximation with shifted 2s orbital energy (S-TDLSDA) [6] , time-dependent local density approximation (TDLDA) [7] , and R-matrix method (R-matrix) [38] , for comparison.
It is shown that the line-width Γ and cross section σ 0 of TDSLHF are in overall good agreement with the experimental values and better than the S-EXX/ALDA, TDLDA and R-matrix results.
The line profile index q of TDSLHF is larger than both the experimental and theoretical results.
Except the S-EXX/ALDA and TDLDA results, the correlation coefficient η 2 of TDSLHF is smaller than the others. As for the resonance position E r , all the resonances in TDSLHF PICS are about 2 eV shift to the lower photon energy with respect to the experimental data. Similar phenomena were also found in [6, 10] . This discrepancy mainly stems from the deviation of the 2s electron orbital energy from the experimental value [6] . For demonstration, we notice that the 2s electron orbital energy of TDSLHF is −1.707 a.u. which is about 2.04 eV higher than the experimental value −1.782 a.u. [39] . To explore influence of the orbital energy to the PICS and resonance profiles we have also performed a TDSLHF calculation with the 2s electron orbital energy being As an extension we apply the proposed approach to the computation of PICS of Ne outershell excited states. In FIG. 3 , we show, in the solid and dashed lines, the total PICS of TD-SLHF method and TISLHF method for the photoionization from the outer-shell excited state 1s ↓ 1s ↑ 2s ↓ 2s ↑ 2p 3 ↓ 2p 2 ↑ 3s ↑ of Ne, respectively. In FIG. 4 we show the details of autoionization resonances in the total PICS. It is shown that the total PICS can be divided into five regions A∼E. In this region the PICS are structureless since the next autoionization resonances occur at very high energy region when a 1s ↑ electron is resonantly pumped to the higher bound p ↑ orbitals. We have also performed the calculation of PICS from other outer-shell excited states of Ne. The total PICS have the similar structures as those from the excited state 1s
For the photoionization from Ne excited states, particularly for those with autoionization resonances, both experimental and theoretical results are scarce. Thus it is hard to make direct and comprehensive comparison of our results to the experimental and other theoretical results.
Through a roughly qualitative comparison we found that for the photoionization from the excited state 1s ↓ 1s ↑ 2s ↓ 2s ↑ 2p 3 ↓ 2p 2 ↑ 3p ↑ the results of TDSLHF method are in the same order of magnitude as the available experimental data [40] and other theoretical results [41, 42] . For example, at the photon energy 3.41 eV, the PICS of TISLHF and TDSLHF methods are 3.99 Mb and 6.70
Mb, respectively, for the photoionization from the excited state 1s ↓ 1s ↑ 2s ↓ 2s ↑ 2p 3 ↓ 2p 2 ↑ 3p ↑ , while the experimental results for the photoionization from the excited state 1s 2 2s 2 2p 5 3p 3 D 3 is 2.15 Mb [40] , the theoretical results of the central-field approximation for the photoionization from the excited state 1s 2 2s 2 2p 5 3p is about 5.0 Mb [41] , and the theoretical results of the single-configuration Hartree-Fock method for the photoionization from the excited state 1s 2 2s 2 2p 5 3p 1 S is about 4.5
Mb [42] . For the photoionization from 1s ↓ 1s ↑ 2s ↓ 2s ↑ 2p 3 ↓ 2p 2 ↑ 3s ↑ , the results of TDSLHF method are larger than the available experimental [43] and other theoretical results [41, 43, 44, 45] . ↓ 2p 2 ↑ nl ↑ with n = 3 ∼ 4 and l = 0 ∼ 2, where {} = 1s ↓ 1s ↑ 2s ↓ 2s ↑ 2p 3 ↓ 2p 2 ↑ is the abbreviation of the core configuration. One of the important physical processes during the photoionization is orbital relaxation [44] .
Due to the orbital relaxation the peak position of an autoionization resonance is different from the orbital energy difference between the two unperturbed electron orbitals involved. For example, for the excited state 1s ↓ 1s ↑ 2s ↓ 2s ↑ 2p 3 ↓ 2p 2 ↑ 3s ↑ , the orbital energy difference between the unperturbed 2p ↑ and 2s ↑ electron orbitals is 23.484 eV . While the peak position of the autoionization resonance produced by the transition 2s ↑ → 2p ↑ is at 22.994 eV , which is about 0.490 eV shift toward the lower energy with respect to the unperturbed orbital energy difference. Our calculation shows that the relaxation effect is larger for the autoionization resonance produced by the transition from a deeper inner-shell electron orbital to a lower-lying autoionization electron orbital. In TABLE III, we list the peak positions of autoionization resonances for the photoionization from Ne inner-shell excited states 1s ↑ 1s ↓ 2s ↑ 2p 3 ↑ 2p 3 ↓ nl ↓ for n = 3 ∼ 4 and l = 0 ∼ 2. Our calculation shows again that the relaxation effect is larger for the autoionization resonance induced by the transition from a deeper inner-shell electron orbital to a lower-lying autoionization electron orbital.
V. CONCLUSION
In this paper, we propose a time-dependent localized Hartree-Fock density-functional linear response approach for the treatment of photoionization of atomic systems. In this approach, the occupied electron orbitals are calculated by solving the KS equation with SLHF exchange potential, the complex susceptibility is calculated by using the occupied electron orbitals and corresponding Green functions, and the PICS are calculated by using the susceptibility. The relaxation of electron orbitals is taken into account through the Green functions. To remove the possible reflection of the wavefunction on the boundary an absorber is imposed for each out-going wavefunction in the calculation. The absorber is characterized by an absorptive potential with a linear dependence of coordinates. Since the SLHF exchange potential has a correct long-range behavior and can be used to accurately calculate the electron orbitals of atomic excited states, the proposed approach is suitable for the calculation of photoionization from excited states of atomic systems. We have applied this approach to the calculation of PICS of Ne ground state. The results are in agreement with available experimental and have comparable accuracies with other ab initio theoretical results.
We have also extended this approach to the computation of PICS of Ne excited states. The total PICS can be divided into several regions. Each region starts from the IT of an electron orbital and ends at the IT of the next lower-energy electron orbital. In each region there is one or two series of autoionization resonances produced by the resonant transitions of an electron from inner-shell electron orbitals to autoionization electron orbitals with higher energies. The orbital relaxation effect is larger for the autoionization resonance produced by the transitions from deeper inner-shell electron orbitals to lower-lying autoionization electron orbitals. [10] . d TDLSDA results with the experimental 2s electron orbital energy [6] . e TDLDA results [7] . f R-matrix results [38] . g experimental results [37] . 
