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Задача оценки регрессии при конечных объемах
выборок широко применяется в технических и ком
пьютерных системах различного назначения и мо
жет быть решена с использованием различных мо
делей, как из класса параметрических так и непара
метрических. В условиях малого объема данных воз
растают требования к качеству оценок регрессион
ных моделей. Для повышения качества оценок мож
но использовать комбинированные модели регрес
сии различного вида. При отсутствии априорной
информации о выборке конечного объема N каче
ство оценок регрессии комбинированных моделей
может быть лучше, чем у моделей из класса параме
трических или непараметрических, либо получено
частное решение для конкретной выборки.
Другой подход для оценки регрессии состоит в
получении оценок комбинированных моделей, ис
пользующих оценки построенных моделей регрес
сии и априорную информацию о некоторых функ
ционалах плотности. В настоящее время разрабо
таны различные комбинированные модели регрес
сии и методы получения комбинированных оце
нок, в том числе [1–3].
Результаты работы [1] позволяют оперировать
множеством построенных моделей из разных клас
сов и рассматривать в виде результатов классы оце
нок. В данной работе рассмотрен случай реализа
ции комбинированной модели регрессии [1], по
строенной по оценкам двух моделей – параметри
ческой и непараметрической, с использованием
подхода, предложенного в [2]. В этом случае ма
тричные и векторные выражения в формулах пре
образуются в скалярные, что позволяет упростить
программную реализацию алгоритмов, сократить
требования к вычислительным ресурсам и время
обработки данных.
Пусть (Y1,X1),...,(YN,XN) независимые наблюдения
случайного вектора (Y,X) с неизвестной плотностью
вероятности f(x,y); x∈Rm, y∈R1. Для построения
комбинированных оценок выберем две модели ре
грессии из разных классов: линейную параметриче
скую J(x;θ)=θ0+θ1x(1)+...+θmx(m) и непараметриче
скую j(x)=∫
–∞
∞
yf(y|x)dy, где f(y|x) – неизвестная условная
плотность вероятности случайной величины Y при
фиксированном значении X=x. Комбинированную
оценку регрессии представим в виде:
(1)
Здесь λ – коэффициент, выбираемый согласно
требованиям к качеству оценки, J(x;θ?) – параме
трическая оценка регрессии, где θ? – оценка по ме
тоду наименьших квадратов вектора θ=(θ0,...,θm),
JN(x) – непараметрическая оценка регрессии сле
дующего вида
где K(u) – заданное ядро (некоторая функция плот
ности вероятности), – параметры
масштаба, а cj – выбираются из условия минимума
суммы квадратов регрессионных остатков
Продемонстрируем преимущества комбинирован
ной оценки регрессии вида (1) по сравнению с оценка
ми построенных моделей (параметрической или непа
раметрической). Рассмотрим два критерия качества
оценок регрессии и соответствующие им комбиниро
ванные оценки. Выберем в качестве критерия выраже
ние суммы квадратов регрессионных остатков
(2)
Из выражения (2) получим оптимальный коэф
фициент λ=λo:
(3)
Коэффициент λo в выражении (3) не зависит от
выбора точки x∈Rm, в которой оценивается регрес
сия. С учетом (3) критерий (2) примет вид
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Представлены свойства комбинированной непараметрической оценки регрессии, использующей оценки двух построенных мо
делей регрессии – параметрической и непараметрической. Применение бутстрепметода для комбинированной модели позво
ляет получать оценки, близкие к оптимальным по критерию минимума среднеквадратического отклонения. Статистическим мо
делированием показано, что при выборках конечного объема комбинированная оценка предпочтительнее, чем каждая из оце
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Добавим внутрь скобок критерия (2) два слага
емых: +J(Xi;θ?) и –J(Xi;θ?). В результате, с учетом оп
тимального коэффициента λ, получим эквивалент
ный вид критерия (2)
Рассмотрим другую комбинированную оценку
(1) с выбором коэффициента λ на основе критерия
(4)
где E – оператор математического ожидания, J(x) –
неизвестная истинная функция регрессии. Из вы
ражения (4) получим оптимальный коэффициент
λ(x)=λo(x), зависящий от выбора точки x∈Rm,
(5)
а критерий (4) с учетом (5) примет вид
Или, аналогично критерию (2), в эквивалент
ном виде
Из представленных выражений для квадратов
остатков комбинированной оценки (1) – Q1(λo),
Q1a(λo), Q2(λo(x)), Q2a(λo(x)) следует, что они мень
ше, чем квадраты остатков построенных моделей
(первые слагаемые выражений). Следовательно,
комбинированная оценка (1) эффективнее оценок
построенных моделей (параметрической или непа
раметрической) как в случае конечного объема вы
борок N (критерий (2)), так и в асимптотическом
случае (критерий (4)). Но проблема заключается в
получении действительно оптимальных коэффи
циентов λ. На качество оценок влияет и объем вы
борок N (особенно когда он мал), и ошибки изме
рений, другие шумы в исходных данных. Далее, в
отличие от (3) выражение (5) не может быть оцене
но непосредственно по исходной выборке, по
скольку J(x) – неизвестна. Но можно предложить
несколько способов оценки коэффициента λo(x).
Выделив в (5) главную часть и оценив ее по исход
ной выборке, получим оценку λo(x) в точке x [2]:
(6)
Здесь C(x)=g2(x)–JN(x)g1(x),
g0(x), g1(x), g2(x) имеют вид:
Оценку коэффициента λo(x) в выражении (5) мож
но выполнить и бутстрепметодом [4]. При этом оцен
ку коэффициента можно представить в двух вариантах.
Первый вариант предусматривает получение
для каждой бутстрепвыборки оценок регрессии
двух моделей – параметрической и непараметриче
ской. Обозначим оценки, получаемые по бутстреп
методу символом звездочка, а по исходной выбор
ке – без звездочки. В соответствии с (5) оценка оп
тимального коэффициента λo(x) по бутстрепвы
боркам примет вид [3]
(7)
где B – размер серии сформированных бутстреп
выборок, соответствующих одной исходной выбор
ке, для оценки коэффициента λ*o(x) в точке x∈Rm.
Второй вариант предусматривает получение
для каждой бутстрепвыборки оценок регрессии
только одной модели – непараметрической. Тогда
оценка оптимального коэффициента λo(x) по бут
стрепвыборкам будет иметь вид
(8)
Оценка (8) позволяет экономить вычислитель
ные ресурсы и избегать проблем с получением оце
нок параметрической модели регрессии в случае
вырожденной матрицы ковариаций у сформиро
ванных бутстрепвыборок.
?
?
?
* *
, ,
1
* 2
,
1
( ( ) ( ))( ( ) ( ; ))
( ) .
( ( ) ( ; ))
B
N j N N j
j
o B
N j
j
J J J J
J J
λ+ =
=
− −
=
−
∑
∑
x x x x
x
x x
θ
θ
?
* *
, ,
* 1
* 2
,
1
( ( ) ( ))( ( ) ( ; ))
( ) ,
( ( ) ( ; ))
B
j
N j N N j
j
o B
j
N j
j
J J J J
J J
λ
∗
=
∗
=
− −
=
−
∑
∑
x x x x
x
x x
θ
θ
( ) ( ) ( )
0
1 1
( ) ( ) ( )
1
1 1
2 ( ) ( ) ( )
2
1 1
1( ) [( ) / ],
1( ) [( ) / ],
1( ) [( ) / ].
mN
j j j
i N
i j
mN
j j j
i i N
i j
mN
j j j
i i N
i j
g K x X hNH
g Y K x X hNH
g Y K x X hNH
= =
= =
= =
= −
= −
= −
∑∏
∑ ∏
∑ ∏
x
x
x
?
3
4
( )
1 0 2
10
0 1 0
1( ) ( ) 1 , ,
1 ( ) ( ( ))
( ) ( ) ( ; ) ( )
m
j
N
j
H h
NH
g J g
=
⎛ ⎞Δ = Δ − =⎜ ⎟⎜ ⎟+ Δ⎝ ⎠
Δ = −
∏x x
x
x x x xθ
? 21
2
1
( ( )) / ( )( )( ) 1 .( ) 1 ( ( )) / ( )
g
o
NH VC
V NH V
λ ⎛ ⎞Δ= −⎜ ⎟+ Δ⎝ ⎠
x xxx x x x
?
? ?
?
2
2
2
2
( ( )) [ ( ; ) ( )]
[ ( ( ) ( ; ))( ( ) ( ; ))] .
( ( ) ( ; ))
a
o
N
N
Q E J J
E J J J J
E J J
λ = − −
− −− −
x x x
x x x x
x x
θ
θ θ
θ
?
?
2
2
2
2
( ( )) [ ( ) ( )]
[ ( ( ) ( ))( ( ) ( ; ))] .
( ( ) ( ; ))
o N
N N
N
Q E J J
E J J J J
E J J
λ = − −
− −− −
x x x
x x x x
x x
θ
θ
?
? 2
( ( ) ( ))( ( ) ( ; ))( ) ,
( ( ) ( ; ))
N N
o
N
E J J J J
E J J
λ − −= −
x x x xx
x x
θ
θ
2
2 ( ) [ ( ; ) ( )] min,NQ E J J λλ λ= − →x x
?
? ?
?
2
1
1
2
1
2
1
( ) [ ( ; )]
[ ( ( ; ))( ( ) ( ; ))]
.
( ( ) ( ; ))
N
a
o i i
i
N
i i N i i
i
N
N i i
i
Q Y J
Y J J J
J J
λ
=
=
=
= − −
− −
−
−
∑
∑
∑
X
X X X
X X
θ
θ θ
θ
?
?
2
1
1
2
1
2
1
( ) [ ( )]
[ ( ( ) )( ( ) ( ; ))]
.
( ( ) ( ; ))
N
o i N i
i
N
N i i N i i
i
N
N i i
i
Q Y J
J Y J J
J J
λ
=
=
=
= − −
− −
−
−
∑
∑
∑
X
X X X
X X
θ
θ
Управление, вычислительная техника и информатика
11
Для сравнения качества оценок регрессии в усло
виях малых объемов выборок был проведен имита
ционный эксперимент, а также проверка качества
оценок на нескольких выборках реальных статисти
ческих данных. Сравнение свойств комбинирован
ных оценок является нетривиальной задачей, по
скольку оценки коэффициентов λ в выражениях (3),
(6)–(8) получены с использованием разных крите
риев оптимальности и требуют корректных условий
сравнения. Для простоты интерпретации результа
тов имитационный эксперимент был проведен с од
номерной величиной x∈R1. Поскольку оценки
(6)–(8) адаптированы к выбору точки x, вначале бы
ли рассмотрены свойства оценок регрессии в фикси
рованных точках выборки xi (i=1,...,n), выбранных с
одинаковым шагом в заданном интервале моделиро
вания. Затем выполнено сравнение свойств оценок
со случайным выбором точек Xi. Для проверки каче
ства комбинированных оценок в различных усло
виях в эксперименте использованы две функции
«истинной» регрессии – линейная P1(x)=2,0+x и не
линейная P2(x)=x(10,0–x). Для добавления шумов к
переменной отклика выбраны соответственно функ
ции Y1(x)=P1(x)+ξ и Y2(x)=P2(x)+ξ, где ξ – независи
мая случайная величина с нормальным законом ра
спределения, нулевым математическим ожиданием
и одинаковым значением дисперсии σ для всех точек
заданного диапазона.
Для проведения имитационного эксперимента
были выбраны следующие условия моделирования:
• 'для сравнения качества оценок в условиях ма
лых объемов выборки выбран фиксированный
объем n=10;
• интервал моделирования величин xi и Xi выбран
в диапазоне [0,9;9,0];
• шаг между фиксированными точками xi выбран
0,9;
• случайная величина Xi выбрана из равномерно
го закона в диапазоне [0,9;9,0];
• величина дисперсии случайной величины ξ
равна σ=3,0;
• числовые результаты эксперимента были полу
чены по серии исходных выборок количеством
K=1000 (с одинаковым объемом наблюдений n
в каждой выборке). При этом для каждого на
блюдения каждой исходной выборки из серии K
формировалась серия B бутстрепвыборок раз
мером B=1000.
Сравнение качества оценок регрессии у шести мо
делей (J1=J(x;θ?), J2=JN(x), J3=JN(x;λo), J4=JN(x;λ?go(x)),
J5=JN(x;λ?go(x)), J6=JN(x;λ?+o(x))) можно проводить по
многим критериям. Поскольку преимущества комби
нированной оценки регрессии вида (1) для примене
ния к выборочным данным очевидны, ограничимся
критериями, вычисляющими близость оценок моде
лей к истинной регрессии. Укажем критерии, вычи
сленные для каждой исходной выборки.
1. Средняя квадратичная погрешность прогно
зирования в фиксированных точках
где Pp(xi) – истинное значение регрессии вида p в
фиксированной точке xi, Jj(xi) – оценка регрессии
по модели j в фиксированной точке xi.
2. Средняя квадратичная погрешность прогно
зирования в произвольных точках
где Pp(Xi) – истинное значение регрессии вида p в
произвольной точке Xi, Jj(Xi) – оценка регрессии по
модели j в произвольной точке Xi.
Укажем критерии, вычисленные по серии K ис
ходных выборок.
3. Среднее квадратичных погрешностей прог
нозирования по серии K в фиксированных точках
(9)
4. Среднее квадратичных погрешностей прог
нозирования по серии K в произвольных точках
(10)
5. Средняя квадратичная погрешность прогнози
рования по серии K в каждой фиксированной точке
(11)
6. Среднее оценок регрессии по серии выборок
K в каждой фиксированной точке
7. Квадраты отклонений прогнозирования по
серии K в каждой фиксированной точке
8. Среднее квадратов отклонений прогнозиро
вания по серии K в фиксированных точках
(12)
Приведем результаты эксперимента. Средние
квадратичных погрешностей оценок регрессии по
критериям (9), (10) и (12) представлены в таблице.
Средние погрешностей оценок регрессии по
критериям (11) представлены на рисунке.
По результатам сравнения при указанных условиях
моделирования можно сделать следующие выводы.
1. Оценки модели регрессии:
• параметрической J1 дают наилучший резуль
тат среди представленных моделей в случае,
когда истинна линейная регрессия. При этом
качество оценок комбинированных моделей
J5 и J6 почти равно J1 (рисунок, а). В случае
1
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нелинейной регрессии оценки параметриче
ской модели наихудшие (рисунок, б);
Таблица. Средние квадратичных погрешностей и квадратов
отклонений прогнозирования в точках
Рисунок. Средняя квадратичная погрешность прогнозирова
ния Q jp(P(xi)) в каждой точке xi для случая регрес
сии: а) линейной P1, б) нелинейной P2
• непараметрической J2 дают невысокий ре
зультат среди представленных моделей в слу
чае истинной линейной регрессии. В случае
нелинейной регрессии оценки модели дают
второй по качеству результат (рисунок, б);
• комбинированной J3 в случае, когда истинна ли
нейная регрессия, дают результат лучше, чем у
непараметрической модели J2 и комбинирован
ной J4. В случае нелинейной регрессии модель J3
дает наилучшие результаты (рисунок). Это сви
детельствует о хороших свойствах модели J3;
• комбинированной модели регрессии J4 в
случае истинной нелинейной регрессии да
ют результат, уступающий лишь оценкам не
параметрической модели J2 и комбиниро
ванной модели J3 (рисунок, б);
• комбинированной J5 в случае, когда истинна
линейная регрессия, дают третий по каче
ству результат среди представленных моде
лей, уступая лишь модели J1 и модели J6 (ри
сунок, а). В случае, когда истинна нелиней
ная регрессия оценки модели J5 дают удовле
творительный результат (рисунок, б);
• комбинированной J6 дают результат, почти
одинаковый с оценками модели J5 по ука
занным критериям, несколько выигрывая у
модели J5. Это справедливо в случаях линей
ной и нелинейной регрессии (рисунок).
2. Проигрыш оценок комбинированной модели J4 в
случае истинной линейной регрессии можно
объяснить малым объемом данных исходных выбо
рок n. Применение бутстрепметода для моделей J5
и J6 требует больших вычислительных затрат, расту
щих с увеличением N.
3. При переходе к произвольному выбору точек X
свойства оценок регрессии у представленных мо
делей почти не меняются, а величины погрешно
стей для случаев линейной и нелинейной регрес
сии – сближаются.
4. При невысоком качестве оценок одной из по
строенных моделей (параметрической или не
параметрической) комбинированная оценка (1)
позволяет достигать наилучших результатов в
условиях малых объемов выборок.
5. Погрешность оценок регрессии на краях диапа
зона моделирования (рисунок) у всех предста
вленных моделей регрессии увеличивается (в
большей или меньшей степени).
На реальных данных оценки комбинированных
моделей регрессии (J3, J4, J5) показали лучшие ре
зультаты по сравнению с оценками построенных
моделей J1 и J2.
Результаты эксперимента позволяют утвер
ждать, что предложенные комбинированные оцен
ки регрессии J3, J4, J5 и J6 предпочтительнее оценок
построенных моделей J1 и J2 при конечных объемах
выборок. Получение оценок моделей J3 и J4 требует
значительно меньших вычислительных ресурсов
по сравнению с оценками моделей J5 и J6.
Представленные комбинированные оценки могут
найти широкое применение для получения качествен
ных оценок регрессии в условиях малых объемов вы
борок и отсутствии априорной информации о данных.
Результаты моделирования, представленные на рисунках и в
таблицах, получены с помощью кластера Межрегионального Вычи$
слительного Центра ТГУ СКИФ Cyberia (skif.tsu.ru). Автор выра$
жает благодарность сотрудникам Центра за оказанную помощь.
Вид истин
ной ре
грессии 
Модели регрессии
Линей
ная па
раме
трич. J1
Непа
раме
триче
ская J2
Комби
ниро
ванная
J3
Комби
ниро
ванная
J4
Ком
бини
рован
ная J5
Комби
ниро
ванная
J6
Среднее квадратичных погрешностей прогнозирования в фик
сированных точках Q pj(P(x))
Линейная
P1
1,252 2,515 2,318 3,189 1,450 1,437
Нелиней
ная P2
44,645 6,881 4,924 17,577 18,206 17,247
Среднее квадратичных погрешностей прогнозирования в про
извольных точках Q pj(P(Х))
Линейная
P1
1,395 5,315 2,612 4,195 2,057 2,236
Нелиней
ная P2
44,801 19,524 19,164 20,991 24,267 22,709
Среднее квадратов отклонений прогнозирования в фиксиро
ванных точках Ipj(x)
Линейная
P1
0,00064 0,13873 0,07389 0,09404 0,00116 0,05292
Нелиней
ная P2
43,429 4,618 0,510 14,685 15,711 14,769
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Введение
Моделирование изменений ландшафтного по
крова является одним из наиболее перспективных
подходов к прогнозированию таких явлений как
распространение лесных пожаров, обезлесение,
эрозия почвы, изменение границ снежного покро
ва [1, 2]. Решают задачи моделирования с исполь
зованием как детерминированных, так и стохасти
ческих моделей [3]. С учетом случайной природы
моделируемых процессов ландшафтного покрова и
возрастающими возможностями компьютерной
техники наиболее перспективными следует считать
стохастические модели, учитывающие простран
ственное взаимодействие элементов с помощью
клеточных автоматов (КА).
Одним из ключевых факторов, влияющих на
адекватность моделирования с использованием КА,
является определение в каждом конкретном случае
правил взаимодействия элементов (правил функци
онирования) КА. В настоящее время все большее
распространение получают подходы к использова
нию пространственных характеристик при решении
различных задач геоинформатики [4–6], а предва
рительные исследования в [7] показывают перспек
тивность использования таких характеристик для
определения правил функционирования КА.
При моделировании практическое применение
пространственных характеристик, позволяющих
более полно учитывать особенности ландшафта,
обычно затруднено в связи с их различной инфор
мативностью в различных размерах анализируемой
окрестности, а также неопределенностью вариан
тов возможного сочетания характеристик и их
необходимого количества в каждом конкретном
случае. Так, в [2, 4] использована лишь одна, а в [7]
– четыре пространственные характеристики при
решении задач моделирования изменений ланд
шафтного покрова.
Данная работа направлена на повышение эф
фективности моделирования изменений ландшаф
тного покрова с использованием увеличенного на
бора из 7ми пространственных характеристик, на
иболее часто встречающихся при решении различ
ных задач геоинформатики, анализ этих характери
стик в варьируемом размере анализируемой
окрестности и определение их результативной со
четаемости при совместном применении.
Правила функционирования КА при моделировании
В [7] автором правила функционирования КА в
алгоритме моделирования изменений ландшаф
тного покрова предлагается определять в каждой
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