We present an investigation of the interaction of solitons in dispersion-managed fibers beyond the regime of formation of stable pairs (soliton molecules). There is a nonlinear resonance between a slow (compared to the dispersion map period) oscillation of the pulse shape and the typical distance of bouncing of the pulses off each other. Parameter ranges for either repetitive bouncing or a final split of the pair are shown to be organized in a self-similar pattern. Predictions of a theoretical model agree well with numerical simulations.
I. INTRODUCTION
It has long been known that fiber-optic solitons are subject to mutual interaction mediated by the Kerr effect [1] . One consequence is the appearance of bound soliton pairs or groups in fiber lasers [2] [3] [4] . In passive systems, the same Kerr interaction gives rise to pairs of solitons in the presence of Raman shift [5] [6] [7] [8] . In this article we consider pairs of solitons in dispersion-managed (DM) fibers (fibers consisting of alternating segments of positive and negative dispersion). This particular type of fiber is now commonly deployed in fiber-optic telecommunications [9, 10] . In these fibers two bright solitons with a π phase difference can form a stable pair with a certain preferred mutual separation that acts as an equilibrium separation. Therefore, we have called them soliton molecules. They were found numerically [11] and by variational approaches [12, 13] , and we have demonstrated them experimentally [14, 15] . We also showed by perturbation analysis how the binding mechanism of chirped pulses arises from the Kerr effect [16] .
The combination of individual solitons and soliton molecules may provide the possibility of encoding data beyond a binary format; three states would be "no pulse," "single pulse," and "double pulse." Nonbinary coding might be the key to avoiding the capacity crunch into which fiber-optic telecommunications will run in the next couple of years. Whether soliton molecules can actually deliver on this promise requires detailed studies about their stability, and mechanisms for their formation and decay.
Here we concentrate on the formation of soliton molecules from two pulses that do not have the precise initial pulse shape required for solitons. This is a situation of relevance to any application. We have shown recently that such nonideal launch pulses give rise to solitonlike pulses, which, however, have slowly oscillating pulse parameters [17] . These slow oscillations must not be confused with the periodic change in pulse shape in the dispersion map. While the periodicity of the dispersion imposes an oscillation with the same spatial period as the fiber dispersion, here we discuss a spatial period which may be substantially longer. They can be interpreted either as a result of the excitation of internal modes of the solitons [18] [19] [20] , or equivalently, to result from a beating of inherent solitonic constituents [17] . * www.physik.uni-rostock.de/optik; fedor.mitschke@uni-rostock. de Our central finding is that launching of nonideal solitons in a DM fiber can result in an evolution of pulse separation during propagation that has self-similar features. Stable soliton molecules are formed when the pulse shapes are close enough to the ideal shapes, but for larger deviations the parameter space develops an intricate structure that has fractal properties.
Fractals and self-similarity have been reported before in the context of solitons: The similariton concept [21] is about a self-similar pulse shape in fiber lasers that allows power scaling. References [22, 23] discuss the hierarchical breaking of a wide pulse into subpulses so that a self-similar and fractal arrangement is formed. Neither is related to the situation treated here. In our present context of soliton collisions, the word "fractals" first appeared in Ref. [24] . In the context of kinks and antikinks in a particular nonintegrable system, regimes for binding versus splitting of the pair were discussed when the impact velocity is varied. In Refs. [25] and [26] , breather and kink collisions in the perturbed sine-Gordon equation were studied, respectively. As the initial distance was varied, the postcollision velocity showed fractal behavior. A similar situation, but for a perturbed nonlinear Schrödinger equation, was presented in Ref. [27] . The lifetime of the pair until dissociation was studied in Ref. [28] . All of these have some superficial similarity with our case, but there is a clear difference from the situation studied here, as in neither of those cases were internal modes of the solitons excited. Internal modes did play a role in Ref. [29] in studies of weak interaction in a nonlinear Schrödinger equation, generalized by different nonlinear terms. In Ref. [30] such a system is reduced mathematically to an iterative map, and a similar reduction is accomplished in Ref. [31] for kink solutions of the sine-Gordon and the φ 4 equation. In Ref. [32] , collisions of two vector solitons are studied. A resonance occurs between a soliton width oscillation (caused by radiation) and an oscillation of the pair separation. After a number of collisions, the pulses may get mutually trapped and form one larger pulse. There is clear similarity to the present case where also two oscillations interact nonlinearly: We explain self-similar structures in DM soliton interaction as caused by a resonance between internal slow oscillations of both solitons on one hand, and pair oscillations about the equilibrium distance on the other. After a number of collisions, the pulses may or may not split. This paper is organized as follows. In Sec. II we introduce slow oscillations of DM solitons as a result of perturbations. The interaction of unperturbed opposite-phase DM solitons is outlined to identify typical structures of interacting adjacent pulses. In Sec. III we apply an analytical model based on perturbation theory of soliton interaction to the problem of interacting slowly oscillating DM solitons, and calculate interaction forces and the movement of the pulses. From this model arises the self-similar structure of the parameter space, which is then demonstrated in detail in Sec. IV.
II. OUTLINE OF THE SITUATION UNDER STUDY
Pulse propagation in dispersion-managed fibers is governed by the nonlinear Schrödinger equation (NLSE) [33] 
where A = A(z,t) is the complex envelope of the optical pulse, z is the propagation distance, and t is the retarded time in the frame of reference. β 2 (z) is the group velocity dispersion parameter and γ (z) the nonlinearity parameter describing the optical Kerr effect. Here we disregard higher-order dispersion or other nonlinear effects. Using the NLSE, pulse propagation can be calculated numerically using the split-step Fourier method [33] . For a DM system, we use the following definition of the map strength S:
Here β ± 2 denote the dispersion parameters of the fiber segments, and β 2 is the path-average dispersion. τ FWHM is the full width at half maximum of the pulse at the chirp-free point. L ± denote the respective lengths of the fiber segments. The length of the dispersion map period is then
If the shape of a pulse is exactly repeated once every such period, we call it stroboscopically stable. To excite a stroboscopically stable pulse requires a launch condition that exactly matches the correct shape of the DM soliton. We obtain a very good approximation to this exact shape numerically with Nijhof's method [34] , and plot it in Fig. 1 on a logarithmic scale (solid line). We will refer to this shape as the "exact" shape below; it features undulating tails with phase jumps of π [35] . Here the parameter values pertaining to the first experimental demonstration of the soliton molecule [14] are used; see Table I . In a real-world setting it is impractical to prepare launch pulses of exactly this complex shape. More likely one would launch Gaussian pulses that make a reasonable approximation: The equivalent unchirped Gaussian pulse with same energy and pulse width is shown in Fig. 1 for comparison (dashed line). Of course, such a nonideal launch pulse shape will render the stroboscopic stability approximative, and slow shape oscillations will arise as reported in Ref. [17] .
We illustrate this by a simulation: Figure 2 shows the evolution of a Gaussian launch pulse of the type exp
as compared to the "exact" DM soliton (solid). Shown are the pulse width T 0 = τ FWHM /1.665 (a) and the chirp parameter β (b). After an initial transient, both width and chirp parameter of the nonideal pulse oscillate about the values for the "exact" shape. There is no reason whatsoever for the slow oscillation period to correspond to an integer multiple of the dispersion map period, but in this example the oscillation period is very close to 10 L map .
We now consider propagation of two pulses. Collisions can occur; interaction during collision in DM fibers is very different from the case in fibers with constant dispersion. With DM fibers constituting a nonintegrable system, collisions and interaction are not elastic. Depending on S, more or less energy is radiated into dispersive waves.
In Fig. 3 , pairs of opposite-phase pulses are considered for different energies (and thus, via τ FWHM , also S values). The calculation was based on parameters of a "real-world" example of a dispersion-managed fiber; see Table II . Initial relative velocity and detuning are zero, and the initial separation is set to σ in = 125 ps. From left to right, pulse energies and thus map strength values are progressively increased. Increasing S reverses repulsion into attraction. The larger S is, the sooner the pair collides; thereafter the pulses bounce off each other periodically. This behavior was studied in Ref. [16] .
A global overview of the evolution of pulse separation during propagation is shown in Fig. 4 . Here, the initial relative velocity is zero; the initial separation σ in is varied at fixed energy and map strength. Also, we maintain-somewhat artificially-the opposite phase of the two pulses. After each dispersion map period the pulse separation [obtained from evaluating the full width at half energy (FWHE) of the pair] is shown in grayscale. In particular, white indicates very wide separation, which is indicative of splitting of the pair.
The dashed white horizontal line marks the stable equilibrium separation of the soliton molecule. Immediately above and below, the periodic changes of shading indicate an oscillation about the equilibrium. Further below, pulses repel in any case. Above the neighborhood of the equilibrium, the locus of the first collision is highlighted by a dotted curve. This curve has a log 10 z coll shape, inspired by the following simple argument: The DM solitons are basically Gaussian pulses, but in their far wings they decay more nearly like sech 2 pulses. Their interaction force is determined by their overlap and is thus expected to scale in proportion to exp(−σ/τ ) as long as σ τ , where τ is some measure of pulse width. This force generates a relative velocity; assuming constant velocity until collision, one has exp(−σ/τ ) z coll = const so that σ ∝ log 10 z coll .
Subsequent to the first collision, there is a recurrence of bounces. For low energy [ Fig. 4(a) ], the recurrence of bounces after the first oscillation is more or less periodic, comparable to what is also seen in Figs. 3(b) and 3(c). In contrast, at elevated map strength [ Fig. 4(b) ], after the first bounce the further evolution becomes quite irregular. Closer inspection of pair evolution in a format as in Fig. 4 will reveal a remarkable structure below. 
III. THE MODEL OF SOLITON INTERACTION
In this section we give a mathematical treatment based on a perturbation approach. In Ref. [16] we presented a model of the binding mechanism of soliton molecules based on perturbation theory. Two solitons U and V are treated as particles; the molecule is composed as an opposite-phase superposition of both pulses. Frequency shifts represent motion; in that sense the following can be interpreted as the interaction force acting on U :
A similar expression can be written for V . We then use a Gaussian ansatz for shapes of the DM solitons:
Here P is the peak power, β is the chirp parameter, σ is the separation of both pulses, and ϕ is their relative phase. Then the interaction force is
This is the sum of two terms, one describing the intensity envelope perturbation of V , the other [the one with the integral of (t)] the interference term. We have used the abbreviations
053833-3 FIG. 5. Interaction force depending on pulse separation as calculated from the model. The force pertaining to the stationary soliton molecule is emphasized by a heavy dashed line. In the case of a nonideal DM soliton, the force is different in each dispersion map period (family of lighter curves). Consequently, the equilibrium position shifts around and can go as far as σ lo or σ hi .
and
where T 0 = T 0 (z) is the pulse width and β = β(z) is the chirp parameter of an individual DM soliton at a particular position z. By integrating this force over a whole dispersion map period one obtains a net force ω /L map . For convenience, we introduced a numerical correction factor χ . It allows us to bring the results of our approximative perturbation treatment into good quantitative agreement with numerical simulations. We usually set χ = 2.
We now apply this perturbative model to the case of nonideal pulse shapes. In that case there are slow oscillations; for demonstration purposes, we use an example in which the period of the slow oscillation is about 10 L map . For each of the ten dispersion map periods involved, we calculate the net force, using the local chirp and pulse width obtained from numerical simulations of an isolated DM soliton. (Alternatively, one might use a "T-M" model, i.e., a method to describe propagation dynamics of the pulsewidth T and the integral pulse chirp M of DM solitons [36] ). In Fig. 5 the net force (integral over 1L map ) is shown as a function of separation σ . The equilibrium point is where the curve crosses the neutral force line. The heavy curve represents the "exact" soliton case and is shown for comparison. Near the equilibrium separation, harmonic oscillations around the equilibrium occur as treated in Ref. [16] . In the perturbed case, however, all ten curves are different: During one period of the slow oscillation, the curve shifts, and the equilibrium point wanders between σ lo and σ hi . The force can also reach stronger values than in the unperturbed case.
The model allows us to calculate the evolution of the pulse separation σ during propagation. The initial separation and the net force in the first dispersion map period are used to obtain initial values for the next period. Iteratively, initial velocity and separation are calculated after every dispersion map period. Thus we obtain the separation in distance increments of one map period. For each dispersion period we obtain iterated values for the separation σ and the velocity η:
Due to the symmetry of the system, both pulses attract or repel each other with the same force; hence the factor of 2. We repeat such iterative procedures for various σ in , and in each case we obtain the frequency shift σ = ω (σ ) of a single pulse. We are now prepared to display the trajectory of pulse pair separation (see Fig. 6 ) for both "exact" DM solitons (a) and perturbed pulses (b). The underlying grayscale indicates the force. A horizontal solid line in (a) marks the equilibrium position: Above this line there is attraction; below, repulsion. In (b) the corresponding separatrix takes a wiggly form. Three trajectories starting at somewhat different σ in are shown. In (a), the motion is bounded in all cases and appears to represent a periodic oscillation. In (b), however, the situation is more complicated. As the variable grayscale shading indicates, the regimes of attraction and repulsion are now spatially modulated. This can be described, in a manner of speaking, as a periodically undulating potential created by the slow oscillation. Fig. 6(b) . From left to right, σ = 0.96 ps, σ = 1.01 ps, and σ = 1.20 ps, respectively.
All trajectories shown experience attraction initially, but then get repelled. Depending on the exact position where they bounce off, some of the trajectories diverge. Whenever the closest approach of the pulses occurs just prior to the most repulsive position, the pulses receive an extra acceleration, and escape. Specifically, trajectories will escape whenever the closest encounter takes place inside the critical window: Here, this window is between 55% and 80% of the interval from one maximum of repulsion to the next [visible as the darkest patches near the bottom of Fig. 6(b) ]. In the other case, trajectories move out but come back for another bounce. Note that their velocity is influenced by details of the potential they experience. Therefore, the next encounter may occur after a variable number of periods of the slow oscillation, and the approaching velocity may also vary. As they approach, they The pulse shape of the individual pulse in (a) is as shown in Fig. 1 . At the increased energy in (b) the Gaussian approximation to the individual soliton shape is better, and the slow oscillation amplitude is diminished. Therefore the "tongues" become broader and they overlap, so that the regions of repulsion between the "tongues" disappear.
may or may not hit inside the critical window. If they do, they escape. If they do not, they may still do so at the next, or at some later subsequent encounter. A trajectory, once expelled, does not come back. In other words, if a soliton molecule breaks up at some point, it does not come together again later. It should have become clear that small variations in initial position create large differences: The trajectory may or may not become expelled from the vicinity of the other pulse. Figure 7 demonstrates that the predictions of the perturbative model, as shown in Fig. 6(b) , are in agreement with numerical simulation. The corresponding cases of a single bounce, two bounces, or continued bouncing are shown; parameter values used are convincingly close to those predicted.
Displayed in a format similar to Fig. 4 , we provide an overview of this behavior from both the perturbation model and numerical simulations in Fig. 8 . As a function of distance along the fiber (horizontal axis) and the initial pulse separation σ in (vertical) it shows the pulse separation σ at each point in grayscale; white corresponds to split pairs. The upper panels are for "exact" DM solitons; the lower panels, for perturbed shape pulses. After the first bounce, "exact" DM pulses keep oscillating about their relative position. Perturbed pulses, however, may or may not diverge. The respective parameter ranges form "tongues" of alternating bound and unbound trajectories, related to the well-known Arnol'd tongues of the circle map (mapping of a circumference onto itself) [37] [38] [39] [40] , which are a central concept in interacting nonlinear oscillations, as in synchronization. While there is some difference in detail between numerics and analytics, the main features, such as the existence of the tongues, are corroborated. Also, the equilibrium position of the soliton molecule (white dashed lines in Fig. 8 ) is in good agreement. Note also that the cases given in Fig. 7 can be located in Fig. 8(c) (e.g., continued bouncing is identified at a position right inside a tongue).
IV. SELF-SIMILAR STRUCTURE OF THE "TONGUES"
There are three spatially periodic or nearly periodic phenomena involved: the dispersion map period, the slow oscillation period, and the typical recurrence distance of the bouncing of the solitons. The latter two are both much larger than the dispersion map period, and may be of comparable order. We argue that a nonlinear resonance between the slow oscillation period and the bouncing period gives rise to the appearance of self-similar interaction structures.
Whenever the two solitons collide, their parting velocities are set by the phase of the collision point within the slow oscillation period. Strictly speaking, the phase within the dispersion map period also needs to be taken into account; in the case we present here, this is of minor importance, though. At positions of highest repulsion, the pair may even split for good. If, however, it comes to a next collision, the same type of interaction starts over again. This is a typical situation for self-similar or fractal structures to arise in the context of synchronization of two oscillations. A standard example is the much-studied situation of a chaotically bouncing ball on a sinusoidally oscillating plate [41] [42] [43] [44] , a model for the problem of chatter (relative vibrations of workpiece and cutting tool during machining) and for the transport of granular matter.
For an investigation into the fine structure of the tongues, consider Fig. 9 . Starting from the situation as in Fig. 8(c) , Fig. 9(a) shows a more detailed simulation together with vertical lines that mark the slow oscillation period of the perturbed DM solitons (≈10L map ). Wherever one of these markers intersects the locus of the first collision, highlighted by a circle with an arrow, a "tongue" will appear later on; inside that tongue, more subtongues are nested. If we increase the pulse energy beyond the level used in Figs. 8 and 9(a), the pulse shapes make a better approximation to the exact DM soliton shape so that the amplitude of the slow oscillation is reduced. In Fig. 9(b) one realizes that the slow oscillation period also has become somewhat shorter. Other than that, two differences to Fig. 9 (a) are noteworthy: The tongues overlap, and as the regions of splitting in between disappear, the solitons usually remain bounded.
Considering the case of well-separated tongues as in Fig. 9(a) , the similarity between different tongues is demonstrated in Fig. 10 . The third and fourth tongues (counting from the equilibrium separation upward) in Fig. 9(a) are shown. The width of the tongues decreases with increasing initial separation. Both panels are rescaled vertically to bring out the similarity (the horizontal scale is the same). For these and all other tongues of this example we find that their width is given to a good approximation by σ n = k n σ 0 , where σ 0 is the width of the first tongue, and k = 0.855. Figure 11 (a) is a magnification of a piece of Fig. 10(a) ; Figs. 11(b) and 11(c) show further magnifications by a factor of 120 and another factor of 100 times, respectively. The hierarchical self-similarity of the structure is striking. A qualitatively similar situation is predicted from the model, as shown in Figs. 11(d)-11(f) . While details of the tongue's structure are different, the self-similarity itself is convincingly reproduced. Also, the zoom factors are of the same order of magnitude.
So far, we have studied variations of the pulse pair separation while maintaining the relative phase of the pulses constant (opposite phase). This has the definite advantage that the launch pulse shape is not varied, and the period of the slow oscillation is maintained. This makes the study convenient, but it is somewhat awkward in an experimental context to maintain the phase when varying the separation: Center frequency adjustments would also be required. Therefore, we will alternatively examine energy variation while keeping the separation constant. This is more compatible with experimental situations, and will reveal the same self-similarity.
For the simulation in Fig. 12(a) the initial separation is fixed at σ in = 0.97 ps, and the pair energy is varied from 65 to 145 pJ. Again, a tonguelike structure appears. In Figs. 12(b)-12(d) we show stepwise magnifications, revealing basically the same self-similarity.
After varying two parameters individually, we now strive for a global view of the parameter space and plot separation σ vs energy. To characterize the behavior at each point of the E-σ plane, we count the number of bounces over 150 dispersion map periods and render in grayscale accordingly; see Fig. 13 .
White areas indicate the absence of bounces; this typically happens in the repulsive regime. Inside the shaded area, the trace representing the bound soliton molecule (highlighted by the white dashed curve) is particularly conspicuous. Its shape reflects the fact that at higher energies the equilibrium separation is smaller. Also, a minimum energy for molecule formation can be seen directly. Above this trace there are islands of low numbers of collisions. The centers of the islands stand for a single bounce, after which there is repulsion. In these regions the trajectory is of the type shown in Fig. 6(b) as a solid line. Self-similar structures appear along the "coastline" of the islands.
In Fig. 13 (a) two vertical dashed lines indicate the loci of sections already given in Figs. 9(a) and 9(b), respectively. The horizontal dashed line corresponds to the locus of the section in Fig. 12(a) , and thus also for Figs. 12(c) and 12(d).
V. CONCLUSIONS
The bouncing of a pair of solitons off each other would occur with a fixed spatial period if it could go on unperturbed. However, in the (nearly unavoidable) presence of perturbations, there is a slow oscillation of each soliton's shape as it travels down the fiber. This, by itself, is also a periodic process. Both spatial periods are similar in value. The slow oscillation modulates the impact condition at each bounce, depending on the relative phase of the two oscillations involved. In some instances the parting velocity after a collision is so high that the pair splits; in other cases there is a succession of more bounces. We show that the parameter regimes of repulsion and continued bouncing are organized in a self-similar structure.
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The situation is slightly more complicated due to the presence of a third spatial period (i.e., the dispersion map period of the dispersion-managed fiber). However, as this period has much higher frequency than the others, its impact is minor.
Self-similarity of the parameter space implies sensitive dependence on initial conditions. For technical applications of solitons in fibers, these effects will be undesirable, and system designers should stay clear of the critical parameter regimes identified here.
