vVegive a systematic recipe for constructing the coexistence curve associated \\"ith <l pure fluid described by an analytic equation of state. The novelty of our result lies not in its theoretical basis, which is well-known, but in the high degree of accuracy that it will routinely yield over a broad range of density and temperature for a relatively modest expenditure of computing effort. The method is illustrated by applying our general solution to four widely-known model equations of state: van der vVaals, Dieterici, Soave-Redlich-Kwong, and Carnahan-Starling with van der \Vaals tail term. These models show a considerable diversity of coexistence-curve shapes, and our method yields accurate representations for each model. An investigation of the representation of e.xperimental coexistence curves that exhibit pronounced "non-dassical" behavior over an appreciable range of densities is also initiated.
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I. INTRODUCTION.
The Maxwell equal-area construction for pressure-volume isotherms is usually encountered early in one's study of thermodynamics. Typically, the relatively few who are called upon to actually implement the construction with precision for some reasonably realistic equation of state are initially surprised and chagrinned to find how difficult it is to do so, especially as one goes to lower and lower temperatures where there is increasing asymmetry in the shape of the two "van der Waals loops", the low-density loop spreading over an awkwardly large volume range. Perhaps at this point one astutely observes that there is an equivalent construction on the chemical potential versus density that is generally easier to implement because it is more symmetric, with the loops less spread out.
Or perhaps it is suggested that the equivalent construction that involves locating the crossing of isotherm-segments when one plots chemical potential versus pressure may he ea.sier to handle, at least as long as the crossing lines are not almost parallel.
Such observations and suggestions are helpful and useful, but even when they are exploited, it is not hard for a serious student of thermodynamics to conclude that the task of locating phase boundaries is akin to coming down with a bad cold -some traditional treatments seem more effective than others, but no matter which ones are used, a certa.in amount of tedious misery must be endured.
These reflections suggest that dispite the venerability of the problem at hand, there may still be a real market for a systematic coexistence-curve algorithm of wiele applicability and reliability. The subject of this paper is such an algorithm. 
where the coexistance curve is the locus of points (p, Ts)' T c is the critical temperature, and p is the critical density; {T.} are constants that depend on derivatives of the pressure c 1 with respect to temperature and density, evaluated at the critical point.
The series representation of Ts(p) can be used to determine series representations for all thermodynamic properties of the fluid on the coexistence curve. For instance, the saturation pressure, ps(Ts), and the latent heat, h(Ts), may be easily calculated, as well as piT) and p (T ), where po and p are the densities of the liquid and gas phases. viewed as a systematic extension of the well-known methods used in such studies. It came as something of a surprise to us that a globally accurate representation of the coexistence curve could be obtained by systematically extending the relevant series somewhat farther than earlier workers. This extension is not simply an embellishment that adds somewhat more accuracy to these earlier results. Although many of the hallmarks of "non-classical" critical behavior are important only in a small neighborhood about the critical point, a few appear to dominate the thermodynamic behavior of many fluids in a more global way. A notable example relevant to our study here is the shape of the coexistence curve in (p,T) space about the point (pc,Tc); the "non-classical" form Tc -Ts = constx I p -Pc 1:3has long been known to be a far better approximation to the coexistence-curve shape than the leading term of the analytical expansion Ts -Tc = T 2(P -Pc)2 + T3(P -pc)3 + . .. that follows from Eq. (1). However, as we discuss at the end of Section III with the addition of some illustrative examples, it turns out that as soon as one uses 8 or more terms in the right-hand side of this expansion, one can fit the coexistence for fluid (and magnetic) systems with overall precision comparable to that obtained, for example, by the famous nonanalytic "Guggenheim fit" [Eqs. (60) and (61) below]. Thus our method promises to be able to cope quantitatively with the most important "non-classical" thermodynamic effects (except in a very small neighborhood of the critical point) despite its analytic nature. One can not use an analytic expansion of this form with only two or three terms and hope to attain quantitatively reasonable results, however.
Our results will be especially useful for two-types of work: fluid-process design and model-fluid investigation.
In the case of fluid-process design our method provides compact (Le., easy to evaluate), accurate expressions for all two-phase quantities of interest, making it easy to incorporate the correct two-phase properties into process simulation codes. In particular it provides a representation of the two-phase region that is In this Section we solve the two-phase equilibrium conditions using the method of series expansion. The equations that determine the coefficients {Ti' Yi} are derived in part A; the method of solution is described in part B.
A. The Equilibrium Conditions.
The pressure p and chemical potential Jt of a one-component fluid depend on the temperature T and number density P
and Jt= Jt (T,p) .
\Ve shall assume that the units for T and p have been chosen so that at the critical point Tc = 1 and Pc = 1, wherethe criticalpoint (Tc,pc)is determinedby the equations
and
In the neighborhood of the critical point we may represent p and Jt by their Taylor series expansionsabout (Tc,pc)
where (6) and (7)], Eqs. (10) and (11) n=O k= 1 (13) (Note that the k =0 terms have been dropped since bxO-byO= 0.) Eqs. (12) and (13) have the obvious solution x = y, whichfor our purpose we consider to be trivial. Since
the nontrivial solutions of the equilibrium conditions [Eqs. (12) and (13)
The coefficients C k and q k are related by the following equation, which may be derived ,n ,n using the Gibbs-Duhem equation (see Appendix 1)
,n --J,n j=O (17) Substituting Eq. (17) into Eq. (16) we obtain 10 00 00
In summary, the two-phase equilibrium conditions are
n=Ok=lj=O f=l (20) The equilibrium conditions are solved by finding T and y as functions of x. Noting that the top of the coexistence curve is parabolic in the density-temperature plane, we set 00 bT = L Tlxj j=2 (21) and
[Note: it will turn out that Y1 = -1 so for conveniencewe make use of that fact now.] 
When j = 0, Eq. (26) becomesidentical to Eq. (25). It is convenient therefore to eliminate that degeneracy by replacing Eq. (26) with the difference between Eqs. (26) and (2.5).
Thus we express the equilibrium conditions by 
and 00 00
As a practical matter, we will not solve these equations for all the coefficients, but only for those coefficients that occur in these equations through order bxm. For convenience let us choose m to be even and let M = m/2. Then for a specified m (14 is the largest value we have used) the equilibrium conditionsare
B. Solution Method.
To solve these equations, MACSYMAis used to evaluate the A'S and (j's and then expand the summations in Eqs. (29) and (30) 
and therefore the equilibrium conditions become
and = 0, then Y2by solvingMCOEF[4]= 0, and so on until Tm-l and Ym-2 are obtained.
In Table I we list the low-order coefficients. They depend on the derivatives, qi n' , defined by Eq. (8). We find that to determine the coefficientsup to Tm-l and ym-2 only Ts(X) = T/y(x)) we find that T3 = -T2Y2'Y3= -y~, T5 = -T2Y4 + 2T2Y~-2T4Y2' Y5 = 2y~-3Y2Y4' etc. It may be possible to use these relations to simplify the calculation of {T.,y.}, although we did not make explicit use of these relations ships in the 
To calculate h all we have to do is differentiate p with respect to T , substitute in the s s series for Pg and Pf and expand Eq. (58) in a Taylor series about T = 1. Since P, Pg(T:/ and PIT) are series in w, and dw/dTs = 1/(2T2w) we have
We note that since the series for Ps may be reverted to yield Ts as series in (ps -1), it is also possible to obtain Pf' Pg' and h as functions of Ps'
Comparison to Numerical Solutions of the Equilibrium Conditions.
We have assumed that Tc = 1 and Pc = 1 so the equation of state for each model considered must be appropriately scaled before the q. are evaluated. Given the {q. } the l,n l,n coefficients {T .,y.} may be evaluated. Since the expressions for {T "y.} contain manv J J J J v terms for large j, the evaluation must be carried out carefully to avoid loss of precision.
Using MACSYMA to evaluate {T "y.} is complicated when the q. are irrational numbers; J J l,n MACSYMA does not handle irrational numbers very well. Of the models we examine below only for the van der Waals and Dieterici models are the q, rational numbers. l,n
In Table II we list the equations of state of the four models for which we have calculated the series coefficients. We chose these equations of state because they are representative of the types of equations used to model simple fluids and for these models the shape of the coexistence curves are quite distinct from each other. Each of these equations of state depend on two microscopic parameters, "b" (or 0")and "a", ("b" and 0"
represent the excluded volume of a particle and "a" represents the mean attractive potential energy of two particles.) For the models we consider here these parameters are scaled out of the equations of state when reduced variables are introduced. This feature makes the evaluation of the {qi n} relatively straightforward, but it is not a necessary , feature; more complicated equations of state can be used. (We note, however, that it becomes more difficult to evaluate the q. when the equation of state contains many l,n additional constants.)
In Table III For the other models we found that imposing the correct values at T = 0 gave rise to singularities on other portions of the coexistence curve.
In practical applications, of course, the vapor-liquid coexistence curve will terminate at the triple point, below which there will be vapor-solid equilibrium. Table IV .
The series coefficientsfor pIT), Pg(T), p/T), and h(T) have been calculated for each of the four models consideredhere. We find that the Pade approximants formed from these series are accurate to better than 1%in the reduced temperature range (0.65,1). The relative errors of the Pade approximants for the CS + vdW model are listed in Table V . 
provide a good approximation to Pi and Pg for T/Tc in the range (0.6,1) for many simple fluids.
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Although subsequent experimental work has shown that {Jis not precisely equal to 1/3 and that the true nonanalytic features of the equation of state are confined to a very small region about the critical point, it is clear that many coexistence curves of real fluids are basically "cubic." That is Ts -Tc~Ip -pcl3 is a good approximation over an appreciable range of I P -PcI values. Our algorithm, on the other hand, always produces Eq.
(1), a Taylor series for Ts -Tc in P -Pc (not Ip -PcI, and this is important).
However,once one is able to deal analytically with the first dozen terms or so of Eq.
(1), as we do here, one can easily produce coefficients such that polynomial (or Pade)
approximants that result from the use of Eq. (1) rival Eqs. (60) and (61) already produces an excellent overall fit. We defer to a future publication the details associated with finding the coefficients of such fits, and of considering the equations-{)f-state that can be related to them.
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APPENDIX 1
The Gibbs-Duhem equation provides a connection between derivatives of J1and p.
it follows that
This relation holds for all T and p. Denoting (tfJ1j opk)T by~and (tfpj opk)T by Pk' we have
Operating on Eq. (A3) with (oj oP)T we obtain
Repeating this operation k times yields
At the point P = Pc= 1 we have
Taking the nth temperature derivative of Eq. (A7) and dividing by kIn! we obtain Eq. (17): k-1 .
where qk,n and ck,n are defined by Eqs. (8) Applying the binomial theorem repeatedly we obtain 00 n kl k2
25 Similarly,
00
.~3 \' e .b'xJ= (-b 
kl-k2 k2-k3 k3-k4 n+kl +k2+k3 . . . 'Y2 Y3 Y4
... ox . 
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