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Axiomatic S1 Morse-Bott theory
Michael Hutchings∗ and Jo Nelson†
Abstract
In various situations in Floer theory, one extracts homological invariants
from “Morse-Bott” data in which the “critical set” is a union of manifolds, and
the moduli spaces of “flow lines” have evaluation maps taking values in the
critical set. This requires a mix of analytic arguments (establishing properties
of the moduli spaces and evaluation maps) and formal arguments (defining or
computing invariants from the analytic data). The goal of this paper is to iso-
late the formal arguments, in the case when the critical set is a union of circles.
Namely, we state axioms for moduli spaces and evaluation maps (encoding a
minimal amount of analytical information that one needs to verify in any given
Floer-theoretic situation), and using these axioms we define homological invari-
ants. More precisely, we define a (almost) category of “Morse-Bott systems”.
We construct a “cascade homology” functor on this category, based on ideas of
Bourgeois and Frauenfelder, which is “homotopy invariant”. This machinery is
used in our work on cylindrical contact homology.
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1 Introduction
There are now many versions of Floer theory, which are used to define topological in-
variants of various kinds of objects, such as symplectomorphisms, pairs of Lagrangian
submanifolds of a symplectic manifold, contact manifolds, smooth three-manifolds,
etc. In the most basic versions of Floer theory, given an object, usually together
with a generic choice of certain auxiliary data, one obtains a discrete set of “critical
points”, and for each pair of critical points a moduli space of “flow lines” between
them. The invariant is then obtained as the homology of a chain complex which is
generated by the critical points and whose differential counts flow lines, analogously
to classical Morse homology. The proof that the differential has square zero involves
gluing two flow lines when the lower limit of the first flow line and the upper limit of
the second flow line are at the same critical point.
In some less well-behaved Floer theoretic situations, instead of a discrete set of
critical points, one obtains a union of “critical submanifolds”, analogous to the critical
set of a Morse-Bott function on a finite-dimensional manifold. In this case, given two
critical submanifolds, there is still a moduli space of flow lines between them. Now
there are also upper and lower evaluation maps from the moduli space of flow lines
to the two critical submanifolds (or more generally, certain manifolds associated to
them). Two flow lines can be glued only if the lower evaluation map on the first flow
line agrees with the upper evaluation map on the second flow line. The definition of
homological invariants in this situation is more complicated and combines analytical
arguments (establishing properties of the moduli spaces and evaluation maps) with
formal arguments (extracting invariants from the analytic data).
The goal of this paper is to isolate the formal arguments needed to define homo-
logical invariants in such Morse-Bott situations, in the special case when the critical
submanifolds (more precisely the manifolds associated to them) are circles. In par-
ticular, we state axioms for a “Morse-Bott system”, and given a Morse-Bott system,
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we define its “cascade homology”. We also define a notion of “morphism” between
Morse-Bott systems, which almost makes Morse-Bott systems into a category. (The
reason for the word “almost” is that two morphisms, such that the target of the
first morphism equals the source of the second, are composable only under certain
transversality conditions.) Given a morphism, we define an induced map on cascade
homology. Finally, we show that the induced maps are functorial, and invariant un-
der “homotopies” of morphisms. The result is a blueprint for defining Floer-theoretic
invariants, by analytically establishing various axioms and then invoking the formal
machinery of this paper. We now describe this in more detail.
1.1 Summary of results
The precise definition of “Morse-Bott system” is given in §2.2. Some key features are
the following. A Morse-Bott system includes a set X ; one can think of each element
of S as referring to a “critical submanifold”. For each x P X , there is an associated
closed connected oriented 1-manifold Spxq. Given distinct elements x`, x´ P X , and
given an integer d P t0, 1, 2, 3u, there is a moduli space Mdpx`, x´q of “flow lines”
from x` to x´, which is a smooth d-dimensional manifold. (In many cases, given x`
and x´, there is only one value of d for which this moduli space can be nonempty.
One could also consider moduli spaces for d ą 3, but these are not relevant for our
story.) There are smooth “evaluation maps”
e` : Mdpx`, x´q ÝÑ Spx`q,
e´ : Mdpx`, x´q ÝÑ Spx´q.
Also, for each x P X there is a local system Ox on Spxq locally isomorphic to Z, and
there is an orientation of Mdpx`, x´q with values in e
˚
`Ox` b e
˚
´Ox´ .
The above data are required to satisfy various axioms. Most importantly, there is
a “compactification” axiom which asserts thatM1px`, x´q, as well asM2px`, x´q with
a generic point constraint on e` or e´, or M3px`, x´q with generic point constraints
on both e` and e´, has a compactification to a compact topological 1-manifold, whose
boundary is explicitly described in terms of fiber products of moduli spaces.
To extract a homological invariant out of this structure, we use the “cascade”
approach. Cascades were introduced by Bourgeois [3], and discovered independently1
by Frauenfelder [11]. The original idea would be to choose a generic auxiliary Morse
function fx on each manifold Spxq, and define a chain complex over Z which is gen-
erated by pairs px, pq where p is a critical point of fx. The chain complex differential
1Some related ideas appeared earlier in [7, 14]. In the work of Bourgeois, the emphasis is on
describing, in Morse-Bott terms, what one would obtain after perturbing to a nondegenerate (non-
Morse-Bott) situation. By contrast, in the work of Frauenfelder, the idea is to define invariants and
prove invariance entirely in the Morse-Bott world. This is closer to our philosophy, since in our main
examples of interest in contact homology, there is no apparent way to perturb to a non-Morse-Bott
situation. See Example 1.2.
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counts cascades, which are alternating sequences of gradient flow lines of the Morse
functions fx and elements of the moduli spaces Mdpx`, x´q.
In our situation where each Spxq is a circle, we use a streamlined version of this
construction, following [4], in which one chooses only one base point px on each circle
Spxq. (One can think of this as a limit in which the critical points of fx all approach
px.) The chain complex has two generators px and qx for each x P X . (One can think
of these as a maximum and minimum respectively of fx, which have collided at px.)
If x` and x´ are distinct elements of X , a cascade from px` or qx` to px` or px´ consists
of a sequence pu1, . . . , ukq for some positive integer k, such that there are distinct
x0, . . . , xk P X with x` “ x0, x´ “ xk, and ui PMdipxi´1, xiq. For i “ 1, . . . , k´1, we
require that the points pxi, e´puiq, and e`pui`1q on Spxiq are distinct and positively
cyclically ordered with respect to the orientation of Spxiq. If we are starting from qx`,
then we also impose the point constraint e`pu1q “ px`; and if we are ending at px´,
then we also impose the point constraint e´pukq “ px´ . The differential coefficient
counts such cascades where the total moduli space dimension is the number of point
constraints. When x` “ x´, all differential coefficients are defined to be zero, except
that our orientation conventions in §3.2 require that the differential coefficient
@
Bpx, qxD “
$&
% 0, if Ox is trivial,´2, if Ox is nontrivial. (1.1)
The results in this paper can now be summarized as follows.
Theorem 1.1. (a) Let A be a Morse-Bott system (see Definition 2.1). Then the
cascade homology H˚ pAq (see Definition 3.4) is well-defined, independently of
the choice of base points.
(b) Let Φ be a morphism of Morse-Bott systems from A1 to A2 (see Definition 2.7).
Then:
(i) The induced map on cascade homology
Φ˚ : H

˚ pA1q ÝÑ H

˚ pA2q
(see Definition 3.9) is well-defined independently of choices.
(ii) If A1 “ A2 and Φ is the identity morphism (see Example 2.8), then Φ˚ is
the identity map on cascade homology.
(iii) If Ψ is a morphism from A2 to A3, and if Φ and Ψ are composable (see
Definition 2.10), then the composition Ψ ˝Φ (see Definition 2.11) satisfies
pΨ ˝ Φq˚ “ Ψ˚ ˝ Φ˚ : H

˚ pA1q ÝÑ H

˚ pA3q.
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(iv) If Φ1 is another morphism from A1 to A2 which is homotopic to Φ (see
Definition 2.15), then
Φ˚ “ pΦ
1q˚ : H

˚ pA1q ÝÑ H

˚ pA2q.
To use this theorem to define Floer-theoretic invariants of some class of objects,
the procedure is as follows: (1) For each object, together with generic auxiliary data
if necessary, define a Morse-Bott system. (2) For two different objects (with auxiliary
data as needed), define a homotopy class of morphisms between the corresponding
Morse-Bott systems. (3) Show that the composition of some morphism in this homo-
topy class with a morphism going in the other direction is homotopic to the identity.
1.2 Examples
The following two examples are the main examples we have in mind and the reason
we are writing this paper.
Example 1.2. Let Y be a closed odd-dimensional manifold. Let λ be a contact
form on Y , let R denote the associated Reeb vector field, and let ξ “ Kerpλq denote
the associated contact structure. Assume that λ is nondegenerate and hypertight
(meaning that there are no contractible Reeb orbits). Let J “ tJtutPS1 be a generic
S1-family of λ-compatible2 almost complex structures on RˆY . In [13], we associate
to this data a Morse-Bott system ApY, λ; Jq where:
• X is the set of (not necessarily simple) Reeb orbits.
• If x is a Reeb orbit, then:
– Spxq is the image of x in Y , oriented via the Reeb vector field.
– The local system Ox comes from the theory of coherent orientations [5, 10],
and is trivial if and only if x is a good3 Reeb orbit.
– The grading |x| (see Definition 2.1) is the parity of the Conley-Zehnder
index of x.
• If x` and x´ are distinct Reeb orbits, letM
Jpx`, x´q denote the moduli space of
J-holomorphic cylinders from x` to x´, i.e. the set of maps u : RˆS
1 Ñ RˆY
2An almost complex structure J on R ˆ Y is λ-compatible if J sends ξ to itself, such that J is
compatible with the linear symplectic form dλ on ξ; J is invariant under translation of the R factor;
and JpBsq “ R, where s denotes the R coordinate.
3As in [9], a Reeb orbit x is good if x is not an even-degree multiple cover of a Reeb orbit x1 for
which the Conley Zehnder indices of x and x1 have opposite parity.
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satisfying the equations
Bsu` JtBtu “ 0,
lim
sÑ˘8
piRups, ¨q “ ˘8,
lim
sÑ˘8
piY ups, ¨q is a parametrization of x˘,
modulo R translation in the domain. LetMJdpx`, x´q denote the set of elements
of MJpx`, x´q with Fredholm index d. We then have
Mdpx`, x´q “M
J
d`1px`, x´q{R,
where R acts by translation of the R factor in the target. The compactifications
of these moduli spaces are defined by adjoining “broken holomorphic cylinders”.
• The evaluation map e˘ sends u ÞÑ limsÑ˘8 piY pups, 0qq.
Analytic arguments in [13] show that ApY, λ; Jq satisfies the axioms of a Morse-
Bott system. It then follows from Theorem 1.1(a) that the Morse-Bott system
ApY, λ; Jq has a well-defined cascade homology. This cascade homology is the nonequiv-
ariant contact homology of pY, λ, Jq, which we denote by NCH˚pY, λ; Jq.
To prove that nonequivariant contact homology4 depends only on the contact
structure, we show in [13] that if λ1 is another hypertight contact form with Kerpλ1q “
ξ, and if J1 is a generic S1-family of λ1 almost complex structures, then there is a mor-
phism of Morse-Bott systems (obtained by counting holomorphic cylinders in a com-
pleted symplectic cobordism) from ApY, λ; Jq to ApY, λ1; J1q, which is well-defined up
to homotopy of Morse-Bott systems. Thus by Theorem 1.1(b), we obtain a canonical
map
NCH˚pY, λ; Jq ÝÑ NCH˚pY
1, λ1; J1q. (1.2)
Finally, we show in [13] that the composition of one of the morphisms from ApY, λ; Jq
to ApY, λ1; J1q with one of the morphisms going in the other direction is homotopic to
the identity. It then follows from Theorem 1.1(b) that the map (1.2) is an isomor-
phism. We conclude in [13] that nonequivariant contact homology is an invariant of
closed contact manifolds pY, ξq that admit nondegenerate hypertight contact forms .
Example 1.3. If Y is a closed manifold and ξ is a contact structure on Y which
admits a nondegenerate hypertight contact form, a variant of the above construction
is used in [13] to define the S1-equivariant contact homology CHS
1
˚ pY, ξq. Again, the
4Nonequivariant contact homology is a contact analogue of the (Morse-Bott) Floer theory for
autonomous Hamiltonians studied by Bourgeois-Oancea [6]. The paper [6] identified this Morse-
Bott Floer theory with the Floer theory for a (non-Morse-Bott) nonautonomous perturbation of the
Hamiltonian. In our contact situation we cannot make an analogous non-Morse-Bott perturbation,
so if we want to prove that nonequivariant contact homology is a topological invariant, we need to
work entirely within the Morse-Bott world.
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analysis in [13] produces Morse-Bott systems, morphisms, and homotopies, and then
Theorem 1.1 gives an invariant (of closed contact manifolds that admit nondegenerate
hypertight contact forms).
Example 1.4. A more classical example arises when Z is a closed smooth manifold,
f : Z Ñ R is a Morse-Bott function whose critical set is a union of 1-manifolds, and
g is a generic metric on Z. One can then define a Morse-Bott system where:
• X is the set of components of the critical set of f .
• If x P X , then:
– Spxq is the component x, with an arbitrary orientation.
– The local system Ox is the orientation bundle of the bundle of unstable
manifolds of the critical points in Spxq. That is, if p P Spxq, and if Dppq
denotes the unstable manifold of p, then
Oxppq “ HindpxqpDppq,Dppqztpuq.
Here indpxq “ dimpDppqq denotes the (lower) Morse index of the compo-
nent x.
• Let x` and x´ be distinct components of the critical set. Then Mdpx`, x´q is
nonempty only if d “ indpx`q´ indpx´q. In this case, Mdpx`, x´q is the moduli
space of maps γ : R Ñ Z satisfying the equations
γ1psq “ ∇fpγpsqq,
lim
sÑ˘8
γpsq P Spx˘q.
Here we mod out the set of maps γ by R translation in the domain. The
compactifications of these moduli spaces are defined by adjoining “broken flow
lines”.
• The evaluation map e˘ sends γ ÞÑ lims˘8 γpsq.
The cascade homology of this Morse-Bott system is canonically isomorphic to the
singular homology of the manifold Z. Indeed, following [3], one can perturb the
Morse-Bott function f to a Morse function f 1, such that the cascade chain complex
is canonically isomorphic at the chain level to the Morse complex of pf 1, gq, with each
component of the critical set of f contributing two critical points of f 1, both close to
the base point used to define the cascade chain complex. See e.g. [2].
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1.3 Comparison with other approaches
Remark 1.5. Zhengyi Zhou [15] has independently developed an abstract Morse-
Bott theory which is similar in spirit to what we are doing here, but applicable in
different situations. He defines a “flow category”, after work of Cohen-Jones-Segal
[8], which is related to our notion of “Morse-Bott system”. In a flow category, the
“critical submanifolds” can have arbitrary dimension, unlike the Morse-Bott systems
in this paper which only have one-dimensional critical submanifolds. However a flow
category is also required to satisfy strong analytic assumptions, in particular that
the moduli spaces have compactifications which are smooth manifolds with corners;
while we make weaker analytic assumptions, in which the only compactifications
that arise are topological 1-manifolds with boundary. Zhou defines a kind of Morse-
Bott cohomology out a flow category using de Rham theory, and in particular with
coefficients in R. One can presumably also set up cascade homology over Z in this
setting.
Remark 1.6. There is also an older approach to Morse-Bott theory due to Fukaya
[12]. (See [1] for a variant of this for Morse-Bott functions on finite-dimensional
manifolds.) The idea is to define a chain complex which consists of appropriate
chains in the (manifolds associated to the) critical submanifolds. The differential is
the sum of the usual boundary operator on chains, plus a term which consists of a
pullback-pushforward of chains over the moduli spaces. This approach has the nice
feature that it does not involve any choice of base points. One can implement this
theory for Morse-Bott systems and prove that it is canonically isomorphic to cascade
homology. However we have omitted this story in order to keep this paper to a
reasonable length.
1.4 The rest of the paper
In §2, we define the notions of Morse-Bott system, morphism of Morse-Bott systems,
composition of morphisms, and homotopy of morphisms. We also prove that the
composition of morphisms is a morphism. We have endeavoured to make a minimum
of assumptions, with the result that the definitions are somewhat long. In many “real-
life” situations, one knows stronger transversality and compactification properties
which are simpler to state. See the remarks in §2.2.
In §3 we set up cascade moduli spaces and prove their key properties. We use
these to define the cascade homology of a Morse-Bott system, as well as a map on
cascade homology induced by a morphism of Morse-Bott systems. We prove that the
induced maps are functorial, and invariant under homotopy of morphisms. Finally,
we show that the above constructions do not depend on the choice of base points.
The conclusion in §3.11 reviews where all of the points in Theorem 1.1 are proved.
Acknowledgments. We thank Zhengyi Zhou for helpful conversations.
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2 Morse-Bott systems
In this section we give the precise definitions of “Morse-Bott system”, “morphism” of
Morse-Bott system, and “homotopy” of morphisms. We also define the composition
of “composable” morphisms and prove that this is a morphism.
2.1 Conventions
2.1.1 Orientation of level sets
IfX is an n-dimensional oriented manifold, if S is an oriented 1-manifold, if f : X Ñ S
is a smooth map, and if p P S is a regular value of f , then we orient f´1ppq using the
“derivative first” convention. This means that if x P f´1ppq, and if pv1, . . . , vnq is an
oriented basis for TxX such that dfxpv1q ą 0, then pv2, . . . , vnq is an oriented basis for
Txpf
´1ppqq.
2.1.2 Orientation of fiber products
Let X and Y be oriented manifolds of dimension m and n respectively, let S be
an oriented 1-manifold, and let e´ : X Ñ S and e` : Y Ñ S be smooth maps.
Suppose that the fiber product X ˆS Y is cut out transversely. We then orient this
fiber product as follows. Given px, yq P X ˆ Y with e´pxq “ e`pyq, choose pu1, v1q P
TxX ‘ TyY such that de´pu1q ´ de`pv1q ą 0 with respect to the orientation on S.
Choose pui, viqi“2,...,m`n with de´puiq “ de`pviq such that pu1, v1q, . . . , pum`n, vm`nq is
an oriented basis for TxX ‘ TyY . Then pu2, v2q, . . . , pum`n, vm`nq is an oriented basis
for Tpx,yqpX ˆS Y q if and only if m is odd.
This convention is chosen so that fiber product is associative. Namely, if Z is
another oriented manifold, if S 1 is another oriented 1-manifold, and if e´ : Y Ñ S
1
and e` : Z Ñ S
1 are smooth maps, then we have an equality of oriented manifolds
X ˆS pY ˆS1 Zq “ pX ˆS Y q ˆS1 Z (2.1)
whenever all fiber products in this equation are cut out transversely.
Another nice property of this convention is that when X or Y is equal to S, with
e´ or e` equal to the identity map, we have
X ˆS S “ X,
S ˆS Y “ Y
(2.2)
as oriented manifolds.
Also note that if X or Y is a positively oriented point p P S, and if e´ or e`
respectively is the inclusion tpu Ñ S, then we have
tpu ˆS Y “ e
´1
` ppq Ă Y,
p´1qdimpXq´1X ˆS tpu “ e
´1
´ ppq Ă X
(2.3)
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as oriented manifolds.
If X and/or Y have boundary, then the boundary (codimension 1 stratum) of the
fiber product X ˆS Y is given by
B pX ˆS Y q “ pBXq ˆS Y Y p´1q
dimpXq´1X ˆS BY. (2.4)
2.1.3 Compactifications
Let M be a smooth oriented 1-manifold without boundary. In this paper, we define a
“compactification” ofM to be a compact oriented topological 1-manifoldM , possibly
with boundary, such that M is an open subset of M , the orientation of M restricts
to the orientation of M , and MzM is finite.
Note that if M is a compactification of M , then MzM contains BM , but MzM
might also contain finitely many additional points. For example, under the above
definition, the closed interval r0, 2s is a compactification of the union of open intervals
p0, 1q Y p1, 2q. Here 1 is an “extra point” in the compactification which is not in the
boundary. We need to allow such points in order for composition of morphisms of
Morse-Bott systems to work; see Proposition 2.12 below.
2.2 The fundamental definition
Definition 2.1. A Morse-Bott system is a tuple pX, | ¨ |, S,O,M˚, e˘q where:
• X is a set.
• | ¨ | is a function X Ñ Z{2 (the “grading”).
• S is a function which assigns to each x P X a closed connected oriented 1-
manifold Spxq.
• O assigns to each x P X a local system Ox over Spxq which is locally isomorphic
to Z.
• For d P t0, 1, 2, 3u and x`, x´ P X distinct, Mdpx`, x´q is a smooth manifold of
dimension d (the “moduli space”).
• e` : Mdpx`, x´q Ñ Spx`q and e´ : Mdpx`, x´q Ñ Spx´q are smooth maps (the
“evaluation maps”).
• Mdpx`, x´q is equipped with an orientation with values
5 in e˚`Ox` b e
˚
´Ox´ .
We require these moduli spaces and evaluation maps to satisfy the Grading, Fiber
Product Transversality, Finiteness, and Compactification axioms below.
5If M is a smooth manifold and O is a local system over M which is locally isomorphic to Z,
then an “orientation of M with values in O” means a trivialization of OM bO, where OM denotes
the orientation sheaf of M .
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(Grading) If Mdpx`, x´q is nonempty, then
d ” |x`| ´ |x´| mod 2. (2.5)
(Fiber Product Transversality) If x1, x2, x3 P X are distinct and d1, d2 are nonnega-
tive integers with d1 ` d2 ď 3, then the fiber product
Md1px1, x2q ˆSpx2q Md2px2, x3q
is cut out transversely.
(Finiteness) For each x0 P X , there are only finitely many tuples pk, x1, . . . , xkq where
k is a positive integer and x1, . . . , xk P X , such that there exist d1, . . . , dk P
t0, 1, 2, 3u with Mdipxi´1, xiq ‰ H for all i “ 1, . . . , k.
To state the Compactification axiom, given p˘ P Spx˘q, define the following three
subsets of Mdpx`, x´q:
Mdpx`, p`, x´q “ e
´1
` pp`q,
Mdpx`, x´, p´q “ e
´1
´ pp´q,
Mdpx`, p`, x´, p´q “ e
´1
` pp`q X e
´1
´ pp´q.
(2.6)
Convention 2.2. If p` is a regular value of e`, then we orient Mdpx`, p`, x´q as
a level set of e`. If p´ is a regular value of e´, then we orient Mdpx`, x´, p´q as
minus a level set of e´. If pp`, p´q is a regular value of e` ˆ e´, then we orient
Mdpx`, p`, x´, p´q as a level set of e` on Mdpx`, x´, p´q.
(Compactification) Let x`, x´ P X be distinct, and let pp`, p´q P Spx`q ˆ Spx´q be
generic. “Genericity” includes but is not limited to the following:
• p` is a regular value of all evaluation maps e` : Mdpx`, x0q Ñ Spx`q for
d ď 2.
• p´ is a regular value of all evaluation maps e´ : Mdpx0, x´q Ñ Spx´q for
d ď 2.
• pp`, p´q is a regular value of
e` ˆ e´ : Mdpx`, x´q ÝÑ Spx`q ˆ Spx´q
for d ď 3.
• All fiber products on the right hand sides of (2.8), (2.9) and (2.10) below
are cut out transversely.
Then:
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(a) The moduli space M0px`, x´q is compact, i.e. finite.
(b) The moduli space M1px`, x´q has a compactification M 1px`, x´q, whose
boundary has an identification6
BM1px`, x´q “
ž
x0‰x`,x´
d``d´“1
p´1qd`Md`px`, x0q ˆSpx0q Md´px0, x´q. (2.7)
(c) The moduli space M2px`, x´, p´q has a compactification M2px`, x´, p´q,
whose boundary has an identification
BM2px`, x´, p´q “
ž
x0‰x`,x´
d``d´“2
p´1qd`Md`px`, x0q ˆSpx0q Md´px0, x´, p´q.
(2.8)
The moduli space M2px`, p`, x´q has a compactification M2px`, p`, x´q,
whose boundary has an identification
BM2px`, p`, x´q “
ž
x0‰x`,x´
d``d´“2
p´1qd`´1Md`px`, p`, x0q ˆSpx0q Md´px0, x´q.
(2.9)
(d) The moduli spaceM3px`, p`, x´, p´q has a compactificationM3px`, p`, x´, p´q,
whose boundary has an identification
BM 3px`, p`, x´, p´q “
ž
x0‰x`,x´
d``d´“3
p´1qd`´1Md`px`, p`, x0qˆSpx0qMd´px0, x´, p´q.
(2.10)
In each of the identifications (2.7), (2.8), (2.9), and (2.10), the boundary ori-
entation on the left hand side agrees with the fiber product orientation on the
right hand side. In (b), (c), and (d), the evaluation maps e˘ on M1px`, x´q etc.
extend continuously to the compactifications, and on the boundaries satisfy
e˘pu`, u´q “ e˘pu˘q.
(e) The right hand sides of (2.7), (2.8), (2.9) and (2.10) would not include
any extra points if we used compactifications. For example, for (2.7), this
means that if x`, x0, x´ are distinct, then
M0px`, x0q ˆSpx0q
`
M 1px0, x´qzM1px0, x´q
˘
“ H,`
M 1px`, x0qzM1px`, x0q
˘
ˆSpx0q M0px0, x´q “ H.
6More precisely, we should say that part of the data of the Morse-Bott system is the com-
pactification M1px`, x´q and the identification (2.7). A similar remark applies to the rest of the
compactification axiom here and other compactification axioms later.
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For (2.8), this means that if x`, x0, x´ are distinct, and if p´ P Spx´q is
generic, then
M0px`, x0q ˆSpx0q
`
M 2px0, x´, p´qzM2px0, x´, p´q
˘
“ H,`
M 1px`, x0qzM1px`, x0q
˘
ˆSpx0q M1px0, x´, p´q “ H.
Remark 2.3. The Grading axiom is needed only to obtain a Z{2 grading on the
cascade homology of a Morse-Bott system. One can also modify this axiom to obtain
a relative Z{N -grading on the cascade homology; to do this, one requires that the
grading difference of two elements of X is a well-defined element of Z{N , such that
Mdpx`, x´q is nonempty only if |x`| ´ |x´| ” d mod N .
Remark 2.4. In many cases of interest, the following stronger version of the Finite-
ness axiom holds: there is an “action” function A : X Ñ R such that (i) for each
L P R, there are only finitely many x P X with Apxq ă L, and (ii) if Mdpx`, x´q ‰ H
then Apx`q ą Apx´q.
Remark 2.5. A stronger version of parts (b)–(d) of the Compactification axiom
would be that Mdpx`, x´q has a compactification to a smooth manifold with corners
Mdpx`, x´q for d “ 1, 2, 3, whose codimension 1 stratum is given by
BMdpx`, x´q “
ž
x0‰x`,x´
d``d´“d
p´1qd`Md`px`, x0q ˆSpx0q Md´px0, x´q.
Equations (2.7), (2.8), (2.9), and (2.10) would follow from this, and this is our moti-
vation for the signs in those equations.
Remark 2.6. Part (e) of the Compactification axiom holds automatically if we know
two additional properties: (i) Each of the compactifications in (2.7), (2.8), (2.9), and
(2.10) does not include any additional points aside from the boundary points of the
compactification. That is, as a set we have M1px`, x´qzM1px`, x´q “ BM1px`, x´q
etc. (ii) Fiber Product Transversality also holds for triple fiber products when the
sum of the dimensions of the factors is at most 3.
2.3 Morphisms of Morse-Bott systems
We now define a morphism of Morse-Bott systems. This is very similar to the def-
inition of a Morse-Bott system, but some signs are changed in the compactification
axiom: compare equations (2.5), (2.7), (2.8), (2.9), and (2.10) with equations (2.11),
(2.12), (2.13), (2.14), and (2.15) respectively. For more about these sign changes see
§3.5.
Definition 2.7. Let A1 “ pX1, |¨|1, S1,O
1,M1˚ , e
1
˘q and A2 “ pX2, |¨|2, S2,O
2,M2˚ , e
2
˘q
be Morse-Bott systems. A morphism Φ of Morse-Bott systems from A1 to A2 consists
of the following data for each x1 P X1, x2 P X2, and d P t0, 1, 2, 3u:
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• A “moduli space” Φdpx1, x2q, which is a smooth manifold of dimension d.
• “Evaluation maps”, which are smooth maps
e` : Φdpx1, x2q ÝÑ S1px1q,
e´ : Φdpx1, x2q ÝÑ S2px2q.
• An orientation of Φdpx1, x2q with values in e
˚
`O
1
x1
b e˚´O
2
x2
.
These are required to satisfy the following Grading, Finiteness, Fiber Product Transver-
sality, and Compactification properties:
(Grading) If Φdpx1, x2q is nonempty, then
d ” |x1|1 ´ |x2|2 ` 1 mod 2. (2.11)
(Finiteness) For each x1 P X1, there exist only finitely many x2 P X2 such that
Φdpx1, x2q is nonempty for some d P t0, 1, 2, 3u.
(Fiber Product Transversality) If x1, x
1
1
P X1 are distinct and x2 P X2, then all fiber
products
M1d1px1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2q
with d1 ` d ď 3 are cut out transversely. Likewise, if x1 P X1 and x2, x
1
2
P X2
are distinct, then all fiber products
Φdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q
with d` d2 ď 3 are cut out transversely.
(Compactification) Let x1 P X1 and x2 P X2. Let pp1, p2q P S1px1q ˆ S2px2q be
generic. In particular, assume that p1 is a regular value of all evaluation maps
e` on Md and Φd for d ď 2; p2 is a regular value of all evaluation maps e´ on
Md and Φd for d ď 2; and pp1, p2q is a regular value of e` ˆ e´ on Φdpx1, x2q
for d ď 3. Define Φdpx1, p1, x2q, Φdpx1, x2, p2q, and Φdpx1, p1, x2, p2q as in (2.6).
Assume also that all fiber products on the right hand sides of (2.13), (2.14) and
(2.15) below are cut out transversely. Then:
(a) The moduli space Φ0px1, x2q is compact, i.e. finite.
(b) Φ1px1, x2q has a compactification Φ1px1, x2q, whose boundary has an iden-
tification
BΦ1px1, x2q “
ž
x1
1
PX1ztx1u
d1`d“1
M1d1px1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2q
ğ ž
x1
2
PX2ztx2u
d`d2“1
p´1qdΦdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q.
(2.12)
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(c) Φ2px1, x2, p2q has a compactification Φ2px1, x2, p2q, whose boundary has an
identification
BΦ2px1, x2, p2q “
ž
x1
1
PX1ztx1u
d1`d“2
M1d1px1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2, p2q
ğ ž
x1
2
PX2ztx2u
d`d2“2
p´1qdΦdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2, p2q.
(2.13)
Likewise, Φ2px1, p1, x2q has a compactification Φ2px1, p1, x2q, whose bound-
ary has an identification
BΦ2px1, p1, x2q “
ž
x1
1
PX1ztx1u
d1`d“2
´M1d1px1, p1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2q
ğ ž
x1
2
PX2ztx2u
d`d2“2
p´1qd´1Φdpx1, p1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q.
(2.14)
(d) Φ3px1, p1, x2, p2q has a compactification Φ3px1, p1, x2, p2q, whose boundary
has an identification
BΦ3px1, p1, x2, p2q “
ž
x1
1
PX1ztx1u
d1`d“3
´M1d1px1, p1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2, p2q
ğ ž
x1
2
PX2ztx2u
d`d2“3
p´1qd´1Φdpx1, p1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2, p2q.
(2.15)
In each of the identifications (2.12), (2.13), (2.14), and (2.15), the boundary
orientation on the left hand side agrees with the fiber product orientation on the
right hand side. In (b), (c), and (d), the evaluation maps e˘ extend continuously
to the compactifications and satisfy e˘pu`, u´q “ e˘pu˘q.
(e) As in part (e) of the Compactification axiom in the definition of Morse-Bott
system, the right hand sides of (2.12), (2.13), (2.14) and (2.15) would not
include any extra points if we used compactifications. For example, for
(2.12), this means that if x1, x
1
1
P X1 are distinct and x2 P X2, then
pM
1
1
px1, x
1
1
qzM1
1
px1, x
1
1
qq ˆS1px11q Φ0px
1
1
, x2q “ H,
M1
0
px1, x
1
1
q ˆS1px11q pΦ1px
1
1
, x2qzΦ1px
1
1
, x2qq “ H,
(2.16)
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and if x1 P X1 and x2, x
1
2
P X2 are distinct, then
pΦ1px1, x
1
2
qzΦ1px1, x
1
2
qq ˆS2px12q M
2
0
px1
2
, x2q “ H,
Φ0px1, x
1
2
q ˆS2px12q pM
2
1
px1
2
, x2qzM
2
1
px1
2
, x2qq “ H.
(2.17)
Example 2.8. If A “ pX, | ¨ |, S,O,M˚, e˘q is a Morse-Bott system, then the identity
morphism from A to itself is defined as follows.
• For all x1, x2 P X , we have
Φ0px1, x2q “ H. (2.18)
• If x P X , then
Φdpx, xq “
$&
% Spxq, d “ 1,H, d ‰ 1.
The evaluation maps
e˘ : Φ1px, xq ÝÑ Spxq
are both defined to be the identity map. The orientation on Φ1px, xq with values
in
e˚`Ox b e
˚
´Ox “ Ox bOx “ Z
agrees with the orientation on Spxq.
• If x1, x2 P X are distinct, then
Φdpx1, x2q “ R ˆMd´1px1, x2q (2.19)
for each d P t1, 2, 3u. The evaluation maps e˘ on Φdpx1, x2q are pulled back
from the evaluation maps on Md´1px1, x2q. The orientation on Φdpx1, x2q is the
product orientation.
Lemma 2.9. If A is a Morse-Bott system, then the identity morphism Φ from A to
itself, defined in Example 2.8, is a morphism of Morse-Bott systems.
Proof. We need to check that the identity morphism Φ satisfies the Grading, Finite-
ness, Fiber Product Transversality, and Compactification axioms.
The Grading and Finiteness properties for Φ follow from the corresponding prop-
erties for A.
The Fiber Product Transversality property for Φ follows from the corresponding
property for A, together with the fact that fiber products with the identity map are
always cut out transversely.
We now prove the Compactification property for Φ. Part (a) follows immediately
from (2.18).
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To prove part (b) of Compactification, suppose first that x1 and x2 are equal,
to x P X . We need to check is that if x P X , then Φ1px, xq has a compactification
Φ1px, xq whose boundary has an identification
BΦ1px, xq “
ž
x1
1
PXztxu
d1`d“1
Md1px, x
1
1
q ˆSpx1
1
q Φdpx
1
1
, xq
ğ ž
x1
2
PXztxu
d`d2“1
p´1qdΦdpx, x
1
2
q ˆSpx1
2
q Md2px
1
2
, xq
(2.20)
as oriented 0-manifolds. Since Φ1px, xq is already compact, we can (and must) com-
pactify it by defining
Φ1px, xq “ Φ1px, xq.
This will then satisfy (2.20), because the right hand side of (2.20) is empty by (2.18).
Suppose now that x1 ‰ x2. To prove part (b) of Compactification in this case,
define
Φ1px1, x2q “ RˆM0px1, x2q, (2.21)
where R denotes the compactification of R obtained by adding two points at ˘8.
We need an identification
BΦ1px1, x2q “
ž
x1
1
‰x1
M1px1, x
1
1
q ˆSpx1
1
q Φ0px
1
1
, x2q
ğ ž
x1
1
‰x1
M0px1, x
1
1
q ˆSpx1
1
q Φ1px
1
1
, x2q
ğ ž
x1
2
‰x2
´Φ1px1, x
1
2
q ˆSpx1
2
q M0px
1
2
, x2q
ğ ž
x1
2
‰x2
Φ0px1, x
1
2
q ˆSpx1
2
q M1px
1
2
, x2q.
The left hand side of this equation, by definition, is M0px1, x2q \ ´M0px1, x2q. On
the right hand side, the first and last lines are empty by (2.18). The second line gives
M0px1, x2q when x
1
1
“ x2 by (2.2), and is empty when x
1
1
‰ x2 by the Fiber Product
Transversality property of A. Likewise, the third line gives ´M0px1, x2q.
Parts (c) and (d) of Compactification are proved similarly, setting
Φ2px1, x2, p2q “ RˆM1px1, x2, p2q
and so forth.
Part (e) of the Compactification axiom follows from the Fiber Product Transver-
sality property for A.
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2.4 Composition of morphisms
In order to compose morphisms, we need to make the following transversality hy-
potheses.
Definition 2.10. Let Ai “ pXi, | ¨ |i, Si,O
i,M i˚, e
i
˘q be Morse-Bott systems for i “
1, 2, 3. Let Φ be a morphism from A1 to A2, and let Ψ be a morphism from A2 to A3.
We say that the morphisms Φ and Ψ are composable if the following hold:
(a) All fiber products of the form
Φd1px1, x2q ˆS2px2q Ψd2px2, x3q
with d1 ` d2 ď 3 are cut out transversely.
(b) All fiber products of the form
M1d px
1
1
, x1q ˆS1px1q Φd1px1, x2q ˆS2px2q Ψd2px2, x3q,
Φd1px1, x2q ˆS2px2q Ψd2px2, x3q ˆS3px3q M
3
d px3, x
1
3
q
with d` d1 ` d2 ď 4 are cut out transversely.
(c) All fiber products of the form
pΦ1px1, x2qzΦ1px1, x2qq ˆS2px2q Ψdpx2, x3q,
Φdpx1, x2q ˆS2px2q pΨ1px2, x3qzΨ1px2, x3qq,
pΦ1px1, x2qzΦ1px1, x2qq ˆS2px2q pΨ1px2, x3qzΨ1px2, x3qq
with d ď 1 are cut out transversely. (In particular, the first two are empty when
d “ 0, and the third is always empty.)
(d) All of the following fiber products are empty:
pM
1
1
px1, x
1
1
qzM1
1
px1, x
1
1
qq ˆS1px11q Φ1px
1
1
, x2q ˆS2px2q Ψ0px2, x3q “ H,
pΦ1px1, x
`
2
qzΦ1px1, x
`
2
qq ˆS2px`2 q M
2
1
px`
2
, x´
2
q ˆS2px´2 q Ψ0px
´
2
, x3q “ H,
Φ0px1, x
`
2
q ˆS2px`2 q M
2
1
px`
2
, x´
2
q ˆS2px´2 q pΨ1px
´
2
, x3qzΨ1px
´
2
, x3qq “ H,
Φ0px1, x2q ˆS2px2q Ψ1px2, x
1
3
q ˆS3px13q pM
3
1
px1
3
, x3qzM
3
1
px1
3
, x3qq “ H.
(e) Analogues of conditions (c) and (d) hold in which one adds a point constraint
at a generic point p1 P S1px1q and increases the dimension of the first factor
by one, and/or adds add a point constraint at a generic point p3 P S3px3q and
increases the dimension of the last factor by one.
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Definition 2.11. Under the assumptions of Definition 2.10, suppose that the mor-
phisms Φ and Ψ are composable. The composition of Φ and Ψ is a morphism Ψ ˝ Φ
from A1 to A3 defined as follows: If x1 P X1 and x3 P X3 and d P t0, 1, 2, 3u, then
pΨ ˝ Φqdpx1, x3q “
ž
x2PX2
d1`d2“d`1
Φd1px1, x2q ˆS2px2q Ψd2px2, x3q, (2.22)
with the fiber product orientation. This is well defined by part (a) of the definition
of composability. The evaluation maps e` : pΨ ˝ Φqdpx1, x3q Ñ S1px1q and e´ :
pΨ ˝ Φqdpx1, x3q Ñ S3px3q are defined by e˘pu`, u´q “ e˘pu˘q.
Proposition 2.12. Under the assumptions of Definition 2.10, if the morphisms Φ
and Ψ are composable, then the composition Ψ ˝ Φ is a morphism7 of Morse-Bott
systems.
Proof. The Grading and Finiteness properties for Ψ ˝Φ follow from the Grading and
Finiteness properties for Φ and Ψ.
The Fiber Product Transversality property for Ψ ˝Φ follows from part (b) of the
assumption that Φ and Ψ are composable.
To prove the Compactification property for Ψ ˝ Φ, let x1 P X1 and x3 P X3. We
need to prove parts (a)–(e) of the Compactification property for x1 and x3.
(a) We need to prove that pΨ˝Φq0px1, x3q is finite. Suppose to get a contradiction
that pΨ ˝Φq0px1, x3q contains an infinite sequence of distinct elements tpu
i
1
, ui
2
qui“1,....
By the definition of pΨ ˝ Φq0px1, x3q, for each i, there is an element x
i
2
P X2, and a
pair of integers pdi
1
, di
2
q equal to p1, 0q or p0, 1q, such that
pui
1
, ui
2
q P Φdi
1
px1, x
i
2
q ˆS2pxi2q Ψdi2px
i
2
, x3q.
By the Finiteness property for Φ applied to x1, we can pass to a subsequence such
that all of the xi
2
are equal to a single element x2 P X2. We can also pass to a further
subsequence so that the di
1
are all equal to a single integer d1 P t0, 1u. Without loss
of generality, d1 “ 1. Thus for all i we have
pui
1
, ui
2
q P Φ1px1, x2q ˆS2px2q Ψ0px2, x3q.
Since Ψ0px2, x3q is finite, which we know by the Compactification property for Ψ,
we can pass to a subsequence so that all of the ui
2
are equal to a single element
u2 P Ψ0px2, x3q. By passing to a further subsequence, we can assume that the sequence
tui
1
ui“1,... converges to a point u
8
1
in the compactification Φ1px1, x2q, which is provided
by the Compactification property for Φ. By part (c) of the assumption that Φ and Ψ
are composable, we cannot have u8
1
P Φ1px1, x2qzΦ1px1, x2q. So u
8
1
P Φ1px1, x2q.
7More precisely, we can define compactifications pΨ ˝ Φq
1
px1, x3q etc. in a canonical way in order
to make Ψ ˝ Φ into a morphism of Morse-Bott systems.
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By part (a) of the assumption that Φ and Ψ are composable, the fiber product
Φ1px1, x2q ˆSpx2q Ψ0px2, x3q is cut out transversely, so the point pu
8
1
, u2q is isolated in
this fiber product. This contradicts the fact that there is a sequence of distinct points
pui
1
, u2q in the fiber product converging to it.
(b) We need to construct the compactification pΨ ˝ Φq
1
px1, x3q. By definition,
pΨ ˝ Φq1px1, x3q “
ž
x2PX2
d1`d2“2
Φd1px1, x2q ˆS2px2q Ψd2px2, x3q. (2.23)
We first define a preliminary compactification ČΨ ˝ Φ1px1, x3q, which is not the com-
pactification we want; the latter will be obtained from the former by identifying some
boundary points. The preliminary compactification is
ČpΨ ˝ Φq
1
px1, x3q “
ž
x2PX2
d1`d2“2
Φd1px1, x2q ˆS2px2q Ψd2px2, x3q, (2.24)
where the right hand side is to be interpreted as follows. When pd1, d2q “ p1, 1q, we
set
Φ1px1, x2q ˆS2px2q Ψ1px2, x3q “ Φ1px1, x2q ˆS2px2q Ψ1px2, x3q. (2.25)
It follows from parts (a) and (c) of the assumption that Φ and Ψ are composable that
this is a topological 1-manifold with boundary. When pd1, d2q “ p0, 2q, we cannot
make an analogous definition because Ψ2px2, x3q is not defined. Instead, by (2.3) we
can write
Φ0px1, x2q ˆS2px2q Ψ2px2, x3q “
ž
u1PΦ0px1,x2q
εpu1qΨ2px2, e´pu1q, x3q.
Here εpu1q P t˘1u denotes the orientation of the point u1 in Φ0px1, x2q. We then
define
Φ0px1, x2q ˆS2px2q Ψ2px2, x3q “
ž
u1PΦ0px1,x2q
εpu1qΨ2px2, e´pu1q, x3q. (2.26)
The case pd1, d2q “ p2, 0q is handled analogously.
To see that the preliminary compactification (2.24) is compact, note that by the
finiteness property for Φ, only finitely many triples px2, d1, d2q give nonempty con-
tributions to the right hand side of (2.24). When pd1, d2q “ p1, 1q, the contribution
(2.25) is by definition compact. When pd1, d2q “ p0, 2q, the contribution (2.26) is
compact because Φ0px1, x2q is finite and Ψ2px2, e´pu1q, x3q is compact by the Com-
pactification properties for Φ and Ψ. Likewise, each contribution with pd1, d2q “ p2, 0q
is compact.
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To proceed from the preliminary compactification to the actual compactification,
consider the following three oriented 0-manifolds:
E1 “
ž
x1
1
PX1ztx1u
x2PX2
d1`d2`d3“2
M1d1px1, x
1
1
q ˆS1px11q Φd2px
1
1
, x2q ˆS2px2q Ψd3px2, x3q,
E2 “
ž
x`
2
‰x´
2
PX2
d1`d2`d3“2
Φd1px1, x
`
2
q ˆS2px`2 q M
2
d2
px`
2
, x´
2
q ˆS2px´2 q Ψd3px
´
2
, x3q,
E3 “
ž
x2PX2
x1
3
PX3ztx3u
d1`d2`d3“2
p´1qd3´1Φd1px1, x2q ˆS2px2q Ψd2px2, x
1
3
q ˆS3px13q M
3
d3
px1
3
, x3q.
(2.27)
We claim now that there is a map
φ : B
´ČpΨ ˝ Φq
1
px1, x3q
¯
ÝÑ E1 \ E2 \ E3 (2.28)
with the following properties:
(i) Each point in E1 \ E3 has exactly one inverse image under φ. Each point in
E1 \ E3 has the same orientation as its inverse image under φ.
(ii) Each point in E2 has exactly two inverse images under φ, and these two inverse
images have opposite orientations.
Assuming (i) and (ii), we define
pΨ ˝ Φq
1
px1, x3q “ ČpΨ ˝ Φq1px1, x3q{ „,
where the equivalence relation „ identifies two points if they are on the boundary and
φ maps them to the same point in E2. By (i) and (ii), pΨ ˝ Φq1px1, x3q is an oriented
topological 1-manifold with oriented boundary given by
B
´
pΨ ˝ Φq
1
px1, x3q
¯
“ E1 \ E3.
This is the correct boundary, since we can rewrite
E1 “
ž
x1
1
PX1ztx1u
d1`d“1
M1d1px1, x
1
1
q ˆS1px11q pΨ ˝ Φqdpx
1
1
, x3q,
E3 “
ž
x1
3
PX3ztx3u
d`d3“1
p´1qdpΨ ˝ Φqdpx1, x
1
3
q ˆS3px13q M
3
d3
px1
3
, x3q.
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To define the map (2.28) and prove (i) and (ii), we now catalog all of the boundary
points of ČpΨ ˝ Φq
1
px1, x3q. To shorten the equations, given x2 P X2 and d1, d2 P N
with d1 ` d2 “ 2, define
Nd1,d2px2q “ Φd1px1, x2q ˆS2px2q Ψd2px2, x3q.
The preliminary compactification is the disjoint union of the compact oriented 1-
manifolds Nd1,d2px2q.
By equation (2.4) and part (b) of the Compactification property for Φ and Ψ, we
have
BN1,1px2q “
ž
x1
1
PX1ztx1u
d1`d“1
M1d1px1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2q ˆS2px2q Ψ1px2, x3q
ğ ž
x1
2
PX2ztx2u
d`d2“1
p´1qd2´1Φdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q ˆS2px2q Ψ1px2, x3q
ğ ž
x1
2
PX2ztx2u
d2`d“1
Φ1px1, x2q ˆS2px2q M
2
d2
px2, x
1
2
q ˆS2px12q Ψdpx
1
2
, x3q
ğ ž
x1
3
PX3ztx3u
d`d3“1
p´1qd3´1Φ1px1, x2q ˆS2px2q Ψdpx2, x
1
3
q ˆS3px13q M
3
d3
px1
3
, x3q.
(2.29)
Note that a priori, we should use Ψ1px2, x3q instead of Ψ1px2, x3q in the first two terms
on the right hand side, and Φ1px1, x2q instead of Φ1px1, x2q and Ψ1px2, x3q in the
last two terms. However no points in Φ1px1, x2qzΦ1px1, x2q or Ψ1px2, x3qzΨ1px2, x3q
contribute to the corresponding fiber products, by condition (d) in the assumption
that Φ and Ψ are composable.
By equation (2.26) and part (c) of the Compactification property for Ψ, we have
BN0,2px2q “
ž
x1
2
PX2ztx2u
d2`d“2
´Φ0px1, x2q ˆS2px2q M
2
d2
px2, x
1
2
q ˆS2px12q Ψdpx
1
2
, x3q
ğ ž
x1
3
PX3ztx3u
d`d3“2
p´1qd3´1Φ0px1, x2q ˆS2px2q Ψdpx2, x
1
3
q ˆS3px13q M
3
d3
px1
3
, x3q.
(2.30)
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Similarly, by part (c) of the Compactification property for Φ, we have
BN2,0px2q “
ž
x1
1
PX1ztx1u
d1`d“2
M1d1px1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2q ˆS2px2q Ψ0px2, x3q
ğ ž
x1
2
PX2ztx2u
d`d2“2
p´1qd2Φdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q ˆS2px2q Ψ0px2, x3q.
(2.31)
Now all of the boundary points of ČpΨ ˝ Φq
1
px1, x3q are listed on the right hand
sides of (2.29), (2.30), and (2.31). Each element of the right hand side of one of these
three equations in which the symbol x1k appears corresponds to a point in Ek. This
defines the map (2.28).
To prove (i) and (ii), we need to count how many times each point in (2.27) appears
on the right hand side of (2.29), (2.30), or (2.31), as x2 ranges over X2, and compare
orientations. Note that the fiber products in (2.27) are empty when pd1, d2, d3q equals
p2, 0, 0q or p0, 0, 2q. The remaining possibilities for pd1, d2, d3q are p1, 1, 0q, p1, 0, 1q,
p0, 1, 1q, and p0, 2, 0q. We then see by inspection that each point in E1 or E3 appears
exactly once on the right hand side of (2.29), (2.30), or (2.30), with the same sign
as in (2.27). On the other hand, each point in E2 appears exactly twice on the right
hand side of (2.30), (2.30), or (2.31), once with x2 “ x
`
2
and once with x2 “ x
´
2
, and
these two appearances have opposite signs.
Parts (c) and (d) of the Compactification property are proved by the same argu-
ment as part (b), but with point constraints at p` and/or p´ inserted everywhere.
To prove part (e) of the Compactification property, we will just explain (2.16),
as (2.17) is proved symmetrically, and the rest is proved analogously with point
constraints at p` and/or p´ inserted.
To prove the first line of (2.16), we need to show that
pM
1
1
px1, x
1
1
qzM1
1
px1, x
1
1
qq ˆS1px11q Φd1px
1
1
, x2q ˆΨd2px2, x3q “ H
whenever d1 ` d2 “ 1. When d1 “ 0 this follows from the fact that Φ is a morphism.
When d1 “ 1 this follows from condition (d) in the definition of composable.
To prove the second line of (2.16), we need to show that
M1
0
px1, x
1
1
q ˆS1px11q ppΨ ˝ Φq1px
1
1
, x3qzpΨ ˝ Φq1px
1
1
, x3qq “ H. (2.32)
The second factor, pΨ ˝ Φq
1
zpΨ ˝ Φq1, consists of points in pΦ1zΦ1q ˆSpx2q Ψ1 and
Φ1 ˆSpx2q pΨ1zΨ1q, as well as points as in (2.27). In each case, the contributions
to the fiber product (2.32) are empty, either by condition (d) in the definition of
composable, or by the fact that Φ is a morphism.
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Remark 2.13. Our definition of “identity morphism” is a slight abuse of terminology,
for the following reason. Let A1 and A2 be Morse-Bott systems, let Φ be a morphism
from A1 to A2, and let I
i denote the identity morphism from Ai to itself for i “ 1, 2.
Then:
• I1 and Φ are not necessarily composable; likewise Φ and I2 are not necessar-
ily composable. Composability with the identity requires Φ to satisfy slightly
stronger transversality conditions than in the definition of “morphism”.
• Even when composability holds, the compositions Φ ˝ I1 and I2 ˝ Φ are not
quite equal to Φ; the moduli spaces for the compositions are larger than the
moduli spaces for Φ because of additional contributions coming from (2.19).
For example, for x1, x2 distinct we have
pI2 ˝ Φq1px1, x2q “Φ1px1, x2qğ
Rˆ
ž
x1
2
PX2ztx2u
Φ1px1, x
1
2
q ˆSpx1
2
q M
2
0
px1
2
, x2q.
The compactification pI2 ˝ Φq
1
px1, x2q then includes an extra piece
Rˆ
ž
x1
2
PX2ztx2u
Φ1px1, x
1
2
q ˆSpx1
2
q M
2
0
px1
2
, x2q. (2.33)
The evaluation maps are constant on each component of (2.33). In the con-
struction in Proposition 2.12, each component of (2.33) is glued onto the corre-
sponding boundary point of Φ1px1, x2q at the point where the R coordinate is
´8.
Remark 2.14. Although we will not need this, one can also show that the compo-
sition of three morphisms is associative, assuming that all morphisms and pairwise
compositions in question are composable. This follows from (2.22) and the associa-
tivity of fiber product, together with a check that the compactifications agree.
2.5 Homotopies of morphisms
Definition 2.15. Let A1 “ pX1, }¨}1, S1,O
1,M1˚ , e
1
˘q andA2 “ pX2, }¨}2, S2,O
2,M2˚ , e
2
˘q
be Morse-Bott systems. Let Φ and Φ1 be morphisms from A1 to A2. A homotopy
K from Φ to Φ1 consists of the following data for each x1 P X1, x2 P X2, and
d P t0, 1, 2, 3u:
• A “moduli space” Kdpx1, x2q, which is a smooth manifold of dimension d.
• “Evaluation maps”, which are smooth maps
e` : Kdpx1, x2q ÝÑ S1px1q,
e´ : Kdpx1, x2q ÝÑ S2px2q.
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• An orientation of Kdpx1, x2q with values in e
˚
`O
1
x1
b e˚´O
2
x2
.
These are required to satisfy the following Grading, Finiteness, Fiber Product Transver-
sality, and Compactification properties:
(Grading) If Kdpx1, x2q is nonempty, then
d ” |x1|1 ´ |x2|2 ` 2 mod 2.
(Finiteness) For each x1 P X1, there exist only finitely many x2 P X
2 such that
Kdpx1, x2q is nonempty for some d P t0, 1, 2, 3u.
(Fiber Product Transversality) This condition is the same as in the definition of
“morphism”, but with Φd replaced by Kd.
(Compactification) Let x1 P X
1 and x2 P X
2. Let pp1, p2q P S1px1q ˆ S2px2q be
generic. Define Kdpx1, p1, x2q, Kdpx1, x2, p2q, and Kdpx1, p1, x2, p2q as in (2.6).
Suppose that p1 is a regular value of all evaluation maps e` on M
1
d , Φd, Φ
1
d, and
Kd for d ď 2; p2 is a regular value of all evaluation maps e´ on M
2
d , Φd, Φ
1
d, and
Kd for d ď 2; and pp1, p2q is a regular value of e`ˆ e´ on Φdpx1, x2q, Φ
1
dpx1, x2q,
and Kdpx1, x2q for d ď 3. Then:
(a) The moduli space K0px1, x2q is compact, i.e. finite.
(b) K1px1, x2q has a compactification K1px1, x2q, whose boundary has an iden-
tification
BK1px1, x2q “ ´ Φ0px1, x2q
ğ
Φ1
0
px1, x2qğ ž
x1
1
PX1ztx1u
d1`d“1
p´1qd1M1d1px1, x
1
1
q ˆS1px11q Kdpx
1
1
, x2q
ğ ž
x1
2
PX2ztx2u
d`d2“1
p´1qdKdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q.
(2.34)
(c) K2px1, x2, p2q has a compactification K2px1, x2, p2q, whose boundary has
an identification
BK2px1, x2, p2q “ ´ Φ1px1, x2, p2q
ğ
Φ1
1
px1, x2, p2qğ ž
x1
1
PX1ztx1u
d1`d“2
p´1qd1M1d1px1, x
1
1
q ˆS1px11q Kdpx
1
1
, x2, p2q
ğ ž
x1
2
PX2ztx2u
d`d2“2
p´1qdKdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2, p2q.
(2.35)
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Similarly, K2px1, p1, x2q has a compactificationK2px1, p1, x2q, whose bound-
ary has an identification
BK2px1, p1, x2q “Φ1px1, p1, x2q
ğ
´Φ1
1
px1, p1, x2qğ ž
x1
1
PX1ztx1u
d1`d“2
p´1qd1´1M1d1px1, p1, x
1
1
q ˆS1px11q Kdpx
1
1
, x2q
ğ ž
x1
2
PX2ztx2u
d`d2“2
p´1qd´1Kdpx1, p1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q.
(2.36)
(d) K3px1, p1, x2, p2q has a compactification K3px1, p1, x2, p2q, whose boundary
has an identification
BK3px1, p1, x2, p2q “Φ2px1, p1, x2, p2q
ğ
´Φ1
2
px1, p1, x2, p2qğ ž
x1
1
PX1ztx1u
d1`d“3
p´1qd1´1M1d1px1, p1, x
1
1
q ˆS1px11q Kdpx
1
1
, x2, p2q
ğ ž
x1
2
PX2ztx2u
d`d2“3
p´1qd´1Kdpx1, p1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2, p2q.
(2.37)
In (b), (c), and (d), the evaluation maps e˘ extend continuously to the com-
pactifications and satisfy e˘pu`, u´q “ e˘pu˘q.
(e) As in part (e) of the Compactification axiom in the definition of Morse-Bott
system, the right hand sides of (2.34), (2.35), (2.36) and (2.37) would not
include any extra points if we used compactifications.
3 Cascade homology
In this section, we define the cascade homology of a Morse-Bott system. We show
that cascade homology is functorial with respect to morphisms of Morse-Bott systems,
and that the induced maps on cascade homology are invariant under homotopy of
morphisms.
3.1 Setup
Let A “ pX, | ¨ |, S,O,M˚, e˘q be a Morse-Bott system. We are going to define its
cascade homology, which is a Z{2-graded Z-module, denoted by H˚ pAq. To do so,
we need to make a generic choice of a point px P Sx for each x P X . In particular, we
require that:
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• px is a regular value of all evaluation maps
e´ : Mdpx`, xq ÝÑ Sx,
e` : Mdpx, x´q ÝÑ Sx
for each x P X and d ď 2.
• ppx`, px´q is a regular value of
e` ˆ e´ : Mdpx`, x´q ÝÑ Spx`q ˆ Spx´q
for each pair of distinct points x`, x´ P X and each d ď 3.
We denote the set of choices tpxuxPX by P. Below we will define the cascade chain com-
plex pC˚ pA,Pq, Bq. The homology of this chain complex will be denoted by H

˚ pA,Pq.
We will later show that this homology does not depend on P, and so we can denote
it by H˚ pAq.
The chain complex C˚ pA,Pq is the sum over x P X of two copies of Oxppxq. To
describe this a bit more conveniently, fix a generator of Oxppxq for each x P S. Then
the chain complex C˚ pA,Pq is freely generated over Z, with two generators for each
x P X . We denote these generators by px and qx. The mod 2 grading of qx equals |x|,
while the mod 2 grading of px equals |x| ` 1.
3.2 Cascade moduli spaces: definition
To define the differential B on the chain complex C˚ pA,Pq, we need to introduce
cascade moduli spaces. Roughly speaking, we will consider “cascades” that start atpx` or qx` and end at px´ or qx´. When we start at qx` there is an initial point constraint,
and we end at px´ there is a final point constraint. Now for the precise definitions.
3.2.1 Notation and simple cases
To define cascade moduli spaces, we need the following notation. Define the “cyclic
fiber product”
Md1px0, x1q 	
Spx1q
Md2px1, x2q 	
Spx2q
¨ ¨ ¨ 	
Spxk´1q
Mdk´1pxk´1, xkq (3.1)
to be the set of k-tuples pu1, . . . , ukq such that:
• ui PMdipxi´1, xiq for each i “ 1, . . . , k.
• For each i “ 1, . . . , k ´ 1, the points pxi , e´puiq, e`pui`1q are distinct and posi-
tively cyclically ordered with respect to the orientation of Spxiq.
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In (3.1), we can also replace the first factor by Md1px0, px0 , x1q, in which case we re-
quire that u1 PMd1px0, p0, x1q; and we can replace the last factor byMdkpxk´1, xk, pxkq,
in which case we require that uk P Mdkpxk´1, xk, pxkq. On each of these cylic fiber
products, there is an evaluation map e` with values in Spx0q, and an evaluation map
e´ with values in Spxkq.
Also, we define M˚d px`, x´q to be the set of u P Mdpx`, x´q such that e`puq ‰
px` and e´puq ‰ px´. Similarly, we define M
˚
d px`, p`, x´q to be the set of u P
Mdpx`, p`, x´q such that e´puq ‰ p´; and we define M
˚
d px`, x´, p´q to be the set of
u PMdpx`, x´, px´q such that e`puq ‰ px`.
For x`, x´ P X and d P t0, 1u, we now define four cascade moduli spacesM

d ppx`, px´q,
Md ppx`, qx´q, Md pqx`, px´q, and Md pqx`, qx´q. These will be open smooth manifolds of
dimension d, with orientations valued in Ox`ppx`q bOx´ppx´q.
The simplest case is where x` “ x´. In this case we define
Md ppx, pxq “Md pqx, pxq “Md pqx, qxq “ H (3.2)
and
Md ppx, qxq “
$&
% tSx, pxu, if d “ 0,H otherwise. (3.3)
That is, the set M
0
ppx, qxq has two elements, which we label as Sx and px. To complete
this definition, we need to specify the orientation of M
0
ppx, qxq with values in
Oxppxq bOxppxq “ Z.
That is, we need to attach a sign to each of the two points Sx and px. If the local
system Ox is trivial, then Sx has positive sign and px has negative sign. If the local
system Ox is not trivial, then Sx and px both have negative signs.
Remark 3.1. The above convention is the reason for the ´2 in equation (1.1). Com-
bined with the rather natural orientation conventions below, the above convention is
necessary for the orientations to work out in Proposition 3.2(b) below.
We now define the cascade moduli spaces when x` ‰ x´.
3.2.2 Unconstrained cascade moduli spaces
If x` ‰ x´, we define
Md ppx`, qx´q “ž
kě1
ž
x`“x0,x1,...,xk“x´
ž
d1`¨¨¨`dk“d
M˚d1px0, x1q 	
Spx1q
M˚d2px1, x2q 	
Spx2q
¨ ¨ ¨ 	
Spxk´1q
M˚dkpxk´1, xkq.
(3.4)
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The orientation of Md ppx`, qx´q with values in Ox`ppx`q bOx´ppx´q is defined as
follows. Consider a point
pu1, . . . , ukq PM
˚
d1
px0, x1q 	
Spx1q
M˚d2px1, x2q 	
Spx2q
¨ ¨ ¨ 	
Spxk´1q
M˚dkpxk´1, xkq
ĂMd ppx`, qx´q.
At ui, the moduli space Mdipxi´1, xiq a priori has an orientation with values in
Oxi´1pe`puiqqbOxipe´puiqq. The cyclic fiber product is an open subset of the product
of these moduli spaces for i “ 1, . . . , k. Thus taking the product of these orienta-
tions in order from i “ 1 to k, we obtain an orientation of the cascade moduli space
Md ppx`, qx´q at the point pu1, . . . , ukq with values in
kâ
i“1
Oxi´1pe`puiqq bOxipe´puiqq. (3.5)
Now there is an isomorphism
Ox`ppx`q “ Ox0ppx0q » Ox0pe`pu1qq (3.6)
obtained by parallel transport in Ox0 along a positively oriented path in Spx0q from
px0 to e`pu1q. Similarly, for i “ 1, . . . , k “ 1 we have an isomorphism
Oxipe´puiqq » Oxipe`pui`1qq (3.7)
obtained by parallel transport in Oxi along a positively oriented path in Spxiq from
e´puiq to e`pui`1q. Finally, there is an isomorphism
Oxkpe´pukqq » Oxkppxkq “ Ox´ppx´q (3.8)
obtained by parallel transport in Oxk along a positively oriented path in Spxkq from
e´pukq to pxk . Combining the isomorphisms (3.6), (3.7) and (3.8) allows us to identify
(3.5) as
kâ
i“1
Oxi´1pe`puiqq bOxipe´puiqq » Ox`ppx`q bOx´ppx´q.
Thus we obtain an orientation of Md ppx`, qx´q at the point pu1, . . . , ukq with values
in Ox0ppx0q b Oxkppxkq. As pu1, . . . , ukq moves in M

d ppx`, px´q, this orientation is
continuous, because:
• Since we are using M˚d1px0, x1q in (3.4), so that px0 ‰ e`pu1q, the isomorphism
(3.6) varies continuously.
• For i “ 1, . . . , k “ 1, since we use the “cyclic fiber product” condition 	
Spxiq
in
(3.4), so that e´puiq ‰ e`pui`1q, the isomorphism (3.7) varies continuously.
• Since we are usingM˚dkpxk´1, xkq in (3.4), so that e´pukq ‰ pxk , the isomorphism
(3.8) varies continuously.
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3.2.3 Constrained cascade moduli spaces
Let x`, x´ P X be distinct. We define
Md pqx`, qx´q “ž
kě1
ž
x`“x0,x1,...,xk“x´
ž
d1`¨¨¨`dk“d`1
M˚d1px0, px0, x1q 	
Spx1q
M˚d2px1, x2q 	
Spx2q
¨ ¨ ¨ 	
Spxk´1q
M˚dkpxk´1, xkq.
(3.9)
This is oriented as in (3.4), except that now we can dispense with the isomorphism
(3.6). We define
Md ppx`, px´q “ž
kě1
ž
x`“x0,x1,...,xk“x´
ž
d1`¨¨¨`dk“d`1
M˚d1px0, x1q 	
Spx1q
M˚d2px1, x2q 	
Spx2q
¨ ¨ ¨ 	
Spxk´1q
M˚dkpxk´1, xk, pxkq.
(3.10)
This is oriented as in (3.4), except that here we can dispense with the isomorphism
(3.8). Finally, we define
Md pqx`, px´q “Md`2px`, px`, x´, px´qğž
kě2
ž
x`“x0,x1,...,xk“x´
ž
d1`¨¨¨`dk“d`2
M˚d1px0, px0, x1q 	
Spx1q
M˚d2px1, x2q 	
Spx2q
¨ ¨ ¨ 	
Spxk´1q
M˚dkpxk´1, xk, pxkq.
(3.11)
This is oriented as in (3.4), except that now we can dispense with the isomorphisms
(3.6) and (3.8).
3.3 Cascade moduli spaces: the key property
Recall from §3.1 that P denotes the set of choices tpxuxPX .
Proposition 3.2. Let x`, x´ P X. Fix rx` to denote one of px` or qx`; and fix rx´ to
denote one of px´ or qx´. If P is generic then:
(a) The cascade moduli space M
0
prx`, rx´q is finite.
(b) The cascade moduli space M
1
prx`, rx´q has a compactification M1 prx`, rx´q with
boundary
BM

1
prx`, rx´q “ž
yPX
M
0
prx`, qyq ˆM0 pqy, rx´q
ğž
yPX
M
0
prx`, pyq ˆM0 ppy, rx´q.
(3.12)
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In (3.12), the boundary orientation on the left hand side agrees with the product
orientation on the right hand side.
Proof. (a) By (3.2) and (3.3), we can assume that x` ‰ x´.
In the unconstrained case when rx` “ px` and rx´ “ qx´, so that all factors in the
cascade (3.4) live in 0-dimensional moduli spaces M0pxi´1, xiq, the desired finiteness
ofM
0
ppx`, qx´q follows from the Finiteness axiom and part (a) of the Compactification
axiom.
If instead we have rx` “ qx`, then we also need to know thatM1px`, px`, xq is finite
for every x ‰ x`. Suppose to get a contradiction that there is an infinite sequence
tuiui“1,... of distinct elements of M1px`, px`, xq. By part (b) of the Compactification
axiom, we can pass to a subsequence so that tuiu converges to a point u8 PM 1px`, xq
with e`pu8q “ px`. If u8 P M1px`, xq, this contradicts the assumption that px` is
a regular value of e`. Thus u8 P M 1px`, xqzM1px`, xq. Since the latter set is finite,
if px` is generic then it is not in e` of this set, which is also a contradiction. There-
fore, if P is generic then M1px`, px`, xq is finite for every x ‰ x`, and consequently
M
0
pqx`, qx´q is finite.
Similar arguments show that if P is generic then M1px, x´, px´q is finite for every
x ‰ x´, and M2px`, px` , x´, px´q is finite. We then likewise deduce that M

0
ppx`, px´q
and M
0
pqx`, px´q are finite.
(b) If x` “ x´, then M

1
prx`, rx´q “ H by definition, so we can (and must) take
the compactification to be the empty set. The right hand side of (3.12) is also empty;
otherwise we could make arbitrarily long chains of nonempty moduli spaces, violating
the Finiteness axiom.
Suppose now that x` ‰ x´. There are four cases to consider, depending on
whether rx` equals px` or qx`, and whether rx´ equals px´ or qx´. We will just consider
the case where rx` “ px` and rx´ “ px´; the proofs in the other cases use the same
ideas. We now need to show that M
1
ppx`, px´q has a compactification M1 ppx`, px´q
with oriented boundary
BM

1
ppx`, px´q “ž
yPX
M
0
ppx`, qyq ˆM0 pqy, px´q
ğž
yPX
M
0
ppx`, pyq ˆM0 ppy, px´q.
(3.13)
Recall that
M
1
ppx`, px´q “ž
kě1
ž
x`“x0,x1,...,xk“x´
ž
d1`¨¨¨`dk“2
M˚d1px0, x1q 	
Spx1q
M˚d2px1, x2q 	
Spx2q
¨ ¨ ¨ 	
Spxk´1q
M˚dkpxk´1, xk, pxkq.
(3.14)
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Note that if pu1, . . . , ukq is in the above moduli space, then only one of the factors ui is
in a 1-dimensional moduli space; this isM˚
1
pxi´1, xiq if i ă k, and M
˚
2
pxk´1, xk, pxkq if
i “ k. Every other ui is rigid, i.e. in a 0-dimensional moduli space; this isM
˚
0
pxi´1, xiq
if i ă k and M˚
1
pxk´1, xk, pxkq if i “ k.
The idea of the proof of (3.13) is that the moduli space (3.14) has ends where one
of the following happens: (i) the non-rigid ui approaches an end of its moduli space;
(ii) e`puiq approaches e´pui´1q (when i ą 1); (iii) e´puiq approaches e`pui`1q (when
i ă k); (iv) e`puiq approaches pxi´1; or (v) e´puiq approaches pxi (when i ă k). We
can compactify the moduli space by gluing together ends of the form (i), (ii), and
(iii), and adding boundary points for ends of the form (iv) and (v). Boundary points
of type (iv) correspond to the first line on the right hand side of (3.13), and boundary
points of type (v) correspond to the second line of (3.13).
To be more precise, and to explain how the orientations work, note that there are
four possibilities for the i such that ui is not rigid: 1 “ i “ k, 1 “ i ă k, 1 ă i “ k,
or 1 ă i ă k. Accordingly, we can write
M
1
ppx`, px´q “M˚2 px`, x´, px´qğ ž
x`‰x1‰x´
M˚
1
px`, x
1q 	
Spx1q
M
0
ppx1, px´q
ğ ž
x`‰x1‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
2
px1, x´, px´q
ğ ž
x`‰x1‰x2‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
1
px1, x2q 	
Spx2q
M
0
ppx2, px´q.
We first define a “partial compactification” of M
1
ppx`, px´q by compactifying the
1-dimensional moduli spaces above, to get
ĂM
1
ppx`, px´q “ F1 \ F2 \ F3 \ F4
where
F1 “M
˚
2
px`, x´, px´q,
F2 “
ž
x`‰x1‰x´
M
˚
1
px`, x
1q 	
Spx1q
M
0
ppx1, px´q,
F3 “
ž
x`‰x1‰x´
M
0
ppx`, qx1q 	
Spx1q
M
˚
2
px1, x´, px´q,
F4 “
ž
x`‰x1‰x2‰x´
M
0
ppx`, qx1q 	
Spx1q
M
˚
1
px1, x2q 	
Spx2q
M
0
ppx2, px´q.
Here M
˚
2
px`, x´, px´q denotes the set of u P M 2px`, x´, px´q such that e`puq ‰ px` ,
and so forth; and the cyclic fiber products are oriented as before.
32
By parts (b) and (c) of the Compactification axiom, the oriented boundaries of
the four parts of the partial compactification are given by
BF1 “
ž
x`‰x1‰x´
M˚
0
px`, x
1q ˆSpx1q M
˚
2
px1, x´, px´q
´
ž
x`‰x1‰x´
M˚
1
px`, x
1q ˆSpx1q M
˚
1
px1, x´, px´q,
BF2 “
ž
x`‰x1‰x2‰x´
M˚
0
px`, x
1q ˆSpx1q M
˚
1
px1, x2q 	
Spx2q
M
0
ppx2, px´q
´
ž
x`‰x1‰x2‰x´
M˚
1
px`, x
1q ˆSpx1q M
˚
0
px1, x2q 	
Spx2q
M
0
ppx2, px´q,
BF3 “
ž
x`‰x1‰x2‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
0
px1, x2q ˆSpx2q M
˚
2
px2, x´, px´q
´
ž
x`‰x1‰x2‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
1
px1, x2q ˆSpx2q M
˚
1
px2, x´, px´q,
BF4 “
ž
x`‰x1‰x2‰x3‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
0
px1, x2q ˆSpx2q M
˚
1
px2, x3q 	
Spx3q
M
0
ppx3, px´q
´
ž
x`‰x1‰x2‰x3‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
1
px1, x2q ˆSpx2q M
˚
0
px2, x3q 	
Spx3q
M
0
ppx3, px´q.
Note that we can use starred moduli spaces in the above equations, by our assumption
that each point px is a regular value of all evaluation maps e˘.
We can combine the above four equations to obtain the following formula for the
boundary of the partial compactification:
BĂM
1
ppx`, px´q “ ž
x`‰x1‰x´
M
0
ppx`, qx1q ˆSpx1q M1 ppx1, px´q
´
ž
x`‰x1‰x´
M
1
ppx`, qx1q ˆSpx1q M0 ppx1, px´q. (3.15)
Here the first line of (3.15) corresponds to the first lines of the previous four equations.
The partial compactification also has ends, where e` or e´ of the non-rigid factor
approaches a forbidden value. We now classify these. Here the signs are determined
by the orientation conventions in §2.1 and Convention 2.2.
To start, there are ends of F1 where e` approaches px` from either side. Thus
EndspF1q “M

0
ppx`, qx`q ˆM2px`, px`, x´, px´q. (3.16)
Note that since we are assuming that the points px` and px´ are generic, we do not
need a bar on M2 in this equation.
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Next, there are ends of F2 where e` of the first factor approaches px` , where e´
of the first factor approaches px1, and where e´ of the first factor approaches e` of
the second factor. Thus
EndspF2q “
ž
x`‰x1‰x´
M
0
ppx`, qx`q ˆM˚1 px`, px`, x1q 	
Spx1q
M
0
ppx1, px´q
`
ž
x`‰x1‰x´
M˚
1
px`, x
1, px1q ˆM

0
ppx1, px´q
`
ž
x`‰x1‰x´
M˚
1
px`, x
1q ˆSpx1q M

0
ppx1, px´q.
(3.17)
Note that we do not need bars on M1 in the first two lines of this equation because
px` and px´ are generic; and we do not need a bar on M1 in the third line by part
(e) of the Compactification axiom.
Next, there are ends of F3 where e` of the second factor approaches px1, and where
e` of the second factor approaches e´ of the first factor. Thus
EndspF3q “
ž
x`‰x1‰x´
M
0
ppx`, qx1q ˆM2px1, px1, x´, px´q
´
ž
x`‰x1‰x´
M
0
ppx`, qx1q ˆSpx1q M˚2 px1, x´, px´q, (3.18)
where we do not need bars on M2 as before.
Finally, there are ends of F4 where e` of the second factor approaches px1, where
e` of the second factor approaches e´ of the first factor, where e´ of the second factor
approaches px2 , and where e´ of the second factor approaches e` of the third factor.
Similarly to the above, we obtain
EndspF4q “
ž
x`‰x1‰x2‰x`
M
0
ppx`, qx1q ˆM˚1 px1, px1, x2q 	
Spx2q
M
0
ppx2, px´q
´
ž
x`‰x1‰x2‰x´
M
0
ppx`, qx1q ˆSpx1q M˚1 px1, x2q 	
Spx2q
M
0
ppx2, px´q
`
ž
x`‰x1‰x2‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
1
px1, x2, px2q ˆM

0
ppx2, px´q
`
ž
x`‰x1‰x2‰x´
M
0
ppx`, qx1q 	
Spx1q
M˚
1
px1, x2q ˆSpx2q M

0
ppx2, px´q.
(3.19)
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Putting the above four equations together, we obtain
EndspĂM
1
ppx`, px´qq “ ´ ž
x`‰x1‰x´
M
0
ppx`, qx1q ˆSpx1q M1 ppx1, px´q
`
ž
x`‰x1‰x´
M
1
ppx`, qx1q ˆSpx1q M0 ppx1, px´q
`
ž
y
M
0
ppx`, qyq ˆM0 pqy, px´q
`
ž
y
M
0
ppx`, pyq ˆM0 ppy, px´q.
(3.20)
Here the first line of (3.20) corresponds to the second lines of (3.18) and (3.19); the
second line of (3.20) corresponds to the third line of (3.17) and the fourth line of
(3.19); the third line of (3.20) corresponds to the first lines of (3.16), (3.17), (3.18),
and (3.19); and the fourth line of (3.20) corresponds to the second line of (3.17) and
the third line of (3.19).
To conclude, the first two lines of (3.20) match the corresponding lines of (3.15),
but with opposite orientations. Thus we can glue these ends and boundary points
together, and add points corresponding to the last two lines of (3.20), to obtain the
desired compactification of M
1
ppx`, px´q satisfying (3.13).
3.4 Definition of cascade homology
We already explained in §3.1 how to define the Z{2-graded chain module C˚ pA,Pq.
Definition 3.3. We define the differential
B : C˚ pA,Pq ÝÑ C

˚´1pA,Pq
as follows. Let x P X , and fix rx to denote one of px or qx. Define
Brx “ ÿ
yPX
´
#M
0
prx, qyq qy `#M
0
prx, pyq py¯ .
Here #M
0
denotes the signed count of points in M
0
; it follows from Proposi-
tion 3.2(a) that this is well defined. Furthermore, the Finiteness axiom guarantees
that the whole sum is finite. It follows from the Grading axiom that B decreases the
mod 2 grading by 1. Finally, Proposition 3.2(b) shows that B2 “ 0.
Definition 3.4. We define the cascade homology H˚ pA,Pq to be the homology of
the chain complex
´
C˚ pA,Pq, B
¯
.
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3.5 The conjugate of a Morse-Bott system
To clarify some signs in the definition of induced maps on cascade homology, it will
help to consider a modification of a Morse-Bott system in which the orientation on
each moduli space Md is multiplied by p´1q
d.
Definition 3.5. If A “ pX, | ¨ |, S,O,M˚, e˘q is a Morse-Bott system, define its
conjugate A “ pX, | ¨ |, S,O,M˚, e˘q, where
Mdpx`, x´q “ p´1q
dMdpx`, x´q.
Note that the conjugate of a Morse-Bott system is also a Morse-Bott system,
because when we pass to the conjugate, for each of the equations (2.7)–(2.10), both
sides change sign in the same way. Conjugation also does not affect the cascade
homology: It follows from the Grading axiom that the chain complexes C˚ pA,Pq and
C˚ pA,Pq are isomorphic via the involution which multiplies each generator qx or px by
p´1q|x|.
For our purposes, a slightly different involution will be more useful:
Definition 3.6. Define
τ : C˚ pA,Pq ÝÑ C

˚ pA,Pq
by τpqxq “ qx and τppxq “ ´px.
Lemma 3.7. Let B denote the differential on C˚ pA,Pq. Then
Bτ “ ´τB.
Proof. By (3.4) and (3.11), the differentials from hat generators to check generators
or vice-versa count cascades with total moduli space dimension even. By (3.9) and
(3.10), the differentials between check and check generators, or between hat and hat
generators, count cascades with total moduli space dimension odd.
The reason why conjugation is useful is that if Φ : A1 Ñ A2 is a morphism of
Morse-Bott systems, then we can rewrite equations (2.12)–(2.15) using the conjugate
of A1 (but not the conjugate of A2) to obtain nicer signs, which look just like the
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signs in equations (2.7)–(2.10). Namely, we have
BΦ1px1, x2q “
ž
x1
1
PX1ztx1u
d1`d“1
p´1qd1M1d1px1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2q
ğ ž
x1
2
PX2ztx2u
d`d2“1
p´1qdΦdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q,
BΦ2px1, x2, p2q “
ž
x1
1
PX1ztx1u
d1`d“2
p´1qd1M1d1px1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2, p2q
ğ ž
x1
2
PX2ztx2u
d`d2“2
p´1qdΦdpx1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2, p2q,
BΦ2px1, p1, x2q “
ž
x1
1
PX1ztx1u
d1`d“2
p´1qd1´1M1d1px1, p1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2q
ğ ž
x1
2
PX2ztx2u
d`d2“2
p´1qd´1Φdpx1, p1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2q,
BΦ3px1, p1, x2, p2q “
ž
x1
1
PX1ztx1u
d1`d“3
p´1qd1´1M1d1px1, p1, x
1
1
q ˆS1px11q Φdpx
1
1
, x2, p2q
ğ ž
x1
2
PX2ztx2u
d`d2“3
p´1qd´1Φdpx1, p1, x
1
2
q ˆS2px12q M
2
d2
px1
2
, x2, p2q.
(3.21)
3.6 Induced maps on cascade homology
Let A1 “ pX1, | ¨ |1, S1,O
1,M1˚ , e
1
˘q and A2 “ pX2, | ¨ |2, S2,O
2,M2˚ , e
2
˘q be Morse-Bott
systems, and let Φ : A1 Ñ A2 be a morphism of Morse-Bott systems. Let pP1,P2q be
a generic pair of choices as needed to define the cascade chain complexes C˚ pA1,P1q
and C˚ pA2,P2q. We now define a chain map
Φ7 : C

˚ pA1,P1q ÝÑ C

˚ pA2,P2q.
The idea is to define Φ7 by counting “hybrid” cascades consisting of some ele-
ments of M1d , followed by an element of Φd, followed by some elements of M
2
d , with
total moduli space dimension zero (after point constraints are taken into account).
The chain map equation arises by considering such cascades with total moduli space
dimension one. In order to simplify the notation when defining this precisely, we will
use the following shortcut.
Definition 3.8. Define a Morse-Bott system
A
1
\Φ A2 “ pX, | ¨ |, S,O,M˚, e˘q
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as follows. We take X “ X1 \X2. For x1 P X1 we define |x1| “ |x1|1 ` 1, Sx1 “ S
1
x1
,
and Ox1 “ O
1
x1
. For x2 P X2 we define |x2| “ |x2|2, Sx2 “ S
2
x2
, and Ox2 “ O
2
x2
. For
x1, x
1
1
P X1 and x2, x
1
2
P X2, we define
Mdpx1, x
1
1
q “M 1dpx1, x
1
1
q,
Mdpx2, x
1
2
q “M2d px2, x
1
2
q,
Mdpx1, x2q “ Φdpx1, x2q,
Mdpx2, x1q “ H.
The evaluation maps e˘ on these moduli spaces are the same as the evaluation maps
for A
1
, A2, and Φ.
It follows from the equations (3.21) that A
1
\Φ A2 is a Morse-Bott system. We
can now use the generic choices pP1,P2q to define the cascade chain complex for this
Morse-Bott system. Let B denote the differential. Let B
1
denote the differential on
C˚ pA1,P1q, and let B2 denote the differential on C

˚ pA2,P2q. Let Φ7 denote the portion
of B mapping from C˚ pA1,P1q to C

˚ pA2,P2q, precomposed with the involution τ . We
can then write the full cascade differential B in block matrix form as
B “
¨
˝ B1 0
Φ7τ B2
˛
‚.
Since B2 “ 0, it follows that
B2Φ7τ ` Φ7τB1 “ 0.
Since τB
1
“ ´B1τ , the above equation is equivalent to
B2Φ7 “ Φ7B1.
Thus Φ7 is a chain map.
Definition 3.9. Let
ΦP2,P1˚ : H

˚ pA1,P1q ÝÑ H

˚ pA2,P2q.
denote the map on cascade homology induced by the chain map Φ7.
3.7 More conjugation
Our next goal is to prove that the induced maps on cascade homology are functorial.
To prepare for this, it will be useful to consider the conjugate of a morphism.
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Definition 3.10. If Φ is a morphism of Morse-Bott systems from A1 to A2, define
its conjugate Φ by
Φdpx1, x2q “ p´1q
dΦdpx1, x2q.
Observe that Φ is a morphism of Morse-Bott systems from A1 to A2, because the
equations (3.21) still hold if we replace Φ by Φ, M 1 by M1, and M2 by M2.
Lemma 3.11. The following diagram commutes (note the minus sign):
C˚ pA1,P1q
´Φ7
ÝÝÝÑ C˚ pA2,P2q
τ
§§đ §§đτ
C˚ pA1,P1q
Φ7
ÝÝÝÑ C˚ pA2,P2q.
Proof. The map Φ7 is defined from the cascade differential for the conjugate of the
Morse-Bott system A
1
\Φ A2. The lemma then follows from Lemma 3.7 applied to
A “ A
1
\Φ A2.
3.8 Functoriality
We are now ready to prove the following key result.
Proposition 3.12. Let Φ : A1 Ñ A2 and Ψ : A2 Ñ A3 be composable morphisms of
Morse-Bott systems. Let pP1,P2,P3q be generic choices as needed to define the chain
complexes C˚ pAi,Piq. Then
pΨ ˝ ΦqP3,P1˚ “ Ψ
P3,P2
˚ ˝ Φ
P2,P1
˚ : H

˚ pA1,P1q ÝÑ H

˚ pA3,P3q.
The idea of the proof is to define a chain homotopy between pΨ ˝Φq7 and Ψ7 ˝Φ7,
by counting “hybrid” cascades that consist of some elements of M1d , followed by
an element of Φd, followed by some elements of M
2
d , followed by an element of Ψd,
followed by some elements of M3d , with total moduli space dimension zero. The chain
homotopy equation then comes from considering such cascades with total moduli
space dimension one. We will again use a shortcut to simplify the notation.
Proof of Proposition 3.12. We define an “almost” Morse-Bott system
A “ A1 \Φ A2 \Ψ A3 “ pX, | ¨ |, S,O,M˚, e˘q
as follows. This will satisfy all of the axioms for a Morse-Bott system, except for a
partial failure of the Compactness axiom.
We take X “ X1 \X2 \X3.
For x1 P X1 we define |x1| “ |x1|1, Sx1 “ S
1
x1
, and Ox1 “ O
1
x1
. For x2 P X2 we
take |x2| “ |x2|2 ` 1, Sx2 “ S
2
x2
, and Ox2 “ O
2
x2
. For x3 P X3 we take |x3| “ |x3|3,
Sx3 “ S
3
x3
, and Ox3 “ O
3
x3
.
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For x1, x
1
1
P X1, x2, x
1
2
P X2, and x3, x
1
3
P X3, we define
Mdpx1, x
1
1
q “M1d px1, x
1
1
q,
Mdpx2, x
1
2
q “M 2dpx2, x
1
2
q,
Mdpx3, x
1
3
q “M3d px3, x
1
3
q,
Mdpx1, x2q “ Φdpx1, x2q,
Mdpx2, x3q “ Ψdpx2, x3q,
Mdpx1, x3q “Mdpx2, x1q “Mdpx3, x1q “Mdpx3, x2q “ H.
The evaluation maps e˘ on these moduli spaces are the same as the evaluation maps
for A1, A2, A3, Φ, and Ψ.
Observe that A satisfies all of the axioms for a Morse-Bott system, except that
parts (b)–(d) of the Compactness axiom fail when applied to x1 P X1 and x3 P X3.
Namely, parts (b)–(d) of Compactness require that we have
BM1px1, x3q “
ž
x2PX2
d1`d2“1
p´1qd1Φd1px1, x2q ˆSpx2q Ψd2px2, x3q, (?!)
and similar equations with generic point constraints on Sx1 and/or Sx3 . In fact,
however, the left hand side of each of these equations is empty, since all moduli
spaces from x1 to x3 are empty.
What happens if we try to define a cascade “differential” B for pA, pP1,P2,P3qq
anyway, despite the above failure of compactness? Proposition 3.2(a) still holds, so
we obtain a well-defined linear map
B : C˚ pA, pP1,P2,P3qq ÝÑ C

˚´1pA, pP1,P2,P3qq.
However we no longer know that B2 “ 0. In particular Proposition 3.2(b) no longer
holds when x` “ x1 P X1 and x´ “ x3 P X3. We will need to compute the precise
error in order to find out what B2 actually is.
Fix rx1 to denote qx1 or px1, and fix rx3 to denote qx3 or px3. The part of the proof of
Proposition 3.2(b) that is no longer valid is equation (3.15), which in this case would
be
BĂM
1
prx1, rx3q “ ž
x1‰x1,x3
M
0
prx1, qx1q ˆSpx1q M1 ppx1, rx3q
´
ž
x1‰x1,x3
M
1
prx1, qx1q ˆSpx1q M0 ppx1, rx3q. (?!)
In the present case, the left hand side is missing points on the right hand side in
which x1 “ x2 P X2 and the cascades do not involve any other elements of X2. More
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precisely, define
Zprx1, rx3q “ ž
x2PX2
xM
0
prx1, qx2q ˆSpx2q xM1 ppx2, rx3q
´
ž
x2PX2
xM
1
prx1, qx2q ˆSpx2q xM0 ppx2, rx3q, (3.22)
where we use the notation xM to indicate cascades which involve only one point in
X2. We can then correct the previous equation by adding Zprx1, rx3q to the left hand
side, giving
BĂM
1
prx1, rx3q \ Zprx1, rx3q “ ž
x1‰x1,x3
M
0
prx1, qx1q ˆSpx1q M1 ppx1, rx3q
´
ž
x1‰x1,x3
M
1
prx1, qx1q ˆSpx1q M0 ppx1, rx3q. (3.23)
The rest of the proof of Proposition 3.2(b) now goes through. However since the right
hand side of (3.23) is used to cancel some ends of the moduli space, and since we
had to add the points in Zprx1, rx3q to obtain this right hand side, the result is that
we obtain a compactification M

1
prx1, rx3q of M1 prx1, rx3q with ´Zprx1, rx3q added to its
boundary. That is,
BM

1
prx1, rx3q “ž
yPX
M
0
prx1, qyq ˆM0 pqy, rx3q
ğž
yPX
M
0
prx1, pyq ˆM0 ppy, rx3q
´ Zprx1, rx3q.
(3.24)
Let xM
0
prx1, rx3q denote the moduli space of cascades in A1 \Ψ˝Φ A3 from rx1 to rx3
in which each factor lives in a zero dimensional moduli space. Observe that as a set,
we have Zprx1, rx3q “ xM0 prx1, rx3q. We claim that as an oriented 0-manifold, we have
Zprx1, rx3q “
$&
% ´
xM
0
prx1, rx3q, rx1 “ qx1,xM
0
prx1, rx3q, rx1 “ px1. (3.25)
To see how the orientations work, consider a cascade in
pu0, . . . , ukq P xM0 prx1, rx3q.
Here uj P pΨ ˝ Φq0 for some j P t0, . . . , ku; ui P M
1 for all i ă j; and ui P M
3 for all
i ą j. Assume for simplicity that uj does not have any point constraints. Then all
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factors ui for i ą 0 are counted with the same signs in xM0 prx1, rx3q and in Zprx1, rx3q;
the minus sign in the second line of (3.22) arises because cascades in xM
1
prx1, px2q
are oriented using Φ instead of Φ. The factor u0 is counted with the same sign inxM
0
prx1, rx3q and Zprx1, rx3q when rx1 “ px1, and with opposite signs when rx1 “ qx1. The
reason is that in the latter case, u0 P M
1
1
“ ´M1
1
. The cases where uj has point
constraints are treated similarly.
Combining (3.25) with (3.24), it follows that the part of B2 mapping fromC˚ pA1,P1q
to C˚ pA3,P3q is given by
B2 “ ´pΨ ˝ Φq7. (3.26)
Now let K denote the portion of B mapping from C˚ pA1,P1q to C

˚ pA3,P3q. We can
then write B in block matrix form as
B “
¨
˚˝˚ B1 0 0
Φ7τ B2 0
K Ψ7τ B3
˛
‹‹‚.
Squaring this and comparing the lower left entry with (3.26), we obtain
KB1 `Ψ7τΦ7τ ` B3K “ ´pΨ ˝ Φq7.
By Lemma 3.11, we can rewrite this as
KB1 ` B3K “ Ψ7 ˝ Φ7 ´ pΨ ˝ Φq7.
Thus K is a chain homotopy between Ψ7 ˝ Φ7 and pΨ ˝ Φq7.
3.9 Homotopy invariance
Let A1 “ pX1, | ¨ |1, S1,O
1,M1˚ , e
1
˘q and A2 “ pX2, | ¨ |2, S2,O
2,M2˚ , e
2
˘q be Morse-Bott
systems. We now prove:
Proposition 3.13. Let Φ,Φ1 : A1 Ñ A2 be morphisms of Morse-Bott systems. Sup-
pose there exists a homotopy K from Φ to Φ1 as in Definition 2.15. Let pP1,P2q be
a generic pair of choices as needed to define the cascade chain complexes C˚ pA1,P1q
and C˚ pA2,P2q. Then
Φ˚ “ pΦ
1q˚ : H

˚ pA1,P1q ÝÑ H

˚ pA2,P2q.
To prove Proposition 3.13, we define a chain homotopy
K7 : C

˚ pA1,P1q ÝÑ C

˚`1pA2,P2q.
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from Φ7 to Φ
1
7. To do so, we define an “almost” Morse-Bott system
A1 \K A2 “ pX, | ¨ |, S,O,M˚, e˘q,
similarly to Definition 3.8, as follows. We take X “ X1 \X2. For x1 P X1 we define
|x1| “ |x1|1 ` 2, Sx1 “ S
1
x1
, and Ox1 “ O
1
x1
. For x2 P X2 we define |x2| “ |x2|2,
Sx2 “ S
2
x2
, and Ox2 “ O
2
x2
. For x1, x
1
1
P X1 and x2, x
1
2
P X2, we define
Mdpx1, x
1
1
q “M1d px1, x
1
1
q,
Mdpx2, x
1
2
q “M2d px2, x
1
2
q,
Mdpx1, x2q “ Kdpx1, x2q,
Mdpx2, x1q “ H.
The evaluation maps e˘ on these moduli spaces are the same as the evaluation maps
for A1, A2, and K.
As in Definition 3.8, A1\KA2 almost satisfies the axioms for a Morse-Bott system,
except that we do not have parts (b), (c), and (d) of the Compactification axiom,
because of the extra terms involving Φ and Φ1 in equations (2.34), (2.35), (2.36), and
(2.37). In any case, since part (a) of Compactification holds, it still makes sense to
define a cascade “differential” B. We write this in block matrix form as
B “
¨
˝B1 0
K7 B2
˛
‚, (3.27)
and this is the definition of K7.
Lemma 3.14. K7 satisfies the chain homotopy equation
B2K7 `K7B1 “ Φ
1
7 ´ Φ7.
Proof. Since we do not have parts (b)–(d) of the Compactness axiom, we do not have
B2 “ 0. Instead, taking note of the extra terms involving Φ and Φ1 in equations (2.34),
(2.35), (2.36), and (2.37), and comparing with the definition of Φ7 and Φ
1
7, we find
that
B2 “
¨
˝ 0 0
Φ17 ´ Φ7 0
˛
‚. (3.28)
To explain the signs in this equation, consider a cascade contributing to the coef-
ficient xB2rx`, rx´y, coming from a Φ boundary term in equation (2.34), (2.35), (2.36),
or (2.37). At first glance, these equations suggest that this cascade should count with
the same sign as in Φ7 when rx` “ px (which would disagree with (3.28)), and with
the opposite sign as in Φ7 when rx` “ qx´ (which would agree with (3.28)). However
we have to make two adjustments in order to compare with the signs in (2.34)–(2.37)
43
with the signs in the definition of Φ7: namely, we have to replace A1 by A1 and insert
τ .
If rx` “ px`, then replacing A1 by A1 does not affect the sign, because any M1
factors in the cascade are in zero-dimensional moduli spaces. However the τ factor in
the definition of Φ7 does switch the sign.
On the other hand, if rx` “ qx´, then there are two cases to consider. If the first
factor in the cascade is in Φ, then replacing A1 by A1 does not affect the sign, and
inserting τ does not affect the sign either. If the first factor in the cascade is in M1,
then it lives in a one-dimensional moduli space, while all other factors in M1 live
in zero-dimensional moduli spaces. Thus replacing A1 by A1 switches the sign; and
inserting τ also switches the sign. This completes the proof of (3.28).
Computing B2 using (3.27) and comparing with (3.28), we obtain
B2K7 `K7B1 “ Φ
1
7 ´ Φ7.
3.10 Independence of the choice of base points
We now show that if A is a Morse-Bott system, then the cascade homology H˚ pA,Pq
does not depend on the choice of base points P, and so can be denoted by H˚ pAq. In
addition, if Φ is a morphism of Morse-Bott systems from A1 to A2, then the induced
map on cascade homology ΦP2,P1˚ : H

˚ pA1,P1q Ñ H

˚ pA2,P2q gives a well-defined
map Φ˚ : H

˚ pA1q Ñ H

˚ pA2q. More precisely:
Proposition 3.15. Let A be a Morse-Bott system, and let P,P 1 be two choices of
base points as needed to define the cascade chain complex. Then there is a canonical
isomorphism
φP 1,P : H

˚ pA,Pq
»
ÝÑ H˚ pA,P
1q (3.29)
with the following properties:
(a) φP,P “ id
H

˚ pA,Pq
.
(b) If P2 is a third choice of base points, then
φP2,P “ φP2,P 1 ˝ φP 1,P : H

˚ pA,Pq ÝÑ H

˚ pA,P
2q.
(c) If Φ is a morphism of Morse-Bott systems from A1 and A2, if P1 and P
1
1
are
choices of base points for A1, and if P2 and P
1
2
are choices of base points for
A2, then the following diagram commutes:
H˚ pA1,P1q
φ
P1
1
,P1
ÝÝÝÝÑ H˚ pA1,P
1
1
q
Φ
P2,P1
˚
§§đ §§đΦP12,P11˚
H˚ pA2,P2q
φ
P1
2
,P2
ÝÝÝÝÑ H˚ pA2,P
1
2
q
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Proof. To define the map (3.29), suppose that the pair pP,P 1q is generic. Then by
§3.6, the identity morphism of A induces a map
idP
1,P
˚ : H

˚ pA,Pq ÝÑ H

˚ pA,P
1q,
and we define this to be φP 1,P .
Lemma 3.16. The map φP 1,P defined above for generic pairs pP,P
1q is an isomor-
phism.
Proof. Let C˚ denote the free Z-module with generators qx and px for each x P X .
Choose generators of Oxppxq and Oxpp
1
xq for each x P X , in order to identify both
cascade chain modules C˚ pA,Pq and C

˚ pA,P
1q with C˚. For each x P X , choose
these generators to agree under the isomorphism Oxppxq
»
Ñ Oxpp
1
xq given by parallel
transport along a positively oriented embedded arc on Spxq from px to p
1
x. Then by
the construction in §3.6, φP 1,P is induced by a chain map of the form
I `B : C˚ ÝÑ C˚
where I denotes the identity on C˚, and xBrx, ryy ‰ 0 only if x ‰ y and Mdpx, yq ‰ H
for some d P t0, 1u. Now
8ÿ
k“0
p´1qkBk : C˚ ÝÑ C˚
is a well-defined linear map, by the Finiteness axiom for a Morse-Bott system, and
it is inverse to I ` B. Thus I ` B is an isomorphism of chain complexes, and so it
induces an isomorphism on homology.
The above definition of φP 1,P only works for generic pairs pP,P
1q; in particular it
does not work when P “ P 1. To extend the definition to arbitrary pairs pP,P 1q for
which both cascade chain complexes are defined, we use the following lemma:
Lemma 3.17. Let Φ be a morphism of Morse-Bott systems from A1 to A2, and let
P1 and P
1
2
be generic choices of base points for A1 and A2, so that the cascade chain
complexes and the map Φ
P 1
2
,P1
˚ are defined. Then:
(a) If P 1
1
is a generic choice of base points for A1, so that φP 1
1
,P1 and Φ
P 1
2
,P 1
1
˚ are
defined, then
Φ
P 1
2
,P1
˚ “ Φ
P 1
2
,P 1
1
˚ ˝ φP 1
1
,P1.
(b) If P2 is a generic choice of base points for A2, so that Φ
P2,P1
˚ and φP 1
2
,P2 are
defined, then
Φ
P 1
2
,P1
˚ “ φP 1
2
,P2 ˝ Φ
P2,P1
˚ .
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Proof. The idea is to apply the functoriality of Proposition 3.12 to the composition
of Φ with the identity morphism for A1 or A2. Unfortunately we cannot do this
directly, because as discussed in Remark 2.13, Φ might not be composable with the
identity; and even when it is, the composition of Φ with the identity is different from
Φ (although only inconsequentially). However the proof of Proposition 3.12 still goes
through in this case with minor modifications. We omit the details.
Lemma 3.18. Let pP1,P2,P3q be a generic triple of choices of base points for the
Morse-Bott system A. (If any pair of these choices is generic, then the third choice
can be made generically.) Then
φP3,P1 “ φP3,P2 ˝ φP2,P1 .
Proof. This is a special case of Lemma 3.17 in which Φ : A Ñ A is the identity
morphism.
Continuing the proof of Proposition 3.15, if A is a Morse-Bott system and if P,P 1
are any choices of base points for which the cascade chain complexes are defined, then
we can define φP 1,P by generically choosing a third set of base points P
2 and setting
φP 1,P “ φP 1,P2 ˝ φP2,P .
It follows by repeatedly applying Lemma 3.18 that φP 1,P does not depend on the choice
of P2 and satisfies property (b) in Proposition 3.15. It follows from Lemma 3.16 that
φP 1,P is an isomorphism.
To prove part (a) of Proposition 3.15, by definition we have
φP,P “ φP,P 1 ˝ φP 1,P
where P 1 is generic. To prove that φP,P is the identity, by Lemma 3.16 it is enough
to show that
φP,P 1 ˝ φP 1,P ˝ φP,P2 “ φP,P2
where P2 is generic. This last equation follows by applying Lemma 3.18 twice.
Part (c) of Proposition 3.15 now follows from Lemma 3.17.
3.11 Proof of the main theorem
To conclude, we now review how the above results prove all of the points in the main
theorem.
Proof of Theorem 1.1. Part (a) follows from Proposition 3.15(a),(b).
Part (b.i) follows from Proposition 3.15(c).
Part (b.ii) holds by definition, because we are using the maps induced by the
identity morphism to identify the cascade homologies for different choices of base
points with each other.
Part (b.iii) follows from Proposition 3.12.
Part (b.iv) follows from Proposition 3.13.
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