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Abstract— The paper presents a method to automatically select 
and sequence the tasks required to build maps according to 
user requirements. Workflows generated are analysed using 
Petri nets to assess their validity before execution. Although 
further work is required to select the optimal method for 
generating the workflow and to execute the workflow, the 
proposed method can be used on any workflow to assess its 
validity. 
Keywords-automated map generalisation; workflows; 
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I.  INTRODUCTION 
The development of Google Maps and similar products 
has led to a vast number of ‘mashups’ where users can 
overlay their own data on Google Maps backgrounds and 
make the resultant map available to others. The problem with 
this approach is that the user is limited to the background 
maps supplied by Google; there is no, or very little, 
flexibility to vary the content depending on the context and 
there is no data integration [1]. This is highlighted in Fig. 1 
where the street names are obscured by overlaid cycle routes. 
Further problems may occur when the scale changes. For 
instance, a minor road that may be part of a cycle route may 
disappear at smaller scales since the two datasets are 
independent. 
What is required is a system to allow data from a variety 
of sources to be mapped at a variety of scales. Since, the 
possible combination of datasets and scales is too numerous 
to be pre-defined, on-demand generalisation (deriving 
smaller scale maps from larger scale maps) is necessary. 
Cartographic generalisation is a complex process [2] and 
much effort has gone in to developing automation techniques 
that reduce or eliminate human involvement [3]. 
 
 
 
 
 
 
 
 
 
 
 
The focus has, until recently, been on allowing National 
Mapping Agencies (NMAs) to automate the production of 
maps at different scales from a single master source [4][5]. 
Automatic generalisation is applied to a pre-defined set of 
map features at pre-defined scales to produce a pre-defined 
set of products. However, the advance of neo-geography and 
Volunteered Geographic Information [6] means that on-
demand generalisation is required allowing users to integrate 
their data with that of NMAs and other mapping resources. 
There have been attempts to generate online on-demand 
maps to user requirements, but such systems have been 
developed by applying a fixed sequence of generalisation 
operations to known datasets [7][8]. 
An on-demand mapping system will require a number of 
components including a means of taking high level user 
requirements (e.g., “I want a city-wide map of road 
accidents”) and producing a machine-readable specification 
of the map [9]. The system will also need a knowledge base 
to store cartographic rules of the type: “if the scale is greater 
than 1:30,000 omit minor roads”. A set of map generalisation 
services are then required to satisfy such rules or constraints. 
Traditionally the selection of map generalisation operators 
and their sequencing is done by cartographic experts, but for  
on-demand mapping, aimed at the non-expert user, a system 
is required that can automatically generate, validate, execute 
and monitor these operations; in other words a workflow 
needs to be generated and executed [9].  The focus of this 
research is on developing a workflow engine that, given the 
specification, using the rules, will automatically select, 
sequence, and execute the map generalisation services 
required to generate the map or spatial output. 
This paper describes the initial attempts to automatically 
generate a workflow for building a map based on user 
requirements and suggests how to validate that workflow. 
To illustrate the process, a use case involving the 
mapping of road accidents will be employed. Fig. 2 
represents a detailed map of accidents at a road junction. 
 
 
 
  
 
 
 
 
  
Figure 1.  Google Maps with cycle routes overlaid Figure 2.  Accidents at a road junction 
 
 
 
 
 
 
 
 
 
 
 
 
 
To represent all of the data at a smaller scale the road 
network is generalised by eliminating any minor roads and 
collapsing (reducing to single lines) the major roads. To 
avoid information overload the accidents are clustered 
(Fig. 3). Elimination, collapse and clustering are common 
generalisation operations. The junction in Fig. 2 is 
represented by ‘B’. 
The generalised map serves to highlight accident hot 
spots. However, by removing the minor road ‘A’, context is 
lost, since the cluster will appear to be on a straight section 
of road, so a step is required to reinstate those minor roads 
that intersect a cluster. What we have is a set of tasks that 
have to be carried out, some of which are in a particular 
order, i.e., we cannot reinstate the minor roads until we have 
created the clusters.  Since there a number of tasks to 
execute, some of which have to be completed before others 
can start, a workflow is required to express these 
relationships. In addition that workflow has to be valid, i.e., 
all of the tasks must, at least, be called. 
The method used was based on the premise that 
workflow definitions can be analysed using Petri nets for 
flaws that would stop the workflow from completing 
execution [10][11]. 
Firstly, a technique was implemented to generate the list 
of tasks and their dependencies based on applying user 
requirements to a set of applicable rules (described in 
Section II). From this a workflow definition could be 
created, represented by a directed graph (Section III).  A 
method was developed to produce a Petri net from a given 
directed graph (Section IV). The Petri net could then be 
analysed for flaws in the workflow definition (Section V). 
 
II. GENERATING A LIST OF TASKS AND DEPENDENCIES 
There are a number of different techniques for 
automatically generating workflows including Case Based 
Reasoning [12] and product structures, where the map is 
treated as a product that has to be constructed from 
component parts [13].  
The technique used in this research was one that employs 
user preferences to define the selection and execution of a set 
of rules [14].  This technique was selected because of its 
focus on the user’s needs, which is essential for on-demand 
mapping.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 The user preferences are gathered by navigating a 
knowledge/rule hierarchy (Fig. 4). If a particular branch is 
not selected by the user than that branch is closed off. For 
example, if the user does not select an ‘unknown’ feature 
type they are not prompted for ‘vector’ or ‘raster’. In the 
prototype the user is simply prompted for his or her 
preferences using text boxes and drop down boxes in a web 
page. Each leaf node in the hierarchy has one or more 
associated rules; these are added to a set of applicable rules 
as the user requirements are gathered.     
If the user selects the ‘roads’ feature type then the rules 
associated with that feature type (R1, R2, R3) are added to 
the set of applicable rules. Rules consist of a condition and 
an action (e.g., insert a task to the workflow or order two 
tasks) and are stored in an XML file (Fig. 5). Using XML 
allows for the use of schemas to enforce correct structure. 
The gathered user requirements are held in memory as 
ordered pairs, for example: 
 
< scale,50000 > 
< theme,generic > 
< featureType,roads > 
< featureType,accidents > 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Generalised data at a small scale 
... 
<featureType name="roads"> 
    <rules> 
      <rule id="R1"> 
       <condition>scale >= 5000 AND 
featureType = roads</condition> 
       <action>insert(t1)</action> 
      </rule> 
      <rule id="R2"> 
        <condition>scale >= 5000 AND 
featureType = roads</condition> 
        <action>insert(t2)</action> 
      </rule> 
      <rule id="R3"> 
      <condition>scale >= 5000 AND featureType 
= roads</condition> 
      <action>order(t2,t1)</action> 
      </rule> 
    </rules> 
</featureType> 
...  
 
Figure 5.  Knowledge/rule hierarchy (partial) as XML  
 
Figure 4.  Knowledge hierarchy 
Once these have been collected, the applicable rules are 
then evaluated, checking rule conditions against user 
preferences to generate a set of tasks and a set of task 
dependencies. For example, if the user has selected the 
feature type “roads” and a map scale of greater than 1:5000 
then the conditions for rules R1, R2 and R3 (Fig. 5) will be 
met and their actions triggered, e.g. task t1 is inserted into 
the workflow. The action ‘order(t2,t1)’ means task t1 is a 
dependency of task t2 and should only be run after t2 has 
been executed. 
Using the above use case, the selected tasks may be: 
 
t1: collapse roads 
t2: delete minor roads 
t9: add copyright notice for roads dataset 
t3: cluster accidents 
t8: reinstate minor roads on clusters 
 
and the dependencies: 
 
t2 ≺ t1 
t1 ≺ t8 
t3 ≺ t8 
 
In this case, there are five tasks to perform and there are 
three dependencies (or precedence constraints). For example, 
we want to delete any minor roads (task t2) before we 
collapse the roads (task t1) as it is inefficient to collapse a 
subset of the road network that we are later going to delete. 
Task t9 is not involved in any dependency and is classified 
as an independent task. 
The above output can be expressed as a directed graph 
where tasks are represented as nodes and dependencies as 
edges (Fig. 6).  
However, the graph does not constitute a workflow. The 
next section describes why and then what is needed to 
construct a workflow definition. 
 
III. CREATING A WORKFLOW DEFINITION 
The directed graph (Fig. 6) generated from the example 
set of task dependencies does not make up a workflow 
definition. This is because there is no place for any 
independent tasks (in our case task t9). In addition, the 
following rules must be satisfied for a workflow 
definition according to [15]: 
 
 The workflow graph should have a single source 
node and a single sink node 
 Every other node should have at least one parent 
and at least one child 
 
This ensures that the workflow has a defined start and 
end and that there are no unnecessary tasks. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A workflow definition directed graph can be created by 
the following procedure: 
 
1. Add start (A) and end (B) nodes 
2. Create an edge for every dependency 
3. For every node that has no children add an edge to 
the end node 
4. For every node without a parent add an edge from 
the start node 
5. For each independent tasks link the task directly to 
the start and end node. 
 
The revised graph can be seen in Fig. 7. 
 
The method so far has produced a workflow definition 
for the given case study but is it valid? For instance, it is 
relatively easy to ensure that there are no directly 
contradictory dependencies between the selected tasks so 
that both t1 ≺ t2 and t2 ≺ t1 did not appear in the same 
workflow. However, indirectly contradictory dependencies 
such as that seen in Fig. 8 would be harder to identify. In this 
example the dependency “t3 precedes t14” has introduced 
deadlock [15] into the workflow. Task t3 will not start until 
t8 starts; but t8 will not start until t14 starts, which will not 
start until t3 starts. So, tasks t14, t8, t5, t3 and subsequent 
tasks will never be executed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.  Directed graph based on dependencies 
 
Figure 7.  Workflow definition graph 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A method of testing the soundness of a workflow before 
attempting execution is needed. The simplest way of 
checking for deadlock is by performing a topological sort on 
the graph. However, the application of Petri nets will allow 
for a more expressive form of graph and the ability to 
describe more complex workflow patterns [16] than that 
described above. In addition to describing workflows, the 
mathematical foundations of Petri nets [17] allow for the 
analysis of workflows and are applicable to more complex 
analysis than the deadlock problem [10][11]. Extensions to 
Petri nets, such as coloured Petri nets, which allow for the 
investigation of delays and throughput, have been defined 
formally [11]. Petri nets offer a number of advantages over 
PERT charts such as the ability to model nondeterministic 
behaviour and loops in the workflow [31]. The adoption of 
Petri nets at an early stage will allow the design to be scaled 
to more complex workflows. But, first, we need to generate 
the Petri net from the directed graph. 
IV. GENERATING A PETRI NET 
A Petri net is a particular class of directed graph, defined 
as a bipartite directed graph consisting of two types of nodes 
called transitions and places [17]. Nodes are linked by arcs 
such that arcs cannot link a place to a place or a transition to 
a transition. Transitions, denoted by rectangles, represent 
events or, in our case, workflow tasks. Places denoted by 
circles, represent states (Fig. 9). 
Staines [18] describes the process for generating a 
directed graph from a Petri net, which can be reversed to 
generate a Petri net. The procedure used is as follows: 
 
1. Nodes (tasks) are converted to transitions 
2. Each edge generates arc-place-arc 
3. Extra places are added preceding the start node (A) 
and following the end node (B). 
 
The Petri net generated from the workflow shown in Fig. 
7 can be seen in Fig. 9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The starting place, P0, contains a single token. Tokens 
can be used to model the workflow. A transition may be 
fired only if there are one or more tokens in all of its input 
places [17]. In this example, transition A can be fired. When 
a transition fires it takes a token from each of its input places 
and places a token in each of its output places. So after the 
firing of transition A, there will be a token in each of the 
places P5, P4, P7 (but no longer P0) thus enabling transitions 
t3, t2 and t9. Note that t8 will not be fired until both t3 and t1 
have, which models the original dependencies. 
Code was written to generate an XML file in a format 
that can be read by the PIPE software [19]. PIPE can then be 
used to visualise and animate the Petri net firings to ascertain 
whether the workflow is executable. 
Deadlock can be identified visually or by using a Petri 
net analysis tool such as PIPE. It needs, however, to be 
identified as part of the on-demand mapping system. The 
following section describes how this was done. 
V. VALIDATING THE WORKFLOW 
Our system generates a workflow net [15], a particular 
type of Petri net such that: 
 
• The net has a single source and a single sink node 
 
Figure 8.  Deadlock in a workflow 
 
 
Figure 9.  Petri net for valid workflow 
 
• Every tasks lies on a directed path between the 
source and the sink nodes. 
 
However, as has been shown, a workflow net containing 
anomalies such as deadlocks can still be generated. A sound 
process is defined as one that contains no unnecessary tasks 
and where every case submitted to the process must be 
completed in full and no reference to it remaining in the 
process, i.e., for every token that is in the start place there is 
one token in the end place and no others in the net [15]. 
There is a number of, sometimes complex, techniques for 
checking the soundness of a workflow net. Fortunately the 
Petri nets derived from our workflow generation are a 
particular sub-class of Petri nets known as conflict free or T-
systems where every place has no more than one input and 
one output transition [20]. In effect conflicts are ruled out; 
there are no logical ORs in the system. This makes them 
easier to analyse [21].  
In the prototype the Petri net is checked for deadlock by 
looping through the set of places and firing any transitions 
that are enabled until no more transitions can be fired. If all 
the transitions are fired then the workflow is valid, if there 
are transitions that cannot be fired then these are listed. 
 
In addition to the case study, the method was tested on a 
number of randomly generated task lists and dependencies. 
A demonstration version of the prototype can be seen at    
www.ondemandmapping.org.uk (Fig. 10). 
 
VI. CONCLUSION AND FUTURE WORK 
 
The increasing availability of once inaccessible datasets 
and the explosion of crowd-sourced data, alongside the 
growth of web-based mapping, have led to the need for on-
demand mapping. The requirement to integrate data from a 
number of disparate sources means that there is a need to 
automate the creation of the workflow required to generate 
such maps.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This paper has presented two aspects of automatic 
workflows; firstly the generation of the workflow from 
simple user specifications and secondly the generation of 
Petri nets from the workflow definitions to allow for their 
validation. In particular the work done so far has highlighted 
the potential problem of contradictory rules that can generate 
deadlocks in workflow definitions. 
It was assumed that the generation of the workflow is a 
static scheduling problem, i.e., the workflow is deterministic, 
known in advance of execution [22]. This is likely to be a 
simplification of the on-demand mapping problem; it will be 
necessary to consider how the workflow may change during 
execution when, e.g., a particular generalisation service is 
not available at execution time. For this reason adaptive and 
autonomic workflow techniques [23][24][25] may need to be 
investigated. However, it could be argued that any 
replacement service or set of services would not affect the 
workflow if the replacement(s) could be represented as a 
sub-net with a single point of entry and a single point of exit 
to replace the failed service.  
Further work is also required on the means for expressing 
the cartographic rules.  For example, in the case study 
(Fig. 5) three rules had the same conditions but different 
actions. Could the rules be expressed more concisely? Also 
required is further investigation into how the rule base is to 
be populated and the knowledge hierarchy defined.  
The execution of workflows will consist of calling a 
number of web services that provide generalisation 
operators. Web services are usually orchestrated using 
Business Process Execution Language (BPEL) [26]. Once 
sound workflow nets can be generated and validated using 
Petri nets it will be useful to investigate the process of 
generating BPEL from Petri nets [27][28]. 
Previous research into the orchestration of generalisation 
services in particular [29][30] will also need to be considered 
with a view to investigating how to integrate such services 
into the system. 
A major problem with the work done so far is the lack of 
a data model. The method lacks the concept of tasks doing 
work on spatial datasets. Datasets have to be managed as 
they progress through the workflow and conflicts have to be 
handled when two different tasks attempt to work on the 
same dataset at the same time. One possibility may be to 
regard the presence of a dataset as a pre-condition to the 
firing of a transition. The transition would not fire until the 
dataset was available. The output from the transition would 
then be the processed dataset, e.g., a set of clustered 
accidents. 
Whatever the eventual process is employed for 
generating the workflow, it is believed that the method 
described in this paper can be used to validate the workflow 
definition before an execution is attempted. 
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Figure 10.  Prompting for user requirements 
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