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Abstract
This work deals with low–temperature solution growth of micro–crystalline
silicon on glass. The task is motivated by the application in low–cost solar
cells. As glass is an amorphous material, conventional epitaxy is not appli-
cable. Therefore, growth is conducted in a two–step process. The first step
aims at the spatial arrangement of silicon seed crystals on conductive coated
glass substrates, which is realized by means of vapor–liquid–solid processing
using indium as the solvent. Seed crystals are afterwards enlarged by applying
a specially developed steady–state solution growth apparatus. This laboratory
prototype mainly consists of a vertical stack of a silicon feeding source and the
solvent (indium). The growth substrate can be dipped into the solution from
the top. The system can be heated to a temperature below the softening point
of the utilized glass substrate. A temperature gradient between feeding source
and growth substrate promotes both, supersaturation and material transport
by solvent convection.
This setup offers advanages over conventional liquid phase epitaxy at low tem-
peratures in terms of achievable layer thickness and required growth times.
The need for convective solute transport to gain the desired thickness of at
least 50µm is emphasized by equilibrium calculations in the binary system
indium–silicon. Material transport and supersaturation conditions inside the
utilized solution growth crucible are analyzed. It results that the solute can be
transported from the lower feeding source to the growth substrate by applying
an appropriate heating regime. These findings are interpreted by means of a
hydrodynamic analysis of fluid flow and supporting FEM simulation.
To ensure thermodynamic stability of all materials involved during steady–state
solution growth, the ternary phase equilibrium between molybdenum, indium
and silicon at 600℃ was considered. Based on the obtained results, the use of
molybdenum disilicide as conductive coating material is proposed. MoSi2 thin
films on glass, produced by annealing near–stoichiometric Mo–Si multilayers,
are shown to resist solution contact. Subsequent investigation of feasibility of
the vapor–liquid–solid mechanism revealed the success of indium microdroplet
formation to be determined by both, the multilayer deposition parameters and
the substrate temperature during indium deposition.
Steady–state solution growth at 610℃ was utilized to enlarge silicon seed crys-
tals to diameters of up to 200µm. The grown material has been subject of
characterization regarding the crystallinity, orientation and purity. Addition-
ally, morphological anomalies are considered. The outgrown material was found
to be bound by {111} facets. Many of these microcrystallites contain at least
two twin domains. Twin–assisted growth at formed re-entrant edges promotes
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high growth rates even at low supersaturation. Additionally, many crystallites
exhibit hoppers at the center of their facets. This is explained by a solute con-
centration inhomogeneity within the diffusion boundary layer of the nutrient
solution leading to solute depletion at the facet centers and to morphological
instability.
The feasibility of the process for growth of microcrystalline silicon on glass has
been shown in principle. Nevertheless, limitations exist regarding the achiev-
able crystalline solidity ratio and the size of crystallites grown under stable
conditions.
vZusammenfassung
Die vorliegende Arbeit behandelt die Lösungszüchtung von mikrokristallinem
Silicium auf Glas bei niedrigen Temperaturen. Ihre Motivation findet die Me-
thode in der Anwendung als Absorberschicht für kostengünstige Solarzellen.
Da Glas ein amorphes Material ist, können konventionelle Epitaxietechniken
nicht angewendet werden. Der untersuchte Wachstumsprozess lässt sich in zwei
Schritte aufteilen. Zunächst werden separierte Silicium–Saatkristallite auf leit-
fähig beschichteten Glassubstraten durch Anwendung des Vapor–Liquid–Solid
Verfahrens abgeschieden. Als Lösungsmittel kommt Indium zum Einsatz. Die
so erzeugten Saatkristallite werden anschließend in einer speziell angepassten
Apparatur mittels stationärer Lösungszüchtung vergrößert. Bei der Apparatur
handelt es sich um einen Prototypen im Labormaßstab, welcher im Wesentli-
chen aus einer vertikalen Anordnung eines Sättigungssubstrates und des Lö-
sungsmittels (Indium) besteht. Das Züchtungssubstrat wird von oben in die
auf eine Temparatur unterhalb des Erweichungspunktes des Substratmateri-
als erwärmte Züchtungslösung eingebracht. Durch geeignete Heizeranordnung
kann ein Temperaturgradient zwischen dem Nährsubstrat am Boden und dem
Züchtungssubstrat derart eingestellt werden, dass gleichzeitig eine ausreichen-
de Übersättigung der Nährlösung sowie konvektiver Stofftransport zum oberen
Substrat realisiert wird.
Die Betrachtungen konzentrieren sich zunächst auf das Potenzial konventionel-
ler Lösungszüchtung bezüglich erreichbarer Schichtdicken und Wachstumsraten
bei niedrigen Temperaturen. Berechnungen zum thermodynamischen Gleichge-
wicht im binären Stoffsystem Silicium–Indium zeigen die Notwendigkeit zum
konvektiven Antransport des zu wachsenden Stoffes zum Erreichen ausreichen-
der Schichtdicken (>50µm). Die Verhältnisse bezüglich des Stofftransportes
und der Übersättigung in der vorliegenden Züchtungsapparatur werden ana-
lysiert. Es zeigt sich, dass gelöstes Silicium mittels Einsatz einer geeigneten
Heizerkonfiguration gezielt vom Nähr– zum Züchtungssubstrat transportiert
werden kann. Die experimentellen Ergebnisse werden mit Hilfe einer Analyse
zur Hydrodynamik diskutiert. Zusätzlich werden Finite–Elemente Simulatio-
nen zum konvektiven Transport zur Diskussion herangezogen.
Die chemische Stabilität verschiedener leitfähiger Zwischenschichten bei pro-
zessrelevanten Temperaturen wurde durch Berechnungen im ternären Stoffsys-
tem Molybdän, Silicium und Indium betrachtet. Auf diesen Ergebnissen basie-
rend erfolgte die Präparation von Molybdändisilicid auf Glas durch Temperung
alternierender Molybdän–Silicium Schichtpakete. Die Stabilität der so erzeug-
ten Schichten im Kontakt mit Silicium gesättigter Züchtungslösung konnte ex-
perimentell nachgewiesen werden. Die anschließende Untersuchung des Vapor–
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Liquid–Solid Prozesses auf MoSi2–Schichten zeigte eine signifikante Anhängig-
keit von den Parametern der Schichtpräparation sowie der Substrattemperatur
während der Lösungsmittelverdampfung.
Saatkristallite wurden anschließend mit Hilfe der stationären Lösungszüchtung
bei 610℃ ausgewachsen und das gezüchtete Material bezüglich Kristallinität,
Orientierung und Reinheit charakterisiert. Zusätzlich standen Untersuchungen
zur Morphologie im Vordergrund. Ausgewachsene Kristallite zeigen eine deut-
liche {111}–Facettierung. Die Ausdehnung einzelner Facetten beträgt bis zu
200µm. Oftmals bestehen einzelne Körner aus mindestens zwei Zwillingsdo-
mänen. Das Auftreten einer Facettierung sowie das Vorhandensein von ein-
springenden Kanten an Zwillingskorngrenzen sind Voraussetzungen für einen
speziellen Wachstumsmechanismus, welcher hohe Wachstumsraten selbst bei
geringer Übersättigung ermöglicht. Die Entstehung skellettartiger Morphologi-
en wird mit dem Auftreten von Konzentrationsinhomogenitäten innerhalb der
Diffusionsgrenzschicht erklärt. Diese führen zu ungenügender Übersättigung im
Zentrum einzelner Facetten und somit zum Auftreten einer morphologischen In-
stabilität.
Die prinzipielle Anwendbarkeit des Prozesses zur Abscheidung von mikrokris-
tallinem Silicium auf Glas konnte nachgewiesen werden. Allerdings verbleiben
Limitierungen bezüglich des erreichbaren Bedeckungsgrades sowie der Größe
unter stabilen Bedingungen gewachsener Silicium Kristallite.
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1 Introduction
The investigation of deposition techniques leading to polycrystalline silicon thin
films on amorphous substrates is of persistent interest for the fabrication of elec-
tronic devices. Today, wafer–based processes are well established in this field but
also expensive. Taking photovoltaic as an example, here about 30–40% of produc-
tion costs of a 300µm thick monocrystalline device are related to wafer fabrication
[1]. However, considering the wavelength–dependent penetration depth, a silicon
absorber layer thickness of 50µm is already sufficient for the fabrication of high effi-
cient solar cells [2]. For mechanical stability a solid supporting material (substrate)
is essential for thin film devices. Here, low–cost materials such as ceramics or glass
are gaining increased interest. Therefore, much research focuses on the investiga-
tion of growth techniques that aim at the fabrication of polycrystalline thin films
on foreign substrates, that – in general – are amorphous.
Several attempts have been made within the last years to grow polycrystalline sili-
con on glass. Almost all of them include two main steps, that is the deposition of
a seeding layer with epitaxial thickening in a second step. Various investigations
have been made considering solid–phase crystallization. Thermal treatment of an
amorphous silicon layer leads to small–grained polycrystalline material. Thermal
energy can be introduced into the film by means of a conventional furnace [3, 4] or
by laser treatment [5, 6]. Because of the high density of grain boundaries, which act
as recombination centers for electron–hole pairs, such material is unsuitable for high
performance devices. Larger grains with diameters of 50 to 100µm are obtained ap-
plying the so–called aluminum–induced layer exchange process [7]. Here a vertical
stack of glass/Al/AlxOy/a–Si is transferred into glass/µc–Si/AlxOy/Al(Si) by an
annealing step below the eutectic temperature of the Al–Si system. The microcrys-
talline silicon layer acts as seeding layer for further epitaxial thickening by vapor
deposition technique [8]. Main disadvantage of this technique is the high aluminum
impurity incorporation in the absorber layer caused by a rather high distribution
coefficient. Control of nucleation sites and therefore grain density can be achieved
by photo-lithographic or laser beam pre–patterning of the substrate. However, such
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techniques are difficult and expensive when scaled up to large area device fabrica-
tion.
These examples illustrate the complexity of the matter. Indeed, a promising depo-
sition technique should meet some preconditions, which can be specified as follows.
It must:
• involve the application of low–cost substrates such as glass.
• exclude process temperatures above the substrate’s softening or melting point.
• be fast enough to reduce fabrication costs.
• target on growth of closed polycrystalline silicon layers with a thickness of
about 50–100 µm.
• aim at growth of structural and electrical high quality material.
Until now, no silicon thin film technique has been developed, which satisfies all the
needs of solar industry.
The use of an amorphous substrate and the limitation of process temperature ex-
cludes the application of well established conventional epitaxial methods. Therefore,
the present work focuses on joining several different methods of crystal growth in
order to fit the specified needs. Physical vapor deposition is combined with solution
growth technique in a hybrid process. Parts of it are subject of a European patent
registered as EP 0843748.
The basic sequence is shown schematically in Figure 1.1. The first step involves
the coating of a pre–cleaned borosilicate glass substrate with a conductive interme-
diate layer by applying physical vapor deposition. The subsequent two steps aim
at deposition of silicon seed crystals by means of the vapor–liquid–solid process.
Here, a non or at least partially wetting metallic solvent is deposited to form mi-
crodroplets on the surface. The sample has to be heated above the melting point of
the solvent during deposition. Subsequently, silicon is deposited while the sample
is heated above the eutectic temperature of the solvent and silicon. Silicon atoms
reach the solvent droplets by surface diffusion and direct impingement. The silicon
vapor pressure resulting from electron–beam evaporation provides the driving force
for Si nucleation inside the droplets.
Subsequent enlargement of seeds is carried out by steady–state solution growth.
Otherwise from conventional solution growth, which is carried out at about 900℃,
this method makes use of temperatures below the softening point of the glass sub-
strate. The apparatus mainly consists of a vertical stack of silicon feeding material,
3the solvent (indium) and the growth substrate. To overcome the problem of low sol-
ubility at low temperatures, convective transport of silicon–saturated indium from
the feeding source to the growth substrate must be offered together with suitable
supersaturation.
The work focuses on the analysis of the feasibility of this growth process, which
might be suitable for the low–cost deposition of a polycrystalline layer. The applica-
tion as an absorber layer in the field of photovoltaic is the main motivation but not
the objective of this work. In fact, the intention is to clarify basic phenomena, which
determine the feasibility of each partial step, as well as their successive combina-
tion. Although the process turns up to be straightforward, a detailed investigation
of each step requires knowledge of various physical concepts including thermochem-
istry, material transport phenomena, concepts of nucleation and crystal growth, as
well as wetting behavior of thin liquid films in contact with a solid substrate.
Therefore, this work starts with a short overview on theoretical aspects covering the
addressed fields in Chapter 2. A more detailed survey of the deposition process is
given in Chapter 3 together with the equipment applied to obtain the experimental
results. Afterwards, methods, which were used to characterize the samples, are pre-
sented in Chapter 4. The theoretical considerations and actual experimental results
are presented in Chapter 5. In the course of this thesis, improvements based on
these results were proposed and directly implemented in the process. This leads to
the necessity to present the respective discussions in the same chapter. The thesis
ends with an outlook where further approaches are discussed.
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Figure 1.1: Process steps of the combined vapor–liquid–solid steady–state solution growth
method to grow polycrystalline silicon on glass: (1) deposition of a conductive intermediate
layer by e-beam evaporation onto the glass substrate, (2) solvent evaporation and gener-
ation of microdroplets by in situ heating of the substrate surface, (3) silicon evaporation
and growth of seed crystals using the VLS method, surface heating and back side cool-
ing, (4) enlargement of silicon using the steady–state solution growth process, (5) closed
polycrystalline film.
2 Theoretical Background
To be able to discuss the potential of solution growth at low temperatures, the sol-
ubility of the growing matter has to be considered. Additionally, thermochemical
relations between the substances used in processing, that is the substrate, the inter-
mediate layer, the solute and the solvent, have to be considered. The knowledge of
possible chemical reactions and their thermodynamic parameters helps to properly
select the material system to be used. The second issue to consider is heterogeneous
nucleation, wetting and stability of thin fluids on solid surfaces. Concepts of fluid
mechanics also help to understand material transport conditions during the last step
of the process. In order to classify and to discuss several common morphologies of
the grown material, the underlying growth mechanisms have to be known as well.
2.1 Thermodynamic Basics of Solution Growth
Usual liquid phase epitaxy (LPE) involves growth of thin solid films from metallic
solutions on crystalline substrates. The growth procedure consists of several partial
steps. First, a small portion of solute A is dissolved in the metallic solvent B at
temperature Ts. B gets saturated up to the equilibrium concentration at Ts. Sub-
sequently, supersaturation and therefore a driving force ∆µls for crystallization is
generated by cooling the solution to a temperature Tg. The supersaturated solu-
tion is brought into contact with the substrate. The growth process now includes
transport to the solid–liquid interface and incorporation of matter into the crystal.
In crystal growth usually pressure P , temperature T and the number of particles
n are known. This set of variables forms the natural variables of the associated
thermodynamic potential namely the Gibb’s free energy G. The chemical potential
µi is used to describe phase equilibrium and the driving force for crystallization.
It is represented by the first partial derivative of G with respect to the number of
particles ni of component i. In equilibrium, the Gibb’s free energy is at its minimum
and the chemical potential of each component is equal in all phases. Starting from
equilibrium calculations, which yield an expression for the solubility of silicon in
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liquid indium, the driving force for crystallization which is generated by a deviation
from equilibrium will be quantified.
2.1.1 Phase Equilibrium and Solubility: Solution Models
The phase equilibrium between a pure solid substance A (e.g. silicon) in contact
with a metallic solution (e.g. silicon in indium) will be considered in order to be
able to compute the temperature dependent solubility. The chemical potential of
the pure solid phase can be written as
µsA = µ
0,s
A (2.1)
The superscript s denotes the solid state of aggregation. µ0,sA is known as the
standard chemical potential of species A. In the case of silicon LPE the solvent
is built into the crystal solely at low dopant level. Therefore, solid solubility of
component B in A is assumed to be negligible in the whole temperature range. For
A being dissolved in liquid B, the corresponding chemical potential is
µlA = µ
0,l
A +RT ln x
l
A +RT ln γlA (2.2)
The second term in eq (2.2) includes the configurational change of entropy due
to ideal mixing of both constituents while the third term accounts for the excess
interaction. This interaction is described by the introduction of the activity aA for
species A, which can be considered as an effective concentration due to the excess
molecular interactions.
aA = xAγA (2.3)
At the equilibrium, the chemical potentials in eqs (2.1) and (2.2) have to be equal
for both phases. This leads to a general expression for the solubility of the solute
A, xlA, which will be discussed in terms of several common solution models:
ln xlA =
µ0,sA − µ0,lA
RT
− ln γlA =
∆s,lg0A
RT
− ln γlA (2.4)
In order to obtain an expression for the change of molar Gibb’s free energy ∆s,lg0A at
temperature T , a virtual thermodynamic cycle for the transition from the solid to
the liquid state is considered. It includes heating the system from T to the melting
temperature of the solute Tm,A, the actual phase transformation and subsequent
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cooling to T [9].
ln xlA =
∫ Tm,A
T
d
(
g0,sA
RT ′
)
+ 1
RT
∆mgA(Tm,A) +
∫ T
Tm,A
d
(
g0,lA
RT ′
)
− ln γlA (2.5)
At the melting temperature, the solid and liquid phase are in equilibrium, which
implies that
∆mgA(Tm,A) = 0 (2.6)
Using the Gibbs–Helmholtz equation written in the form for molar variables[
d
(
g
T
)]
P
=
[
− h
T 2
dT
]
P
(2.7)
and assuming the molar heat of fusion ∆s,lh0A being independent of temperature,
eq (2.5) can be reduced to:
ln xlA =
∆s,lh0A
R
(
1
Tm,A
− 1
T
)
− ln γlA (2.8)
Several models are applied to estimate the excess interaction enthalpy of mixing
RT ln γlA. Generally, the excess term is written in the form of eq (2.9)
ln γlA →
∆mixhA − T∆mixsA
R
(
(1− xA)2
T
)
(2.9)
where ∆mixhA(1− xA)2 refers to the molar excess heat of mixing and ∆mixsA(1−
xA)2 is the molar excess entropy of mixing. ∆mixhA and ∆mixsA can be understood
as coefficients of the first non–linear term of a power series of the excess enthalpy
and the excess entropy of mixing with respect to (1 − xA) [10]. Therefore, they
are often referred to as a and b, respectively. (1 − xA)2 resembles the asymmetric
nature of the excess term over the whole concentration range and ensures that the
excess term vanishes for pure substances. Three common solution models can be
discussed in terms of the resulting expression of eq (2.10).
ln xlA =
∆s,lh0A
R
(
1
Tm,A
− 1
T
)
− ∆
mixhA − T∆mixsA
R
(
(1− xA)2
T
)
(2.10)
The first is the quasi–regular solution for which both the excess enthalpy of mixing
and the excess entropy are considered to differ from zero. The case of only ∆mixsA
being zero is referred to as a regular solution. For ideal solutions, both excess terms
8 Chapter 2: Theoretical Background
vanish in the whole concentration range, which means that ∆mixhA = ∆mixsA = 0.
Usually, the solubility curve of a binary mixture is visualised in an equilibrium
phase diagram, where the temperature T is drawn versus the composition (in mole
fraction) xA at constant pressure.
2.1.2 Intermediate Phases and Ternary Phase Relationships
Reactions between the constituents can occur in numerous phase relationships . The
reactants are referred to as the mother phases (e.g. A and C), the reaction products
are called intermediate phases (AiCj). Reactions can take place, when the Gibb’s
free energy of the mother phases is higher than that of the intermediate phases.
Therefore, the Gibb’s free energy of the intermediate phases has to be explicitly
considered in the phase equilibrium calculation. To give an example, in the case
of two mother phases A and C with one intermediate phase, the resulting binary
phase diagram consist of two parts joint one by one, each respectively resembling
the pure binary case of A–AiCj and AiCj–C.
If more than two constituents have to be considered, this case is referred to as
ternary, quaternary and so forth. Ternary phase equilibria are often visualised as
isothermal sections through a trigonal prism, where the temperature is drawn nor-
mal to the compositions of the three constituents which are measured along the
sides of a triangle. Another common presentation is derived by holding the com-
position of one constituent (e.g. A) fixed while drawing a pseudo–binary section
through the prism relating temperature to xB→C. For the special case of the fixed
composition being equal to zero, the resulting diagrams are called binary boundary
phase diagrams, which necessarily have to be consistent with the three–phase region.
As there is a lack of experimental data on ternary excess interaction parameters,
ternary phase equilibria are predicted with the help of the phase equilibrium and
phase diagram module of a software called FactSage [11]. Here, the phase equi-
librium is evaluated by a Gibb’s free energy minimizer which considers particular
phases stored in a database.
2.1.3 Supersaturation and Nucleation
In equilibrium, the net flux of particles from one phase to another is equal to
zero. Therefore, deviation from equilibrium is the essential precondition for crys-
tal growth. This deviation generates the driving force for crystallization which is
given by the difference of the chemical potential of the ambient and the crystalline
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phase. In solution growth, this deviation is often generated by cooling a saturated
liquid from a temperature Ts to Tg. Growth can be achieved in a certain tempera-
ture region without generating nuclei in the ambient phase. This region defines the
metastable Oswald–Miers region. In this region, the composition of the solution is
not changed during cooling and thus the chemical potential of the solute at Tg < Ts
can be written in the form of
µl (Tg) = µ0,l +RTg ln [a(Ts)] (2.11)
The chemical potential of the crystalline phase at Tg equals the equilibrium potential
of the solute at this temperature:
µs (Tg) = µl,eq (Tg) = µ0,l +RTg ln [a(Tg)] (2.12)
It follows that for the difference of the two potentials and thus the driving force for
crystallization from solutions the following equation holds:
∆l,sµ (Tg) = RTg ln
[
a(Ts)
a(Tg)
]
= RTg ln
[
x(Ts)
x(Tg)
]
+RTg ln
[
γ(Ts)
γ(Tg)
]
≡ ∆l,sµid + ∆l,sµe
(2.13)
Two terms contribute to the driving force for crystallization in a non–ideal solution.
The first term resembles the driving force of a supersaturated ideal solution. The
second term modifies this by means of the excess interaction. Often, the supersat-
uration is given as a dimensionless quantity σ which is defined as
σ = ∆
l,sµ
RTg
(2.14)
An equivalent description of the driving force of a non–ideal supersaturated solution
can be derived in terms of temperatures. In contrast to the driving force of an under-
cooled pure substance, the molar heat of fusion has to be replaced by the molar heat
of dissolution and the melting temperature by Ts. The result is a formula which
formally equals the description of the driving force in melt growth (with Ts → Tm):
∆l,sµ =
(
∆s,lh0A + ∆mixhA(1− xA)2
)(
1− Tg
Ts
)
(2.15)
The driving force for crystallization can be achieved by either cooling the saturated
liquid or add solute particles to the saturated liquid or by a combination of both.
This is clarified in Figure 2.1 where two equivalent paths reaching the same deviation
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Figure 2.1: Plot of temperature T versus activity a with two thermodynamically equivalent
paths to gain the same driving force for crystallization.
from equilibrium are shown.
In the case of the ambient phase being a supersaturated vapor, a relationship which
is similar to eq (2.13) holds for the driving force of crystallization:
∆v,sµ = RTg ln
[
p
p0
]
= ∆hev
(
1− T
Ts
)
(2.16)
Here p0 is the equilibrium vapor pressure of the growing matter, p the actual vapor
pressure and ∆hev denotes the molar heat of evaporation. Non–ideal behavior is
considered by introducing the fugacity f in a similar way as the activity a.
If the critical supersaturation is exceeded, stable nuclei of the thermodynamic sta-
ble phase will start to grow. If nucleation starts at certain preferential sites such
as phase boundaries or impurities, this is called heterogeneous nucleation. Addi-
tionally, if the nucleation site is of the same material as the growing matter, this is
called homo-epitaxy. The process is referred to as homogeneous nucleation if nuclei
are fully enclosed by the nutrient phase. In this case, the formation of nuclei or
clusters of i particles leads to a change of the Gibb’s free energy according to eq
(2.17) [12].
∆GN = −∆µi+ bγi2/3 (2.17)
The first term describes the Gibb’s free energy that is released due to the formation
of the new, stable phase and is therefore proportional to the number of particles
i in the nucleus and the corresponding reduction of Gibb’s free energy per added
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Figure 2.2: Scheme showing the principle of Gibb’s free energy minimization with nucle-
ation barrier; (A)–initial, supersaturated state, (B)–activated state, (C)–final state (crys-
tal).
particle ∆µ. In addition, a new interface with the energy γ between the nutrient
phase and the nucleus is generated. The geometry of the interface as determined by
the shape of the nucleus is considered by the factor b. The sum of both contributions
as depicted in eq (2.17) yields a curve with a single maximum when plotted against
i or r, respectively. This maximum defines the critical cluster size i∗ or r∗. The
energy associated with the critical cluster size is the activation energy for nucleation
∆GN∗ . Clusters of size below i∗ tend to dissolve in order to minimize the free energy,
whereas clusters with size above i∗ will tend to grow. Assuming a spherical nucleus
of radius r eq (2.17) can be written as
∆GN = 4pi3
r3
Ω ∆
l,sµ+ 4pir2γ (2.18)
Ω denotes the atomic volume of the crystallizing species. The associated radius of
the critical nucleus is given by
r∗ =
2γΩ
∆l,sµ (2.19)
The energetic path of nucleation can be schematically shown as depicted in Figure
2.2. A system in the supersaturated, initial state has to overcome an energy barrier
of ∆GN∗ in order to reach the final state. As this process is thermally activated, the
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corresponding nucleation rate j follows an Arrhenius–law
j(T ) ∝ exp
(
−∆G
N∗
kT
)
(2.20)
where k is the Boltzmann constant and T refers to the temperature.
2.2 Material Transport in Crystal Growth
In most cases, crystal growth includes transport of the growing matter through a
fluid (gas or liquid) towards the growing interface. If this transport is slow compared
to the kinetics at the interface, it becomes the bottleneck of the process. Vice versa,
the growth rate is controlled by attachment kinetics if transport is fast compared
to the interface kinetics.
In order to discuss the transport phenomena, a finite volume of a multicomponent
fluid is considered [13]. The average velocity of a species i in this volume is given
by the sum of the individual velocities of the ni particles:
vi =
1
ni
ni∑
j=1
vij (2.21)
If the vi are equal for all species, transport is solely driven by convection. An addi-
tional relative motion of one component with respect to another is called diffusion.
The total mass flux of a component ji can therefore be written in terms of two
contributions, a bulk flow (convective) velocity and a diffusive flux:
ji = ρiv+ jdiffi (2.22)
ρi is the local mass density of species i. Both phenomena will be discussed in brief
as both play a notable role for material transport in the system under consideration
in this work.
2.2.1 Diffusion
From a thermodynamic point of view, the driving force for isothermal diffusion
is a gradient in the thermodynamic potential of the diffusing matter. In a two
component system the diffusive flux of species i, jdiffi , is related to this gradient by
jdiffi = −Li∇µi (2.23)
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Here Li is a transport coefficient. In the special case of an isobaric system without
external fields and forces, the chemical potential is a function of the concentration
as seen in eq (2.11). The concentration will be referred to as c. In this case, the
diffusive flux can be written as:
jdiffi = −Dc,i∇ci, Di = Li
RT
ci
(2.24)
This is Fick’s first law for diffusion driven by a concentration gradient. Generally,
the diffusion coefficient Dc depends on the materials involved, on the temperature
and on the pressure. For bulk diffusion of a solute in liquids, Dc can be derived by
the Stokes–Einstein relation in the following way (subscript i dropped) [14]:
Dliqc =
kT
6piηR0
(2.25)
Here, k is the Boltzmann constant, T is the temperature, η the dynamic viscosity
of the solvent and R0 the hydrodynamic radius of the solute.
At solid surfaces and in solids, two–dimensional diffusion is conducted by jumps of
atoms between adjacent potential minima. For each jump, an energy barrier has
to be overcome. This process is thermally activated and the associated activation
energy is W . In this case, the diffusion coefficient depends on temperature as in an
Arrhenius–law:
Dsol = D0 exp
(
−W
kT
)
(2.26)
By considering the mass conservation law in the form of the continuity equation,
one can derive Fick’s second law in the form of eq (2.27).
∂c
∂t
= ∇ (D∇c) (2.27)
In two dimensions the associated diffusion length L can be estimated by using eq
(2.28) [15].
D = L
2
4t (2.28)
2.2.2 Convection
Approximately, convective flow is considered as being independent from diffusion,
i.e. the fluid is considered to consist of a single component only. A further simplifi-
cation is derived by assuming the fluid to be incompressible, which means that the
density ρ remains constant in a fixed control volume. Convection is described by a
14 Chapter 2: Theoretical Background
system of four equations, the continuity equation (2.29) and the three Navier–Stokes
equations (2.30) for uncompressable fluids.
∂ρ
∂t
= −ρ∇v = 0 (2.29)
ρ
∂v
∂t
= −ρ(v · ∇)v−∇p+ η∇2v+ f (2.30)
Here, v = v(x) is the flow velocity (see eq (2.22)), t is the time, p is the pressure, η
the dynamic viscosity, and f is volume density of additional body forces (see Section
2.4.2). The Navier–Stokes equations relate the time derivative of the velocity field
to the sum of inertial forces, pressure forces, viscous forces, and additional body
forces. The latter ones may arise due to gravity, external fields or small–size–effects
as discussed in Section 2.4.2. In order to be able to derive solutions for eqs (2.29)
and (2.30), suitable boundary conditions for the considered volume Ω have to be
specified. Particles stick at the wall by adhesion. This results in a fully stagnant
layer with a thickness of few molecular distances. With increasing distance from
the wall, flow velocity gradually changes from zero to the bulk flow velocity. In
the case of forced convection, bulk flow is dominated by inertial forces while in the
boundary layer fluid behavior is determined by the viscous forces. In the case of
a rigid, non–reacting solid boundary ∂Ω being wetted by the fluid, the Dirichlet
boundary condition can be formulated as the so called no–slip condition for viscous
flow:
v(x) = 0 ∀x ∈ ∂Ω (2.31)
In order to identify the significance of viscous forces in relation to the inertial force,
the ratio of both is introduced in the following way:
inertial force
viscous force =
ρ(v · ∇)v
η∇2v ≈
ρV V/L
ηV/L2
= ρV L
η
= V L
ν
≡ Re (2.32)
Here, V is the free–stream velocity far from any boundaries, ν is the kinematic
viscosity and L is a characteristic length-scale of the system. The ratio is known
as the Reynolds–Number of the system. Hence, for large Reynolds–Numbers, the
flow velocity field may be divided into two zones, one (inviscid) far beyond the
boundaries and the afore mentioned boundary layer region. For flow parallel to a
flat plate with the edge at x = 0, the thickness δm of the momentum boundary layer
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can be estimated by [16]
δm ∼= 5
√
xη
V ρ
(2.33)
This equation also holds for flow driven by buoyant forces with the respective bulk
flow velocity. In crystal growth, not only the flow velocity field adjacent to the
growing surface but also the temperature and solute distribution near the interface
are of interest. In these cases, the concept of a boundary layer is applicable, too.
The particular thickness of the thermal and the solute boundary layers (δT and
δc) are related to the thickness of the momentum boundary layer in the following
manner [17]:
δc/δm ∼ Sc−1/3 = (Dc/ν)1/3 (2.34)
δT /δm ∼ Pr−1/3 = (DT /ν)1/3 (2.35)
Here the Schmidt number Sc and the Prandtl number Pr give the ratio of kinematic
viscosity to solutal diffusivity and thermal diffusivity, respectively.
Free convection is driven by either buoyancy or gradients in surface tension. The
former is caused by differences of the local mass density which arise for example due
to thermal or solutal expansion. The volume density of the additional body force f
(see eq (2.30)) can be written as
f = ρg = ρ0
[
1− β(T − T0)− β′(c− c0)
]
g (2.36)
In eq (2.36) g is the acceleration due to gravity, β is the thermal and β′ the so-
lutal expansion coefficient. In the framework of the Boussinesq–approximation the
density variation is only considered in the buoyancy–term (2.36) of eq (2.30), where
exclusively gravitational acceleration acts as a body force. As a high viscosity η
and a high thermal conductivity κ both tend to slow down fluid motion, below a
certain critical density gradient the system stays at rest. To estimate the parame-
ters for the onset of steady convection, a horizontally infinite fluid under a vertical
temperature gradient heated from below is considered. A linear stability analysis of
the Navier–Stokes equations for this configuration (see for instance [13]) yields the
stability criterion being dependent on the value of the dimensionless temperature
or concentration gradient given by
Ra = βg∆TL
3
νDT
, Ra′ = β
′g∆cL3
νDc
(2.37)
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Figure 2.3: Fluid configuration for estimation of the critical Rayleigh number.
If the so–called Rayleigh–Number exceeds a certain critical value, steady convection
is expected to set in. If the upper surface of the fluid is free (no no–slip condition)
the critical Rayleigh number is 1101 [13]. A horizontal temperature gradient imme-
diately gives rise to threshold-less convection which causes the fluid to drift upwards
in the hotter zone and downwards in the colder zone.
In order to estimate the influence of convective heat transfer compared to heat
transfer by conduction, one introduces the Prandtl number, which is the ratio of
viscosity to thermal conductivity. The ratio of the Rayleigh number and the Prandtl
number defines the Grashof number, which in turn gives the ratio of inertial and
buoyant to viscous forces.
Gr = gβ∆TL
3
ν2
, Gr ′ = gβ
′∆cL3
ν2
(2.38)
With all these numbers at hand, a characterization of the fluid flow behavior is
possible even without having to solve eqs (2.29) and (2.30).
2.3 Crystal Faceting and Modes of Crystal Growth
Growth of a crystal can be described by the advance of elementary steps present at
the interface between the nutrient phase and the crystal. The elementary step itself
spreads over the surface mainly by incorporation of growth units at existing kink
sites. A growth unit can either be a single atom or a cluster of them. The total
mass flux to the step is given by [18]
j = ρvstep = β(c− ceq) (2.39)
Here, ρ is the mass density of the growing matter, vstep is the step velocity, c and ceq
the actual and the equilibrium solute concentration and β is the kinetic coefficient.
2.3: Crystal Faceting and Modes of Crystal Growth 17
Two effects contribute to the kinetic coefficient of a surface, first is the kink density
and second is the attachment kinetics at the kink sites. The kinetic contribution
is given by the attachment frequency ν+ and detachment frequency ν− of growth
units.
β = a
2
λ0
(ν+ + ν−) (2.40)
a denotes the length of a growth unit and λ0 is the inter-kink distance. Generally,
the kinetic coefficient is a function of the crystal orientation and the driving force.
Let n be the vector normal to an arbitrary crystal direction and ∆l,sµ the driving
force for crystallization. The growth rate normal to the surface is given by
R = β(n,∆l,sµ)∆l,sµ (2.41)
For a slightly miscut vicinal surface (see below), the kinetic coefficient is related to
the step kinetic coefficient βst by
β ≈ βst|p| (2.42)
when |p| is the slope of the vicinal surface (see [18]).
In order to discuss the different modes of crystal growth, the sources for elementary
steps have to be considered.
2.3.1 Sources of Elementary Steps
Several physical and morphological phenomena contribute to the formation of ele-
mentary steps. First, morphological roughness in the absence of thermal or kinetic
roughening (T = 0,∆µ = 0) will be discussed. In 1955, Hartman and Perdok were
the first who figured out the relationship between the strength of bonds in the crys-
tal and its morphology [19]. They defined periodic arrangements of such bonds as
periodically bonded chains with their directions as P.B.C. vectors. Following the def-
inition of P.B.C.’s, the energy gain attributed to the attachment of a growth unit to
the chain is maximal. Therefore, the authors postulated that the maximum growth
velocity must occur parallel to the P.B.C.’s as growth must be preferred in these
directions. Three different types of crystal faces can be deduced from these defini-
tions. The first is the F–face, which contains at least two non–parallel chain vectors
and is defined as being “flat”. Faces containing exactly one chain–vector are called
S–faces and exhibit steps which are aligned parallel to the P.B.C. direction. Finally,
faces that exhibit no specific relationship to a bond–chain are called K-faces and are
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assumed to be morphologically rough or kinked. Below the roughening transition,
attachment of a new growth unit is preferred at K–faces, likely at S–faces and very
difficult at F–faces. For a given crystal structure, the nature of the faces can be
classified by introducing the orientation–dependent kink–density function following
the continuum approach Suchtelen and Veenendaal suggested in 2000 [20].
For T > 0 and ∆µ = 0 thermal roughness has to be taken into account. Per se, the
elementary step can be considered as being thermally rough even at room temper-
ature (see [21]). Therefore, present S–faces are expected to be kinked and being of
minor importance for the shape of the grown crystal. To decide, whether an F–face
is thermally rough, Jackson’s criterion can be consulted [22]:
TR =
Ψhkl
Ψ
∆l,sh
R
1
α
(2.43)
Here, Ψhkl/Ψ is the ratio of the binding energy of a growth unit at the surface and
the total binding energy of the growth unit in the bulk crystal. ∆l,sh = ∆s,lh0 +
∆mixh(1−x)2 is the molar heat of dissolution and α is known as the Jackson factor.
TR is the temperature of the roughening transition and corresponds to α = 2.
Growth of morphologically and thermally flat interfaces must be driven by defects
(see below) or by a mechanism, which is often referred to as “birth–and–spread”
[23, 24]. The latter involves the generation of supercritical two–dimensional nuclei
induced by a sufficient supersaturation (T > 0,∆µ > 0), and the formation of the
new atomic layer is accompanied by the formation of a new elementary step. To
determine the change in Gibb’s free energy associated with this process, the second
term in eq (2.17) has to be modified and involves the step free energy instead of the
surface free energy:
∆GN2D = −∆µi+ cγstepi1/2 (2.44)
c denotes a geometrical factor and depends on the shape of the two dimensional
nucleus.
2.3.2 Modes of Crystal Growth
Depending on supersaturation (see above), growth of crystals can be described by
means of different models. For low supersaturation, Burton, Cabrera and Frank [21]
found growth of a flat interface to be controlled by the presence of a self–preserving
elementary step. This step is usually provided by a screw dislocation. In solution
growth, the growth rate R depends on supersaturation σ = ∆l,sµ/kT as written in
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Figure 2.4: Growth rate R versus supersaturation for three different growth mechanisms:
spiral, 2D–nucleation and adhesive (see [25, 26]).
eq (2.45) [16].
RBCF ∝ σ
2
σ0
1
ln
[
δm
pia
σc
σ sinh
(
σ
σc
)] (2.45)
Here, σc is a characteristic supersaturation, a the height of the elementary step
and δm the thickness of the stagnant boundary layer (see Section 2.2.2). Higher
supersaturation enables two–dimensional nucleation on flat surfaces. Volmer, Kossel
and Stranski were the first to describe the growth rate associated with this process
to be non–linearly correlated with supersaturation. In the case of layer–by–layer
growth, the growth rate can be expressed in terms of eq (2.46)
RVKS ∝ √σ exp
[
− const.(kT )2σ
]
(2.46)
At rough interfaces, every growth unit which reaches the interface is instanta-
neously built into the crystal. The growth rate in this case is proportional to the
supersaturation and crystals exhibit a high density of dendrites.
RDend. ∝ σ (2.47)
Comparatively little theoretical work has been carried out on twin–assisted growth.
Re–entrant edges formed by two facets at twin boundaries can act as a self–-
preserving source for elementary steps, which can afterwards propagate onto the
facets. Growth rate can be expected to be in the order of that in spiral growth, al-
lowing twinned crystals to grow even at low supersaturation. Twin assisted growth
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Figure 2.5: Illustration of a (1) wetting (θ = 0), (2) partially wetting, and (3) non-wetting
thin liquid film.
will be shown to play an important role in low–temperature solution growth of
silicon from indium solutions.
2.4 Formation of Thin Fluid Films
2.4.1 Classical Nucleation Theory
The case of a structureless and flat solid substrate in contact with a supersaturated
vapor will be considered. The solid substrate is hereby heated above the melting
point of the vapor species, thus liquid nuclei are expected to form at the surface.
The equilibrium shape of the liquid droplets is assumed to resemble a segment of a
sphere with the radius of curvature being R. The contact angle θ can be derived by
Young’s equation [27]:
γs = γl,s + γl cos (θ) (2.48)
Here γs, γl and γl,s are the specific surface energies of the solid substrate, the liquid,
and the liquid–solid interface, respectively. Depending on the numerical value of
θ the liquid is said to be wetting (θ = 0), partially wetting (0 < θ ≤ pi/2), and
non–wetting (pi/2 < θ ≤ pi). Introducing the spreading parameter S in the form
S = γs − γl,s − γl (2.49)
enables the latter cases of wetting (S > 0) and non–wetting (S ≤ 0) to be easily
distinguished. The Gibb’s free energy of formation of a liquid droplet ∆G is given
by
∆G = −i∆µ+ 2piR2(1− cos θ)γl + piR2 sin2 θ(γl,s − γs) (2.50)
where i is the number of particles in the cluster. The last two terms describe the
total surface energy of the liquid droplet. The critical droplet size can be determined
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in a similar way as described in Section 2.1.3. For the associated work of droplet
formation, the following relationship holds [16]:
∆G∗ =
16pi
3
γ3l v
2
l
∆µ2 Φ(θ) (2.51)
Here, vl is the volume of one particle in the liquid and Φ(θ) = 0.25(1− cos θ)2(2 +
cos θ) includes the contact angle and therefore takes the influence of the substrate
on droplet formation into account. The nucleation rate is given by eq (2.20) and
can be written in terms of temperatures as follows:
J = C1 exp
− C2
T
(
T
Ts
− 1
)2
 (2.52)
Here, C1 and C2 are constants which depend on the material system, T is the actual
temperature of the substrate, and Ts is the temperature of the vapor source.
2.4.2 Stability of Thin Liquid Films on Solid Surfaces
In order to be able to decide whether there should exist a wetting layer between
macroscopic droplets on a solid substrate or not, the equilibrium and dynamics
of thin liquid films will be discussed in terms of the continuum approach, which
was mainly developed by Sharma [28]. The solid substrate will be referred to as
material 1, the liquid as material 2 and the surrounding gas phase as material 3.
In ultra–thin (10–1000Å) liquid films, additional body forces have to be explicitly
taken into account in order to determine the wetting behavior. When considering
the Gibb’s free energy per unit area G of a thin liquid film of height h, besides
the surface and interfacial energies γl and γl,s, an excess interaction term ∆G(h)
which arises due to the small size has to be added. There are two types of interac-
tion contributing to ∆G(h), namely the (apolar) van der Waals interaction ∆GLW
between both interfaces and the polar interaction ∆GP . There are three types of
dipole interaction contributing to the apolar forces: interaction between permanent
dipoles (Keesom), between permanent and induced dipoles (Debye) and between
induced dipoles (London). The height–dependence of the apolar interaction can be
described by means of the effective Hamaker constant A in the following way [29]:
∆GLW = − A12pih2 (2.53)
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This equation was derived by Hamaker by summing up the pairwise interaction for
each atom and for each type of interaction. The Hamaker constant is related to
the dielectric function of all three materials and can be approximated by applying
the Tabor–Wintership relation. The cutoff distance of the interaction due to Born
repulsion is given by d0 ≈ 1.58Å. ∆GLW (d0) is the change of Gibb’s free energy
when bringing two semi–infinite bodies of material 1 and material 3 from infinity
to d0. Having this in mind, ∆GLW (d0) can be expressed in terms of the specific
surface energies as
∆GLW (d0) = γLWs − γLWl,s − γLWl ≡ SLW (2.54)
Therefore, ∆GLW can be determined by one macroscopic parameter, i.e. the spread-
ing coefficient SLW :
∆GLW = SLW d
2
0
h2
(2.55)
The polar (ionic, acid–base) interaction is usually described by introducing a corre-
lation length l and can be written as
∆GP = SP exp [(d0 − h)/l] (2.56)
where SP is the polar part of the spreading parameter. The total excess Gibb’s free
energy per unit area is
∆G(h) = SLW d
2
0
h2
+ SP exp [(d0 − h)/l] (2.57)
The first derivative of ∆G(h) with respect to h equals the total excess energy per
unit volume Φ and is referred to as the negative of the disjoining pressure. The term
f = (−∇Φ) acts as an additional body force and has to be explicitly considered in
the Navier–Stokes equation (2.30). Generally, gravity can be neglected in thin film
fluid dynamics. Equation (2.57) relates the excess Gibb’s free energy per unit area
of a nanoscopic film with the spreading parameter, which can be derived from the
macroscopic wetting angle.
If both, the polar and the apolar forces are solely attractive for all film heights
h, the afore mentioned Born repulsion has to be explicitly taken into account in
order to remain consistent with the definitions above. By a summation of pairwise
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Figure 2.6: The modes of droplet formation compared to epitaxial growth mechanisms:
(1) – Frank-van der Merwe (layer–by–layer), (2) – Stranski–Krastanov, (3) – Volmer–Weber
(island growth).
Lennard–Jones interaction, Sharma derived [30]
∆GBorn(h) =
27
256 |S
LW |d
8
0
h8
(2.58)
In 1993 the same author developed an instability criterion by analyzing the equi-
librium shape of a thin liquid film with a mean thickness of h0 under a small
perturbation with a characteristic wavenumber kc, which reads as
k2c = −
1
γl
(dΦ
dh
)
h=h0
(2.59)
This relation gives the necessary condition for thin film instability, i.e. de–wetting
and droplet formation, which can be expressed in terms of the second derivative of
the excess Gibb’s free energy of the film:(
d2∆G
dh2
)
h=h0
< 0 ←→ dewetting (2.60)
A system is referred to as being apolar if at least two of the three materials involved
are apolar. In this case, only the van der Waals interaction has to be considered
(SP = 0), and eq (2.60) resembles the condition for droplet formation as derived in
the previous section:
SLW < 0 ←→ dewetting (2.61)
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On the other hand, in apolar systems the existence of macroscopic drops with a finite
contact angle ensures instability of the related thin liquid film. In the polar regime
(SLW 6= 0, SP 6= 0) the algebraic sign of the left term in eq (2.60) can change with
film thickness h0. In this case, macroscopic droplets are stable in equilibrium with a
thin wetting layer between them. The third case involves full wettability and both
microscopic as well as macroscopic films remain stable under small perturbation.
Figure 2.6 summarizes the above mentioned possibilities and emphasizes the analogy
to growth modes in epitaxial crystal growth. In Stranski–Krastanov mode additional
strain and/or dislocation energy stabilizes the thin layer between islands. In the
case of liquids, the above discussed excess energy of polar and apolar interaction is
responsible for the existence of the wetting layer.
3 Experimental Setup and Sample
Processing
The use of glass as a potentially low–cost substrate for silicon deposition leads to two
major requirements. As glass being an amorphous material, direct epitaxial growth
is impossible because crystal lattice information are not available. One approach
to overcome this problem is to start with the deposition of small seed crystals or a
thin seeding layer prior to further epitaxial thickening. In addition to the necessity
to form seed crystallites, overall process temperature is limited due to the softening
point of the used glass substrate.
This chapter gives an overview on the equipment used for the growth experiments
and the process sequence including the respective basic parameters.
3.1 Experimental Setup
Figure 3.1 shows a scheme of the cluster of high vacuum chambers used to perform
the experiments for this work. The cluster tool is composed of four process chambers
and four transfer chambers. The process chambers include an ion etching equipment,
a high vacuum deposition chamber, an ultra high vacuum deposition chamber and
the steady–state growth apparatus. Only the high vacuum deposition chamber and
the steady–state growth apparatus were used for this work.
3.1.1 The High Vacuum Physical Vapor Deposition Chamber
The high vacuum deposition equipment allows the deposition of silicon, molybde-
num and indium by means of electron beam evaporation and evaporation by resistive
heating. Both evaporation stages are situated within the bottom part of the cham-
ber. Indium has a higher vapor pressure compared to silicon and molybdenum.
For that reason, resistively heated evaporation is a suitable technique to achieve
satisfactory deposition rates in the case of indium (see Figure 3.2). Silicon and
molybdenum are deposited using the electron beam evaporator. Both materials are
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Figure 3.1: Schematic drawing of high vacuum cluster used for growth of polycrystalline
silicon on glass.
separately stored in a four–pocket gun rotation stage. Besides the well determined
exponential increase with temperature, the evaporation rate highly depends on the
shape of the source material. The morphology of the material changes during de-
position due to the evaporation. Therefore, the heating power has to be slightly
adjusted from time to time to achieve rather constant deposition rates. Typical
values for the operation current of the resistive heater were 90–100A, the electron
beam evaporator was operated at 8 kV BIAS voltage and typically 160mA (molyb-
denum) and 70–120mA (silicon).
The sample itself is mounted in top–down position in the upper part of the cham-
ber on a water cooled sample stage that can be rotated. The distance between the
evaporation source and the sample amounts to 40 cm. The deposited mass ratio per
unit area on the sample is related to the distance r and the angle θ of the surface
normal to the evaporation source by [31]
dm
dA ∝
cos (θ)
R2
(3.1)
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Figure 3.2: Equilibrium vapor pressures for silicon, indium and molybdenum as derived
using FactSage [11].
Therefore, the rather large distance leads to a high thickness homogeneity on the
typical 4× 4 cm2 substrate (δd < 1 %). However, a large portion of the evaporated
material is deposited onto the chamber walls. The efficiency of the implemented
sample support backside cooling can be increased by introducing gaseous helium
between the sample support and the carrier. A flow rate of 8.3 sccm was seen to
significantly decrease sample temperature by about 10K. The sample stage can be
heated by four halogen lamps mounted at the lower part of the chamber. The
light is directed towards the sample, and is absorbed by the deposited layer, the
substrate, and the surrounding sample holder. The ability of the layer to absorb
the incident light, and therefore the efficiency of this heating method, depends on
the deposit material and its thickness. The rotation of the sample stage increases
the homogeneity of the temperature distribution. By heating the sample from the
bottom and cooling it from the top, a temperature gradient can be established.
The deposition rate is measured using a quartz crystal microprobe which operates
at a base frequency of 6MHz and is mounted in direct vicinity of the sample holder.
The thickness and the deposition rate resolution is limited to ±1Å and ±0.1Å/s,
respectively. Lower deposition rates can only be calculated afterwards from the
total increase of layer thickness in a certain timeframe.
A combined oil–free diaphragm and turbomolecular pumping system evacuates the
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chamber to a base pressure of typically 7 × 10−7 mbar. Water–cooling of the de-
position chamber wall during sample heating operation helps to achieve the lowest
possible pressure. During evaporation, the pressure did not exceed 3× 10−6 mbar.
3.1.2 In Situ Diagnostic and Sample Transfer
During the deposition process, the temperature of the sample can be monitored by
means of a pyrometer. For that purpose, a sapphire viewport, which is transparent
in the desired infrared region, is mounted at the deposition chamber. In order to
gain information about the spatial temperature distribution, the ordinary pyrometer
can be replaced by a pyrometric camera, which has been hired from DIAS Infrared
for the present work. The camera detects radiation which is emitted and reflected
Figure 3.3: Model of the sample-
holder with thermocouple
by the sample within a sharp wavelength re-
gion around λ = 5 µm. The device is calibrated
for the radiation of a black body, which means
that both, the reflection and the transmission
of the sample are assumed to equal zero. For
a constant sample temperature (steady–state),
this implies that the heating power, which is ab-
sorbed by the black body, equals that, which is
being emitted. In order to gain the real temperature of a specismen, which is not a
black body, the signal has to be corrected by introducing the emissivity . By this
means, the deviation of the optical properties from the black body can be quantified.
Therefore, the emissivity of a set of representative samples has been measured in
the infrared region and used for the calibration process. The results are presented
in Section 5.3.1. During and after the data aquisition, the thermograms have been
analyzed with the software PyroSoft Professional [32].
Additionally, the temperature near the sample surface has been measured using a
type K thermocouple with a diameter of 0.25mm, which can be fixed at a spe-
cially prepared sample holder directly behind the glass substrate (see Figure 3.3).
Due to limitations of the chamber configuration, the mounting of the thermocouple
prohibits the rotation of the sample stage and the semi–automatic handling of the
sample holder. Therefore, the thermocouple has been used for calibration purposes,
and was afterwards removed from the vacuum chamber.
After the deposition, the processed sample can be transferred directly in high
vacuum by using two semi–automatic handler–systems. Hereby, the pressure never
exceeds 1×10−5 mbar. A SEMmounted at the second handler chamber allows in situ
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Figure 3.4: Schematic view of the inner part of the steady–state solution growth chamber.
diagnostic of the sample surface prior further processing. The resolution of electron
imaging is reduced by vibrations coupled into the system by the diaphragm pumps.
These vibrations can be minimized by switching off the pumps during measurements
or by making use of a specially adapted stabilizer. The overall sample transfer from
the vapor deposition chamber to the steady–state solution growth apparatus takes
about 30min.
3.1.3 The Steady–State Solution Growth Chamber
The steady–state growth apparatus consists of two nested water–cooled vessels.
The outer part is a conventional high vacuum chamber. The inner part houses the
growth crucible, three graphite heating elements and a combined glass/molybdenum
shielding (see Figure 3.4). The growth crucible is made from high purity graphite
(FE779), a special high density graphite for semiconductor industry. Inside the cru-
cible a [001] oriented silicon feeding source is situated below a two centimeter high
indium bath. The sample can be brought into contact with the indium in top–down
position with the help of two automatic handler systems. Two type K thermocouples
with H2 resistant sheathing (TC2 and TC3) are embedded in the crucible walls to
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Figure 3.5: Absolute heating power as a function of output power.
measure the temperature at two different depths (1.2 cm and 2.6 cm, respectively).
Heating of the crucible can be achieved by heating from top (H1), from side (H2),
from bottom (H3 and H4), or by a combination of the different graphite heating
elements. The calibration of controller output to absolute heating power is shown
in Figure 3.5. The heater H1 is able to generate the highest heating power in order
to establish a significant temperature gradient in the growth solution. Temperature
is adjusted by two high precision controllers connecting TC2 to H1 and TC3 to H2
or optionally to H3/H4. An additional thermocouple (TC1) is situated in the direct
vicinity of H1 in order to monitor heating power of the upper heating element.
The epitaxy chamber is continuously purged by a gas flow of 380 sccm hydrogen.
Prior to that, the gas is purified using a palladium diffusion cell in order to ful-
fill the needs for low temperature epitaxial solution growth [33, 34]. The purity
of the ambient is measured by a Hiden HPR20 quadrupole mass spectrometer to
detect presence of explosive hydrogen–oxygen mixtures and residual gases. Figure
3.6 shows the characteristics of the residual gas concentration directly after venting
the chamber for maintenance with subsequent sealing and heating to 600℃ (TC2
and TC3). Also shown is the state after four weeks of continuous hydrogen flow,
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Figure 3.6: Residual gas concentration in epitaxy chamber directly after chamber mainte-
nance and after four weeks of continuous H2–flow.
resulting in a significant decrease of the residual gas content. Actually, after several
months of operation, the water content decreases to typically 1–2 ppb and other
residual gases are not detectable any more.
The heating process first leads to outgassing of water, which was introduced dur-
ing contact of the system with air. As heating elements reach temperatures above
670℃, graphite is expected to reduce residual water to form carbon monoxide and
hydrogen. This can be shown by a calculation of Gibb’s free energy versus tem-
perature for this reaction using FactSage [11] and explains the retarded increase
of mass number 28 signal (N2/CO) seen in Figure 3.6. In order to reduce fur-
ther contamination, hydrogen flow is only interrupted when transferring a sample
into the chamber. The growth chamber can be evacuated to a pressure as low as
5× 10−6 mbar allowing sample transfer from and to the rest of the cluster tool. To
enable save evacuation, the chamber is purged by a flow of 16000 sccm argon for
14min prior to the evacuation procedure.
3.2 Sample Processing
3.2.1 Sample Cleaning Procedure
In order to remove organic contaminations, all used glass substrates were cleaned
within two steps of an empiric wet–chemical process. First, the substrates were
cleaned in 100% acetone for 20min at room temperature under ultrasonic exposure.
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After rinsed in de–ionized water (% > 15 MΩ cm), samples were held in 2% dilute
alkaline cleaner (LM2) for 20min at 45℃ in the ultrasonic bath. Afterwards, they
were again rinsed in de–ionized water and dried in nitrogen flow. Subsequently, the
samples were transferred into the high vacuum cluster tool within a few minutes.
Silicon substrates were first cleaned in an acetone ultrasonic bath for 10 minutes. In
order to remove foreign particles and organic impurities, samples were then soaked
in NH3(25%)/H2O2(30%)/H2O (1:1:4) at 70-80℃ for 10min. This process leaves a
thin oxide layer on top of the wafer [35]. The oxide is removed by a 20 s treatment in
HF(40%)/H2O (1:5). Additionally, this leads to the hydrogenation of the dangling
bonds of the wafer surface. This can be checked by the immediate de–wetting of the
water film after rinsing in de–ionized water. Subsequently, samples are immediately
transferred into the high–vacuum chamber.
3.2.2 Vapor–Liquid–Solid Growth of Silicon Seed Crystals on Glass
Figure 1.1 shows a schematic presentation of the combined vapor–liquid–solid and
steady–state solution growth method as carried out in his work. In a first step, the
pre–cleaned glass substrate is coated with a thin conductive layer which might act
as a backside contact in future solar cells produced by this technique. Afterwards,
the sample is heated to a temperature of about 300℃ and a metallic solvent, in our
case indium, is evaporated. The sample temperature clearly exceeds the melting
point of indium and the metal is in the liquid state of aggregation. On low energy
surfaces, the solvent nucleates to form well separated microdroplets (see Figure 1.1).
Size and spatial distribution is to be controlled by deposition parameters, i.e. sample
temperature and deposition rate. The second step is followed by the deposition of
silicon. Due to surface diffusion and direct impingement onto the droplets, silicon
is dissolved. Each droplet gets supersaturated and silicon crystals nucleate inside
them. Again, success of nucleation will be shown to crucially depend on deposition
parameters. A temperature gradient, which is established by means of the backside
cooling between free droplet surface and the interfacial region, is intended to force
the nucleation to take place in the interfacial region. This contributes to a tight
adherence of the seed crystals to the sample surface. The described process leads
to the formation of spatially arranged silicon seed crystals which are afterwards
enlarged by means of steady–state solution growth.
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Figure 3.7: Schematic drawing of the temperature at the individual process steps of the
steady–state solution growth method.
3.2.3 Outgrowth of Seed Crystals Using Steady–State Solution Growth
In order to enlarge the seed crystals, the feasibility of a modification of conventional
liquid phase epitaxy entitled steady–state solution growth is investigated. Here, a
vertical stack of a crystalline silicon feeding source at the bottom, indium, and the
growth sample at the top is heated to the operating temperature of 600–700℃.
In order to perform the enlargement of the seed crystals, a temperature gradient
is established in a way that the substrate is placed within the coldest zone of the
solution. The temperature difference between the two thermocpouples (TC2 and
TC3, see Section 3.1.3) is in the order of 10K. The temperature distribution inside
the crucible must contribute to mass transfer and adjust supersaturation for growth
on the upper substrate as discussed in Section 5.5. The growth process can be
divided into five main stages which are illustrated in Figure 3.7: a) heating–up, b)
saturation, c) growth, d) homogenization and e) cooling down. The first step was
performed by applying the top heater to achieve a heating rate of 10K/min in all
experiments. During heating–up, the sample rests in the inner part of the furnace
without solution contact. Once the growth temperature is reached, the system
is held under this heating configuration for at least one hour to let the feeding
source saturate the solvent up to the equilibrium concentration. Afterwards, the
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temperature gradient is reversed in order to start the growth process. The sample
is now brought into contact with the solution. After a typical growth time of two to
four hours, the sample is lifted off and the temperature gradient is reversed again.
After a dwell–time of at least eight hours with heating from top (homogenization),
the crucible is cooled down at a rate of 1K/min while maintaining the temperature
gradient.
4 Characterization Methods
Besides the growth techniques which are explained in detail in Chapter 3 sup-
porting analysis and characterization were carried out by means of several tech-
niques described in the present chapter. Most samples were analyzed by using
scanning electron microscopy and energy dispersive X–ray analysis (EDX). Atomic
force microscopy was used to characterize selected surfaces regarding morphology
and roughness. Crystallinity, layer thickness and orientation was analyzed by using
X–ray diffraction and reflectometry. As EDX is only applicable to detect major con-
stituents, impurity concentrations were measured by means of secondary ion mass
spectroscopy.
4.1 Scanning Electron Microscopy
Scanning electron microscopy (SEM) combined with energy dispersive X–ray anal-
ysis was used on a regular basis to characterize surface morphology and spatial
element distribution of the processed samples. In contrast to optical microscopy
one can benefit from a high spatial resolution and a large depth of sharpness. In
this work a FEI Nova 600 NanoLab dual beam system was used to analyze the
processed samples. SEM pictures were analyzed by means of an image processing
and object analysis software [36].
The SEM signal is generated by the interaction of a focussed accelerated electron
beam with an energy of 2–10 keV with the surface of the specimen. The pene-
tration depth is typically in the order of several tens of nanometers. Therefore,
SEM images are a two-dimensional projection of the first few tens of nanometers
of the sample. The interaction of the electrons with the sample includes the elas-
tic and inelastic back–scattering of electrons (BSE), the emission of low energetic
secondary electrons (SE) and the generation of Auger electrons and characteristic
X–rays. Secondary and backscattered electrons are collected in electron microscopy
to scan the morphology of the surface. In the available setup, secondary electrons
(E<50 eV) can either be collected by means of a Everhart–Thornley (ETD) or an
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in–lens detector (TLD). While the primary electron beam column is mounted verti-
cally, the ETD collects the electrons under a certain angle. By this means, a surface
which is directed towards the SE detector appears bright whereas other surfaces
appear less bright. Additionally, edges appear bright in the SE micrographs be-
cause of the enhanced electron emission at these sites. The in–lens detector which
is mounted directly inside the optical column allows the highest possible resolution
and has been used for images with a magnification factor above 2000. The BSE
detector was used only infrequently. Its application allows for an enhanced elemen-
tal contrast (Z–contrast) or an emphasized topographical image. The sample stage
enables vertical movement of the sample as well as horizontal adjustment, rotation
and specimen tilt. A detailed description of all major components used in this work
is given in [37].
Besides the morphological analysis, the dual beam system allows the collection and
analysis of characteristic X–rays emitted by the sample. The characteristic X–rays
are induced by the inelastic interaction of the primary electrons which generate
an electron hole in an inner shell of a specimen atom. The atom relaxes by ei-
ther emitting an Auger electron or an X–ray photon. The energy of the X–rays
is characteristic for the emitting type of atom and therefore an energy dispersive
analysis allows the detection of major components in the material. By scanning
the incident electron beam, an SE image and the spatial distribution of the ele-
ments can be recorded simultaneously, thus, giving a powerful tool for composition
analysis. Relative amounts of the concentrations of constituents can be derived
by means of a computer–aided semi–quantitative analysis. In contrast to the SE
image, the spatial resolution is limited to about 1µm and the detection is limited
to major components. Trace elements can be detected by means of secondary ion
mass spectrometry (SIMS).
4.2 Atomic Force Microscopy
Atomic force microscopy (AFM) allows investigation of the surface topography of a
sample. The technique can be seen as a special case of scanning probe microscopy.
While light–optical as well as electron microscopy involves optical imaging of the
sample structure, scanning probe microscopy images are generated by probing the
interaction of a thin tip with the surface. In the case of atomic force microscopy,
this interaction is mainly given by two antagonistic contributions, namely the Born
repulsion and the attractive Van der Waals forces. The resulting force–distance–
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curve exhibits a single minimum. The tip is now moved along the surface and the
deflection of the tip which results from the topology is precisely detected by means
of a laser assembly. The deflection is compensated by the movement of a piezoelec-
tric actuator and this operation is known as constant force or contact mode. The
compensation movement is utilized to gain two main signals, the topography signal
t which resembles the absolute position of the actuator and the error signal e given
by the adjustment needed to maintain constant force. The functions t = t(xi, yj)
and e = e(xi, yj) represent the topography and the first derivative of the topography
of the probed surface area. All micrographs presented have been measured using a
Topometrics AFM device operating in contact mode.
The raw data obtained in this way has been analyzed by means of the freely available
Software package Gwyddion [38]. Basic data processing included the level correc-
tion by subtracting a background determined by a polynomial up to the fifth grade
in the x and y direction, respectively. Artificial scars and strokes parallel to the
scanning axis have been corrected by the respective built–in algorithms if necessary.
By these operations, the initial set of raw data is transferred into the respective
corrected values: t(xi, yj) 7→ t′(xi, yj). The surface roughness has been determined
by means of the statistics module of the software and is stated as the root mean
square (rms) quantity which is defined as follows:
rms =
√√√√ 1
mn
m,n∑
i,j
t′(xi, yj)2 (4.1)
Here the sum is taken over all data points in the analyzed surface area.
4.3 X–ray Diffractometry
The application of X–ray powder diffraction enables the determination of the pres-
ence or the absence of particular known phases in a polycrystalline material. Despite
the term ’powder diffraction’, the method is also applicable to polycrystalline mate-
rial deposited on a substrate as in our case. The incident X–ray beam is elastically
scattered at the periodic array of atoms each forming a particular plane denoted by
the respective reciprocal lattice indices hkl. The necessary condition for a reflection
to occur is well known as Bragg’s formula:
2dhkl sin θ = nλ (4.2)
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Here, dhkl denotes the spacing between two adjacent hkl lattice planes, θ is the
diffraction angle, n is a natural number and λ is the wavelength of the incident
X–ray beam. For a crystal lattice having a basis which consists of multiple atoms,
the intensity Ihkl of the diffracted radiation is, in the case of nonpolarized incident
radiation, given by [39]
Ihkl =
[
I0λ3R2el
16piR
Vs
V
]
MhklF
2
hkl
(
1 + cos2 (2θ)
sin (2θ) sin θ
)
(4.3)
Here, Re is the classical electron radius andMhkl is the multiplicity of the hkl–peak.
l, R and Vs denote the width of the receiving slit, the distance between the slit and
the sample and the effective volume illuminated by the incident beam, respectively.
V is the volume of a unit cell and
Fhkl =
∑
j
exp (iK ·Rj)fj exp (−2W ) (4.4)
is the unit cell structure factor. The sum is taken over all j atoms in the unit cell with
their respective position Rj , K is the diffraction vector, fj the atomic scattering
factor and 2W is the Debye–Waller factor and accounts for thermal fluctuation
Figure 4.1: X–ray diffraction
setup used in texture analysis.
of the position of the atoms in the unit cell. In sum-
mary, the position of allowed reflections is given by
the unit cell while the relative intensity is a function
of the arrangement of atoms in the unit cell, the
experimental setup and the temperature. Physical
broadening of the diffraction peak is mainly a con-
sequence of the particle size being lower than 1µm.
The full width at half maximum (FWHM, measured
in rad) of the reflection peak is correlated with the
lateral characteristic length L of the particles via the
Debye–Scherrer equation (see for instance [40]):
FWHM = Kλ
L cos Θ (4.5)
Here λ is the wavelength of the incident light, Θ de-
notes the Bragg angle and K is a form factor which can be approximated by 0.9.
In order to predict both, the position and the relative intensities of the diffraction
peaks, the freely available software package PowderCell [41] has been used. Besides
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the afore mentioned parameters, the unit cell and the positions of the atoms in the
unit cell must be known. For the expected phases in the system under consideration
here, the crystal structure parameters as used in input data are compiled with their
respective reference in the appendix. In addition, the software allows the direct
comparison of calculated spectra with experimental data, and enables prediction of
phases appearing in the spectra.
Additionally, preferred orientations can be deduced by means of a texture analysis.
Here both, the angle of the incident beam and the detector are held constant to
fulfill the Bragg condition for a certain hkl reflection. The samples are mounted
with a fixed initial angle of α′ = 0. The initial sample rotation β′ can be varied
from sample to sample in a random way. The sample is now stepwise rotated and
tilt over the orientation sphere giving the polar angle β = β′ + ∆β and the tilt
angle α = ∆α, respectively (see Figure 4.1). From these angles, a pole figure can be
deduced which resembles the orientation distribution of a single lattice plane. The
tilt angle α of the sample goniometer is limited by the layout of the goniometer to
70°.
All spectra were recorded using a commercially available spectrometer (GE Inspec-
tion Technologies, XRD 3003 TT) which operates in Bragg–Brentano geometry [42].
4.4 X–ray Reflectometry
X–ray reflectometry was used to determine the sequence of multiple thin layers, their
respective thickness and interface roughness. The method involves the measurement
of monochromatic X–rays reflected at the sample surface under grazing incidence.
To be able to analyze the angular dependent reflectivity, basic principles of optics
in the X–ray regime have to be considered.
Fresnel showed that the reflectivity of a material in contact with air (n0 ≈ 1) is
related to the incident angle ω and the corresponding refractive index (n1) (see
[43]). The complex refractive index n˜1 of the sample material is given by
n˜1 = 1− δ + iβ (4.6)
Here, δ represents the refraction and β describes the absorption. Within the frame-
work of the oscillator model, refraction can be shown to be related to the electron
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density of the material using the following equation:
δ = r0λ
2
2pi ρ (4.7)
where r0 is the classical electron radius and ρ is the electron density of the mate-
rial. This equation only holds for frequencies far above optical resonances, which
is fulfilled for X–rays. The electron density is a function of the mass density of
the material, and therefore, the refraction depends on the mass density as well.
Following Snell’s law, the angle of total reflection ωc can be determined by
1− δ = cosωc ≈ 1− ωc2 (4.8)
For angles of incidence greater than ωc, interference between radiation reflected at
the air–layer and the layer–substrate interface occurs. The angular separation of
the emerging interference fringes can be approximated by
∆ω ≈ λ2t (4.9)
with t referring to the distance between both interfaces, and therefore, to the thick-
ness of the layer. The intensity of the reflection is a function of the interface rough-
ness and the absorption in the layer. For multiple layers, complicated intensity
variations may arise which are interpretable by means of reflectivity curve simula-
tion and fitting software.
The layer structures in this work were investigated by using a high resolution spec-
trometer (GE Inspection technology) which operates with characteristic Cu Kα
radiation. The raw data, which were provided by the characterization group of the
IKZ, were analyzed by means of a specific software [44].
4.5 Raman Spectroscopy
Raman spectroscopy was used supplementary to X–ray diffractometry to detect
crystalline phases in the grown material. The method involves the inelastic scat-
tering of monochromatic light including a vibrational mode of the sample material.
The scattering process can be explained within the framework of quantum–mechanic
perturbation theory as the absorption and subsequent emission of a photon (energy
Eph,0) by a sample electron via an intermediate virtual energy level. Hereby, the
electron is lifted from an initial vibrational state (energy E0) to an excited state
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(energy E1) and afterwards relaxes by the emission of a photon. A small portion
of the excited electrons interacts with a vibrational mode of the sample material
and therefore loses or gains energy. Therefore, some of the emitted photons exhibit
a decreased (Stokes) or an increased (anti–Stokes) energy with respect to the in-
cident light. This characteristic energy depends on the allowed vibrational modes
and therefore on the crystal structure of the sample material. Let Eph,1 be the
energy of the elastically scattered photon, then the energy gain or loss ∆Eph can
be represented by the associated wavelength λ as follows:
∆Eph = Eph,1 − Eph,0 = hc 1
λ
= hcν˜ (4.10)
Often, the wavelength shift is represented by its reciprocal value ν˜ (wavenumber).
Raman spectra were recorded at room temperature using a commercially available
spectrometer (LabRAM HR 800) at the IKZ. The laser operated at 633 nm and no
additional polarization filters were applied in all cases.
4.6 Secondary Ion Mass Spectrometry
Dynamic secondary ion mass spectrometry (SIMS) was used to determine the con-
centration of trace elements inside the growth material. SIMS includes the bom-
bardment of the sample surface with ions and the subsequent mass spectrometry of
the sputtered secondary ions. With continuous data acquisition while eroding the
surface, measurement of a concentration depth profile is possible.
The primary ion beam (Cs or O2 ions in the present case) with an energy of 1–30 keV
hits the sample and produces secondary particles like photons, electrons, atoms and
ions. The secondary ion efficiency is affected by the ionization potential for positive
ions and electron affinity for negative ions. The use of Cs primary ions enhances the
ion yield for negative secondary ions while the use of O2 ions enhances the efficiency
for positive ions [45]. Therefore, in our case, the concentration of carbon and oxygen
was measured using a Cs primary ion beam while the other elements were measured
using O2 primary ions. The quantitative analysis of the elemental concentration
in the sample requires the comparison with gauging standards of known concentra-
tion profile. Here, ion implants are widely used as they enable the highest possible
accuracy. The secondary ion intensity Ie of an element and its concentration ce is
related to the respective quantities of the matrix element m (Si in the present case)
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by
Im
cm
= RSFe
Ie
ce
(4.11)
Here, RSFe is the relative sensitivity factor for the element e. If the concentration
of the element e is low compared to the matrix element concentration, which is
the case in trace elemental analysis, cm can be considered to be a constant. This
constant is usually absorbed in the RSF and the following expression holds, where
RSF denotes the sensitivity factor for the element e embedded in the matrix element
m:
ce = RSF
Ie
Im
(4.12)
This equation is used for the determination of the RSF value using a gauging stan-
dard with a known impurity concentration. The resulting value is assigned after-
wards for the respective measurement of a sample with an unknown concentration.
The sputter depth is measured using a profilometer. Both information yield a depth
profile of the absolute concentration of the impurity in the sputtered volume. The
detection threshold of the apparatus is determined by the sensitivity factor, by
residual gases in the equipment and by dark count rates arising due to cosmic rays.
The measurements were carried out using a Cameca ims 4f and a Cameca ims 4f-E6
secondary mass spectrometer in collaboration with RTG Mikroanalyse GmbH.
5 Results and Discussion
This chapter describes the theoretical and experimental results which are discussed
based on the considerations made in Chapter 2. Considerations regarding the ther-
mochemistry of the materials involved in the process (indium, silicon and molybde-
num) were carried out in order to ensure thermodynamic stability of the backside
electrode layer. Molybdenum silicides are shown to resist solution contact during
the last process step. Indium droplet formation and seed crystal growth was stud-
ied in detail on pure molybdenum and molybdenum–silicon multilayers. In order to
commission the steady–state growth apparatus, fluid flow and saturation conditions
in the growth crucible under several heating regimes were checked. Growth results
are discussed considering additional finite–element simulations of the temperature
and flow velocity field. Enlarged silicon crystallites were characterized in order to
gain closer insight into morphology, growth mechanisms and purity.
5.1 Thermochemistry in the Ternary System Mo–Si–In
In solution growth, knowledge of the temperature dependent phase equilibria is
essential to be able to predict thermodynamic stable phases and saturation con-
ditions. First successful experiments on droplet formation and silicon seed crystal
growth were carried out using pure molybdenum as back–electrode layer and in-
dium as solvent [46]. Based on this system, binary phase equilibria for all tree pairs
of material were considered. The ternary system is discussed in order to identify
thermodynamic stable phases.
In the discussion, except for nucleation theory, the validity of bulk thermodynamics
is assumed even for liquid microdomains as found during the vapor–liquid–solid pro-
cessing. The deviation for small–sized particles is given by the significant influence
of the surface energy which adds to the Gibb’s free energy and therefore tends to
destabilize the respective phase. This leads to an enhancement of the equilibrium
vapor pressure above the enclosed phase and a reduction of the associated melting
and evaporation temperatures. The additional Gibb’s free energy of a spherical
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cluster related to the curvature of the surface (radius r) is given by [47]
Gsurf = γl,vVl
r
(5.1)
where γl,v is the specific surface energy and Vl is the molar volume of the regarded
phase. In the case of indium at 300℃ (γl,v = 554mN/m, Vl = 15.7 cm3/mol,
r = 2− 5 µm [48]) the additional Gibb’s free energy is of the order of 1 J/mol. This
is small compared to the absolute value of the bulk Gibb’s free energy Gbulk which
is in the order of 104–105 J/mol in the desired temperature range as can be derived
using FactSage [11]. Therefore, the use of bulk thermodynamics is justified.
5.1.1 The Monotropic System a–Si/c–Si
Solid silicon is known to appear in a thermodynamic stable crystalline and a meta-
stable amorphous form. Both polymorphs form a monotropic system, that is below
the melting temperature of the crystalline phase, the Gibb’s free energy of the amor-
phous form is always greater than that of the crystalline form. This results in a
difference of the respective chemical potentials and provides an inherent driving
force for the monotropic transition from the amorphous to the crystalline phase.
Often, this monotropic transition is referred to as recrystallization. Nevertheless,
if kinetic effects like reordering, nucleation and crystallization are omitted, both
forms can be formally treated as being thermodynamically equivalent phases of one
material. Therefore, phase relationships will be described by equilibrium thermo-
dynamics even if the term equilibrium only holds for crystalline silicon. The author
is aware of the apparent fact that the amorphous phase will transform into the
crystalline phase whenever a proper kinetic pathway is given.
In consequence of the afore mentioned convention, a discrete melting temperature
can be assigned to the amorphous as well as to the crystalline phase. This behavior
has been subject of several experimental studies including the melting of a–Si with-
out recrystallization applying pulsed laser irradiation [49, 50]. Figure 5.1 clarifies
this situation by showing the temperature dependence of the enthalpy H and the
Gibb’s free energy G of amorphous, crystalline and liquid silicon in the same dia-
gram. As the Gibb’s free energy of the amorphous phase exceeds the value of the
crystalline phase, the intersection G(a–Si) and G(l) at Tm,a-Si is shifted towards a
lower temperature with respect to Tm,c-Si where G(c–Si) and G(l) intersect (point
1). Therefore, the amorphous phase is in metastable equilibrium with a supercooled
liquid at the point labeled 2. In order to calculate the enthalpy associated with the
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Figure 5.1: Enthalpy H and Gibb’s free energy G for amorphous and crystalline silicon.
solidification of the amorphous phase, the heat of fusion of the crystalline phase has
to be reduced by the heat of the monotropic transition ∆Hac. The molar heat of
recrystallization ∆hac has been determined by Donovan et al. to equal 13.4 kJ/mol
[51]. Using the molar heat of fusion ∆l,sc-Sih = 50.6 kJ/mol of crystalline silicon, the
respective value for a–Si can be estimated to equal 37.2 kJ/mol (see Table 5.1).
5.1.2 Conventional Solution Growth in the In–Si System
The temperature dependent solubility of silicon in indium will be discussed based
on thermodynamic principles and a suitable solution model. In 1960, Thurmond
and Kowalchik considered the solubility of silicon and germanium in 14 different
elements (amongst others: indium) [10]. They interpreted experimental data by
c–Si [52] a–Si [51]
∆l,sh [kJ/mol] 50.6 37.2
Tmelt [K] 1685.0 1460.0
a [kJ/mol] 39.2
b [kJ/mol K] 0.0071
Table 5.1: Heat of fusion, melting temperature and binary interaction parameters for c–Si
and a–Si.
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T [℃ ] xc−Si xa−Si ∆a,cµ [ kJ/mol ]
600 3.69× 10−4 13.6× 10−4 9.4
700 13.3× 10−4 41.1× 10−4 8.9
Table 5.2: Equilibrium concentration of c–Si and a–Si in In and driving force of recrystal-
lization at 600℃ and 700℃.
introducing a parameter they called α in the following way:
α = RT ln γA(1− xA)2 (5.2)
They found that this parameter is a linear function of the temperature for the
examined elements. A comparison with eq (2.9) results in a proper interpreta-
tion of this factor being related to the series expansion coefficients of the excess
Gibb’s free energy of mixing. Therefore, the phase equilibrium of solid silicon
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Figure 5.2: In–rich part of binary
phase diagram of crystalline silicon
and indium calculated from eq (2.10)
together with maximum solubility of
a–Si.
and silicon dissolved in indium can be evaluated
by applying the model of a quasi–regular solu-
tion [53]. Within this model, the parameters
a and b in eq (2.10) only refer to interactions
inside the solution. Assuming the structure of
the solution being equal for both, the dissolu-
tion of a–Si and c–Si in indium, a and b can be
seen as being valid for both cases. Experimental
data derived by Alonso et al. [52] and the lat-
est data published by Donovan et al. [51] which
were applied for the equilibrium calculation us-
ing eq (2.10) can be found in Table 5.1. Figure
5.2 shows the indium–rich part of the resulting
binary phase diagram. The liquidus concentra-
tions of c–Si and a–Si in indium at two process–
relevant temperatures are compiled in Table 5.2.
Additionally, the driving force ∆a,cµ for recrys-
tallization of amorphous silicon is listed for both
temperatures. As indicated by the vertical dot-
ted lines in the phase diagram (Figure 5.2), the
same driving forces would be built–up by saturating indium with crystalline silicon
and cool the solution by 108.4K to 700℃ or by 102.5℃ to 600℃, respectively.
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Furthermore, the solubility of amorphous silicon in indium is significantly higher
than that of the crystalline phase. Therefore, proceeding dissolution of amorphous
silicon necessarily leads to supersaturation of the solution with respect to crystalline
silicon. If the supersaturation goes beyond the Ostwand–Miers region, nuclei of the
thermodynamic stable phase start growing inside the solution. By increasing the
mobility of silicon atoms and by decreasing the activation barrier for the crystalliza-
tion process, the solvent acts as a catalyst. Another important conclusion is that it
must be possible to grow crystalline silicon from a slightly supersaturated indium
solution while simultaneously dissolve amorphous silicon in the same solution.
To demonstrate the advantages of steady–state solution growth, a typical con-
ventional liquid–phase–epitaxy (LPE) experiment will be considered against the
background of low temperatures. Liquid indium is saturated by bringing it into
contact with crystalline silicon at the saturation temperature Ts. Afterwards it is
shifted off the saturation substrate and onto the growth substrate. Let the volume
of indium be 2.5 × 2.5 × 0.5 cm3 = 3.125 cm3, the contact area with the substrate
2.5×2.5 cm2 and the saturation temperature 610℃ and 700℃, respectively. Under
these conditions, a subsequent step cooling by 10K results in a difference of equi-
librium concentration, a driving force for crystallization and a maximum thickness
of the grown layer as listed in Table 5.3 for both temperatures. At 700/690℃, the
difference of the equilibrium concentrations is about three times higher compared to
the difference at 610/600℃. Therefore, the resulting layer can be grown to a higher
thickness at higher temperature. Nevertheless, the driving force for crystallization
slightly decreases with increasing temperature. This can be understood by consid-
ering eq (2.13). The driving force is not determined by the difference but the ratio
of the equilibrium concentrations and activities, respectively. Compared to that of
the recrystallization process, the driving force due to temperature decrease by 10K
is rather low.
An absorber layer for photovoltaic application must exhibit a thickness of at least
50µm [2]. The absolute value of thickness gained at a conventional low temper-
ature LPE run is not sufficient for this application as shown in the last passage.
Ts → Tg [℃ ] ∆xc−Si ∆l,sµ [ kJ/mol ] dmax [ µm ]
610→ 600 0.56× 10−4 1.016 0.22
700→ 690 1.5× 10−4 0.923 0.58
Table 5.3: Parameters for a conventional step cooling experiment at low temperatures.
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Increasing the solvent volume would help to increase the maximum layer thickness.
Transport of silicon in the solution to the growing interface is solely driven by dif-
fusion, a process which is slow compared to convection. Therefore, an increase of
solvent volume would mean to significantly increase process times. One aim of the
present work is to overcome this problem by taking advantage of a modification of
conventional LPE. Here, the saturated liquid is supersaturated by decreasing the
temperature and simultaneously transported from the saturation substrate (feed-
ing) to the growth substrate. Afterwards, the equilibrated solvent is transported
back to the feeding source. In this way, the process is conducted in a continuous
way, which provides a potential for growth of thick layers at a reasonable timescale.
5.1.3 Molybdenum–Indium
In a preliminary work, molybdenum has been proposed to be a candidate for the use
as conductive intermediate layer because the material allows both, indium droplet
formation and seed crystal growth by applying the vapor–liquid–solid process (see
[46]). Now, the applicability of this material has to be reconsidered because dur-
ing the subsequent steady–state solution growth process, it is brought into direct
contact with a significant amount of the solvent indium (1250 g) and the binary
interaction between both has to be discussed.
Very few experimental and no theoretical data can be found in the literature re-
garding this system. Yatsenko and Dieva [54] presented an empiric formula for the
solubility of molybdenum in indium, which they derived from fitting experimental
data they obtained for temperatures below 977℃. Figure 5.3 shows the indium–rich
part of the phase diagram which can be derived from these data. For comparison,
the liquidus curve assuming an ideal solution (eq (2.10) with a = b = 0) is drawn in
the same diagram. It is clearly evident that application of an ideal solution model
significantly overestimates solubility in the discussed temperature range. Therefore,
the data given in ref [54] will be used in the further discussion. The equilibrium
concentration of molybdenum in indium is 1.17 × 10−4 at 610℃ and 2.86 × 10−4
at 700℃. The magnitude of solubility is comparable to that of silicon in indium.
Therefore, it is expected that a 50 nm thin molybdenum layer, as used in prelim-
inary work, is dissolved by the growth solution. To verify this estimation, several
molybdenum layers, which were deposited on glass substrates, were brought into
contact with the growth solution at 600℃ for 2 h. The right part of Figure 5.3
shows one of these substrates. Full removal of the film was observed in the contact
area. In consequence, phase relationships between molybdenum and silicon have
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Figure 5.3: Molybdenum–rich part of the binary Mo–In phasediagram (literature data
after [54]) and a 50 nm thick molybdenum layer on 4 × 4 cm2 glass substrate dissolved in
the growth solution at 600℃.
to be studied as well, as both substances are expected to be present in the growth
solution.
5.1.4 Molybdenum–Silicon
An equilibrium calculation in the binary system Mo–Si was performed using Fact-
Sage on the basis of the SGTE databases including SGTE_LIQU for liquid alloys
and SGTE_BCC including the molybdenum A2 phase [11, 55]. The associated
phase diagram is shown in Figure 5.4. Three intermediate compounds exist in the
binary Mo–Si system: MoSi2, Mo5Si3, and Mo3Si [56]. Other authors predict an
additional stability region of pure Mo5Si3 in the temperature range below the con-
gruent melting point for xSi being between 0.37 and 0.4 [56]. Experimental data
exist only for temperatures above 1400℃ and the prosecution of this stability region
to lower temperatures is likely but remains speculative. Nevertheless, all conclusions
drawn in the next section concerning thermodynamic stability are not changed by
the existence of this additional region.
Regarding the above–mentioned intermediate compounds, MoSi2 is the most in-
tensive studied compound because it is used as an anti-corrosive due to its high
temperature stability and oxidation resistance. It is known that MoSi2 can exist in
two modifications, a tetragonal (C11b) and a hexagonal (C40), which are referred
to as t–MoSi2 and h–MoSi2, respectively. A transition from the tetragonal to the
hexagonal structure occurs at high temperatures. The exact temperature for this
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intermediate phases.
transition is not well known, according to the SGTE database it is 1573℃. Other
authors report 1900℃ [56] or 1850℃ [57], while others doubt the occurrence of such
a transformation [58]. Several authors report the hexagonal form to be stable at
temperatures below 800℃ in thin films of MoSi2 on silicon substrates [59, 60]. The
actual transformation temperature is found to depend on the preparation method.
No references regarding the solid–state silicide formation on glass substrates existed
so far. Therefore, the deposition and characterization of thin MoSi2–layers on glass
is subject of Section 5.2.
5.1.5 The In–Si–Mo–System
The solubility of molybdenum in indium is comparable to that of silicon in indium
and after having dissolved several molybdenum layers (see Figure 5.3), all three
materials exist within the growth solution. To check the nature of the ternary in-
teraction occuring in the present system, the growth solution has been examined
subsequent to the dissolution of the molybdenum layers. For that purpose, the
solidified indium was taken out of the graphite crucible and analyzed by means of
combined SEM and EDX investigation. The study revealed the presence of solid
molybdenum and silicon at the solution surface. Furthermore, molybdenum–rich
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regions were found to exactly coincide with silicon–rich regions. This can be seen in
Figure 5.5, which resembles an EDX–mapping of the spatial distribution of Si, Mo
and In of a representative area. A semi–quantitative analysis of the stoichiometry
gives an atomic ratio for Mo to Si of about 0.5 and suggests MoSi2 to be formed.
Investigation of the bottom of the solution did not reveal any presence of molyb-
denum. These results can be explained by a discussion of the phase equilibrium in
the present system. To the best of the knowledge, no indium containing interme-
diate compounds form besides molybdenum silicides in the ternary system. Thus,
the binary intermediate compounds are expected to be stable in the whole indium
concentration range. Using FactSage, a ternary phase diagram as shown in Figure
5.6 can be evaluated. Here, liquid indium, which contains low portions of silicon
and molybdenum (denoted as LIQ), is in equilibrium with solid molybdenum–silicon
compounds. Regarding our situation, where a thin molybdenum film is brought into
contact with the growth solution, the associated stability region is labelled I in the
diagram. Hence, the reaction which takes place inside the solution is
Mo + 2Si→ MoSi2 (5.3)
The associated energy release amounts to ∆G600℃ = −62.8 kJ/mol. The emerging
solid MoSi2 drifts upwards because of the lower mass density compared to indium.
In contrast, pure molybdenum would tend to drift downwards. The fact that no
molybdenum is present at the bottom supports the idea, that the dissolved material
reacts with silicon to form MoSi2.
A main conclusion of the discussion above is that pure molybdenum is not com-
patible with the solution growth process. Therefore, one central hypothesis of this
paper is that the thermodynamically unstable Mo has to be replaced by stable
MoSi2. The preparation and characterization of MoSi2 thin films on glass as well
as their stability in contact with the solution will be subject of Section 5.2.
40µm
SE In Mo Si
Figure 5.5: EDX–mapping of solution surface, coexistence of molybdenum and silicon.
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5.2 Growth and Characterization of MoSi2 Layers on Glass
It has been shown in Section 5.1.5 that pure molybdenum layers, as used in preced-
ing experiments, are thermodynamically unstable when brought into contact with
silicon saturated indium solution and the application of the thermodynamic stable
MoSi2–compound as intermediate layer was proposed.
Thin films of MoSi2 on foreign substrates can be prepared by three methods. These
are: (1) co–deposition of a stoichiometric mixture or multilayer by evaporation,
(2) deposition of a thin molybdenum layer on a silicon substrate, or (3) sputter–
deposition from a stoichiometric target. These precursor films are transferred into
crystalline MoSi2 by a subsequent annealing step. The deposition of a stoichiomet-
ric multilayer requires very good control of deposition rates to achieve a suitable
composition. Nevertheless, this technique has been chosen for the present study
because it allows in situ processing without the need to change the existent equip-
ment.
Up to now, only the use of silicon substrates has been subject of detailed investi-
gation [59, 61]. This technique is used for investigation of material properties and
for reference but not for our application purpose. To give an example, Chi et al.
performed differential scanning calorimetry (DSC) on Mo–Si multilayers deposited
on silicon substrates by heating up at different rates to study phase transformations.
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MoSi2.
During heating up multilayers at rather high rates (≥15–20K/min), the amorphous
as–deposited structure was transformed directly into tetragonal MoSi2 at about
670℃. When heating at moderate rates the existence of a metastable hexagonal
phase, only found in high-temperature bulk material or low temperature thin films,
is reported to form prior to the growth of the tetragonal phase. The appearance of
the metastable phase in thin solid films can be seen as a consequence of the small–
size effect which leads to a change of thermodynamic equilibrium compared to bulk
thermodynamics.
Crystallographic data of both phases can be found in the appendix. Hexagonal as
well as tetragonal MoSi2 consists of close packed planes where each molybdenum
atom is surrounded by six silicon atoms. One of these planes is denoted as “B”
in Figure 5.7. In addition, each molybdenum atom is bound to two silicon atoms
of the overlying and underlying plane, respectively. These atoms are coplanar in
tetragonal MoSi2 and rotated by an angle of almost 60° in the hexagonal phase.
This rotation causes a slight distortion of the nearest neighbor distances while in
tetragonal MoSi2 it equals 2.614Å in all cases. Individual planes are stacked on top
of each other forming a sequence of either A–B–C–A–B–C (h–MoSi2) or A–B–A–B
(t–MoSi2). The inter-plane distance is given by 2.21Å and 2.27Å in the case of the
hexagonal and the tetragonal phase, respectively. The layers form {003} planes in
the hexagonal and {110} planes in the tetragonal phase.
54 Chapter 5: Results and Discussion
1 2 3 4 5
101
102
103
104
105
106  exp.
 curve fit
 
 
i n
t e
n
s i
t y
 
[ a .
u
.
]
2Θ [deg.]
Figure 5.8: Angular dependence of reflectivity of as deposited Mo–Si multilayer.
5.2.1 Composition and Crystallinity of MoSi2 Precursor Layers
The temperature dependence of the solid state reaction in Mo–Si multilayers on
glass substrates prepared by electron beam evaporation has been investigated in a
comparative study. Stacks of 10 Mo–Si bilayers were deposited on glass substrates
by means of electron beam evaporation. In addition Si(001) was applied as refer-
ence substrate material to be able to assign Raman fingerprints to the respective
crystalline phases grown on glass. In order to control and adjust the indication of
the quartz crystal micro-balance, the thickness of individual layers of as–deposited
films has been examined by means of X–ray reflectometry. Figure 5.8 shows the
measured angular dependence of the reflectivity of a Mo–Si multilayer precursor
film on glass. The data can be fitted best by assuming an individual layer thickness
of 7.7 nm for silicon and 2.8 nm for molybdenum. Assuming bulk densities, this ratio
can be translated to a molar composition of MoSi2.14. The excess of silicon helps to
ensure that the silicon–rich MoSi2 compound is formed during annealing instead of
other intermediates [61]. Further investigation of the as–deposited films has been
carried out by means of powder diffraction and Raman spectroscopy. Figure 5.9
shows the associated X–ray diffraction and Raman pattern. The diffraction pat-
tern includes a broad feature around 2Θ = 25°. By comparison with diffraction
patterns from uncoated glass, this feature has been associated with the substrate.
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Figure 5.9: X–ray diffraction and Raman pattern of as deposited Mo–Si multilayer.
The broad shoulder around 2Θ = 40° can be attributed to the deposited mate-
rial but no sharp diffraction peaks were observed. This result suggests that the
as–deposited multilayer is amorphous. This conclusion is supported by the Raman
measurements. The right part of Figure 5.9 presents the Stokes part of the Raman
spectrum where molybdenum silicides and crystalline silicon exhibit active modes
[61, 62]. No sharp phonon states as they arise from crystalline material could be
observed in the spectrum for the prepared samples. In addition, the surface mor-
phology has been studied by SEM and AFM analysis. A SEM image of the surface
is presented in the left part of Figure 5.10. In order to ensure proper focussing
of the electron beam, a foreign particle, which accidentally adhered to the surface,
was used as reference and can be seen as a bright chunk in the upper–left corner.
No morphological features, which point to the formation of crystal grains, were
observed as the layer itself exhibits no further contrast in the image. Also the addi-
tional AFM investigation showed no significant features at the surface. The pseudo
color corresponds to a relative height of zero (blue) and 21.3 nm (orange). The rms
roughness in the shown picture has been determined to be equal to 0.7 nm.
5.2.2 Preparation of Polycrystalline MoSi2 Films on Glass
In order to study the crystallization behavior of the Mo–Si multilayers on glass,
samples were annealed at 620℃ in high vacuum atmosphere. During annealing the
pressure inside the furnace did not exceed 3×10−5 mbar. A heating rate of 2K/min
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Figure 5.10: SEM and AFM topography signal micrograph of as deposited Mo–Si multi-
layer.
was chosen for each sample with a subsequent annealing time of 10 h. These param-
eters equal those of Chi et al. for the crystallization of hexagonal MoSi2 on silicon
substrates.
The samples were analyzed by means of SEM, AFM, XRD and Raman spec-
troscopy. The SEM image in Figure 5.12 indicates the formation of sub–micron sized
grains in the film due to annealing. A closer examination of the image showed that
the diameter of individual grains does not exceed a value of about 30 nm whereas
their separation is within the same order. The right part of Figure 5.12 shows the
AFM topography signal, which was recorded on the same sample as shown in the
left part. The pseudo color spectrum corresponds to a range from zero (blue) to
28.1 nm (orange). Slightly elevated plates with diameters in the order of 400–500 nm
were found to cover the surface. The rms value in this sample area has been de-
termined to equal 2.3 nm. The apparent deviations of the grain structure obtained
by both methods can be attributed to the differences in information depth. While
AFM only accounts for the surface of the sample, SEM images contain information
up to a depth of the half of the penetration depth of the electron beam. This is
typically on the order of some tenth of nanometer and is therefore comparable with
the overall thickness of the layer.
Additional XRD measurements revealed the presence of exactly one diffraction peak
located at 2Θ = 43.3°. Using PowderCell [41] the position of the strongest peak to
expect from a diffraction at h-MoSi2 was determined. By this means, the measured
peak can be assigned to the 112¯1 reflection of h-MoSi2 which is associated with a
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Figure 5.11: X–ray diffraction and Raman pattern of Mo–Si multilayer annealed at 620℃.
lattice spacing of d = 0.21828 nm. The strong enhancement of the intensity of a sin-
gle diffraction peak is usually explained by the presence of a preferred orientation.
Another possible explanation is given by the small thickness of the layer, which may
cause additional peaks to vanish in the noise. The nature and origin of this finding
has not been resolved definitively yet.
By applying the Debye–Scherrer equation (4.5) a typical lateral grain size of 5.7 nm
can be estimated from the broadening of the 112¯1 peak of h–MoSi2 (FWHM=1.5°).
This value is significantly smaller than that estimated from the SEM picture. The
deviation might arise due to the limited spatial resolution of the electron micro-
scope. Another explanation is that the peak broadening is not only due to the
small particle size but also due to the limited resolution of the instrument and the
line width of the Cu Kα radiation. For a better estimation, the peak should be
deconvoluted into its components. Nevertheless, this procedure is hopeless for such
a low intense and noisy peak.
In order to unambigeuously clarify the nature of the observed crystalline phase, the
assignment of more than one diffraction peak is necessary. As only one peak has
been observed, a second method was applied to resolve this problem. Here, Raman
spectroscopy has proven to be able to detect and distinguish crystalline phases even
when X–ray methods failed due to a low layer thickness in former investigation
[63]. The associated Stokes part of the Raman spectrum for a sample annealed at
620℃ is drawn in the right part of Figure 5.11. Obvious features were observed
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Figure 5.12: SEM and AFM topography signal micrograph of of Mo–Si multilayer annealed
at 620℃.
at wavenumbers of 249, 347, 386 and 412 cm−1, weaker features form at 210 and
between 280 and 350 cm−1. Comparing this spectrum with that measured for the
amorphous as–deposited layers gives clear evidence for a crystallization of the film
due to annealing. The shape of the Raman spectrum nearly perfectly resembles
that which was measured by Doland and Nemanich for h–MoSi2 crystallized at
similar temperatures on silicon substrates [61]. Furthermore, the authors reported
their main peaks to be found at 210, 260, 395 and 420 cm−1 as well as some minor
peaks between 260 and 395 cm−1. Similar results were found by Reinig et al. at the
interface between molybdenum and silicon at temperatures as low as 450℃ with
their peaks slightly shifted [63]. Almost all phonon states of h–MoSi2 found for the
material produced in this work are also slightly shifted towards lower wavevectors
in the spectrum, which may be assigned to tensile stress in the film. This may arise
due to unsuitable thermal expansion coefficients of the film and the substrate caus-
ing the film to become strained when cooling down after annealing. As no data on
thermal expansion of the metastable hexagonal MoSi2 phase has been found in the
literature, the effect could not be quantified. Additionally to the afore mentioned
tensile stress, a small grain size can lead to a shift of phonon states towards lower
wavevectors.
These results strongly suggest that by annealing near–stoichiometric Mo–Si multi-
layers on glass a solid–state reaction takes place that is very similar to that found
in layers deposited on silicon substrates. In agreement with former results, the
emerging solid phase has been identified with metastable hexagonal MoSi2.
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Figure 5.13: X–ray diffraction and Raman pattern of Mo–Si multilayer annealed at 800℃.
In addition to annealing at 620℃, further investigation has been carried out on
samples annealed at 800℃. Besides the annealing temperature, all other parame-
ters remained comparable to those applied for samples annealed at 620℃. As the
annealing temperature lies above the softening point of the used borosilicate glass,
a part of the experiments has been conducted using fused quartz as substrate mate-
rial, which showed no observable distortion due to the annealing step. In contrast,
annealed borosilicate glasses exhibited smooth ripples due to the softening.
The SEM micrograph presented in Figure 5.14 shows the structure of the sample
after annealing. In contrast to the result obtained for annealing at 620℃, here
relatively large grains are clearly visible. Their diameter can be estimated to range
from about 100 to 200 nm. The associated AFM image is shown in the same figure.
The pseudo color range equals 0–19.8 nm (blue to orange). Platelets of crystalline
material can be clearly seen in the picture with their shape not significantly differing
from each other. In addition, the structures have a preferred orientation at least
in the investigated sample area. The rms roughness has been determined as 2.0 nm
and is comparable to the roughness observed on samples annealed at 620℃.
The X–ray diffractogram of the same sample is given in Figure 5.13. Peaks at
2Θ = 22.65°, 39.91°, 44.74°, 46.26°, and 85.95° as well as some minor features at
2Θ = 30.32°, 57.5°, 63.0°, 66.3°, 72.1°, and 75.6° give clear evidence for the forma-
tion of tetragonal MoSi2 in the film. The most intense reflection at 39.91° can
be attributed to the {110} lattice planes with their distance being 2.27Å. Using
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Figure 5.14: SEM and AFM topography signal micrograph of of Mo–Si multilayer annealed
at 800℃.
PowderCell, the intensity of this reflection can be estimated by theory to be only
70.8% of the 103 reflection at 2Θ = 44.7°. In experiment, the 110 peak exhibits the
highest intensity, while the 103 peak is rather weak. This strongly suggests that the
grains exhibit a preferred orientation perpendicular to the {110} lattice planes. The
in–plane strong inter–atomic bonds are expected to dominate the growth kinetics
during formation of t–MoSi2.
In addition, the 110 reflection has been deconvoluted by fitting a Voigt profile, which
itself represents a convolution of a Gaussian and a Lorentz distribution [64]. By this
method, the instrumental broadening, which follows a Gaussian distribution, and
the physical broadening, following a Lorentz distribution, can be extracted from the
peak. The FWHM of the Lorentz portion has been determined to be equal to 0.65°.
Using the Debye–Scherrer equation, the average grain size has been determined to
be 13 nm. Again, this value underestimates the actual grain size measured by means
of SEM.
To detect possible secondary components in the film, Raman spectra were recorded
in the range where MoSi2 and c–Si exhibit active phonon modes. Bulk t–MoSi2 has
been subject of former investigation [61]. Two Raman active modes were attributed
to this phase with wavevectors at about 325 and 440 cm−1. The material grown in
this work shows two main features around 321 and 428 cm−1 which are associated
with t–MoSi2 acting as the main component in the film. Additional phonons were
observed around 270 and 517 cm−1 together with some minor peaks at 210 cm−1 and
between 335 and 370 cm−1. The 517 cm−1 feature can be attributed to the slight
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Figure 5.15: EDX spectrum and photograph of t-MoSi2 layer on glass without (left) and
after solution contact (right).
excess of silicon in the multilayer precursor structure, which crystallizes in compe-
tition with the silicide phase. Compared to single– and microcrystalline silicon (see
Section 5.6.3), the peak is shifted towards a lower wavenumber νc = 516.8 cm−1 and
slightly broadened to a full width at half maximum which equals 7.65 cm−1. This
behavior indicates the grain size being in the order of 100Å and has been reported
before [65]. The nature of the other features is not clear, as additional phases do
not appear in the XRD spectrum.
5.2.3 Thermodynamic Stability and Electrical Sheet Resistance of
MoSi2 Films on Glass
In order to verify the thermodynamic stability of MoSi2 layers in contact with sil-
icon saturated indium, the layers were brought into contact with the solution at
600℃ for 2 h, respectively. Regardless of the previously identified crystalline MoSi2
phase, hexagonal or tetragonal, all layers were found to be unchanged due to the
solution impact. Figure 5.15 shows a representative photograph of a t–MoSi2 film
on glass before and after solution contact. In a supplementary elemental analysis
carried out by means of EDX measurements no significant change in composition of
the layer was observed. Therefore, it has been demonstrated that the application of
MoSi2 instead of pure molybdenum ensures the stability of the backside layer. This
result is consistent with the predictions, which were made in Section 5.1.
Formerly, molybdenum was used with the intention of providing both, a stable layer
which allows the growth of well distributed indium droplets on top and a backside–
electrode for photovoltaic devices. Therefore, the influence of the annealing pro-
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cedure on the sheet resistance R of the multilayer structure was examined using
the four–point probe method. In this way the influence of the contact resistance
on the measurement is minimized. Relevant data derived from these measurements
can be found in Table 5.4. By annealing the multilayer below the temperature of
the transformation from hexagonal to the tetragonal phase, R was found to in-
crease by a factor of about two. For samples annealed at 800℃ the sheet resistance
significantly decreases. R of the hexagonal MoSi2 layers was found to be about 4
times larger than that of the tetragonal MoSi2 layers. This is in good agreement
with data measured on silicon substrates found in the literature [66].
5.3 Indium Droplet Formation on Mo and Mo–Si Thin Films
After the thermodynamic stability of the MoSi2 compound in contact with sili-
con saturated indium was discussed in the last section, this section deals with the
next step of the process. The temperature dependence of nucleation and growth of
indium droplets on glass coated with pure molybdenum, molybdenum–silicon multi-
layers and annealed molybdenum–silicon multilayers was studied in order to achieve
control over the droplet density and size. First, the temperature characteristics at
the sample position, which can be achieved using the lamp heaters mounted at the
HV–chamber, was determined.
5.3.1 Temperature Calibration
In order to study the temperature dependence of droplet growth behavior, the tem-
perature characteristics ϑ = ϑ(t) due to different lamp heating power was measured
using a type K thermocouple (see Figure 3.3). The time dependence of the temper-
ature was fitted to Newton’s law for cooling, which was expanded by an additional
Multilayer Annealing R [ Ω/]
none 102
800℃ (t–MoSi2) 43.6
620℃ (h–MoSi2) 202
Table 5.4: Measured sheet resistance for Mo–Si multilayers annealed at different temper-
atures.
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Figure 5.16: Temperature characteristics at different heating powers near the sample sur-
face for pure glass (left) and glass/Mo–Si–multilayer (right).
heating rate J . The ansatz
∂ϑ
∂t
= −k (ϑ− ϑroom) + J ϑ|t=0 = ϑstart (5.4)
leads to
ϑ(t) =
(
−J
k
+ ϑstart − ϑroom
)
exp (−kt) + J + kϑroom
k︸ ︷︷ ︸
ϑsteady−state
(5.5)
Here, k is the heat transfer coefficient of the system, ϑroom the room temperature and
ϑsteady−state denotes the end temperature which is asymptotically reached at t→∞.
Figure 5.16 shows the temperature characteristics for both a pure glass substrate
and a substrate coated with a Mo–Si multilayer as described in the previous section.
Heating power of the lamps was increased stepwise starting from 369.6W (step 1)
up to 1523W (step 6). Each section was fitted to eq (5.5) in order to derive the
respective end temperature. The results obtained by this procedure are compiled
in Table 5.5. The dependence of the steady–state temperature ϑsteady−state on the
nominal heating power can be well described by a third–degree polynomial. For the
case of pure glass, the following equation holds:
ϑs(P ) = 83.04274 + 0.54414 · P − 3.04858× 10−4P 2 + 7.44784× 10−8P 3 (5.6)
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If the glass substrate is coated with a Mo–Si multilayer, the temperature ϑs can be
determined by:
ϑs(P ) = 64.4147 + 0.5155 · P − 2.9206× 10−4P 2 + 6, 86054× 10−8P 3 (5.7)
The noticeable lower temperature behind the substrate in the case of the coated
substrate is due to the shadowing effect of the layer. Further deviation might
arise from the spatial separation of the thermocouple and the sample surface and
the unequal optical properties of the thermocouple and the surrounding material
(graphite) compared to glass.
In situ measurements using a fixed thermocouple are feasible, since the sample has
to be rotated and moved in order to perform regular experiments. Therefore, the
sample temperature was controlled by the output power of the lamp heaters. If not
stated otherwise, all temperatures in this chapter refer to eqs (5.6) and (5.7).
In addition to the measurements with the thermocouple, results which were ob-
tained in situ by using a pyrometric camera will be discussed in Section 5.3.5. To
calculate the absolute temperature of the substrate, the emissivity has to be ex-
plicitly taken into account (see Section 3.1.2). Figure 5.17 shows measured optical
data in the infrared region of four selected samples. Besides the emissivity, the
reflectivity and the transmittance are plotted. The condition that the sum of all
three parameters has to equal unity is satisfied by the measured data.
Coating of the glass substrate with a Mo–Si multilayer results in an enhanced
reflectivity and both a slightly decreased emissivity and transmittance. The optical
properties are not significantly affected by further heating the sample to indium
deposition temperature (here: 270℃). In contrast, application of full heating power
(ϑ = 413℃) lead to a significant change in the optical properties again. This can
P[W] ϑsteady−state (glass) [℃ ] ϑsteady−state (glass/multilayer) [℃ ]
1 369.6 245.35 217.7
2 547.2 303.9 272.3
3 756.8 351.61 315.9
4 988 393.3 353.8
5 1236 432.19 386.2
6 1523 467.3 414.1
Table 5.5: Temperature near the sample surface versus heating power for pure glass and
glass/Mo–Si–multilayer.
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Figure 5.17: Optical properties of selected samples in the infrared region: (a) glass sub-
strate, (5µm) = 0.61, (b) glass plus as deposited Mo–Si multilayer, (5µm) = 0.43, (c) glass
plus Mo–Si multilayer annealed at 270℃, (5µm) = 0.42, (d) glass plus Mo–Si multilayer
annealed at 413℃, (5µm) = 0.63.
be explained by the amorphous to crystalline transition in the multilayer between
270 and 413℃ (see Section 5.3.5).
All pyrometric temperature measurements were carried out at a wavelength of
λ = 5 µm. The absolute values of the temperature given in Section 5.3.5 were
determined using (5µm) = 0.43.
5.3.2 Thin Film Stability
The nature of the nanoscopic wetting behavior of indium on coated glass substrates
is characterized using the instability criterion of eq (2.60). To determine the excess
interaction, ∆G the spreading parameter S has to be derived first. The nature of the
system Mo/In(liq)/vacuum is considered as apolar, because it fulfils the condition
that at least two of the constituents are apolar (no acid–base interaction, see [28]).
Therefore, the polar part of the spreading parameter equals zero. In this case, the
apolar part of the spreading parameter SLW = S can be derived straight forward
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5µm
~85°
Figure 5.18: 85° tilt SEM micrograph of a solidified indium droplet on Mo coated glass
showing θ being about 85°.
by using Young’s equation. By combining eqs (2.48) and (2.49), the spreading
parameter is shown to be a function of the specific surface energy of the liquid γl
and the apparent macroscopic wetting angle θ:
S = γl (cos(θ)− 1) (5.8)
Generally, the temperature dependent wetting angle can be determined by means
of the sessile droplet method [67]. With the present instrumentation used for the
experiments the wetting angle is only accessible by ex situ SEM–investigation at
room temperature. By this means, the wetting angle was determined to be about
85°. With γl = 0.554 N/m, the spreading parameter S can be determined to be
equal to -0.506N/m. The layer thickness dependence of the excess Gibb’s free
energy per unit area using eqs (2.57) and (2.58) is plotted in Figure 5.19 together
with its second derivative with respect to the film height h. The contribution of
the apolar LW–forces and the Born repulsion to the total excess Gibb’s free energy
is referenced as dashed lines. A liquid indium film with a thickness exceeding the
critical value he = 1.64Å fulfils the criterion that (d2∆G/dh2) < 0. The critical
height lies in between the covalent and the van der Waals radius of an indium
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Figure 5.19: Excess Gibbs free energy with thin film height for an apolar system and
second derivative (wetting angle θ = 85°, γl = 554 mN/m).
atom (1.44Å and 1.93Å, respectively). The thickness of the stable film therefore
corresponds to the height of one monolayer. If h exceeds this value, the film is
expected to rupture under a small perturbation and droplets are forming. The
subsequent dynamics of liquid indium can be described qualitatively by means of
classical nucleation theory and surface diffusion phenomena. Experimental results
on the formation of microdroplets on Mo coated glass substrates are shown and
discussed in the following section.
5.3.3 Droplet Formation on Glass Substrates Coated with Mo
In order to compare the nucleation and growth behavior of indium on Mo–Si coated
glass, first the droplet formation on glass substrates coated with pure molybde-
num was investigated for reference. Results were obtained using initial 50 nm thick
molybdenum layers deposited at room temperature. Subsequently, the samples
were heated–up immediately by switching on the lamp heaters. After 30min, when
approaching the corresponding steady–state temperature by at least 90%, the de-
position of 20 nm indium at a constant rate of 0.1Å/s was started. Afterwards, the
samples were investigated by SEM. Micrographs were taken at the center (1), at
the edge (3) and in between both points (2), respectively.
The diameter of the emerging droplets was found to vary from 7.5µm to 10.5µm.
Figure 5.20 shows the determined droplet density at the center of the samples as a
function of the sample temperature. The density shows the tendency to decrease
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Figure 5.20: Temperature dependence of indium droplet density on molybdenum measured
at the center of the sample.
with increasing temperature. If the temperature of the sample exceeds a certain
critical value, the deposition was found to be completely disrupted and the droplet
density equals zero. Additionally, the droplet density was found to increase with
increasing distance from the center of the sample. This result indicates that the
sample temperature decreases from the center to the edge. This finding was ana-
lyzed in more detail using a pyrometric camera and is discussed in Section 5.3.5.
The observation can be understood by considering the dependence of the rate
of heterogeneous nucleation J on the substrate temperature. Because the indium
evaporation crucible was heated applying the same heating power in all experiments,
the source temperature Ts and therefore the equilibrium vapor pressure p above the
source is assumed to be constant. In Figure 5.20 a plot of eq (2.52) using C1 = 120,
C2 = 1 and Ts = 400℃ qualitatively resembles the temperature dependence of the
droplet density. The deviations might arise due to changes of the total amount of
indium in the crucible and curvature of the source due to evaporation leading to
different vapor pressure above the source in different sets of experiments.
Classical nucleation theory clearly underestimates nucleation rates as it neglects
small size effects like the excess intermolecular interaction described in Section 2.4.2.
It has been shown before that the assumption of a spherical nucleus with a contact
angle which is identical to the macroscopic value is not sufficient in presence of
additional body forces [30]. Classical nucleation theory is therefore not applicable
for a quantitative description of nucleus shape, contact angle and nucleation rate.
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The second effect which determines the droplet distribution is transport of the liquid
at the substrate. It has been demonstrated in Section 2.4.2, that a liquid film whose
height exceeds the height of one monolayer is unstable. Therefore, adjacent droplets
can not communicate via a thick wetting layer and indium particles have to reach
the growing droplets solely by diffusion. Particles reaching an existing droplet are
integrated and cause the droplet to grow. In a simple model, each growing droplet
is therefore surrounded by an indium depletion area. Each droplet consists of the
missing amount of material which was deposited on this area during indium depo-
sition. Nucleation and growth of new droplets is prohibited in the depletion areas
because the saturation does not exceed the critical supersaturation. Assuming the
depletion areas to be circles around each droplet, the area is then
Adep = 2pi
〈
r2
〉
(5.9)
With eq (2.28) this becomes
Adep = 2piL2 = 4piDt (5.10)
Considering the temperature dependence of the diffusion constant, the depletion
areas are expected to grow faster at higher temperatures. Therefore, the initial
droplets which formed with a low density (see Figure 5.20) at this temperature
quickly form their depletion areas and inhibit further nucleation. To roughly esti-
mate the area of the depletion circle, the temperature dependence of the diffusion
constant has to be known. As no data on the diffusion of indium on thin films of
molybdenum is known, data, which were measured for indium on single–crystalline
Mo(110), will be used [68]. With D0 = 0.75 × 10−11 Å2/ s and W = 0.3 eV the
average displacement L of an indium atom after 10min can be estimated to range
from 48 µm at 250℃ to 82 µm at 350℃. Therefore, after 10 minutes of deposition,
the formation of new droplets is already inhibited if the distance between them is
lower than about 100–160µm in the desired temperature range.
5.3.4 Droplet Formation on Glass Substrates Coated with MoSi2
In order to check the wetting behavior of indium on the formerly produced MoSi2
layers (see Section 5.2), samples were coated with 20 nm indium at 295℃. Figure
5.22 shows a SEM micrograph of the surface of a t–MoSi2 layer after the indium
deposition step. In sharp contrast to the wetting behavior on pure Mo, the solvent
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Figure 5.21: Depletion area model for growth of liquid droplets on a substrate, the tem-
perature on the left picture is lower than that of the right picture.
was found to form sub–micron sized clusters at the surface. The density of the
clusters is in the order of 150 µm−2. This observation might be interpreted as a result
of the surface morphology change due to the amorphous–crystalline transformation
of the multilayer. The initially flat as–deposited material is transferred into sub–
micron sized MoSi2 grains as has been shown by the XRD investigation discussed
in Section 5.2. The grains cause a considerable increase of the surface roughness
and indium droplets are expected to decorate the grain boundaries.
5.3.5 Wetting of Glass Substrates Coated with Mo–Si Multilayers
In the previous section, a high density of crystal grains in the silicide layer after
annealing was made responsible for the inappropriate droplet formation. In order to
combine both, the thermodynamic stability of the rough crystalline MoSi2 and the
possibility to grow well separated microdroplets on flat layers, the wetting behavior
of indium on as–deposited multilayers was investigated. Each multilayer starts
with silicon and is terminated by molybdenum. To investigate the indium droplet
formation, the samples were heated up to the deposition temperature without any
preceding annealing step. The indium coverage was afterwards investigated by
means of SEM analysis.
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Figure 5.22: SEM micrograph of sub–micron sized indium clusters formed on t-MoSi2,
inset: indium microdroplets on pure Mo, scalebar: 10 µm.
Droplet Formation
First experiments revealed the successful formation of droplets, however, a high
dependence on the substrate temperature was found. If a characteristic tempera-
ture Tc is exceeded, the wetting behavior was found to change dramatically. This
has been shown by samples which were processed at about 320℃ (thermocouple).
Such samples consist of two characteristic regions, see Figure 5.23. Both regions
can be clearly separated in the photograph. In the inner part, indium coalesced to
sub-micron sized particles. In the outer part, microdroplets with a distance in the
order of several 100 microns formed.
From the experiments which were carried out on molybdenum the conclusion was
drawn that the temperature is not uniform over the substrate. The inner part was
found to be at a higher temperature than the outer part due to enhanced heat
dissipation favoured by the graphite sample holder. This resulted in an increase
of the droplet density with distance from the center. In the case of processing on
multilayers, the opposite tendency was observed. To get a closer insight into this
unexpected behavior, the temperature distribution on the substrate was studied by
means of a pyrometric camera. Figure 5.24 displays a thermogram of the sample
shown in Figure 5.23 which was taken during the indium deposition step. The
absolute temperatures were derived using an emissivity of 0.43 which is valid for
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Figure 5.23: Photograph of the multilayer surface after indium deposition at 320℃, SEM
picture of region 1: sub–micron sized particles, region 2: microdroplets.
359°C
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Figure 5.24: Thermogram of a Mo–Si multilayer during indium deposition ( = 0.43).
the substrate. Because the emissivity of graphite is close to unity, the temperature
of the sample holder is clearly overestimated and appears as bright areas in the
pseudo color photograph. The temperature difference between the center of the
sample and the border was measured to be 14K whereas the maximal difference
amounts to 26K. The pseudo color spectrum was chosen in a way that areas with a
temperature below Tc = 358℃ appear as black. The coloured area on the substrate
perfectly resembles the shape of the inner part of the substrate seen in the photo-
graph of Figure 5.23. Therefore, the characteristic temperature for the transition
from separated micro- to tightly packed nanodroplets can be fixed to 358℃. This
transition must be caused by a change in the chemical or morphological constitu-
tion of the subjacent layers. The onset of crystallization of the Mo–Si multilayer
at the characteristic temperature would cause both, an enhanced surface roughness
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as well as a change of the chemistry. A higher roughness leads to a decrease of the
macroscopic diffusion length, even if the length of the path stays the same on an
atomic scale. This would cause an increase of the nucleation density. The chem-
istry influences both, the nucleation rate (via G∗) and the contact angle. Young’s
equation relates the equilibrium contact angle of a liquid on a flat solid surface with
the specific surface energy of the substrate and the liquid and the specific interfacial
energy:
cos θ = γs − γl,s
γl
(5.11)
For a certain liquid (indium, γl = 0, 554 J/m2 at 300℃ [48]) the wetting behavior is
determined by the so called driving force for wetting which is given by the difference
of the specific surface energy of the solid and the interface energy. Particularly, if
the driving force is of the same order as the surface energy of the liquid, a relatively
small deviation causes a drastic change in wetting behavior.
To enlighten the nature of the observed transition, indium has been removed from
the surface of the sample using aqua regia. The success of indium removal was
controlled by means of combined SEM/EDX investigation. This procedure leaves
the glass substrate and the multilayer intact. Afterwards, the layer chemistry has
been investigated by Raman spectroscopy in both regions. The surface morphology
has been subject of additional AFM investigation. The original topography signal
has been levelled by subtracting a fifth degree polynomial background in the x and
y direction, respectively. This operation and the successive roughness and grain size
determination has been conducted using the AFM image analysis software Gwyd-
dion [38].
The Raman spectra indicate that the heat treatment during indium deposition lead
to the formation of crystalline h–MoSi2 (see Section 5.2.2). The presence of this
phase did not depend on the position at the substrate. The surface morphology
shows the characteristic flaked structure found in MoSi2–layers in both regions.
The gray scale range of the images corresponds to 0–37.7 nm in the upper and 0–
18.6 nm in the lower image. While the size of the flakes ranges from 300 to 350 nm
near the edge of the sample, at the center the size has been determined to range
from 200 to 250 nm. The rms roughness has been measured to equal 1.8 nm near
the edge and 2.0 nm at the center of the sample.
The nature of the transition in droplet growth behavior could not have been clar-
ified in detail yet. As Raman spectroscopy is sensitive not only for the surface but
related to the penetration depth of the incident laser radiation, it basically gives
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Figure 5.25: Raman spectrum and AFM images of the topography signal taken at the
center and near the edge of the sample (indium removed by etching in aqua regia).
information of the “bulk” of the layer. A significant change in bulk chemistry could
have been subject of the explanation of changed droplet growth behavior, but this
has not been observed in the measurements. The slight increase of surface roughness
and the decrease in grain size when approaching the center of the sample might be
made responsible but this explanation remains speculative. Besides this unsatisfac-
tory result, the analysis gave clear evidence for the transformation of the amorphous
multilayer to h–MoSi2 even at temperatures as low as 350℃. Therefore, the layer
could be thermodynamically stabilized by annealing at much lower temperatures as
proposed before.
Droplet Spreading and Solid–Liquid–Solid Crystallization
Besides the growth of nano– and microdroplets, the spreading of indium onto the
substrate has been observed. In Figure 5.26 a SEM image of the surface of a Mo–Si
multilayer which was coated with 21 nm indium at 305℃ illustrates this behav-
ior. This temperature is only slightly lower than that of the former experiments,
where nano-and microdroplets formed. At this temperature, indium was found to
strongly interact with the underlying layer structure. The same observation holds
for temperatures below 305℃. Tree-like spreading patterns were observed to encir-
cle a central point. On top of the spreading patterns, thin crystalline layers were
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Figure 5.26: SEM images of a Mo–Si multilayer coated with 21 nm indium at 305℃,
spreading and crystallization, Raman spectra, both recorded at spreading pattern revealing
crystalline phases being identified with h–MoSi2 and Si.
found to exist. These findings can be understood by the thermodynamic consid-
eration done in Section 5.1.2. Instead of forming separated droplets, the indium
partially dissolves the amorphous layers up to the equilibrium concentration. In
Section 5.1.2 it was shown, that the equilibrium concentration of an amorphous
material dissolved in the liquid is considerably higher than that of the associated
crystalline phase. Therefore, the liquid is necessarily supersaturated with respect
to the crystalline phase. This supersaturation acts as a driving force for crystalliza-
tion. In other words, the liquid significantly lowers the activation barrier for the
phase change from the amorphous to the crystalline state by enhancing the mobility
of the crystallizing species. In this way, the amorphous matrix is transformed into
crystalline material even at temperatures as low as 305℃. Raman spectra which
were taken at the position of a spreading pattern revealed the presence of both
phases: h–MoSi2 and c–Si. The competing formation of c–Si can be attributed to
the excess of silicon in the multilayer. The described solid–liquid–solid mechanism
is proposed as an alternative approach for the low temperature crystallization of
amorphous silicon on foreign substrates. First results on that topic are presented
in Chapter 7.
Application of a Protective Interlayer
One main conclusion of the experiments described before was that the formation of
stable h–MoSi2 can be observed even at low temperatures (≈ 350℃). Although the
exact nature of nanodroplet formation on these films could not have been clarified
in detail, the onset of the multilayer crystallization process can be made responsible
for it. At lower temperatures, indium was found to show strong interaction with
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Figure 5.27: Implementation of the growth process accounting for the results in this part
of the thesis.
the underlying structure leading to a monotropic phase transition in the layer.
The driving force for this interaction has been identified with the difference of the
chemical potentials of the amorphous and the crystalline phases, respectively. In
order to allow regular microdroplet formation on these layers, they have to be
buried under a thin molybdenum layer directly before the indium deposition step.
A thickness of this protective coating of at least 5 nm has been proven to inhibit
this interaction enabling the growth of indium droplets with their size and density
being comparable to these grown on pure molybdenum. This can be explained
by considering the phase diagram proposed for thin Mo films in [69]. At room
temperature, as–deposited molybdenum layers are known to transform from an
amorphous to the crystalline bcc structure, if their thickness exceeds about 4.5 nm.
Therefore, the driving force for the spreading interaction is not present for these
layers.
The sample temperature has to be held at a value below 350℃ during all steps
to prevent significant crystallization of the films. The buried multilayer has to be
transformed into crystalline h–MoSi2 by an additional annealing step above 350℃
just after seed crystal formation (see Section 5.4). Residual amorphous silicon which
remains between the droplets after seed formation is expected to combine with the
subjacent protective molybdenum layer forming MoSi2 during annealing as well.
The described process is summarized in Figure 5.27. All results presented in the
next sections have been deduced using templates which were processed in this way.
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5.4 Seed Crystal Formation
Before starting to test the feasibility of steady–state solution growth, seed crystal
formation was characterized first. The success of seed crystal formation was found to
depend on the deposition parameters during the silicon deposition step. Particularly,
the silicon vapor supersaturation plays an important role for the success of this
process step. The driving force for crystallization inside the droplet is given by
∆v,sµ = µv − µs (5.12)
where µv and µs are the respective chemical potential of the vapor phase and of
the solid (crystalline) phase. In order to reach the growing crystal the silicon atoms
undergo an intermediate liquid solution stage. If µl denotes the chemical potential
of silicon in the solution, the following inequality must hold in order to enable a net
flux from the vapor phase to the crystal:
µv ≥ µl ≥ µs (5.13)
By applying rather low supersaturation, silicon was found to form oxygen contain-
ing dendrite structures by a reaction with residual gas in the HV environment.
Dendrites overgrow the indium droplets without any nucleation inside the droplets.
The left micrograph of Figure 5.28 shows the dendrite structure obtained at a sili-
con deposition rate of 0.238 nm/min. SiOx dendrites start at the bottom line of the
respective droplet and branch out as they grow over the surface of the droplet. By
applying a higher deposition rate (0.417 nm/min), the resulting structure contains
of both, dendrites and crystalline silicon. The silicon crystal appears as a dark tri-
angle in the SEM image. By further increase of the deposition rate, the formation
of dendrites can widely be suppressed. The right micrograph shows a typical seed
crystal which was grown by applying a deposition rate of 0.673 nm/min. In con-
trast to deposition rate, a significant influence of the deposition temperature was
not observed.
Silicon seed crystals grown by this technique are found to be partly faceted. Their
lateral dimension is limited by the outer curvature of the solvent droplet and is in
the order of 1–6 µm. Some seeds contain several twin boundaries which lead to an
enhanced growth rate during the steady–state solution growth step.
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Figure 5.28: Dependence of the seed crystal formation and growth of SiOx dendrites on
silicon deposition rate (see text).
5.5 Thermo–Solutal Convection and Saturation Conditions
Inside the Steady–State Solution Growth Apparatus
In order to successfully enlarge silicon seed crystals on glass, fluid flow and satura-
tion conditions inside the growth crucible were characterized first. Growth results
carried out using a molybdenum–free indium growth solution are presented. To
eliminate the effects of the deposition parameters during seed crystal formation,
a preliminary study was conducted on [001] oriented single–crystalline silicon sub-
strates.
Like described in Section 3.2.3, heating of the graphite crucible can be carried out
predominantly from the top, the side and from the bottom, respectively. Temper-
atures Ttop and Tbot were measured by the two thermocouples embedded into the
crucible walls at different depth.
5.5.1 Results
Solution contact was found to cause the formation of uniformly distributed etch
pits at the wafer surface when heating the growth crucible from the top. The
sample shown in the left SEM micrograph of Figure 5.29 was brought into contact
with the solution for 2 h at Ttop = 700.0℃ and Tbot = 691.8. Etch pits are bound
by {111} facets and indium remains preferably at the center of a cavity. These
results indicate that in case of heating from top, the indium solution is permanently
under–saturated at the place of the growth substrate. Due to this under–saturation,
silicon from the substrate gets dissolved in indium resulting in pyramid–shaped
etch pits. The electron micrograph in the middle of Figure 5.29 shows a sample,
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Figure 5.29: SEM micrographs of Si(001) after solution contact: (left) heating from top,
(middle) heating from top with subsequent heating from the side, and (right) heating from
top with subsequent heating from the bottom.
which was etched for 1 h at Ttop = 597.0℃ and Tbot = 590.0℃. Subsequently, the
temperature gradient has been reversed by switching to side heating. The sample
remained in contact with the solution at Ttop = 590.8℃ and Tbot = 600.0℃ for
additional 2 h. Growth of {111} faceted silicon pyramids filling former etch pits can
be clearly recognized. This result indicates the growth solution to be permanently
supersaturated at the growth substrate after the temperature gradient has been
reversed. The density of grown pyramids was measured to be about 17 per mm2,
each having an averaged base area of 100 × 100µm2. The third sample of Figure
5.29 was etched for 1 h at Ttop = 597.4℃ and Tbot = 590.1℃ with a subsequent
growth step using the bottom heater to set up the temperature gradient. Etch pits
formed at the dissolution step were not affected during the subsequent growth step.
Residual indium perfectly wets the cavities. In the first two experiments described
previously, the measured temperature fluctuation around the respective setpoint at
Ttop and Tbot was found to be in the order of ±0.1 K. This situation can be referred
to as steady–state. In sharp contrast, heating from bottom resulted in unstable
temperature characteristics, which are plotted in Figure 5.30. The mean deviation
from the average temperature can be found to be in the order of ±1 K. The double
arrow in Figure 5.30 marks the time the sample was lifted off the solution. This
procedure resulted in a partial smoothing of the temperature characteristics. The
fact that no growth could be observed in the former case shows that saturation
conditions are not suitable when applying the bottom heater.
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Figure 5.30: Temperature characteristics for bottom heating, arrow denotes lifting of the
substrate from the solution.
5.5.2 Discussion
To explain these findings, fluid flow inside the growth crucible was examined. The
configuration under consideration here is closely related to the classical Bénard–
problem. In our system, indium is confined between the upper and the lower sub-
strate and bound sideways by the crucible walls. Buoyancy forces, which arise due
to density differences caused by the vertical temperature gradient, are expected to
dominate the fluid flow behavior inside the growth crucible. Additionally, solutal
convection has to be taken into account. Inertial forces due to a rotation of the
crucible and/or the sample are not present in our case. Other body forces such as
electromagnetic forces are assumed to be negligible. Therefore, the fluid behavior
is mainly characterized by the thermal and solutal Rayleigh number defined in eq
(2.37). The material parameters used in the calculation are compiled in Table 5.6
for T = 600℃. In order to harmonize with the definition of the Rayleigh number,
in the further discussion the temperature difference will be referred to as being neg-
ative for the case of heating from the top and positive for heating from the bottom.
As a consequence, negative Rayleigh numbers are allowed.
Heating from top. The imposed vertical temperature gradient in the order of
∆T = −10 K gives rise to a density difference between any control volume in the
lower part and in the upper part of the crucible. Because the thermal expansion
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coefficient of indium β is positive, the density at the bottom is higher than at
the top. This density gradient tends to decelerate any initial disturbance in the
stagnant fluid. The associated vertical thermal Rayleigh number is on the order
of −0.5 × 105. This value is far below the critical Rayleigh number for Bénard
convection and therefore, thermal convection is expected to play no role for heat-
ing from the top because the temperature gradient stabilizes the system against
perturbation. In a multi component system, besides the thermal also the solutal
density differences have to be considered. At the bottom of the crucible, indium
is in contact with the silicon feeding tablet, and therefore, gets saturated up to
the equilibrium concentration at Tbot. The substrate which is in contact with the
solution in the upper part saturates the liquid up to the appropriate saturation con-
centration at Ttop. It was shown in Section 5.1.2 that the equilibrium concentration
of the binary mixture increases with increasing temperature. In order to be able
to evaluate the influence of solutal expansion, the algebraic sign of the associated
expansion coefficient has to be deduced. No experimental data were found for the
system under consideration. Hence, a rough estimation will be used. Because the
density of pure indium is greater than that of pure silicon, the density of their mix-
ture is expected to gradually decrease with increasing silicon concentration. Hence,
the solution density at the top is estimated to be lower than that at the bottom.
Consequently, the solutal density gradient stabilizes the system and therefore acts
in the same direction as the thermal density gradient. The main conclusion is that
the solvent flow velocity due to natural convection inside the crucible is expected
to be zero in the case of heating from the top. Diffusion, which is driven by the
silicon concentration gradient between the upper and the lower part, is the only
remaining transport mechanism. Therefore, silicon, which was dissolved at the top,
feeds the silicon tablet at the bottom. Furthermore, parasitic silicon crystallites,
which accidentally formed inside the solution during growth experiments and are
Parameter Value Unit Ref.
Density ρ 6.684 g/cm3 [70]
Thermal expansion coefficient β 1.0730× 10−4 1/K [70]
Thermal conductivity λ 50.08 W/(m ·K) [71]
Dynamic viscosity η 1.219 mPa · s [72]
Specific heat capacity cp 27.2 J/K ·mol [73]
Molar mass M 114.82 g/mol
Table 5.6: Material constants of liquid indium at 600℃.
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Figure 5.31: SEM micrograph showing a cutting edge of the silicon feeding source after
removing indium.
floating at the solution surface, can be removed by applying this mechanism. This
“recycling” or “refeeding” process is carried out for at least 8 h after each growth
run and ensures that the next run starts with a crystallite free solution. Figure 5.31
presents an SEM micrograph of the [001] oriented silicon feeding tablet which was
examined after several growth runs with subsequent re-feeding procedure. Indium
has been removed by chemical etching to reveal the surface structure. Initially, the
surface of the tablet has been flat. The alternating dissolution and growth processes
lead to the formation of macroscopic silicon islands at the surface. The formation of
cavities and tree–like dendrite structures indicate the growth process to be unstable.
Heating from the bottom. When heating the crucible from below, the vertical
temperature gradient of about 10K gives rise to thermal convection. The associ-
ated Rayleigh number has the same absolute value as for top heating. Because
the temperature gradient is now directed in the opposite direction, the Rayleigh
number must have a positive algebraic sign. Thus, the value is significantly higher
than the critical Rayleigh number for the onset of thermal convection. The so-
lutal convection amplifies this behavior. In order to reveal closer insight into the
convective flow pattern, the temperature and velocity field was simulated by ap-
plying finite element simulation (FEM), which is implemented in software packages
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ENTWIFE and FIDAP1. Simulation was carried out on the basis of experimental
results regarding the applied heating power and measured temperature (Ttop and
Tbot) in order to achieve relevant data. The left part of Figure 5.32 shows the ax-
isymmetric steady–state solution of the temperature and flow velocity field inside
the growth container for bottom heating. The temperature difference between two
adjacent isotherms is 1.3K. The temperature isolines start at 617℃ at the feeding
tablet and end at 590℃ at the outer crucible wall. The flow velocity “measured” at
the inner cross is of the order of 1 cm/s. The solution was brought to convergence
by starting from a stagnant fluid at zero gravity with an impressed temperature
distribution due to bottom heating which fits the experimental values. By step–
wise increase of the gravity acceleration to the nominal value, the convective flow
was driven to the actual distribution as seen in the picture. Because the Prandtl
number, which is the ratio of the kinematic viscosity to the thermal diffusivity, is
about 0.006, the temperature field is mainly governed by heat conduction. The
temperature distribution is only slightly distorted by the convective flow pattern.
Therefore, regardless of the convective flow, the substrate is situated within a rather
hot zone of the crucible. The coldest zone is fixed at the outer part of the container.
This situation is not suitable to enforce silicon supersaturation in direct vicinity of
the substrate. Additionally, the main flow vortex acts within the coldest zone and
promotes transport from below to the outer part of the crucible. An additional
transient analysis of the convective flow (not shown here) resembled the oscillatory
behavior of the temperature measured inside the crucible wall.
Heating from the side. Heating from the side results in a significant horizontal
temperature gradient which is directed from the wall to the inner part of the crucible.
This immediately gives rise to threshold-less convection driven by bouyant forces
causing the fluid to drift upwards in front of the wall. Additionally, the growth
substrate is situated within the coldest zone of the solution, which enforces maximal
supersaturation in the direct vicinity of its surface. The right part of Figure 5.32
shows the associated FEM simulation of the temperature and flow velocity field.
The temperature difference between adjacent isotherms is 0.8K. The temperature
distribution starts at 680℃ at the growth substrate and ends at 696℃ at the
crucible wall. The main flow vortex acts with an average velocity of about 2 cm/s
within the hottest zone of the solution and contributes to solute transport from the
feeding source to the growth substrate.
1The numerical simulation presented here was carried out by Dr. Klaus Böttcher
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Figure 5.32: Steady–state FEM solutions of temperature and flow velocity field for bottom
heating (left) and top heating (right).
In summary, the latter heating configuration was found to be suitable for solution
growth of silicon at low temperatures. Re-feeding of the silicon source is possible by
applying a vertical stabilizing temperature gradient which causes the fluid to stay
at rest. In this case, transport of silicon is driven by diffusion which arises due to
the concentration gradient between top and bottom.
5.6 Seed Crystal Enlargement by Steady–State Solution
Growth
This section presents the results on the enlargement of the seed crystals on Mo–Si
multilayers coated with a protective molybdenum interlayer by applying steady–
state solution growth.
5.6.1 The Role of the Critical Grain Size
Kühnle et al. were the first to figure out the role of the critical grain size on the
success of the enlargement of seed crystals from solutions. They showed that seed
crystals whose size exceeds the critical grain size for nucleation are selectively out-
grown by the supersaturated solution whereas smaller seeds disappear. This can
be explained by applying classical nucleation theory for the case of homogeneous
nucleation. Assuming a spherical nucleus, the critical radius is given by eq (2.19).
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Figure 5.33: SEM micrographs of samples after solution contact for 4 h at 610/620℃ with
their VLS deposition parameters adjusted (left) for dendrite growth without seed crystals,
and (right) for growth of seed crystals (see Figure 5.28).
In order to decide whether the size of our seed crystals exceeds the critical value and
is therefore applicable for outgrowth the specific energy of the interface between the
crystal and the solvent has to be known. Very little data is found in the literature
which characterizes the liquid–solid interaction in the system under consideration
here. Kühnle et al. estimated the critical grain size for their experiments by using
literature data valid for Si(001) in contact with indium. For a rough estimation, the
same data will be used in the calculation here. For liquid indium which is saturated
with c–Si at 610℃ and cooled down to 600℃, the driving force ∆l,sµ can be found
in Table 5.3. With γl,s = 1.66 J m−2 and Ω = 12.1 cm3 mol−1 the diameter of the
critical nucleus equals 2Rc ≈ 80 nm. This is only about 1% of the actual size of
a typical seed crystal grown by the VLS–mechanism. Therefore, in our case the
influence of the critical grain size can be neglected.
5.6.2 Pre and Post Solution Growth Comparison
Experimental results described here were obtained by using templates which were
processed as illustrated in Figure 5.27. Silicon was deposited at either high or low
rate (see Section 5.4). The droplet distribution was checked by using the in situ
SEM mounted on top of the handler chamber. The subsequent steady–state solution
growth step was carried out by heating the solution from the side providing best
possible fluid flow and saturation conditions. The nominal temperatures at the
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crucible walls were Ttop = 610℃ and Tbot = 620℃, respectively. The growth
time was 4 h in each case. Figure 5.33 illustrates the influence of the solution
contact on the sample surface. In the left part, the vapor–liquid–solid deposition
parameters were chosen in a way that no seed crystals were present. The SiOx
dendrites which had overgrown the droplet collapsed as the underlying indium is
merged with the growth solution. As expected, this case was proven to be unsuitable
for growth of silicon crystallites on glass. This result strengthens the concept of seed
crystal deposition which must preceed the epitaxial enlargement. In the right part
of Figure 5.33 the influence of the growth solution on existing seed crystals which
were deposited at higher rate is shown. The grown crystals have a typical diameter
of 50–200 µm. This means that the diameter of the seed crystals was increased by
a factor of at minimum 10 due to the solution contact. Residual indium sticks at
the grown crystals and appears as bright spheres in the SEM images. The left part
of Figure 5.34 shows a 4 × 4 cm2 glass substrate which was overgrown with silicon
crystals proving the feasibility of the process in a macroscopic scale. Generally, the
lateral dimension of the grown crystals is of the same order as the vertical diameter.
Therefore, the origin of the ordinary crystals is concealed by the crystals themselves
and it is difficult to visualize the initial nucleus. Defects such as twin boundaries
result in anisotropic growth rates and plate–like crystals form (see Section 5.6.5)
which uncover the view on their origin. An example is shown in the right part of
Figure 5.34. In this way, grown crystals were found to directly originate from the
position of a seed crystal. The circular imprint of the original indium droplet with
seed is marked with an arrow.
5.6.3 Crystallinity and Texture Analysis
Raman spectra of grown silicon crystallites were recorded using an incident laser
beam with a wavelength of 633 nm. The spectra have been normalized in respect to
their maximum and are shown in Figure 5.35. Crystalline silicon is Raman active
with a sharp peak around 521 cm−1 [63, 7]. This characteristic peak arises due to
the LO–TO phonon resonance. The peaks were analyzed by fitting a Voigt profile.
By this means, the peak position of the exemplary crystallite and the associated
FWHM have been determined to be 520.5 cm−1 and 4.04 cm−1, respectively. Both
values are in good agreement with data for single–crystalline silicon measured in
this work (νc = 520.62 cm−1 and FWHM = 3.62 cm−1) and also with data from the
literature [74, 65], except for the slight broadening of the peak.
In 1966, Bliznakov et al. considered the nucleation of materials with diamond lattice
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Figure 5.34: Photograph of a 4× 4 cm2 glass substrate coated with MoSi2 and overgrown
with silicon crystals, 45° tilt SEM micrograph of a silicon crystal directly originating from
a seed.
(like silicon) on structureless substrates [75]. They concluded that at low supersatu-
ration, a [111]–oriented nucleus must have the lowest energy of formation. To check
the orientation distribution of the seeds which nucleated inside the solvent droplets
and were enlarged by steady–state solution growth technique, a texture analysis
was conducted by means of the X–ray diffractometer. The Si 111 reflection was
chosen for its highest intensity. By measuring several independent (hkl) reflections,
a orientation distribution function can be derived. The latter procedure is limited
to flat polycrystalline layers, because here shadowing effects do not play a role. In
our case, due to the presence of free–standing faceted crystals, information is getting
lost due to the shadowing effects. Therefore the deviation of the exact orientation
distribution function by this method must fail. Nevertheless, a first overview on
the orientation distribution can still be deduced from the measurement of a single
plane. To eliminate the influence of the angular dependence of the background,
the steps of sample tilt and rotation were adjusted in a way that the covered solid
angle remained constant for each step. Figure 5.36 shows stereographic projections
of simulated (left) and measured (middle and right) data. First, the angular distri-
bution of the {111}–planes of a [001]–oriented silicon single crystal was measured
for reference purpose. The left part of Figure 5.36 shows the associated stereogram
as derived using [76] with β′ = 25°. The angle between the displayed {111} and the
(001) lattice planes of α = 35.264° is resembled in the measured data (middle). The
right part of the figure shows the measured angular distribution of {111} planes of
silicon on glass grown by steady–state solution growth technique. In contrast to
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Figure 5.35: Normalized Raman spectra of a silicon grain grown on glass and a single
crystalline reference, curves fitted by Voigt profile.
the single crystalline material, here a high quantity of apparently random oriented
reflection spots was detected. Besides these, there seems to exist an accumulation
of {111}–poles near the center of the pole figure. Especially at α = 0 the spot with
the highest intensity was measured. This reflection might originate either from a
large single grain or from several grains which are [111] oriented with respect to
the sample surface. From the crystal structure of silicon one can derive that the
3 additional {111} reflections in the upper hemisphere associated with this mutual
grains must exhibit a tilt angle of α = 70.529° and thus cannot be detected by this
system because of the limitation of the goniometer.
5.6.4 Purity and Electronic Properties
An important question regarding the suitability of a material in electronic devices
and especially in photovoltaics is the purity of the grown material. Impurities reduce
device performance by either reducing the carrier diffusion length, induce degrada-
tion by precipitation and inclusions or a combination of both. Hopkins compiled
measurements of the impact of several metallic impurities on solar cell performance
[77]. He found that the efficiency gradually starts to decrease as a certain threshold
impurity concentration is exceeded. The threshold impurity concentration depends
on the type of material.
To get a first insight into the concentration of several common impurities in the
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Figure 5.36: Stereographic projection of {111}–lattice planes of a [001]–oriented Si crystal
(left), measured orientation distribution of a Si–[001] crystal (middle) and of Si on glass
(right).
grown material, selected crystals were analyzed by means of secondary ion spec-
troscopy (SIMS) depth profiles. By this means, impurity concentration can be
measured down to the detection limit which equals about 1 × 1015 atoms/cm3 in
the utilized setup.
To be able to achieve valid data, a flat sample surface whose surface normal is par-
allel to the primary ion beam must be prepared. During measurement, the primary
ion beam covers an area of at least 90 × 90µm2. The actual measuring area only
amounts to a low fraction of the whole eroded area to prevent edge effects and
shadowing. Therefore, grown twin platelets (see Section 5.6.5) were chosen for the
SIMS preparation as they exhibit large flat {111} facets and barely fulfill the needs
of the SIMS method. The left part of Figure 5.37 shows a SEM micrograph of a
processed sample. The platelet is fixed in a Sn–matrix. Two sputter craters are
clearly visible, one producing a hole through the crystal. One measurement run is
restricted to the analyzation of 2–4 elements at once. A total of three crystallites
was analyzed. As the SIMS sputtering is a destructive method, different elements
had to be measured at different crystallites. This constrains the comparability of
the respective results. Figure 5.38 shows the absolute measured impurity concen-
tration over sputter depth for the three crystallites. First, the content of carbon
together with the oxygen concentration was measured using Cs ion bombardment.
Except for the material sputtered near the surface, both the oxygen and the car-
bon content were found to be uniformly distributed in the measured part of the
crystallite. This uniformity is only seldom disturbed by oxide–containing inclusions
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Figure 5.37: SEM micrograph of embedded Si twin platelet after SIMS measurement show-
ing two sputter holes, spatial distribution of oxygen secondary ions during the penetration
of a mutual inclusion.
which cause sharp peaks in the graph of the oxygen content. This effect can be
seen between a depth of 8 and 9µm in the presented profile. The associated spatial
distribution of oxygen ions is depicted in the right part of Figure 5.37. The average
bulk concentration was found to be 4 × 1016 atoms/cm3 in the case of oxygen and
5× 1016 atoms/cm3 in the case of carbon. This is at least about 2 orders of magni-
tude below the impurity threshold concentration for the onset of electronic device
degradation (C: > 1× 1018 atoms/cm3 [77], O: > 1.2× 1019 atoms/cm3 [78]).
Two additional measurements were carried out using a primary oxygen ion beam.
Na was detected with a non–uniform distribution and a minimal concentration of
1.5 × 1015 atoms/cm3 in the particular crystallite. The copper concentration was
found to be near the detection limit of the apparatus, amounts to 1×1016 atoms/cm3
and again lies far below the threshold concentration of > 1× 1017 atoms/cm3 [77].
The incorporation of molybdenum and indium is of special interest as both materials
are directly involved in the crystal growth process. According to the measurements
of Hopkins, besides other related transition metals, molybdenum is found to reduce
carrier lifetime even at concentration as low as 1 × 1012 atoms/cm3. The actual
concentration was found to be below the detection limit of the spectrometer of
1× 1015 atoms/cm3 in the case of molybdenum. Therefore, a degrading influence of
molybdenum cannot finally be ruled out. The indium content was measured to be
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Figure 5.38: SIMS depth profiles measured at three different crystallites, C/O with Cs
primary ion beam, Na/Cu and In/Mo with O primary ion beam.
as low as 1×1015 to 2×1016 atoms/cm3. This ranks lowest as compared to other in-
dium solution growth techniques conducted at higher temperature like conventional
liquid phase epitaxy (2× 1016 atoms/cm3 at 940℃) and high temperature solution
growth (2× 1018 atoms/cm3 at 1290℃) [79].
Only few crystallites could be analyzed by means of SIMS measurement. Therefore,
the obtained data is only showing the potential of growing silicon crystallites with
high purity at low temperatures.
5.6.5 Crystal Morphology and Modes of Crystal Growth
This section describes the typically observed growth morphologies and proposes the
underlying growth mechanisms.
Crystal Faceting
All crystals grown by steady–state solution growth technique were found to be ter-
minated by {111} facets. This is illustrated in Figure 5.39 which shows a SEM
micrograph of a typical crystal together with its redrawn shape using [80]. The
outer shape can be exactly resembled by solely use of {111} facets in the construc-
tion. The holes filled with indium which remain at the center of the facets are due to
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Figure 5.39: SEM micrograph of a {111}–faceted silicon crystal with crystal shape redrawn
using [80].
a developing morphological instability and will be discussed later in this section. It
is widely known that, in the diamond structure, the {111} facets exhibit the lowest
growth rate. Two terms contribute to the kinetic coefficient and therefore to the
growth rate: the interkink distance and the attachement kinetics. The attachment
kinetics are strongly influenced by the solid–liquid interaction at the phase bound-
ary. As these interaction at the interface is not well quantified in detail yet for the
case of silicon growth from indium, the author will focus the discussion on the kink
density.
The existence of kinks is a consequence of morphological, thermal and kinetic rough-
ness. First the morphological roughness will be discussed. From the crystal struc-
ture of silicon, the directions of the six P.B.C. vectors can be easily derived. In
the absence of thermal and kinetic roughening (T = 0, ∆µ = 0), the kink density
function must equal zero where two or more P.B.C. vectors intersect. The same
holds for the case of the surface normal vector being perpendicular to one P.B.C.
vector. Here, the kink density function must exhibit a sharp cusp, as small mis-
cuts would increase kink density significantly. Individual cusps generated by the
respective P.B.C. directions were combined by applying the cusp combining opera-
tion proposed by van Suchtelen et al. [20]. Figure 5.40 shows the normalized kink
density in a stereographic projection. The dark zones trace the directions of the
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P.B.C. vectors. F–faces can be extracted by finding the poles where two or more
P.B.C. traces intersect. It can be seen that solely the 〈111〉 and 〈100〉 direction
correspond to flat faces (F), each built by the intersection of three and two strong
bonded chains, respectively. The 〈110〉 directions are stepped. A particular situa-
tion emerges for the 〈100〉 directions, where two P.B.C vectors intersect but their
respective strong bonded chains are not coplanar. This leads to alternating smooth
and kinked elementary steps, each being aligned parallel and perpendicular to the
strong bond dimer rows.
To discuss the influence of thermal roughness, Jackson’s criterion eq (2.43) is used
to determine the respective transition temperatures. Taking the interaction energy
up to the forth nearest neighbour into account, the ratio of the binding energies
Ψhkl/Ψ can be derived as being equal to 0.69 for the {111} and 0.05 for the {001}–
faces, respectively [81]. It results, that the {001}–faces are expected to be thermally
rough whereas the {111}–faces remain flat at 600℃ (see Table 5.7).
On thermally flat F–faces without defects, elementary steps must be created by
the birth and spread mechanism (T > 0, ∆l,sµ > 0). In order to be able to quantify
the critical supersaturation needed for two–dimensional nucleation on silicon {111}
the specific step free energy must be known. In the case of growth from solution,
prospective solid–liquid interaction at the phase boundary have to be explicitly
taken into account. No coherent theoretical or experimental data to quantify these
interaction is known to the author. Solely the qualitative nature of the solid–liquid
interaction has become accessible by means of recent high–intensity X–ray reflec-
tometry experiments at modern synchrotron radiation sources. Reichert et al. [82]
point out the presence of a strong disturbance of the electronic system near the
interface leading to a strong densification of indium coupled with a charge trans-
fer from the liquid metal to silicon. The dissipated interaction energy between the
atoms of the solid and the liquid at the interface must lower the step free energy
thus enabling two–dimensional nucleation on {111} even at low supersaturation.
face morph. therm. (steps) therm. (face) kin. roughn.
[111] flat (F) - flat (3720K) ? flat
[001] flat (F) - rough (261K) - rough
[011] stepped (S) rough - - rough
Table 5.7: Determination of the morphological, thermal and kinetic roughness of the three
important surfaces in the diamond lattice.
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Figure 5.40: Stereographic projection of a [001]–oriented Si crystal structure (red) with
normalized kink density (gray) in the absence of kinetic or thermal roughening (T = 0,
∆µ = 0).
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From a experimental point of view, the presence of outgrown {111}–terminated
untwinned crystallites proof the existence of such a mechanism. Otherwise, the
arbitrary shaped seed crystals would just grow to faceted crystals and further out-
growth would be inhibited. Additionally, the onset of unstable growth leading to
a hopper morphology as discussed in Section 5.6.5 indicates growth of untwinned
crystals to be driven by the two–dimensional nucleation mechanism rather than by
a screw dislocation.
Crystal Twins and the Re–Entrant Edge Growth Mechanism
Twinning is one of the common real structure defects observed in material grown
in the steady–state solution growth apparatus. The defect involves at least one
specific grain boundary which divides the crystal into two or more twin domains.
The orientation of the domains is determined by one or more symmetry elements
which are not part of the space-group of the crystal. These symmetry elements can
either be inversion centers, an additional mirror plane or an additional rotation axis
or a combination of them. Whereas applying a symmetry operation which is part
of the crystal’s space group brings the crystal lattice to full self–coincidence, only
partial coincidence is derived by applying a twin symmetry operation.
Twin grain boundaries are usually classified by their CSL (coincidence site lattice)
ratio Σ given by the fraction of the quantity of crystal lattice sites to the coincident
lattice sites [83]. In the diamond A4 structure, commonly Σ = 3 twin boundaries
form [84]. To construct the twin domain associated with a Σ = 3 twin boundary,
the crystal is cut along a {111} plane. Now, the twin domain can be constructed by
a rotation of 60° about the 〈111〉 zone direction. The 〈111〉 zone directions contain
a three–fold symmetry which is described by a rotation by 120°. Therefore, the
described operation is not part of the crystal’s space group.
Figure 5.41 clarifies this situation by showing the [112¯]–view of a twinned crystal,
which consists of two domains, as it was grown by steady–state solution growth. The
two domains are denoted with c (crystal) and t (twin), respectively. Both domains
are terminated by {111}–facets. The twin boundary is marked with a white arrow.
The right part of the figure shows the associated stereographic projection of the
poles of both domains. The 〈111〉–directions correspond to the circles and spots
with the greatest diameter, respectively. In both pictures the [111] zone direction
is marked with a continuous line. The rotation by 60° around the [111] direction is
indicated by the dashed line of the stereogram.
A closer examination of the material grown by steady–state solution growth revealed
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Figure 5.41: SEM micrograph of a {111} faceted crystal exhibiting a Σ = 3 twin boundary
(arrow), double stereographic projection of both twin domains, open circles–crystal (c), dark
spots–twin domain (t).
the common presence of twinned crystals containing multiple Σ = 3 twin boundaries.
The consecutive twin boundaries are either parallel (polysynthetic twin) or enclose
an angle of 70.528° which is the angle enclosed by two adjacent {111} facets. The
latter case leads to the formation of a twin quintuplet as shown in the left part of
Figure 5.42. The domains are strung alongside the [110] zone trace. The emerging
five Σ = 3 twin boundaries are marked with continuous arrows in the figure. The
repeated angular enclosure of 5× 70.528° leads to a shortage of 7.36° in respect to
360° which is absorbed in an additional grain boundary. This additional boundary
is marked with a dotted arrow in the SEM micrograph. An interesting fact is that in
diamond twin quintuplets grown by chemical vapor deposition technique [84] only
four Σ = 3 twin boundaries form. The misfit is reported to be absorbed in a Σ = 81
boundary. In contrast to these findings, Σ = 81 twin boundaries were not observed
in the case of silicon grown from indium solution.
Polysynthetic twins consist of multiple parallel twin boundaries. In the present
case of Σ = 3 the twin boundaries are aligned parallel to the major {111}–facets
which terminate the top and the bottom of the sandwich–like structure (see Figure
5.42). On the sides this leads to the formation of alternating ridges and grooves,
denoted with R and G, respectively. At the grooves, a re-entrant angle of 141.1° is
enclosed by two {111}–facets. Obviously, this alternating structure promotes faster
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Figure 5.42: Σ = 3 twinned crystals exhibiting multiple twin boundaries which enclose an
angle of 70.528° (cyclic) and are stacked on top each other in a parallel way.
growth rates in the 〈112〉–directions perpendicular to the major [111]–direction. As
a result, grown polysynthetic twins exhibit highly anisotropic plate–like structures
. This anisotropy can be explained by the twin–plane re-entrant edge growth mech-
anism that Faust and John first described in 1964 [85]. Besides the presence of a
self–preserving re-entrant edge formed by two adjacent facets at a twin boundary,
the re-entrant edge growth mechanism requires the growth direction being parallel
to the twin plane. Figure 5.43 shows the interpretation of the mechanism for silicon
on an atomic scale. The crystal structure is projected along the [11¯0]–direction.
The twin plane forming the re-entrant edge is vertically aligned at the middle of the
drawing and generates local mirror symmetry. The two atoms directly at the edge
have their dangling bonds directed towards the opposed facet, respectively. This
site is likely for the attachment of a elementary growth unit, which is built by two
atoms in the diamond A4 structure. The same mechanism proceeds at the other
edge sites aligned parallel to the [11¯0]–direction. In this way, a structure which is
similar, but not exactly equal to two elementary steps on 〈111〉 is assembled, both
aligned along the [11¯0] direction. They are produced without the need for two–
dimensional nucleation and immediately give rise to further conventional step–flow
in the [1¯1¯2] direction indicated by the two open arrows in Figure 5.43. As a result,
the edge grows in the 〈112〉 direction parallel to the twin plane which is denoted
with a filled arrow in Figure 5.43. The atomic structure is exactly resembled as the
new layer has formed and growth along the twin plane proceeds in a continuous way.
In contrast to two–dimensional nucleation this process does not require building up
a critical supersaturation. This leads to an enhanced growth rate and the formation
of twin platelets. In addition, this mechanism enables fast growth of material even
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Figure 5.43: [11¯0]–view of the twin–assisted re-entrant edge growth mechanism, birth and
spread of elementary steps at the groove (not all dangling bonds are drawn for clarity).
at supersaturation below the transition to kinetic roughening. This behavior is very
similar to that of growth at a screw dislocation described by Burton et al. in 1951
[21].
The Development of the Morphological Instability
A further effect, which has not been discussed yet, is the growth of polyhedral
crystals which exhibit a hole at the center of their facets as depicted in Figure 5.39.
This morphological feature is often referred to as “hopper” or “skeletal” [25, 18].
In the present case, the remaining hole is usually filled up with indium. These
results can be explained by the development of a morphological instability which
arises from a non–uniform solute concentration above the growing crystal. In the
following, the steady–state solution growth technique will be shown to comply with
the requirements of unstable growth conditions leading to hopper morphology as
described by Kuroda et al. [86]. Conclusions will be drawn about the growth regime
needed to enable stable growth of silicon from indium solution.
In Section 2.2.2 convective flow parallel to a semi–infinite horizontal surface has
been discussed resulting in the presence of a stagnant boundary layer in the vicinity
of the surface. The thickness δm of the stagnant boundary layer is a function of the
distance from the leading edge of the surface x, the viscosity η, the liquid density ρ
and the characteristic fluid flow velocity V (see eq (2.33)). When heating from side,
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Figure 5.44: Convective flow and laminar boundary layer in the steady–state solution
growth apparatus.
liquid indium (η = 0.00122 Pa s [72], ρ = 6893.8 kg/m3) flows along the 4 × 4 cm2
growth substrate with a characteristic velocity of 2 cm/ s (see Section 5.5). Using
Sc = 15.7 [87] and combining eqs (2.33) and (2.33) the thickness of the solute
boundary layer can be estimated to range from 180µm near the edge of the sample
(x = 1 mm) to 840 µm (x = 20 mm) at the center. In the adjacent bulk liquid,
the solute concentration c∞ is assumed to equal the equilibrium concentration of
silicon at T = Tbot. As silicon is consumed by growing crystallites at the surface,
the emerging concentration gradient gives rise to diffusive solute transport from the
bulk liquid to the growing crystals. Enlarged crystals reach a size of 50–200µm.
Therefore, it can be assumed that they remain fully enclosed inside the diffusion
boundary layer during growth period. Therefore, the enlarged crystallites are grown
in a convection–free environment which is a necessary condition for the development
of a supersaturation inhomogeneity near the growing facets [88].
The existence of such an inhomogeneity in the case of faceted growth of crystallites
from solution was first experimentally found by Berg [89]. The solute concentration
adjacent to corners of the growing crystal is found to be higher than at the centers
of the respective facets. This is a result of the solvent being rejected at the growing
interface due to a distribution coefficient near zero. For geometrical reason, near
the corners, the rejected solvent can dissipate into a larger volume than near the
center of a facet. This leads to a relative solute depletion near the center of a facet
and thus the rate of advance of a step is reduced in this region. The growth rate
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R(x) perpendicular to the (stepped) singular interface is given by
R(x) = |p(x)|v(x) (5.14)
Here, x denotes the position at the growing interface, v(x) is the local step velocity
which is a function of the local supersaturation and |p(x)| = d/λ(x) (d–step height,
λ(x)–interstep distance) is the local slope of the interface. The interface grows
stable if
R(x) = R ∀x (5.15)
For further discussion one needs to distinguish between the two possible sources for
elementary steps in the case of an untwinned crystal below the transition to thermal
roughness. First, these steps can be generated by screw dislocations. This defect
causes the step spiral to propagate in radial directions from the central position. It
follows that the screw dislocation acting as the step source can be expected to be
located near the center of a growing facet. Therefore, the lower supersaturation near
the center is the growth rate limiting factor for the whole facet in this case and the
precondition for unstable growth is not met. In the second case of the steps being
generated by two–dimensional nucleation, the growth rate will be determined by
the largest supersaturation near the edges. This growth rate cannot be maintained
as steps propagate to the center of a facet and the situation implies the potential
of unstable growth. Therefore, the case of a birth–and–spread mechanism will be
discussed.
Following Chernov, condition in eq (5.15) can be fulfilled even in the presence of
inhomogeneous supersaturation by a variation of the local interstep distance which
compensates the differences in the local step velocity [18]. The step density has to
increase near the center in order to ensure uniform growth rate all over the facet.
In other words, the local kinetic coefficient is increased within a certain limit at the
center of the facet in order to sustain stable growth. This again decreases the local
supersaturation and the efficiency of the compensation mechanism decreases as the
local slope is increased. As the supersaturation inhomogeneity is a function of the
length h of the facet, the compensating effect cannot be sustained if the crystal ex-
ceeds a certain critical size. This results in a morphological instability and hopper
growth as it is observed in present steady–state solution growth experiments.
Figure 5.45 shows homo-epitaxial silicon islands grown from indium on a [111]–
oriented substrate. Growth has been initiated by a fast cooling step of 100K start-
ing at 700℃. This enables nucleation on Si(111) without any preceding etching step.
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Figure 5.45: Size distribution and SEM micrograph of epitaxially grown islands on Si(111)
grown stably (a) and exhibiting hopper morphology (b).
Subsequently, growth was maintained by steady–state growth period at 600℃ with
a nominal temperature gradient of 10K. Each island was analyzed by means of an
image processing software to determine a characteristic length which was chosen to
be the height h of the triangle enveloping the upper (111)–facet. The size distribu-
tion of stably grown islands and islands exhibiting hopper morphology is shown in
a histogram in Figure 5.45. The size of the perfect islands does not exceed a critical
length of h∗ = 90µm while the size of the hopper islands clearly exceeds this value.
To be able to quantify the conditions for the onset of the instability, the kinetic
coefficient for growth of silicon from an indium solution must be known. The ki-
netic coefficient is a function of the interkink distance λ0, which in turn depends
on the specific energy of the elementary step [18, 21]. The specific energy of a step
is expected to be strongly influenced by the solid–solvent interaction and might be
accessible only by means of computer simulation. Qualitatively, to prevent the on-
set of the instability, the author suggests the development of a growth temperature
regime which inserts periods where growth stops and therefore the inhomogeneity
can be dissipated. As this goes beyond the scope of this work, this should be part
of future investigation.

6 Summary
In this work microcrystalline silicon on glass substrates has been obtained by steady–
state solution growth for the first time. Basic physical principles underlying the
preceeding seed crystal formation as well as the low temperature solution growth
step have been analyzed. The conclusions drawn from these findings were imple-
mented in experimental processes to show the feasibility and to adjust the relevant
parameters. Grown material was investigated by means of X–ray investigation,
SIMS and Raman spectroscopy. Growth shape and common defects like twinning
and the onset of a morphological instability have been analyzed and discussed.
First, based on thermodynamic principles, temperature dependent phase equilib-
ria of the materials involved in the process have been evaluated. This lead to the
possibility to quantify the potential of solution growth regarding supersaturation
and layer thickness. This potential has been discussed in particular for the case of
growth at low temperatures. To ensure feasibility of solution growth, the thermo-
dynamic stability of all materials involved in the process has to be ensured. Here,
molybdenum, which has been used in former experiments, was shown to be thermo-
dynamically unstable against silicon saturated indium. The author suggested the
replacement of the use of molybdenum by the thermodynamic stable molybdenum
disilicide.
Thin films of molybdenum disilicide on glass were obtained by co-deposition of
stoichiometric Mo–Si multilayers with a subsequent annealing step. Crystallinity
and surface properties were investigated as a function of deposition parameters
and annealing procedure. Thermodynamic as well as mechanical stability of the
emerging layers in contact with the growth solution has been shown.
A comparative study of nucleation and wetting behavior of indium on molybde-
num and molybdenum–silicon multilayer structures has been carried out in order
to control droplet size and density. The remarkable temperature dependence of the
success of microdroplet growth on multilayers has been studied in detail using a
pyrometric camera. Partial dissolution of the amorphous silicon and simultaneous
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crystallization has been observed and explained by thermodynamic considerations.
An alternative approach for seed formation based on the observed indium induced
amorphous to crystalline transition has been developed and is under investigation
at the moment.
The spatially controlled vapor–liquid–solid growth of silicon seed crystals has been
investigated by variation of the vapor supersaturation. Suitable growth rates have
been determined experimentally.
A specially built steady–state solution growth apparatus has been successfully ap-
plied for homo-epitaxial growth of a significant amount of crystalline silicon at low
temperatures. The fluid flow and saturation conditions applying different heating
configurations have been analyzed in a detailed experimental study. Basic solute
transport phenomena were characterized by means of a Rayleigh analysis. The
experiments were supplemented by finite–element simulation conducted in collabo-
ration with the numerical modelling group of the IKZ.
The findings were assigned to the outgrowth of silicon seed crystals on glass sub-
strates. The solution growth technique was shown to enable enlargement of seeds by
a factor of 10–20 in few hours. Emerging crystallites were investigated by means of
SEM/EDX measurement to reveal their morphology and macroscopic defect struc-
ture. {111} faceting of the crystallites was explained by means of basic principles
of crystal growth like morphological, thermal and kinetic roughening and their re-
spective transition temperatures. Particular defect–induced growth anomalies were
studied by their underlying growth mechanisms. Twin assisted nucleation of ele-
mentary steps and the premises for the onset of a morphological instability leading
to hopper–like morphologies was discussed.
Grown material was investigated by means of X–ray and Raman analysis to reveal
crystallinity and orientation as well as secondary–ion mass spectroscopy to find the
concentration of impurities.
7 Outlook
In Section 5.3.5 the indium mediated transition of amorphous to crystalline silicon
has been observed at temperatures as low as 305℃. This behavior has been ex-
plained by means of thermodynamic principles. In a preliminary investigation, we
made use of an expanded approach to the deposition and crystallization of a seed-
ing layer. In contrast to the former experiments, a noticeable greater thickness was
chosen for the silicon layer. This enables the transformation of a significant amount
of material from the amorphous to the crystalline phase. Figure 7.1 shows SEM
micrographs of a glass sample which was coated with 2µm of amorphous silicon.
Subsequently, indium was deposited and the sample was heated to a temperature of
about 300℃. After annealing for 30min, the sample was handed out the deposition
chamber. At low magnification images, indium is found to assemble on the sub-
strate in two different forms. Besides the formation of sub–micron scaled droplets,
nearly circular domains are formed, where indium coalesced to form larger droplets.
Here, a strong interaction of the liquid metal and the subjacent silicon layer is ob-
served. Like in former experiments (see Section 5.3.5) the metal was found to partly
etch the amorphous silicon layer. By this means the solvent droplet gets saturated
thanks to low temperature dissolution of amorphous silicon. In this way, the liquid
gets supersaturated in respect to crystalline silicon because of the differences in the
chemical potentials of the amorphous and the crystalline phase as shown before.
This leads to the precipitation of crystalline silicon at the substrate. The crystal
facets are clearly visible in the third picture of Figure 7.1. The emerging solid starts
to push the indium droplet in a certain direction where further amporphous ma-
terial can be dissolved and then transformed into crystallites. This direction does
not seem to be random but, in fact, partly influenced by the faceted microstructure
of the underlying crystalline material. This causes the crystallization process to
preferably advance in a 〈110〉–direction. It must be mentioned that this finding is
not assured by systematic studies up to now. But, if such a mechanism is found to
be well reproducible, this could lead to a control of the growth direction and crystal
orientation even on amorphous substrates. This would imply a significant gain of
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Figure 7.1: The solid–liquid–solid mechanism for growth of crystalline silicon on glass.
applicability for electronic devices as this would enable control of the orientation of
the grain boundaries.
In order to gain a closer insight, a systematic study must imply the lateral confine-
ment of the moving solvent droplets which can be realized by a dedicated oxidation
of the amorphous silicon. Control of crystal orientation might in this way be gained
by a channel structure which forces individual droplets to move in a parallel way.
Solution growth should be used to enlarge the seed crystals as it allows high purity
and a high perfection of the grown material as could have been shown in this work.
It is therefore worth to dedicate more attention to the new approach briefly outlined
above.
Appendix A
To be able to predict the absolute position and relative intensity of apparent X–ray
diffraction peaks, the type and size of the unit cell as well as the positions of the
atoms in the unit cell have to be known. The following phases in the Mo–Si–In
system were considered in connection with the analysis of the spectra:
Si [90]
a b c α β γ V
cell 5.4308 5.4308 5.4308 90 90 90 160.2
Z x y z
Si 14 0.125 0.125 0.125
spgrp 227-2 cubic
t-MoSi2 [91]
a b c α β γ V
cell 3.211 3.211 7.825 90 90 90 80.7
Z x y z
Mo 42 0 0 0
Si 14 0 0 0.3354
spgrp 139 tetrag.
h-MoSi2 [92]
a b c α β γ V
cell 4.622 4.622 6.646 90 90 120 123.0
Z x y z
Mo 42 0.5 0.5 0.8333
Si 14 0.8358 0.1642 0.8333
spgrp 180 hexag.
Table 1: Crystallographic data for the phases in the In–Si–Mo system I, lattice constants
in [Å ].
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Mo5Si3 [93]
a b c α β γ V
cell 9.650 9.650 4.911 90 90 90 457.3
Z x y z
Mo 42 0.0786 0.2247 0
Mo 42 0 0.5 0.25
Si 14 0.171 0.671 0
Si 14 0 0 0.25
spgrp 140 tetrag.
Mo3Si [94, 93]
a b c α β γ V
cell 4.89 4.89 4.89 90 90 90 116.9
Z x y z
Mo 42 0 0 0
Si 14 0.250 0 0.500
spgrp 223 cubic
Mo [95]
a b c α β γ V
cell 3.147 3.147 3.147 90 90 90 31.17
Z x y z
Mo 42 0 0 0
spgrp 229 cubic
In [96]
a b c α β γ V
cell 3.2523 3.2523 4.9461 90 90 90 52.3
Z x y z
In 49 0 0 0
spgrp 139 tetrag.
Table 2: Crystallographic data for the phases in the In–Si–Mo system II, lattice constants
in [Å ].
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