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vSOMMAIRE
Les objets d’étude de cette thèse sont les systèmes d’équations quasilinéaires
du premier ordre. Dans une première partie, on fait une analyse du point de
vue du groupe de Lie classique des symétries ponctuelles d’un modèle de la
plasticité idéale. Les écoulements planaires dans les cas stationnaire et non-
stationnaire sont étudiés. Deux nouveaux champs de vecteurs ont été obtenus,
complétant ainsi l’algèbre de Lie du cas stationnaire dont les sous-algèbres sont
classifiées en classes de conjugaison sous l’action du groupe. Dans le cas non-
stationnaire, une classification des algèbres de Lie admissibles selon la force
choisie est effectuée. Pour chaque type de force, les champs de vecteurs sont
présentés. L’algèbre ayant la dimension la plus élevée possible a été obtenues
en considérant les forces monogéniques et elle a été classifiée en classes de
conjugaison. La méthode de réduction par symétrie est appliquée pour obte-
nir des solutions explicites et implicites de plusieurs types parmi lesquelles
certaines s’expriment en termes d’une ou deux fonctions arbitraires d’une va-
riable et d’autres en termes de fonctions elliptiques de Jacobi. Plusieurs so-
lutions sont interprétées physiquement pour en déduire la forme de filières
d’extrusion réalisables. Dans la seconde partie, on s’intéresse aux solutions
s’exprimant en fonction d’invariants de Riemann pour les systèmes quasili-
néaires du premier ordre. La méthode des caractéristiques généralisées ainsi
qu’une méthode basée sur les symétries conditionnelles pour les invariants de
Riemann sont étendues pour être applicables à des systèmes dans leurs régions
elliptiques. Leur applicabilité est démontrée par des exemples de la plasticité
idéale non-stationnaire pour un flot irrotationnel ainsi que les équations de
la mécanique des fluides. Une nouvelle approche basée sur l’introduction de
matrices de rotation satisfaisant certaines conditions algébriques est dévelop-
pée. Elle est applicable directement à des systèmes non-homogènes et non-
autonomes sans avoir besoin de transformations préalables. Son efficacité est
illustrée par des exemples comprenant un système qui régit l’interaction non-
linéaire d’ondes et de particules. La solution générale est construite de façon
explicite.
vi
Mots clés : équations aux dérivées partielles ; systèmes quasilinéaires du pre-
mier ordre ; analyse des groupes de Lie et algèbres de Lie pour les équations
différentielles ; méthode de réduction par symétrie ; méthode des symétries
conditionnelles ; méthode des caractéristiques généralisées ; invariants de Rie-
mann ; plasticité idéale ; filières d’extrusion.
vii
SUMMARY
The objects under consideration in this thesis are systems of first-order qua-
silinear equations. In the first part of the thesis, a study is made of an ideal
plasticity model from the point of view of the classical Lie point symmetry
group. Planar flows are investigated in both the stationary and non-stationary
cases. Two new vector fields are obtained. They complete the Lie algebra of the
stationary case, and the subalgebras are classified into conjugacy classes under
the action of the group. In the non-stationary case, a classification of the Lie al-
gebras admissible under the chosen force is performed. For each type of force,
the vector fields are presented. For monogenic forces, the algebra is of the hi-
ghest possible dimension. Its classification into conjugacy classes is made. The
symmetry reduction method is used to obtain explicit and implicit solutions of
several types. Some of them can be expressed in terms of one or two arbitrary
functions of one variable. Others can be expressed in terms of Jacobi elliptic
functions. Many solutions are interpreted physically in order to determine the
shape of realistic extrusion dies. In the second part of the thesis, we examine
solutions expressed in terms of Riemann invariants for first-order quasilinear
systems. The generalizedmethod of characteristics, along with amethod based
on conditional symmetries for Riemann invariants are extended so as to be ap-
plicable to systems in their elliptic regions. The applicability of the methods is
illustrated by examples such as non-stationary ideal plasticity for an irrotatio-
nal flow as well as fluid mechanics equations. A new approach is developed,
based on the introduction of rotation matrices which satisfy certain algebraic
conditions. It is directly applicable to non-homogeneous and non-autonomous
systems. Its efficiency is illustrated by examples which include a system gover-
ning the non-linear superposition of waves and particles. The general solution
is constructed in explicit form.
viii
Keywords : partial differential equations ; first-order quasilinear systems ; ana-
lysis of the symmetry Lie group and Lie algebra of differential systems ; sym-
metry reduction method ; conditional symmetry method ; invariant, partially
invariant and conditionally invariant solutions ; generalized method of cha-
racteristics ; Riemann invariants ; ideal plasticity ; extrusion dies.
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1AVANT-PROPOS
Cette thèse traite de l’application et du développement deméthodes de résolu-
tion de systèmes d’équations aux dérivées partielles quasilinéaires du premier
ordre. Elle suit un mode de présentation par articles et se scinde en deux vo-
lets. Le premier est composé des chapitres 1 à 3 correspondant respectivement
aux articles [45] à [47], dont les deux premiers sont déjà publiés et l’autre est
en révision. Cette première partie porte sur une analyse du groupe de symé-
tries d’un modèle de la plasticité idéale. Son attrait principal réside dans le
fait que les solutions obtenues par une telle analyse peuvent conduire à des
applications concrètes en industrie pour des procédés se rapportant à des dé-
formations plastiques. Le second volet de cette thèse porte sur les méthodes
de résolution basées sur l’introduction de variables appelées les invariants de
Riemann. Elle est composée des chapitres 4 et 5 correspondant aux articles
[32] et [33] qui sont actuellement soumis. On y adapte des méthodes, jusque
là applicables à des systèmes hyperboliques autonomes et homogènes, pour
les rendre utilisables à des systèmes elliptiques autonomes et homogènes, i.e.
la méthode des caractéristiques généralisées et une méthode basée sur la mé-
thode des symétries conditionnelles et les invariants de Riemann dévelop-
pée dans [30, 31]. On développe également, dans le second volet, une mé-
thode s’appliquant directement à des systèmes non-homogènes, autant hy-
perboliques qu’elliptiques, mais qui en plus ont le potentiel de s’appliquer à
des systèmes non-autonomes. Le mode de présentation choisi implique que
chaque chapitre est auto-cohérent. Par conséquent, certaines notations et no-
tions peuvent être introduites plus d’une fois dans la thèse.

INTRODUCTION
La présente thèse se compose de deux volets principaux. Le premier volet est
constitué d’une analyse du groupe de symétries de systèmes décrivant l’écou-
lement planaire de matériaux à la plasticité idéale. Ce volet s’étend des cha-
pitres 1 à 3. L’objectif de cette l’étude du point de vue du groupe de symé-
tries de la plasticité idéale est la caractérisation de la structure de l’algèbre
de symétries, l’obtention de nouvelles solutions et leurs interprétations phy-
siques, lesquelles peuvent souvent conduire à de nouveaux procédés en indus-
trie ou à leur perfectionnement. Les systèmes stationnaire et non-stationnaire
sont considérés. Le second volet traite des méthodes de résolution de systèmes
d’équations aux dérivées partielles (EDP) quasilinéaires du premier ordre fon-
dées sur l’introduction de nouvelles variables appelées les invariants de Rie-
mann. L’objectif de ce second volet, qui inclut les chapitres 4 et 5, consiste en
l’adaptation et le développement de ces méthodes afin de les rendre appli-
cables d’une part à des systèmes quasilinéaires du type elliptique (tout en res-
tant applicables aux systèmes hyperboliques) et d’autre part à des systèmes
non-homogène. Les sujets de ces deux volets sont reliés puisque dans le se-
cond, on établit le lien entre les méthodes basées sur les invariants de Riemann
et la méthode des symétries conditionnelles (MSC) (voir e.g. [25, 31]).
En ce qui concerne les méthodes utilisées dans l’analyse de groupe effec-
tuée au premier volet, elles sont bien développées dans la littérature. Pour ob-
tenir les générateurs du groupe de symétries, les techniques infinitésimales
appliquées aux systèmes étudiés dans cette thèse sont présentées, par exemple
dans les ouvrages [4, 54, 56]. La méthode de réduction par symétrie (MRS)
qui est employée dans les trois premiers chapitres est également bien traitée
dans la littérature (e.g. [4, 54, 56]). Elle se base sur l’idée de rechercher des so-
lutions invariantes sous l’action d’un sous-groupe du groupe de symétrie G
d’un système d’équations différentielles. L’approche fait intervenir les sous-
algèbres de l’algèbre de Lie L de symétries, lesquelles sont en correspondance
biunivoque avec les sous-groupes de G. Les éléments du groupe de symétrie
4transformant par définition toute solution du système en une autre solution
de ce système, il peut arriver que deux solutions invariantes correspondant à
deux sous-groupes distincts puissent être reliées par une transformation du
groupe G. Ce phénomène survient exactement lorsque les deux sous-groupes
sont conjugués par l’action du groupe G. Afin de pouvoir obtenir de façon
systématique toutes les solutions invariantes non-équivalentes (à une transfor-
mation du groupe près) admises par un système d’équations différentielles,
il faut procéder à une classification en classe de conjugaison des sous-groupes
deG. De façon équivalente, par l’application de la formule de Baker-Campbell-
Hausdorff, on peut effectuer cette classification sur l’algèbre de Lie de symé-
tries afin d’obtenir les classes de sous-algèbres qui correspondent aux classes
de sous-groupes. Lesméthodes et algorithmes de cette classification ont été dé-
veloppés par J. Patera, P. Winternitz et H. Zassenhaus dans [57, 58, 60] et sont
résumés dans [74]. Elles sont appliquées aux chapitres 1 à 3. L’objectif du pre-
mier volet est d’effectuer une étude systématique du point de vue de l’analyse
du groupe de symétries de systèmes modélisant l’écoulement planaire de la
plasticité idéale. Cette étude débute avec l’analyse d’un écoulement statique-
ment déterminé par le système (0.0.1), puis se poursuit avec celle du système
dynamique (0.0.6) comprenant des termes de forces et d’accélérations. Dans les
deux premiers chapitres, on s’intéresse au système stationnaire [11, 17, 37, 43]
σx − 2k (θx cos(2θ) + θy sin(2θ)) = 0,
σy − 2k (θx sin(2θ) − θy cos(2θ)) = 0,
(uy + vx) sin(2θ) + (ux − vy) cos(2θ) = 0,
ux + vy = 0,
(0.0.1)
d’EDP quasilinéaires du premier ordre. Il met en relation les quatres variables
dépendantes u, v, σ et θ comme fonctions des variables indépendantes x et
y. Les grandeurs u et v sont les composantes de la vélocité des éléments de
volume du matériau selon l’axe des x et y respectivement. La variable σ re-
présente la pression moyenne et θ un angle définissant le tenseur des con-
traintes (voir Annexe A). La constante k est nommée la limite d’écoulement et
sa valeur dépend du matériau plastique modélisé. Dans le premier chapitre,
on traite une certaine sous-algèbre finie de l’algèbre de symétrie du système
(0.0.1) que l’on classifie en classes de conjugaison sous l’action de son groupe
d’automorphisme. On s’inspire ensuite de la forme des invariants des sous-
algèbres pour poser des Ansatzes plus généraux qui englobent simultanément
5plusieurs classes de sous-algèbres. Plus précisément, on solutionne la condi-
tion de compatibilité des dérivéesmixtes de σ par rapport à x et y en supposant
que
θ = J(ξ(x, y)),
où ξ(x, y) est une variable de symétrie correspondant à une sous-algèbre de
la liste classifiée (voir les Tableaux 1.2-1.5). La fonction J ne dépendant que
d’une seule variable, la condition de compatibilité pour σ se réduit à une équa-
tion différentielle ordinaire (EDO) du second ordre pour J. La solution à cette
EDO permet l’obtention de σ par quadrature des deux premières équations du
système (0.0.1). Par la suite, s’inspirant de la forme des invariants, on pose la
forme de la solution pour les composantes u et v de la vélocité, comme par
exemple, la forme séparée additivement
u = f(x, y) + F(ξ), v = g(x, y) +G(ξ).
On cherche alors à déterminer les fonctions f et g les plus générales qui permet-
tront de réduire les deux dernières équations de (0.0.1) à un système d’EDO
pour F et G en fonction de la variable de symétrie ξ. Les solutions ainsi ob-
tenues ne sont pas nécessairement invariantes et donc potentiellement plus
générales, c’est-à-dire partiellement invariantes ou conditionnellement inva-
riantes. Un ensemble de solutions ainsi trouvées sont présentées au chapitre
1. Les symétries utilisées dans ce chapitre étaient connues dans la littérature
[2, 26, 68], mais leur classfication en classes de conjugaison discutée plus haut
n’avait jamais été effectuée. Toutefois, dans le chapitre 2, deux nouveaux géné-
rateurs sont obtenus complétant ainsi l’algèbre de symétrie du système (0.0.1)
connue jusqu’alors [2, 26, 68]. Ces deux nouveaux générateurs sont B1 et K tels
que définis aux équations (2.2.1) du chapitre 2, i.e.
B1 = −v∂x + u∂y,
K =(−1
2
x cos 2θ− y(σ+ 1
2
sin 2θ))∂x + ((σ− 12 sin 2θ)x +
1
2
y cos 2θ)∂y
+ ( 1
2
u cos 2θ + v( 1
2
sin 2θ− σ))∂u + ((σ+ 12 sin 2θ)u−
1
2
v cos 2θ)∂v
+ θ∂σ + σ∂θ.
(0.0.2)
On montre comment la fermeture de l’algèbre sous le crochet de Lie permet
de créer une suite de générateurs engendrant un idéal abélien de dimension
infinie. Cet idéal est engendré par les crochets de Lie [K, Pi] du nouveau géné-
rateur K avec les solutions de base des générateurs
X1 = ξ(σ, θ)∂x + η(σ, θ)∂y, X2 = φ(σ, θ)∂u + ψ(σ, θ)∂v, (0.0.3)
6où ξ, η, φ et ψ sont des solutions des EDP quasilinéaires du premier ordre
ξσ = cos (2θ) ξθ + sin (2θ)ηθ, ξθ = cos (2θ)ξσ + sin (2θ)ησ,
φσ = −(cos (2θ) + sin (2θ)ψθ) , φθ = −(cos (2θ)φσ + sin (2θ)ψσ)
(0.0.4)
et les Pi, qui correspondent aux solutions constantes de (0.0.4), sont donnés par
P1 = ∂x, P2 = ∂y, P3 = ∂u, P4 = ∂v. (0.0.5)
En notantZ0 = {P1, P2, P3, P4} la sous-algèbre abélienne engendrée par les géné-
rateurs (0.0.5), on peut produire une sous-algèbre abélienne Z1 = [K,Z0] résul-
tant du crochet de Lie de K avec chacun des générateurs (0.0.5). Ainsi de suite,
on engendre par récurrence les sous-algèbres Zn+1 = [K,Zn]. On montre com-
ment les relations de commutation des éléments des sous-algèbres abéliennes
Zn avec ceux de la sous-algèbre S, engendrée par les générateurs (2.2.1) du
chapitre 2, peuvent être déterminées par récurrence à partir des commutateurs
de (0.0.5) avec les éléments de S. Ceci m’a permis de déterminer complète-
ment la structure de la sous-algèbre L = S ⊲ Z , où Z = Z0 ⊕ Z1 ⊕ · · · , qui
est la sous-algèbre minimale incluant les générateurs (0.0.5). Par la suite, la
connaissance de cette structure m’a permi de classifier toutes les classes de
sous-algèbres ayant une représentante dans un sous-espace (n’étant pas néces-
sairement une sous-algèbre) de dimension finie de l’algèbre de Lie. Ceci per-
met de procéder à la classification des sous-algèbres de L de manière itérative.
Les premières étapes de cette classification ont été effectuées pour les sous-
espaces L0 = S ×Z0 et L1 = L0 ×Z1 et les résultats sont résumés aux tableaux
2.4-2.7. Des illustrations de solutions invariantes et partiellement invariantes
sont données à la section 2.3, ainsi que leurs interprétations physiques per-
mettant de déduire la forme de filières d’extrusion potentiellement réalisables.
Une filière d’extrusion est un outil comprenant une forme creuse au travers
de laquelle on fait passer le matériau plastique pour lui faire prendre cette
forme. Pour plus de détails sur les filières d’extrusion et la manière de déter-
miner leur formes à partir de solutions explicites, on consultera l’annexe A. Le
système (0.0.1) décrit un écoulement statiquement déterminé. Afin de pouvoir
considérer des planaires dynamiques, on considère au chapitre 3 le système un
peu plus général de la forme
σx − (θx cos(2θ) + θy sin(2θ)) − ρ (F1 − ut − uux − vuy) = 0,
σy − (θx sin(2θ) − θy cos(2θ)) − ρ (F2 − ut − uvx − vvy) = 0,
(uy + vx) sin(2θ) + (ux − vy) cos(2θ) = 0,
ux + vy = 0,
(0.0.6)
7où, pour diminuer le nombre de constantes dans le système, on a supposé que
σ est 2k fois la pression moyenne et la constante ρ est la densité divisée par
2k. La constante k garde la même signification, i.e. la limite d’écoulement du
matériau. Le système (0.0.6) contient des termes de forces et d’accélérations
supplémentaires dans les deux premières équations. Dans le cas où les termes
de force (F1, F2) et d’accélération (du/dt, dv/dt) s’annulent (si l’on suppose
que la vitesse est indépendante du temps), le système coïncide bien avec celui
du cas stationnaire (0.0.1). Il est à noter que les grandeurs (F1, F2) sont en fait
les composantes de la force divisées par la constante ρ. Le système (0.0.6) fai-
sant intervenir les composantes de la force, l’algèbre de symétries du système
(0.0.6) dépend donc de la forme de la force intervenant dans le système. Afin
de pouvoir procéder à une analyse de groupe de symétries du système (0.0.6),
il est donc nécessaire de choisir le type de force qui intervient. Les algèbres
de symétries varient donc selon le type de forces choisi. Par conséquent, il est
commode d’effectuer une classification des familles de forces et des algèbres
de Lie de symétries du système (0.0.6) qui leurs correspondent. Une étape pré-
liminaire à cette tâche est présentée à la section 3.2 où plusieurs types de forces
ont été considérés et les algèbres de Lie de symétries associées sont détermi-
nées. Parmi les forces considérées, mentionnons l’importance des forces mo-
nogéniques. Ce sont des forces dont les composantes sont les dérivées d’une
même fonction scalaire des variables indépendantes. Elles sont les forces qui
admettent la plus large algèbre de symétries. De plus, des forces dépendant
des composantes de la vitesse u et v, incluant certaines qui s’expriment en
termes de fonctions arbitraires du module de la vitesse u2 + v2, sont présen-
tées à la section 3.2. À la section 3.3, l’algèbre de symétrie du système (0.0.6),
lorsque la force est monogénique, est classifiée en classe de conjugaison sous
l’action des automorphismes du groupe de symétries. Le chapitre 3 se conclut
avec quelques exemples de réduction par symétrie pour différents types de
forces qui conduisent à des solutions non-stationnaires présentées à la section
3.4 et quelques remarques à la section 3.5 sur les résultats du chapitre 3. Ceci
complète les travaux du premier volet.
Le second volet de la thèse porte sur le développement des méthodes ba-
sées sur les invariants de Riemann avec une attention particulière portée sur les
systèmes d’EDP quasilinéaires de type elliptique. Il est à noter que très peu de
résultats concernant les solutions en termes d’invariants de Riemann existent
pour les systèmes elliptiques dans la littérature. Le sujet est principalement
développé pour les systèmes hyperboliques. L’idée de simplifier l’intégration
d’un système quasilinéaire du premier ordre par l’introduction de nouvelles
8variables (appelées par la suite les invariants de Riemann), ayant la propriété
d’être constantes le long de certaines courbes caractéristiques de l’espace des
variables indépendantes, a pris naissance dans [66]. Dans cet ouvrage, B. Rie-
mann s’est intéressé à la propagation et la superposition d’ondes parallèles
dans un gaz idéal modélisé par les équations
∂ρ
∂t
+
∂ (pu)
∂x
= 0,
∂u
∂t
+ u
∂u
∂x
= −
φ ′(ρ)
ρ
∂ρ
∂x
, (0.0.7)
où φ(ρ) est une fonction dont la forme dépend de la loi des gaz choisie et
φ ′(ρ) est sa dérivée. Les équations (0.0.7) sont les équations d’Euler en une
dimension spatiale pour lesquelles u = u(t, x) est la vitesse, ρ = ρ(t, x) est la
densité et on a fait l’hypothèse que la pression est une fonction différentiable
de la densité, i.e. p = φ(ρ). Il a remarqué qu’en effectuant le changement de
variables∫
φ ′(ρ)1/2d log ρ+ u = 2r,
∫
φ ′(ρ)d logρ− u = 2s, (0.0.8)
il pouvait résoudre le problème plus simple
∂r
∂t
= −
(
u+ φ ′(ρ)1/2
) ∂r
∂x
,
∂s
∂t
= −
(
u−φ ′(ρ)1/2
) ∂s
∂x
, (0.0.9)
pour les quantités r et s, où u et ρ sont traités comme des fonctions de r et s via
(0.0.8) (après le choix de φ(ρ)). Une observation clé qu’il a émise est que mo-
dulo les équations (0.0.9), on déduit que les différentielles dr et ds s’annulent
respectivement sur les courbes de l’espace-temps définies par les relations
dx =
[
u+ φ ′(ρ)1/2
]
dt et dx =
[
u −φ ′(ρ)1/2
]
dt. (0.0.10)
Par conséquent, les grandeurs r et s ont la propriété d’être invariantes le long
de certaines courbes caractéristiques définies par les équations (0.0.10). Les re-
lations (0.0.10) définissent des formes différentielles lorsque tous les termes
sont regroupés d’unmême côté des équations. Dans des travaux ultérieurs, ces
formes différentielles sont appelées les vecteurs d’onde, car elles définissent
les trajectoires de propagation des ondes. C’est cette idée générale qui est le
fondement de toutes les méthodes se basant sur les invariants de Riemann
comme la méthode des caractéristiques généralisée (MCG) pour les systèmes
quasilinéaires homogènes hyperboliques. Cette méthode a été introduite pour
la première fois par M. Burnat dans [5, 8, 9] (il a introduit la notion d’éléments
intégraux simples et a cherché des solutions construites à partir de ces éléments
simples) et développée par la suite par Z. Peradzinski dans [63, 64] (il a consi-
déré des solutions construites à partir de combinaisons linéaires d’éléments
9intégraux simples). Pour les systèmes du même type mais non-homogènes, la
MCG a été adaptée par A.M. Grundland et R. Zelazny dans [29, 36] par l’in-
troduction d’états simples correspondant à la partie non-homogène et qui sont
les analogues des éléments simples, introduits dans [5] pour les systèmes ho-
mogènes. Pour plus de précision sur les notions d’éléments simples et états
simples, voir l’annexe B. Comme B. Riemann l’a démontré dans [66], les solu-
tions obtenues par de telles approches peuvent être interprétées comme l’inter-
action de deux ondes (ou de k ondes), initialement disjointes, qui retrouvent
par après leur caractère individuel. Il a aussi constaté que certaines solutions
deviennent infinies après un temps fini T > 0même pour des données initiales
arbitrairement petites. Ceci est provoqué par le fait que les dérivées premières
de la solution tendent vers l’infini à ce temps T . Ce phénomène est connu
comme étant la catastrophe du gradient et s’apparente souvent à la formation
d’onde de choc. Le problème des ondes de Riemann et de leur superposition
a été bien développé dans la littérature pour les systèmes autonomes quasili-
néaires du premier ordre (voir e.g. [15, 52, 48, 75]). Des généralisations des mé-
thodes basées sur les invariants de Riemann ont été tentées (e.g. [20, 21, 22]).
Plus précisément, la relation entre les méthodes basées sur les invariants de
Riemann et celles fondées sur les symétries s’est vue éclaircie pour la première
fois par A.M. Grundland et B. Huard dans [30, 31] avec l’utilisation des in-
variants de Riemann dans le cadre de la MSC. L’approche qui en a résulté
se limitait aux systèmes quasilinéaires hyperboliques du premier ordre. Une
adaptation de cette méthode a été utilisée par R. Conte, A.M. Grundland et B.
Huard dans [13] pour obtenir des solutions en termes de fonctions elliptiques
P de Weierstrass pour un système d’équations de la dynamique des fluides
isentropiques de type hyperbolique. Dans cette thèse, elle est étendue de fa-
çon à être encore plus générale au sens où elle devient applicable aux systèmes
quasilinéaires du premier ordre de type elliptique en plus de rester applicable
aux systèmes de type hyperbolique. Les systèmes d’équations aux dérivées
partielles de premier ordre et de type quasilinéaire de la forme
Aµiα (u)uαi = bµ(u), α = 1, . . . q, µ = 1, . . . ,m, i = 1, . . . , p, (0.0.11)
où m est le nombre d’équations, q de variables dépendantes et p de variables
indépendantes, peuvent être traités à l’aide de différentes méthodes incluant,
parmi plusieurs autres, celles s’appuyant sur l’existence de symétries telle que
la méthode de réduction par symétrie (MRS) utilisée dans le premier volet de
cette thèse. Une autre méthode fréquemment utilisée est la MCG dont l’appli-
cation se limite essentiellement aux systèmes hyperboliques. Dans le cas d’une
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onde simple, la MCG repose sur la possibilité de pouvoir décomposer toutes
les dérivées partielles des grandeurs cherchées sous la forme factorisable
∂uα
∂xi
= ξ(x)γα(u)λi(u), (0.0.12)
c’est-à-dire que la différentielle totale s’exprime comme un produit tensoriel
du = ξ(γ ⊗ λ) des deux vecteurs λ et γ. Dans le cas homogène (bµ = 0),
une condition nécessaire pour que cette décomposition soit possible est que la
relation d’onde
Aµiα (u)λi(u)γα(u) = 0 (0.0.13)
soit satisfaite par les vecteurs d’onde λ et les vecteurs de polarisation γ. Le
vecteur d’onde est associé à la direction de propagation de l’onde et le vecteur
de polarisation à l’amplitude de l’onde. La relation (0.0.13) peut être résolue
pour γ si et seulement si la relation de dispersion
rang
(Aiλi) = min {m,q} , Ai ≡ (Aµiα ) ∈ Rm×q, (0.0.14)
peut être résolue pour λ. Pour considérer des solutions du système (0.0.11)
représentant la superposition de k ondes à l’aide de la MCG, il faut considérer
k paires de vecteurs d’onde λA et γA qui satisfont chacune la relation d’onde
(0.0.13), la relation de dispersion (0.0.13) et la condition (0.0.14). Pour qu’une
solution de rang k existe, le système doit être en involution. On a montré [35]
qu’il est donc nécessaire de satisfaire les conditions
(i)
[
γA, γB
] ∈ span{γA, γB} , (ii) λA,γB ∈ span{λA, λB} , (0.0.15)
A 6= B = 1, . . . , k, imposées aux vecteurs λA et γA, A = 1, . . . , k. Ces conditions
sont restrictives, mais néanmoins plusieurs solutions de ce type existent dans
la littérature comme par exemple pour les systèmes de type hydrodynamique
incluant les équations de la dynamique des fluides, deMaxwell, de la plasticité
et de la mécanique continue pour ne nommer que celles-là. Étant généralement
intéressé aux solutions réelles pour ce type de système, on fait l’hypothèse que
les vecteurs λ et γ sont réels, ce qui rend la méthode applicable aux systèmes
hyperboliques seulement. Afin d’élargir les classes de solutions en termes des
invariants de Riemann, une méthode applicable aux systèmes hyperboliques
a été développée dans [30, 31]. Elle permet l’assouplissement des conditions
(0.0.15) et établit le lien entre les solutions en termes d’invariants de Riemann
et la MSC. Dans le second volet de cette thèse, on s’applique à développer les
méthodes basées sur les invariants de Riemann de manière à les rendre appli-
cables non seulement aux systèmes hyperboliques mais également à ceux de
type elliptique. Ceci peut se faire par la complexification des vecteurs d’onde
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λ et des vecteurs de polarisation γ. Cette idée a été mise de l’avant pour la pre-
mière fois dans [71]. Dans le chapitre 4, on discute de cette complexification
appliquée à la méthode des caractéristiques ainsi que des conditions qui s’im-
posent sur les vecteurs complexes λ et γ. Cette complexification s’effectue en
remplaçant la condition (0.0.12) sur la décomposition des dérivées partielles
de la solution, par la décomposition de la forme
∂uα
∂xi
= ξ(x)γα(u)λi(u) + ξ¯(x)γ¯
α(u)λ¯i(u), (0.0.16)
ou de manière alternative
∂uα
∂xi
= i
(
ξ(x)γα(u)λi(u) − ξ¯(x)γ¯
α(u)λ¯i(u)
)
,
où i est le nombre imaginaire, la fonction des variables indépendantes ξ(x) est
complexe, ξ¯(x) est sa conjuguée complexe et le vecteur d’onde λ(u) et les vec-
teurs de polarisation γ(u) sont des solutions complexes de la relation d’onde
(0.0.13) et de dispersion (0.0.14). Les vecteurs conjugués complexes λ¯(u) et γ¯(u)
sont trivialement aussi des solutions de (0.0.13) et (0.0.14). On montre que les
conditions nécessaires à l’existence d’une solution, correspondant à l’hypo-
thèse (0.0.16) sur la décomposition des dérivées, deviennent pour un mode
simple (voir la définition d’un mode simple donnée à la section 4.2)
[γ, γ¯] = αγ− α¯γ¯, λ,γ ∧ λ¯∧ λ = 0, λ¯,γ ∧ λ∧ λ¯ = 0.
Elles sont très restrictives, ce qui fait en sorte que peu de solutions trouvées
de cette manière existent dans la littérature. Les limitations imposées par ces
conditions restrictives justifient de porter la complexification à la méthode
développée dans [30, 31] afin de permettre l’affaiblissement des conditions
(0.0.15) tout en rendant la méthode applicable à des systèmes elliptiques ho-
mogènes. Cette tâche est entreprise à la section 4.3 (chapitre correspondant à
l’article [32]), où on obtient des conditions nécessaires et suffisantes à l’exis-
tence de solutions exprimées en termes d’invariants de Riemann en utilisant le
critère de symétrie. On y discute aussi les liens entre ces types de solutions et
la MSC. Dans cette complexification de la méthode développée dans [30, 31],
l’approche repose sur le fait que l’on suppose la solution sous la forme
u = f(r, r¯) + f¯(r, r¯),
où f est une fonction à valeur complexe, f¯ sa conjuguée complexe, qui dé-
pendent de k invariants de Riemann
r =
(
r1, . . . , rk
)
, rA(x, u) = λA(u)xi, (0.0.17)
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et leurs conjuguées complexes
r¯ =
(
r¯1, . . . , r¯k
)
, r¯A(x, u) = λ¯A(u)xi, (0.0.18)
pour remplacer l’hypothèse u = g(r), où g est à valeur réelle. Les vecteurs com-
plexes λA et leurs conjugués complexes λ¯A jouent le rôle des vecteurs d’onde
dans le cas réel. Dans cette thèse, ces vecteurs sont appelés des vecteurs d’onde
par analogie au cas réel même lorsqu’ils sont complexes, mais il faut être cons-
cient qu’ils ne peuvent plus être interprétés comme une direction de propaga-
tion dans un espace physique. Le fait que l’on suppose que la solution est la
partie réelle d’une fonction complexe (de façon alternative, on pourrait la sup-
poser être la partie imaginaire) nous assure qu’elle est à valeur réelle tout en
nous permettant l’introduction des invariants complexes (0.0.17) (correspon-
dants à des vecteurs d’onde et de polarisation complexes). Par une procédure
analogue à [30, 31], on peut par la suite utiliser une version du théorème de
Cayley-Hamilton pour obtenir des conditions sous forme de trace sur la forme
de la solution qui sont nécessaires et suffisantes à l’existence d’une algèbre de
symétries conditionnelles et de ses solutions exprimées en termes d’invariants
de Riemann. L’utilisation du théorème de Cayley-Hamilton nécessite que le
système elliptique étudié soit homogène et quasilinéaire, ce qui implique di-
rectement que la méthode s’applique à des systèmes de ce type. Pour pouvoir
s’appliquer à des systèmes non-homogènes, la méthode des symétries condi-
tionnelles pour les invariants de Riemann doit être adaptée davantage. Cette
adaptation est présentée dans les cinquième et sixième sections du chapitre
4 pour les ondes simples de Riemann (pour des vecteurs d’onde réels) et les
modes simples (pour les vecteurs d’onde complexes) pour les systèmes non-
homogènes. Cette nouvelle approche se base sur l’introduction de fonctions
matricielles LA(x, u), des variables indépendantes x et dépendantes u, permet-
tant d’exprimer certains vecteurs de dérivées de manière algébrique en termes
de la partie non-homogène. Ceci permet d’une part d’obtenir une condition
algébrique sur les vecteurs d’onde et les fonctions matricelles et d’autre part
d’obtenir le système différentiel en termes des invariants de Riemann sous une
forme canonique en ce sens que l’on aura le vecteur de dérivées des inconnues
d’un côté de l’équation et un vecteur algébrique de l’autre. Par la suite, l’intro-
duction de champs de vecteurs orthogonaux aux vecteurs d’onde permet d’ob-
tenir des conditions nécessaires et suffisantes afin que le système en termes des
invariants de Riemann soit bien défini. Pour préciser ces notions, considérons
le cas le plus simple, c’est-à-dire celui de l’onde simple de Riemann. Soit un
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système quasilinénaire du premier ordre non-homogène de la forme
Aiµα (u)uαi = bµ(u), µ = 1, . . . ,m, α = 1, . . . , q, i = 1, . . . , p, (0.0.19)
leurs dérivées premières par rapport aux p variables indépendantes. De plus,
pour simplifier l’exposé, supposons que le système est bien déterminé, i.e. que
le nombre d’équations estm = q. On cherche des solutions de la forme
u = f(r), r = λi(u)x
i, i = 1, . . . , p, (0.0.20)
où les vecteurs d’onde λ(u) est réel. La matrice jacobienne d’une solution de la
forme (0.0.20) est donnée par
∂u = Φ−1
df
dr
λ ∈ Rq×q, (0.0.21)
où
Φ =
(
Iq −
df
dr
∂r
∂u
)
∈ Rq×q (0.0.22)
a été supposée inversible et la matrice identité de dimension q×q est notée Iq.
Dans cette thèse, on se limitera toujours au cas où la matrice Φ est inversible.
En éliminant les éléments de la matrice jacobienne uαi du système (0.0.19), on
obtient le système sous forme matricelle
λiAiΦ−1df
dr
= b, (0.0.23)
où on a noté Ai = (Aµiα ) et b = (b1, . . . , bq)T . Puisque le système est bien
déterminé, Φ−1 df
dr
est un vecteur réel de même dimension q que le vecteur b,
lui aussi réel. Par conséquent, il existe nécessairement une matrice de rotation
L(x, u) (pour rendre les vecteurs colinéaires) et une fonction scalaire Ω(x, u)
(pour les rendre de même longueur) qui transforment le vecteur Φ−1 df
dr
en le
vecteur b, i.e. que la relation
ΩLφ−1
df
dr
= b
a lieu. De manière équivalente, on peut écrire
Φ−1
df
dr
= ΩLb. (0.0.24)
En éliminant le vecteur Φ−1 df
dr
de l’équation (0.0.23), on trouve la relation algé-
brique (
ΩλiAiL− Iq
)
b = 0 (0.0.25)
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dans laquelle on a pu factoriser à droite le vecteur b de la partie non-homogène
de (0.0.19). Il est à noter qu’on peut généraliser la relation (0.0.24) et décompo-
ser le vecteur Φ−1 df
dr
sous la forme
Φ−1
df
dr
= ΩLb+ τ, (0.0.26)
à la condition que le vecteur τ(x, u) satisfasse la relation
λiAiτ = 0. (0.0.27)
La relation plus générale (0.0.26) peut être utilisée au lieu de la relation (0.0.24)
dans la démarche ci-haut et on obtiendra tout de même l’équation (0.0.25). Le
vecteur τ est déterminé par la partie homogène du système, c’est pourquoi on
l’appellera vecteur caractéristique de la partie homogène. L’équation (0.0.25)
représente un problème spectral où le vecteur propre b est connu et la matrice
de rotation L(x, u), la fonction scalaireΩ(x, u) et les valeurs propres λi(u) sont
à déterminer. Supposons à présent que les conditions algébriques (0.0.25) et
(0.0.27) sont satisfaites. En multipliant le système (0.0.26) par la gauche avec la
matriceΦ, puis en résolvant algébriquement pour obtenir le vecteur df/dr, on
trouve
df
dr
=
ΩLb+ τ
1+ ∂λi
∂u
(ΩLb+ τ) xi
, 1+
∂λi
∂u
(ΩLb+ τ) xi 6= 0. (0.0.28)
Le fait que les conditions (0.0.25) et (0.0.27) soient vérifiées ne garantit pas que
le système (0.0.28) est bien défini en ce sens que le côté droit de l’équation doit
s’exprimer en termes de r etu seulement. Toutefois, il s’exprime en termes de la
matrice de rotation L, la fonction scalaireΩ et le vecteur d’onde λ qui satisfont
les équations (0.0.25) et (0.0.27) qui contiennent généralement des paramètres
et fonctions arbitraires nous permettant de s’assurer que le système (0.0.28) est
bien défini. Pour se faire, on introduit les champs de vecteurs
Xa = ξ
i
a(u)∂
i
x, a = 1, . . . , p− 1, (0.0.29)
satisfaisant la relation d’orthogonalité
ξiaλi = 0, a = 1, . . . , p− 1. (0.0.30)
Les champs de vecteurs (0.0.29) annihilent toute fonction de l’invariant de Rie-
mann r. Ainsi, leur application sur l’équation (0.0.28) conduit à l’obtention des
p− 1 conditions
Xa
[
ΩLb+ τ
1+ (∂λi/∂u) (ΩLb+ τ) xi
]
= 0, a = 1, . . . , p− 1, (0.0.31)
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qui sont nécessaires et suffisantes pour que le système (0.0.28) soit bien dé-
fini. En résumé, les conditions (0.0.25), (0.0.27) et (0.0.31), avec les champs de
vecteurs défini par (0.0.29) et (0.0.30), forment un ensemble de conditions suf-
fisantes afin que toute solution du système (0.0.28) fournisse une solution du
système (0.0.19) de la forme (0.0.20). Sous l’hypothèse queAi et b sont des fonc-
tions continues de u, les solutions pour λ, Ω et τ aux conditions algébriques
(0.0.25) et (0.0.27) seront également continues. Si en plus, la fonction λ est de
classe C1, le système d’EDO (0.0.28) sera de la forme f ′(r) = F(r, f(r)) avec F
une fonction définie par le côté droit de l’équation (0.0.28) et qui est continue.
Par conséquent, la solution existera toujours (voir eg [14, 38]), à la condition
que les équations (0.0.25), (0.0.27) et (0.0.31) soient satisfaites. Il est à noter que
l’équation (0.0.27) peut être solutionnée pour τ si et seulement si
det
(
λiAi
)
= 0. (0.0.32)
Ainsi, dans le cas homogène (où b = 0), la condition (0.0.25) est identiquement
satisfaite et l’équation (0.0.28) se réduit à
df
dr
=
τ
1+ (∂λ/∂u)τxi
, 1+ (∂λ/∂u)τx
i 6= 0. (0.0.33)
Les conditions (0.0.27), (0.0.32) et le système d’EDO (0.0.33) correspondent à
la méthode des caractéristiques. On peut donc voir la méthode présentée plus
haut comme la généralisation naturelle aux systèmes non-homogènes. À la dif-
férence de la méthode des caractéristiques généralisées pour les systèmes non-
homogènes [36], la méthode discutée plus haut ne requiert pas l’introduction
d’un vecteur d’onde supplémentaire correspondant à la partie non-homogène.
Il est à souligner qu’il n’est pas nécessaire d’exiger que l’équation (0.0.32) ait
lieu dans le cas non-homogène. En effet, la solution τ = 0 à l’équation (0.0.27)
est acceptable, mais les solutions aux EDO (0.0.28) obtenues, si elles existent,
perdront en généralité. Le système pourra quand même conduire à des solu-
tions particulières intéressantes. Le vecteur λ étant associé à la direction de
propagation de l’onde, les solutions particulières obtenues lorsque τ = 0 pour-
ront représenter des ondes se propageant dans des directions non-admises par
la méthode des caractérisques telle qu’appliquée habituellement [36] dû au fait
qu’elle exige que l’équation (0.0.32) soit vérifiée et qu’elle corresponde au cas
où τ 6= 0.
La méthode peut être généralisée pour rendre possible son application aux
systèmes de type elliptique. C’est ce qui est effectué à la section 4.6. L’approche
consiste en la complexification des vecteurs λ et τ, ainsi que de la matrice de
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rotation L et de la fonction scalaireΩ. On s’intéressera dans ce cas aux solutions
réelles de la forme
u = f(r, r¯), r = λix
i, r¯ = λix
i, (0.0.34)
où λ¯ et r¯ représentent la conjugaison complexe de λ et r respectivement. On
appellera, conformément à [71, 64], ce type de solution un mode simple. À une
solution de la forme (0.0.34) correspond la matrice jacobienne
∂u = Φ−1
(
∂f
∂r
λ+
∂f
∂r¯
λ¯
)
∈ Rq×p, (0.0.35)
où
Φ =
(
Iq −
∂f
∂r
∂r
∂u
−
∂f
∂r¯
∂r¯
∂u
)
∈ Rq×q. (0.0.36)
Par analogie avec l’onde simple, on introduit unematrice de rotation, cette fois-
ci complexe, L(x, u) ∈ SO(q,C), un vecteur complexe τ(x, u) ∈ Cq et une fonc-
tion scalaire complexe Ω(x, u) tels que la généralisation de la relation (0.0.26)
ait lieu (où df/dr sont remplacés par ∂f/∂r). Les vecteurs f et b étant réels
l’expression conjuguée complexe de (0.0.26) est
φ−1
∂f
∂r¯
= Ω¯L¯b+ τ¯, (0.0.37)
puisque Φ est une matrice réelle par sa définition. Les complexifications des
équations (0.0.25) et (0.0.27) deviennent respectivement(Ai (λiΩL+ λ¯iΩ¯L¯)− Iq)b = 0 (0.0.38)
et
Ai (λiτ + λ¯iτ¯) = 0. (0.0.39)
Le système d’EDP pour f en termes de r et r¯ est
∂f
∂r
=
(1+ σ¯1)(ΩLb+ τ) − σ2(Ω¯L¯b+ τ¯)
|1+ σ1|2 − |σ2|2
,
∂f
∂r¯
=
(1+ σ1)(Ω¯L¯b+ τ¯) − σ¯2(ΩLb+ τ)
|1+ σ1|2 − |σ2|2
,
(0.0.40)
où les scalaires σ1 et σ2 sont définis par les équations
σ1 =
∂r
∂u
(ΩLb+ τ), σ2 =
∂r¯
∂u
(ΩLb+ τ).
Le système (0.0.40) est bien défini si les champs de vecteurs (0.0.29) annihilent
les côtés droits des équations (0.0.40), où les coefficients ξia satisfont les p − 2
relations d’orthogonalité
ξiaλi = 0, ξ
i
aλ¯i = 0.
17
Contrairement à l’onde simple, l’hypothèse d’un système homogène (b = 0)
ne correspond plus à la méthode des caractéristiques généralisées puisque la
condition (0.0.39) est moins restrictive que les conditions sur λ et τ (et leur
conjuguées complexes)
Aiλiτ = 0, Aiλ¯iτ¯ = 0 (0.0.41)
de la MCG. Ceci nous donne de plus nombreux dégrés de liberté qui peuvent
être utilisés pour résoudre le système (0.0.40) plus aisément. En particulier, si
l’on résout les équations (0.0.38) et (0.0.39), de manière à ce que la matrice de
rotation L, le vecteur λ et la fonction scalaireΩ s’expriment en termes de fonc-
tions arbitraires (disons g(x,u)), alors ces fonctions arbitraires g pourront servir
à satisfaire identiquement un certain nombre d’équations du système (0.0.40).
Ce phénomène est bien illustré par l’exemple d’application de la section 4.7
dans lequel on obtient la solution générale d’un système décrivant la propaga-
tion d’onde de choc lors de l’interaction non-linéaire d’ondes et de particules.
Il est à noter que la dépendance en x du vecteur γ dans la MCG ne peut se faire
qu’au travers d’un facteur scalaire, i.e. τ(x, u) = s(x)γ(u), τ¯(x, u) = s¯(x)γ¯(u)
(voir [29]), étant donné que les conditions (0.0.41) doivent être vérifiées. Ceci
n’est pas le cas de l’approche présentée ci-haut car l’équation peut être résolue
de manière à ce que τ et τ¯ contiennent des fonctions arbitraires de x et u ce qui
élargit l’applicabilité de l’approche proposée. Les concepts introduits aux sec-
tions 4 et 5 du chapitre 4 pour le cas de l’onde simple et du mode simple sont
généralisés aux sections 4 et 5 du chapitre 5 (chapitre correspondant à l’article
[33]) afin d’être applicables pour la construction de solutions dépendantes de
k invariants de Riemann. Les ondes multiples de Riemann sont traités à la sec-
tion 4 et les modes multiples à la section 5. Les ondes multiples de Riemann
sont des solutions de la forme
u = f(r1(x, u), . . . , rk(x, u)), rA(x, u) = λAi x
i, A = 1, . . . , k. (0.0.42)
En introduisant, les éléments de la matrice jacobienne d’une solution de la
forme (0.0.42) (voir l’équation (4.6.2)) dans le système, on obtient l’équation
(AiλAi )φ−1 ∂f∂rA = b, (0.0.43)
oùAi = (Aµiα ) et ∂f∂rA est le vecteur formé de la colonne d’indiceA de la matrice
∂f
∂r
=
(
∂fα
∂rA
) ∈ Rq×k. On assume que le vecteur b = (b1, . . . , bq)T de la partie ho-
mogène dépend seulement des variables dépendantes u. Pour chaque vecteur
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φ−1 ∂f
∂rA
, A = 1, . . . , k, il s’agit d’effectuer la décomposition
φ−1
∂f
∂rA
= Ω(A)LAb+ τA, (pas de sommation), (0.0.44)
où les k matrices de rotation LA ∈ SO(q), les k vecteurs τA et les k fonctions
scalairesΩA sont toutes dépendantes des x et u. Les analogues des conditions
(0.0.25) et (0.0.27) surΩA, LA et τA, A = 1, . . . , k, sont respectivement
AiλAi τA = 0 (0.0.45)
et
k∑
A=1
((
ΩA
(AiλAi )LA)− Iq)b = 0. (0.0.46)
Le système en termes des invariants de Riemann prend dans ce cas la forme
∂f
∂r
=
(Lβbβ + τ)
(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1
, (0.0.47)
où les matrices ∂r/∂u, Lβ et τ = sont définies par les équations
∂r
∂u
=
(
∂rA
∂uα
)
∈ Rk×q, Lβ =
(
Ω(A)L
α
Aβ
) ∈ Rq×k. (0.0.48)
Le système (0.0.47) est bien défini si les champs de vecteurs
Xa = ξ
i
a∂xi , ξ
i
aλ
A
i = 0, a1 =, . . . , p− k, A = 1, . . . , k, (0.0.49)
annihilent le côté droit des équations (0.0.47), i.e.
Xa
[(Lβbβ + τ)
(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1]
, a = 1, . . . , p− k. (0.0.50)
Les conditions (0.0.45), (0.0.46), (0.0.49) et (0.0.50) ne garantissent pas l’intégra-
bilité des EDP (0.0.47). Toutefois, si le systèmes (0.0.47) est intégrable modulo
les conditions (0.0.45), (0.0.46), (0.0.49) et (0.0.50), alors toute solution du sys-
tème (0.0.47) est une solution du système (0.0.19) de la forme (0.0.42).
Comparons l’approche présentée avec la MCG. Supposons que l’on a ob-
tenu une solution f du système (0.0.47), oùΩA, LA et τA, A = 1, . . . , k, satisfont
les conditions (0.0.45), (0.0.46) et (0.0.49), (0.0.50). La solution u de la forme
(0.0.42) aura donc une matrice jacobienne dont les éléments prennent la forme
∂uα
∂xi
=
∑
A
(
ΩAL
α
Aβ + τA
)
λAi (0.0.51)
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que l’on peut écrire sous la forme
∂uα
∂xi
=
∑
A
(ηA + τ
α
A) λ
A
i , (0.0.52)
où ηαA(x, u) = Ω(A)L
α
Aβb
β. L’équation (0.0.52) peut s’écrire sous la forme matri-
cielle
∂u
∂x
= (η1 + τ1)⊗ λ1 + · · ·+ (ηk + τk)⊗ λk. (0.0.53)
La décomposition (0.0.53) de la matrice jacobienne caractérise la structure des
solutions en onde multiple de Riemann. On y constate bien les vecteurs de
polarisation du premier terme sont constitués d’un terme τ1 de contribution à
la partie homogène et d’un terme η1 correspondant à la partie non-homogène
b du système. Quoique la MCG se base sur une décomposition de la forme
(0.0.53), la condition (0.0.51) sur la décomposition est ici moins restrictive que
la condition (0.0.16) de la MCG. En effet, les conditions (0.0.45) et (0.0.46) sont
plus faibles que les conditions (0.0.13) et (0.0.14).
La généralisation aux modes multiples s’effectue à partir du mode-simple
en procédant par analogie aux ondes multiples. Cette adaptation est discutée
à la section 5.5. Les méthodes des sections 5.4 et 5.5 se basent sur le fait que
les vecteursΦ−1 ∂f
∂r
et b sont de même dimension, puisque le système a été sup-
posé bien-déterminé m = q. Toutefois, elles peuvent être modifiées pour être
applicables à des systèmes sous-déterminés. Cette tâche est entreprise dans les
sections 5.6 et 5.7 respectivement pour les ondes multiples et les modes mul-
tiples. L’idée repose sur une décomposition similaire à celle donnée à l’équa-
tion (0.0.44) de l’onde multiple pour les systèmes bien-déterminés. Dans le cas
sous-déterminé (m < q) dem équations, la décomposition prend la forme
Φ−1
∂f
∂rA
= PAb+ τA, b = (b
1, . . . , bm)T , A = 1, . . . , k,
où les matrices PA ∈ Rq×m s’expriment en termes de matrices de rotation
LA(x, u) ∈ SO(m), où m est le nombre d’équations, de fonctions scalaires
ΩαA(x, u) et certaines matrices de sélectionMα = (δαiδj1) ∈ Rq×m
PA =
q∑
α1
ΩαAMαLA, A = 1, . . . , k.
La suite de cette adaption suit des étapes similaires aux systèmes bien-
déterminés et est donnée en détail à la section 5.6. L’adaptation correspondante
pour les modes multiples est détaillée à la section 5.7. Le chapitre 5 se conclut
avec des exemples d’applications des méthodes introduites. Dans deux de ces
exemples, les méthodes sont appliquées sur des systèmes bien-déterminés afin
20
d’obtenir des solutions de type mixte en ce sens qu’elles dépendent d’un in-
variant de Riemann réel et d’un complexe (et son conjugué complexe). Les
solutions trouvées sont de types "bump" solitoniques, ondes cnoïdales et une
comprenant une fonction complexe arbitraire H(r, r¯) dans son expression. De
plus, un exemple d’application à un système hydrodynamique sous-déterminé
pour des fluides compressibles est donné. La solution obtenue s’exprime en
termes d’une fonction complexe arbitraire d’un invariant de Riemann de la
forme r = x + iy, de sa dérivée première et de leur conjugaison complexe.
Chapitre 1
SYMMETRY GROUP ANALYSIS OF AN IDEAL
PLASTIC FLOW
Référence complète : V. Lamothe, Symmetry group analysis of an ideal plastic
flow. J. Math. Phys., 53, 033704, 2012.
Abstract
In this paper, we study the Lie point symmetry group of a system describing
an ideal plastic plane flow in two dimensions in order to find analytical so-
lutions. The infinitesimal generators that span the Lie algebra for this system
are obtained. We completely classify the subalgebras of up to codimension two
in conjugacy classes under the action of the symmetry group. Based on inva-
riant forms, we use Ansatzes to compute symmetry reductions in such a way
that the obtained solutions cover simultaneously many invariant and partially
invariant solutions. We calculate solutions of the algebraic, trigonometric, in-
verse trigonometric and elliptic type. Some solutions depending on one or two
arbitrary functions of one variable have also been found. In some cases, the
shape of a potentially feasible extrusion die corresponding to the solution is
deduced. These tools could be used to thin, curve, undulate or shape a ring in
an ideal plastic material.
1.1. INTRODUCTION
In this paper, we investigate the plane flow of ideal plastic materials [11,
37, 43] modelled by the hyperbolic system of four partial differential equations
(PDE) in q = 4 dependent variables σ, θ, u, v and p = 2 independent variables
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x and y,
(a) σx − 2k (θx cos 2θ+ θy sin 2θ) = 0,
(b) σy − 2k (θx sin 2θ − θy cos 2θ) = 0,
(c) (uy + vx) sin 2θ+ (ux − vy) cos 2θ = 0,
(d) ux + vy = 0,
(1.1.1)
where σx = ∂σ/∂x, etc. The expressions (1.1.1.a), (1.1.1.b), are the equilibrium
equations for the plane problem. In other words they are the Cauchy diffe-
rential equations of motion in a continuous medium where we consider that
the sought quantities do not depend on z. These two equations involve the
dependent variables σ and θ that define the stress tensor ; σ is the mean pres-
sure and θ is the angle relative to the x axis in the counterclockwise direction
minus π/4. The equation (1.1.1.c) corresponds, in the plane case, to the Saint-
Venant-Von Mises plasticity theory equations, where u and v are respectively
the velocities in the x axis and y axis directions. Moreover, we assume incom-
pressibility of the material and hence the velocity vector is divergenceless. This
explains the presence of the equation (1.1.1.d) in the considered system. The
positive-definite constant k is named the volumetric compression coefficient
and is related to the Poisson coefficient and the Young modulus ν by the for-
mula k = (1− 2ν)E−1.
In order to calculate new solutions of the system consisting of (1.1.1.a) and
(1.1.1.b), S.I. Senashov et al.[69, 70] acted with transformations of the symmetry
group of this system on known solutions of some boundary value problems, i.e.
the Nàdai solution [53] for a circular cavity under normal stress and shear and
the Prandtl solution [65] for a bloc compressed between two plates. In addition,
Czyz [17] found simple and double wave solutions for the system (1.1.1) using
the method of characteristics. However, as it is often the case with this method,
his solutions rely on numerical integration for obtaining the velocities u and
v. To our knowledge, no systematic Lie group analysis based on a complete
subalgebra classification in conjugacy classes under the action of the symmetry
group G of the system (1.1.1) has been done before.
The goal of this paper is to systematically investigate the system (1.1.1) from
the perspective of the Lie group of point symmetriesG in order to obtain analy-
tical solutions. That is, we obtain in a systematic way all invariant and partially
invariant (of structure defect δ = 1 in the sense defined by Ovsiannikov [56])
solutions under the action of G which are non-equivalent. Invariant solutions
are said non-equivalent if they cannot be obtained one from another by a trans-
formation of G (the solutions are not in the same orbit). In practice, we apply
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a procedure developed by J. Patera et al. [57, 60, 73] that consists of classifying
the subalgebras of L associated with G into conjugacy classes under the action
of G. Two subalgebras Li ⊂ L and L ′i ⊂ L are conjugate ifGLiG = L ′i. For each
conjugacy class, we choose a representative subalgebra, find its invariants and
use them to reduce the initial system (1.1.1) to a system in terms of the inva-
riants which involve fewer variables. According to the approach proposed by
Kruskal and Clarkson [12], which is part of the more general framework of
conditional symmetries, we propose in this paper some Ansatzes which allow
us to cover simultaneously many invariant and partially invariant solutions
(PIS). These more general solutions reduce to invariant and partially invariant
ones for appropriate parameter values. We illustrate these theoretical conside-
rations with many classes of solutions. Thereafter, we draw for some solutions
the shape of the corresponding extrusion die. The applied method relies on
the fact that the walls of the tools must coincide with the flow lines describe
by the velocities u and v of the solutions of the problem. In application, it is
convenient to feed in material the extrusion die rectilinearly at constant speed.
So, the tools illustrated in this paper were drawn considering this kind of fee-
ding. Based on mass conservation and on the incompressibility of the mate-
rials, we easily deduce that the curve defining the limit of the plasticity region
for constant feeding speed must obey the ordinary differential equation (ODE)
dy
dx
=
V0 − v(x, y)
U0 − u(x, y)
, (1.1.2)
where U0, V0 are components of the feeding velocity of the die (or extraction
velocity at the output of the die) respectively along the x-axis and y-axis. One
should note that the conditions (1.1.2) are reduced to those required on the li-
mits of the plasticity region in the paper of Czyz [17] when V0 = 0 and that the
curves defining the limits coincide with slip lines (characteristics), that it when
we require dy/dx = tan θ(x, y) or dy/dx = − cot θ(x, y). Thus the condition
(1.1.2) can be viewed as a relaxation of the boundary conditions given in the
work of Czyz [17]. The reason we can use these relaxed conditions is that we
choose the walls of the tool to coincide with the flow lines for a given solu-
tion rather than require the flow of material to be parallel to the walls. Using
these relaxed conditions, we can choose (in some limits) the feeding speed and
direction for a tool and this determines the limits of the plasticity region.
The paper is organized as follows. In section 1.2 we give the infinitesimal
generators spanning the Lie algebra of symmetries L for the system (1.1.1) and
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the discrete transformations leaving it invariant. A brief discussion on the clas-
sification of subalgebras of L in conjugacy classes follows. Section 1.3 is concer-
ned with symmetry reduction. It describes how the symmetry reduction me-
thod (SRM) has been applied to the system (1.1.1) and the method for finding
partially invariant solutions. More precisely, we give several results obtained
from Ansatzes so that each presented solution includes many invariant and
partially invariant solutions corresponding to appropriate choices of the para-
meters. We conclude this paper with a discussion on the obtained results and
some incoming results.
1.2. SYMMETRY ALGEBRA AND CLASSIFICATION OF ITS SUBAL-
GEBRAS
In this section we study the symmetries of the system (1.1.1). Following
the standard algorithm [54], the Lie symmetry algebra of the system has been
determined. It is spanned by the eight infinitesimal generators
D1 = x∂x + y∂y, D2 = u∂u + v∂v, B = −y∂u + x∂v,
P1 = ∂x, P2 = ∂y, P3 = ∂σ, P4 = ∂u, P5 = ∂v,
(1.2.1)
where we use the notation ∂x = ∂/∂x, etc. The generators D1 and D2 generate
dilations respectively in the space of independent variables {x, y} and the space
of dependent variables {u, v}. Moreover, B is associated with a kind of boost
and the Pi, i = 1, . . . , 5 generate translations. The commutation relations for
the generators (1.2.1) are shown in table 1.1. One should note that the system
TABLE 1.1. Commutation relations for the algebra L.
L D1 D2 B P1 P2 P3 P4 P5
D1 0 0 B −P1 −P2 0 0 0
D2 0 0 −B 0 0 0 −P4 −P5
B −B B 0 −P5 P4 0 0 0
P1 P1 0 P5 0 0 0 0 0
P2 P2 0 −P4 0 0 0 0 0
P3 0 0 0 0 0 0 0 0
P4 0 P4 0 0 0 0 0 0
P5 0 P5 0 0 0 0 0 0
(1.1.1) is invariant under the discrete transformations :
R1 : x 7→ −x, y 7→ −y, σ 7→ σ, θ 7→ θ, u 7→ u, v 7→ v;
R2 : x 7→ x, y 7→ y, σ 7→ σ, θ 7→ θ, u 7→ −u, v 7→ −v.
(1.2.2)
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These reflections induce the automorphisms of the Lie algebra L :
R1 : D1 7→ D1, D2 7→ D2, B 7→ −B, P1 7→ −P1,
P2 7→ −P2, P3 7→ P3, P4 7→ P4, P5 7→ P5;
R2 : D1 7→ D1, D2 7→ D2, B 7→ −B, P1 7→ P1,
P2 7→ P2, P3 7→ P3, P4 7→ −P4, P5 7→ −P5.
(1.2.3)
Since we seek solutions that are invariant and partially invariant of structure
defect δ = 1, we only have to classify the subalgebras of codimension 1 and 2.
We have used the following factorization of the Lie algebra L :
L = {{{D1, D2}⊲ {B}}⊲ {P1, P2, P4, P5}}⊕ {P3} , (1.2.4)
where ⊲ denotes the semi-direct sum and ⊕ the direct sum of Lie algebras.
The Lie algebra L is the direct sum of the center {P3} with the subalgebra
{{{D1, D2}⊲ {B}}⊲ {P1, P2, P4, P5}}which contains an abelian ideal {P1, P2, P4, P5}.
Applying the method [57, 60, 73], we proceed to classify all subalgebras of L
in conjugacy classes under the action of the automorphisms generated by G
and the discrete transformations (1.2.2). In practice, we can classify the sub-
algebras under the automorphisms generated by G and decrease the range of
the parameters that appear in the representative subalgebra of a class using the
Lie algebra automorphisms (1.2.3). The classification results are shown in table
1.2 for subalgebras of codimension 1 and in tables 1.3 and 1.4 for subalgebras
of codimension 2. For each subalgebra in these tables, a complete set of inva-
riants is given. Table 1.3 contains the codimension 2 subalgebras which admit
a symmetry variable, while table 1.4 lists the codimension 2 subalgebras that
have no symmetry variable. Despite the absence of a symmetry variable, the
subalgebras in table 1.4 lead to PIS.
1.3. SYMMETRY REDUCTIONS AND SOLUTIONS OF THE REDUCED
SYSTEMS.
In this section we use the symmetry reduction method, as presented in [54],
to compute invariant solutions under the action of subgroups of the symme-
try group G of the initial system (1.1.1). Following the usual reduction proce-
dure [54, 56], we consider a subgroup Gd,j ⊂ G associated with a subalgebra
Ld,j ⊂ L of dimension d. Then the subgroup Gd,j admits k = p + q − d func-
tionally independent invariants I = (I1(x, u), . . . , Ik(x, u)), where x denotes the
for independent variables and u the dependent variables. We have to consider
three different possibilities.
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(i) We first make the following hypotheses :
• q < d < p+ q,
• the rank of the Jacobian matrix (∂I/∂u) is q, i.e. rank(∂I/∂u) = q,
• the complete set of invariants under the action of Gd,j takes the form
{ξ1(x), . . . , ξk−q(x), I1(x, u), . . . , Iq(x, u)}, where ξi denotes the symme-
try variables.
With these conditions, the invariant solutions under Gd,j are in the form
ui = Ui(x, F(ξ)), i = 1, . . . , q, F(ξ) = (F1(ξ), . . . , Fq(ξ)), (1.3.1)
where U = (U1, . . . , Uq) is the solution u = (u1, . . . , uq) of the relations
Fi(ξ) = Ii(x, u), ξ = (ξ1(x), . . . , ξk−q). (1.3.2)
The Fi functions that depend on the k−q variables ξi, satisfy the differen-
tial equation system that results from the introduction of (1.3.1) into the
system (1.1.1). To calculate the invariant solutions of the system (1.1.1),
we must consider subalgebras of codimension d = 1. Indeed, the system
(1.1.1) is expressed in term of p = 2 independent variables, so we cannot
reduce it by more than one variable. In other words, we must have k = 5
to apply the SRM to the system (1.1.1). This is possible only if d = 1.
(ii) Consider now the situationwhere rank(∂I/∂u) = q ′ < q and {ξ1(x), . . .,
ξk−q ′(x), I1(x, u), . . . , Iq ′(x, u)} is a complete set of invariants of Gd,j. In
this case, it is only possible to solve the relations
Fj(ξ) = Ij(x, u), j = 1, . . . , q
′, ξ = (ξ1, . . . , ξk−q ′). (1.3.3)
for q ′ of the dependent variables u. Without loss of generality, we sup-
pose that we solve the relations (1.3.3) for the first q ′ dependent variables
(u1, . . . , uq ′). Then, introducing
ui = Ui(x, F(ξ)), i = 1, . . . , q
′, F(ξ) = (F1(ξ), . . . , Fq ′(ξ)), (1.3.4)
into the system (1.1.1), we find a system of differential equations for
the functions Fi(ξ) in which we have the remaining uq ′+1(x), . . . , uq(x),
which depend on the original independent variables x. We must add the
compatibility conditions on the mixed derivatives of uq ′+1, . . . , uq. The
obtained solutions are partially invariant. In this paper, we are interested
in PIS of structure defect δ = 1 which are obtained from codimension 2
subalgebras. Subalgebras which satisfy the condition rank(∂I/∂u) = 3 <
q are listed in table 1.3.
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(iii) In the case where the subgroup Gd,j, corresponding to a codimension
2 subalgebra Ld,j, has a complete set of invariants satisfying the condi-
tion rank (∂I/∂u) = 4, there always exists, for the considered system
(1.1.1), an invariant in terms of x, y and σ only. We denote this invariant
τ. Consequently, the set of invariants takes the form {τ(x, y, σ), I1(θ, u, v),
I2(θ, u, v), I3(θ, u, v)} and we can solve for θ, u, v the relations
Fj(τ) = Ij(x, u), i = 1, . . . , 3, (1.3.5)
and introduce the result in the system (1.1.1). To justify this particular
choice for the invariant τ associated to Ld,j, one should note that the
equations (1.1.1.a), (1.1.1.b), do not involve the quantities u,v and that the
quantity θ is an invariant of the whole Lie algebra L. This choice leaves
the equations (1.1.1.a), (1.1.1.b), uncoupled to the equations (1.1.1.c),
(1.1.1.d).
In the case of (i) and (ii), we can always choose the invariant I1 = θ. There-
fore, from the relations (1.3.3) we have
θ(x, y) = J(ξ(x, y)), (1.3.6)
where we write F1 as J for simplification. We will keep this notation for the
subsequent sections of the paper. Introducing θ given by (1.3.6) in the equa-
tions (1.1.1.a), (1.1.1.b), and using the compatibility conditions on the mixed
derivatives of σ relative to x, y, we obtain an ODE for the function J. If we find
the solution for J, the compatibility condition is satisfied and then we can inte-
grate by quadrature to find the solution for σ. This solution is not necessarily
an invariant one, but it includes invariant solutions for appropriate choices of
parameters that appear in σ.
Concerning the case (iii), since there is no symmetry variable, we propose
the solution for θ in the form
θ(x, y) = J(τ(x, y, σ(x, y))). (1.3.7)
This allows one to solve the equations (1.1.1.a), (1.1.1.b), for θ, σ, without consi-
dering the equations (1.1.1.c) and (1.1.1.d), because this leaves the equations
uncoupled. None of the codimension 2 subalgebras of table 1.4 admit a symme-
try variable, but they possess an invariant in the form τ = h1(x, y)σ+ h2(x, y).
Thus, we can express σ as
σ =
τ− h2(x, y)
h1(x, y)
(1.3.8)
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and eliminate the quantities σ from the equations (1.1.1.a), (1.1.1.b), and then
use the compatibility condition on mixed derivatives relative to x and y of the
function τ to obtain an ODE that must be verified by J. If we find the solution
for J, we can find τ by quadrature and consequently we find σ through the
relation (1.3.8).
Below we present, for each distinct form of the symmetry variable ξ or of
the invariant τ, the most general solution for θ and σ of the equations (1.1.1.a),
(1.1.1.b), where we suppose a solution for θ given by (1.3.6) or (1.3.7) depen-
ding on the considered case. Then for each of these solutions, we consider An-
satzes on the form of the velocities u and v to compute solutions that cover all
invariants solutions corresponding to a given form of the symmetry variable
ξ or of the invariant τ. In the table 1.5, the subalgebras Li,j are classified by
symmetry variable and according to the form of the suggested Ansatz on the
form of the solutions for u and v. In general, the solutions are not necessarily
invariant under the action of the symmetry group G but they are so for an ap-
propriate choice of integration constants. We illustrate with some examples the
suggested method.
1.3.1. Solution for θ in the form of a propagation wave.
The goal of this section is to construct a solution for the angle θ in the form
of a propagation wave and to get the corresponding solution for the pressure
σ and then, in the subsections 1.3.1.1, 1.3.1.2, we get the velocities u and v
from different assumptions made on the form of their solutions, i.e. we make
additive separation and a multiplicative separation.
We look for a solution of the system (1.1.1.a), (1.1.1.b), such that θ(x, y) has
the form
θ(x, y) = J(ξ(x, y)), (1.3.9)
with the function J to determine and where
ξ(x, y) = a1x + a2y, a1, a2 ∈ R. (1.3.10)
This type of solution includes, for appropriate values of the parameters a1, a2,
all invariant and partially invariant solutions (for the quantities θ, σ) corres-
ponding to subalgebras L1,j, j = 1, . . . , 4 and L2,k, k = 1, 4, 5, 6, 7, 8, 10, 11, (that
is the subalgebras listed at line no. 1 in table 1.5). Introducing (1.3.9), (1.3.10) in
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(1.1.1.a), (1.1.1.b), we get that the following system must be verified
(a) σx(x, y) = 2k [a1 cos(2J(ξ(x, y))) + a2 sin(2J(ξ(x, y)))] J ′(ξ(x, y)),
(b) σy(x, y) = 2k [a1 sin(2J(ξ(x, y))) − a2 cos(2J(ξ(x, y)))] J ′(ξ(x, y)).
(1.3.11)
The compatibility condition on the mixed derivatives for σ relative to x and y
provides the next ODE for J in term of ξ
[−λ sin(2J(ξ)) + µ cos(2J(ξ))] J ′′(ξ)
+ [−2µ sin(2J(ξ)) − 2λ cos(2J(ξ))] J ′(ξ)2 = 0,
(1.3.12)
where c1, c2 ∈ R are integration constants. The solution of (1.3.12) is
J(ξ) =
1− s
4
π+1/2 arctan
(
µ(c1ξ + c2) + λ
√
λ2 + µ2 − (c1ξ+ c2)2
λ(c1ξ+ c2) − µ
√
λ2 + µ2 − (c1ξ+ c2)2
)
, (1.3.13)
where s denote the sign of the expression λ(c1ξ+c2)−µ
√
λ2 + µ2 − (c1ξ+ c2)2
and λ = a22 − a
2
1, µ = −2a1a2. The solution for θ(x, y) is provided by (1.3.9)
with J defined by (1.3.13) and ξ(x, y) by (1.3.10). Thereafter, we substitute the
solution (1.3.13) for J in the system (1.3.11) and we solve for σ by quadrature.
We find the solution
σ(x, y) = −
c1k(a2x − a1y)
a21 + a
2
2
−
√
(a21 + a
2
2) − (c1(a1x+ a2y) + c2)
2
a21 + a
2
2
+c3, (1.3.14)
c3 ∈ R. We are interested in real solutions, so θ and σ are defined over the
domain
Ω =
{
(x, y) : (a21 + a
2
2) − (c1(a1x+ a2y) + c2)
2
> 0
}
. (1.3.15)
Thus, we have that the quantities θ and σ of all invariant solutions for the
above subalgebras are covered by θ(x, y) = J(ξ(x, y))with J defined by (1.3.13),
ξ(x, y) by (1.3.10) and σ(x, y) by (1.3.14).
1.3.1.1. Additive separation for the velocities u and v.
Corresponding to the solution for θ and σ given respectively by (1.3.9),
(1.3.10), (1.3.13) and by (1.3.14), we seek for a solution u and v of the additive
separated form
u(x, y) = f(x, y) + F(ξ(x, y)), v(x, y) = g(x, y) +G(ξ(x, y)). (1.3.16)
The first step is to classify the admissible forms for the functions f and g. To do
this, we substitute (1.3.16) in the system (1.1.1.c), (1.1.1.d), and we obtain the
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new system
(a) [fy + a2F
′(ξ(x, y)) + gx + a1G
′(ξ(x, y))] sin(2J(ξ(x, y)))
+ [fx + a1F
′(ξ(x, y)) − gy − a2G
′(ξ(x, y))] cos(2J(ξ(x, y))) = 0,
(b) fx + a1F
′(ξ(x, y)) + gy + a2G
′(ξ(x, y)) = 0,
(1.3.17)
where F ′, G ′ represent the derivative of F, G relative to ξ respectively. We will
keep this notation in all of the following sections. We next introduce the linear
differential operator
Lξ = −a2P1 + a1P2 = −a2∂x + a1∂y, (1.3.18)
which annihilates any function in term of the quantity ξ(x, y) = a1x + a2y.
Now, applying it to the system (1.3.17) we find the following conditions that
constrain f and g :
(a) (Lξ(fy + gx)) sin(2J(ξ(x, y))) + 2(Lξfx) cos(2J(ξ(x, y))) = 0,
(b) Lξ(fx + gy) = 0.
(1.3.19)
Then, taking into account that Lξ, ∂x and ∂y commute with each other and
using the notation
f = Lξf, g = Lξg, (1.3.20)
we can rewrite the conditions (1.3.19) in the new form
(a) (fy + gx) sin(2J) + 2fx cos(2J) = 0,
(b) fx + gy = 0.
(1.3.21)
We have to consider two cases separately, that is when f and g verify the equa-
tion (1.3.21.a) by requiring that the coefficients of the trigonometric functions
vanish
fx = fy + gx = 0, (1.3.22)
or by imposing that f and g obey the relation
fy + gx = −2 cot(2J(ξ))fx. (1.3.23)
(i)If we suppose that (1.3.21.a) is satisfied by the conditions (1.3.22), then
we have the following relations
(a) Lξfx = 0,
(b) Lξ(fy + gx) = 0.
(1.3.24)
If a1 6= 0, a2 6= 0, the solution for f and g of (1.3.24) takes the form
f(x, y) = ζ1(ξ) +ω1y, g(x, y) = ζ2(ξ) +ω2x, (1.3.25)
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where ωi ∈ R, i = 1, 2, 3, and the functions ζi are arbitrary functions of ξ.
If a1 = 0, then we can set a2 = 1 without loss of generality. In this case, the
functions f and g take the form
f(x, y) = ω1x+ζ1(y), g(x, y) = ω2x+ζ2(y), ωi ∈ R, i = 1, 2. (1.3.26)
where the function ζi are arbitrary functions of y. Similarly, we can consider
the case a1 = 1, a2 = 0, which leads to the solutions
f(x, y) = ζ1(x)+ω1y, g(x, y) = ζ2(x)+ω2y, ωi ∈ R, i = 1, 2, (1.3.27)
where the functions ζi are arbitrary functions of x. Under the hypothesis (1.3.22),
and according to appropriate values of ai, the form for the functions f and g
given by (1.3.25), (1.3.26) or (1.3.27), are the most general such that the Ansatz
(1.3.16) reduces the system (1.1.1.c), (1.1.1.d), for u, v to a system of two ODE
for F and G in term of ξ given by
F ′(ξ) =
a1(fx − gy) + a2(fy + gx) sin(2J(ξ)) + 2a2fx cos(2J(ξ))
(a22 − a
2
1) sin(2J(ξ)) + 2a1a2 cos(2J(ξ))
,
G ′(ξ) = −a−12 (a1F
′(ξ) + fx + gy) .
(1.3.28)
We distinguish two different cases for the solutions F and G of (1.3.28), that is
when a1 6= 0 and a2 6= 0 or when a2 = 0.
(a)If a1 6= 0 and a2 6= 0, we obtain
F(ξ) = −ζ1(ξ) +
a1(ω1 +ω2) cos(2J(ξ))
2c1
+
a2ω1 sin(2J(ξ))
c1
+ c4, (1.3.29)
and
G(ξ) = − ζ2(ξ) −
a21(ω1 +ω2) cos(2J(ξ))
c1
−
a1ω1 sin(2J(ξ))
c1
−
ω1 +ω2
a2
ξ+ c5.
(1.3.30)
Redefining the parameters ω1, ω2, the solutions u and v of (1.1.1.c), (1.1.1.d),
are then
(a) u(x, y) = c4x +
a1(c4 + c5) cos(2J(ξ(x, y)))
2c1
+
a2c4 sin(2(J(ξ(x, y))))
c1
+ c6,
(b) v(x, y) = −
a21(c4 + c5) cos(2J(ξ))
2a2c1
−
a1c4 sin(2J(ξ))
c1
−
a1(c4 + c5)x
a2
− c4y+ c7,
(1.3.31)
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where the ci are integration constants. So, we obtain a solution of the system
(1.1.1) by defining the angle θ by (1.3.9), (1.3.13), the pressure σ by (1.3.14)
and the velocities u and v by (1.3.31), with ξ(x, y) = a1x + a2y. As can be
seen in the illustration, we plotted in figure 1.1 the shape of an extrusion die
corresponding to the solution (1.3.31) for the velocities u and v. The vector
field defined by these velocities is traced inside the tool. The mean pressure
in the extrusion die, which is given by (1.3.14), is represented by shades of
grey, from pale grey for lower pressure to dark grey for higher pressure. The
parameters have been set to k = 0.0027, a1 = 1, a2 = 1, c1 = 0, 5, c2 = 0, c3 = 0,
c4 = 0, c5 = −1, c6 = 0, c7 = 0 and the feeding velocities modulus U0, U1,
are both equal to
√
2, while the extraction velocities modulus V0, V1 are both
equal to
√
3. The curves C1, C2 determine the limit of the plasticity region at
the mouth of the die while the curves C3, C4, have the same meaning at the
end of the die. It’s a double feeding tool which has a symmetric configuration
under the reflection x 7→ −x except near the plasticity limits defined by C3 and
C4. Other feeding and extraction settings are possible, that is the angle and the
velocities modulus, but no setting with completely vertical extraction speeds
were found.
FIGURE 1.1. Extrusion die corresponding to the solution (1.3.14), (1.3.31).
(b)Now, if a1 = 0 and a2 = 1, then f and g are given by (1.3.26). In this case,
we find
F(y) = −ζ1(y) −ω2y − 2ω1
∫
cot 2J(y)dy+ c4,
G(y) = −ω1y − ζ2(y) + c5.
(1.3.32)
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By redefiningω1,ω2, the solution may be written as
u(x, y) = c4x− c5y− 2c4
∫
cot 2J(y)dy+ c5,
v(x, y) = −c4y+ c7,
(1.3.33)
where the ci are real arbitrary constants. So, a solution of the system (1.1.1)
consists of the angle θ by (1.3.9), (1.3.13), the pressure σ by (1.3.14) and the
velocities u and v by (1.3.33), with ξ(x, y) = y. For this solution, we did not
trace an extrusion die because of the similarity with the next case where a tool
will be plotted.
If a1 = 1 and a2 = 0, then the functions f and g are given by (1.3.27). We
find in this case
F(x) = −ζ1(x) −ω2x + c4,
G(x) = −ω1x − ζ2(x) + 2ω2
∫
cot 2J(x)dx+ c5.
(1.3.34)
Redefiningω1,ω2, the solution for u and v of (1.1.1.c), (1.1.1.d) is
u(x, y) = −c5x+ c4y + c6,
v(x, y) = −c4x+ c5y+ 2c5
∫
cot 2J(x)dx + c7,
(1.3.35)
where the ci are real arbitrary constants. The system (1.1.1) is solved by the
angle θ by (1.3.9), (1.3.13), the mean pressure σ by (1.3.14) and the velocities u
and v by (1.3.35), with ξ(x, y) = x. An extrusion die corresponding to the so-
FIGURE 1.2. Extrusion die corresponding to the solution (1.3.14), (1.3.35).
lution (1.3.35), with the mean pressure provided by (1.3.14), is shown in figure
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1.2 for parameter values set to k = 0.0027, a1 = 1, a2 = 0, c1 = 0, 5, c2 = 0,
c3 = 0, c4 = −1, c5 = 1, c6 = 2, c7 = 0. The pressure is represented by the
shades of grey ranging from pale to dark as the pressure increase. The curves
C1 and C2 define the plasticity regions respectively at the mouth and at the end
of the tool. The feeding velocity used is U0 = 1 and the extraction velocity is
V0 = 1. For example, this die would be used to curve a plate or a rectangular
rod.
(ii)Now, we consider the case where f and g satisfy the condition (1.3.23).
By the use of (1.3.21), the compatibility condition on g leads to the hyperbolic
equation
fxx − fyy − 2 cot(2J(ξ))fxy + 4a2 csc(2J(ξ))J ′(ξ)fx = 0, (1.3.36)
over all the domainΩ defined by (1.3.15). So, we introduce the variables change
(x, y) to (ϕ,ψ) defined by
ϕ = x+
1
c1
(a1 cos(2J) + a2 sin(2J) − 2J) ,
ψ = x+
1
c1
(a1 cos(2J) + a2 sin(2J) + 2J) ,
(1.3.37)
which enables us to rewrite (1.3.36) in the simplified form
fϕψ =
c1
4a2
(fϕ − fψ) cot(2J) +
c1
4a2
fϕ + fψ
sin(2J)
. (1.3.38)
One should note that taking the difference of equations (1.3.37), we deduce
J =
c1(ψ−ϕ)
4a2
. (1.3.39)
We can find a particular solution of (1.3.38) by assuming the solution in the
separated form f(ϕ,ψ) = P(K) +Q(J)where we use K = c1(ϕ+ψ)
4a2
. Under such a
hypothesis, the solution of the equation (1.3.37) is
f(ϕ,ψ) =
ω1c1
4a2
(ϕ+ψ) +ω2 cos
(
c1(ψ−ϕ)
2a2
)
+
ω1
2
sin
(
c1(ψ−ϕ)
2a2
)
+ω3,
(1.3.40)
where the ωi ∈ R, i = 1, . . . , 3, are integration constants. By considering the
change of variable (1.3.37), the system (1.3.21) takes the form
gϕ = −
cos
(
c1(ψ−ϕ)
4a2
)
sin
(
c1(ψ−ϕ)
4a2
) fϕ, gψ = sin
(
c1(ψ−ϕ)
4a2
)
cos
(
c1(ψ−ϕ)
4a2
)fψ, (1.3.41)
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from which we find the solution for g defined by
g(ϕ,ψ) = −
ω1
2
cos
(
c1(ϕ−ψ)
2a2
)
+ω2 sin
(
c1(ϕ− ψ)
2a2
)
−
c1ω2
2a2
(ϕ+ψ) +ω4.
(1.3.42)
whereωi ∈ R, i = 1, . . . , 4. Finally, returning to the initial variables and consi-
dering the relations (1.3.20), we obtain f and g defined by
f(x, y) =ζ1(ξ(x, y)) +
ω1c1(2a1ξ(x, y) − a2η(x, y))η(x, y)
4a2(a
2
1 + a
2
2)
+
((
ω2 +
ω1a1
2a2
)
cos(2J(ξ(x, y)))
+ω1 sin(2J(ξ(x, y)))
)
η(x, y) +ω3η(x, y),
g(x, y) =
−ω2c1(2a1ξ(x, y) − a2η(x, y))η(x, y)
2a2(a
2
1 + a
2
2)
−
((ω1
2
+
ω2a1
2
)
× cos(2J(ξ(x, y)))
)
η(x, y) +ω4η(x, y) + ζ2(ξ(x, y)),
(1.3.43)
where we introduced the notation
ξ(x, y) = a1x + a2y, η(x, y) = −a2x + a1y
and where ζi(ξ) are real arbitrary functions of one variable.
It remains for us to integrate the equations (1.3.17) with f and g given by
(1.3.43), which form a system of two ODE for the unknown quantities F and G
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in term of ξ. The solution for F is expressed by the quadrature
F(ξ) =
∫
[2a2κ3 ((a2 − 1) sin(2J) + 2a1 cos(2J))]
−1
×
[
ω1
(
− a1c1 (κ1 sin(2J(ξ)) − 2a2 cos(2J(ξ)))ξ
− κ3
(
2a2κ1 sin2(2J(ξ)) − 2a1a2 cos2(2J(ξ))
+ (a1 + 3a2)κ2 cos(2J(ξ)) sin(2J(ξ))
))
+ω2
(
− a1c1κ1ξ sin(2J(ξ))
− 2κ3 cos(2J(ξ))
(
κ21 sin(2J(ξ)) − 2a
2
2 cos(2J(ξ))
))
− 2ω3a2κ3 (κ1 sin(2J(ξ)) − 2a2 cos(2J(ξ)))
+ 2ω4a2κ1κ3 sin(2J(ξ)) + 2κ3a2
((
κ2 sin(2J(ξ))
− 2a1 cos(2J(ξ))
)
dζ1
dξ
− κ2 sin(2J(ξ))
dζ2
dξ
)]
dξ+ c4.
(1.3.44)
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It’s the same for the solution for G,
G(ξ) =
∫
[2a1a2κ3 ((a2 − 1) sin(2J(ξ)) + 2a1 cos(2J(ξ)))]
−1
×
[
ω1
(
a1c1ξ
( (
a1 + a
2
2
)
sin(2J(ξ))
+ 2a2(a1 − 1) cos(2J(ξ))
)
+ κ3
(
2a2(a1 + a
3
2) sin
2(2J(ξ))
+
(
(6a1 − 3)a
2
2 + a
2
1
) )
sin(2J(ξ)) cos(2J(ξ))
+ 2a1a2(2a1 − 1) cos2(2J(ξ))
)
+ω2
(
2c1a1
(
a2(a1 + 1) sin(2J(ξ)) + 2a21 cos(2J(ξ))
)
ξ
+ 2κ3 cos(2J(ξ))
(
a2(a
2
1 + 2a1 + a
2
2) sin(2J(ξ))
+
(
2(a1 − 1)a
2
2 + 2a
3
1
)
cos(2J(ξ))
))
+ 2ω3a2κ3
(
(a1 + a
2
2) sin(2J(ξ)) + 2a2(a1 − 1) cos(2J(ξ))
)
− 2ω4a2κ3
(
a2(a1 + 1) sin(2J(ξ)) + 2a21 cos(2J(ξ))
)
− 2κ3a2(a1 − 1)
(
a2 sin(2J(ξ)) + 2a1 cos(2(2J(ξ)))
)dζ1
dξ
+
(
(a22 − a1) sin(2J(ξ)) + 2a1a2 cos(2J(ξ))
)dζ2
dξ
]
dξ+ c5,
(1.3.45)
where we used κ1 = a1 + a2, κ2 = a1 − a2, κ3 = a21 + a
2
2. The functions ζi being
arbitrary, they could be chosen in a way such that their derivatives ∂ζi/∂ξ sim-
plify the integration procedure for F and G. Finally, the solutions for u and v
are
u(x, y) = f(x, y)+ F(a1x+a2y), v(x, y) = g(x, y)+G(a1x+a2y), (1.3.46)
where the functions f and g are given by (1.3.43) while F and G are given res-
pectively by the quadratures (1.3.44) and (1.3.45). So, we get a solution of the
system (1.1.1) by defining the angle θ by (1.3.9), (1.3.13), the mean pressure σ
by (1.3.14) and the velocities u and v by (1.3.46), with ξ(x, y) = a1x + a2y.
1.3.1.2. Multiplicative separation for the velocities u and v.
Considering the solution of (1.1.1.a), (1.1.1.b) for the angle θ provided by
(1.3.9), (1.3.10), (1.3.13), and for the pressure σ by (1.3.14), we now propose the
solution for u and v to the equations (1.1.1.c), (1.1.1.d), in the multiplicative
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separated form
u(x, y) = f(x, y)F(ξ(x, y)), v(x, y) = g(x, y)G(ξ(x, y)), (1.3.47)
where we suppose f 6= 0 and g 6= 0. For classifying the admissible f and g,
we substitute the velocities (1.3.47) into the system (1.1.1.c) and (1.1.1.d). This
gives
(a)
(
fyF(ξ(x, y)) + a2fF
′(ξ(x, y)) + gxG(ξ(x, y))
+ a1gG
′(ξ(x, y))
)
sin 2J(ξ(x, y)) +
(
fxF(ξ(x, y))
+ a1fF
′(ξ(x, y)) − gyG(ξ) − a2gG
′(ξ)
)
cos 2J(ξ) = 0,
(b) fxF(ξ(x, y)) + a1fF
′(ξ(x, y)) + gyG(ξ(x, y)) + a2gG
′(ξ(x, y)) = 0.
(1.3.48)
Applying to (1.3.48.b) the linear differential operator Lξ defined by (1.3.18), we
have that the following equation must be satisfied
Lξ
(
fx
g
)
F+ a1Lξ
(
f
g
)
F ′ + Lξ
(
gy
g
)
G = 0, (1.3.49)
wherewe have F = F(ξ(x, y)),G = G(ξ(x, y)). In dealingwith equation (1.3.49),
there are three different cases to consider :
(i) Lξ
(
fx
g
)
= Lξ
(
f
g
)
= Lξ
(
gy
g
)
= 0,
(ii) Lξ
(
gy
g
)
= 0, Lξ
(
f
g
)
6= 0, Lξ
(
fx
g
)
6= 0
(iii) Lξ
(
gy
g
)
6= 0.
(1.3.50)
(i)In the first case, the functions f and gmust take the form
f(x, y) = eω1xζ2(ξ), g(x, y) = e
ω1xζ1(ξ), ω1 ∈ R, (1.3.51)
where ω1 corresponds to a damping factor when ω1 < 0. Introducing (1.3.51)
in the system (1.3.48), we reduce this one to an ODE system for the functions F
and G in term of ξ from which we find
G(ξ) = A1(ξ)F(ξ) +A2(ξ)F
′(ξ), (1.3.52)
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where the coefficients Ai(ξ), i = 1, 2, are given by
A1(ξ) =
1
a2ω1
ζ2(ξ)
ζ1(ξ)
((
−2ω1a2 + λ
ζ ′2
ζ2
)
cot(2J(ξ)) −
(
µ
ζ ′2
ζ2
− a1ω1
))
,
A2(ξ) =
1
a2ω1
ζ2(ξ)
ζ1(ξ)
(λ cot(2J(ξ)) − µ) ,
(1.3.53)
where ζ1, ζ2 are arbitrary functions of one variable, while the function F must
satisfy the ODE
F ′′(ξ) +
ω1ζ2(ξ) + a1ζ
′
2(ξ) + a2ζ
′
1(ξ)A1(ξ) + a2ζ1(ξ)A
′
1(ξ)
a2ζ1(ξ)A2(ξ)
F ′(ξ)
+
a1ζ2(ξ) + a2ζ
′
1(ξ)A2(ξ) + a2ζ1(ξ)(A1(ξ) +A
′
2(ξ))
a2ζ1(ξ)A2(ξ)
F(ξ) = 0.
(1.3.54)
If we find the solution for F of the equation (1.3.54) for a particular choice of
the functions ζ1 and ζ2, then the solutions for the system (1.1.1.c), (1.1.1.d),
for u and v will be given by (1.3.47) with f and g defined by (1.3.51) and G
by (1.3.52). However, by imposing F(ξ) = exp(K(ξ)), the problem of solving
(1.3.54) is reduced to the one of solving the Ricatti equation
K ′′(ξ) + K ′(ξ)2 + B1(ξ)K
′(ξ) + B2(ξ) = 0, (1.3.55)
where
B1(ξ) =
8a1a2J
′(ξ)2
c1 sin(2J(ξ))
+
2ζ ′2(ξ)
ζ2(ξ)
+
4ω1 (a1 sin(2J(ξ)) − a2 cos(2J(ξ))) J ′(ξ)
c1
,
B2(ξ) =
ζ ′′2 (ξ)
ζ2(ξ)
+
2ω1J
′(ξ)
(
4a2J
′(ξ) +ω1 sin(2J(ξ))2
)
c1 sin(2J(ξ))
+
4J ′(ξ)
c1 sin(2J(ξ))ζ2(ξ)
(
2a1a2J
′(ξ) +ω1a1 sin(2J(ξ))2
−ω1a2 sin(2J(ξ)) cos(2J(ξ))
)
ζ ′2(ξ).
If we choose the function ζ2 to be a particular solution of the Ricatti equation
obtained by imposing that the coefficient B2(ξ) ≡ 0, then the ODE (1.3.55)
becomes a nonlinear Bernoulli equation for K ′(ξ) and the solution for K(ξ) is
obtained by quadrature. In this case, the solution for F takes the form
F(ξ) = c4
∫
exp
(
−
∫
B1(ξ)dξ
)
dξ+ c5, c4, c5 ∈ R. (1.3.56)
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We substitute (1.3.56) in (1.3.52) and calculate the following solution for G :
G(ξ) =c4
[
A1(ξ)
∫
exp
(
−
∫
B1(ξ)dξ
)
dξ
+A2(ξ) exp
(
−
∫
B1(ξ)dξ
)]
+ c5A2(ξ).
(1.3.57)
Finally, the velocities u and v are
u(x, y) =eω1xζ2(y/x)
(
c4
∫
exp
(
−
∫ξ=y/x
B1(ξ)dξ
)
dξ+ c5
)
,
v(x, y) =eω1xζ1(y/x)
(
c4
(
A1(y/x)
∫ξ=y/x
e−
∫
B1(ξ)dξdξ
+A2(ξ)e
−
∫
B1(ξ)dξ
)
+ c5A1(ξ)
)
,
(1.3.58)
where A1, A2 are defined by (1.3.53), ζ1(ξ) is an arbitrary function and ζ2(ξ) is
a solution of the Ricatti equation
ζ ′′2 (ξ) +
4J ′(ξ)
c1 sin(2J(ξ))
(
2a1a2J
′(ξ) +ω1a1 sin(2J(ξ))2
−ω1a2 sin(2J(ξ)) cos(2J(ξ))
)
ζ ′2(ξ)
+
2ω1J
′(ξ)
(
4a2J
′(ξ) +ω1 sin(2J(ξ))2
)
c1 sin(2J(ξ))
ζ2(ξ) = 0.
So, we have obtained a solution of the system (1.1.1) by redefining the angle
θ by (1.3.9), (1.3.13), the pressure σ by (1.3.14) and the velocities u and v by
(1.3.58), with ξ(x, y) = a1x+ a2y.
(ii)In the second case, we have that
g(x, y) = ω4e
ω3xζ1(ξ), ω3, ω4 ∈ R, (1.3.59)
and the function f(x, y)must be a solution of the system of two PDE
fx = − a1ζ
′
2(ξ)f+ gζ3(ξ)
fy = − a2ζ
′
2(ξ)f−ω3ω4e
ω3x
(
ω2
ω1
e−ζ2(ξ) −
ω1
a2
∫
ζ1(ξ)ζ3(ξ)e
ζ2(ξ)dξ
)
+ω4e
ω3xζ1(ξ)ζ3(ξ)
−2a2 cos(2J(ξ)) + a1 sin(2J(ξ))
a2 sin(2J(ξ))
,
(1.3.60)
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where the ωi, i = 1, 2, 3, 4, are real parameters and, in order that the system
(1.3.60) be compatible, the functions ζi(ξ), i = 1, 2, 3, must obey the condition
2ζ1(ξ)ζ3(ξ)
(
2a1a2J
′(ξ)
sin(2J(ξ))
−ω3 (−a1 sin(2J(ξ)) + a2 cos(2J(ξ)))
)
+ (λ sin(2J(ξ)) + µ cos(2J(ξ))) (ζ1(ξ)ζ ′3(ξ) + ζ1(ξ)ζ3(ξ)ζ
′
2(ξ) + ζ1(ξ)ζ
′
1(ξ))
+
a2ω
2
3
ω1
e−ζ2(ξ) sin(2J(ξ))
(
−ω2 +
ω1
a2
∫
ζ1(ξ)ζ3(ξ)e
ζ2(ξ)dξ
)
= 0.
(1.3.61)
The functions F and G are given by
F(ξ) = ω1e
ζ2(ξ), G(ξ) =
1
ζ2(ξ)
(
−ω1
a2
∫
ζ1(ξ)ζ3(ξ)e
ζ2(ξ)dξ
)
. (1.3.62)
As an illustration, we compute an explicit solution of the system (1.1.1). To
do this, we choose
ζ2(ξ) = − ln(ζ1(ξ)), ζ3(ξ) = 2ω5c−11 sin(2J(ξ))J
′(ξ), ω5 ∈ R, (1.3.63)
so that the equation (1.3.61) is verified and consequently the system (1.3.60)
can be solved because it becomes compatible for f. The solution of the system
(1.3.60) is then
f(x, y) = c−11
(
2ω4ω5
∫
J ′(ξ) sin(2J(ξ))dx+
ω4ω5
a1a2
y+ω7
)
ζ1(ξ), (1.3.64)
where ξ = a1x + a2y and the function ζ1(ξ) has as its only restriction that its
first derivative dζ1(ξ)/dξ 6= 0.
Finally, by introducing (1.3.59), (1.3.62) and (1.3.64) in the expression (1.3.47),
with the function θ(x, y) defined by (1.3.9), (1.3.10) and (1.3.13), the solutions
for u and v of the system (1.1.1.c), (1.1.1.d), are
u(x, y) = −c4a2 cos(2J(ξ)) + c1c4y+ c5,
v(x, y) = c4a1 cos(2J(ξ)) + c6, ci ∈ R, i = 1, 2, 3, 4,
(1.3.65)
where the real parameters ωi have been redefined to simplify the expression
(1.3.65) in which the new parameters are ci. So, we have a solution of the sys-
tem (1.1.1) by defining the angle θ by (1.3.9), (1.3.13), the pressure σ by (1.3.14)
and the velocities u and v by (1.3.65), with ξ(x, y) = a1x + a2y.
(iii)If the condition (1.3.50.iii) is satisfied, then we have
F(ξ) = ω1e
−ζ1(ξ)/a1 , G(ξ) = −ω1ζ2(ξ)e
−ζ1(ξ)/a1 , ω1 ∈ R, (1.3.66)
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when the functions f(x, y) and g(x, y) are solutions of the system
fx =ζ
′
1(ξ)f+ ζ2(ξ)gy + fζ3(ξ)g,
fy =
a2
a1
ζ ′1(ξ)f+ ζ2(ξ)gx − 2 cot(2J(ξ))ζ2(ξ)gy
−
(
a1a
−1
2 − 2 cot(2J(ξ))
)
ζ3(ξ)g,
(1.3.67)
where the functions ζ1(ξ), ζ2(ξ) are arbitrary and
ζ3(ξ) = a2
(
−
ζ2(ξ)ζ
′
1(ξ)
a1
+ ζ ′2(ξ)
)
. (1.3.68)
Using the compatibility condition on the mixed derivatives of the function
f(x, y) relative to x and y, we obtain the second order ODE for g(x, y)
ζ2(ξ) (gxx − gyy − 2 cot(2J(ξ))gxy) − 2ζ3(ξ)
(
a1a
−1
2 − cot(2J(ξ))
)
gx
+ 2
(
−ζ3(ξ)
(
1+ a1a
−1
2 cot(2J(ξ))
)
+
2a1ζ2(ξ)J
′(ξ)
sin2(2J(ξ))
)
gy
+
[
ζ3(ξ)
(
4a1J
′(ξ)
sin2(2J(ξ))
+ ζ ′1(ξ)
λ− µ cot(2J(ξ))
a1a2
)
− ζ ′3(ξ)
(
λ− µ cot(2J(ξ))
a2
)]
g = 0.
(1.3.69)
It’s a hyperbolic equation on the domain Ω defined by (1.3.15). So the change
of variable
(a) φ(x, y) = x−
2a2J(ξ)
c1
+
a1(cos(2J(ξ)) + 1) + a2 sin(2J(ξ))
c1
,
(b) ψ(x, y) = x+
2a2J(ξ)
c1
+
a1(cos(2J(ξ)) + 1) + a2 sin(2J(ξ))
c1
,
(1.3.70)
transforms the equation (1.3.69) to the simplified form
0 = gφψ(φ,ψ) +
c1
4a2
(
−
cos(2J(ξ)) − 1
sin(2J(ξ))
+
ζ3(ξ)
a2ζ2(ξ)J ′(ξ)
)
gφ(φ,ψ)
+
c1
4a2
(
cos(2J(ξ)) + 1
sin(2J(ξ))
−
ζ3(ξ)
a2ζ2(ξ)J ′(ξ)
)
gψ(φ,ψ)
−
c1
2a22
(
a1ζ3(ξ)
ζ2(ξ) sin(2J(ξ))
+
λ sin(2J(ξ)) − µ cos(2J(ξ))
4a2a1ζ2(ξ)J ′(ξ)
(ζ3(ξ)ζ
′
1(ξ) − a1ζ
′
3(ξ))
)
g(φ,ψ)
(1.3.71)
Once again, if we take the difference of equations (1.3.70.a) and (1.3.70.b), we
deduce the relation (1.3.39). In order to simplify the equation (1.3.71) and to
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solve it, we choose ζ3(ξ) = 0. This is equivalent, considering (1.3.68), to requi-
ring −a−11 ζ2(ξ)ζ
′
1(ξ) + ζ
′
2(ξ) = 0, which is satisfied if we choose
ζ2(ξ) = ω3 exp(a−11 ζ1(ξ)). (1.3.72)
So the equation (1.3.71) transforms to
gφψ +
c1 (gφ + gψ)
4a2 sin(2J(φ,ψ))
−
(
a1 sin(2J(φ,ψ)) +
1
2a2
(a22 − a
2
1) cos(2J(φ,ψ))
+
c1a1
sin(2J) (−λ sin(2J) + µ cos(2J(φ,ψ)))
)
(gφ − gψ) = 0.
(1.3.73)
We propose the solution of (1.3.73) in the form g = g(J(φ,ψ), K(φ,ψ)) with J
given by (1.3.39) and K = (2a2)−1c1(ψ+φ), which allows us to find the solution
g(φ,ψ) = ω3 cos(2J(φ,ψ)) +ω4 sin(2J(φ,ψ)) −
c1ω4(φ+ ψ)
2a2
+ω5. (1.3.74)
The solution expressed in term of x and y is
g(x, y) =
(
ω3 −
ω4a1
a2
)
cos(2J(ξ)) −
ω4(xc1 + a1)
a2
+ω5. (1.3.75)
Since the compatibility condition (1.3.73) is satisfied, the system (1.3.67) can be
integrated after the substitution of g(x, y) given by (1.3.75), ζ2(ξ) by (1.3.72)
and ζ3(ξ) = 0. The solution for f(x, y) is given by
f(x, y) = eζ1(ξ)
(
−
ω3(−a2ω3 +ω4a1) cos(2J(ξ))
a1
−
c1ω
2
3y
a1
+ω6
)
, (1.3.76)
where ζ1(ξ) is an arbitrary function of one variable and ξ = a1x + a2y. Fi-
nally, the solution for the system (1.1.1.c), (1.1.1.d), is obtained by introducing
(1.3.66), (1.3.75) and (1.3.76) in (1.3.47). Redefining properly the parametersωi,
i = 3, 4, 5, 6, the solutions are
u(x, y) = c4 (−a2 cos(2J(ξ)) + c5y) + c6,
v(x, y) = c4 (a1 cos(2J(ξ)) + (−c5 + c1)x) + c7,
(1.3.77)
where the ci, i = 1, . . . , 7 are integration constants. So, we have obtained a
solution of the system (1.1.1) by defining the angle θ by (1.3.9), (1.3.13), the
pressure σ by (1.3.14) and the velocities u and v by (1.3.77), with ξ(x, y) =
a1x + a2y. This solution includes the solution (1.3.65) to which it corresponds
if we choose c5 = c1 in (1.3.77). A extrusion die corresponding to the solution
(1.3.77) is shown in figure 1.3. The parameter values that have been used are
k = 0.8, c1 = 2, c3 = 1, a1 = −10, a2 = 10, c4 = 1, c5 = 1, c6 = 10, c7 = −10.
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To demonstrate how the plasticity region changes when we vary the feeding
velocities, we plotted two curves C1 and C2 to delimit the plasticity region at
the mouth of the tool. The curve C1 corresponds to a feeding velocityU0 = 3.54
and the curve C2 to a feeding velocity U0 = 3.84, while the curve C3 is the
plasticity limit at the output and the extraction velocity is U1 = 16.12. This
kind of tool could be used to thin a plate for some ideal plastic material.
FIGURE 1.3. Extrusion die corresponding to the solution (1.3.14), (1.3.77).
1.3.2. Similarity solution for the angle θ and corresponding pressure σ
In this section, we find solutions of the system (1.1.1) for which the angle θ
is a similarity solution. We propose the solution for θ in the form provided by
(1.3.9), but with the symmetry variable in the form
ξ(x, y) = y/x. (1.3.78)
The solutions for θ and σ, which are obtained by this Ansatz, include for ap-
propriate parameters choices the invariant solution corresponding to the sub-
algebras L1,j, j ranging from 5 to 10 and L2,k for k ranging from 13 to 27. The in-
troduction of (1.3.9), with ξ defined by (1.3.78), in the system (1.1.1.a), (1.1.1.b),
leads to the system
σx(x, y) = 2(k/x) (−ξ(x, y) cos(J(ξ(x, y))) + sin(ξ(x, y))) J ′(ξ(x, y)),
σy(x, y) = −2(k/x) (ξ(x, y) sin(J(ξ(x, y))) + cos(J(ξ(x, y)))) J ′(ξ(x, y)).
(1.3.79)
Considering the compatibility condition on mixed derivatives of σ relative to
x and y, we deduce from (1.3.79) the following ODE for the function J :
(
(ξ2 − 1) sin(2J(ξ)) + 2ξ cos(2J(ξ))
)
J ′′(ξ) + 2
(
ξ sin(2J(ξ))
+ cos(J(ξ))
)
J ′(ξ) + 2
(
−2 sin(2J(ξ)) + (ξ2 − 1) cos(2J(ξ))
)
(J ′(ξ))2 = 0,
(1.3.80)
which has the first integral(
(ξ2 − 1) sin(2J(ξ)) + 2ξ cos(2J(ξ))
)
J ′(ξ) = c1, (1.3.81)
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where c1 is an integration constant. There are two cases to consider to solve the
equation (1.3.81).
iIf c1 6= 0 the solution of (1.3.81) is given in implicit form by
(tan(J(ξ)) − ξ)
√
c21 − 1
(tan(J(ξ))ξ+ 1) c1 − ξ+ tan(J(ξ))
− tan
(√
c21 − 1(c2 − J(ξ))
c1
)
= 0, (1.3.82)
where c2 is an integration constant. The solution for σ is obtained by integra-
ting the system (1.3.79) and taking into account the first integral (1.3.81). We
find
σ(x, y) = k (ξ(x, y) cos(2J(ξ(x, y))) − sin(2J(ξ(x, y))) − 2c1 ln(x))+c3, (1.3.83)
c3 ∈ R, with ξ(x, y) defined by (1.3.78) and J(ξ) a solution of (1.3.82). So,
θ(x, y) = J(y/x) and σ(x, y) are given by (1.3.83) and are solutions of the sys-
tem (1.1.1.a), (1.1.1.b), if the function J(ξ) verify the algebraic equation (1.3.82).
iiIf the constant c1 = 0 in the equation (1.3.82), then the solution of (1.3.80)
for J is
J(ξ) = −
1
2
arctan
(
2ξ
ξ2 − 1
)
. (1.3.84)
We subsequently solve (1.3.79) for σ(x, y) considering (1.3.84), which leads to
the solution of the system (1.1.1.a), (1.1.1.b), given by
θ(x, y) =
1
2
arctan
(
2xy
x2 − y2
)
, σ(x, y) = −2k arctan
(y
x
)
+ c2. (1.3.85)
1.3.2.1. Additive separation for the velocities when c1 6= 0.
Already knowing the solution θ(x, y), σ(x, y), in the case of c1 6= 0, we still
have to compute the solution for u and v. A way to proceed is to suppose that
the solution is in the additive separated form
u(x, y) = f(x, y) + F(ξ(x, y)), v(x, y) = g(x, y) +G(ξ(x, y)), (1.3.86)
where ξ(x, y) = y/x. We introduce (1.3.86) into the system (1.1.1.c), (1.1.1.d),
which gives
(sin(2J(ξ)) − cos(2J(ξ)))ξF ′(ξ) − (cos(2J(ξ)) + sin(2J(ξ)))ξG ′(ξ)
+ ((fy + gx) sin(2J(ξ)) + (fx − gy) cos(2J(ξ)))x = 0,
(1.3.87)
(fx + gy) x+G
′(ξ) − ξF ′(ξ) = 0, (1.3.88)
We must determine which functions f and gwill reduce the equations (1.3.87),
(1.3.88), to a system of ODE for the one variable functions F(ξ) and G(ξ). To
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reach this goal, we first use as annihilator the infinitesimal generator D1 de-
fined by (1.2.1) that we apply to the equations (1.3.87), (1.3.88), to eliminate
the presence of the functions F and G. Indeed, D1 annihilates any function of
ξ = y/x. So, we obtain as differential consequences some conditions on the
functions f and g. We can assume fx(x, y) + gy(x, y) 6= 0, otherwise we can
show that the only possible solution is the trivial constant solution for u and v.
Under this hypothesis, the previous conditions read
fx = −gy + ζ1(ξ)x
−1, (1.3.89)
fy = −gx + gyζ2(ξ) + ζ3(ξ)x
−1, (1.3.90)
(gy +D1 (gy)) (ζ2(ξ) sin(2J(ξ)) − 2 cos(2J(ξ))) = 0, (1.3.91)
where the functions of one variable ζi, i = 1, 2, 3 are arbitrary. The left member
of (1.3.91) being composed of two factors, we must consider two possibilities.
a.We first suppose that
gy +D1 (gy) = 0. (1.3.92)
In this case, we find that the functions f and g take the form
f(x, y) = −
∫ ξ(x,y) ζ1(ξ) − ζ ′4(ξ)
ξ
dξ+ω4 ln(y) −ω1y+ω5,
g(x, y) =ζ4(ξ) +ω2 ln(x) +ω1x +ω3,
(1.3.93)
where the functions ζ1(ξ), ζ4(ξ) are arbitrary and the functions ζ2(ξ), ζ3(ξ),
were chosen to solve the compatibility conditions on mixed derivatives of f re-
lative to x and y. We now introduce the solution (1.3.93) in the system (1.3.89),
(1.3.90), which leads to an ODE system for F and G, that we omit due to its
complexity, and for which the solutions take the form of quadratures
F(ξ) =
∫ (
−ζ ′4(ξ) +
ζ1(ξ)
ξ
+
(ω4 +ω2ξ) sin(2J(ξ))
ξ ((ξ2 − 1) sin(2J(ξ)) + 2ξ cos(2J(ξ)))
)
dξ + c5,
G(ξ) =
∫
(−ζ1(ξ) + ξF
′(ξ))dξ + c4, c4, c5 ∈ R.
(1.3.94)
The last step is to introduce (1.3.93) and (1.3.94) in the Ansatz (1.3.86). Then the
velocities are
u(x, y) = −
1
2
c5 cos(2J(y/x))
c1
+
∫y/x c6 sin(2J(ξ))J ′(ξ)
c1ξ
dξ + c6 ln(y) − c4y+ c7,
v(x, y) =c5 ln(x) + c4x+
∫y/x
c−11 c5ξ sin(2J(ξ))J
′(ξ)dξ−
1
2
c6 cos(2J(ξ))
c1
+ c8f,
(1.3.95)
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where the ci are integration constants. So, we obtain a solution of the system
(1.1.1) by defining the angle θ by (1.3.9), (1.3.82), themean pressure σ by (1.3.83)
and the velocities u and v by (1.3.95), with ξ(x, y) = y/x.
b.Suppose now that the condition (1.3.91) is satisfied by requiring
ζ2(ξ) = 2 cot(2J(ξ)). (1.3.96)
Then, applying the compatibility condition on mixed derivative of f relative to
x and y to the equations (1.3.89), (1.3.90), and considering ζ2 given by (1.3.96),
we conclude that the function gmust solve the equation
gxx(x, y) + 2 cot(2J(ξ))gxy(x, y) − gyy(x, y)
+ 4x−1ξ
(
ξ + cot2(2J(ξ))
)
J ′(ξ)gy(x, y) + x
−2 (ζ ′3(ξ)ξ+ ζ
′
1(ξ) + ζ3(ξ)) = 0.
(1.3.97)
It’s a hyperbolic equation everywhere in the domain where J is defined. So, we
introduce the change of variable
φ(x, y) =x exp
(∫ξ(x,y) sin(2J(ξ))
1+ cos(2J(ξ)) + ξ sin(2J(ξ))
dξ
)
,
ψ(x, y) =x exp
(∫ξ(x,y) sin(2J(ξ))
−1+ cos(2J(ξ)) + ξ sin(2J(ξ))
dξ
)
,
(1.3.98)
which brings the equation (1.3.97) to the simplified form
gφ,ψ +
c1
2
(
sin(2J(φ,ψ))gφ
ψ(cos(2J(φ,ψ))) + 1
−
sin(2J(φ,ψ))gψ
φ(cos(2J(φ,ψ)) − 1)
)
−
1
4J(φ,ψ)
(
sin(2J(φ,ψ))ξ2 − sin(2J(φ,ψ))
+ 2ξ cos(2J(φ,ψ)) (ζ3(ξ) + ζ ′1(ξ) + ξζ
′
3(ξ))
)
= 0,
(1.3.99)
where J(φ,ψ) is defined by (1.3.39). To solve the equation (1.3.99) more easily,
we define the function ζ3 by
ζ3(ξ) =
−ζ1(ξ) + J(ξ) +ω1
ξ
. (1.3.100)
So, the solution of (1.3.99) is
g(φ,ψ) = −2−1
(
ω1 − 2
−1 ln(ψ/φ)
)
cos (c1 ln(ψ/ψ)) − (4c1)−1 sin (c1 ln(ψ/φ)) ,
(1.3.101)
which, returning to the initial variables, takes the form
g(x, y) = −2−1
(
ω1 − 2
−1c−11 J(y/x)
)
cos(2J(y/x)) − (4c1)−1 sin(2J(y/x)) +ω2.
(1.3.102)
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After the introduction of the solution (1.3.102) for g, the function f is given by
quadrature from the equations (1.3.89), (1.3.90). The obtained solution for f is
f(x, y) =
(∫ ξ(x,y) (c1ω1 − J(ξ)) sin(2J(ξ))J ′(ξ)
c1ξ
dξ
)
−
∫ ξ(x,y) ζ1(ξ)
ξ
dξ
+ (c1 + 1)ω1 ln(y) +ω3.
(1.3.103)
We now introduce (1.3.102), (1.3.103), in (1.3.87), (1.3.88), and get F and G by
quadrature in the form
F(ξ) =
∫ξ(x,y) ζ1(ξ)
ξ
dξ+
∫ξ(x,y) (ω1 + J(ξ)) sin(2J(ξ))J ′(ξ)
c1ξ
dξ,
G(ξ) = −(1/2)c−11 ((ω1 + J(ξ)) cos(2J(ξ)) + 2 sin(2J(ξ))) .
(1.3.104)
Finally, the substitution of (1.3.102), (1.3.103) and (1.3.104) in (1.3.86) provides
the solution to (1.1.1.c), (1.1.1.d) :
u(x, y) =(c1 + 1)c4 ln(y) +
∫y/x c4(c1 + 1) sin(2J(ξ))J ′(ξ)
c1ξ
dξ+ c5,
v(x, y) = −
c4(c1 + 1) cos(2J(y/x))
c1
+ c6,
(1.3.105)
where the ci are integration constants. So, we have a solution of the system
(1.1.1) by implicitly defining the angle θ by (1.3.9), (1.3.82), the mean pressure
by σ by (1.3.83) and the velocities u and v by (1.3.105), with ξ(x, y) = y/x.
1.3.2.2. Additive separation for the velocities u and v when c1 = 0.
Now, we consider the case where c1 = 0 in (1.3.81). Then the solutions for θ
and σ are given by (1.3.85). We still suppose the solution for u and v in the form
(1.3.86). The procedure is the same as the previous case until we obtain the
conditions (1.3.89), (1.3.90) and (1.3.91). We must again consider two distinct
cases.
(a.) We first suppose that the condition (1.3.92) is satisfied. Then, the func-
tions f and g are defined by
f(x, y) =
∫ξ(x,y)
(ζ2(ξ) + ξ)ζ
′
4(ξ) − ζ3(ξ)dξ−ω1y+ω3,
g(x, y) =ζ4(ξ(x, y)) +ω1x +ω2, ωi ∈ R, i = 1, 2, 3,
(1.3.106)
where the ζi,= 1, 2, 3, are arbitrary functions of one variable and to simplify the
expression for f and gwe have chosen ζ1(ξ) =
(
1− ζ2(ξ)ξ− ξ
2
)
ζ4(ξ)−ξζ3(ξ).
We substitute (1.3.106) in the equations (1.3.87) and (1.3.88) to determine F and
G. We conclude that F(ξ) is an arbitrary function, while G(ξ) is expressed in
49
term of a quadrature by
G(ξ) =
∫ (
F ′(ξ)ξ+
(
ξζ2(ξ) − 1+ ξ
2
)
ζ ′4 − ξζ3(ξ)
)
dξ. (1.3.107)
We finally obtain the solution u and v by introducing (1.3.106), (1.3.107) in
(1.3.86) and, to simplify, by choosing
ζ3(ξ) = − (ζ2(ξ) + ξ) ζ
′
4(ξ),
which gives
u(x, y) = − c2y+ F
′(y/x),
v(x, y) =c2x + (y/x)F
′(y/x) − F(y/x),
(1.3.108)
where F is a arbitrary function of one variable. A solution of the system (1.1.1)
consists of the angle θ and the pressure σ defined by (1.3.85) with the velocities
defined by (1.3.108). For example, if we choose the arbitrary function to be an
elliptic function, that is
F(ξ) = dn
(
b1π
(
1− e−b2ξ
2
)
, ρ
)
,
and we set the parameters as k = 0.027, ǫ = 1, ω1 = 0, b1 = 2, b2 = 2,
ρ = 1/2, then we can trace (see figure 1.4) an extrusion die for a feeding speed
of U0 = 0.75 and an extraction speed U1 = 1. The curve C1 on the figure 1.4
delimits the plasticity region at the mouth of the tool, while the x-axis does the
same for the output of the tool. This type of tool could be used to undulate a
plate. We can shape the tool by varying the parameters. For example, we can
vary the wave frequency setting the parameter b1. Moreover, one should note
that if the modulus ρ of the elliptic function is such that 0 ≤ ρ2 ≤ 1, then
the solution has one purely real and one purely imaginary period. For a real
argument χ, we have the relations√
1− ρ2 ≤ dn(χ, ρ) ≤ 1.
FIGURE 1.4. Extrusion die corresponding to the solution (1.3.14), (1.3.108).
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b. Suppose that ζ2(ξ) is defined by (1.3.96) and for simplification we choose
in particular
ζ3(ξ) =
ζ1(ξ)
ξ
. (1.3.109)
Applying the mixed derivatives compatibility condition of f to the equations
(1.3.89), (1.3.90), we get the following ODE for the function g :
gxx − gyy − 2 cot(2J(ξ))gxy −
4ξJ ′(ξ)gy
x sin2(2J(ξ))
= 0. (1.3.110)
By the change of variable
ξ(x, y) = y/x, η(x, y) = x2 + y2, (1.3.111)
we reduce the PDE (1.3.110) in term of x and y, to the much simpler PDE in
term of ξ and η,
gξη +
ξgη
ξ2 + 1
= 0, (1.3.112)
which has the solution
g(ξ, η) = ζ4(ξ) +
ζ5(η)√
ξ2 + 1
, (1.3.113)
where ζ4 and ζ5 are arbitrary functions of one variable. Then, we find the solu-
tion for f by integration of the PDE (1.3.89), (1.3.90), with ζ3 given by (1.3.109),
f(x, y) = −
∫ ξ(x,y) ζ1(ξ) − ζ ′4(ξ)
ξ
dξ−
yζ5(η(x, y))√
η(x, y)
+ c2. (1.3.114)
By the substitution of (1.3.113) and (1.3.114) in the equations (1.3.87), (1.3.88),
we find that F is an arbitrary function of one variable and G is defined by
G(ξ(x, y)) =
∫ξ(x,y)
(−ζ1(ξ) + F
′(ξ)ξ)dξ + c3. (1.3.115)
So, we introduce (1.3.113), (1.3.114) and (1.3.115) in (1.3.86) and after an appro-
priate redefining of ζ1, ζ4 and ζ5, the solution to (1.1.1.c), (1.1.1.d) is provided
by
u(x, y) = K ′(y/x)−yH(x2+y2)+c2, v(x, y) = −K
′(y/x)+ξK(ξ)+xH(x2+y2)+c1,
(1.3.116)
whereH, K are arbitrary functions of one variable. The velocities (1.3.116) toge-
ther with the angle and pressure defined by (1.3.85) solve the system (1.1.1). For
example, a tool corresponding to the solution (1.3.116)withH(η) = 2 exp(−0.1η),
K(ξ) = ξ and for feeding and extraction speed given respectively by U0 = 1.05
andU1 = 1.05. It is shown in figure 1.5. The plasticity region limits correspond
to the curves C1 and C2. This tool is symmetric under the reflection x 7→ −x.
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Moreover, the top wall of the tool almost makes a complete loop, and this lets
one suppose that we could make a ring in a material by extrusion.
FIGURE 1.5. Extrusion die corresponding to the solution (1.3.14), (1.3.116).
1.3.2.3. Multiplicative separation for the velocities u and v when c1 6= 0.
Consider the solutions of (1.1.1.a), (1.1.1.b), given by the angle θ(x, y) =
J(y/x) with J defined by (1.3.82) and the pressure σ defined by (1.3.83). We
require the solutions for u and v in the multiplicative separated form
u(x, y) = f(x, y)F(ξ(x, y)), v(x, y) = g(x, y)G(ξ(x, y)), (1.3.117)
where ξ(x, y) = y/x and f, g, F, G are to be determined. The Ansatz (1.3.117)
on the velocities brings the system (1.1.1.c), (1.1.1.d) , to the form[
fyF+ x
−1fF ′(ξ) + gxG(ξ) − x
−1ξgG ′(ξ)
]
sin(2J(ξ))
+
[
fxF(ξ) − x
−1ξfF ′ − gyG − x
−1gG ′
]
cos(2J(ξ)) = 0,
[fxF(ξ) + gyG(ξ)] − ξfF
′(ξ) + gG ′(ξ) = 0.
(1.3.118)
To reduce the PDE system (1.3.118) to an ODE system involving F and G in
term of ξ, we act with the operator D1, defined by (1.2.1), and annihilate the
function of ξ present in (1.3.118). This leads to conditions on f and g that do
not involve F, G and their derivatives. There are three cases to consider, that is
(a) D1 (gy/g) 6= 0, D1
(
D1(f/g)
D1(xgy/g)
)
6= 0,
(b) D1 (xgy/g) 6= 0, D1
(
D1(f/g)
D1(xgy/g)
)
= 0,
(c) D1(xgy/g) = 0.
(1.3.119)
In this paper, we present the details for the cases (a) and (c).
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(a) We first suppose that the condition (1.3.119.a) is satisfied. In this case,
the function fmust be solution of the PDE system
fx = − x
−1ξζ1(ξ)f+ ζ2(ξ)gy − x
−1 (ζ2(ξ)ζ
′
1(ξ) − ζ
′
2(ξ))g,
fy =x
−1ζ1(ξ)f+ ζ2(ξ)gx − 2ζ2(ξ) cot(2J(ξ))gy
+ (ζ2(ξ)ζ
′
1(ξ) − ζ
′
2(ξ))
ξ sin(2J(ξ)) + 2 cos(2J(ξ))
x sin(2J(ξ))
g,
(1.3.120)
where ζ1, ζ2 are two arbitrary functions of one variable. For the system (1.3.120)
to be compatible, the function gmust satisfy the PDE
gxx − 2 cot(2J(ξ))gxy − gyy + 2x−1ζ2(ξ)−1 (ξ+ cot(2J(ξ))) ζ3(ξ)gx
+ 2x−1
[
(ξ− cot(2J(ξ))) ζ3(ξ) − 2ξ sin−2(J(ξ))J ′(ξ)
]
gy
+ x−2ζ2(ξ)
−1
(
[4ξJ ′(ξ) sin−2(2J(ξ)) +
(
ξ2 − 1+ 2ξ cot(2J(ξ))
)
ζ ′1(ξ)
− 2ξ− 2 cot(2J(ξ))]ζ3(ξ) −
(
ξ2 − 1+ 2ξ cot(2J(ξ))
)
ζ ′3(ξ)
)
g = 0,
(1.3.121)
where we used the notation ζ3(ξ) = ζ2(ξ)ζ ′1(ξ) − ζ
′
2(ξ) to shorten the expres-
sion. The equation (1.3.121) is difficult to solve for arbitrary ζ1, ζ2, but if we
make the particular choice
ζ2(ξ) = ω2 exp(ζ1(ξ)), ω2 ∈ R, (1.3.122)
then the PDE (1.3.121) reduces to
gxx − 2 cot(2J(ξ))gxy − gyy − 4x−1ξJ ′(ξ) sin−2(J(ξ))gy = 0, (1.3.123)
which is solved by the function
g(x, y) = ω3x+ω4 cos(2J(y/x)) +ω5, ω3, ω4, ω5 ∈ R. (1.3.124)
With g given by (1.3.124) and ζ2(ξ) by (1.3.122), the system (1.3.120) is compa-
tible. Consequently, f is expressed in term of a quadrature. We find
f(x, y) =2 exp(ζ1(y/x))ω2ω4
∫y/x
ξ−1 sin(2J(ξ))J ′(ξ)dξ
+ exp(ζ1(y/x)) (ω2ω3 + 2ω2ω4c1 ln(y) +ω6)
(1.3.125)
With f given by (1.3.125) and g by (1.3.124), the solutions for F and G of the
system (1.3.118) are
F(ξ) = ω1 exp(−ζ1(ξ)), G(ξ) = ω2. (1.3.126)
By introducing (1.3.124), (1.3.125), (1.3.126) in (1.3.117) and redefining the free
parametersωi, i = 1, 2, 3, 4, the solutions of (1.1.1.c), (1.1.1.d), for the velocities
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u and v is
u(x, y) = 2c4
∫y/x
ξ−1 sin(2J(ξ))J ′(ξ)dξ+ c5y+ 2c1c4 ln(y) + c6,
v(x, y) = −c5x − c4 cos(2J(y/x)) + c7,
(1.3.127)
where the ci, i = 1, . . . , 7, are integration constants and J is defined by (1.3.82).
So, we have a solution of the system (1.1.1) composed of the angle θ in the form
(1.3.9) with J given implicitly by (1.3.82) together with the pressure σ (1.3.83)
and the velocities (1.3.127).
(c) Suppose now that the condition(1.3.119.c) is satisfied. In this case, the
solution g takes the form
g(x, y) = h1(x)ζ1(ξ(x, y)) (1.3.128)
and the function fmust be solution of
fx =x
−1ξζ ′2(ξ)f+ x
−1ζ3(ξ)h1(x),
fy =− 2x
−1h1(x)ζ3(ξ) cot(2J(ξ))
+ e−ζ2(ξ)
(∫y/x
eζ2(ξ)ζ3(ξ)dξ−ω2
)
h ′1(x) − x
−1 [ζ ′2(ξ) + ξζ3(ξ)] .
(1.3.129)
We omit, due to its complexity, the expression of the compatibility condition on
the mixed derivative of f relative to x and y. Nevertheless, making the specific
choice
h1(x) = 1, ζ2(ξ) = ln
(
sin(2J(ξ))
(ξ2 − 1) sin(2J(ξ)) + 2ξ cos(2J(ξ))
)
− ln(ζ3(ξ)),
(1.3.130)
the system (1.3.129) turns out to be compatible and the solution to (1.3.129) is
f(x, y) =ζ3(y/x)
(
c−11
(
1− (y/x)2
− 2(y/x) cot(2J(y/x))
) ∫y/x
ξ−1 sin(2J(ξ))J ′(ξ)dξ
+
[
1− (y/x)2 − 2(y/x) cot(2J(y/x))
]
(lny−ω4)
)
.
(1.3.131)
The substitution of (1.3.131), (1.3.128) and (1.3.130) in the system (1.3.118) re-
sults in an ODE system for F and G, omitted due to its complexity, which has
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the solution
F(ξ) =
ω1 sin(2J(ξ))
ζ3(ξ) ((ξ2 − 1) sin(2J(ξ)) + 2ξ cos(J(ξ)))
,
G(ξ) = ζ1(ξ)
−1 (ω1 cos(2J(ξ)) −ω2) .
(1.3.132)
We finally, obtain a solution for the system (1.1.1.c), (1.1.1.d), by the substitu-
tion of (1.3.131) and (1.3.132), with h1(x), ζ2(ξ), defined by (1.3.130), in (1.3.117).
This leads to
u(x, y) = −c4 ln(y) − c−11 c4
∫y/x
ξ−1 sin(2J(ξ))J ′(ξ)dξ+ c5,
v(x, y) = (1/2)c−11 ω1 cos(2J(y/x)) + c6, c1, c4, c5, c6 ∈ R.
(1.3.133)
So, the system (1.1.1) is solved by the angle θ in the form (1.3.9) with J impli-
citly defined by (1.3.82), together with the pressure σ (1.3.83) and the velocities
(1.3.133).
1.3.2.4. Multiplicative separation for the velocities u and v when c1 = 0.
Consider now the case where c1 = 0 in (1.3.81) so the solution of (1.1.1.a),
(1.1.1.b), for θ and σ is (1.3.85). We suppose that the velocities u and v are in the
form (1.3.117). Introducing this form for the velocities and θ defined by (1.3.85)
in the equations (1.1.1.c), (1.1.1.d), leads to the system (1.3.118) which reduces
to a ODE system for F and G if the functions f and g satisfy the condition
(1.3.119). The three different constraints (1.3.119) must be considered separa-
tely.
(a) In the first case, where we consider that the conditions (1.3.119.a) are sa-
tisfied, the functions f and g must verify the system (1.3.120), (1.3.121). Chan-
ging the variables (x, y) to new variables (ξ, η) defined by
ξ(x, y) = y/x, η(x, y) = x2 + y2, (1.3.134)
and considering θ given by (1.3.85), the system (1.3.120),(1.3.121), becomes
fξ = −ζ1(ξ)f− ξ
−1ζ2gξ − ξ
−1 (ζ ′2(ξ) − ζ1(ξ)ζ2(ξ))g,
fη = ξζ2(ξ)gη,
(1.3.135)
gξη
gη
+
ζ ′2(ξ)
ζ2(ξ)
+ ζ1(ξ) + ξ(ξ
2 + 1)−1 = 0, (1.3.136)
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where ζ1(ξ), ζ2(ξ) are arbitrary functions of one variable. The solution of the
system (1.3.135), (1.3.136), for f and g as function of ξ and η is
f(ξ, η) =ξζ2(ξ)
(
K(ξ) + ζ2(ξ)
−1(1+ ξ2)−1/2
(
H(η)e−
∫
ζ1(ξ)dξ
))
− e−
∫
ζ1(ξ)dξ
( ∫
ξ−1(ξ2 + 1)
[
ζ2(ξ)
+
(
ζ1(ξ) + ξ(ξ
2 + 1)−1ζ2(ξ)
)
H(ξ) + ζ2(ξ)K
′(ξ)
]
dξ−ω1
)
,
g(ξ, η) =K(ξ) +
(
e
∫
ζ1(ξ)dξζ2(ξ)
√
ξ2 + 1
)
,
(1.3.137)
where the functions K(ξ) and H(η) are arbitrary functions of one variable. In-
troducing f and g expressed in the initial variables x, y, by the substitution of
(1.3.134) in (1.3.128), the system (1.3.118) is reduced to an ODE system for the
functions F and G in term of ξwhich have the solution
F(ξ) = ω1e
∫
ζ1(ξ)dξ, G(ξ) = −ω1ζ2(ξ)e
∫
ζ1(ξ)dξ. (1.3.138)
Finally, redefining
ζ2(ξ) = −(ω1K(ξ))
−1 exp
(∫
ζ1(ξ)dξ
)
Q(ξ), H(η) = ω−11
√
ηP(η)
whereQ(ξ), P(η) are arbitrary functions, and doing the substitution of (1.3.137)
and (1.3.138) in (1.3.117), we obtain the solution of (1.1.1.c), (1.1.1.d), for velo-
cities u and v given by
u(x, y) = yP(x2 + y2) − x−1yQ(y/x)
∫y/x
ξ−1
(
(ξ2 + 1)Q ′(ξ) + ξQ(ξ)
)
dξ + c2,
v(x, y) = Q(y/x) − xP(x2 + y2),
(1.3.139)
This solution for velocities together with θ and σ defined by (1.3.85) solves the
initial system (1.1.1).
(b)Consider now that the functions f and g satisfy the constraint (1.3.119.b).
Then they take the form
f(x, y) = ζ1(y/x), g(x, y) = ζ2(y/x), (1.3.140)
where ζ1 and ζ2 are arbitrary functions of one variable. Since the functions f
and g depend only on the symmetry variable and the velocities u and v have
the form (1.3.117), it is equivalent to consider that
u(x, y) = F(ξ(x, y)), v(x, y) = G(ξ(x, y)). (1.3.141)
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If we suppose that u and v are in the form (1.3.141), then the solution of (1.1.1)
consists of the angle θ and the pressure σ given by (1.3.85) together with the
velocities
u(x, y) = F(y/x), v(x, y) =
∫y/x
ξF ′(ξ)dξ+ c3, (1.3.142)
where F is an arbitrary function of one variable.
(c) The third case to consider is when f and g obey the conditions (1.3.119.c),
so they take the form
f(x, y) =ω3x
1+ω2(y/x)(1+ω2)/2(x−1(x2 + y2))ω2/4,
g(x, y) =x1+ω2ζ1(y/x),
(1.3.143)
where ζ1(ξ) is an arbitrary function of one variable. Thenwe introduce (1.3.143)
in (1.3.118) and solve for F and G. The solution is
F(ξ) = ω1ζ
−1
1 (ξ)ξ
(1−ω2)/2(ξ2 + 1)ω2/4, G(ξ) = (ξ2 + 1)ω2/2. (1.3.144)
Finally, substitution of f, g, F, G, given by (1.3.143) and (1.3.144), in (1.3.118)
gives, after redefining the parameters ωi in a convenient way, the solution for
u and v of the equations (1.1.1.c), (1.1.1.d),
u(x, y) = c3y(x
2 + y2)ω2/2, v(x, y) = −c4x(x
2 + y2)ω2/2, (1.3.145)
where c3, c4 are integration constants. The velocities u and v together with the
angle θ and the pressure σ given by (1.3.85) constitute a solution for the system
(1.1.1). This solution is just a subcase of the previous one corresponding to the
condition (1.3.119.a) and the choice Q(ξ) = 0, P(η) = ηω2/2 in (1.3.139).
1.3.3. Solution for θ in terms of the invariant σ(x, y) + a1x+ a2y.
The subalgebras L2,28 to L2,31 do not have symmetry variables, that is an
invariant depending on x and y only, but they all have an invariant in the form
σ+ a1x+ a2y for appropriate values of a1, a2. So, we suggest θ in the form
θ(x, y) = J(τ(x, y)), (1.3.146)
where
τ(x, y) = σ(x, y) + a1x + a2y. (1.3.147)
The function τ(x, y) is to be determined since it depends on one of the unk-
nown quantities, that is σ(x, y). Consequently, finding the function τ also de-
termines the pressure σ(x, y). We first introduce θ given by (1.3.146) in the
system (1.1.1.a), (1.1.1.b), which leads, after the elimination of σ(x, y) with the
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use of (1.3.147), to the system
τx(x, y) =
a1 + 2k (a1 cos(2J(τ(x, y))) + a2 sin(2J(τ(x, y)))) J ′(τ(x, y))
1− 4k2J ′(τ(x, y))
,
τy(x, y) =
a2 + 2k (a1 sin(2J(τ(x, y))) − a2 cos(2J(τ(x, y)))) J ′(τ(x, y))
1− 4k2J ′(τ(x, y))
,
(1.3.148)
of the two PDE for the function τ(x, y) using the compatibility conditions on
mixed derivatives of τ relative to x and y, we deduce the second order ODE
for the function J(τ)
J ′′(τ) +
4k
(
a21 + a
2
2
)
(a22 − a
2
1) sin(2J(τ)) − 2a1a2 cos(2J(τ))
(J ′(τ))3
+ 2
2a1a2 sin(2J(τ)) + (a22 − a
2
1) cos(2J(τ))
(a22 − a
2
1) sin(2J(τ)) − 2a1a2 cos(2J(τ))
(J ′(τ))2 = 0.
(1.3.149)
The solution of the previous equation is
J(τ) =
1
2
arctan
(
µτ− λ
√
λ2 + µ2 − τ2
λτ + µ
√
λ2 + µ2 − τ2
)
, (1.3.150)
where
λ = (c1/2)
(
a22 − a
2
1
)
, µ = k(a21 + a
2
2)(a
2
2 − a
2
1)
−1 − c1a1a2, c1 ∈ R.
(1.3.151)
The solution of (1.3.148) for τ takes the implicit form
κ1 sin(2J(τ+c2))+κ2 cos(2J(τ+c2))+x+κ3y+c3 = 0, c2, c3 ∈ R, (1.3.152)
where
κ1 = c1a2+
2ka1
a21 − a
2
2
, κ2 =
c21(a
2
1 − a
2
2)
2 − 4k2
2c1a1(a
2
1 − a
2
2) + 4ka2
, κ3 =
c1a2(a
2
1 − a
2
2) + 2k
2a1
c1a1(a
2
1 − a
2
2) + 2ka2
.
(1.3.153)
Then we introduce (1.3.150) in (1.3.152) and we solve for τ to obtain the solu-
tion in the explicit form
τ(x, y) = −
µκ1 + λκ2
κ21 + κ
2
2
(x+κ3y+c3)±
√(
κ21 + κ
2
2 − (x+ κ3y+ c3)
2
)
(λκ1 − µκ2)2
κ21 + κ
2
2
,
(1.3.154)
where κ1, κ2, κ3 are given by (1.3.153) and λ, µ are defined by (1.3.151). Finally,
the solution to the PDE (1.1.1.a) and (1.1.1.b) is
θ(x, y) = J(τ(x, y)), σ(x, y) = τ(x, y) − (a1x+ a2y), (1.3.155)
with τ(x, y) defined by (1.3.154) and J by (1.3.150).
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1.3.3.1. Additive separation for the velocities u and v.
Finally, we search for a solution to the PDE (1.1.1.c), (1.1.1.d), in the additive
separated form
u(x, y) = f(x, y) + F(τ(x, y)), v(x, y) = g(x, y) +G(τ(x, y)), (1.3.156)
where τ(x, y) is given by (1.3.154).We substitute (1.3.156) in the system (1.1.1.c),
(1.1.1.d), to obtain
(fy + τyF
′(τ) + gx + τxG
′(τ)) sin(2J(τ))
+ (fx + τxF
′(τ) − gy − τyG
′(τ)) cos(2J(τ)) = 0,
fx + τxF
′(τ) + gy + τyG
′(τ) = 0.
(1.3.157)
We want this system to reduce to a ODE system for τ. This is the case if the
functions f and g satisfy some conditions. In order to find these conditions, we
act on the system (1.3.157) with the annihilator of τ defined by
Lτ = −τy∂x + τx∂y. (1.3.158)
The result is that f and gmust obey the PDE system
fx = ζ1(τ) − gy,
fy = −gx + 2 cot(2J(τ))gy + ζ2(τ),
(1.3.159)
where ζ1, ζ2 are arbitrary functions of one variable. The compatibility condition
on mixed derivative of f relative to x and y leads to the following PDE for g :
gxx − 2 cot(2J(τ))gxy − gyy +
4τxJ
′(τ)
sin2(2J(τ))
gy + ζ
′
1(τ)τy − ζ
′
2(τ)τx = 0. (1.3.160)
Any solutions f and g of the system consisting of (1.3.159) and (1.3.160) reduce
the system (1.3.157) to an ODE system for F and G in term of τ. The general
solution of (1.3.160) is hard to find, but we give as an illustration a particular
solution for g. We make the specific choice
ζ1(τ) = ω1, ζ2(τ) = −
2ω2 cos(2J(τ))
sin(2J(τ))
+ω3, (1.3.161)
where ω1, ω2 and ω3 are free real parameters. Considering ζ1(τ), ζ2(τ) given
by (1.3.161), the solution for g(x, y) of the equation (1.3.160) is
g(x, y) = ω4x +ω2y, ω4 ∈ R. (1.3.162)
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We introduce (1.3.161) and (1.3.162) in the system (1.3.159) and we solve it to
find
f(x, y) = (ω1 −ω2)x+ (−ω4 +ω3)y+ω5, ω6 ∈ R. (1.3.163)
Using (1.3.162) and (1.3.163), the solutions F(τ) andG(τ) of the system (1.3.157)
are
F(τ) = κ4 sin(2J(τ)) + κ5 cos(2J(τ)) + c4,
G(τ) = κ6 sin(2J(τ)) + κ7 cos(2J(τ)) + c5,
(1.3.164)
where c4, c5 are integration constants and
κ4 = (ω1 −ω2)
(
a2c1 +
2ka1
a21a
2
2
)
, κ5 = (1/2)(a1ω1 − a2ω3)c1 +
a2ω1 − a1ω3
a21 − a
2
2
,
κ6 = (a1c1 −
2ka2
a21 − a
2
2
)ω2, κ7 = (1/2)(a1ω3 − a2ω1)c1 +
a2ω3 − a1ω1
a21 − a
2
2
.
Finally, the solutions of (1.1.1.c), (1.1.1.d), for the velocities u and v are
u(x, y) =(ω1 −ω2)x+ (−ω4 +ω3)y+ κ4 sin(2J(τ(x, y)))
+ κ5 cos(2J(τ(x, y))) + c4,
v(x, y) =ω4x +ω2y + κ6 sin(2J(τ(x, y))) + κ7 cos(2J(τ(x, y)) + c5,
(1.3.165)
where the function J is defined by (1.3.150). The velocities (1.3.165) together
with the angle θ and the pressure σ defined by (1.3.155) in which J and τ are
respectively defined by (1.3.150) and (1.3.154) solve the system (1.1.1).
1.4. CONCLUDING REMARKS AND FUTURE OUTLOOK
The main goal of this paper was to construct analytic solutions of the sys-
tem (1.1.1) modelling the planar flow of a ideal plastic material and to use
the flow described by these solutions to deduce possible shapes of extrusion
dies. The group theoretic language appears to be a very useful tool to obtain
these solutions in the analysis of their admissible flow and their properties. The
main benefit of using group analysis is that we can find several classes of solu-
tions from a totally algorithmic procedure without using additional constraints
but proceeding only with the considered PDE system. We made an analysis
of the symmetries of the system (1.1.1) modelling a planar flow of an ideal
plastic material and we computed its infinitesimal symmetry generators. Sub-
sequently, using these symmetries, we applied the SRM to find G-invariant
solutions of this system and this led to several solution classes. Many types
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of solutions were found. For example we got rational algebraic (1.3.31), trigo-
nometric (1.3.31), inverse trigonometric (1.3.13), implicit (1.3.82) and some so-
lutions in term of one or two arbitrary functions of one variable (see (1.3.108)
and (1.3.116)), which can be chosen to be Jacobi elliptic functions. Some others
obtained solutions are expressed in term of quadratures (1.3.46) that must be
solved numerically. However, it is more simple to numerically solve these qua-
dratures than to completely integrate the reduced equations numerically.
The application of the method discussed above yielded several families of
tools that can be used for the extrusion of ideal plastic materials. For each solu-
tion family one may draw extrusion dies corresponding to compatible choices
(with the flow lines of the solution for the velocities u and v) for given angles
and feeding velocities. Since we are free to choose the parameters in the solu-
tions and to select which lines of flow to use, we consequently have a wide va-
riety of tools for each class of solutions. One should note that the similarity so-
lutions corresponding to the additive separation of the velocities is particularly
interesting since it is expressed in term of arbitrary functions and this enlarges
the variety of possible tools. In this paper, we have drawn some examples of
possible extrusion dies. For example we traced a tool that could curve a mate-
rial in the figure 1.1 and one in the shape of a deformed cross admitting two
mouths to feed the tool. A tool that could be used to thin a plate is shown in
figure 1.3 and one to wave a plate in figure 1.4. A particularly interesting tool
from the applications standpoint is shown in figure 1.5. It might be used to
shape a ring by extrusion.
The method of characteristics [67] has already been used to obtain some
solutions of the system (1.1.1). However, with this method one is constrained
to require the curves limiting the plasticity region to be characteristic curves.
This is not, in general, the case for G-invariant solutions. Generally, when we
use the method of characteristics to find solutions of (1.1.1), we obtain u and v
by numerical integration along the characteristics (as in [17]), while the use of
the SRM ables us to find some classes of analytical solutions not covered by the
method of characteristics. In this context, a natural question arise : what phy-
sical insight does one gain from exact analytic particular solutions. A partial
answer is that they show up qualitative features that might be very difficult to
detect numerically : the existence of different types of periodic solutions and
different type of localized solutions. Stable solutions should be observable and
should also provide a good starting point for perturbative calculations.
The next step of this work is a systematic Lie group analysis of the symme-
tries of the nonstationary system in a 2 + 1 dimensional modelling plane flow
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of an ideal plastic material. We expect that the SRM will lead to wider classes
of physically important solutions and consequently to new extrusion dies.
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62TABLE 1.2. List of one-dimensional subalgebras and their invariants. To simplify the notation, we noted the
invariants F1 = F, F2 = G, F3 = H. The index i in Li,j corresponds to the subalgebra dimension and the index j
to the number of the subalgebra.
symmetry Invariants
No subalgebra parameters variable ξ F G H
L1,1
{αP1 + a
α(1 − δ0a)P2 + βP3} a 6= −α a
α(δ0a − 1)x + αy u v σ −
β(x+y)
α+aα(1−δ0a)
where δ0a =
{
1 if a = 0
0 if a 6= 0
a = −α y u v σ − βx
L1,2 {αP1 + a
αP2 + βP3 + αP4 + (1− α)P5}
α 6= −a aαx − αy u − α x+y
α+aα
v −
(1−α)(x+y)
α+aα
σ − β x+y
α+aα
α = 1 = −a x + y −x + u v σ − x
L1,3 {B + αP1 + a
αP2 + βP3}
α 6= 1 6= −a aαx − αy u −
aα(x2−y2)−2αxy
2(a2α+α)
v −
α(x2−y2)+2aαxy
a2α+α
σ −
β(x+y)
α+aα
α = 1 = −a x + y x
(
x
2
+ y
)
+ u x
2
2
+ v σ − βx
L1,4 {D2 + αP1 + a
αP2 + bP3}
a 6= −α −aαx + αy ue
−
x+y
α+aα ve
−
x+y
α+aα σ − x+y
α+aα
x + y ue−x ve−x σ − bx
L1,5 {D1 + a
αD2 + bP3}
y
x
x−au x−av σ − b ln x
L1,6 {D1 +D2 + B + bP3}
y
x
u
x
+ y
x
ln x v
x
− ln x σ − b ln x
L1,7 {D1 + aP3 + αP4 + b
αP5}
y
x
u − α ln x v − bα ln x σ − a ln x
L1,8 {αP4 + a
αP5 + βP3} ξ1 = x, ξ2 = y (α + a
α)σ− β(u + v) αv − aαu
L1,9 {D2 + bP3} ξ1 = x, ξ2 = y σ − b lnu
u
v
L1,10 {B + αP3} ξ1 = x, ξ2 = y
α
y
u + σ x
y
u + v
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TABLE 1.3. List of two-dimensional subalgebras and their invariants. To simplify the notation, we denoted the
invariants F1 = F, F2 = G, F3 = H. The index i in Li,j corresponds to the subalgebra dimension and the index j
to the number of the subalgebra.
symmetry Invariants
No subalgebra parameters variable ξ F G H
L2,1 {P1 + aP2 + αP4, P3} ax + y −αx + u v
L2,2 {αP1 + a
αP2 + βP3, P3 +ωP4 + b
ωP5}
α + aα 6= 0 −aαx + αy −bωu +ωv σ −
β(x+y)
α+aα
−
δ(u+v)
ω+bω
α 6= 1 6= −a,
ω = −b = 1
−aαx + αy u + v σ −
β(x+y)
α+aα
− u−v
2
α = −a = 1,
ω + bω 6= 0
−aαx + αy −bωu +ωv σ − β x−y
2
− u+v
ω+bω
α = −a = 1,
ω = −b = 1
−aαx + αy u + v σ − β x−y
2
− u−v
2
L2,3
{
B + αP1 + a
αP2, βP4 + b
βP5 + P3
} aα 6= 0 −aαx + αy aαu + v − α
x2
2
− (1− α)xy +
y2
2
− (β + bβ)σ
aαu − v + α
x2
2
+ (1− α)xy
+
y2
2
− (β− bβ)σ
α = 1,
a = 0
y u + v − x
2
2
+ xy + (β + bβ)σ u − v + x
2
2
+ xy + (β − bβ)σ
L2,4 {D2 + αP1 + a
αP2 + bP3, P5}
α + aα 6= 0 −aαx + αy ue
−
x+y
α+aα σ −
b(x+y)
α+aα
α = −a = 1 x + y ue−
x−y
2 σ − x−y
2
L2,5 {αP1 + a
αP2 + βP3, ωP4 + b
ωP5}
b 6= 0,
α + aα 6= 0
−aαx + αy ue
−
x+y
α+aα σ −
b(x+y)
α+aα
b 6= 0,
α = −a = 1
x + y ue
−
x+y
α+aα σ −
b(x−y)
2
L2,6
{
B + αP1 + a
αP2, βP4 + b
βP5
}
b 6= 0 −aαx + αy
2
(
βv − bβv
)
+ α
(
(bβa − β)x2 − 2bβxy
)
+ (1− α)
(
−bβy2 − 2βxy
) σ
L2,7
{
B + αP1 + a
αP2 + P3, βP4 + b
βP5
} b 6= 0,
aα 6= 0
−aαx + αy βv − bβu − αβ x
2
2
− bβ y
2
2aα
− (1 − α)βxy σ − y
aα
b 6= 0,
α = 1, a = 0
y βv − bβu − β x
2
2
− bβxy σ − x
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Table 1.3 continued
L2,8
{
B + αP1 + a
αP2 + P3, βP4 + b
βP5
}
,
b 6= 0,
α + aα 6= 0
−aαx + αy v − α x
2
2
− (1 − α)xy σ− x+y
α+aα
b 6= 0,
α = 1, a = −1
x + y v − x
2
2
σ− x−y
2
L2,9
{
B + αP1 + a
αP2 + P3, βP4 + b
βP5
} b 6= 0
− aαx + αy
v − α x
2
2
− (1 − α)xy σ− x+y
α+aα
L2,10
{
B + αP1 + a
αP2 + P3, βP4 + b
βP5
}
,
b 6= 0,
α + aα 6= 0
−aαx + αy v σ− x+y
α+aα
b 6= 0,
α = 1, a = −1
x + y v σ− x−y
2
L2,11
{D2 + αP1 + a
αP2 + bP3, P4 + cP5} α + a
α 6= 0 −aαx + αy (v − cu)e
x+y
α+aα σ− b x+y
α+aα
α = 1, −a = 1 x + y (v − cu)e
x−y
α−aα σ− b x−y
α−aα
L2,12 {D1 +D2 + bP3, B + P3}
y
x
σ + u
y
− b lny σ− v
x
− b ln x
L2,13 {D1 +D2 + bP3, B + P3}
y
x
u − α ln x v − aα ln x
L2,14 {D1 +D2 + bP3, B + P3}
y
x
u − ln x bv + a ln x − σ
L2,15 {D1 +D2 + bP3, B + P3}
y
x
u − εσ + εa ln x v − bu − ln x
L2,16 {D1 + aD2 + bP3, P3}
y
x
ux−a vx−a
L2,17 {D1aP3, D2 + bP3}
y
x
b lnu + a ln x − σ v
u
L2,18 {D1 +D2 + B, P3}
y
x
u+y ln x
x
v+x ln x
x
L2,19 {D1 + aP3, D2}
y
x
v
u
σ− a ln x
L2,20 {D1 + aD2 + bP3, P4 + cP5} c 6= 0
y
x
(cu − v)x−a σ− b ln x
L2,21 {D1 +D2 + B + aP3, P4 + bP5} b 6= 0
y
x
bu−v+(x+by) ln x
x
σ− a ln x
L2,22 {D1 + aD2 + bP3, B}
y
x
(
u + x
y
u
)
x−a σ− b ln x
L2,23 {D1 + αP4 + a
αP5 + bP3, B}
y
x
−(αx+aαy) ln x+xu+yv
y
σ− b ln x
L2,24 {D1 + P4 + aP3, P5}
y
x
u − a ln x σ− b ln x
L2,25 {D1 + P5, P4 + aP5}
y
x
v − bu − ln x σ− a ln x
L2,26 {D1 + aD2 + bP4, P4}
y
x
vx−a σ− b ln x
L2,27 {D1 +D2 + B + aP3, P4}
y
x
v
x
− ln x σ− a ln x
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TABLE 1.4. List of two-dimensionnal subalgebras and their invariants. To simplify the notation, we denoted
the invariants F1 = F, F2 = G, F3 = H. The index i in Li,j corresponds to the subalgebra dimension and the index
j to the number of the subalgebra.
symmetry Invariants
No subalgebra parameters variable ξ F G H
L2,28 {P1 + aP2 + bP3, P2 + P4 + cP5 + αP3} (αa− b)x− αy+ σ ax− y+ u (ax− y)c+ v
L2,29 {P1 + aP2 + P3, P1 + bP2 + P4 + cP5} xb−ya−b + σ u+ −ax+ya−b v + c(−ax+y)a−b
L2,30 {P1 + aP3, P2 + bP3} a2 + α 6= 0 σ − (ax− αy) u v
L2,31
{D2 + αP1 + (1− α)P2 + aP3,
(1− α)P1 + b
1−αP2 + P3
} σ− α(ax+ y)− (1− α)
· ((1− ab1−α)x+ αy) ue
(−(1−α)(−b1−αx+y)−αx) ve(−(1−α)(−b
1−αx+y)−αx)
L2,32
{
D1αP4 + a
αP5 + bP3, βP1 + c
βP2
}
b 6= 0 σ − a ln(xbβ − βy) u−x
xβ−βy
v−βbx+(β−1)y
xbβ−βy
L2,33
{
D1 +D2 + bP3, βP1 + c
βP2
}
b 6= 0 σ − b ln(xcβ − βy) u− α ln(cβx − βy) v − aα ln(cβx− βy)
L2,34
{
D1 + aD2 + bP3, βP1 + b
βP2
}
b 6= 0 σ − b ln(cβx− βy) u(cβx− βy)−a v(cβx − βy)−a
TABLE 1.5. Subalgebra sort by the form of the invariant solution. The functions f, g, φ, γ depend on x, y and
F, G depend on ξ.
Ansatzs
No. ξ
u = f + F,
v = g + G
u = fF,
v = gG
u = f + φF,
v = g + γG
u = h(v) + fF u = Gh(v) + fF u = h(v) + f + φF v = q(u) + g + γG v = gq(u) + G
1 a1x + a2y
L1,1,L1,2,
L1,3,L2,1
L2,2,L2,3
L1,4, L2,4,L2,5 L2,6,L2,7
L2,8,L2,9
L2,10,L2,11
2 y
x
L1,7,L2,13,
L2,14,L2,15
L1,5,L2,16
L2,17
L1,6,L2,12,
L2,18
L1,9,L2,19,
L2,20
L2,22,L2,23 L1,8,L2,21,L2,24
L2,25,L2,26
L2,27
L1,10
3 a1x + a2y + σ
L2,28,L2,29
L2,30
L2,30
4 a3 ln(a1x + a2y) + σ L2,33 L2,34 L2,32

Chapitre 2
GROUP ANALYSIS OF AN IDEAL PLASTICITY
MODEL
Référence complète : V. Lamothe, Group analysis of an ideal plasticity model.
J. Phys. A : Math. Theor., 45, 285203, 2012.
abstract
A group analysis of a system describing an ideal plastic flow is made in order
to obtain analytical solutions. The complete Lie algebra of point symmetries
of this system are given. Two of the infinitesimal generators that span the Lie
algebra are original to this paper. A classification into conjugacy classes of all
one- and two-dimensional subalgebras is performed. Invariant and partially
invariant solutions corresponding to certain conjugacy classes are obtained
using the symmetry reduction method. Solutions of algebraic, trigonometric,
inverse trigonometric and elliptic type are provided as illustrations and other
solutions expressed in terms of one or two arbitrary functions have also been
found. For some of these solutions, a physical interpretation allows one to de-
termine the shape of feasible extrusion dies corresponding to these solutions.
The corresponding tools could be used to curve rods or slabs, or to shape a
ring in an ideal plastic material by an extrusion process.
2.1. INTRODUCTION
This work is an investigation of a system modelling the plane flow of an
incompressible ideal plastic material [11, 37, 43], defined by the following four
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equations :
(a) σx − 2k (θx cos 2θ+ θy sin 2θ) = 0,
(b) σy − 2k (θx sin 2θ − θy cos 2θ) = 0,
(c) (uy + vx) sin 2θ+ (ux − vy) cos 2θ = 0,
(d) ux + vy = 0,
(2.1.1)
where σx = ∂σ/∂x, etc. These partial differential equations (PDEs) form a hy-
perbolic system involving q = 4 dependent variables σ, θ, u, v and p = 2 in-
dependent variables x and y. The equilibrium equations (2.1.1.a) and (2.1.1.b)
correspond to the Cauchy differential equations of motion in a continuous me-
dium, if we assume that the dependent variables do not depend on z, and
involve the quantities σ and θ. The quantity σ is the mean pressure and θ is the
angle measured from the x-axis in the counterclockwise direction minus π/4.
The equation (2.1.1.c) relates θ to the velocity components to u and v along the
x-axis and y-axis respectively. This equation corresponds to the Saint-Venant -
Von Mises plasticity theory equations in the planar case. The positive-definite
constant k is called the yield limit and it is associated with the plastic mate-
rial. Without loss of generality we assume that k = 1/2 (this is the same as
re-scaling the pressure σ).
In a recent work [76], the concept of homotopy of two functions has been
used to construct two families of exact solutions for the system formed by the
two first equations in (2.1.1). In the papers [69, 70], the Nàdai solution [53] for
a circular cavity under normal stress and shear and the Prandtl solution [65]
for a bloc compressed between two plates has been mapped by elements of
a symmetry group of the system consisting of (2.1.1.a) and (2.1.1.b), in order
to calculate new solutions. In addition, in [17], simple and double Riemann
wave solutions for the system (2.1.1) were found using the method of charac-
teristics. However, as is often the case with this method, those solutions rely
on numerical integration for obtaining the velocities u and v. Symmetries of
the system (2.1.1) were found in [2]. However, the Lie algebra of symmetries
was not complete because of the absence of the generators B1 and K (or equi-
valents) defined by (2.2.1) in Section 2.2 of this work. Moreover, we found two
infinite-dimensional subalgebras spanned by generators X1 and X2 provided
below in equation (2.2.2). The generator X1 was known [68] as a symmetry of
equations (2.1.1.a) and (2.1.1.b) and X2 was known [26] as a symmetry of equa-
tions (2.1.1.c) and (2.1.1.d), but these are shown in this paper to also be sym-
metries of the complete system (2.1.1). A classification of the one-dimensional
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subalgebras was performed in [2]. Some invariant and partially invariant solu-
tions were obtained in (see e.g. [2, 45]), but, to our knowledge, there has been
no systematic Lie group analysis based on a complete subalgebra classification
into conjugacy classes under the action of the symmetry group G of the system
(2.1.1) that includes the new found generators.
The objective of this work is to obtain analytical solutions of system (2.1.1).
This is achieved by a systematic analysis of the Lie group of point symmetries
G in order to find invariant and partially invariant (of structure defect δ = 1
in the sense defined by Ovsiannikov [56]) by the use of the symmetry reduc-
tion method (SRM). To ensure that the obtained solutions are non-equivalent
in the sense that they cannot be obtained from one another by a transforma-
tion of G (the solutions are not in the same group orbit), a classification of
the subalgebras of the Lie algebra L associated to G into conjugacy classes
[57, 58, 73] has been performed. Two subalgebras Li ⊂ L and L ′i ⊂ L are
conjugate if GLiG = L ′i. This classification consists of a list of representative
subalgebras, one for each class. Each representative subalgebra can be used to
apply the SRM in order to find non-equivalent solutions as discussed above.
Many examples of algebraic and implicit solutions are constructed in this pa-
per. For some of these solutions, we deduced the shape of a corresponding
extrusion die. This deduction is based on the fact that the curves defining the
contours of a die must coincide with the flow lines of the velocity field (u, v)
for a corresponding solution. In this paper, we consider extrusion dies fed rec-
tilinearly at constant speed since they are more convenient for applications.
So, the curve defining the beginning of the plasticity region is defined by the
ordinary differential equation (ODE)
dy
dx
=
V0 − v(x, y)
U0 − u(x, y)
, (2.1.2)
where U0, V0 are components of the feeding velocity along the x-axis and y-
axis respectively. Equation (2.2.1) is a consequence of mass conservation and
of the incompressibility of the material and also defines the limit of the plasti-
city region at the end of the die if U0, V0 are interpreted as a constant velocity
at which the material is expelled from the die. One should note that the condi-
tions (2.2.1) are reduced to those required on the limits of the plasticity region
in reference [17] when V0 = 0 and that the curves defining the limits coincide
with slip lines (characteristics), which obey the equation
dy/dx = tan θ(x, y) or dy/dx = − cot θ(x, y). (2.1.3)
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Hence, the equation (2.1.2) can be viewed as a relaxation of the boundary
conditions given in [17]. These relaxed conditions can be explained by the fact
that we choose the contours of the die to coincide with some flow lines of the
solution instead of requiring the flow lines of the solution to be parallel to the
contours. With the relaxed conditions (2.1.2), we can choose (with certain res-
trictions) the feeding speed and direction for a tool and this determines the
limits of the plasticity region.
This paper is organized as follows. Section 2 deals with the symmetries of
the system (2.1.1). More precisely, the infinitesimal generators spanning the Lie
algebra of point symmetries and discrete transformations that leave the system
(2.1.1) invariant are presented. This is followed by a description of the main
steps of the classification procedure. In Section 3, the SRM is applied to the
system (2.1.1) and invariant as well as partially invariant solutions (PISs) are
constructed. We conclude this paper with a discussion on the obtained results
and some future outlook.
2.2. SYMMETRY ALGEBRA AND CLASSIFICATION OF ITS SUBAL-
GEBRAS
In this section we study the symmetries of the system (2.1.1). Following the
standard algorithm [54], the Lie symmetry algebra L of the system has been
determined. The Lie algebra L is spanned by the seven infinitesimal generators
(where we have used the notation ∂x = ∂/∂x, etc.)
P0 = ∂σ, D1 = x∂x + y∂y + u∂u + v∂v, D2 = x∂x + y∂y − u∂u − v∂v,
L = −y∂x + x∂y − v∂u + u∂v + ∂θ, B1 = −v∂x + u∂y, B2 = y∂u − x∂v,
K =(−1
2
x cos 2θ− y(σ + 1
2
sin 2θ))∂x + ((σ− 12 sin 2θ)x +
1
2
y cos 2θ)∂y
+ ( 1
2
u cos 2θ + v( 1
2
sin 2θ− σ))∂u + ((σ+ 12 sin 2θ)u−
1
2
v cos 2θ)∂v
+ θ∂σ + σ∂θ,
(2.2.1)
and the two generators
X1 = ξ(σ, θ)∂x + η(σ, θ)∂y, X2 = φ(σ, θ)∂u + ψ(σ, θ)∂v, (2.2.2)
where the coefficients ξ and ηmust satisfy the two quasilinear first order PDEs
ξσ = cos 2θξθ + sin 2θηθ, ξθ = cos 2θξσ + sin 2θησ, (2.2.3)
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while the coefficients φ and ψ must satisfy the two PDEs, of the same type as
the previous ones,
φσ = −(cos 2θφθ + sin 2θψθ) , φθ = −(cos 2θφσ + sin 2θψσ) . (2.2.4)
Note that X1 and X2 span infinite-dimensional subalgebras. The generators D1
and D2 generate dilations in the space of the independent variables {x, y} and
dependent variables {u, v}. The generator L corresponds to a rotation, P0 to a
translation, and B1 and B2 to boost-like transformations. Of these seven gene-
rators five were already known [2, 26, 68], but two are original to this paper.
The newly found generators are B1 and K. In addition, the system (2.1.1) ad-
mits two infinite-dimensional subalgebras. The one spanned by X1 was known
[2] as a symmetry of the two first equations of the system (2.1.1) and the one
spanned by X2 was known [26] as a symmetry of the last two equations of the
system (2.1.1), but they are still symmetries of the entire system (2.1.1). One
should note that the system (2.1.1) is also invariant under the discrete transfor-
mations :
R1 : x 7→ −x, y 7→ −y, σ 7→ σ, θ 7→ θ, u 7→ u, v 7→ v;
R2 : x 7→ x, y 7→ y, σ 7→ σ, θ 7→ θ, u 7→ −u, v 7→ −v.
(2.2.5)
These transformations R1 and R2 are rotations by an angle π in the plane of
independent variables x, y and of dependent variables u, v, respectively, that
induce the following automorphisms of the Lie algebra L :
R1 :D1 7→ D1, D2 7→ D2, Bi 7→ −Bi, i = 1..4, Bi 7→ Bi, i = 5, 6,
Pi 7→ −Pi, i = 1, 2, Pi 7→ Pi, i = 3, 4, 5, L 7→ L, K 7→ K;
R2 :D1 7→ D1, D2 7→ D2, Bi 7→ −Bi, i = 1, 2, 5, 6, Bi 7→ Bi, i = 3, 4,
Pi 7→ Pi, i = 1, 2, 5 Pi 7→ −Pi, i = 3, 4, L 7→ L, K 7→ K.
(2.2.6)
The symmetry Lie algebra L of system (2.1.1) has the following semi-direct
sum decomposition
L = S ⊲ X , (2.2.7)
where S = {B1, D2, B2, K, L, P0, D1} and X = {X1, X2} is an infinite-dimensional
Abelian ideal generated by all generators of the form (2.2.2) whose coefficients
satisfy equations (2.2.3) and (2.2.4). Given that subalgebra S is a factor of a
semi-direct sum, the list of conjugacy classes of S under the action of exp {S}
is included in the list of conjugacy classes of L under the action of exp {L}.
Indeed, since every element of L can be written as the sum s+ x of an element
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of s ∈ S and x ∈ X , it is possible to consider the action through conjugacy of an
element exp(s+ x) ∈ exp {L} on the basis elements {sij} of a subalgebra Si ⊂ S.
By using the Baker-Campbell-Hausdorf Identity, it is easily seen that
exp−(s + x)sij exp(s+ x) = exp(−s)sij exp(s) + x˜i, x˜i ∈ X .
Therefore, a subalgebra Si is conjugate to a subalgebra Sk only if the x˜i terms
cancel out for all basis elements, but in this case the effect of the action through
conjugacy of exp(s + x) is the same as that of exp(s). Consequently, two sub-
algebras S1,S2 ⊂ S are conjugate under the action of exp {L} only if they are
conjugate under the action of exp {S}. Since the usual classification procedure
into conjugacy classes of the subalgebra of a semi-direct sum S ⊲ X requires
us to first classify the subalgebras of S into conjugacy classes, it is justified to
perform the classification of the subalgebra S under the action of exp {S} and of
the automorphisms (2.2.6). The commutation relations for S are given in table
2.1.
TABLE 2.1. Commutation relations for the algebra S.
S B1 D2 B2 K L P0 D1
B1 0 2B1 −D2 0 0 0 0
D2 −2B1 0 2B2 0 0 0 0
B2 D2 −2B2 0 0 0 0 0
K 0 0 0 0 −P0 −L 0
L 0 0 0 P0 0 0 0
P0 0 0 0 L 0 0 0
D1 0 0 0 0 0 0 0
Moreover, it should be noted that equations (2.2.3) and (2.2.4) admit constant
solutions for the coefficient ξ, η, φ,ψ. The generators associated with these
constant solutions are
P1 = ∂x, P2 = ∂y, P3 = ∂u, P4 = ∂v, (2.2.8)
which represent translations. Next, using the fact that [K, X1] ∈ L and [K, X2] ∈
L, four new generators are obtained
B3 = (σ+
1
2
sin 2θ)∂x − 12 cos 2θ ∂y, B4 = −
1
2
cos 2θ ∂x + (σ− (1/2) sin 2θ)∂y,
B5 = (σ−
1
2
sin 2θ)∂u + 12 cos 2θ ∂v, B6 =
1
2
cos 2θ ∂u + (σ + 12 sin 2θ)∂v,
(2.2.9)
where, Bi, i = 1, . . . , 4 are associated with a type of boost. This procedure
can be applied iteratively to generate four additional generators, and so on.
Since the degree of the coefficients of the obtained generators increases at each
stage, as a polynomial in σ, it is clear that this procedure produces an infinite-
dimensional subalgebra Z ⊂ X . As an example, if we begin with the trivial
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solution
ξ(σ, θ) = 1, η(σ, θ) = 0 (2.2.10)
of the system (2.2.3), we obtain that the translation P1 = ∂x is a symmetry of
the system. Next, replacing solution (2.2.10) into the commutator
[K, X1] =
(
θξσ + σξθ +
1
2
ξ cos(2θ) + ση+ 1
2
η sin(2θ)
)
∂x
+
(
θησ + σηθ − σξ +
1
2
ξ sin(2θ) − 1
2
η cos(2θ)
)
∂y,
(2.2.11)
we obtain that 1
2
cos(2θ)∂x+ ( 12 sin(2θ) − σ)∂y is an additional symmetry gene-
rator associated with P1. Therefore, ξ = 12 cos(2θ), η =
1
2
sin(2θ) − σ is another
solution of (2.2.3) that we can itself replace into the commutator (2.2.11) in or-
der to obtain yet another generator. It follows that a subalgebra which includes
K and ∂x is infinite-dimensional. A similar procedure can be applied to gene-
rator X2 and system (2.2.4).
Let us now consider the stucture of the subalgebra
L = S ⊲ Z, (2.2.12)
where S is the factor algebra in the semi-direct sum decomposition (2.2.7) of L
and Z ⊂ X is the Abelian ideal generated by the generators defined in the way
mentioned above, using the constant solution. It should be noted that the sub-
algebra L is the smallest subalgebra including S that contains the translations
P1 to P4 and that subalgebras with such components often lead to physically
interesting solutions through symmetry reduction. This justifies an enhanced
study of subalgebra L. We denote :
Z = {Zn1 , Zn2 , Zn3 , Zn4 } , n ∈ N∗, (2.2.13)
and we suppose that the elements of Z satisfy the commutation relations
Zn+1i = [K, Z
n
i ] , i = 1, . . . , 4, n ≥ 1, (2.2.14)
where K is defined in equations (2.2.1). Assuming the commutation relations
(2.2.14) and using those given in Table 2.1, we determine the form of commu-
tation relations of elements of S with those of Z . The result is that the commu-
tation relations are defined recursively by the equations
[L, Zni ] =
[
P0, Z
n−1
i
]
+
[
K,
[
L, Zn−1i
]]
,
[P0, Z
n
i ] =
[
L, Zn−1i
]
+
[
K,
[
P0, Z
n−1
i
]]
,
[Bj, Z
n
i ] =
[
K,
[
Bj, Z
n−1
i
]]
, j = 1, 2,
[Dj, Z
n
i ] =
[
K,
[
Dj, Z
n−1
i
]]
, j = 1, 2,
(2.2.15)
74
where n > 1 and i = 1 . . . , 4. The recurrence relations are solved in terms of
the first-order commutators. As a result, we obtain the commutation relations
[L, Zni ] =
n−1∑
m=0
α(n,m) (m)
[
K,
[
Ω(n+m), Z1i
]]
, n > 1,
[P0, Z
n
i ] =
n−1∑
m=0
α(n,m) (m)
[
K,
[
Ω(n+m+ 1), Z1i
]]
, n > 1,
[Bj, Z
n
i ] =
(n−1)
[
K,
[
Bj, Z
1
i
]]
, n > 0,
[Dj, Z
n
i ] =
(n−1)
[
K,
[
Bj, Z
1
i
]]
, n > 0,
(2.2.16)
where we denote
Ω(m) = (1− m¯)P0 + m¯L, m¯ = m mod 2, (2.2.17)
(n+1) [K, Y] =
[
K,(n) [K, Y]
]
, (1) [K, Y] = [K, Y] , (0) [K, Y] = Y, (2.2.18)
and α(n,m) is a binomial coefficient defined by :
α(n,m) =
(
n − 1
m
)
. (2.2.19)
Consequently, all the commutation relations of elements of the subalgebra L ⊂
L are expressed in terms of the first-order (n=1) commutation relations. If we
consider
Z11 = P1, Z
1
2 = P2, Z
1
3 = P3, Z
1
4 = P4, (2.2.20)
then, through the formula (2.2.14), we obtain
Z21 = −B4, Z
2
2 = B3, Z
2
3 = −B6, Z
2
4 = B5, (2.2.21)
where the Bi are given in equations (2.2.9). Now, using the commutation rela-
tions of generators P1 to P4 with the elements of S :
[L, P1] = −P2, [L, P2] = P1, [L, P3] = −P4, [L, P4] = P3,
[B1, P1] = [B1, P2] = 0, [B1, P3] = −P2, [B1, P4] = P1,
[B2, P1] = −P4, [B2, P2] = −P3, [B2, P3] = [B2, P4] = 0,
[P0, Pi] = 0, i = 1, . . . , 4, [D1, Pi] = −Pi, i = 1, . . . , 4
[D2, Pi] = −Pi, i = 1, 2, [D2, Pi] = Pi, i = 3, 4.
(2.2.22)
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we obtain, through the formulas (2.2.16), the commutation relations for the
generators B3 to B6 with form
[L, B3] = −B4, [L, B4] = B3, [P0, B3] = P1 [P0, B4] = P2,
[L, B5] = −B6, [L, B6] = B5, [P0, B5] = P3, [P0, B6] = P4,
[B1, B3] = [B1, B4] = 0, [B1, B5] = −B4, [B1, B6] = B3,
[B2, B3] = B6, [B2, B4] = −B5, [B2, B5] = [B2, B6] = 0,
[D1, Bi] = −Bi, i = 3, . . . , 6,
[D2, Bi] = −Bi, i = 3, 4, [D2, Bi] = Bi, i = 5, 6.
(2.2.23)
It is straightforward to show that the second-order commutators (n=2) defi-
ned by (2.2.9) satisfy the commutation relations (2.2.23). In addition, relations
(2.2.22) and (2.2.23) satisfy the recurrence relations (2.2.15) for n = 2. Thus, the
structure of the subalgebra L defined by (2.2.12), with Z defined by (2.2.13),
(2.2.14) and (2.2.20), is completely established by the commutation relations in
Table 2.1, to which we add relations (2.2.16) and
[
Zni , Z
m
j
]
= 0, i, j = 1, . . . , 4,
n,m ≥ 1. In the following subsections, we describe the classification of classes
having a representative subalgebra inside the subspace Li ⊂ L which are not
subalgebras as for L.
Since we look for solutions that are invariant and partially invariant of de-
fect structure δ = 1, we only have to classify the subalgebras of codimension
1 and 2. We consider separately the subalgebras of S and those contained in
some subspace of L.
2.2.1. Classification into conjugacy classes of the subalgebra S.
For the sake of classification, we decompose the seven-dimensional subal-
gebra S into the direct sum G ⊕ {D1}, with G = {B1, D2, B2, K, L, P0}, which is
further decomposed as follows :
G = A⊕M,
where A is a simple algebra already classified in [59] andM = {K, L, P0} is the
ideal. Applying the method [57, 58] (and summerized in [74]), we proceed to
classify all subalgebras of S into conjugacy classes under the action of the auto-
morphisms generated byG and the discrete transformations (2.2.5). In practice,
we can classify the subalgebras under the automorphisms generated by G and
decrease the range of the parameters that appear in the representative subal-
gebra of a class using the Lie algebra automorphisms (2.2.6). The classification
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results for S are shown in table 2.2 for subalgebras of codimension 1 and in
table 2.3 for subalgebras of codimension 2.
S1,1 = {B1} S1,9 = {D2 + λL + aD1} S1,17 = {K + aD1}
S1,2 = {B1 + K + aD1} S1,10 = {D2 + λP0 + aD1} S1,18 = {L + ǫP0}
S1,3 = {B1 + L + aD1} S1,11 = {D2 + λD1} S1,19 = {L + ǫ1P0 + ǫ2D1}
S1,4 = {B1 + L + ǫP0 + aD1} S1,12 = {B1 − B2 + λ0K + aD1} S1,20 = {L + aD1}
S1,5 = {B1 + P0 + aD1} S1,13 = {B1 − B2 + L + ǫP0 + aD1} S1,21 = {P0 + aD1}
S1,6 = {B1 +D1} S1,14 = {B1 − B2 + λL + aD1} S1,22 = {D1}
S1,7 = {D2 + λ0K + aD1} S1,15 = {B1 − B2 + λP0 + aD1}
S1,8 = {D2 + ǫ1L+ ǫ2P0 + aD1} S1,16 = {B1 − B2 + λD1}
TABLE 2.2. List of one-dimensional representative subalgebras
of S. The parameters are a, λ, λ0 ∈ R, λ > 0, λ0 ≥ 0 and ǫ, ǫ1, ǫ2 =
±1.
S2,1 = {B1, D2 + a1K+ a2D1} S2,36 = {D2 + λL+ δ1D1, P0 + aL+ δ2D1}
S2,2 = {B1, D2 + ǫ1L+ ǫ2P0 + aD1} S2,37 = {D2 + λP0, L}
S2,3 = {B1, D2 + δ1L+ δ2D1} S2,38 = {D2 + λP0, D1}
S2,4 = {B1, D2 + δP0 + aD1} S2,39 = {D2 + λP0 + δ1D1, L+ δ2D1}
S2,5 = {B1, K+ aD1} S2,40 = {D2 + λD1, K+ aD1}
S2,6 = {B1, L+ ǫP0 + aD1} S2,41 = {D2 + λD1, L+ aD1}
S2,7 = {B1, L+ aD1} S2,42 = {D2 + λD1, L+ ǫP0}
S2,8 = {B1, P0 + aD1} S2,43 = {D2 + λ0D1, L+ ǫ1P0 + ǫ2D1}
S2,9 = {B1, D1} S2,44 = {D2 + λD1, P0 + aD1}
S2,10 = {B1 + K+ aD1, L+ ǫP0} S2,45 = {B1 − B2, K+ aD1}
S2,11 = {B1 + K,D1} S2,46 = {B1 − B2, L+ aD1}
S2,12 = {B1 + L, P0} S2,47 = {B1 − B2, P0 + aD1}
S2,13 = {B1 + L, L+ ǫP0} S2,48 = {B1 − B2, D1}
S2,14 = {B1 + L,D1} S2,49 = {B1 − B2 + λK,D1}
S2,15 = {B1 + L+ ǫP0, D2 + 2ǫK+ aD1} S2,50 = {B1 − B2 + λK+ aD1, L+ ǫP0}
S2,16 = {B1 + L+ ǫP0, D1} S2,51 = {B1 − B2 + λL, L+ ǫP0}
S2,17 = {B1 + L+ δ1D1, L+ ǫP0 + δ2D1} S2,52 = {B1 − B2 + λL, P0}
S2,18 = {B1 + L+ δ1D1, P0 + δ2D1} S2,53 = {B1 − B2 + λL,D1}
S2,19 = {B1 + P0, L} S2,54 = {B1 − B2 + L+ ǫP0, D1}
S2,20 = {B1 + P0, D1} S2,55 = {B1 − B2 + λL+ δ1D1, L+ ǫP0 + δ2D1}
S2,21 = {B1 + P0 + δ1D1, L+ δ2D1} S2,56 = {B1 − B2 + λL+ δ1D1, P0 + δ2D1}
S2,22 = {B1 +D1, L+ aD1} S2,57 = {B1 − B2 + λP0, L}
S2,23 = {B1 +D1, L+ ǫP0 + aD1} S2,58 = {B1 − B2 + λP0, D1}
S2,24 = {B1 +D1, P0 + aD1} S2,59 = {B1 − B2 + λP0 + δ1D1, L+ δ2D1}
S2,25 = {D2, K+ aD1} S2,60 = {B1 − B2 + λD1, K+ aD1}
S2,26 = {D2, L+ ǫP0} S2,61 = {B1 − B2 + λD1, L+ aD1}
S2,27 = {D2, L+ aD1} S2,62 = {B1 − B2 + λD1, L+ ǫP0}
S2,28 = {D2, P0 + aD1} S2,63 = {B1 − B2 + λ0D1, L+ ǫ1P0 + ǫ2D1}
S2,29 = {D2, D1} S2,64 = {B1 − B2 + λD1, P0 + aD1}
S2,30 = {D2 + λK+ aD1, L+ ǫP0} S2,65 = {K,D1}
S2,31 = {D2 + λK,D1} S2,66 = {K+ aD1, L+ ǫP0}
S2,32 = {D2 + λL, L+ ǫP0} S2,67 = {L,D1}
S2,33 = {D2 + λL, P0} S2,68 = {L+ ǫP0, D1}
S2,34 = {D2 + λL,D1} S2,69 = {L+ aD1, P0 +D1}
S2,35 = {D2 + ǫ1L+ ǫ2P0, D1} S2,70 = {P0, D1}
TABLE 2.3. List of two-dimensional representative subalgebras
of S. The parameters are ǫ, ǫ1, ǫ2 = ±1 and a, λ, λ0, δ, δ1, δ2 ∈ R,
δ, δ21 + δ
2
2 6= 0, λ > 0, λ0 ≥ 0.
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2.2.2. Classification with representative subalgebras contained in a sub-
space Li ⊂ L.
Denote by Z0 = {P1, P2, P3, P4} ⊂ Z , the subspace generated by the genera-
tors (2.2.8). The space
L0 = S × Z0,
generated by the combined generators of S and of Z0 is not a Lie algebra. The
same is true for all subspaces of form Ln = S × Z0 × · · · × Zn, where the sub-
space Zn is generated by the generators obtained from the generators of Zn−1
through the commutation relations [K, X1] and [K, X2], as discussed previously.
For example,Z1 is the subspace generated by generators (2.2.9). Such subspace
Ln are not Lie algebra since the commutator [K, z], z ∈ Zn, is an element of
Ln+1 with a non-zero component in Zn+1. This, however, does not prevent us
from carrying out a classification of the subalgebras of L, under the action of
the symmetry group G = exp {L} and of the automorphism (2.2.6) with the
property that it contains a representative in a given subspace Ln. Given that
conjugacy involves the complete symmetry group, the subalgebra conjugacy
classes contained in the space Ln also appear in the list of subalgebra classes
contained in the space Lm, n < m. Therefore, at each step, the classification of
the subalgebras of the space Ln is based on the classification of the subalgebras
of Ln−1. The procedure for the classification of the subalgebras of a subspace
L (which is not a Lie algebra) of a Lie algebra L into conjugacy classes under
the action ofG therefore remains the same. Evidently, the action ofG can make
a subalgebra contained in space L conjugate to a subalgebra with non-zero
components outside of L. In this case, we simply choose the representative
contained in L.
2.2.2.1. Subalgebras contained in L0
Consider first conjugacy classes with representative in L0. It should be no-
ted that the conjugacy classes of S found previously have representatives in
L0. It therefore remains to find the subalgebras classes having non-zero com-
ponent in Z0 which are not conjugate to a subalgebra Si ⊂ S by the action of
the symmetry group G. In order to do this, we start with the classification of
S. Following the usual method, we begin by forming splitting subalgebras of
the form L0,ij = Si ⊲ Z0,j from the subalgebras Si ⊂ S and Z0,j ⊂ Z (since
Z is Abelian, all subspaces are Lie subalgebras). Next, we simplify the para-
meters as much as possible by acting through conjugacy by G and using the
transformation (2.2.6). It will remain for us to find the nonsplitting subalgebras
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by the usual procedure from the established list of splitting subalgebras. This
procedure result in the addition (to the subalgebras of Tables 2.2 et 2.3)) of the
classes given in Tables 2.4 and 2.5.
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L1,1 = {B1 + K+ a1D1 + P1 + a2P2} L1,13 = {B1 − B2 + λK+ a1D1 + P1 + a2P2 + a3P3 + a4P4}
L1,2 = {B1 + K+ a1D1 + P1 + δP3 + a2P4} L1,14 = {B1 − B2 + λK+ a1D1 + P2 + a2P3 + a3P4}
L1,3 = {B1 + K+ a1D1 + P2 + a2P4} L1,15 = {B1 − B2 + λK+ a1D1 + P3 + a2P4}
L1,4 = {B1 + K+ a1D1 + P3 + a2P4} L1,16 = {B1 − B2 + λK+ a1D1 + P4}
L1,5 = {B1 + K+ a1D1 + P4} L1,17 = {B1 − B2 + L+ P1}
L1,6 = {B1 + P0 + P3} L1,18 = {D2 + λK+ a1D1 + P1 + a2P2 + a3P3 + a4P4}
L1,7 = {B1 + P3} L1,19 = {D2 + λK+ a1D1 + P2 + a2P3 + a4P4}
L1,8 = {K+ a1D1 + P1 + a2P2} L1,20 = {D2 + λK+ a1D1 + P3 + a2P4}
L1,9 = {K+ aD1 + P2} L1,21 = {D2 + λK+ a1D1 + P4}
L1,10 = {K+ aD1 + P1 + P3} L1,22 = {D2 −D1 + P1}
L1,11 = {P1} L1,23 = {D2 −D1 + P2}
L1,12 = {P1 + P3}
TABLE 2.4. List of one-dimensional representative subalgebras contained in L0. The parameters are a, ai, λ, δ ∈
R, δ 6= 0, λ > 0.
L2,1 = {B1, D2 + a1K+ a2D1 + P1 + a3P2} L2,16 = {D2 +D1, K+ a1D1 + P3 + a2P4}
L2,2 = {B1, D2 + a1K+ a2D1 + P2} L2,17 = {D2 +D1, K+ aD1 + P4}
L2,3 = {B1, D2 −D1 + P1} L2,18 = {D2 −D1 + P1, P0}
L2,4 = {B1, D2 −D1 + P2} L2,19 = {D2 −D1 + P2, P1}
L2,5 = {B1, K+ a1D1 + P1 + a2P2} L2,20 = {D2 +D1 + P3 + aP4, P1}
L2,6 = {B1, K+ a1D1 + P2} L2,21 = {D2 +D1 + P4, P1}
L2,7 =
{
B1 + δD1 + L+ P1, L+ ǫP0 + aD1 +
1+aδ
δ2+1
P1 +
δ−a
δ2+1
P2
} L2,22 = {B1 − B2 + L+ λP1, P0}
L2,8 = {B1 + L+ P1 + P3, L+ ǫP0 + P3} L2,23 = {B1 − B2 + L+ λP1 + aP2, P1 − P3}
L2,9 = {B1 + P3, D2 + aP0 + 3D1} L2,24 = {B1 − B2 + L+ λP2, P1 − P3}
L2,10 = {B1 + P3, P0} L2,25 = {P1, P2}
L2,11 = {B1 + P3 + aP4, P1} L2,26 = {P1, P2 + P3 + aP4}
L2,12 = {B1 + P4, P1} L2,27 = {P1, P2 + P4}
L2,13 = {B1 + P4, D2 + 3D1} L2,28 = {P1, P3 + aP4}
L2,14 = {D2 −D1, K+ a1D1 + P1 + a2P2} L2,29 = {P1 + P3, P2 + a1P3 + a2P4}
L2,15 = {D2 −D1, K+ a1D1 + P2}
TABLE 2.5. List of two-dimensional representative subalgebras contained in L0. The parameters are a, ai, λ, δ ∈
R, δ 6= 0, λ > 0.
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2.2.2.2. Subalgebras contained in L1.
The classification of the conjugacy classes can be expanded by considering
the subalgebras contained in L1 = S×Z0×Z1. The procedure is the same as for
L0 with the exception that we can now ignore subalgebras having a zero com-
ponent in Z1, since these are already in the classification of L0. The additional
classes are given in Table 2.6 and 2.7.
L1,24 = {B1 + P0 + B5} L1,28 = {D2 −D1 + B3 + a1P1 + a2P2}
L1,25 = {B1 + B5} L1,29 = {B3 + B5 + a1P1 + a2P2 + a3P4}
L1,26 = {B1 + B5 + ǫP3 + a2P4} L1,30 = {B3 + a1P2 + a2P3 + a3P4}
L1,27 = {B1 + B5 + ǫP4}
TABLE 2.6. List of one-dimensional representative subalgebras
contained in L1. The parameters are a, ai ∈ R and ǫ = ±1.
2.3. INVARIANT AND PARTIALLY INVARIANT SOLUTIONS.
Since equations (2.1.1.a) and (2.1.1.b) do not involve the velocity compo-
nents u and v, they can first be solved for θ and σ. Next, the result is introdu-
ced into the system formed by equations (2.1.1.c) and (2.1.1.d) and we look for
the solution of this system for the velocity components u and v. This system
always admits the particular solution
u = b1y + b2, v = −b1x + b3, b1, b2, b3 ∈ R, (2.3.1)
obtained by requiring that the coefficients of the trigonometric functions in
(2.1.1.c) vanish. The velocity field defined by (2.3.1) forms concentric circles.
Therefore, this solution does not establish any relation between the flow velo-
city and the strain involved in the plastic material. Therefore, it is not an inter-
esting result by itself from the physical point of view. Nevertheless, since the
PDEs (2.1.1.c) and (2.1.1.d) are linear (assuming that θ is known), they admit a
linear superposition principle. Then, we can add the solution (2.3.1) to any so-
lution, for the velocity components, of the system (2.1.1.c), (2.1.1.d), correspon-
ding to given solutions θ and σ of the system (2.1.1.a), (2.1.1.b). Consequently,
we can satisfy a much broader family of boundary conditions.
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L2,30 = {B1, D2 −D1 + B3 + aP2} L2,50 = {B1 − B2 + L+ λB3 + a1B4, B3 − B5 + a2(P2 − P4)}
L2,31 = {B1, K+ a1D1 + P1 + a2P2} L2,51 = {B1 − B2 + L+ λB4, B3 − B5 + a2(P2 − P4)}
L2,32 = {B1, K+ aD1 + P2} L2,52 = {B3 + B5 + a1P1 + a2P2 + a3P4, B4 + a4B5 + a5B6 + a6P1 + a7P2 + a8P3 + a9P4}
L2,33 = {B1 + P0 + B5 + a1B6, B3 − P4 + a2P2} L2,53 = {B3 + a1P2 + a2P3 + a3P4, B4 + B5 + a4B6 + a5P1 + a6P2 + a7P3 + a8P4}
L2,34 = {B1 + P0 + B5 + aB6, P1} L2,54 = {B3 + a1P2 + a2P3 + a3P4, B4 + B6 + a4P1 + a5P2 + a6P3 + a7P4}
L2,35 = {B1 + P0 + B6, B3 − B4 + a1P2} L2,55 = {B3 + δP3 + P4, B4 + a2P1 + a3P2 + a4P3 + a5P4}
L2,36 = {B1 + P0 + B6, P1} L2,56 = {B3 + δP3, B4 + a1P1 + a2P2 + P3 + a3P4}
L2,37 = {B1 + B5 + a1B6 + a2P3 + a3P4, B3 + a4P4} L2,57 = {B3 + δP3, B4 + a1P1 + a2P2 + P4}
L2,38 = {B1 + B5 + a1B6 + a2P4, P1} L2,58 = {B3 + δP3, B4 + a1P1 + a2P2}
L2,39 = {B1 + B5 + aP4, D2 + 3D1} L2,59 = {B3 + a1P2 + P3 + a2P4, B4 + a3P2 + a4P3 + δP4}
L2,40 = {B1 + B6 + a1P3 + a2P4, B3 + a3P2} L2,60 = {B3 + a1P2 + P4, B4 + a2P2 + a3P3 + δP4}
L2,41 = {B1 + B6 + aP3, P1} L2,61 = {B3 + a1P2, B4 + a2P2 + P3 + δP4}
L2,42 = {D2 −D1 + B3 + a1B4 + a2P1 + a3P2, B3 + a2P2} L2,62 = {B3 + a1P2, B4 + a2P2 + P4}
L2,43 = {D2 −D1 + B3 + a1B4 + a2P2, P1} L2,63 = {B3 + a1P2 + P3 + a2P4, B4 + a3P1 + δP3 + a4P4}
L2,44 = {D2 −D1 + B4, P1} L2,64 = {B3 + a1P2 + P4, B4 + a2P1 + δP3 + a3P4}
L2,45 = {D2 −D1 + B4 + a1P1 + a2P2, B3 + a3P2} L2,65 = {B3 + a1P2, B4 + a2P1 + P3 + a3P4}
L2,46 = {D2 +D1 + B5 + a1B6 + a2P3 + a3P4, B3 + a4P2} L2,66 = {B3 + a1P2 + a2P3 + P4, B5 + a3B6 + a4P1 + a5P2 + a6P3 + a7P4}
L2,47 = {D2 +D1 + B5 + a1B6 + a2P4, P1} L2,67 = {B3 + a1P1 + a2P3, B5 + a3B6 + P1 + a4P2 + a4P3 + a6P4}
L2,48 = {D2 +D1 + B6 + aP3, P1} L2,68 = {B3 + a1P2 + a2P3, B5 + a3B6 + P2 + a4P3 + a5P4}
L2,49 = {D2 +D1 + B6 + a1P3 + a2P4, B3 + a4P4} L2,69 = {B3 + a1P2 + a2P3, B5 + a3B6 + a4P3 + a5P4}
TABLE 2.7. List of two-dimensional representative subalgebras contained in L1. The parameters are ai ∈ R and
ǫ = ±1.
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2.3.1. Symmetry reduction for the representative subalgebra B1
Consider for illustration the one-dimensional representative subalgebra ge-
nerated by the infinitesimal generator
B1 = −v∂x + u∂y. (2.3.2)
Since no derivative with respect to variables u, v, θ, σ appears in B1, it follows
that these variables are all invariants of the subalgebra generated by B1. In
order to obtain a complete set of functionally independent invariants, one can
include also the symmetry variable
ξ = ux − vy. (2.3.3)
We look for a solution of the form
u = F(ξ), v = G(ξ), θ = T(ξ), σ = S(ξ), (2.3.4)
where ξ is defined by (5.8.2). Replacing (5.8.3) into the original system (5.8.1)
and assuming that 1 − xF ′(ξ) − yG ′(ξ) 6= 0, where F ′(ξ) = dF(ξ)/dξ, etc., so
that we can use the implicit function theorem, we obtain a system of equations
with a reduced number of independent variables, where the functions F, G, T, S
are to be determined. This system takes the form of four coupled ODEs :
F(ξ)S ′(ξ) − (cos(2T(ξ))F(ξ) + sin(2T(ξ))G(ξ)) T ′(ξ) = 0,
G(ξ)S ′(ξ) − (sin(2T(ξ))F(ξ) − cos(2T(ξ))G(ξ)) T ′(ξ) = 0,
(G(ξ)F ′(ξ) + F(ξ)G ′(ξ)) sin(2T(ξ)) + (F(ξ)F ′(ξ) −G(ξ)G ′(ξ)) cos(2T(ξ)) = 0,
F(ξ)F ′(ξ) +G(ξ)G ′(ξ) = 0.
(2.3.5)
The solution of this system is
F(ξ) = c1 cos(T(ξ)), G(ξ) = c1 sin(T(ξ)), S(ξ) = T(ξ) + c2, (2.3.6)
where T(ξ) is an arbitrary function of a single variable and c1, c2 are constants
of integration. The solution is obtained by replacing expressions (5.8.5) for
F, G, T, S into equation (5.8.3). The solution of the original system is given im-
plicitly by relations
u = c1 cos T(ux+ yv), v = c1 sin T(ux+ yv), (2.3.7)
while the angle θ and the pressure σ are defined by the choice of the arbitrary
function T as follows :
θ = T(ux + yv), σ = T(ux+ yv) + c2. (2.3.8)
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Since by defining θ through a certain choice of T , we also determine σ, it fol-
lows that equation (2.3.8) is a relation defining the pressure σ in terms of the
angle θ or vice versa. Moreover, we can see from equation (2.3.7) that the sum
of squares of the velocity components u and v, is constant. Therefore, since
the material is incompressible, the solution preserves the kinetic energy of the
plastic material, i.e.
u2 + v2 = c21.
For the purpose of illustration, consider the function :
T(ξ) = (1/2) arcsin(ξ), (2.3.9)
This particular choice of T allows us to solve relations (2.3.7) in order to find
the velocities u and v explicitly in terms of x and y. The obtained formulae
can be expressed in terms of radicals and are very involved. Therefore, they
are omitted here. Nevertheless, these formulae can be used to trace the vec-
tor fields corresponding to solution (2.3.7), where T is defined by (2.3.9). An
example of such a tool is presented in figure 2.1 for a flow velocity c1 = 5.
The feeding velocity used is (U0, V0) = (4.30, 2.55) and the extraction speed is
(U1, V1) = (−4.30, 2.55). The boundaries of the extrusion die are chosen in such
away that they coincide with the flow lines of the velocity field. Therefore, they
are solutions of the equation
dy/dx = v(x, y)/u(x, y).
For figure 1, the inner boundary corresponds to the initial value (x0, y0) =
(−0.5,−0.35) and the outer boundary to the initial value (x0, y0) = (−0.43,−0.46).
The curves C1 and C2 are the limits of the plasticity region with respect to the
entrance and exit of the extrusion die. They are solutions of equation (2.1.2),
where, (U0, V0) is replaced by (U1, V1) for C2. In order to define the limit of
the plasticity region at the ends of the boundary of the tool, the initial data
used to trace the curve C1 are (x0, y0) = (−0.5,−0.35) while for C2 they are
(x0, y0) = (−0.5, 0.35). Numerical integration has been used to identify the
boundary of the tool and the limits of the region of plasticity. This type of ex-
trusion die can be used to bend a rectangular rod or a slab of a ideal plastic
material. The average pressure and the angle θ, which define the strain tensor
inside the tool, are evaluated by formulae (2.3.8), where T is defined by (2.3.9).
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FIGURE 2.1. Extrusion die corresponding to the solution (2.3.7).
2.3.2. Symmetry reduction for the representative subalgebra K
As an example, we find a partially invariant solution corresponding to the
subalgebra generated by generator Kwhich admits the following invariants :
ξ = xy cos(2θ) − (1/2)(x2 − y2) sin(2θ), F = xu + yv. (2.3.10)
and
S = θ2 − σ2, G = uv cos(2θ) − (1/2)(u2 − v2) sin(2θ).
In order to obtain a PIS, we use only the two invariants given by (5.8.13). We
begin by inverting the first relation in (5.8.13) in order to find θ as a function
of ξ. Next, we introduce the result in the first two equations of system (2.1.1).
Then, comparing the values of the mixed derivatives of σ(x, y) with respect to
x and y, we obtain the following PDE for the quantity ξ
(ξxx − ξyy)
(
((x2 + y2)2 − 4ξ2)(ξ(x2 − y2) − xy
√
(x2 + y2)2 − 4ξ2)
)
−
4xyξ+ (x2 − y2)
√
(x2 + y2)2 − 4ξ2
xy
√
(x2 + y2)2 − 4ξ2 − (x2 − y2)ξ
ξxy + (x
2 + y2)2 ((x+ y)ξx − (x− y)ξy)
× ((x− y)ξx + (x + y)ξy) − 4(x2 + y2)2ξ (xξx + yξy − ξ) = 0
(2.3.11)
There are two particular solutions for ξ to equation (2.3.11) defined by
ξ =
1
2
(x2 + ǫy2), ǫ = ±1. (2.3.12)
85
Let us now consider the case ǫ = 1 and introduce this solution into the first
relation (5.8.13). Solving for θ, we obtain :
θ = −
1
2
arctan
(
x2 − y2
2xy
)
. (2.3.13)
Themean pressure σ is found by quadrature from the first two equations (2.1.1)
in which we have introduced the solution (5.8.16) for θ. The result for σ is :
σ = −(1/2) ln
(
x2 + y2
)
+ c1, (2.3.14)
where c1 is a real integration constant.
Using the form of the second invariant in (5.8.13), we look for a solution for
the components u and v of the velocity, with the form
u = (y/x)v− F(ξ), (2.3.15)
where the symmetry variable ξ is given by (5.8.15). By replacing θ given by
(5.8.16) and u by (2.3.15) into the system composed of the last two equations
in (2.1.1), then using the compatibility condition of the mixed derivatives of v
with respect to x and y, we obtain the condition that F = c2, where c2 is a real
constant. The solution for u and v is then :
u =
c2x
x2 + y2
+ c3y+ c4, v =
c2y
x2 + y2
− c3x + c5, (2.3.16)
where c3 . . . , c5 are real constants of integration. Note that in the case when
c4 = c5 = 0 and c2 6= 0 6= c3, the flow lines form logarithmic spirals centered at
the origin.
An example of velocity fields is given in Figure 2.2 for parameters c2 = −1,
c3 = −2, c4 = 4 and c5 = 1 for solution (2.3.16). The chosen region, [−1, 1] ×
[−1, 1], includes the singularity at the origin. Corresponding to this solution
for the same parameters, an extrusion tool is given in Figure 2.3 for the feeding
and extraction velocities (U0, V0) = (5.5, 0) and (U1, V1) = (3, 3) respectively.
The curve C1 is the limit of the plasticity region at the entrance of the extrusion
die and C2 has the same significance at the exit of the extrusion die. The upper
contour of the extrusion die is a solution of dy/dx = v/u, with u and v defined
by (2.3.16), for an initial value y(−0.5) = −0.8while, for the lower contour, we
have used the initial value y(−0.7) = −0.95.
2.3.3. Similarity solution for the angle θ and corresponding pressure σ
Let us now study partially invariant solutions. The approach is based on
the observation that
ξ = y/x (2.3.17)
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FIGURE 2.2. Extrusion die corresponding to the solution (2.3.16).
FIGURE 2.3. Extrusion die corresponding to the solution (2.3.16).
and θ are invariants of the subalgebras L1,21 to L1,24. So, we are looking for a
solution of the system (2.1.1) such that θ is in the form
θ(x, y) = J(ξ), (2.3.18)
where J is a function to be defined. Introducing (2.3.18) in (2.1.1.a) and (2.1.1.b),
we are led to the system
σx = (ξx cos(2J(ξ))) + ξy sin(2J(ξ))J ′(ξ),
σy = (ξx sin(2J(ξ)) − ξy cos(2J(ξ))) J ′(ξ).
(2.3.19)
Thereafter, the requirement that the compatibility condition on mixed partial
derivatives of σ in respect to x and ymust be satisfied implies that the function
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J obeys a nonlinear second-order ODE. This ODE is omitted here since, in what
follows, we will only work with its first integral given by(
(ξ2 − 1) sin(2J(ξ)) + 2ξ cos(2J(ξ))
)
J ′(ξ) = c1, c1 ∈ R. (2.3.20)
Assuming that the function J satisfies the equation (2.3.20), the system (2.3.19)
is solved by quadrature for the quantity σ. We find the pressure
σ = −
∫
ξ sin(2J(ξ))J ′(ξ)dξ− 1
2
sin(2J(ξ)) − c1 ln(x) + c0, c0 ∈ R. (2.3.21)
The solution J to the PDE (2.3.20) depends on whether or not c1 vanishes.
(i)If c1 6= 0, the solution for J is defined implicitly by the equation
(tan(J(ξ)) − ξ)
√
c21 − 1
(tan(J(ξ))ξ+ 1) c1 − ξ+ tan(J(ξ))
− tan
(√
c21 − 1(c2 − J(ξ))
c1
)
= 0, (2.3.22)
where c2 is an integration constant. Hence, σ given by (2.3.21) together, with θ
given by (2.3.18), form a solution of the system (2.1.1.a), (2.1.1.b) if the function
J satisfies the equation (2.3.22).
(ii)If c1 = 0 and J ′(ξ) 6= 0, the solution to (2.3.20) is
J(ξ) = −
1
2
arctan
(
2ξ
ξ2 − 1
)
. (2.3.23)
In this case, it results from the introduction of the solution J into (2.3.21) and
(2.3.18) that the solution for σ and θ of the system (2.1.1.a), (2.1.1.b), is defined
by
θ(x, y) =
1
2
arctan
(
2xy
x2 − y2
)
, σ(x, y) = − arctan
(y
x
)
+ c0. (2.3.24)
2.3.3.1. Additive separation for the velocities.
Having found the solution for σ, θ, we proceed to determine the velocity com-
ponents u, v assuming that they are separable in the additive form
u(x, y) = f(x, y) + F(ξ), v(x, y) = g(x, y) +G(ξ), (2.3.25)
with ξ given by (2.3.17). Introducing (2.3.25) into the system (2.1.1.c), (2.1.1.d),
we obtain
(sin(2J(ξ)) − cos(2J(ξ)))ξF ′(ξ) − (cos(2J(ξ)) + sin(2J(ξ)))ξG ′(ξ)
+ ((fy + gx) sin(2J(ξ)) + (fx − gy) cos(2J(ξ)))x = 0,
(2.3.26)
(fx + gy) x+G
′(ξ) − ξF ′(ξ) = 0, (2.3.27)
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First, we must find the conditions which ensure that the hypotheses (2.3.25)
reduce the PDEs system (2.1.1.c), (2.1.1.d), to a system of ODEs for F and G in
term of ξ. Consider the annihilator of ξ = y/x given by
Aξ =
1
2
(D1 +D2) , (2.3.28)
in terms of the infinitesimal generatorsD1 andD2 given in (2.2.1). We applyAξ
to the equations (2.3.26) and (2.3.27), to eliminate the presence of the functions
F and G in order to obtain conditions on the functions f and g. This results in
some preliminary conditions which reduce to,
fx = −gy + ζ1(ξ)x
−1, (2.3.29)
fy = −gx + gyζ2(ξ) + ζ3(ξ)x
−1, (2.3.30)
(gy + 2Aξ (gy)) (ζ2(ξ) sin(2J(ξ)) − 2 cos(2J(ξ))) = 0, (2.3.31)
if we assume that fx+gy 6= 0 (otherwise we obtain the trivial solution for u, v).
The functions of one variable ζi, i = 1, 2, 3 are arbitrary. Since equation (2.3.31)
is factored, we must consider following two possibilities.
(a).We first suppose that
gy + 2Aξ (gy) = 0. (2.3.32)
After a convenient choice of the functions ζ2(ξ), ζ3(ξ), such that the compatibi-
lity condition on mixed derivatives of f relative to x and y is satisfied, we find
that the functions f and g take the form
f(x, y) = −
∫ ξ(x,y) ζ1(ξ) − ζ ′4(ξ)
ξ
dξ+ω4 ln(y) −ω1y+ω5,
g(x, y) =ζ4(ξ) +ω2 ln(x) +ω1x +ω3,
(2.3.33)
where the functions ζ1(ξ), ζ4(ξ) are arbitrary.
(b).Suppose now that the condition (2.3.31) is satisfied by requiring
ζ2(ξ) = 2 cot(2J(ξ)). (2.3.34)
Then, applying the compatibility condition onmixed derivatives of f relative to
x and y to the equations (2.3.29), (2.3.30), and considering ζ2 given by (2.3.34),
we conclude that the function gmust solve the equation
gxx(x, y) + 2 cot(2J(ξ))gxy(x, y) − gyy(x, y)
+ 4ξ
(
x sin2(2J(ξ))
)−1
J ′(ξ)gy(x, y) + x
−2 (ζ ′3(ξ)ξ+ ζ
′
1(ξ) + ζ3(ξ)) = 0.
(2.3.35)
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This is a hyperbolic equation everywhere in the domain where J is defined. So,
we introduce the change of variable
φ(x, y) =x exp
(∫ξ(x,y) sin(2J(ξ))
1+ cos(2J(ξ)) + ξ sin(2J(ξ))
dξ
)
,
ψ(x, y) =x exp
(∫ξ(x,y) sin(2J(ξ))
−1+ cos(2J(ξ)) + ξ sin(2J(ξ))
dξ
)
,
(2.3.36)
which brings the equation (2.3.35) to the simplified form
gφ,ψ +
c1
2
(
sin(2J(φ,ψ))gφ
ψ(cos(2J(φ,ψ))) + 1
−
sin(2J(φ,ψ))gψ
φ(cos(2J(φ,ψ)) − 1)
)
−
1
4J(φ,ψ)
(
sin(2J(φ,ψ))ξ2 − sin(2J(φ,ψ))
+ 2ξ cos(2J(φ,ψ)) (ζ3(ξ) + ζ ′1(ξ) + ξζ
′
3(ξ))
)
= 0,
(2.3.37)
where J(φ,ψ) is defined by
J = (c1/4)(ψ− φ). (2.3.38)
To solve the equation (2.3.37) more easily, we define the function ζ3 by
ζ3(ξ) = ξ
−1 (−ζ1(ξ) + J(ξ) +ω1) . (2.3.39)
So, the solution of (2.3.37) is
g(φ,ψ) = −2−1
(
ω1 − 2
−1 ln(ψ/φ)
)
cos (c1 ln(ψ/ψ)) − (4c1)−1 sin (c1 ln(ψ/φ)) ,
(2.3.40)
which, returning to the initial variables, takes the form
g(x, y) = −2−1
(
ω1 − 2
−1c−11 J(y/x)
)
cos(2J(y/x)) − (4c1)−1 sin(2J(y/x)) +ω2.
(2.3.41)
The function f is given by quadrature from equations (2.3.29) and (2.3.30) after
the introduction of the solution (2.3.41) for g. The solution for f is
f(x, y) =
(∫ξ(x,y) (c1ω1 − J(ξ)) sin(2J(ξ))J ′(ξ)
c1ξ
dξ
)
−
∫ξ(x,y) ζ1(ξ)
ξ
dξ + (c1 + 1)ω1 ln(y) +ω3.
(2.3.42)
In the solutions for the functions f and g, (2.3.33) for case (a) and (2.3.41),
(2.3.42) for case (b), one can neglect the terms corresponding to the particular
solution (2.3.1) and the functions of ξ (by a redefinition of F and G). Then, the
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cases (a) and (b) constitute subcases of the general case
f(x, y) = a1 ln(y), g(x, y) = a2 ln(x), a1, a2 ∈ R. (2.3.43)
Now, we search for a solution for the velocity components into the form
u(x, y) = a1 ln(y) + F(ξ), v(x, y) = a2 ln(x) +G(ξ). (2.3.44)
We substitute (2.3.44) into equations (2.1.1.c), (2.1.1.d) in order to obtain the
following system of ODEs for F and G :(
(ξ2 − 1) sin(2J(ξ)) + 2ξ cos(2J(ξ))
)
F ′(ξ) − ξ−1(a1 + a2ξ) sin(2J(ξ)) = 0,
G ′(ξ) = ξF ′(ξ).
(2.3.45)
The solution of the system (2.3.45) for F andG clearly depends on the choice of
the solution J(ξ), either (2.3.22) or (2.3.23).
(i).Suppose that J(ξ) is defined by (2.3.22). In this case c1 6= 0 in the first
integral (2.3.20) and the coefficient in front of F ′(ξ), in the first equation of
(2.3.45), does not vanish. It follows that the solution for F and G is
F(ξ) = −1
2
c−11 a2 cos(2J(ξ)) + c
−1
1 a1
∫
ξ−1 sin(2(J(ξ)))J ′(ξ)dξ+ c3,
G(ξ) = −1
2
c−11 a1 cos(2J(ξ)) + c
−1
1 a2
∫
ξ sin(2J(ξ))J ′(ξ)dξ+ c4,
(2.3.46)
where c3, c4 are integration constants. Thus, the introduction of (2.3.46) into
(2.3.44) gives
u(x, y) = a1 ln(y) − 12c
−1
1 a2 cos(2J(ξ)) + c
−1
1 a1
∫
ξ−1 sin(2(J(ξ)))J ′(ξ)dξ+ c3,
v(x, y)) = a2 ln(x) − 12c
−1
1 a1 cos(2J(ξ)) + c
−1
1 a2
∫
ξ sin(2J(ξ))J ′(ξ)dξ+ c4,
(2.3.47)
which, together with θ and σ given respectively by (2.3.18), (2.3.22) and (2.3.21),
form a solution of the system (2.1.1).
(ii).Consider now the case where J(ξ) is defined by (2.3.23). In this case,
the vanishing of the coefficient in front of F ′(ξ) in the first equation of (2.3.45)
implies that a1 = a2 = 0. So, the assumptions (2.3.44) become equivalent to
requiring that the velocity components be in the form u(x, y) = F(ξ), v(x, y) =
G(ξ). The corresponding solutions for u and v are
u(x, y) = H ′(ξ), v(x, y) = −H(ξ) + ξH ′(ξ), (2.3.48)
where H is an arbitrary function of one variable and ξ is given by (2.3.17). The
velocities (2.3.48) together with σ and θ defined by (2.3.24) form a solution of
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the system (2.1.1). For example, if we choose the arbitrary function to be an
elliptic function, that is
H(ξ) = cn
(
(1+ cosh(arctan(b2ξ)))
−1
, ρ
)
, 0 < ρ2 < 1,
and we set the parameters as b1 = 4π, c2 = 0, ρ = 1/2, then we can trace (see
figure 2.4) an extrusion die for a feeding speed of (U0, V0) = (0,−0.94) and an
extraction speed (U1, v1) = (0,−0.94). The curveC1 on the figure 2.4 constitutes
a boundary of the plasticity region at the mouth of the tool, while C2 does the
same for the output of the tool. This type of tool could be used to undulate a
plate. We can shape the tool by varying the parameters. For example, we can
spread the bump by decreasing the parameter b1. Moreover, one should note
that if the modulus ρ of the elliptic function is such that 0 ≤ ρ2 ≤ 1, then
the solution has one purely real and one purely imaginary period. For a real
argument χ, we have the relations
−1 ≤ cn(χ, ρ) ≤ 1.
FIGURE 2.4. Extrusion die corresponding to the solution given
by (2.3.24) and (2.3.47).
Another interesting situation occurs if we suppose that ζ2(ξ) is defined by
(2.3.34) and
ζ3(ξ) =
ζ1(ξ)
ξ
. (2.3.49)
In this case, the condition (2.3.31) is identically satisfied and, from the mixed
derivatives compatibility condition of f applied to to the equations (2.3.29) and
(2.3.30), we obtain the following ODE for the function g :
gxx − gyy − 2 cot(2J(ξ))gxy −
4ξJ ′(ξ)gy
x sin2(2J(ξ))
= 0. (2.3.50)
We simplify the last equation by the introduction of new variables
ξ = y/x, η = x2 + y2. (2.3.51)
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This reduces the PDE (2.3.50) to the simpler PDE in term of ξ and η,
gξη +
ξgη
ξ2 + 1
= 0, (2.3.52)
which has the solution
g(ξ, η) = ζ4(ξ) +
ζ5(η)√
ξ2 + 1
, (2.3.53)
where ζ4 and ζ5 are arbitrary functions of one variable. Then, we find the solu-
tion for f by integration of the PDE (2.3.29), (2.3.30), with ζ3 given by (2.3.49),
f(x, y) = −
∫
ζ1(ξ) − ζ
′
4(ξ)
ξ
dξ−
yζ5(η)√
η
+ c2. (2.3.54)
By the substitution of (2.3.53) and (2.3.54) into the equations (2.3.26) and (2.3.27),
we find that F is an arbitrary function of one variable and G is defined by
G(ξ(x, y)) =
∫
(−ζ1(ξ) + F
′(ξ)ξ)dξ+ c3. (2.3.55)
So, we introduce (2.3.53), (2.3.54) and (2.3.55) into (2.3.25) and after an appro-
priate redefinition of ζ1, ζ4 and ζ5, the solution of (2.1.1.c), (2.1.1.d) is provided
by
u(x, y) =K ′(y/x) − yH(x2 + y2) + c2,
v(x, y) = − K ′(y/x) + y/xK(y/x) + xH(x2 + y2) + c1,
(2.3.56)
whereH, K are arbitrary functions of one variable. The velocities (2.3.56), toge-
ther with the angle and pressure defined by (2.3.24), solve the system (2.1.1).
For example, a tool corresponding to the solution (2.3.56)withH(η) = 2 exp(−0.1η),
K(ξ) = ξ and for feeding and extraction speed given respectively by (U0, V0) =
(1.05, 0) and (U1, V1) = (1.05, 0). The extrusion die is shown in figure 2.5. The
plasticity region limits correspond to the curves C1 andC2. This tool is symme-
tric under the reflection x 7→ −x. Moreover, the top contour of the tool almost
makes a complete loop, and this lets one suppose that we could make a ring in
a material by extrusion.
2.4. FINAL REMARKS.
In this paper, we have obtained the infinitesimal generators which generate
the Lie algebra of symmetries for the system (2.1.1) describing a planar flow of
an ideal plastic material. The existence of generators P1 to P4, D1, D2, L, B2, gi-
ven in equation (2.2.1), together with generator X1 of an infinite subalgebra,
defined by (2.2.2), were already known in the literature [2]. However, we have
shown that the symmetry group is completed by the addition of generators B1
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FIGURE 2.5. Extrusion die corresponding to the solution (2.3.24), (2.3.56).
and K, defined by (2.2.1) and by X1 and X2 given by equation (2.2.2), which
generate an infinite-dimensional subalgebra. We have seen that it is possible
to include the generator K in the basis of a finite-dimensional Lie subalgebra
only if no generator of χ are included. We have performed a classification of
the subalgebras into conjugacy classes under the action of the symmetry group
using the methods described in [57, 58] (see Section 2.2). This classification is
an important tool in the analysis of invariant and partially invariant solutions.
A classification of the symmetry subalgebras of (2.1.1) has been performed in
the past [2] for one-dimensional subalgebras. However, the classification pre-
sented here is more complete in the sense that it includes new infinitesimal
generators and a classification of two-dimensional subalgebras, which can be
used to obtain partially invariant solutions. In section 2.3, we have performed
(as an example) symmetry reductions corresponding to one-dimensional sub-
algebras represented by newly found generators. For the first reduction, we
have used the generator B1 and for the second reduction the generator K, both
defined in the list of generators (2.2.1). The symmetry reduction, using the in-
variants of B, leads to a new solution (see (2.3.7) and (2.3.8)) defined in terms
of an arbitrary function of ξ = xu+ yv and where the velocity fields are impli-
citly defined. For a particular choice of the arbitrary function, we have traced
(in Figure 2.1) the shape of an extrusion die corresponding to this solution. The
obtained solution has the particularity that the kinetic energy is constant along
the flow. A similar analysis has been performed for the generator K in order to
obtain a partially invariant solution. For this solution, the invariants given in
equation (5.8.13) were used to add constraints which allow us to obtain a solu-
tion more easily. These considerations were illustrated by finding a particular
solution of system (2.1.1) defined by equations (5.8.16), (2.3.14) and (2.3.16).
An example of a velocity vector field and an example of an extrusion die have
been traced respectively in figures 2.2 and 2.3. It should be noted that, to the
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vector field in Figure 2.2 (i.e. for the corresponding parameter values), we can
associate a large family of extrusion dies, of which the one in Figure 2.3 is a
particular choice. The contours have to be chosen in such a way that they cor-
respond to flow lines to the extent that it is possible to trace two curves linking
them which satisfy equation (2.1.2). These curves are the limit of the plasticity
region.
An interesting observation concerning the generator K is that if we take the
commutator of K with the generators {P1, P2, P3, P4}, we obtain the generators
{B3, B4, B5, B6}. Repeating the procedure with generators {B3, B4, B5, B6}, we ge-
nerate four new generators, and so on. An interesting fact is that, at each step,
the new obtained generators can complete the base of the subalgebra Li ge-
nerated at the previous stage in order to form a new higher-dimensional (but
still finite-dimensional) subalgebra (ensured by excluding K from the base).
Consequently, it is always possible to enlarge a finite-dimensional subalge-
bra Li that excludes K by increasing its base with the result of commutators
[K, Z] with Z ∈ Li. This gives us a chain of finite-subalgebras of the form
L0 ⊂ L1 ⊂ L2 ⊂ . . . ⊂ Li ⊂ . . .. Some preliminary results have been obtai-
ned in this work, but this subject will be addressed more thoroughly in the
future.
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Chapitre 3
SYMMETRY GROUPS OF NON-STATIONARY
PLANAR IDEAL PLASTICITY
Référence complète :V. Lamothe, Symmetry groups of non-stationnary planar
ideal plasticity. Soumis au J. Phys. A : Theor. and Math., 2013.
Abstract
This paper is a study of the Lie groups of point symmetries admitted by a sys-
tem describing a non-stationary planar flow of an ideal plastic material. For se-
veral types of forces involved in the system, the infinitesimal generators which
generate the Lie algebra of symmetries have been obtained. In the case of a
monogenic force, the classification of one- to three- dimensional subalgebras
into conjugacy classes under the action of the group of automorphisms has
been accomplished. The method of symmetry reduction is applied for certain
subalgebra classes in order to obtain invariant solutions.
3.1. INTRODUCTION
This paper is a study from the point of view of symmetry group of a sys-
tem of partial differential equations (PDE) modeling a planar flow of an ideal
plastic material which is assumed to be incompressible and subject to a force
F = (F1, F2), where F1 and F2 are component in the x and y axes respectively.
The force is a function of the independent variables (t, x, y) and of the velocity
components (u, v) relative to x and y axes respectively. The considered sys-
tem depends on the four dependent variables σ, θ, u et v, the significance of
which is given below. It is composed of the following four quasilinear PDEs
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[11, 37, 43]
(a) σx − (θx cos 2θ + θy sin 2θ) + ρ (F1 − ut − uux − vuy) = 0,
(b) σy − (θx sin 2θ− θy cos 2θ) + ρ (F2 − vt − uvx − vvy) = 0,
(c) (uy + vx) sin 2θ+ (ux − vy) cos 2θ = 0,
(d) ux + vy = 0,
(3.1.1)
where we used the notation σx = ∂σ/∂x, σy = ∂σ/∂y, etc. The quantity ρ =
(2k)−1ρ˜ is constant and represents the density ρ˜ of the material divided by
twice the yield limit k. If we denoted the mean pressure by p, then the de-
pendent variables σ = (2k)−1p and the angle θ define the strain tensor. Equa-
tions (3.1.1.a) and (3.1.1.b) are the differential equations of motion of conti-
nuum mechanics for the planar problem. The equations of Saint-Venant-Von
Mises plasticity theory are considered in this paper. In the case of a planar
flow, they reduce to the single equation (3.1.1.c) under the assumption of in-
compressibility required through (3.1.1.d).
In order to find new solutions of the system consisting of the two equa-
tions (3.1.1.a) and (3.1.1.b) with ρ = 0 (the statically determined problem), the
authors of [69, 70] acted with Lie symmetry transformations on known solu-
tions for particular boundary conditions, namely the Nàdai’s solution [53] for
a circular cavity subject to a constraint and a normal shear at the surface, and
also on the Prandtl solution [65] for a block compressed between two plates.
The stationary version (ρ = 0) of the system (3.1.1) has also been studied [17].
Solutions were found involving simple and double Riemann waves by using
the method of characteristics. However, as is often the case with this method,
solutions rely on numerical integration in order to obtain velocity components
u and v. A study of the system (3.1.1) from the group-theoretical point of view
has been done for the stationary case [45, 46]. Such a study has never been car-
ried out for the non-stationary case and for different types of force involved in
the system.
The purpose of this paper is to make a systematic study of system (3.1.1)
from point of view of the Lie group of symmetry transformations of this system
in order to obtain new analytic solutions. More specifically, the infinitesimal
generators of symmetries which generate the Lie algebra L associated with the
group G are obtained. Different algebras are obtained depending on the force
(F1, F2) chosen. Next, for monogenic force (which admit the largest possible
symmetry group), a classification of the one- to three- dimensional subalge-
bras into conjugacy classes under the action of the group of automorphisms of
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G is performed, based on the techniques introduced in [57, 58]. This allows one
to obtain invariant and partially invariant (with defect structure δ = 1 in the
sense of Ovsiannokov [56]) solutions. The paper is organized as follows. The
vector fields that span the symmetry algebra and their commutation relations
are presented in Section 3.2. Section 3.3 is concerned with the classification of
subalgebras into conjugacy classes under the action of the symmetry group of
system (3.1.1) in the case where the intervening force is monogenic. Symme-
try reductions corresponding to certain interesting subalgebras are performed
in Section 3.4. Section 3.5 contains final remarks and possible future develop-
ments.
3.2. ALGEBRAS OF SYMMETRIES
In this section, we study the symmetries of system (3.1.1) by applying the
infinitesimal techniques presented in e.g. [54, 56]. This allows us to obtain the
Lie algebra of symmetries depending on the force (F1, F2) chosen.
Consider first an infinitesimal generator of the form
X = ξ1∂x + ξ2∂y + ξ3∂t + φ1∂u + φ2∂v + φ3∂σ + φ4∂θ, (3.2.1)
where the coefficients ξi, φj, i = 1, . . . , 3, j = 1, . . . , 4 are functions of the inde-
pendent and dependent variables t, x, y, u, v, σ, θ of the system. Applying the
symmetry criterion [54] to the system (3.1.1), we obtain a hundred linear PDEs
for the coefficients ξi, φj, the so-called determining equations, which we omit
so as not to lengthen this paper. The most general solution of the determining
equations for a general force is found to be
ξ1 = c1x + τ1(t)y+ τ2(t), ξ2 = c1y− τ1(t)x+ τ3(t), ξ3 = c1t+ c2,
φ1 = τ1(t)v+ τ
′
1(t)y+ τ
′
2(t), φ2 = −τ1(t)u− τ
′
1(t)x+ τ
′
3(t),
φ3 = ρη(t, x, y), φ4 = −τ1(t),
(3.2.2)
where c1, c2 are real parameters and τ1, τ2, τ3, η real functions (the first and se-
cond derivatives of τi(t) are denoted τ ′i(t) and τ
′′
i (t) respectively). The constants
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and functions defining (3.2.2) obey the following PDEs
(a) ηx(t, x, y) + c1 (F1 + tF1,t + xF1,x + yF1,y) + c2F1,t − τ
′′
1 (t)y
+ τ ′1(t) (yF1,u − xF1,v − 2v) + τ1(t) (yF1,x − xF1,y + vF1,u − uF1,v − F2)
+ τ2(t)F1,x + τ
′
2(t)F1,u − τ
′′
2 (t) + τ3(t)F1,y + τ
′
3(t)F1,v,
(b) ηy(t, x, y) + c1 (F2 + tF2,t + xF2,x + yF2,y) + c2F2,t + τ
′′
1 (t)x
+ τ ′1(t) (yF2,u − xF2,v − 2u) + τ1(t) (yF2,x − xF2,y + vF2,u − uF2,v + F1)
+ τ2(t)F2,x + τ
′
2(t)F2,u + τ3(t)F2,y + τ
′
3(t)F2,v − τ
′′
3 (t).
(3.2.3)
At this point, the problem can be solved by two different approaches. The first
approach is used when the force is known. In this case, equations (3.2.3) should
be solved for the parameters c1, c2 and the arbitrary functions τ1, τ2, τ3, η and
the solution introduced in the equations (3.2.2), which generate the Lie symme-
try algebra when introduced in (3.2.1). The dimension of the symmetry algebra
depends on the force intervening in the system. It may happen that only one
vector field spanned the Lie algebra, that is if the force is such that the solution
is trivial and all parameters (constant and arbitrary functions) vanish at the
exception of η which can always be an arbitrary function of the time. Hence,
for all possible types of forces, the system (3.1.1) always admits an infinite sub-
algebra spanned by the vector field η(t)∂σ. The second approach involves the
classification of the forces which admit symmetries associated with parame-
ters c1, c2 and free functions τ1, τ2, τ3, η, which appear in equations (3.2.3). It
should be noted that equations (3.2.3) can be satisfied either by the parame-
ters c0, c1, τ1, τ2, τ3 and η or by the forces, or even by a combination of both.
However, for a set of parameters and a force which satisfy equations (3.2.3), if
the force is parameterized by certain of the parameters c0, c1, . . ., and η, then
those parameters define the force and cannot be used to generate a basis of the
symmetry algebra. Consequently, if into the coefficient (3.2.2), we set to zero all
parameters which do not appear in the expression of the force and substituting
the coefficients obtained in this way into the vector field (3.2.1), we obtain a
specific generator associated with the force. The forces which are independent
of the parameters c0, c1, . . . and η are those which are most likely to corres-
pond to large symmetry groups (when the parameters are not subjected to a
large number of constraints in order to satisfy equation (3.2.3)). Assuming that
ηx 6= 0 6= ηy, the compatibility condition of mixed derivatives of ηwith respect
to x and y is an equation involving the force and the parameters c0, c1, . . ., but
not the functions η. If this compatibility equation is solved for the force and
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the parameters, then the system (3.2.3) can be solved by quadrature and we
obtain η(t, x, y) in terms of the force and of the above-mentioned parameters
(provided that the differential consequences of equations (3.2.3), when derived
with respect to u and v, are satisfied). Those parameters among c0, c1, τ1, τ2, τ3,
which appear in η(t, x, y) can be associated with necessary corrections cau-
sed by the force. For example, if c1 appears in the solution for η and we set
all other parameters to zero, we obtain a generator corresponding to a dilata-
tion with a correction term due to the force. On the other hand, if we assume
that ηx = ηy = 0, then the parameters c0, c1, τ1, τ2, τ3 and the force have to sa-
tisfy the two equations (3.2.3) instead of the compatibility equation mentioned
above. This implies a reduction in the number of possible forces and their as-
sociated symmetry transformations. The forces and their associated symmetry
algebras, corresponding to the hypothesis ηx = ηy = 0 will be presented first,
followed by those corresponding to the hypothesis ηx 6= 0 6= ηy.
3.2.1. Families of forces and their symmetry algebras when ηx = ηy = 0
In this subsection, we consider forces for which the first derivatives of the
function η(t, x, y), which define the coefficient φ2 of the generator (3.2.1), va-
nish. Consequently, the remaining algebra parameters and the force must sa-
tisfy the two equations (3.2.3) instead of the single compatibility equation, as
explained above. The equations (3.2.3) are coupled PDEs for the F1 and F2 com-
ponents of the force except in the case where τ1(t) = 0. Therefore, we consider
the cases where τ1(t) = 0 and τ1(t) 6= 0.
If we suppose that τ1(t) = 0, the PDEs (3.2.3) for F1 and F2 are no longer
coupled. In this case, there exists no non-zero force which leaves all remaining
algebra parameters (c0, c1, τ2(t), τ3(t)) free of all constraints. We consider the
case where the parameters c0 and c1 are free algebra parameters. This is only
possible if the coefficients in front of c0 and c1 in the two equations (3.2.3)
cancel out. Such a force which satisfies the equations (3.2.3) when ηx = ηy =
τ1(t) = 0 is only possible when τ2(t) and τ3(t) are linear functions of time t.
The most general force obtained under these hypothesis takes the form
F1 =
h1(−κ2u + κ1v)
κ1y− κ2x
, F2 =
h2(−κ2u+ κ1v)
κ1y− κ2x
, (3.2.4)
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where h1 and h2 are real-valued functions of one variable, while κ1 and κ2 are
real parameters of the force. The symmetry algebra of system (3.1.1), corres-
ponding to a force of the form (3.2.4), is spanned by the vector fields
P0 = ∂t, Pσ = ρs(t)∂σ, D = t∂t + x∂x + y∂y,
P1 = κ1∂x + κ2∂y, K = t(κ1∂x + κ2∂y) + κ1∂u + κ2∂v.
(3.2.5)
These vector fields generate one-parameter groups of a translation in time, a
translation of σ by an arbitrary function of time, a dilatation of the physical
space, a translation in position and a boost respectively. The direction of P1
and K is determined by the parameters κ1 and κ2 of the force (3.2.4).
If, in addition to the hypotheses τ1(t) = ηx = ηy = 0, we require c0 = 0,
then the force can be time-dependent, but the time-translation is no longer a
symmetry of the system. For example, for a force of the form
F1 =κ1t
−1u+ t−1h1
(
t−1(x − y), u− v
)
,
F2 =κ1t
−1v + t−1h2
(
t−1(x− y), u− v
)
,
(3.2.6)
where h1, h2 are arbitrary functions of two variables and κ1 is a real parameter
of the force. The symmetry generators associated with a force of type (3.2.6)
are
P1 = ∂x + ∂y, Pσ = ρs(t)∂σ, D = t∂t + x∂x + y∂y,
K = tκ1+1(∂x + ∂y) + (κ1 + 1)t
κ1(∂u + ∂v).
(3.2.7)
The symmetry algebra is therefore generated by Pσ, a translation P1, a dilata-
tion D of the physical space and a boost K parameterized by the parameter κ1
of the force.
Still assuming that ηx = ηy = 0, we present several examples of a force
satisfying (3.2.3) for which τ1(t) 6= 0. If we assume that τ1(t) = c2, where c2 is a
real constant, and we require that c0 and c1 be free parameters of the symmetry
algebra, then a possible example of force satisfying these conditions have the
components
F1 =
κ1x
x2 + y2
− x
u2 + v2
x2 + y2
, F2 =
κ1y
x2 + y2
− y
u2 + v2
x2 + y2
, (3.2.8)
where κ1 ∈ R is a parameter of the force. This is a radial force which decreases
at a rate inversely proportional to the square of the radius, but having a com-
ponent pointing towards the center increasing proportionally to the square of
the velocity. The associated generators take the form
P0 = ∂t, Pσ = ρs(t)∂σ,
D = t∂t + x∂x + y∂y, L = y∂x − x∂y + v∂u − u∂v − ∂θ.
(3.2.9)
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These vector fields correspond of a translation in time, translation of σ by an
arbitrary function of time, a dilatation of the physical space and a rotation L
respectively. The force (3.2.8) can be generalized to the form
F1 = x
h
(
x2+y2
(t+κ1)2
)
(t+ κ1)2
− x
u2 + v2
x2 + y2
, F2 = y
h
(
x2+y2
(t+κ1)2
)
(t+ κ1)2
− y
u2 + v2
x2 + y2
, (3.2.10)
where h is an arbitrary function of one variable. In this case, the parameters
c0 and c1 are no longer independent of one another and we obtain a kind of
supersposition between the translation P0 and the dilatation D. The symmetry
algebra with a force of the type (3.2.10) is generated by
Pσ = ρs(t)∂σ, Dǫ = (t+ κ1)∂t + x∂x + y∂y, L = y∂x − x∂y + v∂u − u∂v − ∂θ.
(3.2.11)
One interesting type of force which allows the consideration of friction or vis-
cosity arises when we make the hypotheses c1 = κ1, τ1(t) = κ2, τ2(t) = c2,
τ3(t) = c3 and η(t, x, y) = s(t). In this case, the components of the force are
given by
F1 =
(
uh1(u
2 + v2) + vh2(u
2 + v2)
)
exp ((κ1/κ2) arctan(v/u)) ,
F2 =
(
vh1(u
2 + v2) − uh2(u
2 + v2)
)
exp ((κ1/κ2) arctan(v/u)) ,
(3.2.12)
where h1 and h2 are arbitrary functions of the velocity, while κ1 and κ2 are the
real parameters of the force. The force components given in (3.2.12) constitute
a force with a contribution along the velocity vector parameterized by the ar-
bitrary function h1 and a contribution of perpendicular to the velocity vector
parameterized by the function h2. Depending on the sign of the argument of
the exponential and on the angle between the velocity vector and the u-axis,
the force is damped or amplified. The symmetry algebra of the system (3.1.1)
for a force of type (3.2.12) is generated by the generators
P0 = ∂t, P1 = ∂x, P2 = ∂y, Pσ = ρs(t)∂σ,
K = κ1 (t∂t + x∂x + y∂y) + κ2 (y∂x − x∂y + v∂u − u∂v − ∂θ) .
(3.2.13)
It is possible to add a contribution to the force which is a function of time, but
only at the cost of losing the generator P0 = ∂t in the basis of the symmetry
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algebra. This force takes the form
F1 =
(
uh1(u
2 + v2) + vh2(u
2 + v2)
)
exp ((κ1/κ2) arctan(v/u))
+ (t+ κ0/κ1)
−1
(
κ3 sin
(
κ2
κ1
ln
(
t+
κ0
κ1
))
+ κ4 cos
(
κ2
κ1
ln
(
t+
κ0
κ1
)))
F2 =
(
vh1(u
2 + v2) − uh2(u
2 + v2)
)
exp ((κ1/κ2) arctan(v/u))
+ (t+ κ0/κ1)
−1
(
−κ3 cos
(
κ2
κ1
ln
(
t+
κ0
κ1
))
+ κ4 sin
(
κ2
κ1
ln
(
t+
κ0
κ1
)))
,
(3.2.14)
where h1, h2, are arbitrary functions and κi, i = 1, 2, 3, 4, are force parameters.
The symmetry algebra is spanned by the generators
P1 = ∂x, P2 = ∂y, Pσ = ρs(t)∂σ,
K = κ0∂t + κ1 (t∂t + x∂x + y∂y) + κ2 (y∂x − x∂y + v∂u − u∂v − ∂θ) .
(3.2.15)
A more extensive generalization of the force (3.2.12) is possible, but it admits
an algebra with a lower dimension. This force takes the form
F1 =
(
uh1(u
2 + v2) + vh2(u
2 + v2)
)
exp ((κ1/κ2) arctan(v/u))
+ t−1
(
xh3
(
x2 + y2
t2
)
+ yh4
(
x2 + y2
t2
))
exp ((κ1/κ2) arctan (y/x))
F1 =
(
vh1(u
2 + v2) − uh2(u
2 + v2)
)
exp ((κ1/κ2) arctan(v/u))
+ t−1
(
yh3
(
x2 + y2
t2
)
− xh4
(
x2 + y2
t2
))
exp ((κ1/κ2) arctan (y/x)) ,
(3.2.16)
The associated symmetry algebra is generated by P0 andK, as defined in (3.2.13).
The force presents a contribution parallel to the velocity vector corresponding
to the terms containing the arbitrary function h3. It also have a contribution
perpendicular to velocity vector corresponding to the terms containing the
function h4. The forces presented above in this subsection do not represent
a complete classification of the forces satisfying the PDEs (3.2.3) when subjec-
ted to the restriction ηx = ηy = 0. Nevertheless, they constitute interesting
examples of forces parameterized by real constants κi and arbitrary functions
of one or two variables. The forces can be expressed in terms of the components
u and v of the velocity. Consequently, they can be interpreted, for instance, as
friction phenomena. For some of the forces presented in this subsection, the
system (3.1.1) admits generators containing parameters of the force in their
expressions. This means that each force determined by a particular choice of
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parameters κi, of a family of forces, is associated with a set of generators spe-
cific to it. In what follows, we consider forces satisfying the PDEs (3.2.3) but
subject to the condition ηx 6= 0 6= ηy.
3.2.2. Families of forces and their symmetry algebras when ηx 6= 0 6= ηy
When the derivatives of the function η(t, x, y)with respect to x and y in the
determining equations (3.2.3) are non-zero, the compatibility condition of the
mixed derivatives have to be satisfied, i.e.we must satisfy the equation,
c0Gt + c1 (2G+ tGt + xGx + yGy) + τ1(t) (yGx − xGy + vGu − uGv)
+ τ˙1(t) (yGu − xGv − F1,u − F2,v) + 2τ¨1(t) + τ2(t)Gx
+ τ˙2(t)Gu + τ3(t)Gy + τ˙3(t)Gv = 0,
(3.2.17)
where G = F1,y − F2,x. If this compatibility condition is satisfied, then the equa-
tions (3.2.3) can be integrated by quadrature for η(t, x, y) provided that the de-
rivatives with respect to u and v of equations (3.2.3) cancel out. Indeed, since
η(t, x, y) does not depend on u and v, the derivatives ηu and ηv vanish, which
lead us to four equations obtained as differential consequences of PDEs (3.2.3).
In order to obtain a large group of symmetries, we assume that the coefficients
in front of the constants c0 and c1, together with the coefficients in front of the
arbitrary functions τ2(t), τ3(t) and their derivatives, vanish. This implies that
G = F1,y − F2,x = 0, (3.2.18)
and therefore equation (3.2.17) reduces to
−τ˙1(t) (F1,u + F2,v) + 2τ¨1(t) = 0. (3.2.19)
The general solution of equation (3.2.18) takes the form
F1 = Ux(t, x, y, u, v), F2 = Uy(t, x, y, u, v), (3.2.20)
where U is an arbitrary differentiable function which depends on the inde-
pendent variables t, x, y. If we introduce the force of the form (3.2.20) into
equation (3.2.19) and into the differential consequence with respect to u and
v of the equations (3.2.3), and imposing the condition that the coefficients c0,
c1, τ2(t) and τ3(t) all vanish, we find that components of the force do not de-
pend on u and v. In this case, equation (3.2.19) implies that τ1(t) be a constant,
which we denote c2. The force (3.2.20) then reduces to a monogenic type, i.e.
F1 = Vx(t, x, y), F2 = Vy(t, x, y), (3.2.21)
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L D L P0 B1 B2 P1 P2 S
D 0 0 −P0 0 0 −P1 −P2 0
L 0 0 0 B2 −B1 P2 −P1 0
P0 P0 0 0 P1 P2 0 0 0
B1 0 −B2 −P1 0 0 0 0 0
B2 0 B1 −P2 0 0 0 0 0
P1 P1 −P2 0 0 0 0 0 0
P2 P2 P1 0 0 0 0 0 0
S 0 0 0 0 0 0 0 0
TABLE 3.1. Commutations relations for L.
where V(t, x, y) is an arbitrary function. Therefore, we can solve equations
(3.2.3) for the quantity η, in terms of the parameters c1, c2 and of the functions
τ2, τ3, which takes the form
η = − c1 (tVt + xVx + yVy) − c2Vt + c3 (xVy − yVx) − τ2(t)Vx
+ τ3(t) + τ
′′
2 (t)x+ τ
′′
3 (t)y+ s(t).
(3.2.22)
The symmetry algebra associated with the force (3.2.21) is generated by the
following vector fields
P0 = ∂t − ρVt∂σ, Bs = ρS(t)∂σ,
Bx = τ2(t)∂x + τ
′
2(t)∂u − ρ (τ2(t)Vx − xτ
′′
2 (t))∂σ,
By = τ3(t)∂y + τ
′
3(t)∂v − ρ (τ3(t)Vy − yτ
′′
3 (t))∂σ,
D = t∂t + x∂x + y∂y − ρ (tVt + xVx + yVy)∂σ,
L = y∂x − x∂y + v∂u − u∂v + ρ (xVy − yVx) ∂σ − ∂θ,
(3.2.23)
where functions τ2, τ3 and s(t) are arbitrary. Due to the arbitrary nature of func-
tions τ2, τ3 and s(t), these vector fields generate an infinite-dimensional sym-
metry algebra. In order to apply, in next section, the methods of classification
of subalgebras into conjugacy classes according [57, 58], we handle the finite-
dimensional algebra by setting the functions τ2(t) = b1t+ b2, τ3(t) = b3t + b4
and s(t) = b5, where b1 to b5 become parameters of the symmetry algebra. The
obtained Lie algebra, denoted L, is generated by the vector fields
P0 = ∂t − ρVt∂σ, P1 = ∂x − ρVx∂σ, P2 = ∂y − ρVy∂σ, S = ρ∂σ,
B1 = t∂x + ∂u − ρtVx∂σ, B2 = t∂y + ∂v − ρtVy∂σ,
D = t∂t + x∂x + y∂y − ρ (tVt + xVx + yVy)∂σ,
L = y∂x − x∂y + v∂u − u∂v + ρ (xVy − yVx) ∂σ − ∂θ,
(3.2.24)
The commutation relations for the generators are given in Table 3.1.
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3.3. CLASSIFICATION OF THE SUBALGEBRAS IN THE CASE OF MO-
NOGENIC FORCES
This section concerns the classification of the subalgebras of the Lie symme-
try algebra defined by the eight generators (3.2.24). We denote this Lie algebra
as
L = {D, L, B1, B2, P0, P1, P2, S} , (3.3.1)
where we used {·} instead of span {·} to ease the notation. In order to make use
of the classification techniques developed in [57, 58], we begin by choosing a
decomposition (provided that the algebra is not simple). We use the following
decomposition :
L = (A⊲ P) ⊕ {S} , (3.3.2)
where ⊲ denotes a semidirect sum and ⊕ a direct sum. Here, we have
A = {D, L, B1, B2} , P = {P0, P1, P2} . (3.3.3)
It should be noted that A can be decomposed as a semi-direct sum {D, L} ⊲
{B1, B2} of twoAbelian algebras of dimension 2 and thatP is anAbelian algebra
of dimension 3. There are two different types of subalgebras of a direct sum.
The untwisted subalgebras of a direct sum of two algebrasA1 andA2 are those
which are spanned by the union of the bases of a subalgebraA1,i ⊂ A1 and of a
subalgebraA2,j ⊂ A2. The twisted subalgebras of a direct sum are the ones that
are not conjugate to any untwisted subalgebras and are found through a gene-
ralization of the Goursat twist which was developed in [57, 58, 74]. In order to
use the classification methods, it is necessary to first determine the conjugacy
classes of each algebra involved in the sum under its group of automorphisms.
Since the component {S} in the direct sum (3.3.2) is a subalgebra of dimension
1, it constitutes its own conjugacy class by itself. The other component of the
direct sum is the semi-direct sum (A ⊲ P). In order to classify this semidirect
sum, one should use the classification techniques adapted to semidirect sums
[74]. The classification of subalgebras of A, as defined by equation (3.3.3), has
been carried out in [59]. By using the results of this classification for A, we
proceed to classify A⊲ P by finding splitting and nonsplitting subalgebras. A
splitting subalgebra of a semidirect sum (A ⊲ P) is a subalgebra spanned by
the union of the basis of generators of a subalgebraAi ⊂ A and of a subalgebra
Pi ⊂ P where Pi is an ideal of the subalgebra Ai ⊲ Pi generated in this way,
i.e. [Pi,Ai] ⊂ Pi. A nonsplitting subalgebra is a subalgebra which is not conju-
gate to a splitting subalgebra. For a detailed algorithm for the classification of
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L1,1 = {L+ aD+ bS} L1,8 =
{
B1 + δ¯S
}
L1,2 = {D+ aS} L1,9 = {P0}
L1,3 =
{
D+ δ¯B1 + aS
} L1,10 = {P0 + ǫS}
L1,4 = {B1} L1,11 = {P1}
L1,5 = {B1 + P0 + aS} L1,12 = {P1 + S}
L1,6 = {B1 + ǫP2} L1,13 = {S}
L1,7 =
{
B1 + ǫP2 + δ¯S
}
TABLE 3.2. One-dimensional representatives of the conjugation
classes of L. The parameters are : a, b, c, d, δ, δ¯ ∈ R, δ ≥ 0, δ¯ > 0,
ǫ = ±1, ǫ˜ ∈ {−1, 0, 1}
subalgebras, see eg [74]. Once the component A ⊲ P in (3.3.2) has been classi-
fied, the method can be used to classify the direct sum (3.3.2). Since one of the
components of the direct sum, namely {S}, is one dimensional, the untwisted
subalgebras are obtained by augmenting the basis of each subalgebra ofA⊲P
with the generator S. In the present case, given that {S} is one-dimensional, the
twisted subalgebras are found by adding a component S to each basis vector
of a subalgebra of A⊲ P and requiring that it form an algebra, which imposes
conditions on the parameters. For example, we find a twisted subalgebra as-
sociated with the subalgebra of A generated {D, P0} by adding a component of
{S} to each of the basis vectors, that is {D+ aS, P0 + bS}, a, b ∈ R, and requi-
ring that this form an algebra, i.e. [D+ aS, P0 + bS] ∈ {D+ aS, P0 + bS}. This
imposes the condition that b = 0, but no condition is imposed on a. Next,
since Q = A ⊲ P , we perform the conjugation under the action of the norma-
lizer Nor(Qi; exp(Q)) ×Nor(S; exp(S)) in order to simplify the remaining pa-
rameters as much as possible. We deduce that {D+ aS, P0}, a ∈ R is a twisted
subalgebra since the subalgebra is not conjugate to any untwisted subalgebra.
In the next Section, we study invariant and partially invariant solutions.
For this reason, the classification has been performed for subalgebras of L of
dimension 1 to 3. The representative subalgebras of the conjugacy classes are
summarized in tables 3.2, 3.3 and 3.4 for subalgebras of dimension 1,2 and 3
respectively.
3.4. SYMMETRY REDUCTIONS
In this section we illustrate the use of the result obtained in the previous
section by several examples of invariant solutions for different types of forces
considered in Sections 3.2 and 3.3. The symmetry reduction method (see e.g.
[54]) is used to obtain solution of the system (3.1.1).
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L2,1 = {D+ aS, L+ bS} L2,15 = {B1 + P0 + aS, P1 + bP2}
L2,2 = {L+ aD+ bS, P0} L2,16 = {B1 + P0 + aS, P2}
L2,3 = {L+ aD, S} L2,17 = {B1 + aS, P1 + bP2 + ǫ˜S}
L2,4 = {D+ aS, B1 + bS} L2,18 = {B1 + aS, P2 + ǫ˜S}
L2,5 =
{
D+ δ¯B2 + aS, B1 + bS
} L2,19 = {B1, S}
L2,6 = {D+ aS, P0} L2,20 = {B1 + P0, S}
L2,7 = {D+ aS, P1} L2,21 = {B1 + ǫP2, S}
L2,8 =
{
D+ δ¯B1 + aS, P1 + bP2
} L2,22 = {P0 + aS, P1 + S}
L2,9 =
{
D+ δ¯B1 + aS, P2
} L2,23 = {P0 + ǫ˜S, P1}
L2,10 = {D, S} L2,24 = {P1 + ǫS, P2 + aS}
L2,11 =
{
D+ δ¯B1, S
} L2,25 = {P1, P2 + ǫ˜S}
L2,12 = {B1 + aS, B2 + bS} L2,26 = {P0, S}
L2,13 = {B1 + δS, B2 + ǫP1 + aP2 + bS} L2,27 = {P1, S}
L2,14 = {B1 + δS, B2 + ǫP2 + aS}
TABLE 3.3. Two-dimensional representatives of the conjugacy
classes of L. The parameters are : a, b, c, d, δ, δ¯ ∈ R, δ ≥ 0, δ¯ > 0,
ǫ = ±1, ǫ˜ ∈ {−1, 0, 1}
L3,1 = {L + aD + bS, B1, B2} L3,17 = {B1 + aP2 + bS, B2 + P0 + cS, P1 + dS}
L3,2 = {D + aS, L + bS, P0} L3,18 = {B1, B2, P1}
L3,3 = {D,L, S} L3,19 =
{
B1 + δ¯S, B2 + aS, P1 + bS
}
L3,4 = {L + aS, B1 + ǫP2, B2 − ǫP1} L3,20 =
{
B1, B2 + δ¯S, P1 + aS
}
L3,5 = {L + aD, P0, S} L3,21 =
{
B1, B2, P1 + δ¯S
}
L3,6 = {D + aS, B1 + δS, B2 + bS} L3,22 = {B1, B2, S}
L3,7 = {D + aS, B1 + δS, P1 + bP2} L3,23 = {B1, B2 + ǫP1 + aP2, S}
L3,8 = {D + aS, B1 + δS, P2} L3,24 = {B1, B2 + ǫP2, S}
L3,9 =
{
D + δ¯B2 + aS,B1 + bS, P1 + cP2
}
L3,25 = {B1, P1 + aP2, S}
L3,10 =
{
D + δ¯B2 + aS,B1 + bS, P2
}
L3,26 = {B1 + P0, P1 + aP2, S}
L3,11 = {D,B1, S} L3,27 = {B1, P2, S}
L3,12 =
{
D + δ¯B2, B1, S
}
L3,28 = {B1 + P0, P2, S}
L3,13 = {D,P0, S} L3,29 = {P0 + aS, P1 + bS, P2 + cS}
L3,14 = {D,P1, S} L3,30 = {P0, P1, S}
L3,15 =
{
D + δ¯B1, P1 + aP2, S
}
L3,31 = {P1, P2, S}
L3,16 =
{
D + δ¯B1, P2, S
}
TABLE 3.4. Three-dimensional representatives of the conjugacy
classes of L. The parameters are : a, b, c, d, δ, δ¯ ∈ R, δ ≥ 0, δ¯ > 0,
ǫ = ±1, ǫ˜ ∈ {−1, 0, 1}
3.4.1. Monogenic forces
Let us consider the system (3.1.1) when the force involved is monogenic, i.e.
of the form (3.2.21). In this case the system (3.1.1) admits the largest symmetry
group and the classification of its subalgebras into conjugacy classes as been
performed in the previous section for subalgebras of dimension 1 to 3. As a first
example, we obtain particular solutions which are invariant under the action
of the subgroup spanned by the two-dimensional subalgebra
L2,1 = {D, L} , (3.4.1)
108
when the parameters a = b = 0 and where the generators D and L are defi-
ned in equation (3.2.24). This subsalgebras admits the following functionnally
independent invariants
ξ =
x2 + y2
t2
, T1 = θ − arctan
(y
x
)
, T2 = θ − arctan
( v
u
)
,
R = u2 + v2, S = σ+ ρV(t, x, y),
(3.4.2)
where V(t, x, y) is a function which define the monogenic force. The last four
relations in (3.4.2) can be inverted to obtain u, v, θ, σ in terms of t, x, y and of
the invariants T1, T2, R, S. Therefore, assuming that the invariants T1, T2, R and
S are function of the invariant ξ, called the symmetry variable, we make the
hypothesis that the invariant solution is of the form
u =R(ξ)1/2 cos (T1(ξ) − T2(ξ) + arctan(y/x)) , θ = T1(ξ) + arctan(y/x),
v =R(ξ)1/2 sin (T1(ξ) − T2(ξ) + arctan(y/x)) , σ = S(ξ) − ρV(t, x, y).
(3.4.3)
Introducing the Ansatzes (3.4.3) into the system (3.1.1) for the monogenic force
(3.2.21), we obtain the following reduced system
S ′(ξ) = 2−1ξ sin (2T1(ξ)) − (4ξ)
−2
ρR(ξ) + ρ2−1
(
2−1 (cos (2T1(ξ) − 2T2(ξ)) + 1)
− (ξ/R(ξ))1/2 cos (T1(ξ) − T2(ξ))
)
R ′(ξ) + ρξR(ξ)
(
cos(2T1(ξ))
− 2−1R(ξ)ρ sin (2T1(ξ) − 2T2(ξ)) + ρ (ξR(ξ))
1/2 sin (T1(ξ) − T2(ξ))
)
T ′1(ξ)
+ ρ
(
2−1R(ξ) sin (2T1(ξ) − 2T2(ξ)) − (ξR(ξ))
1/2 sin (T1(ξ) − T2(ξ))
)
T ′2(ξ)
+ (4ξ)−1 ρR(ξ) cos (2T1(ξ) − 2T2(ξ)) ,
(3.4.4)
ρξ
(
2−1 sin (2T1(ξ) − 2T2(ξ)) − (ξ/R(ξ))
1/2 sin (T1(ξ) − T2(ξ))
)
R ′(ξ)
+ ρξ
(
R(ξ) cos (2T1(ξ) − 2T2(ξ)) − 2 (ξR(ξ))
1/2 cos (T1(ξ) − T2(ξ))
+ 2 sin(T1(ξ)) + R(ξ)
)
T ′1(ξ) − cos (2T1(ξ))
+ ρξR(ξ)
(
− cos (2T1(ξ) − 2T2(ξ)) + 2 (ξ/R(ξ))
1/2 cos (T1(ξ) − T2(ξ))
− 1
)
T ′2(ξ) +
ρ
2
R(ξ) sin (2T1(ξ) − 2T2(ξ)) = 0,
(3.4.5)
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1
2
(ξ+ cos (2T1(ξ) + 2T2(ξ)))R ′(ξ) + ξR(ξ) sin (2T1(ξ) + 2T2(ξ)) T ′1(ξ)
− ξR(ξ) sin (2T1(ξ) + 2T2(ξ)) T ′2(ξ) −
R(ξ)
2
(1+ cos (2T1(ξ) + 2T2(ξ))) = 0,
(3.4.6)
ξ cos (T1(ξ) − T2(ξ))R ′(ξ) − 2ξR(ξ) sin (T1(ξ) − T2(ξ)) T ′1(ξ)
+ 2ξR(ξ) sin (T1(ξ) − T2(ξ)) T ′2(ξ) + R(ξ) cos (T1(ξ) − T2(ξ)) = 0.
(3.4.7)
It should be noted that the first equations (3.4.4) and (3.4.5) are found by taking
the combination x · (3.1.1.a) + y · (3.1.1.b) and y · (3.1.1.a) − x · (3.1.1.b), and
then substituting the Ansatzes (3.4.3) into those combinations. The reduced
equation (3.4.7) admits the first integral
(1/2)ξR(ξ) (1+ cos ((2T1(ξ)) − 2T2(ξ))) = a1, (3.4.8)
where a1 is a real integration constant. So, solving (3.4.8) for T1(ξ)we find
T1(ξ) =T2(ξ) +
ǫ
2
arccos
(
2a1
ξR(ξ)
− 1
)
,
=T2(ξ) + arccos
(
ǫa
1/2
1
(ξR(ξ))1/2
)
, ǫ = ±1.
(3.4.9)
Substituting (3.4.9) into the reduced equation (3.4.5), we obtain an equation
relating the quantities R and T2 and their first derivatives. From this equation
we obtain the first integral
−
1
2
a
−1/2
1 ξ
(
1−
2a1
ξR(ξ)
)
cos(2T2(ξ)) −
(ξR(ξ) − a1)
1/2
R(ξ)
sin (2T2(ξ))
+ ρ
(
a
1/2
1 ξ− a1
)
a−11 (ξR(ξ) − a1)
1/2 −
3
2
a
−1/2
1 ρ
∫
(ξR(ξ) − a1)
1/2
dξ = a2,
(3.4.10)
where a2 is a real integration constant and we have chosen ǫ = −1. Replacing
(3.4.9) into (3.4.6) leads to the following ODE for R(ξ)
− 2a
1/2
1 (ξR(ξ) − a1)
1/2
R ′(ξ) cos (2T2(ξ))
+
(
(2a1 − ξR(ξ))R
′(ξ) + R(ξ)2
)
sin (T2(ξ)) = 0.
(3.4.11)
The function S(ξ) is obtained by integrating the equation (3.4.4) and can be
expressed in terms of the functions R and T2 in the form
S(ξ) = −
1
2
(ξR(ξ) − 2a1) sin(2T2(ξ))
ξR(ξ)
+
a
1/2
1 (ξR(ξ) − a1)
1/2 cos(2T2(ξ))
ξR(ξ)
−
∫
1
2ξ
(
R(ξ) sin(2T2(ξ))
ξR ′(ξ)
+ ρ
(
ξR(ξ) − a
1/2
1
))
dξ+ a3,
(3.4.12)
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where a3 is a real integration constant. Therefore, if we obtain the function R
and T2 which satisfy equation (3.4.10) and (3.4.11) then those functions, toge-
ther with T1 and S defined respectively by (3.4.9) and (3.4.12), provide a so-
lution of the system (3.1.1) when they are replaced into the formulas (3.4.3)
(when the force is of the form (3.2.21)). Equations (3.4.10) and (3.4.11) are dif-
ficult to solve in general, but certain particular solutions can be obtained. For
example, equations (3.4.10) and (3.4.11) are satisfied by the particular solution
R(ξ) = a1ξ
−1, T2(ξ) = π/4, a2 = 0. (3.4.13)
In this case, substituting (3.4.13) into (3.4.9) and (3.4.12), we find respectively
that
T1(ξ) =π/4,
S(ξ) =
1
2
(
ρa
1/2
1 ln(ξ) + ln
(
ξ +
(
ξ2 − 4a1a
2
2
)1/2)
+ ρa1ξ
−1
)
+ a3,
(3.4.14)
Finally, replacing (3.4.13) and (3.4.14) into (3.4.3) we find the explicit solution
in the form
θ = π/4+ arctan(y/x), u =
a
1/2
1 tx
x2 + y2
, v =
a
1/2
1 ty
x2 + y2
,
σ =
(
ρa
1/2
1 + 1
)
ln
(
(x2 + y2)1/2
t
)
+
a1ρ
2
t2
x2 + y2
− ρV(t, x, y) + a3,
(3.4.15)
where V(t, x, y) is the function which define the force (3.2.21). This solution is
irrotational since it makes the quantity uy − ux vanishes. Consequently, this
solution is a particular case of the solutions constructed in [32], where all irro-
tational solutions where obtained for the case of a monogenic force. Another
particular solution can be obtained when a1 = 0 in the first integral (3.4.8). In
this case, the functions T1 can be expressed in term of T2 in the form
T1(ξ) = T2(ξ) − π/2. (3.4.16)
As a consequence of (3.4.16) and of a1 = 0, equation (3.4.11) implies that
ξR ′(ξ) − R(ξ) = 0,
which is satisfied by
R(ξ) = b21ξ, (3.4.17)
where b1 is an integration constant. So replacing (3.4.16) and (3.4.17) into (3.4.3),
we see that the solution must be of the form
θ =T1(ξ) + arctan(y/x), σ = S(ξ) − ρV(t, x, y),
u = − b1yt
−1, v = b1xt
−1.
(3.4.18)
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We introduce this solution into the first two equations of (3.1.1) in order to
obtain the reduced equations
S ′(ξ) = cos (2T1(ξ)) T ′1(ξ) + 2
−1 sin (2T1(ξ))
ξ
− 2−1ρb21,
2ξ sin (2T1(ξ)) T ′1(ξ) − cos (2T1(ξ)) − ρb1ξ = 0,
(3.4.19)
for the function S and T1. The solution of the system (3.4.19) is given by
T1(ξ) =
π
2
−
1
2
arccos
(
ρb1ξ
2 + 2b2
ξ
)
,
S(ξ) = −
1
2
∫η=ξ (ρb1η)2 + 2(ρb1b2 − 1)(
4η2 − (ρb1η2 + 2b2)
2
)1/2dη− ρb212 ξ + b3,
(3.4.20)
where bi, i = 1, 2, 3, are real integration constants. The corresponding solution
of system (3.1.1) takes the form
u = −
b1y
t
, v =
b1x
t
,
θ =
π
2
−
1
2
arccos
(
1
2
ρb1
(
x2 + y2
)
+ 2b1t
4
t2(x2 + y2)
)
+ arctan(y/x),
σ = − ρV(t, x, y) −
1
2
ρ
b21(x
2 + y2)
t2
+
∫ η=(x2+y2)/t2 (ρb1η)2 + 2(ρb1b2 − 1)(
4η2 −
(
ρb1η2 + 2b
2
2
)2)1/2 + b3.
(3.4.21)
From the previous solutions ((3.4.15) and (3.4.21)), it is possible to find
an additional solution. First, we assume that the components of the velocity
form a linear combination of the velocity component in solutions (3.4.15) and
(3.4.21),i.e.
u =
a
1/2
1 tx
x2 + y2
−
a2y
t
, v =
a
1/2
1 ty
x2 + y2
+
a2x
t
, (3.4.22)
where a1, a2 ∈ R. Next, we replace (3.4.22) into equation (3.1.1.c), which we
then solve algebraically in order to find θ in the form
θ = −
1
2
arctan
(
1
2
x2 − y2
xy
)
. (3.4.23)
It is easily verified that θ (given by (3.4.23)) and the velocity components u and
v (given by (3.4.22)) satisfy the compatibility condition of themixed derivatives
of σ with respect to x and y when the force takes the form :
F1 = Vx(t, x, y) +
a2y
t
, F2 = Vy(t, x, y) −
a2x
t
, (3.4.24)
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where V(t, x, y) is an arbitrary real-valued function. In this case, σ is obtained
by integrating equations (3.1.1.a) and (3.1.1.b) under the form
σ =− ρV(t, x, y) + 2−1(a1ρ− 1) ln
(
x2 + y2
)
− 2ρa1a2 arctan(y/x)
− 2−1ρa22t
−2(x2 + y2) + 2−1ρa21t
2(x2 + y2)−1 + s(t),
(3.4.25)
where s(t) is an arbitrary function of time. As shown in figure 1, the vector
fields (3.4.22) of this solution evolve from a concentric form at the initial times
to a radial form at sufficiently large times. During the transition between the
two configurations, the flow lines spiral away from the origin. The vector fields
have been drawn for the values a1 = 1 and a2 = 1 at the times t = 0.1, t = 1
and t = 10 from left to right. It should be noted that when the parameter
a1 changes its sign, the field lines converge to the origin (at sufficiently large
times) instead of diverging from it. When the parameter a2 changes its sign, the
rotational direction of the flow lines is reversed (at sufficiently small times).
FIGURE 3.1. Evolution of the vectors field of the solution (3.4.22).
3.4.2. Solutions in the presence of frictionnal force
Consider the system (3.1.1) when the involved force is of form (3.2.12). This
force can be expressed in terms of two arbitrary functions, which depend on
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the velocity. This allows us to consider certain problems involving friction. For
this type of force the symmetry algebra is spanned by the generators (3.2.13).
We focus on solutions which are invariant under the action of the subgroup
corresponding to the one-dimensional subalgebra generated by
K = κ1 (t∂t + x∂x + y∂y) + κ2 (y∂x − x∂y + v∂u − u∂v − ∂θ) ,
where the parameters κ1 and κ2 appear in the force. A set of functionally inde-
pendent invariants of the generator K is given by
r =
x2 + y2
t2
, ξ = κ2 ln(t) + κ1 arctan(y/x), R = u2 + v2,
T1 = κ2 ln(t) + κ1θ, T2 = κ2 ln(t) + κ1 arctan(v/u), S = σ.
(3.4.26)
Assuming that the invariants R, T1, T2 and S are functions of r and ξ, we invert
the relations (3.4.26) in order to obtain u, v, θ and σ in terms of the invariant
solution, i.e.
θ =T1(r, ξ) −
κ2
κ1
ln(t), u = R(r, ξ) cos
(
T2(r, ξ) − κ2 ln(t)
κ1
)
,
σ =S(r, ξ), v = R(r, ξ) sin
(
T2(r, ξ) − κ2 ln(t)
κ2
)
.
(3.4.27)
Here, we have made the hypothesis that κ1 6= 0. Replacing the force (3.2.12)
and the Ansatz (3.4.27) into the system (3.1.1), we obtain the reduced system
∂S
∂r
= ρ
(
−r1/2 cos
(
T2 − ξ
κ1
)
+
R
2
(
1+ cos
(
2(T2 − ξ)
κ1
)))
∂R
∂r
+
ρ
2
(
κ2
r1/2
cos
(
T2 − ξ
κ1
)
+
κ1R
2r
sin
(
2(T2 − ξ)
κ1
))
∂R
∂ξ
+ cos
(
2(κ1T1 − ξ)
κ1
)
∂T1
∂r
+
κ1
2r
sin
(
2(κ1T1 − ξ)
r
)
∂T1
∂ξ
+
ρR
κ1
(
r1/2 sin
(
T2 − ξ
κ1
)
−
R
2
sin
(
2(T2 − ξ)
κ1
))
∂T2
∂r
+
ρR
2
(
R
2r
(
cos
(
2(T2 − ξ)
κ1
)
− 1
)
−
κ2
κ1r1/2
sin
(
T2 − ξ
κ1
))
∂T2
∂ξ
−
ρR
2κ1r1/2
(
κ1e
T2/κ2h2(R
2) cos
(
T2 − ξ
κ1
)
+
(
κ1e
T2/κ2h1(R
2) − κ2
)
sin
(
T2 − ξ
κ1
))
(3.4.28)
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∂S
∂ξ
=
ρr
κ1
(
R sin
(
2(T2 − ξ)
κ1
)
− 2r1/2 sin
(
T2 − ξ
κ1
))
∂R
∂r
+
ρ
2
(
R
(
1− cos
(
2(T2 − ξ)
κ1
))
+
r1/2
κ1
sin
(
T2 − ξ
κ1
))
∂R
∂ξ
+
2r
κ1
sin
(
2(κ1T1 − ξ)
κ1
)
∂T1
∂r
− cos
(
2(κ1T1 − ξ)
κ1
)
∂T1
∂ξ
+
ρrR
κ21
(
− 2r1/2 cos
(
T2 − ξ
κ1
)
+ R
(
1+ cos
(
2(T2 − ξ)
κ1
)))
∂T2
∂r
+
ρR
2κ21
(
2κ2r
1/2 cos
(
T2 − ξ
κ1
)
+ κ1R sin
(
2(T2 − ξ)
κ1
))
∂T2
∂ξ
+
ρr1/2R
κ21
(
κ1e
T2/κ2h1(R
2) − κ2
)
cos
(
T2 − ξ
κ1
)
−
ρr1/2R
κ1
eT2/κ2h2(R
2) sin
(
T2 − ξ
κ1
)
(3.4.29)
2κ1r
∂R
∂r
cos
(
T2 − 2κ1T1 + ξ
κ1
)
− κ21
∂R
∂ξ
sin
(
T2 − 2κ1T1 + ξ
κ1
)
− 2rR sin
(
T2 − 2κ1T1 + ξ
κ1
)
∂T2
∂r
+ κ1R
∂T2
∂ξ
cos
(
T2 − 2κ1T1 + ξ
κ1
)
= 0
(3.4.30)
2κ1r
∂R
∂r
cos
(
T2 − ξ
κ1
)
+ κ21
∂R
∂ξ
sin
(
T2 − ξ
κ1
)
− 2rR
∂T2
∂r
sin
(
T2 − ξ
κ1
)
+ κ1R
∂T2
∂ξ
cos
(
T2 − ξ
κ1
)
= 0.
(3.4.31)
Is should be noted that in order to obtain the reduced equations (3.4.28) and
(3.4.29) we must solved for ∂S/∂r and ∂S/∂ξ the equations resulting from the
substitution of the Ansatz (3.4.27) in (3.1.1.a) and (3.1.1.b). The reduced system
consisting of equations (3.4.28), (3.4.29), (3.4.30) and (3.4.31) is very complica-
ted to solved in general. However, as an example, we find a particular solution
by making the assumption that
R(r, ξ) = R(r), T2(r, ξ) = T2(ξ). (3.4.32)
In this case, equations (3.4.30) and (3.4.31) reduced to
κ1 cos
(
T2(ξ) − ξ
κ1
)(
2r
dR(r)
dr
+
dT2(ξ)
dξ
R(r)
)
= 0,
κ1 cos
(
2κ1T1(ξ) − T2(ξ) − ξ
κ1
)(
2r
dR(r)
dr
− R(r)
dT2(ξ)
dξ
)
= 0.
(3.4.33)
One possible solution of the system (3.4.33) is
R(r) = r1/2, T2(ξ) = ξ+ κ1π/2. (3.4.34)
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The substitution of (3.4.34) into the reduced equation (3.4.28) and (3.4.29) re-
sulting in following system
∂S
∂r
=
∂T1
∂r
cos
(
2
κ
(κ1T1(ξ) − ξ)
)
+
κ1
2r
∂T1
∂ξ
sin
(
2
κ1
(κ1T1(ξ) − ξ)
)
− 2−1ρ
(
1+ h1(r) exp
(
κ−12 (ξ+ κ1π/2)
))
,
∂S
∂ξ
=
2r
κ1
∂T1
∂r
sin
(
2
κ1
(κ1T1(ξ) − ξ)
)
−
∂T1(ξ)
∂ξ
cos
(
2
κ1
(κ1T1(ξ) − ξ)
)
− ρκ−11
(
1+ h2(r) exp
(
κ−12 (ξ+ κ1π/2)
))
,
(3.4.35)
where the functions h1(r) and h2(r) are the same functions that define the force
(3.4.26). If we assume that
h1(r) = 2
κ2
κ1
(h2(r) + rh
′
2(r)) , (3.4.36)
then the equations (3.4.35) are compatible only if
T1(ξ) =
ξ
κ1
+
π
2
+
1
2
arccos
(ρ
2
r−
a2
r
− a3
)
, (3.4.37)
where a2 and a3 are real constants. In this case, equations (3.4.35) can be inte-
grated and the obtained solutions is
S(r, ξ) = −
ρrξ
κ1
+
r
κ1
(
1
2ρ
−
a2
r2
)
ξ−
ξ
κ1
(
−ρr
2
+
a2
r
+ a3
)
−
ρr
2
+
1
2
(
1−
(ρr
2
−
a2
r
− a3
)2)1/2
+
1
2
∫
r−1
(
1−
(ρr
2
−
a2
r
− a3
)2)1/2
dr
−
κ2
κ1
ρr exp
(
κ−12 (ξ+ κ1π/2)
)
h2(r) + a1
(3.4.38)
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Finally, replacing the functions R, T1, T2 and S defined (3.4.34), (3.4.37) and
(3.4.38) into the Ansatz (3.4.27), we have the explicit solution
u = −
y
t
, v =
x
t
,
θ =
π
2
+ arctan
(y
x
)
−
1
2
arccos
(
ρ
2
x2 + y2
t2
−
a2t
2
x2 + y2
− a3
)
,
σ = −
ρκ2
κ1
x2 + y2
t
h2
(
x2 + y2
t2
)
exp
(
κ1
κ2
(
arctan
(y
x
)
+
π
2
))
−
ρ
2
x2 + y2
t2
+
∫ r= x2+y2
t2 1
2r
(
1−
(ρr
2
−
a2
r
− a3
)2)1/2
dr+ a1
+
1
2
(
1−
(
ρ
2
x2 + y2
t2
−
a2t
2
x2 + y2
− a3
)2)1/2
−a3
(
κ2
κ1
ln(t) + arctan
(y
x
))
,
(3.4.39)
where a1, a2, a3 are integration constants. In (3.4.39), the quadrature that ap-
pears in the formula for σ can be computed in order to obtain an explicit ex-
pression in terms of hypergeometric functions. However, this expression is in-
volved, so the author has prefered to give the more compact form of the qua-
drature. In view of relation (3.4.36) and replacing the explicit expression for the
component of the velocity into the force (3.2.12), we find the following explicit
form for the force
F1 =
[
2κ2x − κ1y
κ1t
h2
(
x2 + y2
t2
)
+
2κ2x(x
2 + y2)
κ1t3
h ′2
(
x2 + y2
t2
)]
× exp
(
κ1
κ2
(
arctan
(y
x
)
+
π
2
))
,
F2 =
[
2κ2y+ κ1x
κ1t
h2
(
x2 + y2
t2
)
+
2κ2y(x
2 + y2)
κ1t3
]
× exp
(
κ1
κ2
(
arctan
(y
x
)
+
π
2
))
,
where h2 is an arbitrary functions defining the force.
3.5. CONCLUDING REMARKS AND FUTURE OUTLOOKS
The objective of this paper was to study the system (3.1.1) describing the
planar flow of an ideal plastic material in non-stationary case in order to ob-
tain explicit solutions. The symmetry group of the system depends on the
components F1 and F2 of the force involved in the system. The first stage was
to determine the symmetry group corresponding to each specific investigated
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force. This investigation was carried out in Section 3.2 where several different
types of force were given together which the associated symmetry generators.
In many cases, the forces depend on the component u and v of the velocity and
include arbitrary functions of one or two variables. For a given force (see for
example equation (3.2.12)) some symmetry generators contains the parameters
κi of this force (see the generators (3.2.13)). This correspond to the fact that the
symmetry generator adapt itself to the force (through the value of the force
parameters). It should be noted that the monogenic forces of form (3.2.21) are
particularly interesting since the corresponding symmetry group is of highest
dimension. In fact, some of the generators (3.2.23) are expressible in terms of
arbitrary functions of time τ2(t), τ3(t) and s(t), which makes the group infinite
dimensional. The subalgebra spanned the eight generators (3.2.24), correspon-
ding to the requirement that τ2(t) and τ3(t) be linear functions and that s(t)
be constant, was classified in conjugacy classes under the action of its internal
automorphism group. This classification guarantees that symmetry reduction
corresponding to two different subalgebras belonging to different conjugacy
classes are not equivalent. By this wemean that invariant solutions determined
from two distinct conjugacy classes cannot be obtain from each other through
a group transformation. This classification is summarized in table 3.2, 3.3 and
3.4 for subalgebras of dimension 1, 2 and 3 respectively. It can be used to carry
out symmetry reduction systematically in the case of monogenic forces. Such a
systematic procedure is not the objective of the present paper but it is expected
in a future work. However, in Section 3, we use the conjugacy classe represen-
ted by the subalgebra L2,1 = {D, L} of table 3.3 as an example of an invariant
solution that can be obtained in the case of monogenic forces. For a force of
type (3.2.12), a second example of solution is given for which the parameters
κ1 and κ2 of the force appear in the solution.
As mentioned above a systematic use of the SRM on the classification given
in Section 3, is a natural follow up of this work. The importance of such a
study reside in the immediat applicability of the results, as was done [45, 46]
for stationary case. New solutions of plasticity problems such that given in
system (3.1.1) are essential requirement for the development and efficiency of
certain industrial procedures such as sheet rolling and extrusion.
118
ACKNOWLEDGEMENTS
The author is greatly indebted to professor A.M. Grundland (Centre de Re-
cherche Mathématiques, Université de Montréal) for several valuable and in-
teresting discussions on the topic of this work. This work was supported by a
research grant from the Natural Sciences and Engineering Council of Canada.
Chapitre 4
MULTIMODE SOLUTIONSOF FIRST-ORDER
QUASILINEAR SYSTEMS OBTAINED FROM
RIEMANN INVARIANTS. PART I.
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Abstract
Two new approaches to solving first-order quasilinear elliptic systems of PDEs
in many dimensions are proposed. The first method is based on an analysis
of multimode solutions expressible in terms of Riemann invariants, based on
links between two techniques, that of the symmetry reduction method and of
the generalized method of characteristics. A variant of the conditional symme-
try method for constructing this type of solution is proposed. A specific feature
of that approach is an algebraic-geometric point of view, which allows the in-
troduction of specific first-order side conditions consistent with the original
system of PDEs, leading to a generalization of the Riemann invariant method
for solving elliptic homogeneous systems of PDEs. A further generalization of
the Riemann invariants method to the case of inhomogeneous systems based
on the introduction of specific rotation matrices enabled us to weaken the inte-
grability condition. It allows us to establish the connection between the struc-
ture of the set of integral elements and the possibility of the construction of
specific classes of simple mode solutions. These theoretical considerations are
illustrated by the examples of an ideal plastic flow in its elliptic region and a
system describing a nonlinear interaction of waves and particles. Several new
classes of solutions have been obtained in explicit form including the general
integral for the latter system of equations.
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4.1. INTRODUCTION
Riemann waves represent a very important class of solution of nonlinear
first-order systems of partial differential equations (PDEs). They are ubiqui-
tous in the differential equations of mathematical physics, since they appear in
all multidimensional hyperbolic systems and constitute their elementary so-
lutions. Their characteristic feature is that, in most cases, they are expressible
only in implicit form. For a homogeneous hyperbolic quasilinear system of
first-order PDEs,
Aiµα (u)
∂uα
∂xi
= 0, i = 1, . . . , p, α = 1, . . . , q, µ = 1, . . . ,m (4.1.1)
(where A1, . . . ,Ap are q ×m matrix functions of an unknown function u and
we adopt the convention that repeated indices are summed unless one of them
is in a bracket), a Riemann wave solution is defined by the equation u =
f(r(x, u)), where f : R → Rq, and the function r(x, u) = λi(u)xi is called
the Riemann invariant associated with the vector λ satisfying the equation
ker
(
λiAi(u)
) 6= 0. These solutions have rank at most equal to one. They are
building blocks for constructing more general types of solutions describing
nonlinear superpositions of many waves (k-waves), which are very interes-
ting from the physical point of view. Until now, the only way to approach
this task was through the generalized method of characteristics (GMC) [9, 16,
39, 41, 64, 67] and more recently through the conditional symmetry method
(CSM) [1, 13, 25, 30, 31, 55]. The GMC relies on treating Riemann invariants as
new dependent variables (which remain constant along the appropriate cha-
racteristic curves of the initial system (4.1.1) and constitute a set of invariants
of the Abelian algebra of some vector field Xa = ξia(u)∂
i
x with λ
a
i ξ
i
a = 0 for
1 ≤ a ≤ k < p. This leads to the reduction of the dimension of the problem.
The most important theoretical results obtained with the use of the GMC or
CSM [31] include the finding of necessary and sufficient conditions for the exis-
tence of Riemann k-waves inmultidimensional systems. It was shown [64] that
these solutions depend on k arbitrary functions of one variable. Some criteria
were also found [64] for determining the elastic or nonelastic character of the
superposition of Riemann waves described by hyperbolic systems, which is
particularly useful in physical applications. In applications to fluid dynamics
and nonlinear field theory, many new and interesting results were obtained
[3, 9, 20, 23, 24, 41, 52, 67, 75, 77]. Both the GMC and CSM methods, like all
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other techniques for solving PDEs, have their limitations. This fact has moti-
vated the authors to search for the means of constructing larger classes of mul-
tiple wave solutions expressible in terms of Riemann invariants by allowing
the introduction of complex integral elements in the place of real simple inte-
gral elements (with which the solutions of hyperbolic systems are built [64]).
This idea originated from the work of S. Sobolev [71] in which he solved the
wave equation by using the associated complex wave vectors. We are particu-
larly interested in the construction of nonlinear superpositions of elementary
simple mode solutions, and the proposed analysis indicates that the language
of conditional symmetries is an effective tool for this purpose. This approach
is applied to the nonstationary irrotational flow of a ideal plastic material in
its elliptic region. A further extension of the proposed method to the case of
inhomogeneous systems is proposed in order to be applicable either in elliptic
or hyperbolic regions. This allows for a wider range of physical applications.
The approach is based on the use of rotation matrices which obey certain alge-
braic conditions and allow us to write the reduced system in terms of Riemann
invariants in the sense that each derivative of dependent variables is equal to
an algebraic expression (see equation (4.6.9)). We discuss in detail the sufficient
conditions for the existence of multimode solutions. This approach is applied
to a system describing a propagation of shock waves intensity in the nonlinear
interaction of waves and particles. The general integral of this system has been
constructed in an explicit form depending on two arbitrary functions of one
variable.
The organization of this paper is as follows. Section 4.2 contains a detai-
led account of the generalized method of characteristics for first-order quasi-
linear systems of PDEs in many dimensions based on complex characteristic
elements. In Section 4.3 we formulate the problem of multimode solutions ex-
pressible in terms of Riemann invariants by means of a group theoretical ap-
proach. This allows us to formulate the necessary and sufficient conditions for
constructing these types of solutions. In Section 4.4, the usefulness of the me-
thod developed in Section 4.3 is illustrated by an example of the ideal plasticity
in (2 + 1) dimensions, in which we find several bounded solutions. Moreover,
we have drawn extrusion dies and the flow inside it (limiting ourselves to the
region where the gradient catastrophe does not occur). Sections 4.5 and 4.6
comprise a new approach to solving inhomogeneous elliptic systems to ob-
tain simple wave and simple mode solutions. In Section 4.7, we have shown
a example of a simple mode solution using the method presented in Section
4.6. The technique is applied on a system describing the propagation of shock
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waves for the nonlinear interaction of waves and particles. We obtain its ge-
neral solution. Section 4.8 summarizes the results obtained and contains some
suggestions regarding further developments.
4.2. THE METHOD OF CHARACTERISTICS FOR COMPLEX INTEGRAL
ELEMENTS.
The methodological approach assumed in this section is based on the ge-
neralized method of characteristics which has been extensively developed (e.g.
in [9, 19, 29, 34, 64] and references therein) for multidimensional homogeneous
and inhomogeneous systems of first-order PDEs. A specific feature of that ap-
proach is an algebraic and geometric point of view. An algebraization of sys-
tems of PDEs was made possible by representing the general integral elements
as linear combinations of some special elements associated with those vector
fields which generate characteristic curves in the spaces of independent va-
riables X and dependent variables U, respectively (see e.g. [36, 64]). The intro-
duction of these elements (called simple integral elements) proved to be very
useful for constructing certain classes of rank-k solutions in closed form. These
integral elements proved to correspond to Riemann wave solutions in the case
of nonelliptic systems and serve to construct multiple waves (k-waves) as a
superposition of several single Riemann waves.
The generalized method of characteristics for solving quasilinear hyperbo-
lic first-order systems can be extended to the case of complex characteristic
elements (see e.g. [64, 71]). These elements were introduced not only for ellip-
tic systems but also for hyperbolic systems by allowing the wave vectors to
be the complex solutions of the dispersion relation associated with the initial
system of equations. The starting point is to make an algebraization, according
to [9, 29, 64], of a first-order system of PDEs (4.1.1) in p independent and q
dependent variables written in its matrix form
Ai(u)ui = 0, i = 1, . . . , p,
x = (x1, . . . , xp) ∈ X ⊆ Rp, u = (u1, . . . , uq) ∈ U ⊆ Rq,
(4.2.1)
where Ai(u) = (Aµiα (u)) are m × q matrix functions of u and we denote the
partial derivatives by uαi = ∂u
α/∂xi. The matrix Lαi satisfying the conditions[9]
uαi ∈
{
Lαi : Aµiα Lαi = 0, µ = 1, . . . , q
}
(4.2.2)
at some open given point u0 ∈ U is called an integral element of the system
(4.2.1). This matrix L =
(
∂uα/∂xi
)
is a matrix of the tangent mapping du : X→
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TuU given by the formula
X ∋ (δxi)→ (δuα) ∈ TuU, where δuα = uαi δxi.
The tangent mapping du(x) determines an element of linear space L(X, TuU),
which can be identified with the tensor product TuU⊗X∗, (where X∗ is the dual
space of X, i.e. the space of linear forms). It is well known [9, 29, 64] that each
element of this tensor product can be represented as a finite sum of simple
tensors of the form
L = γ⊗ λ,
where λ ∈ X∗ is a covector and γ = γα ∂
∂uα
∈ TuU is a tangent vector at the point
u ∈ U. Hence, the integral element Lαi is called a simple element if rank(Lαi ) =
1. To determine a simple integral element Lαi we have to find a vector field
γ ∈ TuU and a covector λ ∈ X∗ satisfying the so-called wave relation(
λiAµiα (u)
)
γα = 0, µ = 1, . . . ,m. (4.2.3)
The necessary and sufficient condition for the existence of a nonzero solution
γ for the equation (4.2.3) is
rank
(
λiAi(u)
)
< min(m,q). (4.2.4)
This relation is known as the dispersion relation. If the covector λ = λi(u)dxi
satisfies the dispersion relation (4.2.4) then there exists a polarization vector
γ ∈ TuU satisfying the wave relation (4.2.3). The algebraic approach which
has been used in [9, 29, 64] for hyperbolic systems of equations (4.2.1) allows
the construction of certain classes of k-wave solutions admitting k arbitrary
functions of one variable. The replacement of thematrix of derivativesuαi in the
system of equations (4.2.1) by the simple real element Lαi allows us to construct
more general classes of solutions by replacing the real elements with complex
ones. A specific form of solution u(x) of an elliptic system (4.2.1) is postulated
for which the tangent mapping du(x) is a sum of a complex element and its
complex conjugate
duα(x) = ξ(x)γα(u)λi(u)dx
i + ξ¯(x)γ¯α(u)λ¯i(u)dx
i, α = 1, . . . , q, (4.2.5)
where γ = (γ1, . . . , γq) ∈ Cq and λ = (λ1, . . . , λp) ∈ Cp satisfy
λiAµiα (u)γα = 0, λ¯iAµiα (u)γ¯α = 0. (4.2.6)
Here the quantity ξ(x) 6= 0 is treated as a complex function of the real variables
x. In what follows we assume that the vectors γ and γ¯ are linearly independent.
The proposed form of solution (4.2.5) is more general than the one proposed in
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[39, 67] for which the derivatives uαi are represented by a real simple element
leading to a simple Riemann wave solution. To distinguish this situation from
the one proposed in (4.2.5), we call the real-valued solution associated with a
complex element and its complex conjugate a simple mode solution in accor-
dance with [64]. This means that all first-order derivatives of uα with respect
to xi are decomposable in the following way
∂uα
∂xi
= ξ(x)γα(u)λi(u) + ξ¯(x)γ¯
α(u)λ¯i(u), (4.2.7)
or alternatively
∂uα
∂xi
= i
(
ξ(x)γα(u)λi(u) − ξ¯(x)γ¯(u)
αλ¯i(u)
)
,
where a set of functions (λ, γ) and their conjugates (λ¯, γ¯) onU satisfy the wave
relation (4.2.6). Similarly, as in the case of k-waves, for hyperbolic systems [64],
we have to find the necessary and sufficient conditions for the existence of
solutions of type (4.2.5). These conditions are called involutivity conditions.
First we derive a number of necessary conditions on the vector fields (γ, λ)
and their complex conjugate (γ¯, λ¯) as a requirement for the existence of rank-2
(simple mode) solutions of the homogeneous system (4.2.1). Namely, closing
(4.2.5) by exterior differentiation, we obtain the following 2-forms
γ⊗ (dξ∧ λ+ ξdλ) + ξdγ∧ λ+ γ¯⊗ (dξ¯∧ λ¯+ ξ¯dλ¯) + ξ¯dγ¯∧ λ¯ = 0, (4.2.8)
which have to satisfy (4.2.5). Using (4.2.5) we get
dλ = ξ¯λ¯∧ λ,γ¯ + ξλ∧ λ¯,γ, dγ = ξ¯γ,γ¯ ⊗ λ¯+ γ,λ ⊗ dλ, (4.2.9)
where we have used the following notation
λ,γ = γ
α ∂
∂uα
λ, γ,γ¯ = γ¯
α ∂
∂uα
γ.
Substituting (4.2.9) into the prolonged system (4.2.8) we obtain
γ⊗ [dξ∧ λ+ ξξ¯λ¯∧ λ,γ¯]+ γ¯⊗ [dξ¯∧ λ¯+ ξξ¯λ∧ λ¯,γ]+ ξξ¯ [γ, γ¯]⊗ λ∧ λ¯ = 0,
(4.2.10)
whenever the differential (4.2.5) holds. The commutator of vector fields γ and
γ¯, is denoted by
[γ, γ¯] = (γ, γ¯)u + γ,λiλi,γ¯ − γ¯,λiλi,γ,
while by (γ, γ¯)u we denote a part of the commutator which contains the diffe-
rentiation with respect to the variables uα, i.e.
(γ, γ¯)u = γ¯
α ∂
∂uα
γ(u, λ)|λ=const. − γ
α ∂
∂uα
γ¯(u, λ¯)
∣∣
λ¯=const.
.
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LetΦ be an annihilator of the vectors γ and γ¯, i.e.
< ωyγ >= 0, < ωyγ¯ >= 0, ω ∈ Φ = An {γ, γ¯} .
Here, by the parenthesis < ωyγ >, we denote the contraction of the 1-form
ω ∈ T ∗uU with the vector field γ ∈ TuU and similarly for the vector field γ¯ ∈
TuU. Multiplying the equations (4.2.10) by the 1-form ω ∈ Φ we get
ξξ¯ < ωy [γ, γ¯] > λ∧ λ¯ = 0. (4.2.11)
We look for the compatibility condition for which the system (4.2.11) does not
provide any algebraic constraints on the coefficients ξ and ξ¯. This postulate
means that the profile of the simple modes associated with γ ⊗ λ and γ¯ ⊗ λ¯
can be chosen in an arbitrary way for the initial (or boundary) conditions. It
follows from (4.2.11) that the commutator of the vector fields γ and γ¯ is a linear
combination of γ and γ¯, where the coefficients are not necessarily constant, i.e.
[γ, γ¯] ∈ span {γ, γ¯} .
So, the Frobenius theorem is satisfied. That is, at every point u0 of the space of
dependent variables U, there exists a tangent surface S spanned by the vector
fields γ and γ¯ passing through the point u0 ∈ U. Moreover the above condition
implies that there exists a complex-valued function α such that
[γ, γ¯] = αγ− α¯γ¯, (4.2.12)
since [γ, γ¯] = [γ¯, γ] = − [γ, γ¯] holds. Next, from the vector fields γ and γ¯ defi-
ned on U-space, we can construct the coframe Ψ, that is the set of 1-forms σ1
and σ2 defined on U satisfying the conditions
< σ1yγ >= 1, < σ1yγ¯ >= 0, σ1, σ2 ∈ Ψ,
< σ2yγ >= 0, < σ2yγ¯ >= 1.
(4.2.13)
Substituting (4.2.9) and (4.2.12) into the prolonged system (4.2.10) and multi-
plying by σ1 and σ2 respectively, we get
(i) dξ∧ λ+ ξ
(
ξ¯λ¯∧ λ,γ¯ + ξλ∧ λ¯,γ
)
+ αξξ¯λ∧ λ¯ = 0,
(ii) dξ¯∧ λ¯+ ξ¯
(
ξλ∧ λ¯,γ + ξ¯λ¯∧ λ,γ¯
)
+ α¯ξξ¯λ¯∧ λ = 0.
(4.2.14)
If dξ = dξ¯ then equation (4.2.14.i) is a complex conjugate of (4.2.14.ii). So one
can consider one of them, say (4.2.14.i). We look for the condition of integrabi-
lity such that the system (4.2.14.i) does not impose any restriction on the form
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of the coefficients ξ and ξ¯. By exterior multiplication of (4.2.14.i) by λ, we ob-
tain
λ,γ¯ ∧ λ¯∧ λ = 0, (4.2.15)
and its respective complex conjugate equation
λ¯,γ ∧ λ∧ λ¯ = 0. (4.2.16)
Note that if conditions (4.2.12), (4.2.15) and (4.2.16) are satisfied, then from
the Cartan lemma[10] the system (4.2.14) and consequently the set of 1-forms
(4.2.10) has nontrivial solutions for dξ and dξ¯. So under these circumstances
the following result holds [64].
Proposition 4.2.1. The necessary condition for the Pfaffian system (4.2.5) to possess
a simple mode solution is that the following two constraints on the complex-valued
vector fields γ and λ be satisfied
(i) [γ, γ¯] = αγ− α¯γ¯,
for any complex-valued function α ∈ C, and
(ii) λ,γ¯, γ¯,γ ∈ span
{
λ, λ¯
}
.
Note that the conditions (4.2.12), (4.2.15) and (4.2.16) are strong require-
ments on the functions γ =
(
γ1, . . . , γq
)
and λ = (λ1, . . . , λp) and their complex
conjugates which satisfy the wave relation (4.2.3). Consequently, the postula-
ted form of a one-mode solution u(x) of the elliptic system (4.2.1), required by
the generalized method of characteristics (GMC), is such that all first-order de-
rivatives of u(x) with respect to xi are decomposable in the form (4.2.5). This
restriction is a strong limitation on the admissible class of solutions of (4.2.1).
So far, there have been few known examples of such solutions. Therefore, it is
worth developing this idea by weakening the integrability conditions (4.2.12),
(4.2.15) and (4.2.16) in order to construct multi-mode solutions (considered to
be nonlinear superpositions of simple modes). In the next section we propose
an alternative way of constructing multi-mode solutions (expressed in terms
of Riemann invariants) which are obtained from a version of the conditional
symmetry method (CSM) [31] by adapting it to the elliptic systems. In Sec-
tion 4.5 and 4.6 a further refinement of the above technique will be presented,
which consist of generalising the idea of mode solutions for quasilinear sys-
tems (4.2.1). This idea is based on the specific factorization of integral elements
(4.2.2) through the introduction of some rotation matrices by weakening the
restrictions impose by the wave relations (4.2.3). This approach allows us to go
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deeper into the geometrical aspects of solving systems (4.2.1) and enables us
to obtain new results. This constitutes the objective of this paper.
4.3. CONDITIONAL SYMMETRY METHOD AND MULTIMODE SOLU-
TIONS IN TERMS OF RIEMANN INVARIANTS.
In this section, we examine certain aspects of the conditional symmetry
method in the context of Riemann invariants for which the wave vectors λ and
λ¯ are complex solutions of the dispersion relation (4.2.4) associated with the
original system (4.2.1). Let us consider a nondegenerate first-order quasilinear
elliptic system of PDEs (4.2.1) in its matrix form
A1(u)u1 + . . .+Ap(u)up = 0, (4.3.1)
where A1, . . . ,Ap arem × q real-valued matrix functions of u. Let us suppose
that there exist k linearly independent non-conjugate complex-valued wave
vectors
λA(u) =
(
λA1 (u), . . . , λ
A
p (u)
) ∈ Cp, λA 6= λ¯B ∀ A,B ∈ {1, . . . , k < p} , (4.3.2)
which satisfy the dispersion relation (4.2.4). One should note that in (4.3.2) we
do not require indicesA 6= B, which means that real wave vectors are excluded
from our consideration (we do not consider here the mixed case for wave vec-
tors involving real and complex wave vectors). Under the above hypotheses,
the kwave vectors (4.3.2) and their complex conjugates
λ¯A(u) =
(
λ¯A1 (u), . . . , λ¯
A
p (u)
) ∈ Cp, A = 1, . . . , k,
satisfy the dispersion relation (4.2.4). In what follows it is useful to introduce
the notation c.c. which means the complex conjugate of the previous term or
equation. This notation is convenient for computational purposes allowing the
presentation of some expressions in abbreviated form.
Let us suppose that there exists a unique solution u(x) of the system (4.3.1)
of the form
u = f(r1(x, u), . . . , rk(x, u), r¯1(x, u), . . . , r¯k(x, u)) + c.c., (4.3.3)
where the complex-valued functions rA, r¯A : Rp × Rq → C are called the Rie-
mann invariants associated respectively to wave vectors λA, λ¯A and are defined
by
rA(x, u) = λAi (u)x
i, r¯A(x, u) = λ¯Ai (u)x
i, A = 1, . . . , k, (4.3.4)
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where c.c. means complex conjugated previous term. Note that the functions
u(x) are defined implicitly in terms of uα, xi, rA and r¯A. For any function f :
Ck → Cq and its complex conjugate, the equation (4.3.3) determines a unique
real-valued function u(x) on a neighborhood of the origin x = 0. Note also that
an analogue analysis as presented below can be performed if one replace the
postulated form of the solution (4.3.3) written in the Riemann invariants by the
expression
u = i
(
f(r1(x, u), . . . , rk(x, u), r¯1(x, u), . . . , r¯k(x, u)) − c.c.
)
.
Therefore we omit this case.
The Jacobi matrix of derivatives of u(x) is given by
∂u = (uαi ) =
(
Iq −
[(
∂f
∂r
+
∂f¯
∂r
)
∂r
∂u
+ c.c.
])−1((
∂f
∂r
+
∂f¯
∂r
)
λ+ c.c.
)
,
(4.3.5)
or equivalently as
∂u =
(
∂f
∂r
+
∂f¯
∂r
)(
M1λ+M2λ¯
)
+ c.c., (4.3.6)
where c.c. means the complex conjugate of the previous term. The k × k ma-
tricesM1 andM2 are defined by
M1 =
[
Ik −
∂r
∂u
(
∂f
∂r
+
∂f¯
∂r
)
−
∂r
∂u
(
∂f
∂r¯
+
∂f¯
∂r¯
)(
Ik −
∂r¯
∂u
(
∂f
∂r¯
+
∂f¯
∂r¯
))−1
∂r¯
∂u
(
∂f
∂r
+
∂f¯
∂r
)]−1
,
M2 = −M1
∂r
∂u
(
∂f
∂r¯
+
∂f¯
∂r¯
)(
Ik −
∂r¯
∂u
(
∂f
∂r¯
+
∂f¯
∂r¯
))−1
,
(4.3.7)
∂f
∂r
=
(
∂fα
∂rA
)
∈ Cq×k, ∂f
∂r¯
=
(
∂fα
∂r¯A
)
∈ Cq×k, λ = (λAi ) ∈ Ck×p, (4.3.8)
∂r
∂u
=
(
∂rA
∂uα
)
=
(
∂λAi
∂uα
xi
)
∈ Ck×q, r = (r1, . . . , rk), (4.3.9)
and their respective conjugate equations. The matrices Iq and Ik are the q × q
and k× k identity matrices respectively. We use the implicit function theorem
to obtain the following conditions ensuring that functions rA, r¯A and uα are
expressible as graphs over some open subset D ⊂ Rp,
det
(
Iq −
[(
∂f
∂r
+
∂f¯
∂r
)
∂r
∂u
+ c.c.
])
6= 0 (4.3.10)
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or
det
(
Ik −
∂r
∂u
(
∂f
∂r
+
∂f¯
∂r
))
6= 0, and det
[
Ik −
∂r¯
∂u
(
∂f
∂r¯
+
∂f¯
∂r¯
)
−
∂r¯
∂u
(
∂f
∂r
+
∂f¯
∂r
)(
Ik −
∂r
∂u
(
∂f
∂r
+
∂f¯
∂r
))−1
∂r
∂u
(
∂f
∂r¯
+
∂f¯
∂r¯
)]
6= 0.
(4.3.11)
So the inverse matrix in (4.3.5) or in (4.3.6) is well-defined in the vicinity of
x = 0, since
∂r
∂u
= 0,
∂r¯
∂u
= 0 at x = 0. (4.3.12)
Note that on the hypersurface defined by equation (4.3.3) and one of the ex-
pressions (4.3.10) or (4.3.11) equal to zero, the gradient of the function u(x)
becomes infinite for some value of xi. So the multimode solution, given by ex-
pression (4.3.3) loses its sense on this hypersurface. Consequently, some types
of discontinuities, i.e. shock waves can occur. In what follows, we search for
solutions defined on a neighborhood of x = 0 under the assumption that the
conditions (4.3.10) or (4.3.11) are different from zero. This means that if the
initial data is sufficiently small, then there exists a time interval [t0, T ], T > t0
(where we denote the independent variables by t = x0, x˜ = x1, . . . , xn where
p = n + 1) in which the gradient catastrophe for the solution u(t, x˜) of the
system (4.2.1) does not take place [35, 67].
Note that the Jacobian matrix of u(x) has at most rank equal to 2k. It follows
that the proposed solution (4.3.3) is also at most of rank-2k. Its image is a 2k-
dimensional submanifold S2k in the first jet space J1 = J1(X×U).
Let us introduce a set of p − 2k linearly independent vectors ξa : Rq → Cp
defined by
ξa(u) =
(
ξ1a(u), . . . , ξ
p
a(u)
)
, a = 1, . . . , p− 2k, (4.3.13)
satisfying the orthogonality conditions
λAi ξ
i
a = 0, λ¯
A
i ξ
i
a = 0, A = 1, . . . , k, a = 1, . . . , p− 2k, (4.3.14)
for a set of 2k linearly independent wave vectors
{
λ1, . . . , λk, λ¯1, . . . , λ¯k
}
. It
should be noted that the set
{
λ1, . . . , λk, λ¯1, . . . , λ¯k, ξ1, . . . , ξp−2k
}
forms a ba-
sis for the space of independent variables X. Note also, that the vectors ξa are
not uniquely defined since they obey the homogeneous conditions (4.3.14). As
a consequence of equation (4.3.5) or (4.3.6), the graph Γ = {x, u(x)} is invariant
under the family of first-order differential operators
Xa = ξ
i
a(u)
∂
∂xi
, a = 1, . . . , p− 2k, (4.3.15)
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defined on X×U space. Since the vector fieldsXa do not include vectors tangent
to the direction of u, they form an Abelian distribution on X×U space, i.e.
[Xa, Xb] = 0, a, b = 1, . . . , p− 2k. (4.3.16)
The set
{
r1, . . . , rk, r¯1, . . . , r¯k, u1, . . . uq
}
constitutes a complete set of invariants
of the Abelian algebra L generated by the vector fields (4.3.15). So geometri-
cally, the characterization of the proposed solution (4.3.3) of equations (4.3.1)
can be interpreted in the following way. If u(x) is a q-component function de-
fined on a neighborhood of the origin x = 0 such that the graph of the solution
Γ = {(x, u(x))} is invariant under a set of p − 2k vector fields Xa with the or-
thogonality property (4.3.14), then for some function f the expression u(x) is
a solution of equation (4.3.3). Hence the group-invariant solutions of the sys-
tem (4.3.1) consist of those functions u = f(x) which satisfy the overdetermi-
ned system composed of the initial system (4.3.1) together with the invariance
conditions
ξiau
α
i = 0, i = 1, . . . , p, a = 1, . . . , p− 2k, (4.3.17)
ensuring that the characteristics of the vector fields Xa are equal to zero.
It should be noted that, in general, the conditions (4.3.17) are weaker than
the differential constraints (4.2.5) required by the generalized method of cha-
racteristics, since the latter method is subjected to the algebraic conditions
(4.2.3). In fact, equations (4.3.17) imply that there exist complex-valued ma-
trix functions ΦαA(x, u) and Φ
α
A(x, u) defined on the first jet space J = J(X×U)
such that all first derivatives of u with respect to xi are decomposable in the
following way
uαi = Φ
α
A(x, u)λ
A
i +Φ
α
A(x, u)λ¯
A
i , (4.3.18)
where
ΦαA =
(
Iq −
[(
∂f
∂r
+
∂f¯
∂r
)
∂r
∂u
+ c.c.
])−1(
∂f
∂r
+
∂f¯
∂r
)
,
Φ
α
A =
(
Iq −
[(
∂f
∂r
+
∂f¯
∂r
)
∂r
∂u
+ c.c.
])−1(
∂f
∂r¯
+
∂f¯
∂r¯
)
,
(4.3.19)
or
ΦαA =
(
∂f
∂r
+
∂f¯
∂r
)
M1 +
(
∂f
∂r¯
+
∂f¯
∂r¯
)
M
2
,
Φ
α
A =
(
∂f
∂r¯
+
∂f¯
∂r¯
)
M
1
+
(
∂f
∂r
+
∂f¯
∂r
)
M2.
(4.3.20)
The matricesΦαAλ
A
i andΦ
α
Aλ¯
A
i appearing in equation (4.3.18) do not necessarily
satisfy the wave relation (4.2.3). As a result of this fact, the restrictions on the
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initial data at t = 0 are eased, so we are able to consider more diverse types
of modes in the superpositions than in the case of the generalized method of
characteristics described in Section 4.2.
Let us now proceed to solve the overdetermined system composed of equa-
tions (4.3.1) and differential constraints (4.3.17)
Aiµα (u)uαi = 0, ξia(u)uαi = 0. (4.3.21)
Substituting (4.3.5) or (4.3.6) into (4.3.1) yields the trace condition
tr
(
Aµ
(
Iq −
[(
∂f
∂r
+
∂f¯
∂r
)
∂r
∂u
+ c.c.
])−1((
∂f
∂r
+
∂f¯
∂r
)
λ+ c.c.
))
= 0,
(4.3.22)
or
tr
(
Aµ
[(
∂f
∂r
+
∂f¯
∂r
)(
M1λ +M2λ¯
)
+ c.c
])
= 0, (4.3.23)
on the wave vectors λ and λ¯ and on the functions f and f¯, where A1, . . . ,Aq
are p × q matrix functions of u (i.e. Aµ = (Aµiα (u)) ∈ Rp×q, µ = 1, . . . ,m).
For the given initial system of equations (4.3.1), the matrices Aµ are known
functions of u and the trace conditions (4.3.22) or (4.3.23) are conditions on the
functions f, f¯, λ, λ¯ (or on ξ due to the orthogonality conditions (4.3.14)). From
the computational point of view, it is useful to split xi into xiA and xia and to
choose a basis for the wave vector λA and λ¯A such that
λA = dxiA + λAiadx
ia , λ¯A = dxiA + λ¯Aiadx
ia , A = 1, . . . , k, (4.3.24)
where (iA, ia) is a permutation of (1, . . . , p). So, the expressions (4.3.9) become
∂rA
∂uα
=
∂λAia
∂uα
xia ,
∂r¯A
∂uα
=
∂λ¯Aia
∂uα
xia . (4.3.25)
Substituting (4.3.25) into (4.3.22) (or (4.3.23)) yields
tr
(
Aµ (Iq −Qaxia)−1
(
∂f
∂R
+
∂f¯
∂R
)
Λ
)
= 0, µ = 1 . . . ,m, (4.3.26)
or
tr
(
Aµ
(
∂f
∂R
+
∂f¯
∂R
)(
I2k − Kax
ia
)−1
Λ
)
= 0, µ = 1 . . . ,m, (4.3.27)
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where R = (r1, . . . , rk, r¯1, . . . , r¯k)T and
Qa =
(
∂f
∂r
+
∂f¯
∂r
)
∂λia
∂u
+
(
∂f
∂r¯
+
∂f¯
∂r¯
)
∂λ¯ia
∂u
=
(
∂f
∂R
+
∂f¯
∂R
)
ηa ∈ Cq×q,
Ka =

 ∂λia∂u
(
∂f
∂r
+ ∂f¯
∂r
)
∂λia
∂u
(
∂f
∂r¯
+ ∂f¯
∂r¯
)
∂λ¯ia
∂u
(
∂f
∂r
+ ∂f¯
∂r
)
∂λ¯ia
∂u
(
∂f
∂r¯
+ ∂f¯
∂r¯
)

 = ηa
(
∂f
∂R
+
∂f¯
∂R
)
∈ C2k×2k,
(4.3.28)
and for simplicity of notation, we note
Λ =
(
λ
λ¯
)
∈ C2k×p, ηa =


∂λia
∂u
∂λ¯ia
∂u

 ∈ C2k×q, ∂f∂R =
(
∂f
∂r
,
∂f
∂r¯
)
∈ Cq×2k,
(4.3.29)
for iA fixed and ia = 1, . . . , p − 1. In (4.3.28) the 2k × 2k matrix Ka is de-
fined in terms of the k × k subblocks of the form ∂λia/∂u
(
∂f/∂r+ ∂f¯/∂r
)
,
where ηa is a matrix form of the block ∂λa/∂u over the block ∂λ¯a/∂u. The
notation (∂f/∂r, ∂f/∂r¯) represents the matrix formed of the left block ∂f/∂r
and the right block ∂f/∂r¯. Note that the functions rA, r¯A and xia are functio-
nally independent in a neighborhood of x = 0 and the matrix functions Aµ,
∂f/∂r, ∂f/∂r¯, ∂f¯/∂r, ∂f¯/∂r¯, Qa and Ka depend on r and r¯ only. So, equations
(4.3.26) (or (4.3.27)) have to be satisfied for any value of coordinates xia . As a
consequence, we have some constraints on these matrix functions. From the
Cayley-Hamilton theorem, we know that for any n × n invertible matrix M,
the expression (M−1 detM) is a polynomial inM of order (n− 1). Thus, using
the tracelessness of the expression Aµ (Iq −Qaxia)−1 (∂f/∂R)Λ, we can replace
equations (4.3.26) by the following condition
tr
(
AµQ
(
∂f
∂R
+
∂f¯
∂R
)
Λ
)
= 0, where Q = adj(Iq−Qaxia) ∈ Cq×q, (4.3.30)
where adjM denotes the adjoint of the matrixM. As a consequence the matrix
Q is a polynomial of order (q − 1) in xia . Taking (4.3.30) and all its partial
derivatives with respect to xia (with r, r¯ fixed at x = 0), we obtain the following
conditions for the matrix functions f(r, r¯) and λ(f(r, r¯))
tr
(
Aµ
(
∂f
∂R
+
∂f¯
∂R
)
Λ
)
= 0, µ = 1, . . . ,m, (4.3.31)
tr
(
AµQ(a1 . . .Qas)
(
∂f
∂R
+
∂f¯
∂R
)
Λ
)
= 0, (4.3.32)
where s = 1, . . . , q − 1 and (a1, . . . , as) denotes the symmetrization over all
indices in the bracket. A similar procedure can be applied to system (4.3.27) to
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yield (4.3.31) and
tr
(
Aµ
(
∂f
∂R
+
∂f¯
∂R
)
K(a1 . . . Kas)Λ
)
= 0, (4.3.33)
where now s = 1, . . . , 2k−1. Equations (4.3.31) represent the initial value condi-
tions on a surface in the space of independent variables X, given at xia = 0.
Note that equations (4.3.32) (or (4.3.33)) form the conditions required for the
preservation of the property (4.3.31) along the flows represented by the vector
fields (4.3.15). Equation (4.3.24) allows us to express Xa in the form
Xa = ∂ia − λ
A
ia
∂iA − λ¯
A
ia
∂iA , A = 1, . . . , k. (4.3.34)
Substituting expressions (4.3.28) into (4.3.32) or (4.3.33) and simplifying gives
the unified form
tr
(
Aµ
(
∂f
∂R
+
∂f¯
∂R
)
η(a1
(
∂f
∂R
+
∂f¯
∂R
)
. . . ηas)
(
∂f
∂R
+
∂f¯
∂R
)
Λ
)
= 0. (4.3.35)
The index s is either max(s) = q − 1 or max(s) = 2k − 1, we choose the one
which is more convenient from the computational point of view. In this case,
for k ≥ 1 the two approaches, CSM and GMC, become essentially different
and, as we demonstrate in the following example, the CSM can provide rank-
2k solutions which are not Riemann 2k-waves as defined by the GMC since we
weaken the integrability conditions (4.2.1) for the wave vectors λ and λ¯.
A change of variable on X × U allows us to rectify the vector fields Xa
and considerably simplify the structure of the overdetermined system (4.3.21)
which classifies the preceding construction of multimodes solutions. For this
system, in the new coordinates, we derive the necessary and sufficient condi-
tions for the existence of rank-2k solutions of the form (4.3.3). Suppose that
there exists an invertible 2k× 2k subblock matrix
H = (Λst), 1 ≤ s, t ≤ 2k, (4.3.36)
of the larger matrix Λ ∈ C2k×p, then the independent vector fields Xa can be
written as
Xa = ∂xa+2k − (H
−1)stΛ
t
a+2k∂xA, (4.3.37)
which have the required form (4.3.15) and for which the orthogonality condi-
tions (4.3.14) are fulfilled. We introduce new coordinate functions
z1 = r1(x, u), . . . , zk = rk(x, u), zk+1 = r¯1(x, u), . . . , z2k = r¯k(x, u),
z2k+1 = x2k+1, . . . , zp = xp, v1 = u1, . . . , vq = uq,
(4.3.38)
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on X × U space which allow us to rectify the vector fields (4.3.37). As a result,
we get
X1 =
∂
∂z2k+1
, . . . , Xp−2k =
∂
∂zp
. (4.3.39)
The p-dimensional submanifold invariant under X1, . . . , Xp−2k, is defined by
equations of the form
v = f(z1, . . . , zk, z¯1, . . . , z¯k) + c.c. (4.3.40)
for an arbitrary function f : X → U. The expression (4.3.40) is the general
solution of the invariance conditions
vz2k+1 , . . . , vzp = 0. (4.3.41)
In general, the initial system (4.3.1) described in the new coordinates (x, v) ∈
X×U is a nonlinear system of first-order PDEs, of the form
Alµβ (v)
∂ri
∂xl
∂vβ
∂zj
= 0, i = 1, . . . , k,
Alµβ (v)
∂r¯i
∂xl
∂vβ
∂zj
= 0, i = k + 1, . . . , 2k,
Aiµβ (v)
∂vβ
∂zj
= 0, i = 2k+ 1, . . . , p.
(4.3.42)
We obtain the following Jacobi matrix in the coordinates (z, z¯, v)
∂zj
∂xi
=
(
Ω−1
)j
l
Λli ∈ Cp×p, Ω = δis −
∂Λil
∂vβ
∂vβ
∂zs
xl, (4.3.43)
whenever the invariance conditions (4.3.41) are satisfied. Appending to the
system (4.3.42) the invariance condition (4.3.41), we obtain the quasilinear re-
duced system of PDEs
tr
(
Aµ(v)
(
Iq −
∂v
∂z
∂R
∂v
)−1
∂v
∂z
Λ
)
= 0,
∂v
∂z2k+1
, . . . ,
∂v
∂zp
= 0, µ = 1, . . . ,m,
(4.3.44)
or
tr
(
Aµ(v)∂v
∂z
(
I2k −
∂R
∂v
∂v
∂z
)−1
Λ
)
= 0,
∂v
∂z2k+1
, . . . ,
∂v
∂zp
= 0, µ = 1, . . . ,m.
(4.3.45)
We now provide some basic definitions that we require for the use of the
conditional symmetry method in order to encompass the use of Riemann in-
variants.
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A vector field Xa is called a conditional symmetry of the original system
(4.3.1) if Xa is tangent to the manifold S = S∆ ∩ SQ, i.e.
pr(1) Xa
∣∣
S
∈ T(x,u(1))S, (4.3.46)
where the first prolongation of Xa is given by
pr(1) Xa = Xa − ξia,uβu
β
j u
α
i
∂
∂uαj
, a = 1, . . . , p− 2k (4.3.47)
and the submanifolds of the solution spaces are given by
S∆ =
{
(x, u(1)) : Aiµα uαi = 0, µ = 1, . . . ,m
}
, (4.3.48)
and
SQ =
{
(x, u(1)) : ξia(u)u
α
i = 0, α = 1, . . . , q, a = 1, . . . , p− 2k
}
. (4.3.49)
Consequently, anAbelian Lie algebraL generated by the vector fieldsX1, . . . , Xp−2k
is called a conditional symmetry algebra of the original system (4.3.1) if the
conditions
pr(1) Xa
(Aiui)∣∣S = 0, a = 1, . . . , p− 2k, (4.3.50)
are satisfied.
Supposing that L, spanned by the vector fields X1, . . . , Xp−2k, is a conditio-
nal symmetry algebra of the system (4.3.1), a solution u = f(x) is said to be a
conditionally invariant solution of the system (4.3.1) if the graph Γ = {(x, f(x))}
is invariant under the vector fields X1, . . . , Xp−2k.
Proposition 2. Anondegenerate quasilinear hyperbolic system of first-order PDEs
(4.3.1) in p independent variables and q dependent variables admits a p−2k-dimensional
symmetry algebraL if and only if (p−2k) linearly independent vector fieldsX1, . . . , Xp−2k
satisfy the conditions (4.3.31) and (4.3.35) on some neighborhood of (x0, u0) of S. The
solutions of (4.3.1) which are invariant under the Lie algebra L are precisely k-mode
solutions of the form (4.3.3).
DÉMONSTRATION. The proof of this proposition is essentially similar to that
of the proposition in [31]. For the sake of completeness we now give it. Let us
express the vector fields Xa in the new coordinates (z, v) on X × U. Equations
(4.3.39) and (4.3.47) imply that
pr(1) Xa = Xa, a = 1, . . . , p− 2k. (4.3.51)
The symmetry criterion that has to be satisfied for G to be the symmetry group
of the overdetermined system (4.3.44) (or (4.3.45)) requires that the vector fields
Xa of G satisfy Xa(∆) = 0, whenever equation (4.3.44) (or (4.3.45)) is satisfied.
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Thus the symmetry criterion applied to the invariance conditions (4.3.41) va-
nishes identically. Applying this criterion to the system (4.3.42) in the new coor-
dinates, carrying out the differentiation and taking into account the conditions
(4.3.31) and (4.3.35), we obtain the equations which are identically satisfied.
The converse is also true. The assumption that the system (4.3.1) is nonde-
generate means, according to [54], that it is locally solvable and is of maximal
rank at every point (x0, u0) ∈ S. Therefore, the infinitesimal symmetry condi-
tion is a necessary and sufficient condition for the existence of the symmetry
group G of the overdetermined system (4.3.21). Since the vector fields Xa form
an Abelian distribution on X×U, it follows that conditions (4.3.31) and (4.3.35)
are satisfied. The solutions of the overdetermined system (4.3.21) are invariant
under the algebra L generated by the p − 2k vector fields X1, . . . , Xp−2k. The
invariants of the group G of such vector fields are provided by the functions{
r1, . . . , rk, r¯1, . . . , r¯k, u1, . . . , uq
}
. So the general multimode solution of (4.3.1)
takes the required form (4.3.3). 
4.4. THE IDEAL PLASTIC FLOW.
In this sectionwewould like to illustrate the proposed approach for construc-
ting multimode solutions with the example of the ideal nonstationary irrota-
tional planar ideal plastic flow subjected to an external force due to a work
function V (potential if Vt = 0). Under the above assumptions the examined
model is governed by a quasilinear elliptic homogenous system of five equa-
tions in (2+1) dimensions of the form [11, 37, 43]
(a) σx − (θx cos 2θ+ θy sin 2θ) + ρ (Vx − ut − uux − vuy) = 0,
(b) σy − (θx sin 2θ− θy cos 2θ) + ρ (Vy − vt − uvx − vvy) = 0,
(c) (uy + vx) sin 2θ+ (ux − vy) cos 2θ = 0,
(d) ux + vy = 0,
(e) uy − vx = 0.
(4.4.1)
Equations (4.4.1.a) and (4.4.1.b) involve the independent variables σ, θ, u, v
and the potential V is a given function of (t, x, y) ∈ R3. The stress tensor is
defined by the mean pressure σ and the angle θ relative to the x-axis minus
π/4. Equation (4.4.1.c) represents the Saint-Venant-Von Mises plasticity equa-
tion. Equations (4.4.1.d) and (4.4.1.e) for the velocities u and v (along the x-
axis and y-axis respectively) correspond to the incompressibility and the ir-
rotationality of the flow of the plastic material. The independent variables
are denoted by (xi) = (t, x, y) ∈ X ⊂ R3 and the unknown functions by
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(uα) = (σ, θ, u, v) ∈ U ⊂ R4. The first-order partial derivatives of σ with res-
pect to the independent variables x and y are denoted σx and σy respectively.
The first-order partial derivatives of u, v and θ are denoted similarly.
Before using the approach described in Section 4.3 to obtain solutions of
the system (4.4.1), we begin by expressing the system (4.4.1) in a form which
is more convenient for the purpose of computation. In the first place, we note
that the equations (4.4.1.a) and (4.4.1.b) governing the average pressure σ can
be solved by quadrature when the angle θ satisfies the compatibility conditions
for the mixed derivatives of σ with respect to x and y. This equation takes the
form
2
(
θ2x − θxy − θ
2
y
)
cos(2θ) + (θxx − 4θxθy − θyy) sin(2θ) = 0. (4.4.2)
If θ satisfies (4.4.2), then the pressure σ can be expressed in terms of the veloci-
ties u, v, of the angle θ and of the potential V with the form
σ(t, x, y) = −ρV(t, x, y) +
1
2
sin(2θ(t, x, y)) + ρ
u(t, x, y)2 + v(t, x, y)2
2
+ ρ
∫
ut(t, x, y)dx+
∫
θy(t, x, y) sin(2θ(t, x, y))dx+ c0(t).
(4.4.3)
It should be noted that in order to obtain the compatibility condition (4.4.2),
one has to make use of equation (4.4.1.e), that is, we must suppose that the
flow is irrotational. In order to find a solution of the original system (4.4.1), it
is still necessary to find a solution of the overdetermined system consisting of
equations (4.4.2), (4.4.1.c)-(4.4.1.e) for the three unknown functions u, v and θ.
In order to reduce the order of the PDE (4.4.2), we introduce the dependent
variables φ and ψ, which are defined by the equations
φ = θx, ψ = θy. (4.4.4)
Therefore, we have to solve the following well-determined first-order system
of 4 equations in the 4 unknowns φ, ψ, u, v
(a)
(
2φ2 − (φy − ψx) − 2ψ
2
)
uy + (φx + 4φψ −ψy)ux = 0,
(b) φy − ψx = 0,
(c) ux + vy = 0,
(d) uy − vx = 0.
(4.4.5)
Time appears in system (4.4.5) only as a parameter since the system does not in-
volve any derivatives with respect to time. Therefore, when solving the system
(4.4.5) we treat the unknowns φ,ψ, u, v in (4.4.5) as functions of x and y only,
and subsequently we replace the integration constant by arbitrary function of
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t. Since equation (4.4.5.a) is not quasilinear, the CSM as presented in Section
4.3 cannot be applied to the entire system (4.4.5). Nevertheless, the CSM can
be used for the subsystem ∆ of 3 equations in the 4 unknowns consisting of
(4.4.5.b)-(4.4.5.d), which is then underdetermined. Next, we use the degrees of
freedom of the obtained solution to satisfy equation (4.4.5.a). The subsystem ∆
can be written in the following matrix form :

 0 −1 0 00 0 1 0
0 0 0 −1

 ∂
∂x


φ
ψ
u
v

+

 1 0 0 00 0 0 1
0 0 1 0

 ∂
∂x


φ
ψ
u
v

 =


0
0
0
0

 .
(4.4.6)
The dispersion relation (4.2.4) takes the form
rank

 λ2 −λ1 0 00 0 λ1 λ2
0 0 λ2 −λ1

 < 3. (4.4.7)
By solving the dispersion relation (4.4.7), we obtain thewave vector λ = (λ1, λ2) =
(1, i) and its complex conjugate λ¯ = (1,−i). Hence, the Riemann invariants as-
sociated with the wave vectors λ and λ¯ are
r = x+ iy, r¯ = x − iy. (4.4.8)
We look for a nontrivial real solution of (4.4.5.b)-(4.4.5.d) of the form
φ =f1(r, r¯) + f1(r, r¯), ψ = f2(r, r¯) + f2(r, r¯),
u =f3(r, r¯) + f3(r, r¯), v = f4(r, r¯) + f4(r, r¯).
(4.4.9)
Introducing the notation φ = u1, ψ = u2, u = u3, v = u4 and
Λ =
(
1 i
1 −i
)
,
we observe that the matrices ηaj defined by (4.3.29) all vanish. Consequently,
all trace conditions (4.3.35) used to obtain solutions of the form (4.4.9) are iden-
tically satisfied. We still have to consider the trace conditions (4.3.31) where the
matrices Aµ, µ = 1, 2, 3, are given by
A1 =
(
0 −1 0 0
1 0 0 0
)
, A2 =
(
0 0 1 0
0 0 0 1
)
, A3 =
(
0 0 0 −1
0 0 −1 0
)
.
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Conditions (4.3.31) take the form
(a)
∂f1
∂r
+
∂f¯1
∂r
−
∂f1
∂r¯
−
∂f¯1
∂r¯
+ i
(
∂f2
∂r
+
∂f¯2
∂r
+
∂f2
∂r¯
+
∂f¯2
∂r¯
)
,
(b)
∂f3
∂r
+
∂f¯3
∂r
+
∂f3
∂r¯
+
∂f¯3
∂r¯
+ i
(
∂f4
∂r
+
∂f¯4
∂r
−
∂f4
∂r¯
−
∂f¯4
∂r¯
)
,
(c)
∂f3
∂r
+
∂f¯3
∂r
−
∂f3
∂r¯
−
∂f¯3
∂r¯
+ i
(
∂f4
∂r
+
∂f¯4
∂r
+
∂f4
∂r¯
+
∂f¯4
∂r¯
)
.
(4.4.10)
Condition (4.4.10.a) implies that
Re
(
∂ψ
∂r
)
= −Im
(
∂φ
∂r
)
, (4.4.11)
while conditions (4.4.10.b) and (4.4.10.c) imply that the solutions for velocities
u and v take the particular form
u = h(r) + h¯(r¯), v = i
(
h(r) − h¯(r¯)
)
, (4.4.12)
where r and r¯ are given by (4.4.8). Note that the most general solution for u
and v of the trace conditions (4.3.31-4.3.33) is exactely the one given by the ex-
pression (4.4.12). The function h and its complex conjugate are also determined
using condition (4.4.11) and the PDE (4.4.5.a). This allows us to also determine
the functions φ and ψ. For computational purposes, it is convenient to intro-
duce velocities of the form (4.4.12) in equation (4.4.1.c) in order to determine
the angle θ in the form
θ =
1
2
arctan
(
i
h(1)(r) + h¯(1)(r¯)(
h(1)(r) − h¯(1)(r¯)
)
)
, (4.4.13)
where we denote h(n) = dnh/drn. Next, we substitute (4.4.13) into equation
(4.4.2) in order to determine the function h and its complex conjugate. Procee-
ding in this way, we find that h and h¯ satisfy the third-order ODE which is
separable in r and r¯. It is therefore equivalent to the system
(a) 2
h(3)(r)
h(1)(r)2
− 3
h(2)(r)
h(1)(r)3
= Ω, (b) 2
h¯(3)(r¯)
h¯(1)(r¯)2
− 3
h¯(2)(r¯)
h¯(1)(r¯)3
= Ω, (4.4.14)
where Ω is a real separation constant. Equation (4.4.14.b) can be solved in a
way similar way to (4.4.14.a). Defining
g(r) = h(1)(r), (4.4.15)
equation (4.4.14.a) can be written as
gg ′′ − 3/2(g ′)2 + (Ω/2)g3 = 0. (4.4.16)
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According to [42] equation (4.4.16) admits a first integral which can be rewrit-
ten in the equivalent form
dg
g3/2
√
c1 −Ω ln(g)
= dξ. (4.4.17)
By the change of variable
g = exp
(
c1 −ω
2
Ω
)
, (4.4.18)
equation (4.4.17) can be transformed to 2 exp
(
(2Ω)−1(ω2 − c1)
)
dω = ±Ωdξ,
for which the solution, in term of the inverse error function erf−1, is
ω =
√
−2Ω
[
erf−1
(
ec1/(2Ω)
−i(c2 ±Ωξ)√
2πΩ
)]2
, (4.4.19)
where c2 is a constant of integration. We substitute (4.4.18) into (4.4.15) withω
given by (4.4.19) and integrate the result. We obtain the function h(r) and its
complex conjugate in terms of the error functions erfi and erf−1 as
h(r) = −
2πc1
Ω
erfi
[
erf−1 (c2 + c1r)
]
+ c3,
h¯(r¯) = −
2πc¯1
Ω
erfi
[
erf−1 (c¯2 + c¯1r¯)
]
+ c¯3,
(4.4.20)
where the ci ∈ C are integration constants and the real separation constant Ω
is non zero. Since equations (4.4.20) solve the system (4.4.14), we have that θ
given by (4.4.13) satisfies the compatibility condition (4.4.2) for σ. One should
note that no derivatives with respect to time appear in the PDE (4.4.2). Conse-
quently, the equation (4.4.2) is still satisfied if, in equations (4.4.12) and (4.4.13),
we replace the function h(r) and its complex conjugate respectively by
h(t, r) = −
2πc1(t)
Ω(t)
erfi
[
erf−1 (c2(t) + c1(t)r)
]
+ c3(t),
h¯(t, r¯) = −
2πc¯1(t)
Ω(t)
erfi
[
erf−1 (c¯2(t) + c¯1(t)r¯)
]
+ c¯3(t),
(4.4.21)
which are obtained by substituting the arbitrary complex functions ci(t) in
place of the integration constant ci and the arbitrary real functionΩ(t) in place
of the separation constant Ω. Hence, the general solution of the system (4.4.1)
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takes the form
u(t, x, y) = h(t, r) + h¯(t, r¯),
v(t, x, y) = i
(
h(t, r) − h¯(t, r¯)
)
,
θ(t, x, y) =
1
2
arctan
(
i
hr(t, r) + h¯r(t, r¯)(
hr(t, r) − h¯r(t, r¯)
)
)
,
σ(t, x, y) =
1
2
sin(2θ(t, x, y)) + ρ
u(t, x, y)2 + v(t, x, y)2
2
+ ρ
∫
ut(t, x, y)dx+
∫
θy(t, x, y) sin(2θ(t, x, y))dx
− ρV(t, x, y) + σ0(t),
(4.4.22)
where the functions h and h¯ are defined by (4.4.21). Note that the solution
(4.4.22) is a real-valued solution.
Let us now consider the situation whenΩ is identically equal to zero in the
system of ODEs (4.4.14). This leads to two possible independent solutions for
h(r) depending on whether its second order derivative h(2)(r) vanishes or not.
These solutions are respectively
(i) h(r) = c1r+ c2, if h(2)(r) = 0,
(ii) h(r) =
c1
r + c2
+ c3, if h(2)(r) 6= 0,
(4.4.23)
and their complex conjugates, where the ci are integration constant. Let us
consider separately two cases : when the function h is given by (4.4.23.i) and
when h is of the form (4.4.23.ii).
Case i. In this case, the real solution of the original system (4.4.1) takes the
form
u(t, x, y) =4 (Re(c1(t))x+ Im(c1(t))y+Re(c2(t))) ,
v(t, x, y) =4 (Im(c1(t))x−Re(c1(t))y+ Im(c2(t))) ,
θ(t, x, y) =


−
1
2
arctan
(Re(c1(t))
Im(c1(t))
)
, if Im(c1(t)) 6= 0,
π
4
if Im(c1(t)) = 0,
σ(t, x, y) = − ρV(t, x, y) + ρ
(
2|c1(t)|
2 +Re(c˙1(t))
)
x2
− 2ρIm(c˙1(t))xy+ ρ
(
2|c1(t)|
2 −Re(c˙1(t))
)
y2
+ 2ρ (2Re (c1(t)c¯2(t)) +Re(c˙2(t)))x
− 2ρ (2Im (c1(t)c¯2(t)) + Im(c˙2(t)))y+ σ0(t),
(4.4.24)
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where the real function σ0(t) and the complex functions c1(t), c2(t) are arbi-
trary functions of time and c˙1(t), c˙2(t) their respective derivatives with respect
to t. It should be noted that if the potential V , the real function σ0(t) and the
complex functions c1(t), c2(t), are all bounded and are their derivatives c˙1(t),
c˙2(t) are also bounded, then the solution (4.4.24) is bounded. Moreover, if we
take these functions to be of the form
σ0(t) = a0e
−s0t, ci(t) = aje
−sjt + ibje
−qjt, j = 1, 2, (4.4.25)
where 0 < qj, sj ∈ R, aj, bj ∈ R, j = 0, 1, 2, then we obtain a damped solution.
Another physically interesting situation occurs when the arbitrary functions
ci(t) are constant in solution (4.4.24). In this case, we obtain a stationary solu-
tion for velocities u and v. This allows us to draw the shape of those extrusion
dies which are admissible by requiring that the tool walls coincide with the
lines of flow generated by the velocities u and v. This is necessary since we
suppose that the flow is incompressible. From the practical point of view, it
is convenient to press the plastic material through the die rectilinearly with
constant speed. If we feed the die in this way, the plasticity region limits are
curves defined by the ODE [45, 46]
dy
dx
=
V0 − v(x, y)
U0 − u(x, y)
, (4.4.26)
where U0 and V0 are constants representing the feeding velocity (or extraction
velocity) of the die along the x-axis and y-axis respectively. Equation (4.4.26) is
a consequence of the hypothesis that the flow is incompressible and the mass
is conserved. This condition reduces to the boundary conditions described in
[17] when we require that the limits of the plasticity region correspond to the
slip lines (which correspond to the characteristic curves of the original system
(4.4.1)), that is, when we require that dy/dx = tanθ or dy/dx = − cotθ. Here,
we use the weakened condition (4.4.26) because no constraints are imposed on
the flow lines which are in contact with the tool walls. This is so because, for
a given solution and given parameters, we choose the walls of the extrusion
die to lie along the flow lines. For the purpose of illustrating the applicability
of the method, we have drawn in figure 4.1 the shape of a tool and the flow of
matter inside the extrusion die for the following parameters : Re(c1(t)) = 1,
Im(c1(t)) = 0, Re(c2(t)) = 0, Im(c2(t)) = 0. The feeding velocity of the tool
is U0 = 5.95, V0 = 0 and the tool expels the matter at a velocity of U1 = 24.05,
V1 = 0. The plasticity region at the opening is bounded by curve C1 and at the
exit by the curve C2. This extrusion die can thin a plate or rod of ideal plastic
material.
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FIGURE 4.1. Extrusion die corresponding to the solution (4.4.24).
Case ii.If h is defined by (4.4.16.ii), then the corresponding nontrival solu-
tion of system (4.4.1) takes the form
u(t, x, y) = Re(c3(t)) + 2 Re (c1(t)c¯2(t)) +Re(c1(t))x+ Im(c1(t))y
x2 + y2 + 2 (Re(c2(t))x+ Im(c2(t))y) + |c2(t)|2
,
v(t, x, y) = Re(c3(t)) + 2 −Im (c1(t)c¯2(t)) − Im(c1(t))x+Re(c1(t))y
x2 + y2 + 2 (Re(c2(t))x+ Im(c2(t))y) + |c2(t)|2 ,
θ(t, x, y) = −
1
2
arctan
([
− Im(c1(t))(x2 − y2) + 2Re(c1(t))xy
+
(
− Im(c1(t)c¯2(t)) +Re(c1(t))Re(c2(t))
− Im(c1(t))Re(c2(t))
)
x+
(Re(c1(t)c¯2(t))
+Re(c1(t))Re(c2(t)) + Im(c1(t))Re(c2(t))
)
y
+Re (c1(t)c¯2(t))Re(c2(t)) + Im (c1(t)c¯2(t))Im(c2(t))
]−1
×
[
Re(c1(t))(x2 − y2) + 2Im(c1(t))xy+
(
−Re(c1(t)c¯2(t))
+Re(c1(t))Re(c2(t)) + Im(c1(t))Im(c2(t))
)
x
+
(Im(c1(t)c¯2(t)) −Re(c1(t))Im(c2(t))
+ Im(c1(t))Re(c2(t))
)
y+Re (c1(t)c¯2(t))Re(c2(t))
+ Im (c1(t)c¯2(t)) Im(c2(t))
])
,
(4.4.27)
where the mean pressure σ is given by (4.4.3), where we substitute the values
of functions u, v, θ given by (4.4.19). The complex functions ci(t), i = 1, 2, 3,
and the real function σ0(t)which appear in this solution are arbitrary. For any
time t0, solution (4.4.3), (4.4.27) has a singularity at point (x0, y0)which satisfies
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FIGURE 4.2. Extrusion die corresponding to the solution (4.4.27).
the equation
x20 + y
2
0 + 2 (Re(c2(t0))x0 + Im(c2(t0))y0) + |c2(t0)|2 = 0.
This singularity is stationary if the function c2(t) is constant. Otherwise, its po-
sition varies with time. If the functions σ0 and ci, i = 1, 2, 3, are of the form
(4.4.25) defined in a region of the xy-plane on a time interval [T0, T) where the
gradient catastrophe does not occur, then the solution is bounded and dam-
ped. In figure 4.2, we have drawn the shape of an extrusion die corresponding
to the solution (4.4.27) for the following choice of parameters : Re (c1(t)) = 0,
Im (c1(t)) = 0, Re (c2(t)) = 0, Im (c2(t)) = −0.5, Re (c3(t)) = −0.5 and
Im (c3(t)) = 0. The feeding velocity has component U0 = 0.2, V0 = 0.2, and
the extraction of material is performed at the velocity U1 = 0.2, V1 = −0.2.
This type of tool can be used to bend a rod by extrusion without having to fold
it. Finally, we should emphasize that the flow changes considerably when the
parameters are varied and we have the freedom to choose the walls of the tool
among the flow lines for certain fixed parameters ci(t). Moreover, the velocity
and the orientation of the feeding (extraction) can vary somewhat for a given
shape of the tool. Consequently, many types of extrusion dies can be drawn.
4.5. SIMPLE WAVE SOLUTIONS OF INHOMOGENEOUS QUASILINEAR
SYSTEM.
Consider an inhogeneous first-order system of q quasilinear PDEs in p in-
dependent variables and q unknowns of the form
Aαiβ (u)uβi = bα(u), α, β = 1, . . . , q, i = 1, . . . , p. (4.5.1)
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Let us underline that the system can be either hyperbolic or elliptic. We are
looking for real solutions describing the propagation of a simple wave which
can be realized by the system (4.5.1). We postulate a form of the solution u in
terms of a Riemann invariant r, i.e.
u = f(r), r = λi(u)x
i, i = 1, . . . , p, (4.5.2)
where λ(u) = (λ1(u), . . . , λp(u)) is a real-valued wave vector. We evaluate the
Jacobian matrix uβi by applying the chain rule :
uβi =
∂fβ
∂r
(rxi + ruαu
α
i ) =
∂fβ
∂r
(
λi + λi,uαx
iuαi
)
.
We assume that the matrix
Φ =
(
Iq −
df
dr
∂r
∂u
)
∈ Rq×q, (4.5.3)
is invertible, where we have used the following notation df/dr =(
df1/dr, . . . , dfq/dr
)T , dr/du = (dr/du1, . . . , dr/duq). The Jacobian matrix ∂u
takes the form
∂u = Φ−1
df
dr
λ ∈ Rq×q. (4.5.4)
Replacing the Jacobian matrix (4.5.4) into the original system (4.5.1), we get
Aαiβ
(
Φ−1
)β
µ
dfµ
dr
λi = b
α. (4.5.5)
Note that the expressionΦ−1 ∂f
∂r
∈ Rq is a contravariant vector as well as b ∈ Rq.
Hence there exists a nonzero scalar function Ω = Ω(x, u), a rotation matrix
L = L(x, u) ∈ SO(q) and a vector τ = τ(x, u) ∈ Rq such that
Φ−1
df
dr
= ΩLb+ τ, Aiλiτ = 0. (4.5.6)
It should be noted that we assume appropriate levels of differentiability of the
functionsΩ, λ, L, τ and b, as necessary in order to justify all the following steps.
Using relation (4.5.6), we eliminate the vectorΦ−1 ∂f
∂r
∈ Rq from equation (4.5.5),
which allows us to factor out the vector b on the right after regrouping all terms
on the left of the resulting equation. Therefore, we obtain the condition(
ΩAiλiL− Iq
)
b = 0, (4.5.7)
on the scalar function Ω, the wave vector λ and the rotation matrix L. This
implies that we have the following dispersion relation
det
(
ΩAiλiL− Iq
)
= 0. (4.5.8)
146
Once a scalar functionΩ, a wave vector λ and a matrix L satisfying (4.5.7) have
been obtained, equation (4.5.6) must be used in order to determine the function
f. Replacing the expression (4.5.3) for thematrixΦ into equation (4.5.6) and sol-
ving for the vector ∂f
∂r
and taking into account the relation ∂r/∂u = (∂λi/∂u)xi,
we find that
df
dr
=
ΩLb+ τ
1+ (∂λi/∂u)(ΩLb+ τ)xi
, (4.5.9)
which cannot admit the gradient catastrophe. Indeed, if we suppose that 1 +
Ω(∂λi/∂u)x
iLb = 0whenwe proposed from equation (4.5.6) to equation (4.5.9),
we easily conclude that ΩLb = 0. Consequently, since the matrix Φ is inver-
tible, we conclude from (4.5.6) that the solution for f(r) is constant, so it cannot
admit the gradient catastrophe if detΦ 6= 0.
Up till now, we cannot be sure that system (4.5.9) for f(r) is well-defined in
the sense that it represents a system for f(r) express in terms of r only. To ensure
this, we begin by introducing vector fields orthogonal to thewave vector λ, that
is, vector fields of the form
Xa = ξ
i
a(u)∂xi, a = 1, . . . , p− 1, i = 1, . . . , p, (4.5.10)
where
ξiaλi = 0, a = 1, . . . , p− 1, rank(ξ
i
a) = p− 1. (4.5.11)
Consequently, the wave vector λ together with the vectors ξa, a = 1, . . . , p− 1
form a basis for Rp. Moreover, let us note that the vector fields Xa form an
Abelian Lie algebra of dimension p− 1. Application of the vector field (4.5.10)
to equation (4.5.9) cancels out the left side since we suppose that f = f(r), so it
must be the same on the right side. Therefore, the conditions for the system of
ODEs (4.5.9) to be well-defined in terms of r are
Xa
[
ΩLb+ τ
1+ (∂λi/∂u)(ΩLb+ τ)xi
]
= 0, a = 1, . . . , p− 1. (4.5.12)
In summary, system (4.5.1) admits a simple wave solution if the following
conditions are satisfied :
i) there exist a scalar function Ω(x, u), a wave vector λ(u) and a rotation
matrix L(x, u) satisfying the wave equation (4.5.7) ;
ii) there exist p − 1 vector fields (4.5.10) which satisfy the orthogonality
relation (4.5.11) ;
iii) the right-hand side of equation (4.5.9) is annihilated by the vector fields
(4.5.10), i.e. conditions (4.5.12) are satisfied ;
iv) detΦ 6= 0, where Φ is given by (4.5.3) ;
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v) 1+Ω∂λi
∂u
Lbxi 6= 0, λ ∈ C1.
These conditions are sufficient, but not necessary, since the vanishing of detΦ
does not imply that solutions of form (4.5.2) do not exist. We finish the present
analysis of the simple wave solutions of system (4.5.1) by several remarks :
1) In general, there are more parameters (arbitrary functions) defining Ω
and the rotation matrix L than the minimum number required to satisfy
condition (4.5.7). The remaining arbitrary quantities are arbitrary func-
tions of the x’s and u’s, which have to be used to satisfy the conditions
(4.5.12). However, in the particular case when the system (4.5.1) has two
equations in two dependent variables, the two-dimensional matrix L is
defined by a single parameter and Ω is the only other parameter avai-
lable to satisfy the condition (4.5.7). Thus, since the system is autonomous
(it can be expressed solely in terms of the u’s and their derivatives), it is
clear that, in that case,Ω and L depend only on the dependent variables
u’s.
2) Supposing that b is continous and assuming that conditions (i-v) are sa-
tisfied, the right side of equation (4.5.9) is continuous, which ensures the
existence and uniqueness of the solution for f(r) (see for example [38]).
3) A sufficient condition for the system (4.5.9) to be expressible in terms of
r only (i.e. well-defined) is :
∂λi
∂u
Lb = 0, i = 1, . . . , p.
This condition is trivially satisfied when the vector λ is constant. More
generally, it is sufficient to require that ∂λi
∂u
Lbxi be proportional to r = λixi,
i.e. that there exist β(x, u) such that
∂λi
∂u
Lb = β(x, u)λi, i = 1, . . . , p.
4) If the matrix Aiλi is invertible, then
∂λi
∂u
Lbxi =
∂λi
∂u
(Ajλj)−1(Ajλj)Lbxi =
1
Ω
∂λi
∂u
(Ajλj)−1bxi
is satisfied due to condition (4.5.7). From the previous remark, we deduce
1
Ω
∂λi
∂u
(Ajλj)−1b = β(u)λi, i = 1, . . . , p,
which is a sufficient condition where the rotation matrix L is not involved
when the matrix Ajλj is invertible.
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We note that the approach presented above generalizes the results obtained
in [36] where the simple states have been constructed with wave vectors λ of
constant direction for hyperbolic inhomogeneous systems (4.5.1).
4.6. SIMPLE MODE SOLUTIONS FOR INHOMOGENEOUS QUASILI-
NEAR SYSTEM.
We now generalize the concept of simple wave solutions for inhomoge-
neous, quasilinear, systems of form (4.5.1). As in the case of the simple wave,
the system can be either hyperbolic or elliptic. We look for a real solution, in
terms of a Riemann invariant r and its complex conjugate r¯, of the form
u = f(r, r¯), r(u, x) = λi(u)x
i, r¯(u, x) = λ¯i(u)x
i, i = 1, . . . , p, (4.6.1)
where λ(u) = (λ1(u), . . . , λp(u)) is a complex wave vector and λ¯(u) its complex
conjugate. The Jacobian matrix takes the form
∂u = Φ−1
(
∂f
∂r
λ+
∂f
∂r¯
λ¯
)
∈ Rq×p, (4.6.2)
where we assume that the matrix
Φ =
(
Iq −
∂f
∂r
∂r
∂u
−
∂f
∂r¯
∂r¯
∂u
)
∈ Rq×q. (4.6.3)
is invertible. Replacing the Jacobian matrix (4.6.2) into the system (4.5.1), we
obtain
AiΦ−1
(
∂f
∂r
λ+
∂f
∂r¯
λ¯
)
= b, Ai = (Aµiα ) ∈ Rq×q. (4.6.4)
We introduce a rotation matrix L = L(x, u) ∈ SO(q,C) and its complex conju-
guate L¯ = L¯(x, u) ∈ SO(q,C) such that the relations
Φ−1
∂f
∂r
= ΩLb+ τ, Φ−1
∂f
∂r¯
= Ω¯L¯b+ τ¯, (4.6.5)
hold, where Ω(x, u) and its conjugate Ω¯ are scalar complex functions, while
τ(x, u) and its complex conjugate vector τ¯(x, u) satisfy
Aiλiτ +Aiλ¯iτ¯ = 0. (4.6.6)
The vectors τ and τ¯ can be seen as characteristic vectors of the homogeneous
part of equation (4.6.4). We eliminate the vectors Φ−1(∂f/∂r) and Φ−1(∂f/∂r¯)
from equation (4.6.4) using equations (4.6.5). Considering the equation (4.6.6),
we obtain, as a condition on functions Ω, λ, L and their complex conjugates,
the relation (Ai (λiΩL + λ¯iΩ¯L¯)− Iq)b = 0. (4.6.7)
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The vector b can be identified with an eigenvector of equation (4.6.7). Since
b is known from the initial system (4.5.1), the equation has to be satisfied by
an appropriate choice of functions Ω, Ω¯, of wave vectors λ, λ¯ and of rotation
matrices L and L¯. In particular, this requires that the dispersion relation
det
(Ai (λiL+ λ¯iL¯)− Iq) = 0 (4.6.8)
holds. Equation (4.6.8) is an additional condition on λ and λ¯, L and L¯ for the
equation (4.6.7) to have a solution. Multiplying equations (4.6.5) on the left by
the matrix Φ, writing the matrix Φ explicitly using the notations (4.6.3), and
then solving for ∂f/∂r and ∂f/∂r¯, we obtain the system
∂f
∂r
=
(1+ σ¯1)(ΩLb+ τ) − σ2(Ω¯L¯b+ τ¯)
|1+ σ1|2 − |σ2|2
,
∂f
∂r¯
=
(1+ σ1)(Ω¯L¯b+ τ¯) − σ¯2(ΩLb+ τ)
|1+ σ1|2 − |σ2|2
,
(4.6.9)
where the scalar functions σ1 and σ2 and their complex conjugates are defined
by the equations
σ1 =
∂r
∂u
(ΩLb+ τ), σ2 =
∂r¯
∂u
(ΩLb+ τ). (4.6.10)
In order to ensure that system (4.6.9) is well-defined in the sense that it can be
expressed as a system for f in terms of r and r¯, we introduce the vector fields
Xa = ξ
i
a(u)∂xi, a = 1, . . . , p− 2, (4.6.11)
where the complex coefficients ξia(u) satisfy the orthogonality relations
ξiaλi = 0, ξ
i
aλ¯i = 0. (4.6.12)
Next, we apply them to equations (4.6.9), which gives us the following condi-
tions
Xa
[
(1+ σ¯1)(ΩLb+ τ) − σ2(Ω¯L¯b+ τ¯)
|1 + σ1|2 − |σ2|2
]
= 0,
Xa
[
(1+ σ1)(Ω¯L¯b+ τ¯) − σ¯2(ΩLb+ τ)
|1 + σ1|2 − |σ2|2
]
= 0,
(4.6.13)
a = 1, . . . , p− 2, since the vector fields Xa annihilate all the functions f(r, r¯).
Remark 1 :The system (4.6.9) for f(r, r¯) is not necessarily integrable. Howe-
ver, it is possible to use the arbitrary functions defining the function Ω(x, u),
the wave vectors λ(u), λ¯(u), the vectors τ(x, u), τ¯(x, u) and the matrices of
rotation L(x, u), L¯(x, u), in order to satisfy the compatibility conditions of the
system (4.6.9).
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4.7. EXAMPLE. NONLINEAR INTERACTION OF WAVES AND PAR-
TICLES.
Let us consider the inhomogeneous system describing the propagation of
shock waves intensity in nonlinear interaction of waves and particles [50]
ux + φy = 2
1/2a exp(u/2) sin(φ/2), uy −φx = −21/2a exp(u/2) cos(φ/2).
(4.7.1)
It should be noted that the compatibility condition of the mixed derivatives of
φ corresponds to the Liouville equation
uxx + uyy = a
2 expu. (4.7.2)
Therefore, each solution of the system (4.7.1) also gives us a solution of the
Liouville equation (4.7.2). We use the methods presented in Section 4.6 to ob-
tain the general solution of the system (4.7.1). First, write the system (4.7.1) in
the matrix form(
1 0
0 −1
)(
ux
φx
)
+
(
0 1
1 0
)(
uy
φy
)
=
(
b1
b2
)
, (4.7.3)
where
b1 = 2
1/2a exp(u/2) sin(φ/2), b2 = 21/2a expu/2 cos(φ/2).
The matrices Ai introduced in equation (4.6.4) are given by
A1 =
(
1 0
0 −1
)
, A2 =
(
0 1
1 0
)
.
Condition (4.6.7) is then satisfied by the scalar function Ω, the wave vector λ
and the rotation matrix L, defined by
Ω = 121/4(1− ǫi), λ = (1, i), L =
(
l11 l12
l21 l22
)
, ǫ = ±1,
together with their complex conjugates, where
l11 = l22 = −108
1/4i
(
31/2ǫ(b1 + ib2)
2 + i(b1 − ib2)
2
6(1− ǫi)(b21 + b
2
2)
)
l12 = −l21 = 108
1/4i
(
31/2ǫi(b1 + ib2)
2 + (b1 − ib2)
2
6(1− ǫi)(b21 + b
2
2)
)
Since the wave vectors λ and λ¯ are constant, the quantities σ1, σ2 (and their
conjugates) are zero. So, we obtain the system (4.6.9) written in terms of the
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Riemann invariants r = x + iy and r¯ = x− iy
ur = 24
−1/2a
(
−i(31/2 + 3iǫ) cos(φ/2) + (31/2 − 3iǫ) sin(φ/2)
)
exp(u/2) + σ
φr = 24
−1/2a
(
(31/2 − 3iǫ) cos(φ/2) − i(31/2 + 3iǫ) sin(φ/2)
)
exp(u/2) + iσ
ur¯ = 24
−1/2a
(
i(31/2 − 3iǫ) cos(φ/2) + (31/2 + 3iǫ) sin(φ/2)
)
exp(u/2) + σ¯
φr¯ = 24
−1/2a
(
i(31/2 − 3iǫ) cos(φ/2) + (31/2 + 3iǫ) sin(φ/2)
)
exp(u/2) − iσ¯
(4.7.4)
where σ(r, r¯) is an arbitrary scalar function defining the vector τ = (σ, iσ)T ,
which satisfies condition (4.6.6). The system (4.7.4) can be written in the more
compact form
a)
∂
∂r
(u+ iφ) = 2−1/2ai exp
(
u− iφ
2
)
,
b)
∂
∂r¯
(u− iφ) = −2−1/2ai exp
(
u+ iφ
2
)
,
c)
∂
∂r
(u− iφ) = −(3/2)1/2a exp
(
u+ iφ
2
)
+ 2σ,
d)
∂
∂r
(u+ iφ) = −(3/2)1/2a exp
(
u− iφ
2
)
+ 2σ¯.
(4.7.5)
Since, the equations (4.7.5.c) and (4.7.5.d) are complex conjugates they can be
satisfied by defining the quantity σ annihilating (4.7.5.c). Consequently, there
are only the two equations (4.7.5.a) and (4.7.5.b) to solve. After the change of
variable
f = u+ iφ, f¯ = u− iφ, (4.7.6)
equations (4.7.5.a) and (4.7.5.b) take the form
fr = 2
−1/2ia|f|2, fr¯ = −2
−1/2ia|f|2, (4.7.7)
which have general solution
f(r, r¯) =
−81/2iψ¯(r¯)
a(ψ(r) + ψ¯(r¯))
, (4.7.8)
where ψ and ψ¯ are arbitrary functions of r and r¯, respectively. Replacing the
solution (4.7.8) into equations (4.7.6), solving for u and φ, and using the Rie-
mann invariants r and r¯, we obtain the general solution of the system (4.6.1).
This solution depends on one arbitrary complex function ψ of one complex
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variable r and its complex conjugate function.
u = 2 ln
(
81/2|ψ ′(x+ iy)|
a(ψ(x+ iy) +ψ(x − iy))
)
,
φ = −i ln
(
−
ψ¯ ′(x− iy)
ψ ′(x+ iy)
)
+ 2nπ,
(4.7.9)
where n is odd and the term 2nπ is associated with the admissible branches of
the logarithm. It is easily verified that the solution for u satisfies the Liouville
equation (4.6.2).
4.8. FINAL REMARKS.
The generalized method of characteristics was originally devised for sol-
ving first-order quasilinear hyperbolic systems. The proposed techniques des-
cribed in Sections 4.3, 4.5 and 4.6 allow us to extend the applicability of this
approach not only to hyperbolic systems but also to encompass elliptic and
mixed (parabolic) type systems, both homogeneous and inhomogeneous. A
variant of the conditional symmetry method for obtaining multimode solu-
tions has been proposed for these types of systems. We have demonstrated
the usefulness of this approach through the examples of nonlinear interaction
of waves and particles and of the ideal plasticity in (2 + 1) dimensions in its
elliptic region. New classes of real solutions have been constructed in closed
form, some of them bounded. Some of the obtained solutions described a sta-
tionary flow for an appropriate choice of parameters. For these solutions, we
have drawn extrusion dies and the vector fields which define the flow inside a
region where the gradient catastrophe does not occur.
The proposed approach for constructing multimode solutions can be used
in several potential applications arising from systems describing nonlinear
phenomena in physics. It should be noted that in the multidimensional case,
for many physical models, there are few known examples of multimode so-
lutions written in terms of Riemann invariants for elliptic systems. This is a
motivating factor for the elaboration of the generalization of the methods pre-
sented in Sections 4.5 and 4.6 through the introduction of rotation matrices in
the factorization of the Jacobian matrices (4.6.2). This fact weakens the integra-
bility condition required in the expression (4.6.9). The approach proposed in
this paper offers a new and promising way to construct and investigate such
types of solutions. This makes our approach attractive since it can widen the
potential range of applications leading to more diverse types of solutions.
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Abstract
This paper presents a new technique for constructing solutions of quasilinear
systems of first-order partial differential equations, in particular inhomoge-
neous ones. A generalization of the Riemann invariants method to the case
of inhomogeneous hyperbolic and elliptic systems has been formulated. The
algebraization of these systems enables us to construct certain classes of solu-
tions for which the matrix of derivatives of the unknown functions is expres-
sible in terms of rotation matrices belonging to the SO(q,C) group. These solu-
tions can be interpreted as nonlinear superpositions of kwaves (or kmodes) in
the case of hyperbolic (or elliptic) systems respectively. These theoretical consi-
derations are illustrated by several examples of inhomogeneous hydrodynamic-
type equations which allow us to construct solitonlike solutions (bump and
kinks) and multiwaves (modes) solutions.
5.1. INTRODUCTION
Many nonlinear phenomena appearing in physics are described by first-
order quasilinear systems in both their hyperbolic and elliptic regions. These
systems have been mostly studied in the case of two independent variables.
However, until now, no satisfactory complete theory exists for those systems.
For example, with the exception of certain particular results, the existence and
uniqueness theorem for solutions of initial and boundary value problems are
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not available in general. Such exceptions include the necessary and sufficient
conditions for the temporal existence of smooth solutions of hyperbolic sys-
tems admitting conservation laws [41, 51, 67]. Solutions of hyperbolic quasi-
linear systems do not exist for an arbitrary period of time, even for smooth
conditions. They usually blow up at the end of a finite time interval. In gene-
ral, the first derivatives of the solution become unbounded after a finite time
T > 0, and for a time t > T , smooth solutions no longer exist. This well-known
phenomenon is called the gradient catastrophe [15, 40, 67]. It can even occur
in situations where physical intuition would lead us to expect the existence of
continuous solutions after time T . In other words, the difficulty which appears
here is the construction of the Cauchy problem for the hyperbolic quasilinear
system. It has been proved (see e.g. [15, 40, 51, 67, 75]) that even for sufficiently
small initial conditions, there exists a time interval [t0, T ] in which the gradient
catastrophe does not occur. In this interval, the problem of propagation and su-
perposition of waves can be posed and solved by the method of characteristics.
Through this method, the existence, uniqueness and continuous dependence
of the solution with respect to the initial conditions has been established by
many authors (see e.g. [3, 16, 39, 48, 52, 67] and references therein). The obtai-
ned results are significant in the sense that the solution is constructed in the
domain where its existence is predicted.
The method of Riemann invariants and its generalization, that is, the ge-
neralized method of characteristic (GMC) [8, 39, 64] for hyperbolic quasili-
near systems of equations in many dimensions, is a technique to obtain cer-
tain classes of exact solutions representing Riemannwaves. These solutions are
omnipresent for hyperbolic systems and constitute their elementary solutions.
They are building blocks for the construction of more general solutions descri-
bing the superposition of many waves, k-waves (solutions of rank k), that are
more interesting from the physical point of view [9, 36, 39, 64]. Recently, the
applicability of the conditional symmetry method (CSM) has been extended to
the construction of multiwave solutions obtained by the GMC [30, 31, 34]. The
CSM is not limited to hyperbolic systems, but can also be applied to elliptic
systems. The links between the two methods is an interesting problem which
was addressed in [31, 32]. The adaptation of the GMC in the context of the
analysis of the symmetry group of the first-order quasilinear elliptic systems
requires the introduction of complex integral elements instead of simple real
integral elements (which are used in the construction of solutions of hyperbo-
lic systems [9, 29, 64, 71]). In particular, for first-order elliptic systems, we are
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interested in the construction of multimode solutions corresponding to nonli-
near superpositions of elementary solutions (simple modes). We demonstrate
that the method of conditional symmetries [19, 25, 31] is an efficient tool for
reaching this goal. This approach is applied to hydrodynamic-type equations
in their elliptic and hyperbolic regions and has been studied through both the
GMC and the CSM. This constitutes the subject of this work, which is a follow
up of the part I [32].
The proposed approach goes deeper into the algebraical aspect of the first-
order differential systems, which allows us to obtain some new results on their
solvability. For this purpose we postulate a new form of the solution of the
initial system for which the matrix of derivatives of the unknown functions is
expressed in terms of rotation matrices LA(x, u) ∈ SO(q,C), of the right-hand
side b(u) ∈ Rq of the differential system and of some characteristic vectors
associated with the homogeneous part of the system. This decomposition of
the matrix of derivatives is no longer in the specific form restricted to be the
sum of homogeneous and inhomogeneous integral elements as required by the
GMC. In the latter case, when solutions exist, they represent a superposition
of Riemann waves which admit the freedom of k arbitrary functions of one
variable [10, 29, 63]. For the postulate form of the solution the compatibility
conditions are weakened in such a way that it allows us to obtain some larger
classes of solutions including the one obtained by the GMC for the problem of
superposition of waves or modes.
The plan of this paper is as follows. Section 5.2 contains a brief descrip-
tion of the construction of Riemann kwaves obtained by the GMC. Section 5.3
contains examples of applications of the GMC to the fluid dynamics equations
in (3 + 1) dimensions. In Section 5.4, we investigate and construct the multi-
wave solutions expressed in terms of Riemann invariants which represent a
generalization of the results obtained in Section 5.2. Section 5.5 contains a de-
tailed account of the construction of multimode solutions for elliptic systems.
Sections 5.6 and 5.7 present an adaptation of the method presented in sections
5.4 and 5.5 for the case of underdetermined systems. Several examples of inho-
mogeneous hydrodynamic-type equations are included in Section 5.8 as illus-
trations of the theoretical results. Section 5.9 contains remarks and some sug-
gestions regarding possible future developments.
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5.2. GENERALIZED METHOD OF CHARACTERISTICS.
Consider a first-order system of quasilinear autonomous differential equa-
tions (PDE) in p independent variables
Aµiα (u)uαi = bµ(u), µ = 1, . . . ,m, α = 1, . . . , q, i = 1, . . . , p, (5.2.1)
where ∂uα/∂xi = uαi . We adopt the convention that repeated indices are sum-
med unless one of them is in a bracket. The system (5.2.1) is an inhomogeneous
one with coefficients depending on q unknown functions u = (u1, . . . , uq)T ∈
Rq. The Euclidean space E = Rp (the space of independent variables x =
(x1, . . . , xp)) is called the physical space, while the space U = Rq (the space
of dependent variables) is called the hodograph space. Let us assume that the
coefficients Aµiα (u) and b(u) are smooth real-valued functions of real variables
u. We investigate the existence and the construction of solutions describing
the propagation and nonlinear superposition of waves or modes that can be
admitted by the system (5.2.1). Such solutions are particularly interesting from
the physical point of view because they cover a wide range of the wave pheno-
mena arising in the presence of the external forces that can be observed in such
domains as field theory, fluid dynamics, elasticity, etc. These phenomena are
described by systems of the form (5.2.1) or systems that can be reduced to that
form by introducing new unknown functions. The methodological approach
assumed in this section is based on the generalized method of characteristics
which have been extensively developed in [3, 8, 39, 64] for homogeneous sys-
tems and generalized to inhomogeneous systems [36, 29]. The specific feature
of this approach is an algebraic and geometric point of view. The algebraiza-
tion of PDEs was made possible by means of representing the general inte-
gral element as a linear combination of some special simple integral elements
[8, 36, 64].
In the case of well-determined (q = m) inhomogeneous systems, simple
waves attributed to homogeneous elements are not solutions of the inhomoge-
neous systems. The algebraization of the inhomogeneous system (5.2.1) allows
us to construct certain classes of solutions, which correspond to a superposi-
tion of k simple waves together with simple state solution (as introduced in
[36], see Appendix). In this case, we postulate a specific form of solution u(x)
for which the Jacobian matrix ∂uα/∂xi is the sum of homogeneous and inho-
mogeneous simple integral elements
∂uα
∂xi
=
k∑
s=1
ξs(x)γαs λ
s
i + γ
α
0λ
0
i , (5.2.2)
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where we have assumed that
Aµiα γ(s)λsi = 0, Aµiα γα(0)λ0i = bµ, s = 1, . . . , k,
λα1 ∧ λα2 ∧ λα3 6= 0 for α1 < α2 < α3,
(5.2.3)
and
rank (γ0, γ1, . . . , γk) = k+ 1 ≤ q.
Here ξs 6= 0 is treated as a function of x. The resulting solution of (5.2.2) is
called a k-wave solution for the inhomogeneous system [36, 29]. Under the
above assumptions it was shown [35, 36, 64] that the necessary and sufficient
conditions for the existence of k-wave solutions of the system (5.2.2) require
the following steps. The explicit parametrization of the integral surface S in
terms of Riemann invariants r0, r1, . . . , rk is obtained by solving the system of
PDEs
∂fα
∂rp
= γαp(u
1, . . . , uq), p = 0, 1, . . . , k, (5.2.4)
with solution
u = f(r0, . . . , rk). (5.2.5)
Next, we look for the most general solution of the system of equations for λp
as functions of r = (r0, . . . , rk)
drp = ξp(x)λp(r), p = 0, 1, . . . , k. (5.2.6)
The compatibility conditions for the system (5.2.6) impose some restrictions on
the wave vectors λp, p = 0, 1, . . . , k. Namely, the system (5.2.6) has solutions (is
completely integrable) if the following conditions are satisfied
∂λs
∂rp
∈ span {λs, λp} , ∂λ
0
∂rp
∈ span {λp} , p 6= s = 1, . . . , k. (5.2.7)
These relations are the necessary and sufficient conditions for the existence of
solutions of the system (5.2.6). They ensure that the set of solutions of the sys-
tem (5.2.6) depends on k arbitrary functions of one variable [35, 36]. Finally,
the k-wave solutions are obtained from the explicit parametrization of the in-
tegral surface u = f(r0, r1, . . . , rk), while the quantities r0, r1, . . . , rk are impli-
citly defined as functions of x1, . . . , xp by the solution of the system for certain
functionally independent differentiable functions ψs of r
λsi(r)x
i = ψs(r),
∂ψs
∂rp
= αsp(r)ψ
(s) + βsp(r)ψ
(p), s 6= p, (5.2.8)
where αsp and β
s
p are given functions of r = (r
0, r1, . . . , rk). The physical inter-
pretation of these solutions is that the profiles of simple waves related with the
simple elements γs ⊗ λs can be chosen in an arbitrary way, but the profile of a
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simple state relatedwith the inhomogeneous element γ0⊗λ0 is somehow deter-
mined by (5.2.3). These solutions represent some nonlinear superpositions of
k waves on a simple state [36]. However, our present approach will go deeper
into the geometrical aspects of compatibility conditions (5.2.4) and (5.2.7) by
weakening them. So it will later enable us to obtain new results on the solvabi-
lity of the problem of superposition of k-waves for inhomogeneous hyperbolic
systems and extend this approach to elliptic systems.
Note that, in the case of the underdetermined system of equations (5.2.1)
(i.e.whenm < q = m+ l) the real simple integral elements are determined by
the equation
Aµiα (u)λiηα = Aµis (u)λiηs1 +Aµit (u)λiηt2 = bµ, (5.2.9)
where µ ∈ m = {1, . . . ,m}, s ∈ I1, t ∈ I2 and I1 ∪ I2 is the division of the set
I = {1, . . . , q} into subsets containing m and l = q −m elements, respectively.
The vector field η = (η1, η2) has q components, while
η1 = (η
s)s∈I1 , η2 = (η
t)t∈I2
and them× qmatrix
(A1λ,A2λ) =
((Aµis λi)µ∈ms∈I1 ,
(
Aµit λi
)µ∈m
t∈I2
)
is a proper division of the matrix
(Aµiα λi). If the m ×m matrix (A1λ) is a non-
singular one, then we can determine the quantity
η1 = (A1λ)−1 (b− (A2λ)η2) .
Hence, there exists a bijective correspondence between η⊗ λ and η1⊗ λ which
determines a map on the set of simple integral elements and for which the
domain is formed by these elements that have nonsingular matrices
A1λ =
(Aµis λi)µ∈ms∈I1 .
This map is determined by the division of the set I = {1, . . . ,m} = I1 ∪ I2. All
possible divisions of this type determine an atlas composed of
(
q
m
)
maps
covering the set of real simple integral elements, where they are regular in the
sense that
rank
(Aµiα λi) = m.
One can divide the set of simple integral elements in stratas numbered by the
rank of matrices Aµiα λi. Regular elements form strata of the highest dimension.
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One can determine atlases on the other stratas analogously and solve the consi-
dered underdetermined system by the GMC.
5.3. INHOMOGENEOUS FLUID DYNAMICS EQUATIONS.
Now we present some examples which illustrate the theoretical considera-
tions presented in Section 5.2. We discuss the classical equations of an ideal
compressible nonviscous fluid placed in the presence of the gravitational and
Coriolis forces. Under these assumptions, the fluid dynamics system of equa-
tions in (3+ 1) dimensions takes the form
ρ (~vt + (~v · ∇)~v) +∇p+ ρ~Ω×~v − ρ~g = 0,
ρt + (~v · ∇)ρ+ ρ∇ · ~v = 0,
(pρ−k)t + (~v · ∇)(pρ−k) = 0,
(5.3.1)
where we have used the following notation : ρ and p are the density and the
pressure of the fluid respectively, ~v is the vector field of the fluid velocity, k >
0 is the polytropic exponent and ~Ω = (0, 0, 1) is the angular velocity of the
fluid. The algebraic equations which determine simple integral elements for
the equation (5.3.1) are of the form
ρδ|~λ|~γ+ γp~λ+ ρ~Ω× ~U− ρ~g = 0,
δ|~λ|γρ + ρ~γ · λ = 0,
ρδ|~λ|(γp −
kp
ρ
γρ) = 0.
(5.3.2)
Here we have used the following notation. The space of unknown functions,
the hodograph space U ⊂ R5, has coordinates u = (ρ, p,~v). The corresponding
elements of the tangent space TuU are denoted by γ = (γρ, γp, ~γ), where ~γ =
(γ1, γ2, γ3) is associated with the vector of velocity~v and (γρ, γp) are associated
with the density ρ and pressure p, respectively. Here we have denoted λ =
(λ0,~λ), where λ0 is the phase velocity and ~λ = (λ1, λ2, λ3) is the wave vector.
We have replaced the derivatives of unknown functions ρt, ρxi , pt, pxi , ~vt and
~vxi in equation (5.3.1) by simple elements γρλ0, γρλi, γpλ0, γpλi, ~γλ0 and ~γλi,
i = 1, 2, 3, respectively. We define the quantity
δ|~λ| = λ0 + ~v ·~λ, (5.3.3)
which physically describes the velocity of propagation of a wave relative to the
fluid. The equations (5.3.2) form a system of linear inhomogeneous algebraic
equations, whose solutions γ ∈ Tu(U) and λ ∈ E∗ (E∗ being the dual space
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of the classical space-time E ∈ R4), determine the simple integral elements
associated with the equation (5.3.1).
It follows from the analysis of the homogeneous system (5.3.2) that there
exist nontrivial solutions for the vector γ = (γρ, γp, ~γ) when the characteris-
tic determinant of this system is equal to zero. Thus we obtain the following
condition
δ3|~λ|3
(
δ2|~λ|2 −
kp
ρ
|~λ|2
)
= 0. (5.3.4)
So we obtain two types of homogeneous simple integral elements
(i) The entropic simple element E :
δ = 0, λ = (−~v ·~λ,~λ), γ = (γρ, 0, ~γ), (5.3.5)
with the condition ~γ ·~λ = 0. Here γρ, is an arbitrary function.
(ii) The acoustic simple element A :
δ|~λ| =ǫ
(
kp
ρ
)1/2
|~λ|, λ = (δ|~λ| − ~v ·~λ,~λ), ǫ = ±1,
γ =
(
γρ,
kp
ρ
γρ,−δ
~λ
|~λ|
γρ
ρ
)
,
(5.3.6)
where γρ is an arbitrary function.
The nontrivial solutions for γ0 ∈ TuU and λ0 ∈ E∗ of the inhomogeneous sys-
tem (5.3.2) determine three types of the inhomogeneous simple integral ele-
ments of (5.3.1), namely
(i) The entropic inhomogeneous simple element E0
δ = 0, γE00 = (γρ, ρ, ~α× (~g− ~Ω×~v)), λ0 = (−~v · ~g, ~g− ~Ω×~v), (5.3.7)
where ~α is an arbitrary vector in R3 and γρ is an arbitrary function.
(ii) The acoustic inhomogeneous simple element A0
δ|~λ| = ǫ|~λ|
(
kp
ρ
)1/2
, λ0A0 =
(
δ|~λ|− ~v ·~λ,~λ
)
, ~λ · (~g− ~Ω×~v) = 0,
γA00 =
(
γρ,
kp
ρ
γρ,
(
δ|~λ|
)−1(
ρ(~g− ~Ω×~v) − kp
ρ
γρ~λ
))
, ǫ = ±1.
(5.3.8)
where γρ is an arbitrary function.
(iii) The hydrodynamic inhomogeneous simple element H0
δ 6=
(
0, ǫ
(
kp
ρ
)1/2
|~λ|
)
, ǫ = ±1,
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γH0 =
(
− ρ
(~g− ~Ω×~v) ·~λ
δ2 − kp
ρ
|λ|2
,−kp
(~g− ~Ω×~v) ·~λ
δ2 − kp
ρ
|λ|2
,
1
ρδ
[
ρ(~g− ~Ω×~v) + kp(~g−
~Ω×~v) ·~λ
δ2 − kp
ρ
|λ|2
~λ
])
,
λ =(δ|~λ|− ~v ·~λ, λ).
(5.3.9)
Here δ|~λ| is different from 0 and ǫ (kp/ρ)1/2 and otherwise arbitrary. From the
definition (5.3.3), we obtain that the velocity associated with the solution of E0
moves together with the fluid. For the case of acoustic solutionsA0 the velocity
of the fluid is equal to the sound velocity : dp/dρ = (kp/ρ)1/2, while the hydro-
dynamic solution H0 moves with any velocity other than the entropic velocity
δ = 0 or acoustic velocity δ|~λ| = ǫ (kp/ρ)1/2 |~λ|.
Let us consider now the classes of solutions u for which the matrix of the
tangent mapping ∂uα/∂xi is the sum of one homogeneous and one inhomoge-
neous simple integral elements (when k = 1 in equation (5.2.2))
∂uα
∂xi
= ξγα1λ
1
i + γ
α
0λ
0
i , λ
1 ∧ λ0 6= 0, (5.3.10)
where ξ 6≡ 0 is treated as an arbitrary function of x. According to [36] the
necessary and sufficient conditions for the existence of solutions of the system
(5.3.10) require that the commutator of the vector fields γ0 and γ1 be a linear
combination of these fields
[γ0, γ1] ∈ span {γ0, γ1} . (5.3.11)
This means that γ0 and γ1 constitute a holonomic system in the sense that there
exists a parametrization of a surface
u = f(r0, r1), (5.3.12)
tangent to the vector field γ0 and γ1 such that
∂f(r0, r1)
∂r0
= γ0
(
f(r0, r1)
)
,
∂f(r0, r1)
∂r1
= γ1(f(r
0, r1)) (5.3.13)
holds. Consequently the system (5.3.10) together with the assumption that γ0
and γ1 are linearly independent, require us to solve the following system of
PDEs
∂r0
∂xi
= λ0i (r
0, r1),
∂r1
∂xi
= λ1i (r
0, r1). (5.3.14)
The involutivity condition for the system (5.3.14) has already been investigated
in [36]. These conditions lead to some restrictions on wave vectors λ0 and λ1.
It was shown that the system (5.3.14) is completely integrable if the following
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conditions are satisfied
∂λ0
∂r0
= α0λ
0,
∂λ0
∂r1
= α1λ
1,
∂λ1
∂r0
= β0λ
0+β1λ
1, λ0 ∧ λ1 6= 0, (5.3.15)
where the coefficients α0, α1, β0 and β1 are functions of r0 and r1 to be deter-
mined. Let us consider the following two cases :
1.When α1 6= 0, equations (5.3.15) can be integrated and the wave vectors
λ1 and λ0 take the form
λ0 = λ(r1) expϕ(r0, r1), λ1 =
∂ϕ
∂r1
λ(r1) +
dλ
dr1
, (5.3.16)
where the function ϕ is a solution of the equation
α0 =
∂ϕ
∂r0
(5.3.17)
for a given function α0 of r0 and r1. All solutions of the system (5.3.14) can be
obtained by solving the implicit relation with respect to the variables r0, r1 and
xi
λ(r1)xi =φ(r1) +
∫ r0
0
exp
(
−ϕ(s, r1)
)
ds,
dλi(r
1)
dr1
xi =φ˙(r1) −
∫ r0
0
∂ϕ(s, r1)
∂r1
exp
(
−ϕ(s, r1)
)
ds,
(5.3.18)
2.When α1 = 0, the equations (5.3.15) can be integrated and the wave vec-
tors λ1 and λ0 are
λ0 = ceφ(r
0), λ1 ∼
[
χ(r0, r1)C+A(r1)
]
, (5.3.19)
where φ and A are arbitrary functions of their arguments and χ is an arbi-
trary function of (r0, r1) and C = (c0,~c) ∈ R4 is a constant vector and where
~c = (c1, c2, c3). The general integral of the system (5.3.14) can be obtained by
solving the implicitly defined relations between the variables r0, r1 and xi
cix
i + c0 =
∫ r0
0
exp(−φ(s))ds,∫ r0
0
χ(s, r1) exp(−φ(s))ds +Ai(r1)xi = ψ(r1),
(5.3.20)
where ψ is an arbitrary function of r1. If (5.3.20) can be solved, so that r0, r1
and uα can be given as a graph over an open set D ⊂ R4, then the functions
uα = fα(r0, r1), determined from (5.3.13), constitute an exact solution (writ-
ten in terms of the Riemann invariants r0, r1) of the inhomogeneous system
(5.3.10). A similar statement holds for the case α1 6= 0 and when one replaces
the system (5.3.20) by the system (5.3.18).
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simple wave\ simple state E0 A0 H0
E + + +
A + − +
TABLE 5.1. The results of superpositions of simple waves deter-
mined by (5.3.1) and (5.3.10) are summarized as follows.
Superpositions of simple waves and a simple state, which are solutions of
the system (5.3.1) and subjected to the differential constraints (5.3.10) are illus-
trated in Table 1, where + denotes that there exist a superposition written in
terms of Riemann invariants and − denotes that there is no superposition. For
convenience, we denote by EE0, EA0, etc, the solutions which result from non-
linear superpositions of waves and states associated with given wave vectors
λ and λ0 given by (5.3.5) and (5.3.7) or λ and λ0 given by (5.3.5) and (5.3.8), res-
pectively. We give several examples to illustrate the construction introduced in
this section.
1. The entropic simple wave and the entropic state, EE0. A solution exists,
provided that ~g · ~Ω = 0, and it is given by
ρ = p˙(r0), p = p(r0),
~v = −eφ0 |~g|−2c0~g+ v2(r)~Ω+
(∓eφ0 |~g|−2(|~g|2 − c20)1/2 + 1) ~g× ~Ω (5.3.21)
with Riemann invariants
c0t± |~g|−2(|~g|2 − c20)1/2~g · ~x− c0|~g|−2(~g× ~Ω) · ~x + c1 = e−φ0r0,
e−φ0
∫ r0
0
χ(r, r1)dr+
[
eφ0(±(|~g|2 − c20)1/2A3 + c0A1) −A3|~g|2
]
t
+A1~g · ~x +A3(~g× ~Ω) · ~x = ψ(r1),
(5.3.22)
where φ0, c0 and c1 are arbitrary constants and p(r0)(> 0), v2(r), χ(r), A1(r1),
A3(r
1) and ψ(r1) are arbitrary functions satisfying p˙ > 0, ∂v2
∂r1
6= 0 and ±(|~g|2 −
c20)
1/2A3 6= −c0A1. Another entropic solution exists only if ~g · ~Ω 6= 0 and are
given by
~g× ~Ω 6= 0, ρ = p˙(r0), p = p(r0),
~v(r1) = v1(r
1)~g+
(
−|~g|2
(~g · ~Ω)
∫ r1
0
[v˙1(r)(1− v3(r)) + v˙3(r)v1(r)]dr
−(~g · ~Ω)
∫ r1
0
[v˙1(r)v3(r) − v1(r)v˙3(r)]dr+ c
)
~Ω+ v3(r
1)~g× ~Ω,
(5.3.23)
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where the Riemann invariants are given in implicit form by(
− v1|~g|
2 + |~g|2
∫ r1
0
[v˙1(1− v3) + v˙3v1]dr + (~g · ~Ω)2
∫ r1
0
[v˙1v3 − v1v˙3]dr
−c(~g · ~Ω)
)
t+
(
(1− v3)~g+ v3(~g · ~Ω)~Ω+ v1~g× ~Ω
)
· ~x = φ(r1) + r0,
(
(~g · ~Ω)2 − |~g|2
)
(v˙1v3 − v1v˙3)t+
(
− v˙3~g
+v˙3(~g · ~Ω)~Ω+ v˙1~g× ~Ω
)
· ~x = φ˙(r1),
(5.3.24)
where c is an arbitrary constant, p(r0) (> 0), v1(r1), v3(r1) and φ(r1) are arbi-
trary functions such that p˙(r0) > 0 and v˙1(r1) 6= 0 or v˙3(r1) 6= 0.
2. The simple entropic wave and the simple acoustic state, EA0. In the case
when~λ0 = ǫ1|~λ|0 ~Ω and ~g · ~Ω = 0, the solution is given by
ρ = ρ0, p = p0,
~v = a1(r
1) cos
(
ǫ
(
κp0
ρ0
)−1/2 ∫ r0
0
e−φ(r)dr+ b1(r
1)
)
~g+ B0 ~Ω
+
[
a1(r
1) sin
(
ǫ
(
κp0
ρ0
)−1/2 ∫ r0
0
e−φ(r)dr + b1(r
1)
)
+ 1
]
~g× ~Ω,
(5.3.25)
where the Riemann invariants are(
ǫ
(
κp0
ρ0
)1/2
− ǫ1B0
)
t+ ǫ1 ~Ω · ~x + c1 =
∫ r0
0
e−φ(r)dr,
B0t− ~Ω · ~x = ψ(r1),
(5.3.26)
where ρ0 (> 0), p0 (> 0), B0 and c1 are arbitrary constants, ǫ1 = ±1, and a1(r1)
(±0), b1(r1), φ(r0) and ψ(r1) are arbitrary functions such that a˙1(r1) 6= 0.
3. The simple entropic wave and the simple hydrodynamic state, EH0.
When~λ0 × ~Ω 6= 0,~λ0 · ~Ω = 0, p˙(r0) = 0 and ~g · ~Ω 6= 0, the solution is given by
ρ = ρ(r1), p = p0,
~v = −~g · (~c× ~Ω)~c+
(
−~g · ~Ω
~g · (~c× ~Ω) − c0
∫ r0
0
e−φ(r)dr+ B(r1)
)
~Ω + (~g · ~c)~c× ~Ω,
(5.3.27)
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with Riemann invariants
c0t+ ~c · ~x + c1 =
∫ r0
0
e−φ(r)dr,
c0t+ ~c · ~x+ c1
~g · (~c× ~Ω) − c0
[
A(r1) − ~g · (~c× ~Ω)A1(r1) + B(r1)A2(r1) + ~g · ~cA3(r1)
]
−
1
2
~g · ~ΩA2(r1)
(
c0t+ ~c · ~x+ c1
~g · (~c× ~Ω) − c0
)2
+A(r1)t+
(
A1(r
1)~c
+A2(r
1)~Ω+A3(r
1)~c× ~Ω
)
· ~x = ψ(r1),
(5.3.28)
where p0 (> 0), c0 ( 6= ~g · (~c × ~Ω)) and c1 are arbitrary constants ; ~c = ~λ0/|~λ0| is
a constant vector such that ~c · ~Ω = 0 ; ρ(r1) (> 0), φ(r0), ψ(r1), B(r1), A(r1) and
Ai(r
1) (i = 1, 2, 3) are arbitrary functions satisfying B˙A2 = 0, ρ˙ 6= 0, and A2 6= 0
or A3 6= 0 or A 6= c0A1.
4. The simple acoustic wave and the simple hydrodynamic state, AH0. In
the case where~λ0× ~Ω 6= 0 and~λ0 · ~Ω = 0, ∂~v/∂r1 · ~Ω = 0, ∂v/∂r1 · (~λ0× ~Ω) = 0,
~g · ~Ω = 0, κ = 3 and ∂~v/∂r1 ·~λ0 6= 0, the solution is given by
ρ =
(
α(r0, r1) + ~g · (~c× ~Ω)
)−1
S(r1), p = Aρ3,
~v = α(r0, r1)~c+ B1 ~Ω+
(∫ r0
0
e−φ(r)dr+ T1
)
~c× ~Ω,
(5.3.29)
where α is given by the quadratic equation
1
2
(
α+ ~g · (~c× ~Ω)
)2
+
3
2
A(α+ ~g · (~c× ~Ω))−2S(r1)2 + ǫ
√
3AS(r1) + S1
−(~g · ~c− T1)
∫ r0
0
e−φ(r)dr+
1
2
(∫ r0
0
e−φ(r)dr
)2
= 0,
(5.3.30)
and the Riemann invariants are given implicitly by
~g · (~c× ~Ω)t+ ~c · ~x + c1 =
∫ r0
0
e−φ(r)dr,
t+ ǫ(
√
3AS˙(r1))−1
∫ r0
0
e−φ(r)
∂α
∂r1
(r, r1)dr = ψ(r1).
(5.3.31)
Here c1, A (> 0), B1, T1 and S1 are arbitrary constants, ~c = ~λ0/|~λ0| is a constant
vector such that ~c· ~Ω = 0 ; ǫ = ±1 ;φ(r0), S(r1), (±0),ψ(r1) and α(r0, r1) are any
functions which satisfy (5.3.30) with S˙(r1) 6= 0, ∂α
∂r1
6= 0 and S(α+~g·(~c× ~Ω))−1 >
0 (α 6= −~g · (~c× ~Ω)).
168
The result of the generalized method of characteristics in the version pre-
sented here proved to be useful tool, since it leads to many new interesting
solutions. However, the superposition of simple waves and simple states is
"linear" (according to the classification presented in [39]) in the sense that the
wave vector λ1 does not change the direction of propagation on a simple state.
So, it seems to be worthwhile to try to extend this method and check its ef-
fectiveness for the case when the Jacobian matrix ∂uα/∂xi is not necessarily
expressible in terms of simple integral elements of the form (5.2.2). This is, in
short, the aim of following sections.
5.4. MULTIWAVE SOLUTIONS.
In this section we consider the possibility of generalizing the idea of Rie-
mann wave solutions of quasilinear systems to what may be considered a non-
linear superposition of Riemann waves. The resulting solution will be called
a Riemann k-wave or simply a k-wave. This has already been discussed for
the simple wave in part I [32]. We suppose that the system is well-determined
(m = q) and that it constitutes a system of q equations and of q dependent
variables u = (u1, . . . , uq) in terms of p independent variables x = (x1, . . . , xp).
We look for a solution of system (5.2.1) of the form
u = f(r1(x, u), . . . , rk(x, u)), rA(x, u) = λAi (u)x
i, A = 1, . . . , k, (5.4.1)
where the functions rA(x, u) are the Riemann invariants associated respecti-
vely with real linearly independent wave vectors λA(u)which satisfy the wave
relation specified below. The Jacobian matrix ∂u takes the form
∂u = (uαi ) = Φ
−1∂f
∂r
Λ ∈ Rq×p, Φ = Iq − ∂f
∂r
∂r
∂u
∈ Rq×q, (5.4.2)
where we noted
∂f
∂r
=
(
∂fα
∂rA
)
∈ Rq×k, Λ = (λAi ) ∈ Rk×p, ∂r∂u =
(
∂rA
∂uα
)
=
∂Λi
∂u
xi ∈ Rk×q,
(5.4.3)
r = (r1, . . . , rk) ; α, β, µ = 1, . . . , q ; A = 1, . . . , k ; i = 1, . . . , p. Substituting
(5.4.2) into the system (5.2.1) we obtain
Aµiα
(
Φ−1
)α
β
∂fβ
∂rA
λAi = b
µ (5.4.4)
or, in matrix form, (AiλAi )Φ−1 ∂f∂rA = b, (5.4.5)
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where Ai = (Aµiα ) ∈ Rq×q and b = (b1, . . . , bq)T . Let us introduce k real scalar
functions ΩA(x, u), k matrices LA(x, u) ∈ SO(q) and k characteristic vectors
τA(x, u) such that
Φ−1
∂f
∂rA
= Ω(A)LAb+ τA, A = 1, . . . , k, (5.4.6)
AiλAi τA = 0. (5.4.7)
Note that the vectors τA are characteristic vectors of the homogeneous part
of equation (5.4.5). Next, we eliminate the quantities Φ−1
(
∂f/∂rA
)
from the
equation (5.4.5) through the relations (5.4.6). We find an algebraic relation for
the quantitiesΩA, λA and LA
k∑
A=1
((
ΩA
(AiλAi ) LA)− Iq)b = 0, (5.4.8)
The relation (5.4.8) represents a constraint on the form of the scalar ΩA, of the
wave vectors λA and of the rotation matrices LA. We multiply equation (5.4.6)
on the left by the matrix Φ and then introduce the explicit expression for Φ
given in (5.4.2). Next, we solve the resulting equations for the matrices ∂f/∂r
in order to obtain
∂f
∂r
=
(Lβbβ + τ)
(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1
, (5.4.9)
where we have introduced the following notation
τ = (ταA) ∈ Rq×k Lβ =
(
Ω(A)L
α
Aβ
) ∈ Rq×k. (5.4.10)
We assume that the k× k dimensional matrix
Ik +
∂r
∂u
(Lβ + τ) (5.4.11)
is invertible. In order to determine the conditions for which the system (5.4.9)
is well-defined in the sense that it represents a system for the functions fα in
terms of the invariants rA, it is convenient to define a set of vector fields on the
space E× U
Xa = ξ
i
a(u)∂xi, a = 1, . . . , p− k, (5.4.12)
with the property
ξiaλ
A
i = 0, a = 1, . . . , p− k, A = 1, . . . , k. (5.4.13)
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Applying the vector fields (5.4.12) to the system (5.4.9) and taking into account
that Xa annihilates all functions of the rA, we find the following constraints
Xa
((Lβbβ + τ)
(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1)
= 0, a = 1, . . . , p− k. (5.4.14)
In conclusion, if the conditions (5.4.7), (5.4.8) and (5.4.14) are satisfied by an ap-
propriate choice of the functions ΩA, λA, τA and LA, then a solution of system
(5.4.9) represents a multiwave solution of the system (5.2.1) of the proposed
form (5.4.1). It should be noted that these conditions are sufficient but not ne-
cessary.
Let us compare the proposed approach with the GMC. If we suppose that
there exists a solution of the form (5.2.1) such that the matrix Φ is invertible,
and that the vector τA obeys the wave relation (5.4.7), then we can determine
a function ΩA and a rotation matrix LA in such a way that relations (5.4.6)
are satisfied. Indeed, since the vectors Φ−1(∂f/∂rA) − τA and b have the same
dimension, there exists a bijective transformation between these two vectors.
This transformation is determined by the rotation matrix LA and the scalar
functionΩA. Consequently, the Jacobian matrix of a solution takes the form
∂u
∂xi
=
∑
A
(
ΩAL
α
Aβ + τ
α
A
)
λAi ,
=
∑
A
(ηαA(x, u) + τ
α
A(x, u))λ
A
i (u),
(5.4.15)
where
ηαA(x, u) = Ω(A)L
α
Aβb
β, AiλAi τA = 0. (5.4.16)
So the Jacobian matrix of a solution admits the following decomposition
∂uα
∂xi
= ζα1λ
1 + · · ·+ ζαkλki , (5.4.17)
or equivalently, (5.4.17) written in its matrix form, is
∂u = ζ1 ⊗ λ1 + · · ·+ ζk ⊗ λk, (5.4.18)
where we have used the following notation
ζαA(x, u) = η
α
A(x, u) + τ
α
A(x, u). (5.4.19)
Note that, in general, conditions (5.4.15) are weaker than the differential constraints
(5.2.2) required by the GMC, since the latter are submitted to the algebraic
condition (5.2.3) and differential constraints (5.2.4) and (5.2.7). Indeed, (5.2.9)
implies, that all first-order derivatives of uwith respect to xi are decomposable
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in the form (5.4.17) on some open domain B ⊂ E× U , where ζ = (ζαA(x, u)) are
real-valued matrix functions defined on the first jet space J1 = J1(E × U). This
fact results in easing up the restrictions imposed on the initial data at t = 0 for
hyperbolic systems. Thus we are able to consider more diverse configurations
of waves involved in superpositions (described by inhomogeneous systems)
than in the GMC case.
We end this section with two remarks :
i) In the case where the matrices Lβ and τ depend only on the dependent
variables u, conditions (5.4.14) simplify to
Xa
[(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1]
= 0 (5.4.20)
which is equivalent to
Xa
[
Ik +
∂r
∂u
(Lβbβ + τ)
]
= 0. (5.4.21)
Considering the notation (5.4.3), we find the sufficient condition
ξia
∂Λi
∂u
(Lβbβ + τ) = 0, (5.4.22)
for which the system (5.4.9) is well-defined in the sense that the right-
hand side is expressed as a function of the invariants r = (r1, . . . , rk)T
only. More generally, a sufficient condition for the system (5.4.9) to be
expressible in terms of r is that the matrix (∂Λi/∂u)(Lβbβ+τ) be propor-
tional to the matrix Λ. This means that there exists a scalar function σ(u)
such that (
∂Λi
∂u
Lβbβ + τ
)
= σ(u)Λ, (5.4.23)
where Λ is defined by (5.4.3).
ii) If k = p, there are no orthogonality conditions (5.4.13) and therefore
the conditions (5.4.14) are no longer necessary in order to ensure that the
system (5.4.9) is well-defined. In this case however, the linear indepen-
dence of the wave vectors λA ensures that the relations rA = λAi x
i can
be inverted to obtain the xi in terms of the rA. Consequently, the inde-
pendent variables xi can be eliminated from the system (5.4.9), which is
then expressed in terms of f and r only.
5.5. MULTIMODE SOLUTIONS.
The algebraization which has been performed in Part I [32] Section 5 for the
system (5.2.1) allows us to construct more general classes of solutions, namely
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the k-multimode solutions (a superposition of k simple mode solutions). We
look for real solutions of the form
u = f(r1(x, u), . . . , rk(x, u), r¯1(x, u), . . . , r¯k(x, u)),
rA(x, u) = λAi (u)x
i, r¯A(x, u) = λ¯Ai (u)x
i, A = 1, . . . , k.
(5.5.1)
The complex-valued wave vectors λA and their complex conjugates λ¯A are li-
nearly independent. The Jacobian matrix ∂u of a real-valued solution (5.5.1) in
terms of Riemann invariants takes the form
∂u = Φ−1
(
∂f
∂rA
λA +
∂f
∂r¯A
λ¯A
)
= Φ−1
(
∂f
∂r
Λ+
∂f
∂r¯
Λ¯
)
, (5.5.2)
where
Φ = Iq −
∂f
∂r
∂r
∂u
−
∂f
∂r¯
∂r¯
∂u
∈ Rq×q, ∂f
∂r
=
(
∂fα
∂rA
)
∈ Cq×k, Λ = (λAi ) ∈ Ck×p,
(5.5.3)
where ∂f/∂r¯ and Λ¯ are complex conjugates of ∂f/∂r and Λ respectively. We
introduce the Jacobian matrix (5.5.2) into the system (5.2.1), which results in
the following system written in matrix form
Ai
(
λAi φ
−1 ∂f
∂rA
+ λ¯Ai φ
−1 ∂f
∂r¯A
)
= b. (5.5.4)
We now define the complex-valued scalar and vector functions, ΩA(x, u) and
τA(x, u) respectively, as well as the rotation matrices LA(x, u) ∈ SO(q,C) such
that
Φ−1
∂f
∂rA
= Ω(A)LAb+ τA, Φ
−1 ∂f
∂r¯A
= Ω¯(A)L¯Ab+ τ¯A, A = 1, . . . , k, (5.5.5)
where Ω¯A, τ¯A and L¯A are the complex conjugates ofΩA, τA and LA respectively.
Substituting the expressions (5.5.5) into the system (5.5.4) and assuming that
the characteristic vectors τA satisfy
Ai (λAi τA + λ¯Ai τ¯A) = 0, (5.5.6)
we obtain the algebraic condition((∑
A
Ai (ΩAλAi LA + Ω¯Aλ¯Ai L¯A)
)
− Iq
)
b = 0, (5.5.7)
on functionsΩA, λA and LA, A = 1, . . . , k and their complex conjugates. Multi-
plying each of the equations (5.5.5) on the left by Φ and replacing the explicit
expression (5.5.3) for the matrixΦ, we obtain the following differential system
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for the function f
∂f
∂rA
=
(
Iq −
∂f
∂r
∂r
∂u
−
∂f
∂r¯
∂r¯
∂u
)(
Ω(A)LAb+ τA
)
,
∂f
∂r¯A
=
(
Iq −
∂f
∂r
∂r
∂u
−
∂f
∂r¯
∂r¯
∂u
)(
Ω¯(A)L¯Ab+ τ¯A
)
.
(5.5.8)
Solving the system (5.5.8) algebraically for the matrices ∂f/∂r and ∂f/∂r¯, we
find the system in its canonical form
∂f
∂r
=
(
Iq −
∂f
∂r¯
∂r¯
∂u
)(Lβbβ + τ)
(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1
,
∂f
∂r¯
=
(
Iq −
∂f
∂r
∂r
∂u
)(Lβbβ + τ¯)
(
Ik +
∂r¯
∂u
(L¯βbβ + τ¯)
)−1
,
(5.5.9)
where we have used the notations
Lβ =
(
Ω(A)L
α
Aβ
) ∈ Cq×k, L¯β = (Ω¯(A)L¯αAβ) ∈ Cq×k
S =
(Lβbβ + τ)
(
Ik +
∂r
∂u
(Lβbβ + τ)
)−1
∈ Cq×k, τ = (ταA) ∈ Cq×k
(5.5.10)
and S¯ is its complex conjugate. Using (5.5.10), we can write system (5.5.9) in
the form
∂f
∂r
=
(
S− S¯
∂r¯
∂u
S
)(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1
,
∂f
∂r¯
=
(
S¯− S
∂r
∂u
S¯
)(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1
.
(5.5.11)
In order to verify that the system (5.5.11) is well-defined in the sense that the
right-hand sides are expressible as functions of r and r¯ only, we apply the vec-
tor fields
Xa = ξ
i
a(u)∂xi, i = 1, . . . , p, a = 1, . . . , p− 2k, (5.5.12)
to the relations (5.5.11), where the coefficients ξia(u) satisfy the orthogonality
conditions
ξia(u)λ
A
i = 0, ξ
i
a(u)λ¯
A
i = 0, A = 1, . . . , k. (5.5.13)
As a result, we obtain the conditions
Xa
[(
S− S¯
∂r¯
∂u
S
)(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1]
= 0, a = 1, . . . , p− 2k,
Xa
[(
S¯− S
∂r
∂u
S¯
)(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1]
= 0,
(5.5.14)
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which are necessary and sufficient for the system (5.5.11) to be well-defined in
terms of the Riemann invariants r and r¯. In conclusion, if the conditions (5.5.6),
(5.5.7) and (5.5.14) are satisfied then, integrating (5.5.11), we obtain a solution
describing a multimode solution of the system (5.2.1).
5.6. MULTIWAVE SOLUTIONS OF UNDERDETERMINED SYSTEMS.
In Sections 5.4 and 5.5, we established a method allowing the construc-
tion of solutions expressed in terms of Riemann invariants by restricting our-
selves to well-determined (when q = m) systems. The proposedmethod can be
modified so that it can be applied to underdetermined systems. Consider the
first-order quasilinear system of PDEs (5.2.1), where the number of equations
m < q, and q is the number of dependent variables. The expression for the Ja-
cobian matrix given in equation (5.4.2) remains valid with the matrices ∂f/∂r,
∂r/∂u andΛ defined in equation (5.4.3). Therefore, by substituting the Jacobian
matrix into the system (5.2.1), we obtain equation (5.4.4) for the case of under-
determined systems. In the well-determined case, the vectorsΦ−1∂f/∂rA and b
were of equal dimensions, which allowed us to express the vectors Φ−1∂f/∂rA
in terms of b by the introduction of the scalar functions ΩA(x, u) and the rota-
tion matrices LA(x, u) ∈ SO(q,R). Since the system is now underdetermined,
the vectorsΦ−1∂f/∂rA can be expressed in terms of b through certain rectangu-
lar matrices PA which are of dimension q×m. The matrices PA are constructed
fromm×m rotation matrices LαA(x, u) ∈ SO(m,R), wherem is the number of
equations in (5.2.1), and are defined by
PA =
q∑
α=1
ΩαA(x, u)MαL
α
A(x, u), A = 1, . . . , k, (5.6.1)
where the q ·m scalar functions ΩαA are real-valued and the constant matrices
Mα are defined by
Mα = (δαiδj1) . (5.6.2)
The vectors Φ−1(∂f/∂rA) can then be written as
Φ−1
∂f
∂rA
= PA + τA, A = 1, . . . , k, (5.6.3)
where the characteristic vectors τA ∈ Rq depend on the independent variables
x and the dependent variables u and obey the relation
AiλAi τA, A = 1, . . . , k, (5.6.4)
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where Ai = (Aµiα ) ∈ Rm×q. Substituting relations (5.6.3) into equation (5.4.5),
we obtain the algebraic relation(AiλAi PA − Im)b = 0, (5.6.5)
where Im is the identity matrix of dimension m × m. In order to obtain the
reduced system of PDEs for the functions f in terms of rA, we proceed in a way
similar to that for the multiwave presented in Section III. If we suppose that
det
(
Ik +
∂r
∂u
(pµb
µ + τ)
)
6= 0, (5.6.6)
where pµ =
(
PαAµ
) ∈ Rq×k, τ = (ταA) ∈ Rq×k, the reduced system takes the form
∂f
∂r
= (pµb
µ + τ)
(
Ik +
∂r
∂u
(pµb
µ + τ)
)−1
. (5.6.7)
As in the well-determined case of Section 5.4, the reduced system (5.6.7) is
well-defined if the vector fields (5.4.12), satisfying the orthogonality conditions
(5.4.13), cancel out the right-hand side of equation (5.6.7),i.e.
Xa
[
(pµb
µ + τ)
(
Ik +
∂r
∂u
(pµb
µ + τ)
)−1]
= 0. (5.6.8)
In summary, if k wave vectors λA and kmatrices PA, defined by (5.6.1), satisfy
the relation (5.6.5), k characteristic vectors τA satisfy the equation (5.6.4), and if
the condition (5.6.8) is fulfilled, then the reduced system (5.6.7) is well-defined
for f in terms of the Riemann invariants rA. Moreover, any solution of the sys-
tem (5.6.7) provides us with a multiwave solution of (5.2.1) of the proposed
form (5.4.1).
5.7. MULTIMODE SOLUTIONS OF UNDERDETERMINED SYSTEMS.
In analogy with the case of multiwaves presented above, we can consider
underdetermined systems (5.2.1) in order to obtain real multimode-type solu-
tions in the form
u = f(r1(x, u), . . . , rk(x, u), r¯1(x, u), . . . , r¯k(x, u)),
rA(x, u) = λAi x
i, r¯A(x, u) = λ¯Ai x
i, A = 1, . . . k,
(5.7.1)
where the k linearly independent wave vectors λA are complex-valued and λ¯A
are their complex conjugates. The Jacobian matrix takes the form (5.5.2) with
matrices Φ, ∂f/∂r and Λ defined in equation (5.5.3), and so relation (5.5.4) is
also satisfed in the underdetermined case. The difference between the present
case and that of multiwaves presented above in Section 5.6 is that the functions
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ΩαA(x, u) and the matrices L
α
A(x, u) ∈ SO(m,C) are complex-valued functions.
So, the relations (5.6.3) have to be complemented by its complex conjugate re-
lations
Φ−1
∂f
∂r¯A
= P¯A + τ¯A, A = 1, . . . , k, (5.7.2)
where P¯A are the complex conjugate matrices of the PA defined in (5.6.1) and
the characteristic vectors τ¯A are complex conjugates of the vectors τA which,
together, satisfy the relation
Ai (λAi τA + λ¯Ai τ¯A) = 0 (5.7.3)
Making use of (5.7.2) and eliminating Φ−1 ∂f
∂r
in equation (5.5.4) we obtain the
algebraic condition (Ai (λAi PA + λ¯Ai P¯A)+ Im)b = 0. (5.7.4)
Hence, the system of PDEs for f in terms of the rA and r¯A takes the form
∂f
∂r
=
(
Iq − S¯
∂r¯
∂u
)
S
(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1
,
∂f
∂r¯
=
(
Iq −S
∂r
∂u
)
S¯
(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1
,
(5.7.5)
where
S =(pµbµ + τ)
(
Ik +
∂r
∂u
(pµb
µ + τ)
)−1
∈ Cq×k,
S =(p¯µbµ + τ¯)
(
Ik +
∂r¯
∂u
(p¯µb
µ + τ¯)
)−1
∈ Cq×k,
pµ =
(
PαAµ
) ∈ Cq×k.
By analogy with the previous cases in Section 5.6, the system (5.7.5) is well-
defined if the conditions
Xa
[(
Iq − S¯
∂r¯
∂u
)
S
(
Ik +
∂r
∂u
S¯
∂r¯
∂u
S
)−1]
=0,
Xa
[(
Iq −S
∂r
∂u
)
S¯
(
Ik +
∂r¯
∂u
S
∂r
∂u
S¯
)−1]
=0,
(5.7.6)
are satisfied, with the vector fields Xa defined by (5.5.12) and (5.5.13).
Thus we have demonstrated that, if 2kwave vectors λA and λ¯A, and 2kma-
trices PA and P¯A, defined by (5.6.1), satisfy the relation (5.7.4), 2k characteristic
vectors τA and τ¯A satisfy the equation (5.7.3) and if the conditions (5.7.6) are
fulfilled, then the reduced system (5.7.5) is well-defined for f in terms of the
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Riemann invariants rA. Moreover, any solution of the system (5.7.5) provides a
multimode solution of the system (5.2.1) of the proposed form (5.7.1).
5.8. EXAMPLES OF APPPLICATIONS.
Now we illustrate the theoretical considerations presented in Sections 5.4-
5.7 with various cases of inhomogeneous hydrodynamic-type systems.
1.Let us consider a system of three equations for three unknown functions
u, v,w in terms of the four independent variables t, x, y, z, of the form
ut + a1(ux + vy +wz) + a3(uz −wx) − a2(vx − uy) = b1(u, v,w),
vt + a2(ux + vy +wz) + a3(vx −wy) + a1(vx − uy) = b2(u, v,w),
wt + a3(ux + vy +wz) − a2(vz −wy) − a1(uz −wx) = b3(u, v,w),
(5.8.1)
where U = (u, v,w) are the components of the velocity along the x, y, z, axes
respectively and the ai ∈ R, i = 1, 2, 3, are real constants. In matrix form, the
system (5.8.1) can be written as
∂U
∂t
+A1∂U
∂x
+A2∂U
∂y
+A3∂U
∂z
= b(U), (5.8.2)
where
U = (u, v,w)T : R4 → R3, b = (b1, b2, b3)T ,
A1 =


a1 −a2 −a3
a2 a1 0
a3 0 a1

 , A2 =


a2 a1 0
−a1 a2 −a3
0 a3 a2

 ,
A3 =

 a3 0 a10 a3 a2
−a1 −a2 a3

 .
(5.8.3)
We consider the possibility of constructing mixed wave type solutions which
may be considered to be nonlinear superpositions of a simple mode with a
simple Riemann wave and we determine the admissible forms of the right-
hand side b of the system (5.8.1). This solution can be expressed in terms of
a real-valued invariant r1, of a complex-valued invariant r2 and its complex
conjugate r¯2. The invariants r1, r2 and r¯2 are associated with the real wave vec-
tor η = (η0, η1, η2, η3), the complex-valued wave vector λ = (λ0, λ1, λ2, λ3) and
its complex conjugate λ¯, respectively. So, we look for solutions of the form
u = f(r1, r2, r¯2) = f(ηx, λx, λ¯x).
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According to Section 5.4, the wave vectors η, λ and λ¯ and the rotation matrices
LA have to satisfy the algebraic condition (5.4.8), which, in themixed case, takes
the form(
Ω1
(
η0I3 + η1A1 + η2A2 + η3A3
)
L1 +Ω2
(
λ0I3 + λ1A1 + λ2A2 + λ3A3
)
L2
+ Ω¯2
(
λ¯0I3 + λ¯1A1 + λ¯2A2 + λ¯3A3
)
L¯2 − I3
)
b = 0,
(5.8.4)
where Ω1 and the rotation matrix L1 are real-valued functions, but Ω2 and the
rotation matrix L2 are complex-valued functions. The wave relation (which is
here a mixed case of (5.4.7) and (5.5.6)) for the real characteristic vector τ1 and
the complex characteristic vector τ2 and its complex conjugate τ¯2 can then be
written as(
η0I3 + η1A1 + η2A2 + η3A3
)
τ1 +
(
λ0I3 + λ1A1 + λ2A2 + λ3A3
)
τ2
+
(
λ¯0I3 + λ¯1A1 + λ¯2A2 + λ¯3A3
)
τ¯2 = 0.
(5.8.5)
The algebraic conditions (5.8.4) and (5.8.5) are satisfied if we choose
η = (−M,a1, a2, a3) , M = a
2
1 + a
2
2 + a
2
3, λ = (1, ia1, ia2, ia3) , i
2 = −1,
Ω2 =
(1− iM)b3
2b1 (M2 + 1)
, L2 =

 0 − sin(θ) − cos(θ)0 cos(θ) − sin(θ)
1 0 0

 ,
θ = arctan
(
b2(b1 + b3)
b1b3 − b
2
2
)
+ i arccosh
(
−ǫb1(b
2
1 + b
2
2)
1/2
b3(b
2
2 + b
2
3)
)
, ǫ = ±1,
where Ω1, L1 ∈ SO(3,R), τ1, τ2 = (M + i)T , with T = (T1, T2, T3)T ∈ R3 are
arbitrary functions of x and U. The Riemann invariants associated with the
wave vectors η, λ and λ¯ take the form
r1 = −Mt + a1x + a2y+ a3z,
r2 = t+ i (a1x + a2y+ a3z) , r¯2 = t− i (a1x + a2y + a3z) .
(5.8.6)
Since the quantities aiwhich appear in the system (5.8.1) are constant, the wave
vectors η, λ and λ¯ are also constant. Therefore, the partial derivatives ∂λi/∂uα
all vanish, and so the matrix Φ in expression (5.4.2) is the identity, i.e. Φ = I3.
Consequently, the partial differential system (5.4.6) in terms of invariants r1, r2
and r¯2 becomes
∂U
∂r1
= Ω1L1b+ τ1, (5.8.7)
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∂U
∂r2
=(1+ iM)



 T1T2
T3

+
(
ǫ
(
b21(b
2
1 + b
2
2) − b
2
3(b
2
2 + b
2
3)
)1/2
(1+M2)(b21 + b
2
2)
1/2
) b2/b11
0


+
i
2(1+M2)

 b1b2
b2



 ,
(5.8.8)
∂U
∂r¯2
=(1− iM)



 T1T2
T3

+
(
ǫ
(
b21(b
2
1 + b
2
2) − b
2
3(b
2
2 + b
2
3)
)1/2
(1+M2)(b21 + b
2
2)
1/2
) b2/b11
0


+
−i
2(1+M2)

 b1b2
b2



 .
(5.8.9)
Note that since the derivative ∂U/∂r1 is real and the functionsΩ1(x, u), L1(x, u)
and τ1(x, u) are real and arbitrary, they can be chosen so as to satisfy equa-
tions (5.8.7). Instead of the system composed of (5.8.8) and (5.8.9), we consi-
der a linear combination of these equations in order to obtain an equivalent
system with the real quantities (1 − iM)(∂U/∂r2) + (1 + iM)(∂U/∂r¯2) and
i(1 − iM)(∂U/∂r2) − (1 + iM)(∂U/∂r¯2) on the left hand side. The three real-
valued functions T1, T2, T3 appear in three of the six resulting equations. We
choose these arbitrary functions in such a way that the three equations where
they appear are satisfied. Thuswe only have to solve the three remaining equa-
tions, namely
∂u
∂ξ
=
b1
1+M2
,
∂v
∂ξ
=
b2
1+M2
,
∂w
∂ξ
=
b3
1+M2
,
ξ = (1/2)((1− iM)r2 + (1+ iM)r¯2) = t+M(a1x + a2y + a3z).
(5.8.10)
If for a given inhomogeneous term b = (b1, b2, b3), the system (5.8.10) can be
solved, then
U(r1, ξ) = U(−Mt+ a1x + a2y+ a3z, t+M(a1x + a2y + a3z))
is a solution of system (5.8.1). For example, in the case where the function b is
defined by
b1 = −
u
a1
(a21 − u
2), b2 = −
v
a2
(a22 − v
2), b3 = −
w
a3
(a23 −w
2),
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and |u| < |a1|, |v| < |a2|, and |w| < |a3|, the solution of equation (5.8.1) takes the
form
u = a1 sech
(
ξ
1+M2
+ c1(r1)
)
, v = a2 sech
(
ξ
1+M2
+ c2(r1)
)
,
w = a3 sech
(
ξ
1+M2
+ c3(r1)
)
,
(5.8.11)
where the ci(r1), i = 1, 2, 3, are arbitrary functions of one variable. This solu-
tion represents a solitonic bump-type wave. Moreover, if the vector b of the
inhomogeneous system (5.8.1) is defined by
b1 = −(1− k
2
1(1− u2))
1/2(1− u2)1/2, b2 = −(1− k
2
2(1− v2))
1/2(1− v2)1/2,
b3 = −(1− k
2
3(1−w2))
1/2(1−w2)1/2,
then the system (5.8.1) admits a cnoidal wave solution
u = cn(ξ, k1), v = cn(ξ, k2), w = cn(ξ, k3).
Another possible solution is obtained when the vector b of the inhomogeneous
system (5.8.1) has the form
b1 = −(u
2 − 1)1/2(u2 − k21)
1/2, b2 = −(v
2 − 1)1/2(v2 − k22)
1/2,
b3 = −(w
2 − 1)1/2(w2 − k23)
1/2.
In that case, the obtained solution is given by
u = (1− cn(ξ+ c1(r1), k1)2)−1/2, v = (1− cn(ξ+ c2(r1), k2)2)−1/2,
w = (1− cn(ξ+ c3(r1), k3)2)−1/2.
(5.8.12)
Equation (5.8.12) represents a bounded multisolitonic solution of the system
(5.8.1) in terms of the Jacobi elliptic function cn. The moduli ki of the elliptic
function are chosen in such a way that 0 < k2i < 1, i = 1, 2, 3. This ensures that
the elliptic solution possesses one real and one purely imaginary period and
that for the real argument we have a real-valued solution.
2.Consider the hydrodynamic-type system with three dependent and four
independent variables
Ut + a× (∇×U) = b, (5.8.13)
where U = (u, v,w)T is the velocity vector, which depends on t, x, y, z, a =
(a1, a2, a3) is a constant vector and b = (κa2,−κa1, ew)
T , κ ∈ R. System (5.8.13)
can be written in the matrix form
Ut +A1Ux +A2Uy +A3Uz = b, (5.8.14)
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where the matrices Ai are given by
A1 =

 0 a2 a30 −a1 0
0 0 −a1

 , A2 =

 −a2 0 0a1 0 a3
0 0 −a2

 , A3 =

 −a3 0 00 −a3 0
a1 a2 0

 .
(5.8.15)
As in the previous example, we look for a mixed-type solution, i.e. of the form
u = f(r1, r2, r¯2) = f(ηx, λx, λ¯x),
where the wave vector η = (η0, . . . , η3) is real and the wave vectors λ =
(λ0, . . . , λ3) and λ¯ =
(
λ¯0, . . . , λ¯3
)
are complex conjugates. The scalar functions
ΩA and the rotation matrices LA have to satisfy the algebraic relation (5.8.4), in
whichΩ1 and L1 are associated with the real Riemann invariant r1 andΩ2, Ω¯2,
L2, L¯2 are associated with the complex Riemann invariants r2 and r¯2. The real
vector τ1 associated with r1 and the complex-valued vectors τ2 and τ¯2 associa-
ted with r2 and r¯2 have to satisfy wave relation (5.8.5). The equations (5.8.4)
and (5.8.5) are satisfied by the following choices
η =
(
1, 0, 0, a−13
)
, λ = (0, 1, iµ, 0) , µ ∈ R, i2 = −1,
Ω1 =
ew
(κ2a1 + e2w)1/2 cos(β) + κa2 sin(β)
, β = β(x, u) is arbitrary,
Ω2 =
µa2 + ia1
2µa2a3
, L1 =


|a2 | cos(β)
(a2
1
+a2
2
)1/2
ǫa1(e
w+a2κ sin(β))
Q
a2e
w sin(β)−κa21
Q
−ǫa1 cos(β)
(a2
1
+a2
2
)1/2
ǫ(a2e
w−κa21 sin(β))
Q
ǫa1(κa2+e
w sin(β))
Q
sin(β) −κa1 cos(β)
(κ2a2
1
+e2w)1/2
ew cos(β)
(κ2a2
1
+e2w)1/2


L2 =


0 ǫa1(e
w+κa2)
Q
ǫ(a21κ−a2e
w)
Q
0
ǫ(a2e
w−κa21)
Q
ǫa1(e
w+κa2)
Q
1 0 0

 , τ1 =
(
τ11, τ12,−
a1τ11+ a2τ12
a3
)T
,
τ2 =
(
s1 − i
(
(a2s2 + a3s3)(µa2)
−1
)
, s2 + iS2, s3(1+ ia1(µa2)
−1)
)T
where ǫ is the sign of a2 and Q = (a21 + a
2
2)
1/2
(
κ2a21 + e
2w
)1/2 and s1, s2, s3, S2
are arbitrary functions of u. Consequently the conditions (5.8.4) and (5.8.5) are
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satisfied and we obtain the reduced system
∂u
∂r1
= τ11 + ǫa2e
wG,
∂v
∂r1
= τ12 − ǫa1e
wG,
∂w
∂r1
= −
a1τ11 + a2τ12
a3
+ ew,
∂u
∂r2
= s1 − i
(
a2s2 + a3s3
µa2
)
+
ǫ(e2w + κ2a21)
1/2
2µa3(a
2
1 + a
2
2)
1/2
(µa2 + ia1),
∂v
∂r2
= s2 + iS2 −
ǫ(e2w + κ2a21)
1/2
2µa3(a
2
1 + a
2
2)
1/2
(µa2 − ia1),
∂w
∂r2
= s3
(
1+
ia1
µa2
)
+
κ
2µa3
(µa2 + ia1),
(5.8.16)
and the three conjugate equations for ∂u/∂r¯2, ∂v/∂r¯2 and ∂w/∂r¯2. A particular
solution of the system (5.8.16) takes the form
u(r1, r2, r¯2) =
c0
2µ
(
∂H(r2, r¯2)
∂r2
+
∂H(r2, r¯2)
∂r¯2
)
+
f1(r1)
µ
−
iκ
4
η− ξ
µ
,
v(r1, r2, r¯2) =
ic0
2
(
∂H(r2, r¯2)
∂r2
−
∂H(r2, r¯2)
∂r¯2
)
+
f2(r1)
µ
+
κ
4
ξ+ η
µ
,
w(r1, r2, r¯2) = − a
−1
3
(
a1
µ
f1(r1) + a2f2(r2)
)
− ln
(
−c1 −
∫
exp
(
−
(µ−1a1f1(r1) + a2f2(r1))
a3
)
dr1
)
,
(5.8.17)
where H is an arbitrary function of the complex Riemann invariants r2 = x +
iµy and r¯2 = x − iµy, µ ∈ R, f1 and f2 are arbitrary real functions of the real
invariant r1 = t + a−13 z and c0, c1 are real integration constants. Note that, the
solution is real if and only if
∂H
∂r2
=
∂H
∂r¯2
holds.
3.Nowwe shall consider an example which illustrates the theoretical consi-
derations presented in Section 5.7.We have chosen the underdetermined Loew-
ner system [49]
uy − vx = h1(u, v, ρ), (ρu)x + (ρv)y = h2(u, v, ρ), (5.8.18)
where h1 and h2 are some functions (to be determined) of the dependent va-
riables, i.e. the components of the velocity of the fluid u, v and the density ρ.
System (5.8.18) describes a stationary compressible planar fluid flow admitting
a vorticity h1 and some source of matter h2. After the change of variables
ρ = eq, h1 = b1, h2 = ρb1, (5.8.19)
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the system (5.8.18) becomes
uy − vx = b1, ux + vy + uqx + vqy = b2, (5.8.20)
or equivalently in its matrix form
A1Ux +A2Uy = b, (5.8.21)
where b = (b1, b2)T , U = (u, v, ρ)T and
A1 =
(
0 −1 0
1 0 u
)
, A2 =
(
1 0 0
0 1 v
)
. (5.8.22)
We are looking for a simple mode (k=1), that is a rank 2 solution of (5.8.21) of
the form
u = f(r, r¯), r = x+ iy, r¯ = x − iy, (5.8.23)
associated with the constant wave vectors
λ = (1, i), λ¯ = (1,−i). (5.8.24)
The algebraic condition (5.5.7), with matrices Ai given by (5.8.22), is satisfied
for the matrix
P =


−b2
2
−2b21−b1+i(b
2
1+b
2
2)+Q
b2
1
+b2
2
1
2
2b1b2+b
2
2+ib1(b
2
1+b
3
2)+Q
b2
1
+b2
2
1
2
−b22−2b1b2+ib2(b
2
1+b2)+Q
b2
1
+b2
2
−1
2
b2(2b2+1)−i(b
2
1+b
2
2)+Q
b2
1
+b2
2
W cos θ(v+ iu) −W sin θ(v+ iu)

 , (5.8.25)
and its complex conjugate P¯, where W and θ are arbitrary functions of inde-
pendent and dependent variables. The matrix Φ is the identity matrix, since
the wave vectors λ and λ¯ are constant vectors. Under these circumstances the
reduced system is given by (5.6.3), (5.7.2) and takes the form
∂u
∂r
=b2 (1/2+ (1+ i)b1) + τ1, c.c.,
∂v
∂r
=b1 (1/2) + (1− i)b2 + τ2, c.c.,
∂ρ
∂r
=W (b1 cos θ− b2 sin θ) (iu+ v) + τ3, c.c.
(5.8.26)
where c.c. means the complex conjugated of the previous equation. The quan-
tities τi, i = 1, 2, 3, are components of the characteristic vector τwhich satisfies
the wave relation
Ai (λiτ+ λ¯iτ¯) = 0, τ = (τ1, τ2, τ3)T . (5.8.27)
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After solving the equation (5.7.3) for the characteristic vector τ, the system
(5.8.26) reduces to the equations
F¯r¯ − Fr = b1(F, F¯, q),
Fr + F¯r¯ + Fqr + F¯qr¯ = b2(F, F¯, q),
(5.8.28)
where we have introduced the following notation
F = u+ Iv, F¯ = u− Iv. (5.8.29)
In particular, if we choose the right-hand side of the equation (5.8.21) to be
b1 = κ lnρ
(
u2 + v2
)
, b2 = 0. (5.8.30)
We can solve equations (5.8.28) for the functions F and F¯
F =
2if¯ ′(r¯)
κ|f|2
, F¯ =
−2if ′(r)
κ|f|2
, q = |f|2, (5.8.31)
where f is an arbitrary function of r = x + iy. By virtue of (5.8.31) the simple
mode solution of the system (5.8.18) is given by
u(x, y) =
i
κ|f(x+ iy)|4
(
f¯ ′(x − iy) − f ′(x+ iy)
)
,
v(x, y) =
1
κ|f(x+ iy)|4
(
f¯ ′(x − iy) + f ′(x+ iy)
)
,
ρ(x, y) = exp |f(x+ iy)|2.
(5.8.32)
Here the rank-2 solution depends on one arbitrary function f and its complex
conjugate.
5.9. FINAL REMARKS.
We have presented a variety of new approaches to the study of solving first-
order quasilinear systems expressed in terms of Riemman invariants. These
methods proved to be particularly effective in delivering solutions which can
be interpreted physically as a superposition between k simple waves for hy-
perbolic systems or k modes for elliptic ones. One of the interesting results of
our analysis is the observation that the algebraization of these systems enables
us to construct classes of solutions for which the matrix of the derivatives of
unknown functions is expressible through rotation matrices belonging to the
SO(q,C) group. This fact made it possible to obtain different types of solutions
corresponding to different admissible choices of the rotation matrices involved
in this computation.
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Concerning the application to the inhomogeneous fluid dynamics equa-
tions (Section 5.3), we have shown that our approach is productive, leading to
new interesting solutions. Using the GMC we were able to construct several
rank 2 solutions in the cases of EE0, EA0, EH, AE0 and AH. Each of these so-
lutions represents a superposition of a simple wave with a simple state and
involves several arbitrary functions of one variable. The first derivatives of
these solutions, in most cases, tend to infinity after a finite time. It was proved
[35, 40, 67] that if the initial data is sufficiently small, then there exists a time
interval, say [t0, T ], for which the gradient catastrophe of a solution of the sys-
tem (5.3.1) does not occur. To overcome this weakness for this type of solution
expressible in terms of Riemann invariants, we generalize the GMC in order
to obtain wider classes of solutions of inhomogeneous systems (see sections
5.5-5.8). The proposed technique is applied to inhomogeneous hydrodynamic-
type systems (5.8.1), (5.8.13) and (5.8.18). We have introduced the complex in-
tegral elements instead of the real simple integral elements. This allows us to
construct, based on those elements, several nonlinear superpositions of ele-
mentary solutions (modes) for these hydrodynamic-type systems, which to
our knowledge are all new (namely (5.8.11), (5.8.12), (5.8.17) and (5.8.32)), and
prove to be an effective tool for this purpose. The proposed technique is appli-
cable to larger classes of hyperbolic and elliptic systems. So it is worth inves-
tigating whether our approach to construct multimode solutions can be exten-
ded to the Navier-Stokes system in the presence of external forces (gravitatio-
nal, coriolis, etc), where the dissipation effects are of particular interest. Some
preliminary analysis suggests that this is feasible.
It is worth noting that the treatments of first-order quasilinear differential
equations can be applied, with necessary modifications, to more general cases,
namely to nonautonomous systems for which the coefficients depend on unk-
nown functions u and also on independent variables x. An extension of our
analysis to this case will be the subject of a future work.
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5.10. APPENDIX : THE SIMPLE STATE SOLUTIONS.
A mapping u : Rp → Rq is called a simple state if all first-order derivatives
of u with respect to xi are decomposable in the following way
∂uα
∂xi
= γα0 (u)λ
0
i (u), (5.10.1)
where the real-valued functions λ0 =
(
λ01, . . . , λ
0
p
) ∈ E∗ and γ0 = (γ10, . . . , γq0) ∈
TuU satisfy the algebraic relation(Aµiα (u)λ0i)γα(0) = bµ(u). (5.10.2)
The compatibility condition for (5.10.1) requires that
γα0
∂λ0
∂uα
∈ span{λ0} (5.10.3)
hold. This means that the direction of the vector λ0 does not change in the
direction γ0. The image of the simple state is a curve tangent to γ0
u = f(r0).
Hence the condition (5.10.4) becomes
∂λ0
∂r0
∈ span {λ0} .
This means that the direction of λ0 does not depend on r0, hence it is constant in
the physical space E. By choosing a proper length of λ0 such that ∂λ0/∂r0 = 0,
we may represent a simple state in the form [36]
u = f(r0), r0 = λ0ix
0. (5.10.4)
This was introduced by the analogy with a simple wave which satisfies the
relations (see e.g. [39, 67])
u = f(r), r = λi(f(r))x
i,(Aµiα (u)λi)γα = 0, ∂fα∂r = γα.
(5.10.5)
CONCLUSION
REMARQUES FINALES
Sur les solutions de la plasticité idéale
Dans le premier volet de cette thèse, composée des trois premiers chapitres,
des analyses du point de vue du groupe de symétries de modèles de la plasti-
cité idéale ont été examinées. Dans le premier chapitre, on a étudié un modèle
d’écoulement planaire de la plasticité idéale dans le cas stationnaire. On a traité
le problème par l’approche de la méthode de réduction par symétrie. Pour ce
faire, on a utilisé une sous-algèbre connue de l’algèbre de symétries des équa-
tions (0.0.1) du modèle considéré que l’on a classifiée en classes de conjugai-
son. Plus précisément, on s’est inspiré des invariants des sous-algèbres repré-
sentantes des classes de conjugaison afin d’effectuer des Ansatzes plus géné-
raux que ceux utilisés dans la MRS. De tels Ansatzes, combinés à l’introduction
d’opérateurs différentiels annihilant la variable de symétrie, ont permis de spé-
cifier la forme des Ansatzes de manière à ce que leur introduction dans le sys-
tème étudié produise un système réduit (moins de variables indépendantes).
La forme des Ansatzes étant plus générale que celles obtenues par laMRS stan-
dard, les solutions obtenues ne sont pas nécessairement invariantes mais de fa-
çon générales elles sont partiellement invariantes ou conditionnellement inva-
riantes. Le type de solutions obtenues par cette approche varie parmi les algè-
briques, trigonométriques, trigonométriques inverses et elliptiques. Certaines
solutions ont un champ de vélocité s’exprimant en termes de deux fonctions
arbitraires d’une variable (voir (2.3.56)), ce qui permet de satisfaire une large
classe de problèmes aux conditions frontières. Ces résultats pour les champs
de vitesses n’ont, à la connaissance de l’auteur, jamais été obtenus dans la litté-
rature. Parmi les résultats nouveaux du premier volet, mentionnons que deux
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nouveaux générateurs de symétrie ont été obtenus au chapitre 2, soit
B1 = −v∂x + u∂y,
K =(−1
2
x cos 2θ− y(σ + 1
2
sin 2θ))∂x + ((σ− 12 sin 2θ)x +
1
2
y cos 2θ)∂y
+ ( 1
2
u cos 2θ + v( 1
2
sin 2θ− σ))∂u + ((σ+ 12 sin 2θ)u−
1
2
v cos 2θ)∂v
+ θ∂σ + σ∂θ.
(5.10.6)
Par conséquent, la classification de sous-algèbres en classe de conjugaison ef-
fectuées précédemment devait être complétée. Le générateur B1 peut être in-
terprété comme étant une transformation de type « boost ». La signification
du générateur K est moins évidente, mais son utilité est sans conteste, puis-
qu’il permet de produire une infinité de générateurs particuliers de la forme
X1 et X2 tels que définis à l’équation (2.2.2). Les générateurs ainsi engendrés
peuvent permettent d’obtenir de nouvelles solutions par l’entremise de la MRS
ou simplement en appliquant la transformation correspondante sur une solu-
tion connue. Étant donné le nombre infini de tels générateurs ainsi engendrés,
le problème d’obtention de nouvelles solutions invariantes reste ouvert. De
plus, il est à noter que les transformations, correspondant aux nouveaux gé-
nérateurs B1 et K, appliquées à des solutions pour lesquelles on a déduit une
filière d’extrusion, déforment justement la filière obtenue en une nouvelle pou-
vant conduire à de nouvelles applications industrielles. L’algèbre de symétrie
complète du système (0.0.1) étudiée aux deux premiers chapitres est engendrée
par les générateurs (2.2.1) et (2.2.2), incluant les nouveaux générateurs B1 et K.
Comme c’est une algèbre de dimension infinie, la procédure employée dans le
chapitre 2, se base sur une classification itérative des sous-algèbres contenues
dans des espaces vectoriels Li de dimension finie formant une chaine infinie
L0 ⊂ L1 ⊂ L2 ⊂ · · · ⊂ L. (5.10.7)
Le caractère nouveau des générateurs (5.10.6) implique que cette classification
est également un élément neuf de cette thèse. Il en va de même de la déter-
mination de la structure de l’algèbre L = S ⊲ Z , introduite au chapitre 2, de
dimension infinie qui est l’algèbre minimale incluant les générateurs de trans-
lation
P1 = ∂x, P2 = ∂y, P3 = ∂u, P4 = ∂v. (5.10.8)
Plus précisément, en notant Z0 = {P1, P2, P3, P4} la sous-algèbre abélienne en-
gendrée par P1, P2, P3, P4, on construit une autre sous-algèbre abélienne en ap-
pliquant le crochet de Lie de K, donnée à l’équation (5.10.6), avec les éléments
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de Z0, que l’on note Z1 = [K,Z0], et ainsi de suite. L’algèbre
Z = Z0 ⊕Z1 ⊕ · · ·
étant abélienne, la structure de L est déterminée par les relations de commu-
tation des éléments de Z avec ceux de S (celles de S sont données à la table
2.1). On a montré à la section 2.2 comment les commutateurs pour L sont dé-
terminés par récurrence à partir de ceux des générateurs (5.10.7). Le nouveau
générateur K joue donc un rôle fondamental dans la structure de l’algèbre de
symétrie de la plasticité idéale planaire décrite par le système (0.0.1), ce qui
accroît l’importance des résultats du chapitre 2. Les solutions présentées aux
deux premiers chapitres y sont interprétées physiquement. Des filières d’extru-
sion réalisables y sont tracées à l’aide de la technique discutée aux sections 1.1
et 2.1 (voir aussi l’Annexe A). De telles filières ont été tracées par exemple aux
figures 1.1 à 1.5 du premier chapitre et aux figures 2.1 à 2.5 du second chapitre.
Le principal désavantage de cette approche est qu’elle ne s’applique pas
à un problème aux conditions frontières données. Elle suit, en quelque sorte,
la direction inverse. Plutôt que de déterminer la solution à un problème aux
conditions frontières données, on s’applique à trouver des conditions fron-
tières compatibles avec une certaine solution particulière du système (0.0.1)
trouvée par exemple à l’aide de méthodes telles que la MRS utilisée aux cha-
pitres 1 à 3 ou encore les méthodes développées aux chapitres 4 et 5. Néan-
moins, laméthode de traçage des outils permet de déterminer plusieurs formes
de filières d’extrusion réalisables et pour lesquelles on connait alors la solution
exacte dans la région de plasticité. C’est-à-dire que les contraintes définies par
σ et θ ainsi que les champs de vitesses des déformations u et v sont connus à
l’intérieur de la filière déterminée. Plusieurs exemples de telles filières sont
illustrés dans cette thèse. Par exemple, à la figure 1.1 du chapitre 1 une fi-
lière d’extrusion admettant deux embouchures pour l’alimentation de l’outil
et deux pour l’expulsion est illustrée. Cette filière pourrait servir à modeler
une pièce d’un matériau plastique idéal en forme de croix, par un procédé
d’extrusion à partir de deux tiges. À la figure 1.2 du même chapitre, on montre
la forme d’un outil d’extrusion qui pourrait servir à incurver une tige ou un
plaque par extrusion, i.e. sans effectuer un pliage ce qui risquerait de concen-
trer les contraintes en un endroit. Le profil d’une filière qui pourrait servir à
laminer (amincir) une tige ou une plaque par extrusion apparait à la figure 1.3.
Des ondulations dans une plaque pourraient être impreignées par un outil de
la forme de la figure 1.4. La figure 1.1 présente une filière pouvant permettre
de former un anneau par extrusion sans pliage. Au chapitre 2, les figures 2.1 et
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2.3 illustrent d’autres formes de filières pouvant servir à incurver une tige (ou
une plaque) par extrusion d’un matériau plastique. La figure 2.4 représente un
exemple de filière servant à imprégner un « bump » dans une tige. Les résultats
de l’analyse de symétrie du système (0.0.1) peuvent donc conduire à des appli-
cations concrètes dans le domaine des déformations plastiques et être utiles au
niveau industriel. De plus, les solutions exactes s’avèrent des outils très pra-
tiques dans l’analyse des méthodes numériques pour évaluer leur précision,
leur stabilité, etc. Le premier volet se termine par une analyse de groupe d’un
système non-stationnaire de la plasticité idéale planaire (0.0.6). Ce système est
une généralisation du cas stationnaire (0.0.1) pour lequel les deux premières
équations incluent maintenant des termes de force et d’accélération. Le groupe
de symétrie du système non-stationnaire dépend essentiellement des termes
de la force. Dans le chapitre 3, à titre d’illustration, on a présenté une classifica-
tion préliminaire des types de force et des groupes de symétrie correspondant.
Le groupe de symétrie le plus large obtenu survient quand la force considérée
est monogénique, i.e. qu’elle dérive d’une unique fonction scalaire V(t, x, y)
par la relation
F1 =
∂V
∂x
, F2 =
∂V
∂y
,
où F1 et F2 sont les composantes de la force selon les axes des x et y respective-
ment. L’analyse du chapitre 3 comprend aussi des algèbres de symétrie pour
des forces qui dépendent des composantes u et v de la vélocité (voir e.g. eq.
(3.2.12,3.2.14,3.2.16)). Ceci permet, entre autre, de considérer des forces de fric-
tion au travers de fonctions arbitraires qui dépendent du module de la vitesse.
À titre d’illustration, quelques exemples de solutions invariantes ont été trou-
vées à la section 4 du Chapitre 3. Parmi celles-ci, la solution (3.4.22) génère un
champ de vélocité qui forme des cercles concentriques au temps initial et évo-
lue jusqu’à former des lignes de champs radiales pour des temps suffisamment
grands.
Sur les solutions en invariants de Riemann
Le second volet de cette thèse, constitué des chapitres 4 et 5, concerne les
méthodes de résolution des systèmes d’EDP quasilinéaires du premier ordre.
L’objectif, qui a été atteint dans ce volet, était de faire l’extension des méthodes
connues telles que la MCG et la MSC adaptée aux solutions en termes d’in-
variants de Riemann [31], qui s’appliquaient jusque là essentiellement qu’aux
systèmes hyperboliques, afin de pouvoir les appliquer non seulement à ces
191
derniers, mais également à des systèmes elliptiques comme celui de la plas-
ticité idéale pour un écoulement irrotationnelle discuté à la section 4.4. L’ap-
proche employée pour cette généralisation a été d’effectuer la complexification
des invariants de Riemann
rA(x, u) = λAi x
i, A = 1, . . . , k,
par la complexification des vecteurs d’onde λA (et des vecteurs de polarisation
γA dans le cas de la MCG) sous la forme
r¯A(x, u) = λ¯Ai x
i, A = 1, . . . , k,
puis la recherche de solutions réelles de la forme
u = f(r1, . . . , rk, r¯1, . . . , r¯k),
où r¯A dénote la conjugaison complexe de rA. Tout d’abord, on a montré à la
section deux du chapitre 4, comment la méthode des caractéristiques généra-
lisées peut être adaptée par la complexification de ses vecteurs d’onde λA et
de polarisation γA. On y a donné les conditions nécessaires et suffisantes (voir
proposition 1 du chapitre 2) sur ses vecteurs complexes afin qu’il existe une
solution réelle appellée un mode simple (associée à un vecteur d’onde com-
plexe). Ces conditions s’avèrent être de très fortes contraintes sur λA et γA qui
sont difficilement réalisable en pratique. Ceci explique la presque inexistence
dans la littérature de solutions à des systèmes dans leur régions elliptiques
obtenues par l’extension de la MCG à des vecteurs d’onde λA et vecteurs de
polarisation γA complexes. Ceci a motivé les auteurs des papiers [32, 33], for-
mant les chapitres 4 et 5, à généraliser les méthodes de solutions de rang-k en
termes des invariants de Riemann, introduites dans [30, 31] ne s’appliquant
qu’aux systèmes hyperboliques, dans le but de les rendre applicables aux sys-
tèmes de type elliptique. Cette tâche a été accomplie à la section 3 du chapitre
4 où en plus est établie la propriété d’invariance des solutions en invariants de
Riemann complexes sous l’action d’une algèbre de Lie de p − 2k champs de
vecteurs complexes Xa = ξia∂xi satisfaisant les conditions d’orthogonalité
ξiaλ
A
i = 0, ξ
i
aλ¯
A
i = 0, a = 1, . . . , p− 2k, A− 1, . . . , k.
Les conditions nécessaires et suffisantes pour l’existence de solutions condi-
tionnellement invariantes sont données à la proposition 4.2.1. Ceci permet d’ins-
crire les solutions de rang-k en invariants de Riemann dans le cadre des MSC.
L’applicabilité de la méthode a été illustrée sur le système de la plasticité non-
stationnaire (0.0.6) étudié au chapitre 3 dans le cas d’une force monogénique.
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Toutes les solutions irrotationnelles ont été obtenues, c’est-à-dire celles qui vé-
rifient, en plus des équations (0.0.6), l’EDP supplémentaire
uy − vx = 0.
La solution générale obtenue s’exprime en terme de la fonction erreur ima-
ginaire erfi et de l’inverse de la fonction erreur erf−1 (voir éq. (4.4.20)). Ces
solutions irrotationnelles ont permis de tracer la forme de filières d’extrusion
pouvant servir, par exemple, au laminage de matériaux plastiques (voir les
figures 4.1 et 4.2). La méthode de la section 4.3 s’applique à des systèmes ho-
mogènes. Afin de pouvoir l’appliquer à un système non-homogène on doit né-
cessairement effectuer une transformation sur le système non-homogène pour
le rendre sous forme homogène ce qui se traduit généralement par l’augmenta-
tion du nombre de variables dépendantes du problème en question. Afin d’évi-
ter ce problème, à la section 4.4 a été introduite une méthode pour obtenir des
ondes simples (vecteurs d’onde réels) pour des systèmes non-homogènes. Puis
cette approche a été adaptée à la section suivante afin qu’elle s’applique éga-
lement aux systèmes dans leur régions elliptiques permettant l’obtention de
modes simples (associés aux vecteurs d’onde complexes). De plus, des condi-
tions suffisantes à l’existence de solution en invariants de Riemann ont été ob-
tenues. L’efficacité de la méthode a été démontrée par un exemple d’applica-
tion à un système décrivant la propagation d’ondes de choc d’intensité lors de
l’intéraction non-linéaire d’ondes et de particules [50]. La solution générale de
ce système a été reproduite, en particulier, une de ses composantes correspond
à la solution générale de l’équation de Liouville, puisqu’elle correspond à la
condition de compatibilité des dérivés mixtes par rapport à x et y de la va-
riable φ du système 4.7.1. À la section 5.3, la MCG a été appliquée au système
(5.3.1) de la mécanique des fluides, ce qui a permis d’obtenir des solutions for-
mées par la superposition d’une onde simple et d’un état simple. Les solutions
trouvées sont de types EE0, EA0, EH0 et AH0 dont la signification est expliquée
à la section 5.3 près de la table 5.1. La méthode développée au chapitre 4, qui
a été présentée aux sections 4.5 et 4.6 et généralisée pour k invariants de Rie-
mann aux sections 5.4 et 5.5, s’applique à des systèmes bien déterminés. Pour
être utilisable avec des systèmes sous-déterminés, elle a dû être ajustée aux
sections 5.6 et 5.7. Plusieurs exemples d’applications à des systèmes de type
hydrodynamique ont été effectués à la section 5.8 pour illlustrer l’efficacité de
la méthode. Parmi les résultats, mentionnons qu’il a été possible d’obtenir une
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solution de type mixte (voir eq. 5.8.17), c’est-à-dire faisant intervenir un in-
variant de Riemann réel ainsi qu’un invariant de Riemann complexe et son
conjugué.
PERSPECTIVES
Plasticité idéale
L’ouvrage que constitue cette thèse ouvre la voie à d’autres travaux. Parmi
les possibilités pour la poursuite de l’étude de la plasticité idéale, discutée au
premier volet, figure tout d’abord l’obtention de solutions invariantes du sys-
tème stationnaire (0.0.1). En effet, toutes les solutions invariantes n’ont pas été
examinées de façon systématique dans cette thèse ou ailleurs. En particulier,
les sous-algèbres représentantes de la classification résumée aux tables 2.2 à
2.7, qui possèdent une composante en l’un des nouveaux générateurs B1 et
K (voir éq. (5.10.8)), pourraient conduire à de nouvelles solutions. L’intérêt
de ces éventuelles nouvelles solutions réside dans le fait qu’elles pourraient
mener rapidement à de nouvelles applications industrielles ou à une évalua-
tion plus précise des contraintes intervenant dans certains procédés actuels.
De plus, l’analyse de la structure de la sous-algèbre L = S ⊲ Z de l’algèbre
L de symétrie du problème stationnaire du chapitre 2 laisse entrevoir qu’une
analyse du même genre peut être effectuée pour d’autres sous-algèbres de di-
mension infinie. En effet, dans le cas discutée au chapitre 2 l’idéal abélienZ est
construit à partir des générateurs de translation P1, . . . , P4 de l’équation (2.2.8)
qui proviennent des solutions triviales des systèmes (2.2.3) et (2.2.4) pour les
coefficients des générateurs X1 et X2 de l’équation (2.2.2). L’application des cro-
chets de Lie du générateur K avec les générateurs provenant d’autres solutions
de (2.2.3) et (2.2.4) pourrait produire une sous-algèbre distincte de dimension
infinie qui possèderait une structure différente. Ces nouvelles sous-algèbres
pourraient permettre l’obtention de nouvelles solutions via l’application de la
MRS.
En ce qui concerne le cas non-stationnaire, les perspectives futures sont
bonnes. En effet, au chapitre 3 on a déterminé des familles de forces pour les-
quelles le système (0.0.6) a des groupes de symétries non-triviaux. On a déter-
miné que les forces monogéniques sont celles qui font en sorte que le système
(0.0.6) admet le plus large groupe de symétries possible. Toutefois, la classi-
fication complète de toutes les familles de forces et des groupes de symétries
reste à compléter. Pour chaque force physiquement significative, une analyse
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des solutions invariantes, partiellement invariantes et conditionnellement in-
variantes pourrait être effectuée. Sans les répéter, les avantages d’une telle ana-
lyse mentinonnée pour le cas stationnaire plus haut s’appliquent également au
cas non-stationnaire en 2+1 dimensions. Par la suite, la classification des forces
et groupes de symétries associés pourrait être portée au problème de la plasti-
cité idéale non-stationnaire en 3+ 1 dimensions. À la connaissance de l’auteur,
une telle étude n’a jamais été effectuée auparavant.
Solutions en terme d’invariants de Riemann
Par rapport au second volet, une des perspectives les plus intéressantes est
l’application des méthodes reposant sur l’introduction d’une matrice de ro-
tation (introduites aux sections 5 et 6 du chapitre 4 et leurs généralisations au
chapitre 5) à des systèmes quasilinéaires du premier ordre mais non-autonomes,
i.e. lorsque les coefficients Aαiβ et bα du système
Aαiβ (x, u)uβi = bα(x, u), α, β = 1, . . . , q, i = 1, . . . , p, (5.10.9)
dépendent des variables indépendantes x1, . . . , xp et dépendantes u1, . . . , uq.
En fait, la théorie développée, dans les sections mentionnées ci-haut, s’ap-
plique mutatis mutandis aux systèmes non-automones. La présentation don-
née dans cette thèse s’est restreinte au cas autonome pour alléger l’exposé et
à des fins de comparaison avec les autres méthodes basées sur les invariants
de Riemann présentées au second volet, qui elles sont adaptées aux systèmes
autonomes. Néanmoins, aucune application concrète n’a été réalisée à l’aide
des nouvelles méthodes présentées dans cette thèse pour des systèmes de la
forme (5.10.6) non-autonomes et non-homogènes.
Un sujet intéressant, qui sera abordé dans la suite des travaux, se rapporte
aux chapitres 4 et 5 de cette thèse, est l’étude des ondes gravitationnelles.
Considérons celles qui sont gouvernées par l’équation d’onde linéaire(
gµν(x)∂µ∂ν + k
2
)
φ = 0, (5.10.10)
où k est une constante réelle et le tenseur métrique gµν(x) est fonction des va-
riables indépendantes. Comme indiqué par A. Trautman dans [72], les ondes
(autant linéaires que gravitationnelles) doivent pouvoir transporter de l’in-
formation. Ceci signifie que les solutions physiquement intéressantes devront
s’exprimer en termes de fonctions arbitraires. Il considère d’abord les ondes
dans l’espace de Minkowski
g00 = 1, g0k = 0, gik = −δik. (5.10.11)
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Il cherche alors des solutions de la forme
φ = φ(x, F(σ)), (5.10.12)
où F doit être une fonction arbitraire de la fonction scalaire σ = σ(x). L’exi-
gence de l’arbitrarité de F impose que doivent s’annuler les coefficients devant
F et ses dérivées première F ′ et seconde F ′′ dans l’équation obtenue de la substi-
tution de (5.10.12) dans l’équation d’onde (5.10.10). Il obtient ainsi le système
d’équations
gµνσ,µσ,ν = 0, (5.10.13)
gµν
(
2φ ′,µσ,ν
)
+ φ ′σ,µν = 0, (5.10.14)
gµνφ,µν + k
2φ = 0, (5.10.15)
où φ ′ ≡ ∂φ/∂F, ∂νφ = φ,ν +φ ′F ′σ,ν, σ,ν ≡ ∂νσ. Les solutions du système com-
posé des équations (5.10.13) à (5.10.15) fournissent les solutions de la forme
(5.10.12) pour lesquelles F est arbitraire. L’équation (5.10.15) est une équation
d’onde du même type que (5.10.10) à la différence que les paramètres des so-
lutions de (5.10.15) sont interprétés comme des fonctions arbitraires de F. Ceci
permet d’utiliser des solutions particulières de (5.10.15) qui ne contiennent pas
de fonctions arbitraires afin d’en construire une qui en contient. Il s’agit de
résoudre par la suite les équations (5.10.13) et (5.10.14). Une solution particu-
lière de (5.10.15) peut être d’utilité pour la construction d’une solution plus
générale. En plus, les méthodes des chapitres 4 et 5 s’appliquant aux sys-
tèmes quasilinéaires du premier ordre non-homogènes ont été appliquées dans
des exemples où des solutions obtenues contenaient des fonctions arbitraires.
Ainsi, l’application de ces méthodes à la résolution de l’équation (5.10.10),
même pour obtenir des solutions particulières, parait prometteuse. Ces mé-
thodes seront applicables car l’équation linéaire du second ordre (5.10.10) peut
toujours se réécrire sous la forme d’un système non-homogène d’EDP quasili-
néaires du premier ordre. Par exemple, considérons le cas où la métrique gµν
est celle de Minkowski définie par (5.10.11) et situons le problème en 2 + 1
dimensions. Dans ce cas, l’équation (5.10.10) devient
φtt − (φxx + φyy) + k
2φ = 0. (5.10.16)
On introduit le changement de variable φ = eψ ce qui mène à l’équation
ψtt − (ψxx +ψyy) = k
2 +ψ2x + ψ
2
y −ψ
2
t , (5.10.17)
pour la nouvelle variable dépendante ψ. Puis, on introduit les variables
τ = ψt, u = ψx, v = ψy, (5.10.18)
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pour réécrire l’équation (5.10.17) sous la forme
τt − (ux + vy) = k
2 + u2 + v2 − τ2, (5.10.19)
que l’on doit augmenter des équations
ut − τx = 0, vt − τy = 0, uy − vx = 0, (5.10.20)
qui proviennent des conditions de compatibilité des dérivées mixtes de ψ ap-
pliquées aux équations (5.10.18). Le système composé des équations (5.10.19)
et (5.10.20) peut s’écrire sous la forme matricielle
A0Ut +A1Ux +A2Uy = b, (5.10.21)
où Ut ≡ (τt, ut, vt)T
b = (k2 + u2 + v2 − τ2, 0, 0)T (5.10.22)
A0 =


1 0 0
0 −1 0
0 0 −1
0 0 0

 , A1 =


0 −1 0
1 0 0
0 0 0
0 0 −1

 ,
A2 =


0 0 −1
0 0 0
1 0 0
0 1 0

 .
(5.10.23)
Le système (5.10.21) est quasilinéaire autonome et non-homogène. Par consé-
quent, les méthodes développées aux chapitres 4 et 5 pour ce type de système
peuvent être appliquées et le seront dans un projet futur. Les perspectives sont
également d’étudier le cas en 3+ 1 dimensions ainsi que des métriques gµν qui
sont fonctions des variables indépendantes. Cela aura pour effet de rendre les
matrices Ai (comme celles de l’équation (5.10.23)) plus sophistiquées dans le
sens qu’elles dépendront des variables indépendantes et seront d’une dimen-
sion plus élevée.
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Annexe A
SYSTÈMES DÉCRIVANTDES ÉCOULEMENTS
PLANAIRES DEMATÉRIAUX À LA PLASTICITÉ
IDÉALE
C’est le verbe «πλα´σσǫιν», du grec classique signifiant « donner la forme »,
qui est à l’origine du mot «plastique». Il est donc naturel d’appeler «théorie
de la plasticité» une théorie décrivant une déformation permanente et irréver-
sible de matériaux ductiles. Plus précisément, c’est l’étude mathématique de la
relation entre les contraintes et déformations subies par un corps d’un maté-
riau plastique. Le caractère permanent et irréversible d’une déformation plas-
tique la distingue d’une déformation élastique qui est par opposition une dé-
formation réversible (le solide déformé retrouve son état initial après le retrait
de la force extérieure causant la déformation). Au cours d’une déformation
plastique, on observe généralement un très faible changement de masse volu-
mique, ainsi la majeure partie de la déformation provient des glissements. Par
conséquent, la théorie de la plasticité est essentiellement l’étude des contrain-
tes et des glissements à l’intérieur d’un corps soumis à une déformation plas-
tique, ce qui permet de faire l’hypothèse d’un matériau incompressible dans
plusieurs problèmes considérés.
Situons dans le contexte le système d’EDP de la théorie de la plasticité. Plus
précisément, l’analyse se resteindra à la théorie de la plasticité de Saint-Venant-
von Mises. Tout d’abord, il est bien connu (voir e.g. [37, 43]) de la mécanique
des milieux continus que le mouvement d’un élément du milieu est gouverné
par les EDP en 3+ 1 dimensions
∂σij
∂xi
+ ρ(Fj −ωj), i, j = 1, 2, 3, (A.0.24)
où ρ est la densité du milieu, Fj les composantes de la force de masse, ωj les
composantes de l’accélération du milieu et σij les composantes du tenseur des
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contraintes, (x1, x2, x3) sont les coordonnées spatiales et le temps t intervient
dans la définition des accélérations
ωi =
∂2ui
∂t2
, i = 1, 2, 3, (A.0.25)
dans lesquelles les ui représentent les composantes du vecteur de déplace-
ment u = (u1, u2, u3). Le tenseur des contraintes est un tenseur symétrique,
i.e. σij = σji. La convention de sommation sur les indices répétés est utilisée.
Les équations (A.0.24) sont les équations du mouvement du milieu continu.
Elles sont nécessaires pour décrire l’état dynamique et cinématique de l’élé-
ment du milieu. Toutefois, pour complètement déterminer un problème de la
mécanique, il faut en plus connaître le lien entre les états dynamiques et ciné-
matiques de l’élément du corps, ce qui dépend des propriétés des matériaux
étudiés. La caractérisation de ces états se fait au travers de ce que l’on peut
appeler les équations mécaniques de l’état.
Les équations de l’état plastique utilisées dépendent du modèle. Les équa-
tions de l’état plastique considérées dans cette thèse sont les équations de la
théorie de la plasticité de Saint-Venant-von Mises
ξij
H
=
sij
2τs
, (A.0.26)
où ξij sont les éléments du tenseur des vitesses de déformation, sij sont les
éléments du déviateur des contraintes, H est l’intensité des vitesses de dé-
formation en cisaillement et τs est une constante du matériau appelée limite
de l’écoulement au cisaillement pur. Pour obtenir les équations (A.0.26), on a
dû négliger les composantes de la déformation élastique. Ceci signifie que la
théorie s’applique aux corps rigide-plastiques, qui n’admettent aucune défor-
mation élastique avant que la contrainte atteigne la limite d’écoulement, ou
encore à des déformations plastiques avancées. Il est à noter que les éléments
sij du déviateur des contraintes s’expriment en termes des éléments σij du ten-
seur des contraintes sous la forme
sij = σij − δijσ. (A.0.27)
De plus, on fait l’hypothèse d’unmatériau incompressible en imposant ∂vi/∂xi =
0. Sous cette hypothèse, l’intensité des vitesses de déformation du cisaillement
H prend la forme
H = (2ξijξij)
1/2
, (A.0.28)
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où les éléments du tenseur des vitesses de déformation sont
ξij =
1
2
(
∂
∂xj
dui
dt
+
∂
∂xi
duj
dt
)
=
1
2
(
∂
∂xj
vi +
∂
∂xi
vj
)
, (A.0.29)
où vi = dui/dt, i = 1, 2, 3. Il est clair de la définition (A.0.29) de ces éléments
que le tenseur des vitesses de déformation est un tenseur symétrique.
Les systèmes qui feront l’objet de notre étude décriront tous des écoule-
ments planaires. Donnons à présent les hypothèses et les principales étapes
pour obtenir les équations qui décrivent un écoulement planaire. Supposons
que le matériau considéré s’écoule dans le plan des (x1, x2). On a donc que la
troisième composante de la déformation u est nulle, i.e.u3 = 0. De plus, on sou-
haite que le comportement du matériau soit le même dans toutes les sections
x3 = const. Par conséquent, toutes les grandeurs cherchées doivent dépendre
seulement des coordonnées spatiales x1, x2 et du temps. Ainsi, toutes les déri-
vées des variables dépendantes par rapport à x3 sont nulles. Dans le cas d’une
déformation planaire, le tenseur des contraintes a les propriétés suivantes :
σ33 = σ = (1/2)(σ11 + σ22), σ13 = σ23 = 0.
La grandeur σ est la pression moyenne. En ce qui concerne les éléments du
tenseur des vitesses de déformation, on a que ξ33 = ξ13 = ξ23 = 0. Les équa-
tions du mouvement (A.0.24) se réduisent donc, dans le cas d’un écoulement
planaire, aux deux équations du mouvement
∂σ11
∂x1
+
∂σ12
∂x2
+ ρ (F1 −ω1) = 0,
∂σ12
∂x1
+
∂σ22
∂x2
+ ρ (F2 −ω2) = 0.
(A.0.30)
Les équations (A.0.30) peuvent être réécrites sous une forme plus avantageuse,
mais d’abord il faut déduire quelques propriétés des écoulements planaires.
C’est un fait bien connu de la mécanique des milieux continus qu’en chaque
point le tenseur des contraintes peut se ramener à ses axes principaux. Ce sont
les axes orthogonaux tels que la contrainte de cisaillement est nulle sur chacune
des surfaces perpendiculaires à un axe principal. L’état de contrainte se ramène
alors à des tensions (compressions) pures selon les trois axes principaux. Dans
le cas présent, il n’y a que deux directions principales. Considérons un autre
système de coordonnées (ξ, η) qui correspond à une rotation du système de
coordonnées (x1, x2) par un angle φ dans le sens anti-horaire. Autrement dit,
l’axe des ξ forme un angle de grandeurφmesuré à partir de l’axe des x1 dans le
sens anti-horaire. Dans le nouveau système de coordonnées, les composantes
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du tenseur des contraintes prennent la forme, [37],
(a) σξ =
1
2
(σ11 + σ22) +
1
2
(σ11 − σ22) cos 2φ+ σ12 sin 2φ,
(b) ση =
1
2
(σ11 + σ22) −
1
2
(σ11 − σ22) cos 2φ− σ12 sin 2φ,
(c) σξη = −
1
2
(σ11 − σ22) sin 2φ+ σ12 cos 2φ.
(A.0.31)
En choisissant les axes ξ et η de sorte qu’ils coïncident avec les axes principaux
et puisque dans les coordonnées principales σξη = 0, on déduit de l’équation
(A.0.31.c) que l’angle φ est défini par la relation
tan 2φ =
σ11 − σ22
2σ12
. (A.0.32)
Par ailleurs, dans le cas planaire, on montre aisément que les conditions de
plasticité de Saint-Venant-von Mises (A.0.26) impliquent la relation
∂v1/∂x1 − ∂v2/∂x2
∂v1/∂x2 + ∂v2/∂x1
=
σ11 − σ22
2σ12
. (A.0.33)
On peut inverser les relations (A.0.31) pour obtenir les contraintes originales
en termes des contraintes principales sous la forme
(a) σ11 =
1
2
(σξ + ση) +
1
2
(σξ − ση) cos 2φ,
(b) σ22 =
1
2
(σξ + ση) −
1
2
(σξ − ση) cos 2φ,
(c) σ12 =
1
2
(σξ − ση) sin 2φ,
(A.0.34)
où σξ > ση sont maintenant interprétées comme les contraintes principales. En
supposant que le matériau considéré a une plasticité idéale, τs = k, on montre
[43] que la condition d’écoulement dans le cas planaire est
(σ11 − σ22)
2
+ 4σ212 = 4k
2, (A.0.35)
où la constante positive k dépend du matériau envisagé. À partir des relations
(A.0.34) et de la condition d’écoulement (A.0.35), on a que la demi-différence
des contraintes principales (σξ − ση) /2 est égal à k. De plus, c’est un fait éta-
bli que la trace du tenseur des contraintes correspond à deux fois la pression
moyenne σ dans le cas planaire (ou trois fois la pression moyenne dans le
cas tridimensionel). Ainsi, en remplaçant dans les équations (A.0.34) la demi-
somme des contraintes principales par la pression σ et leur demi-différence par
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k, puis en passant à l’angle θ = φ− π/4, on trouve les relations
σ11 = σ − k sin 2θ,
σ22 = σ + k sin 2θ,
σ12 = k cos 2θ.
(A.0.36)
Finalement, on introduit les contraintes données par (A.0.36) dans les équa-
tions (A.0.30) et dans la condition (A.0.33) pour obtenir le système d’EDP dé-
crivant l’écoulement planaire d’un matériau plastique idéal
∂σ
∂x1
− 2k
(
cos 2θ
∂θ
∂x1
+ sin 2θ
∂θ
∂x2
)
+ ρ(F1 −ω1) = 0,
∂σ
∂x2
− 2k
(
sin 2θ
∂θ
∂x1
− cos 2θ
∂θ
∂x2
)
+ ρ(F2 −ω2) = 0,(
∂v1
∂x2
+
∂v2
∂x1
)
sin 2θ +
(
∂v1
∂x1
−
∂v2
∂x2
)
cos 2θ = 0,
∂v1
∂x1
+
∂v2
∂x2
= 0,
(A.0.37)
où la dernière équation dans le système (A.0.37) est la divergence nulle qui
provient de l’hypothèse d’incompressibilité fait précédemment. En introdui-
sant les accélérations données par (A.0.25) et la notation x1 = x, x2 = y, v1 =
u, v2 = v dans le système (A.0.37), on obtient
∂σ
∂x
− 2k
(
cos 2θ
∂θ
∂x
+ sin 2θ
∂θ
∂y
)
+ ρ
(
F1 −
∂u
∂t
− u
∂u
∂x
+ v
∂u
∂y
)
= 0,
∂σ
∂y
− 2k
(
sin 2θ
∂θ
∂x
− cos 2θ
∂θ
∂y
)
+ ρ
(
F2 −
∂v
∂t
− u
∂v
∂x
+ v
∂v
∂y
)
= 0,(
∂u
∂y
+
∂v
∂x
)
sin 2θ+
(
∂u
∂x
−
∂v
∂y
)
cos 2θ = 0,
∂u
∂x
+
∂v
∂y
= 0.
(A.0.38)
Si l’on s’intéresse au cas stationnaire, les composantes de la force demasse F1 et
F2 ainsi que les accélérations ω1 et ω2 doivent être nulles. Donc, l’écoulement
planaire d’un matériau plastique idéal dans le cas stationnaire est décrit par le
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système
(a)
∂σ
∂x
− 2k
(
cos 2θ
∂θ
∂x
+ sin 2θ
∂θ
∂y
)
= 0,
(b)
∂σ
∂y
− 2k
(
sin 2θ
∂θ
∂x
− cos 2θ
∂θ
∂y
)
= 0,
(c)
(
∂u
∂y
+
∂v
∂x
)
sin 2θ+
(
∂u
∂x
−
∂v
∂y
)
cos 2θ = 0,
(d)
∂u
∂x
+
∂v
∂y
= 0.
(A.0.39)
A.0.1. Détermination des filières et des régions de plasticité
Les deux principaux objectifs de la théorie de la plasticité sont : premiè-
rement, l’établissement des lois mettant en relation les contraintes aux défor-
mations et, deuxièment, l’élaboration de méthodes mathématiques permettant
d’obtenir des solutions à divers types de problèmes de la plasticité. Ces solu-
tions fournissent la connaissance de la distribution des contraintes et des glis-
sements à l’intérieur d’un corps subissant une déformation au cours d’un pro-
cessus industriel comme par exemple le laminage de plaque, l’extrusion de tige
ou de tuyau, l’emboutissage pour former des câbles et le formage profond de
plaque. L’analyse du comportement plastique d’un matériau permet de déter-
miner les charges maximales, la consommation d’énergie et l’anisotropie due
à l’écrouissage du travail à froid d’un métal ainsi que l’étendue de la région de
plasticité. Les résultats analytiques peuvent aussi servir à tester des méthodes
numériques. De plus, une déformation plastique précéde généralement la des-
truction d’un solide. Ainsi, la connaissance des lois régissant ces déformations
permet d’évaluer les coefficients de sécurité de certaines constructions et leurs
conceptions optimales. Finalement, il faut souligner que les équations fonda-
mentales de la théorie de la plasticité sont des EDP non-linéaire et donc leur
résolution est généralement difficile. Ceci suscite le besoin d’élaborer davan-
tage de méthodes mathématiques de résolution de telles équations à caractère
non-linéaire comme par exemple les méthodes qui ont été présentées dans le
second volet de cette thèse. Si l’on considère le cas stationnaire (A.0.39), les
champs de vitesses (u, v) seront fonctions de x et y. La connaissance de ces
vitesses permet de déduire la forme d’une filière d’extrusion. La procédure
pour illustrer la forme d’un outil d’extrusion consiste sommairement à tracer
deux lignes de flot du champ de vecteurs (u(x, y), v(x, y)) qui sont interprétées
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comme les parois de la filière. Puis, on trace deux courbes pour délimiter la ré-
gion de plasticité. Chacune de ces courbes doivent coïncider avec une ligne de
flot du champ des vitesses définie par une solution. C’est ainsi parce qu’on a
supposé l’incompressibilité du matériau (ux + vy = 0) et que la matière dé-
formée ne peut traverser la paroi de l’outil. Il faut donc montrer comment la
définir.
À l’instar de [17], il est considéré dans cette thèse que l’alimentation de la
filière par un matériau ductile se fait de manière rectiligne à vitesse constante
(U0, V0). Ce genre d’alimentation est plus simple à appliquer au niveau tech-
nique. Ce peut être fait à l’aide d’une simple presse hydraulique qui compresse
la matière au travers de la filière. Il s’agit à présent de déterminer les courbes
qui définissent la région de plasticité à l’intérieur de la filière. Pour ce faire, il
est commode d’introduire les notations :
• u = (u, v) est le champ de vecteurs défini par les vitesses correspondant
à une solution de (A.0.39) ;
• U0 = (U0, V0) est un vecteur constant représentant la vitesse d’alimen-
tation de la filière en matériau et U1 = (U1, V1) la vitesse constante à
laquelle est expulsée la matière ;
• C1 est la courbe délimitant la région de plasticité à l’entrée de l’outil et C2
à sa sortie ;
• n0 est le vecteur normal unitaire à la courbe C1 en un point (x0, y0) de C1
et ψ0 l’angle mesuré à partir de l’axe des x dans le sens anti-horaire.
FIGURE A.1. Courbe définissant la région de plasticité.
La situation est illustrée à la figure A.1. L’hypothèse d’incompressibilité im-
plique que le flot de matière en un point (x, y) est proportionnel au vecteur
vitesse en ce même point. Ainsi, la quantité de matière pénétrant dans la fi-
lière (dans la région de plasticité) au point (x0, y0) de la courbe C1 délimitant
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la région de plasticité est proportionnelle à la composante de la vitesse d’ali-
mentation U0 qui est parallèle au vecteur normal n0. En appliquant la loi de la
conservation de la masse, on déduit que les composantes de U0 et u dans la
direction de n0 sont égales. Autrement dit, la relation
U0 · n0 = u · n0 (A.0.40)
doit être vérifiée, où le symbole · représente le produit scalaire. Le vecteur n0
étant unitaire, il est défini par les cosinus et sinus de l’angle ψ0 sous la forme
n0 = (cosψ0, sinψ0). (A.0.41)
En introduisant, (A.0.41) dans (A.0.40), on trouve la relation
u(x0, y0) −U0
v(x0, y0) − V0
= − tanψ0(x0, y0). (A.0.42)
Par ailleurs, si la courbe C1 est paramétrisée par un certain paramètre ǫ sous la
forme
x = x(ǫ), y = y(ǫ), (A.0.43)
alors le vecteur (dx/dǫ, dy/dǫ) est perpendiculaire à n0, on déduit la relation
cosψ0dx + sinψ0dy = 0.
Par conséquent, la courbe C1 doit être telle qu’en chacun de ses points (x0, y0)
la relation suivante doit être satisfaite :
dy
dx
= − cot(ψ0(x, y)). (A.0.44)
Puisque les équations (A.0.42) et (A.0.44) doivent être vérifiées à chaque point
de la courbe C1, on déduit de la comparaison de ces équations que la courbe
C1 est définie par l’EDO
dy
dx
=
v(x, y) − V0
u(x, y) −U0
. (A.0.45)
De plus, la solution y = f(x) à (A.0.45) doit vérifier la condition initiale
y1 = f(x1), (A.0.46)
où P1 = (x1, y1) est le point initial sur la paroi B1 de l’outil défini par la courbe
intégrale solution de l’EDO
dy
dx
=
v(x, y)
u(x, y)
, (A.0.47)
passant par le point (x1, y1) comme illustré à la figure A.1. La courbe C1 rejoint
la paroi B2 au point P3 = (x3, y3) vérifiant
y3 = f(x3) = g(x3), (A.0.48)
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où y = g(x) satisfait l’EDP (A.0.47) et la condition initiale
y3 = g(x3). (A.0.49)
Un traitement similaire pour la courbe C2 délimitant la région de plasticité à la
sortie de la filière peut être effectué. Le résultat est que la courbe C2 est aussi
définie par l’équation (A.0.45), en remplaçant (U0, V0) par (U1, V1), mais elle
doit vérifer la condition initiale
y2 = f(x2),
où P2 = (x2, y2) est le dernier point de la courbe B1 de la paroi de l’outil. La
courbe C2 atteint la paroi B2 au point P4 = (x4, y4) défini par
f(x4) = g(x4), (A.0.50)
où y = g(x) satisfait l’EDO (A.0.47).
Il est à noter que le système (A.0.39) est de type hyperbolique. Ainsi, il
admet deux familles de courbes caractéristiques qui coïncident avec les deux
familles de lignes de glissement définies respectivement par
dy
dx
= tan θ et
dy
dx
= − cotθ. (A.0.51)
Si l’on exige que les courbes délimitant la région de plasticité coïncident avec
des lignes de glissement, i.e. si l’on introduit (A.0.51) dans (A.0.45) et V0 = 0,
on obtient les conditions utilisées par [17].
En résumé, pour une solution particulière du système (A.0.39), les parois
de la filière d’extrusion sont choisies parmi les lignes de flot des champs de
vitesses lesquelles sont les courbes intégrales de l’EDO (A.0.47). Les limites de
la région de plasticité sont les courbes intégrales de l’EDO (A.0.45) passant par
les extrémités des courbes B1 et B2 comme illustrées à la figure A.1. La région
de plasticité pourra être déterminée par l’algorithme suivant :
1. trouver une solution exacte (e.g. à l’aide d’une des méthodes présentées
dans cette thèse) ;
2. les lignes de flot du champ de vecteur u = (u, v) seront les trajectoires in-
tégrales obéissant à l’EDO (A.0.47). On choisit un point P1 = (x1, y1), puis
on détermine la courbe intégrale passant par ce point, i.e. avec comme
condition initiale y1 = g(x1), où g est la solution à (A.0.47). La courbe
correspondant à un choix donné des paramètres apparaissants dans la
solution définit la première paroi de l’outil notée B1 ;
3. on choisit un point P2 = (x2, y2) sur la courbe B1 correspondant à l’autre
extrémité (P1 définissant la première) ;
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4. pour définir la paroi B2, on choisit un point P0 = (x˜0, y˜0) qui ne se situe
pas sur la courbe B1. On répète l’étape 2 avec le point P0 à la place du
point P1. Il est à noter que le point P0 ne sert seulement ici qu’à définir la
courbe B2. Les extrémités sont déterminées par la suite ;
5. on trace les courbes C1 et C2 délimitant la région de plasticité qui sont
les courbes intégrales de l’EDO (A.0.45) soumises aux conditions intiales
y1 = f(x1) et y2 = g(x2) respectivement. La fonction f représente la solu-
tion à (A.0.45) ;
6. on détermine les points de jonction des courbes C1 et C2 avec la paroi
B2. Par exemple, pour C1 il s’agit de satisfaire la condition (A.0.48) et
pour C2 la condition (A.0.50). Il est à noter que les conditions (A.0.48)
et (A.0.50) restreignent la portée des valeurs possibles pour les vitesses
d’alimentationU0 et d’expulsion V0.
La procédure proposée ci-dessus définit complètement la région de plasticité.
C’est la région circonscrite par les courbes C1, C2, B1 et B2.
Annexe B
FONDEMENTS DESMÉTHODES SUR LES
INVARIANTS DE RIEMANN
La présente annexe se base sur le travail [29]
B.1. LES ÉLÉMENTS INTÉGRAUX
Considérons un système consistant enm équations aux dérivées partielles
(EDP) du premier ordre pour q inconnues u1, . . . , uq en termes de p variables
indépendantes x1, . . . , xp qui prend la forme :
asνj (u
1, . . . , uq)uj,xν = b
s(u1, . . . , uq), (B.1.1)
où la convention sur les indices répétés est appliquée et la dérivée de uj par
rapport à xν est notée uj,xν . Le système (B.1.1) est non-homogène avec des co-
efficients qui dépendent des fonctions inconnues. L’espace des variables indé-
pendantes x = (x1, . . . , xp) sera noté E ⊂ Rp et est appelé l’espace physique,
tandis que l’espace Rq des variables dépendantes sera noté H et est appelé
l’espace hodographe. À chaque point (x0, u0) du produit cartésien E × H, on
définit l’hyperplan L(x0, u0) dans l’espace linéaire Rp×q qui consiste en toutes
les matrices (éléments intégraux)
{
Ljν
}
qui vérifient les équations algébriques :
asνj (u
1, . . . , uq)Ljν = b
s(u1, . . . , uq), (B.1.2)
où max rang ||Ljν|| = min(m,q). Si L0 est une solution du système (B.1.2), alors :
L = K + L0, (B.1.3)
où K = {K ∈ Rp×q : asνj Kjν = 0} est un espace vectoriel des solutions de la par-
tie homogène du système (B.1.2). La dimension de l’espace K(x0, u0) des élé-
ments intégraux homogènes est
dimK(x0, u0) = p · q −m(x0, u0), (B.1.4)
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oùm est le nombre d’équations indépendantes (B.1.2) ou encore le nombre de
matrices as =
(
asνj (u0)
)
linéairement indépendantes.
À partir des définitions précédentes, pour chaque L1, . . . , Lp ∈ L, leur com-
binaison linéaire µ1L1+. . . µpLp appartient àL dans lamesure où les µi satisfont
la condition
l∑
s=1
µs = 1. (B.1.5)
S’il existe au moins une solution du système non-homogène (B.1.6), alors :
dimK(x0, u0) ≤ dimL(x0, u0). (B.1.6)
B.1.1. Les éléments simples.
Un élément L ∈ L(x0, u0) est appelé un élément simple (ou décomposable)
s’il existe λ ∈ Rp et γ ∈ Rq, tel que L peut s’écrire sous la forme
Ljν = γ
νλj, (B.1.7)
c’est-à-dire
rang ||Ljν(u0, x0)|| = 1. (B.1.8)
Il est commode de considérer que λ est un élément de E∗. Ici E∗ dénote l’espace
des formes linéaires : E∗ ∋ λ : E → R, ou en d’autres termes si x ∈ E est
un vecteur contravariant, alors λ ∈ E∗ est un vecteur covariant. Dans cette
terminologie, L est un élément du produit tensoriel des espaces H et E∗ de la
forme
L = γ⊗ λ ∈ H ⊗ E∗. (B.1.9)
Les éléments simples du système homogène sont notés γ ⊗ λ et ceux de la
partie non-homogène γ0⊗λ0. Les éléments homogènes sont directement reliés
à l’existence de vecteurs caractéristiques. C’est-à-dire :
Proposition B.1.1. Si γ⊗ λ est un élément simple du système homogène, alors λ est
un vecteur caractéristique. En effet, asνj γ
jλν = 0 implique rang ||asνj || < min(m,q)
ou si l = m, alors det ||asνj λν|| = 0.
Définition B.1.1. Si γ ⊗ λ est un élément simple, alors on appellera γ un vecteur
caractéristique de l’espace hodographe H et λ un covecteur caractéristique de l’espace
E∗ dual à l’espace physique E.
Introduisons maintenant la notion d’ondes simples et d’états simples. Ces
notions nous fourniront un outil pour extraire les éléments simples de s’en-
semble des éléments intégraux. Supposons que l’application u : D→ H,D ∈ E
soit une solution du système (B.1.1). Cette solution est appelée une onde simple
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pour le système homogène (ou un état simple dans le cas du système non-
homogène) si l’application tangente du, qui est une application linéaire E→ H
définie par
TxE ∋ (x0, xν) du→ (u(x0), uj,xν(x0)xν) ∈ TuH, (B.1.10)
est un élément simple à chaque point x0 ∈ D. En d’autres mots, l’application
tangente du de l’onde simple est un élément simple.
Théorème B.1.1. L’hodographe d’une onde simple (ou état simple) u(D) un pour
système homogène (non-homogène) est donné par la courbe dans l’espace hodographe
H, tel qu’en chacun de ses points elle est tangente au vecteur γ.
DÉMONSTRATION. L’application tangente
duj(x) = γj(r(x))λν(r(x))dx
ν (B.1.11)
est de rang un, par conséquent, l’image de l’application u : E → H est une
courbe dans l’espace hodographeH. Supposons que cette courbe soit détermi-
née par u = u(r), alors u(x) peut être représentée par u(r(x)). Par conséquent,
duj(x) =
duj
dr
(r(x))dr(x) =
duj
dr
(r(x))
∂r
∂xν
dxν. (B.1.12)
Donc, en comparant (B.1.12) avec (B.1.11), on conclut que
duj
dr
≈ γj(r(x)) et dr ≈ λ(r(x)). (B.1.13)

La solution u(x) est constante sur les hyperplans de dimension n − 1 qui sont
perpendiculaires aux champs λ(x) qui satisfont
λν(x)dx
ν = 0. (B.1.14)
Une telle surface existe si la condition de Frobenius est satisfaite, i.e.
λ∧ dλ = 0. (B.1.15)
À partir de la définition des éléments intégraux, nous avons que :
Proposition B.1.2. L’application E ⊃ D→u H est une solution si et seulement si
du ∈ L. (B.1.16)
Donc, si π ⊂ L, alors on peut chercher des solutions telles que du ∈ π.
Par exemple, si nous avons une famille d’éléments intégraux qui dépendent
de n’importe quels paramètres ξ1, . . . , ξq : L(u, x, ξ1, . . . , ξq) ∈ L(x, u), alors les
solutions :
du = L(u, x, ξ1, . . . , ξq) (B.1.17)
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existe si et seulement si les conditions d’intégrabilité :
0 = d(du) = dLmodulo (B.1.17) (B.1.18)
sont satisfaites. Ceci impose certaines conditions sur la classe des éléments
L(u, x, ξ1, . . . , ξq). Nous allons considérer ces conditions par la suite. En par-
ticulier, nous pouvons choisir :
L(u, x, ξ1, . . . , ξq, µ1, . . . , µp) =ξ1γ1 ⊗ λ1 + . . .+ ξrγr ⊗ λl
+ µ1γ01 ⊗ λ01 + . . .+ µpγ0l ⊗ λ0l,
où
l∑
s
µs =1
(B.1.19)
et γq ⊗ λq sont les éléments simples d’un système homogène et γ0s ⊗ λ0s sont
les éléments simples d’un système non-homogène.
La signification physique de ces deux ensembles d’éléments γ ⊗ λ et γ0 ⊗
λ0 sont différentes. Les éléments homogènes sont habituellement reliés à cer-
taines ondes qui se propagent dans le milieu. Les éléments non-homogènes
conduisent à des solutions particulières qui sont appelées des états simples
qui ne sont généralement pas attribuables à des ondes. Mais on peut chercher
des solutions de la forme (B.1.19), où l’application tangente du est la somme
d’éléments homogènes et non-homogènes. Un choix approprié des éléments
de la forme (B.1.19) laisse plus de degrés de liberté et nous impose l’étude de
la structure de ses composantes aussi bien que la solution, lorsque les condi-
tions d’intégrabilité sont satisfaites. Ce type de solutions peut être interprété
comme une interaction des ondes avec le milieu dans un certain état.
B.1.2. Les ondes simples et les états simples
Il a été montré dans [5, 6, 7, 8, 61, 62, 63] que les éléments simples pour des
systèmes homogènes de la forme (B.1.1) (i.e. tels que bs = 0) sont reliés à cer-
taines riches familles de solutions des ondes simples. Considérons une courbe
Γ : u = f(r) dans l’espace hodographe Hq, où r est un paramètre. Supposons
que γ est tel que le vecteur tangent à la courbe Γ est le vecteur caractéristique,
i.e.
d
dr
f(r) = γ(f(r)). (B.1.20)
Alors, il existe un champ de covecteurs caractéristiques λ(u) dual à γ(f(r))
défini sur la courbe Γ : λ = λ(f(r)).
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Théorème B.1.2. Si la courbe Γ ⊂ H satisfait (B.1.20) et si ϕ est une fonction diffé-
rentiable arbitraire d’une variable, alors la fonction u = u(x) donnée par :
u = f(r), r = ϕ(λν(f(r))x
ν) (B.1.21)
est une solution du système : asνj u
j
,xν = 0.
Cette solution est appelée une onde simple. Chaque courbe Γ satisfaisant (B.1.20)
est appelée une courbe caractéristique dans l’espace hodographe H. Le théorème 2 si-
gnifie que si l’application E u→ H est une onde simple, alors l’image de u est une
courbe caractéristique de H. Le paramètre r est appelé invariant de Riemann.
La forme de la solution (B.1.21) nous suggère que le covecteur λ devrait
être traité comme analogue au vecteur (ω, k¯) qui détermine la vélocité et la
direction de propagation de l’onde. Sauf dans le cas d’un système d’équations
linéaires, (ω, k¯) dépend aussi de la valeur de la solution, par conséquent, le
profil de l’onde change au cours de la propagation. Ce phénomène est dû à
la forme de l’expression (B.1.21). La solution (B.1.21) est constante sur l’hyper-
plan de dimension n − 1 perpendiculaire à λ. En prenant la dérivée extérieure
de
r = ϕ(λν(r)x
ν)
nous obtenons
r,ν =
ϕ˙
1− ϕ˙λµ(r),rxµ
λν(r) µ = 1, . . . , p. (B.1.22)
Il s’en suit que sur l’hypersurfaceM, qui est définie par les deux relations
r = ϕ(λν(r)x
ν),
ϕ˙(λµ(r)x
ν)λµ(r),rx
µ = 1,
(B.1.23)
le gradient de la fonction r devient infini et cette situation est appelée la ca-
tastrophe du gradient. Nos solutions ne font pas de sens sur l’hypersurface
M. Dans ce cas, des discontinuités peuvent survenir, e.g. des ondes de choc.
Commementionné plus haut, la fonction r(x) déterminée par (B.1.21) est cons-
tante sur l’hyperplan orthogonal au covecteur λ (pour chacun de ces hyper-
plans, la valeur de r est une constante déterminée). Par conséquent , il existe
en général (à l’exception de quelques cas, e.g. si les plans sont parallèles) une
surface développable, qui est une enveloppe de cette famille de plans. Cette
surface est exactement le lieu de la catastrophe du gradient [15].
On peut vérifier facilement que dans le cas de l’onde simple, du est un élé-
ment simple. Autrement dit, les ondes simples sont simplement les solutions
du système
du = ξγ(u)⊗ λ(u), (B.1.24)
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où γ(u) ⊗ λ(u) est le champ des éléments simples dans l’espace H ⊗ E∗. Ce
système admet toujours des solutions. En effet, si u = f(r) est une solution du
système d’équations différentielles ordinaires du/dr = γ(u), alors les relations
u = f(r), r = ϕ(λν(f(r))x
ν), (B.1.25)
définissent une onde simple.
En procédant par analogie avec le cas de l’onde simple, nous introduisons
la notion d’état simple. Une application u(x) est un état simple si et seulement
si
du = γ0(u)⊗ λ0(u), γ0 = γ0(u), λ0 = λ0(u). (B.1.26)
Contrairement au cas des ondes simples pour les systèmes homogènes, la for-
mule (B.1.26) de du ne contient pas de paramètre libre ξ et les conditions d’in-
tégrabilité ne sont pas automatiquement satisfaites comme dans (B.1.24).
En prenant la dérivé extérieure de (B.1.26), nous obtenons
dγ0 ∧ λ
0 + γ0dλ
0 = 0, (B.1.27)
où
dγ0 = γ0,uiγ
i
0λ
0 = γ0,γ0λ
0, dλ0 = λ0,uiγ
i
0 = λ
0
,γ0
∧ λ0, modulo (B.1.26).
À partir de l’équation (B.1.27) nous avons
λ0 ∧ λ0,γ0 = 0 modulo (B.1.26),
parce que
dγ0 ∧ λ
0 = γ0,γ0λ
0 ∧ λ0 modulo (B.1.26).
Donc, le système (B.1.26) possède une solution si et seulement si λ0,γ0∧λ
0 = 0,i.e.
λ0,γ0 ∼ λ
0. (B.1.28)
Ceci signifie que la direction du covecteur λ0 ne change pas dans la direction
γ0. L’image de l’état simple est aussi une courbe tangente à γ0. Supposons que
cette image est donnée par u = f(r0). Alors, la condition (B.1.28) devient
λ0 ∧ λ0,r0 = 0, où λ = λ(f(r0))
ou
λ0,r0 ∼ λ
0.
Cela signifie que la direction de λ0 ne dépend par de r0, par conséquent, elle
est constante dans l’espace physique E0. Ainsi, la solution est constante sur des
hyperplans qui sont disjoints, i.e. il n’y a aucune catastrophe du gradient. Il est
possible de choisir la longueur de λ0 de telle manière que λ0,r0 = 0, ainsi nous
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pouvons représenter l’état simple sous la forme
u = f(r0), r0 = λ
0
νx
ν. (B.1.29)
Dans le cas des systèmes non-homogènes, les ondes simples associées aux
éléments homogènes ne satisfont pas le système (non-homogène) initial. Nous
pouvons chercher des solutions légèrement plus générales, qui vont corres-
pondre à une intéraction d’une onde simple avec un état simple et qui va sa-
tisfaire le système non-homogène. Cette intéraction est définie au travers de la
relation
du = ξγ(u)⊗ λ(u) + γ0(u)⊗ λ0(u). (B.1.30)
Similairement au cas de l’état simple, l’existence de solutions de (B.1.30) dé-
pend de certaines conditions qui sont appelées les conditions d’involutivité.
C’est-à-dire, en prenant la dérivée extérieure, nous obtenons
γ⊗ dξ∧ λ+ ξdγ∧ λ+ ξγ⊗ dλ+ dγ0 ∧ λ0 + γ0 ⊗ dλ0 = 0. (B.1.31)
Soit Φ l’ensemble de (1-2) covecteurs τ dans l’espaceH∗, tel que
< τ, γ >= 0 et < τ, γ0 >= 0. (B.1.32)
La multiplication scalaire de l’équation (B.1.21) par le vecteur τ donne
ξ < τ, dγ > ∧λ+ < τ, dγ0 > ∧λ
0 = 0, (B.1.33)
où par (B.1.30) nous avons
dγ = γ,uidu
i = ξγ,γλ+ γ,γ0 ⊗ λ0 modulo B.1.30,
dγ0 = γ0,uidu
i = ξγ0,γ ⊗ λ+ γ,γ0 ⊗ λ0.
Par conséquent,
ξ < τ, γγ0 > λ
0 ∧ λ+ ξ < τ, γ0,γ > λ∧ λ
0 = 0. (B.1.34)
Mais ξ est un paramètre indéterminé. Nous exigeons que les coefficients des
puissances de ξ soient nuls, ainsi
(< τ, γγ0 > − < τ, γ0,γ >) λ∧ λ
0 = 0. (B.1.35)
Si nous supposons λ∧ λ0 6= 0, nous obtenons
< τ, (γγ0 − γ0,γ0) >= 0.
Mais l’expression entre parenthèses est le commutateur des champs de vec-
teurs γ, γ0, ainsi nous avons
< τ, [γ, γ0] >= 0, (B.1.36)
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où [γ, γ0] dénote le commutateur du champ de vecteurs γ, γ0. Il s’en suit de
la forme du champ de vecteurs τ, que l’équation (B.1.36) est équivalente à la
condition
[γ, γ0] = span {γ, γ0} . (B.1.37)
Ceci signifie que le théorème de Frobenius est satisfait, par conséquent, il existe
des surfaces tangentes au vecteurs γ, γ0. Soient les covecteurs ω,ω0 ∈ H∗ tels
que
< ω, γ >= 1, < ω, γ0 >= 0. (B.1.38)
et
< ω0, γ >= 0, < ω0, γ0 >= 1, (B.1.39)
en multipliant l’équation (B.1.31) parω etω0 respectivement, nous obtenons
dξ∧ λ+ ξ < ω, dγ > ∧λ + ξdλ+ < ω, dγ0 > ∧λ
0 = 0, (B.1.40)
ξ < ω0, dγ > ∧λ+ < ω0, dγ0 > ∧λ0 + dλ
0 = 0 (B.1.41)
où, en utilisant l’équation (B.1.30), nous avons
dλ = dui ∧ λ,ui = ξλ∧ λ,γ + λ
0 ∧ λ,γ0 , (B.1.42)
dλ0 = dui ∧ λ0,ui = ξλ∧ λ
0
,γ + λ
0 ∧ λ0,γ0 , (B.1.43)
modulo (B.1.30). En substituant les formes (B.1.43-B.1.44) et (B.1.33) à (B.1.40-
B.1.41), nous obtenons
dξ∧ λ+ ξ < ω, γ,γ0 > λ
0 ∧ λ+ ξ(ξλ∧ λ,γ + λ
0 ∧ λ,γ0)+ < ω, ξγ0,γ > λ∧ λ
0 = 0
(B.1.44)
ξ < ω0, γ,γ0 > λ
0 ∧ λ+ ξ < ω0, γ0,γ > λ∧ λ
0
+ (ξλ∧ λ0,γ + λ
0 ∧ λ0,γ0) = 0.
(B.1.45)
En prenant la multiplication extérieure de (B.1.44) par λ et en utilisant le lemme
de Cartan, nous obtenons
λ∧ λ0 ∧ λ,γ0 = 0. (B.1.46)
Mais on suppose que les coefficients des puissances appropriées de ξ dans
l’équation (B.1.45) sont nuls. Par conséquent, du théorème de Frobenius et de
la forme du covecteur ω0, nous avons les conditions suivantes :
λ0 ∧ λ0,γ0 = 0 (B.1.47)
λ∧ (λ0,γ+ < ω
0, [γ, γ0] > λ
0) = 0. (B.1.48)
Les conditions (B.1.37) et (B.1.46-B.1.48), qui sont appelées les conditions d’in-
volutivité, nous assurent de l’existence de solutions du système original (B.1.30).
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Elles nous assurent, que l’ensemble des solutions du système (B.1.30) dépend
d’une fonction arbitraire d’une seule variable. L’interprétation physique de
ceci est que le profil de l’onde simple associée à l’élément γ⊗λ peut être choisi
de n’importe quelle manière, mais le profil de l’onde associé à l’état simple
γ0⊗λ0 est en quelque sorte déterminé. La solution décrit une certain de super-
position (non-linéaire) d’une onde simple et d’un état simple.
B.2. CLASSIFICATION DES SYSTÈMES D’ÉQUATIONS AUX DÉRIVÉES
PARTIELLES QUASILINÉAIRE DU PREMIER ORDRE
La classification introduite dans [61] semble être utile dans la construction
de classes spéciales de solutions de systèmes hyperboliques homogènes consi-
dérées ici. L’idée fondamentale de cette classification est de distinguer les sous-
espaces de l’espace des éléments intégraux homogènes qui suivent.
B.2.1. L’espaceQ1
Nous allons noter par Q1 l’espace linéaire engendré par tous les éléments
simple appartenant à K(x0, y0), i.e.
Q1 =
{
γk ⊗ λk
}
, (B.2.1)
où { } dénote le sous-espace linéaire engendré par les éléments γk⊗λk. On peut
aisément vérifier que
Q1 ⊂ K. (B.2.2)
B.2.2. L’espaceQm
Nous définissons Qm l’espace vectoriel engendré par l’ensemble :
{q(x0, u0) ∈ K :< as, q >= 0, et rang ||q(x0, u0)|| < m} . (B.2.3)
Donc, Qm(x0, u0) est l’espace linéaire engendré par les éléments intégraux ho-
mogènes de rang au plusm. Clairement nous avons
{0} ⊂ Q1 ⊂ Q2 ⊂ . . . ⊂ Qm = K. (B.2.4)
B.2.3. Un théorème pour les systèmes hyperboliques
Maintenant, nous démontrons quel est le rôle d’un élément intégral simple
dans la théorie des systèmes d’équations différentielles hyperboliques du pre-
mier ordre. Considérons les systèmes de la forme
asνj u
j
,xν = 0. (B.2.5)
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Nous considérons le polynôme suivant (appelé polynôme caractéristique) de
la variable ξ ∈ R. Soit η, θ ∈ E∗, alors :
w(ξ) = asνj (ξην + θν). (B.2.6)
Clairement, si pour ξ0 ∈ R nous avons w(ξ0) = 0, alors λ = ξ0η + θ est un
covecteur caractéristique. Donc, il existe des vecteurs duals à ces vecteurs γ
0,α
,
où α = 1, . . . , r0 ; r0 est la multiplicité de la racine ξ0.
Définition B.2.1. [18]On dit que le système (B.2.5) au point (x0, u0) est hyperbolique
dans la direction σ ∈ E si et seulement si pour chaque 0 6= θ ∈ E∗ tel que
< θ, σ >= 0 (B.2.7)
et η tel que
< η, σ >6= 0, (B.2.8)
le polynôme caractéristique (B.2.6) :
1- possède k ≤ l racines réels ξ1 ≤ . . . ≤ ξk dont la multiplicité ne dépend pas du
choix de θ ;
2- et les vecteurs caractéristiques γ
1,1
, γ
1,2
, . . . , γ
1,r1
, γ
2,1
, . . . , γ
k,rk
correspondant au λ1,
. . . , λk engendrent l’espace hodographeH.
Définition B.2.2. Le système est fortement hyperbolique dans la direction σ ∈ E pour
chaque θ qui satisfait (B.2.7) si et seulement si son polynôme caractéristique (B.2.6) a
exactement l racines réelles distinctes.
Quand k = 1 et les racines ξi sont distinctes, alors les vecteurs γ
p
, p=1,. . . ,l,
qui sont associés à toutes les valeurs propres, engendrent l’espace hodographe
Hl en entier, i.e.
{γp, p = 1, . . . , l} = Hl. (B.2.9)
Définition B.2.3. Le système est hyperbolique (fortement hyperbolique) si et seule-
ment s’il existe σ ∈ E, tel que le système est hyperbolique (fortement hyperbolique)
dans la direction σ. Il y a une relation entre Q1 et l’hyperbolicité qui est donnée par le
théorème qui suit.
Théorème B.2.1. (voir [61]) Si le système (B.2.5) est hyperbolique, alors tous ses
élements intégraux peuvent s’écrire comme une somme d’éléments simples, i.e.
K(x0, u0) = Q1(x0, u0). (B.2.10)
Il s’en suit que l’espace des éléments intégraux en entier est engendré par les éléments
simples, i.e. tout élément intégral est une combinaison linéaire de q éléments simples.
K = γ1 ⊗ λ1 + . . .+ γq ⊗ λq, où q ≤ nl −m.
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Les systèmes pour lesquels K(x0, u0) = Q1(x0, u0) seront appelés desQ1-systèmes.
B.2.4. Classification des systèmes non-homogènes
Après avoir introduit les éléments homogènes, étendons cette classification
aux éléments non-homogènes. Similairement à ce qui a été fait précédemment,
définissons les hyperplans suivant dans l’hyperplan L :
B.2.5. Hyperplan L1
L’hyperplan L1 est le plan tous les éléments L1 de la forme
L1 = γ0 ⊗ λ0, où γ0 ∈ Rl, λ0 ∈ Rn∗ (B.2.11)
et
< as, γ0 ⊗ λ0 >= bs,
i.e. tous les éléments de L1 sont de la forme
L1 =
p∑
s=1
µsγ0 ⊗ λ0s, où
p∑
s=1
µs = 1 (B.2.12)
et γ01⊗λ01, . . . , γ0l⊗λ0l sont les éléments simples non-homogènes linéairement
indépendants, qui engendrent L1. Bien sûr
L1 ⊂ L. (B.2.13)
Les systèmes pour lesquels L(x0, u0) = L1(x0, u0) sont appelés L1-systèmes.
B.2.6. L’hyperplan Lk
Nous continuons cette procédure. Notons Lk(x0, u0) le sous-espace linéaire
engendré par tous les L ∈ L tel que
rang ||L(x0, u0)|| ≤ k. (B.2.14)
On a clairement
L1 ⊂ L2 ⊂ . . . ⊂ Lk = L. (B.2.15)
Pour k = 1, nous avons un hyper-espace engendré par des éléments simples.
Les dimensions des hyperplans sont grandement reliées à la richesse des en-
sembles d’éléments qui ont une propriété donnée. Soit
ρp = dimLk − dimLk−1. (B.2.16)
Lemulti-indice ξ = {ρ1, . . . , ρk} qui est une fonction du point est appelé l’indice
de classification du système (B.1.1) (si Lk est un ensemble vide, alors nous dé-
finissons dimLk = −1). Si ρ1 = −1, alors le système (B.1.1), lequel est construit
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à partir d’éléments simples (i.e. rang ||Ljν|| = 1) et dans certains cas nous pou-
vons obtenir des solutions qui sont des intéractions d’ondes simples et d’états
simples.
L’étude de la structure des éléments d’hyperplans L1(x0, u0) nous permet
de trouver des propriétés physiques aux solutions qui sont des états simples
ou des superpositions d’un état simple avec une onde simple.
B.2.7. Théorèmes sur les systèmes de type L1
Nous montrerons maintenant quelques théorèmes qui mettent en évidence
la structure de L. Ils nous permettent de déterminer quand un système est de
type L1(x0, u0) (i.e. L(x0, u0) = L1(x0, u0)) ou non. Considérons un système de
la forme
u,x0 +Au,x1 = b. (B.2.17)
Il s’en suit de la forme de l’équation (B.2.17) que le covecteur (1,0) n’est pas
caractéristique. Considérons un point donné (x0, u0) ∈ E ×H. L’ensemble des
covecteurs non-caractéristiques est un ouvert dans E∗ pour un point donné
(x0, u0). (Ce fait est une conséquence de la propriété de Darboux appliquée à la
fonction ψ(λ) = det ||asνj ||). Si pour un certain λ, det ||a
sν
j || 6= 0, alors il existe un
voisinage de λ tel que dans ce voisinage nous avons det ||asνj λν|| 6= 0, i.e. tous
les vecteurs dans ce voisinage sont non-caractéristiques. Sans perte de généra-
lité, on peut supposer qu’également le covecteur (0, 1) est non-caractéristique,
puisqu’on peut l’obtenir par une transformation linéaire des variables indé-
pendantes. De la remarque ci-dessus, l’ensemble des vecteurs non-caractéristiques
est un ouvert, par conséquent, il existe ǫ > 0 tel que pour |λ0| < ǫ tous les
covecteurs (λ0, 1) sont non-caractéristiques. Mais nous supposons aussi que
le covecteur (0, 1) est non-caractéristique, conséquemment la matrice A dans
l’équation (B.2.17) est inversible. Ainsi, l’équation pour les éléments simples
est de la forme
(Iλ0 +A)γ = b, (B.2.18)
où I est la matrice identité.
Théorème B.2.2. Considérons le système (B.2.17). Si le vecteur b n’appartient pas à
un espace invariant N ⊂ H (N 6= H) de la matrice A, alors nous avons
L1(x0, u0) = L(x0, u0). (B.2.19)
DÉMONSTRATION. Nous pouvons supposer que le covecteur (0, 1) est non-
caractéristique et alors
γ = (Iλ0 +A)
−1b pour |λ0| < ǫ, où ǫ > 0. (B.2.20)
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Puisque γ = γ(λ0) est une fonction analytique dans un voisinage de zéro pour
λ0 ∈ (−ǫ,+ǫ) = Iǫ, nous pouvons écrire (B.2.20) comme une série de von
Neumann pour de petites valeurs de λ0, telle que λ0 < ||A||. Ainsi, nous avons
(Iλ0+A)
−1 = A−1(1−λ0A
−1+λ20A
−2−λ30A
−3+ . . .+(−λt)
nA−n+ . . .). (B.2.21)
Le produit tensoriel γ(λ0)⊗ λ(λ0) est une fonction analytique aussi, par consé-
quent
γ(λ0)⊗ λ(λ0) =A−1(1− λ0A−1 + . . .+ (−λ0)nA−n + . . .)b⊗ ((0, 1) + (1, 0)λ0)
=A−1b⊗ (0, 1) +
∞∑
n=1
(−λ0)
n
(
A−nb⊗ (0, 1) −An+1b⊗ (1, 0)) .
(B.2.22)
Pour une preuve, il nous suffit de constater que les l + 1 premiers coeffcients
des différentes puissances de λ0 sont linéairement indépendants dans l’espace
H⊗ E∗. Ces éléments sont{
(A−1b)⊗ (0, 1)} ,{A−2b⊗ (0, 1) −A−1b⊗ (1, 0)} , . . . ,{
A−l−1b⊗ (0, 1) −A−1b⊗ (0, 1)} . (B.2.23)
Notons A−nb = bn. Puisque b appartient à aucun espace invariant de la ma-
trice A, alors les vecteurs b1, b2, . . . , bl sont linéairement indépendants et en-
gendrent l’espace hodographe H en entier et bl+1 = αibi, i = 1, . . . , l. Notons
e0 = (1, 0), e1 = (0, 1). Pour (B.2.22) nous avons
(b1 ⊗ e1), (b2 ⊗ e1 − b1 ⊗ e0), . . . , (bl+1 ⊗ e1 − b1 ⊗ e0).
Maintenant, nous montrons que ces éléments sont linéairement indépendant.
Considérons n’importe quelle combinaison linéaire
c1(b1⊗ e1) + c2(b2⊗ e1− b1⊗ e0) + . . .+ cl+1(bl+1⊗ e1− b1⊗ e0) = 0. (B.2.24)
De ceci, il s’en suit que
∑l+1
i=0 cibi = 0 et
∑l
k=1 ck+1bk = 0. Mais b1, . . . , bl sont
linéairement indépendants, ainsi c2, c3, . . . , cl+1 = 0 et donc aussi c1 = 0. Donc,
les vecteurs dans (B.2.24) sont indépendants. La dimension de l’espace engen-
dré par les éléments de la forme (B.2.21) est donc égale à
dim {γ(λ0)⊗ λ(λ0)}λ0∈Iǫ ≥ l + 1. (B.2.25)
Puisqu’il y a l + 1 éléments linéairement indépendants dans (B.2.23), la di-
mension de l’hyperplan engendré par L1(x0, u0) est au moins l. Par ailleurs,
la dimension du sous-espace L(x0, u0) engendré par tous les éléments inté-
graux du système (B.2.17) est dim {L(x0, u0)} = 1. Par conséquent, L1(x0, u0) =
L(x0, u0). 
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Soit Nb le plus petit sous-espace propre invariant sous la matrice A et qui
contient le vecteur b. Ceci signifie que Nb est engendré par les vecteurs b, Ab,
A2b, . . . ; Nb =
{
b,Ab,A2b, . . .
}
=
{
Aib
}
i=0,1,...
. Notons Hhyp un sous espace
engendré par les vecteurs propres de A. Nous considérons seulement les vec-
teurs propres et valeurs propres réelles. Évidemment, Hhyp est un sous-espace
invariant de la matrice A. Nous obtenons le théorème suivant :
ThéorèmeB.2.3. Si les valeurs propres de la matriceA sont distinctes (si elles existes),
alors
dimL1 = dimHhyp + dimNb − dim(Hhyp ∩Nb). (B.2.26)
DÉMONSTRATION. En appliquant la transformation appropriée, nous pouvons
supposer que les équations déterminant les éléments simples sont de la forme

Iλ0 +


µ1 0 · · · · · · 0
0
. . . . . . ...
... . . . µp
. . . ...
... . . . B 0
0 . . . . . . 0 AN






γ1
...
γp
γB
γN


=


0
...
0
0
bN


, (B.2.27)
où µ1, . . . , µp sont les valeurs propres de la matrice A, tandis que B est une
matrice de dimension (l − p + dimN) × (l − p + dimN) et AN est la matrice
dimN×dimN. La matrice B n’a pas de vecteur propre. Il est facile de voir que
les éléments simples γ(λ0) ⊗ λ(λ0) pour λ0 6= µi, i = 1, . . . , p, engendrent un
hyperplan de dimension égale à dimNb (ceci provient du théorème 4) ou à un
sous-espace linéaire de dimension égale à dimNb + 1. Les vecteurs γ(λ0) sont
de la forme γ1 = 0, . . . , γp = 0, γB = (γp+1, . . . , γr) = 0, où r = l − p + dimN.
Maintenant, si nous posons λ0 = −µi nous devons obtenir la solution pour
γ(−µi) : γ
1 = 0, . . . , γi−1 = 0, γi n’est pas déterminée, γi+1 = 0, . . . , γp = 0 et
γB = 0. En variant i de 1 à p, nous obtenons p éléments indépendants de plus,
où p = dimHhyp − dim(Hhyp ∩Nb). Donc, en effet
dimL1 = dimHhyp + dimNb − dim(Hhyp ∩Nn).

De ce théroème, nous obtenons corollaire suivant.
Corollaire B.2.1. Si le système (B.2.17) est fortement hyperbolique, alors
L1(x0, u0) = L(x0, u0).
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DÉMONSTRATION. Si le système est hyperbolique, alors Hhyp = H. À partir de
l’hypothèse que notre système est fortement hyperbolique, il découle que la
matrice A a exactement l = dimH valeurs propres disctinctes. En appliquant
la formule (B.2.26) nous avons que
dimL1 = dimH. (B.2.28)
Mais aussi dimL = dimH et L1 ⊂ L. Par conséquent,
L1(x0, u0) = L(x0, u0).

Corollaire B.2.2. Supposons que le système (B.2.17) satisfait les hypothèses du théo-
rème B.2.3. Puisque dimQ1 = dimHhyp, nous pouvons écrire (B.2.26) sous la forme
dimL1 = dimQ1 + dimNb − dim(Q1 ∩Nb). (B.2.29)
Par conséquent,
1- Si Nb ⊂ Hhyp, alors dimL1 = dimQ1,
2- Si Nb ⊂6 Hhyp, alors dimL1 > dimQ1. En fait dimNb ≥ dim(Hhyp ∩Nb).
De ceci on conclut que
dimL1 ≥ dimQ1. (B.2.30)
3- Si le système est elliptique, i.e. dimHhyp = dimQ1 = 0, alors
dimL1 = dimNb. (B.2.31)
Remarque : L’inégalité (B.2.30) peut ne pas être vérifiée si une racine de la
matrice A a une multiplicité plus grande que un.
Exemple B.2.1. À titre d’exemple, pour dimL1 < dimQ1, considérons une équation
de la forme
µj,t + µ
j
,x = b
j, j = 1, . . . , q, quand A = I, bj = (1, 0, . . . , 0)T .
L’équation pour les élements simples non-homogènes prend la forme (Iλ0 + I)γ = b.
Par conséquent, pour λ0 6= −1 la seule solution est γ = (1/(λ0 + 1), 0, . . . , 0)T et
pour λ0 = −1 il n’y a pas de solution. Mais pour λ0 6= −1, nous avons seulement
deux solutions linéairement indépendentes, e.g.

1
0
...
0

⊗ (0, 1) et


1
0
...
0

⊗ (1, 0)
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Elles correspondent à λ0 = 0 ou λ0 = ∞. Donc, dimL1 = 1. Mais il est clair que
dimQ1 = q, i.e. dimL1 < dimQ1.
Supposons que la matrice A a les valeurs propres µi avec multiplicité k(i).
Supposons aussi que le nombre de vecteurs propres linéairement indépen-
dants associés à une valeur propre µi est égal à la multiplicité k(i) de la va-
leur propre µi pour i = 1, . . . , r. Dénotons par Hi l’espace correspondant aux
valeurs propres µi. Nous définissons une fonction
χ(Hi) =
{
0 lorsque Hi ∩Nb = 0,
1 lorsque Hi ∩Nb 6= 0.
(B.2.32)
Formulons à présent un lemme qui sera utile dans la preuve du prochain théo-
rème.
Lemme B.2.1. Le sous-espace invariant Nb a au plus une direction commune avec
chacun des espaces Hi, i.e.
dim(Hi ∩Nb) ≥ 1. (B.2.33)
Il est essentiel dans la preuve de ce lemme que le sous-espaceNb soit engen-
dré par le vecteur b (i.e.Nb =
{
b,Ab,A2b, . . .
}
). Nous obtenons le théorème :
Théorème B.2.4. [28] Supposons que pour le système (B.2.17) la matrice A a, au
point (x0, u0), r distinctes valeurs propres µ1, . . . , µw de multiplicité k(1), . . . , k(w).
Assumons, de plus, que le nombre de vecteurs propres linéairement indépendants as-
sociés à une valeur propre µi est égal à la multiplicité k(i) pour i = 1, . . . , w. Alors,
nous avons
dimL1 = dimNb +
r∑
i=1
k(i)(1− χ(Hi)) (B.2.34)
ou
dimL1 = dimNb + dimHhyp − dim(Hhyp ∩Nb) −
w∑
i=1
(k(i) − 1)χ(Hi). (B.2.35)
DÉMONSTRATION. Du lemme B.2.1, il résulte que pour un système convenable
associé aux vecteurs propres, le système d’équations pour les éléments simples
non-homogènes peut être exprimé sous une forme telle que dans la section AN
chacune des valeurs propres apparait au plus une fois :
Iλ0 +


M1 0(
0 C
0 0
)
AN



γ = b,
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où
M1 =


µ1 0 0 0 0 0 0 0 0 0 0
0
. . . 0 0 0 0 0 0 0 0 0
0 0 µ1 0 0 0 0 0 0 0 0
0 0 0
. . . 0 0 0 0 0 0 0
0 0 0 0 µs 0 0 0 0 0 0
0 0 0 0 0
. . . 0 0 0 0 0
0 0 0 0 0 0 µs 0 0 0 0
0 0 0 0 0 0 0 µs+1 0 0 0
0 0 0 0 0 0 0 0
. . . 0 0
0 0 0 0 0 0 0 0 0 µl 0
0 0 0 0 0 0 0 0 0 0 B1


,
AN =


B2 0 0 0 0 0 0
0 µ1 0 0 0 0 0
0 0
. . . 0 0 0 0
0 0 0 µs 0 0 0
0 0 0 0 µl+1 0 0
0 0 0 0 0
. . . 0
0 0 0 0 0 0 µw


γ =
(
γ1, . . . , γk(1)−1, . . . , γ∑s−1
α=1(k(α)−1)+1
, . . . , γ∑1
α=1(k(α)−1)
,
γs+1, . . . , γp, γB1, γB2, γ1, . . . , γs, γp+1, . . . , γr
)T
,
b =

0, . . . , 0︸ ︷︷ ︸
dimM1
, bB2, b1, . . . , bs, bl+1, . . . , bw


T
,
toutes les composantes bB, b1, . . . , bw sont différentes de zéro, AN est une ma-
trice de dimension dimN × dimN, B =
(
B1 0
C B2
)
, qui n’a pas de vecteur
propre, est une matrice de dimension (1− (
∑s
i=1(k(i) − 1)) + l− s+ dimN)
× (1− (∑si=1(k(i) − 1)) + l − s + dimN). Certaines des valeurs propres appa-
raissant dans le blocAN peuvent aussi apparaître dans le blocM1. Elles peuvent
être ordonnées de telle sorte que µ1, . . . , µs n’apparaissent dansAN. Les valeurs
propres µs+1, . . . , µl n’apparaissent dans AN.
On constate que les éléments simples γ(λ0)⊗ λ(λ0) existent pour λ0 6= −µi,
i = 1, . . . , w et ils engendrent un hyperplan de dimension égal à dimNb (du
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théorème B.2.4) ou un sous-espace linéaire de dimension égale à dimNb + 1.
Les vecteurs γ(λ0) sont de la forme (0, . . . , 0, γ˜0), i.e. la partie correspondant au
blocM1 s’annulle. Si λ0 = −µi et µi apparaît dans AN, alors le système n’a pas
de solution pour γ. Si µi n’apparaît pas dans AN, alors la solution existe et elle
prend la forme
γ = (0, . . . , 0︸ ︷︷ ︸
k(1)
, . . . , 0, α1, . . . , αk(i)︸ ︷︷ ︸
k(i)
, 0, . . . , 0, γN),
où α1, . . . , αk(i) sont des composantes arbitraires du vecteur γ˜. Ainsi la dimen-
sion de l’hyperplan L1 est égale à la dimension dimL1 = dimNb+ somme de
multiplicités de µi n’apparaissent pas dans AN :
dimL1 = dimNb +
r∑
i=1
k(i) (1− χ(Hi)) .
Mais
∑r
i=1 k(i) = dimH
hyp et dim(Nb ∩Hhyp) =
∑r
i=1 χ(Hi), par conséquent,
dimL1 = dimHhyp + dimNb − dim(Hhyp ∩Nb) −
r∑
i=1
(k(i) − 1)χ(Hi).

Corollaire B.2.3. 1- Si le système est hyperbolique, alors dimNb = dim(Nb ∩
H). Lorsque H = Hhyp, ou de façon équivalente dimNb =
∑r
i=1 χ(Hi), ainsi
dimL1 =
r∑
i=1
k(i) −
r∑
i=1
k(i)χ(Hi) +
r∑
i=1
χ(Hi),
dimL1 = dimH−
r∑
i=1
(k(i) − 1)χ(Hi), (B.2.36)
bien sûr, nous avons
dimL1 ≤ dimQ1 = dimK. (B.2.37)
L’inégalité apparaît si la matrice A a des racines de multiplicité plus grande que
un.
2- Si Nb ⊂ Hhyp, alors dimL1 ≤ dimQ1.
3- Si Nb ∩Hhyp = {0}, alors dimL1 > dimQ1.
DÉMONSTRATION. Nous avons Hi ∩ Nb = {0} donc χ(Hi) = 0. Consé-
quemment,
dimL1 = dimNb + dimHhyp. (B.2.38)
De plus, dimQ1 = dimHhyp, par conséquent, nous avons dimL1 = dimNb+
dimQ1. 
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4- Si le système est elliptique, i.e. dimHhyp = dimQ1 = 0, alors
dimL1 = dimNb. (B.2.39)
Nous pouvons aussi considérer un système plus général
µ,x0 +A
αu,xα = b, α = 1, . . . , n. (B.2.40)
Dans une telle situation, il est nécessaire de considérer une matrice Aαλα, α =
1, . . . , p plutôt que la matrice A. Supposons que µi = µi(λ¯), λ¯ = (λ1, . . . , λn)
∈ Rn sont des fonctions réelles analytiques différentes définies sur Rn. En assu-
mant de plus l’indépendance linéaire des vecteurs propres correspondant à µi est
égal à k(i), i = 1, . . . , w. Alors, notre théorème peut être généralisé de la façon
suivante
dimL1 = n
{
dimNb +
r∑
i=1
k(i) (1− χ(Hi))
}
. (B.2.41)
On peut écrire aussi
dimL1 =dimQ1
+ n
{
dimNb − dim(Hhyp ∩Nb) −
w∑
i=1
(k(i) − 1)χ(Hi)
}
.
(B.2.42)
Cette expression est la généralisation de la formule (B.2.26) où Nb et Hhyp sont
calculés pour une direction λ¯ ∈ Rn donnée telle que ses racines µi(λ¯) (de multi-
plicité k(i)) sont différentes.
En particulier, les hypothèses sont satisfaites si pour tous λ¯ ∈ Rn nous avons
µi(λ¯) 6= µj(λ¯) pour i 6= j, la multiplicité k(i) sont indépendantes de λ et le
nombre de veteurs propres linéairement indépendants correspondant est égal à
k(i), i = 1, . . . , w.
