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Abstract. Many combinatorial optimization problems aim to select a
subset of elements of maximum value subject to certain constraints. We
consider an incremental version of such problems, in which some of the
constraints rise over time. A solution is a sequence of feasible solutions,
one for each time step, such that later solutions build on earlier solu-
tions incrementally. We introduce a general model for such problems,
and define incremental versions of maximum flow, bipartite matching,
and knapsack. We find that imposing an incremental structure on a
problem can drastically change its complexity. With this in mind, we
give general yet simple techniques to adapt algorithms for optimization
problems to their respective incremental versions, and discuss tightness
of these adaptations with respect to the three aforementioned problems.
1 Introduction
There has been recent interest in incremental versions of classic problems such as
facility location [1], k-median [2], and maximum flow [3]. These problems model
situations in which there is a natural hierarchy of levels with different char-
acteristics, such as local vs. wide-area networks or multilevel memory caches.
Incremental variations of NP-hard problems contain their non-incremental ver-
sions as special cases and therefore remain NP-hard. It is interesting to ask
whether incremental versions of polytime problems remain polytime, or whether
the incremental structure alters the problem enough to increase its complexity.
Traditional algorithms require all input at the outset and then determine
a single solution. In practice, however, many problems require solutions to be
built up over time due to limited resources and rising constraints. In this scenario,
one or more of the problem constraints increases at discrete time intervals; we
assume these constraints are known in advance. The solution is allowed to change
at each time step, but it must always contain the preceding solution as a sub-
solution. The quality of this multi-stage solution depends on the quality of each
intermediate solution. Although we would like a good solution at every stage,
a commitment at some stage may limit the options at later stages. It is this
tension between local and global optimality that makes incremental problems
challenging.
As an example, consider the incremental bipartite matching problem defined
on a bipartite graph where edges appear over time. A solution for this problem
is a sequence of matchings, one for each time step, such that each matching
contains all previous matchings. One possible application is job scheduling, as it
can be costly or disruptive to reassign jobs.
Following this framework, the incremental flow problem is defined on a di-
rected network with source s, sink t, and a non-decreasing sequence of capacity
functions. The problem is to find a sequence of s-t flows such that each flow
satisfies its corresponding capacity constraints but does not remove flow from
any prior solution. Flight scheduling, in which discontinuing a flight leg is unde-
sirable, is one possible application of incremental flow.
In incremental knapsack we are given a set of items with sizes and a sequence
of increasing knapsack capacities. We want a sequence of knapsack solutions such
that each solution contains all the items in the previous solution. Memory allo-
cation is one possible application of incremental knapsack.
Our Results. We introduce a general incremental model and analyze the com-
plexity of the three incremental problems defined above with respect to two
different objective functions: maximum sum and maximum ratio. We find that
the incremental version of bipartite matching remains polytime in many cases,
whereas the corresponding model of the closely related max flow problem be-
comes NP-complete. We give a general technique to translate exact or approxi-
mate algorithms for non-incremental optimization problems into approximation
algorithms for the corresponding incremental versions for both max sum and
max ratio objectives. We find that these techniques yield tight algorithms in the
case of max flow, but can be improved for bipartite matching and knapsack. The
best known approximation bounds are given in Figure 1.
The incremental model is laid out in Section 2. We present complexity results
for the max sum objective in Section 3 and analogous results for the max ratio
objective in Section 4.
Related Work and Extensions. Several incremental problems have been
studied recently; Dasgupta [4] studies an incremental version of the k-center
problem, Plaxton [1] and later with Mettu [2] study incremental versions of the
uncapacitated k-median and facility location problems, and in [3] we introduce
incremental versions of max flow. The problems of [4, 1, 2] do not fit our general
model, as they are minimization problems and we deal only with maximization
problems in this paper. Several incremental max flow variants under the max
ratio objective are studied in [3]. The current paper, on the other hand, explores
a model applicable to any maximization problem and gives general results for
both max ratio and max sum objectives, as well as specific results for a few
additional problems.
On-line problems share many similarities with the incremental model. For
instance, their input changes with time and their solutions build on each other
incrementally. However, on-line algorithms act with no knowledge of future input
and are evaluated only on their final output. The performance of an on-line
algorithm is typically measured against that of the best off-line algorithm. This
compares a solution built up over time to the best solution at the very last level.
If one is concerned with intermediate solutions, then it is more reasonable to
compare the sequence of on-line solutions with the best incremental solution.
In particular, it may not be possible to obtain reasonable solutions at each
level while simultaneously guaranteeing a final solution with good competitive
ratio. Therefore the competitive ratio may be lower than what can reasonably be
expected by an on-line algorithm attempting to be fair at each time step. On-line
algorithms have been studied in many contexts, including bin packing [5], graph
coloring [6], and bipartite matching [7]. Analysis of these on-line algorithms
could benefit from theoretical results on the corresponding off-line incremental
problem.
Stochastic optimization problems also bear some resemblance to our incre-
mental framework, in that they have multi-stage input and incremental solutions.
However, the problem instance is not fully known at the outset, and the goal is
to find a single solution of minimum cost. We motivate our general models by
those developed for stochastic problems [8–10]. General models for single-level
optimization problems are available in [11, 12].
This large field of related work motivates many possible extensions to the
results discussed in this paper. We have several results regarding a general model
for incremental minimization problems, which will be subject of a future paper.
Our incremental model could also be extended to handle incomplete knowledge
of future constraints, such as with on-line and stochastic problems. It is worth
investigating a model that relaxes the incremental constraint but charges some
price for every violation, as seen in on-line bipartite matching [13]. Lastly, any
given optimization problem has many potential incremental variants. See [3] for
results for various incremental versions of max flow.
Table 1. Best known approximation factors for some maximization problems and their
incremental variants. ∗: n is the number of nodes in the flow network. ∗∗: fully polytime
approximation scheme (FPTAS) from [14, 15]. Hk is the kth harmonic number, which
is Θ(log(k))
Problem Single-Level k-Level Max Sum k-Level Max Ratio
Bipartite Matching 1 1
1
1/2
(k = 2)
(k > 2)
Max Flow 1 1/Hk (tight) O(1/n)∗ (tight)
Knapsack 1− ²∗∗ 1/Hk (1− ²)2/2
2 Preliminaries
Single-Level Problems. We define a single-level abstract combinatorial op-
timization problem that we adapt to the incremental setting. Such a problem
Π consists of a ground set from which we select a subset of elements of opti-
mal value that satisfy input constraints. In particular, let X be the ground set,
S ⊆ 2X be the set of feasible solutions as defined by problem constraints, and
v : 2X → R be a valuation function on element sets. The goal is to return an
F ∈ S optimizing v(F ). Let OPT(S) denote such a solution.
This notation is adapted from the general minimization models of [8, 9], how-
ever it is general enough to represent both maximization and minimization prob-
lems. This paper considers packing problems, a subclass of maximization prob-
lems that are “monotone” in the sense that any subset of a feasible solution is
also feasible. In particular, if S is nonempty then the empty set is a feasible
solution: ∅ ∈ S. We further assume that v(∅) = 0.
Incremental Problems. Given any maximization problem Π, we define its
incremental version Inck(Π) as follows. There will be k levels. Each level i has
its own feasible set Si. A feasible solution is a tuple F = (F1, F2, . . . , Fk) such
that Fi ∈ Si and F1 ⊆ F2 ⊆ · · · ⊆ Fk. Although we do not explicitly assume
that Si ⊆ Si+1, we may do so without loss of generality.
In contrast to the single-level problem, where the goal is to find a solution
of maximum value, there are several possible objective functions in the incre-
mental variation. For the maximum sum problem, the objective is to maximize
the sum of the solutions over all levels: find F maximizing vsum(F) =
∑
i v(Fi).
For the maximum ratio problem, the objective is to satisfy the maximum pos-
sible proportion of each level’s optimal solution: find F maximizing vratio(F) =
mini
v(Fi)
OPT(Si) . This is a standard metric for incremental problems [1, 2].
We now consider three well-known problems, and demonstrate how they fit
into the framework above. There are various ways to define the incremental ver-
sions of these problems, but we will only introduce the ones subject to discussion
in this paper.
2.1 Bipartite Matching
The bipartite matching problem is defined on a graph G = (U ∪ V,E); the
elements are the edges of the graph, and the feasible solutions are matchings
contained in E. The value of a matching M is v(M) = |M |.
The incremental version of bipartite matching is defined on a sequence of k
bipartite graphs Gi = (U ∪V,Ei), where Ei ⊆ Ei+1. The elements are the edges
of Ek, and the feasible set at level i is just the matchings of Ek contained in
Ei. Therefore a solution is a sequence of matchings (M1,M2, . . . ,Mk) such that
Mi is a matching in the graph Gi, and Mi ⊆ Mi+1. The maximum single-level
matching for level i is denoted by M∗i .
2.2 Maximum Flow
The max flow problem is defined on a directed graph G = (V,E) with source s,
sink t, and a capacity function c; the elements are unit s-t flow paths, and the
feasible solutions are the flows satisfying the given capacity function. The value
of a flow is the number of unit s-t flow paths it contains.
The incremental version of the max flow problem is defined on a directed
graph G = (V,E) with source s, sink t, and a non-decreasing sequence of k
capacity functions ci : E → Q, 1 ≤ i ≤ k, that define k feasible sets. A solution
is a sequence of s-t flows (f1, f2, . . . , fk) such that the flow fi on any edge e does
not exceed the capacity ci(e) but is at least fi−1(e), the amount sent along e by
the previous flow. We denote the value of a flow fi by |fi|, and the maximum
single-level flow at level i by f∗i .
For other possible interpretations of incremental max flow, see [3].
2.3 Knapsack
The knapsack problem is defined by a knapsack capacity B and a set of items
U , item u ∈ U with size |u| and value vu; the elements are the items we could
place in our knapsack, while the feasible solutions are subsets of items that fit in
the knapsack. In this paper we only consider the case where vu = |u|; the value
of a set of items U ′ is therefore the combined size |U ′| =∑u∈U ′ |u|. This special
case is sometimes called the maximum subset sum problem.
The incremental version of knapsack is still defined on a set of items U , item
u ∈ U with size |u|, but instead of a single capacity B we have a sequence of
k capacities B1 ≤ B2 ≤ · · · ≤ Bk that define k feasible sets. A solution is a
sequence of subsets (U1, U2, . . . , Uk) of U such that |Ui| ≤ Bi, and Ui ⊆ Ui+1.
We denote the value of the maximum single-level solution at level i by B∗i .
3 The Maximum Sum Objective Function
In this section we discuss how the max sum incremental structure affects the
complexity of the problems introduced in Section 2. We give a general technique
to convert an algorithm for a problem Π into an approximation algorithm for
its incremental variant Inck(Π), and analyze its tightness with respect to these
problems.
Theorem 1. The max sum incremental bipartite matching problem is in P .
Proof. We transform our incremental instance G1, G2, . . . , Gk into a single in-
stance (G,w) of the max weight matching problem, which can then be solved in
polytime [16]. We create a graph G = (V,E) where E = Ek. For each edge e,
we assign it weight we = k − i + 1 if e first appears in the edge set Ei, i.e. if
e ∈ Ei\Ei−1. This is the amount e would contribute to the sum if we were to
add it to our solution at level i. For a matching M returned by the max weight
matching algorithm, we define an incremental solution Mi =M ∩Ei. We argue
that M is a maximum weight matching if and only if (M1,M2, . . . ,Mk) is the
optimal incremental max sum solution. This follows from the one-to-one corre-
spondence between the value of the maximum weight matching and the value of
our incremental solution:
w(M) =
∑
e∈M
w(e) =
k∑
i=1
∑
e∈Mi\Mi−1
w(e) =
k∑
i=1
∑
e∈Mi\Mi−1
(k − i+ 1)
=
k∑
i=1
|Mi\Mi−1|(k − i+ 1) =
k∑
i=1
|Mi| = vsum(M1,M2, . . . ,Mk). uunionsq
Theorem 1 shows that the max sum incremental structure does not affect
the complexity of bipartite matching, suggesting that incremental versions of
polytime problems may remain polytime. However, the proof of Theorem 3.1 of
[3] can be extended to show that adding an incremental structure to max flow
alters it enough to significantly change its complexity, illustrating a dichotomy
between the closely related problems of bipartite matching and max flow.
Theorem 2. [3] The max sum incremental flow problem is NP-hard.
In addition to incremental flow, and due to the fact that incremental variants
of NP-complete problems contain their single-level variants as special cases, there
are potentially many incremental problems for which no exact algorithm exists.
We therefore turn our attention to obtaining approximation algorithms for the
max sum objective function.
Theorem 3. Given an α-approximation algorithm ALG for a single-level prob-
lem Π, we obtain an O( αlog k )-approximation for the max sum incremental ver-
sion Inck(Π).
Proof. We first run the approximation algorithm for each single-level input to
obtain ALG(Si) with v(ALG(Si)) ≥ α · v(OPT(Si)). We then consider the k
incremental solutions
Hi = (∅, ∅, . . . , ∅︸ ︷︷ ︸
i−1
,ALG(Si), . . . ,ALG(Si))
for which vsum(Hi) = (k − i+ 1) · v(ALG(Si)). Out of these k solutions, return
one of maximum value. Denote this solution by H∗ so that for all i
vsum(H∗) ≥ (k − i+ 1) · α · v(OPT(Si)), and therefore
v(OPT(Si)) ≤ 1
α
· 1
k − i+ 1 · vsum(H
∗).
If O∗ is an optimal incremental solution, then
vsum(O∗) ≤
k∑
i=1
v(OPT(Si)) ≤ vsum(H∗) · 1
α
·
k∑
i=1
1
k − i+ 1
= vsum(H∗) · Hk
α
= vsum(H∗) ·O
(
log k
α
)
,
where Hk is the kth harmonic number. uunionsq
While this algorithm is not tight for bipartite matching, Theorem 4 shows
it is tight for max flow. The proof relies heavily on gadgetry described in [3],
in which we show that any 3-SAT instance can be converted into a incremental
flow network. This network contains two linked components: a clause component
c and a variable component v. If the clause component appears1 at level `c and
its corresponding variable component appears at level `v > `c, then the results
of [3] can easily be extended to prove the following lemma:
Lemma 1. Let `′c ≥ `c and `′v ≥ `v denote the earliest levels in which clause
component c and variable component v carry flow, respectively. If `′c < `v, then
the flow through v determines a satisfying assignment. Furthermore, any satis-
fying assignment can be used to achieve a flow with separate flow paths through
components c and v.
Fig. 1. Circles denote clause components and squares denote variable components.
Clause-variable tuple (cij , vij) consists of clause cij component in column i and variable
vij in row i. k = 8 and ² = b = 1.
Theorem 4. Max sum incremental flow is NP-hard to β-approximate for β >
1
Hk .
1 A component is said to appear at level i if, in the incremental flow network, all of
its edges have capacity 0 prior to level i and capacity 1 for all subsequent levels.
Proof. Suppose we are given a 1/(Hk−²)-approximation algorithm for max sum
on k-level flow networks. Then we solve any instance of 3-SAT by constructing
an incremental flow network and using the approximation algorithm to identify
satisfiable formulas.
First, let b = 1² . Define a
∗
0 = 0, and a
∗
i = b bk1+k−ic for integers 1 ≤ i ≤
k. Observe that
∑k
i=1 a
∗
i > bk(Hk − ²) because b bk1+k−ic > bk1+k−i − 1. Given
an instance φ of 3-SAT, we build a k-level flow network using O(b2k2) copies
of the clause-variable component pairs constructed from φ. We create a b(k −
1) × bk matrix of components as shown in Figure 1. Each level i is assigned
columns a∗i−1+1 through a
∗
i . Each such column j contains variable components
v1j , v2j , . . . , va∗i−1j and clause components cj(a∗i+1), . . . , cj(bk−1), cj(bk), all linked
in series between the source and the sink. Components in these columns contain
only level i edges. Variable component vab is linked to clause component cab.
In this construction, the maximum flow possible at level i has value a∗i . An
upper bound on the flow sum over all levels is thus UB =
∑k
i=1 a
∗
i , which is
strictly larger than bk(Hk−²) as noted earlier. Observe that any level i flow must
pass through clause components cj(a∗i+1), . . . , cj(bk) for some column j ≤ a∗i . If
we ever send more than a∗i units of flow then this extra flow must pass through
variable component vjj′ for some a∗i < j
′ ≤ bk. Thus by Lemma 1 any flow
strictly larger than a∗i that contains positive flow at level i yields a satisfying
assignment for φ.
If such an assignment exists, we can achieve the flow sum upper bound UB
by applying Lemma 1 to send flow through all clause-variable pairs. If no such
assignment exists, consider incremental solution (f1, f2, . . . , fk) and take the
smallest i such that |fk| ≤ a∗i . Because there is no assignment, |f1| = . . . =
|fi−1| = 0. Also, |fi| ≤ . . . ≤ |fk| ≤ a∗i , and therefore our flow sum
∑
i |fi| ≤
(1+ k− i)a∗i = (1+ k− i)(b bk1+k−ic) ≤ bk. We use our 1/(Hk− ²)-approximation
to distinguish between these cases, and therefore determine whether or not φ
has a satisfying assignment. uunionsq
The standard pseudo-polynomial dynamic programming algorithm for knap-
sack can be extended to a O((Bk)k) algorithm for max sum incremental knap-
sack. Furthermore, we suspect that the techniques described in Section 4 can be
used to give a max sum approximation polynomial in k with a better ratio than
the lower bound established in Theorem 3.
4 The Maximum Ratio Objective Function
In this section, we give analogous results for the max ratio objective function.
Theorem 5. The max ratio 2-level incremental bipartite matching problem is
in P .
Proof. We transform an incremental instanceG1, G2 into a single instance (G,w)
of the maximum weight matching problem. We create a graph G = (V,E) with
E = E2. For each edge e, we assign it weight 1 if e ∈ E1 and 0 otherwise. For
each 1 ≤ j ≤ |M∗2 | we find the max weight matching M j of size j. From each
such matching we define an incremental solution M ji = M
j ∩ Ei. We return a
solution (M j1 ,M
j
2 ) of maximum ratio. By the nature of the weights given to level
1 edges, if an (j′, j) matching exists then |M j1 | ≥ j′. Therefore our solution must
have a ratio no worse than that of the (j′, j) matching. uunionsq
This technique can be generalized to an arbitrary number of levels for op-
timal ratio r∗ = 1, but not in general. Nevertheless, Theorem 5 distinguishes
incremental matching from incremental max flow, which is NP-hard for r∗ = 1.
This follows from an extension of the following theorem from [3].
Theorem 6. [3] The max ratio incremental flow problem is NP -hard.
We now consider approximation algorithms for the max ratio incremental
model. For an incremental problem Inck(Π) with element set X and feasible
solutions S = S1,S2, . . . ,Sk, consider X ′ ⊆ X. Let OPT(Si|X ′) denote the
optimal level i solution containing X ′ if any such solution exists. For level i,
v(OPT(Si|X′))
v(OPT(Si|∅)) is the largest ratio of the optimal value we can achieve with a
solution forced to contain X ′. Define g(X,S) = min
i,X′∈Si
v(OPT(Si|X′))
v(OPT(Si|∅)) as the worst
such ratio for Inck(Π).
Theorem 7. Given an α-approximation to a single-level problem Π, we obtain
an O(α · g(X,S))-approximation to Inck(Π) under the max ratio objective.
Proof. Consider the greedy algorithm that starts at level 1 with an α-approximate
solution, then sequentially finds the best α-approximate solution on each level
given the incremental constraint imposed by the previous level’s solution. Let
F0 be the empty set and (F1, . . . , Fk) the solution we obtain with the above
algorithm. Note that v(OPT(Si)) = v(OPT(Si|∅)). For 1 ≤ i ≤ k,
v(OPT(Si|Fi−1)) ≥ g(X,S) · v(OPT(Si))
v(Fi) ≥ α · v(OPT(Si|Fi−1)) ≥ g(X,S) · α · v(OPT(Si))
Therefore we achieve a ratio of at least α · g(X,S) for each level. uunionsq
Corollary 1. For the max ratio objective function, we have
i. a 12 -approximation for incremental bipartite matching,
ii. a 1n -approximation for incremental max flow where n = |V |, and
iii. a 1−²umax -approximation for incremental knapsack, where umax = maxu∈U |u|.
Proof. For matching, we have that g(X,S) = 1/2; taking edge e = (u, v) at one
level blocks at most one other edge from being used by the optimal solution at
any level. The max flow result is derived in [3]. For knapsack, an item of size
1 on one level may prevent the largest item (of size umax) from fitting at some
higher level, and the best known polytime solution to the single-level knapsack
problem is a (1− ²)-approximation [14, 15]. uunionsq
It is shown in [3] that this algorithm is tight for max flow.
Theorem 8. [3] Max ratio incremental flow is NP-hard to g(n)-approximate for
g ∈ ω( 1n ).
In summary, the general bound is not tight for some cases of bipartite match-
ing, but open for k > 2 and r < 1. The bound is tight for max flow. Although
the single-level version of knapsack is harder than the single-level version of max
flow, it turns out that the approximation given by Theorem 7 is not tight for
knapsack. We present a constant-factor approximation algorithm for the incre-
mental max ratio knapsack problem.
We introduce some assumptions and notation before we present Lemmas 2-4
and the resulting algorithm. Let r∗ denote the optimal max ratio. We assume
items U = {u1, u2, . . . , un} are ordered by non-decreasing size, and we define
σj to be the sum of the first j item sizes in this ordering. We say that level
` is σ-good if r
∗
2 B
∗
` ≤ σj ≤ B` for some j, i.e. if the j smallest items are an
r∗
2 -approximation to B
∗
` . Level ` is σ-bad if it is not σ-good. If level ` is σ-bad
then there is some j such that σj < r
∗
2 B
∗
` but σj+1 > B`. The following lemma,
which we state without proof, implies that the optimal incremental solution for
this level contains an item at least as big as uj+1. We call this item level `’s
required item.
Lemma 2. Given knapsack size B and solution Uˆ , if U ′ ⊆ U is a maximal
solution but |U ′| < |Uˆ |/2, then Uˆ contains exactly one item of size greater than
|Uˆ |/2.
Lemma 3. If uj is the required item of the last σ-bad level `, then any r
∗
2 -
approximation for levels 1..` with uj ∈ U` can be extended to an r∗2 -approximation
for levels 1..k.
Proof. By definition of ` and uj we have |uj | > (1− r2 )B` > 12B`. Therefore any
solution requiring uj ∈ U` cannot contain items of size greater than |uj | in any
of the first ` levels. Each level h > ` is σ-good, thereby having some σih ≥ r
∗
2 B
∗
h.
As any solution with uj ∈ U` only contains items also in σih for all h > `, and
all such levels h are σ-good, we can extend any such solution to all k levels by
using the σih solution on levels h > `. uunionsq
Lemma 4. If uj is the required item of the last σ-bad level `, then there exists
some level `′ ≤ ` where we can place uj such that an r∗ solution still exists for
levels 1..`′ − 1.
Proof. Consider some optimal incremental solution, and let `′ be the earliest
level that uses some item uj′ at least as big as uj . Replacing uj′ with uj in this
solution does not affect the ratio achieved for levels 1 through `′ − 1. uunionsq
The dynamic programming solution presented below assumes we know the
optimal ratio r∗ as well as the optimal single-level solutions B∗1 , B
∗
2 , . . . , B
∗
k . Un-
der these assumptions, the algorithm achieves a 12 -approximation to the max
ratio knapsack problem. We will remove these assumptions later at the cost of
adding a (1− ²)2-factor to the approximation bound.
Knapsack Algorithm. Add dummy level Bk+1 and item un+1 with Bk+1 >>
Bk and |un+1| = |un|. We build a table M [1..k, 1..n]. Entry M [`, j] is an r∗2 -
solution for levels 1..`, items {u1, u2 . . . , uj}, and modified capacities Bi =
min{Bi, B`+1 − |uj+1|} if we find a solution and ∅ otherwise. If an r∗ solution
exists for this modified problem, we guarantee M [`, j] 6= ∅. We return M [k, n].
M [0, j] is the empty tuple as there are no levels. To compute M [`, j] we
assume that subproblem [`, j] has an r∗ solution. If this is not the case then the
value of the entry does not matter, and we can set M [`, j] = ∅ if we ever have
trouble executing the following procedure.
We first consider the smallest item first solution. If all levels are σ-good we
return this greedy r
∗
2 -solution. Otherwise, there is at least one σ-bad level. Let
uj′ be the required item of the last σ-bad level y, which must exist assuming an
r∗ solution is feasible.
We pick the first 1 ≤ `′ ≤ y such that B`′ > uj′ and M [`′ − 1, j′ − 1] 6= ∅.
We solve levels 1..`′ − 1 using M [`′ − 1, j′ − 1], levels `′..y by adding uj′ at level
`′, and levels y + 1..` with the smallest item first algorithm. Levels 1..`′ − 1 are
satisfied by definition of M [`′ − 1, j′ − 1], levels `′..y are satisfied by Lemma 2,
and levels y+1..` are satisfied by Lemma 3. Moreover, because an r∗ solution is
feasible, Lemma 4 guarantees that such an `′ exists. If no such `′ exists, it must
have been because no r∗ solution was possible, and we set M [`, j] = ∅.
The running time of this algorithm is dominated by the computation of
M [`, j] for all nk entries. Each entry requiresO(n) time and therefore the running
time is O(kn2).
Theorem 9. For incremental knapsack, there is a (1−²)
2
2 -approximation to the
max ratio objective function that runs in time O(k
2n5
²
log(umax)
− log(1−²) ).
Proof. Given r∗ and B∗i for all levels i, the above algorithm
1
2 -approximates max
ratio knapsack. Although determining B∗i is NP-complete, we can use an FPTAS
to find a solution Uˆi with |Uˆi| ≥ (1− ²)B∗i in time O(n2bn² c) [14, 15].
Corollary 1 gives us a lower bound on r∗ of 1/umax. We run our algorithm
with r∗ = 1/umax. If we find a ratio r
∗
2 solution then multiply r
∗ by 1/(1−²) and
try again. We continue until the algorithm fails to find a 1/2-approximation for
some r∗ = 1umax (
1
1−² )
q. At this point, 1umax (
1
1−² )
q−1 ≤ r∗ < 1umax ( 11−² )q, so if we
take rˆ = 1umax (
1
1−² )
q−1 then rˆ ≥ (1 − ²)r∗. This may take log(umax)− log(1−²) iterations,
but can be accelerated by binary search.
With rˆ and Uˆi, the algorithm finds a solution (U1, U2, . . . , Uk) such that for
each level i
|Ui| ≥ rˆ2 |Uˆi| ≥
(1− ²)2·
2
· r∗B∗i .
The time needed to compute rˆ, Uˆi, and run the algorithm is O(k2n4bn² c ·
log(umax)
− log(1−²) ). uunionsq
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