Laser altimetry, especially from aircraft, has a long history of development and application.
The first spaceborne altimeters were ruby laser systems flown on the APOLLO 15, 16 and 17 missions to the moon [Kaula et al., 1974] . During the past two decades numerous airborne system have been developed to measure geologic features such as volcanoes , ice sheet topography [ Bufton et al., 1982] and sea state [ Abshire and McGarry, 1987; Tsai and Gardner, 1982] . Bufton [ 1989] provides an excellent overview of the laser altimetry field [Harding et al., 1991] .
All of these instruments will to some degree, record information about the reflected pulse shape as well as the standard time-of-flight data. The use of laser waveform data in topographic applications has not been explored thoroughly. Gardner [1982] and Tsai and
Gardner [1982] have studied the effects of the surface profile and sea state on the shapes and widths of ground and ocean reflected laser pulses.
In this paper we extend their results to analyze the performance of satellite laser ranging systems. We develop detailed expressions for the range and pulse width measurement accuracies and use these results to evaluate the expected performances of the LITE, TMLA, GLRS, MOLA and LOLA altimeters. Our analysis includes the effects of the target surface characteristics, spacecraft pointing jitter, and waveform digitizer characteristics.
ALTIMETER RECEIVER MODEL
The geometry of the laser altimeter and ground target is illustrated in Fig. 1 . We assume the ground target is diffuse and there are no specular reflections. Therefore, the analysis applies to reflections from land or snow but does not apply to reflections from water or ice. The detector model is illustrated in Fig. 2 . A portion of the reflected optical pulse p(t) is collected by the receiving telescope and focused onto a detector. The detector is modeled as an ideal detector followed by a linear filter with an impulse response given by h(t). The detector output current i(t) is sampled and quantized by an A/D converter and then processed by a range computer which computes the signal level, pulse propagation delay and pulse width. 
where p(t)istheexpected receivedpulse shape,i.e. photon count rate(photons/sec).Of course, the receiver computes estimates of N, Tp and _p2 from measurements of the detector output current i(t).
If we assume that the detector bandwidth is much larger than the signal bandwidth, then h(t)
can be modeled as an ideal integrator
where e is the electron charge and At is the sampling interval or range bin length of the A/D converter.
The expected output current of the detector is
Since E(i) is proportional to p(t), the parameters N, Tp and op 2 can be computed from (1)- (3) with p(t) replaced by i(t)
In subsequent sections we derive theoretical expressions for the means and variances of these parameters.
GROUND TARGET MODEL AND LINK EQUATION
Since the ground target is a diffuse reflector, the statistics of the reflected signal are identical to statistics for fully developed speckle. The signal amplitude is a circular complex Gaussian process and the signal intensity obeys negative exponential statistics.
The mean and variance of the total detected photon count are given by [Gardner, 1982] hv rtT2 Ks is the ratio of the receiver area to the speckle correlation area and is usually called the speckle signal-to-noise ratio. The speckle correlation area is inversely proportional to the area of the laser footprint. Typically, Ks is on the order of 10 4 -10 5 and <N> is on the order of 10 3 -104.
The excess noise factor F is equal 1 for photomultiplier tube (PMT) detectors and between 3 and 7 for avalanche photodetectors (APD). In general, the altimeter will not always be pointed at nadir. The system geometry for arbitrary nadir angles is illustrated in Fig. 3 . The coordinate system is defined by the optical axis of the altimeter and the line drawn from the altimeter to the center of the earth. The nadir angle 0 is the angle between the optical axis and center line. The center line is defined as the z axis. The 2-D surface prof'de is described by the function { (12) where 12 = (x,y) is the horizontal position vector on the ground which is normal to the z-axis.
The surface profile within the laser footprint is modeled as (12) where _ is a constant offset, S is the mean surface slope within the footprint and A_ is the surface roughness. The model given by (12) 
where S, is the surface slope parallel to the nadir direction and S.I. is the surface slope normal to the nadir direction. Similarly, we define A¢II and A¢.I. as the orthogonal components of the pointing jitter, parallel and normal to the nadir direction.
MEAN PROPAGATION DELAY AND RMS PULSE WIDTH
Expressions for the mean pulse propagation delay and rms width can be derived using the same assumptions and the approach employed by Gardner [1982] . If we assume the laser beam cross-section is Gaussian (TEMoo mode), then for the geometry illustrated in Fig. 3 , the mean pulse delay is
and E(Tp)- Theeffectivevelocityof light depends on thelaserwavelength, nadir angleandsurface meteorological conditions.The additional roundtrippropagation delayintroducedby theearth's atmosphere is approximately16ns (4.7m) at nadirandis proportional to 1/cosO [Gardner, 1977] .
Theexpected propagationdelaygivenby (15) 
The pointing jitter bias dominates whenever the rms jitter exceeds the beam divergence.
For an altimeter altitude of 1000 km and an rms pointing jitter of 10 I.trad, the range bias caused by pointing jitter is only 0.1 mm. For a beam divergence of 64 grad HW @ e-l/2 (150 I.trad FWHM), the range bias caused by beam curvature is 4 mm.
An expression for the mean-square pulse width can also be derived for the geometry illustrated in Fig. 3 by following the approach of Gardner [1982] 
The laser divergence is typically much larger than the value given by (20).
c Std(Tp) are listed in Table 2 For <N> = 103 and OT = 64 Brad, we see from (21) 
The performance of the pulse width estimator is proportional to the received pulse width and so the major contributions to the error arise from surface slope and nadir angle effects. Typical values for the pulse width errors zc Std(t3p) are listed in Table 3 .
SURFACE SLOPE MEASUREMENTS
For some geophysical applications, the accurate determination of surface slope is of considerable interest.
The total slope can be estimated from the measured pulse width. Consider the diagram in Fig. 4a (19) and (20)). When z = 1000 kin, 0T
= 64 grad and Std(A_) = 10 m, the slope bias is approximately 9". The slope bias is less than 1" when the rms roughness is 1 m. The variance of the slope estimate can be calculated by using 
If surface roughness effects are negligible, the slope error reduces to
Std(tanS) __-tanS 2<N>
and is typically less than 1°.
The average surface slope along the satellite ground track can also be estimated by diffe_'encing the range measured with two different laser pulses (see Fig. 4b ). 
This method is potentially very accurate and the error can be as small as 0.1" depending on Ax.
However, the horizontal separation of the two measurements must be small enough that the computed slope represents the true slope trend of the surface.
BACKGROUND NOISE, THERMAL NOISE, QUANTIZATION NOISE AND SAMPLING EFFECTS
The results of the previous sections were derived by neglecting the effects of background noise, quanfization noise and sampling effects of the A/D converter (see Fig. 1 ). The A/D converter model is illustrated in Fig. 5 . Ak is the current amplitude corresponding to the kth quantization level and At is the sampling interval or range bin length. T is the total observation interval.
If we neglect speckle noise, the mean and variance of the detector current are approximately E[i(t)] = G h(t) * [p(t) + gb] = Ge p(t) + Gegb (28)
where gb is the background noise count rate (photons/see), F is the excess noise factor of the detector and _th 2 is the thermal noise variance. The mean and variance of the quantized current 
where the subscript q is used to denote the quantized current and pulse amplitudes and A2/12 is the quantization noise variance. Note that (31) was derived by assuming the A/D converter employs a uniform quantizer, i.e. all the current steps are equal (A = Ak+l -Ak for every k).
Equations (30) and (31) (40) and (38) 
In the visible and near infrared region of the spectrum near dawn and dusk So -10 "2 Wm -2 nm -1. For the case where r = 400 kin, 0T = lmrad, A_. = 1 nm and op = 10 ns, the lefthand side of (41) is less than 1 mj. In this case, background noise will be negligible provided the laser pulse energy is much larger than 1 mj. If we use (40) 
These equations suggest that the A/D converter should be designed so that the sampling interval
At is approximately 1/10 the rms width of the received pulse and the number of digitizer bits is 6 or larger. The GLRS altimeter will be used to study ground and ice sheet topography, surface roughness and to measure sea state. The major system specifications for the GLRS altimeter are listed in Table 4 .
EXPECTED

PERFORMANCE
The Lidar In-Space Technology Experiment (LITE) is a shuttle pallet experiment scheduled for launch in late 1993 [Couch et al., 1991] . The system includes a flashlamp pumped Nd:YAG laser operating at the fundamental, doubled and tripled frequencies.
The telescope is a 0.95 m diameter beryllium mirror. The 1064 nm altimeter channel was designed to study the reflectivity of clouds, land and the ocean. The laser pulse energy is 486 mj @ I0 pps. The range resolution is a rather modest 15 m which is limited by the 10 MHz waveform digitizer.
The major system specifications for LITE are also listed in Table 4 . Table 4 for each altimeter. Also listed is the signal-to-noise ratio (SNR) which is defined as
The excess noise factor of the APD was assumed to be 3.5 for each system. LIFE has the highest SNR, primarily because the large pulse energy and telescope provide a very high signal level and the large laser divergence minimizes speckle noise.
Ranging accuracy is influenced considerably by the terrain slope and surface roughness.
Representative terrain statistics for the earth's surface are listed in Table 5 . These data were obtained by Harding et al. [1991] by analyzing digital terrain elevation data with 90 m spatial resolution.
The slope values correspond to the mean north-south and east-west surface slopes.
The 5" 50% and Y_90% entries refer to the surface slope and RMS roughness values representing the 50% and 90% cumulative distribution levels. For example, 50% of the north-south and eastwest surface slopes in high relief areas were less than 13.6" while 90% were less than 28.2*. Because the signal levels for all five altimeters are quite high, pulse broadening contributions to the range error are relatively small and typically only a few era. The major source of range error is pointing jitter. Pointing jitter range errors are most severe over high relief terrain where the slopes are large. Because pointing jitter is large for LITE (3 mrad) and MOLA (1 mrad), the single-shot range error for these systems varies between about 1 and 30 m depending on the terrain statistics. The single-shot range error for TMLA, GLRS and LOLA are only 10-50 cm over low and medium relief terrain because the pointing stability for these altimeters is 100 grad or less. Terrain effects are the major source of errors in the single-shot pulse width measurements for TMLA, GLRS, MOLA and LOLA while the waveform digitizer resolution is the major source of pulse width errors for L1TE. 
