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IMPLEMENTASI MULTINOMIAL NAÏVE BAYES PADA 
APLIKASI ANALISIS SENTIMEN TERKAIT JASA 
TRANSPORTASI ONLINE VIA TWITTER 
ABSTRAK 
 
       Penelitian ini mengusulkan terkait sentimen analisis dengan dataset penyedia 
jasa transportasi online (GOJEK) yang berasal dari Twitter dengan menggunakan 
algoritma pengklasifikasian Multinomial Naïve Bayes. Algoritma Multinomial 
Naïve Bayes digunakan untuk menentukan apakah suatu tweet merupakan sentimen 
positif atau negatif. Berdasarkan penelitian yang sudah dilakukan sebelumnya, 
algoritma Multinomial Naïve Bayes memiliki performa yang paling baik ketimbang 
algoritma pengklasifikasian lainnya. Penelitian ini bertujuan untuk 
mengimplementasikan algoritma Multinomial Naïve Bayes dengan Bahasa 
pemrograman Python, serta mengukur tingkat akurasi prediksi yang dibuat oleh 
sistem. Berdasarkan hasil dari beberapa skenario pengujian, dengan menggunakan 
confusion matrix, ditemukan bahwa model dengan perbandingan 60:40 dan telah 
dilakukan down-sampling sehingga dataset seimbang, menghasilkan performa yang 
paling baik dengan nilai accuracy 75,41%, precision 82,79%, recall 64,16%, dan 
f-measure 72,30%.  
 
 
Kata kunci: Analisis Sentimen, Multinomial Naïve Bayes, Requirement 











IMPLEMENTATION OF MULTINOMIAL NAÏVE BAYES IN 
SENTIMENT ANALYSIS APPLICATION RELATED TO 




This study proposes about sentiment analysis with the dataset of online 
transportation service providers (GOJEK) originating from Twitter using the 
Multinomial Naïve Bayes classification algorithm. Naïve Bayes Multinomial 
Algorithm is used to determine whether a tweet is positive or negative sentiment. 
Based on previous research, the Naïve Bayes Multinomial algorithm has the best 
performance compared to other classification algorithms. This study aims to 
implement the Multinomial Naïve Bayes algorithm with the Python programming 
language, and measure the accuracy of predictions made by the system. Based on 
the results of several test scenarios, using a confusion matrix, it was found that the 
model with a comparison of 60:40 and using down-sampling so that the dataset is 
balanced, producing the best performance with an accuracy value of 75.41%, 
precision 82.79%, recall 64.16%, and f-measure 72.30%.. 
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