Abstract. In this paper, we obtain a new type of inequalities for frames, which are parametrized by a parameter λ ∈ R . By suitable choices of λ, one obtains the previous results as special cases. Our new proof also makes the underlying mathematical structure that gives rise to these inequalities more transparent than previous approaches: Our proof shows that the main point is the splitting S = S 1 + S 2 of the positive denite frame operator S into the two positive semidenite operators S 1 and S 2 .
but there is not an effective constructive algorithm. While searching for such an algorithm, the authors of [2] discovered a new identity for Parseval frames [3] . The authors in [8, 20] generalized these identities to alternate dual frames and got some general results. The study of inequalities has interested many mathematicians. Some authors have extended the equalities and inequalities for frames in Hilbert spaces to generalized frames [14, 16, 17] . The following form was given in [3] (See [2] for a discussion of the origins of this fundamental identity). Theorem 1.1. Let {f i } i∈I be a Parseval frame for H . For every J ⊂ I and every f ∈ H , we have
(1.1)
Later on, the author in [8] generalized Theorem 1.1 to general frames. Theorem 1.2. Let {f i } i∈I be a frame for H with canonical dual frame { f i } i∈I . Then for every J ⊂ I and every f ∈ H , we have
Let {f i } i∈I be a frame for H and {g i } i∈I be an alternate dual frame of {f i } i∈I . Then for every J ⊂ I and every f ∈ H , we have
In this paper, we first consider the splitting S = S J + S J c of frame operator and study the properties of splittings. Then we generalized the above inequalities to a more general form which involve a scalar λ ∈ R . These inequalities involve the expressions S J f, f , S J f , etc., where S J is a "truncated form"
of the frame operator. 
Results and New proofs
, then we have
In all of these statement, we write U ≤ V for all operators U, V : H → H if U, V are self-adjoint, and
Proof. We first prove the following elementary fact: If P : H → H is a bounded positive definite operator, then a self-adjoint, bounded operator X : H → H is positive semidefinite if and only if P XP is. Indeed, if X is positive semidefinite, then P XP f, f = XP f, P f for all f ∈ H , so that P XP is positive semidefinite. Conversely, if P XP ≥ 0, we can apply what we just showed with P −1 instead of P to see
Note that S −1/2 is positive definite and bounded, so that the operators U := S −1/2 S 1 S −1/2 and U := S −1/2 S 1 2S −1/2 are positive semidefinite and bounded. Furthermore,
Now, we properly start the proof:
(1). Since U, V are positive semidefinite, we have 0 ≤ U ≤ U + V = I H , and thus I H − U ≥ 0. Since
implies the claim of the first part for i = 1. The proof for i = 2 is similar.
(2). In view of (2.2) (with
2)), we have the following equivalence:
But we saw in the previous part that
(4). By multiplying from the left and from the right by S −1/2 , we see that the claimed identity is equivalent to V + U U = U + V V . Because of V = I H − V , this is in tun equivalent to
which is easy seen to be true by expanding the right-hand side.
(5). In view of (2.1) (with P = S −1/2 ), from the definition of U, V , and because of V = I H − U (see (2.2)), we have the following equivalence:
But in the proof of part (1) (6). Just as in the proof of the previous part, we get the following equivalence:
Again, just as in the proof of the previous part, we see that η(U ) is indeed positive semidefinite, since 0 ≤ U ≤ I H and since η ≥ 0 on [0, 1] by assumption.
(7). Just as in part (5) of the Theorem 2.1, we get the following equivalence:
Again, just as in the proof of the previous part, we see that τ (U ) is indeed positive semidefinite, since 0 ≤ U ≤ I H and since τ ≥ 0 on [0, 1] by assumption. 
Proof. The middle identity is a direct consequence of part (4) of Theorem 2.1. Likewise, the final estimate follows directly from part (2) of Theorem 2.1.
To prove the first part of the equation (2.3), we want to apply part (5) of Theorem 2.1 with the choices . With these choices, the polynomial ̺ from Theorem 2.1 takes the form
so that ̺(a) ≥ 0 for all a ∈ [0, 1], as required by part (5) of Theorem 2.
1. An application of that part of the Theorem 2.1 completes the proof.
By choosing S to be the frame operator, and by choosing S 1 := S J and S 2 := S J c , we see that S, S 1 and S 2 are all bounded, self-adjoint, positive semi-definite, that S is positive definite, and that S = S 1 + S 2 .
Furthermore, directly from the definitions, we see
Corollary 2.3. Let {f i } i∈I be a frame for H with frame operator S. Then for any λ ∈ R , for all J ⊂ I, and any f ∈ H , we have
Proof. We choose S 1 , S 2 as outlined before equation (2.4). In view of the "translation table" in equation 
Proof. The first estimate of equation (2.6) is a direct consequence of part (1) of Theorem 2.1. To prove the second estimate, we want to apply part (6) of Theorem 2.1, with p = λ − 1 and q = 1 − λ 2
. With these choices, the polynomial η from the Theorem 2.1 takes the form
so that η(a) ≥ 0 for all a ∈ [0, 1], as required by part (6) of Theorem 2.
1. An application of that theorem thus finishes the proof.
Corollary 2.6. Let {f i } i∈I be a frame for H with frame operator S. Then for any λ ∈ R , for all J ⊂ I, and any f ∈ H , we have
Proof. By choosing S 1 = S J and S 2 = S J c , and by using the "translation table" given in equation (2.4), we see that the claim is equivalent to (2.6), and result holds by Theorem 2.5. 
Proof. The second of these inequalities is a direct consequence of part (3) of Theorem 2.1. To prove the first estimate, we want to involve part (7) of Theorem 2.1 with p = 2λ − 
so that τ (a) ≥ 0 for all a ∈ [0, 1], as required in part (7) of Theorem 2.
Corollary 2.9. Let {f i } i∈I be a frame for H with frame operator S. Then for any λ ∈ R , for all J ⊂ I, and any f ∈ H , we have
Proof. By choosing S 1 = S J and S 2 = S J c , and by using the "translation Next, we give a new type of inequality of frames of Theorem 1.3. We first need follow lemma.
Lemma 2.1. Let U, V be two bounded linear operator in H and U + V = I H , then for any λ ∈ R , we have
Proof. Since U + V = I H , we have
Theorem 2.11. Let {f i } i∈I be a frame for H and {g i } i∈I be an alternate dual frame of {f i } i∈I . Then for any λ ∈ R , for all J ⊂ I, and any f ∈ H , we have
Proof. For any J ⊂ I and f ∈ H , we define operators U, V as
Clearly, U, V are bounded linear operator and U + V = I H . From Lemma 2.1, for any f ∈ H , we have In the sequel we give a more general result. Consider a bounded sequence of complex numbers {a i } i∈I .
In Theorem 2.11 we take
We can get the following result.
