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Abstrat.We give a onstrutive proof of the fat that every holomorphi solution
y = f(x) of a system Q(x, y) = 0 of polynomial (or Nash) equations an be approxi-
mated in a xed neighborhood of every x0 ∈ dom(f) by a sequene of Nash solutions.
An algorithm of suh approximation is next presented.
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1 Introdution
The aim of this note is to present a simple geometri proof of the following
approximation theorem. The proof allows to onstrut an algorithm whih an
be used in numerial omputations (see Setion 3.2).
Theorem 1.1 Let U be an open subset of Cn and let f : U → Ck be a holo-
morphi mapping that satises a system of equations Q(x, f(x)) = 0 for x ∈ U,
where Q : Cn×Ck → Cq is a polynomial mapping. Then for every x0 ∈ U there
are an open neighborhood U0 ⊂ U and a sequene {fν : U0 → Ck} of Nash map-
pings onverging uniformly to f |U0 suh that Q(x, f
ν(x)) = 0 for every x ∈ U0
and ν ∈ N.
Loal approximation of the solutions of algebrai or analyti equations was
investigated by M. Artin in [2℄, [3℄ and [4℄ and Theorem 1.1 an be derived from
the results of these papers. Sine our goal is to obtain an eetive proedure of
approximation, the present note treats the problem in a bit dierent way: rst
a redution to the ase where Q is a single polynomial (whih, given the original
equations, an be omputed) is arried out. The redued problem is next solved
and here the ombination of some of the ideas of [2℄ and [11℄ is applied (see
Setion 3.1). The latter artile, due to L. van den Dries, deals with the global
version of the theorem for f depending on one variable.
Theorem 1.1 an be easily strengthened by replaing the polynomial mapping
Q by a Nash mapping dened in some neighborhood of the graph of f (f.
Setion 3.1). The method of approximation presented in this note is more
eient than the one we gave in [8℄, where the question of the existene of
mappings approximating solutions of algebrai equations is also disussed.
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Both in the real ase (M. Coste, J. M. Ruiz, M. Shiota [10℄) and in the
omplex ase (L. Lempert [12℄) more general (global) versions of Theorem 1.1 are
known to be true. These results rely on the solution to the deep and important
M. Artin's onjeture for whih the reader is referred to [1℄, [13℄, [14℄, [15℄,
[16℄. Suh an approah enabled the authors to reah the goal in an elegant and
relatively short way, but makes the proofs diult to be applied in eetive
omputations.
Our interest in Theorem 1.1 is partially motivated by appliations in the
theory of analyti sets. In partiular, papers [5℄[7℄ ontain results on approx-
imation of omplex analyti sets by omplex Nash sets whose proofs an be
divided into two stages: (i) preparation, where only diret geometri methods
appear, (ii) swithing Theorem 1.1. Thus the tehniques of the present artile
allow to obtain loal versions of these fats in a purely geometri way.
The paper is organized as follows. Setions 3.1 and 3.2 are devoted to The-
orem 1.1 and the algorithm respetively. Preliminary material onerning Nash
mappings and sets as well as analyti sets with proper projetion is gathered in
Setion 2 below.
2 Preliminaries
2.1 Nash mappings and sets
Let Ω be an open subset of Cn and let f be a holomorphi funtion on Ω. We
say that f is a Nash funtion at x0 ∈ Ω if there exist an open neighborhood U
of x0 and a polynomial P : C
n ×C → C, P 6= 0, suh that P (x, f(x)) = 0 for
x ∈ U. A holomorphi funtion dened on Ω is said to be a Nash funtion if it
is a Nash funtion at every point of Ω. A holomorphi mapping dened on Ω
with values in C
N
is said to be a Nash mapping if eah of its omponents is a
Nash funtion.
A subset Y of an open set Ω ⊂ Cn is said to be a Nash subset of Ω if and
only if for every y0 ∈ Ω there exists a neighborhood U of y0 in Ω and there exist
Nash funtions f1, . . . , fs on U suh that
Y ∩ U = {x ∈ U : f1(x) = . . . = fs(x) = 0}.
We will use the following fat from [17℄, p. 239. Let π : Ω×Ck → Ω denote the
natural projetion.
Theorem 2.1 Let X be a Nash subset of Ω ×Ck suh that π|X : X → Ω is a
proper mapping. Then π(X) is a Nash subset of Ω and dim(X) = dim(π(X)).
The fat from [17℄ stated below explains the relation between Nash and algebrai
sets.
Theorem 2.2 Let X be a Nash subset of an open set Ω ⊂ Cn. Then every an-
alyti irreduible omponent of X is an irreduible Nash subset of Ω. Moreover,
if X is irreduible then there exists an algebrai subset Y of Cn suh that X is
an analyti irreduible omponent of Y ∩ Ω.
2
2.2 Analyti sets
Let U,U ′ be domains in Cn,Ck respetively and let π : Cn ×Ck → Cn denote
the natural projetion. For any purely n-dimensional analyti subset Y of U×U ′
suh that π|Y : Y → U is a proper mapping by S(Y, π) we denote the set of
singular points of π|Y :
S(Y, π) = Sing(Y ) ∪ {x ∈ Reg(Y ) : (π|Y )
′(x) is not an isomorphism}.
We often write S(Y ) instead of S(Y, π) when it is lear whih projetion is taken
into onsideration.
It is well known that S(Y ) is an analyti subset of U ×U ′, dim(Y ) < n (p.
[9℄, p. 50), hene by the Remmert theorem π(S(Y )) is also analyti. Moreover,
the following hold. The mapping π|Y is surjetive and open and there exists an
integer s = s(π|Y ) suh that:
(1) ♯(π|Y )−1({a}) < s for a ∈ π(S(Y )),
(2) ♯(π|Y )−1({a}) = s for a ∈ U \ π(S(Y )),
(3) for every a ∈ U \ π(S(Y )) there exists a neighborhood W of a and holomor-
phi mappings f1, . . . , fs : W → U
′
suh that fi ∩ fj = ∅ for i 6= j and
f1 ∪ . . . ∪ fs =(W × U ′) ∩ Y.
Let E be a purely n-dimensional analyti subset of U × U ′ with proper
projetion onto a domain U ⊂ Cn, where U ′ is a domain in C. Then there is a
unitary polynomial p ∈ O(U)[z] suh that E = {(x, z) ∈ U × C : p(x, z) = 0}
and the disriminant ∆p of p is not identially zero. p will be alled the optimal
polynomial for E. It holds: π˜(S(E)) = {x ∈ U : ∆p(x) = 0}, where π˜ : U×C→
U is the natural projetion.
Finally, for any analyti subset X of an open set U˜ ⊂ Cm let X(k) ⊂ U˜
denote the union of all irreduible omponents of X of dimension k.
3 Approximation
3.1 Proof of Theorem 1.1
Theorem 1.1, formulated in Setion 1, is equivalent to its slightly stronger version
in whih Q is a Nash mapping dened on some neighborhood of the graph of f.
Both versions are in turn equivalent to the following
Proposition 3.1 Let U, V be a domain in Cn and an algebrai subvariety of
C
mˆ
respetively. Let F : U → V be a holomorphi mapping. Then for every
x0 ∈ U there are an open neighborhood U0 ⊂ U and a sequene {F ν : U0 → V }
of Nash mappings onverging uniformly to F |U0 .
The fat that Proposition 3.1 does imply (the stronger version of) Theo-
rem 1.1 is well known (see [12℄) and we prove it below only for ompleteness.
The onverse impliation is lear.
Let f : U → Ck be the holomorphi mapping from Theorem 1.1. Assume
that Q is a Nash mapping dened on some neighborhood Uˆ of the graph of f
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in C
n × Ck, suh that Q(x, f(x)) = 0 for x ∈ U. Next put F (x) = (x, f(x))
and mˆ = n + k. Let V be the intersetion of all algebrai subvarieties of Cmˆ
ontaining F (U). Then by Proposition 3.1 there is a sequene {F ν : U1 → V }
of Nash mappings onverging to F |U1 , where U1 ⊂ U is a neighborhood of a
xed x0.
We need to show that the rst n omponents of F ν may be assumed to
onstitute the identity and that Q ◦ F ν = 0 for suiently large ν. To this end
denote Y = {(x, v) ∈ Uˆ ⊂ Cn × Ck : Q(x, v) = 0}. Clearly, we may assume
that F ν(U1) ⊂ Uˆ for almost all ν. Next observe that F ν(U1) ⊂ Y for almost all
ν. Indeed, take zˆ ∈ F (U1) ∩Reg(V ) (the intersetion is non-empty as F (U1) ⊂
Sing(V ) implies, by the onnetedness of U, that F (U) ⊂ Sing(V )  V ). Let B
be an open neighborhood of zˆ inCn×Ck suh that B∩V is a onneted manifold
and let U2 be a non-empty open subset of U1 suh that F (U2), F
ν(U2) ⊂ B for
almost all ν. Then B ∩ V ⊂ Y (otherwise F (U2) ⊂ V˜ where V˜ is an algebrai
subvariety of C
n ×Ck with dim(V˜ ) < dim(V )). This implies that F ν(U2) ⊂ Y
for almost all ν hene F ν(U1) ⊂ Y beause U1 is onneted.
Let F˜ ν : U1 → Cn, for ν ∈ N, be the mapping whose omponents are the
rst n omponents of F ν . Take a neighborhood U0 ⊂⊂ U1 of x0. Sine {F˜ ν}
onverges uniformly to the identity on U1 and U0 ⊂⊂ U1 there is a sequene
Hν : U0 → U1 of Nash mappings suh that F˜ ν ◦Hν = idU0 if ν is large enough.
Consequently, F ν ◦Hν(x) = (x, fν(x)) for x ∈ U0 and {f
ν : U0 → C
k} satises
the assertion of Theorem 1.1.
Proof of Proposition 3.1. First observe that sine U is onneted, F (U) is
ontained in one irreduible omponent of V so we may assume that V is of
pure dimension, say m.
We may also assume that V ⊂ Cmˆ ≈ Cm × Cs is with proper projetion
onto C
m. Indeed, for the generi C-linear isomorphism J : Cm+s → Cm+s the
image J(V ) is with proper projetion onto Cm. Thus if there exists a sequene
Hν : U0 → J(V ) of Nash mappings onverging to J ◦ F |U0 then the sequene
{J−1 ◦Hν} satises the assertion of the proposition.
Now the problem is redued to the ase where V is a hypersurfae (ompare
[11℄, p. 394). Any C-linear form L : Cs → C determines the mapping ΦL :
C
m×Cs → Cm×C by the formula ΦL(u, v) = (u, L(v)). Sine V is an algebrai
subset of C
m×Cs with proper projetion onto Cm then ΦL(V ) is an algebrai
subset of C
m ×C also with proper projetion onto Cm for every form L. Take
L suh that the ardinalities of the bers of the projetions of ΦL(V ) and V
onto C
m
are equal over almost every point of C
m. (The generi L has this
property.) The set ΦL(V ) is desribed by the unitary polynomial PL in one
variable (orresponding to the last oordinate of C
m×C) whose oeients are
polynomials in m variables and whose disriminant is non-zero (see Setion 2.2).
Let f1, . . . , fm, fm+1, . . . , fm+s denote the oordinates of the mapping F.We
may assume that RL(f1, . . . , fm) 6= 0, where RL denotes the disriminant of PL.
Indeed, otherwise we return to the very beginning of the proof with V replaed
by V ∩ {RL = 0} whih also ontains the image of F. Sine the latter variety is
of pure dimension m− 1, the proedure must stop.
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Put f˜ = L(fm+1, . . . , fm+s). Now, F, L, PL, V satisfy the following lemma
whih will be useful to us.
Lemma 3.2 Let {fν1 }, . . . , {f
ν
m}, {f˜
ν} be sequenes of holomorphi funtions
onverging loally uniformly to f1, . . . , fm, f˜ respetively suh that
PL(f
ν
1 , . . . , f
ν
m, f˜
ν) = 0, for every ν ∈ N.
Then there exist sequenes of holomorphi funtions {fνm+1}, . . . , {f
ν
m+s} on-
verging loally uniformly to fm+1, . . . , fm+s respetively suh that the image of
the mapping (fν1 , . . . , f
ν
m, f
ν
m+1, . . . , f
ν
m+s) is ontained in V.
Proof of Lemma 3.2. For any holomorphi mapping H : E → Cm, where E is
an open subset of C
n
and any algebrai subvariety X of Cm ×Cs denote
V(X,H) = {(x, v) ∈ E ×Cs : (H(x), v) ∈ X}.
Next put ΨL(x, v) = (x, L(v)) for any x ∈ Cn, v ∈ Cs. Let π˜ : Cn ×C → Cn,
π : Cn × Cs → Cn denote the natural projetions. Assume the notation of
Setion 2.2. Then the following remark is learly true.
Remark 3.3 Let Z ⊂ E ×Cs be an analyti subset of pure dimension n with
proper projetion onto a domain E ⊂ Cn suh that s(π|Z) = s(π˜|ΨL(Z)). Then
for every irreduible analyti omponent Σ of ΨL(Z) there exists an irreduible
analyti omponent Γ of Z suh that ΨL(Γ) = Σ and s(π|Γ) = s(π˜|Σ).
The remark allows to omplete the proof of Lemma 3.2. Put F˜ = (f1, . . . , fm),
F˜ ν = (fν1 , . . . , f
ν
m), G = (fm+1, . . . , fm+s). First observe that the fat that
RL ◦ F˜ 6= 0 and the way L has been hosen imply that the ardinalities of the
generi bers in ΨL(V(V, F˜ )), V(V, F˜ ), ΨL(V(V, F˜ ν)) and in V(V, F˜ ν) over U are
equal for large ν. Therefore we may apply Remark 3.3 with Z = V(V, F˜ ν) (for
large ν) to obtain the mapping Gν : U → Cs suh that graph(Gν) ⊂ V(V, F˜ ν)
and L ◦Gν = f˜ν .
Observe that {Gν} onverges to G loally uniformly. Indeed, sine {Gν} is
loally uniformly bounded then taking any ompat subset K of U and passing
to a subsequene we may assume that {Gν} has a limit G¯ onK with graph(G¯) ⊂
V(V, F˜ ). Assumption that G¯ 6= G|K , the fat that ΨL(V(V, F˜ ))∩ ({x}×C) and
V(V, F˜ )∩ ({x}×Cs) have the same number of elements for almost every x ∈ U
and the fats that graph(G¯) ⊂ V(V, F˜ ) and L ◦ G¯ = L ◦G give a ontradition.
Proof of Proposition 3.1 (ontinuation). Without loss of generality assume
that x0 = 0 ∈ Cn. To omplete the proof of Proposition 3.1 it is suient
to show that there are sequenes of Nash funtions {fν1 }, . . . , {f
ν
m}, {f˜
ν} on-
verging to f1, . . . , fm, f˜ respetively, in some neighborhood of 0, suh that
PL(f
ν
1 , . . . , f
ν
m, f˜
ν) = 0. Then by Lemma 3.2 there are sequenes of holomorphi
funtions {fνm+1}, . . . , {f
ν
m+s} onverging to fm+1, . . . , fm+s respetively with
the image of (fν1 , . . . , f
ν
m, f
ν
m+1, . . . , f
ν
m+s) ontained in V. Therefore
graph(fνm+1, . . . , f
ν
m+s) ⊂ V(V, (f
ν
1 , . . . , f
ν
m))
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so for every i = 1, . . . , s it holds
graph(fνm+i) ⊂ πi(V(V, (f
ν
1 , . . . , f
ν
m)))
where πi : C
m × C1 × . . . × Cs → Cm × Ci denotes the natural projetion.
Consequently, fνm+i is a Nash funtion as πi(V(V, (f
ν
1 , . . . , f
ν
m))) is a Nash hy-
persurfae (see Setion 2.1).
Let us show that there are sequenes of Nash funtions {fν1 }, . . . , {f
ν
m}, {f˜
ν}
onverging to f1, . . . , fm, f˜ respetively suh that PL(f
ν
1 , . . . , f
ν
m, f˜
ν) = 0 (i.e.
let us prove Proposition 3.1 in the simplied situation where V is a hypersurfae
and the image of F is not ontained in Sing(V )). This will be done by indution
on n (the number of the variables F depends on). Below the redution to a
lower dimensional ase (by applying the Weierstrass preparation theorem) will
be arried out in a similar way as in [2℄. The Tougeron impliit funtions
theorem, whih often appears in the ontext, is replaed here, as in [11℄, by the
following lemma.
Let Bn(r) denote a ompat ball in C
n
of radius r.
Lemma 3.4 ([11℄, p. 393). Let d be a positive integer and let M, r be positive
real numbers. There is ε > 0 suh that for all A = a0z
d + a1z
d−1 + . . . +
ad ∈ O(Bn(r))[z] with supx∈Bn(r) |ai(x)| < M where i = 0, . . . , d and for all
α, c ∈ O(Bn(r)) with supx∈Bn(r) |α(x)| < M, supx∈Bn(r) |c(x)| < ε suh that
A ◦ α = c · (∂A
∂z
◦ α)2 the following holds: there is b ∈ O(Bn(r)) with A ◦ b = 0
and supx∈Bn(r) |b(x)− α(x)| ≤ 2 supx∈Bn(r) |c(x)(
∂A
∂z
◦ α)(x)|.
Before the ase n = 1 is established and the indution hypothesis is applied
we need some preparations. As above put F˜ = (f1, . . . , fm). Sine RL ◦ F˜ 6=
0 and PL(F˜ , f˜) = 0 it holds
∂PL
∂z
(F˜ , f˜) 6= 0. By the Weierstrass preparation
theorem, after the generi linear hange of the oordinates in C
n
there are open
neighborhoods of zeroes E,E′ in Cn−1,C respetively suh that ∂PL
∂z
(F˜ , f˜)(x) =
Hˆ(x)W (x), x = (x′, xn) ∈ E×E′ ⊂ Cn−1×C, for some non-vanishing funtion
Hˆ ∈ O(E×E′) and some unitary polynomialW ∈ O(E)[xn] suh thatW−1(0)∩
(E × ∂E′) = ∅.
Dividing fj , f˜ by W to the power 2 one obtains:
fj(x) = Hj(x)W (x)
2 + rj(x),
f˜(x) = H˜(x)W (x)2 + r˜(x)
for x = (x′, xn) ∈ E×E′, where rj(x), r˜(x) ∈ O(E)[xn] satisfy deg(rj), deg(r˜) <
deg(W 2) and Hj , H˜ ∈ O(E × E′) for j = 1, . . . ,m.
Denote d = deg(W ). The polynomials W, rj , r˜, for j = 1, . . . ,m, are of the
form:
W (x) = xdn + x
d−1
n a1(x
′) + . . .+ ad(x
′),
rj(x) = x
2d−1
n bj,0(x
′) + x2d−2n bj,1(x
′) + . . .+ bj,2d−1(x
′),
r˜(x) = x2d−1n c0(x
′) + x2d−2n c1(x
′) + . . .+ c2d−1(x
′).
6
Replaing the holomorphi oeients
a1, . . . , ad, bj,0, . . . , bj,2d−1, c0, . . . , c2d−1
for all j in W, rj , r˜ by new variables denoted by the same letters we obtain
polynomials C,wj , w˜ respetively. Dene:
αj = C
2Sj + wj , β = C
2S˜ + w˜
for j = 1, . . . ,m where Sj, S˜ are new variables. Now divide PL(α1, . . . , αm, β)
by C2 (treated as a polynomial in xn with polynomial oeients) and divide
∂PL
∂z
(α1, . . . , αm, β) by C to obtain
(*) PL(α1, . . . , αm, β) = W˜C
2 + x2d−1n T1 + x
2d−2
n T2 + . . .+ T2d,
(**)
∂PL
∂z
(α1, . . . , αm, β) = W¯C + x
d−1
n T2d+1 + x
d−2
n T2d+2 + . . .+ T3d, where
W˜ , W¯ , T1, . . . , T3d are polynomials suh that T1, . . . , T3d depend only on the
variables
a1, . . . , ad, bj,0, . . . , bj,2d−1, c0, . . . , c2d−1.
Let
a1, . . . , ad, bj,0, . . . , bj,2d−1, c0, . . . , c2d−1,
where j = 1, . . . ,m, again denote the holomorphi oeients ofW, r1, . . . , rm, r˜
as at the beginning. The tuple onsisting of all these funtions satises the
system of equations T1 = . . . = T3d = 0 and may be uniformly approximated in
some neighborhood of 0 ∈ Cn−1 by a sequene (indexed by ν) of tuples of Nash
funtions
aν1 , . . . , a
ν
d, b
ν
j,0, . . . , b
ν
j,2d−1, c
ν
0 , . . . , c
ν
2d−1,
where j = 1, . . . ,m, also satisfying the system T1 = . . . = T3d = 0. Indeed, if
n = 1 then the oeients are onstant and therefore may be taken as their
own approximations. If n > 1 we are done by the indution hypothesis beause
the oeients depend on n− 1 variables.
Using the obtained Nash funtions dene:
Wν(x) = x
d
n + x
d−1
n a
ν
1(x
′) + . . .+ aνd(x
′),
rj,ν(x) = x
2d−1
n b
ν
j,0(x
′) + x2d−2n b
ν
j,1(x
′) + . . .+ bνj,2d−1(x
′),
r˜ν(x) = x
2d−1
n c
ν
0(x
′) + x2d−2n c
ν
1(x
′) + . . .+ cν2d−1(x
′).
Finally for, j = 1, . . . ,m, dene
fνj (x) = H
ν
j (x)(Wν (x))
2 + rj,ν(x),
f¯ν(x) = H˜ν(x)(Wν (x))
2 + r˜ν(x).
Here Hνj , H˜
ν , are any sequenes of polynomials onverging uniformly to Hj , H˜
in some neighborhood of 0 ∈ Cn respetively.
Now it is easy to see that by (*), (**) and the way fν1 , . . . , f
ν
m, f¯
ν
are dened,
there is a neighborhood of 0 ∈ Cn in whih for every ν the following holds:
PL(f
ν
1 , . . . , f
ν
m, f¯
ν) = Rν(
∂PL
∂z
(fν1 , . . . , f
ν
m, f¯
ν))2,
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where {Rν} is a sequene of holomorphi funtions onverging to zero. Therefore
it sues to apply Lemma 3.4 with A = PL(f
ν
1 , . . . , f
ν
m, z), α = f¯
ν
and c = Rν
(for suiently large ν) to obtain
PL(f
ν
1 , . . . , f
ν
m, f˜
ν) = 0
in some neighborhood U0 of zero for every ν ∈ N, where {f˜
ν} is a sequene of
holomorphi funtions onverging to f˜ in U0.
3.2 Algorithm
Setion 3.2 is devoted to a reursive algorithm of Nash approximation of a
holomorphi mapping F : U → V ⊂ Cmˆ, where U is a neighborhood of zero in
C
n
and V is an algebrai variety. The orretness of the algorithm follows from
the proof of Proposition 3.1.
The method of approximation presented here is more eient than the one
we developed in [8℄. The main dierene is that now the polynomial RL dened
in step 4 below need not be fatorized into powers of pairwise distint optimal
polynomials.
For ν ∈ N, the approximating mapping F ν = (fν1 , . . . , f
ν
mˆ) : U0 → V,
returned as the output of the algorithm, is represented by mˆ non-zero polyno-
mials P νi (x, zi) ∈ (C[x])[zi], i = 1, . . . , mˆ, suh that P
ν
i (x, f
ν
i (x)) = 0 for x ∈ U0.
We restrit attention to the loal ase i.e. U0 is an open neighborhood of a xed
x0 ∈ U. More preisely, we work with the following data:
Input: a holomorphi mapping F = (f1, . . . , fmˆ) : U → V ⊂ C
mˆ, F = F (x),
where U is an open neighborhood of 0 ∈ Cn and V is an algebrai variety.
Output: P νi (x, zi) ∈ (C[x])[zi], P
ν
i 6= 0 for i = 1, . . . , mˆ and ν ∈ N, with the
following properties:
(a) P νi (x, f
ν
i (x)) = 0 for every x ∈ U0, where F
ν = (fν1 , . . . , f
ν
mˆ) : U0 → V is
a holomorphi mapping suh that {F ν} onverges uniformly to F on an open
neighborhood U0 of 0 ∈ Cn,
(b) P νi is a unitary polynomial in zi of degree independent of ν whose o-
eients (belonging to C[x]) onverge uniformly to holomorphi funtions on
U0 as ν tends to innity.
First let us omment on the notation and the idea of the algorithm. The
meaning of the symbol V(m) and the notion of the optimal polynomial used
below an be found in Subsetion 2.2.
In steps 2 and 6 we apply linear hanges of the oordinates. Having approx-
imated the mapping Jˆ ◦ F ◦ J |J−1(U) : J
−1(U) → Jˆ(V ), where Jˆ : Cmˆ → Cmˆ,
J : Cn → Cn are linear isomorphisms, one an obtain the output data for F
following standard arguments. (Composing F and J does not lead to any dif-
ulties. As for Jˆ , it is suient to use the fat that the integral losure of
a ommutative ring in another ommutative ring is again a ring.) Therefore,
when the oordinates are hanged, we write what (as a result) may be assumed
about the mapping F, but the notation is left unhanged.
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The aim of steps 1-3 is to prepare the variety V so that for the polynomial
PL alulated in step 4, Lemma 3.2 holds (for details see the proof of Propo-
sition 3.1). Steps 5-9 are responsible for the fat that PL(f
ν
1 , . . . , f
ν
m, f¯
ν) =
Rν(∂PL
∂z
(fν1 , . . . , f
ν
m, f¯
ν))2, where fν1 , . . . , f
ν
m are dened in step 10 whereas {R
ν}
is a sequene of holomorphi funtions onverging to zero and {f¯ν} is a sequene
of holomorphi funtions onverging to L(fm+1, . . . , fm+s). This enables to use
Lemma 3.4 whih together with Lemma 3.2 implies that P νm+1, . . . , P
ν
m+s are
well dened in step 11. As for P ν1 , . . . , P
ν
m, these polynomials are obtained in
step 10 by applying the results of the algorithm swithed for the lower dimen-
sional ase in step 9.
Algorithm: 1. Replae V by V(m) suh that F (U) ⊂ V(m).
2. Apply a linear hange of the oordinates in C
mˆ
after whih ρ|V is a proper
mapping, where ρ : Cm ×Cs ≈ Cmˆ → Cm is the natural projetion.
3. Choose a C-linear form L : Cs → C suh that the generi bers of ρ|V and
ρ˜|ΦL(V ) over C
m
have the same ardinalities. Here ρ˜ : Cm × C → Cm is the
natural projetion and ΦL(y, v) = (y, L(v)) for (y, v) ∈ Cm ×Cs.
4. Calulate the optimal polynomial PL(y, z) ∈ (C[y])[z] desribing ΦL(V ) ⊂
C
m
y ×Cz. Calulate the disriminant RL ∈ C[y] of PL.
5. If RL(f1, . . . , fm) = 0 then return to step 2 with m, s, V replaed by m− 1,
s + 1, V ∩ {RL = 0} respetively. Otherwise put f˜ = L(fm+1, . . . , fm+s) and
observe that
∂PL
∂z
(f1, . . . , fm, f˜) 6= 0.
6. Apply a linear hange of the oordinates in C
n
after whih the following
holds:
∂PL
∂z
(f1, . . . , fm, f˜)(x)= Hˆ(x)W (x) in some neighborhood of 0 ∈ Cn,
where Hˆ is a holomorphi funtion, Hˆ(0) 6= 0 and W is a unitary polyno-
mial in xn with holomorphi oeients depending on x
′ = (x1, . . . , xn−1). Put
d = deg(W ).
7. Divide fi(x), f˜ (x) by (W (x))
2
to obtain fi(x) = (W (x))
2Hi(x) + ri(x) and
f˜(x) = (W (x))2H˜(x)+ r˜(x) in some neighborhood of 0 ∈ Cn, i = 1, . . . ,m. Here
Hi, H˜ are holomorphi funtions and ri, r˜ are polynomials in xn with holomor-
phi oeients depending on x′, suh that deg(ri), deg(r˜) < 2d.
8. Treating Hi, H˜, i = 1, . . . ,m, and all the oeients of W, r1, . . . , rm, r˜ as
new variables (exept for the oeient 1 standing at the leading term of W )
apply the division proedure for polynomials to obtain:
PL(W
2H1 + r1, . . . ,W
2Hm + rm,W
2H˜ + r˜) =
= W˜W 2 + x2d−1n T1 + x
2d−2
n T2 + . . .+ T2d,
∂PL
∂z
(W 2H1 + r1, . . . ,W
2Hm + rm,W
2H˜ + r˜) =
= W¯W + xd−1n T2d+1 + x
d−2
n T2d+2 + . . .+ T3d.
Here T1, . . . , T3d are polynomials depending only on the variables standing for
the oeients of W, r1, . . . , rm, r˜. Moreover, T1 ◦ g = . . . = T3d ◦ g = 0, where
g is the mapping whose omponents are all these oeients (p. Setion 3.1).
9. If n > 1 then apply the Algorithm with F, V replaed by g,{T1 = . . . = T3d =
0} respetively. As a result, for every omponent c(x′) of g(x′) and for every
ν ∈ N one obtains a unitary polynomial Qνc (x
′, tc) ∈ (C[x′])[tc] whih put in
plae of P νi (x, zi) satises (a) and (b) above with x, zi, f
ν
i replaed by x
′, tc, c
ν
respetively. Here, for every c, {cν} is a sequene of Nash funtions onverging
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to c, in some neighborhood of 0 ∈ Cn−1, suh that for every xed ν the mapping
gν obtained by replaing every c of g by cν satises T1 ◦ gν = . . . = T3d ◦ gν = 0.
If n = 1 then g is onstant and then it is its own approximation yielding the
Qνc 's immediately.
10. Approximate Hi for i = 1, . . . ,m, by a sequene {H
ν
i }, of polynomials.
Let Wν , r1,ν , . . . , rm,ν , r˜ν , for every ν ∈ N, be the polynomials in xn dened
by replaing the oeients of W, r1, . . . , rm, r˜ by their Nash approximations
(i.e. the omponents of gν) determined in step 9. Using Qνc (for all c) and H
ν
i
one an alulate P νi ∈ (C[x])[zi], for i = 1, . . . ,m, satisfying (b) and (a) with
fνi = H
ν
i (Wν)
2 + ri,ν being the i'th omponent of the mapping F
ν
(whose last
mˆ−m omponents are determined by P νm+1, . . . , P
ν
mˆ obtained in the next step).
To alulate P ν1 , . . . , P
ν
m one an follow the standard proof of the fat that the
integral losure of a ommutative ring in another ommutative ring is again a
ring.
11. Put V ν = {(x, z) ∈ Cnx × C
m+s
z : z ∈ V, P
ν
i (x, zi) = 0 for i = 1, . . . ,m},
where z = (z1, . . . , zm, zm+1, . . . , zm+s). For i = 1, . . . , s and ν ∈ N take
P νm+i ∈ (C[x])[zm+i] to be the optimal polynomial desribing the image of
the projetion of V ν onto Cnx ×Czm+i .
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