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Abstract
In this thesis we consider non-relativistic quantum electrodynamics in dipole approximation and study
low-energy phenomenons of quantum mechanical systems. We investigate the analytic dependence of
the lowest-energy eigenvalue and eigenvector on spectral parameters of the system. In particular we
study situations where the ground-state eigenvalue is assumed to be degenerate. In the first situation the
eigenspace of a degenerate ground-state eigenvalue is assumed to split up in a specific way in second order
formal perturbation theory. We show, using a mild infrared assumption, that the emerging unique ground
state and the corresponding ground-state eigenvalue are analytic functions of the coupling constant in a
cone with apex at the origin. Secondly we analyse the situation that the degeneracy is protected by a set of
symmetries for the considered quantum mechanical system. We prove, in accordance with known results
for the non-degenerate situation, that the ground-state eigenvalue and eigenvectors depend analytically on
the coupling constant. In order to show these results we extend operator-theoretic renormalization to such
degenerate situations. To complement the analyticity results we additionally show that an asymptotic
expansion of the ground state and the ground-state eigenvalue exists up to arbitrary order. The infrared
assumption needed for the asymptotic expansion is weaker than the usual assumptions required for other
methods such as operator theoretic renormalization to be applicable.
Zusammenfassung in deutscher Sprache
In der vorliegenden Arbeit betrachten wir Modelle der nicht-relativistischen Quantenelektrodynamik in
Dipol-Approximation und studieren Phänomene, die bei kleinen Energien in diesen quanten-mechanischen
Systemen auftreten. Wir untersuchen die analytische Abhängigkeit des kleinsten Energie-Eigenwertes
und der zugehörigen Eigenvektoren im Bezug auf spektrale Parameter des Systems. Insbesondere un-
tersuchen wir Situationen, in denen der Grundzustandseigenwert entartet ist. In der ersten Situation
wird angenommen, dass sich der Eigenraum des Grundzustandseigenwertes in zweiter Ordnung in for-
maler Störungstheorie in bestimmter Weise aufspaltet. Wir zeigen unter Annahme einer schwachen
Infrarot-Bedingung, dass der durch die Aufspaltung entstandene nicht-entartete Grundzustand und die
zugehörige Grundzustandsenergie analytische Funktionen der Kopplungskonstante in einem Kegel mit
Spitze im Ursprung sind. Im zweiten Fall untersuchen wir die Situation, dass die Entartung durch
eine Menge von Symmetrien im Systems erzeugt wird. Unter bestimmten Voraussetzungen zeigen wir,
dass der Grundzustand und die Grundzustandsenergie analytische Funktionen der Kopplungskonstante
sind. Dieses Ergebnis stimmt mit entsprechenden Ergebnissen für nicht-entartete Situationen überein.
Um diese Resultate zu zeigen erweitern wir die Methode ’operator-theoretic renormalization’ auf diese
entarteten Situationen. Ergänzend zu den obrigen Analytizitätsergebnisse zeigen wir, dass eine asympto-
tische Entwicklung, zu beliebiger Ordnung, des Grundzustandes und der Grundzustandsenergie existiert.
Die dafür benötigte Infrarot-Bedingung ist schwächer als die üblichen Bedingungen die gebraucht werden
damit andere Methoden, wie zum Beispiel ’operator-theoretic renormalization’, anwendbar sind.
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1 Introduction
The general theory of quantum mechanics, which includes the quantum theory of fields is a fundamental
theory of nature. This theory gives us a way to describe what happens at small scales and energy levels
of atoms and subatomic particles. For example the process of absorption and emission of photons by
electrons that are bounded to an atomic nucleus can be described using tools from quantum mechanics.
Physicists already worked a lot on important and interesting questions involving quantum mechanics.
Moreover a part of the physics community has shifted its research focus to questions concerning relativistic
field theories and string theory. From a mathematical point of view even the seemingly simple question:
“Does the lowest-energy eigenvalue of a system of non-relativistic matter that interacts with a quantized
field of massless particles depend analytically on the spectral parameters of the overall system?” is
conceptually very complicated and there are still open problems concerning this question. Likewise
similar questions regarding excited energy eigenvalues of such interacting matter-radiation systems do
only have partial answers. In this thesis we extend pre-existing answers concerning the above mentioned
question to degenerate situations. In particular, we generalize the operator-theoretic renormalization
group method so that we can handle Hamiltonians with degenerate eigenvalues. Such renormalization
group methods play an essential role in the spectral analysis of quantum mechanical systems.
About 100 years ago Erwin Schrödinger, Werner Heisenberg, Max Born and others developed an early
version of quantum theory that is based on work of Max Planck on black body radiation [113] and
Albert Einstein on the photoelectric effect [44]. Later Paul Dirac, David Hilbert, John von Neumann
and Hermann Weyl developed a mathematically more rigorous formulation of quantum mechanics [43,
130, 132]. A quantum theory of electrodynamics was subsequently formulated. This theory is one of the
best studied physical theories of all time. A major break through of quantum electrodynamics was the
possibility to describe in a ’robust’ way the annihilation and creation process of particles. But still some
difficulties remained. In particular in higher order perturbation theory infinities emerged that rendered
the computations meaningless. The ultraviolet divergence and the infrared divergence are examples,
where the latter has its origin in the fact that photons are massless and the former is related to the
Rayleigh-Jeans catastrophe of classical mechanics. This divergent terms led to discrepancies between
theoretical predictions and experimental data that could not be explained. A famous example is the
derivations in the Lamb shift of energy levels of hydrogen [97]. A solution for this problem was given by
Hans Bethe [27]. His idea was to attach to the respective perturbative corrections of mass and charge the
emerging infinities. Since mass and charge have finite values by experiment, the infinities get absorbed or
rather cut-off by these constants and one derives finite result that are in good agreement with experiments.
This procedure is known as renormalization.
Since then many phenomenons of quantum mechanical systems like the Stark effect, the Zeeman effect and
scattering effects like Compton and Rayleigh scattering were extensively investigated using the renormal-
ized version of quantum electrodynamics [35, 118, 131]. And a remarkable precision between theoretical
predictions of quantum electrodynamics and experiments was achieved. The development of related quan-
tum field theories resulted in sometimes even more sophisticated formulations of quantum mechanics. For
example, the path integral formulation, the C*-algebra formalism, quantum field theories in curved space
time and statistical models of quantum mechanics [63,119]. In all of these formulations there exist some
kind of renormalization. Hence, in order to systematically handle the renormalization procedure in such
quantum field theories a mathematical tool called renormalization group was developed [28,134]. It was
successfully used to establish the so-called standard model of particle physics, a gauge quantum field
theory containing the internal symmetries of the unitary product group SU(3)× SU(2)×U(1), cf. [112].
Over the time different renormalization group methods were developed and many of them use a renor-
malization group transformations that acts on objects like propagators, partition functions or correlation
functions. Moreover non-relativistic approximations of quantum electrodynamics were introduced. Es-
pecially the standard model of non-relativistic quantum electrodynamics is an acceptable approximation
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of quantum electrodynamics in the low energy regime [128], in particular if the energy is below the
electron-positron pair production threshold. In connection with this non-relativistic description Bach,
Fröhlich and Sigal [20] developed an operator-theoretic renormalization group method where the main
new feature was that the renormalization group transformation acts directly on a space of operators.
They used their method to establish mathematically rigorous results concerning the absorption and emis-
sion of electromagnetic radiation in systems of non-relativistic quantum mechanical matter [19]. This
and related work on non-relativistic matter interacting with a quantized massless radiation field led to
a tremendous amount of investigations in the beginning of the 21st century. The existence of ground
states, of resonances and other properties of quantum mechanical systems such as dispersion relations,
the limiting absorption principle and asymptotic completeness were rigorously studied, see for exam-
ple [14,21,54,56,59,66,67,70,123].
The elaborations achieved so far often treat situations where the eigenvalues are non-degenerate. This is
especially the case for investigations on the analytic dependence of eigenstates and eigenvalues on spectral
parameters using operator-theoretic renormalization. However, physicists observe that many interesting
cases involve degenerate eigenvalues. In such a degenerate situation it is natural to assume that either
the eigenspace of the eigenvalue split up in higher order perturbation theory, the famous Lamb-shift,
or the eigenspace is preserved since the degeneracy of the eigenvalue is protected by a symmetry of the
considered quantum mechanical system.
Based on this observation it seems necessary to give answers to questions like the one stated in the
beginning in these degenerate situations, too. In order to do so, we generalize the operator-theoretic
renormalization group method and use it to analyse the spectrum of Hamiltonians describing degenerate
situations. Specifically we show two quite different analyticity results involving degenerate lowest-energy
eigenvalues. In the first case, we assume that an existing degeneracy of the lowest-energy eigenvalue splits
up into a new unique lowest-energy eigenvalue and higher-energy eigenvalues if an interaction between the
matter-like and the photon-like particles is turned on. Secondly we assume that there exists a symmetry
in the matter-like part of the system which generates a degeneracy in the eigenvalues of the matter-like
particles. Under suitable assumptions, we demonstrate in this case that a ground state and the ground-
state eigenvalue depend analytically on the coupling constant. Whereas in first case we prove that the
ground state projection and ground-state eigenvalue depend analytically on the coupling constant only
in a cone with the apex at the origin. We note that the simultaneously shown existence results for such
eigenvalues have already been established in more generality in [67]. In order to complement the results
above we further consider a situation where an analytic expansion may not exist and show existence of
an asymptotic expansion under very reasonable assumption. Especially we give explicit formulas for the
expansion coefficients of the ground state and ground-state energy.
Throughout this thesis we use units in which the speed of light, the electron mass and the Planck constant
divided by 2π are equal to 1, namely c = me = ℏ = 1. In this system of natural units the electron charge
is equal to −√α, with fine-structure constant α = e24πℏc ≈ 1137 . The distance, energy and time is measured
in units of ℏ/mec = 3.86× 10−11cm, mc2 = 0.511MeV and ℏ/mec2 = 1.29× 10−21s.
Moreover this work is written for a reader who is familiar with functional analysis and in particular
operator theory. Most mathematical concepts needed in this thesis are to some extend already defined
in the multivolume series on functional analysis methods in modern mathematical physics by Reed and
Simon [114–117]. Nevertheless we present necessary definitions and basic results of operator theory
whenever it is helpful to clarify the procedure and to make this thesis more readable.
We want to mention that the results presented in this thesis are studied in the framework of generalized
Spin-Boson models. An example for such a model can be obtained by an dipole approximations of the
standard model of quantum electrodynamics, cf. [128]. Moreover note that for specific choices of coupling
functions these models are also known as Nelson models. Although the class of generalized Spin-Boson
models does not contain the standard model of quantum electrodynamics, such models are nevertheless
at the center of a mathematically rigorous description of quantum effects on the length scale of atomic
particles. Generalized Spin-Boson models are widely used to study non-relativistic matter interacting
with the quantized radiation field or electrons in a solid interacting with a field of phonons [13]. In
particular, various variants of the generalized Spin-Boson model are used in condensed matter physics
and the realm of quantum chemistry, see for example [62,111,135]. Especially in quantum chemistry it is
essential that the state of the considered quantum system depends ’nicely’ in some sense on the different
parameters of the system. For example, the accuracy of the Born-Oppenheimer approximation for a
molecule depends on the regularity of the ground-state energy of the considered system of electrons with
respect to the positions of their corresponding nuclei [29, 37]. Hence, the results presented in this thesis
are not only an answer to interesting mathematical issues concerning analyticity properties of degenerate
3eigenvalues, but also give additional insight into the scope of an ubiquitous approximation method in
quantum chemistry.
Overview of this thesis
In Chapter 2, we introduce the generalized Spin-Boson model. Its main purpose is to describe quantum
mechanical processes that involve a linear coupling of a small system to its environment. We begin the
chapter with a short summary of its history. Then we take a closer look on the two distinct part of
the model, namely the atomic part and the quantized field. In a third step we take into account ‘small’
interactions between the atomic and the field part. To be more precise we first consider the atomic part
which is used to model the matter-like particles of a quantum mechanical system. Later we assume that
the atomic particles are able to interact with each other through exchange of relativistic bosonic particles.
These relativistic particles form the quantized field which we represent by a symmetric Fock space. We
introduce the notion of a Fock space and define operators like annihilation and creation operators. Then
we study interacting quantum systems. We deduce abstract spectral properties for interacting particle-
field Hamiltonians and conclude the chapter with a variety of examples for generalized Spin-Boson models.
It is worth mentioning that one of the main tools to derive spectral informations for such interacting
quantum systems is regular perturbation theory [115].
In Chapter 3, we consider a specific example of a quantum mechanical system that is solvable with regular
perturbation theory. Unfortunately, in many other interesting cases regular perturbation theory is not
applicable. However there exist other methods that are applicable in these cases. One of these methods
is the operator-theoretic renormalization group method [18]. As was already mentioned before, this
method was developed in order to mathematically rigorously analyse spectral properties of the model of
non-relativistic quantum electrodynamics [19]. Fortunately it can be used for many other related models
like the Spin-Boson model as well. We provide a description of the method and finish the chapter with
important definitions and a review of very useful technical auxiliaries.
In Chapter 4, we examine two specific Spin-Boson models and permit degeneracy. More precisely, we
consider two distinct cases. It is reasonable to assume that either a degeneracy of an eigenvalue remains
after the interaction is added, or it is lifted at some finite order in formal perturbation theory. In the
first case we deal with a degeneracy that is lifted in higher order perturbation theory. This phenomenon
is known as the Lamb shift [97]. For simplicity we assume that the degeneracy is lifted at second order
in formal perturbation theory once a small interaction is added. In the second case, the degeneracy is
induced by a set of symmetries of the atomic system and hence remains if a small interaction is added. In
order to keep notation simple we concentrate our analysis in both cases on the lowest-energy eigenvalue
and corresponding eigenstates. In the first case we take a look at an uncoupled system consisting of
atomic particles and a quantized field of radiation. We suppose that the particle system has originally
a degenerate ground-state eigenvalue and assume that this degeneracy is lifted in formal second order
perturbation theory when an interaction with the radiation field is introduced. We prove that the coupled
system has a ground state and a ground-state eigenvalue that both depend analytically on the coupling
constant in an open cone with apex at the origin. For the second case we consider a related problem.
Namely, we consider a quantum mechanical system consisting of atomic particles linearly coupled to
a bosonic radiation field. This system is subject to specific symmetry restrictions. In particular the
system exhibits a degeneracy in the ground-state eigenvalue that is induced by a set of symmetries. We
prove that there exists a unique lowest-energy eigenvalue and that this eigenvalue and the corresponding
eigenvectors depend analytically on the parameters of the considered system. Moreover, we present a
detailed example for such a degenerate system. We note that for these cases, existence of a ground state
and ground-state eigenvalue are already known in the literature [60,67,99,127]. However, the analyticity
results for such degenerate eigenvalues are new and present a more thorough answer to the question
stated in the beginning.
In Chapter 5 we analyse a situations where an analytic expansion may not exist. Hence we study
asymptotic expansions in the coupling constant. More precisely we prove, for models of massless quantum
fields, under fairly general conditions the existence of an asymptotic expansion for the ground-state
eigenvalue. The key idea in the proof is to show that the infinities involved in calculating the Rayleigh-
Schrödinger expansion coefficients cancel out. In particular we show that these cancellations can be
controlled to arbitrary order without any analyticity assumption. Whereas the existence of an asymptotic
expansion is weaker than the existence of an analytic expansion, the presented result holds in situations
where analytic expansions have not yet been shown.
2 The Spin-Boson model
In this chapter we introduce the generalized Spin-Boson model. It was first mentioned in the work of Arai
and Hirokawa [13]. It is a generalization of the standard Spin-Boson model which was widely used to
describe the interaction of a localized degree of freedom with a field. A typical example is the interaction
of a spin with a bose field [125]. Such a spin is a two-level system and can be described by matrices. The
bose field can be realized as infinitely many harmonic oscillators. As was mentioned in [5], the Spin-Boson
model is a model describing the coupling of a small system (e.g. a molecule) to its environment. With
help of this model classical observables can be derived in a true quantum system. It is worth mentioning
that this model is only an approximation. We give an example for this in Chapter 4.
We already mentioned that the standard Spin-Boson model consists of two distinct parts, one with a finite
degree of freedom and the other with infinitely many degrees of freedom, which are connected through
some model-dependent interaction. The generalized Spin-Boson model has the same structure but the
so-called atomic space may have more than just one localized degree of freedom. The precise definition of
this space depends on the quantum mechanical system that one wants to model. The second part is the
so-called symmetric Fock space. Detailed definitions of these spaces are given in the subsequent sections.
2.1 The atomic space
The name atomic space is retrieve from physics. Specifically using the theory developed by John von
Neumann [130] we can identify every point φ in the Hilbert space Hat with a possible state of an atomic
system that is modeled by this Hilbert space. Note that φ ∈ Hat is often called wave function. For
example we could choose the space HFermiat = ⊗NantiL2(R3, dx;C2) ∼= ⊗Nanti
(
L2(R3, dx)⊗ C2) to model N
electrons with spin (Fermi statistics). Note that ⊗Nanti denotes the N-fold antisymmetry tensor product,
R3 encodes the spacial coordinate, dx is the Lebesgue measure, and C2 accommodates the spin of the
electron. In general the atomic space Hat should at least be an arbitrary separable Hilbert space. Since
in that case there exists an inner product on Hat, which allow us to measure distances and angles
between wave functions, and we can always find a countable orthonormal basis for the Hilbert space Hat,
cf. [117, Theorem II.7].
We can not directly measure the actual state of a quantum mechanical system. But there exist directly
measurable quantities in quantum mechanical systems, so-called observables. The process of measuring
one of these observable results in ‘breaking down’ the involved wave functions to eigenfunctions of a
self-adjoint, densely defined operator that is associated to the measured observable [35].
Operators on Hilbert spaces
In this small excursion we state some basic properties of linear operators on Hilbert spaces.
Definition 2.1.1. A bounded linear / antilinear operator T between two Hilbert spaces H1 and H2 is a
linear / antilinear transformation from H1 to H2 for which there exists a constant M > 0 such that for
all ψ ∈ H1,
∥Tψ∥H2 ≤M∥ψ∥H1 .
As usual we denote the space of bounded linear operators by L(H1,H2) where the norm on this space is
given by
∥T∥ = sup
ψ∈H1,ψ ̸=0
∥Tψ∥H2
∥ψ∥H1
.
In the case H1 = H2 =: H we use the shorthand L(H) to denote the bounded linear operators on H.
Remark 2.1.2. Many operators considered in this thesis are unbounded operators.
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Definition 2.1.3. A (possibly unbounded) linear operator T : D(T ) ⊆ H1 → H2 is a linear map from
its domain D(T ), a linear subspace of H1, to its range Ran(T ) ⊆ H2. Moreover an antilinear operator
T˜ : D(T˜ ) ⊆ H1 → H2 is an antilinear map from its domain to its range.
Definition 2.1.4. We denote by T ↾ A the restriction of a linear operator T to a subset A ⊆ D(T ) of
its domain. Deviating from this definition we denote by 1A the identity operator on a vector space A.
Remark 2.1.5. We omit the subscript A whenever it is clear from the context on which (sub-)space the
operator 1A is defined. For notational simplicity we omit the remaining 1 in many cases as well.
Definition 2.1.6. For linear operators T , U we denote by
[T, U ] := TU − UT ,
the commutator of T and U .
Definition 2.1.7. Let T and U be densely defined linear operators on a Hilbert space H. Suppose that:
(i) D(T ) ⊂ D(U),
(ii) For some a and b in R and all φ ∈ D(T ),
∥Uφ∥ ≤ a∥Tφ∥+ b∥φ∥, (2.1)
then U is said to be T -bounded. The infimum of such a is called the relative bound of U with respect
to T . If the relative bound is zero, we say that U is infinitesimally bounded with respect to T .
Definition 2.1.8. Let T be a densely defined linear operator on a Hilbert space H. Let D(T ∗) be the
set of φ ∈ H for which there is an η ∈ H with
⟨Tψ, φ⟩ = ⟨ψ, η⟩ for all ψ ∈ D(T ) .
For each such φ ∈ H, we define T ∗φ = η and call T ∗ the adjoint of T . Moreover by Theorem II.4 in [117]
(the Riesz lemma) we have that φ ∈ D(T ∗) if and only if |⟨Tψ, φ⟩| ≤ C∥ψ∥ for all ψ ∈ D(T ).
Definition 2.1.9. Let T : D(T ) ⊆ H → H be a closed operator on a Hilbert space H. A complex
number λ is in the resolvent set ρ(T ), if λ1H − T is a bijection of D(T ) onto H with a bounded inverse.
For λ ∈ ρ(T ) we call the bounded operator
Rλ(T ) := (λ1H − T )−1 ,
the resolvent of T at λ. If λ ̸= ρ(T ), then λ is said to be in the spectrum σ(T ) of T .
Definition 2.1.10. A densely defined operator T on a Hilbert space H is called symmetric if T ⊂ T ∗,
that is, if D(T ) ⊂ D(T ∗) and Tφ = T ∗φ for all φ ∈ D(T ). Equivalently, T is symmetric if and only if
⟨Tφ, ψ⟩H = ⟨φ, Tψ⟩H for all φ,ψ ∈ D(T ).
Definition 2.1.11. T is called self-adjoint if T = T ∗, that is, if and only if T is symmetric and
D(T ) = D(T ∗) .
Remark 2.1.12. It is important to distinguish between symmetric and self-adjoint operators since the
spectral theorem does not hold for symmetric operators and only self-adjoint operators may be exponen-
tiated to get a strongly continuous one-parameter unitary group [117].
This motivates the following notation regarding self-adjoint extensions of symmetric operators.
Definition 2.1.13. A symmetric operator T is called essentially self-adjoint if its closure T is self-adjoint.
If T is closed, a subset D ⊂ D(T ) is called a core for T if T ↾ D = T .
Remark 2.1.14. If T is essentially self-adjoint, then it has one and only one self-adjoint extension [117].
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The atomic Hamiltonian
One of the most important observables of a quantum mechanical system is the total energy. The associated
energy operator is called Hamiltonian. Let us consider a system of N atomic particles that are given by
a wave functions in the Hilbert space ⊗NantiL2(R3). The total energy of this system of particles can be
determined by acting on the wave function with the atomic Hamiltonian
Hat := −
N∑
j=1
1
2mj
∆xj + V (x) ,
where mj is the mass of the j-th particle, ∆xj is the Laplacian, xj is the position of the j-th particle
and V (x) is the total potential of the N particles. For a nice enough potential V (x) and a suitable
chosen domain D(Hat) this operator is essentially self-adjoint. Moreover, the eigenvalues of the closure,
provided they exist, are real-valued and therefore ‘physically’ measurable quantities. This is the ideal
and simplest situation. From the mathematical point of view we can use less assumptions and get more
general results. This includes the possibility that Hat is a closed, densely defined operator on an arbitrary
separable Hilbert space Hat that depends analytically on a parameter.
2.2 The Fock space
In the following we introduce the symmetric Fock space F . Note that it is also known as the bosonic
Fock space. It is used to model the field part of the Spin-Boson model, for example a bosonic field of
photons or phonons.
2.2.1 Definition of the Fock space
Let h be separable Hilbert space over the complex numbers. The elements of this space describe, up to
multiplication by a constant, the physical state of a single particle. We use the shorthand ∥ψ∥2h := ⟨ψ,ψ⟩h.
A vector ψ˜ = ψ1 ⊗ · · · ⊗ ψN ∈ ⊗Nh describes a possible state of N particles. Since the N particles are
indistinguishable one needs to symmetrize over all possible states to get the actual many-body wave
function. For this purpose we denote by Sn : ⊗nh → ⊗nh, n ≥ 1, the orthogonal projection onto the
subspace of ⊗nh, which is left invariant by all permutation of the n factors of h. More explicitly, we
choose a basis {ϕk} of h and denote by Pn the permutation group of n elements for n ≥ 1. Then the
operator π˜ defined for each π ∈ Pn is give on the basis elements of ⊗nh as
π˜({ϕk1 ⊗ ϕk2 ⊗ . . .⊗ ϕkn}) = {ϕkπ(1) ⊗ ϕkπ(2) ⊗ . . .⊗ ϕkπ(n)} .
This extents to a bounded operator on ⊗nh and we can define
Sn =
1
n!
∑
π∈Pn
π˜ . (2.2)
Additionally we set S0(⊗0h) := C.
Definition 2.2.1. The symmetric Fock space Fh is given by
Fh :=
∞⨁
n=0
Sn(⊗nh) .
Lemma 2.2.2 (cf. [117]). Fh is separable if h is separable.
We omit the subscript h and write F for Fh whenever it is clear which space h we are considering.
An arbitrary element Ψ ∈ F is represented as a sequence
Ψ =
(
ψ(0), ψ(1), ψ(2), . . .
)
= {ψ(n)}∞n=0 ,
with ψ(n) ∈ Sn(⊗nh). Hence, a vector Ψ ∈ F is by construction symmetrized.
Definition 2.2.3. We call Sn(⊗nh) the n-particle subspace of F .
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Remark 2.2.4. The inner product on h extends to an inner product on F , namely
⟨Ψ,Φ⟩F := ψ(0)ϕ(0) +
∞∑
n=1
⟨ψ(n), ϕ(n)⟩⊗nh, Ψ,Φ ∈ F ,
where the inner product of ⊗nh is given in the usual way (cf. [128]).
Definition 2.2.5. Let Ψ = {ψ(n)}∞n=0 ∈ F , then Ψ is called finite particle vector if ψ(n) = 0 for all but
finitely many n. The set of all finite particle vectors we denote by F0.
There is one finite particle vector which actually is a ‘no-particle’ vector and deserves a special name
Definition 2.2.6. Ω := (1, 0, 0, . . .) ∈ F0 ⊂ F is called the vacuum vector in F .
Operators on Fock space
In the following we define special operators on the Fock space F . In particular we define second quantized
operators and the so-called annihilation and creation operators.
We begin by defining, for arbitrary f ∈ h, the map b−(f) : ⊗nh→ ⊗n−1h by
(b−(f))(ψ1 ⊗ · · · ⊗ ψn) = ⟨f, ψ1⟩h · (ψ2 ⊗ · · · ⊗ ψn) .
This map extends by linearity to finite linear combinations of vectors η = (ψ1 ⊗ · · · ⊗ψn). Moreover, for
z ∈ C we set b−(f)(z) = 0. Thus we extend the map above by b−(f) : C→ 0.
The following assertion is standard in the literature, cf. [114, Chapter X.7].
Proposition 2.2.7. Let F(h) :=
⨁∞
n=0⊗nh. The map b−(f) has the following properties:
(a) b−(f) is a bounded operator from F(h) to F(h) with norm ∥f∥h.
(b) b+(f) := (b−(f))∗ is a map from ⊗nh into ⊗n+1h with the action
b+(f)(ψ1 ⊗ · · · ⊗ ψn) = f ⊗ ψ1 ⊗ · · · ⊗ ψn .
(c) The map f ↦→ b−(f) is antilinear and f ↦→ b+(f) is linear.
Proof. For convenience we provide a proof.
(a) Let η ∈ ⊗nh, n ≥ 1, then we have ∥b−(f) η∥ ≤ ∥f∥ ∥η∥. Additionally, we get
sup
∥η∥=1
∥b−(f) η∥ ≥ ∥b−(f) (f ⊗ η˜)∥ = ∥f∥ , for suitable (f ⊗ η˜) ∈ ⊗nh .
Thus the map b−(f) extents to a bounded map from ⊗nh → ⊗n−1h with norm ∥f∥ for all n ∈ N.
The extension of b−(f) to
⨁∞
n=0⊗nh is well-defined and again a bounded operator with norm ∥f∥.
(b) Let η ∈ ⊗n−1h and ϕ ∈ ⊗nh. The following calculation shows the desired statement by linearity
⟨ η, b−(f)ϕ ⟩⊗n−1h = ⟨ η, ⟨f, φ1⟩h φ2 ⊗ · · · ⊗ φn ⟩⊗n−1h
= ⟨f, φ1⟩h · ⟨ψ1 ⊗ · · · ⊗ ψn−1, φ2 ⊗ · · · ⊗ φn ⟩⊗n−1h
= ⟨ f ⊗ ψ1 ⊗ · · · ⊗ ψn−1, φ1 ⊗ · · · ⊗ φn ⟩⊗nh
= ⟨ (b−(f))∗ η, ϕ ⟩⊗nh .
(c) This statement follows directly from the definition of an inner product space (cf. [117, Chapter II.1])
and the linearity of the tensor product.
Now we define second quantized operators. For this let A be a self-adjoint operator on h with core D.
Moreover, define the set DA :=
{
Ψ ∈ F0 : ψ(n) ∈
⨂n
k=1D for each n
}
. On DA ∩ Sn(⊗nh) we define the
operator dΓ(A) as the linear combination
A⊗ 1⊗ · · · ⊗ 1  
(n−1)-times
+1⊗A⊗ 1⊗ · · · ⊗ 1  
(n−2)-times
+ · · ·+ 1⊗ · · · ⊗ 1  
(n−1)-times
⊗A .
This operator is essentially self-adjoint onDA and is called second quantization of A, cf. [114, Section X.7].
For unitary operators U we define Γ(U) as the unitary operator on F which equals
U ⊗ · · · ⊗ U  
n-times
when restricted to Sn(⊗nh) for n > 0. Note that Γ(U) equals the identity for n = 0.
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Remark 2.2.8. If eitA is a continuous unitary group on h, then Γ(eitA) is the group generated by dΓ(A),
i.e. Γ(eitA) = eitdΓ(A). For additional informations we refer to [117, page 309].
Two very important examples of such second quantized operators are the so-called number operator and
the operator of energy. The number operator is the second quantization of the identity operator 1h. It
acts on a non-zero n-particle wave function ψ(n) ∈ Sn(⊗nh) by multiplication with the number n ∈ N,
dΓ(1h)ψ
(n) = nψ(n) .
Hence the name number operator. A definition of the operator of energy is given in Eq. (2.6) below.
Next we define annihilation and creation operators. These operators are very useful since they create
and annihilate particles in Fock space. Let f ∈ h.
Definition 2.2.9. The annihilation operator a(f) on F with domain F0 is defined by
a(f) :=
√
dΓ(1) + 1 b−(f) . (2.3)
The creation operator a∗(f) ↾ F0 on F0 is given by
a∗(f) ↾ F0 :=
∞⨁
n=0
Snb
+(f)
√
dΓ(1) + 1 .
One can easily verify that [a(f)]∗ = a∗(f) on F0.
Corollary 2.2.10. The maps a(f) and a∗(f) ↾ F0 are closable.
Proof. a(f) is closable since its adjoint is densely defined on F0 and D(a(f)) is dense in F . Similarly
we get that a∗(f) is closable on F0, cf. [114, Theorem VIII.1]. This concludes the proof.
Remark 2.2.11. We denote the closure of a(f) and a∗(f) again by a(f) resp. a∗(f).
Lemma 2.2.12. The following relations are valid for arbitrary f , g ∈ h.[
a(f), a(g)
]
=
[
a∗(f), a∗(g)
]
= 0 ,
[
a(f), a∗(g)
]
= ⟨f, g⟩ . (2.4)
Moreover, for all f ∈ h we have
a(f)Ω = 0 .
Proof. Since Ω = (1, 0, 0, . . .) ∈ F0 it follows directly from Definition 2.2.9 that a(f)Ω = 0 for all f ∈ h.
Now let Ψ = {ψ(n)}∞n=0 ∈ F0. Using Definition 2.1.6 and 2.2.9 we directly get that(
a(f) a(g)− a(g) a(f))Ψ = 0 , (a∗(f) a∗(g)− a∗(g) a∗(f))Ψ = 0 .
Hence it remains to show that a(f) a∗(g)Ψ− a∗(g)a(f)Ψ = ⟨f, g⟩Ψ in order to verify Eq. (2.4). For this
let ψ(n) ∈ Sn(⊗nh) ⊂ F0. Then(
a(f) a∗(g)−a∗(g)a(f))ψ(n)
= a(f)
(√
n+ 1Sn b
+(g)(ψ1 ⊗ . . .⊗ ψn)
)− a∗(g)(√n b−(f)(ψ1 ⊗ . . .⊗ ψn))
= (n+ 1)
(
b−(f)
(
Sn(g ⊗ ψ1 ⊗ . . .⊗ ψn)
))− n b−(f)(Sn b+(g)(ψ2 ⊗ . . .⊗ ψn))
= (n+ 1)
(
b−(f)
(
Sn(g ⊗ ψ1 ⊗ . . .⊗ ψn)
))− n b−(f)(Sn(ψ1 ⊗ g ⊗ . . .⊗ ψn))
= ⟨f, g⟩Sn(ψ1 ⊗ . . .⊗ ψn) .
Since n was arbitrary the assertion follows by linearity from Definition 2.2.1.
Remark 2.2.13. The relations (2.4) are known as the canonical commutation relations (CCR).
This concludes the general definition of the symmetric Fock space and important associated operators.
Next we choose a concrete Hilbert space h = L2(R3 × Z2). We call the corresponding Fock space F
the bosonic Fock space since we use it in the subsequent chapters to model a quantized field of massless
bosonic particles.
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2.2.2 The bosonic Fock space
Let h := L2(R3 × Z2) and let the inner product of measurable functions ψ, ϕ ∈ h be given by
⟨ψ, ϕ⟩h :=
∑
λ=1,2
∫
R3
ψ(k, λ)ϕ(k, λ) d3k .
Remark 2.2.14. The norm induced by the inner product satisfies for ψ ∈ h
∥ψ∥2h := ⟨ψ, ψ⟩h =
∑
λ=1,2
∫
R3
|ψ(k, λ)|2d3k <∞ .
The term |ψ(k, λ)|2 is interpreted as the probability density of the particle with wave vector ψ having
momentum k and polarisation λ, i.e. ∥ψ∥2h denotes the probability to find a particle in state ψ.
To simplify our notation we define
k := (k, λ) ,
∫
dk :=
∑
λ=1,2
∫
R3
d3k , |k| := |k| . (2.5)
Moreover we omit subscripts on norms and inner products whenever it is clear from the context on which
(sub-)space the norms and inner products act.
Note that we use in the following, without further comment, that there exists a unique isomorphism from(
L2(R3 × Z2)
)⊗n to L2((R3 × Z2)n) for all n ∈ N. We refer to Section II.4 in [117] for more details.
The bosonic Fock space F is defined as the the symmetric Fock space Fh with h = L2(R3 × Z2), cf.
Definition 2.2.1. Moreover we define the operator of energy, also called free field Hamiltonian, Hf as
the second quantization of the operator Mω which acts by multiplication with a real-valued function
ω : R3 × Z2 → R , i.e.
Hf := dΓ(Mω) . (2.6)
We make the usual choice for the one-particle dispersion relation ω.
Definition 2.2.15. The dispersion relation ω : R3 × Z2 → R+0 is defined by
ω(k) := |k| .
For Ψ ∈ F0 we obtain
HfΨ = dΓ(Mω)Ψ =
∞⨁
n=1
(
n∑
i=1
ω(ki)
)
ψ(n)(k1, . . . , kn) . (2.7)
Thus, an element of the one-particle subspace of F0 has energy |k| and an element of the n-particle
subspace Sn(⊗nh) of F0 has energy
∑n
i=1 |ki|. Note that the vacuum vector Ω has energy zero.
Therefore the free field Hamiltonian Hf depends on the momenta k1, . . . , kn ∈ R3×Z2 of the particles in
each n-particle subspaces of the bosonic Fock space F . Hence it is very convenient to have a momentum
representation for the annihilation and creation operators as well.
Let S(R3 × Z2) denote the space of rapidly decreasing functions on R3 × Z2. For more information on
this space we refer to [117, Chapter V.3]. The map f ↦→ a(f) is antilinear for f ∈ S(R3 × Z2). Hence
using Eq. (2.3) we can write the action of a(f) on Ψ ∈ F0 as follows
(a(f)Ψ)(n)(k1, . . . , kn) =
√
n+ 1
∫
f(k)ψ(n+1)(k, k1, . . . , kn) dk .
Therefore we can identify
a(f) =
∫
f(k) a(k) dk ,
where a(k) is understood as an unbounded, operator-valued distribution on R3×Z2. The domain of this
distribution is the set DS =
{
Ψ ∈ F0 : ψ(n) ∈ S(R3 × Z2)
}
and it is acting as
(a(k)Ψ)(n)(k1, . . . , kn) =
√
n+ 1ψ(n+1)(k, k1, . . . , kn) . (2.8)
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We understand this in the sense of quadratic forms, i.e. for Φ, Ψ ∈ DS
f ↦→ ⟨Φ, a(f)Ψ⟩ =
∫
f(k)⟨Φ, a(k)Ψ⟩dk (2.9)
is a distribution. We call this distribution the smeared annihilation operator and denote it by a(f).
We would like to do exactly the same for the operator a∗(f), but the adjoint of the operator-valued
distribution a(k) is not densely defined on F , cf. [114, Chapter X.7]. It is formally given by
(a∗(k)Ψ)(n)(k1, . . . , kn) =
1√
n
n∑
i=1
δ(k − ki)ψ(n−1)(k1, . . . , ki−1, ki+1, . . . , kn) .
Fortunately we are interested in a∗(f) only in the sense of quadratic forms and a∗(k) is well-defined as a
quadratic form on DS ×DS . For Ψ ∈ F0 we get
(a∗(f)Ψ)(n)(k1, . . . , kn) =
1√
n
n∑
i=1
f(ki)ψ
(n−1)(k1, . . . , kˆi, . . . , kn) ,
where kˆi means here that ki is omitted. Again we identify
a∗(f) =
∫
f(k) a∗(k) dk ,
and call it the smeared creation operator. Moreover we extend the definition of smeared annihilation and
creation operators to f ∈ L2(R3 × Z2) by using that S(R3 × Z2) is dense in L2(R3 × Z2).
Remark 2.2.16. The operator-valued distribution a(k) and its adjoint a∗(k) also satisfy canonical com-
mutation relations, [
a♯(k), a♯(k′)
]
= 0 , [a(k), a∗(k′)] = δ(k − k′) , (2.10)
where a♯ = a or a∗. For additional informations on the canonical commutation relations and for a more
algebraic definition of the (bosonic) Fock space we refer to [41].
A representation of the free field Hamiltonian Hf as a quadratic form on DS × DS in terms of the
operator-valued distribution a(k) and its adjoint a∗(k) is formally given by
Hf =
∫
a∗(k)ω(k) a(k) dk . (2.11)
Remark 2.2.17. On the Fock space F the right hand side of Eq. (2.11) defines a densely defined, positive,
self-adjoint operator that has a simple eigenvalue 0 corresponding to the vacuum vector Ω and absolutely
continuous spectrum on the positive half-axis, cf. [21].
Depending on the free field Hamiltonian Hf we define the following subspace of F
Definition 2.2.18. The reduced Fock space is define as the following subspace of the bosonic Fock space
Hred := Ran1[Hf<1] = 1[0,1](Hf )F =: PredF . (2.12)
Remark 2.2.19. At the end of this section we want to comment on the dispersion relation ω(k). Let us
consider a particle with mass m, which moves freely in one dimension. To describe this particle quantum
mechanically we replace the position x and velocity v = p/m of the particle by its probability wave
function ψ(x, t) and solve the Schroedinger equation
iℏ
d
dt
ψ(x, t) =
ℏ2
2m
d2
dx2
ψ(x, t) .
A solution of this differential equation is given by ψ(x, t) = Aei(ωt−kx) which yields the dispersion relation
ω =
ℏk2
2m
.
Hence the dispersion relation depends on the solution of the considered differential equation and it is
directly connected to a specific property of the quantum mechanical system. Namely whether the system
is dispersionful or dispersionless, i.e. the relation between ω and k is non-linear resp. linear. The phase
velocity is defined by vp := ω/k, i.e. the speed of a single traveling wave. The group velocity, the speed
of a superposition of many traveling waves (sometimes also called a bump) is given by vg := dω/dk. In
general both velocities are functions of the momentum k and not equal to each other. In the following
chapters we use the bosonic Fock space to model a quantized field of massless bosonic particles. Massless
particles have a constant velocity c independent of their actual momentum k. Thus the phase velocity is
equal to the group velocity up to a constant and ω is linear in k.
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2.3 Properties of the Spin-Boson Hamiltonian
In this section we examine spectral properties of the Spin-Boson Hamiltonian. We assume that this
system consists of atomic particles in an atomic space and a quantized field of particles modeled by
the bosonic Fock space. Before defining the interacting Spin-Boson Hamiltonian (Eq. (2.15)) we first
look at the energy spectrum of a non-interacting system. In particular we consider the Hilbert space
H := Hat ⊗ F consisting of a separable Hilbert space Hat and the bosonic Fock Space F . These spaces
were introduced in the last two sections.
Let the atomic Hamiltonian Hat be a closed operator on Hat. As in Section 2.2 we denote by Hf the free
field Hamiltonian on F with dispersion relation w(k) := |k|. For θ ∈ {z ∈ C|| Im z| < π/4} we define a
Hamiltonian on H by
H0(θ) := Hat ⊗ 1+ e−θ1⊗Hf . (2.13)
In the following we suppose that we know the whole spectral theory of the operator H0(θ). For example
let us assume for a moment that the following Hypothesis is valid.
(H): The operator Hat is self-adjoint and its spectrum consists of a pure point and an absolute continuous
part, i.e. σ(Hat) = σpp(Hat) ∪ σac(Hat).
Figure 2.1: The spectrum of Hat.
We denote by Σ := inf σac(Hat) the so-called ionization threshold and E0 := inf σpp(Hat) is the so-called
ground-state eigenvalue/energy of the Hamiltonian Hat. The spectrum of Hf is also well-known (cf.
Remark 2.2.17) and given by σ(Hf ) = [0,∞). The factor e−θ rotates the spectrum of Hf by an angle
of |Im θ| into the lower half-plane (Fig. 2.2). Note that we technically do not need this factor since we
only consider ground-state eigenvalues and related eigenstates, also called ground states, in this thesis.
In spite of that we keep this factor for a moment and study so-called resonances.
A precise mathematical definition of resonances is given by the Aguilar-Balslev-Combes-Simon theory.
In the following we give a short introduction to this theory. For this let H = −∆ + V be a linear
operator on a Hilbert space H. Such operators are called Schrödinger operator with potential V . They
are Hamiltonians of suitably chosen quantum systems described by the potential V .
Definition 2.3.1. The quantum resonances of a Schrödinger operator H associated with a dense set of
vectors A in the Hilbert space H are the poles of the meromorphic continuations of all matrix elements
⟨f, Rz(H) g⟩ from {z ∈ C | Imz > 0} to {z ∈ C | Imz ≤ 0}, with f , g ∈ A.
The Aguilar-Balslev-Combes-Simon theory shows that such meromorphic continuations exist and that
the poles of this continuation are related to eigenvalues of specific non-self-adjoint operators associated
to the Schrödinger operator H. Eigenstates corresponding to these eigenvalues are identified as the
resonances states of H. For detailed informations we refer the reader to [4,23,124] and references therein.
For a more comprehensive introduction to the spectral theory of Schrödinger operators we refer to [85].
As an example we consider the case of dilation analyticity for the Hamiltonian H0(θ) in Eq. (2.13). We
introduce a scaling of the position xj of the atomic particles. More precisely we rescale the result of acting
by the operator of position on elements ψat ∈ Hat. Similarly we introduce a scaling of the momenta k of
the elements in Fock space F , this means we rescale the energy of all Ψ ∈ F . These scaling operations
are defined as follows
xj ↦→ eθxj , k ↦→ e−θk .
For θ ∈ R, this change of scale can be realized as a unitary transformation Uθ on the Hilbert space H. Let
D ⊆ H be the subspace of all vectors ψ, with the property that ψ(θ) := Uθψ is analytic in θ. We see then
that UθHf U∗θ = e
−θHf . Moreover it has been shown in [21, 108] that D is dense in H for |Im θ| < π/2.
Combining this with well-known results from [4, 23] on dilatation analyticity for Schrödinger operators
we deduce that
F 0ψ,φ(θ, z) := ⟨ψ(θ) , (z −H0(θ))−1φ(θ) ⟩
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is independent of θ for |Im θ| < π/2 and ψ,φ ∈ D. Thus, for fixed Im θ, the spectrum ofH0(θ) is contained
in the shaded region depicted in Figure 2.2. In other words, F 0ψ,φ(θ, z) is analytic in z in the complement
of the shaded region. For additional informations on dilatation analyticity we refer to [21,89].
Figure 2.2: Projection of the Riemann surface of z ↦→ F 0ψ,φ(θ, z) onto the energy plane.
The atomic Hamiltonian Hat has non-trivial spectrum since it is a closed operator. Hence we deduce,
through separation of variables, that the spectrum of H0(θ) is given by
σ(H0(θ)) = σ(Hat) + e−θσ(Hf ) . (2.14)
Note that from here on we omit θ whenever the respective estimates are uniform in this parameters.
From Hypothesis (H) and Eq. (2.14), we see that the ground-state eigenvalue of Hat coinsides with the
ground-state eigenvalue of H0. The big difference between these two eigenvalues is, that the ground-state
eigenvalue of H0 is not isolated from the rest of its spectrum, where as it could have been an isolated
eigenvalue of Hat. Thus, regular perturbation theory is not applicable. The ground-state eigenvalue lies
at the tip of a branch of continuous spectrum of the Hamiltonian H0. In the case that Hat has other
pure point eigenvalues in addition to the ground-state eigenvalue, these formerly isolated eigenvalues
E1, E2, . . . of Hat are imbedded in the continuous spectrum of H0 where at each Ej is a threshold of
a branch of continuous spectrum (Fig. 2.2). A precise mathematical description is given by the above
mentioned theory of analytic dilatation.
Regardless of these difficulties we are still interested in understanding the fate of the eigenvalues Ej if an
interaction between the atomic space Hat and the Fock space F is included. The kind of interactions we
consider in this thesis are so-called small perturbations Wg of the unperturbed Hamiltonian H0. Such a
small perturbation Wg can be characterized by the following properties.
(i) the interaction is defined on a subset of the domain of the unperturbed Hamiltonian,
D(Wg) ⊆ D(H0) .
(ii) Wg(θ) := UθWg U−1θ is dilatation analytic, hence θ ↦→Wg(θ) is an analytic function on
B(0, ϑ0) := {z ∈ C | |z| < ϑ0} ,
for some ϑ0 > 0.
(iii) Wg is H0-bounded, specifically for g > 0 it obeys the boundWg(H0 + iC)−1 ≤ g C˜ ,
for some constants C, C˜ ∈ R+.
These properties ensure that the Spin-Boson Hamiltonian
Hg := H0 +Wg (2.15)
is self-adjoint and semibounded on D(H0) for 0 < g < C˜−1. Moreover the family of operators{
Hg(θ) : θ ∈ B(0, ϑ0)
}
is dilatation analytic. This was proved in [21] for specific choices of H0 and Wg.
The existence of a unique ground state for the Spin-Boson Hamiltonian Hg was verified in [13] and
existence results for resonances are for example given in [19, 20, 91]. More spectral properties of the
Spin-Boson Hamiltonian and other related models can be found in [30, 60, 82–84, 88, 125]. We refer also
to Chapter 3 for further references.
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2.3.1 Examples of generalized Spin-Boson Models
To conclude this section we give examples for models which are in the class of generalized Spin-Boson
models. A great variety of physically interesting systems can be modeled although it incorporates only a
linear coupling of a small system to its environment.
Let h := L2(Rν) and the Fock space F defined as in Definition 2.2.1. Moreover, let Hat be a separable
Hilbert space. Note that we choose a more precise atomic space in every example. We define the Segal
field operator ΦS(f) on F0 by
ΦS(f) :=
1√
2
(
a(f) + a∗(f)
)
,
for f ∈ L2(Rν). On Hat ⊗F we choose as the unperturbed Hamiltonian
H0 := A⊗ 1+ 1⊗Hf ,
and consider the perturbation
Wg := g
J∑
j=1
Bj ⊗ ΦS(fj) ,
where the operators A, Bj will be specified in every example separately and g ∈ R is a coupling constant.
Hence, the Spin-Boson Hamiltonian is represented by
Hg = A⊗ 1+ 1⊗Hf + g
J∑
j=1
Bj ⊗ ΦS(fj) .
The following examples are from [13].
Example 2.3.2 (The standard Spin-Boson model). Let µ > 0 be a constant and σ1, σ3 be the standard
Pauli matrices
σ1 =
(
0 1
1 0
)
, σ3 =
(
1 0
0 −1
)
.
Consider the case where Hat = C2, A = µσ3/2, J = 1, B1 =
√
2σ1, f1 = f ∈ L2(Rν). Then Hg takes
the form
HSBg :=
µ
2
σ3 ⊗ 1+ 1⊗Hf + g
√
2σ1 ⊗ ΦS(f) ,
of the standard Spin-Boson model, which acts in C2 ⊗F .
Example 2.3.3 (An N -level system coupled to a Bose field). Consider the case where Hat = CN with
N <∞ and let J = 1. Then we can represent A and B := B1 by N ×N Hermitian matrices, such that A
has N eigenvalues, counting multiplicity. Hence A describes an unperturbed ‘atom’ with N energy levels.
Note that a positive-temperature version of this model is discussed in [92]. However, the Hamiltonian, in
that case, is neither bounded from above nor from below. This makes a big difference.
Example 2.3.4 (A lattice spin system interacting with phonons). Let Λ be a finite set of the ν-dimensional
square lattice Zν and consider the case where an N component spin S =
(
S(1), S(2), . . . , S(N)
)
sits on
each site i ∈ Λ and each component S(n) acts on Cs with s ∈ N. The Hilbert space of this spin system is
given by HΛ = ⊗i∈ΛHi with Hi = Cs, i ∈ Λ. The spin at site i is defined by Si =
(
S
(1)
i , S
(2)
i , . . . , S
(N)
i
)
,
S
(n)
i = 1 ⊗ · · · ⊗ S(n) ⊗ 1 ⊗ · · ·1 with S(n) acting on Hi. A Hamiltonian of the spin system interacting
with a Bose field is given by
HΛg :=
⎛⎝− ∑
(i,j)⊂Λ
Jij Si · Sj
⎞⎠⊗ 1+ 1⊗Hf + g∑
j∈Λ
N∑
n=1
S
(n)
j ⊗ ΦS(f (n)j ) ,
acting on HΛ ⊗F , where Jij ∈ R are constants, i, j ∈ Λ and f (n)j ∈ L2(Rν), j ∈ Λ, n = 1, . . . , N .
Example 2.3.5 (Non-relativistic particles interacting with a Bose Field). A Hamiltonian of N non-
relativistic particles with mass M > 0 in a potential V (a real-valued measurable function on RνN )
and in interaction with a Bose field is given by
HPBg =
(
− 1
2M
∆+ V
)
⊗ 1+ 1⊗Hf + g
J∑
j=1
Gj ⊗ ΦS(fj) ,
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acting in L2(RνN )⊗F , where ∆ is the Laplacian on L2(RνN ) and Gj , j = 1, . . . , J , are symmetric oper-
ators on L2(RνN ). Related models were discussed for example in [8–11, 18, 19, 52, 53, 91, 126]. Moreover,
additional references for more recent works are given in Chapter 3.
Example 2.3.6 (A model of a Fermi field interacting with a Bose field). Let Fa be the fermion Fock space
over L2(Rν ;Cs) (s ≥ 1), Ha a second quantization operator on Fa and ψ(ρ), ρ ∈ L2(Rν ;Cs), the fermion
annihilation operators on Fa (which are bounded). Then a Hamiltonian of a quantum system of a Fermi
field interacting with a Bose field is given by
HFBg = Ha ⊗ 1+ 1⊗Hf + g
J∑
j=1
ψ(ρj)∗ψ(ρj)⊗ ΦS(fj) ,
acting on Fa ⊗ F , where ρj ∈ L2(Rν ;Cs), j = 1, . . . , J . In case s = 2, this model may serve as a model
of electrons interacting with phonons in a metal.
In Chapter 4 we consider specific cases of Example 2.3.5.
3 Operator-theoretic renormalization
In the last chapter we discussed various examples of systems that can be described by the generalized
Spin-Boson model. Moreover we observed that, in general, regular perturbation theory is no longer
applicable. In this chapter, we provide a method to overcome this difficulty. Specifically we elaborate on
the operator-theoretic renormalization group method proposed in [18] and further developed in [14, 20].
This method was developed for the more general model of non-relativistic quantum electrodynamics,
cf. [19]. The generalized Spin-Boson model can be seen as a special case of this model with only linear
terms of annihilation and creations operators in the interaction operator.
In Section 3.1 we present an overview on spectral results for such kind of models and provide references
for further reading. We start the section with an explicit example of a quantum mechanical system
for which regular perturbation theory is applicable. In Section 3.2 we describe the operator-theoretic
renormalization group method. In Section 3.3 we introduce Banach spaces of integral kernels and state
some useful technical auxiliaries.
3.1 Perturbation theory
Perturbation theory is widely used to calculate various quantities in quantum mechanics. A good approx-
imation of physical properties can be expected if the perturbation is ‘small’ compared to the unperturbed
system. In case of isolated eigenvalues one can apply analytic perturbation theory to calculate the eigen-
values and eigenvectors of the considered quantum mechanical system in terms of convergent power series,
which are also known as Rayleigh-Schrödinger perturbation series [93,115]. However, in models involving
massless quantum fields the ground state is in general no longer isolated from the rest of the spectrum
and analytic perturbation theory is not applicable.
In this section we first consider a specific quantum mechanical system and apply perturbation theory to
derive informations about its spectrum. Then we consider the corresponding general spectral problem
and give a brief overview on results that were proven using different methods to cope with the above
mentioned problem.
The Stark effect
Detailed explanations and corresponding calculations for the following example can be found in every
standard textbook on quantum mechanics, for example [36, 122]. Moreover a rigorous mathematical
treatment of the Stark effect for two-body and N -body Hamiltonians is given in [79,80].
Example 3.1.1. We consider a perturbation of a hydrogen atom by an homogeneous electric field. This ef-
fect is known as Stark effect and was discovered in 1913, cf. [129]. Let the Hamiltonian of the unperturbed
system be given by
H0 :=
p2
2m
− e
2
r
,
where p is the momentum operator, m is the mass and e is the charge of the electron. This operator is
essentially self-adjoint and semibounded on D(H0) = C∞0 (R3), cf. [114]. As a perturbation we choose
the following electric field oriented along the z-axis
V :=
⎧⎪⎨⎪⎩
−eC , for z > C ,
−e z , for |z| < C ,
−eC , for z < −C ,
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for a constant C > 0. We control the strength of the perturbation through a scaling factor 0 < λ < 1.
Hence the perturbed Hamiltonian is given by
Hλ = H0 + λV ,
with D(Hλ) = D(H0). We are interested in the behavior of the eigenvalues of H0 once the system gets
perturbed. We apply analytic perturbation theory and expand the eigenvalues and eigenvectors in power
series depending on λ. Hence by equating coefficients we can calculate the corrections to the eigenvalues
at every order.
In the following we use Rydberg units of energy [101] and restrict our analysis to the second eigenvalue
E2 = − 14 Ry ofH0. This eigenvalue is four-times degenerate and its eigenspace is spanned by the following
functions, given in spherical coordinates
ψ2lm(r, ϑ, φ) = C(2, l) e
−r/2 L2l+12−l−1(r) r
l Ylm(ϑ, φ) , (l = 0, 1 ; m = −l, . . . , l) ,
where C(2, l) is a number, L2l+12−l−1(r) is a generalized Laguerre polynomial and Ylm(ϑ, φ) is a spherical
harmonic function of degree l and order m. These functions are well-known (cf. [36]) and we can calculate
the contribution to the first order energy correction ⟨ψ2lm, V ψ2l′m′⟩ for all possible combinations. The
result is collected into the following matrix
⎛⎜⎜⎝
0 η 0 0
η 0 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ (3.1)
where
η := −eλ⟨ψ200, V ψ210⟩ ≈ 3 e a0 λ ,
and a0 is the Bohr radius. The eigenvalue problem which is represented by Eq. (3.1) can be solved and
its solution is depicted in Figure 3.1. Thus we see that the electric field is responsible for splitting up
the four-times degenerate eigenvalue E2 into three distinct eigenvalues E
(+)
2 := E2 + η, E
(0)
2 := E2 and
E
(−)
2 := E2 − η, where E(0)2 is still two-times degenerate. The corresponding eigenvectors are displayed
in Figure 3.1 as well.
Figure 3.1: Spectral line splitting due to the Stark effect.
The general problem
The example above is a special case of the following abstract spectral problem.
Let H0 be a linear operator with discret spectrum σdisc(H0) = {E0, E1, . . . , En}, where Ei ∈ R for
i ∈ {0, . . . , n}, and let V be H0-bounded. Suppose we want to understand the spectrum of the operator
Hλ = H0 + λV , (3.2)
where λ ∈ R is the so-called coupling constant. Especially, we are interested in the fate of the discrete
eigenvalues Ei of H0 in the spectrum of Hλ for λ > 0.
The Rayleigh-Schrödinger or regular perturbation theory gives an comprehensive answer to this question.
In particular the Kato-Rellich theorem [115, Theorem XII.8], states that for any non-degenerate discrete
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eigenvalue Ei of H0 there exists exactly one point Ei(λ) ∈ σ(Hλ) near Ei and this point is isolated and
non-degenerate. Furthermore, Ei(λ) is an analytic function of λ for λ near 0 and there exists an analytic
eigenvector ψi(λ) for λ near 0.
Regular perturbation theory is also applicable in the case of finitely degenerate discrete eigenvalues and
a corresponding analyticity result is given in [115, Theorem XII.13].
We mentioned earlier, that usually a Spin-Boson Hamiltonian does not have discrete eigenvalues because
the eigenvalues are no longer isolated from the rest of the spectrum. This is due to the free field Hamil-
tonian Hf and its spectrum σ(Hf ) = [0,∞). Thus we can not use regular perturbation theory in cases
where the model incorporates a quantized radiation field of massless particles. Such models are called
Pauli-Fierz models [42].
Much effort was put in proving existence and uniqueness of the ground state for Pauli-Fierz Hamiltoni-
ans, see [18, 19, 53, 60, 67, 76, 99, 127] and references therein. Moreover there was much progress in the
mathematical analysis of resonances [3, 21,22,46,77,123].
In addition in various situations it was proved that the ground state and the ground-state energy are
analytic functions of the coupling constant [1, 2, 66, 72, 74, 75]. In situations where such an analytic
expansion could not be achieved, asymptotic expansions have been proven up to arbitrary order in the
coupling constant [12,24–26,31,69].
In general, a lot of effort was put into developing mathematically rigorous results in spectral and
scattering theory for various models of quantum field theory. Properties like Compton scattering,
Rayleigh scattering, the limiting absorption principle and asymptotic completeness were investigated,
see [15, 32–34,38–40,47–50,54–56,58, 59, 73, 90, 103,107] and references therein. Note that the references
given in this section are not meant to be complete.
Some of the above mentioned results assume that the considered eigenvalues are non-degenerate. In the
special case of Spin-Boson models and with regard to results about analyticity of the ground state and
ground-state energy we remove the non-degeneracy condition in Chapter 4.
3.2 The operator-theoretic renormalization group method
Many of the statements mentioned at the end of the last section were proved using, at least partially,
operator-theoretic renormalization. The back-bone of this method is the Feshbach map. This map, which
is also called Schur complement in the finite-dimensional case, is derived from the Feshbach projection
method [51]. In the mathematical literature this method has many names. It is for example known
as a Grushin Problem [68], as Kreins formula [61, 95, 110] or the Livsic matrix theory [87, 102]. The
Feshbach map is a mathematical tool in spectral analysis and singular perturbation theory. In this
section we present a variant of it, the so-called smooth Feshbach-Schur map. Moreover we outline the
operator-theoretic renormalization group method.
3.2.1 The Feshbach map
Lets assume we have an operator A on some finite-dimensional Hilbert space Hfin and orthogonal pro-
jections P , P := 1 − P on Hfin. In the case, that PAP is invertible on PHfin we get, due to Schur’s
block-diagonalization, that A is invertible if and only if its Schur complement is invertible. The Schur
complement or Feshbach map is given by
FP (A) := PAP − PAP
(
PAP
)−1
PAP .
This map was used inter alia as a tool in analytic perturbation theory for operators on Hilbert spaces
and it was generalized by Bach, Fröhlich and Sigal [19,20], in the following way.
Let H be a separable Hilbert space and H0 be a closed operator that is densely defined on D ⊂ H. Choose
a bounded projection P = P 2 with RanP ⊆ D and such that H0 commutes with P . We want to stress
that P does not need to be orthogonal. Furthermore let W be an H0-bounded operator defined on D.
For H := H0 +W the Feshbach map is (formally) defined by
FP (H) :=PHP − PHP
(
PHP
)−1
PHP (3.3)
=PH0 + PWP − PWP
[
PH0 + PWP
]−1
PWP .
Under suitable assumptions FP (H) is a closed operator on PH that provides an isospectral map from
a class of operators on H into the operators on PH ⊆ H. Thus, FP (H) may pose a simpler spectral
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problem than the ‘full’ Hamiltonian H. The non-differentiability of the characteristic function that
defines the projection P is a source for potential difficulties [14, Remark 3.9]. Therefore we use the
smooth Feshbach(-Schur) map introduced in [14] and generalized in [65].
The smooth Feshbach-Schur map
Let χ and χ be commuting non-zero bounded operators, acting on a separable Hilbert space H and
satisfying χ2 + χ2 = 1.
Definition 3.2.1. A Feshbach pair (H,T ) for χ is a pair of closed operators with the same domain
H,T : D(H) = D(T ) ⊂ H → H
such that H,T,W := H − T , and the operators
Wχ := χWχ , Wχ := χWχ ,
Hχ := T +Wχ , Hχ := T +Wχ ,
defined on D(T ) satisfy the following assumptions
(a) χT ⊂ Tχ and χT ⊂ Tχ,
(b) T,Hχ : D(T ) ⊂ H → H are bijections with bounded inverse.
(c) χH−1χ χWχ : D(T ) ⊂ H → H is a bounded operator.
Given a Feshbach pair (H,T ) for χ, the operator
Fχ(H,T ) := Hχ − χWχH−1χ χWχ (3.4)
on D(T ) is called Feshbach map of H. The mapping (H,T ) ↦→ Fχ(H,T ) is called Feshbach map.
Definition 3.2.2. We call an operator A : D(A) ⊂ H → H bounded invertible in a subspace V ⊂ H, if
A : D(A) ∩ V → V is a bijection with bounded inverse.
Note that V is not necessarily closed in the above definition. Let (H,T ) be a Feshbach pair for χ. We
define the following auxiliary operators
Qχ := χ− χH−1χ χWχ , (3.5)
Q#χ := χ− χWχH−1χ χ .
The importance of these operators becomes apparent in Theorem 3.2.4 but first we take a closer look on
some of their properties.
Proposition 3.2.3. Qχ and Q#χ are bounded operators on D(T ) and Qχ leaves D(T ) invariant.
Proof. Since (H,T ) is a Feshbach pair for χ the operators H and T are closed on D(T ), conditions (a) and
(c) in Definition 3.2.1 are valid and by the domain assumptions we have RanχH−1χ χ ⊂ D(T ). Therefore
the operators H(χH−1χ χ) and T (χH
−1
χ χ) are well-defined and bounded operators on D(T ). Considering
W = H − T the operators Qχ and Q#χ are also well-defined and bounded on D(T ) and Qχ leaves D(T )
invariant.
Theorem 3.2.4 (Theorem 1, [65]). Let (H,T ) be a Feshbach pair for χ on a separable Hilbert space H.
Then the following holds
(a) Let V be a subspace with Ranχ ⊂ V ⊂ H,
T : D(T ) ∩ V → V, and χT−1χV ⊂ V.
Then H : D(H) ⊂ H → H is bounded invertible if and only if Fχ(H,T ) : D(T )∩V → V is bounded
invertible in V . Moreover,
H−1 = QχFχ(H,T )−1Q#χ + χH
−1
χ χ ,
Fχ(H,T )
−1 = χH−1χ+ χT−1χ .
3.2 The operator-theoretic renormalization group method 19
(b) χKerH ⊂ KerFχ(H,T ) and QχKerFχ(H,T ) ⊂ KerH. The mappings
χ : KerH → KerFχ(H,T ) , Qχ : KerFχ(H,T )→ KerH ,
are linear isomorphisms and inverse to each other.
Remark 3.2.5. Theorem 3.2.4 is a generalization of Theorem 2.1 in [14] to non-self-adjoint χ and χ.
Lemma 3.2.6 (Lemma 2, [65]). Let (H,T ) be a Feshbach pair for χ and let F := Fχ(H,T ), Q := Qχ,
Q# := Q#χ for simplicity. Then the following identities hold:
(a) (χH−1χ χ)H = 1−Qχ , on D(T ), H(χH−1χ χ) = 1− χQ# , on H,
(b) (χT−1χ)F = 1− χQ , on D(T ), F (χT−1χ) = 1−Q#χ , on H,
(c) HQ = χF , on D(T ), Q#H = Fχ , on D(T ).
Lemma 3.2.7 (Lemma 3, [65]). Conditions (a), (b) and (c) on Feshbach pairs are satisfied if
(a’) χT ⊂ Tχ and χT ⊂ Tχ ,
(b’) T is bounded invertible on Ranχ,
(c’) ∥T−1χWχ∥ < 1 and ∥χWT−1χ∥ < 1.
Remark 3.2.8. The special case, where χ = χ2 and χ = 1 − χ are projections is exactly the original
Feshbach map or Feshbach projection method used in [19,20] and stated in Eq. (3.3).
3.2.2 The operator-theoretic renormalization group method
In the following we want to understand the spectral behavior of a closed, possibly unbounded operator
H := T +W on some Hilbert space H. We assume that we have complete knowledge of the spectrum of
the closed operator T and that W is a perturbation of T defined on the entire domain of T . Moreover we
assume that (H,T ) is a Feshbach pair for some bounded operator χ on H. We set χ =
√
1− χ2. Using
the isospectrality property of the smooth Feshbach map
z ∈ σ(H) ⇐⇒ 0 ∈ σ(H − z) ⇐⇒ 0 ∈ σ(Fχ(H − z, T − z)) , (3.6)
which follows directly from Theorem 3.2.4, we can analyse the spectrum of H by studying the spectrum
of the Feshbach map
Fχ(H − z, T − z) = T − z +Wχ − χWχ(H − z)−1χ χWχ .
By choosing a suitable operator χ this can be a much more easier task. For example if Ranχ is finite
dimensional. Furthermore, under certain circumstances, we can iterate this procedure and get a limiting
Hamiltonian with a spectrum that is even simpler to analyse. Roughly said, this will be the case if
the relative size of the perturbation W decreases on every step compared to the iterated version of the
unperturbed operator T . We refer to Remark 3.3.8 and the related subsections in Chapter 4 for more
details. In context with the Feshbach map the following well-known theorem by Carl Neumann (1832-
1925) is often very useful. It can be used to expand the Feshbach map into an absolutely convergent
power series. Neumann proved a similar theorem for so-called Bessel functions in [109]. The theorem
below is stated for a bounded operator on some Banach space. Note that we slightly changed the notation
in contrast to the referenced version.
Theorem 3.2.9 (Neumann’s Theorem, [136]). Let T : B → B be a bounded linear operator on a
Banach space B. Suppose that ∥T∥ < 1. Then 1 − T has a unique bounded linear inverse (1 − T )−1
which is given by the Neumann series
(1− T )−1 =
∞∑
k=0
T k . (3.7)
This series is absolutely convergent in the sense that limN→∞
∑N
k=0 T
k converges in norm to (1− T )−1.
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The general strategy of the operator-theoretic renormalization group method
In the following we summaries the operator-theoretic renormalization group method based on the smooth
Feshbach-Schur map. In this form it was introduced by Bach et al. in [14].
Let H := Hat ⊗F be a Hilbert space, where Hat and F are defined as in Chapter 2. Let H, T be closed
operators on H and assume that W := H − T induces an interaction between the elements of the atomic
space Hat and the Fock space F .
The operator-theoretic renormalization group method consists of the following steps:
1. Prove that H and T are a Feshbach pair for a suitable non-zero bounded operator χρ, 0 < ρ ≤ 1.
2. Construction of an effective Hamiltonian H(1,ρ)g (z) (Initial Feshbach Step).
i) decimate degrees of freedom in the atomic space, i.e. apply a projection onto the eigenspace of
T corresponding to the eigenvalue for which we want to know the behavior under perturbation.
ii) decimation of photon degrees of freedom, i.e. restrict the Fock space to the spectral subspace
corresponding to photon energies less than ρ.
These two decimations are preformed using the Feshbach map Fχρ(H,T ) with suitably chosen
operator χρ, since it maps operators on a given space (the space on which χρ is defined) into
operators on Ranχρ.
Remark. The first and second step are intertwined since at some point we have to prove that (H,T )
are a Feshbach pair for χρ in order to justify the use of the Feshbach map in the construction of
the effective Hamiltonian.
3. Construction of a Banach space of integral kernels (wm,n)m,n∈N on which operators of the following
form are defined
T [Hf ] +W − E · 1Hred ,
where T is a continuously differentiable function with T [0] = 0 and T [Hf ] ∈ L(Hred),
W :=
∑
m+n≥1
Hm,n
with Hm,n(wm,n) ∈ L(Hred) and E ∈ C.
Remark. The reduced Fock space Hred is defined in Eq. (2.12). In Section 3.3 we construct the
Banach spaces of integral kernels that we use in Chapter 4.
4. Prove that the effective Hamiltonian H(1,ρ)g (z) is in a neighborhood of the free field Hamiltonian Hf
(Banach space estimate for the first Step).
Remark. This neighborhood is given in terms of a norm defined on the Banach spaces of integral
kernels constructed in the third step. More details are given in the related subsections in Chapter 4.
5. Iterate this procedure by applying the renormalization map Rρ.
The map Rρ is, loosely speaking, a composition of the Feshbach map and a scaling transformation.
Remark. Since we are already in a neighborhood of the free field Hamiltonian due to step 4 we can
iterate the Feshbach method such that the iterated Hamiltonians H(n+1,ρ)g (z) = RnρH(1,ρ)g (z) stay in
this neighborhood and ideally converge isospectral to a limiting Hamiltonian. Detailed explanations
when this happens and an exact definition of the map Rρ are given in the corresponding subsections
in Chapter 4.
6. Analyse the spectrum of the limiting Hamiltonian and extract useful informations on the spectrum
of the original Hamiltonian H.
Remark 3.2.10. This summary can be used as a guide through the sections in Chapter 4. For a more
thorough introduction to the operator-theoretic renormalization group method we refer the reader to [14].
3.3 Operator-valued integral kernels
In this section we construct Banach spaces of integral kernels that we use in Chapter 4 to control the renor-
malization transformation. Moreover, we give a precise meaning to field operators defined by operator-
valued integral kernels and define, for measurable operator-valued functions, a particular sesquilinear
form that determines uniquely a bounded linear operator. Furthermore, we state a generalized version
of Wick’s theorem and review some very useful technical auxiliaries.
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3.3.1 Banach spaces of integral kernels
In order to control the renormalization transformation, in particular proving its convergence, we introduce
Banach spaces of integral kernels. Since we want to treat degenerate situations in Chapter 4 we extend
the notation of integral kernels to matrix-valued integral kernels. Specifically, the Banach spaces which we
introduce below are a straightforward generalization of the spaces defined in [14] or [66]. A generalization
to matrix-valued integral kernels seems to be a canonical choice to accommodate degenerate situations.
We note that the choice of these spaces is not unique.
For d ∈ N we define the Banach space W [d]0,0 as the space of continuously differentiable matrix-valued
functions
W [d]0,0 := C1([0, 1];L(Cd))
with norm
∥w∥C1 := ∥w∥∞ + ∥w′∥∞ ,
where (·)′ stands for the derivative. Let B1 := {k ∈ R3 : |k| ≤ 1}. For a set A ⊂ R3 we write
A := A× {1, 2} ,
∫
A
dk :=
∑
λ=1,2
∫
A
d3k ,
where we recall the notation of Eq. (2.5). Moreover for m,n ∈ N we write
k(m) := (k1, ..., km) ∈ (R3 × {1, 2})m ,
k˜(n) := (k˜1, ..., k˜n) ∈ (R3 × {1, 2})n ,
K(m,n) := (k(m), k˜(n)) .
dk(m) := dk1 · · · dkm ,
dk˜(n) := dk˜1 · · · dk˜n ,
dK(m,n) := dk(m)dk˜(n) .
|k(m)| := |k1| · · · |km| ,
|k˜(n)| := |k˜1| · · · |k˜n| ,
|K(m,n)| := |k(m)||k˜(n)| .
Furthermore, we shall use
Σ[k(n)] :=
n∑
i=1
|ki| , Σ[k˜(m)] :=
m∑
i=1
|k˜i| .
For m,n ∈ N with m + n ≥ 1 and µ > 0 we denote by W [d]m,n the space of measurable functions
wm,n : B
m+n
1 → W [d]0,0 satisfying the following three properties.
(i) the wm,n are symmetric with respect to all permutations of the m arguments from Bm1 and the n
arguments from Bn1 , respectively.
(ii) for m+ n ≥ 1, we have wm,n(k(m), k˜(n))(r) = 0, provided r≥ 1−max(Σ[k(m)],Σ[k˜(n)]).
(iii) the following norm is finite
∥wm,n∥#µ := ∥wm,n∥µ + ∥∂rwm,n∥µ ,
where
∥wm,n∥µ :=
(∫
Bm+n1
∥wm,n(K(m,n))∥2∞
dK(m,n)
|K(m,n)|3+2µ
)1/2
.
Remark 3.3.1. The space W [d]m,n is given as the subspace of
L2
(
Bm+n,
dK(m,n)
|K(m,n)|3+2µ ;W
[d]
0,0
)
, (3.8)
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consisting of elements satisfying Conditions (i) and (ii) above. Note that the norm ∥ · ∥#µ is equivalent to
the natural norm of (3.8) (given by the theory of Banach space-valued Lp-functions), which is the norm
chosen in [66]. Moreover, we identify (3.8) as a subspace of L2
(
[0, 1]×Bm+n, dK(m,n)|K(m,n)|3+2µ ;L(Cd)
)
by
means of
wm,n(r, k
(m), k˜(n)) = wm,n(k
(m), k˜(n))(r) . (3.9)
Henceforth we use this identification without further comment. Furthermore, we remark that
∥w0,0∥C1 = ∥w0,0∥#µ ,
with the natural convention that for m = n = 0 the empty Cartesian product consists of a single point
and that there is no integration in that case.
For given ξ ∈ (0, 1) and µ > 0 we define the Banach space
W [d]ξ :=
⨁
m,n∈N0
W [d]m,n ,
with norm
∥w∥#µ,ξ := ∥w0,0∥C1 +
∑
m,n≥1
ξ−(m+n)∥wm,n∥#µ ,
for w = (wm,n)m,n∈N0 ∈ W [d]ξ .
Next we define a linear mapping H :W [d]ξ → L(Hred). In order to do this we use the notation
a∗(k(m)) :=
m∏
i=1
a∗(ki) , a(k˜(n)) :=
n∏
i=1
a(k˜i) .
If w ∈ W [d]0,0 we define H0,0(w) := w0,0(Hf ). For m + n ≥ 1 and wm,n ∈ W [d]m,n we define the following
operator on Hred
Hm,n(wm,n) := Pred
(∫
Bm+n1
a∗(k(m))wm,n(Hf ,K(m,n)) a(k˜(n))
dK(m,n)
|K(m,n)|1/2
)
Pred . (3.10)
The subsequent lemma is proven in [14, Theorem 3.1].
Lemma 3.3.2. Let µ > 0 and m,n ∈ N0 with m+ n ≥ 1. For wm,n ∈ W [d]m,n we have
∥Hm,n(wm,n)∥ ≤ ∥wm,n∥µ√
nnmm
. (3.11)
Using our notation above and the convention that pp := 1 for p = 0 it is trivial to extend this lemma to
the case m+ n = 0.
For sequences w = (wm,n)(m,n)∈N20 ∈ W
[d]
ξ we define the operator H(w) by the sum
H(w) :=
∑
m,n
Hm,n(wm,n) , (3.12)
where the sum converges in operator norm, which can be seen using Eq. (3.11).
Remark 3.3.3. The right hand side of Eq. (3.12) is said to be in Wick-ordered form. We note that this
is also called the generalized normal-ordered form of the operator H(w).
A proof of the following theorem can be found in [14] with a modification explained in [71].
Theorem 3.3.4. Let µ > 0 and 0 < ξ < 1. Then the map H :W [d]ξ → L(Hred) is injective and bounded.
For w ∈ W [d]ξ and for w˜ ∈ W [d]ξ with w˜0,0 = 0 we have
∥H(w)∥ ≤ ∥w∥#µ,ξ , ∥H(w˜)∥ ≤ ξ∥w˜∥#µ,ξ . (3.13)
At the end of this subsection we want to examine the renormalization process described in the fifth step
of the operator-theoretic renormalization group method. Such a renormalization involves a rescaling of
the energy. This rescaling is described by means of a dilation operator, which we shall now define.
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Definition 3.3.5. Let ρ > 0. We define the operator of dilation on the one particle sector by
Uρ : h→ h , (Uρφ)(k) = ρ3/2φ(ρk) ,
where we use the notation ρk := (ρk, λ). We define the operator of dilation on Fock space by
Γρ =
∞⨁
n=0
U⊗nρ ↾ F .
We define the mapping Sρ : L(F)→ L(F) called rescaling by dilation by
Sρ(A) := ρ
−1Γρ(A)Γ∗ρ . (3.14)
Remark 3.3.6. We note that by definition ΓρΩ = Ω. Moreover, one can show that
Γρ a
∗(k) Γ∗ρ = ρ
−3/2a∗(ρ−1k) , Γρ a(k) Γ∗ρ = ρ
−3/2a(ρ−1k) .
The subsequent lemma relates the scaling transformation to a scaling transformation of the integral
kernels. It is straightforward to verify using the substitution formula.
Lemma 3.3.7. For w ∈ W [d]ξ define the scaling transformation of the integral kernel by
sρ(wm,n)[r,K
(m,n)] := ρ(m+n)−1wm,n[ρr, ρK(m,n)] .
Then
Sρ(H(w)) = H(sρ(w)) .
Remark 3.3.8. For m+ n ≥ 1 one finds
∥sρ(wm,n)∥µ ≤ ρµ(m+n)∥wm,n∥µ .
This illustrates, that in every renormalization step the relative size ∥wm,n∥µ of the perturbative part,
m+n ≥ 1, of an integral kernel w ∈ W [d]ξ shrinks compared to the size of its unperturbed part ∥w0,0∥C1 .
3.3.2 Field operators, Pull-Through Formula and Wick’s theorem
We consider the Hilbert space H = Hat ⊗F consisting of a separable Hilbert space Hat and the bosonic
Fock Space F as defined in Chapter 2.
Field Operators Associated to Integral Kernels
In the following we give a precise meaning to field operators defined by operator-valued integral kernels.
Thereby we extend the definition of smeared annihilation and creation operators given in Section 2.2.
Let X := R3 × Z2 and k1, . . . , km+n ∈ X. For ψ ∈ F0 we have by Eq. (2.8),
[a(k1) · · · a(km)ψ](n) (km+1, ..., km+n) =
√
(m+ n)!
n!
ψ(m+n)(k1, ..., km+n) . (3.15)
Moreover, using Fubini’s theorem [117, Theorem I.21], it is elementary to see that the vector-valued
map (k1, ..., km) ↦→ a(k1) · · · a(km)ψ is an element of L2(Xm;F). For measurable functions wm,n on
(R3 × Z2)n+m with values in the linear operators of Hat we define the sesquilinear form∫
(R3×Z2)m+n
⟨
a(k(m))φ, wm,n(K
(m,n)) a(k˜(n))ψ
⟩ dK(m,n)
|K(m,n)|1/2 .
This form is defined for all φ and ψ in H, for which the integrand on the right hand side is integrable.
By the Riesz lemma [117, Theorem II.4], we obtain a densely defined linear operator, which can easily be
shown to be closable. We denote the closure of this operator by H(0)(wm,n). By adjusting the notation
this provides a precise definition of annihilation and creation operators for so-called coupling functions
G ∈ L2(R3 × Z2;L(Hat)). In particular we define the smeared annihilation and creation operators by
a(G) :=
∫
G∗(k)a(k)dk , a∗(G) :=
∫
G(k)a∗(k)dk . (3.16)
Note that this identification is similar to the one in Eq. (2.9). Likewise these operators satisfy the
canonical commutation relations (Eq. (2.4)). An abstract definition of these operators is given in the
subsequent remark.
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Remark 3.3.9. An element G of L2(R3×Z2;L(Hat)) defines a linear operator G : Hat → L2(R3×Z2;Hat)
by
(Gφ)(k) := G(k)φ, for φ ∈ Hat.
This operator is bounded with ∥G∥ ≤ ∥G∥2. Since L2(R3 × Z2;Hat) ∼= Hat ⊗ h, we can consider G as an
element of L(Hat,Hat ⊗ h) and hence L2(R3 × Z2;L(Hat)) as a subspace embedded in L(Hat,Hat ⊗ h).
For an operator G ∈ L(Hat,Hat ⊗ h) and vectors φ ∈ Hat, ψ ∈ Sn−1(⊗n−1h) the smeared creation
operator a∗(G) is defined as the closure in H of the linear operator given by
a∗(G)(φ⊗ ψ) := √nSn(Gφ⊗ ψ),
where the projection operator Sn was defined in Eq. (2.2). The annihilation operator a(G) is defined as
the adjoint of a∗(G).
In order to define field operators that depend on the free field energy we consider measurable functions
wm,n on R+ × (R3 × Z2)n+m with values in the linear operators of Hat. To such a function we associate
the sesquilinear form
qwm,n(φ,ψ) :=
∫
(R3×Z2)m+n
⟨
a(k(m))φ, wm,n(Hf ,K
(m,n)) a(k˜(n))ψ
⟩ dK(m,n)
|K(m,n)|1/2 ,
defined for all φ and ψ in H, for which the integrand on the right hand side is integrable. If the integral
kernel decays sufficiently fast as a function of the free field energy, the sesquilinear form defines a bounded
operator. To show this we use the following lemma and the identification in Eq. (3.9).
For a locally compact space Y we denote by C∞(Y ) the algebra of continuous functions vanishing at
infinity. That is the set of continuous functions f ∈ C(Y ) with the property that for any ϵ > 0, there is
a compact set Dϵ ⊂ Y such that |f(x)| < ϵ if x /∈ Dϵ.
Lemma 3.3.10. For measurable w : Xm+n → C∞([0,∞)), we define
wm,n2♯ := ∫
Xm+n
sup
r≥0
[wm,n(r,K(m,n))2 m∏
l=1
{
r +Σ[k(l)]
} n∏
l˜=1
{
r +Σ[k˜(l˜)]
}] dK(m,n)
|K(m,n)|2 .
Then for all φ,ψ ∈ H with finitely many particles
| qwm,n(φ,ψ) | ≤ ∥wm,n∥♯ ∥φ∥ ∥ψ∥ . (3.17)
In particular, if ∥wm,n∥♯ <∞, the form qwm,n determines uniquely a bounded linear operator Hm,n(wm,n)
such that
qwm,n(φ,ψ) = ⟨φ, H
(0)
m,n(wm,n)ψ⟩ ,
for all φ,ψ in H. Moreover we have ∥H(0)m,n(wm,n)∥ ≤ ∥wm,n∥♯.
Proof. We set P [k(n)] :=
∏n
l=1(Hf + Σ[k
(l)])1/2 and insert 1’s into the left hand side of Eq. (3.17) to
obtain the trivial identity
⏐⏐ qwm,n(φ,ψ) ⏐⏐ =
⏐⏐⏐⏐⏐
∫
Xm+n
⟨
P [k(m)]P [k(m)]−1|k(m)|1/2a(k(m))φ,wm,n(Hf ,K(m,n))
P [k˜(n)]P [k˜(n)]−1|k˜(n)|1/2a(k˜(n))ψ
⟩dK(m,n)
|K(m,n)|
⏐⏐⏐⏐⏐ .
The lemma now follows using the Cauchy-Schwarz inequality and the following well-known identity for
n ≥ 1 and ϕ ∈ F , ∫
Xn
⏐⏐k(n)⏐⏐  n∏
l=1
[
Hf +Σ[k
(l)]
]−1/2
a(k(n))ϕ
2 dk(n) = P⊥Ω ϕ2 , (3.18)
where P⊥Ω := 1−|Ω⟩⟨Ω| and the symbol |Ω⟩⟨Ω| denotes the orthogonal projection onto the vacuum vector.
A proof of Eq. (3.18) is given in [74, Appendix A]. The last statement of the lemma follows from the first
and the Riesz lemma [117, Theorem II.4].
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The Pull-Through Formula and elementary estimates
The subsequent lemma states the well-known Pull-Through Formula. It can be proved using Eq. (3.15).
For a detailed proof we refer to [20,74].
Lemma 3.3.11. Let f : R+ → C be a bounded measurable function. Then for all k ∈ R3 × Z2
f(Hf ) a
∗(k) = a∗(k) f(Hf + ω(k)) , a(k) f(Hf ) = f(Hf + ω(k)) a(k) .
In Chapter 4 we use the estimates from the following two lemmas on multiple occasions. They establish
elementary estimates for the annihilation and creation operators defined in Eq. (3.16).
Lemma 3.3.12. For G ∈ L2(R3 × Z2;L(Hat)) we have
∥ a(G)H−1/2f ∥ ≤ ∥ω−1/2G ∥ , (3.19)
∥ a∗(G) (Hf + 1)−1/2 ∥ ≤ ∥ (ω−1 + 1)1/2G ∥ .
A proof of this lemma is given in [19]. Since the proof nicely illustrates how the smeared annihilation and
creation operators can be estimated by the free field Hamiltonian we give a complete proof nevertheless.
Proof. We use the notation of Eq. (2.5). We set N :=
∫
a∗(k)a(k)dk and let ψ ∈ 1N≤nH for some n ∈ N.
In order to prove the first inequality we estimatea(G)ψ ≤ ∫ G(k) a(k)ψ dk
=
∫ G(k) |k|−1/2|k|1/2 a(k)ψ dk
≤
(∫
|k|a(k)ψ2dk)1/2(∫ |k|−1G(k)2dk)1/2
=
(∫
|k|−1G(k)2dk)1/2 H1/2f ψ .
To prove the second inequality we use the commutation relationsa∗(G)ψ2 = ⟨a∗(G)ψ, a∗(G)ψ⟩ = ⟨ψ, a(G) a∗(G)ψ⟩
= ⟨ψ, (a∗(G) a(G) + ∫ G(k)2dk)ψ⟩
≤
(∫
|k|−1G(k)2dk)H1/2f ψ2 + ∫ G(k)2dk∥ψ∥2 .
Lemma 3.3.13. For G ∈ L2(R3 × Z2;L(Hat)) and r ∈ R+ we have the following estimate
a(G)1Hf≤r ≤
(∫
|k|≤r
∥G(k)∥2
|k| dk
)1/2
r1/2 . (3.20)
Proof. We obtain this through the following estimate
∥a(G)1Hf≤r∥ = ∥a
(
G1|k|≤r
)
H
−1/2
f H
1/2
f 1Hf≤r∥
≤ ∥a(G1|k|≤r)H−1/2f ∥∥H1/2f 1Hf≤r∥
≤
(∫
|k|≤r
∥G(k)∥2
|k| dk
)1/2
r1/2 .
Generalized Wick’s theorem
For m,n ∈ N0 let Mm,n denote the space of measurable functions on R+ × (R3 ×Z2)m+n with values in
the linear operators on Hat. Let
M =
⨁
m+n=1
Mm,n .
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Then we define for w ∈M the operator
W [w] :=
∑
m+n=1
H
(0)
m,n(w) . (3.21)
In the case that w ∈ W [d]ξ we define, according to (3.12),
W [w] :=
∑
m,n∈N0
Hm,n(w) . (3.22)
The following theorem is from [20]. It is a generalization of Wick’s theorem [133].
Theorem 3.3.14 (Generalized Wick’s theorem). Let w ∈ M or w ∈ W [d]ξ and let F0, F1, ..., FL ∈ M0,0
resp. F0, F1, ..., FL∈ W [d]0,0. Then as a formal identity
F0(Hf )W [w]F1(Hf )W [w] · · ·W [w]FL−1(Hf )W [w]FL(Hf ) = H(w˜(sym)) ,
where w˜(sym) is the symmetrization with respect to k(M) and k˜(N) of
w˜M,N (r;K
(M,N)) =
∑
m1+...+mL=M
n1+...+nL=N
∑
p1,q1...,pL,qL:
ml+pl+nl+ql≥0
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
× F0(r + r˜0)⟨Ω,
L−1∏
l=1
{
Wml,nlpl,ql [w](r + rl;K
(ml,nl)
l )Fl(Hf + r + r˜l)
}
×WmL,nLpL,qL [w](r + rL;K(mL,nL)L )Ω⟩FL(r + r˜L) ,
with
K(M,N) := (K
(m1,n1)
1 , . . . ,K
(mL,nL)
L ) , K
(ml,nl)
l := (k
(ml)
l , k˜
(nl)
l ) ,
rl := Σ[k˜
(n1)
1 ] + · · ·+Σ[k˜(nl−1)l−1 ] + Σ[k(ml+1)l+1 ] + · · ·+Σ[k(mL)L ] ,
r˜l := Σ[k˜
(n1)
1 ] + · · ·+Σ[k˜(nl)l ] + Σ[k(ml+1)l+1 ] + · · ·+Σ[k(mL)L ] . (3.23)
Moreover, if W [w] is given by Eq. (3.21) we have
Wml,nlpl,ql [w]( · ;K
(ml,nl)
l ) =
∫
(R3×Z2)pl+ql
a∗(x(pl))wml+pl,nl+ql [k
(ml), x(pl), k˜(nl), x˜(ql)] a(x˜(ql))
dX(pl,ql)
|X(pl,ql)|1/2 ,
and in case of Eq. (3.22) we have
Wml,nlpl,ql [w](r;K
(ml,nl)
l )
= 1[0,1](Hf )
∫
B
pl+ql
1
a∗(x(pl))wml+pl,nl+ql [Hf + r, k
(ml), x(pl), k˜(nl), x˜(ql)] a(x˜(ql))
dX(pl,ql)
|X(pl,ql)|1/2 1[0,1](Hf ) .
A proof of the generalized Wick’s theorem is given in [20]. We note that the proof is essentially the same
as the proofs of Theorem 3.6 in [14] and Theorem 7.2 in [74]. The above choices forWml,nlpl,ql [w](r;K
(ml,nl)
l )
become reasonable in Chapter 4.
4 Degenerate perturbation theory
Low-energy phenomena of quantum mechanical matter interacting with a quantized field of massless
particles have been mathematically investigated extensively. We refer the interested reader to [128]
to get a read on this. Moreover there exists extensive, mathematically rigorous literature on physical
properties like the existence of ground state and resonances, dispersion relations, asymptotic completeness
and much more. We refer the reader to Chapter 3 for a collection of references. Some of these results
were proved using the method of operator-theoretic renormalization (Subsection 3.2). However, the
application of this method usually requires that the unperturbed eigenstate is non-degenerate, i.e. the
projection onto the corresponding eigenspace is a rank-one operator. Especially analyticity results for
the ground state and resonances make use of this assumption. In this chapter we consider cases where
we permit degeneracy. In particular we look at two distinct cases. A degeneracy can be caused by a
set of symmetries which act irreducibly on the eigenspace of the ground-state eigenvalue. H.A. Kramers
discovered this kind of degeneracy in the energy levels of a quantum mechanical systems with an odd total
number of fermions [94]. If the irreducibility assumptions are not met, the eigenspace of the degenerate
eigenvalue is expected to split up at higher order in perturbation theory. This is motivated by physics
where the phenomenon is known as Lamb shift [97]. In Section 4.1 we consider the special case that
the degeneracy is lifted at second order in formal perturbation theory once an interaction is turned on.
In Section 4.2 we study the situation where the degeneracy is caused by a symmetry. To keep notation
simple we treat only the ground state. However we expect that resonances can be treated by the same
ideas as used in the Sections 4.1 and 4.2 with additional notational complexity. We note that degenerate
situations do occur in physically realistic models [6]. Moreover it is natural to assume that, if there
exists a representation of the set of symmetries that acts reducible on an eigenspace of the Hamiltonian,
then the degeneracy of the eigenstate is lifted by higher order perturbation theory up to the point where
symmetries of the underlying system act irreducibly on the remaining eigenspace. In Section 4.3 we study
a specific example of a quantum mechanical system that exhibits a degenerate ground state due to an
intrinsic symmetry of the considered system. We use the result of Section 4.2 to show that the ground
states and the ground-state eigenvalue are nevertheless real-analytic function of the coupling constant.
4.1 Second order split-up for the Spin-Boson model
In this section we extend operator-theoretic renormalization to situations where the unperturbed eigen-
value is degenerate and the degeneracy is lifted after the interaction is turned on. To keep notation simple
we restrict our analysis to the ground state of the system.
More precisely, we consider a quantum mechanical atomic system described by a Hamilton operator acting
on a Hilbert space. We call this Hilbert space the atomic space and we assume that it is finite-dimensional.
We expect that this assumption is not essential and can be relaxed. We assume that the atomic system
interacts with a quantized field of massless bosons by means of a linear coupling. Moreover, we assume
that the interaction satisfies a mild infrared condition, which is needed for the renormalization analysis to
converge. Furthermore, we assume that the Hamiltonian of the atomic system has a degenerate ground
state, that is lifted by formal second order perturbation theory in the coupling constant. Note that first
order perturbation theory does not affect the ground-state energy for the class of models we consider.
In particular we use a generalized Spin-Boson Hamiltonian to describe the total energy of the coupled
system. We show that the ground state of this operator exists for small values of the coupling constant,
a result already known in the literature [60, 67, 99, 127]. Furthermore, we show that the ground-state
projection as well as the ground-state energy are analytic as a function of the coupling constant in an
open cone with apex at the origin. This result was published in [78] and it is in contrast to non-degenerate
situations, where it has been shown that the ground-state projection and the ground-state energy are
analytic functions of the coupling constant [66]. We do not assume that this is an artefact of our proof. In
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fact, we conjecture that in the degenerate case the ground-state projection and possibly the ground-state
energy can be non-analytic in a neighborhood of zero. We note that non-analyticity in the fine-structure
constant for a hydrogen atom that is minimally coupled to the quantized electromagnetic field was shown
in [25].
Remark 4.1.1. Although we do not obtain analyticity in a neighborhood of zero, analyticity in a cone
is of interest in its own right. It is for example a necessary ingredient to show Borel summability.
Borel summability methods permit to recover a function from its asymptotic expansion. An asymptotic
expansion is an approximation that is in some sense still good enough to recover, under specific conditions
and using certain methods, the original function (cf. Remark 4.1.27). Such an asymptotic expansion may
for example be obtained using the techniques employed in [12,16,17,31,69]. It is worth mentioning that
we study the method presented in [31] in Chapter 5.
4.1.1 Definition of the model and statement of result
We consider the following model. Let the atomic Hilbert space be modeled by
Hat := CN
equipped with the standard scalar product. The Hilbert space of the total system is given by
H := Hat ⊗F ,
where F is the bosonic Fock space which was defined in Chapter 2. We use the notation given in Eq. (2.5)
and denote again by a∗(k) and a(k) the operator-valued distributions satisfying canonical commutation
relations. Note that these distributions are sometimes called the usual creation and annihilation operators.
As in Chapter 2 we define the free field Hamiltonian by
Hf :=
∫
ω(k) a∗(k) a(k)dk , (4.1)
where it is again given in the sense of forms. Moreover, we assume that Hat ∈ L(Hat) is self-adjoint. For
g ∈ C we study the following Spin-Boson Hamiltonian
Hg := Hat +Hf + gW , (4.2)
where the interaction is given by
W = a∗(ω−1/2G) + a(ω−1/2G) . (4.3)
We note that W is infinitesimally bounded with respect to Hf if ω−1G, G ∈ L2(R3 × Z2;L(Hat)). For a
formal definition of the smeared annihilation and creation operators we refer the reader to Section 3.3.
Let ϵat denote the ground-state eigenvalue of the operator Hat, and let Pat denote the projection onto
the eigenspace of Hat with eigenvalue ϵat. Moreover we set P at := 1− Pat and define
Zat := −
∫
PatG
∗(k)
[
Pat
|k| +
P at
Hat − ϵat + |k|
]
G(k)Pat
dk
ω(k)
↾ RanPat , (4.4)
which is a self-adjoint mapping on the ground-state space of Hat. For r > 0 we denote the open disk in
the complex plane by
Dr := {z ∈ C : |z| < r} .
Recall that L(Hat) is equipped with the operator norm (cf. Definition 2.1.1), which we denote by ∥ · ∥
hereinafter. For the renormalization analysis to be applicable we need an infrared condition. Therefore
we define for µ > 0 the following space of measurable, operator-valued functions
L2µ(R3 × Z2;L(Hat)) := {G : R3 × Z2 → L(Hat) : G measurable , ∥G∥µ <∞},
where we set
∥G∥µ :=
∫ (
1
|k|3+2µ + 1
)
∥G(k)∥2dk . (4.5)
Now we can state the main theorem of this section.
4.1 Second order split-up for the Spin-Boson model 29
Theorem 4.1.2. Let µ > 0. Suppose G ∈ L2µ(R3×Z2;L(Hat)) and let Hg be given by Eq. (4.2). Let ϵ(2)at
denote the smallest eigenvalue of Zat and assume that ϵ
(2)
at is simple. Moreover let 0 < δ0 < π/2, and let
Sδ0 := {z ∈ C : |arg(z)| < δ0 or |arg(−z)| < δ0} .
Then there exists a g0 > 0 such that for all g ∈ Dg0 ∩ Sδ0 the operator Hg has an eigenvector ψg and an
eigenvalue Eg such that
Eg = ϵat + g
2ϵ
(2)
at + o(|g|2) . (4.6)
The eigenvalue and eigenprojection are continuous on Sδ0 ∩Dg0 and analytic in the interior of Sδ0 ∩Dg0 .
Furthermore for real g the number Eg is the infimum of the spectrum of Hg.
Remark 4.1.3. Let PΩ denote the projection onto the vacuum vector Ω. Then we have
Zat ≃ −(Pat ⊗ PΩ)W (H0 − ϵat)−1W (Pat ⊗ PΩ) ↾ RanPat ⊗ PΩ , (4.7)
which is exactly the second order energy correction in formal perturbation theory [115].
Remark 4.1.4. In Chapter 2 we defined the number operator N := dΓ(1). As a quadratic form it can
be represented by N =
∫
a∗(k)a(k)dk. Moreover we get the following relation (−1)NHg(−1)N = H−g.
Therefore the eigenvalues of Hg do not depend on the sign of g. Moreover, if the eigenvalues happen to
have an asymptotic expansion, this expansion cannot depend on odd powers of g.
The remaining parts of this section are devoted to the proof of Theorem 4.1.2. As was mentioned before
the proof is based on operator-theoretic renormalization. For an overview on this method we refer the
reader to Section 3.2. To prove the theorem we need to have control on the degeneracy. Therefore we
perform two Feshbach projections before we initiate the renormalization procedure. The first Feshbach
projection projects onto the spectral subspace of field energies between zero and ρ0. With it we can
control the resolvent in a neighborhood of the unperturbed ground-state energy. The second Feshbach
projection projects onto the spectral subspace of even smaller field energies between zero and ρ0ρ1. This
allows us to resolve the degeneracy. In the proof we choose ρ0 larger than |g| but ρ0ρ1 smaller than |g|2.
More precisely, we show the following.
For any ρ0 > 0 there exists a ρ1 > 0 and positive numbers g−(ρ0), g+(ρ0) with g−(ρ0) < g+(ρ0), uniformly
in the model parameters, such that for all coupling constants g in a sectorial region of the complex plane
with
g−(ρ0) < |g| < g+(ρ0) (4.8)
both Feshbach projections are isospectral and respect necessary Banach space estimates needed for
operator-theoretic renormalization to be applicable. Such a sectorial region is depicted in Figure 4.1.
By invoking an analyticity result of Griesemer and Hasler [66], we obtain analyticity of the ground state
and ground-state energy for g in such a sectorial region. Moreover, we show that we can choose g−(ρ0)
such that g−(ρ0)→ 0 as ρ0 → 0. Note that at the same time g+(ρ0)→ 0. But this is no problem as long
as g−(ρ0) < g+(ρ0). Hence the analyticity in a cone with apex at the origin follows as ρ0 tends to zero.
Remark 4.1.5. Degeneracies which are formally lifted at higher than second order should be treatable
similarly by performing several initial Feshbach projections where the energy cutoffs as well depend on
the coupling constant.
The remainder of this section is organized as follows. In Subsection 4.1.2 we define a first Feshbach pro-
jection with parameter ρ0 and prove a Feshbach pair criterion, which establishes isospectrality. For more
details on this we refer to Section 3.2. Then we make use of the Banach spaces of matrix-valued integral
kernels introduced in Section 3.3. More precisely in Subsection 4.1.3 we show that the first Feshbach
operator lies in a suitable neighborhood of the free field energy with respect to the norms introduced in
Subsection 3.3.1. In Subsection 4.1.4 we define the second Feshbach projection with parameter ρ1. We
establish necessary estimates that we use in a later subsection to show the Feshbach pair criterion for
the second step. We note that in order for these estimates, in particular Lemma 4.1.17, to hold we need
that the coupling constant lies in a cone. We conclude the subsection with an abstract Feshbach pair
criterion. In Subsection 4.1.5 we prove an abstract Banach space estimate for the second Feshbach step.
We need this estimate later to show that the second Feshbach operator lies in a suitable neighborhood of
the free field energy. Subsection 4.1.6 is devoted to the proof of the main result (Theorem 4.1.2). More
precisely we use the abstract results of the previous two subsections and choose ρ1 as a function of ρ0. We
make this choice such that the second Feshbach projection satisfies the abstract Feshbach pair criterion,
establishing isospectrality, and such that the second Feshbach operator lies in a suitable neighborhood of
the free field energy, allowing us to apply the analyticity result [66]. Furthermore, the situation illustrated
in Figure 4.1 together with Eq. (4.8) is rigorously justified (cf. Eq. (4.82)).
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Figure 4.1: For fixed ρ0 > 0, the ground state and the ground-state energy are analytic functions of the
coupling constant in the shaded region.
4.1.2 Initial Feshbach step
In this subsection we define the initial Feshbach operator. Without loss of generality we assume that the
distance of ϵat from the rest of the spectrum of Hat is 1, i.e.,
dat := inf σ(Hat \ {ϵat})− ϵat = 1 . (4.9)
This can always be achieved by a suitable scaling. We show that for z in a neighborhood of ϵat and for
|g| sufficiently small, the operators Hg − z and H0 − z are a Feshbach pair for a generalized projection.
We fix two functions χ and χ in C∞(R; [0, 1]) satisfying χ2 + χ2 = 1 and
χ(r) =
{
1 , if r ≤ 34 ,
0 , if r ≥ 1 .
For ρ > 0 we define operator-valued functions
χ(0)ρ (r) := Pat ⊗ χ(r/ρ) , χ(0)ρ (r) := P at ⊗ 1+ Pat ⊗ χ(r/ρ) ,
and by means of the spectral theorem we define the following linear operators on H,
χ(0)ρ := χ
(0)
ρ (Hf ) , χ
(0)
ρ := χ
(0)
ρ (Hf ) .
It is easily verified that (χ(0)ρ )
2
+ (χ(0)ρ )
2
= 1.
The following theorem provides us with conditions for which we can define the initial Feshbach operator.
Theorem 4.1.6 (Feshbach pair criterion for 1st iteration).
Let 0 < ρ ≤ 1/4, z ∈ Dρ/2(ϵat) and ω−1/2G ∈ L2(R3 × Z2;L(Hat)). The operators Hg − z and H0 − z
are a Feshbach pair for χ(0)ρ , if
|g| < ρ
1/2
10∥ω−1G∥ . (4.10)
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Furthermore one has the absolutely convergent expansion
F
χ
(0)
ρ0
(Hg − z,H0 − z) = Hat − z +Hf +
∞∑
L=1
(−1)L−1χ(0)ρ gW
(
(χ(0)ρ )
2
H0 − z gW
)L−1
χ(0)ρ . (4.11)
We now want to provide a proof of Theorem 4.1.6. For this we make use of the following two lemmas.
Lemma 4.1.7. Let ρ ≥ 0. Then for G ∈ L2(R3 × Z2;L(Hat)) we have(Hf + ρ)−1/2[a(G) + a∗(G)](Hf + ρ)−1/2 ≤ 2 ∥ω−1/2G∥ ρ−1/2.
Proof. This assertion follows from Eq. (3.19) in Lemma 3.3.12. Especially we get for r ≥ 0 the following
estimate for the annihilation operator(Hf + r)−1/2a(G)(Hf + r)−1/2 ≤ (Hf + r)−1/2a(G)H−1/2f H1/2f (Hf + r)−1/2
≤ r−1/2∥ω−1/2G∥ .
Analogously we achieve the corresponding expression involving a creation operator.
Lemma 4.1.8. Let 0 < ρ ≤ 1/4 and z ∈ Dρ/2(ϵat). The operator H0 − z is invertible on the range of
χ(0)ρ and we have the bound (H0 − z)−1 ↾ Ranχ(0)ρ  ≤ 4ρ , (4.12)
and for all τ ≥ 0 the bound(Hf + τ)1/2(H0 − z)−1(Hf + τ)1/2 ↾ Ranχ(0)ρ  ≤ 1 + 4τρ . (4.13)
Proof. We start by proving that H0 − z is bounded invertible on the range of χ(0)ρ . First we consider a
normalized ψ ∈ Ran(Pat ⊗ χ(Hf/ρ)). It follows that
∥(H0 − z)ψ∥ ≥ inf r≥ 34ρ |ϵat + r − z| ≥ (3/4− 1/2)ρ =
ρ
4
.
Now we consider a normalized ψ ∈ Ran(P at ⊗ 1) and get that
∥(H0 − z)ψ∥ ≥ inf r≥0∥
(
HatP at + r − z
)
ψ∥
≥ inf r≥0∥
(
HatP at − ϵat + r
)
ψ∥ − |z − ϵat|
≥ 1− ρ/2 .
Thus from the above two inequalities it follows that H0 − z is bounded invertible on the range of χ(0)ρ .
Moreover we directly see that the bound (4.12) holds. In order to prove the second bound we use the
following estimates
∥(Hf + τ)1/2(H0 − z)−1(Hf + τ)1/2 ↾ Ran(Pat ⊗ χ(Hf/ρ))∥ = sup
r≥ 34ρ
⏐⏐⏐⏐ r + τϵat + r − z
⏐⏐⏐⏐
≤ 1 +
⏐⏐⏐⏐ τ(3/4− 1/2)ρ
⏐⏐⏐⏐
≤ 1 + 4τ
ρ
,
and if we set E1 := inf
(
σ(Hat) \ {ϵat}
)
(Hf + τ)1/2(H0 − z)−1(Hf + τ)1/2 ↾ Ran(P at ⊗ 1) = sup
r≥0
sup
λ∈σ(Hat)\{ϵat}
⏐⏐⏐⏐ r + τλ+ r − z
⏐⏐⏐⏐
≤ sup
r≥0
⏐⏐⏐⏐ r + τE1 − ϵat − ρ/2 + r
⏐⏐⏐⏐
≤ 1 + τ
1− ρ/2 .
These estimates confirm the bound (4.13).
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Proof of Theorem 4.1.6. We begin by verifying that H0 and Hg are closed operators on the same domain.
Since Hat is closed on Hat and Hf is closed on D(Hf ) it follows that
H0 = Hat ⊗ 1F + 1Hat ⊗Hf
is closed on D(H0) := Hat⊗D(Hf ). Therefore Hg = H0+gW is closed on D(H0) provided the interaction
operator W is infinitesimally bounded with respect to H0. Using Lemma 4.1.8 and Lemma 4.1.7 this
is easy to see. Since from the proof of Lemma 4.1.8 we deduce that w := z − 1 is in the resolvent set
of H0 for arbitrary z ∈ Dρ/2(ϵat). Hence Hf (H0 − w)−1 is a bounded operator on D(H0). Now, using
Eq. (4.13) and Lemma 4.1.7, we obtain for all φ ∈ D(H0) that W is infinitesimally bounded with respect
to H0. Thus Hg is closed on D(H0). Furthermore we additionally proved in Lemma 4.1.8 that H0 is
bounded invertible on Ranχ(0)ρ . Moreover we note that Hf and H0 leave the range of χ
(0)
ρ invariant and
that (Hf + τ)1/2 is bounded invertible on the range of χ(0)ρ . In order to prove the bounded invertibility
of H0 − z + gχ(0)ρ Wχ(0)ρ we use again Lemmas 4.1.7 and 4.1.8. More precisely we define
A(z, τ) := (Hf + τ)
−1/2(H0 − z)(Hf + τ)−1/2 ,
B(z, τ, ρ) := (Hf + τ)
−1/2χ(0)ρ Wχ
(0)
ρ (Hf + τ)
−1/2 ,
and use the identity(
H0 − z + gχ(0)ρ Wχ(0)ρ
)
↾ Ranχ(0)ρ
= (Hf + τ)
1/2
[
A(z, τ) + gB(z, τ, ρ)
]
(Hf + τ)
1/2 ↾ Ranχ(0)ρ
= (Hf + τ)
1/2A(z, τ)
[
1 + gA(z, τ)−1B(z, τ, ρ)
]
(Hf + τ)
1/2 ↾ Ranχ(0)ρ .
We see that the bounded invertibility follows from Neumann’s Theorem (Theorem 3.2.9) provided
∥gA(z, τ)−1B(z, τ, ρ)∥ < 1 .
Now applying Lemma 4.1.7, where we note that χ(0)ρ commutes with Hf , and using the bound (4.13) of
Lemma 4.1.8, we obtain gA(z, τ)−1B(z, τ, ρ) ≤ |g|(1 + 4τ
ρ
)
2 ∥ω−1G∥ τ−1/2 .
Thus, if we choose τ = ρ, we have proved the theorem.
4.1.3 Banach space estimate for the first step
In Subsection 4.1.2 we showed that the operators Hg−z , H0−z are a Feshbach pair for χ(0)ρ , provided the
coupling constant is in a sufficiently small neighborhood of zero and the spectral parameter is sufficiently
close to the unperturbed ground-state energy. In particular, if the assumptions of Theorem 4.1.6 hold,
we can define the operator
H(1,ρ)g (z) := Sρ
(
F
χ
(0)
ρ
(Hg − z,H0 − z)
)
, (4.14)
which we call the first Feshbach operator. The goal of this subsection is to show that the first Feshbach
operator is close to the free field energy. The distance is measured in terms of the norms introduced in
the Section 3.3. More precisely, we define the following neighborhoods of the free field energy. For given
α, β, γ ∈ R+ we define B[d](α, β, γ) ⊂ H(W [d]ξ ) by
B[d](α, β, γ) :=
{
H(w) : ∥w0,0(0)∥ ≤ α, ∥w′0,0 − 1∥∞ ≤ β, ∥w − w0,0∥#µ,ξ ≤ γ
}
, (4.15)
where w ∈ W [d]ξ and we refer to Subsection 3.3.1 for detailed definitions of the occuring norms and spaces.
We denote the dimension of the space of ground states of Hat by
d0 := dim(RanPat) .
Moreover, we introduce the following global constants which we use in various estimates
CF := 10∥χ′∥∞ + 20 , (4.16)
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CˆF := 20 . (4.17)
For the renormalization analysis to be applicable, we need a stronger infrared condition. This condition
is expressed in terms of the norm ∥ · ∥µ defined in Eq. (4.5). As a direct consequence of that definition
we have Gω
 ≤ ∥G∥µ . (4.18)
This inequality shows that the criterion for the Feshbach pair property obtained in Theorem 4.1.6 can
be expressed in terms of ∥G∥µ. Now we can state the main theorem of this subsection.
Theorem 4.1.9 (Banach space estimate for 1st Feshbach operator).
Let G ∈ L2µ(R3 × Z2;L(Hat)), and 0 < ξ < 1. Then there exist constants C1, C2, C3, such that, if
0 < ρ < 1/4, z ∈ Dρ/2(ϵat) and
|g| < C0ρ1/2 , where C0 := 1
8 ξ−1 CF ∥G∥µ , (4.19)
the pair of operators (Hg − z,H0 − z) is a Feshbach pair for χ(0)ρ , and
H(1,ρ)g (z)− ρ−1(ϵat − z) ∈ B[d0](α0, β0, γ0) ,
for
α0 = C1 |g|2ρ−1 , β0 = C2 |g|2ρ−1 , γ0 = C3 ρµ(|g|+ ρ−1|g|2 + ρ−2|g|3) .
Remark 4.1.10. The explicit form of the constants C1, C2, and C3 can be read off from the Inequalities
(4.41)–(4.43) which are obtained in the proof of the theorem. Note that only C3 depends on ξ.
The remaining part of this subsection is devoted to the proof of Theorem 4.1.9. First observe that, in
view of Ineq. (4.18) and Eq. (4.16), Assumption (4.19) implies the Assumption (4.10) of Theorem 4.1.6.
Hence (Hg − z,H0 − z) is a Feshbach pair for χ(0)ρ provided g lies in a neighborhood of zero and z in a
neighborhood of the unperturbed ground-state energy. Moreover we can expand the resolvent in the first
Feshbach operator in an absolutely convergent Neumann series, cf. Eq. (4.11). Using the Pull-Through
Formula (Lemma 3.3.11) and applying the generalized Wick’s theorem (Theorem 3.3.14) we then put this
series into normal order. But before we do that we first introduce an alternative notation for our original
Hamiltonian. For this we define
w
(0)
g,0,0(z)(r) := Hat − z + r ,
w
(0)
g,1,0(z)(r, k) := g G(k) , (4.20)
w
(0)
g,0,1(z)(r, k˜) := g G
∗(k˜) .
We set w(0)g := (w
(0)
g,m,n)0≤m+n≤1 and use the notation
H
(0)
m,n(wm,n) :=
∫
Am+n
a∗(k(m)) wm,n(Hf ,K(m,n)) a(k˜(n))
dK(m,n)
|K(m,n)|1/2 . (4.21)
We note that this expression is analogous to Eq. (3.10), apart from the fact that the domain of integration
is different and there are no projections onto the reduced Fock space Hred. In order to highlight these
differences we use a superscript zeroth order. In the new notation the interaction (4.3) reads
gW = H
(0)
1,0(w
(0)
g,1,0) +H
(0)
0,1(w
(0)
g,0,1) . (4.22)
For the bookkeeping of the terms in the Neumann expansion we introduce the following multi-indices for
L ∈ N,
m := (m1, ...,mL) ∈ NL0 ,
|m| := m1 + · · ·+mL ,
0 := (0, ..., 0) ∈ NL0 .
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Now inserting the alternative expression for the interaction, Eq. (4.22), into the convergent Neumann
Series (4.11), and using the generalized Wick’s theorem (Theorem 3.3.14) we obtain a sum of terms of
the form
V (0,ρ)m,p,n,q[w](r,K
(|m|,|n|)) (4.23)
:= (Pat ⊗ PΩ)F (0,ρ)0 [w](Hf + ρ(r + r˜0))
L∏
l=1
{
W
(0)ml,nl
pl,ql
[w](ρK(ml,nl))F
(0,ρ)
l [w](Hf + ρ(r + r˜l))
}
(Pat ⊗ PΩ) ,
where the definition of r˜l is given in Eq. (3.23), and where we used the following definitions
W
(0)m,n
p,q [w](K
(m,n)) :=
∫
(R3×{1,2})p+q
a∗(x(p))wm+p,n+q[k(m), x(p), k˜(n), x˜(q)] a(x˜(q))
dX(p,q)
|X(p,q)|1/2 , (4.24)
F
(0,ρ)
l [w](r) = F
(0,ρ)[w](r) :=
(χ(0)ρ )
2
(r)
w0,0(r)
, for l = 1, ..., L− 1 ,
F
(0,ρ)
0 [w](r) = F
(0,ρ)
L [w](r) := χ(r/ρ) .
We use the natural convention that there is no integration if p = q = 0 and that the argument K(m,n) is
dropped if m = n = 0. Note that the appearance of the ρ’s in the arguments on the right hand side of
Eq. (4.23) is due to the scaling transformation Sρ in Eq. (4.14). Thus we have shown the algebraic part
of the following result.
Proposition 4.1.11. Suppose the assumptions of Theorem 4.1.6 hold, i.e., let 0 < ρ ≤ 14 , z ∈ Dρ/2(ϵat)
and Eq. (4.10) is satisfied. Define
wˆ
(1,ρ)
g,0,0(z)(r) := ρ
−1
⎛⎝ϵat − z + ρr + ∞∑
L=2
(−1)L+1
∑
p,q∈NL0 :pl+ql=1
V
(0,ρ)
0,p,0,q[w
(0)
g (z)](r)
⎞⎠ , (4.25)
and for M,N ∈ N0 with M +N ≥ 1 define
wˆ
(1,ρ)
g,M,N (z)(r,K
(M,N)) (4.26)
:=
∞∑
L=1
(−1)L+1ρM+N−1
∑
m,p,n,q∈NL0 :
|m|=M,|n|=N,
ml+pl+ql+nl=1
V (0,ρ)m,p,n,q[w
(0)
g (z)](r,K
(M,N)) .
Assume that the right hand sides converge with respect to the norm ∥ · ∥#µ,ξ for some µ > 0 and ξ ∈ (0, 1).
Then for the symmetrization w(1,ρ)g (z) := [wˆ
(1,ρ)
g (z)]sym we have
H(1,ρ)g (z) = H(w
(1,ρ)
g (z)) .
Proof. Let wˆ(1,ρ,L0)g be defined as the integral kernel obtained by the right hand sides of Eq. (4.25) and
(4.26), if we sum L only up to L0. Then by the absolute convergence of the Neumann Series (4.11) and
an application of the generalized Wick’s theorem (Theorem 3.3.14) as discussed above, we find
H(1,ρ)g (z) = lim
L0→∞
H(wˆ(1,ρ,L0)g ) .
A detailed description of how to obtain the integral kernels is given in [66, Appendix A], we refer also
to [14, Theorem 3.7]. The assumption that the right hand sides of Eq. (4.25) and (4.26) converge with
respect to the norm ∥ · ∥#µ,ξ implies in view of Theorem 3.3.4 that
lim
L0→∞
H(wˆ(1,ρ,L0)g ) = lim
L0→∞
H([wˆ(1,ρ,L0)g ]
sym)
= H( lim
L0→∞
[wˆ(1,ρ,L0)g ]
sym) = H(w(1,ρ)g (z)) .
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Our next goal is to show Inequalities (4.41), (4.42), and (4.43), below. These estimates imply on the one
hand that the right hand sides of Eq. (4.25) and (4.26) converge with respect to the norm ∥ · ∥#µ,ξ, and on
the other hand establish a proof of Theorem 4.1.9. To obtain the desired estimates we use the bounds
collected in the subsequent proposition.
Proposition 4.1.12. For all G ∈ L2µ(R3 × Z2;L(Hat)), 0 < ρ < 1/4, z ∈ Dρ/2(ϵat), L ∈ N, and
m, p, n, q ∈ NL0 we have
ρ|m|+|n|−1
V (0,ρ)m,p,n,q[w(0)g ]#µ (4.27)
≤ (L+ 2)CˆL−1F (1 + ∥χ′∥∞)|g|Lρ−L+
1
2 (|p|−p1+|q|−qL)ρ(1+µ)(|m|+|n|)
Gω
|p|+|q| ∥G∥|m|+|n|µ ,
and
ρ−1
V (0,ρ)0,p,0,q[w(0)g ]∞ ≤ CˆL−1F |g|Lρ−L+ 12 (|p|+|q|) Gω
|p|+|q| , (4.28)
ρ−1
∂rV (0,ρ)0,p,0,q[w(0)g ]∞ ≤ (L+ 1)CˆL−1F (1 + ∥χ′∥∞)|g|Lρ−L+ 12 (|p|+|q|) Gω
|p|+|q| , (4.29)
where 0 ∈ NL0 .
Remark 4.1.13. We note that in contrast to Eq. (4.67) in Lemma 4.1.23 (see also [14, Lemma 3.10]) we have
an additional factor ρ
1
2 (|p|−p1+|q|−qL), which yields an improved estimate. The proof of Theorem 4.1.9,
which we present, makes use of this improved estimate.
In order to show the above proposition we need the estimates from the following lemma.
Lemma 4.1.14. For ρ ≥ 0 we set Ξρ := Hf + ρ.
(a) Let ω−1/2G ∈ L2(R3 × Z2;L(Hat)). Then for all m,n, p, q ∈ N0, with m + n + p + q = 1, all
K(m,n) ∈ Bm+n1 , and ρ ≥ 0 we haveΞ−1/2ρ W (0)m,np,q [w(0)g ](K(m,n)) Ξ−1/2ρ  ≤ Gω
p+q |g|{∥G(k1)∥}m{∥G(k˜1)∥}nρ 12 (p+q)−1 , (4.30)
1[0,1](Hf )W (0)m,np,q [w(0)g ](K(m,n)) Ξ−1/2ρ  ≤ Gω
p+q |g| {∥G(k1)∥}m{∥G(k˜1)∥}nρ 12 (q−1) , (4.31)
Ξ−1/2ρ W (0)m,np,q [w(0)g ](K(m,n))1[0,1](Hf ) ≤ Gω
p+q |g| {∥G(k1)∥}m{∥G(k˜1)∥}nρ 12 (p−1) . (4.32)
(b) For all 0 < ρ < 1/4, z ∈ Dρ/2(ϵat) and r ∈ [0,∞) we haveΞ1/2ρ F (0,ρ)[w(0)g (z)](Hf + ρr) Ξ1/2ρ  ≤ 5 ≤ CˆF , (4.33)Ξ1/2ρ ∂rF (0,ρ)[w(0)g (z)](Hf + rρ) Ξ1/2ρ  ≤ 20 + 10 ∥χ′∥∞ ≤ CˆF (1 + ∥χ′∥∞) . (4.34)
Proof. Equation (4.30) follows directly from the proof of Lemma 4.1.7. In addition, Eqns. (4.31) and
(4.32) follow from the proof of Lemma 4.1.7 with help of Eq. (3.20). Estimate (4.33) follows from
Lemma 4.1.8. And in order to show Estimate (4.34) we calculate the derivative
∂rF
(0,ρ)[w(0)g ](Hf + rρ) =
2χ(0)ρ (Hf + rρ) (χ
(0)
1 )
′(ρ−1Hf + r)
Hat +Hf + rρ− z +
(χ(0)ρ )
2
(Hf + rρ) ρ
(Hat +Hf + rρ− z)2 . (4.35)
In order to estimate the terms on the right hand side of Eq. (4.35) we use again Lemma 4.1.8, together
with  Ξ1/2ρΞ1/2ρ+rρ
 ≤ 1 . (4.36)
This concludes the proof of Lemma 4.1.14.
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Proof of Proposition 4.1.12. Let Ξρ := Hf + ρ. We estimate ∥V (0,ρ)m,p,n,q[w(0)g ]∥µ using⏐⏐⟨φat ⊗ Ω, A1A2 · · ·An φat ⊗ Ω⟩⏐⏐ ≤ ∥A1∥∥A2∥ · · · ∥An∥ , (4.37)
where ∥ · ∥ denotes the operator norm, and Inequalities (4.30)–(4.34). We get for r ≥ 0,V (0,ρ)m,p,n,q[w(0)g ](r,K(|m|,|n|))
≤
(Pat ⊗ PΩ)F (0,ρ)0 [w(0)g ](Hf + ρ(r + r˜0))W (0)m1,n1p1,q1 [w(0)g ](ρK(m1,n1)) Ξ−1/2ρ
× Ξ1/2ρ F (0,ρ)1 [w(0)g ](Hf + ρ(r + r˜1)) Ξ1/2ρ
×
L−1∏
l=2
{
Ξ−1/2ρ W
(0)ml,nl
pl,ql
[w(0)g ](ρK
(ml,nl)) Ξ−1/2ρ Ξ
1/2
ρ F
(0,ρ)
l [w
(0)
g ](Hf + ρ(r + r˜l)) Ξ
1/2
ρ
}
× Ξ−1/2ρ W
(0)mL,nL
pL,qL [w
(0)
g ](ρK
(ml,nl))F
(0,ρ)
L [w
(0)
g ](Hf + ρ(r + r˜L)) (Pat ⊗ PΩ)

≤ CˆL−1F
Gω
|p|+|q| |g|L
[
L∏
l=1
[∥G(ρkml)∥]ml [∥G(ρk˜nl)∥]nl
][
L−1∏
l=2
ρ
1
2 (pl+ql)−1
]
ρ
1
2 (q1+pL)−1
≤ CˆL−1F
Gω
|p|+|q| |g|Lρ−L+1ρ 12 (|p|−p1+|q|−qL) L∏
l=1
[∥G(ρkml)∥]ml [∥G(ρk˜nl)∥]nl . (4.38)
In order to compute the derivative we use Leibniz’ rule. Applying it and using Estimate (4.37) and the
Inequalities (4.30)–(4.34) we obtain for r ≥ 0∂rV (0,ρ)m,p,n,q[w(0)g ](r,K(|m|,|n|)) (4.39)
≤ CˆL−1F (1 + ∥χ′∥∞) (L+ 1)
Gω
|p|+|q| |g|Lρ−L+1+ 12 (|p|−p1+|q|−qL) L∏
l=1
[∥G(ρkml)∥]ml [∥G(ρk˜nl)∥]nl .
Now we can estimate, inserting (4.38) and (4.39), respectively,
V (0,ρ)m,p,n,q[w(0)g ]µ =
(∫
B
|m|+|n|
1
V (0,ρ)m,p,n,q[w(0)g ](K(|m|,|n|))2∞ dK(m,n)|K(m,n)|3+2µ
)1/2
≤ CˆL−1F |g|L
Gω
|p|+|q| ρ−L+1+ 12 (|p|−p1+|q|−qL)
×
(∫
B
|m|+|n|
1
L∏
l=1
{
∥G(ρkml)∥2ml∥G(ρk˜nl)∥]2nl
} dK(m,n)
|K(m,n)|3+2µ
)1/2
≤ CˆL−1F |g|L
Gω
|p|+|q| ρ−L+1+ 12 (|p|−p1+|q|−qL)ρµ(|m|+|n|)∥G∥|m|+|n|µ ,
∂rV (0,ρ)m,p,n,q[w(0)g ]µ=
(∫
B
|m|+|n|
1
∂rV (0,ρ)m,p,n,q[w(0)g ](K(|m|,|n|))2∞ dK(m,n)|K(m,n)|3+2µ
)1/2
≤ (L+ 1) CˆL−1F (1 + ∥χ′∥∞) |g|L
Gω
|p|+|q| ρ−L+1+ 12 (|p|−p1+|q|−qL)
×
(∫
B
|m|+|n|
1
L∏
l=1
{
∥G(ρkml)∥2ml∥G(ρk˜nl)∥]2nl
} dK(m,n)
|K(m,n)|3+2µ
)1/2
≤(L+ 1) CˆL−1F (1 + ∥χ′∥∞)|g|L
Gω
|p|+|q|ρ−L+1+ 12 (|p|−p1+|q|−qL)ρµ(|m|+|n|)∥G∥|m|+|n|µ .
Adding above estimates yields Eq. (4.27). Eqns. (4.28) and (4.29) follow similarly noting that |m| = 0
and |n| = 0 can only occur if L is even and on the very left we have an annihilation operator and on the
very right a creation operator.
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Proof of Theorem 4.1.9. It suffices to establish Inequalities (4.41)–(4.43) below. Let SLM,N denote the set
of tuples (m, p, n, q) ∈ N4L0 with |m| =M , |n| = N , and
ml + pl + ql + nl = 1 . (4.40)
Such tuples obviously satisfy |m|+ |n|+ |n|+ |q| = L. Using this identity, we now estimate the norm of
Eq. (4.26) using Eqns. (4.27) and (4.18). This yields(w(1,ρ)g,M,N )M+N≥1(z)#µ,ξ = ∑
M+N≥1
ξ−(M+N)
w(1,ρ)g,M,N (z)#µ
≤
∑
M+N≥1
∞∑
L=1
∑
(m,p,n,q)∈SLM,N
ξ−(M+N)ρM+N−1
V (0,ρ)m,p,n,q[w(0)g (z)]#µ
≤
∞∑
L=1
∑
M+N≥1
(1 + ∥χ′∥∞) (L+ 2) |g|L CˆL−1F ∥G∥Lµ∑
(m,p,n,q)∈SLM,N
ξ−|m|−|n|ρ−L/2+(
1
2+µ)(|m|+|n|)− 12 (p1+qL)
≤ ρµ(1 + ∥χ′∥∞)
[
ρ1/2 6 ξ−1|g| ρ−1/2∥G∥µ
+ 64
(
ξ−1|g| ρ−1/2 CˆF ∥G∥µ
)2
+ ρ−1/2
∞∑
L=3
(L+ 2)
(
4 ξ−1|g| ρ−1/2 CˆF ∥G∥µ
)L ]
, (4.41)
where in the last inequality we estimated the summands with L = 1 and L = 2 separately and summed
over the terms with L ≥ 3, as we now explain. First we note that Eq. (4.40) implies that SLM,N is
empty unless M + N ≤ L, and that the number of elements (m, p, n, q) ∈ N4L0 which satisfy (4.40) is
bounded above by 4L. Specifically for L = 1, we have only two terms: (m1, p1, n1, q1) equal (1, 0, 0, 0)
or equal (0, 0, 1, 0). For L = 2 we use that 1 ≤ M + N implies p1 + qL ≤ 1. For L ≥ 3 we use
|m| + |n| − (p1 + qL) ≥ −1. These considerations establish Estimate (4.41). Now we estimate the norm
of Eq. (4.25) using Estimate (4.29), by means of a similar but simpler estimate
sup
r∈[0,1]
⏐⏐∂rw(1,ρ)g,0,0(z)(r)− 1⏐⏐ ≤ ρ−1 ∞∑
L=2
∑
p,q∈NL0 :
pl+ql=1
∂rV (0,ρ)0,p,0,q[w(0)g (z)]∞
≤ (1 + ∥χ′∥∞)
∞∑
L=2
(L+ 1)
(
2
Gω
 |g| ρ−1/2 CˆF)L . (4.42)
Using Estimate (4.28) we analogously obtain
⏐⏐w(1,ρ)g,0,0(z)(0) + ρ−1(z − ϵat)⏐⏐ ≤ ρ−1 ∞∑
L=2
∑
p,q∈NL0 :
pl+ql=1
V (0,ρ)0,p,0,q[w(0)g (z)]∞
≤
∞∑
L=2
(
2
Gω
 |g| ρ−1/2 CˆF)L . (4.43)
The series on the right hand sides of the Inequalities (4.41)–(4.43) converge if Eq. (4.19) holds. Hence
Theorem 4.1.9 follows in view of these converging inequalities.
4.1.4 Second Feshbach step
In this subsection we perform our second Feshbach step. Henceforth we denote by ρ0 the field energy
cutoff of the first Feshbach step and by ρ1 the field energy cutoff of the second Feshbach step. We begin by
approximating w(1,ρ0)g,0,0 (z), which is the content of Lemma 4.1.15. Then we prove that this approximation
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is invertible on the range of a suitable projection operator (Lemma 4.1.17). At the end of this subsection
we show an abstract Feshbach pair criterion for the second step (Theorem 4.1.19).
To begin with we recall the mapping Zat, which was defined in Eq. (4.4). Moreover recall that its
ground-state eigenvalue, ϵ(2)at , is by assumption a simple eigenvalue.
Lemma 4.1.15 (Free approximation to 1st Feshbach operator).
There exists a constant C such that the following holds. Let G ∈ L2µ(R3×Z2;L(Hat)), 0 < ρ0 < 1/4, and
suppose
|g| < ρ
1/2
0
4CF ∥ω−1G∥ . (4.44)
If z ∈ Dρ0/2(ϵat), then the defining series of w(1,ρ0)g,0,0 (z), i.e., the right hand side of Eq. (4.25), converges
absolutely and
sup
0≤r≤1
ρ−10 (ϵat − z + ρ0r + χ2(r) g2Zat)− w(1,ρ0)g,0,0 (z)(r) ≤ C (∥G∥µ |g|2 + ∥G∥4µ C4F |g|4 ρ−20 ) .
Remark 4.1.16. If we replace the χ2(r) in front of Zat by one, then the proof given below would yield a
bound only of order |g|2 ρ−10 .
Proof. From Eq. (4.25) we see that
w
(1,ρ0)
g,0,0 (z)(r) = ρ
−1
0
⎛⎝ϵat − z + ρ0r + ∞∑
L=2
(−1)L+1
∑
p,q∈NL0 :pl+ql=1
V
(0,ρ0)
(0,p,0,q)[w
(0)
g (z)](r)
⎞⎠ .
The summand with L = 2 is only non-vanishing if p = (0, 1) and q = (1, 0). Moreover summands with
odd L vanish. These claims follow directly from Eq. (4.23). Using this we can write
ρ−10
(
ϵat − z + ρ0r + χ2(r) g2Zat
)− w(1,ρ0)g,0,0 (z)(r)
= ρ−10
(
χ2(r) g2Zat −Xρ0g (z)(r)
)
− Y ρ0g (z)(r)
= ρ−10
(
χ2(r) g2Zat −Xρ0g (ϵat)(r) +Xρ0g (ϵat)(r)−Xρ0g (z)(r)
)
− Y ρ0g (z)(r) , (4.45)
where we introduced the notation
Xρ0g (z)(r) := −V (0,ρ0)(0,(0,1),0,(1,0))[w(0)g (z)](r) ,
Y ρ0g (z)(r) := ρ
−1
0
∞∑
L=4
(−1)L+1
∑
p,q∈NL0 :pl+ql=1
V
(0,ρ0)
(0,p,0,q)[w
(0)
g (z)](r) .
The second term can be estimated similarly to Eq. (4.43), i.e., using Eq. (4.28) we find
sup
r∈[0,1]
∥Y ρ0g (z)(r)∥ ≤
∞∑
L=4
(
2 |g|
Gω
 CˆF ρ−1/20 )L . (4.46)
In order to obtain a suitable estimate for Xρ0g we use that (χ
(0)
ρ0 )
2 has a natural decomposition into a sum
of two terms and we calculate the vacuum expectation using the Pull-Through Formula (Lemma 3.3.11)
Xρ0g (z)(r) = g
2χ(r)Pat
∫ {
G∗(k)Pat
χ2(ρ−10 |k|+ r)
ϵat − z + |k|+ ρ0r PatG(k)
}dk
|k| Pat χ(r)
+ g2χ(r)Pat
∫ {
G∗(k)P at
1
Hat − z + |k|+ ρ0rP atG(k)
}dk
|k| Pat χ(r) . (4.47)
First we estimate the relative error if z is replaced by ϵat. That is we show for z ∈ Dρ0/2(ϵat),
sup
r∈[0,1]
Xρ0g (z)(r)−Xρ0g (ϵat)(r) ≤ |g|2ρ0 (3 + 1) ∥G∥µ . (4.48)
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To estimate the first term in Eq. (4.47) we use common denominators
1
ϵat − z + |k|+ ρ0r −
1
|k|+ ρ0r =
1
ϵat − z + |k|+ ρ0r (z − ϵat)
1
|k|+ ρ0r
= (z − ϵat)
[
1 +
z − ϵat
ϵat − z + |k|+ ρ0r
]
1
(|k|+ ρ0r)2 . (4.49)
This yields
χ2(ρ−10 |k|+ r)
⏐⏐ l.h.s. of (4.49) ⏐⏐ ≤ ρ0(1 + ρ03
4ρ0 − 14ρ0
)
|k|−2 ,
where l.h.s. means ’left hand side’. This estimate explains the first contribution on the right hand side
of Eq. (4.48). We estimate the second term in Eq. (4.47) similarly. For E ∈ σ(Hat) \ {ϵat} we write
1
E − z + |k|+ ρ0r −
1
E − ϵat + |k|+ ρ0r (4.50)
=
1
E − z + |k|+ ρ0r (z − ϵat)
1
E − ϵat + |k|+ ρ0r ,
This yields ⏐⏐ l.h.s. of (4.50) ⏐⏐ ≤ ρ0 |k|−2 .
This explains the second contribution on the right hand side of Eq. (4.48). Next we show that
sup
r∈[0,1]
χ2(r)g2Zat −Xρ0g (ϵat)(r) ≤ 3 ∥G∥µ |g|2 ρ0 . (4.51)
To estimate the first term in Eq. (4.47) with z = ϵat we use
1
|k|+ ρ0r −
1
|k| =
1
|k|+ ρ0r (−ρ0r)
1
|k| ,
and make use of
|χ2(ρ−10 |k|+ r)− 1| ≤
{
0 , |k| ≥ ρ0 ,
1 , |k| ≤ ρ0 .
We estimate the second term in Eq. (4.47) with z = ϵat using for E ∈ σ(Hat) \ {ϵat} that
1
E − ϵat + |k|+ ρ0r −
1
E − ϵat + |k| =
1
E − ϵat + |k|+ ρ0r (−ρ0r)
1
E − ϵat + |k| .
This gives Eq. (4.51). Finally inserting Estimates (4.46), (4.48) and (4.51) into Eq. (4.45) finishes the
proof of the lemma.
Let P (2)at denote the projection onto the one-dimensional eigenspace of Zat with eigenvalue ϵ
(2)
at and let
P
(2)
at = 1 − P (2)at . We note that the superscript (2) originates from the fact that these expressions are
obtained by formal second order perturbation theory. For ρ1 > 0 we define
χ(1)ρ1 (r) = P
(2)
at ⊗ χ(r/ρ1) ,
χ(1)ρ1 (r) = P
(2)
at ⊗ 1+ P (2)at ⊗ χ(r/ρ1) ,
and
χ(1)ρ1 = χ
(1)
ρ1 (Hf ) , χ
(1)
ρ1 = χ
(1)
ρ1 (Hf ) .
In the following we denote by d(2)at the distance between the lowest and second lowest eigenvalue of Zat.
By the assumption 0 ≤ δ0 < π/2 the following expression is positive
cδ0 := inf g∈Sδ0 |d
(2)
at + g
−2| > 0 . (4.52)
This claim follows from an easy minimization problem, yielding
cδ0 =
{
d
(2)
at , if 0 ≤ δ0 ≤ π/4 ,
d
(2)
at sin(π − 2δ0) , if π/4 < δ0 < π/2 .
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Moreover, for ρ0 > 0 we assume that the following two inequalities hold.
ρ−10 |g|2 <
1
4
∥Zat∥+ cδ0
, (4.53)
and
ρ1ρ0 ≤ |g|2cδ0 . (4.54)
Now we can establishes the required invertibility of the free approximation from Lemma 4.1.15.
Lemma 4.1.17 (Invertibility of free approximation to 1st Feshbach operator).
Suppose ρ0, ρ1 ∈ (0, 1/2]. Let g ∈ Sδ0 satisfy Eq. (4.53) and (4.54). Then for z ∈ Dρ0ρ1/2(ϵat + g2ϵ(2)at )
we have (ρ−10 (ϵat − z + ρ0Hf + χ2(Hf )g2Zat) ↾ Ranχ(1)ρ1 )−1 ≤ 4ρ1 . (4.55)
Proof. For notational simplicity we shall write
X(ρ0, g, z) := ρ
−1
0 (ϵat − z + ρ0Hf + χ2(Hf )g2Zat) .
Let ψ be normalized and in the range of Q1 := P
(2)
at ⊗ 1[0,1](Hf ), then we haveX(ρ0, g, z)ψ ≥ inf
η∈RanP (2)at , ∥η∥=1
inf
0≤r≤1
(− ρ−10 g2ϵ(2)at + r + ρ−10 χ2(r)g2Zat)η− ⏐⏐ρ−10 (ϵat + g2ϵ(2)at − z)⏐⏐
≥ ρ−10 |g|2 cδ0 −
ρ1
2
, (4.56)
where we used in the last inequality on the one hand that for r ∈ [0, 3/4] we have by Eq. (4.52),(−ρ−10 g2ϵ(2)at + r + ρ−10 χ2(r)g2Zat)η = ρ−10 |g|2 (− ϵ(2)at + g−2ρ0r + Zat)η
≥ ρ−10 |g|2 cδ0 ,
and on the other hand that we have for r ∈ [3/4, 1],
(−ρ−10 g2ϵ(2)at + r + ρ−10 χ2(r)g2Zat)η ≥ 34 − ρ−10 |g|2 Zat − ϵ(2)at  ≥ ρ−10 |g|2 cδ0 ,
by Eq. (4.53). Using Inequality (4.54) in Eq. (4.56) it now follows that
(X(ρ0, g, z) ↾ RanQ1)−1 ≤ 2
ρ1
.
Next we consider a normalized ψ in the range of Q2 := P
(2)
at ⊗ χ(Hf/ρ1). We getX(ρ0, g, z)ψ ≥ inf
η∈RanP (2)at ,∥η∥=1,
3ρ1/4≤r≤1
(−ρ−10 g2ϵ(2)at + r + χ2(r)ρ−10 g2ϵ(2)at )η− ⏐⏐ρ−10 (ϵat + g2ϵ(2)at − z)⏐⏐
≥ 3
4
ρ1 − 1
2
ρ1 =
1
4
ρ1 ,
where we used that for r ∈ [3ρ1/4, 3/4] we have(−ρ−10 g2ϵ(2)at + r + χ2(r)ρ−10 g2ϵ(2)at )η = r ≥ 34ρ1 ,
and for r ∈ [3/4, 1] we have
(−ρ−10 g2ϵ(2)at + r + χ2(r)ρ−10 g2ϵ(2)at )η ≥ 34 − ρ−10 |g|2 |ϵ(2)at | ≥ 12 ≥ 34 ρ1 ,
by Eq. (4.53). Thus we can invert the operator X(ρ0, g, z) on the range of χ(1)ρ1 .
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In order to perform a second Feshbach iteration, we need a suitable decomposition of the first Feshbach
operator (4.14). We already know that H(1,ρ)g = H(w
(1,ρ)
g ) for a suitable series of integral kernels w
(1,ρ)
g
and 0 < ρ ≤ 1/4 (cf. Proposition 4.1.11). We define
t(1,ρ0)g := P
(2)
at w
(1,ρ0)
g,0,0 P
(2)
at + P
(2)
at w
(1,ρ0)
g,0,0 P
(2)
at ,
w
(1,ρ0)
g,int :=
(
P
(2)
at w
(1,ρ0)
g,0,0 P
(2)
at + P
(2)
at w
(1,ρ0)
g,0,0 P
(2)
at , w
(1,ρ0)
g,m+n≥1
)
,
and choose the decomposition
H(1,ρ0)g = T
(1,ρ0)
g +W
(1,ρ0)
g , (4.57)
where
T (1,ρ0)g := H0,0(t
(1,ρ0)
g ) , (4.58)
W (1,ρ0)g := H(w
(1,ρ0)
g,int ) . (4.59)
Remark 4.1.18. We note that decomposition (4.57) into free part and interacting part is not unique. The
isospectrality property of the smooth Feshbach merely requires that the free part commutes with the
smoothed projections. This issue is pointed out in [14, Remark 2.4]. A different possibility would be to
use a decomposition according to
t
(1,ρ0)
g,free (z)(r) := ρ
−1
0 (ϵat − z + ρ0r + χ2(r)g2Zat) , (4.60)
w
(1,ρ0)
g,rest :=
(
w
(1,ρ0)
g,0,0 − t(1,ρ0)g,free , w(1,ρ0)g,m+n≥1
)
.
The proof of Theorem 4.1.2, given in Subsection 4.1.6, would carry through also with this decomposition,
with only notational modifications.
Now we state and prove an abstract Feshbach pair criterion.
Theorem 4.1.19 (Abstract Feshbach pair criterion for 2nd iteration).
Assume that the smallest eigenvalue of Zat is simple. Let ρ1 ∈ (0, 1]. Suppose
t ∈ C([0, 1];L(P (2)at Hat)⊕ L(P (2)at PatHat)) ,
and w ∈ W [d]ξ . Then the operators H0,0(t) and H(w) are a Feshbach pair for χ(1)ρ1 , provided
(i) H0,0(t) is invertible on the closure of Ranχ(1)ρ1 and ∥(H0,0(t) ↾ Ranχ(1)ρ1 )−1∥ ≤ 8ρ1 ,
(ii) and
∥H(w)∥ < ρ1
8
. (4.61)
In this case we have the absolutely convergent expansion
F
χ
(1)
ρ1
(H0,0(t), H(w)) = H0,0(t) +
∞∑
L=1
(−1)L−1χ(1)ρ1 H(w)
(
(χ(1)ρ1 )
2
H0,0(t)
H(w)
)L−1
χ(1)ρ1 . (4.62)
Proof. First observe that H0,0(t) commutes with χ
(1)
ρ1 . The Feshbach pair property follows from (i) and
(ii) and Neumann’s theorem (Theorem 3.2.9). The second claim follows again by Neumann’s theorem.
Remark 4.1.20. During the proof of the main theorem in Subsection 4.1.6 we determine an explicit
relation among ρ0 and ρ1 and g. Using this relation we verify Assumption (i) and (ii) of Theorem 4.1.19
with the help of Lemma 4.1.15 and 4.1.17.
4.1.5 Banach Space estimate for the second step
In Subsection 4.1.6 we show that (T (1,ρ0)g (z),W
(1,ρ0)
g (z)) is indeed a Feshbach pair for χ
(1)
ρ1 . In order to
do that we use estimates that we proved in the last subsection. Hence it is justified to assume for the
moment that the Feshbach property is satisfied. In that case we can define the second Feshbach operator
H(2,ρ1)g (z) := Sρ1(Fχ(1)ρ1
(T (1,ρ0)g (z),W
(1,ρ0)
g (z))) ,
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provided the right sides exist. Similar to Subsection 4.1.3 we now aim to show that there exists a sequence
of integrals kernels w(2,ρ1)g (z) such that
H(w(2,ρ1)g (z)) = H
(2,ρ1)
g (z) ↾ Ranχ(1)ρ1 .
This assertion follows as a conclusion of the subsequent theorem.
For notational compactness we introduce in the current subsection the constant
Cχ := 20
√
2 .
Theorem 4.1.21 (Abstract Banach space estimate for 2nd Feshbach operator).
Let 0 < ξ ≤ 1/4 and assume that the smallest eigenvalue of Zat is simple. Moreover let 0 < ρ1 ≤ 1 and
suppose w ∈ W [d]ξ ,
t ∈ C1([0, 1];L(P (2)at Hat)⊕ L(P (2)at PatHat)) ,
and
(i) H0,0(t) is invertible on the closure of Ranχ(1)ρ1 and ∥(H0,0(t) ↾ Ranχ(1)ρ1 )−1∥ ≤ 8ρ1 ,
(ii) ∥H(w)∥ < ρ18 .
Then H(t) and H(w) are a Feshbach pair for χ(1)ρ1 . Moreover, suppose
γ <
ρ1
8Cχ
,
and
∥w∥#µ,ξ ≤ γ ,
∥t′∥∞ ≤ τ0 ,
∥P (2)at t′P (2)at − 1∥ ≤ τ1 .
Then
Sρ1
(
F
χ
(1)
ρ1
(H(t), H(w))
)− ρ−11 P (2)at t(0)P (2)at ∈ B[1](α1, β1, γ1) ,
where
α1 = 12
(
1 + 2 ∥χ′∥∞ + 8τ0
)
Cχ γ ρ
−1
1 ,
β1 = τ1 + 12
(
1 + 2 ∥χ′∥∞ + 8τ0
)
Cχ γ ρ
−1
1 ,
γ1 = 96
(
1 + 2 ∥χ′∥∞ + 8τ0
)
ρµ1 Cχ γ .
In order to prove Theorem 4.1.21 we first use the Neumann expansion given in Eq. (4.62), then we put
the resulting expression in normal order using the generalized Wick’s Theorem (Theorem 3.3.14). We
summarize the result in Proposition 4.1.22 below. To state the proposition we introduce the following
notation. Let L ∈ N, then for l = 0, L we define the expressions F (1,ρ1)l [t](r) := χ(r/ρ1) and for
l = 1, ..., L− 1 we set
F
(1,ρ1)
l [t](r) = F
(1,ρ1)[t](r) :=
(
χ(1)ρ1 (r)
)2
t(r)
.
Moreover we define for w ∈ W [d]m+p,n+q the expression
Wm,np,q [w](r,K
(m,n)) (4.63)
:= 1[0,1](Hf )
∫
B1p+q
a∗(x(p))wm+p,n+q[Hf + r, k(m), x(p), k˜(n), x˜(q)] a(x˜(q))
dX(p,q)
|X(p,q)|1/2 1[0,1](Hf ) ,
where we use the natural convention that there is no integration if p = q = 0 and that the argument
K(m,n) is dropped if m = n = 0. Furthermore we recall the notation
m := (m1, ...,mL) ∈ NL0 , |m| := m1 + · · ·+mL , 0 := (0, ..., 0) ∈ NL0 .
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With these expressions at hand we define
V (1,ρ1)m,p,n,q[t, w](r,K
(|m|,|n|))
:= (P
(2)
at ⊗ PΩ)F (1,ρ1)0 [t](Hf + ρ1(r + r˜0)) (4.64)
L∏
l=1
{
Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K
(ml,nl))F
(1,ρ1)
l [t](Hf + ρ1(r + r˜l))
}
(P
(2)
at ⊗ PΩ) ,
where r˜l is defined as in Eq. (3.23). We note that the notation is similar to the one in Subsection 4.1.3.
Proposition 4.1.22. Suppose the assumptions of Theorem 4.1.21 hold. Define
wˆ
(2,ρ1)
0,0 (r) := ρ
−1
1
(
t(ρ1r) +
∞∑
L=1
(−1)L−1
∑
p,q∈NL0
V
(1,ρ1)
0,p,0,q[t, w](r)
)
, (4.65)
and, for M +N ≥ 1,
wˆ
(2,ρ1)
M,N (r,K
(M,N)) (4.66)
:=
∞∑
L=1
(−1)L+1 ρM+N−11
∑
m,p,n,q∈NL0
|m|=M,|n|=N
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
V (1,ρ1)m,p,n,q[t, w](r,K
(M,N)) .
Moreover assume that the right hand sides converge with respect to the norm ∥ · ∥#µ,ξ. Let w(2,ρ1) be the
symmetrization with respect to k(M) and k˜(N) of wˆ(2,ρ1). Then
Sρ1
(
F
χ
(1)
ρ1
(H(t), H(w))
)
= H(w(2,ρ1)) .
The proof of this proposition is analogous to the proof of Proposition 4.1.11 and we refer there for more
details. In order to prove Theorem 4.1.21, we need the estimate of the following lemma.
Lemma 4.1.23. Suppose the assumptions of Theorem 4.1.21 hold. For fixed L ∈ N and m, p, n, q ∈ NL0
and w ∈ W [d]ξ we have
ρ
(|m|+|n|)−1
1
V (1,ρ1)m,p,n,q[t, w]#µ (4.67)
≤ (L+ 2) 2L/2 CˆL−1χ
(
1 + ∥χ′∥∞ + 4 ∥t′∥∞
)
ρ
(1+µ)(|m|+|n|)−L
1
L∏
l=1
∥wml+pl,nl+ql∥#µ√
ppll q
ql
l
.
with Cˆχ = 20 and the convention that pp := 1 for p = 0.
Remark 4.1.24. In contrast to [14] we do not have the conditions ml + pl + ql + nl ≥ 1 and pl + ql ≥ 1 in
Eq. (4.66) and (4.65), respectively. The proof of Lemma 4.1.23 is still similar to the proof of Lemma 3.10
in [14], however we have to take into account more terms. Fortunately, these terms are hidden in the
notation we introduced for our Banach spaces of matrix-valued integral kernels in Section 3.3.
Proof of Lemma 4.1.23. We start by estimating the resolvents. Let 0 ≤ u + ρ1r ≤ 1 for u, r ≥ 0. Then
for l = 0 and l = L we have⏐⏐F (1,ρ1)l [t](u+ ρ1r)⏐⏐ ≤ 1 , ⏐⏐∂rF (1,ρ1)l [t](u+ ρ1r)⏐⏐ ≤ ∥χ′∥∞ ,
and for l = 1, ..., L− 1,
F (1,ρ1)l [t](u+ ρ1r) ≤

(
χ(1)ρ1 (u+ ρ1r)
)2
t(u+ ρ1r)
 ≤ 8ρ1 ≤ Cˆχρ1 ,
as well as
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∂rF (1,ρ1)l [t](u+ ρ1r) ≤
2χ(1)ρ1 (u+ ρ1r) ∂rχ(1)ρ1 (u+ ρ1r)t(u+ ρ1r)
+

(
χ(1)ρ1 (u+ ρ1r)
)2
ρ1 t
′(u+ ρ1r)
(t(u+ ρ1r))2

≤ 16
ρ1
∥χ′∥∞ + 64
ρ1
∥t′∥∞
≤ Cˆχ
ρ1
(∥χ′∥∞ + 4 ∥t′∥∞) ,
where we used an equation similar to (4.35). Now we estimate
V (1,ρ1)m,p,n,q[t, w] and ∂rV (1,ρ1)m,p,n,q[t, w]
using a variant of Eq. (4.37).
V (1,ρ1)m,p,n,q[t, w](r,K(|m|,|n|)) ≤ L∏
l=0
F (1,ρ1)l [t](Hf + ρ1(r + r˜l)) L∏
l=1
Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl))
≤ CˆL−1χ ρ−L+11
L∏
l=1
Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl)) . (4.68)
Similarly we get with Leibniz’ rule∂rV (1,ρ1)m,p,n,q[t, w](r,K(|m|,|n|))
≤
⎧⎪⎨⎪⎩
L∑
j=0
∂rF (1,ρ1)j [t](Hf + ρ1(r + r˜l)) L∏
l=0
l ̸=j
F (1,ρ1)l [t](Hf + ρ1(r + r˜l))
⎫⎪⎬⎪⎭
L∏
l=1
Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl))
+
L∏
l=0
F (1,ρ1)l [t](Hf + ρ1(r + r˜l))
⎧⎨⎩
L∑
j=1
∂rWml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl))
L∏
l=1
l ̸=j
Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl))
⎫⎪⎬⎪⎭
≤ (L+ 1) CˆL−1χ
(∥χ′∥∞ + 4 ∥t′∥∞) ρ−L+11 L∏
l=1
Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl))
+ CˆL−1χ ρ
−L+1
1
⎧⎨⎩ρ1
L∑
j=1
Wml,nlpl,ql [∂rw](ρ1(r + r˜l), ρ1K(ml,nl))
L∏
l=1
l ̸=j
Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl))
⎫⎪⎬⎪⎭
≤ (L+ 1) CˆL−1χ
(
1 + ∥χ′∥∞ + 4 ∥t′∥∞
)
ρ−L+11
L∏
l=1
{Wml,nlpl,ql [w](ρ1(r + r˜l), ρ1K(ml,nl))+ ρ1Wml,nlpl,ql [∂rw](ρ1(r + r˜l), ρ1K(ml,nl))} . (4.69)
To estimate the ∥ · ∥µ-norm we use the following estimate∫
B
ml+nl
1
sup
r∈[0,1]
Wml,nlpl,ql [w](r, ρ1K(ml,nl))2 dK(ml,nl)|K(ml,nl)|3+2µ
= ρ
2µ(ml+nl)
1
∫
B
ml+nl
ρ1
sup
r∈[0,1]
Wml,nlpl,ql [w](r,K(ml,nl))2 dK(ml,nl)|K(ml,nl)|3+2µ
≤ ρ2µ(ml+nl)1
1
ppll q
ql
l
∫
B
ml+nl
ρ1
∥wml+pl,nl+ql(·, · ,K(ml,nl))∥2µ
dK(ml,nl)
|K(ml,nl)|3+2µ
≤ ρ2µ(ml+nl)1
1
ppll q
ql
l
∥wml+pl,nl+ql∥2µ , (4.70)
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where the first equality follows by the substitution formula for integrals, the second line follows from the
estimate in Lemma 3.3.2, and the last line follows from Fubini’s theorem. Using Estimate (4.68) together
with (4.70) we find
V (1,ρ1)m,p,n,q[t, w]µ =
(∫
B
|m|+|n|
1
V (1,ρ1)m,p,n,q[t, w](K(|m|,|n|))2∞ dK(|m|,|n|)|K(|m|,|n|)|3+2µ
)1/2
≤ CˆL−1χ ρ−L+11
L∏
l=1
{∫
B
ml+nl
1
sup
r∈[0,1]
Wml,nlpl,ql [w](r, ρ1K(ml,nl))2 dK(ml,nl)|K(ml,nl)|3+2µ
}1/2
≤ CˆL−1χ ρ−L+11 ρµ(|m|+|n|)1
L∏
l=1
{
1√
ppll q
ql
l
∥wml+pl,nl+ql∥µ
}
. (4.71)
Similarly using Estimate (4.69) together with (4.70) we find∂rV (1,ρ1)m,p,n,q[t, w](K(|m|,|n|))µ
=
(∫
B
|m|+|n|
1
∂rV (1,ρ1)m,p,n,q[t, w](K(|m|,|n|))2∞ dK(|m|,|n|)|K(|m|,|n|)|3+2µ
)1/2
≤ (L+ 1) CˆL−1χ
(
1 + ∥χ′∥∞ + 4 ∥t′∥∞
)
ρ−L+11
L∏
l=1
{ ∫
B
ml+nl
1
sup
r∈[0,1]
{Wml,nlpl,ql [w](r, ρ1K(ml,nl))+ρ1Wml,nlpl,ql [∂rw](r, ρ1K(ml,nl))}2 dK(ml,nl)|K(ml,nl)|3+2µ
}1/2
≤ (L+ 1) CˆL−1χ
(
1 + ∥χ′∥∞ + 4 ∥t′∥∞
)
ρ−L+11
L∏
l=1
{
2
∫
B
ml+nl
1
(
sup
r∈[0,1]
Wml,nlpl,ql [w](r, ρ1K(ml,nl))2
+ ρ1 sup
r∈[0,1]
Wml,nlpl,ql [∂rw](r, ρ1K(ml,nl))2) dK(ml,nl)|K(ml,nl)|3+2µ
}1/2
≤ (L+ 1) CˆL−1χ
(
1 + ∥χ′∥∞ + 4 ∥t′∥∞
)
ρ−L+11 ρ
µ(|m|+|n|)
1
L∏
l=1
{ √
2√
ppll q
ql
l
∥wml+pl,nl+ql∥#µ
}
. (4.72)
Adding the Estimates (4.71) and (4.72) establishes the desired Inequality (4.67).
In the following we prove Theorem 4.1.21. We note that the presented proof is similar to the proof of
Theorem 3.8 in [14].
Proof of Theorem 4.1.21. Due to Theorem 4.1.19 the operators H(t) and H(w) are a Feshbach pair for
χ(1)ρ1 . We begin this proof by establishing an estimate for Eq. (4.66). To do this we use Lemma 4.1.23
and set for notational simplicity Ct := 1 + 2∥χ′∥∞ + 8τ0. Since Cχ :=
√
2 Cˆχ and Cˆχ ≥ 1, we have
2L/2 CˆL−1χ ≤ CLχ .
Moreover, we use that
(
m+p
p
) ≤ 2m+p. Thus we find for M +N ≥ 1
∥w(2,ρ1)M,N ∥#µ ≤
∞∑
L=1
∑
m,p,n,q∈NL0
|m|=M, |n|=N
L∏
l=1
{(
ml + pl
pl
)(
nl + ql
ql
)}
(L+ 2)CLχ Ct ρ
(1+µ)(M+N)−L
1
∥wml+pl,nl+ql∥#µ√
ppll q
ql
l
≤
∞∑
L=1
(L+ 2)
(
Cχ
ρ1
)L
Ct
(
2ρ
(1+µ)
1
)M+N ∑
m,p,n,q∈NL0
|m|=M, |n|=N
L∏
l=1
{(
2√
pl
)pl( 2√
ql
)ql
∥wml+pl,nl+ql∥#µ
}
.
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Inserting this inequality into the norm ∥ · ∥#µ,ξ we obtain the following bound
∥(w(2,ρ1)M,N )M+N≥1∥#µ,ξ
≤ Ct
∑
M+N≥1
ξ−(M+N)∥w(2,ρ1)M,N ∥#µ
≤ 2Ct ρ(1+µ)1
∞∑
L=1
(L+ 2)
(
Cχ
ρ1
)L
∑
M+N≥1
∑
m,p,n,q∈NL0
|m|=M, |n|=N
L∏
l=1
{(
2ξ√
pl
)pl ( 2ξ√
ql
)ql
ξ−(ml+pl+nl+ql)∥wml+pl,nl+ql∥#µ
}
≤ 2Ct ρ(1+µ)1
∞∑
L=1
(L+ 2)
(
Cχ
ρ1
)L⎧⎨⎩ ∑
m,n,p,q∈N0
(
2ξ√
p
)p(
2ξ√
q
)q
ξ−(m+p+n+q)∥wm+p,n+q∥#µ
⎫⎬⎭
L
≤ 2Ct ρ(1+µ)1
∞∑
L=1
(L+ 2)
(
Cχ
ρ1
)L⎧⎨⎩ ∑
m,n∈N0
(
m∑
p=0
(
2ξ√
p
)p)( m∑
q=0
(
2ξ√
q
)q)
ξ−(m+n)∥wm,n∥#µ
⎫⎬⎭
L
≤ 2Ct ρ(1+µ)1
∞∑
L=1
(L+ 2)
(
Cχ
ρ1
)L
4L
(
∥w∥#µ,ξ
)L
, (4.73)
where in the second last inequality we used a substitution of summation variables and in the last inequality
we used that
∑∞
p=0
(
2ξ√
p
)p
≤ ∑∞p=0 (2ξ)p = 11−2ξ ≤ 2 since 0 < ξ ≤ 1/4. By the assumptions of the
theorem we have
∥w∥#µ,ξ ≤ γ .
Inserting this into Eq. (4.73) we find
(w(2,ρ1)M,N )M+N≥1#µ,ξ ≤ 2Ct ρ(1+µ)1 ∞∑
L=1
(L+ 2)
(
4Cχγ
ρ1
)L
≤ 24Ct ρ(1+µ)1
Cχγ
ρ1
(
1− 4Cχγ
ρ1
)−2
, (4.74)
where we used that by assumption
0 ≤ 4Cχγ
ρ1
< 1 ,
and moreover that for a ∈ (0, 1) the following holds
∞∑
L=1
(L+ 2) aL =
∞∑
L=3
LaL−2= a−1
d
da
∞∑
L=3
aL = a−1
d
da
a3
1− a ≤
3a
(1− a)2 .
It remains to estimate Eq. (4.65). To this end we recall that for m = n = 0 we obtain from Lemma 4.1.23
ρ−11
V (1,ρ1)0,p,0,q[t, w]#µ ≤ (L+ 2)CLχ Ct ρ−L1 L∏
l=1
∥wpl,ql∥#µ√
ppll q
ql
l
. (4.75)
Using this we find for the derivative
sup
r∈[0,1]
⏐⏐∂rwˆ(2,ρ1)0,0 (r)− 1⏐⏐ = sup
r∈[0,1]
⏐⏐⏐⏐ ρ−11 ∂rt(ρ1r) + ρ−11 ( ∞∑
L=1
(−1)L−1
∑
p,q∈NL0
∂rV
(1,ρ1)
0,p,0,q[t, w](r)
)
− 1
⏐⏐⏐⏐
≤ ∥t′ − 1∥∞ + ρ−11
∞∑
L=1
∑
p,q∈NL0
V (1,ρ1)0,p,0,q[t, w]#µ
≤ τ1 +
∞∑
L=1
(L+ 2)CLχ Ct ρ
−L
1
∑
p,q∈NL0
L∏
l=1
∥wpl,ql∥#µ√
ppll q
ql
l
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≤ τ1 +
∞∑
L=1
(L+ 2)CLχ Ct ρ
−L
1
⎛⎝ ∑
p,q∈N0
∥wp,q∥#µ√
ppqq
⎞⎠L
≤ τ1 +
∞∑
L=1
(L+ 2)CLχ Ct ρ
−L
1
[∥(wm,n)m+n≥0∥#µ,ξ]L
≤ τ1 +
∞∑
L=1
(L+ 2)Ct
(
Cχγ
ρ1
)L
≤ ρ−11 τ1 + 3Ct
Cχγ
ρ1
(
1− Cχγ
ρ1
)−2
, (4.76)
where we used again that by assumption
0 ≤ Cχγ
ρ1
< 1 . (4.77)
Analogously we estimate
⏐⏐wˆ(2,ρ1)0,0 (0)− ρ−11 t(0)⏐⏐ ≤ ⏐⏐ρ−11 ∞∑
L=1
(−1)L−1
∑
p,q∈NL0
V
(1,ρ1)
0,p,0,q[t, w](0)
⏐⏐
≤ ρ−11
∞∑
L=1
∑
p,q∈NL0
V (1,ρ1)0,p,0,q[t, w]∞
≤ 3Ct Cχγ
ρ1
(
1− Cχγ
ρ1
)−2
, (4.78)
provided (4.77) holds. The claim now follows from Eqns. (4.74), (4.76) and (4.78).
4.1.6 Proof of main result for the split-up Spin-Boson model
In this subsection we prove Theorem 4.1.2. In the proof we make use of the following result on analyticity.
Observe that we denote in the following by BR the closed ball with radius R.
Theorem 4.1.25 (Analyticity Theorem of Griesemer-Hasler [66]).
Let µ > 0, and let ρGH ∈ (0, 1) be sufficiently small. Then, for ξ ∈ (0, 1) sufficiently small, there exist
positive constants α0, β0 and γ0 such that the following holds.
Let V be an open subset of C and let Eat : V → C be an analytic function. Let U be an open subset of
C× C such that for all s ∈ V we have
{s} ×BρGH(Eat(s)) ⊂ U . (4.79)
Suppose H(·, ·) is an L(F)-valued analytic function on U , such that for all (s, ζ) ∈ U
H(s, ζ)− (Eat(s)− ζ) ∈ B[1](α0, β0, γ0) .
Then there exist analytic functions ζ∞ : V → BρGH(s) and ψ∞ : V → Hred, nowhere vanishing, such that
for all s ∈ V
H(s, ζ∞(s))ψ∞(s) = 0 .
If furthermore H(s, ζ)∗ = H(s, ζ) on U , then for real s ∈ V the operator H(s, λ) has a bounded inverse
for all λ ∈ (Eat(s)− ρGH , ζ∞(s)).
The proof of Theorem 4.1.25 follows directly from the proof of Theorem 1 in [66, pp. 610-611]. However
with the difference that the theorem given above does not involve the initial Feshbach step and has
therefore a shorter proof. In the application of Theorem 4.1.25, which we have in mind, the parameter s
in the theorem is played by the coupling constant g. Furthermore the energy cutoff ρGH is an order one
quantity, i.e., independent of the coupling constant.
Now we are ready to prove the main result of this section.
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Proof of Theorem 4.1.2. Fix µ > 0. Let ρGH ∈ (0, 1/2] and ξ ∈ (0, 1/4] be chosen sufficiently small such
that the assertion of Theorem 4.1.25 holds. The idea is to choose energy cutoffs, ρ0 and ρ1, at the first and
second Feshbach step such that, for g in a sectorial region of an annulus, we can apply Theorem 4.1.25.
As we let the outer and inner radius of the annulus tend to zero we obtain the desired result.
We choose ϵ ∈ (0, µ) and α ∈ (0,min(µ− ϵ, 1)). For ρ0 > 0 we define
ρ1 := ρ
1+2ϵ+α
0 . (4.80)
Moreover we assume that
0 < ρ0 <
1
4
. (4.81)
We consider the following sectorial region of an annulus, determined by the conditions g ∈ Sδ0 and
c
−1/2
δ0
ρ
1+ϵ+α2
0 < |g| < min
(
ρ1+ϵ0 ,
(
8 ∥Zat∥+ 4 cδ0
)−1
ρ
1/2
0 ,
(
8 ξ−1 CF ∥G∥µ
)−1
ρ
1/2
0
)
. (4.82)
In view of the upper bound in Eq. (4.82), we conclude from Theorem 4.1.9 (Banach space estimate for
1st Feshbach operator) that there exists a finite constant C(1) such that for ρ0 satisfying (4.81) and all
g ∈ Sδ0 obeying (4.82) and z ∈ Dρ0/2(ϵat) we have
H(1,ρ0)g (z)− ρ−10 (ϵat − z) ∈ B[d0]
(
C(1)ρ
1
2+ϵ
0 , C
(1)ρ
1
2+ϵ
0 , C
(1)ρµ+1+ϵ0
)
. (4.83)
Next we want to use Theorem 4.1.19 (Feshbach pair criterion for 2nd iteration). In order to do that
we observe that by Eqns. (4.80) and (4.81) the assumptions on the ρ’s and the Assumptions (4.53) and
(4.54) are satisfied for g ∈ Sδ0 with (4.82). To apply the theorem we consider the decomposition given in
Eq. (4.57), i.e.
H(1,ρ0)g (z) = T
(1,ρ0)
g (z) +W
(1,ρ0)
g (z) .
We apply Lemma 4.1.15 (Free approximation to 1st Feshbach operator) and see that the difference to
the free approximation, Eq. (4.60), is strictly smaller than Cρ20 for some constant C. More precisely,
∥t(1,ρ0)g (z)− t(1,ρ0)g,free (z)∥ ≤ Cρ2+2ϵ0 , (4.84)
∥P (2)at w(1,ρ0)g,0,0 P
(2)
at + P
(2)
at w
(1,ρ0)
g,0,0 P
(2)
at ∥ ≤ Cρ2+2ϵ0 , (4.85)
where we used the upper bound in Eq. (4.82). From the definition in Eq. (4.80) we see that the right
hand side of Eq. (4.84) is less than ρ1/4 provided ρ0 is sufficiently small. Thus by Neumann’s theorem
(Theorem 3.2.9) and Lemma 4.1.17 we see that T (1,ρ)g (z) is invertible on Ranχ(1)ρ1 and
∥(H0,0(t(1,ρ0)g ) ↾ Ranχ(1)ρ1 )−1∥ ≤
8
ρ1
.
Furthermore, we get from Eq. (4.83) and (4.85) that
∥w(1,ρ0)g,int (z)∥#µ,ξ ≤ Cρ2+2ϵ0 + C(1)ρµ+1+ϵ0 =: γ .
We note that
γ
ρ1
= Cρ1−α0 + C
(1)ρµ−ϵ−α0 ,
tends to zero for ρ0 → 0. In view of Eq. (3.13) we see that Condition (4.61) of Theorem 4.1.19 is satisfied
for ρ0 small. Thus T
(1,ρ0)
g (z) and W
(1,ρ0)
g (z) are a Feshbach pair for χ
(1)
ρ1 , provided g ∈ Sδ0 obeys (4.82)
and z ∈ Dρ0ρ1/2(ϵat + g2ϵ(2)at ). It now follows from Theorem 4.1.21 (Banach space estimate for 2nd
Feshbach operator) that for some constant C(2) we have
Sρ1
(
F
χ
(1)
ρ1
(
T (1,ρ0)g (z),W
(1,ρ0)
g (z)
))− ρ−11 ρ−10 (ϵat − z + g2ϵ(2)at ) (4.86)
∈ B[1](C(2) γ
ρ1
, C(2)ρ
1
2+ϵ
0 + C
(2) γ
ρ1
, C(2)ρµ1γ
)
.
for all z ∈ Dρ0ρ1/2(ϵat + g2ϵ(2)at ) and g ∈ Sδ0 with (4.82).
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Now we aim to apply Theorem 4.1.25 (Analyticity Theorem of Griesemer-Hasler). To this end we express
the Hamiltonian in terms of the variables ζ := ρ−10 ρ
−1
1 z and s := g. Moreover we define the function
Eat(s) := ρ
−1
1 ρ
−1
0 (ϵat + s
2ϵ
(2)
at ) on C and the function
H(s, ζ) := Sρ1
(
F
χ
(1)
ρ1
(
T (1,ρ0)s (ρ0ρ1ζ),W
(1,ρ0)
s (ρ0ρ1ζ)
))
,
for (s, ζ) ∈ U := ⋃g∈Sδ0 :(4.82)D1/2(Eat(g)). Since we have expressed H(s, ζ) in terms of uniformly
convergent Neumann series (Theorems 4.1.6 and Theorem 4.1.19), we can conclude that H(s, ζ) is jointly
analytic on U . In addition, the conjugation property H(s, ζ)∗ = H(s, ζ) holds because each term in the
convergent expansion has that property. Moreover, Condition (4.79) holds if ρGH is less than 1/2. Hence
we can conclude from Theorem 4.1.25 that there exist analytic functions
g ↦→ ζ∞(g) , g ↦→ ψ∞(g) ,
for g ∈ Sδ0 with (4.82) such that
H(g, ζ∞(g))ψ∞(g) = 0 ,
and additionally ζ∞(g) ∈ D1/2(Eat(g)). Expressed in terms of the original variables we obtain from the
isospectrality of the Feshbach map, that
Eg := ρ0ρ1ζ∞(g) and ψg := Q(0,ρ0)g (Eg)Q
(1,ρ1)
g (Eg)ψ∞(g) ,
are an eigenvalue and eigenvector of Hg, where we use the abbreviations
Q(0,ρ0)g (z) := χ
(0)
ρ0 − χ(0)ρ0
(
H0 − z + χ(0)ρ0 gWχ(0)ρ0
)−1
gWχ(0)ρ0 ,
Q(1,ρ1)g (z) := χ
(1)
ρ1 − χ(1)ρ1
(
T (1,ρ0)g (z) + χ
(1)
ρ1 W
(1,ρ0)
g (z)χ
(1)
ρ1
)−1
W (1,ρ0)g χ
(1)
ρ1 .
It now follows that Eg and ψg are analytic functions of g ∈ Sδ0 with (4.82) since Q(0,ρ0)g (z) and Q(1,ρ1)g (z)
are analytic functions of g and z, as they are given by convergent expansions of jointly analytic functions.
Furthermore in terms of the original spectral parameter we have Eg ∈ Dρ0ρ1/2(ϵat + g2ϵ(2)at ), which
implies Eq. (4.6). The conjugation property of H(s, ζ), the last statement in Theorem 4.1.25, and the
isospectrality property of the Feshbach map imply that Eg is the ground-state energy of Hg. Therefore
as we take ρ0 to zero, the theorem follows.
We note that the choice for ρ0 and ρ1 in the proof corresponds to ρ0 being larger than |g| and ρ1 being
smaller than |g| such that their product is smaller than |g|2.
Remark 4.1.26. In this section we considered a quantum mechanical system that possesses a degeneracy
of the ground-state eigenvalue. We assumed that this degeneracy is lifted at second order in formal
perturbation theory. Under these conditions we showed that the ground state as well as the ground-state
energy are analytic as functions of the coupling constant in an open cone with apex at the origin. We
believe that the methods used in this section are also useful to treat degeneracies which are lifted at
an order higher than second order, by possibly inserting several Feshbach projections in between, with
energy cutoffs depending on the coupling constant.
To conclude this section we remark on Borel summability.
Remark 4.1.27. Borel summability methods allow in certain situations to recover a function from its
asymptotic expansion (cf. Chapter 5), provided it satisfies a strong asymptotic condition. Theorem 4.1.2
together with Remark 4.1.4 can be used to show that the ground-state energy as a function of g2 satisfies
the analyticity requirement of a strong asymptotic condition [115]. Suppose π/4 < δ0 < π/2 and g0 are
as in Theorem 4.1.2. Define the function f(w) := E√w with |arg(w)| < 2δ0 and |
√
w| < g0. Then f is
analytic in the interior of the cone S2δ0 ∩Dg20 and extends continuously onto the boundary. Moreover f
satisfies the analyticity requirement for a strong asymptotic condition. Now suppose there are C and σ
such that ⏐⏐⏐⏐⏐f(w)−
N∑
n=0
cnw
n
⏐⏐⏐⏐⏐ ≤ CσN+1 (N + 1)! |w|N+1 , (4.87)
for all N and all w ∈ S2δ0 ∩ Dg20 . Then Eg = f(g2) can be recovered uniquely by the method of Borel
summability [115, Watson’s theorem].
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4.2 Symmetries for the Spin-Boson Hamiltonian
In this section we consider a quantum mechanical system that is invariant under certain unitary and
antiunitary linear transformations. Such symmetries (Definition 4.2.10) may cause degeneracies in the
spectrum of operators corresponding to observables of the system (Lemma 4.2.12). Examples are the
time reversal and parity symmetry. Time reversal symmetry corresponds to an anti-linear transformation
implementing t→ −t and parity symmetry to a linear transformation implementing the reversal of sign on
all spatial coordinates. We concentrate our analysis on the ground state and the ground-state eigenvalue
of a perturbed Spin-Boson Hamiltonian. More precisely, we consider a system of matter particles that
is described by a closed symmetric operator acting on a separable Hilbert space. We assume that this
‘atomic system’ interacts with a quantized field of massless Bosons by means of a linear coupling. The
field of massless Bosons is modeled by the bosonic Fock space. Hence the Hamiltonian describing the
total system is a generalized Spin-Boson Hamiltonian (cf. Chapter 2).
As in Section 4.1 the ground-state eigenvalue of the atomic Hamiltonian is assumed to be degenerate.
In this section however, the degeneracy is caused by a set of symmetries that can be represented in
a certain way (cf. Hypothesis II (ii) in Subsection 4.2.2). This guarantees that, if the ground-state
eigenvalue is degenerate than this degeneracy persists once the interaction is turned on, i.e. the degeneracy
is protected by the set of symmetries. Moreover we assume that the interaction satisfies an infrared
condition (Hypothesis I). The infrared condition is needed for the renormalization analysis to converge.
We show that the ground state exists for small values of the coupling constant, which is a well-known
result [60,67,99,127]. Furthermore, we show that the ground state as well as the ground-state eigenvalue
are analytic as functions of the coupling constant. This result complements the result in [66] where only
the non-degenerate situation was considered.
4.2.1 Preliminaries
In this subsection we recall basic definitions and state results which we later use. In particular we define
what we mean by a symmetry of an operator and prove two versions of Schurs lemma. These lemmas are
crucial for the proof of the main theorem (Theorem 4.2.26). Moreover we consider parameter-dependent
linear operators and present general analyticity results for analytic families of operators.
Symmetry operators, Schurs Lemma and Kramers’ theorem
Definition 4.2.1. A bounded linear operator T is said to be isometric if it preserves the norm, i.e.
∥Tu∥H2 = ∥u∥H1
for every u ∈ H1.
Remark 4.2.2. An isometric operator T is injective and has the following properties:
(i) T ∗T = 1H1 ,
(ii) ⟨Tx, Ty⟩H2 = ⟨x, y⟩H1 for all x,y ∈ H1.
Definition 4.2.3. An isometric operator T is said to be unitary if it is surjective that is, if T has
range H2.
Remark 4.2.4. If T is unitary, then T−1 : H2 → H1 is a bounded linear operator and is itself unitary.
We therefore get the following equivalences
T : H1 → H2 is unitary ⇐⇒ T ∗T = 1H1 and TT ∗ = 1H2 ⇐⇒ T−1 = T ∗.
Definition 4.2.5. An antilinear operator U from H1 to H2 that is surjective and satisfies
⟨Ux,Uy⟩H2 = ⟨x, y⟩H1 ,
for all x, y ∈ H1 is called an antiunitary operator.
Remark 4.2.6. The definition of the adjoint (Definition 2.1.8) for an antiunitary operator U has to be
changed into
⟨Ux, y⟩ = ⟨x, U∗y⟩ , for x, y ∈ H1 .
Moreover the adjoint of an antiunitary U is also antiunitary and forH1 = H2 we have UU∗ = U∗U = 1H1 .
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Recall that we omit subscripts on norms and inner products whenever it is clear from the context on
which spaces the norms and inner products act.
Definition 4.2.7. Let V be a subspace of a Hilbert space H and let S be a set whose elements are
unitary or antiunitary operators on H. We say that S ∈ S acts irreducibly on V if for any subspace W
of V with SW ⊂W we have W = {0} or W = V .
The next two lemmas are versions of the well-known Lemma of Schur [121]. The first one is for self-adjoint
operators. Since the perturbed Hamiltonian is in general non-self-adjoint we present a second one for
ordinary linear operators, as well.
Lemma 4.2.8. Let S be a set containing unitary and antiunitary operators which act irreducibly on a
complex finite-dimensional Hilbert space V . Let T be a self-adjoint linear operator on V such that
S∗TS = T , for all S ∈ S.
Then there exists a number λ ∈ R such that T = λ1V .
Proof. First observe that T has a real eigenvalue, say λ. Thus T − λ has a nonvanishing kernel. Now S
leaves the space Ker(T − λ) invariant since λ is real. Thus by irreducibility we see that Ker(T − λ) = V .
This yields the claim.
Now we want to extend the above lemma to non-self-adjoint operators.
Lemma 4.2.9. Let S be a set containing unitary and antiunitary operators which act irreducibly on a
complex finite-dimensional Hilbert space V . Let T be a linear operator on V such that
S∗TS = T , for all S ∈ S, S unitary, (4.88)
S∗TS = T ∗ , for all S ∈ S, S antiunitary.
Then there exists a number λ ∈ C such that T = λ1V .
Proof. Note that there exits a unique decomposition
T = Z + iY ,
with Y and Z self-adjoint operators on V. Then it follows from Eq. (4.88) that
S∗ZS = Z , S∗Y S = Y ,
for all S ∈ S. Thus Z and Y are multiples of the identity by Lemma 4.2.8.
For notational simplicity we define
Definition 4.2.10. A unitary or antiunitary operator S is a symmetry of the operator T, if
S∗TS = T , for S unitary,
S∗TS = T ∗ , for S antiunitary.
Remark 4.2.11. The set of symmetries of an operator in a complex Hilbert space form a group.
The subsequent lemma illustrates how a symmetry of a self-adjoint operator can induce degeneracy for the
eigenvalues of this operator. It is an abstract version of Kramers’ degeneracy. This version is from [106]
and we note that the same proof can also be found in [104].
Lemma 4.2.12. (Kramers’ degeneracy theorem) Let an antiunitary operator θ be a symmetry of a self-
adjoint operator H and assume θ2 = −1. Then each eigenvalue of H is at least two-fold degenerate.
Proof. Let ψ ̸= 0 be an eigenvector of H with eigenvalue E. We claim that θψ is an eigenvector of H
which is orthogonal to ψ. Clearly θψ ̸= 0
Hθψ = θHψ = θEψ = Eθψ .
On the other hand
⟨ψ, θψ⟩ = ⟨θθψ, θψ⟩ = −⟨ψ, θψ⟩ .
Thus the inner product has to vanish.
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Parameter dependence and analyticity
Let H be a separable Hilbert space and ν ∈ N. In the previous chapters we already saw examples of
linear operator that depend on real or complex parameters (cf. Eq. (2.13) and (3.2)). In the following
we gather parameter-dependent notations and state results for analytic families of operators.
Definition 4.2.13. A (possibly unbounded) operator-valued function T (s) on a complex domain X is
called an analytic family if and only if:
(i) for each s ∈ X, T (s) is closed and has a nonempty resolvent set,
(ii) for every s0 ∈ X, there is a λ0 ∈ ρ(T (s0)) such that λ0 ∈ ρ(T (s)) for s near s0 and (T (s)− λ0)−1
is an analytic operator-valued function of s near s0.
Remark 4.2.14. An analytic family is also called analytic family in the sense of Kato.
Definition 4.2.15. Let R be a connected domain in the complex plane and let T (s), a closed operator
with nonempty resolvent set, be given for each s ∈ R. We say that the operator T (s) is an analytic family
of type (A) if and only if
(i) the operator domain of T (s) is some set D independent of s,
(ii) for every ψ ∈ D, Tψ is a vector-valued analytic function of s.
Remark 4.2.16. Every analytic family of type (A) is an analytic family in the sense of Kato, cf. [115].
For a detailed description of the theory of analytic functions we refer the reader to [81,93].
Definition 4.2.17. Let X ⊂ Cν and s ∈ X.
(a) Let S be a set of unitary and antiunitary operators. The map X → L(H); s ↦→ T (s) is said to
commute with the set S if every S ∈ S is a symmetry of the operator T (s) for all s ∈ X.
(b) Let X = X, we say that the map X → L(H); s ↦→ T (s) is reflection symmetric if
T (s)∗ = T (s) , for all s ∈ X .
Remark 4.2.18. The following two lemmas play a significant role later in this section.
Lemma 4.2.19. Let X = X ⊂ Cν . Let S be a set of unitary and antiunitary operators acting irreducibly
on a finite-dimensional Hilbert space V . Suppose the map X → L(V ); s ↦→ T (s) is reflection symmetric
and commutes with the set S. Then there exists a function f : X → Cν such that f(s) = f(s) and
T (s) = 1V f(s) .
Proof. For fixed s ∈ X every S ∈ S is a symmetry for T (s). Hence by Lemma 4.2.9 there exists a function
f : X → Cν such that T (s) = 1V f(s). Moreover, since T (s) is reflection symmetric, this function satisfies
f(s) = f(s).
Lemma 4.2.20. Let H be a complex Hilbert space and P (s) ∈ L(H) a projection-valued analytic function
on a connected, simple connected region of the complex plane X containing s0. Then there exists an
analytic family U(s) of bounded and invertible operators with the following properties:
(a) U(s)P (s0)U(s)−1 = P (s),
(b) if s0 ∈ R and P (s) is self-adjoint for real s ∈ X, then we can choose U(s) unitary for real s.
(c) if P (s) commutes with a finite set of symmetries S, then U(s) satisfies
(i) S∗U(s)S = U(s) for unitary S ∈ S ,
(ii) S∗U(s)S =
(
U(s)−1
)∗ for antiunitary S ∈ S.
Moreover, if in addition X = X, X ∩ R ̸= ∅ and P (s) is reflection symmetric for all s ∈ X, then
U(s) = U(s)−1 .
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Proof. For a proof of (a) and (b) we refer the reader to [115, Theorem XII.12]. In the corresponding proof
and a related lemma it is shown that the analytic family U(s) is the unique solution of the differential
equation
d
ds
Z(s) = Q(s)Z(s) , Z(s0) = 1 , (4.89)
where s0 ∈ X and Q(s) := P ′(s)P (s)− P (s)P ′(s) is the commutator of P ′ = ddsP and P . Moreover it is
shown that U(s)−1 is the unique solution of the differential equation
d
ds
V (s) = V (s)
(−Q(s)) , V (s0) = 1 . (4.90)
Now we proof (c):
For unitary S ∈ S the statement (i) follows directly from the uniqueness of solutions for Eq. (4.89).
More precisely, since S∗P (s)S = P (s) we obtain ddsP (s) = S
∗ d
dsP (s)S using the product rule. Hence
S∗Q(s)S = Q(s) and the statement follows from the uniqueness of the solution for Eq. (4.89), since
d
ds
S∗U(s)S = S∗
d
ds
U(s)S = S∗Q(s)U(s)S = Q(s)(S∗U(s)S) ,
and
S∗U(s0)S = U(s0) = 1 .
Next we consider antiunitary S ∈ S. Every such S is a symmetry for P (s) by assumption. Thus, by
taking adjoints, we have S∗P (s)∗S = P (s) and differentiating this we obtain S∗
(
d
dsP (s)
)∗
S = ddsP (s).
An easy calculation shows
S∗Q(s)∗S = −Q(s) . (4.91)
Now using the fact that U(s) solves Eq. (4.89) we see that
(
S∗U(s0)S
)∗
= 1 and compute
d
ds
(
S∗U(s)S
)∗
=
(
S∗
d
ds
U(s)S
)∗
=
(
S∗Q(s)U(s)S
)∗
=
(
S∗U∗(s)S
)(−Q(s)) ,
where the last inequality follows due to Eq. (4.91). Hence by the uniqueness of solution for Eq. (4.90) we
obtain that S∗U(s)∗S = U(s)−1, and therefore
S∗U(s)S =
(
U(s)−1
)∗
.
In order to proof the last part we first consider s ∈ R ∩X. Since P (s) is by assumption self-adjoint for
real s ∈ X we can choose by part (b) the analytic family U(s) unitary for real s. Hence U(s)∗ = U(s)−1.
Now, using analytic continuation, we extend this to all s ∈ X.
Last but not least we consider a uniformly bounded family of operator-valued functions that depend on
some parameter s. The following lemma shows for which conditions this family is analytic in s. For a
proof of this lemma we refer to [66, Appendix B].
Lemma 4.2.21. Suppose the function F : X → L(Hat;L2(R3 × Z2;Hat)), s ↦→ Fs is uniformly bounded
and suppose for almost every k ∈ R3×Z2 and all s ∈ X, there exists an operator Fs(k) ∈ L(Hat) such that
Fs(k)φ = (Fsφ)(k) for all φ ∈ Hat. If for almost every k ∈ R3 × Z2, the function s ↦→ Fs(k) ∈ L(Hat) is
analytic, then F is analytic.
4.2.2 Description of the model and statement of result
We begin with a detailed definition of the considered model. Especially we formulate three Hypothesis
that contain distinctive properties of our model. In the end we state the main result of this section.
We already mentioned in Chapter 2 that the considered model is a specific case of Example 2.3.5. In
particular we consider a model that is similar to the model in [66].
Let X ⊆ Cν , ν ∈ N, be an open set that is symmetric with respect to complex conjugation and satisfies
X ∩ Rν ̸= ∅, i.e. X = X. Moreover let Hat be an arbitrary, separable complex Hilbert space and F the
bosonic Fock space defined in Chapter 2. On H := Hat ⊗F we define a family of unbounded operators
Hg(s) : D(Hg(s)) ⊂ H → H ,
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for s ∈ X and the coupling constant g ≥ 0 by
Hg(s) := Hat(s)⊗ 1F + 1Hat ⊗Hf + gW (s) .
We assume that the atomic Hamiltonian Hat(s) is closed and symmetric on Hat. As usual we denote by
Hf the free field Hamiltonian with dispersion relation ω(k) := |k|. For more details see Eq. (2.7).
The interaction operator
W (s) := a(ω−1/2Gs) + a∗(ω−1/2Gs) (4.92)
is defined as the sum of a smeared annihilation and creation operator with Gs ∈ L(Hat;Hat ⊗ h).
Remark 4.2.22. In Section 3.3 we defined smeared annihilation and creation operators for such operator-
valued coupling functions G. Especially we refer to Eq. (3.16) and Remark 3.3.9 for more information.
In the following we formulate three Hypotheses. These Hypotheses are crucial for our proof of the
main theorem of this section (Theorem 4.2.26). Each Hypothesis addresses a different property of our
model. For example, we need some infrared regularity for the renormalization analysis to be applicable.
Hence we assume a specific infrared condition in Hypothesis I. As in Section 4.1 we define this infrared
condition in terms of the norm on the space
L2µ(R3 × Z2;L(Hat)) := {G : R3 × Z2 → L(Hat) : G measurable, ∥G∥µ <∞} ,
where µ > 0 and the norm ∥ · ∥µ is given by Eq. (4.5). Now we can formulate the first Hypothesis.
Hypothesis I. For s ∈ X the mapping s ↦→ Gs is a bounded analytic function that has values in
L2(R3 × Z2;L(Hat)). Moreover there exists a µ > 0 such that
sup
s∈X
∥Gs∥µ <∞ .
A direct consequence of this Hypothesis is that the interaction operators W (s) and its adjoint W (s)∗ are
well-defined operators on Hat ⊗ D(Hf ) and infinitesimally bounded with respect to Hf for all s ∈ X.
This follows by combining Hypothesis I with Remark 3.3.9 and Lemma 3.3.12 from Chapter 3. Hence
the operator Hg(s) is defined on D
(
Hat(s)
)⊗D(Hf ). Since Hat(s) is closed, this space is dense in H and
Hg(s) is densely defined. Thus the adjoint Hg(s)∗ exists and is closed. Moreover, D
(
Hat(s)
)⊗D(Hf ) is
contained in the domain of Hg(s)∗. Hence the map Hg(s) : D
(
Hat(s)
)⊗D(Hf ) ⊂ H → H has a densely
defined adjoint and is therefore closable [93, Theorem 5.28].
Next we state the second Hypothesis and explain its importance in connection with degenerate eigenvalues
in the subsequent remark.
Hypothesis II. The mapping s ↦→ Hat(s) is an analytic family of type (A) and Hat(s)∗ = Hat(s) for all
s ∈ X. In particular Hat(s) is self-adjoint for s ∈ Rν ∩X. Moreover,
(i) there exists s0 ∈ Rν ∩X such that Eat(s0) := inf σ(Hat(s0)) is a discrete eigenvalue of Hat(s0).
(ii) the eigenvalue Eat(s0) is either non-degenerate or if it is degenerate then there exists a set of
symmetries, S, commuting with Hg(s) for all g in a real neighborhood of zero and s ∈ X. Each
element of S can be written in the form S1 ⊗ S2, where S1 is a symmetry in Hat and S2 is a
symmetry in F leaving the Fock vacuum invariant. In particular, the set of symmetries in Hat
{S1 : S1 ⊗ S2 ∈ S}
acts irreducibly on the eigenspace corresponding to the eigenvalue Eat(s0).
Remark 4.2.23. We note that if Hypothesis II (ii) holds, then W commutes with S, Hat commutes with
{S1 : S1 ⊗ S2 ∈ S}, and Hf commutes with {S2 : S1 ⊗ S2 ∈ S}.
The subsequent lemma illustrates how Hypothesis II and in particular the existence of a set of symmetries
as in part (ii) simplifies the spectral analysis in the degenerate case. For this let us first examine the
implications of part (i). For notational simplicity we set ν = 1. Similar to the first part of the proof of
Theorem XII.8 in [115] we obtain, since Eat(s0) is isolated, that we can pick ϵ > 0 such that
σ(Hat(s0)) ∩
{
z ∈ C : |z − Eat(s0)| < ϵ
}
=
{
Eat(s0)
}
.
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In addition, since s ↦→ Hat(s) is an analytic family of type (A) on X, the set
Γ =
{
(s, λ) : s ∈ X, λ ∈ ρ(Hat(s))
}
is open and the function (Hat(s)− z)−1 defined on Γ is an analytic function of two variables, see Theo-
rem XII.7 in [115]. Hence, since the set
{
z ∈ C : |z−Eat(s0)| = ϵ
}
is a compact set in C, we can find for
all s ∈ X an appropriate δ > 0 such that
z /∈ σ(Hat(s)) , if |z − Eat(s0)| = ϵ and |s− s0| ≤ δ .
Moreover we obtain that
Pat(s) = − 1
2πi
∮
|z−Eat(s0)|=ϵ
1
Hat(s)− z dz (4.93)
exists and is analytic for s ∈ N := {s ∈ X : |s− s0| ≤ δ}.
We note that if Hat commutes with {S1 : S1 ⊗ S2 ∈ S} then also Pat commutes with this set.
Lemma 4.2.24. Suppose the situation is as in Hypothesis II and let the eigenvalue Eat(s0) be degenerate.
Then there exists a neighborhood, N , of s0 in X and an analytic function Eat : N → C such that for all
s ∈ N
Hat(s) ↾ RanPat(s) = Eat(s) ↾ RanPat(s) .
Moreover, for fixed s ∈ N , the point Eat(s) ∈ C is the only eigenvalue of Hat(s) in a neighborhood of
Eat(s0).
Proof. Using the implications from Hypothesis (i), stated above, we deduce from Theorem XII.6 in
[115] that, if Pat(s) has dimension n, then Hat(s) has at most n points of its spectrum inside the set{
z ∈ C : |z − Eat(s0)| < ϵ
}
and each of these points is discrete. Moreover we have that
σ
(
Hat(s) ↾ RanPat(s)
)
= σ(Hat(s)) ∩
{
z ∈ C : |z − Eat(s0)| < ϵ
}
.
In addition we know from Hypothesis II (ii) that the eigenvalue Eat(s0) has at most finite multiplicity,
let say n. Hence dim
(
RanPat(s0)
)
= n. In addition using Lemma 4.2.20 we get that there exists
an analytic family U(s) of bounded and invertible operators, that are unitary for s ∈ R ∩ N , where
N = {s ∈ X : |s− s0| ≤ δ} was defined after Eq. (4.93). Moreover we have
U(s)Pat(s0)U(s)
−1 = Pat(s) .
Hence RanPat(s0) is an invariant subspace of U(s)−1Hat(s)U(s) for s ∈ N and therefore the operator
family
HUat(s) := U(s)
−1Hat(s)U(s) ↾ RanPat(s0)
is n-dimensional and self-adjoint for s ∈ R ∩ N . Using part (c) of Lemma 4.2.20 we obtain that HUat(s)
commutes with the set S˜ = {S1 : S1 ⊗ S2 ∈ S}. More precisely we have for unitary S ∈ S˜ that
S∗HUat(s)S = S
∗U(s)−1SS∗Hat(s)SS∗U(s)S = HUat(s). For antiunitary S ∈ S˜ we obtain
S∗HUat(s)S = S
∗U(s)−1SS∗Hat(s)SS∗U(s)S = U(s)∗Hat(s)∗
(
U(s)−1
)∗
= HUat(s)
∗ ,
where we used for the second equality that we have
S∗U(s)−1S =
(
S∗U(s)S
)−1
=
((
U(s)−1
)∗)−1
= U(s)∗ ,
by part (c) of Lemma 4.2.20. Hence due to Lemma 4.2.19 there exists an analytic function Eat : N → C
such that HUat(s) ↾ RanPat(s0) = Eat(s) ↾ RanPat(s0). Multiplying with U(s) from the left and U(s)−1
from the right we arrive at
Hat(s) ↾ RanPat(s) = Eat(s) ↾ RanPat(s) for s ∈ N .
Moreover, since the eigenvalue problem for Hat(s) ↾ RanPat(s) is equivalent to the eigenvalue problem of
HUat(s) ↾ RanPat(s0), cf. [93, Chapter 7], we obtain that for fixed s ∈ N there exists exactly one point
Eat(s) ∈ σ
(
Hat(s) ↾ RanPat(s)
)
, which is in some sense near to Eat(s0). This point is the only eigenvalue
of Hat(s) in
{
z ∈ C : |z − Eat(s0)| < ϵ
}
.
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Remark 4.2.25. In case of a non-degenerate Eat(s0) the existence of an analytic function s→ Eat(s) such
that for every s near s0 the point Eat(s) is near to Eat(s0) and is an eigenvalue of Hat(s), follows directly
from the Kato-Rellich theorem of analytic perturbation theory [115, Theorem XII.8].
Let us now formulate the third and last Hypothesis. In order to do that we define P at(s) := 1Hat−Pat(s),
where Pat(s) is defined in Eq. (4.93). The third Hypothesis is necessary in order to give us a certain
control on the resolvent of the non-interacting Hamiltonian H0(s). More precisely we can deduce from it
that H0(s), for s near s0, has no eigenvalues belonging to eigenvectors ψ ∈ P at(s)Hat ⊗ 1F in a certain
neighborhood of the isolated (possibly degenerate) ground-state eigenvalue of Hat(s0).
Hypothesis III. Hypothesis II holds and there exists a neighborhood U ⊂ X × C of (s0, Eat(s0)) such
that for all (s, z) ∈ U , we have |Eat(s)− z| < 1/2 and
sup
(s,z)∈U
sup
q≥0
 q + 1Hat(s)− z + qP at(s)
 <∞ .
With the three Hypotheses at hand we can now state the main result of this section.
Theorem 4.2.26. Suppose Hypotheses I, II and III hold. Then there exists a neighborhood X0 ⊂ X of
s0 and a positive constant g0 such that for all s ∈ X0 and all g < g0 the operator Hg(s) has an eigenvalue
Eg(s) and a corresponding eigenvector ψg(s). The eigenvalue and eigenvector are analytic functions of
s ∈ X0 and
Eg(s) = inf σ(Hg(s))
for all s ∈ X0 ∩ Rν .
Remark 4.2.27. In case that the irreducibility assumptions of Hypothesis II (ii) is not met the eigenspace of
the ground-state eigenvalue is expected to split at higher order in perturbation theory. This phenomenon
is known as the Lamb shift and has been considered in the literature [69, 96]. It is natural to assume
that the degeneracy of the eigenvalues are lifted until they are protected by a set of symmetries. Hence
a combination of an ’n-th’-order split up version of the result in Section 4.1 combined with the result
presented in this section would yield a comprehensive answer to analyticity questions for degenerate
ground-state eigenvalues in the framework of generalized Spin-Boson models.
In the remainder of Section 4.2 we prove Theorem 4.2.26.
4.2.3 Construction of an effective Hamiltonian
The first step in the operator-theoretic renormalization analysis (cf. Subsection 3.2.2) is to prove that
Hg(s) and H0(s) are a Feshbach pair for a suitable operator χ(s). Depending on this operator one then
constructs an effective Hamiltonian.
We note that the definition of the generalized projection χ(s) is similar to the related definition of
generalized projections in Section 4.1. We choose again smooth functions χ, χ ∈ C∞(R; [0, 1]) such that
χ2 + χ2 = 1 and
χ(r) =
{
1 , if r ≤ 34 ,
0 , if r ≥ 1 .
For ρ > 0 we then define
χρ(r) := χ(r/ρ) , χρ(r) := χ(r/ρ) ,
and set χρ := χ(Hf/ρ), χρ := χ(Hf/ρ).
Next we define commuting, non-zero, bounded operators
χρ(s) := Pat(s)⊗ χρ ,
χρ(s) := P at(s)⊗ 1+ Pat(s)⊗ χρ . (4.94)
Note that they satisfy χρ(s)2 + χρ(s)2 = 1 and that they are in general not self-adjoint. Moreover we
set χ(s) := χ1(s) and χ(s) := χ1(s).
Remark 4.2.28. We note that if Hypothesis II (ii) holds, then also χρ and χρ commute with S.
The following theorem gives us the conditions for which we can define the first Feshbach operator.
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Theorem 4.2.29. Suppose Hypothesis I, II, III hold, and let U ⊂ X × C be given by Hypothesis III.
Then there is a g0 ∈ R+ such that for all g ∈ [0, g0) and all (s, z) ∈ U , the pair (Hg(s)− z,H0(s)− z) is
a Feshbach pair for χ(s). Furthermore one has the absolutely convergent expansion
Fχ(s)(Hg(s)− z,H0(s)− z) ↾ Pat(s)⊗F
= Eat(s)− z +Hf +
∞∑
L=1
(−1)L−1χ(s) gW (s)
((
H0(s)− z
)−1
gχ(s)W (s)χ(s)
)L−1
χ(s) . (4.95)
In the proof of this theorem we make use the following two lemmas. Since the estimates of these two
lemmas do not directly depend on the parameter s, we drop it in the notation. To state the lemmas we
define for R > 0 and E ∈ C the set
QR(E) := DR(E) + R− ,
where DR(E) = {z ∈ C : |E − z| ≤ R}. Moreover we assume that
sup
z∈QR(E)
∥(Hat − z)−1 ↾ RanP at∥ ≤ κ−1. (4.96)
Lemma 4.2.30. Suppose Eq. (4.96) holds for R > 0 and E ∈ C. Then for z ∈ DR(E) we have(H0 − z)−1χρ ≤ (1 + ∥Pat∥)κ−1 + ∥Pat∥(34ρ−R)−1 . (4.97)
Proof. We recall that by Definition (4.94) we have χρ = P at⊗1+Pat⊗χ(Hf/ρ). Clearly H0 commutes
with each of the summands on the right hand side. Let r ≥ 0 and z = z′ − r with z′ ∈ DR(E), then we
have for normalized ψ ∈ RanPat ⊗ χ(Hf/ρ)(H0 − z)ψ ≥ |⟨ψ, (H0 − z)ψ⟩| ≥ ⟨ψ, (Hf + r)ψ⟩ − |E − z′| ≥ 3
4
ρ−R .
This yields
∥(H0 − z)−1 ↾ RanPat ⊗ χ(Hf/ρ)∥ ≤
(3
4
ρ−R
)−1
. (4.98)
Moreover, we know that the operator Hf is self-adjoint with spectrum [0,∞), cf. Section 2.2. Hence it
follows from the spectral theorem and Eq. (4.96), since QR(E) = DR(E) + R−, that
sup
z∈DR(E)
(H0 − z)−1 ↾ RanP at ⊗ 1 = sup
z∈QR(E)
(Hat − z)−1 ↾ RanP at ≤ κ−1. (4.99)
Now Eq. (4.97) follows using Eqns. (4.98), (4.99) and
∥(H0 − z)−1χρ∥ ≤ ∥(H0 − z)−1P at ⊗ 1∥+ ∥(H0 − z)−1Pat ⊗ χ(Hf/ρ)∥ .
Lemma 4.2.31. Suppose Eq. (4.96) holds for R > 0 and E ∈ C. Then for z ∈ DR(E) we have(Hf + 1)1/2 (H0 − z)−1χρ ≤ 2 ∥χρ∥+ (|Eat|+ ρ2 + 1)∥(H0 − z)−1χρ∥ (4.100)
Proof. We use that
∥(Hf + 1)ψ∥ ≤ 2 ∥H0 ψ∥+ ∥ψ∥ , (4.101)
for all ψ ∈ D(H0) and that
H0(H0 − z)−1χρ = χρ + z(H0 − z)−1χρ . (4.102)
Hence inserting ψ = (H0 − z)−1χρφ into Eq. (4.101) and using Eq. (4.102) the Estimate (4.100) follows.
Now we are ready to prove the theorem.
Proof of Theorem 4.2.29. Since Hypotheses I - III hold the parameter s does not play a role in this proof.
We always take the supremum over s ∈ X in all norms without explicitly stating it and suppress the
parameter s throughout this proof.
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From Hypothesis I we know, that W is a well-defined operators on Hat ⊗D(Hf ) and that it is infinitesi-
mally bounded with respect to Hf . Using in addition Eq. (3.19) from Section 3.3 we obtain the uniform
bounds W (Hf + 1)−1/2 ≤ 2 ∥G∥µ <∞ , (4.103)(Hf + 1)−1/2W ≤ 2 ∥G∥µ <∞ .
We refer the reader to the proof of Lemma 4.1.7 for more details. On D(H0) we have by definition
χH0 = H0χ and χH0 = H0χ , (4.104)
hence H0 − z maps D(H0) ∩ Ranχ into Ranχ, where
Ranχ = Ran(P at ⊗ 1)⊕ Ran(Pat ⊗ χ1) .
Moreover, Hypothesis III implies that there exists a κ > 0 such that Eq. (4.96) holds. Thus we deduce
from Lemma 4.2.30 and Lemma 4.2.31 that
sup
z∈U
(H0 − z)−1 ↾ Ranχ <∞ , (4.105)
and
sup
z∈U
(Hf + 1)(H0 − z)−1χ <∞ . (4.106)
Thus as in the proof of Theorem 4.1.6 we obtain that W is infinitesimally bounded with respect to H0.
Therefore Hg is closed on D(H0). Next we verify the criteria for a Feshbach pair from Lemma 3.2.7.
Since Eq. (4.104) is valid on every core of H0, we get that Condition (a′) is satisfied. Moreover H0 is
bounded invertible on Ranχ (cf. Eq. (4.105)), hence Condition (b′) is satisfied. The validity of Condition
(c’) follows by combining the Eqns. (4.103) and (4.106). More precisely we get that there exits a g0 ∈ R+
such that for all 0 < g < g0 the following holds true
sup
z∈U
gχW (H0 − z)−1χ < 1 , (4.107)
sup
z∈U
g (H0 − z)−1χWχ < 1 .
This completes the proof that (Hg − z,H0 − z) is a Feshbach pair for χ. Now using the definition of the
Feshbach map (Eq. (3.4)) and the identity
(H0 − z + gχWχ) ↾ Ranχ = (Hf + 1)1/2A(z)[1 + g A(z)−1B(z)](Hf + 1)1/2 ↾ Ranχ
where
A(z) := (Hf + 1)
−1/2(H0 − z)(Hf + 1)−1/2 , B(z) := (Hf + 1)−1/2χWχ(Hf + 1)−1/2 ,
we obtain from Neumann’s theorem (Theorem 3.2.9) that the expansion (4.95) existence and is absolutely
convergent.
We define the first Feshbach operator using the Neumann expansion of Theorem 4.2.29.
H(1,1)g (s, z) := Eat(s)− z +Hf + W˜χ,g(s, z) , (4.108)
where W˜χ,g(s, z) ∈ L(RanPat(s)⊗F) is given by
W˜χ,g(s, z) =
∞∑
L=1
(−1)L−1χ(s) gW (s)
((
H0(s)− z
)−1
gχ(s)W (s)χ(s)
)L−1
χ(s) .
Remark 4.2.32. We use the superscript (1, 1) in the designation H(1,1)g to illustrate that we are in the first
(initial) step of the renormalization process and that we cut-off photon energies bigger than one. This
kind of notation was much more relevant in Section 4.1 where we did two steps of the renormalization
analysis by hand and projected onto photon energies strictly smaller than one. Nevertheless we stick with
this notation.
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Next, using the analytic family U(s) given by Lemma 4.2.20, we define the effective Hamiltonian that we
consider in this section.
Hˆ(1,1)g (s, z) := U(s)
−1H(1,1)g (s, z)U(s) ↾ RanPat(s0)⊗Hred . (4.109)
where we denote U(s)⊗1 by the symbol U(s) and the reduced Fock space Hred was defined in Eq. (2.12).
Remark 4.2.33. The effective Hamiltonian has the advantages that its domain does not depend on s.
In the following theorem we show that the first Feshbach operator H(1,1)g (s, z) is analytic on a suitable
subset of X × C. Moreover we show that the effective Hamiltonian (4.109) is isospectral to Hg(s) − z.
Furthermore the effective Hamiltonian commutes with the set of symmetries S from Hypothesis II and
is reflection symmetric. Note that we make use of the auxiliary operator Qχ defined in Eq. (3.5) in this
theorem.
Theorem 4.2.34. Suppose Hypothesis I, II, III hold, and let U ⊂ X × C be given by Hypothesis III.
For small enough g ∈ R+ we then have that the first Feshbach operator H(1,1)g (s, z) is analytic on U .
Moreover, if (Hg(s)− z,H0(s)− z) is a Feshbach pair for χ(s) we have the following
(a) Hg(s)−z : D(H0(s)) ⊂ H → H is bounded invertible if and only if Hˆ(1,1)g (s, z) is bounded invertible
on RanPat(s0)⊗Hred.
(b) The following maps are linear isomorphisms and inverses of each other:
U(s)−1χ(s) : Ker (Hg(s)− z)→ Ker Hˆ(1,1)g (s, z) ,
Qχ(s)U(s) : Ker Hˆ
(1,1)
g (s, z)→ Ker (Hg(s)− z) .
Furthermore, let S be the set of symmetries given in Hypothesis II, then
(c) S∗Hˆ(1,1)g S = Hˆ
(1,1)
g , for all unitary S ∈ S.
(d) S∗Hˆ(1,1)g S = Hˆ
(1,1)∗
g , for all antiunitary S ∈ S.
In addition, if X = X we have for s ∈ X and z ∈ {z ∈ C : (s, z) ∈ U}
(e) Hˆ(1,1)g (s, z)∗ = Hˆ
(1,1)
g (s, z) .
Proof of Theorem 4.2.34. We first prove that H(1,1)g (s, z) is analytic on U . Using Eq. (4.108) and (4.109)
we see that H(1,1)g (s, z) is analytic, if Wχ,g(s, z) is analytic. Now by choosing |g| < g0, we obtain from
Theorem 4.2.29 that Wχ,g(s, z) is absolutely convergent on RanPat(s)⊗ F and it remains to prove that
the map
(s, z) ↦→
∞∑
L=1
(−1)L−1χ(s) gW (s)
((
H0(s)− z
)−1
gχ(s)W (s)χ(s)
)L−1
χ(s)
is analytic in s and z. Since this implies the analyticity of ⟨α,Wχ,g(s, z)β⟩ for all α, β ∈ RanPat(s)⊗F ,
which, by Theorem 3.12 of Chapter III in [93], proves that Wχ,g(s, z) is analytic in s and z.
Since χ(s)W (s) and W (s)χ(s) are analytic, the analyticity of the above map follows if(
H0(s)− z
)−1
gχ(s)W (s)χ(s) (4.110)
is analytic. Due to the uniform bound (4.103) one can show that s ↦→ W (s)(Hf + 1)−1/2 is analytic on
X, cf [66, Lemma 12]. Moreover, from the definition of χ(s) we get the following decomposition
(Hf + 1)
(
H0(s)− z
)−1
χ(s)
= (Hf + 1)
(
H0(s)− z
)−1
(P at(s)⊗ 1) + (Hf + 1)
(
Eat(s) +Hf − z
)−1
(Pat(s)⊗ χ1) .
In view of Lemma 4.2.24 we can deduce in the same way as in [66, Proposition 27] that the function
(s, z) ↦→ (H0(s)− z)−1(P at(s)⊗1) is analytic on U . Using a spectral representation of Hf and Hypothe-
sis III it follows that the first factor on the right hand side of the equation above is analytic. The second
factor on the right hand side can be viewed as a composition of analytic functions. Hence Eq. (4.110) is
analytic. This concludes the proof that H(1,1)g (s, z) is analytic on U .
60 4. Degenerate perturbation theory
The Statements (a) and (b) follow in view of Remark 4.2.33 from Theorem 3.2.4 by making the choice
V = Ran
(
Pat(s0)⊗ P[0,1](Hf )
)
.
Statements (c) and (d) follow from Lemma 4.2.20, the definitions of the terms in Hˆ(1,1)g , see Eqns. (4.108)
and (4.109), and the symmetry properties of all the operators occuring in the definitions. In particular
see Remark 4.2.4 and 4.2.6. Thus it remains to prove (e).
For this let s ∈ X ∩ Rd ̸= ∅ and z ∈ {z ∈ C : (s, z) ∈ U}. Since the analytic family U(s) is unitary for
real s and Hypothesis I and II hold we obtain
Hˆ(1,1)g (s, z)
∗ =
(
U(s)−1H(1,1)g (s, z)U(s) ↾ RanPat(s0)⊗Hred
)∗
= (U(s))
∗
(H(1,1)g (s, z))
∗ (U(s)−1)∗ ↾ RanPat(s0)⊗Hred
= U(s)
−1
H(1,1)g (s, z)U(s) ↾ RanPat(s0)⊗Hred
= Hˆ(1,1)g (s, z) .
Additionally, since X = X, we get that H(1,1)g (s, z)∗ is also analytic in U and coincides with H(1,1)g (s, z)
for s ∈ Rν ∩X. We therefore get by the unique continuation property of analytic functions (cf. [86]) that
H(1,1)g (s, z)
∗ = H(1,1)g (s, z) ,
for all s ∈ X and z ∈ {z ∈ C | (s, z) ∈ U}. This completes the proof of Theorem 4.2.34.
Remark 4.2.35. Let g ∈ (0, g0) and U0(s) := {z ∈ C : (s, z) ∈ U} be a neighborhood of Eat(s). Then
Theorem 4.2.34 implies that finding an eigenvalue of Hg(s) in U0(s) is the same as finding z ∈ C such that
Hˆ
(1,1)
g (s, z) has non-trivial kernel. To see this recall the isospectrality property of the smooth Feshbach
map (Eq. (3.6)).
4.2.4 The renormalization transformation
In this subsection we define the renormalization transformationRρ and study important properties of this
map. Moreover we show that the effective Hamiltonian Hˆ(1,1)g lies in the domain of the renormalization
transformation. But to begin with we state an abstract existence result for Feshbach pairs. For this recall
from Section 3.3 that the map H :W [d]ξ → L(Hred) for w = (wm,n)m,n∈N0 ∈ W [d]ξ is given by
H(w) :=
∑
m,n
Hm,n(wm,n) ,
where for m+ n ≥ 1 the operator Hm,n is defined by Eq. (3.10) and H0,0(w) := w0,0(Hf ). Moreover we
note that w0,0(0) = ⟨Ω, w0,0(Hf ) Ω⟩ = ⟨Ω, H(w)Ω⟩ =: ⟨H(w)⟩Ω.
As in Section 4.1 we define a neighborhood of the free field Hamiltonian in terms of the norms introduced
in Subsection 3.3.1 as follows. For α, β, γ ∈ R+ let B[d](α, β, γ) ⊂ H(W [d]ξ ) be defined by
B[d](α, β, γ) :=
{
H(w) : ∥w0,0(0)∥ ≤ α, ∥w′0,0 − 1∥∞ ≤ β, ∥w − w0,0∥#µ,ξ ≤ γ
}
.
Lemma 4.2.36. Suppose ρ, ξ ∈ (0, 1) and µ > 0. If H(w) ∈ B[d](ρ/2, ρ/8, ρ/8), then (H(w), H0,0(w))
is a Feshbach pair for χρ.
This lemma follows up to notational differences directly from the proof of Lemma 15 in [66]. Moreover a
similar proof is given in [57]. Therefore we omit the proof of this lemma.
Definition 4.2.37. The so-called renormalization transformation
Rρ := Sρ ◦ Fχρ (4.111)
is defined on the domain D(Fχρ) of the Feshbach map Fχρ . Note that the map Sρ, which is called
rescaling by dilation, was defined in Eq. (3.14).
Now let
(
H(w), H0,0(w)
)
be a Feshbach pair with respect to χρ. Then we can deduce from Theorem 3.3.4
that the map Rρ has a well-defined domain D(Rρ) ⊂ L(Hred). Moreover the renormalization transfor-
mation is in this case explicitly given by the following bounded operator on Hred,
Rρ(H(w)) = ρ−1ΓρFχρ(H(w), H0,0(w))Γ∗ρ .
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Furthermore we can derive more properties of Rρ. Namely, from Lemma 4.2.36 we can deduce that
the neighborhood B[d](ρ/2, ρ/8, ρ/8) is contained in D(Rρ). In addition, Theorem 3.2.4 implies that
KerRρ(H(w)) is isomorphic to KerH(w). The subsequent theorem shows that we even have some
control on the range of the renormalization transformation.
Theorem 4.2.38. There exists a constant Cχ ≥ 1 that only depends on χ such that for µ > 0, ρ ∈ (0, 1),
ξ :=
√
ρ
4Cχ
and β, γ ≤ ρ8Cχ , we have
Rρ − ρ−1⟨ · ⟩Ω : B[d](ρ/2, β, γ)→ B[d](α˜, β˜, γ˜) ,
where
α˜ = 3Cχ
γ2
2ρ
, β˜ = β + 3Cχ
γ2
2ρ
, γ˜ = 128C2χ ρ
µγ .
This theorem is a variant of Theorem 16 in [66], which is itself a variant of Theorem 3.8 in [14]. For a
proof we refer to [14] and remark that our definition of the renormalization transformation is different to
the one they used. To be more precise, we do not use an analytic deformation of the spectral parameter.
Moreover we consider matrix-valued integral kernels but due to our definition of the related Banach spaces
(Section 3.3) there are no actual differences in the proof, expect minor notational ones. Furthermore we
refer the reader to [57, Appendix 1] for a detailed derivation of the constants α˜, β˜ and γ˜. From that
proof we additionally conclude that without loss of generality we can set
Cχ :=
4
3
(∥χ1∥∞ + ∥χ′1∥∞ + ∥χ′1∥2∞) . (4.112)
For later use we additionally define the following constants
Cβ :=
3
2
Cχ , Cγ := 256C
2
χ . (4.113)
In the next subsection we iteratively apply the renormalization transformation Rρ to the initially defined
isospectral operator Hˆ(1,1)g . Hence we need to show that we are actually allowed to do that, i.e. we have
to prove that Hˆ(1,1)g (s, z)− ⟨Hˆ(1,1)g (s, z)⟩Ω ∈ D(Rρ).
In the following we denote by
d0 := dim
(
RanPat(s0)
)
= dim
(
RanPat(s)
)
(4.114)
the dimension of the eigenspace corresponding to the ground-state eigenvalue of Hat(s).
Theorem 4.2.39. Suppose the Hypotheses I, II and III are true for some µ > 0 and U ⊂ Cν ×C. Then,
for all ξ ∈ (0, 1) and arbitrarily positive constants α0, β0 and γ0, there exits a positive constant g1 such
that for all g ∈ [0, g1) and all (s, z) ∈ U , (Hg(s)− z,H0(s)− z) is a Feshbach pair for χ(s), and
Hˆ(1,1)g (s, z)− (Eat(s)− z) ∈ B[d0](α0, β0, γ0) .
Using Theorem 4.2.29 we directly obtain that the Feshbach property is satisfied for sufficiently small g.
Hence to prove the theorem it remains to construct a sequence of integral kernels w ∈ W [d0]ξ such that
Hˆ
(1,1)
g (s, z) = H(w). Due to the definition of the space B[d0](α0, β0, γ0), the assumptions of Hypothesis I,
II, III and the definition of Hˆ(1,1)g this construction is similar to the one in [66] where a sequence of integral
kernels with values in C1([0, 1]) was constructed. In addition we refer the reader to Subsection 4.1.3 in
Section 4.1. There we constructed a sequence of matrix-valued integral kernels in a similar situation.
Hence we do not repeat this construction here.
Remark 4.2.40. The set B[d0](α0, β0, γ0) is in general not a subset of D(Rρ). However in Subsection 4.2.6
we show that we can make appropriate choices for ξ, α0, β0 and γ0 such that B[d0](α0, β0, γ0) ⊂ D(Rρ).
4.2.5 Iterating the renormalization transformation Rρ
In this subsection we repeatedly apply the renormalization transformation Rρ to the operator Hˆ(1,1)g . To
do that we first study properties that are preserved by the renormalization map. In particular we show
that analyticity and symmetry properties are preserved under renormalization. These results provide us
with key tools to make the operator-theoretic renormalization method applicable in the degenerate case.
Then we construct, with help of the renormalization transformation, a sequence of non-empty, shrinking
sets Un(s)↘ {z∞(s)} such that the limiting point z∞(s) is an eigenvalue of the operator Hg(s). We want
to mention that for this construction we make use of the irreducibility assumption from Hypothesis II.
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Renormalization preserves analyticity and symmetry
In [66, Proposition 17], Griesemer and Hasler proved that analyticity is preserved under renormalization.
The following proposition is a copy of their result, with the obvious modifications in notation.
Proposition 4.2.41 (Proposition 17, [66]). Let X be an open subset of Cν+1 with ν ≥ 0. Suppose
that the map σ ↦→ H(wσ) ∈ L(Hred) is analytic on X, and that H(wσ) belongs to some neighborhood
B[d](α, β, γ) for all σ ∈ X. Then
(a) H0,0(wσ) is analytic on X.
(b) If for all σ ∈ X, (H(wσ), H0,0(wσ)) is a Feshbach pair for χρ, then Fχρ(H(wσ), H0,0(wσ)) is
analytic on X.
Roughly speaking a direct consequence of this proposition is the following. If we start with a properly
chosen analytic operator in the domain of the renormalization transformation Rρ and apply the trans-
formation n times, then the resulting operator is analytic as well. This is, alongside domain issues, the
main ingredient to the proof of the analyticity in Theorem 4.2.26 in Subsection 4.2.6. In the same spirit,
we obtain that the following properties (cf. Definition 4.2.17) are preserved under renormalization.
Proposition 4.2.42. Let X be an open subset of Cν+1 with X = X, ν ≥ 0. Let S be a set of symmetries
acting on Hred and commuting with Hf and Sρ. Suppose σ ↦→ H(wσ) ∈ L(Hred) is analytic on X,
reflection symmetric and commutes with the set of symmetries S. Moreover assume that H(wσ) belongs
to some neighborhood B[d](α, β, γ) for all σ ∈ X. Then
(a) H0,0(wσ) is reflection symmetric and commutes with S.
(b) If for all σ ∈ X, (H(wσ), H0,0(wσ)) is a Feshbach pair for χρ, then Fχρ(H(wσ), H0,0(wσ)) is
reflection symmetric and commutes with S. Moreover the same holds true for Rρ(H(wσ)).
Proof. H0,0(wσ) is analytic by Proposition 4.2.41 and, if for all σ ∈ X, (H(wσ), H0,0(wσ)) is a Feshbach
pair for χρ, then also Fχρ(H(wσ), H0,0(wσ)) is analytic. Moreover the map wσ ↦→ H(wσ) is injective by
Theorem 3.3.4. Hence there exists a unique decomposition
H(wσ) =
∑
m,n
Hm,n(w
σ) .
Now let W := H(wσ)−H0,0(wσ). Then it follows that H0,0(wσ) and
Fχρ
(
H(wσ), H0,0(w
σ)
)
= H0,0(w
σ) + χρWχρ − χρWχρ
(
H0,0(w
σ) + χρW χρ
)−1
χρWχρ ,
are reflection symmetric and commute with S. In addition we directly get from this and the assumptions
on the set S that Rρ = Sρ ◦ Fχρ has the same properties.
Remark 4.2.43. This symmetry preservation property of the renormalization transformation Rρ plays an
essential role for the construction of the eigenvalue z∞(s) of the operator Hg(s) in the next part of this
subsection. More precisely it simplifies that construction because we do not need to worry about a split
up of the corresponding eigenspace.
Iterating the renormalization transformation Rρ
In the following we construct a sequence of non-empty, shrinking sets such that the limiting point is an
eigenvalue of Hg(s). For this propose we define the following iterative sequence
H [n]g [s, z] := Rnρ
(
H [0]g [s, z]
)
(4.115)
of operators on Hred. This sequence is, by Theorem 3.2.4, isospectral in the sense, that KerH [n+1]g [s, z]
is isomorphic to KerH [n]g [s, z].
Moreover, we mentioned in Remark 4.2.35, that finding an eigenvalue of the operator Hg(s) in the
neighborhood U0(s) := {z ∈ C : (s, z) ∈ U} of Eat(s) is, for small |g|, the same as finding z ∈ C such that
Hˆ
(1,1)
g (s, z) has non-trivial kernel. In Subsection 4.2.6 we will choose H
[0]
g [s, z] = Hˆ
(1,1)
g (s, z). Therefore,
if we find a point z∞(s) such that H
[n]
g (s, z∞(s)) has non-trivial kernel for n→∞, then this point is an
eigenvalue of Hg(s).
We begin the search for such a point by proving that the sequence of operators in Eq. (4.115) is well-
defined for all z ∈ Un(s), where the sets Un(s) are non-empty and shrinking sets for n→∞.
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Remark 4.2.44. The following construction of the sets Un(s) is similar to the corresponding construction
in [66, Chapter 8]. Except that our neighborhoods of the free field energy are defined for matrix-valued
integral kernels and the operator H [0]g [s, z] is reflection symmetric and commutes with a set of symme-
tries S. We make use of these properties during the construction to show that the vacuum expectation
value of H [n]g [s, z] is a d-dimensional diagonal matrix with equal entries, cf. Eq. (4.116) below.
Our exact assumptions are as follows
(A) U0(s) is an open subset of C and, for every z ∈ U0(s),
H [0]g [s, z] ∈ B[d](∞, ρ/8, ρ/8)
is reflection symmetric and commutes with a set of symmetries S as in Hypothesis II.
Moreover, for µ > 0 the neighborhood B[d](∞, ρ/8, ρ/8) ⊂ H(W [d]ξ ) is given in terms of ξ :=
√
ρ
(4Cχ)
,
where ρ ∈ (0, 1) and Cχ is defined by Eq. (4.112).
Remark 4.2.45. Using Theorem 4.2.34 and Theorem 4.2.39 we conclude that for the model defined in
Subsection 4.2.2 and in the case that Hypotheses I, II and III hold, it is possible to choose an open set
U0(s) and appropriate constants µ and ξ such that Assumption (A) holds. We elaborate on that in the
proof of the main theorem (Subsection 4.2.6).
From now on to the end of this subsection we omit the parameters s and g since all appearing estimates
are uniform in s ∈ X and |g| < g0 for some g0 > 0.
In order to begin our construction of the set Un we recall that Lemma 4.2.36 and Proposition 4.2.42
imply the following. The recursively defined operator
H [N ][z] = Rρ
(
H [N−1][z]
)
is, for every N ≥ 1, well-defined, reflection symmetric and commutes with a set of symmetries S if the
operators H [0][z], . . . ,H [N−1][z] are reflection symmetric, commute with the same set of symmetries S
and belong to the neighborhood B[d](ρ/2, ρ/8, ρ/8). Using Assumption (A) we see that Theorem 4.2.38
gives us sufficient condition for this to happen.
Namely, starting with initial values β0, γ0 ∈ R+ we deduce from Theorem 4.2.38 the following iterated
values for n = 1, . . . , N − 1
γn := (Cγρ
µ)nγ0 , and βn := β0 +
(
Cβ
ρ
n−1∑
k=0
(Cγρ
µ)2k
)
γ20 .
Moreover, if Cγρµ < 1 and β0, γ0 are sufficiently small, the following inequalities are satisfied
γn ≤ ρ
8Cχ
, βn ≤ ρ
8Cχ
.
Let us assume that this is the case for all n < N . Then, due to Assumption (A) and the symmetry
preservation property of Rρ, we can deduce from Lemma 4.2.19 that
E(n)(z) := ⟨Ω, H [n][z] Ω⟩ , (4.116)
is a d-dimensional diagonal matrix with all entries equal to f (n)(z) for some function f (n) : U → C. We
note that it is crucial for the iteration of the renormalization transformation that En is a multiple of the
identity. If we can guarantee that
∥E(n)(z)∥ = |f (n)(z)| ≤ ρ
2
,
for every n = 0, . . . , N − 1, then the operator H [N ][z] is well-defined, reflection symmetric and commutes
with the set of symmetries S. We achieve this by restricting the permissible values of z in every step and
define recursively for all n ≥ 1
Un := {z ∈ Un−1 : |f (n−1)(z)| ≤ ρ/2} . (4.117)
Hence for z ∈ UN we can apply Theorem 4.2.38 again and get H [N ][z] ∈ B[d](∞, ρ/8, ρ/8) and⏐⏐⏐⏐⏐⏐⏐f (N)(z)⏐⏐−
⏐⏐f (N−1)(z)⏐⏐
ρ
⏐⏐⏐⏐⏐ ≤ Cβρ γ2N−1 =: αN .
The subsequent lemma is a summary of the above construction.
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Lemma 4.2.46. Suppose that Assumption (A) holds with ρ ∈ (0, 1) sufficiently small such that Cγρµ < 1.
Moreover suppose β0, γ0 ≤ ρ8Cχ and
β0 +
Cβ ρ
−1
1− (Cγρµ)2 γ
2
0 ≤
ρ
8Cχ
. (4.118)
Then for all n ∈ N the following is satisfied. The operator H [n][z] is well-defined, reflection symmetric
and commutes with the set of symmetries S for all z ∈ Un, if H [0][z] ∈ B[d](∞, β0, γ0) for all z ∈ U0.
In addition,
H [n][z]− 1
ρ
E(n−1)(z) ∈ B[d](αn, βn, γn) , (4.119)
with
αn :=
Cβ
ρ
γ2n−1 ,
βn := β0 +
(
Cβ
ρ
n−1∑
k=0
(Cγρ
µ)2k
)
γ20 ,
γn := (Cγρ
µ)nγ0 .
Next we show that the sets Un are non-empty for all n ∈ N. In order to do that we introduce the discs
Dr := {z ∈ C : |z| ≤ r}
and note that by definition Un = f (n−1)
−1
(Dρ/2) for n ≥ 1. Moreover we denote by B(E, ρ) ⊂ C the
open ball with radius ρ > 0 around E ∈ C.
Definition 4.2.47. We call a function f : A→ B conformal if it is the restriction of an analytic bijection
f : U → V between open sets U ⊃ A, V ⊃ B and if f(A) = B.
The statement of the following theorem is used in the proof of the subsequent lemma. More precisely we
employ it to show that the map f (n) : Un → C is conformal.
Theorem 4.2.48 (symmetric Rouché’s theorem, [45]). Let K ⊂ G be a bounded region with continuous
boundary ∂K. Moreover, let f and g denote holomorphic functions on G. Then f and g have the same
number of roots in K if the strict inequality
|f(z)− g(z)| < |f(z)|+ |g(z)| , z ∈ ∂K ,
holds on the boundary ∂K.
Proof. [45]; Let C : [0, 1]→ C be a simple closed curve whose image is the boundary ∂K. The hypothesis
implies that f has no roots on ∂K, hence by the argument principle, the number Nf (K) of zeros of f in
K is
1
2πi
∮
C
f ′(z)
f(z)
dz =
1
2πi
∮
f◦C
dz
z
=: Indf◦C(0) ,
i.e., the winding number of the closed curve f ◦ C around the origin; similarly for g. The hypothesis
ensures that g(z) is not a negative real multiple of f(z) for any z = C(x). Thus 0 does not lie on the line
segment joining f(C(x)) to g(C(x)), and
Ht(x) = (1− t)f(C(x)) + tg(C(x))
is a homotopy between the curves f ◦C and g ◦C avoiding the origin. The winding number is homotopy-
invariant [120, Lemma 2.1]. Therefore the function
I(t) := IndHt(0) =
1
2πi
∮
Ht
dz
z
is continuous and integer-valued, hence constant. This shows
Nf (K) = Indf◦C(0) = Indg◦C(0) = Ng(K) .
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Remark 4.2.49. The original Rouché’s theorem follows from Theorem 4.2.48 by setting f(z) := f(z)+g(z)
and g(z) := f(z).
The following lemma shows that the sets Un are non-empty and that there exists a limiting point for
n → ∞. It is a combination of Lemma 19, Corollary 20 and Proposition 21 in [66], adjusted to our
problem and notation. The proof is based on the corresponding proofs in [66] with some modifications.
For the convenience of the reader we give a complete proof nevertheless.
Lemma 4.2.50. Suppose that Assumption (A) holds with Eat ∈ U0 and ρ ∈ (0, 4/5) sufficiently small
such that Cγρµ < 1 and B(Eat, ρ) ⊂ U0. Suppose further that α0 < ρ/2, β0, γ0 ≤ ρ/(8Cχ), and that
Ineq. (4.118) holds. If z ↦→ H [0][z] ∈ L(Hat) is analytic in U0 and
H [0][z]− (Eat − z) ∈ B[d](α0, β0, γ0)
for all z ∈ U0, then the following assertions are true.
(a) For n ≥ 0, the map E(n) : Un → L(Cd) is a analytic in U◦n. The d-times repeated diagonal entry
f (n) of the matrix E(n) is a conformal map from Un+1 onto Dρ/2. Moreover there exists a unique
zero zn for E(n) or rather f (n) in the set Un. Additionally we have the inclusions
B(Eat, ρ) ⊃ U1 ⊃ U2 ⊃ U3 ⊃ . . . .
(b) The limit z∞ := limn→∞ zn exists and for ϵ := 1/2− ρ/2− α1 > 0, we have
|zn − z∞| ≤ ρn exp
(
1
2ρϵ2
∞∑
k=0
αk
)
.
(c) Let Eat ∈ R and H [0][z]∗ = H [0][z] for all z ∈ B(Eat, ρ). Then there exists an a < z∞ such that
H [0][x] has a bounded inverse for all x ∈ (a, z∞).
Proof. (a): The map z ↦→ H [0][z] is analytic for z ∈ U0. Hence Proposition 4.2.41 implies that z ↦→ H [n][z]
is analytic for z ∈ U◦n for all n ∈ N. By definition it follows that the map E(n) : Un → L(Cd) is analytic
in U◦n as well. Moreover by Lemma 4.2.19 and the symmetry preservation property of Rρ we obtain that
E(n) is a d-dimensional diagonal matrix with entries f (n) : Un → C for all n ∈ N0.
Next we use induction to show that f (n) is a conformal mapping from Un+1 to Dρ/2. Obviously Dρ/2 ⊂ C
and f (0) is analytic on U◦0 . Additionally we have by assumption that B(Eat, ρ) ⊂ U0 and
∥E(0)(z)− (Eat − z)∥ ≤ α0 for all z ∈ U0. (4.120)
This implies for ϵ > 0 and z ∈ f (0)−1(D◦ρ/2+ϵ) that
|Eat − z| ≤ α0 + ρ
2
+ ϵ < ρ ,
where the last inequality only holds true for sufficiently small ϵ because α0 < ρ/2 by assumption. There-
fore
U1 ⊂ f (0)−1(D◦ρ/2+ϵ) ⊂ B(Eat, ρ) ⊂ U0.
Moreover, f (0)
−1
(D◦ρ/2+ϵ) is an open set in C since f
(0) is continuous on U◦0 . Hence f (0) is conformal
from U1 onto Dρ/2 if we prove that it is a bijection from f (0)
−1
(D◦ρ/2+ϵ) to D
◦
ρ/2+ϵ. In order to do this we
use Theorem 4.2.48 (symmetric Rouché’s theorem). For that we choose an arbitrary w ∈ D◦ρ/2+ϵ. Then
there exists exactly one z ∈ B(Eat, ρ) such that
Eat − z − w = 0 ,
and for all elements of the boundary, z ∈ ∂B(Eat, ρ), we get
|Eat − z − w| ≥ |Eat − z| − |w| ≥ ρ
2
> α0 .
Now, due to Eq. (4.120), we have the inequality⏐⏐(f (0)(z)− w)− (Eat − z − w)⏐⏐ ≤ α0
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for all z ∈ B(Eat, ρ). Thus from the symmetric Rouché theorem it follows that there exists exactly one
z ∈ B(Eat, ρ) such that
f (0)(z)− w = 0 .
Since f (0) is by construction surjective and f (0)
−1
(D◦ρ/2+ϵ) ⊂ D(Eat, ρ) we have proven bijectivity.
Thus we have shown so far
U1 ⊂ B(Eat, ρ) and f (0) : U1 → Dρ/2 is conformal. (4.121)
We use this as the basis for our induction. More precisely, we prove by induction that
(In) : f
(n−1) : Un → Dρ/2 is conformal.
For n = 1 this follows from Eq. (4.121). Now suppose (In) holds. We know that Cχ > 1 and ρ < 4/5.
Moreover, since Cγρµ < 1, we also know that αn ≤ α1 = (Cβ/ρ)γ20 . Hence Inequality (4.118) implies
that αn ≤ ρ/8. Combining this with ρ/2 < 4/10 we get αn + ρ/2 < 1/2, and thus we can choose ϵ > 0
such that
αn +
ρ
2
+ 2ϵ <
1
2
. (4.122)
Now we define D◦+ := D◦ρ/2+ϵ and D
◦
− := D
◦
ρ/2−ρϵ, then clearly we have D
◦
− ⊂ Dρ/2 ⊂ D◦+. Furthermore
we have |f (n)(z) − ρ−1f (n−1)(z)| ≤ αn, due to Lemma 4.2.46 (Eq. (4.119)). In addition, if we choose
z ∈ f (n)−1(D◦+), i.e. |f (n)(z)| < ρ/2 + ϵ, then Eq. (4.122) implies |f (n−1)(z)| < ρ/2− ρϵ and therefore
f (n)
−1
(D◦+) ⊂ f (n−1)
−1
(D◦−) . (4.123)
Applying the induction hypothesis (In) we deduce that f (n)
−1
(D◦+) ⊂ U◦n. As before the inverse map
f (n)
−1
(D◦+) is open because f (n) is continuous. Thus it remains to prove that f (n) : f (n)
−1
(D◦+) → D◦+
is a bijection, since this and the analyticity of f (n) then imply (In+1). We use again the symmetric
Rouché’s theorem to prove this. For this let w ∈ D◦+, then we have ρw ∈ D◦−. Moreover the induction
hypothesis (In) implies that there exists exactly one z ∈ f (n−1)−1(D◦−) such that
f (n−1)(z)− ρw = 0 .
For all z ∈ ∂(f (n−1)−1(D◦−)) we deduce from Eq. (4.122) that⏐⏐ρ−1(f (n−1)(z)− ρw)⏐⏐ ≥ ⏐⏐ρ−1|f (n−1)(z)| − |w|⏐⏐ > αn .
Due to Eq. (4.119), we get the following inequality for all z ∈ Un,⏐⏐(f (n)(z)− w)− ρ−1(f (n−1)(z)− ρw)⏐⏐ ≤ αn .
Now using Theorem 4.2.48 it follows that there exists exactly one z ∈ f (n−1)−1(D◦−) such that
f (n)(z)− w = 0 ,
and we conclude that the map f (n) : f (n)
−1
(D◦+)→ D◦+ is bijective. This completes the proof of part (a).
(b): We already showed that Uk+1 ⊂ Uk for all k ∈ N0. Additionally we showed that the map f (k) is
conformal from Uk+1 onto Dρ/2 and that it has a unique zero zk in the set Uk. Hence we get that Uk+1
contains zk and all subsequent terms of the sequence (zn)n∈N. Therefore it suffices to show that the
diameter of the sets Un tends to zero as n tends to infinity to prove that the sequence (zn)n∈N converges.
In the following we denote the inverse of the function f (k) : Uk+1 → Dρ/2 by f−(k). With this we can
write the diameter of the set Un+1 as follows
diam
(
Un+1
)
= diam
(
f−(n)(Dρ/2)
)
= diam
(
f (at) ◦ f−(0) ◦ f (0) ◦ . . . ◦ f−(n−1) ◦ f (n−1) ◦ f−(n)(Dρ/2)
)
, (4.124)
where we used that z ↦→ f (at) = Eat − z is an isometry. Next we show that there exists an upper bound
for the diameter in Eq. (4.124). Let k ≥ 1, then for all z ∈ Dρ/2 we have the estimate
|ρz − f (k−1)(f−(k)(z))| ≤ ραk (4.125)
4.2 Symmetries for the Spin-Boson Hamiltonian 67
because of Eq. (4.119), and hence
|f (k−1) ◦ f−(k)(z)| ≤ ραk + ρ
2
2
≤ ρ
2
− ϵ ρ ,
where ϵ := 1/2− ρ/2−α1 is positive in accordance with Eq. (4.122). Hence f (k−1) ◦ f−(k) is a map from
Dρ/2 to Dρ/2−ρϵ. Moreover, since f (k) and f−(l) are complex-valued, analytic functions for all k, l ∈ N,
we get by Cauchy’s integral formula [86, page 3], and Eq. (4.125) that for all z ∈ Dρ/2−ρϵ the following
estimate holds⏐⏐∂z(f (k−1) ◦ f−(k)(z)− ρz)⏐⏐ ≤ ⏐⏐⏐ 1
2πi
∮
∂Dρ/2
f (k−1) ◦ f−(k)(w)− ρw
(z − w)2 dw
⏐⏐⏐ ≤ αk
2 ϵ2
. (4.126)
It follows that
⏐⏐(f (k−1) ◦ f−(k))′(z)⏐⏐ ≤ ρ+αk/(2ϵ2) for z ∈ Dρ/2−ρϵ. With a similar estimate we also get
for z ∈ Dρ/2−ρϵ that
⏐⏐(f (at) ◦ f−(0))′(z)⏐⏐ ≤ 1 + α0/(2ρϵ2). Inserting these bounds into Eq. (4.124) yields
diam
(
Un+1
) ≤ (1 + α0
2ρϵ2
)
diam
(
f (0) ◦ f−(1) ◦ . . . ◦ f−(n−1)(Dρ/2−ρϵ)
)
≤ ρn−1
n−1∏
k=0
(
1 +
αk
2ρϵ2
)
diam
(
Dρ/2−ρϵ
)
≤ ρn exp
( ∞∑
k=0
αk
2ρϵ2
)
,
where we used for the last inequality that 1 + x ≤ exp(x) for all x ∈ R.
(c): We split the proof in three parts. First we show that
i) Un+1 ∩ R is an interval for all n ≥ 0,
ii) ∂xf (n) < 0 on Un+1 ∩ R,
and then, using i) and ii), we prove the actual statement of (c)
iii) there exists an a < z∞ such that H [0][x] has a bounded inverse for x ∈ (a, z∞).
Let Eat ∈ R and H [0][z]∗ = H [0][z] for all z ∈ B(Eat, ρ).
i) By an induction argument we conclude that H [n][z]∗ = H [n][z] for z ∈ Un. This follows directly from
Eq. (4.115) and the definition of the renormalization map Rρ. Hence we follow from the definition and
the properties of the map E(n) (cf. part (a)), more precisely the fact that it is a d-dimensional diagonal
matrix with entries f (n) : Un → C (cf. Lemma 4.2.19), that
f (n)(z) = f (n)(z) , for all z ∈ Un .
Additionally we already showed in part (a) that f (n) : Un+1 → Dρ/2 is a homeomorphism, and thus
[an+1, bn+1] := (f
(n))−1([−ρ/2, ρ/2]) = Un+1 ∩ R ,
is indeed an interval which satisfies
Eat − ρ < a1 < a2 < . . . ≤ z∞ .
ii) We again use an induction argument to prove
∂xf
(n)(x) < 0 on [an+1, bn+1] , for all n ∈ N0 . (4.127)
Hence we start with n = 0. From the assumptions of the lemma we get that
⏐⏐f (0)(z) − (Eat − z)⏐⏐ ≤ α0
for z ∈ U0 and that z = Eat − ρ ∈ U0. Hence we deduce⏐⏐f (0)(Eat − ρ)− ρ⏐⏐ ≤ α0 < ρ
2
.
This proves f (0)(Eat − ρ) > ρ/2. Now using i) and Eq. (4.117) we get that |f (0)(x)| ≥ ρ/2, for all
x ∈ [Eat − ρ, a1]. Hence the function f (0) must be positive on the interval [Eat − ρ, a1]. On the other
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hand we know from part (a) that f (0) is a diffeomorphism from [a1, b1] onto [−ρ/2, ρ/2]. Therefore we
get that ∂xf (0)(x) < 0 for x ∈ [a1, b1]. For our induction we now assume that we already know that
∂xf
(n−1)(x) < 0 on [an, bn]. (4.128)
Note that we again denote by f−(n) the inverse of the function f (n) : Un+1 → Dρ/2. We set z = 0 in
Eq. (4.126) and obtain ⏐⏐⏐∂x(f (k−1) ◦ f−(k)(x)− ρx)⏐⏐x=0⏐⏐⏐ ≤ ρ2 ραn(ρ/2)2 ≤ 2α1 < ρ .
Hence we get
0 < (f (n−1) ◦ f−(n))′(0) = (∂xf (n−1))(f−(n)(0)) 1
(∂xf (n))(f−(n)(0))
.
We see that (∂xf (n))(f−(n)(0)) has the same sign as (∂xf (n−1))(f−(n)(0)). Moreover this sign must be
negative due to the Induction-Hypothesis (4.128). Since the map f (n) : [an+1, bn+1]→ [−ρ/2, ρ/2] is also
a diffeomorphism by part (a), we are finished.
iii) For arbitrary n ∈ N we prove that the operator H [n][x] is bounded invertible for x ∈ [an, an+1). Due to
the Feshbach property
(
Theorem 3.2.4 i)
)
, it then follows that H [n−1][x], . . . ,H [0][x] are also bounded
invertible for x ∈ [an, an+1).
In part i) we showed that Un ∩R is an interval for any n ≥ 1. We set [an, bn] := Un ∩R and additionally
deduce from i) that a1 < a2 < · · · < z∞ and limn→∞ an = z∞. Now recall the decomposition (3.12) and
choose x ∈ [an, an+1). Then the operators H [n][x] and H [n]0,0[x] are self-adjoint because by the proof of i)
we have H [n][z]∗ = H [n][z] for z ∈ Un. Moreover, due to Eq. (3.13) and Eq. (4.119) we obtainH [n][x] = H [n]0,0[x] + (H [n][x]−H [n]0,0[x]) ≥ ⏐⏐f (n)(x)⏐⏐− ξγn , (4.129)
where we used that
H [n]0,0[x] ≥ E(n)(x) = ⏐⏐f (n)(x)⏐⏐, since βn < 1.
In part ii) we proved that f (n) is decreasing on the interval [an+1, bn+1] and by part (a) it has a zero in
this interval. Therefore we conclude
f (n)(an+1) > 0 .
By Eq. (4.117) we obtain that |f (n)| ≥ ρ/2 on [an, an+1) and thus Eq. (4.129) impliesH [n][x] ≥ (ρ
2
− ξ γn
)
>
(ρ
2
− ξ ρ
8
)
> 0 ,
which proves that H [n][x] is bounded invertible. This completes the proof of part c).
Construction of the eigenvector
At the end of this subsection we show that zero is an eigenvalue of the operator H [0][z∞]. More precisely
we construct an eigenvector φ(0) such that H [0][z∞]φ(0) = 0. The same construction was done in [66] and
we refer there for the proof of the following theorem.
In order to state the theorem, i.e. construct the eigenvector, we define the following auxiliary operator
for z ∈ Un, (cf. Eq. (3.5))
Qn[z] := χρ − χρ
(
H
[n]
0,0[z] + χρW
[n][z]χρ
)−1
χρW
[n][z]χρ ,
where W [n] := H [n]−H [n]0,0. Using Eq. (4.115) and Lemma 3.2.6 we conclude that for n ≥ 1 the following
equality holds
H [n−1][z]Qn−1[z] Γ∗ρ =
(
ρΓ∗ρ χ1
)
H [n][z] .
Additionally, due to Theorem 3.2.4, we obtain for any φ ̸= 0 with H [n][z]φ = 0 that Qn−1[z] Γ∗ρ φ ̸= 0.
Hence the operator Qn−1[z] Γ∗ρ maps eigenvectors of H [n][z] that belong to the eigenvalue 0 to eigenvectors
of H [n−1][z] that also belong to the eigenvalue 0.
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Theorem 4.2.51 (Theorem 22, [66]). Suppose the assumptions of Lemma 4.2.50 hold. Then the limit
φ(0) = lim
n→∞Q0[z∞] Γ
∗
ρQ1[z∞] · · · Γ∗ρQn[z∞] Ω
exists, φ[0] ̸= 0 and H [0][z∞]φ(0) = 0. Moreover,φ(0) −Q0[z∞] Γ∗ρQ1[z∞] · · · Γ∗ρQn[z∞] Ω ≤ C ∞∑
l=n+1
γl ,
where C = C(ρ, ξ, γ0).
4.2.6 Proof of main result for the symmetry-protected Spin-Boson model
Before we begin with the actual proof of Theorem 4.2.26 we summarize the relevant results from the
previous subsections.
Assuming that Hypotheses I, II and III hold, we proved that (Hg(s) − z,H0(s) − z) is a Feshbach pair
for χ(s) (Theorem 4.2.29) and that there exists an isospectral operator Hˆ(1,1)g (s, z), which is analytic
in U (Theorem 4.2.34). Moreover the operator Hˆ(1,1)g (s, z) − ⟨Hˆ(1,1)g (s, z)⟩Ω is an element of a specific
neighborhood of the free field HamiltonianHf (Theorem 4.2.39). Also the renormalization transformation
Rρ maps elements of such a neighborhood into a related neighborhood of PredHfPred (Theorem 4.2.38,
Lemma 4.2.46). Furthermore we saw that the iterated application of the renormalization transformation
to the operator Hˆ(1,1)g (s, z) preserves analyticity and specific symmetry properties (Proposition 4.2.41,
Proposition 4.2.42). For all n ∈ N the resulting operators
H [n]g [s, z] := Rnρ
(
Hˆ(1,1)g (s, z)
)
are well-defined for all z in non-empty and shrinking sets Un(s) (Remark 4.2.45, Lemma 4.2.46). These
sets converge for n→∞ to a limiting point z∞ (Lemma 4.2.50). In addition the operator H [0]g [s, z∞] has
a non-trivial kernel (Theorem 4.2.51).
Combining these results we now prove Theorem 4.2.26. More precisely, we apply the operator-theoretic
renormalization group method (Subsection 3.2.2) and use the analyticity and symmetry properties of
our model to show that Hg(s) has an eigenvalue and a corresponding eigenvector that both depend
analytically on the parameter s.
Proof of Theorem 4.2.26. Due to Hypothesis II we have to consider two distinct cases.
1. The ground-state eigenvalue Eat(s) of the operator Hat(s) is non-degenerate for s ∈ X0.
2. The ground-state eigenvalue Eat(s) is degenerate for s ∈ X0 and the degeneracy is induced by a set
of symmetries S of the Hamiltonian Hg(s).
The first case coincides with the main theorem (Theorem 1) of [66] and we refer there for a detailed proof.
Moreover, we note that the subsequent proof of the second case is based on that proof and contains the
non-degenerate case since d0 = 1 is permissible.
Proof of the 2nd case: Fix µ > 0 and s0 ∈ Rν ∩X such that Hypotheses I, II and III are satisfied. Set the
constants Cχ, Cβ and Cγ as in Eqns. (4.112) and (4.113). Choose ρ ∈ (0, 4/5) and an open neighborhood
X0 ⊂ X of s0, such that X0 = X0 and sufficiently small such that Cγρµ < 1 and
B(Eat(s), ρ) ⊂ {z ∈ C : (s, z) ∈ U}, for s ∈ X0 . (4.130)
We note that this is possible since the map s ↦→ Eat(s) is continuous due to Hypothesis II. Next we define
ξ :=
√
q/(4Cχ) and choose positive constants α0, β0 and γ0 that satisfy
α0 <
ρ
2
, β0 ≤ ρ
8Cχ
, γ0 ≤ ρ
8Cχ
, (4.131)
and
β0 +
Cβ ρ
−1
1− (Cχρµ)2 γ
2
0 ≤
ρ
8Cχ
. (4.132)
Then, using Theorem 4.2.29 and 4.2.34, there exists a g0 ∈ R+ such that for all g ∈ [0, g0) the map
s ↦→ Hˆ(1,1)g (s, z) is reflection symmetric, commutes with the set of symmetries S and is analytic on U .
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Moreover we know from Theorem 4.2.39 that there exists a positive constant g1 ∈ R such that for all
g ∈ [0, g1) and (s, z) ∈ U we have a Feshbach pair (Hg(s)− z,H0(s)− z) for χ(s) and
Hˆ(1,1)g (s, z)− (Eat(s)− z) ∈ B[d0](α0, β0, γ0) ,
where d0 is defined in Eq. (4.114). Now let g ∈
[
0,min{g0, g1}
)
and set U0(s) := {z ∈ C : (s, z) ∈ U}, then
H
[0]
g [s, z] := H
(1,1)
g (s, z) fulfills Assumption (A). In addition it satisfies the assumptions of Lemma 4.2.19.
Next we define neighborhoods
Un :=
{
(s, z) ∈ Un−1 :
E(n−1)g (s, z) ≤ ρ/8} ,
with E(n)g (s, z) defined as in Eq. (4.116) and we define sets Un(s) :=
{
z ∈ C : (s, z) ∈ Un
}
for n ∈ N.
Since the assumptions of Lemma 4.2.46 are satisfied, we conclude that the iteratively defined operators
H
[n]
g [s, z] := Rnρ (H(1,1)g (s, z)) are well-defined for (s, z) ∈ Un and Un(s) ̸= ∅. Moreover, H [n]g [s, z] is
reflection symmetric, commutes with the set of symmetries S and is analytic on U◦n(s) for every n ∈ N.
For more details see also Lemma 4.2.36, Theorem 4.2.38, and Propositions 4.2.41 and 4.2.42. Furthermore,
the analytic map E(n)g (s, z) is a d0-dimensional diagonal matrix with entries f
(n)
g (s, z) : Un(s)→ C, due
to Lemma 4.2.19 and the symmetry preservation property of Rρ. By Lemma 4.2.50, it has a unique zero
zn,g(s) in Un(s) and for n→∞ the sequence of zeros (zn,g(s))n∈N converges to a point z∞,g(s).
Now we are ready to verify the assertions of Theorem 4.2.26. In particular we show that the limit
point z∞,g(s) is analytic for s ∈ X0 and that there exists an eigenvector ψg(s) of the operator Hg(s)
corresponding to the eigenvalue z∞,g(s) that is analytic in X0, as well. In the third and last step we
prove that z∞,g(s0) is ground-state eigenvalue of Hg(s0) for s0 ∈ X0 ∩ Rν .
Step 1: z∞,g(s) = limn→∞ zn,g(s) is analytic on X0.
Since E(n)g (s, z) is analytic on U◦n(s) and bijective in a neighborhood of zn,g(s) we obtain from the implicit
function theorem [117, page 366] that zn,g(s) is analytic in U◦n(s), too. Moreover, for n→∞ it converges
uniformly to z∞,g(s) for all s ∈ X0. Hence we deduce the analyticity of z∞,g(s) onX0 from the Weierstrass
approximation theorem of complex analysis [117, page 102].
Step 2: For s ∈ X0 there exists an eigenvector ψg(s) of Hg(s) with eigenvalue z∞,g(s), such that ψg(s)
depends analytically on s.
We use the analyticity of H [n]g [s, z] on U◦n and deduce from Proposition 4.2.41, that the auxiliary operator
Qn,g[s, z] := χρ − χρ
(
H
[n]
0,0[s, z] + χρW
[n]
g [s, z]χρ
)−1
χρW
[n]
g [s, z]χρ ,
is analytic on U◦n, as well. Note that W [n]g := H [n]g − H [n]0,0. Therefore the map s ↦→ Qn,g[s, z∞,g(s)] is
analytic on X0 for all n ∈ N by Step 1. Let φat(s0) be any unit vector in the range of Pat(s0)Hat. We
conclude that
φ(0)n,g(s) := Q0,g[s, z∞,g(s)] Γ
∗
ρQ1,g[s, z∞,g(s)] · · · Γ∗ρQn,g[s, z∞,g(s)] (φat(s0)⊗ Ω)
is also analytic on X0. These vectors converge in the limit n→∞ uniformly to a vector φ(0)g (s) ̸= 0 due
to Theorem 4.2.51. In addition we get H [0]g [s, z∞,g(s)]φ
(0)
g (s) = 0 and hence φ
(0)
g is analytic on X0. By
Theorem 4.2.34 (b), which is also known as the Feshbach property, the vector
ψg(s) = Qχ(s)[s, z∞,g(s)]U(s)φ(0)g (s)
is an eigenvector of Hg(s) with eigenvalue z∞,g(s). We conclude that ψg is analytic on X0 as well.
Step 3: For s0 ∈ X0 ∩ Rν we have z∞,g(s0) = inf σ
(
Hg(s0)
)
.
We already know that Hg(s0) is self-adjoint for s0 ∈ X0 ∩ Rν and σ
(
Hg(s0)
)
=
[
Eg(s0),∞
)
. Since
z∞,g(s0) is an eigenvalue of Hg(s0) we have
Eg(s0) ≤ z∞(s0) .
On the other hand, since Eat(s0) ∈ R, we have by Lemma 4.2.50 (c) that there exits a number a < z∞(s0)
such that H [0]g [s0, x] has a bounded inverse for all x ∈ (a, z∞(s0)). By Theorem 3.2.4 it follows that
(a, z∞(s0)) ∩ σ(Hg(s0)) = ∅ .
Therefore z∞,g(s0) = Eg(s0) and we have finished the proof of Theorem 4.2.26.
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Remark 4.2.52. In this section we considered a quantum mechanical system consisting of atomic particles
linearly coupled to a bosonic radiation field. The system was subject to specific symmetry restrictions.
In particular it exhibited a degeneracy that was directly induced by a set of symmetries. Nevertheless
we showed that such systems have a unique ground-state eigenvalue and that this eigenvalue depends
analytically on the parameters of the system, particularly on the coupling constant g. Such analyticity
results are of great importance in quantum chemistry. For example if we want to analyse the behavior of
a chemical compound consisting of atomic nuclei and electrons. Such a system is way too complicated to
be solved in full generality. However it can be solved approximately by the so-called Born-Oppenheimer
approximation. For the system described above the validity of this approximation depends highly on the
regularity of the ground-state energy of the system of electrons with respect to the positions of their
corresponding nuclei [29, 37]. The reason for this is that the atomic nuclei move much slower than the
electrons since they are much more massive. Therefore on the time-scale of nuclei-motion the electrons
relax very rapidly to their corresponding ground-state configuration. Hence one first solves the equation
of motion for the electrons alone where the positions of the nuclei are included as an external potential.
The resulting, possibly degenerate, ground state for the electron configuration is then used to solve the
equation of motion for the whole system. Without analyticity, i.e. exact knowledge of ground state and
ground-state eigenvalue of the electron configuration, this approximation would not be very accurate.
Remark 4.2.53. It is worth mentioning that a result similar to Theorem 4.2.26 for the standard model of
non-relativistic quantum electrodynamics can be obtained as well. The required estimates are harder to
prove since for example one has to consider additional terms in the proof of the Feshbach pair. Moreover
one has more complicated expressions in the construction of the operator-valued integral kernels, in
particular, if one wants to include the anisotropic case as in [123]. However, in the end an application of
Lemma 4.2.19 or more precisely an application of some variant of the Lemma of Schur (cf. Lemma 4.2.9)
at the right moment is the crucial ingredient in the proof for the degenerate case likewise. This will be
address in a forthcoming joint work with David Hasler.
4.3 The hydrogen atom in dipole approximation
In this section we give an explicit example for a quantum mechanical system that has a degenerate ground
state due to a symmetry. We consider a system consisting of a static nucleus, one electron with spin and
the photon field, i.e. we model a hydrogen atom in Born-Oppenheimer approximation. In the following
we want to analyse the behavior of the ground state and ground-state eigenvalue of this system if an
interaction between the electron and the photon field is turned on. Without loss of generality we assume
that the nucleus is fixed at the origin 0 ∈ R3 and that the electron mass is equal to one. Moreover
we assume that the electron stays bounded to the nucleus even when it is allowed to interact with the
photon field. The electron interacts with the photon field by absorbing and emitting photons. Thus
high-energy photons need to be excluded from the interaction process. Due to the spin of the electron
the considered system has a time reversal symmetry [104]. Therefore the ground state eigenvalue of the
total energy of the system is degenerate by Kramers’ degeneracy theorem (Lemma 4.2.12). Using the
theory developed in Section 4.2 we will nevertheless show that the ground states and the ground-state
eigenvalue are real-analytic functions of the coupling constant, see Theorem 4.3.5 below.
We consider the Hilbert space
H = Hel ⊗F ,
where Hel := L2(R3;C2) and F is the usual Fock space with single particle space h := L2(R3 ×Z2). The
total energy of the static hydrogen atom is given by a Pauli-Fierz Hamiltonian. In order to define this
Hamiltonian we first define the so-called quantized vector potential
A(x) = AΛ(x) :=
1
2π
∑
λ=1,2
∫
R3
κΛ(k)√|k| ϵλ(k) (eik·xaλ(k) + e−ik·xa∗λ(k)) dk ,
where x ∈ R3, ϵλ(k) is a real-valued, measurable polarization vector satisfying for λ, µ ∈ {1, 2},
ϵλ(k) · ϵµ(k) = δλµ and k · ϵλ(k) = 0 . (4.133)
Moreover the so-called ultraviolet cutoff κΛ(k) is a smooth cutoff function that vanishes outside a ball
with radius Λ. The operator-valued distributions aλ(k) and a∗λ(k) obey canonical commutation relations
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and we refer to Chapter 2 for more details. Furthermore we denote by σ = (σ1, σ2, σ3) the vector of the
three Pauli-matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (4.134)
which act on C2. We choose units such that ℏ, c and four times the Rydberg energy are equal to one.
Moreover we change the scaling by (x, k) ↦→ (x/α, α2k) and express all positions as multiples of the fine-
structure constant α = e2, where −e is the electric charge of the electron. In these units the Hamiltonian
of the static hydrogen atom reads
Hα :=
(
pel + α
3/2A(αx)
)2
+ α3/2 σ ·B(αx) + V (x) +Hf (4.135)
with pel := −i∇x, the so-called Coulomb potential V (x) := − 1|x| and
B(x) = BΛ(x) :=
i
2π
∑
λ=1,2
∫
R3
κΛ(k)
√
|k| ( k|k| ∧ ϵλ(k))(eik·xaλ(k)− e−ik·xa∗λ(k)) dk (4.136)
is the quantized magnetic field. Note that B(x) = curlA(x) and α3/2 now plays the role of the coupling
parameter g. Similar representations of the Hamiltonian Hα are widely used in the theory of non-
relativistic quantum electrodynamics, see for example [21,56,75,100,105,123].
Unfortunately, in this generality, the Hamiltonian Hα does not fit into the framework of Spin-Boson
models. Therefore we use an approximation of it which is a Spin-Boson Hamiltonian.
More precisely we use the so-called dipole approximation. Such an approximation does in general not yield
an reasonable and meaningful result. The reason why we nonetheless get a useful result is directly related
to the considered model and the spectral problem we are concerned with. Namely we are only interested
in properties of the ground-state and ground-state energy. Moreover the Coulomb potential as well as
the UV-cutoff in the quantized vector potential inhibit large excursions of the electron. Therefore we can
assume that the charge distribution is concentrated around the origin 0 ∈ R3 and replace the quantized
vector potential A(x) in Eq. (4.135) by the localized vector potential A(0). Unfortunately a constant
vector potential results in a non-existing magnetic potential and the interaction with the electron spin
drops out. We therefore artificially include the magnetic potential again by thinking of it as an externally
induced potential at 0 ∈ R3. In a second step we apply a so-called Pauli-Fierz transformation to gauge
away the localized vector potential A(0). To be precise we unitarily transform the Hamiltonian Hα by
the operator-valued transformation
U := exp(−iα3/2A(0) · x) ,
applying a commutator expansion [7]
e−itX Y eitX =
∞∑
m=0
(−it)m
m!
[X, Y ]m , (4.137)
where [X, Y ]m = [X, [X, Y ]m−1] and [X, Y ]0 = Y for suitable self-adjoint operators X and Y .
We obtain the following transformation equations
UxU∗ = x , UA(0)U∗ = A(0) ,
Upel U
∗ = pel − α3/2A(0) ,
Uaλ(k)U
∗ = aλ(k)− iα
3/2
2π
κΛ(k)√|k| ϵλ(k) · x .
Moreover we get
UHf U
∗ = Hf + α3/2E⊥(0) · x+ α
3
π2
∫
R3
|κΛ(k)|2 dk · x2 ,
where E⊥(x) := −i[Hf , A(x)] is the so-called quantized electric field. Using Eqns. (4.133) and (4.136) we
directly see that [A(0) · x,B(0)] is equal to zero, i.e.
UB(0)U∗ = B(0) .
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Inserting the transformed operators into Eq. (4.135) we get the dipole approximation
Happroxα := UHα U
∗ = Hel +Hf + α3/2E⊥(0) · x+ α3/2σ ·B(0) + α
3
π2
∫
R3
|κΛ(k)|2 dk · x2 , (4.138)
where Hel := p2el + V (x) denotes the unperturbed Hamiltonian of the electron-nucleus system. We refer
to [19,64] for more details on this approximation.
The unperturbed Hamiltonian Hel is bounded from below. This follows as a consequence of Sobolev’s
inequality since the Coulomb potential V (x) is in L3−ϵ(R3)+L∞(R3) for all ϵ > 0 [98,101]. In particular
we have the following lower bound for ψ ∈ D(Hel) ⊆ Hel,
∥(Hel)1/2ψ∥2 ≥ −C∥ψ∥2 , C > 0 . (4.139)
Moreover, since we assume that the electron is confined to a small neighborhood around its nucleus we can,
with out loss of generality, multiply the operator of position by a symmetric spatial-cutoff g ∈ C∞0 (R3)
which is zero outside a sufficiently large open ball. Thus the dipole Hamiltonian (4.138) is equivalent to
H˜approxα := Hel +Hf + α
3/2E⊥(0) · xg(x) + α3/2σ ·B(0) + α
3
π2
∫
R3
|κΛ(k)|2 dk · (xg(x))2 .
The last term in the equation above is bounded and amounts to a mere shift of the spectrum of H˜approxα
by a real number. We therefore drop it and consider the following Hamiltonian
Hdipα := Hel +Hf + α
3/2E⊥(0) · xg(x) + α3/2σ ·B(0) . (4.140)
This Hamiltonian is linear in creation and annihilation operator and therefore in the class of Spin-Boson
models we defined in Chapter 2.
In the following we define a specific time reversal symmetry in Fock representation, cf. [104, 105]. In
order to do this let x ∈ R3, (kj , λj) ∈ R3 × {1, 2} for j ∈ N and s ∈ {↑, ↓}. For φ := φ↑ ⊕ φ↓ ∈
L2(R3;F)⊕ L2(R3;F) we define the following operator
JFφ := jφ↑ ⊕ jφ↓ ,
where j is an involution on L2(R3;F)⊕L2(R3;F) ∼= L2(R3;C2)⊗F . More precisely the operator j acts
on an element φs := φ
(0)
s (x)⊕
⨁∞
n=1 φ
(n)
s (x; k1, λ1, . . . , kn, λn) of L2(R3;F) by
jφs := φ
(0)
s (−x)⊕
∞⨁
n=1
φ
(n)
s (−x; k1, λ1, . . . , kn, λn) .
An easy computation shows that the annihilation and creation operators are reality preserving with
respect to the operator JF , i.e.
JF aλ(k) = aλ(k) JF , JF a
∗
λ(k) = a
∗
λ(k) JF .
As a direct consequence we get
JF (−i∇x) = (−i∇x) JF , JF g(x)x = −g(−x)xJF ,
JF E⊥(0) = −E⊥(0) JF , JF B(0) = −B(0) JF ,
JF Hf = Hf JF , JF V (x) = V (−x) JF .
We define a specific time reversal symmetry in Fock representation by
ϑF := σ2JF . (4.141)
Proposition 4.3.1. The time reversal symmetry ϑF is a symmetry for Hdipα .
Proof. According to Definition 4.2.10 we have to prove
ϑFH
dip
α = H
dip
α ϑF .
Since V (x) = 1|x| = V (−x) this follows from an elementary matrix multiplication.
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Remark 4.3.2. It is also possible to define a time reversal symmetry in Schroedinger representation [105].
Lemma 4.3.3. If Hdipα has an eigenvector it must be at least twice degenerate.
Proof. An easy calculation shows that ϑ2F = −1C2 . Hence Kramers’ degeneracy theorem (Lemma 4.2.12)
proves the lemma.
From the result in [67] we know that Hdipα has a ground state ψα for all values of α. We denote the
corresponding ground-state energy by Eα.
Lemma 4.3.4. On F the time reversal symmetry ϑF leaves the Fock vacuum invariant. Moreover, if
the eigenspace, V, of the unperturbed ground state of Hdipα has dimension two, then the set of symmetries
{1, ϑF } acts irreducibly on V.
Proof. We have by definition that the operator JF leaves the Fock vacuum invariant. Hence restricted to
F the time reversal symmetry ϑF leaves the Fock vacuum invariant as well. As in the proof of Kramers
degeneracy theorem (Lemma 4.2.12) we see that ϑF leaves V invariant. Now suppose that W ⊂ V is an
invariant subspace. If W is nontrivial it must contain a nonzero vector φ ∈ W. Hence again as in the
proof of Kramers’ degeneracy theorem, we see that ϑFφ is nonzero and orthogonal to φ. We conclude
that W has dimension two and hence W = V. Thus the symmetries {1, ϑF } act irreducibly on V.
The subsequent theorem proves the assertion from the beginning of this section.
Theorem 4.3.5. Suppose Eel := inf σ(Hel) is an isolated eigenvalue of Hel. In a neighborhood of α = 0
the ground-state energy Eα and the corresponding eigenvectors of Hdipα are real-analytic functions of α3/2.
Proof. In order to prove the theorem we verify Hypothesis I, II and III from Section 4.2 and apply
Theorem 4.2.26. Let X be the open ball with radius one around the origin in R3. Then for s ∈ X and
(k, λ) ∈ R3 × Z2 we define the coupling function
Gs(k, λ) := −s i
2π
|k|κΛ(k)
(
ϵλ(k) · xg(x) + σ ·
( k
|k| ∧ ϵλ(k)
))
.
The function G : X → L(Hat;L2(R3×Z2;Hat)) ; s ↦→ Gs is uniformly bounded for s ∈ X because |s| < 1,
xg(x)ψ is bounded for ψ ∈ Hat and Gs(k) is square-integrable for k ∈ R3 × Z2. Moreover the mapping
s ↦→ Gs is analytic in s. Thus, using Lemma 4.2.21, the function G is analytic. For 0 < µ < 12 an easy
estimate proves that
sup
s∈X
∥G∥µ <∞ .
Therefore Hypothesis I is satisfied. Due to Proposition 4.3.1 and Lemma 4.3.4 we obtain that Hypothe-
sis II is clearly satisfied for Hat(s) := Hel and s0 := 0 ∈ X. In order to use Theorem 4.2.26 it remains to
verify Hypothesis III. Since Hel is self-adjoint and bounded from below (cf. Eq. (4.139)), we have
Re⟨ψ,Hat(s)ψ⟩ = ∥(Hel)1/2ψ∥2 ≥ −C⟨ψ,ψ⟩,
for ψ ∈ D(Hel). Hence Corollary 2 in [66], or more precisely its proof, shows that Hypothesis III holds.
Therefore the conclusions of Theorem 4.2.26 hold. This concludes the proof.
5 Asymptotic expansions
In Chapter 4 we studied analytic expansions in the coupling constant of two specific Spin-Boson models.
Particularly, in Section 4.2 we showed that the ground state and the ground-state energy of a specific
quantum mechanical system are analytic functions of the coupling constant. Similar analyticity results
have been shown in many other situations as well, see for example [1, 2, 66, 74] and the references given
in the previous chapters. However in general such analyticity results, many of them obtained using
operator-theoretic renormalization, are rather surprising. This comes from the fact that various quantities
in quantum mechanics are calculated using perturbation theory. As long as the perturbation is ‘small’
compared to the unperturbed system one can expect to obtain a good approximation of the actual
physical quantities (cf. Born-Oppenheimer approximation [29]). In case of isolated eigenvalues even
regular perturbation theory is applicable and one can calculate eigenvalues and eigenvectors in terms
of convergent power series. These series are called Rayleigh-Schrödinger perturbation series [93, 115].
However, in general, the calculation of the Rayleigh-Schrödinger expansion coefficients involve sums of
divergent expressions. Hence at first sight it is not obvious in which situations these infinities eventually
cancel each other and give a convergent expansion. Indeed in the situation considered in Section 4.1 we
were only able to show that an analytic expansion of the ground state and ground-state eigenvalue exists
in a cone with apex at the origin. Moreover there are other situations where the ground-state eigenvalue
is not an analytic function of the coupling constant [25].
In this chapter we consider series expansions in the coupling constant that do not need to converge but
rather yield an approximation of the ground state and ground-state eigenvalue if the series is truncated
after a finite number of terms and the coupling constant tends towards zero. Such expansions are called
asymptotic expansions. For generalized Spin-Boson models asymptotic expansions of the first few orders
were investigated in [24–26,69]. More recently, Arai studied asymptotic expansion formulas up to arbitrary
order in [12]. He assumed a strong infrared regularization, i.e., the higher the order of expansion the
stronger the infrared regularization. In [31] we relaxed this infrared assumption significantly.
More precisely we showed that for a large class of generalized Spin-Boson models there exist asymptotic
expansions for the ground state and ground-state energy up to arbitrary order requiring only a very
reasonable infrared assumption. The key idea in the proof is to show that the infinities involved in
calculating the Rayleigh-Schrödinger expansion coefficients cancel out.
This chapter is based on the work in [31] and is organized as follows. In Section 5.1 we introduce the model,
state existence and finiteness results for the expansion coefficients of the ground state and ground-state
energy and formulate the main result (Theorem 5.1.6). In Section 5.2 we derive formulas for expansion
coefficients of the ground state and ground-state energy in terms of the coupling constant. Moreover we
determine general conditions for which these expansion coefficients give an asymptotic expansion for a
general class of models. Finally we prove the main result in Section 5.3.
Remark 5.0.1. The actual proofs of the existence/finiteness of the expansion coefficients for the ground
state and the ground-state energy are rather technical and we do not present them in this thesis. All the
details are given in Section 4 and 5 of [31].
5.1 Model and statement of results
In this section we introduce the model and state the results of this chapter. Let Hat be a separable Hilbert
space and let Hat be a self-adjoint operator in Hat. We assume that Eat := inf σ(Hat) is a nondegenerate
eigenvalue of Hat, which is isolated from the rest of the spectrum, i.e.,
Eat < ϵ1 := inf (σ(Hat) \ {Eat}) .
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Moreover we denote with φat the corresponding normalized eigenvector and with Pat the orthogonal
eigenprojection of Eat. Let h := L2((R3)n;C) and as usual we denote by Fh the symmetric Fock space.
Moreover we denote by Ω = (1, 0, 0, . . .) ∈ Fh the vacuum vector and define the free field Hamiltonian by
Hf : D(Hf ) ⊂ Fh → Fh ; (Hf ψ)n(k1, . . . , kn) := (|k1|+ |k2|+ · · ·+ |kn|)ψn(k1, . . . , kn) ,
where D(Hf ) denotes the domain of Hf . For more details we refer to Section 2.2.
The total Hilbert space is defined by
H := Hat ⊗Fh ≃
∞⨁
n=0
L2s((R3)n;Hat) , (5.1)
where
L2s((R3)n; b)
:=
{
ψ ∈ L2((R3)n; b) : ψ(k1, . . . , kn) = ψ(kπ(1), . . . , kπ(n)) ∀ permutations π of {1, . . . , n}
}
,
for a separable Hilbert space b. We shall identify the spaces on the right hand side of Eq. (5.1) and
occasionally drop the tensor sign in the notation. Recall that we defined in Section 3.3 for a strongly
measurable function G : R3 → L(Hat) with∫
∥G(k)∥2dk <∞ ,
the annihilation operator
a(G) : D(a(G)) ⊂ H → H ; ψ ↦→ (a(G)ψ)n(k1, . . . , kn) :=
√
n+ 1
∫
G∗(k)ψn+1(k, k1, . . . , kn) dk ,
which is a densely defined closed operator. We denote its adjoint again by a∗(G) := [a(G)]∗, and introduce
the following field operator
ϕ(G) := a(G) + a∗(G) ,
where the line denotes the closure.
In order to define the total Hamiltonian we assume in addition that∫
∥G(k)∥2(1 + |k|−1) dk <∞ , (5.2)
since then it is well known that ϕ(G) is infinitesimally small with respect to 1Hat ⊗Hf . This allows us
to define the total Hamiltonian of the interacting system
H(λ) = Hat ⊗ 1Fh + 1Hat ⊗Hf + λV , (5.3)
as a semibounded self-adjoint operator on the domain D(H(0)), where λ ∈ R is the coupling constant
and V = ϕ(G). We set
E(λ) = inf σ(H(λ)) .
Below we shall make the following assumption
Hypothesis (A). There exists a positive constant λ0 such that for all λ ∈ [0, λ0] the number E(λ) is a
simple eigenvalue of H(λ) with eigenvector ψ(λ) ∈ H.
Remark 5.1.1. There are numerous existence results for ground states, cf. [13, 21, 53, 60, 67, 127]. In
particular, it was shown that Hypothesis (A) holds if Hat has compact resolvent and the coupling function
satisfies ∫
∥G(k)∥2(1 + |k|−2) dk <∞ . (5.4)
A proof of this assertion is given in [60].
The following theorem shows the finiteness of the expansion coefficients for the ground-state energy. To
derive the expansion coefficients one formally expands the eigenvalue equation for the ground state in
powers of the coupling constant λ and inductively solve for the expansion coefficients of the ground-state
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energy. This results in the recursion relation (5.9), below. In Section 5.2 we explicitly deduce this formula.
In order to formulate the theorem we introduce the following notations. We write
H0 = H(0) ,
and
ψ0 = φat ⊗ Ω .
Moreover we denote by P0 the projection onto ψ0 and set P¯0 := 1 − P0. Let PΩ denote the orthogonal
projection in Fh onto Ω. Then we can write
P¯0 = Pat ⊗ P¯Ω + P¯at ⊗ 1Fh , (5.5)
where P¯Ω = 1Fh − PΩ and P¯at = 1Hat − Pat.
Theorem 5.1.2. Suppose that (5.4) holds. Then there exists a unique sequence (En)n∈N in R such that
E0 = Eat (5.6)
E1 = ⟨ψ0, V ψ0⟩ (5.7)
En = lim
η↓0
En(η) , n ≥ 2 , (5.8)
where
En(η) :=
n∑
k=2
∑
j1+···+jk=n
js≥1
⟨ψ0, (δ1j1V − Ej1)
k∏
s=2
{
(E0 − η −H0)−1P¯0(δ1jsV − Ejs)
}
ψ0⟩ . (5.9)
In particular the limit on the right hand side of (5.9) exists and is a finite number. The sequence (En)n∈N
can be defined inductively using (5.6)–(5.8).
A detailed proof of this theorem is given in [31]. We provide only the idea of the proof here.
Idea of the proof. In order to prove the finiteness of the expansion coefficients (5.9) one first expresses the
expansion coefficients as a sum of so-called linked contractions involving so-called renormalized propaga-
tors. These renormalized propagators take into account cancellations and do therefore have an improved
infrared behavior. We comment on this in the subsequent remark. Finally one proves the finiteness of
each expansion coefficient by estimating each one of these renormalized propagators.
Remark 5.1.3. First note that the positive number η that appears in Eq. (5.9) serves as a regularization
and that Theorem 5.1.2 claims that the limit exists as the regularization is removed. This is not obvious
since some of the individual terms on the right hand side of Eq. (5.9) diverge. In order to illustrate this let
n = 2m and consider the summand where js = 1 for all s. We insert Eq. (5.5) and replace V by a∗(G) +
a(G). Then, using Wicks theorem (Theorem 3.3.14) and the Pull-Through Formula (Lemma 3.3.11), we
multiply out the resulting expression. We obtain various terms with one of them being
(−1)n−1
∫
dk1 · · · dkm⟨φat, G∗(k1) Pat|k1|+ η G
∗(k2)
Pat
|k1|+ |k2|+ ηG(k2)
Pat
|k1|+ η
· · · G∗(km) Pat|k1|+ |km|+ ηG(km)
Pat
|k1|+ ηG(k1)φat⟩ , (5.10)
which is obtained by contracting the first and the last entry of the interaction and contracting the
remaining nearest neighbor pairs. We symbolically pictured this by
Now, if η ↓ 0, the integral over k1 may become divergent for large m. An example for such a situation is
the case that
∫
dk|k|−m∥PatG(k)Pat∥2 diverges for m sufficiently large. The convergence of Eq. (5.9) can
be restored by using cancellations originating from the energy subtractions present in the same formula.
To illustrate this, consider the summand where j1 = 1, j2 = 2 and j3 = · · · = jn−1 = 1. As before we
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obtain various terms with one of them being the same as Eq. (5.10) except for the expression in the box
which is replaced by E2Pat. Thus adding these two terms we can factor out∫
dk2PatG
∗(k2)
1
|k1|+ |k2|+ ηG(k2)Pat + E2Pat
=
∫
dk2PatG
∗(k2)
(
1
|k1|+ |k2|+ η −
1
|k2|
)
G(k2)Pat
= −(|k1|+ η)
∫
dk2PatG
∗(k2)
1
(|k1|+ |k2|+ η)|k2|G(k2)Pat , (5.11)
where we used again Eq. (5.9) to calculate E2. One sees that replacing the expression in the box in
Eq. (5.10) by the term (5.11) remedies the singularity k1 → 0. Hence in order to establish the finiteness
of Eq. (5.9) one has to show that similar cancellations can be carried out at every order. More details
and corresponding proofs are given in Section 4 of [31].
Theorem 5.1.4. Suppose the assumptions of Theorem 5.1.2 hold and let (En)n∈N be the unique sequence
given in Theorem 5.1.2. Let
ψ0 = φat ⊗ Ω .
Then for all m ∈ N the following limit exists
ψm = lim
η↓0
ψm(η) ,
where
ψm(η) :=
m∑
k=1
∑
j1+···+jk=m
js≥1
k∏
s=1
{
(E0 −H0 − η)−1P¯0(δ1jsV − Ejs)
}
ψ0 .
Remark 5.1.5. This theorem shows that the expansion coefficients for the ground state exist. Its proof
is analogous to that of Theorem 5.1.2, with the difference that one has to account for the square of the
resolvent which may now appear in operator products. We refer to Section 5 in [31] for a detailed proof.
We saw that Theorem 5.1.2 establishes the finiteness of the expansion coefficients of the ground-state
energy. Hence next we show that the expansion coefficients yield an asymptotic expansion of the ground-
state energy. This is the content of the following theorem.
Theorem 5.1.6. Suppose Condition (5.4) and Hypothesis (A) hold. Then the sequence (En)n∈N defined
in Theorem 5.1.2 yields an asymptotic expansion of the ground-state energy, i.e.,
lim
λ↓0
λ−n
(
E(λ)−
n∑
k=0
Ekλ
k
)
= 0 .
Remark 5.1.7. We want to note that if we would assume the infrared condition∫
∥G(k)∥2(1 + |k|−2−µ)dk <∞ ,
for some µ > 0, which is slightly stronger than Condition (5.4), then it would follow from [66] that
there exists an analytic expansion of the ground-state energy. In addition, there are couplings with (5.4)
for which additional symmetries may cancel infrared divergences such that the ground-state energy is
analytic, cf. [72, 75].
Remark 5.1.8. In view of Remark 5.1.1 the Hypothesis (A) is not a restrictive assumption. In many
situations its validity follows once Condition (5.4) is satisfied.
Remark 5.1.9. We also want to remark on the usefulness of an asymptotic expansions. While the existence
of an asymptotic expansion is weaker than the existence of an analytic expansion, our result holds
in situations where analytic expansions have not yet been shown. Moreover we even expect that our
method can be used to derive asymptotic expansions in situations where analytic expansions in fact do
not exist. Nevertheless one may gain certain spectral informations in these situations using for example
Borel summability methods to recover the ground state and ground-state eigenvalue from their asymptotic
expansions.
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5.2 Asymptotic perturbation theory
In the following we derive formulas for the expansion coefficients of the ground state and its energy.
Moreover we show that the ground-state energy has an asymptotic expansion up to some order, say n,
provided the expansion coefficients for the ground state and its energy are finite up to the order n and a
continuity assumption for the ground state holds. We derive this result with two different methods. The
first method employs formal expansions and the comparison of coefficients combined with an analytic
estimate. The second method is based on a Feshbach type argument together with a resolvent expansion.
Note that we use the same symbols as before, although we state the results for more general operators
than we introduced previously. Let V and H0 be self-adjoint operators in a Hilbert space H. In order to
prove our results we use the following assumption.
Hypothesis (B). The operator H0 is bounded from below and V is H0-bounded. There exists a positive
constant λ0 such that for all λ ∈ [0, λ0] there exists a simple eigenvalue E(λ) of
H(λ) = H0 + λV
with eigenvector ψ(λ). Moreover,
lim
λ→0
ψ(λ) = ψ(0) ̸= 0 , lim
λ→0
E(λ) = E(0)
and
⟨ψ(0), ψ(λ)⟩ = 1 , (N)
for all λ ∈ [0, λ0].
We note that Condition (N) can always be achieved using a suitable normalization, possibly making the
positive number λ0 smaller. For notational convenience we shall write
E0 = E(0) , ψ0 = ψ(0) .
Moreover let P0 denote the projection onto the kernel of H0 − E0 and let P¯0 = 1− P0.
5.2.1 Expansion method
The idea behind the expansion method is to expand the eigenvalue equation in a formal power series and
equating coefficients. This leads to Eq. (5.12). In Lemma 5.2.1 we show that if there exists a solution
of Eq. (5.12) up to some order n, then the ground-state energy has an asymptotic expansion up to
the same order, provided Hypothesis (B) holds. In Lemma 5.2.2 we inductively solve Eq. (5.12), and
by Lemma 5.2.3 we obtain an explicit formula for the inductive solution. We want to mention that a
similar result was obtained in [12]. However, our assumptions are less restrictive in comparison to the
assumptions there.
Lemma 5.2.1. Suppose Hypothesis (B) holds. Let n ∈ N and suppose there exist ψ1, . . . , ψn ∈ P¯0H and
numbers E1, . . . , En ∈ C such that for all m ∈ N with m ≤ n we have
H0ψm + V ψm−1 =
m∑
k=0
Ekψm−k . (5.12)
Then for all m ∈ {1, . . . , n} we have that
lim
λ↓0
λ−m
(
E(λ)−
m∑
k=0
Ekλ
k
)
= 0 , (5.13)
lim
λ↓0
λ−m⟨ψ0, V (ψ(λ)−
m∑
k=0
ψkλ
k)⟩ = 0 . (5.14)
Before we prove the lemma first observe that Eq. (5.12) implies that for all m ≤ n we have
⟨ψ0, V ψm−1⟩ = Em .
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Proof of Lemma 5.2.1. We prove this by induction in n. For this we define for λ ∈ (0, λ0) the quantities
en(λ) := λ
−n(E(λ)− (E0 + λE1 + λ2E2 + · · ·+ λnEn)) ,
ρn(λ) := λ
−n(ψ(λ)− (ψ0 + λψ1 + λ2ψ2 + · · ·+ λnψn)) .
Hence Eq. (5.14) for m = 0 is just Hypothesis (B). It remains to show the induction step. The eigenvalue
equation gives
P¯0(H(λ)− E(λ))P¯0ψ(λ) = −P¯0V P0ψ(λ) . (5.15)
n − 1 → n: Suppose that Eq. (5.12) holds for all m ∈ {1, . . . , n}. By the induction Hypothesis we know
that λEn + λen(λ)→ 0 and ⟨V ψ0, λψn + λρn(λ)⟩ → 0. From the eigenvalue equation we find
(H0 + λV )
[
n∑
k=0
λkψk + λ
nρn(λ)
]
=
(
n∑
k=0
λkEk + λ
nen(λ)
)[
n∑
k=0
λkψk + λ
nρn(λ)
]
.
By ordering according to powers of λ we see from Eq. (5.12) that many terms vanish and
λV ψn + (H0 + λV )ρn(λ) = ρn(λ)E(λ) + en(λ)
n∑
k=0
λkψk +
2n∑
k=n+1
λk−n
n∑
j=k−n
Ejψk−j . (5.16)
If one applies P0 to Eq. (5.16) one obtains
λP0V (ψn + ρn(λ)) = en(λ)ψ0 .
By induction Hypothesis the left hand side tends to zero as λ→ 0. This shows that Eq. (5.13) holds for
all m ∈ {1, . . . , n}. Solving for terms involving ρn(λ) in Eq. (5.16) we arrive at
(H(λ)− E(λ))ρn(λ) = en(λ)
n∑
k=0
λkψk +
2n∑
k=n+1
λk−n
n∑
j=k−n
Ejψk−j − λV ψn .
Now applying P¯0 to this equation and using that P0ρn(λ) = 0 we find
P¯0(H(λ)− E(λ))P¯0ρn(λ) = P¯0
⎛⎝en(λ) n∑
k=0
λkψk +
2n∑
k=n+1
λk−n
n∑
j=k−n
Ejψk−j − λV ψn
⎞⎠ .
Calculating the inner product with ψ(λ) and using Eq. (5.15) we find
⟨ψ(λ), P0V ρn(λ)⟩ = −⟨P¯0ψ(λ), en(λ)
n∑
k=1
λk−1ψk +
2n∑
k=n+1
λk−n−1
n∑
j=k−n
Ejψk−j − P¯0V ψn⟩ .
This and Hypothesis (B) imply that Eq. (5.14) holds for all m ∈ {1, . . . , n}.
Next we inductively solve Equation (5.12).
Lemma 5.2.2. (Inductive Formula) Let n ∈ N and suppose there exist ψ1, . . . , ψn ∈ P¯0H and numbers
E1, . . . , En ∈ C such that for all m ∈ N with m ≤ n we have
H0ψm + V ψm−1 =
m∑
k=0
Ekψm−k . (5.17)
Then defining
En+1 := ⟨ψ0, V ψn⟩ , (5.18)
as well as
ψn+1 := (H0 − E0)−1P¯0
(
n+1∑
k=1
Ekψn+1−k − V ψn
)
, (5.19)
provided
P¯0
(
n∑
k=0
Ek+1ψn−k − V ψn
)
∈ dom ((H0 − E0)−1P¯0) , (5.20)
we obtain a solution of Eq. (5.17) for m = n+ 1.
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We note that the assumption in Eq. (5.20) is less restrictive than the corresponding one in [12]. This will
turn out to be crucial to obtain the asymptotic expansion of the ground state to arbitrary order.
Proof. The lemma follows by insertion of Eqns. (5.19) and (5.18) into Eq. (5.17) for m = n+ 1.
By solving the recursive relation of the previous lemma, one obtains the following formulas.
Lemma 5.2.3. (Direct Formula) Let n ∈ N and suppose there exist ψ1, . . . , ψn ∈ P¯0H and numbers
E1, . . . , En ∈ C such that the following holds. We have E1 = ⟨ψ0, V ψ0⟩, and for all m ∈ N with
2 ≤ m ≤ n we have
Em = −
m∑
k=2
∑
j1+···+jk=m
js≥1
⟨ψ0, (Ej1 − δ1j1V )
k∏
s=2
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0⟩ , (5.21)
moreover for all m ∈ N with m ≤ n we have
ψm =
m∑
k=1
∑
j1+···+jk=m
js≥1
k∏
s=1
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0 , (5.22)
assuming that the expressions on the right hand side of Eq. (5.21) and (5.22) exist in the sense of
Lemma 5.2.2. Then for all m ∈ N with m ≤ n we have
H0ψm + V ψm−1 =
m∑
k=0
Ekψm−k .
Proof. We prove this lemma by induction in n. The case n = 1 follows by straight forward calculation.
Now suppose the claim holds for n. Then we know in addition that the assumption of Lemma 5.2.2 holds.
Hence we can define En+1 as in Eq. (5.18)
En+1 := ⟨ψ0, V ψn⟩
=−
n+1∑
k=2
∑
j1+···+jk=n+1
js≥1
⟨ψ0, (Ej1 − δ1j1V )
k∏
s=2
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0⟩ ,
where we used the assumption (5.22) in the second line (note that ⟨ψ0, EjP¯0( · )⟩ = 0). In the same way
as in Eq. (5.19) we define
ψn+1 := (H0 − E0)−1P¯0
⎛⎝n+1∑
j=1
(Ej − δ1jV )ψn+1−j
⎞⎠
=
n+1∑
k=1
∑
j1+···+jk=n+1
js≥1
k∏
s=1
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
ψ0 ,
where in the first line a slightly different notation than in Eq. (5.19) is used and in the second line we
again employ the assumption (5.22). Now using Lemma 5.2.2 the claim of the lemma holds for n+ 1 as
well.
5.2.2 Resolvent method
For the second method we use a Feshbach type or Schur complement argument (cf. Section 3.2) together
with a resolvent expansion. We note that the proof of the following lemma is inspired by [12].
Lemma 5.2.4. Suppose that Hypothesis (B) holds. Starting with K0 := P¯0H0−E0 and E1 := ⟨ψ0, V ψ0⟩, we
assume that we can define recursively for m ∈ {1, . . . , n− 2}
Km :=
m∑
j=1
Kj−1(Em+1−j − δjmV )K0 , (5.23)
Em+1 := −⟨ψ0, V Km−1V ψ0⟩ ,
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such that P¯0V ψ0 ∈ dom(Kl) for l = 0, . . . , n− 2. Then E(λ) has an asymptotic expansion up to order n,
i.e., for all m = 1, . . . , n
lim
λ↓0
λ−m
(
E(λ)−
m∑
k=0
Ekλ
k
)
= 0.
Remark 5.2.5. The statement of Lemma 5.2.4 is equivalent to the statements of Lemma 5.2.3 and
Lemma 5.2.1 combined. In particular, we may solve iteratively for Km and obtain the relation
V Km−2V =
m∑
k=2
∑
j1+···+jk=m
js≥1
(Ejs − δ1jsV )
k∏
s=2
{
(H0 − E0)−1P¯0(Ejs − δ1jsV )
}
.
Moreover, given E(λ), we can recover ψ(λ) by
ψ(λ) = ψ0 − λP¯0
[
P¯0(H(λ)− E(λ))P¯0
⏐⏐
Ran(P¯0)
]−1
P¯0V P0ψ0.
Proof. The eigenvalue equationH(λ)ψ(λ) = E(λ)ψ(λ) can be split into the equivalent system of equations
P0
(
λV + E0 − E(λ)
)
P0ψ(λ) + λP0V P¯0ψ(λ) = 0 , (5.24a)
λP¯0V P0ψ(λ) + P¯0
(
H(λ)− E(λ))P¯0ψ(λ) = 0 , (5.24b)
by applying the projections P0 and P¯0 respectively. From Eq. (5.24a) we obtain that
E(λ)− E0
λ
⟨ψ0, P0ψ(λ)⟩ − ⟨ψ0, V P0ψ(λ)⟩ = ⟨V ψ0, P¯0ψ(λ)⟩ = o(1),
i.e.
E(λ)− E0
λ
λ→0−−−→ ⟨ψ0, V ψ0⟩.
This shows the claim for n = 1. Now we show the lemma by induction. Suppose the claim holds for n
and the assumptions of the lemma hold for n+ 1. Then the recursively defined functions
E[0](λ) := E(λ) ,
E[k](λ) :=
E[k−1](λ)− Ek−1
λ
, (5.25)
satisfy
lim
λ↓0
E[k](λ) = Ek , for k = 0, . . . , n .
We write the part P¯0ψ(λ) as follows
P¯0ψ(λ) =
P¯0
H0 − E0 (H0 − E0)P¯0ψ(λ)
=
P¯0
H0 − E0
[
H(λ)− E(λ) + (E(λ)− E0 − λV )
]
P¯0ψ(λ).
Eq. (5.24b) now implies
P¯0ψ(λ) = λ
P¯0
H0 − E0
[
−V P0ψ(λ) + (E[1](λ)− V )P¯0ψ(λ)
]
. (5.26)
Iterated insertion of Eq. (5.26) into itself and terminating the expansion after we have reached order λn
leads to the following claim.
Claim: We have for k = 1, . . . , n
P0V P¯0ψ(λ) = P0V
k∑
j=1
−λjKj−1V P0ψ(λ) + P0V λkRk(λ)P¯0ψ(λ) , (5.27)
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where Rk(λ) is defined by
Rk(λ) :=
k∑
j=1
Kj−1(E[k+1−j](λ)− δjkV ) . (5.28)
We note that these expressions are well defined by the assumption P¯0V ψ0 ∈ dom(Kl). In the following we
prove the claim. Equation (5.27) for k = 1 is just Equation (5.26) multiplied by P0V . Now assume that
Eq. (5.27) is true for a specific k ≤ n− 1. We insert first the Definition (5.28) and then Definition (5.25)
to arrive at
P0V Rk(λ)P¯0ψ(λ) = P0V
k∑
j=1
Kj−1(E[k+1−j](λ)− δjkV )P¯0ψ(λ)
= P0V
k∑
j=1
(
Kj−1(Ek+1−j − δjkV )P¯0ψ(λ) + λKj−1E[k+2−j](λ)P¯0ψ(λ)
)
.
Next we insert Eq. (5.26) in the first summand and obtain
P0V Rk(λ)P¯0ψ(λ) = λP0V
k∑
j=1
(
Kj−1(Ek+1−j − δjkV )K0
(−V P0ψ(λ) + (E[1](λ)− V )P¯0ψ(λ))
+Kj−1E[k+2−j](λ)P¯0ψ(λ)
)
.
Using Eq. (5.23) we find
P0V Rk(λ)P¯0ψ(λ) = λP0V
(
Kk
(−V P0ψ(λ) + (E[1](λ)− V )P¯0ψ(λ))+ k∑
j=1
Kj−1E[k+2−j](λ)P¯0ψ(λ)
)
= −λP0V KkV P0ψ(λ) + λP0V
k+1∑
j=1
Kj−1
(
E[k+2−j](λ)− δj,k+1V
)
P¯0ψ(λ) .
By Eq. (5.28) this expression agrees with Eq. (5.27) if k is replaced by k + 1. Hence inserting this
expression into Eq. (5.27) with k we obtain Eq. (5.27) with k replaced by k + 1. This proves the claim.
Next we insert the claim for k = n into Eq. (5.24a) to conclude⎛⎝P0(E[1](λ)− V )P0 + n∑
j=1
λjP0V Kj−1V P0
⎞⎠P0ψ(λ) = λnP0V Rn(λ)P¯0ψ(λ) . (5.29)
Taking the inner product with ψ0 and using the induction hypothesis (5.23), we obtain
E[1](λ) − E1 −
n∑
j=1
λjEj+1 = λ
n⟨ψ0, P0V Rn(λ)P¯0ψ(λ)⟩
= λn⟨Rn(λ)V ψ0, P¯0ψ(λ)⟩ .
Dividing by λn we find using Eq. (5.25)
λ−(n+1)
⎛⎝E(λ)− n+1∑
j=0
λjEj
⎞⎠ = ⟨Rn(λ)V ψ0, P¯0ψ(λ)⟩ = o(1) .
This shows the assertion of the lemma for n+ 1.
Remark 5.2.6. Note that Eq. (5.29) implies⎛⎝E(λ)− n∑
j=0
λjHj
⎞⎠P0ψ(λ) = o(λn) ,
for H1 := P0V P0 and Hn := −P0V Kn−2V P0. In the case that Hj is diagonalizable we can choose the
coefficients Ej in a suitable way from the eigenvalues corresponding to Hj . Hence the expansion equation
above is valid for a degenerate perturbation theory as well.
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5.3 Existence of an asymptotic expansion
In this section we present a proof for Theorem 5.1.6. To begin with we show that the ground state and the
ground-state energy are continuous functions of the coupling constant, that is we verify Hypothesis (B).
We recall the notation ψ0 = φat ⊗ Ω and E0 = Eat.
Proposition 5.3.1. Let H(λ) be given as in Eq. (5.3) and assume that Hypothesis (A) is satisfied. Then
the following holds.
(a) If Eq. (5.2) holds, then the ground-state energy E(λ) satisfies E(λ) ≤ E0 and
E(λ)− E0 = O(|λ|2) , (λ→ 0) .
(b) If Eq. (5.4) holds, then the operator H(λ) has an eigenvector ψ(λ) with eigenvalue E(λ) such that
∥ψ(λ)− ψ0∥ = O(|λ|) , (λ→ 0)
and ⟨ψ0, ψ(λ)⟩ = 1 for λ in a neighborhood of zero.
Proof. (a). First we show the upper bound
E(λ) ≤ ⟨ψ0, H(λ)ψ0⟩ = ⟨ψ0, (Hf +Hat + λϕ(G))ψ0⟩ = Eat = E0 .
In order to show the lower bound we complete the square
H(λ) = Hat +Hf + λϕ(G)
= Hat +
∫
|k|
[
a(k) + λ
G(k)
|k|
]∗ [
a(k) + λ
G(k)
|k|
]
dk − |λ|2
∫
G(k)∗G(k)
|k| dk
≥ Eat − |λ|2
∫ ∥G(k)∥2
|k| dk .
(b) This is a consequence of the following two claims. We write ψˆ(λ) := ψ(λ)∥ψ(λ)∥ .
Claim 1: We have that ∥P¯Ωψˆ(λ)∥ = O(|λ|).
Calculating a commutator we obtain
H(λ)a(k)ψ(λ) =
(
[H(λ), a(k)] + a(k)H(λ)
)
ψ(λ) =
(− |k|a(k)− λG(k) + a(k)H(λ))ψ(λ) .
Solving for a(k)ψ(λ) we find (
H(λ)− E(λ) + |k|)a(k)ψ(λ) = −λG(k)ψ(λ) ,
and by inversion we find for k ̸= 0 that
a(k)ψ(λ) = −λ |k|
H(λ)− E(λ) + |k|
G(k)
|k| ψ(λ) .
Thus we obtain for the number operator N the expectation
⟨ψ(λ), Nψ(λ)⟩ =
∫
∥a(k)ψ(λ)∥2 dk
= |λ|2
∫  |k|H(λ)− E(λ) + |k| G(k)|k| ψ(λ)
2 dk
≤ |λ|2
∫ ∥G(k)∥2
|k|2 dk ∥ψ(λ)∥
2 .
Inserting this into the inequality
∥P¯Ωψ∥2 ≤ ⟨ψ,Nψ⟩
we find that
∥P¯Ωψˆ(λ)∥ = O(λ), (λ→ 0) .
This shows Claim 1.
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Claim 2: Let P¯at = 1− Pat. Then we have ∥P¯atψˆ(λ)∥ = O(|λ|).
We apply P¯at to the eigenvalue equation and obtain
P¯atH(λ)P¯atψ(λ) + P¯atH(λ)Patψ(λ) = E(λ)P¯atψ(λ) .
Solving for terms involving P¯atψ(λ) we find(
P¯atH(λ)P¯at − E(λ)P¯at
)
P¯atψ(λ) = −P¯atH(λ)Patψ(λ) . (5.30)
Below we show that we can invert the operator on the left hand side of Eq. (5.30). Then we estimate the
corresponding inverse operator using a Neumann expansion. For this let ϵ1 := inf σ(Hat|RanP¯at). By (a)
we have in the sense of operators on the range of P¯at that
(H(0)− E(λ))P¯at ≥ (H(0)− E0)P¯at = (Hat +Hf − E0)P¯at ≥ (ϵ1 − E0)P¯at .
Thus
(
H(0)−E(λ))P¯at is invertible as an operator in RanP¯at. From the proof of Lemma 3.3.12 we recall
the standard estimates
∥a(G)ψ∥ ≤
(∫ ∥G(k)∥2
|k| dk
)1/2
∥H1/2f ψ∥ ,
∥a∗(G)ψ∥2 ≤
∫
∥G(k)∥2dk∥ψ∥2 +
∫ ∥G(k)∥2
|k| dk ∥H
1/2
f ψ∥2 .
These estimates imply that
∥(Hf + 1)−1/2ϕ(G)∥ = ∥ϕ(G)(Hf + 1)−1/2∥ <∞ .
By (a) we find that(P¯at(H(0)− E(λ))P¯at)−1P¯atϕ(G) ≤ (P¯at(H(0)− E(λ))P¯at)−1(Hf + 1)1/2(Hf + 1)−1/2ϕ(G)
≤ sup
r≥0
⏐⏐⏐⏐ (r + 1)1/2r + ϵ1 − E0
⏐⏐⏐⏐ (Hf + 1)−1/2ϕ(G) =: CG . (5.31)
By Neumann’s theorem (Theorem 3.2.9) it follows from Eq. (5.31) that P¯at(H(λ)−E(λ))P¯at is invertible
on RanP¯at, if |λ| < C−1G , and we have
(
P¯at(H(λ)− E(λ))P¯at
)−1
=
∞∑
n=0
[−(P¯at(H(0)− E(λ))P¯at)−1λϕ(G)]n (P¯at(H(0)− E(λ))P¯at)−1 .
Inserting this expression into Eq. (5.30) and using again Eq. (5.31) we findP¯atψˆ(λ) = [P¯at(H(λ)− E(λ))P¯at]−1P¯atH(λ)Patψˆ(λ) ≤ |λ|CG
1− |λ|CG
Patψˆ(λ) .
This shows Claim 2.
Statement (b) now follows from Claims 1 and 2 by writing
ψˆ(λ)− ψ0⟨ψ0, ψˆ(λ)⟩ = ψˆ(λ)− PΩ ⊗ Patψˆ(λ)
= P¯Ωψˆ(λ) + PΩ ⊗ P¯atψˆ(λ)→ 0 ,
where the first term on the right hand side tends to zero because of Claim 1 and the second term because
of Claim 2. Thus ψ(λ) = ψˆ(λ)⟨ψ0, ψˆ(λ)⟩−1 is well defined for λ sufficiently close to zero and satisfies
Statement (b).
Now we are ready to prove the theorem.
Proof of Theorem 5.1.6. First we show using Theorem 5.1.2 and 5.1.4 that
H0ψn+1(0) + V ψn(0) =
n+1∑
k=0
Ekψn+1−k(0) . (5.32)
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From the convergence of ψn(η) as η ↓ 0 we obtain from the definition of En that
En = ⟨V ψ0, ψn(0)⟩ = lim
η↓0
⟨V ψ0, ψn(η)⟩ . (5.33)
From the definition of ψn(η) (cf. Eq. (5.19)) we see that
(H0 − E0 + η)ψn+1(η) = P¯0
(
n+1∑
k=1
Ekψn+1−k(η)− V ψn(η)
)
. (5.34)
We claim that the limit η ↓ 0 yields
(H0 − E0)ψn+1(0) = P¯0
(
n+1∑
k=1
Ekψn+1−k(0)− V ψn(0)
)
. (5.35)
This clearly holds for n = 0. Suppose that it holds for all m ≤ n− 1. Then for n the right hand side of
Eq. (5.34) converges to the right hand side of Eq. (5.35). Since H0 is a closed operator it follows that the
left hand side of Eq. (5.34) converges to the left hand side of Eq. (5.35). Now Eqns. (5.35) and (5.33)
imply Eq. (5.32). By Proposition 5.3.1 and Eq. (5.32) the assumptions of Lemma 5.2.1 are satisfied.
Hence Theorem 5.1.6 now follows from Lemma 5.2.1.
Remark 5.3.2. We mentioned in Remark 4.1.27 that one can recover from an asymptotic expansion
under very specific conditions and using certain methods the original function. Moreover we remarked
in this section (cf. Remark 5.2.6) that the presented method to acquire such an asymptotic expansion
can be extended to degenerate situations. Furthermore in many situations our result requires only the
reasonable infrared condition (5.4) to be applicable. Hence we expect that our technique can be used to
gain valuable insight to spectral problems of degenerate systems that are out of reach for other methods.
For example in situations like in Section 4.1 where the ground-state eigenvalue only depends analytically
on the coupling constant in a cone with apex at the origin.
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