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Abstract
In this paper, we propose an anisotropic adaptive reﬁnement algorithm based on the ﬁnite element methods
for the numerical solution of partial differential equations. In 2-D, for a given triangular grid and ﬁnite element
approximating space V, we obtain information on location and direction of reﬁnement by estimating the reduction
of the error if a single degree of freedom is added to V. For our model problem the algorithm ﬁts highly stretched
triangles along an interior layer, reducing the number of degrees of freedom that a standardh-type isotropic reﬁnement
algorithm would use.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
This paper is on anisotropic adaptive ﬁnite element methods for the numerical solution of partial
differential equations. Adaptive ﬁnite element methods place more ﬁne scale elements where more res-
olution is needed. Isotropic or shape regular adaptive methods use only elements with bounded aspect
ratio (stretched elements are avoided). Anisotropic adaptive methods ﬁt high aspect ratio elements (highly
stretched elements) along the regions of rapid variation of the solution for situations like interior or bound-
ary layers. Anisotropic adaptive methods give a bigger saving in terms of computational cost (number of
elements and degrees of freedom) than the isotropic ones if stretched elements are placed appropriately.
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There are two main aspects in an adaptive method: error estimation and grid generation (see [9,10,29,17],
among others). Most of the theory currently available is restricted to the isotropic case, but see [3–7,12,14,
22,27,30,36–38,40]. One reason that makes anisotropic reﬁnements difﬁcult is that placing high aspect
ratio elements in the wrong direction may cause loss of convergence (see [8]).
Grid generation algorithms for isotropic reﬁnements are designed to maintain the aspect ratio of the
new elements below certain bound, see the algorithm of Bank [11]. The algorithm presented in Section 4
generates triangular grids without any restriction on the angles of the elements and it produces a sequence
of nested ﬁnite element spaces.
There are two main difﬁculties that an error estimator for anisotropic methods has to handle: (i) grids
are not shape regular and (ii) the estimator should in addition to providing information about location
also provide information on direction of stretching in order to improve the current grid. Anisotropic
reﬁnements using rectangular elements are of great advantage when there are two directions of anisotropy
(see [36,37]); triangular elements give more geometric ﬂexibility for more complicated situations.
Most error estimates for both isotropic or anisotropic reﬁnements try to estimate the local contributions
from each element to the global error. In the case of anisotropic reﬁnement several algorithms obtain
information on stretching direction and stretching ratio of the elements by approximating the Hessian
matrix of the solution (see [2,26,28,33]). Anisotropic reﬁnement algorithms have been proposed also in
3-D (see [2,26,28,18,30,34,31,32,39]).
The estimators considered in this paper are constructed by trying to answer the following question:
how much is the error reduced if we add a single degree of freedom to the current ﬁnite element space?
Such an estimator for isotropic reﬁnement has been proposed by Zienkiewicz (see [17]). In this work,
we prove a theorem about the effectivity of the estimator in [17] for local quasi-uniform meshes, and we
give some results for meshes containing stretched triangles. We give a more robust estimator for the error
reduction on anisotropic triangulations.
The paper is organized as follows: in Section 2, we obtain error reduction estimates for anisotropic
reﬁnement in the model problem using triangular elements. Although for 1-D problems there is no
anisotropic reﬁnement, several aspects of our 2-D anisotropic reﬁnement algorithm have been motivated
from applying the error reduction estimators to a 1-D model problem; this is explained in Section 3. An
anisotropic reﬁnement algorithm is constructed in Section 4. Numerical tests are presented in Section 5.
2. Anisotropic error estimates for the Poisson equation
In this section, we analyse an error estimator which will be used in the design of anisotropic reﬁnement
algorithms.
2.1. Notation and the model problem
We will consider here the model problem
− u = f in ,
u = 0 on , (1)
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where  is the unit square and the data are given such that the solution u and some of its derivatives
change quickly across an interior layer. Approximate solutions of the model problem will be obtained by
the ﬁnite element method using triangular elements and continuous, piecewise linear functions.
In the usual notation of ﬁnite elements (see [13,29]), a(v,w) is the bilinear form associated to the
differential operator of the PDE, 〈f, v〉 is the L2 inner product, and ‖v‖2a = a(v, v). For the model
problem (1), we have a(v,w) = ∫ ∇v · ∇w dx dy, for all v,w ∈ H 10 (), and (1) can be reformulated
as: ﬁnd u ∈ H 10 () such that
a(u, v) = 〈f, v〉 for all v ∈ H 10 (). (2)
For the standard ﬁnite element formulation of Eq. (1), we will need a triangulation of , which is a
collection  of triangles contained in  such that  =⋃K∈K and where for any two triangles in  one
of the three possibilities holds: (a) their intersection is empty, (b) their intersection is a vertex of both
triangles, (c) they have an edge in common. The ﬁnite element spaceV ⊂ H 10 ()will be the space spanned
by the nodal basis functions v1, . . . , vN which are deﬁned as continuous, piecewise afﬁne functions such
that
vi(bj ) =
{
1 if i = j,
0 otherwise, (3)
where b1, . . . , bN are the interior vertices of the triangulation . The ﬁnite element discretization of (2)
is then: ﬁnd uV ∈ V such that
a(uV , vj ) = 〈f, vj 〉 for j = 1, . . . , N . (4)
2.2. The error reduction approach
As we mentioned before, an anisotropic adaptive method requires that an error estimator should provide
information about location and direction of stretching in order to reﬁne the current mesh. This information
is used to obtain a new mesh that is better adapted to the solution. The approach to obtain the anisotropic
error estimator we use is based on the following question: how much is the error reduced if a single degree
of freedom is added to the current approximating space V? We want to add the degrees of freedom that
produce large error reduction (Fig. 1). This idea is similar to a matching pursuits algorithm [35]: from
a collection of candidate functions to be added to V, we select the ones that best match the difference
u − uV with respect to the bilinear form a, where u is the exact solution and uV is the ﬁnite element
approximation. Zienkiewicz proposed that we could get an approximate answer by a local computation
for regular reﬁnement [17].
2.3. An anisotropic a posteriori error estimator
In this section, we obtain an estimator of the reduction of the error when a single degree of freedom is
added to a triangulation. Let  be a triangulation of the domain  in (1), and let V be the ﬁnite element
space consisting of continuous piecewise linear functions on . Let ˜ be a reﬁnement of  obtained by
bisecting an interior edge of  as shown in Fig. 1. Then ˜ has one more node than , and we will call 
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Fig. 1. For triangles close to an interior layer, adding node F reduces the error more than adding node G.
the nodal basis function on ˜ associated to such node (in Fig. 1(a), F is the new node and  has value 1
at F and 0 at all nodes of ). If V˜ is the ﬁnite element space associated to ˜, any element v˜ ∈ V˜ can be
written as v + t, with v ∈ V and t ∈ R. We want to estimate the error reduction
e2 = ‖u − uV ‖2a − ‖u − uV˜ ‖2a , (5)
where u is the exact solution of (1), uV and uV˜ are the ﬁnite element solutions on the triangulations  and
˜, respectively. We assume that the only solution available is uV . We want an estimator, ̂e2, that is of
the same order of magnitude and cheap to compute. The following lemma motivates the error estimator
we use:
Lemma 2.1. Let  be a triangulation of  and let V be the space of continuous piecewise linear functions
on . Suppose ˜ is a triangulation obtained by bisecting an edge in  as shown in Fig. 1, with  the new
nodal basis function associated to the new node. If V˜ is the ﬁnite element space of continuous piecewise
linear functions associated to ˜, then the error reduction e2 as deﬁned in (5) satisﬁes
e2 = |〈f,〉 − a(uV ,)|
2
infv∈V ‖v − ‖2a
. (6)
Proof. Using the facts that V ⊂ V˜ and u − u
V˜
is orthogonal to V˜ with respect to the bilinear form a, it
follows that u − u
V˜
is orthogonal to uV − uV˜ and thus
‖u − uV ‖2a = ‖u − uV˜ − (uV − uV˜ )‖2a = ‖u − uV˜ ‖2a + ‖uV − uV˜ ‖2a ,
which means from Eq. (5) that the error reduction can be expressed as
e2 = ‖uV − uV˜ ‖2. (7)
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On the other hand,
‖uV − uV˜ ‖2a = sup
w∈V˜
|a(uV − uV˜ , w)|2
‖w‖2a
= sup
w∈V˜
|a(u − u
V˜
, w) − a(u − uV ,w)|2
‖w‖2a
= sup
w∈V˜
|a(u − uV ,w)|2
‖w‖2a
.
Any w ∈ V˜ can be written as w = v −  with v ∈ V and  ∈ R.
Thus,
‖uV − uV˜ ‖2a = sup
v∈V,∈R−{0}
|a(u − uV , v − )|2
‖v − ‖2a
= sup
v∈V,∈R−{0}
2|a(u − uV ,)|2
2‖v/ − ‖2a
= sup
v∈V
|a(u − uV ,)|2
‖v − ‖2a
= sup
v∈V
|〈f,〉 − a(uV ,)|2
‖v − ‖2a
. (8)
From (7) and (8) we obtain Eq. (6).
The denominator of (6) is the distance from  to V in the norm ‖ · ‖a . Computing v requires solving a
system of equations involving the stiffness matrix for V. By replacing V in (6) by a low dimension linear
subspace W ⊂ V , we get an approximation
e2 ≈ ̂e2W = |〈f,〉 − a(uV ,)|
2
infv∈W‖v − ‖2a
. (9)
We will analyse the estimator ̂e2W for the cases W = W0 = {0} (the Zienkiewicz estimator [17]) and
W = W4= the space spanned by the nodal basis functions in V with nodes the vertices of the triangles
that share the edge that contains the new node (such nodes are A,B,C, and D in Fig. 1(a) where F is the
new node, while in Fig. 1(b) they are A,B,C, and E, with G as the new node).
An estimator ̂e2W is effective if e2 and ̂e2W are of the same order of magnitude and if it requires
O(1) computation for its calculation. In Theorem 2.2, we show that both estimators ̂e2W0 and ̂e2W4 are
effective for shape regular triangulations and for triangulations containing high aspect ratio elements with
some geometric constraints. For arbitrary triangulations the estimator ̂e2W4 is more robust than ̂e2W0 ;
in Section 2.4, we construct an example of a mesh wheree2/̂e2W0 is very big whilee2/̂e2W4 remains
close to 1. From W0 ⊂ W4 ⊂ V , it follows that ̂e2W0̂e2W4e2. Hence, ̂e2W0 is lessaccurate than
̂e2W4 . The next result establishes the effectivity of the estimator ̂e2W0 . 
Theorem 2.2. Let  be any triangulation of  in (1), and let K1 = ABC, K2 = ABD be two triangles in
 sharing the edge AB of length h (see Fig. 2). Assume that F is the middle point of AB, and C′, D′ are
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A=(0,0) B=(h,0)
D=(r2,δ2)
C=(r1,δ1)
D'C'
F
h
α1h
α2h
Fig. 2. Triangles used in Theorem 2.2.
points on the line through A and B such that CC′ and DD′ are perpendicular to AB. If 1 =‖CC ′‖/h, and
2 = ‖DD′‖/h, it follows that the error reduction e2 of adding node F to  satisﬁes
̂e2W0e
2
(
1 + 1
412
)
̂e2W0 . (10)
If  = min(‖C′F‖/h, ‖D′F‖/h) then
̂e2W0e
2 
(
1 + 1
4(2 + 12)
)
̂e2W0 . (11)
Proof. Assume V is the ﬁnite element space associated to the triangulation , and let ˜ be the triangulation
obtained by bisecting the interior edge AB of . Let V˜ be the ﬁnite element space associated with ˜. We can
write V˜ =V +span{}, where is the new nodal basis function corresponding to the vertex F =(A+B)/2;
thus (F ) = 1 and (bi) = 0 for any node bi in . If W is a linear subspace of V, then from (6) and (9)
e2
̂e2W
= infw∈W‖w − ‖
2
a
infv∈V ‖v − ‖2a
. (12)
By replacing W by W0 = {0} in (12), it follows that
e2
̂e2W0
= ‖‖
2
a
infv∈V ‖v − ‖2a
. (13)
Therefore, it sufﬁces to show that
inf
v∈V ‖v − ‖
2
a
1
M
‖‖2a where M = 1 +
1
4(2 + 12) . (14)
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Denote by K1 and K2 the triangles ABC and ABD, respectively. Without losing generality, assume that
A= (0, 0), B = (h, 0), C = (r1, 1), D= (r2, 2), with h> 0 (see Fig. 2). Thus |1|= 1h, and |2|= 2h.
For any v ∈ V we have
‖v − ‖2a =
∑
K∈
∫
K
|∇(v − )|2 dx dy
∫
K1∪K2
|∇(v − )|2 dx dy. (15)
Introducing the space ={p : K1 ∪K2 → R | p is continuous and p|K1 , p|K2 are afﬁne}, we obtain from(15) that
infv∈V ‖v − ‖2a infp∈
∫
K1∪K2
|∇(p − )|2 dx dy. (16)
Some calculations show that p˜ ∈  determined by
p˜(A) = p˜(B) = 1 and p˜(C) = p˜(D) = 0
minimizes the right-hand side of inequality (16), that is,
infp∈
∫
K1∪K2
|∇(p − )|2 dx dy =
∫
K1∪K2
|∇(p˜ − )|2 dx dy. (17)
Now, ∫
K1∪K2
|∇(p˜ − )|2 dx dy = h
2 |1|
(
1 − 2r1
h
)2
+ 2(|1| + |2|)
h
+ h
2|2|
(
1 − 2r2
h
)2
(18)
and
‖‖2a =
h
2|1|
((
1 − 2r1
h
)2
+ 1
)
+ 2(|1| + |2|)
h
+ h
2|2|
((
1 − 2r2
h
)2
+ 1
)
=
∫
K1∪K2
|∇(p˜ − )|2 dx dy + h
2
(
1
|1| +
1
|2|
)
. (19)
Therefore, from (16), (17) and (19)
‖‖2a
infv∈V ‖v − ‖2a

‖‖2a∫
K1∪K2 |∇(p˜ − )|2 dx dy
1 +
(
h
2
)(
1/|1| + 1/|2|∫
K1∪K2 |∇(p˜ − )|2 dx dy
)
. (20)
Since ‖C′F‖h and ‖D′F‖h, we have |r1 − h/2|h and |r2 − h/2|h, which implies that
|1 − 2r1/h|2 and |1 − 2r2/h|2. Using the last two inequalities and the relations |1| = 1h,
|2| = 2h, one obtains from (18)∫
K1∪K2
|∇(p˜ − )|2 dx dy 2
2
1
+ 2(1 + 2) + 2
2
2
. (21)
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Fig. 3. (a) The angle C can be close to  but ‖AC‖/‖AB‖ should be away from 1 in order to keep e2/̂e2W0 bounded. (b) The
estimator ̂e2W0 may not be reliable when the angle C is ≈  and ‖AC‖/‖CB‖ ≈ 1. The accuracy of the estimator depends on
the neighbouring triangles. (c) An example of a triangulation where e2/̂e2W0 → ∞ as h/ → ∞, and where e2/̂e2W4
remains bounded.
From (21) and (20) we conclude that
‖‖2a
infv∈V ‖v − ‖2a
1 + 1
4(2 + 12) . (22)
This proves (11). Inequality (10) follows by setting  = 0 in (11). 
2.4. Shape of triangulations
From Theorem 2.2, we see that the estimator ̂e2W0 is effective if 2 + 12 is not so close to zero.
This happens in the following situations:
• For local quasi-uniform meshes, where 12 ≈ 1
• Triangulations where all triangles do not have angles close to . This means that elongated triangles
have only one small angle. In this case, 12 ≈ 1 or  is away from zero.
• Triangulations that contain triangles with two small angles whose ratio is not close to 1. This includes
some triangles with an angle close to . In this case,  is away from zero (see Fig. 3(a)).
The estimator ̂e2W0 may not be reliable when used in triangles that have two small angles whose
ratio is ≈ 1. In such case, how well ̂e2W0 approximates e2 depends on the shape of the neighboring
triangles. For instance, if a triangulation contains the eight triangles in Fig. 3(c), and we want to estimate
the error reduction produced by adding a new node in the middle of AB, and assuming that the six
neighbouring triangles are almost equilateral, then as the aspect ratio h/ goes to inﬁnity, the quotient
e2/̂e2W0 goes to inﬁnity . On the other hand, for the same mesh it can be shown that the quotient
e2/̂e2W4 remains bounded as h/ → ∞. To see this assume that in Fig. 3(c) the nodes have coordinates
A= (−h/2, 0), B= (h/2, 0), C= (0, ), D= (0,−), P1 = (h/4, +
√
3h/4), P2 = (−h/4, +
√
3h/4),
P3 = (−h/4,−−
√
3h/4)P1 = (h/4,−−
√
3h/4), and let F = (0, 0) be the middle point of AB. Let
 be the new nodal basis function with (F ) = 1, and (P ) = 0 for any other node P. According to the
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proof of Theorem 2.2,
e2
̂e2W0
= ‖‖
2
a
infv∈V ‖v − ‖2a
. (23)
Let v˜ ∈ V satisfying v˜(C) = v˜(D) = −1, v˜(P ) = 0 for any other node. Then
inf
v∈V ‖v − ‖
2
a‖v˜ − ‖2a =
∫
K1
⋃
K2
|∇(v˜ − )|2 dx dy +
∫
⋃8
i=3 Ki
|∇v˜|2 dx dy,
where K1 = ABC, K2 = ABD, and Ki , i = 3, . . . , 8 are the six triangles around K1 ∪ K2. Simple
calculations show that
∫
K1
⋃
K2
|∇(v˜ − )|2 dx dy = 4/h, ∫⋃8
i=3 Ki
|∇v˜|2 dx dy26 (if 0< <h), and
‖‖2a = h/ + 4/h. We conclude from (23) that
e2
̂e2W0

h/ + 4/h
4/h + 26 → ∞ as h/ → ∞.
On the other hand,
e2
̂e2W4
= infv∈W4‖v − ‖
2
a
infv∈V ‖v − ‖2a
. (24)
Some calculations show that infv∈W4 ‖v − ‖2a 72 and infv∈V ‖v − ‖2a 95 provided 0< <h/2. Thus,
the quotient e2/̂e2W4 is bounded by 2 independently of how large is the aspect ratio /h. Therefore,
̂e2W4 is a more reliable estimator of e2 than ̂e2W0 in triangulations containing triangles of arbitrary
shape. We will use the estimator ̂e2W4 in our algorithms.
3. The estimator for a 1-D model problem
Although for 1-D problems there is no analogue of elements with high aspect ratio, the anisotropic
reﬁnement algorithm proposed in Section 4 is inﬂuenced by the behaviour of the error reduction estimator
in 1-D. The error reduction may be very small in some regions where the error is large. We will give a
procedure to go around this problem.
For the 1-D problem:
− u′′ = f on (0, 1),
u(0) = u(1) = 0, (25)
we have
a(u, v) =
∫ 1
0
u′(x)v′(x) dx for all u, v ∈ H 10 (0, 1).
Let T0 be an initial partition of [0, 1] with nodes 0=x0 <x1 <x2 < · · ·<xN+1=1. Let x˜i ∈ (xi, xi+1),
and deﬁne a new partition T˜ i0 of [0, 1] with nodes {x0, x1, . . . , xN+1}
⋃{x˜i}. Let V and V˜i be the ﬁnite
element spaces of continuous and piecewise linear basis functions associated to the partitions T0 and
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xi xi+1xi
w
uR
uL
xi xi+1xi
w
uR
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(a) (b)
Fig. 4. A function with an interior layer of width 2	 at w ∈ (xi , xi+1): (a) the new node x˜i satisﬁes |x˜i − w|> 	; (b) the new
node x˜i satisﬁes |x˜i − w|< 	.
T˜ i0 , respectively. Let ˜i be the nodal basis function in V˜i such that ˜i(x˜i) = 1. A calculation shows that
˜i ∈ V ⊥ and thus, taking = ˜i in Eq. (6), we obtain that for the 1-D model problem the estimator ̂e2W0
is exactly e2. Denoting by e2i the error reduction e2 when introducing the node x˜i to T0, we have
e2i =
|〈f, ˜i〉|2
‖˜i‖2a
.
Consider now the situation where the solution u of (25) has an interior layer around w ∈ (xi, xi+1)
of width 2	 and where u has values close to uL and uR near the layer. Consider two cases (see Figs. 4(a)
and (b)).
Case (a): x˜i = 12 (xi + xi+1) and |x˜i − w|> 	.
The ﬁnite element solutions uV and uV˜i of (25) have the properties (see [29]):
uV (xj ) = uV˜i (xj ) = u(xj ) for j = 1, . . . , N and uV˜i (x˜i) = u(x˜i).
Since e2i = ‖uV − uV˜i‖2a , we conclude that
e2i ≈
|uL − uR|2
h
where h = xi+1 − xi .
Case (b): x˜i = 12 (xi + xi+1) and |x˜i − w|< 	.
In this case it is possible that e2i ≈ 0, which means that the approximation error is going to remain
almost the same if we introduce the new node x˜i .
In case (a), e2i gives information of intervals that must be reﬁned. In case (b), on the other hand, the
estimator e2i does not give useful information of intervals that must be reﬁned. To remedy the situation
presented in (b), we will test new nodes at 12 , 13 , and 23 of each interval:
x˜i = 12 (xi + xi+1), x˜i = 13(2xi + xi+1) and x˜i = 13(xi + 2xi+1).
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Then, if h/3> 2	 we get
e2i ≈
|uL − uR|2
2h
for at least one of the three test nodes.
The algorithm in 1-D is as follows: let T0 be an initial partition of (0,1) with nodes x1 <x2 < · · ·<xN ,
and compute the ﬁnite element solution uV0 in the space V0 of continuous piecewise linear functions
associated to T0. For each interval (0, x1), (x1, x2), . . . , (xN, 1) compute the error reduction estimator
|〈f, ˜i〉|2/‖˜i‖2a for the three test nodes x˜i = 12 (xi + xi+1), x˜i = 13(xi + 2xi+1), and x˜i = 13(2xi + xi+1)
and take e2i as the biggest of the three computed values. If C is a threshold, 0<C1 and e
2
j =
maxi=0,...,N (e2i ),then if e2r Ce2j , mark the interval (xr , xr+1) for reﬁnement. Reﬁne the marked
intervals by adding a node in the middle. Let T1 be the new mesh, V1 the new ﬁnite element space, and
N1 the dimension of V1. The procedure is repeated.
Numerical experiments suggest that for the sequence of meshes T0, T1, . . . constructed by this algo-
rithm, with associated ﬁnite element spaces V0, V1, . . . of dimensions N0, N1, . . . , the relation
lim
j→∞
∑Nj
i=0 e2i
‖u − uVj ‖2a
= 3
4
is satisﬁed. So, as stopping criterion, given a tolerance Tol for the approximation error, we will stop
reﬁning when we reach a mesh Tj such that
∑Nj
i=0 e2i <
3
4(Tol)
2 or when we have reached a maximum
admissible number of nodes. In Fig. 5 it is illustrated a numerical example where the exact solution u
contains a layer located at x = 0.4 of width 0.01; here we used C = 115 as threshold.
4. An anisotropic mesh reﬁnement algorithm in 2-D
In this section, we propose a strategy for the reﬁnement of triangulations of the domain  of the model
problem (1). Assume  is a triangulation of , with edges 
i , i = 1, . . . ,M . For each edge 
i we will use
the estimator e2W4 three times to estimate the error reduction if a single degree of freedom is added at a
point located at 13 ,
1
2 , or
2
3 of 
i . We will keep the maximum of the three computed values and denote it
by e2i . The reason for applying three times the estimator on each edge was discussed in Section 3. If
e2j = max
i=1,...,M {e
2
i }, M = number of edges of ,
and 0<C1 is a threshold, then we mark edge 
r for reﬁnement if e2r Ce2j . To keep the reﬁnement
strategy simple, if a new node is added to an edge, it will be placed in the middle.
We now have to decide how the triangles in  should be reﬁned. When a triangle has one or three
marked edges, we will reﬁne it as illustrated in Fig. 8(a), and (b), respectively. The case of triangles with
two marked edges will need a few more estimates which are presented in the next section.
4.1. The case of two marked edges
Suppose that in the mesh  there is a triangle ABC with two edges, AB and BC, marked for reﬁnement
(Fig. 6(a)). We will choose one of two alternatives (shown in Figs. 6(b) and (c)) for mesh reﬁnement,
keeping the one that gives a bigger error reduction.
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Fig. 5. Initial mesh, reﬁned mesh, and a zoom of the reﬁned mesh around the layer located at x = 0.4. The exact solution is
u(x) = sin(x) tanh((x − 0.4)/0.005). For the reﬁned mesh (∑66i=0e2i )/‖u − uV ‖2a = 0.7361.
A B
C
D
E
G
F A B
C
D
E
G
F A B
C
D
E
G
F
(a) (b) (c)
Fig. 6. (a) The triangle ABC has two edges marked for reﬁnement; (b) the ﬁrst alternative of reﬁnement consists of adding ﬁrst
node F followed by G; (c) in the second alternative, the node G is added ﬁrst followed by F.
Consider the alternative of Fig. 6(b). This is done in two steps (see Fig. 7):
(1) By testing a new node F on edge AB we would obtain a new mesh ˜ (see Fig. 7(b) and a new
ﬁnite element space V˜ =V+span{}. The corresponding error reduction can be estimated using the ﬁnite
element solution uV in the mesh  .
J.C. Aguilar, J.B. Goodman / Journal of Computational and Applied Mathematics 193 (2006) 497–515 509
A B
C
D
E
G
F A B
C
D
E
G
F
A B
C
D
E
G
F
(a) (b) (c)
Fig. 7. (a) A triangle ABC in the mesh  has two edges marked for reﬁnement; (b) adding node F to  produces a mesh ˜; (c)
adding node G to ˜ produces a mesh ˜˜.
(2) Going one step further, we want to estimate the error reduction obtained by adding a new node G
to the mesh ˜ on edge BC (see Fig. 7(c)).
In order to estimate the error reduction resulting from adding the node G to ˜, we need the ﬁnite element
solution u
V˜
which is not available. How can we get an estimate of u
V˜
? As before, let W4 be the linear
subspace of V spanned by the nodal basis functions in V associated to the nodes A,D,B and C. The
projection g˜ of uV − uV˜ into the space W4+span{} with respect to the inner product a, satisﬁes the
system of equations:
a(g˜, vi) = 0 for any nodal basis function vi in W4,
a(g˜,) = a(uV ,) − 〈f,〉. (26)
To see this we start with the relation a(uV − uV˜ , w) = a(g˜, w), valid for any w ∈ W4+span{}. Hence,
a(uV − uV˜ , v + ) = a(g˜, v + ) for any  ∈ R and v ∈ W4. Since W4 ⊂ V ⊂ V˜ , and uV , uV˜ are
ﬁnite element solutions, we have a(uV , v) = 〈f, v〉 = a(uV˜ , v) if v ∈ W4. Therefore,
a(g˜, v) = a(uV − uV˜ , v) = 0 for any v ∈ W4. (27)
Since  ∈ W4+span{}, we have a(uV − uV˜ ,) = a(g˜,). From the fact that  ∈ V˜ , it follows that
a(u
V˜
,) = 〈f,〉. Hence,
a(uV ,) − 〈f,〉 = a(g˜,). (28)
From (27) and (28), we obtain (26). So the difference u˜=uV − g˜ is an approximation to uV˜ . Moreover, g˜
is related to the error reduction estimator (9) by ‖g˜‖2a = ̂e2W4 . This is because (see the proof of Lemma
2.1)
‖g˜‖2a = sup
w∈W4+span{}
|a(g˜, w)|2
‖w‖2a
= sup
w∈W4+span{}
|a(uV − uV˜ , w)|2
‖w‖2a
= sup
v∈W4
|〈f,〉 − a(uV ,)|2
‖v − ‖2a
and from (9) the last quotient equals ̂e2W4 .
We now use u˜ to estimate the error reduction resulting from introducing the new node G on edge BC
of the mesh ˜: let W˜4= span{v˜1, v˜2, v˜3, v˜4}, assuming that v˜1, v˜2, v˜3, and v˜4 are the basis functions in V˜
associated to the nodes B,C, F, and E, respectively (see Fig. 7(b)) and ˜ the new degree of freedom with
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Fig. 8. Reﬁnement of a triangle for the case of one, two, or three marked edges. For the case of two marked edges we choose
one of two alternatives (see Section 4.1).
value 1 at node G and 0 at F,B,C, and E (Fig 7(c)). Let ˜˜g ∈ W˜4+span{˜}be the solution of the system
of equations:
a( ˜˜g, v˜i) = 0 for any v˜i ∈ W˜4,
a( ˜˜g, ˜) = a(u˜, ˜) − 〈f, ˜〉.
If ˜˜V = V˜ + span{˜} = V + span{, ˜}, then by (5) and Eq. (7), the exact total error reduction of adding
this way the nodes F and G to the mesh  is
‖u − uV ‖2a − ‖u − u ˜˜V ‖
2
a =
(‖u − uV ‖2a − ‖u − uV˜ ‖2a)
+
(
‖u − u
V˜
‖2a − ‖u − u ˜˜V ‖
2
a
)
=‖uV − uV˜ ‖2a + ‖uV˜ − u ˜˜V ‖
2
a .
Therefore, the total error reduction can be estimated by the sum ‖g˜‖2a + ‖˜˜g‖2a .
For the second alternative (Fig. 6(c)), the same procedure is applied but now we add ﬁrst node G and
then node F. We compare the total error reduction estimated with both reﬁnement alternatives and choose
the one with bigger error reduction.
4.2. An anisotropic reﬁnement algorithm
We now describe an algorithm for the 2-D model problem (1) using triangular meshes with continuous
piecewise linear functions and the estimator ̂e2W4 .
(i) Let 0 be an initial triangulation of , and let M0 be the number of edges of 0. For each edge 
i ,
compute ̂e2W4 for the testing nodes located at 13 ,
1
2 , and
2
3 of 
i and let e
2
i be the biggest of the
three computed values.
(ii) Let e2j = maxi=1,...,M0{e2i } and 0<C1 a threshold. Mark edge 
r for reﬁnement if e2r Ce2j .
(iii) If a triangle in 0 has:
• Onemarked edge, reﬁne it by joining the middle point of the marked edge with the opposite vertex
(see Fig. 8(a)).
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Boundary Edge
Fig. 9. When a triangle has a boundary edge AB and a marked interior edge BC, it is reﬁned by choosing one of two alternatives.
• Three marked edges, reﬁne it regularly by joining the middle point of the three edges (see
Fig. 8(b)).
• Two marked edges, choose one of the two alternatives of Section 4.1 by computing the indicators
‖g˜‖2a + ‖˜˜g‖2a for each alternative, and choosing the one with bigger indicator (see Fig. 8(c)).• At least one marked edge and has one edge as part of  then it is reﬁned as follows: for one marked
edge 
r and one boundary edge 
, compare the size of e2r with the error reduction obtained if the
middle point of 
 is joined with the opposite vertex and the middle point of 
r is joined with the
middle of 
 (see Fig. 9), choose the reﬁnement that gives a bigger error reduction. If it has two
marked edges, choose the alternative that produces larger error reduction among regular reﬁnement
and the possibilities of Fig. 8(c).
(iv) Let 1 be the reﬁned mesh and repeat the process until a mesh j satisﬁes
∑Mj
i=1 e2i 
3
4(Tol)
2 or the
number of triangles in j is bigger than some maximum number of triangles allowed. Here, Mj is
the number of edges of j .
5. Numerical experiments
In this section, we present results of the type of meshes generated by the estimator ̂e2W4 and the
algorithm of Section 4.2 applied to the model problem (1). In the example, we selected the data f such
that the exact solution is u= sin(x) sin(y) tanh((r −0.5)/	), where r =
√
(x − 0.1)2 + (y − 0.1)2 and
	= 0.005. This solution has rapid variations in a thin layer (of order 	) along an arc of a circle centred at
(0.1,0.1) of radius 0.5. Note that due to the zero boundary condition of the solution, there is a more rapid
variation away from the boundary; this is reﬂected in the ﬁrst reﬁnements.
The starting grid contains 25 degrees of freedom. After 10 reﬁnements based on the estimator ̂e2W4
and with threshold C= 115 , we obtained a mesh with 1700 degrees of freedom. The initial grid, the ﬁrst 10
reﬁnements, and a plot of the level curves of u are shown in Fig. 10. Ampliﬁcations of the 10th reﬁnement
and plots of the level curves of |u| are shown in Fig. 11. To see how well ̂e2W4 approximates e2 on
the meshes generated, we computed the exact value of e2 for each interior edge (this is an expensive
calculations since for each interior edge, to calculate e2 from (6) it is needed to solve a system of
equations with as many unknowns as the number of degrees of freedom; calculating ̂e2W4 requires
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Fig. 10. Initial mesh and the next 10 reﬁnements using ̂e2W4 . The exact solution is u(x, y)= sin(x) sin(y) tanh((r −0.5)/	),
where r =
√
(x − 0.1)2 + (y − 0.1)2 and 	= 0.005. The last plot contains the level curves of u.
solving a system with at most four unknowns), obtaining the following results: (1) for the initial mesh
1e2/̂e2W41.0036 for all edges; (2) for the reﬁned meshes 1e2/̂e2W41.46 for all edges. The
aspect ratio of all triangles in the initial triangulation is 2; for the reﬁned mesh it varies between 2 and
65. To see the close relationship between the global error ‖u − uV ‖2a and the sum of the estimated error
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Fig. 11. (Top) The 10th reﬁnement and two ampliﬁcations. (Bottom) Level curves of |u|, and two ampliﬁcations.
reductions, we obtained (
∑N
i=0 e2i )/‖u− uV ‖2a = 0.74 for the last reﬁned mesh, being N the number of
interior edges, uV the ﬁnite element solution, and e2i the error reduction indicator on the ith edge; this
value is close to 34 in agreement to what happens in the 1-D model problem (see the end of Section 3).
6. Conclusions
We have proposed an estimator to detect location and direction of mesh reﬁnement for triangular
grids. The effectivity of the estimator to accomplish both tasks seems to be good as seen in numerical
experiments. We also proposed a mesh reﬁnement strategy, which for simplicity adds new edges without
removing existing ones. Such strategy seems to be a bit rigid. We believe that at the expense of making
the reﬁnement strategy more elaborated, we can gain in building more stretched triangles in the appro-
priate direction. We are currently exploring the possibilities of combining our error estimators with other
reﬁnement strategies (see [1,15,16,19–21,23–25]).
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