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Abstract 
Differential molecular diffusion effects are expected to be of particular importance in the combustion of hydrogen and H2-
enriched fuels. The mixing between fuel and oxidizer can be significantly influenced, implying changed chemical reaction rates 
and overall heat release. Here, the LEM3D model based on the Linear Eddy Model (LEM) is employed to simulate differential 
diffusion effects in a turbulent round jet of H2 and Freon 22 issuing into air. Input to LEM3D, generated from ANSYS Fluent, 
consists of velocity profiles and profiles for the turbulent diffusivity, the Kolmogorov scale and the integral length scale. In this 
paper, the LEM3D-Fluent coupling is demonstrated by a coarse steady-state RANS simulation in Fluent with a one-to-one 
correspondence between the RANS grid cells and the LEM3D control volumes. The LEM3D simulation results are compared 
with previously obtained measurements of differential molecular diffusion for the given flow configuration. 
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1. Introduction  
     The combustion of hydrogen and H2-rich fuels is a key part of the pre-combustion CO2 capture concept. Great 
challenges must be overcome, however, in order to implement the burning of such low-carbon fuels in modern gas 
turbines. These challenges are linked to the distinct thermo-physical properties of hydrogen, such as a very high 
flame speed, wide flammability limits, and a higher diffusivity than any other gas. This leads to a dramatically 
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different combustion behavior of hydrogen compared to conventional hydrocarbon fuels. Thus, the primary 
technology for low-NOx power generation in stationary gas turbines, lean-premixed (LPM) combustion, is not yet 
developed for hydrogen combustion. Issues related to auto-ignition, flame stabilization, flashback, and NOx control 
need to be resolved in order to achieve a clean, efficient, and safe burning of H2-rich gases. 
     High-fidelity and reliable numerical design tools are essential keys to the development of novel combustor 
technologies pertinent to the use of fossil fuels and carbon capture. The numerical simulation tools, which are of 
great aid to the designers of new configurations, must be able to give accurate predictions of the mixing and 
reactions in the turbulent reactive flows. State-of-the-art simulation tools, based on the Reynolds Averaged Navier-
Stokes (RANS) equations, rely on detailed modelling yet for the most part can only give a bulk approximation to the 
fluid flow and combustion processes. The reason is the lack of spatial and temporal resolution in the conventional 
RANS methods, which, due to the huge computational cost involved in detailed turbulent combustion processes, 
employ turbulence and mixing models that rely on the large-scale characteristics of the turbulent flow. State-of-the-
art combustion models therefore have limited predictive capabilities in many practical engineering applications. 
     With the development of enhanced computational power, direct numerical simulation (DNS) of combustion 
processes for targeted canonical cases has become feasible [1]. DNS is based on first principles in its description of 
the fluid flow and the numerical resolution of the flow field is such that no model is needed for the turbulence-
chemistry interaction. Previous DNS of non-premixed [2] and premixed [3] hydrogen flames have provided detailed 
information about the flow structures and turbulence-chemistry interactions in flame stabilization and flashback for 
gas turbine combustors. A DNS for complete combustor geometry is not feasible, however, and will remain so into 
the foreseeable future. Despite the limitations of DNS, the approach gives detailed insight into the combustion 
processes that can aid modellers as well as designers in their further work.  
     Due to the huge computational cost associated with DNS, alternative methods to provide small-scale resolution 
have been pursued in recent years. 1D approaches like the Linear Eddy Model (LEM) [4] and the One-Dimensional 
Turbulence (ODT) model [5] are methods that resolve all scales of turbulent reactive flows at a computationally 
affordable cost and with promising results [6-8]. In the present study we employ a novel formulation called LEM3D 
[9,10] to simulate the effects of differential diffusion in a hydrogen-rich turbulent jet. In LEM3D, small-scale 
resolution is provided by three orthogonally intersecting arrays of 1D LEM domains. LEM3D thus provides small-
scale resolution in all three spatial directions of the turbulent flow field, and is by construction applicable as a sub-
grid scalar closure both for RANS and Large Eddy Simulation (LES) applications. As a sub-structure for a global 
flow solver, LEM3D provides small-scale resolution at a computationally affordable cost compared to a 
corresponding DNS. 
     In the present work, LEM3D simulation results are compared with measurements from a previous experimental 
study of differential molecular diffusion in a turbulent round jet [11,12]. The measurements were performed in a 
turbulent jet of 90% H2 and 10% Freon 22 (on a molar basis) issuing into air with jet Reynolds number 20,000. In 
the non-reactive experimental study, the effect of differential diffusion was isolated from the added complication of 
chemical reaction and heat release in a hydrogen jet flame. A detailed description of the experimental setup for 
measuring differential diffusion in the hydrogen-rich turbulent jet has been given by Dibble and Long [13]. 
Interesting effects that were observed experimentally have previously been interpreted qualitatively using 1D LEM 
[14]. That LEM formulation involved some specialized features needed to represent the specific flow geometry, 
including the introduction of cylindrical geometry on the 1D domain in a non-conservative way. We here apply 
LEM3D to a flow configuration that resembles the experimental setup. In a previous study, salient features of the 
measured results were reproduced qualitatively [15].  In the current work, local variation of the smallest eddy size 
has been incorporated, which represents an important extension of LEM3D towards the targeting of future 
applications to hydrogen-rich combustion and other low-emission combustion technologies. In addition, input 
profiles are here generated from ANSYS Fluent. In previous work [9,15], self-similar profiles generated on the basis 
of jet velocity and turbulence measurements were used as model input to LEM3D. 
 
2. Differential diffusion 
The effects of differential diffusion in turbulent jet flames of hydrogen have been recognized for a long time 
[16,17]. It has also been proposed, supported by LEM simulations and scaling analysis, that the decrease of these 
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effects with increasing Reynolds number in simple configurations is slower than previously supposed [18]. This 
indicates that quantitative characterization of differential diffusion effects is an important input to predictive models 
of turbulent combustion. The limited available experimental evidence of these effects, as reported e.g. in [13], plays 
an essential role in the validation of turbulent combustion models. 
The physical assumptions and quantitative formulations in the present study are the same as those in [12] and 
[14], i.e., a turbulent jet of 90% H2 and 10% Freon 22 (CHClF2) issuing from a nozzle of diameter D = 0.53 cm and 
velocity uj = 73 m/s into air. The kinematic viscosity for the H2/Freon mixture is estimated to be ߥ ൌ ͲǤͳͻ͸ cm2/sec, 
giving a jet Reynolds number ܴ݁୨ୣ୲ ൎ 20,000 for these flow conditions. The gas mixture was formulated to allow a 
simple inference of the differential diffusion from a Rayleigh scattering signal. The Rayleigh scattering properties of 
the mixture permitted a direct measurement of the quantity ݖ ൌ ߦி െ ߦுǡ where ߦி and  ߦு are the mixture fractions 
of Freon 22 and H2, respectively. Here, the mixture fractions are defined as the species mole fractions normalized by 
the respective species mole fractions of the nozzle fluid.   
In the LEM3D computations, the molecular diffusivities of the jet constituents are assumed to be ܦுమ ൌ ͲǤ͹͹ 
cm2/sec for H2 [19] and ܦி ൌ ͲǤͳʹ cm2/sec for Freon 22. The latter value is approximated with the diffusivity 
coefficient for propane [20], which was shown in [14] to be an adequate surrogate for Freon 22. As in the previous 
LEM study [14] of the present configuration, the constituents are treated as trace contaminants in an ambient air 
flow. Also, in accordance with [11,12,14], the Reynolds number Rejet is based on the viscosity of the jet mixture 
rather than the viscosity of air. The former is the best choice for model representation of the turbulent flow 
behaviour. 
 
3. LEM3D and input from Fluent 
     The LEM3D formulation [9,10] incorporates three orthogonally intersecting arrays of 1D LEM domains, with 
intersecting LEM domains coupled in a Lagrangian sense by non-diffusive fluid-cell transfers from one domain to 
another. LEM3D thus provides small-scale resolution in all three spatial directions of the turbulent flow field as well 
as time-resolved unsteadiness. Diffusive time advancement takes place on each LEM domain in small sub-cycling 
steps within a coarser time step. The sub-cycling is punctuated by randomly occurring stirring events, termed eddy 
events. These stochastic events, called triplet maps, emulate the effects of individual turbulent eddies on the scalar 
concentration fields. The domain coupling is associated with the larger time step, which corresponds to the coarse-
grained spatial scale defined by the intersections of orthogonal LEM domains. By construction these intersections 
define a Cartesian mesh of cubic control volumes (CVs). In the current implementation of LEM3D, the global flow 
domain of intersecting arrays of 1D LEM domains is assumed to make up a cuboid. 
     The LEM3D coupling to the Fluent flow solver is based on an initial RANS simulation in Fluent that generates 
model input to the LEM3D simulation. The RANS model input to LEM3D is mean-flow information such as the 
mean velocity field u and the turbulent diffusivity field DT for the turbulent flow. The mean velocity governs the 
advective transport of scalars in LEM3D, while the turbulent diffusivity governs the turbulent advection (stirring) by 
determining the rate at which turbulent eddy events occur. Both the velocity u and diffusivity DT typically vary in 
the spatial directions but are resolved only at the coarser length scale corresponding to the LEM3D CVs. The values 
of DT are fed to the centers of the CVs, while face-normal components of u are provided to the faces of the CVs. 
Other model inputs to LEM3D include local (within CVs) values for the integral length scale Lint and the 
Kolmogorov scale Lk, as well as a value for the scaling exponent p of the Kolmogorov inertial range cascade. The 
scaling exponent is set to p = 4/3 [21]. In addition, the molecular diffusivities Di of the species i must be specified.    
     We here demonstrate the LEM3D-Fluent coupling using a coarse steady-state RANS simulation in Fluent for 
which there is a one-to-one correspondence between the RANS grid cells and the LEM3D CVs. The Fluent 
simulation domain is identical to the cuboidal LEM3D domain and a Cartesian mesh is employed in the RANS 
simulation whose CVs coincide with the LEM3D CVs. In this case, no interpolation is needed and the values of the 
turbulent diffusivity and the face-normal velocity components can be used as direct input to LEM3D. The input 
profiles are obtained by user-defined function (UDFs) in Fluent which format the data in line with the proper input 
format for LEM3D.       
     For the present application, the grid cell face area is set equal to the cross-sectional area of the gas flow issuing 
from the jet nozzle. With a nozzle diameter D = 0.53 cm, this gives a grid cell edge length m = 0.4697 cm. In this 
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crude approximation, the jet inflow is represented as a flux of jet fluid through a single grid cell face at the up-
stream end of the flow domain. Thus, the species constituents H2 and Freon 22, which are mixed at the nozzle, are 
issuing into the same grid cell. The flow domain of the combined RANS/LEM3D simulation is a cuboid extending 
38 grid cells in the streamwise direction and 23 grid cells in each of the two lateral directions. The flow domain with 
the mesh of CVs, the upstream jet inlet, and the superimposed LEM3D resolution is illustrated in Figure 1. 
     The following specifications were selected for the Fluent RANS simulation of the H2/Freon 22 turbulent jet. The 
pressure-based Navier-Stokes solution algorithm is employed, along with the steady option, specifying that a steady 
flow is being solved. The viscous model is specified by the standard k-İ model, and the species model is activated 
by the species transport option. For the pressure-velocity coupling the SIMPLEC scheme is used. For spatial 
discretization, the second order upwind scheme is selected for the momentum equation, the equations for the 
turbulent kinetic energy k and its dissipation rate İ, and for the energy equation. The species included in the 
simulation are H2, Freon 22, and air. The second order upwind scheme is also selected to solve the species transport 
equations.  
 
 
 
Figure 1. The flow domain of the RANS/LEM3D simulation with the coarse Cartesian mesh consisting of 23×23×38 grid cells. 
The jet inlet is indicated by the upstream cell face in purple. The superimposed fine-scale resolution is illustrated by the 
colored LEM domains in red, blue and green. One domain is shown in each direction and they intersect in the top-front 
corner CV. Note that the actual LEM resolutions used in the simulations are much higher than shown in the figure. 
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     Furthermore, the jet inlet is specified with jet velocity uj = 73 m/s, turbulent intensity 0%, hydraulic diameter 
0.4697 cm, and species mole fractions 0.9 and 0.1 for H2 and Freon 22, respectively. The remaining part of the inlet 
side of the cuboid is specified as a pressure inlet with gauge pressure 0 pascal, turbulent intensity 0% and hydraulic 
diameter 10.33 cm. The four side faces of the cuboid are designated as a pressure inlet with gauge pressure 0 pascal, 
turbulent intensity 0%, and hydraulic diameter 25.26 cm. The downstream side of the cuboid is specified as a 
pressure outlet with gauge pressure 0 pascal, backflow turbulent intensity 0%, and backflow hydraulic diameter 
10.80 cm. For the specified pressure inlets and outlet, the species mole fractions are set to 0 for H2 and Freon 22 
(giving a mole fraction of 1 for air). A temperature of T = 293 K has been used at all inlets and outlets. 
     With the given specifications, the following input profiles, as illustrated by contour plots in the center plane of 
the flow domain, were generated by the steady-state simulation of the H2/Freon 22 turbulent jet configuration. In 
Figure 2 are shown center-plane contour plots of the streamwise velocity component (left), one of the lateral 
velocity components (center), and the turbulent viscosity (right). In the standard k-İ model, the turbulent viscosity is 
given by ߥ் ൌ ܥఓ ݇ଶ ߝΤ , where k is the turbulent kinetic energy, İ its dissipation rate, and ܥఓ ൌ ͲǤͲͻ is a turbulence 
constant. Importantly, the k and İ values obtained from the RANS solution are spatially varying, so the same applies 
to LEM3D model parameters that depend on k and İ. The model input to LEM3D is the turbulent diffusivity DT 
given by 
 
ܦ୘ ൌ ߥ୘Ȁܵܿ୘, 
 
where ܵܿ୘ is the turbulent Schmidt number. The turbulent Schmidt number is an empirical quantity which we here 
have set equal to 0.7 [22,23].  
     In addition to the above, an input profile for the integral length scale Lint is generated. In Fluent, the turbulence 
length scale l is based on the mixing length, and computed as 
 
݈ ൌ ܥఓ
ଷȀସ݇ଷȀଶȀߝ , 
 
where ܥఓ ൌ ͲǤͲͻ is the model constant of the standard k-İ model. The model integral scale Lint specifies the largest  
   
 
 
 
 
 
 
 
 
 
 
             
 
             
         
             
                            
Figure 2. Center-plane profiles of the streamwise velocity component (left), one of the lateral velocity components (center), and 
the turbulent viscosity (right) as generated by a steady-state RANS simulation in Fluent of the H2/Freon 22 turbulent jet 
configuration. The simulation is performed in a coarse 23×23×38 mesh with the jet nozzle represented by a single grid 
cell face with an area equal to the cross-sectional area of the nozzle. The vertical coordinate is scaled streamwise 
distance x/D, while the horizontal coordinate is scaled radial distance r/D. 
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allowed eddy size in LEM, which doesn’t necessarily have the same physical meaning as the RANS turbulence 
length scale. Therefore the relationship 
  
ܮ୧୬୲ ൌ ܿ ή ݈, 
 
is assumed, where c is a model parameter that can be adjusted to give a best fit with scalar mixing properties [24]. 
The parameter c has here been scaled such that Lint at the centerline streamwise location x/D = 37.5 (corresponding 
to the CV at the downstream end of the flow domain) equals the half-width of the jet, as obtained from the Fluent 
simulation at that location. The spatial variation of Lint thus obtained must be truncated in parts of the simulation 
domain, however, where both k and İ are very small and inaccuracies cause unphysically high values for the ratio 
݇ଷȀଶȀߝ (see the lower left and right portions of the left-hand graph of Figure 3). A procedure to level off these high 
values has been implemented and works as follows: For each downstream location of the grid, start at the centerline 
and move radially outwards both in the Cartesian coordinate directions and in the diagonal direction. Whenever 
there is a change from negative to positive gradients of the values of the grid cells, the value of the corresponding 
cell is set equal to that of the previous cell. The values of the cells are finally updated by taking the minimum value 
obtained from moving outward either in the Cartesian coordinate directions or the diagonal direction. For the given 
profile of Lint, this procedure must be repeated three times before no additional changes are applied to the profile. 
The result of the truncation procedure is seen in the right-hand graph of Figure 3, which shows the final center-plane 
profile of Lint. Though there could be other procedures that accomplish the same purpose, it is seen that the adopted 
procedure efficiently eliminates the unphysical portion of the Lint field inferred from the RANS solution. 
     Given the integral length scale Lint within a CV, the Kolmogorov scale is given by 
 
ܮ௞ ൌ ߜ௞ ή ܮ୧୬୲Ȁሺܴ݁ୗሻଷȀସ , 
 
where ߜ௞ is a model parameter controlling the smallest eddy size in physical units and ReS is the nominal Reynolds 
number [4] within the CV. The Reynolds number ReS is related to the nominal Schmidt number ScS by ܴ݁ୗ ൌ
ܦ்Ȁሺܦ୑ܵܿୗሻ, where DM is the molecular diffusivity and ScS is proportional to the Schmidt number and given by 
ܵܿୗ ൌ ͲǤͷͳܵܿ. The proportionality constant 0.51 has been determined by comparison with measured spectra for a 
particular case with an imposed scalar gradient [4]. Since the Schmidt number is given by ܵܿ ൌ ߥȀܦ୑, the nominal  
      
 
 
 
 
 
 
 
 
 
        
 
 
 
         
 
    
Figure 3. Center-plane profiles of the integral length scale Lint based on ݇ଷȀଶȀߝalone (left) and the truncated Lint where the 
unphysically high values have been levelled off (right). The vertical coordinate is scaled streamwise distance x/D, 
while the horizontal coordinate is scaled radial distance r/D. 
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Reynolds number is expressed as 
 
ܴ݁ୗ ൌ ܦ୘ȀሺͲǤͷͳߥሻ, 
 
where ߥ is the kinematic viscosity. In LEM, Lint and Lk as specified above are the largest and smallest eddy sizes, 
respectively. 
 
4. Application of LEM3D to the H2/Freon 22 turbulent jet 
     With input profiles for u, DT, Lint, and Lk generated by the steady-state Fluent simulation, a LEM3D simulation of 
the H2/Freon 22 turbulent jet configuration is performed. The computational domain is a cuboid of the same size as 
in the RANS simulation, and discretized likewise by a coarse-scale mesh made up by 23×23×38 CVs. As in the 
Fluent run, the CV face area is set equal to the cross-sectional area of the gas flow issuing from the jet nozzle, 
corresponding to a CV edge length m = 0.4697 cm for the given configuration. Thus, the species constituents H2 and 
Freon 22 of the turbulent jet are issuing into the same CV at the up-stream end of the computational domain. The 
H2/Freon mixture at the nozzle has an estimated kinematic viscosity of ߥ ൌ ͲǤͳͻ͸ cm2/sec [12].  
     The fine-scale resolution of LEM3D is determined by the parameter n which indicates the number of LEM cells 
in each of the coordinate directions for a given CV. The CVs are thus resolved by 3n LEM cells. We have here used 
n = 134, 268, and 536 in the simulations to probe the sensitivity of the results for various LEM resolutions. For the 
highest resolution where n = 536, the LEM cell thickness is ݀ ൌ ͺǤ͹͸ߤ, corresponding to ݀ ൌ ͳǤ͸ͷ ൈ ͳͲିଷܦ in 
terms of the jet diameter D. With n = 536, the largest eddy events in the simulations involve 1121 LEM cells, while 
the smallest eddy events involve 6 LEM cells (which is the minimum number of cells in a triplet map). 
Corresponding to the various resolutions n, we have used ߜ௞ ൌ ͺǡ Ͷǡ and 2 to control the smallest eddy sizes for        
n = 134, 268, and 536, respectively. Thus, the smallest eddy events involve 6 LEM cells for all the simulations 
presented here.      
     The molecular diffusivities of the jet constituents are specified by ܦுమ ൌ ͲǤ͹͹ cm
2/sec and ܦி ൌ ͲǤͳʹ cm2/sec, as 
explained earlier. Since ܦுమ is more than six times higher than ܦி, the effects of differential diffusion should be 
significant for the H2/Freon 22 turbulent jet configuration.  
     The lower bound of the range of LEM eddy sizes has more effect on differential diffusion than on the large-scale-
dominated quantities examined in [9]. As shown in Sec. 3, the coupling of LEM3D to Fluent enables local 
evaluation of the Kolmogorov scale, which avoids arbitrary assumptions required when the input to LEM3D is 
based on experimental data, as in previous formulations.   
     In LEM3D, the intersecting LEM domains are coupled by non-diffusive transfers of fluid cells from one domain 
to another. The advective transport of LEM cells is driven by the mean velocity field u, and involves transfers of 
cells between neighboring CVs due to the local enforcement of mass conservation. An additional auxiliary coupling 
of the LEM domains, which involves stochastic rotations of the CVs, has been incorporated to ensure sufficient 
coupling of differently oriented LEM domains even if the RANS mean flow is locally aligned with one of the 
coordinate directions [9]. Hence, for every global time step ǻt the CVs are rotated ±90° about a randomly chosen 
coordinate axis with a locally defined probability 
 
݌୰୭୲ ൌ ݌୥୪୭ୠ ή େܸ୚Ȁ ୫ܸୟ୶, 
 
where VCV is the absolute value of the largest velocity component associated with the CV, Vmax is the maximum 
velocity component (absolute value) of the entire flow domain, and pglob is a relative global factor given by pglob = 
ߙ ή ܥܨܮ, with ჴ constant and ܥܨܮ the dimensionless Courant-Friedrichs-Lewy number. Baseline values are ߙ ൌ ͵Ȁʹ 
and ܥܨܮ ൌ ͲǤͳͲ, i.e., pglob = 0.15.  
     An additional improvement in the present LEM3D implementation is tied to the domain coupling provided by the 
stochastic rotations of the CVs. In the previous study of differential diffusion in the turbulent jet configuration, the 
computed radial profiles of the r.m.s. differential diffusion exhibited varying degrees of spikiness [15]. The 
spikiness is caused by the CV rotations bringing dissimilar fluid elements into contact. It has also been observed that 
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the degree of spikiness is dependent on the probabilities of rotating the CVs, which are defined locally for each CV. 
In an effort to curb the spikiness, the LEM domain coupling has been made weaker in the sense that a random 
fraction of LEM wafers of the CVs are rotated each time rather than the entire CVs. Thus, in the present 
implementation the fraction of LEM wafers rotated is randomly selected from the interval [0.5, 1]. In effect, the 
rotation is applied within a cubic subregion of randomly selected size within the CV. This change has proven to be a 
satisfactory solution to the previously observed spikiness of the scalar profiles. This procedure does not reduce the 
unavoidable creation of property discontinuities, but by spatially distributing their occurrences within the interiors of 
CVs, it reduces their effect on ensemble statistics. It remains to be determined whether this or some other method 
will be suitable for cases involving different types of statistical output than those used here. 
 
5. LEM3D computations versus measurements 
     We here present the results of LEM3D simulation of the H2/Freon 22 turbulent jet configuration and compare 
with the measurements obtained in [12]. The left-hand graph of Figure 4 shows the computed radial profiles of the 
root-mean-square (r.m.s.) fluctuation zc of the quantity z at various downstream locations ݔȀܦ, while the measured 
radial profiles of z' are shown in the right-hand graph of Figure 4. The simulation run was over 50,000 time-
advancement cycles, with data collection every 50 cycles starting at 20,000 cycles so that initial transient relaxation 
is excluded. For the baseline case shown in Figure 4, the spatial LEM resolution is ݀ ൌ ͳǤ͸ͷ ൈ ͳͲିଷܦ. Note that 
due to the given coarse-grid size, the computed radial profiles are shown at x/D = 10.2, 19.9, and 29.7, rather than at 
x/D = 10, 20, and 30 used for the measured profiles. For x/D = 10.2, we see that there is good agreement between 
the computed and measured results. The radial profile is at the same level as the measured values near the centerline, 
and exhibits a similar qualitative behavior of a peak and a sudden drop in values, however for smaller r/D values 
than for the measurements. Another feature of the radial profile at x/D = 10.2 is that it crosses the profiles at x/D = 
19.9 and 29.7 at a certain radial distance r. Not shown in Figure 4, for the computed profiles this crossing takes 
place at ݎȀܦ ൎ ͶǤͷ, while for the measurements the crossing takes place at ݎȀܦ ൎ ͳǤ͹. At the downstream locations 
x/D = 19.9 and 29.7, the results are a bit lower than the measured values. However, the profiles are nearly flat over 
the radial range Ͳ ൑ ݎȀܦ ൑ ͵Ǥͷ, which is also the case for the measurements. The values at x/D = 19.9 are generally 
higher than at x/D = 29.7, in consistency with the measurements. 
 
 
         
Figure 4. Computed radial profiles of r.m.s. differential diffusion z' (left) versus measured profiles [12] for a jet of H2 and Freon 
22 issuing into air at Rejet = 20,000.  
 
 
312   Sigurd Sannan and Alan R. Kerstein /  Energy Procedia  86 ( 2016 )  304 – 314 
6. Sensitivity analysis 
In the following we show some alternative simulation profiles to indicate the sensitivity of the simulation results 
shown in Sec. 5. In Figure 5 are shown the computed radial profiles of the r.m.s. fluctuation zc  for LEM resolutions 
݀ ൌ ͸Ǥ͸ͳ ൈ ͳͲିଷܦ (left), ݀ ൌ ͵Ǥ͵Ͳ ൈ ͳͲିଷܦ (center), and ݀ ൌ ͳǤ͸ͷ ൈ ͳͲିଷܦ (right). We note that the radial 
profiles change quite a bit for ݎȀܦ ൑ ͳ for the various LEM resolutions while there is generally little change for 
ݎȀܦ ൐ ͳ. For ݀ ൌ ͳǤ͸ͷ ൈ ͳͲିଷܦ (right-hand graph of Figure 5) the radial profiles for x/D = 19.9 and 29.7 are close 
to flat over the entire range Ͳ ൑ ݎȀܦ ൑ ͵Ǥͷ, as in the measurements.      
     It should be noted that simulations with higher LEM resolutions than n = 536 have currently not been performed 
due to memory limitations connected with the Intel Xeon 3.0 GHz processor that has been used. Thus, although the 
flatness of the radial profiles for x/D = 19.9 and 29.7 may suggest that the LEM resolution݀ ൌ ͳǤ͸ͷ ൈ ͳͲିଷܦ is 
sufficient for a satisfactory representation of the turbulence activity of the model, there is presently no verification of 
this.      
     Another free parameter of LEM3D is the frequency prot at which the CVs are rotated. To demonstrate the 
sensitivity to prot, we show in Figure 6 the computed radial profiles of the r.m.s. differential diffusion for the cases 
pglob = 0.20 (left), pglob = 0.15 (center), and pglob = 0.10 (right). We observe that the radial profiles for pglob = 0.20 and 
0.15 are fairly similar, but with a tendency that the profiles at x/D = 19.9 and 29.7 for pglob = 0.20 are a bit lowered 
towards the centerline.  For the radial profiles of pglob = 0.10, the trend is that the profiles at x/D = 19.9 and 29.7 are 
lifted towards the centerline, non-consistent with the measured r.m.s values at these downstream locations. Hence, 
the baseline case of pglob = 0.15 is considered to be more in accordance with the differential diffusion measurements.     
 
 
         
Figure 5. Computed radial profiles of r.m.s. differential diffusion z' for a jet of H2 and Freon into air at Rejet = 20,000. The left-
hand graph corresponds to a LEM resolution ݀ ൌ ͸Ǥ͸ͳ ൈ ͳͲିଷܦ, the center graph to ݀ ൌ ͵Ǥ͵Ͳ ൈ ͳͲିଷܦ, while the 
right-hand graph corresponds to ݀ ൌ ͳǤ͸ͷ ൈ ͳͲିଷܦ. 
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Figure 6. Computed radial profiles of r.m.s. differential diffusion z' for the H2/Freon turbulent jet into air with Rejet = 20,000. The 
left-hand graph corresponds to a relative rotation probability of the CVs of pglob = 0.20, the center graph to  pglob = 0.15, 
and the right-hand graph to pglob = 0.10. The LEM resolution for all the profiles is ݀ ൌ ͳǤ͸ͷ ൈ ͳͲିଷܦ. 
 
7. Discussion 
The results presented in Sec. 5 suggest that the incorporation of local variation of the smallest eddy size that is 
enabled by the use of Fluent inputs has been an important extension of LEM3D. In the far-field region of the 
H2/Freon 22 turbulent jet the radial profiles of the differential diffusion effects are a bit lower than the measured 
values but stay nearly flat over the range Ͳ ൑ ݎȀܦ ൑ ͵Ǥͷ, consistent with the measurements. In the near-field region, 
the radial profile at x/D = 10.2 shows both quantitative and qualitative agreement with the measured profile. 
     The current work first and foremost demonstrates the coupling of LEM3D to the global flow solver Fluent where 
the latter provides the needed LEM3D input files. It should be noted that a very coarse RANS mesh, in which the jet 
nozzle is represented by a single grid cell, is used in the present steady-state simulation to generate the LEM3D 
input profiles. Thus, the spreading rate of the axial velocity input is 0.16 compared to a spreading rate ൎ ͲǤͳͲ for a 
typical turbulent round jet configuration [25]. In future work, a more refined RANS mesh should be applied in order 
to provide improved input profiles for the LEM3D simulations. 
     The results presented here indicate that LEM3D in principle has the capability to provide a physically sound 
representation of relevant regimes of differential molecular diffusion. Moreover, since the requirements for accurate 
representation of differential molecular diffusion are much the same as for accurate representation of flame structure 
and evolution in turbulent combustion, the present study highlights the path forward toward high-fidelity turbulent 
combustion simulations using the coupled LEM3D-Fluent tool. In this respect, the ultimate goal is applications to 
challenging flow configurations pertinent to the development of new and innovative hydrogen-fired gas turbine 
combustors. Due to the cheaper computational cost, the LEM3D/RANS simulation method can be used for 
investigation of a wider parameter space, such as higher turbulence levels and other parameter conditions closer to 
real gas turbine conditions, than affordably can be explored using DNS. Thus, the fully developed LEM3D/RANS 
tool offers the prospect of a high-fidelity design tool that can serve as an important key in the development of novel 
gas turbine combustor technologies. The successful enabling of a burner concept based on clean (low NOx), 
efficient, and safe burning of hydrogen-rich gases would represent a considerable leap forward in environmental-
friendly power generation from fossil fuels with CO2 capture. 
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