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Abstract—Modern navigation services often provide multiple
paths connecting the same source and destination for users to se-
lect. Hence, ranking such paths becomes increasingly important,
which directly affects the service quality. We present PathRank,
a data-driven framework for ranking paths based on historical
trajectories using multi-task learning. If a trajectory used path
P from source s to destination d, PathRank considers this as an
evidence that P is preferred over all other paths from s to d.
Thus, a path that is similar to P should have a larger ranking
score than a path that is dissimilar to P . Based on this intuition,
PathRank models path ranking as a regression problem, where
each path is associated with a ranking score.
To enable PathRank, we first propose an effective method to
generate a compact set of training data—for each trajectory, we
generate a small set of diversified paths. Next, we propose a
multi-task learning framework to solve the regression problem.
In particular, a spatial network embedding is proposed to embed
each vertex to a feature vector by considering both road network
topology and spatial properties, such as distances and travel
times. Since a path is represented by a sequence of vertices,
which is now a sequence of feature vectors after embedding,
recurrent neural network is applied to model the sequence. The
objective function is designed to consider errors on both ranking
scores and spatial properties, making the framework a multi-task
learning framework. Empirical studies on a substantial trajectory
data set offer insight into the designed properties of the proposed
framework and indicating that it is effective and practical.
I. INTRODUCTION
Vehicular transportation reflects the pulse of a city. It not
only affects people’s daily lives and also plays an essential
role in many businesses as well as society as a whole [1],
[2]. With recent deployment of sensing technologies and
continued digitization, large amounts of vehicle trajectory data
are collected, which provide a solid data foundation to improve
the quality of a wide variety of transportation services, such
as vehicle routing, traffic prediction, and urban planning.
A fundamental functionality in vehicular transportation is
routing. Given a source and a destination, classic routing
algorithms, e.g., Dijkstra’s algorithm, identify an optimal path
connecting the source and the destination, where the optimal
path is often the path with the least travel cost, e.g., the shortest
path or the fastest path. However, a routing service quality
study [3] shows that local drivers often choose paths that
are neither shortest nor fastest, rendering classic routing algo-
rithms often impractical in many real world routing scenarios.
To contend with this challenge, a wide variety of advanced
routing algorithms, e.g., skyline routing [4] and k-shortest
path routing [5], are proposed to identify a set of optimal
paths, where the optimality is defined based on, e.g., pareto
optimality or top-k least costs, which provide drivers with
multiple candidate paths. In addition, commercial navigation
systems, such as Google Maps and TomTom, often follow
a similar strategy by suggesting multiple candidate paths to
drivers, although the criteria for selecting the candidate paths
are often confidential.
Under this context, ranking the candidate paths is essential
for ensuring high routing quality. Existing solutions often rely
on simple heuristics, e.g., ranking paths w.r.t. their travel times.
However, travel times may not always be the most important
factor when drivers choose paths, as demonstrated in the
routing quality study where drivers often do not choose the
fastest paths [3]. In addition, existing solutions often provide
the same ranking to all users but ignore distinct preferences
which different drivers may have.
In this paper, we propose a data-driven ranking framework
PathRank, which ranks candidate paths by taking into account
the paths used by local drivers in their historical trajectories.
More specifically, PathRank models ranking candidate paths
as a “regression” problem—for each candidate path, PathRank
estimates a ranking score for the candidate path.
The intuition behind PathRank is that if a driver used path
P from source s to destination d, this means that the driver
considered path P as the “best” path over all possible paths
from s to d. Then, a path that is similar to P should rank
higher than a path that is dissimilar to P .
Based on the above intuition, for each historical trajectory,
we identify the path P used by the trajectory and the source
s and the destination d of the trajectory. We consider path
P as the ground truth path. Next, we identify a set of paths
PS that connect s and d. For each candidate path P ′ ∈ PS ,
we associate a similarity score sim(P, P ′) that measures how
similar between the path P ′ and the ground truth path P .
Here, a number of path similarity functions [6] can be applied
as function sim(·, ·), e.g., weighted Jaccard similarity [7].
In the training phase, set {(P ′, sim(P, P ′)} is used to train
a regression model, where path P ′ is a training instance and
sim(P, P ′) is its label, i.e., the ranking score. After training,
we obtain a regression model. Then, in the testing phase,
given a set of candidate paths returned by advanced routing
algorithms or Google Maps, the regression model is able to
estimate a ranking score for each candidate path. Finally, we
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rank the candidate paths w.r.t. their ranking scores.
We may train PathRank on historical trajectories from a
specific driver and thus provide a personalized ranking for the
driver. Alternatively, we can also train PathRank on historical
trajectories from many drivers and thus provide a generic
ranking, which, for example, can be used for different drivers,
especially for new drivers who do not have many or even no
historical trajectories. We include an empirical study on this
in Section VI-D.
Enabling PathRank is non-trivial as we need to face two
major challenges. First, constructing an appropriate training
path set PS is non-trivial. Since there may exist a large amount
of paths from a source to a destination, it is thus prohibitive to
include all such paths in PS . Selecting a small subset of such
paths may adversely affect the training effectiveness. Thus, it
is challenging to select a small, representative subset of paths
to be included in PS such that they enable both efficient and
effective training and thus providing accurate ranking while
maintaining efficiency.
Second, effective regression models often rely on mean-
ingful feature representations of input data. In our setting,
the input is a path and no existing methods are available
to represent paths in a meaningful feature space to enable
ranking. Here, the meaningful feature space should take into
account both the topology of the underlying road network and
the spatial properties, such as distances and travel times, of
the road network.
To contend with the first challenge, we propose an effective
method to generate a compact training path set PS . We
consider different travel costs that drivers may consider, e.g.,
distance, travel time, and fuel consumption. Next, for each
travel cost, we identify a set of diversified, top-k least-cost
paths. Here, two paths are diversified if the path similarity
between them is smaller than a threshold, e.g., 0.8, where a
number of different path similarity functions can be applied
here as well [6]. As an example, diversified top-3 shortest paths
consist of three paths where the path similarity of every pair
of paths is smaller than a threshold and there does not exist
another set of three paths which are mutually diversified and
whose total distance is shorter. Considering diversity avoids
including top-3 shortest paths where they only differ slightly,
e.g., one or two edges. This method makes sure that the
candidate path set (i) considers multiple travel costs that a
driver may consider when making routing decisions; and (ii)
includes paths that are dissimilar with each other, which in
turn represent a large feature space of the underlying road
network.
Next, we propose a deep learning framework to learn mean-
ingful feature representations of paths which enables effective
ranking and thus solve the second challenge. Recall that the
input is a path, which is represented as a sequence of vertices
in a road network graph. To capture the graph topology, we
utilize unsupervised graph embedding, e.g., node2vec [8], to
transform a vertex into a feature vector. Since a path is a
sequence of vertices, we employ a recurrent neural network
(RNN) to model the sequence of the corresponding feature
vectors of the vertices. So far, thanks to the graph embedding,
the framework considers the topology of the underlying road
network, but we also need to consider spatial properties of
the road network, which are not captured by classic graph
embedding. To this end, we let the RNN not only estimate the
similarity w.r.t. the ground truth path but also reconstruct the
path’s spatial properties, such as the length, the travel time, and
the fuel consumption of the path. This makes the framework
a multi-task learning framework where the main task is to
estimate the similarity which is used for the final ranking and
the auxiliary tasks are to enforce the graph embedding to also
capture the spatial properties of the underlying road network
which eventually improve the accuracy of the main task.
To the best of our knowledge, this is the first data-driven,
end-to-end solution for ranking paths in spatial networks.
Specifically, we make four contributions. First, we propose
a method to generate a compact set of training paths which
enables effective and efficient learning. Second, we propose
a multi-task learning framework to enable spatial network
embedding that enhances classic graph embedding by incor-
porating spatial properties. Third, we integrate the spatial
network embedding with similarity regression to provide an
end-to-end solution for ranking paths. Fourth, we conduct
extensive experiments using a large real world trajectory set
to offer insight into the design properties of the proposed
framework and to demonstrate that the framework is effective.
Paper Outline: Section 2 covers related work. Section 3
covers preliminaries. Section 4 discusses how to generate the
training data. Section 5 proposes PathRank, including basic
framework and advanced framework. Section 6 reports on
empirical evaluations. Section 7 concludes.
II. RELATED WORK
We review related studies on learning to rank in the context
of information retrieval, graph representation learning, and
trajectory learning.
Learning to rank Learning to rank plays an important role in
ranking in the context of information retrieval (IR), where the
primary goal is to learn how to rank documents or web pages
w.r.t. queries, which are all represented as feature vectors.
Fig. 1 gives the typical learning to rank framework. Learning
to rank methods in IR can be categorized into point-wise,
pair-wise, and list-wise methods. Point-wise methods estimate
a ranking score for each individual document. Then, the
documents can be ranked based on the ranking scores [9].
Pair-wise methods focus on, for a given pair of documents,
making a binary decision on which document is better, i.e., a
relative order. Here, although we do not know the ranking
scores for individual documents, we are still able to rank
documents based on the estimated relative orders [10], [11].
List-wise methods take into account a set of documents
and estimate the ranking for the documents [12]. Recently,
deep learning is applied in learning to ranking in IR with a
focus on learning semantic meaningful representation of both
queries and documents, such as DSSM [13], CDSSM [14] and
DeepRank [15].
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Fig. 1: Learn to rank Framework.
Although learning to rank techniques have been applied
widely and successfully in IR, they only consider textual
documents and queries and cannot be applied for ranking paths
in spatial networks, since both graph topology and spatial
properties, which are the two most important factors in spatial
networks, are ignored. We follow the idea of the point-wise
learning to rank techniques in IR and propose PathRank to
rank paths in spatial networks while considering both graph
topology and spatial properties.
Network Representation Learning Network representa-
tion learning, a.k.a., graph embedding, aims to learn low-
dimensional feature vectors for vertices while preserving net-
work topology structure such that the vertices with similar
feature vectors share similar structural properties [8], [16]–
[18], [20], [25]. We distinguish two categories of methods:
random walk based methods and deep learning based methods.
A representative method in the first category is Deep-
Walk [17]. DeepWalk first samples sequences of vertices
based on truncated random walks, where the sampled vertex
sequences capture the connections between vertices in the
graph. Then, skip-gram model [19] is used to learn low-
dimensional feature vectors based on the sampled vertex
sequences. Node2vec [8] considers higher order proximity
between vertices by maximizing the probability of occurrences
of subsequent vertices in fixed length random walks. A key
difference from DeepWalk is that node2vec employs biased-
random walks that provide a trade-off between breadth-first
and depth-first searches, and hence achieves higher quality
and more informative embedding than DeepWalk does.
To overcome the weaknesses of random walk based meth-
ods, e.g., the difficulty in determining the random walk length
and the number of random walks, deep learning based meth-
ods utilize the random surfing model to capture contextual
relatedness between each pair of vertices and preserves them
into low-dimensional feature vectors for vertices [20]. Deep
learning based methods are also able to take into account
complex non-linear relations. GraphGAN [25] is proposed
to learn vertex representations by modeling the connectivity
behavior through an adversarial learning framework using a
minimax game.
LINE [18] does not fall into the above two categories.
Instead of exploiting random walks to capture network struc-
tures, LINE [18] propose a model with a carefully designed
objective function that preserves both the first-order and
second-order proximities.
However, all existing graph embedding methods consider
non-spatial networks such as social networks, citation net-
works, and biology networks. They ignore spatial properties,
e.g., distances and travel times, which are crucial features in
spatial networks such as road networks. In this paper, we
propose a multi-task learning framework to extend existing
graph embedding to incorporate important spatial properties.
Experimental results show that the graph embedding that
considers spatial-properties gives the best performance when
ranking paths in spatial networks.
Trajectory Learning Machine learning have been also
applied on trajectories to support different applications [43],
[47], [48]. A multi-task learning framework [35] is proposed
to distinguish trajectories from different drivers. When consid-
ering trajectories as time series, recurrent autoencoders [41],
[46] and recurrent autoencoder ensembles [36] are proposed
to identify outliers. However, these studies do not take into
account underlying road network structures into consideration.
In addition, different approaches have been proposed to
learn personalized driving preferences from trajectories [21],
[32], [42], which enable personalized routing. However, in
this paper, we consider an orthogonal approach where we
rank candidate paths, which can be obtained from well-known
navigation services, rather than proposing yet another person-
alized routing approach which may not be easily integrated
with existing navigation services.
Finally, trajectories have been applied to extract high-
resolution travel costs [4], [22], [33], [34], [42], such as
travel time and fuel consumption [23], [24]. In particular,
time-varying and uncertain travel costs can be learned from
trajectories. It is of interest to extend PathRank to consider
time-varying and uncertain traffic conditions as future work.
III. PRELIMINARIES
A. Basic Concepts
A road network is modeled as a weighted, directed graph
G = (V,E, D, T, F ). Vertex set V represents road intersec-
tions and road ends; edge set E ⊂ V × V represents road
segments. Functions D, T , and F maintain the travel costs
of the edges in graph G. Specifically, function D : E → R+
maps each edge to its length. Functions T and F have similar
signatures and maps edges to their travel times and fuel
consumption, respectively.
A path P = (v1, v2, v3, . . . , vX) is a sequence of X vertices
where X > 1 and each two adjacent vertices must be
connected by an edge in E.
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Fig. 2: Solution Overview.
A trajectory T = (p1, p2, p3, . . . , pY ) is a sequence of
GPS records pertaining to a trip, where each GPS record
pi = (location, time) represents the location of a vehicle at a
particular timestamp. The GPS records are ordered according
to their corresponding timestamps, where pi.time < pj .time
if 1 ≤ i < j ≤ Y .
Map matching [26] is able to map a GPS record to a
specific location on an edge in the underlying road network,
thus aligning a trajectory with a path in the underlying road
network. We call such paths trajectory paths. In addition, a
trajectory T is also associated with a driver identifier, denoted
as T.driver, indicating who made the trajectory.
Multiple similarity functions [1], [6], [7], [27] are available
to calculate the similarity between two paths, where the most
popular functions belong to the Jaccard similarity function
family, in particular, the weighted Jaccard similarity [1], [7].
In this paper, we use the weighted Jaccard Similarity (see
Equation 1) to evaluate the similarity between two paths.
However, other similarity functions can be easily incorporated
into the proposed framework.
sim (P1, P2) =
∑
e∈P1∩P2 G.D(e)∑
e∈P1∪P2 G.D(e)
(1)
Here, we use P1 ∩P2 and P1 ∪P2 to represent two edge sets:
edge set P1 ∩P2 consists of the edges that appear in both P1
and P2; and edge set P1∪P2 consists of the edges that appear
in either P1 or P2. Recall that function G.D(e) returns the
length of edge e. Then, the intuition of the weighted Jaccard
similarity is two-fold: first, the more edges the two paths share,
the more similar the two paths are; second, the longer the
shared edges are, the more similar the two paths are.
B. PathRank Overview
Fig. 2 shows an overview of the proposed PathRank. Given
a set of historical trajectory, we first map match them to
obtain their corresponding trajectory paths. In the training
phase, the trajectory paths are fed into the Training Data
Generation module. For each trajectory path P , the training
data generation module generates a compact set PS of com-
petitive paths such that each competitive path P ′ ∈ PS also
connects the same source and destination of the trajectory path
P . Next, we consider the trajectory path P as the ground
truth path and thus compute a similarity score sim(P, P ′) for
each competitive path P ′. The training data generation module
iterates over each trajectory path P and generates competitive
paths along with similarity scores. The output of the module
is a set of “competitive path” and “similarity score” pairs,
denoted as {(P ′, sim(P, P ′)}, which is used as the input for
the PathRank.
In the training phase, for each training instance
(P ′, sim(P, P ′)), the Spatial Network Embedding Module
embeds each vertex in competitive path P ′ into a feature
vector. This transfers path P ′ into a sequence of feature
vectors, which is then fed into a Recurrent Neural Network
(RNN). The RNN estimates the similarity between ground
truth trajectory path P and path P ′. An objective function is
designed to measure the discrepancy between the estimated
similarity and the ground truth similarity sim(P, P ′). Then,
the whole training process aims to minimize the objective
function.
In the testing phase, we use the trained PathRank to rank
candidate paths. Given a source and a destination, advanced
routing algorithms or commercial navigation systems are able
to provide multiple candidate paths, which are used as testing
instances. Next, PathRank takes as input each testing path and
returns an estimated ranking score. Finally, we are able to rank
the testing paths according to their estimated ranking scores.
IV. TRAINING DATA GENERATION
We proceed to elaborate how to generate a compact set of
training paths for a trajectory path.
A. Intuitions
Ranking paths is similar to rank products in online shops. If
a user clicks a specific product, it provides evidence that the
user is interested in the product than other similar products.
Similarly, a trajectory path P from a source s to destination d
also provides evidence that a driver prefers path P than other
paths that connect s to d.
The main difference is that, in online shops, the other similar
products, i.e., competitor products, can be obtained explicitly,
e.g., those products that are shown to the user in the same web
page but are not clicked by the user. Based on the positive and
negative training data, i.e., the products that are clicked and
not clicked by the user, effective learning mechanism, e.g.,
learning to rank [9]–[15], is available to learn an appropriate
ranking function.
However, in our setting, the other candidate paths are often
unknown and implicit because we do not know when the driver
made the decision to take path P , what other paths were
in driver’s mind. Thus, the main target of the training data
generation module is to generate a set of paths PS which
may include the other paths when the driver made decision to
use trajectory path P . We call PS competitive path set.
A naive way to generate the competitive path set is to simply
include all paths from s to d. This is infeasible to use in
real world settings since the competitive path set may contain
a huge number of paths in a city-level road network graph,
which in turn makes the training prohibitively inefficient.
Thus, we aim to identify a compact competitive path set, where
only a small number of paths, e.g., less than 10 paths, are
included.
B. Top-k Shortest Paths
The first strategy is to employ a classic top-k shortest path
algorithm, e.g., Yen’s algorithm [28], to include the top-k
shortest paths from s to d into the competitive path set PS .
This strategy is simple and efficient since a wide variety of
efficient algorithms are available to generate top-k shortest
paths in the literature [28]–[31]. However, a serious issue
of this strategy is that the top-k shortest paths are often
highly similar. Thus, their similarities w.r.t. the ground truth,
trajectory path P , are also similar, which adversely affect the
effectiveness of the subsequent ranking score regression.
For example, we choose four trajectory paths with different
sources and destinations. For each trajectory path, we generate
top-9 shortest, fastest, and most fuel-efficient paths connecting
the same source and destination as the competitive paths.
Then, we compute the competitive paths’ similarities w.r.t.
the trajectory path. Figures 3a, 3b, and 3c show the box
plots of the similarities per trajectory path. We observe that
the similarities often only spread over a very small range. For
example, for the first trajectory path P1, its corresponding top-
9 shortest paths have similarities spreading from 0.65 to 0.75.
If the similarities of competitive paths only spread over a
small range, they only provide training instances for estimating
ranking scores in the small range, which may make the trained
model unable to make accurate estimations for ranking scores
outside the small range. Thus, an ideal strategy should be
providing a set of competitive paths whose similarities cover a
large range. To this end, we propose the second strategy using
the diversified top-k shortest paths.
C. Diversified Top-k Shortest Paths
Diversified top-k shortest paths finding aims at identifying
top-k shortest paths such that the paths are mutually dissimilar,
or diverse, with each other.
Algorithm 1 details the procedure of finding diversified top-
k shortest path. First, we always include the shortest path
into the diversified top-k shortest path set DkPS . Next, we
get into a loop where we keep checking the next shortest
path Pi until we have included k paths in DkPS or we
have checked all paths connecting the source and destination.
When checking the next shortest path Pi, we include Pi into
DkPS if the similarity between Pi and each existing path in
DkPS is smaller than a threshold δ. This means that Pi is
sufficiently dissimilar with the paths in DkPS , thus making
sure that DkPS is a diverse top-k shortest path set. The smaller
the threshold δ is, the more diverse the paths in DkPS are.
However, if the threshold δ is too small, it may happen that
less than k diverse shortest paths or even only the shortest
path are included in DkPS .
Algorithm 1: Top-k Diversified Paths
Input: Road network G, source s, destination d, integer
k, similarity threshold δ
Output: The diversified top-k paths: DkPS
1 Add the shortest path P1 into DkPS ;
2 while DkPS < k do
3 Identify the next shortest path Pi ;
4 Boolean tag ← true;
5 for each path P ∈ DkPS do
6 if sim (Pi, P ) ≥ δ then
7 tag ← false;
8 Break;
9 if tag then
10 Add Pi into DkPS ;
11 return DkPS ;
Figures 3d, 3e, and 3f show the box plots of the similarities
of the same four trajectory paths when using diversified top-9
shortest, fastest, and most fuel efficient paths with threshold
δ = 0.8. We observe that the similarities spread over larger
ranges compared to Figure 3a, 3b, and 3c when using classic
top-k shortest paths.
D. Considering Multiple Travel Costs
Recent studies on personalized routing [1], [7] suggest
that a driver may consider different travel costs, e.g., travel
time, distance, and fuel consumption, when making routing
decisions. This motivates us to consider multiple travel costs,
but not only distance, when generating competitive path sets.
The first option to do so is to use Skyline routing [4], which
is able to identify a set of pareto-optimal paths, a.k.a., Sky-
line paths, when considering multiple travel costs. However,
Skyline routing also suffers the high similarity problem that
the classic top-k shortest paths have—it often happens that the
skyline paths are mutually similar, which may adversely affect
the training effectiveness.
We propose a simple yet effective approach. We run the
diversified top-k shortest paths x times where each time we
consider a specific travel cost. Then, we use the union of
the diverse paths as the final competitive path set PS . For
example, when considering three travel costs, i.e., distances,
travel times, and fuel consumption, we set x = 3 and identify
the diversified top-k shortest, fastest, and most fuel efficient
paths, respectively. Then, the union of the diversified top-k
shortest, fastest, and most fuel efficient paths is used as the
final competitive path set PS .
Since we run the diversified top-k shortest path finding
multiple times for different travel costs, we can use a small k
for each run. For example, when we set k = 3 and consider
three travel costs, this makes PS also consist of up to 9 paths
including the top-3 shortest, fastest, and most fuel efficient
paths.
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Fig. 3: Top-k Paths vs. Diversified Top-k Paths, k=9.
To summarize, we use multi-cost, diversified top-k least-
cost paths as the compact competitive path set PS for each tra-
jectory path. Next, we combine the competitive path sets from
all trajectory paths together to obtain a set of “competitive
path” and “similarity score” pairs, denoted as {(P ′i , simi)}.
Here, competitive path P ′i is the input instance and similarity
score simi is the corresponding label. This set is used as the
training data for PathRank.
V. PATHRANK
We propose an end-to-end deep learning framework to
estimate similarity scores for paths. We first propose a ba-
sic framework that consists of a vertex embedding network
and a recurrent neural network. Next, we extend the vertex
embedding network to capture both the topology and spatial
properties of a road network graph, which improves the
learning accuracy.
A. Basic Framework
Recall that the input for PathRank is a path, i.e., competitive
path P ′i , and the label of the input is its similarity score
simi. In order to use deep learning to solve the similarity
score regression problem, a prerequisite is to represent the
input path P ′i into an appropriate feature space. To this end,
we propose to use a vertex embedding network to transfer
each vertex in the input path to a feature vector. Since a path
is a sequence of vertices, after vertex embedding, the path
becomes a sequence of feature vectors. RNN finally captures
the features of path sequence, which is applied to compute an
estimated similarity score. Next, since RNNs are capable of
capturing dependency for sequential data, we employ an RNN
to model the sequence of feature vectors. The RNN finally
outputs an estimated similarity score, which is compared
against the ground truth similarity simi. This results in the
basic framework of PathRank, which consists of two neural
networks—a vertex embedding network and a recurrent neural
network (RNN), as shown in Figure 4.
1) Vertex Embedding: We represent a vertex vi in road
network graph G as a one-hot vector qi ∈ RN , where N
represents the number of vertices in G, i.e., N = |G.V|.
Specifically, the i-th vertex vi in graph G is represented as
a vector qi where the i-th bit is 1 and the other N −1 bits are
0.
Vertex embedding employs an embedding matrix B ∈
RM×N to transfer a vertex’s one-hot vector qi into a new
feature vector xi = Bqi ∈ RM . The feature vector is often in
a smaller space, where M < N .
Given a competitive path P ′i = 〈v1, v2, . . . , vZ〉, we apply
the same embedding matrix B to transfer each vertex to a
feature vector. Thus, the competitive path P is represented as
a sequence of features 〈x1, x2, . . . , xZ〉, where xj = Bqj and
1 ≤ j ≤ Z.
2) RNN: The feature sequence represents the flow of travel
on path P ′i and we would like to capture the flow. To this
end, we fed the feature sequence 〈x1, x2, . . . , xZ〉 into a
recurrent neural network, which is known to be effective for
modeling sequences. Specifically, we employ a bidirectional
gated recurrent neural network (BD-GRU) to capture the
sequential dependencies in both the direction and the opposite
direction of the travel flow.
We consider the direction of the travel flow first, i.e., from
left to right. A GRU unit learns sequential correlations by
maintaining a hidden state hj ∈ RM at position j, which
can be regard as an accumulated information of the positions
on the left of position j. Specifically, hj = GRU (xj , hj−1),
where xj is the input feature vector at position j and hj−1 is
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Fig. 4: Basic Framework of PathRank.
the hidden state at position j − 1, i.e., the hidden state of the
left position. More specifically, the GRU unit is composed of
the following computations as shown in Equations 2, 3, 4,
and 5. First, the GRU unit computes an update gate zj and
reset gate rj , respectively.
Both gates are contributed to control how much information
from the left hidden states should be considered in order to
make the final similarity score estimation accurate. By doing
this, it is possible to remember and forget left hidden states
which are found to be relevant and irrelevant for the final
similarity score estimation.
rj = σ (Wrxj +Urhj−1) (2)
zj = σ (Wzxj +Uzhj−1) (3)
h˜j = φ (Whxj +Uh (rj  hj−1)) (4)
hj = zj  hj + (1− zj) h˜j (5)
where σ is the logistic function, and  denotes Hadamard
product and φ is hyperbolic tangent function. xj and hj are
the feature vector and hidden state at position i, respectively.
Wr, Wz Wh, Ur, Uz and Uh are parameters to be learned.
For the opposite direction of the travel flow, i.e., from right
to left, we apply another GRU to generate hidden state h′j =
GRU ′(xj ,h′j+1). Here, the input consists of the feature vector
at position j and the hidden state at position j + 1, i.e., the
right hidden state.
The final hidden state Hi at position i is the concatenation
of the hidden states from both GRUs, i.e., Hi = hj⊕h′j where
⊕ indicates the concatenation operation.
3) Fully Connected Layer: We stack all outputs from the
BD-GRU units into a long feature vector fi = 〈H1⊕H2⊕. . .⊕
HZ〉 where ⊕ indicates the concatenation operation. Then,
we apply a fully connected layer with weight vector WFC ∈
R|fi|×1 to produce a single value ˆsimi = fTi WFC , as the
estimated similarity for the competitive path P ′i .
4) Loss Function: The loss function of the basic framework
is shown in Equation 6.
L(W) = 1|n|
n∑
i=1
(
ˆsimi − simi
)2
+ λ‖W‖22 (6)
The first term of the loss function measures the discrepancy
between the estimated similarity ˆsimi and the ground truth
similarity simi. We use the average of square error to measure
the discrepancy, where n is the total number of competitive
paths we used for training.
The second term of the loss function is a L2 regularizer on
all learnable parameters in the model, including the embedding
matrix B, multiple matrices used in BD-GRU, and the matrix
in the final fully connected layer WFC . Here, λ controls the
relative importance of the second term w.r.t. the first term. The
basic training pipeline is outlined in Algorithm 2.
B. Advanced Framework
To further improve the learning accuracy, we pay particular
attentions on the vertex embedding network since so far the
vertex embedding network is “graph-blind” which only em-
ploys an embedding matrix B and does not take into account
any information from the underlying road network graph. To
improve this, we design an advanced framework to extend the
basic framework with the help of multi-task learning such that
the embedding network takes into account both the topology
of the underlying road network graph and the spatial properties
associated with the underlying road network such as distances,
travel times, and fuel consumption. The advanced PathRank
framework is shown in Figure 5.
1) Capturing Graph Topology with Graph Embedding:
Graph embedding, e.g., DeepWalk [17], node2vec [8],
LINE [18], GraphGAN [25], aims at learning low-
dimensional, latent representations of vertices in a graph by
taking into account the graph topology.
A typical way to enable graph embedding is to mimic
the way of embedding words for natural languages [8], [17].
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Fig. 5: Advanced PathRank Overview.
Algorithm 2: Training Pipeline of Basic PathRank
Input: Top-k diversified path sequence:
(p1, p2, . . . , pn) ∈ P ; Corresponding similarity
between ground truth and top-k diversified paths:
(sim1, sim2, . . . , simn) ∈ Sim; Road network
G = (V,E, D, T, F )
Output: Driver driving preference similarity
1 Use Node2vec on G and get the embedding result xemb;
2 Initialize all learnable parameters w in PathRank;
3 Initialize MSEtraningprevious and MSE
validation
previous ;
4 repeat
5 Randomly select a batch of instance Pbt with Simbt
from P and Sim;
6 Looking up xemb for current node in path sequence,
then inputting node vector to GRU;
7 Optimize w by minimizing the loss function Eq.(3)
with Pbt with Simbt to learn PathRank model;
8 if MSEtrainingcurrent < MSE
traning
previous then
9 Update MSEtraningprevious;
10 if MSEvalidationcurrent < MSEvalidationprevious then
11 Update MSEvalidationprevious ;
12 Saving training model;
13 until Maximum Epoch;
In particular, multiple vertex sequences can be generated by
using random walks, where random walks can consider edge
weights or ignore edge weights. Next, vertices are considered
as words and the generated vertex sequences are considered
as sentences, which enanles the use of word embedding
techniques to generate embeddings for vertices. Since the
vertex sequences are generated by applying random walks
on the graph, the obtained vertex embedding actually already
takes into account the graph topology.
The learned vertex embeddings are used as feature vectors,
which enables a wide variety of learning tasks on graphs such
as classification [17], [18], link prediction [37], clustering [18],
[38], recommendation [39], and visualization [40], [44].
We propose two different strategies to incorporate graph
embedding. First, we simply apply an existing graph embeding
method, e.g., DeepWalk or node2vec, to embed a one-hot
representation of a vertex to a low dimensional feature vector.
Then, we use the feature vector as the input to the BD-
GRU. This means that PathRank only includes a RNN module,
whose inputs are sequences of feature vectors, and the vertex
embedding module is disabled.
Second, inspired by the well-known practice of unsuper-
vised pre-training [45], we use the embedding matrix obtained
from an existing graph embedding method to initialize the
embedding matrix B in the vertex embedding module in
PathRank. This allows PathRank to update the embedding
matrix B during training such that it not only captures the
graph topology but also better fits the similarity regression.
2) Capturing Spatial Properties with Multi-Task Learning:
Although many vertex embedding algorithms exist, they are
only able to capture graph topology because they only focus on
graphs representing, e.g., social networks and citation network.
In other words, they do not consider graphs representing
spatial networks such as road networks. However, in road
network graphs, many spatial attributes, in addition to topol-
ogy, are also very important. For example, distances between
two vertices are crucial features for spatial networks. To let
the graph embedding also maintain the spatial properties, we
design a multi-task learning framework using pre-trained graph
embedding.
We first employ an existing graph embedding algorithm
to initialize the vertex embedding matrix B in the vertex
embedding module of PathRank. This pre-trained embedding
matrix captures the graph topology. Next, we try to update
B such that it also captures relevant spatial properties during
training. To this end, we employ multi-task learning principles,
where the main task is to estimate similarity and the auxiliary
tasks are to reconstruct travel costs of competitive paths which
help learning an appropriate embedding matrix B that also
considers spatial properties of the underlying road network.
To enable the multi-task learning framework, in the final
fully connected layer, we let PathRank not only estimate a
similarity score but also estimate, or reconstruct, the spatial
properties of the corresponding competitive path P ′i , such as
the distance, travel time, and fuel consumption of P ′i . We
also extend the loss function to include terms that consider
the discrepancies between the actual distance and the esti-
mated distance, the actual travel time and the estimated travel
time, and the actual fuel consumption and the estimated fuel
consumption. The loss function for the multi-task learning
framework is defined in Equation 7.
L(W) = 1|n| [(1− α) ·
n∑
i=1
(
ˆsimi − simi
)2
+
α ·
n∑
i=1
m∑
k=1
(
yˆ
(k)
i − y(k)i
)2
] + λ‖W‖22
(7)
where α is a hyper parameter that controls the trade-off
between main task and auxiliary tasks; yˆ(k)i and y
(k)
i denote the
estimated cost of the k-th auxiliary task and the ground truth
of the k-th auxiliary task, respectively. For example, when
considering distance, travel time, and fuel consumption, we
set m to 3; and yˆ(k)i and y
(k)
i represent the estimated and
ground truth distance, travel time, or fuel consumption of the
i-th competitive path P ′i . The basic training pipeline is outlined
in Algorithm 3.
VI. EXPERIMENTS
We conduct a comprehensive empirical study to investigate
the effectiveness of the proposed PathRank framework.
A. Experiments Setup
1) Road Network and Trajectories: We consider the road
network in North Jutland, Denmark. We obtain the road
network graph from OpenStreetMap, which consists of 8,893
vertices and 10,045 edges.
We use a substantial GPS data set occurred on the road
network, which consists of 180 million GPS records for a
two-year period from 183 vehicles. The sampling rate of the
GPS data is 1 Hz (i.e., one GPS record per second). We split
the GPS records into 22,612 trajectories representing different
trips. A well-know map matching method [26] is used to map
match the GPS trajectories such that for each trajectory, we
obtain its corresponding trajectory path.
2) Ground Truth Data: We split the trajectories into three
sets—70% for training, 10% for validation, and 20% for
testing. The distributions of the cardinalities of the trajectory
paths in training and testing sets are show in Figure 6. The
distribution on the validation set is similar and thus is omitted
due to space limitation.
For each trajectory T , we obtain its source s, destination d,
and the trajectory path PT . Then, we employ seven different
Algorithm 3: Training Pipeline of Advanced PathRank
Input: Top-k diversified path sequence:
(p1, p2, . . . , pn) ∈ P ; Corresponding similarity
between ground truth and top-k diversified paths:
(sim1, sim2, . . . , simn) ∈ Sim; Auxiliary tasks,
e.g., (CostTT , CostDis, CostFC); Road network
G = (V,E, D, T, F )
Output: Driver driving preference similarity, Auxiliary
tasks prediction
1 Use Node2vec on G and get the network representation
result xemb;
2 Initialize the embedding layer by using unsupervised
pre-training representation;
3 Initialize all learnable parameters w in PathRank;
4 Initialize MSEtraningprevious and MSE
validation
previous ;
5 repeat
6 Randomly select a batch of instance Pbt with Simbt
from P with Sim and corresponding auxiliary tasks;
7 Looking up xemb for current node in path sequence,
then inputting node vector to GRU;
8 Optimize w by minimizing the loss function Eq.(8)
with Pbt with Simbt and corresponding auxiliary
tasks to learn PathRank model and fine-tuning the
network representation;
9 if MSEtrainingcurrent < MSE
traning
previous then
10 Update MSEtraningprevious;
11 if MSEvalidationcurrent < MSEvalidationprevious then
12 Update MSEvalidationprevious ;
13 Saving training model;
14 until Maximum Epoch;
strategies to generate seven sets of competitive paths according
to the source-destination pairs (s, d)—top-k shortest paths
(TkDI), top-k fastest paths (TkTT), top-k most fuel efficient
paths (TkFC), diversified top-k shortest paths (D-TkDI), di-
versified top-k fastest paths (D-TkTT), diversified top-k most
fuel efficient paths (D-TkFC), and diversified, multi-cost top-
k paths (D-TkM). For each competitive path P , we employ
weighted Jaccard similarity sim(P , PT ) as P ’s ground truth
ranking score.
When training and validation, we use the competitive path
set generated by a specific training data generation strategy
to train a PathRank model. Thus, we are able to train seven
different PathRank models using the same set of training and
validation trajectories, but seven different sets of competitive
paths.
When testing, to make the comparision among different
PathRank models fair, for each testing trajectory, we consider
all competitive path sets generated by the 7 different strategies.
This makes sure that (1) PathRank models that are trained on
different training data sets are tested against the same set of
competitive paths; (2) a PathRank model that is trained on a
specific strategy is tested against competitive paths sets that
(a) Training Set (b) Validation Set (c) Testing Set
Fig. 6: Cardinalities of the trajectory paths.
are generated by all strategies.
3) PathRank Frameworks: We consider different variations
of PathRank. First, we consider the basic framework PR-
B where the vertex embedding just employs an embedding
matrix B, which ignores the graph topology.
Second, we consider the advanced framework where the
vertex embeding employs graph embedding. Recall that we
have two strategies to use the advanced framework—keeping
the graph embedding static (PR-A1) vs. keep updating the
embedding together with the PathRank (PR-A2).
Finally, we consider the multi-task learning method which
considers spatial properties, where we use PR-A2-Mx to
indicate a PathRank model that uses an objective function
considering x spatial properties, i.e., x auxiliary tasks.
For the advanced frameworks, i.e., PR-A1, PR-A2, and
PR-A2-Mx, we choose node2vec [8] as the graph embeding
method. Node2vec is a more general random walk based graph
embedding method, which outperforms alternative methods
such as DeepWalk [17] and LINE [18]. When new, better
unsupervised graph embedding method becomes available, it
can be easily integrated into PathRank to replace node2vec.
4) Parameters: When generating diversified top-k paths,
we consider two different similarity thresholds δ—0.6 and 0.8.
A smaller threshold enforces more diversified paths. However,
it is also more likely that we cannot identify k paths that
are significantly diversified paths, especially when k is large.
Recall that the vertex embeding utilizes a embedding matrix
B ∈ RM×N to embed each vertex into a M -dimensional
feature vector, where N is the number of vertices. We consider
two settings of M , namely 64 and 128.
We consider 250 GRU units in total in the bi-directional
GRU module by considering the cardinalities of the trajectory
paths shown in Figure 6, where the largest cardinality is 250.
If a competitive path that consists of less than 250 vertices,
we use zero padding to fill in.
For the multi-task learning framework, we vary α from 0,
0.2, 0.4, 0.6, to 0.8 to study the effect on learning additional
spatial properties.
We summary different parameter settings in Table I, where
the default values are shown in bold.
5) Evaluation Metrics: We evaluate the accuracy of the
proposed PathRank framework based on two categories of
metrics. The first category includes metrics that measure how
TABLE I: Parameters of PathRank
Parameters Values
Similarity Threshold δ 0.6, 0.8
Embedding feature size M 64, 128
Multi-task learning parameter α 0, 0.2, 0.4, 0.6, 0.8
accurate the estimated ranking scores w.r.t. the ground truth
ranking scores. This category includes Mean Absolute Error
(MAE) and Mean Absolute Relative Error (MARE). Smaller
MAE and MARE values indicate higher accuracy. Specifically,
we have
MAE =
1
n
n∑
i=1
|xi − xˆi| ; MARE =
∑n
i=1 |xi − xˆi|∑n
i=1 |xi|
(8)
where xi and xˆi represent the ground truth ranking score and
the estimated ranking score, respectively; and n is the total
number of estimations.
The second category includes Kendall rank correlation
coefficient (denoted by τ ) and Spearman’s rank correlation
coefficient (denoted by ρ), which measure the similarity, or
consistency, between a ranking based on the estimated ranking
scores and a ranking based on the ground truth ranking scores.
Sometimes, although the estimated ranking scores deviate
from the ground truth ranking scores, the two rankings derived
by both scores can be consistent. In this case, we consider the
estimated ranking scores also accurate, since we eventually
care the final rankings of the candidate paths but not the
specific ranking scores for individiual candidate paths. Both
τ and ρ are able to measure how consistent between the two
rankings. The higher the values are, the more consistent the
two rankings are. If the two rankings are identical, both τ and
ρ values are 1. Specifically, we have
τ =
Ncon −Ndis
n(n− 1)/2 ; ρ = 1−
6
∑n
i=1 d
2
i
n(n2 − 1) (9)
Assume that we have a set of n = 3 candidate paths {P1,
P2, P3}, the ground truth ranking is 〈P1, P2, P3〉, and the
estiamted ranking is 〈P2, P3, P1〉.
In τ , Ncon and Ndis represent the number of path pairs
are consistent and inconsistent in the two rankings. We have
Ncon = 1 since in both ranking, P2 appears before P3. We
have Ndis = 2 since P1 appears before P3 in the ground
truth ranking, while P3 appears before P1 in the estimated
ranking. Similarly, the orderings between P1 and P2 are also
inconsistent in two rankings.
In ρ, di represents the rank difference on the i-th competitive
path in both rankings. Following the running example, we have
d1 = 1 − 3 = −2 because path P1 has rank 1 and rank 3 in
both rankings, respectively.
B. Experimental Results
1) Effects of Training Data Generation Strategies: We
investigate how the different training data generation strategies
affect the accuracy of PathRank. We first consider PR-A1,
where we only use graph embedding method node2vec to
initialize the vertex embeding matrix B and do not update
B during training.
Table II shows the results, where we categorize the training
data generation strategies into three categories based on top-k
paths, diversified top-k paths, and multi-cost, diversified top-
k paths. For each category, the best results are highlighted
with underline. The best results overall is also highlighted with
bold. We also show results when the embeding feature sizes
are M = 64 and M = 128, respectively.
The results show that (1) when using the diversified top-
k paths for training, we have higher accuracy (i.e., lower
MAE and MARE and larger τ and ρ) compared to when
using top-k paths; (2) using multi-cost, diversified top-k paths
achieves better accuracy compared to single-cost, diversified
top-k paths, thus achieving the best results; (3) a larger
embeding feature size M achieves better results.
TABLE II: Training Data Generation Strategies, PR-A1
Strategies M MAE MARE τ ρ
TkDI 64 0.1433 0.2300 0.6638 0.7044128 0.1168 0.1875 0.6913 0.7330
TkTT 64 0.1302 0.2090 0.6642 0.7046128 0.1181 0.1896 0.6818 0.7208
TkFC 64 0.1208 0.1940 0.6692 0.7131128 0.1257 0.2019 0.6699 0.7110
D-TkDI 64 0.1140 0.1830 0.6959 0.7346128 0.0955 0.1533 0.7077 0.7492
D-TkTT 64 0.1050 0.1686 0.7124 0.7554128 0.0974 0.1564 0.7271 0.7714
D-TkFC 64 0.1045 0.1678 0.7100 0.7544128 0.0900 0.1445 0.7238 0.7685
D-TkM 64 0.1077 0.1729 0.7261 0.7679128 0.0792 0.1271 0.7478 0.7876
Next, we consider PR-A2, where the graph embedding
matrix B is also updated during training to fit better the
ranking score regression problem. Table III shows the results.
The three observations from Table II also hold for Table III.
In addition, PR-A2 achieves better accuracy than does PR-A1,
meaning that updating embedding matrix B is useful.
From the above experiments, the multi-cost, diversifed top-
k strategy D-TkM is the most promising strategy. Then, we
further investigate the effects on the similarity threshold δ used
TABLE III: Training Data Generation Strategies, PR-A2
Strategies M MAE MARE τ ρ
TkDI 64 0.1163 0.1868 0.6835 0.7256128 0.1130 0.1814 0.7082 0.7481
TkTT 64 0.1218 0.1956 0.6858 0.7282128 0.1161 0.1864 0.7026 0.7446
TkFC 64 0.1216 0.1952 0.6911 0.7321128 0.1082 0.1737 0.7070 0.7477
D-TkDI 64 0.0940 0.1509 0.7144 0.7532128 0.0855 0.1373 0.7339 0.7731
D-TkTT 64 0.1010 0.1622 0.7283 0.7693128 0.0997 0.1600 0.7169 0.7596
D-TkFC 64 0.0938 0.1506 0.7318 0.7743128 0.0809 0.1299 0.7386 0.7811
D-TkM 64 0.0966 0.1551 0.7393 0.7771128 0.0725 0.1164 0.7528 0.7905
in the diversifed top-k path finding. Specifically, we consider
two threshold values 0.6 and 0.8 and the results are shown
in Table IV. When a smaller threshold is used, i.e., higher
diversity in the top-k paths, the accuracy is improved.
TABLE IV: Effects of Similarity Threshold δ
δ M MAE MARE τ ρ
PR-A1
0.6 64 0.1006 0.1615 0.7321 0.7733128 0.0770 0.1237 0.7496 0.7874
0.8 64 0.1077 0.1729 0.7261 0.7679128 0.0792 0.1271 0.7478 0.7876
PR-A2
0.6 64 0.0817 0.1311 0.7404 0.7792128 0.0710 0.1140 0.7751 0.8109
0.8 64 0.0966 0.1551 0.7393 0.7771128 0.0725 0.1164 0.7528 0.7905
Since we have identified that D-TkM gives the best accuracy,
we only consider D-TkM with similarity threshold δ = 0.8
in the diversified top-k paths as the training data generation
strategy for the following experiments.
2) Effects of Vertex Embedding: We investigate the effects
of different vertex embedding strategies. We consider PR-B
where we just use a randomly initialized embeding matrix B,
which totally ignores graph topology. For PR-A1 and PR-A2
where we both use node2vec to embed vertices. Here, we use
node2vec to embed both weighted and unweighted graphs,
respectively. When embeding weighted graphs, we simply use
distance as edge weights.
Based on the results in Table V, we observe the following.
First, PR-B gives the worst accuracy: the estimated ranking
scores have the largest errors in terms of both MAE and
MARE; and the ranking based on estiamted ranking scores
deviates the most from the ground truth ranking in terms of
both τ and ρ. This suggests that ignoring graph topology when
embeding vertices is not a good choice.
Second, when embeding vertices using node2vec, whether
or not considering edge weights does not significantly change
the accuracy. Thus, it is not a significant design choice
Third, PR-A2 achieves the best accuracy in terms of both
errors on estimated ranking scores and consistency between
two rankings. Thus, this suggests that considering graph
topology improves accuracy and updating the embeding matrix
B according to the loss function on ranking scores makes the
embedding matrix fit better the ranking score regression prob-
lem. This also suggests that, by including spatial properties
in the loss function, the embeding matrix B should be tuned
to capture spatial properties, which in turn should improve
ranking score regression. This is verified in the following
experiments on the multi-task framework.
TABLE V: Effects of Embedding
Embedding MAE MARE τ ρ
PR-B — 0.1159 0.1816 0.7233 0.7611
PR-A1 unweighted 0.0878 0.1410 0.7453 0.7852weighted 0.0792 0.1271 0.7478 0.7876
PR-A2 unweighted 0.0734 0.1178 0.7640 0.8012weighted 0.0725 0.1164 0.7528 0.7905
3) Effects of Multi-task Learning: In the following set of
experiments, we study the effects of the proposed multi-task
learning framework. In particular, we investigate how much
we are able to improve when incorporating different spatial
properties in the loss function to let the vertex embedding also
consider spatial properties, which may potentially contribute
to better ranking score regression.
We start by PR-A2-M1, which considers only one auxiliary
task on reconstructing distances. This means that PathRank
not only estimate the ranking score of a competitive path but
also tries to reconstruct the distance of the competitive paths.
Table VI shows the results with varying α values. When α =
0, the auxiliary task is ignored, which makes PR-A2-M1 into
PR-A2, i.e., its corresponding model with only the main task
on estimating ranking scores. When α > 0, i.e., the auxiliary
task on distances is considered while learning, we observe that
the estimated ranking scores are improved. In particular, the
setting with α = 0.6 gives the best results in terms both τ
and ρ, indicating that the ranking w.r.t. the estimated ranking
scores is more consistent with the ground truth ranking. When
α = 0.8, it achieves the smallest MAE and MARE. Both
settings suggest that considering the additional auxiliary task
on reconstructing distance helps improve the final ranking.
PR-A2-M2 includes two auxiliary tasks on reconstructing
both distances and travel times, and PR-A2-M3 includes three
auxiliary tasks on reconstructing distances, travel times, and
fuel consumption. All the three multi-task models show that
considering spatial properties improve the final ranking. In
particular, when considering all the three spatial properties
give the best final ranking in terms of τ and ρ, i.e., achieving
the most consistent ranking w.r.t. the ground truth ranking.
C. Comparison with Baseline Ranking Heuristics
We consider three baseline ranking heuristics, i.e., ranking
the candidate paths according to their distances, travel times,
and fuel consumption. When using each heuristics, we obtain
a ranking. Then, we compare the ranking with the ground truth
ranking to compute the corresponding τ and ρ.
TABLE VI: Effects of α, PR-A2-Mx
α MAE MARE τ ρ
PR-A2 0 0.0725 0.1164 0.7528 0.7905
PR-A2-M1
0.2 0.0756 0.1214 0.7713 0.8057
0.4 0.0704 0.1129 0.7765 0.8110
0.6 0.0693 0.1113 0.7783 0.8141
0.8 0.0680 0.1029 0.7712 0.8057
PR-A2-M2
0.2 0.0653 0.1048 0.7727 0.8089
0.4 0.0701 0.1125 0.7869 0.8235
0.6 0.0777 0.1247 0.7752 0.8100
0.8 0.0807 0.1296 0.7616 0.7973
PR-A2-M3
0.2 0.0724 0.1162 0.7732 0.8092
0.4 0.0740 0.1188 0.7711 0.8090
0.6 0.0662 0.1063 0.7923 0.8261
0.8 0.0695 0.1116 0.7842 0.8177
Table VII shows the comparision, where we categorize the
testing cases based on the distances of the lengths of their cor-
responding trajectory paths into three categories (0, 5], (5, 10],
and (10, 15] km. The results show that the ranking obtained
by PathRank, more specifically, by PR-A2-M3, is clearly the
best in all categories, suggesting that PathRank outperforms
baseline heuristics. In the longest distance category, PathRank
becomes less accurate since the most of the training paths are
within short distance categories, as shown in Figure 6.
TABLE VII: Comparison with Baseline Ranking Heuristics
(0, 5] (5, 10] (10, 15]
τ ρ τ ρ τ ρ
Distance 0.7569 0.7886 0.6562 0.6912 0.4745 0.4361
Travel Time 0.6760 0.7066 0.6406 0.6784 0.4714 0.5435
Fuel 0.6890 0.7229 0.3919 0.4099 0.2591 0.2291
PathRank 0.7985 0.8334 0.7649 0.8055 0.6097 0.6702
D. Comparison with Driver Specific PathRank
We investigate if driver specific PathRank models are able to
provide more accurate, personalized ranking. We select the two
drivers with the largest amount training trajectories. The Driver
1 has 2068 trajectories and Driver 2 has 1457 trajectories.
We train three PR-A2-M3 models, denoted as PR-Dr1, PR-
Dr2, and PR-All, using the training trajectories from Driver 1,
Driver 2, and all drivers, respectively.
We test the three models using the testing trajectories from
Driver 1 and Driver 2, respectively. Table VIII shows that (1)
for the testing trajectories from Driver 1, PR-Dr1 outperforms
PR-Dr2; and for the testing trajectories from Driver 2, PR-
Dr2 outperforms PR-Dr1; (2) for both testing cases, PR-All
performs the best.
Next, we report statistics on a case-by-case comparision,
where Table IX shows the percentages of the cases where a
driver specific PathRank outperforms PR-All. Specifically, PR-
Dr1 outperforms PR-All in ca. 21% of the testing cases from
Driver 1, and PR-Dr2 outperforms PR-All in ca. 17% of the
testing cases from Driver 2.
The results from the above two tables suggest that user-
specific PathRank models have a potential to achieve person-
alized ranking, which may outperform the PathRank model
TABLE VIII: Comparison with Driver Specific PathRank
Testing
Data Model MAE MARE τ ρ
Driver1
PR-Dr1 0.1154 0.1878 0.7868 0.8162
PR-Dr2 0.1464 0.2289 0.7753 0.7983
PR-All 0.0614 0.1000 0.8269 0.8560
Driver2
PR-Dr1 0.2431 0.3957 0.6628 0.6547
PR-Dr2 0.1066 0.1666 0.7825 0.8037
PR-All 0.0633 0.0989 0.8430 0.8610
TABLE IX: Percentage when PR-Dr Outperforms PR-All
PR-Dr1 PR-Dr2
τ ρ τ ρ
21.57% 20.10% 17.24% 17.24%
trained on all trajectories, i.e., PR-All. However, the number of
an individual driver’s training trajectories is often very limited,
making it difficult to cover a large feature space. Thus, it is
often difficult to outperform PR-All on average.
E. Online Efficiency
Since ranking candidate paths is conducted online, we report
the runtime. Table X reports the runtime for estimating a
path when using different PathRank models. It shows that the
non-multi-task learning models, i.e., PR-B, PR-A1, and PR-
A2, have similar run time. Multi-task learning models take
longer time and the more auxiliary tasks are included in a
model, the longer time the model takes. PR-A2-M3 takes the
longest time, on average 45.1 ms. Suppose that an advanced
routing algorithm or a commercial navigation system returns
10 candidate paths, PR-A2-M3 is able to return a ranking in
451 ms, which is within a reasonable response time.
TABLE X: Average Testing Runtime Per Path (ms)
PR-B PR-A1 PR-A2 PR-A2-M1 PR-A2-M2 PR-A2-M3
11.4 11.3 11.5 22.8 34.4 45.1
F. Scalability
We conduct this experiment to investigate the performance
when varying the sizes of training data. Specifically, we
use 25%, 50%, 75%, 100% of the total training data to
train PathRank, respectively. Based on the results shown in
Table XI, more training data gives better performance.
TABLE XI: Effectiveness of the Size of Training Data
Percentage MAE MARE τ ρ
25% 0.1260 0.2023 0.7100 0.7535
50% 0.1001 0.1607 0.7286 0.7686
75% 0.0830 0.1333 0.7395 0.7795
100% 0.0725 0.1164 0.7528 0.7905
VII. CONCLUSION AND FUTURE WORK
We propose PathRank, a learning to rank technique for
ranking paths in spatial networks. We propose an effective
way to generate a compact set of competitive paths to enable
effective and efficient learning. Then, we propose a multi-
task learning framework to enable graph embedding that takes
into account spatial properties. A recurrent neural network,
together with the learned graph embedding, is employed to
estimate the ranking scores which eventually enable ranking
paths. Empirical studies conducted on a large real world tra-
jectory set demonstrate that PathRank is effective and efficient
for practical usage. As future work, it is of interest to exploit
an attention mechanism on path lengths to further improve the
ranking quality of PathRank.
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