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Abst rac t - -Th ls  paper extends 1-D results of [1-3] on Inverse Spectral Problems for perturbations 
B(x) ,., Ixl-aV(x) of the 1-D harmonic oscillator A -~ 1( -02 -b x2), to multidimensional oscillators 
on n. We prove the direct spectral result for operators L -- A "l- B, which yields asymptotics of 
eigenvalues of L in terms of potential B. The proof requires new averaging methods developed in 
the paper, and further elaboration of the author's ymbolic calculus [1-3]. After the direct result is 
established we turn to the inverse problem and outline some partial results, as well as open questions 
and the future lines of development. 
1. INTRODUCTION 
In papers [1-3] we studied the Inverse Spectral Problem for perturbations B(x) of the harmonic 
oscillator A = ½(-O ~ + x 2 - 1) on R. Harmonic oscillators erve as approximate models of 
any quantum-mechanical system at a nondegenerate minimum (near the ground state). When 
such a system is placed in an external potential field B(x), one deals with a perturbation of the 
oscillator, L - A + B. It is of interest o study in detail the eigenvalue spectrum (spec) of such 
anharmonic oscillators L, to determine the effect of perturbation B on spec L, and to solve the 
Inverse Problem: recover potential B from spec L. 
The class of perturbations studied in [1-3] was described in terms of their asymptotic behavior 
at c~. Namely, 
B(x) ~ I~1 -~ Y(x), 
with an algebraic modulating factor [z[ -a , and oscillating trigonometric (almost periodic) V, 
V(z) = am cos (wmz) + bm sin 
fn 
(1.1) 
The perturbed eigenvahes {Ak = k + Pk} consist of the principal part: {k} (the eigenvalue of 
A), plus spectral shifts {Pk}. In this context, the Direct Problem asks to determine asymptotics 
of spectral shifts {Pk} from B(z), while the Inverse Problem is to recover the asymptotic input 
data {a; V(z)}, from asymptotics of {Pk}. 
We have shown [1-3], that 
+ + +,  (1.2) 
with exponentials {7i } depending on a, and functions {fi }, which represent certain transforms 
of V (better to say, of its odd and even parts Vod; Vev)- The first of them Vev ---* f0, formally 
resemble the "Radon transform" of the n-sphere theory ([4-11]), namely 
fo(r) -~ ~(Vev) -- Const 10[ -~ I -  ~-~ [Vev] - Const ~ ~r . W,V/'~'m COs (1.3) 
Similar, but more complicated "quadratic transforms" arise for f l ,  f2. 
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The Direct spectral result (1.2) provided a crucial ink to the Inverse Problem. Indeed, it yields 
the transformed trigonometric part V (= Vev + Vod) at a sequence of points {vg2k}~°=0 on R. 
Since the latter are well known to be uniformly distributed modulo any period T (or a set of 
quasiperiods {Ti, . . . ,  T,~ ... }) of V, we are able to (uniquely!) reconstruct the functions {fj(r)} 
(their Fourier coefficients) and, consequently, the potential V itself ("Radon inversion") .
The present work alms at extending the results of [1-3] to multidimensional harmonic oscillators 
in R n. There are several reasons that make multidimensional (multi-D) problems much harder 
than 1-D case. One of them has to do with the averaging procedure and non periodicity of 
multi-D problems (this will be resolved in Section 1). Another, more serious difficulty has to 
do with the very nature of reconstructing a multi-D function V from a sequence of numbers 
(eigenvalues/spectral shifts). At present we can do it only partly and in special situations, 
examined in Section 4. 
We consider the n-dimensional harmonic oscillators: A = --{A + q(z), with the quadratic 
"" 2"z2 1), and a class of "asymptotic" perturbations data, ½z, j  
B(z) ~ ([zll -~' ..- [zo[ -~") x "trig. V(z)." (1.4) 
The trigonometric part will be given either by a series, or an integral (continuous superposition) 
of Fourier modes, 
V(x) = y~. a(~) ei~z; or f a(~) ei~'Z d~. (1.5) 
where a(~) denotes the Fourier coefficients/transform of V. 
The eigenvalues of the oscillator A are labeled by n-tuples of integers {k = (kl , . . . ,  kn)}, 
Ak(A)=k.w= y]k jw j ,  k•Z  n, 
J 
the eigenfunctions being linear combinations of products of Hermite functions. In what follows, 
we shall emphasize two extreme cases: aperiodic (rationally independent frequencies {wj }), hence, 
simple (multiplicity free) spectrum of A, and the periodic case (all {wj } are integral multiples of 
a single frequency), so spec A becomes degenerate. In particular, for equal frequencies {wj = 1}, 
all Ak take on integral values, Ak = m, with increasing multiplicities, d(A~) = (m+~-~). The 
degenerate cases resemble in many respects the n-sphere SchrSdinger theory [4-11]. 
Perturbation B shifts the k-th eigenvalue of A : Ak --+ Ak + Pk, and our first task is to find 
asymptotics of spectral shifts {Pk } in terms of the input data {aj; V} (Direct Problem). 
To state the main result we shall introduce a multi-D analogue of the "Radon transform" (1.3) 
of [1], 
v , , , )  = 1-i cos ; or fa (~)~. . .d~,  (1.6) 
j= l  
sum or integral, depending on whether V is given by the discrete or continuous Fourier expansion 
(1.5). 
As in [1-3] we could write transform ~ in terms of "fractional partial derivatives" of V. 
THEOREM 1. Spectral shifts {Pk}k=(k~ ..... k,) of the n-dimensional nharmonic oscillator H = 
A + B(x) admit an asymptotic expansion 
1 wl wl ~ + as k --+ c¢, (1.7) 
~ , . . . ,  . . . ,  
whose leading term is given by the "Radon transform" ~/ (1.6) of the trigonometric part V. 
REMARK 1. Theorem 1 would lead directly to the Inverse Problem, if the eigenvalues {A} of L 
(resp., spectral shifts {p}) were labeled by the lattice points {k • Z n : k --+ Pk}. In other words, 
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if we were provided with an auxiliary (complete) set of 'quantum numbers' (k = kl . . . .  ,kn), 
associated to eigenstates Cx of L. Then, the 1-D procedure of [1-3, 9-12], properly adjusted in 
the multivariable setting, would yield both the algebraic exponents {aj } and the trigonometric 
term V(v/~'I'I,..., y r~n)  from asymptotics (1.7) of {/Jm} at all sufficiently large (kl , . . .  ,kn). 
Using the equidistribution properties of V~ (modulo any period T or a sequence of quasiperiods 
TI, . . . ,  T/), we could then recover the trigonometric function V(rl, • •., rn) (its Fourier coefficients 
{~(~)}), as in [1-3]. Once V is found, the "Radon transform" (1.6) could be easily inverted to 
recover V itself. Thus one would get a unique and explicit solution of the asymptotic Inverse 
Spectral Problem for perturbations (1.4). 
However, the major difficulties arise, when the Inverse Problem ("eigenvalues of L" =~ "po- 
tential B ' )  is posed without any auxiliary identification of eigenvalue/energy levels (like in a 
typical physical 'spectroscopic setup'). To begin with, such problem with, say aperiodic A, may 
not have well defined spectral shifts {p = A-?}. Of course, in special cases (like periodic: 
wl = ... = wn), we do have well-defined spectral shifts, as spec L clusters around unperturbed 
eigenvalues {,~ = m}. In this context we shall get some partial inverse results in Section 4. 
REMARK 2. The reconstruction f V from its values at a square-root lattice {V~ : k E Z~.} is 
applicable only to "discrete Fourier expansions" (1.1), (1.5), i.e., quasi (almost) periodic functions 
V. In case of a "continuous Fourier decomposition," V may not be recovered, without some special 
assumptions on its "Fourier coefficients" {~(~)}. An easy 1-D counter example is provided by 
the imaginary Gaussian: 
that vanishes at exactly {~/Tr(k + 1/2) : k E Z}. Amending V with any such (nonlinear) mode 
V0 -~ coswz 2, renders the inversion procedure: spec HB = {Pt) --' V ---' V, highly nonunique. 
So, one can introduce "asymptotic sospectral classes" of {B's}, resp., {V 's}, which to first 
order could differ by a nonlinear (quadratic) Ganssian mode 170 = A eoswz 2. 
The appearance of "complex Gaussian modes" indicates ome resemblance of the Asymptotic 
Inverse Problem for oscillators [1-3] to the Exact Isospectral Problem of [13], where it was shown 
that the entire isospectral class of A = -0  2 + z 2 on R, consists of perturbations V with "real 
Gaussian tails" at oo, V(z) ,., e-~(ao + ... ). It would be interesting to study asymptotic 
isospectral classes of {V} along the lines of [13] (see also [14-17]), and to explore the role of 
'nonlinear' (Gauasian) Fourier modes in this context. 
2. THE AVERAGING METHOD 
We have to modify the basic Weinstein's averaging procedure, used in periodic cases, like n- 
sphere theory [6], and 1-D oscillators [1-3], to accommodate aperiodic multiparameter problems. 
Since the unitary group {e ira } is no more periodic, as in l-D, we shall use the so called ergodic 
averages of conjugates B(t) = eitA B e -irA, 
eitA B e -ira dr. (2.1) 
B --*-BT = T jo  
The period T is not fixed now, instead we allow T --* oo, and consider the limiting operator 
B = lim BT in the weak operator topology. 
T--* oo 
Operator A, in our case, consists of the sum of 1-D oscillators: Aj -0~ ~ 2 = + wj zj (in the j-th 
variable). We shall see that averaging (2.1) with a 'generic sum' of commuting operators {A i }, 
whose spectra re rationally independent, yields an operator B, which commutes with all {Aj }. 
This fact is far from obvious, since passing to the limit in (2.1) guarantees only that B commutes 
with A (the sum of all Aj)! 
Notice that each operator Aj is 7)-periodic (Tj = 27r/wj), in the sense that the unitary group 
{e"Ai } is Tj-periodic. So the family {Aj } generates a torus 
{exp(tlA1 +. . .+t .A . )  : 0 <_ tj < ~} ~- T". 
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If the limiting operator B commutes, as we claim, with all {Aj} : [Aj; B] = 0, it follows that 
- -  1 f . . . f  e i t . .~Be_. .~d.t ;  B - J J T .  t = ( t l , .  .. , t , ) ,  (2.2) T1 
is obtained by averaging Bit ) over the n-toms spanned by {A j}. Here t . .4  denotes the product 1
tlA1 + ... thAn. 
Thus, our approach will involve two steps: 
(i) Take an appropriate average, either limBT (2.1) or (2.2), and show that B commutes with 
(ii) Show that operators A + B and A + B are almost unitarily equivalent, 
A + -B = U- I (A  + B) U + R ("small remainder"). 
This would allow to approximate eigenvalues of L = A + B by those of the 'average operator' 
A + B. Then we shall exploit the symbolic (pseudodifferential) calculus of Section 2 to compute 
the latter. 
Both statements will be proven in Propositions 1, 2 below. Let us mention the difference 
between two extreme cases: aperiodic (rationally independent {wj }) and periodic (wl "- ... - Wn). 
In the first case, B is defined via limit of ergodic averages (2.1), and needs to be shown to commute 
with all {Aj}, hence, to coincide with the average (2.2) (Proposition 1), while for periodic A we 
just define B by (2.2). 
As for the second statement (approximate unitary equivalence), it involves a construction of 
an intertwining operator Q (so that U = cO). The latter is also defined via limiting ergodic 
averaging: Q = lim QT, QT = 1/T f [ . . .d t ,  in the aperiodic case (Proposition 2). In the 
periodic case, the proof of equivalence requires a slight modification of the 'aperiodic' argument 
(ibid.). 
PROPOSITION 1. The limiting average operator B = lim BT commutes with all 1-D oscillators 
T .--* oo  
{Aj }, hence, -0 coincides with the g,o .p-average (2.2). 
The proof exploits specific features in the structure of operator A. Namely, the Hilbert space 
74 = L2(R n) is decomposed into the tensor product of one-variable L2-spaces, 74 = 741 ®"" ®74n, 
74j ~- L2(R;dxj),  with operator Aj acting on the j-th component of 74. Spectrum of each 
Aj consists of integral multiples of wj, spec Aj -" {bwj}, so the spectrum of the sum A = 
A1 ® I + ... + I ® An is made of combinations {~ = hi wl + . . .  + kn wn}, while the eigenvectors 
are the products ~k~ ®""  ® Ck,, of eigenvectors of {Aj}. 
We claim that ergodic averaging (2.1) of any operator B with such A yields B, that commutes 
with all {Aj}. In other words, B represents a Tn-invariant with respect o the adjoint action, 
adu, : B ---* Ui-IB U~, of the group T n (t E T n) on operators. 
The statement would be made clear by first looking at the action of Ut = exp irA (t 6 R) on 
vectors ¢ E 74. Indeed, if U~ ¢ converges weakly to ¢0, as t ~ c¢, then ¢0 is obviously a null 
vector of A, A ¢0 = 0. But null-vectors of A coincide with joint null-eigenvectors of the family 
{Aj }, due to rational independence of {wj }. 
Turning to operators {B} we get yet another action (adjoint representation) of Ut. It corre- 
sponds to the adjoint action of A on operators: ada : B --. [B; A]. The eigenvalues of aria 
are easily found from spec A = {Am). Indeed, the space of operators {B} can be identi- 
fied with the tensor product 7/® 74. Then, the spectrum of ada consist of all differences 
{~p -,~q } of eigenvalues of A, and the corresponding eigenvectors are rank-one operators: Epq = 
(. - - ;¢g) Cp(¢p; Cq-eigenvectors of A!), identified with tensors Cp ® Cq. 
1 Let us remark that the operation B --* B given by (2.2) defines aprojection from the algebra of all operators onto 
a suhalgebra ofoperators commuting with the unitary group ~Ut -- expit • A; t E Tn). In fact, for any compact 
group of operators {ug : g E G}, the map B --. -B = fG Ug'I B Ug dg, projects onto the commutator f {Ug}. 
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Once again any A-invariant operator, i.e., the 'null-vector' of adA, must be the joint 'null-vector' 
of all {.4j }, due to rational independence of {w i }. Indeed, 
n 
Z - A' = (mj - m~)wj = 0 ¢:=V all m i - mj = O, 
j= l  
j = l , . . . ,n ,  
in other words, B represents an invariant of all {adAi}, adAi(B) = 0! 
The purely algebraic argument above could be easily transplanted to the functional-analytic 
(Hilbert-space) setup, by first applying it to Hilbert-Schmidt operators {B}, and then weakly 
approximating arbitrary operators by the latter. We skip further details. 
Our next step follows [1-3] with some modifications due to the multiple dimensionality of the 
problem and the ergodic averaging (2.1). 
PROPOSITION 2. Operators L = A + B and -L = A +-B are a/most unitary equivalent, i.e., there 
exist a skew symmetric ¢do Q and unitary U = eq, so that 
(i) T = UL U -1 "Jr R (small remainder). 
(ii) The remainder R is estimated by products of negative powers of coordinate oscillators, in 
the sense of comparison of self-adjoint operators ~,
IRI = (R'R)½ < Const HA7 (2.3) 
J 
Here, the exponents 7j -< ¼ + %, where aj = algebraic decay rate of the perturbation B(x) in 
the j-th direction (1.5) 
We define the intertwining operator Q as a weak limit of the family QT, as T --* c¢ (cf. [12]), 
where 
l f :  QT = ~ (T - t) B(0 dr, 
and B(t) denotes the conjugate of B, e-itAB e irA. Following [1,2,6], one can show the commuta- 
tion relation 
[.4; QTI = BT  - B .  
Then, the standard algebraic argument of [6] implies the intertwining relation for the exponen- 
tial of Q, 
AeQ-eqA="BTeQ-eQB+RT,  Q=QT,  
with the remainder R of "lower order," than B and BT. 
The latter is, in turn, expanded into the series 
1 m--1 
R¢ = +.... 
m=3 j=O 
(2.4) 
In the next section, we shall apply symbolic calculus of [1] to estimate the remainders R = 
RT (2.3), and to complete the proof of Proposition 2. 
The above argument was based on the aperiodic (ergodic) construction of B and Q, as limits 
of 1-D integrals. The periodic case can be reduced to the aperiodic, by a limiting procedure. 
Namely, we replace the sum of (isospectral!) coordinate oscillators {Aj } by a combination A(e) = 
tlAl + ... + enA,,, and let ej ~ 1, but remain rationally independent. For any fixed n-tuple 
e = {e, . . . ,  e,, }, operators A(e)+B and A(~)+B(e) are almost unitarily equivalent, by Proposition 
2. Passing to the limit q --. 1, we get the equivalence of A + B and A + B. 
2Let us remark that all coordinate c~cillators are positive selfadjoint operators, as well aa their inverses and 
fractional powers. 
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3. SYMBOLIC CALCULUS: ESTIMATES AND ASYMPTOTICS 
Our next goal is to analyze pseudodifferential operators B and R, find their symbols and estab- 
lish estimates (2.3). To this end, we shall exploit a form of symbolic (¢do) calculus introduced 
in [1] for 1-D oscillator problems. 
The calculus of [1] utilizes polar coordinates (r; 0) in the (z;~)-phase-plane: z = (r/w)cos0, 
= r sin 0. 
In the multi-D case we take polar coordinates (rj;0j) in each coordinate phase-plane 
(, )} R 2 = Zj  ; ~j ) -" r j  COS Oj ; Sin Oj , 
1 2 so that the symbol of the j th  oscillator ~rAj = ~ r]. 
The class of symbols in our calculus consisted of functions ~r(r; 0), which admit an asymptotic 
expansion at oo, 
oo  
~ ~ aj r m-j exp(ibjr), (3.1) 
j=0  
with coefficients {aj } and frequencies {bj } depending on 0. Number m (integer or real) determines 
the order of symbol a, and the corresponding Cdo B = #(z;iO), associated to ¢r(z;~) by the 
standard Weyl convention, 
~, --+ B = B(z; y) = ~ a ;~ e i(x-y)'~ d,~, (3.2) 
The operator B is given by the integral (possibly distributional) kernel B(z, y). 
The oscillator A = ½(-0 2 + z 2) serves as an elliptic model in our calculus, in the sense that 
all Cdo's can be compared to fractional powers of A. Precisely, a Cdo B (3.2) of order m in our 
calculus is estimated by the (m/2)-fractional power of A, 
[B[ 1/2 <_ Const A m/2. 
Many other results of standard Cdo calculus were also shown to be true, like the product and 
commutator formulae, conjugation with a unitary group, etc. (see [1]). 
The 1-D calculus of [1] can be easily extended to several variables. Now, the symbols are 
functions a(rlO1,...,rnOn), which admit the asymptotic expansions (3.1) in each pair {rjOj}. 
The role of order m will be played by the multi-order m = (ml, . . . ,  m,). As above, any Cdo B 
of multi-order m is estimated by the standard elliptic model, the product of fractional powers of 
coordinate oscillators: A m = A1 ml ... An m" . Precisely (cf. [1]), the modulus of operator B, is 
IBI = (B*B) <_ Const  Am. (3.3) 
Obviously, the potentials B(z), (1.4)-(1.5) belong to the above symbol class. One can also 
show that the conjugates of B, {B(t) = e-itaBeita}, as well as the averages (2.1), (2.2) and 
remainders (2.4) belong to our class. Indeed, by a version of Egorov's Theorem, established in [1], 
conjugating a ¢do B with any one-parameter g oup, {exp(itAj)} results in a composition of ~'S 
with the hamiltonian flow of as. The latter defines a polar rotation in the jth plane 
 B(rj;Oj) - .  + r), 0 < r < 27r. 
It follows now that the symbol of the average operator B of (2.2), is 
;r,)= .V , (3.4) 
We shall use the Fourier-mode xpansion of V to evaluate the integral (3.4). Henceforth, we 
shall write V in the form of a Fourier integral f~ . . . ,  rather than series ~,  although our 
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arguments apply to either case. To simplify matters, we shall also assume all algebraic factors 
{z~ "a~ ) of B(z) to be trivial, i.e., all aj = 0. 
So 
B(x) ~ y(x) = ~1 ~.  a(~) e -~~ d~, 
whence follows 
1 
3 
(3.5) 
The inner integral in (3.5) consists of the product of Bessel functions 
YI Jo . 
j=l 
Applying the well known large-z asymptotics of Bessel-functions 
(") Jo(z) ~ cos z -  ~ , 
we can rewrite integral (3.5) as 
1 1~...o~. fa(~) J 
~-~ ~V~ :r-: J 
The average operator B obviously commutes with all coordinate oscillators. Exploiting, once 
again, non-degeneracy of spec A (rational independence of {spec Aj }), one can show that B is a 
"function s of {Aj},"  "-B = f (At , . . . ,  An),  or more conveniently, 
and we need to find f. 
Remembering that each Aj has symbol = r~/2, and using our calculus (in the modified multi-D 
version), one can show that function f ( r l , . . . ,  rn) at large r l , . . . ,  r,, is asymptotically equal to 
~(r l ,  . . . .  r.). 
Each of the coordinate Cdo's {Aj} is quantized to a discrete set of eigenvalues {rj = wire j : 
mj = 1,2,... }. Hence, the eigenvalues ofB, {Pro : m = (ml , . . . ,  ran)} are asymptotically equal 
to 
~ 1/4 
~1 ...o~, ~ ( 2mve~-~[," . , ~ )  
1 '~1 "" mn/  ~.. ~ ~ (~v~-~, . . . ,  2~-~-~,~) ~ (4~),/-----~ ~ • ' 
where V denotes the "Radon transform" of V, (1.6). 
It remains to estimate the difference between spectral shifts {Pro} of operator L, and eigen- 
values {~m} of B. Since operators L = A + B and A + B:r are almost unitarily equivalent, by 
Proposition 2, the difference IPm -Pm I is bounded by the m-th singular number (latent root) 4 of 
the remainder R, (2.4), 
lU~ -~1-< (IRI). 
SIndeed, the operators {.4: , . . . ,  An) with rationally independent frequencies form a maximal commuting Jamil~, 
in the sense that the commutator of {A1, . . . ,  An) coincides with the algebra generated by {A's}. 
4 (i.e., the m-th eigenvalue of modulus IRI = (R'R) 1/2) 
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But Cdo R belongs in our class. Calculating its multi-order via (2.4), we find it to be equal to 
a tuple {71;... ;Tn : 7j > ¼ + aj}. Combining the order estimate of R = RT with the operator 
estimate (3.3), we prove Proposition 2. 
From Proposition 2 and the explicit eigenvalues {k -~ = k~ -'~ ..-k~ "'r" : k E Z n} of a compact, 
positive (selfadjoint) operator A -v, we get the requisite stimates of the error between the exact 
spectral shifts of L and the eigenvalues of B, 
[/~m -~m[_  <Const  m -~. 
This shows that eigenvalues {~m) orb  approximate the spectral shifts {/~m} of L to the leading 
order. 
The proof of Theorem 1 is completed by using the approximation and writing 
/~m ~m ~ Const (ml ""mn) -1/4 (2mv/~lwl; •" ; 2m~/~-~,w~), m 
REMARK 3. The above argument was given for potentials B(x) with trivial algebraic factors (1.4), 
all aj = 0l In a more general situation, aj > 0, the derivation could be repeated with slight 
modifications. Namely, in the expression (3.5) of aW, we get 
1 / a(~) 
dZ 
× fT exp(- - izr ' "c°sO')  dO 
. . I cosOil°, ..- I cosO,,l°- • .7 
The inner integral is no more a simple Bessel function, but we can use the standard stationary 
phase expansion combined with the analysis of singularities at Oj = +~r/2 to show, 
with the "Radon transform" V given by (6). 
Of course, for a discrete Fourier expansion (trigonometric series) V, integral in (1.6) is replaced 
by the sum, so 
- Z: a( )II 
( j~-I 
It follows from (3.6) that spectrai shifts {#k} of L are asymptotic to 
/~t ~ Const kl "('~'L+¼) ...k~ "('e~P'+¼) ~" (2kVt~lW~;... ~) ,  
as claimed in Theorem 1. 
As we already mentioned, Theorem 1 yields a unique and explicit solution of the asymptotic 
Inverse spectral problem for the class of potentials (1.4)-(1.5), provided the spectral shifts are well 
defined (periodic A), and possess an additional identification with lattice points k E Z n. Both 
conditions trivially hold for 1-D oscillators, but in the multi-D case they have little justification. 
So in the next section we shall turn to the honest Inverse problem, indicate some difficulties that 
arise here, and outline a few partial results and possible approaches. 
4. INVERSE PROBLEMS 
Among many inverse questions one could ask about n-dimensional oscillators, we shall briefly 
discuss two. In the aperiodic case, we shall set a limited task of recovering the basic frequencies 
{wl,... ,wn} of A from spec L; in the periodic case, we shall investigate asymptotics of cluster- 
distribution measures and outline the analogue of Weinstein's band-invariant ~o (cf. [6]) for 
anharmonic oscillators. 
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L Aperiodic Oscillators 
Let us clarify the nature of the Inverse problem: spee L ~ {wj}. Although the precise knowl- 
edge of spec A = {)~k = klwl + "'" + knwn) would clearly give all {~aj}, in a real situation we 
can never measure {Ak) with absolute accuracy. Another distorting factor is the perturbation B, 
which shifts eigenvalues: ~k ---' A~+/ak. The effect of shifts diminishes at {oo}, since p~ = O(k-'V), 
by Theorem 1. So our task becomes the determination of {wj } from the 'asymptotically arge 
part' of spec L. 
A possible way to proceed is via the so-called wave-trace method, i.e., the study of singularities 
of the trace of a "wave-group "6 of L, U~ = e itL. According to the general principle, verified in 
a number of cases (e.g., Laplaeians and more general elliptic operators on manifolds [12,18-21]): 
distribution X(t) = trUt on R has singularities located at precisely the length spectrum (length of 
all closed trajectories} of the underlying classical hamiltonian system. 
For Laplaeians on manifolds/domains, the corresponding classical system is the geodesic/bill- 
lard-ball flow. In our case (oscillators A, and their perturbations L), the hamiltonian flow consists 
of aperiodic motions along invariant ori in R 2n. The wave-trace principle does not apply directly, 
as no closed path are traversed by the "flow of A." Yet, spectrum of A (resp., L) does yield the 
basic periods {~ = 27r/wj } of invariant ori. Here, we shall not give a precise statement or a 
complete argument, but merely indicate how to get {7~ } from spec L. 
We write 
E 1~(  1 ) (3.1) x(t) = tr e itL ~ tr e ira = e itm'~° = 
m j - -1  1 - eit°~J " 
The product I'[ in the right hand side of (4.1) has the so called 'big singularity' at t = 0, 
x(t) = c t - " ;  c = = T , . . .T , ,  
~)1 " " "~ Jn  
and a sequence of simple poles at {t = 27rk/wj : k = 1,2 . . . .  ;1 < j < n}. 
Thus, the poles of x(t) form a union of n arithmetic sequences with rationally independent 
differences {2~r/wj }. By a simple arithmetic argument (see [8]), one can 'disentangle' such se- 
quences and to recover the differences. In fact, one does not need the entire (infinite) sequences, 
but only the sufficiently long finite pieces. A similar reconstruction is possible for "almost arith- 
metic sequences" (see [8]), which would arise for perturbations L = A + B (the eigenvalues and 
poles of X get shifted now!). 
We shall emphasize the main point of passing from 'spec L '  to 'singularities of X'  (lest it be 
lost to the reader): in the former case we deal with the entire lattice mapped into the real line 
{A = w • k : k E Z"} C R, while in the latter, only with finitely many truncated arithmetic 
sequences {~k = 27rk/wj : 1 < k < N}, which are much easier to 'disentangle'! 
11. Periodic Oscillators 
As we said earlier the periodic anharmonic multi-D problem closely resembles the n-sphere 
SchrSdinger problem, in the sense that the spectrum of L breaks into asymptotically disjoint 
clusters, centered around integers (unperturbed eigenvalues). 
The first question to study here is the asymptotic distribution of clusters. In the n-sphere case, 
Weinstein [6] introduced a sequence of cluster-distribution measures, 
1 
dk -- 'size of  the k-th cluster', 
bWe use the terms "wave-group" and "wave-trace" loosely, to indicate connection to the classical wave-trace for 
Laplaclans on Riemannian numifolds, x(t) = tr (expit~/'~). Here, the unitary groups Ut = exp(:hitv/~) indeed 
represent he fundamental solution of the wave quation ut t  - Au  = O. In our case we don't take the square-root f
L, but rather, the unitary group generated by L itself, which should be properly named the "S~nger  group," 
lit = expitL. 
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and proved that the sequence {dvk} converges to an absolutely continuous measure j3(A)d~ on 
R, 
(y; dub) . - -4 
Furthermore, he found the density ~ to be equal to the distribution-function f the Radon trans- 
form V of potential V on Sn, and called ~ the (O-th) band-mvariant of L = A+ V. The invariant 
and its higher counterparts provided some useful spectral information about L, although they 
fell short of determining V completely (see [4,5,7-11]). 
In [1-3] we introduced the analogue of Weinstein's band-invariant for 1-D oscillators, by aver- 
aging 'properly scaled' first k spectral shifts. We have shown that the corresponding sequence of 
measures: dub = 1/k ~'~ 6(A - mTpm), converges once again to the 'Radon transform' (1.3) of 
the tr!gonometric part V of B. 
The periodic multi-D case seems to give a more natural notion of cluster-distribution measures 
{dvk } (well localized clusters of increasing size!). What we need, however, to get a meaningful 
limiting distribution, are properly scaled weight-factors (m 7 = ml ~ -.. m,~ 7~ }. The definition of 
(dub} should be 
1 1 
Irnl--~ 
Unfortunately, we lack once again the identification of shifts {p} to lattice points {m}, hence, 
the proper weights {roT}. The problem of identification is, however, only one obstacle on our 
way. 
To indicate other difficulties, let us eliminate for a moment the identification ambiguity by 
formally assuming s all exponentials 7j = 0, i.e., B(~) ,,~ Izl ~/4 V(~. - -x , ) .  Now, the 'weight 
factors' drop down, and we get the right set of measures, 
! 
Irnl=k 
We ask for limdu~, as k ~ oo, and expect it to be a continuous density on H, expressed in 
terms of the 'Radon transform' (1.6) of V. 
For the sake of presentation, let us take a simple case of a double-periodic function V(x, y) 
(resp., V) in 2 variables, with equal periods: T1 = T2 = 1. Then, by the direct spectral result 
(Theorem 1), we get the k-th cluster {Pb ~ P'(Vf~-m'T; ~/~-m--2) : ml +m2 = k}. Thus, we are given 
the values of a double-periodic function V at the square-root lattice points (Vf-mm; kVfff-L-'~- m)} on 
the circle of radius R = v~, and we ask for their asymptotic distribution as/e --* oo. 
To get an answer, let us first consider the distribution of lattice points {(V/-~; ~ ) }  them- 
selves in R 2 modulo the period lattice ][2, i.e., points ({v/-r~}; {kV~"-L---m-m}), ( {...  } denotes the 
fractional part of the number) in the unit square [0; 1] × [0; 1]. 
It is well known [22], that the sequence {VFk : k = 0, 1,. . .  } is equidistr~bu~ed modulo 17 (or any 
other period T), i.e., the sequence of point-measures: {dpb = 1/k ~"~=1 6(x -{v~m })} converges 
to the uniform (Lebesgue) measure on [0;1]. We shall establish a 2-D version of this result, for 
sequences of the "square-root lattice points" Ak = {(x/'~; kV~'~'~-- m)  : 0 < m < k}. As k --* oo, the 
sequences {A~ } become asymptotically uniformly distributed in the unit square Q - [0; 1] × [0; 1], 
k 
1 
dpb : ~ ~ ~(x -  {~})  6 (y -  {~/T-  m}) 
m=l  
, dz dy (the Lebesgue measure on Q). (4.2) 
6Technlc.zlly our results (Theorem I) apply only to the case of decaying potentials B, i.e., non-positive xponentials 
{-~j}, which means -"0 ~- -1/4 (cf. [I]). 
7The result, known as Fejer's Theorem, holds for any sequence {f(k) : mod I) ,  provided the function f satisfies: 
f(x) -- co, f'(x) ~ 0 and xf'(x) -'-* ~, monotonically, as x ~ c¢ ( [22], Chapter 1). 
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The proof requires a slight modification of the method of [22, Chapter 1]. Namely, an asymp- 
totic equidistribution f a two-component sequence {(z~j; ytj) :rood (1; 1)} is equivalent by the 
Weyl's criterion to an equidistribution (rood 1) of all combined sequences of reals, 
akj = p xkj -t- q Ykj; for any pair of integers p, q. 
The latter can in turn be established by analysing a sequence of functions {fk(x) -- pv ~ + 
q kx/~"Z~- z }, and adapting the argument of Fejer's Theorem [22]. 
Once the limit of dpk (4.2) is found we can easily pass to the limit of the V-dependent cluster- 
distribution measures {dvk }, 
k 
1 
(f; dvk) -- -~ ~ f o V(V/-m; ~/k-- m ) 
m----1 
]01]0 x , fo~ 'dxdy ,  ask---~oo. 
Thus, we get an analog of Weinstein's band-invariant ~ for double periodic potentials V(x, y). 
THEOREM 2. A sequence of  cluster-distribution measures {d~'l:} converges to a continuous mea- 
sure fl(A) dA on R, whose density /~( A ) is equal to the distribution function of the Radon transform 
V(x,y) (1.6) on the period 2-torus T 2. 
Theorem 2 can be extended to quasiperiodic potentials V(x, y), along the lines of [22, Chap- 
ter 3], using the equidistribution of sequences {A~} modulo any set of 'double quasiperiods' 
{(TIT2);..-;(T2m-1;T2m)}. Then, V should be considered as a function on the 2m-torus: 
T 2m - [0; T1] x [0; T2] × -.. × [0; T2m-1] × [0; T2m], a compactification f the densely embedded 
R 2. The result would then read: f~(A) = distribution function of V on T 2m-torus of quasiperiods. 
The computation of the band-invariant ~0 represents only the first step in resolving the inverse 
question, since "distribution of V" does not recover V itself. But once the first step is successfully 
accomplished, we could approach the Inverse problem along the lines developed in the n-sphere 
theory [9-11], starting with special classes of potentials. 
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