INTRODUCTION
The identification of systems whose dynamics are varying with time have been the subject of lots of recent studies, both in continuous-time and discrete-time frameworks. Examples include the dynamics of a bridge which varies as a train is driving on top of it (Spiridonakos and Fassois, 2009) , the impedance of a metal subjected to corrosion as being dependent on the progress of the underlying chemical reaction (Van Gheem et al., 2004; Breugelmans et al., 2010) , the dynamics of the wings of a plane being dependent on the flight speed and the flight height (Fujimori and Ljung, 2006) . Lots of methods have been proposed in the literature for describing and identifying time-varying systems. Recursive identification methods model the system as locally stationary, such that the time variation is modelled nonparametrically (Ljung and Söderström, 1983; Niedzwiecki, 2000) . Parametric methods model the time variation as being functionally dependent on the time (Spiridonakos and Fassois, 2009) . LPV (Linear Parametrically Varying) methods model the time variation as being dependent on an external measurable parameter, known as the scheduling parameter (Tóth et al., 2009; Bamieh and Giarre, 2002) .
The present study is concerned with the parametric identification of SISO (Single-Input Single-Output) discretetime, time-varying systems. The dynamic behaviour of the system is modelled by a difference equation whose coefficients are written as polynomials in time. The presented method is obviously applicable to systems which are smoothly time-varying such that its parameters can be approximated well by polynomials. The novelty of the present study is that, whereas earlier methods solve the problem in a (generalised) output error framework, the proposed identification method is developed within an EIV (Errors-In-Variables) framework. This allows both the input and the output signals to be disturbed by noise.
Also, and contrary to most previous work on the identification of time-varying systems, the cost function to be minimised is formulated in the frequency domain. The advantages include the straightforward selection of the frequency band of interest, and the use of a non-parametric noise model as a weighting in the EIV cost function.
A frequency domain approach for identifying continuoustime, time-varying systems in an EIV framework has been presented in Lataire and Pintelon (2011) . The present paper follows a similar reasoning, but applied to discretetime systems, yielding different derivations but similar results. The regressor vectors of the estimator are obtained by using windowed versions (a rectangular window is used) of the input and output signals. The effects of the initial and end conditions being non-zero are captured exactly in a very convenient way, by adding polynomial regressors into the regression matrix.
The remainder of this paper is organised as follows. Section 2 describes the system model considered and formulates it in the frequency domain. Section 3 gives the noise assumptions and Section 4 formulates a consistent weighted nonlinear least squares cost function in an EIV framework. Section 5 illustrates the method on a simulation example and Section 6 draws the conclusions.
SYSTEM MODEL CONSIDERED

Time domain model
The considered systems are assumed to be described by ordinary difference equations with coefficients which can be written as polynomials in time:
where t ∈ Z is the discrete time. The signals u and y will be referred to as the input and the output signals respectively. This model is assumed to be valid inside a limited time window of N samples:
Frequency domain model
Define the rectangular window which has a width of N samples and height 1:
and multiply both sides of (1) by w(t). The Z-transform of a single windowed term of (1) gives
where subscript N denotes a windowed signal x N (t) = x(t)w(t), with X N (z) = Z{x(t)}, and x N (t) is replaced by u N (t) and y N (t). The first line is proven by combining the property of the spectral derivative as explained in Oppenheim et al. (1983, Section 10.5.8 ) and the study of the initial and end conditions in Pintelon and Schoukens (2001, Appendix 5.B) . Both I x,n and I (p)
x,n are polynomials in z −1 . When evaluated at the DFT (Discrete Fourier Transform) frequencies z k ≡ e j 2πk N , they have degree n−1. For the evaluation of (3) at the DFT frequencies z k , all Z-transforms (and their inverse) may be computed using the DFT and its inverse (the iDFT), and z −n X N (z) may be evaluated in z k . The error made is a polynomial in z
(This is proven by explicitly writing down both terms in (4).) Using (4), model equation (1) multiplied by w(t), can be reformulated at the DFT frequencies as
Formulation as a homogeneous matrix equality
The frequency domain model equation (5) being linear in the system parameters α n,p and β n,p and in the coefficients of the polynomial I(z k ), it can be reformulated as a homogeneous matrix equality,
where θ 0 is a column vector stacking all system parameters and the coefficients of I(z k ) on top of each other, and K can easily be retrieved from (5). If the signals u(t) and y(t) would be known exactly, the system could be identified by solving (7), provided that the system would be persistently excited. This means that the matrix K should be of full rank minus 1, given the dependence between the parameters: multiplying all parameters by a non-zero value yields the same model.
If the signals are disturbed by noise, solving (7) in a least squares sense gives a good initial estimate of the parameters. The minimiser
will be referred to as the TLS (Total Least Squares) estimate of the system. (θ denotes an estimate for θ.)
Note that the row indices of K correspond to the frequency index. This provides a convenient way to select the frequency band of interest by simply discarding the rows of K corresponding to those frequencies at which the accuracy of the model is of no importance, or at which the measurements are known to be unreliable. The set of selected row indices of K will be denoted as K in the remainder of this paper. Fig. 1 . The measured input and output signals are assumed to be corrupted by additive, stationary noise. E u and E y are stationary, white noise sources which may be mutually correlated. Subscript 0 denotes a noiseless signal
NOISE ASSUMPTIONS AND MEASUREMENT SETUP
Plant
In this paper, the disturbing noise is assumed to be additive, as schematically given in Fig. 1 . In the frequency band of interest it should hold that:
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where N u (k) and N y (k) are stationary, circular complex normally distributed and uncorrelated over the frequency:
uy (k) with δ kν = 1 for k = ν and 0 otherwise. E {x} andx denote the expected value and the complex conjugate of x respectively. Note that the noise may be coloured (i.e. the variances and covariances may be frequency-dependent). In equation (10) it holds that
where E u and E y are the DFT transforms of white noise sources which may be correlated. H u and H y are frequency response functions of time invariant systems. In Lataire and Pintelon (2009), a method is proposed to estimate σ 2 u , σ 2 y and σ 2 uy non-parametrically from a single, welldesigned experiment. In the remainder, an estimate of those is assumed to be available.
WEIGHTED NONLINEAR LEAST SQUARES ESTIMATOR
Denote the equation error e as the vector
and define the following estimator
with e(k, θ) the kth element of e(θ) and σ 2 e (k, θ) the noise variance of e(k, θ). Weighting the equation error by its variance has been shown in many examples in the literature (Pintelon and Schoukens, 2001, Chapter 15) to yield a 'healthy' estimator. By following the lines of Lataire and Pintelon (2011) , one finds a convenient way of computing the variances σ (12) is consistent. It should, however, be noted that consistency is proven by increasing the amount of data points within a fixed time interval. This means that, for each new experiment, time should be reset to the beginning of the time interval. In practice, and for a controllable time variation (as is the case with LPV systems), this can be realised by applying the same time variation over and over again.
The weighted residuals e(k,θ) σe(k,θ) in the cost function in (12) are nonlinear in the parameters. As a consequence, estimatingθ WNLS requires starting values, as obtained for instance by using the TLS estimator (8) or the more advanced Generalised-or Bootstrapped TLS estimators (Pintelon et al., 1998) . Since the cost function in (12) is a sum of squares, it can be minimised using the LevenbergMarquardt algorithm, as described in Fletcher (1987, Chapter 6 ).
SIMULATION EXAMPLE
The TLS and WNLS estimators are illustrated on the simulated system whose instantaneous 1 poles and zeroes are evolving as given in Fig. 2 by the grey full lines. The system was described by a difference equation whose coefficients were given by a second order polynomial in time. The excitation signal was a band-limited (0−0.3Hz), periodic signal (although the method works for random noise input also) and the measurement record was 10240 samples long. All simulations and estimations were performed using Matlab R . The estimations were performed using the same model orders as for the simulated system. The estimated instantaneous poles and zeroes from noisy data using the WNLS estimator are given by the black full lines delimited by crosses (poles) and circles (zeroes) in Fig. 2 . A good agreement with the actual poles and zeroes is observed. The TLS estimator was applied to noiseless data. The equation error e(θ TLS ) is given by the full black line at the bottom in Fig. 3 , and lies at least 250dB below the left (grey circles) and right hand sides (black dots) of the model equation (5). This figure shows that the simulated data satisfies the proposed model up to the Matlab R precision.
The equation error e(θ WNLS ) of the WNLS estimator applied to noisy data (the signal-to-noise ratio on the input
1 The instantaneous poles and zeroes at a particular time instant t * of a time-varying system described by (1) are the poles and zeroes of the LTI system given by The output spectrum of the estimated model (black dots in Fig. 5 ) was simulated using the noiseless input signal and compared to the actual output spectrum (grey circles). The difference is given by the black crosses. The grey crosses give the output error of the estimated model using a validation data set. It is observed that the estimated model performs almost as well for the estimation as for the validation data set. In addition, both errors lie significantly below the standard deviation of the noise σ y (grey full line) on the output spectrum.
CONCLUSIONS
This paper considers the parametric identification of SISO, discrete-time, time-varying systems described by difference equations with coefficients written as polynomials in time. simulated output spectrum from the estimated model. Black crosses: error on the simulated output spectrum. Grey crosses: error on the simulated output spectrum using a validation data set. Thick grey full line: noise standard deviation on the output spectrum.
It was shown how the difference equation can be formulated exactly by using the DFT of the windowed signal. A consistent estimator was constructed in an errors-invariables framework, which was successfully illustrated on a simulation example.
