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1. Introduction and main results
We consider the global existence of solution for the Cauchy problem of the Dirac–Proca
equations in 3+ 1 space time dimensions:
iγ µ∂µψ = 12γ
µAµ(I − γ5)ψ, (t, x) ∈ R1+3, (1.1)
∂µ∂
µAν +M2Aν − ∂ν∂µAµ = 12
〈
γ 0γ ν(I − γ5)ψ,ψ
〉
, (t, x) ∈ R1+3, (1.2)
ψ(0, x)=ψ0(x), x ∈R3,
Aν(0, x)= aν(x), ∂0Aν(0, x)= bν(x), x ∈R3, ν = 0, . . . ,3, (1.3)
where M > 0, I is the 4 × 4 identity matrix, γ µ, µ = 0, . . . ,3, are 4 × 4 matrices sat-
isfying the relations γ µγ ν + γ νγ µ = 2gµνI and (γ µ)∗ = gµνγ ν , γ5 = iγ 0γ 1γ 2γ 3 and
〈z,w〉 =∑4j=1zj w¯j for z= (z1, . . . , z4), w = (w1, . . . ,w4) ∈ C4. Here and hereafter, we
follow the convention that Greek indices take values in {0,1,2,3} while Latin indices are
valued in {1,2,3}. Indices repeated are summed. The space R1+3 is the four-dimensional
Euclidean space equipped with the flat Minkowski metric (gµν) = diag(1,−1,−1,−1).
Indices are raised and lowered using the metric gµν and its inverse gµν . We put x0 = t and
∂µ = ∂/∂xµ.
ψ is a C4 valued function and Aµ, µ= 0, . . . ,3, are real-valued functions representing
vectors in R1+3. The functionψ denotes the field of massless fermion with spin 1/2 and the
functions Aµ, µ= 0, . . . ,3, denote the field of massive boson with spin 1. Equations (1.1)
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486 Y. Tsutsumi / J. Math. Anal. Appl. 278 (2003) 485–499and (1.2) are called the Dirac and the Proca equations, respectively. This system appears in
the intermediate vector boson model for the weak interaction of elementary particles before
the adoption of the unified theory of electro-weak interactions (see [1, Section 10.1]).
If ψ and Aν satisfy (1.1), then it is easily verified that Eq. (1.2) is equivalent to the
following:
Aν +M2Aν = 1
2
〈
γ 0γ ν(I − γ5)ψ,ψ
〉
, (t, x) ∈ R1+3, (1.4)
∂µA
µ = 0, (t, x) ∈ R1+3, (1.5)
where  = ∂µ∂µ. In fact, we take the derivatives in xν of (1.2) and sum the resulting
equations over ν to obtain (1.5), under which Eq. (1.2) is equivalent to (1.4). The con-
straint (1.5) is called the Lorentz gauge condition. Accordingly, the initial data (aν, bν) are
chosen so that they satisfy (1.5) for t = 0. In that case, the constraint (1.5) is automatically
satisfied as long as the solutions Aν exist. Thus, the Cauchy problem (1.1)–(1.3) is reduced
to (1.1), (1.3) and (1.4) with (1.5) at t = 0.
Remark 1.1. We should more precisely state the relation between the Dirac–Proca equa-
tions (1.1) and (1.4) and the Lorentz gauge condition (1.5). If (ψ,Aν) is a solution of the
Cauchy problem (1.1), (1.4), (1.5) and (1.3), then the initial data (ψ0, aν, bν) must satisfy
the following compatibility condition relevant to the Lorentz gauge:
b0 + ∂jaj = 0,
∆a0 −M2a0 + 1
2
〈
(I − γ5)ψ0,ψ0
〉+ ∂j bj = 0.
Conversely, if the initial data (ψ0, aν, bν) satisfy the above gauge constraint at t = 0, then
the solutions Aν , 0  ν  3, for (1.1), (1.4) and (1.3) automatically satisfy the Lorentz
gauge condition (1.5) for all times. Therefore, after we have imposed the above gauge
constraint on the initial data, we do not have to consider the Lorentz gauge condition (1.5).
For simplicity, we only consider the case of t  0 from now on. The evolution system
including the Dirac equations does not have positive definite energy and so we usually use
the time decay estimate together with the energy estimate to prove the global existence of
solution for small initial data. The global existence of solution follows from the standard
argument, if the L2(R3) norms of nonlinear perturbation terms are integrable in time
variable t over [0,∞). When n = 3, we may expect that the L∞(R3) norms of solutions
for the massless Dirac and the massive Klein–Gordon equations decay like t−1 and t−3/2,
respectively, as t →∞, while the L2(R3) norms of those solutions remain bounded in t
(see, e.g., [10]). This observation leads to the following estimates:∥∥Aµ(t)(I − γ5)ψ(t)∥∥L2 ∼ t−3/2,∥∥〈γ 0γ ν(I − γ5)ψ(t),ψ(t)〉∥∥L2 ∼ t−1,
as t →∞. Accordingly, the nonlinear terms on the right-hand side of (1.4) cause trouble,
though the nonlinear terms on the right-hand side of (1.1) seem harmless. This rough
observation suggests that when initial data are small and smooth, the quadratic nonlinearity
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of solution or for the blowup in finite time of solution (see, e.g., Keel and Tao [13],
Lindblad and Sogge [18] and Georgiev and Lucente [9]). Therefore, we need to investigate
the structure of nonlinear terms in more details, when we consider the global solvability of
the Cauchy problem for the Dirac–Proca equations.
In [3], Choquet–Bruhat and Christodoulou used the conformal compactification argu-
ment to prove the global existence of solution for the Yang–Mills–Higgs–Dirac system
with small initial data, when all the equations in that system are massless. But the
conformal compactification argument is not applicable to massive wave equations. On
the other hand, in [16] Klainerman introduced the null condition technique to prove the
global existence of solutions for a certain class of nonlinear wave equations (see also
Christodoulou [4]). The null condition is closely related to the geometric properties of
wave equations, which assures that the nonlinear term has a better time decay estimate
than usual nonlinearity. The null condition technique has been applied to various nonlinear
wave equations such as the Dirac–Klein–Gordon equations, the Maxwell–Dirac equations
and the Maxwell–Klein–Gordon equations (see, e.g., Bachelot [2], Georgiev [6,7] and
Psarelli [20]).
In two respects, the Dirac–Proca equations are different from those systems Bache-
lot [2], Georgiev [6,7] and Psarelli [20] treated (see also [5]). First, the Dirac equations
are massless in the Dirac–Proca system. The massiveness plays a crucial role in the proof
of Bachelot [2] for the Dirac–Klein–Gordon equations. Second, the Proca equations are
nothing more than the massive Maxwell equations. But the mass term prevents the Proca
equations from being gauge invariant, though the Maxwell equations have the freedom of
choice of gauge. The solution of the Proca equations must automatically satisfy the Lorentz
gauge condition (1.5), as was seen above. The proofs of Georgiev [6,7] and Psarelli [20] are
essentially based on the gauge invariance of the Maxwell equations. Actually, they choose
the Cronström gauge to show their results.
Before we state the main results, we list several notations. For m, l ∈N∪ {0}, we define
the weighted Sobolev space Hm,l as follows:
Hm,l = {v ∈L2, ‖v‖Hm,l <∞},
with the norm
‖v‖Hm,l =
( ∫
Rn
∣∣(1+ |x|2)l/2(1−∆)m/2v(x)∣∣2 dx)1/2.
We put Hm =Hm,0 and
Ωµj = xµ∂j − xj∂µ, 0 µ< j  3.
We denote the generators of the Poincaré group by
Γ = (Γj , j = 1, . . . ,10)= (∂µ,Ωµj , µ= 0,1,2,3, j = 1,2,3, µ < j).
For m ∈N, l ∈R and u ∈C([0,∞);S(R3)), we put
488 Y. Tsutsumi / J. Math. Anal. Appl. 278 (2003) 485–499∣∣u(t, x)∣∣
m
=
∑
|α|m
∣∣Γ αu(t, x)∣∣,
∥∥u(t)∥∥
m,l
=
∑
|α|m
∥∥(1+ t + |x|)lΓ αu(t)∥∥
L2(R3).
For simplicity, we write ‖u(t)‖m = ‖u(t)‖m,0.
The main results in this paper are the following.
Theorem 1.1. Let m be an integer with m 20 and let ε be a constant with 0 < ε  1/4.
Then, there exists a positive constant δ such that if initial data (ψ0, aν, bν) satisfies
‖ψ0‖Hm,m + ‖aν‖Hm+1,m + ‖bν‖Hm,m  δ,
and the gauge constraint (1.5) at t = 0, then the Cauchy problem of (1.1) and (1.3)–(1.5)
has a unique global solution (ψ,Aν) satisfying the following:
Γ αψ ∈ C([0,∞), L2(R3)), |α|m, (1.6)
Γ α∂βAν ∈C([0,∞), L2(R3)), |α|m, |β| 1, (1.7)
sup
s0
x∈R3
(
1+ s + |x|)∣∣ψ(s, x)∣∣
m−10  C0, (1.8)
sup
s0
x∈R3
(
1+ s + |x|)1−ε∣∣ψ(s, x)∣∣
m−5  C0, (1.9)
sup
s0
x∈R3
(
1+ s + |x|)3/2∣∣Aν(s, x)∣∣
m−10  C0, (1.10)
sup
s0
x∈R3
(
1+ s + |x|)3/2−ε∣∣Aν(s, x)∣∣
m−5  C0, (1.11)
∑
|α|1
sup
s0
∥∥(ψ, ∂αAν)(s)∥∥
m−5  C0, (1.12)∑
|α|1
sup
s0
(1+ s)−ε∥∥(ψ, ∂αAν)(s)∥∥
m
 C0, (1.13)
where C0 is a positive constant depending only on m, ε and δ, and ∂ = (∂0, ∂1, ∂2, ∂3).
The following corollary concerning the asymptotic behavior of solution for the Dirac–
Proca equations is an immediate consequence of Theorem 1.1 and its proof.
Corollary 1.1. Let m be an integer with m 20. Let all the assumptions in Theorem 1.1
be satisfied. Then, the solution (ψ,Aν) of (1.1) and (1.3)–(1.5) given by Theorem 1.1 has
a unique free profile (ψ+0, aν+, bν+) ∈Hm−5 ⊕Hm−4 ⊕Hm−5 such that∥∥ψ(t)−ψ+(t)∥∥Hm−5 + ∥∥Aν(t)−Aν+(t)∥∥Hm−4
+ ∥∥∂0Aν(t)− ∂0Aν+(t)∥∥ m−5 → 0 (t →∞),H
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iγ µ∂µψ+ = 0, ψ+(0)=ψ+0, t > 0, x ∈ R3,
(+M2)Aν+ = 0, Aν+(0)= aν+, ∂0Aν+(0)= bν+, t > 0, x ∈ R3.
The proof of Theorem 1.1 is based on the null condition technique and the L∞–L2
decay estimates for the inhomogeneous linear wave equations. In [16], Klainerman intro-
duced the notion of the null condition to prove the global existence of solutions for massless
nonlinear wave equations with small initial data. Here, we give not a precise definition of
the null condition but several typical examples of quadratic forms satisfying the null con-
dition. For smooth functions u(t, x) and v(t, x), we define the quadratic forms Q0(u, v)
and Qµj (u, v) as follows:
Q0(u, v)= ∂0u∂0v −∇u · ∇v, (1.14)
Qµj (u, v)= ∂µu∂jv − ∂ju∂µv. (1.15)
It is known that Q0(u, v) andQµj (u, v) satisfy the null condition (see [16]). Let S = xµ∂µ.
These quadratic forms can be rewritten by using Ωµj and S in the following forms:
Q0(u, v)= t−1(Su∂0v − ∂juΩ0jv), (1.16)
Qjk(u, v)= t−1(∂juΩ0kv − ∂kuΩ0jv +Ωjku∂0v), (1.17)
Q0j (u, v)= t−1(∂0uΩ0j v −Ω0ju∂0v). (1.18)
These relations show that the quadratic forms Q0 and Qµj have better decay estimates
than other quadratic nonlinearity. On the other hand, we have the following commutation
relations:
[Ωµj ,] = 0, [S,] = −2.
Because of the second commutation relation, the radial vector field S is incompatible with
the Klein–Gordon operator  +M2, while it is useful for the d’Alembertian . There-
fore, we need to avoid to use Q0 when we consider the nonlinear Klein–Gordon equation.
However, because of the first commutation relation, the Ωµj ’s are compatible with both
the Klein–Gordon and the wave equations. So, Qµj are often called strong null forms (see
Georgiev [6]). We introduce the new dynamical variable to rewrite Eq. (1.4) so that all the
quadratic nonlinear terms of the resulting equation can be expressed in terms of the strong
null forms Qµj . This is inspired by Bachelot [2] and Kosecki [17].
We combine this technique with the L∞–L2 decay estimates to prove Theorem 1.1.
In [14,16], Klainerman also introduced the invariant Sobolev norms to prove the time decay
estimates for nonlinear wave equations. These invariant Sobolev norms include S and the
Ωµj ’s as well as usual derivatives in t and x . For the same reason as above, we have to
avoid to use the radial vector field S in the time decay estimates for the massless Dirac
equations, though the invariant Sobolev norm argument by Klainerman [14,16] works with
the operator S. To overcome this difficulty, we use the argument of Georgiev [6] to show the
L∞–L2 decay estimate without the operator S for the massless Dirac equations. The L∞–
L2 decay estimate for the Klein–Gordon equation was first proved by Klainerman [15] and
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is directly applicable to the Proca equations.
Remark 1.2. We note that the Ωµj ’s do not commute with the Dirac operator (iγ µ∂µ).
But it does not cause a serious problem. Instead of Ωµj , we can consider
Ω̂µj =Ωµj + 12γµγj .
Then, we have[
Ω̂µj , iγ
ν∂ν
]= 0
(see, e.g., Bachlot [2, (9) and (10), p. 389]). We note that the difference between Ωµj and
Ω̂µj is only a constant matrix. Therefore, the estimates including Ωµj can be converted
to the equivalent estimates including Ω̂µj and the converse is also true. We often use this
remark later.
Finally, we state the plan of this paper. In Section 2, we summarize several lemmas
needed for the proof of Theorem 1.1. Especially, we give a sketch of proof of the L∞–L2
decay estimate for the massless Dirac equations without using the radial vector field S. In
Section 3, we transform Eqs. (1.4) into a new system so that all the quadratic nonlinearity
can be expressed in terms of the strong null forms Qµj . Then, we can control the solution
of the new system globally in time and prove Theorem 1.1 and Corollary 1.1 by using the
time decay estimates given in Section 2.
2. Preliminaries
In this section, we summarize several lemmas needed for the proofs of Theorem 1.1 and
Corollary 1.1.
We begin with the time decay estimate of solution for the following massless Dirac
equations:
iγ µ∂µψ = f (t, x), t > 0, x ∈R3, (2.1)
ψ(0, x)=ψ0(x), x ∈R3. (2.2)
We have the following lemma, which is a variant of the time decay estimate obtained
by Georgiev [6,7] for the inhomogeneous linear wave equation.
Lemma 2.1. Let m be an arbitrary nonnegative integer and let ψ be a solution of (2.1)–
(2.2). Then, we have the following estimate:(
1+ t + |x|)∣∣ψ(t, x)∣∣
m
 C
{
‖ψ0‖Hm+3,m+3 +
∞∑
j=0
2j sup
s∈Ij∩[0,t ]
∥∥f (s)∥∥
m+4,1
}
, t > 0, x ∈ R3,
where I0 = [0,1], Ij = [2j−1,2j+1] (j  1) and C is a positive constant depending only
on m.
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V (t)= sin t
√−∆√−∆ .
We note that V (t) is the free evolution operator of the wave equation. Then, the free evo-
lution operator S(t) on (L2(R3))4 of the Dirac equations can be expressed as
S(t)= γ 0γ µ∂µV (t).
We can rewrite the Cauchy problem (2.1)–(2.2) as follows:
ψ(t)= S(t)ψ0 +
t∫
0
S(t − s)f (s) ds. (2.3)
The first term in the right-hand side of the above integral equation can be estimated by
virtue of Lemma A.1 in [7]. We have only to estimate the second term in the right-hand
side of the above integral equation.
We describe only the differences between the proofs of our Lemma 2.1 and Theorem 2
in [6]. The main difference between Lemma 2.1 and Theorem 2 in [6] is that Lemma 2.1
corresponds to the estimate for the derivatives of the solution, while Theorem 2 in [6] gives
the estimate for the solution itself. Because the operator S(t) is a sum of derivatives of the
free evolution operator V (t) for the wave equation. Therefore, it easily follows that the
substantial change of proof is needed for the part corresponding to Lemma 4.1 in the proof
of Theorem 2 of [6], while the rest of proof of Lemma 2.1 is the same as that of Theorem 2
in [6]. Moreover, this difference enables us to adapt Lemma 4.1 in [6] to our problem.
Let F(t, x) ∈ C([0,∞);S(R3)). We define the Radon transform R[F ] in spatial varia-
bles of F(t, x) as follows (see [11, Chapter 2, Section 2]):
R[F ](t,p,ω)=
∫
y·ω=p
F (t, y) dSy, p ∈ R, ω ∈ S2.
Since Ωkl , 1 k < l  3, form a basis of the vector space of all vector fields tangent to the
sphere S2, we can see by the definition of the Radon transform that for 1 j  3,
R[∂jF ](t,p,ω)= ωj ∂pR[F ](t,p,ω), (2.4)
∂ωj R[F ](t,p,ω)=
∑
1k<l3
Cklj (ω)R[ΩklF ](t,p,ω), (2.5)
where Cklj (ω), 1 k < l  3, are smooth functions on S2.
We now decompose the second term on the right-hand side of (2.3) as follows:
t∫
0
S(t − s)f (s) ds =
t∫
0
cos(t − s)√−∆√−∆
(√−∆f (s))ds
+ γ 0γ j
t∫
V (t − s)∂j f (s) ds.0
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the second and the sixth lines, p. 692) and Corollary 3.4 in [6] to each term on the right-
hand side of the above equality, we need to evaluate the Radon transform of terms such as
∂jf ,
√−∆f , ∂j (xkf ),
√−∆(xkf ), ∂j (Ωµjf ) and
√−∆(Ωµjf ). Let Gj = ∂jF (t, x)
and G0 =
√−∆F(t, x) for a smooth function F(t, x). Thus, the proof of Theorem 2 in [6]
works if we can replace the estimate of Lemma 4.1 in [6] by the following one:∣∣R[Gµ](t,p,ω)∣∣2  C∥∥F(t)∥∥3, 0 µ 3. (2.6)
The restriction of support for F in Theorem 2 of [6] comes from Lemma 4.1 of [6]. Here
we note that (2.6) holds without any support assumption on F . Now we prove (2.6) for
µ= 1,2,3. By the Schwarz inequality and (2.4), we have
∣∣R[Gj ](t,p,ω)∣∣2  2 p∫
−∞
∣∣∂qR[Gj ](t, q,ω)∣∣∣∣R[Gj ](t, q,ω)∣∣dq
 2
(∫
R
∣∣∂pR[Gj ](t,p,ω)∣∣2 dp)1/2(∫
R
∣∣R[Gj ](t,p,ω)∣∣2 dp)1/2
 2
(∫
R
∣∣∂pR[∂jF ](t,p,ω)∣∣2 dp)1/2(∫
R
∣∣∂pR[F ](t,p,ω)∣∣2 dp)1/2,
1 j  3. (2.7)
On the other hand, the Sobolev embedding theorem on S2 and (2.5) yield∣∣R[u](p,ω)∣∣2  C ∑
|α|2
∫
|ω|=1
∣∣R[Ωαu](p,ω)∣∣2 dω, p ∈ R, ω ∈ S2,
for any u ∈ S(R3), where Ω = (Ω12,Ω13,Ω23) and α = (α1, α2, α3) is a multi-index.
Combining this inequality with the Plancherel formula (see [11, Theorem 2.17, p. 116]),
we obtain by (2.7)
∣∣R[Gj ](t,p,ω)∣∣2 C( ∑
|α|2
∫
R
∫
S2
∣∣∂pR[Ωα∂jF ](t,p,ω)∣∣2 dωdp)1/2
×
( ∑
|α|2
∫
R
∫
S2
∣∣∂pR[ΩαF ](t,p,ω)∣∣2 dωdp)1/2
C
∥∥f (t)∥∥3, 1 j  3.
This completes the proof of (2.6) with µ= 1,2,3.
For the case of µ= 0, we first note that
uˆ(rω)=
∞∫
R[u](p,ω)e−ipr dp, u ∈ S(R3),−∞
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extend uˆ(r,ω) = uˆ(rω) as an even function on R × S2 such that uˆ(r,ω) = uˆ(−r,−ω).
If we choose u = √−∆F in the above identity, then the inversion formula of the one-
dimensional Fourier transform in variable r implies that
R
[√−∆F ](p,ω)= (−∂2p)1/2R[F ](p,ω).
Therefore, we can prove (2.6) for µ= 0 in the same way as above. ✷
Next, we state the lemma concerning the time decay estimate for the inhomogeneous
linear Klein–Gordon equation. We consider the following Klein–Gordon equation:
u+M2u= f (t, x), t > 0, x ∈ R3, (2.8)
u(0, x)= u0(x), ∂0u(0, x)= u1(x), x ∈R3. (2.9)
We have the following lemma.
Lemma 2.2. Let m be an arbitrary nonnegative integer and let u be a solution of (2.8)–
(2.9). Then, we have the following estimate:
(
1+ t + |x|)3/2∣∣u(t, x)∣∣
m
 C
{
‖u0‖Hm+6,m+8 + ‖u1‖Hm+5,m+7
+
∞∑
j=0
2j sup
s∈Ij∩[0,t ]
∥∥f (s)∥∥
m+5,1
}
, t > 0, x ∈R3,
where I0 = [0,1], Ij = [2j−1,2j+1] (j  1) and C is a positive constant depending only
on m.
This kind of decay estimate for the inhomogeneous linear Klein–Gordon equation was
first proved by Klainerman [15] and was improved by Bachelot [2], Hörmander [12] and
Georgiev [7,8]. For the proof of Lemma 2.2, see [8, Theorem 1].
We conclude this section by giving the following lemma, which helps to reveal the
null condition structure of the right-hand side of (1.4). In the statement and the proof of
Lemma 2.3 below, we do not use the convention that indices repeated are summed.
Lemma 2.3. Let ψ be a smooth solution of (2.1) and let ν be any of numbers 0, 1, 2 and 3.
Then, we have the following two identities:
3∑
µ=0
〈γ 0γ ν∂µψ, ∂µψ〉
=
∑
λ<µ
λ =ν
{〈
γ 0γ ν∂λ(γ
λψ), ∂µ(γ
µψ)
〉− 〈γ 0γ ν∂µ(γ λψ), ∂λ(γ µψ)〉}
µ=ν
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〈
γ 0γ νf,
(∑
µ=ν
γ µ∂µψ
)〉
+ 〈γ 0γ νf,f 〉, (2.10)
3∑
µ=0
〈γ 0γ νγ 5∂µψ, ∂µψ〉
= −
∑
λ<µ
λ =ν
µ=ν
{〈
γ 0γ νγ 5∂λ(γ
λψ), ∂µ(γ
µψ)
〉− 〈γ 0γ νγ 5∂µ(γ λψ), ∂λ(γ µψ)〉}
− 2 Im
〈
γ 0γ νγ 5f,
(∑
µ=ν
γ µ∂µψ
)〉
− 〈γ 0γ νγ 5f,f 〉. (2.11)
Proof. We prove the first identity (2.10) only, because the second identity (2.11) can be
showed in the same way.
First, we have
3∑
µ=0
〈γ 0γ ν∂µψ, ∂µψ〉 = 〈γ 0γ ν∂νψ, ∂νψ〉 +
∑
µ=ν
〈γ 0γ ν∂µψ, ∂µψ〉. (2.12)
Next, by Eq. (2.1) we have
γ ν∂νψ =−
∑
µ=ν
γ µ∂µψ − if. (2.13)
We denote the first term on the right-hand side of (2.12) by J . Since we have the fol-
lowing relations:
∂νψ = γ νγ ν∂νψ, γ νγ 0 + γ 0γ ν = 2g0νI,
we obtain by (2.13)
J = 〈γ 0γ ν(γ ν∂νψ), (γ ν∂νψ)〉
=
〈
γ 0γ ν
(
−
∑
µ=ν
γ µ∂µψ − if
)
,
(
−
∑
µ=ν
γ µ∂µψ − if
)〉
=
〈
γ 0γ ν
(∑
µ=ν
γ µ∂µψ
)
,
(∑
µ=ν
γ µ∂µψ
)〉
+ 2 Im
〈
γ 0γ νf,
(∑
µ=ν
γ µ∂µψ
)〉
+ 〈γ 0γ νf,f 〉. (2.14)
Here we denote the the first term on the right-hand side of (2.14) by K . Since γ µ∂µ =
(γ µ)∗∂µ, simple calculations yield
K =
∑
µ=ν
〈
γ 0γ ν(γ µ∂µψ),
(
(γ µ)∗∂µψ
)〉+ ∑
λ =µ
λ =ν
〈
γ 0γ ν(γ λ∂λψ), (γ
µ∂µψ)
〉µ=ν
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∑
µ=ν
〈γ 0γ ν∂µψ, ∂µψ〉
+
∑
λ<µ
λ =ν
µ=ν
{〈
γ 0γ ν∂λ(γ
λψ), ∂µ(γ
µψ)
〉− 〈γ 0γ ν∂µ(γ λψ), ∂λ(γ µψ)〉}. (2.15)
Equalities (2.12), (2.14) and (2.15) show the first identity (2.10). ✷
Remark 2.1. The terms on the left-hand side of (2.10) and (2.11) have the same form as
Q0 in (1.14). The null form Q0 is incompatible with massive wave equations such as the
Klein–Gordon equations and the Proca equations. The first terms on the right-hand side of
(2.10) and (2.11) are essentially the same as the strong null forms Qµj (u, v). Therefore,
they have an extra decay factor t−1, if we rewrite them by using the Ωµj ’s as in (1.17) and
(1.18). Suppose that f is a quadratic nonlinear function. In that case, since the terms of
degree higher than 2 are negligible on the right-hand side of (2.10) and (2.11), Lemma 2.3
shows that the null forms on the left-hand side of (2.10) and (2.11) can be transformed into
the strong null forms which are compatible with both the massive and the massless wave
equations.
3. Proofs of Theorem 1.1 and Corollary 1.1
In this section, we prove Theorem 1.1 and Corollary 1.1. It is difficult to control the non-
linear terms on the right-hand side of (1.4) as they are. So we introduce the new dynamical
variables Bν as follows:
Bν = Aν − 1
2M2
〈
γ 0γ ν(I − γ5)ψ,ψ
〉
. (3.1)
We let the Klein–Gordon operator (+M2) act on Bν to have by (1.1) and (1.4)
(+M2)Bν = (+M2)Aν − 1
2M2
〈
γ 0γ ν(I − γ5)ψ,ψ
〉
− 1
2M2
〈
γ 0γ ν(I − γ5)ψ,ψ
〉− 1
M2
〈
γ 0γ ν(I − γ5)∂µψ, ∂µψ
〉
− 1
2
〈
γ 0γ ν(I − γ5)ψ,ψ
〉
=− 1
2M2
Im
〈
γ 0γ ν(I − γ5)γ λγ µ∂λ
(
Aµ(I − γ5)ψ
)
,ψ
〉
− 1
M2
〈
γ 0γ ν(I − γ5)∂µψ, ∂µψ
〉
, t > 0, x ∈ R3. (3.2)
At the last equality, we have used the following equation:
ψ =− i γ λ∂λ
(
γ µAµ(I − γ5)ψ
)
,2
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evaluated, because it is cubic. Furthermore, it is possible to control the second term on
the right-hand side of (3.2), if we apply Lemma 2.3 to the second term.
Now we describe the proof of Theorem 1.1.
Proof of Theorem 1.1. Let (ψ,Aµ) be a smooth solution of (1.1) and (1.3)–(1.5) and let
Bν be defined as in (3.1). Let ε and δ be defined as in Theorem 1.1. Since the unique local
existence of smooth solution is standard, we have only to show a priori estimates needed
for the proof of Theorem 1.1. We put∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
= sup
0st
x∈R3
(
1+ s + |x|)∣∣ψ(s, x)∣∣
m−10
+ sup
0st
x∈R3
(
1+ s + |x|)1−ε∣∣ψ(s, x)∣∣
m−5
+ sup
0st
x∈R3
(
1+ s + |x|)3/2∣∣Aν(s, x)∣∣
m−10
+ sup
0st
x∈R3
(
1+ s + |x|)3/2−ε∣∣Aν(s, x)∣∣
m−5
+
∑
|α|1
sup
0st
∥∥(ψ, ∂αAν)(s)∥∥
m−5
+
∑
|α|1
sup
0st
(1+ s)−ε∥∥(ψ, ∂αAν)(s)∥∥
m
,
where ∂ = (∂0, ∂1, ∂2, ∂3).
By (1.1), (3.2), Lemma 2.3 and Remark 2.1, we have the following energy estimate:∥∥(ψ,Bν)(t)∥∥
m−5  C
{
δ + (∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
+∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣3
m
)∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
}
,
t > 0. (3.3)
By (1.1), (3.2), Lemmas 2.1–2.3 and Remark 2.1, we have the following time decay
estimate:
sup
0st
x∈R3
(
1+ s + |x|)∣∣ψ(s, x)∣∣
m−10 + sup
0st
x∈R3
(
1+ s + |x|)3/2∣∣Bν(s, x)∣∣
m−10
 C
{
δ+ (∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
+∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣3
m
)∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
}
,
t > 0, x ∈ R3. (3.4)
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example, we need to evaluate such terms as
J =
t∫
0
∥∥γ µAµ(s)(I − γ5)ψ(s)∥∥m−5 ds.
Then, direct calculations yield
J  C
3∑
µ=0
t∫
0
(
sup
x∈R3
∣∣Aµ(s, x)∣∣m−5)∥∥ψ(s)∥∥m−5 ds
 C
t∫
0
(1+ s)−3/2+ε ds ∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣2
m
 C
∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣2
m
, t > 0.
This leads to the estimate (3.3). The decay estimate (3.4) follows from a similar argument.
Next, we have the energy estimate of higher order by (1.1):
(1+ t)−ε∥∥(ψ,Aν)(t)∥∥
m
 C
{
δ+ ∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣2
m
}
, t > 0. (3.5)
We also have the time decay estimate of higher order by (1.1), (1.4) and Lemmas 2.1–2.2:
sup
0st
x∈R3
(
1+ s + |x|)1−ε∣∣ψ(s, x)∣∣
m−5 + sup
0st
x∈R3
(
1+ s + |x|)3/2−ε∣∣Aν(s, x)∣∣
m−5
 C
{
δ+ ∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣2
m
}
, t > 0, x ∈ R3. (3.6)
Here, we should briefly explain the point of the proof of (3.5) and (3.6). In order to show
(3.5), for example, we need to evaluate such terms as
J˜ = (1+ t)−ε
t∫
0
∥∥γ µAµ(s)(I − γ5)ψ(s)∥∥m ds.
Then, direct calculations and the assumption m 20 yield
J˜  C(1+ t)−ε
3∑
µ=0
t∫
0
{(
sup
x∈R3
∣∣Aµ(s, x)∣∣[m/2])∥∥ψ(s)∥∥m
+
(
sup
x∈R3
∣∣ψ(s, x)∣∣[m/2])∥∥Aµ(s)∥∥m}ds
 C(1+ t)−ε
t∫
0
{
(1+ s)−3/2+ε + (1+ s)−1+ε}ds ∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣2
m
 C
∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣2 , t > 0,m
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we have used the fact m− 10m/2, since m 20. This leads to the estimate (3.5). The
decay estimate (3.6) follows from a similar argument.
Thus, by (3.1) and (3.3)–(3.6), we obtain∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
 C
{
δ+ (∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
+∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣3
m
)∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
}
, (3.7)
as long as the solution (ψ,Aν) exists. Therefore, if we choose δ > 0 sufficiently small,
then (3.7) implies that∣∣∣∣∣∣(ψ,Aν)(t)∣∣∣∣∣∣
m
 C0, t > 0,
where C0 is a positive constant depending only on m, ε and δ. This gives all the a priori
estimates sufficient for the proof of Theorem 1.1. ✷
Next, we briefly state the proof of Corollary 1.1.
Proof of Corollary 1.1. Noting (1.8), (1.13) and (3.2), we easily see that the asymptotic
behavior of Bν(t) is equivalent to that of Aν(t), as t →∞. Therefore, all we have to do
is to prove that the Hm−5 norms of the terms on the right-hand side of (1.1) and (3.1) are
integrable over [0,∞) in t . This follows immediately from (1.8), (1.10) and (1.13) for the
right-hand side of (1.1) and from (1.8), (1.10), (1.13), Lemma 2.3 and Remark 2.1 for the
right-hand side of (3.2). ✷
Concluding remarks. (i) From a physical point of view, the intermediate vector boson
model described by the Dirac–Proca system was replaced by the Glashow–Salam–
Weinberg theory (see [1, Chapters 12 and 14]). However, the Dirac–Proca system
constitutes part of the full system in the Glashow–Salam–Weinberg theory and the author
hopes that Theorem 1.1 and its proof will be helpful for the future study of the full system.
(ii) The normal form argument by Shatah [21] is useful for the study of nonlinear Klein–
Gordon equations. It is known that the normal form argument is applicable to some system
of Klein–Gordon and wave equations (see, e.g., Ozawa et al. [19]). But the author does
not know whether the normal form argument can recover Theorem 1.1 or not. The proof
in this paper, as well as the proofs by Bachelot [2, Part V] and Kosecki [17], is a kind of
combination of the null condition by Klainerman [16] and the normal form by Shatah [21].
(iii) In fact, the invariant Sobolev norm by Klainerman works without the radial
vector field S, though the estimate has the undesirable feature of depending on possible
future times (see [14, (6) and (6a), p. 327]). This version of the invariant Sobolev
norm is applicable to the massless Dirac equations (see Bachelot [2] and Tsutaya [22]).
Nevertheless, the L∞–L2 decay estimate given by Lemma 2.1 seems to be interesting by
itself.
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