This paper is devoted to the derivation of multigroup diffusion equations from the Boltzmann equation. The limit system couples the energy levels from both zerothorder term and diffusion currents.
I. INTRODUCTION
Production of nuclear energy relies on the disintegration of atoms ͑uranium or plutonium͒, when subjected to collisions with neutrons. Therefore, reactor design requires an accurate description of the motion of the population of neutrons. The motion of neutrons is described through the evolution of the density f (t,x,v) of neutrons occupying at time tу0 the position xR N and having velocity vR N . It will be convenient in what follows to see this last variable as v ϭͱ2e/m , mϾ0 being the mass of the neutron, eу0 its energy, and S NϪ1 the direction of the flight. The unknown f verifies a transport equation
that relates the free transport ͑left-hand side͒ to the various interaction processes undergone by the neutrons and described through the operator Q( f ). The latter are essentially collisions. Furthermore, the number of neutrons in any volume, at any time, remains smaller than the number of atomic nuclei ͑10 11 is a typical ratio͒ so that it is reasonable to assume that the most probable event is an elastic collision with the surrounding medium. Consequently, the right-hand side of ͑1͒ is usually given by a Boltzmann linear operator Q͑ f ͒ϭ ͵ ͑x,v,vЈ͒ f ͑ t,x,vЈ͒ dvЈϪ⌺͑x,v ͒ f ͑ t,x,v ͒.
͑2͒
The transfer function (x,v,vЈ)у0 is such that (x,v,vЈ)dv represents the probability that a neutron impinging with velocity vЈ will have velocity in the volume dv around v after the collision; while ⌺(x,v)у0 is the so-called removal cross section. If the operator is conservative, i.e., ͐Q( f ) dvϭ0, which means that ⌺(x,v)ϭ͐(x,vЈ,v) dvЈ, then absorption/fission events are neglected or compensated with scattering. One also says that the reactor is critical in this case. It is worth remarking that, since the ratio of the mass of the nuclei to the mass of the neutrons is very large, then, during an elastic collision, the energy of the neutron is practically unchanged; the main effect of such a collision is only to modify the direction of the flight. Notice also that inelastic scattering, with loss of energy, remains possible, but it can only occur for highly energetic neutrons.
On the other hand, nuclear engineers are motivated in the derivation of simplified models that describe the physics accurately enough but remain of moderate computational cost. In these applications, one encounters a very large range of energies, from 1/40 eV to some MeV; and a first simplification arises by breaking the energy range into several disjoint energy groups: ͓e min ,e max ͔ϭഫ iϭ1 I ͓e i ,e iϩ1 ͔. In most of the situations, the total number of groups I is finite. One assumes that the cross sections do not vary too much on the energy groups and neutrons evolve according to averaged quantities, such as average scattering cross sections. Consequently, one is led to semidiscrete versions of Eqs. ͑1͒ and ͑2͒. This will be detailed in Sec. II.
Next, a commonly used strategy consists in neglecting the angular variable and writing a diffusion equation for a macroscopic energy distribution function (t,x,e), e being the energy variable ͑discrete or continuous͒. Actually, one deals in this context with systems of equations, coupled by the energy variable, which usually have the following form:
‫ץ‬ t ͑t,x,e ͒Ϫdiv x ͑ D͑x,e ٌ͒ x ͑t,x,e ͒͒ϭ ͵ ͑ x,e,eЈ͒͑t,x,eЈ͒ deЈϪ⌺ ͑ x,e ͒͑ t,x,e ͒, ͑3͒
where the coefficients D, , ⌺ are non-negative. Of course, one obtains similar systems in the ͑energy-͒discretized context. These equations can be derived directly from a balance relation on the population of neutrons, through a phenomenological analysis of the scattering events. The diffusion coefficients are due to elastic scattering when neutrons do not lose energy during the collision process. Zeroth-order terms are due to absorption, inelastic scattering ͑i.e., collisions with loss of energy͒, or fission. Furthermore, system ͑3͒ can be generalized by postulating that the diffusion operator couples the energy levels as follows: div x ͩ͵ k͑x,e,eЈ͒ ٌ x ͑t,x,eЈ͒ deЈ ͪ.
Indeed, gradients of the density at a given energy eЈ can have some effect on the diffusion on another energy level e.
However, it is also tempting to obtain systems like ͑3͒ from the kinetic modeling, Eqs. ͑1͒ and ͑2͒, and to identify the coefficients through an asymptotic analysis. Then, starting from the continuity equation Such an approximation is intended to apply in the limit of small mean free paths, which is related to the probability of collisions by unit length and decreases when the density of the medium increases. It leads to singular perturbation problems and this work is devoted to such a question. For details on the physics of nuclear reactors we refer to the classical books of B. Davison, However, it is a well-known fact that different ͑formal͒ methods of approximation can give rise to difference on the limit coefficients, see Ref. 31 or Refs. 37, 1, and 13 for some examples. Furthermore, when starting from multigroup equations and performing the diffusion approximation limit, one usually obtains a single diffusion equation in the space variable only, see Refs. 2 and 13: the limit procedure forgets the multigroup aspect. This is because the system is considered to relax toward an equilibrium under both elastic and inelastic collisions at the same scale. However, it could be interesting to derive more complex models, which retain the energy as a variable and where the diffusion as well as the inelastic collisions couple the various energy levels. This is the goal of the present paper. To that purpose, our analysis is inspired by reasonings developed in the modeling of semiconductor devices where, instead of obtaining a drift-diffusion equation, we are led to an intermediate system, by keeping the energy as a variable, see Ben Abdallah and P. Degond, 9 and P. Degond. 18, 19 We also mention the recent application to the phonons dynamics by J. P. Bourgade. 11 These so-called SHE-models have been shown to be very accurate, in particular for numerical simulations. It is worth noticing at the moment that the energy coupling can be obtained either through the zeroth-order terms when the inelastic collisions are treated as perturbations, or through the diffusion operator when inelastic processes are treated in a more intricate way, as it has been done by P. Degond, 19 in the framework of semiconductor theory, for continuous energy levels. However, the analysis developed in the present paper, though largely inspired from Ref. 19 , requires less restrictive hypotheses ͑see in particular Sec. III and Proposition 5͒. Note that this work is only concerned with the diffusion approximation problem; the homogenization question will be addressed elsewhere. Note also that we have chosen to treat the evolution problem but, of course, our analysis can be applied to eigenvalue problems as well.
The paper is organized as follows. In Sec. II, we will set up precisely the multigroup aspect on the Boltzmann equation. Section III is devoted to a discussion of some properties of the collision operator. In particular, we aim at splitting the Boltzmann operator into an elastic part, which leaves the number of neutrons in a given energy level unchanged, and an inelastic part. This can be done either locally or not as far as the energy variable is concerned. In some sense, the latter retains some relevant information on the energy exchange during the collisions with the medium. In Sec. IV we formally discuss the small mean free path asymptotic limit with the requirement that elastic, or quasielastic, processes dominate. Actually, our method can be viewed as a heuristic procedure to derive macroscopic models, which are intermediate between a full kinetic description and a simple diffusion equation. Finally, Sec. V is concerned with a rigorous proof of convergence.
II. MULTIGROUP EQUATIONS
The evolution of the population of neutrons is described through an equation relating transport to interaction processes as follows:
͑5͒
The third relation means that the operator Q is conservative, or critical, in the sense that, neglecting integrability questions for the time being, we have
Compared to Sec. I, we have changed the cross sections by introducing the normalization by 1/͉S NϪ1 ͉ for pure convenience; it will allow us to work with normalized measure and will simplify some forthcoming computations.
We write the velocity of the particles as follows:
Denoting by d the normalized Euclidian measure on S NϪ1 , we have dvϭ͉S NϪ1 ͉r NϪ1 dr d, with rϭ͉v͉ϭͱ2e/m, and therefore drϭ de/ͱ2me. We deduce the following change of variable formula:
which applies to any integrable function . Let us discretize the energy levels by introducing the energy step Ͼ0 ͑we point out that will remain fixed throughout the paper, and will not tend to zero͒. We set E i ϭ͓i,(iϩ1)͓ and then we consider 
Then, we suppose that does not vary too much as the energy variables (e,eЈ) belong to the set E i ϫE j and we make the following approximation:
where
These notations lead to the following multigroup kinetic equation: 
III. SPLITTING OF THE COLLISION OPERATOR
In this section, we introduce two different splittings of the collision operator into elastic and inelastic parts. Here and in the following ''elastic'' means that the operator leaves invariant the total number of neutrons on a given energy level. As in Ref. 19 , we will see that it is relevant to use a convex combination of these splittings. For convenience, we skip the space dependence, having in mind that the estimates discussed in the following are uniform with respect to x. Besides, we shall only state precisely the assumptions on the cross-sections i j and the properties of the collision operators that will be necessary later on; proofs are postponed to the Appendix.
A. First splitting
Let us split the collision operator ͑6͒ as follows:
͑8͒
The first operator modifies energy while angle remains unchanged, thus, we refer to it as the inelastic part, denoted by Q 0 inel ; the second operator modifies the velocity direction while energy is conserved, thus, we call it the elastic part, denoted by Q 0 el . Let us set
Let us now state the first assumptions concerning the kernel i j (,Ј): (h1) First symmetry assumption:
In order to derive the coercivity properties of the operator Q 0 el , we also require the following hypothesis: 
It is worth having in mind the following simple example of the isotropic Boltzmann equation, with typically B i ϭe Ϫi :
This leads to ⌫ i (,Ј)ϭʈcBʈ l 1c i and ͑h2͒ is fulfilled with M 0 ϭʈcBʈ l 1 2 , and ␥ i ϭc i .
We now introduce the following functional spaces:
We shall identify the space
with its dual when equipped with the inner product
Consequently, we note that
for any f E, gF and we can identify F with the dual EЈ. We are now ready to establish the main properties of the elastic operator Q 0 el .
and we have (i) Conservation property:
Then, B 0 is bilinear continuous on E and satisfies
(iii) The eigenspace Ker(Q 0 el ) is the space E 0 of functions in E which do not depend on the angular variable.
Remark 2: Under Hypothesis (h2), one remarks that
such as f , we get
When taking into account time and space variable we will work with sequences of functions f i (t,x) that satisfy the corresponding integrability condition. Remark 3: Assumption (h3) also implies that F is a subset of integrable functions, for the measure d di, where di is the counting measure on N, since one has
A similar conclusion holds for f E if one assumes
For (9) , this means that B/cl 1 . In order to state a coercivity property in a useful setting, we introduce the following norm:
In view of Hypothesis ͑h2͒, it is readily seen that N( f ) defines an equivalent norm on E. Actually we have
Corollary 1: Under Hypotheses (h1) -(h3), the following coercivity estimate
Remark 4: The adjoint operator of Q
0 el reads Q 0 el, *͑g͒ i ϭ ͵ S NϪ1 ⌫ i ͑ ,Ј͒g i ͑ Ј͒dЈϪ⌺ i ͑ ͒g i ͑ ͒ϭ ͵ S NϪ1 ⌫ i ͑ ,Ј͒͑g i ͑ Ј͒Ϫg i ͑ ͒͒d.
B. Second splitting
On the other hand, we can also introduce the following splitting into elastic and inelastic operators:
͑10͒
The boundedness of Q 1 el relies on the following assumption:
It is worth pointing out that this assumption is a straightforward consequence of (h2) -(h3), if we assume the following relation, known as the detailed balance principle,
We also need the
Remark that (h1Ј) is stronger than (h1), and that (h4) as well as (h2) are fulfilled if we assume
is bilinear continuous on E and it satisfies
, and the following estimate holds:
Of course functions depending only on the energy variable belong to Ker(Q 1 el ); however, the kernel of Q 1 el contains much more functions. Note that ͑iii͒ is slightly sharper than the estimate obtained by using the norm of Q 1 el ; it can be improved under more restrictive assumptions on the kernels. 
As a consequence, if ͗ f ͘ϭ0, then (iii) becomes
Remark 5: Notice that (h1Љ) implies (h1Ј) while (h2Љ) implies both (h2) and (h3) with M 0 ϭM M 1 , and (h4) with M 2 ϭM 1 . The bound from below in (h2) is fulfilled if one assumes a similar estimate from below on the i j 's.
Remark 6: The previous symmetry conditions are included in
which also implies that Q 1 el is self-adjoint. This corresponds to the symmetry assumption used in Ref. 19 ; but here we aim at dealing with a larger class of collision kernels.
Let us go back to the fundamental example ͑9͒. Denote Cϭ ͚ i c i B i Ͻϱ. One has in this simple case
Therefore, we get
We write g i ϭ͗g i ͘ϩr i where ͗r i ͘ϭ0. 
If g lies in the orthogonal set of Ran(Q 1 el ), we deduce that ͚ i c i r i () vanishes for almost all
The adjoint operator of Q 1 el is given by
In particular, we note that, if relation (11) holds, then Q 1 el is a self-adjoint operator.
C. Combination of the splitting
From now on, we assume that (h1Ј), (h2), (h3), (h4) hold and we denote by ͑H͒ this set of hypotheses. The idea will be to combine Q 1 el with Q 0 el so that the coercivity of the latter compensates the lack of positivity of the former; we are thus able to preserve the crucial dissipation properties. Let us consider the following elastic operator, obtained as a convex combination of Q 0 el and Q 1 el ; for ͓0,1͔, we set
One deduces from Corollary 1 and Proposition 2 that
holds for any f E. We are thus led to the following statement.
Consequently, the set of equilibria E ϭKer(Q ) coincides with E 0 ͑the set of functions depending only on the energy level͒. If one assumes (h1Љ) and (h2Љ), the domain for enlarges to ͓0,(1 ϩM 0 ) Ϫ1 ͓. One may also establish the following Fredholm alternative. Proof: Since the operator Q is clearly conservative, the condition of null average on the data h is necessary. The problem recasts into the following variational formulation:
and we conclude by applying the Lax-Milgram theorem. ᮀ Of course, one has a similar statement for the adjoint operator: Q * is defined by Q *ϭQ 1 el, *ϩ͑1Ϫ͒Q 0 el, * , and fulfills the same coercivity property as Q with the same constant of coercivity, since
Therefore we have 
IV. FORMAL APPROACH
The starting point of the asymptotic study is the following rescaled equation:
Precisely, we consider the situation where the mean free path Ͼ0 is small at time scale of order 1/. On the other hand, we assume that the collision operator Q splits as follows:
which means that inelastic collisions are of order 2 compared to the elastic ones. This agrees with the fact that dominant scattering events are elastic. Of course, in this splitting is fixed and cannot be too small compared to . In particular, it is also required that belongs to the range which guarantees the coercivity of the operator Q , see Proposition 3. Our aim is to describe the asymptotic behavior of the solutions of ͑13͒ as →0. We will obtain a set of diffusion equations, which can be viewed as a semidiscrete ͑with respect to the energy͒ version of the SHE-system of Ref. 19 for the limit macroscopic density with a coupling of the energy levels due to the action of the operator Q 1 el and/or the inelastic terms.
A. Formal Hilbert expansion
We can guess the limit behavior by inserting the formal ansatz
nto ͑13͒ and then we identify the terms that arise with the same power of . As usual, the Ϫ2 terms lead to
which means, by Proposition 3, that ( f 0 ) i ()ϭ i E 0 does not depend on the angular variable. Hence, one expects that the asymptotic limit is entirely determined in terms of ''macroscopic'' quantities. Next, the
Integrating with respect to , we are led to the following relation:
The usual strategy consists in inverting the Ϫ1 equation; one expects in this way to determine the current ͐ S NϪ1ͱ2 e i /m f i 1 ()d in the previous equation as a linear function of ٌ x , i.e., a Fick's relation. The difficulty of this method here comes from the action of the operator Q 1 el which mixes the energy levels. In particular, if i depends only on the energy and f i () depends on the two variables, in general one has
However, we can solve the problem as follows. Let us define 
where stands for the tensor product in R N : for (a 1 , . . . ,a N ) and (b 1 , . . . ,b N ) in R N , a b is the NϫN matrix with components a ␣ b ␤ . We observe in the limit equation a coupling between the energy levels, both from the diffusion matrix and from the right-hand side.
A possible strategy to justify these computations would be to start from a solution of the expected limit equation ͑which has to be studied independently͒, and to define successively f 1 , f 2 in terms of as solutions of the Ϫ1 and 0 equations, respectively. It remains to estimate the remainder r ϭ f
. The drawback of this method is that it is known to require some regularity on , thus on the coefficients. Such an assumption can be unrealistic for neutron transport since the physical properties of the media interacting with the neutrons are usually highly heterogeneous. On the other hand, it could be quite delicate to carry out this strategy in the full generality considered here. Therefore, let us instead develop a duality approach, which will be close to our actual method of proof.
B. Duality interpretation
Let us assume that f converges to some f 0 in a suitable sense. Multiplying by 2 and taking the limit →0 in ͑13͒, we recover
and thus f i 0 (t,x,)ϭ i (t,x). We introduce the following macroscopic quantities density of ith energy level: i
current of ith energy level:
͑15͒
In view of the penalization of the collision term, one expects that f tends to belong to the kernel of Q , therefore it is mainly given by its macroscopic part , up to a formally small remainder. Hence, let us write a first-order expansion of f as follows:
so that Ker(Q ) and
Integrate Eq. ͑13͒ with respect to . Since the operator Q has null average on S NϪ1 , we get for all iN:
which is the -dependent version of the integrated 0 equation in the above-mentioned formal expansion. As goes to 0, we are formally led to the continuity equation
It remains to find the relation between the limit current J and . Multiply ͑13͒ by some i (). We get
and therefore
where R is formally of order O(). 
Here, we used the following fact:
Thus, passing to the limit →0 in ͑18͒, we are led to
where the matrix D is defined through the auxiliary function by
where M NϫN stands for the space of NϫN matrices. The formal limit of ͑13͒ is therefore the following macroscopic equation:
where the unknown is the sequence (t,x)ϭ͕ i (t,x),iN͖, D is given by ͑17͒, ͑20͒ and the right-hand side by 
It is also worth splitting the matrix D as follows. The properties discussed on Q 0 el allow us to define a unique
In this way, we can rewrite
Of course, we can verify readily that this definition of the diffusion matrix coincides with the one obtained in the previous section. This limit equation ͑21͒ appears as a semidiscrete ͑in energy͒ SHE-model with a coupling of the energy levels. Actually, one obtains a hierarchy of possible limit systems:
͑1͒ A system of uncoupled diffusion equations with respect to the space variable, energy being only a parameter. This arises when inelastic terms are negligible and ϭ0.
͑2͒ A system of diffusion equations with a coupling of the energy levels through zeroth-order terms. This arises with ϭ0 and treating inelastic processes as a perturbation. Diffusivity remains locally defined ͑with respect to energy͒ and the coupling describes gain/loss at a given energy level due to inelastic collisions.
͑3͒ A system of diffusion equations with a strong coupling, from both zeroth-order terms and diffusion currents which are now nonlocal: energy exchanges during the collisions induce diffusive effects.
C. Fundamental properties of the diffusivity
We are naturally led to discuss some properties of the diffusivity D. To this end, one introduces the following Hilbert space of vector-valued sequences:
We shall identify l ϭ͕⌽:N→R Proof: Assuming ͑H͒, one associates to ⌽ in the weighted l 2 space H, the function
Lemma 1: Assume (H). Let us set
D͑⌿,⌽ ͒ϭ ͚ i, j D i j ⌿ j •⌽ i B i Ϫ1 ᭙⌽,⌿H.
Then, (i) D is a bilinear continuous form on H; (ii) D is positive-definite (symmetric as soon as Q is a self-adjoint operator
One remarks that lies in F 0 , and ʈʈ F provides a norm equivalent to the natural norm on H ͑by using (h2)). Therefore, Proposition 4 allows us to define the mapping
Clearly, K is a bounded linear operator from H to E.
With these notations, we have the following relation, which will be proved later on,
From the definition of D i j , and ͑23͒, we can rewrite D as follows:
Hence we have
͑24͒
The lemma follows, since the first expression recasts as
which easily leads to the conclusion by using Corollary 3.
We are thus left with the task of proving ͑23͒. However, this is a simple consequence of the linearity of Q*, which implies that summation over i commutes with the action of this operator. We are thus able to show that Q* acts on the right-hand side of ͑23͒ as follows:
ᮀ From Lemma 1, we can deduce the following claim which will give a precise meaning to the current relation ͑19͒. It will play a key role in our rigorous analysis. ᮀ This statement will allow us to interpret the current equation ͑19͒ in a duality sense by J ϭJ(ٌ x ). Accordingly, one expects that J lies in L 2 (R t ϩ ϫR x N ;HЈ) and ٌ x L 2 (R t ϩ ϫR x N ;H). It is worth noting this gain in ''regularity,'' both in the space and energy variables on the density, since this property is not guaranteed in general for , for Ͼ0. This is a usual fact when dealing with diffusion approximation, see for instance Refs. 29 and 20; the noticeable point here is that this effect also applies to the energy variable.
Corollary 4: We can define a linear, continuous and invertible mapping J:H→HЈ such that, for any ⌽ and ⌿ in H one has
D͑⌽,⌿ ͒ϭϪ͑ J͑⌽ ͒,⌿ ͒ l ϭϪ ͚ i J͑⌽ ͒ i ⌿ i B i Ϫ1 .
Proof: For any ⌽H, the Riesz theorem defines a unique J(⌽)HЈ, such that D(⌽,⌿) ϭϪ(J(⌽),⌿)

V. RIGOROUS DERIVATION
This section is devoted to the rigorous study of the asymptotic behavior as goes to 0 of the solution f of the kinetic equation
͑25͒
In order to take into account time and space variables, one needs to define again some functional spaces, based on the previous ones. We set
It is nothing but the L 2 space on R N ϫNϫS NϪ1 endowed with the measure dx (B i Ϫ1 di) d, where di stands for the counting measure on N. Accordingly, we also set
Similarly, for vector-valued macroscopic quantities, independent on the angular variable, we set
We shall not detail the existence theory for the transport equation ͑25͒. With some maybe stronger assumptions on the cross sections, this can be done by means of semigroups theory. We can also use some monotonicity argument, following Petterson. 36 Instead, we shall assume from now on that there exists a function f
͑26͒
Here, d indicates integration over (0,T)ϫR N ϫNϫS NϪ1 with the measure dt dx di d while d has the same meaning on R N ϫNϫS NϪ1 with the measure dx di d. Relation ͑26͒ holds for any in an appropriate space of admissible test functions D. In particular, it makes sense for L loc 1 (R ϩ ;E) such that ‫ץ‬ t and
. It is worth remarking that a sequence defined by a finite number of non zero functions i (t,x,) lying in 
The proof naturally falls into four steps.
Step 1: A priori estimates and weak convergences.
The main estimates on f are obtained by formally multiplying Eq. ͑25͒ by f /B and integrating. It yields
Therefore, the coercivity of B allows us to estimate ʈ f ʈ L 2 and (1/) N( f Ϫ )ϭN(g ) and thus leads to the following statement.
Lemma 2: Suppose that (H) holds and let F I be bounded in L 2 . Then,
HЈ).
Proof: It remains to establish the bounds on the macroscopic quantities. Clearly, one has
Next, the current satisfies
and the boundedness of J is a consequence of ͑ii͒. ᮀ Possibly at the cost of extracting subsequences, we can assume that
Choosing, with the above-mentioned properties, i (t,x,)ϭ i (t,x) and i (t,x,)
holds.
In fact, we obviously have f ϭ by taking the limit in the distributional sense in f ϭ ϩg . According to our discussion in the previous section, the expected current equation JϭϪ͚ j D i j ٌ x j has to be understood in the dual sense J(ٌ x )ϭJ, which means that Dٌ͑ x ,⌽ ͒ϭϪ͗J,⌽͘ ͑28͒
holds for any ⌽L 2 (R ϩ ,H). Of course, the notation now takes into account the time and space variables. Precisely, the right-hand side reads
Since we can associate to
On the other hand, the left-hand side in ͑28͒ is
by using ͑23͒. Then, ͑28͒ reduces to
In order to justify equality ͑28͒, it thus would be tempting to use ϭK ⌽ as a test function in ͑26͒. However, difficulties arise when we ask for such a function to belong to the admissible set D. We note that, for ⌽L 2 (0,T;H), we naturally have K ⌽ L 2 (0,T;E) and mixes all the energy levels, it seems that a truncation of ⌽ on the high levels does not give such a control and it is not clear at all that the set ͕⌽L
͖ is not empty in the general case. This difficulty leads to some technical restrictions on the cross sections in Ref. 19 .
On the other hand, if we are able to prove that ٌ x L 2 (0,T;H), then, the relation ͑29͒ makes sense provided ⌽L 2 (0,T;H) and does not require further property on ⌽. This motivates our strategy of proof: First, we establish an approximate current equation, from which we will be able to deduce that ٌ x L 2 (0,T;H); and then we derive the current equation ͑29͒. We are thus led to the main statement of the step.
Proposition 5: We have ٌ x L 2 (0,T;H), and the limit J of J satisfies (29) . Proof: Let ⌽ be a test function in L 2 (0,T;H) compactly supported with respect to time in (0,T). Moreover, one assumes that ‫ץ‬ t ⌽L 2 (0,T;l ) and ٌ x ⌽L 2 (0,T;H). This can be obtained by regularizing in time and space and eventually truncating in energy a function in L 2 (0,T;H).
The parameter n will help us in approximating ͑29͒. Then, we consider the admissible test func-
͑30͒
The right-hand side gives
while the left-hand side is rewritten
Since all the sums are actually finite, there is no trouble in applying convergences ͑27͒, n being fixed. The left-hand side in ͑30͒ tends, as goes to 0, toward
Moreover, the right-hand side in ͑30͒ becomes
Thus, we are led to the equality
which appears as an approximate form of ͑28͒. We wish to conclude by letting n go to ϱ. Let us introduce the linear mapping J (n) defined on the set
which corresponds to a weak definition of ϪD( (n) ٌ x ,⌽). Note that this set is obviously dense in L 2 (0,T;H) ͑it is only concerned with space regularization since ͐ S NϪ1v K ⌽ d naturally lies in L 2 (0,T;HЈ)). Furthermore, ͑31͒ says that one actually has
One deduces that
and J (n) is a bounded sequence of continuous linear forms defined on the whole space L 2 (0,T;H). According to Corollary 4, we can associate a sequence ⌰ (n) satisfying
and
for any ⌽L 2 (0,T;H) ͓where we used ͑24͔͒. Then, coming back to ͑31͒, ⌰ (n) is a bounded sequence in L 2 (0,T;H) which coincides with (n) ٌ x as a linear form on the subset 
, and therefore (n) ٌ x is bounded in this space, uniformly with respect to n. Since the sequence converges toward ٌ x as n→ϱ in a distributional sense, we deduce that (n) ٌ x converges weakly toward ٌ x in L 2 (0,T,H). We end the proof by taking the limit n→ϱ in the equality ͑31͒; we finally get
Now, it remains to justify Lemma 4. ᮀ Proof of Lemma 4: It is equivalent to prove that the orthogonal set of K is reduced to 0 in H. Let ⌰H satisfy
Then, by ͑24͒, this reads D(⌰,⌽)ϭ0 for all ⌽H, which yields ⌰ϭ0 thanks to the coercivity of the bilinear form D.
ᮀ Step 4: Compactness in time.
We would like to recover as initial data I for the limit problem a function depending on the behavior of the sequence of data F I for the kinetic equation. Of course this relies on a compactness in time property, at least for some weak topology. On the other hand, it can be shown a uniqueness result for the limit equation in the class of continuous functions with value in L 2 (R N ϫN;B Ϫ1 di dx) and having the gradient in L 2 (0,T;H). In turn, of course, the whole sequence will converge to this . 
Looking at the continuity equation, one gets
The bound ͑iv͒ in Proposition 2 combined with the Arzela-Ascoli theorem allows us to deduce that (͐ (t) B Ϫ1 di dx) Ͼ0 lies in a compact set in C 0 (͓0,T͔). By considering finite series and space regularization, one sees that the above-used set of 's is dense into ͑ i j ͑ Ј, ͒Ϫ i j ͑ ,Ј͒͒dЈ ͪ dϭ0, by using the symmetry assumption (h1Ј).
Then, B 1 is obviously a bilinear continuous form on E, and a straightforward computation yields
Finally, in view of ͑10͒, it is easy to check that E 0 ʚKer(Q 1 el ), and writing f ϭ͗ f ͘ϩr, we immediately get
We can improve this bound, by noticing that, since the average of r vanishes, ͑A2͒ and ͑h3͒ yield
