The stable principal component pursuit (SPCP) problem represents a large class of mathematical models appearing in sparse optimization-related applications such as image restoration, web data ranking. In this paper, we focus on designing a new primal-dual algorithm for the SPCP problem with nonnegative constraint. Our method is based on the framework of proximal point algorithm. By taking full exploitation to the special structure of the SPCP problem, the method enjoys the advantage of being easily implementable. Global convergence result is established for the proposed method. Preliminary numerical results demonstrate that the method is efficient.
Introduction
With the development of information technology, the subject of high-dimensional data becomes more and more popular in science and engineering applications such as image and video processing, web documents analysis and bioinformatics data processing. An intensive research attention has been devoted recently to analyzing, processing and exacting useful information from the high-dimensional data efficiently and accurately. The classical principal component analysis (PCA) is the most widely used tool for high-dimensional data analysis, and it plays a fundamental role in dimensionality reduction. PCA computes the singular value decomposition (SVD) of a matrix to obtain a low-dimensional approximation to high-dimensional data in the  sense [] . However, PCA usually breaks down when the given data is corrupted by gross errors. In other words, the classical PCA is not robust to gross errors or outliers. To overcome this issue, many methods have been proposed. In [], a new model called principal component pursuit (PCP) was proposed by Candès and Wright under weak assumptions. It is assumed that the matrix M ∈ R m×n is of the form M = L + S, where L is the underlying low-rank matrix representing the principle components and S is a sparse matrix with its most entries being zero. To recover L and S, PCP requires to solve the following convex optimization problem:
where L * denotes the nuclear norm of L, which is equal to the sum of its singular values, S  = i,j |S i,j | is the  norm of S, and ρ is a parameter balancing the low-rank and sparsity.
In [] , it was shown that the recovery is still feasible even when the data matrix M is corrupted with a dense error matrix Z such that Z F ≤ δ. Indeed, this can be accomplished by solving the following stable principal component pursuit (SPCP) problem:
where the matrix Z is the noise, Z F denotes the Frobenius norm of Z, and σ >  is the noise level. Note that (.) is a special case of the SPCP problem (.) with σ = . In practical applications such as background exacting from face recognition, video denoising and surveillance video, the low-rank matrix L always represents an image. Therefore, adding a nonnegative constraint L ≥  to (.) makes sense. This results in the following SPCP problem with nonnegative constraint:
Recently, many algorithms using only first-order information for solving the SPCP problem (.) have been proposed. Aybat and Iyengar proposed a first-order augmented Lagrangian algorithm (FALC) which was the first algorithm with a known complexity bound that solves the SPCP problem in []. Tao and Yuan developed the alternating splitting augmented Lagrangian method (ASALM) and its variant (VASALM) for solving (.) in []. Aybat et al. advanced a new first-order algorithm NSA based on partial variable splitting in [] . Nevertheless, how to solve (.) has not caused enough attention. We can only find that Ma proposed an alternating proximal gradient method (APGM) which was based on the framework of alternating direction method of multipliers for solving (.) in [] . In this paper, we propose a customized proximal point algorithm with a special proximal regularization parameter to solve the SPCP problem. Note that (.) is well-structured in the sense that the separable structure emerges in both the objective function and the constraints. A natural idea is to develop a customized algorithm to take advantage of the favorable structure of (.). This is the main motivation of our paper.
The rest of this paper is organized as follows. In Section , we give some useful preliminaries. In Section , we present the customized PPA for solving (.) and the convergence analysis is shown in Section . In Section , we compare our algorithm with APGM to illustrate the efficiency by performing numerical experiments. Finally, some conclusions are drawn in Section .
Preliminaries
In order to facilitate the analysis, we consider the following separable convex optimization problem with linear constraint instead of (.):
where
R and g(y) : R p → R are both convex but not necessarily smooth functions [] . Throughout, the solution set of (.) is assumed to be nonempty. Furthermore, we assume that f (x) and g(y) are 'simple' which means that their proximal operators have a closed-form representation or they can be efficiently solved up to a high precision [] . The proximal operator of the function ϕ(x) : R n → R is defined as
for any given a ∈ R n and ξ >  []. The nuclear norm of L and the  norm of S in (.) both are simple functions. Under the assumption, we will show that our algorithm for solving (.) can result in easy proximal subproblems. We signify the subdifferential of the convex function f (x) by ∂f (x),
Merging (.a) and (.b), we can easily get
which implies that the mapping θ (·) is monotone. Now, we show that (.) can be characterized by a variational inequality (VI) framework. Let λ ∈ R m be the Lagrangian multiplier associated with the linear constraint in (.), then the Lagrangian function of (.) is
By deriving the optimality conditions of (.), we can easily find that solving (.) is equivalent to finding a pair of (x * , y * ; λ * ) which satisfies
where θ (x * ) ∈ ∂f (x * ) and γ (y * ) ∈ ∂g(y * ). By denoting
problem (.) can be rewritten as the variational inequality reformulation
Obviously, the mapping F(w) defined in (.a) is monotone. The solution set of (.a)-(.), denoted by * is nonempty under the assumption that the solution set of (.) is not empty.
The new algorithm
In this section, we will present our new algorithm to solve VI (.). However, at the beginning, we first review the classical PPA. After the PPA was proposed firstly by Martinet in [] and further developed by Rockafellar in [] , it plays a vital role in optimization area. Given the iterate w k , the classical PPA generates the new iterate w k+ ∈ via the following procedure:
where the metric proximal parameter G ∈ R n×n is required to be a positive definite matrix.
A popular choice of G is G = βI, where β >  and I is the identity matrix [] . Here, we are ready to present our new algorithm for solving (.). Step . Update y, x and λ:
Step . If the termination criterion is met, stop the algorithm; otherwise, go to Step .
The new customized PPA described above is known as alternating direction method of multipliers (ADMM) with two blocks [] . Its global convergence result has been proven in many literature works. However, there are three variables in (.). If we apply the customized PPA to the SPCP problem directly, the convergence of the algorithm cannot be guaranteed [] . Moreover, the proximal mapping of L * + I(L ≥ ) is difficult to compute [] . By introducing a new auxiliary parameter K , we can group L and S as one big block [L; S], and group Z and K as another big block [Z; K]. Then (.) can be rewritten as a similar form of (.):
Then we can solve (.) or (.) by applying the new customized PPA as follows:
The simplicity of the above scheme is that all the subproblems have closed-form solutions.
As we see, model (.) turns out to be (.) when we set σ >  and abandon the constraint L ≥ . Under these circumstances, subproblems (.a) and (.b) are the solution of (.).
We now show the reason that the four subproblems can be solved easily. The first subproblem (.a) is equivalent to solving the proximal mapping of the nuclear norm L * and can be expressed by The S-subproblem (.b) can be solved by
where the  shrinkage operator [] Shrink(M, α) is defined as
The closed-form solution of the third subproblem (.c) can be written as
which means projecting the matrix
onto the nonnegative orthant and this can be done by
where the max function is componentwise [].
Convergence analysis
In this section, we will show the global convergence result of the algorithm proposed for solving (.) or (.). First, we need to prove the following lemma.
Lemma  Let w k+ = (x k+ , y k+ ; λ k+ ) be generated by the proposed algorithm from the given
Proof Deriving the first-order optimality condition of the first equality in Algorithm , we can obtain
It can also be expressed as
Homoplastically, the second iteration for solving x k+ in Algorithm  shows us that
Note that the λ-iteration can be written as
Merging (.), (.) and (.), we achieve
Utilizing the notation of w, F(w) and the matrix G, the inequality above can be rewritten as
In other words, the lemma is proved. Inequality (.) implies that the proposed algorithm is in fact equivalent to the proximal point algorithm with a special proximal regularization parameter matrix G. 
The norm · 
Numerical results
In this section, we study the performance of Algorithm  for solving (.). Our codes were written in MATLAB Ra. In addition, all of the experiments were performed on a laptop with an Intel Core  Duo CPU at . GHz and  GB memory. In the experiments, we get the data randomly in the same way as in [] . For given n, r < n, the n × n matrix L * with rank-r was generated by R  R T  , where R  and R  are both random matrices with all components distributed in [, ] uniformly. As we see, L * is a nonnegative and low-rank matrix we want to recover. The support of the sparse matrix S * was chosen uniformly at random, as the recursion terminal condition. The tolerance parameter r here is chosen as  - . In order to ensure the rank of L * be n * R r and the cardinality of S * be n  * C r , we denote R r := r/n and C r := cardinality(S * )/(n  ), respectively. For different cases of m, R r and C r , we focus on the iteration numbers and CPU times in the experiments. Then we define
as the root mean square error of the matrix L(rms L ) and root mean square error of the sparse matrix S(rms S ), respectively, where k is the current number of iterations. In order to increase the persuasiveness, we randomly created ten examples, so the results were averaged over ten runs. The numerical results about the CPU times and iteration numbers are presented in Table  and Table  . As we can see, our algorithm shows competitive performance with APGM in most cases. In some cases, Algorithm  is attended to be more efficient than APGM. For example, when n ∈ [, ], R r = . and C r = ., Algorithm  needs less CPU times and much fewer iteration numbers than APGM. To better observe the convergence and performance of our algorithm, we plot the evolutions of the objective function value in Figure  , rms S in Figure  and rms L in Figure  , respectively. Plots in these figures indicate that the root mean squares of S and L decrease gently at first. However, when approaching the recursion terminal condition, the rms S and rms L in Algorithm  decrease more rapidly than APGM. In other words, Algorithm  meets the stopping criterion faster than APGM.
