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Abstract--Monte Carlo estimates have been obtained for the unconditional probability of misclassifi- 
cation incurred by the "estimative" optimum allocation rule in discriminant analysis involving mixtures 
of binary and continuous variables. The rule is based on the location model and leads effectively to a 
different linear discriminant function for each of the multinomial locations defined by the binary 
variables. A comparison is made between the Monte Carlo estimates and an approximation based on an 
asymptotic expansion of the distribution of the location "estimative'" linear discriminant function derived 
by Vlachonikolis. Results are presented for various combinations involving equal sample sizes of 50. 
100 and 200. two and three binary variables: one. three and five continuous variables: three different 
settings of location Mahalanobis distances and several choices of location probabilities. 
I. INTRODUCTION 
In the classical problem of discriminant analysis, it is required to allocate an individual obser- 
vation of a k-dimensional random vector u into one of two disjoint populations II~ and H_,. It 
is frequently assumed that the two populations have a multivariate normal distribution with 
different means I.t~, IX., and common covariance matrix 2. If these parameters are known, then 
the optimal allocation rule is based on the value of the log-likelihood ratio at u[l,2]. If the 
parameters are unknown, an "estimative" rule is obtained by replacing p.~, it., and 2 in the 
optimal rule by their sample stimates. This rule is based on W, the Wald-Anderson classification 
statistic[3,4], defined by 
I 
W = (~ - ~2)rS-'(u - ~(~ + ~.,)}, (1.1) 
where ~, ~, and S denote the sample means and pooled sample covariance matrix, based on 
two samples of size nt and n_, from I-I~ and H_,, respectively. 
The distribution of W has been studied by Wald[3], Anderson[4,5], Sitgreaves[6,7]. Bowker[8], 
Bowker and Sitgreaves[9], John[ 10,111, Teichroew and Sitgreaves[ 12], Okamoto[ 131 and oth- 
ers. Studies focused on the probabilities of misclassification incurred by the "estimative" rule 
based on W have been published by Smith[14], Dunn and Varady[15], Dunn[16], Lachen- 
bruch[17,18], Lachenbruch and Mickey[19l, Hills[20], Sorum[21,22,23]. Moran[24], Mc- 
Lachlan[25,26,27] and others. 
The first part of the expression for W is Fisher's[281 linear discriminant function (LDF). 
Hence, for given samples and under wide distributional ssumptions, W will discriminate best 
the two populations. However, the allocation rule based on W will not be optimal, in the sense 
of minimising the probability of misclassification (error rate), unless the populations are normal 
with common ~2 and the sample sizes n~ and n: tend to infinity (Hodges and Fix[29]). 
One common situation where such distributional conditions do not hold is encountered 
when the random vector u consists of both binary and continuous variables. Krzanowski[30] 
has derived an optimal allocation rule based on the distributional ssumptions of the location 
model[31]. The approach leads effectively to a different LDF for each of the multinomial 
locations defined by the binary variables. When the population parameters are unknown, the 
corresponding location conditional llocation rules are modified by replacing the former by their 
sample estimates. 
The location model approach to discriminant analysis, termed as LM approach ereafter, 
has so far been used in comparative studies with other methods (Krzanowski[30,32], Vlachon- 
ikolis and Marriott[33] and Knoke[34]). Vlachonikolis[351 has derived an asymptotic expansion 
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of the distribution of the location LDF and has examined its performance under various conditions 
about the unknown involved parameters. 
2. AIM 
The present paper focuses on the expected error rates incurred by the LM approach. Monte 
Carlo methods have been used to estimate the error rates under various combinations involving 
equal sample sizes of 50, 100 and 200: two and three binary variables; one, three and five 
continuous variables; three different settings of location Mahalanobis distances and several 
choices of location probabilities. Approximate values of these expected error rates based on the 
asymptotic expansion of the distribution of the location LDF[35] have also been calculated. 
The Monte Carlo results thus provide information about the expected performance of the 
discriminant procedure and the accuracy of the above approximation for moderately sized 
samples. 
3. PREL IMINARIES  
Let u r = (x r, yr) be a random vector from the mixture of I-I~ and H.,, where x r = (&, 
x: . . . . .  Xq) and yr = (y~, Y2 . . . . .  yp) consist of q binary and p continuous variables, 
respectively. We can replace x by a random vector z r = (.-,, z., . . . . .  "r), where r = 2 ~ and 
each z,, takes the value one for one particular state of the x's and zero elsewhere. We consider 
u r = (z r, yr) in the sequel. 
With respect o the distributions of z and y, we assume the following: 
f(z;  P, I l-li) = f l  p~,~, 
where 
r 
Pr= (p~i,p, . ,  . . . . .  p, i ) .  p,,,, = E (z , , , IH , ) .  ~p,, , ,  = 1 (3.1) 
m = [ 
and 
(y [H , , z , .  = 1, zt = O, m # l = 1 ,2  . . . . .  r) - N ( i t}" ' ,  £ ) ,  
(m = 1.2 . . . . .  rand i  = 1,2). (3.2) 
These distributional assumptions compose the location model[31]. 
It can easily be shown that the optimal (Bayes) rule for allocating a random observation 
u satisfying (3.1) and (3.2) is as follows: Given 
u r = (z r ,yr)  with:,,, = 1. 
then allocate u to H~ if 
1 
(p,m, _ ItT,)r]~-~{y _ ~ (it,,,, + it,..,,,)} _ log (P , , : /P , , t )  >~ K (3.3) 
and otherwise to 1-I:, where m = 1, 2 . . . . .  r. and K is a constant depending on the prior 
probabilities for l-It and 1-I: and the relative costs of misclassification. Without loss of generality, 
it will always be assumed that K is zero. This allocation rule was first derived by Chang and 
Afifi[361 for the case with q = 1 (r = 2) and extended for the general case by Krzanowski[30]. 
It follows easily that the probability of misallocating a member of FL with -,,, = 1. when 
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rule (3.3) is adopted, is given by 
oti.,= ~[ -D , . /2  + ( -  I)'D.~ I log (p../p,.:)], i = 1, 2, (3.4) 
where D~. denotes the Mahalanobis distance between I-I~ and I-I. in location m, i.e. 
O~, -- (~"  - ~2" ' ~rx - ' (~" '  - ,  ~: ' ) ,  
and q)(x) is the cumulative standard normal distribution function. Consequently, the overall 
optimum error rate is given by 
e0 = ~ p,.lal,. + ~ p,.2a.,. , (3.5) 
m=l  m=l  
where it has been assumed that the prior probabilities for I-l~ and l-I2 are equal. 
When the population parameters are unknown, it will be assumed as before that training 
samples of sizes n t and n: from lIz and rI,, respectively, are available. Let nm~ denote the 
number of observations belonging to location m from I-I. and let y~3; denote the vector of 
continuous variables associated with the jth observation in location m of the sample from rIi 
(m = I. 2 . . . . .  r; i = l. 2; j = l. 2 . . . . .  n,.3. Then the maximum-likelihood estimates 
of p,.~ and ~I m~ are given, respectively, by 
\1= I 
while an unbiased estimator of X is given by 
S = (Y;7' - " '  " '  (nt + n., - Yi )(Y/, - ~ ' i " ' )  r - 2 r ) .  (3 .7 )  
The estimative allocation rule is as follows: Given 
u r = (z r .y r )  withz,. = 1 
then allocate u to H~, if 
l (Y';"' 
u" '  = (y~"' - Y : ' )TS -~{y - ~_ + y'_,',)} - log  (:,.,_/p,.,) >t 0 (3 .8 )  
and otherwise to 1-I: (m = 1. 2 . . . . .  r). It follows that the probability of misallocating a
member of 1-I, with z,. = 1 for given samples is given by 
a*. = pr [ ( -  I ) 'U"'  > 0 ] l-[. y'("', y'.,"', S,/~,.~,/~,._.], i = 1, 2. (3.9) 
Consequently, the overall expected (unconditional) error rate incurred by the estimative rule is 
given by 
e = -~ E p,.la*. + p,.,ot_.*,.. (3.10) 
- -  m=l  m=]  
where in the latter expression the expected value is understood to be over the joint distribution 
of .v'(~'. y~"',S./5,., and/5,.:. The probability pr[(f"'  < 0 [ l-I,] (i = 1. 2) has been studied in 
[35]. An asymptotic expansion has been derived up to the term of the second order with respect 
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to [(ntp,.t) - I ,  (n2p.,2) -~, (n~ + n, - 2r) -q .  It depends otherwise on D,., p,.~, p,.,. and p: the 
number of continuous variables. Using this expansion, an approximation ev to the overall 
expected error rate e as in (3.10) is directly available. 
For practical purposes the LM approach is applicable only when n, and n., are sufficiently 
large to ensure feasible estimation of the unknown parameters. 
With small sample sizes, an approximation is often used by employing parameter estimates 
derived by fitting a second-order log-linear model to the location probabilities and a second- 
order regression model, in the original binary variables, to the means of the continuous vari- 
ables[30]. This particular approach will be termed here as "modified LM approach." Other 
approximations based on different estimation models could similarly be used. The unconditional 
distribution of U ("' when such fitted estimates are used involves intractable algebraic manip- 
ulations. For completeness, however, some of our Monte Carlo results are about estimates of 
the expected error rates incurred by the modified LM approach. 
4. METHOD 
It follows from the assumption in (3.2) that the sample conditional probability of misal- 
location ~*  [c.f. (3.9)1 can be expressed as 
a*,. = cI) ( - l ) i  ~ir~I~) _ r,~,.)~rc-lvc-ltr, l,.~ r,,i,.,~tl,2 (4.1) 
t~ ' / I  22  ! o ~,,*~ ~' /1  - -  , /2  l J  
for i = 1, 2 and m = 1, 2 . . . . .  r. It is noted that c,,* is invariant under linear transformations 
of y. Thus, for any multinomial ocation, we can find a transformation to a new vector y*, 
such that 
(Y* I Hi, z,. = l, zt = 0, m #l  = 1, 2 . . . . .  r ) -N(~l " ' , l ) ,  (4.2) 
where 0:( "~ = (D,,,/2, 0 . . . . .  0) r, 0.(., "~ = ( -D , , /2 ,  0 . . . . .  0) r and I is the p-dimensional 
identity matrix. Transformations which accomplish this may be found in [16]. 
The overall sample conditional error rate is then given by 
e, = "~ p,.lal*. + p,.2a,*_.. ,
-- pn=l  m=l  
(4.3) 
so that when Dr,, p,,~, p.,, (m = 1,2 . . . . .  r) are unknown neither cxi,* or e,. can be evaluated. 
The problem of estimating these probabilities requires careful consideration. With the LM 
approach the "leaving-one-out" method of Lachenbruch[17] (c.f. also [19])is recommended 
by Krzanowski[30], who also provided extensive numerical methodology for incorporating all 
necessary computations in one iterative procedure. 
The leaving-one-out method was used here to provide numerical values of ec [c.f. (4.3)] 
over a number of repetitions with samples drawn under identical conditions. These values were 
then used to provide estimates of the average xpected error rate e [c.f. (3.10)] and their standard 
errors. It follows from earlier considerations that e depends only on D,,, p,.~, p,.,. (m = 1, 2, 
. . . .  r), the sample sizes n], n_, and the numbers of binary and continuous variables q and p, 
respectively. We examined various conditions involving these parameters. They are similar to 
those in [37] and [35] and are briefly described below. 
Let x~, x2 . . . . .  xq be mutually independent binary variables with E(x: t l'I~) = p~, j = I, 
2 . . . . .  q; i = 1, 2. Let the locations be numbered by m = I + ET=~ 2~J-Z'xj. [Clearly m = 1, 
2 . . . . .  r (=  2~).] The location probabilities p,,~ can then be simply expressed in terms of the 
p:s.  The relevant parameters were chosen as follows: 
(i) Values for the location probabilities P,,i were specified by choosing values for p~, P2 in the 
range 0.3 ~< p~ ~< p_, ~< 0.7. 
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Table 1. Estimates of the exacted error ~te (e) ~r  q = 2, p = 1. 3. 5. 0.3 ~p,  ~p:~0.7 ,  
n, = n: = N = 50. 100, 200 and situations A. B and C descr ied in the text 
I A B c 
I N 50 100 200 50 100 200 50 100 200 
IPl P2 P 
I 1 .327 .320 .314 .378 .370 .366 .275 .272 .265 
I ( .008)  ( .005)  ( .003)  ( .008)  4 .005)  ( .003)  ( .006)  4 .005)  4 .003)  
10.3 0 .3  3 .350 .341 .315 .386  .382 .381 .309  .277 .272  
(.007) (.005) (.0C3) 4.009) (.0063 4.004) (.0073 4.005) (.0033 
5 .358 .343  .327  .419  .391 .385 .327 .280 .278  
(.007) (.006) (.0043 [.0083 (.0073 (.004) (.010) (.006) (.003) 
1 .308 .292 .284 .332 .320 .314 .236 .234 .233 
(.0073 (.G053 (.003) (.007) (.006) (.0043 4.007) (.004) (.0033 
0.3 0.5 3 .317 .301 .291 .352 .328 .324 .264 .249 .234 
(.0073 (.006) (.0C33 (.010) 4.005) (.003) (.0073 (.005) 4.003) 
5 .324 .305 .296 .362 .346 .325 .269 .252 .249 
(.0073 4.006) (.003) 4.007) (.006) (.004) (.007) 4.004) 4.003) 
. . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . .  
1 .226 .225 .224 .236 .233 .230 
(.008) 4.005) (.0033 4.006) (.005) (.003) 
0.3 0.7 3 .242 .231 .226 .257 .245 .242 
(.006) (.005) (.0C3) (.006) (.004) (.003) 
5 .243 .236 .229 .263 .250 .245 
(.006) (.005) 4.004) (.007) (.0063 (.0033 
I .325 .305 .314 .356 .351 .339 
(.0083 4.005) (.0C3) (.007) (.005) (.004) 
0.5 0.5 3 .334 .315 .323 .389 .359 .347 
4.008) 4.006) (.0C33 (.008) (.0053 4.004) 
5 .364 .339 .329 .392 .366 .353 
( .0093  ( .006)  ( .0C4)  ( .007)  ( .005)  ( .0043  
1 .301 .285 .2~4 .312 .297 .290 .208 .207 .19~ 
(.0073 (.0053 (.003) (.0083 (.0063 (.003) (.0073 (.004) (.0033 
0.5 0.7 3 .310 .303 .2~0 .318 .309 .303 .231 .218 .211 
(.0073 (.005) (.003) (.0083 (.0063 (.0043 (.006) (.005) (.0~33 
5 .342 .308 .2~3 .339 .325 .303 .238 .220 .214 
(.0083 4.004) (.0033 (.0073 (.0053 (.003) (.006) (.004) (.0033 
. . . . . . . . . .  n . . . . . . . . . . . . . . . . . . . .  ! . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . .  
1 .326 .315 .314 .329 .322 .315 .213 .209 .20S 
(.0073 4.005) (.0C33 (.0073 (.005) (.0043 4.007) (.004) C.0033 
0.7 0.7 3 .368 .332 .320 .349 .326 .326 .228 .220 .21G 
(.0093 (.005) (.0033 (.008) (.0063 (.003) (.006) (.0043 (.0033 
5 .377 .338 .324 .355 .339 .335 .233 .231 .21~ 
(.0093 (.006) (.0043 (.009) (.0053 (.004) (.006) (.0043 4.003) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
.179  .173 .165 
4 .007)  (.GO5) ( .Of f3)  
.188  .1B~ .174 
( .006)  ( .005)  ( .003)  
.205 .188 .182 
(.006) (.004) (.003) 
.255 .241 .24C 
(.006) (.004) (.003) 
.259 .2&S .2&3 
(.007) (.005) (.003) 
.268 .26& .244 
(.006) (.005) (.003) 
(ii) Three different settings with respect o D?,, m = 1, 2 . . . . .  r, the locations' Mahalanobis 
distances were considered: 
(A) D,,, = 1.0 for all m; 
(B) D,, = mean of the mth order statistic of a sample of size r from the standard half- 
normal distribution; 
(C) D~,, = 1.0, m = I r/2, 
2.0, m = r/2 + I . . . . .  r. 
(iii) Number of binary variables q = 2 .3 .  
(iv) Number of continuous variables p = l. 3 .5 .  
(v) Equal sample sizes n, = n, = N = 50, 100. 200. 
The total number of combinations of these values is 324. It is noted that these choices achieve 
a reasonable spread of the populations, different degrees and patterns of variability among the 
D,,'s and sample sizes of the order usually met in practice. With respect o (iii) above, the case 
with q = 2 was dealt with the full multinomial LM approach, while that with q = 3 with the 
modified LM approach. 
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Table 2. Expected (e,) and optimal (e,0 error rates for q = 2, p = I. 3, 5. 0.3 <~p, <~p: ~< 0.7, 
n, = n: = N = 50. 100. 200 and situations A. B and C described in the te'~t 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
I I A ~ C 
I NI 50 100 200 50 100 200 50 100 200 
I~. ~. ~ I 
-~- - -~ . . . .  I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
1 I 0.329 0.317 0.312 0.387 0.372 0,366 0.277 0.270 0.266 
0.3 0.3  3 I 0 .357  0 .332  0 .320  
5 I 0 .36r  0 .342  0.32  
. . . . . . . . . .  ll:o_ o.:o9 
1 I 0.302 0.290 0.285 
10.3 0.5 3 I 0.321 0.301 0,291 
5 I 0,331 0,310 0.29~, 
0,421 0.390 0.375 0.299 0.280 0.272 
0.421 0.400 0.363 0.314 0.289 0.277 
0.361 0,264 
. . . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . .  . 
0,332 0.320 0.315 0.24~ 0.236 0.233 
0,346 0.331 0.321 0.263 0.245 0.237 
0,352 0.3t, O 0.32./ 0.2"/6 0.254 0.2/.2 
le  0,281 0.310 0.229 
. . . . . . . . . .  I -~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . .  
I l 0,227 0.222 0.219 0,252 0.237 0.231 0.179 0.1"14 0,172 
10.3 0.7 3 I 0.242 0.231 0.22/* 0,281 0.249 0.23? 0,193 0.182 0.176 
I 5 I 0.252 0.238 0.228 0,296 0.258 0.241 0,204 0.188 0.179 
I le,., 0.216 0.22"/ 0.169 
I . . . . . . . . . .  I -~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
I I I 0.327 0.317 0.312 0.366 0.3t, 8 C.341 0.247 0.240 0.237 
10.5 0.5 3 I 0.355 0.331 0.320 0.3~5 0.365 0.350 0,268 0.259 0,242 
5 I 0.371 0,343 0.32E 0,382 0.371 0.35? 0,283 0.259 0.247 
I • o O. 309 O. 336 O. 234 
1 0.302 0.290 0.28,5 0.276 0.289 0.290 0.216 0.20"/ 0,203 
10.5 0.7 3 0.321 0.301 0,291 0.296 0.305 0.297 0.230 0,215 0.208 
5 0.331 0,310 0.296 0,307 0.317 0.305 0,239 0.222 0.212 
• o 0.281 0.288 0.200 
. . . . . . . . . .  , . . . . . . . . . . . . . . . . . . .  j . . . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . .  
1 0.329 0.317 0.312 0.361 0,328 G.317 0.220 0,211 0,207 
0.7 0.7 3 0.357 0,332 0.32C 0.370 0,3t.O 0.325 0.241 0.221 0.212 
5 0.307 0.342 0.32(: 0.2~8 0.329 0.327 0.249 0.228 0.217 
• o 0,309 0.310 0.204 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
For each combination a total of 50 trials was carried out. Each trial consisted of generating 
two samples of observations (x r, yr) with X'S as in the preceding paragraph and y's as in (4.2) 
for i = 1, 2. The data were obtained by transforming appropriately uniformly distributed 
deviates, which were produced by the routine G05CAF of the N.A.G. Library[38]. For each 
trial we obtained the proportion of misclassified observations by the LM and leave-one-out 
method. These proportions were then averaged over the 50 trials to provide an estimate of the 
overall expected error rate for the corresponding combination. The results are shown in Tables 
1 and 3 for the combinations involving q = 2 and q = 3. respectively. The standard errors of 
the estimates are shown in parentheses below. 
The approximation e, to the overall expected error rate based on the asymptotic expansion 
in [35] and the optimal error rate e0 were also calculated for each combination, using its specific 
parameter values. These results are shown in Tables 2 and 4. corresponding again to q = 2 
and q = 3, respectively. The values of e0 are shown at the bottom of the relevant boxes. 
5. RESULTS 
It is noticed that e, is always larger than the corresponding estimate of e (Tables 2 and 4 
against 1 and 3, respectively). The difference, however, is not significant for the majority of 
the combinations and tend to zero as the sample sizes increase. It turns out that the difference 
is large and sometimes in the opposite direction for some combinations with n, = n,_ = 50. 
This is due to irregularities associated with e, and pointed out in [35]. It must be noted that the 
case with q = 3 (Table 3) dealt with the modified LM approach for which the approximate 
values e,. (Table 4) are not directly relevant [expected values are over the joint distribution of 
y',"', y~' ,  S,/~,,~,/~,,_, as in (3.6) and (3.7)1. The results prove that the approximation e, is good 
even for moderate sample sizes for allocation rules whether full multinomial LM or modified 
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Table 3. Estimates of the exacted error ~te (e) ~r q = 3. p = I. 3. 5. 0.3 ~p, ~p:~0.7 .  
n, = n: = N = 50. 100. 200 and situations A. B and C described in the text 
A 8 C 
N 50 100 200 50 100 200 50 100 200 
D I ~ D 
. . . . . . . . . .  I . . . . . . . . . . . . . . . . . . . .  I . . . . . . . . . . . . . . . . . . . .  I - -  . . . . . . .  . . . . . . . . . . . .  
1 .341 .328 .314 .416 .393 .383 .307 .293 .287 
4.007)  ( .005)  ( .004)  ( .009)  ( .006)  ( .004)  ( .008)  ( .006)  ( .004)  
0.3 0.3 3 .368 .339 .319 .440 .416 .404 .320 .314 .291 
(.008) (.005) (.003) (.009) (.007) (.005) (.008) (.006) (.004) 
5 .376 .351 .339 .450 .426 .404 .343 .317 .297 
( .009)  ( .006)  ( .0G4)  ( .009)  ( .007)  ( .004)  ( .008)  ( .006)  ( .003)  
1 .306 .282 .268 .336 .314 .306 .234 .231 .236 
(.009) (.005) 4.003) (.009) (.005) (.004) (.007) (.005) (.003) 
0.3 0.5 3 .341 .304 .291 .355 .345 .320 .287 .251 .242 
( .007)  ( .006)  ( .003)  ( .009)  ( .006)  ( .003)  ( .007)  4.005) 4.003) 
5 .344 .311 .294 .369 .352 .328 .290 .269 .248 
( .007)  ( .005)  4.003) ( .008)  ( .006)  ( .004)  ( .008)  4.005) ( .003)  
I .211 .199 .192 .208  .206 .205 .167 .150 .153 
(.007) 4.005) (.003) 4.005) (.004) (.003) (.005) 4.004) 4.003) 
!0.3 0.7 3 .220 .207  .194 .233 .217 .206 .186 .166 .155 
( .006)  ( .005)  ( .003)  4.007)  ( .005)  ( .003)  4.006) 4.004) ( .003)  
5 .231 .217 .204 .238 .238 .217 .192 .170 .163 
(.006) (.004) (.004) (.007) (.004) (.004) (.007) (.004) (.002) 
: .  . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . .  
1 .337 .333 .315 .372 .362 .349 .254 ,247 .239 
4.008) (.006) (.003) (.009) (.005) (.003) (.007) (.005) 4.003) 
0.5 0.5 3 .373 .341 .327 .415 .379 .361 .288 .266 .24~ 
(.008) 4.005) (.0C3) (.008) (.006) (.004) [.008) (.005) (.003) 
5 .383 .356 .339 .423 .387 .375 .299 .277 .252 
(.009) (.005) (.0C4) (.009) (.005) (.005) (.007) (.005) (.004) 
1 .313 .286 .277 .311 .290 .279 .197 .194 .191 
(.006) (.005) (.004) (.009) (.004) (.004) (.006) (.005) (.003) 
0 .5  0.7 3 .331 .300 .2~8 .340 .304 .292 .232 .202 .192 
(.009) 4.005) (.0C4) (.0G7) 4.005) (.003) (.006) (.005) 4.003) 
5 .343 .308 .291 .357 .322 .296 .247 .206 .201 
4.007) (.006) (.0C3) (.009) (.005) (.003) (.007) 4.006) 4.002) 
. . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . .  n . . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . . .  
1 .330 .318 .311 .346 .318 .317 .215 .205 .199 
(.00S) (.005) (.0C3) (.007) (.005) 4.003) 4.006) (.005) 4.003) 
0.7 0.7 3 .359 .342 .329 .354 .344 .323 .250 .210 .206 
C.008) 4.007) (.004) (.008) (.005) (.004) (.008) (.036) 4.003) 
5 .370 .358 .337 .382 .353 .334 .251 .219 .215 
4.009) 4.007) (.0C4) (.009) 4.006) (.003) (.008) (.C05) 4.003) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
LM. Finally, we note that these allocation rules are estimated analogues of the optimal rule. It 
can be shown then that as nz, n: ---> :¢ so e ~ e0, where e0 and e are as in (3.5) and (3.10), 
respectively. Our results indicate that both estimates of e do tend to e0 as n,, n., increase. 
Further inspection of the tables reveals certain conclusions about the behaviour of the 
overall expected error rate. These results corroborate further similar conclusions made in [35], 
in terms of e, alone. We note in brief that both estimates of e exhibit the following identical 
patterns: 
(I) They increase as p increases. As pointed out before e, deviates from this pattern for 
small n~, n2 and, in particular, when small D,,'s are associated with small p,,/s; for example. 
situations B or C with p~ = p_, = 0.3 against Px = P2 = 0.7. 
(2) They both decrease as the D,,,'s increase: e.g. situation C against A. 
(3) They both decrease as p., - p~ (or E~,,=~ IP,.z - P,,'_I) increases. This pattern can be 
seen in all tables when starting from an entry with pt = p,_ and moving vertically downwards. 
(4) With large sample sizes they both decrease as q increases (Tables 1 and 2 against 3 
and 4, respectively) except when p. = P2 or P,,z = P,,., (all m). Other exceptions occur with 
certain combinations involving large values of p. 
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Table 4. Expected (e,) and optimal (e,,) error rates for q = 3. p = I. 3. 5. 0.3 ~<p, ~<p:<~0.7. 
n, = n: = N = 50. 100. 200 and situations A. B and C described in the text 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  - - - - .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
I A s c 
NI 50 100 200 50 100 200 50 100 200 
Pl =2 P I 
. . . . . . . . . .  I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ' 
1 I 0.374 0.333 0.318 0.t,74 0.a08 0.386 0.311 0.291 0.283 
0.3 0.3 3 I 0.422 0.360 0.333 0.515 0.439 0.t,0t+ 0.357 0.312 0.293 
5 I 0.389 0.'~66 0.341 0.379 0.t, 26 0./-,11 0.380 0.328 0.302 
le  0.309 0.372 0.276 
. . . . . . . . . .  i O . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . .  
1 I 0.320 0 .290 0.278 0.323 0.316 0.309 0.265 0.2t,~ 0.235 
10.3 0.5 3 I 0.335 0.305 0.288 0.379 0.3t,5 0.323 0.301 0.262 0.244 
5 I 0.318 O.313 0.296 0.383 0.361 0.332 0.315 0.275 0.252 
le_ 0.269 0.298 0.228 
. . . . . . . . . .  j u . . . . . . . . . . . . . . . . .  i . . . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . .  
I 1 0.224 0.203 0.194 0.199 0.205 0.202 
0.3 0.7 3 1 0.226 0.213 0.201 0.165 0.205 0.206 
5 I 0.210 0.218 0.207 0.118 0.209 0.211 
le_ O.186 0.195 
. . . . . . . . . .  ] v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
I I 0.359 0.329 0.318 0.467 0.381 0.354 
[0.5 0.5 3 I 0.t, 12 0.357 0.332 0.466 0.402 0.370 
5 I 0.415 0.372 0.343 0.218 0.361 0.370 
I • o O. 309 O. 339 
. . . . . . . . . .  I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
1 I 0 .320  0 .290  0 .278  
0.5  0 .7  3 I 0.335  0 .305  0 .288  
5 I 0.318 0.313 0.296 
l e  o 0.269  ' 
1 I 0.374  0 .333  0 .318  
10.7  0 .7  3 I 0.422  0 .360  0 .333  
I 5 I 0 .389  0 .366  0.341 
I le o 0.309 
0.322 0.302 0.285 
0.270 0.310 0.293 
0.190 0.315 0.300 
0.273 
0.416 0.353 0.333 
0.401 0.360 0.335 
0.000 0.111 0.283 
0.305 
0.178 0.161 3.153 
0.191 0.171 0.159 
0.193 0.17a 0.165 
0.1~7 
0.269 0.249 0.240 
0.310 0.269 0.250 
0.323 0.282 0.259 
0.23 t, 
0.221 0.200 0.191 
0.229 0.210 0.198 
0.220 0.216 0.203 
0 . I~  
0.244 0.211 0.199 
0.278 0.230 0.209 
0.250 0.23Z 0.215 
0.191 
Not ice that both es t imates  fo l low c lose ly  the behav ior  o f  e0, the opt imum error  rate. except ,  
o f  course ,  in (1) above ,  where  e0 does  not depend on p .  the number  o f  cont inuous  var iables.  
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