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Abstract
We investigate the large N behavior of the smallest eigenvalue, λN , of
an (N + 1) × (N + 1) Hankel (or moments) matrix HN , generated by the
weight w(x) = xα(1 − x)β, x ∈ [0, 1], α > −1, β > −1. By applying the
arguments of Szego¨, Widom and Wilf, we establish the asymptotic formula
for the orthonormal polynomials Pn(z), z ∈ C \ [0, 1], associated with w(x),
which are required in the determination of λN . Based on this formula, we
produce the expressions for λN , for large N .
Using the parallel algorithm presented by Emmart, Chen and Weems,
we show that the theoretical results are in close proximity to the numerical
results for sufficiently large N .
Keyword: Asymptotics, Smallest eigenvalue, Hankel matrices, Orthogonal
polynomials, Parallel algorithm
1 Introduction
Let µ(x) be a positive measure with the bounded support I(⊆ R) and define
the moment sequence of µ(x) by
hk :=
∫
I
xkdµ(x) k = 0, 1, 2, · · · . (1.1)
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We know that the Hankel determinant plays a significant role in the theory of
random Hermitian matrices. Associated with µ(x), the (N + 1)× (N + 1) Hankel
matrix HN , is defined by
HN := (hm+n)Nm,n=0 . (1.2)
It is known that the smallest eigenvalue of the Hankel matrix is intimately
related to the distribution function µ(x). We are motivated by the fact that the
smallest eigenvalue depends µ′(x) in a non-trivial way.
Let I = [a, b], where a and b are fixed constants, such that the Szego¨ condition,∫ b
a
lnw(x)√
(b− x)(x− a)dx > −∞, (1.3)
with w(x) = µ′(x) is satisfied. The asymptotic behavior of the Hankel determinants
for large enough N is given by Szego¨ [2-5].
Let λN denote the smallest eigenvalue of HN . The behavior of λN , N large,
has attracted a lot of attention. See e.g. Szego¨ [3], Widom and Wilf [7], Chen
et al. [11, 12, 16], Berg et al. [16, 17], etc. Szego¨ [3] studied the special cases
for w(x), defined on I, which can either be a finite or infinite. For finite cases, if
w(x) = 1, x ∈ (−1, 1) or w(x) = 1, x ∈ (0, 1), the smallest eigenvalues for large N
are given, respectively, by∗
λN ' 2 94pi 32
√
N
(√
2 + 1
)−2N−3
,
λN ' 2 154 pi 32
√
N
(√
2 + 1
)−4N−4
.
Widom and Wilf [7] found a kind of ‘universal’ law, where they show that if w(x) >
0, x ∈ [a, b], and the Szego¨ condition (1.3) is satisfied, then
λN ' A
√
NB−N ,
where A and B are computable constants depending on w(x), a, b, and are inde-
pendent of N .
For cases of an infinite interval, Szego¨ [3] chose the Gaussion weight (w(x) =
e−x
2
, x ∈ R) and Laguerre weight (w(x) = e−x, x ≥ 0). The corresponding
smallest eigenvalues are approximated, respectively, by
λN ' e2 134 pi 32N 14 e−2
√
2N ,
λN ' e2 72pi 32N 14 e−4
√
N .
Chen and Lawrence generalized the results of Szego¨ in [3]. By means of Dyson’s
Coulomb fluid method, they deduced the case for w(x) = e−x
β
, x ∈ [0,+∞), β > 1
2
and then gave two asymptotic formulas of λN for β = n + 1/2 and β 6= n + 1/2,
n = 1, 2, 3, · · · , respectively. See [11] for details.
∗ Throughout this paper, the relation an ' bn means limn→∞ an/bn=1.
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We note that the smallest eigenvalues of the examples given above are exponen-
tially small. Hence, it’s hard to determine the smallest eigenvalues of the Hankel
matrices associated with these weights by numerical techniques.
This paper is organized as follows, firstly, we establish the asymptotic formula
for the orthonormal polynomials Pn(z) associated with the weight w(x) in Theorem
2.1. Then in Theorem 2.2, we give the specific asymptotic expression of λN . Finally,
we present some numerical results compared with our theoretical results in section
3.
In order to meet the demands of some proofs in our results, we define the whole
complex plane by C ∪ {∞}, and the unit disc by
D := {z ∈ C∣∣|z| ≤ 1},
with its boundary (unit circle)
∂D := {z ∈ C∣∣|z| = 1}.
2 Main results
In this section, we shall produce the asymptotic expression for λN , the smallest
eigenvalue of the (N + 1)× (N + 1) Hankel matrix HN . We consider the weight
w(x) = xα(1− x)β, x ∈ [0, 1], α > −1, β > −1, (2.1)
which satisfies ∫ 1
0
lnw(x)√
x(1− x)dx = −2pi(α + β) ln 2 > −∞.
The N + 1 by N + 1 Hankel matrix HN is defined by
HN := (hm+n)Nm,n=0 ,
where hm+n is the (m+ n)th moment with respected to w(x), reads
hm+n :=
∫ 1
0
xm+nw(x)dx =
∫ 1
0
xm+n+α(1− x)βdx, m, n = 0, 1, 2, · · · .
By the definition of the Gamma function
Γ(x) =
∫ ∞
0
tx−1e−tdt, < x > 0,
and the Beta function
B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt, < x > 0,< y > 0,
with the relationship
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
,
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we have
hm+n =
Γ(α +m+ n+ 1)Γ(β + 1)
Γ(α + β +m+ n+ 2)
, m, n = 0, 1, 2, · · · , N. (2.2)
The Hankel matrix for α = β = 0 is the Hilbert matrix HN =
(
1
m+n+1
)N
m,n=0
,
for which some partial results were obtained in [3-6], [7] (in which the factor −1/2pi
of Lemma 2 should be changed to −1/4pi). The following two examples give HN
for some special choices of α and β.
Example 2.1. For α > −1,and β = 0, i.e. w(x) = xα, x ∈ [0, 1], the Hankel
matrix reads
HN =
(
1
1 +m+ n+ α
)N
m,n=0
.
Example 2.2. For α = β = −1
2
, i.e. w(x) = 1√
x(1−x) , x ∈ [0, 1], the Hankel
matrix is given by
HN =
(√
piΓ
(
1
2
+m+ n
)
Γ (1 +m+ n)
)N
m,n=0
.
For generic α and β, we shall show that there is an asymptotic formula for λN ,
the smallest eigenvalues of the Hankel matrices, in the following form
λN ' 8
√
N
ψ(α, β)
(
1 +
√
2
)4N+2 ,
where
ψ(α, β) = 2−
3
4pi−
3
2
(
1 + 2
1
2
)2α+2 (
1 + 2−
1
2
)2β
.
See details in the proof of the Theorem 2.2.
Let {Pn(x)}∞n=0 be the orthonormal polynomials associated with our weight
w(x), i.e., ∫ 1
0
Pm(x)Pn(x)w(x)dx = δm,n, m, n = 0, 1, · · · , N.
We define Pn(x) and the kth moment hk of w(x) to be
Pn(x) :=
n∑
k=0
an,kx
k,
hk :=
∫ 1
0
xkw(x)dx.
Then, the orthogonality relation can be rewritten as
δm,n =
N∑
i,j=0
am,ihi+jan,j, m, n = 0, 1, · · · , N,
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which, in matrix form, reads
I = ANHNATN , (2.3)
where
AN :=

a0,0 0 0 · · · 0
a1,0 a1,1 0 · · · 0
a2,0 a2,1 a2,2 · · · 0
· · · · · · · · · · · · · · ·
aN,0 aN,1 aN,2 · · · aN,N
 .
From (2.3), we find
H−1N = ATN
(ANATN) (ATN)−1 ,
which shows that 1
λN
is the largest eigenvalue of ANATN . This is not a new result,
for more details, see [3, 5, 7]. Denoting by σm,n the (m,n)th entry of ANATN , we
have
σm,n :=
(ANATN)m,n = N∑
k=0
am,kan,k =
1
2pi
∫ 2pi
0
Pm
(
eiθ
)
Pn
(
e−iθ
)
dθ.
We shall make use of Pn(z) to study the behavior of σm,n and thus of λN . Szego¨
[2] has proved the case of the interval [−1, 1] if µ(x) is absolutely continuous and,
Geronimus has proved that case in [1] for general µ(x). We can deduce the case
[0, 1] by a linear transformation ϕ : x 7→ 1
2
(x+1), x ∈ [−1, 1]. Since if Φn(x) are the
orthonormal polynomials associated with the weight w(x) = µ′ (ϕ(x)) then Pn(x) =
Φn(2x− 1), x ∈ [0, 1]. Based on the discussion in [1, Thm.9.3], [2, Thm.12.1.2] and
[7, Lem.2], etc., we obtain an asymptotic expression for Pn(z), z ∈ C \ [0, 1].
Theorem 2.1. The asymptotic behavior of the orthonormal polynomials Pn(z) with
respect to the weight w(x) = xα(1 − x)β, x ∈ [0, 1], α > −1, β > −1, uniformly
for z on compact subsets of C \ [0, 1], satisfies
Pn(z) ' 1√
pi
ζn(z)A(ζ(z)),
Here
ζ(z) =
(√
z +
√
z − 1)2 , (2.4)
with the square roots taking the positive values as <z →∞, and noting that |ζ(z)| >
1 in z ∈ C \ [0, 1], then |A(ζ(z))| is given by
∣∣A (reiθ)∣∣ = exp [ 1
4pi
∫ pi
−pi
ln
(
cos2α
t
2
sin2β
t
2
| sin t|
)
1− r2
1− 2r cos(θ − t) + r2dt
]
.
(2.5)
Proof. See [7, Lem. 2].
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Lemma 2.1. The maximum of
∣∣ζ (eiθ)∣∣ , for 0 ≤ θ < 2pi, is attained at θ = pi, and
max
0≤θ<2pi
∣∣ζ (eiθ)∣∣ = (1 +√2)2 .
Proof. From (2.4), we have
|ζ(z)| = |z|+ |z − 1|+ 2<
{√
z (z − 1)
}
,
substituting z = eiθ, θ ∈ [0, 2pi], we find,
∣∣ζ (eiθ)∣∣ = 1 +√2− 2 cos θ +√2− 2 cos θ + 2√2− 2 cos θ, (2.6)
the upper bound for
∣∣ζ (eiθ)∣∣ follows immediately.
Lemma 2.2. The entries of ANA
T
N , {σm,n}Nm,n=0, have the following upper bound
|σm,n| ≤ C · |1 +
√
2|2(m+n)√
m+ n+ 1
.
Proof. Recall that
σm,n =
1
2pi
∫ 2pi
0
Pm
(
eiθ
)
Pn
(
e−iθ
)
dθ.
According to Theorem 2.1, the asymptotic behavior of σm,n depends on the
factor ζn(z). Note that ∂D ∩ [0, 1] = 1, so for any ε > 0, we have
|σm,n| ≤ 1
2pi
∫ ε
−ε
∣∣Pm (eiθ)Pn (eiθ)∣∣ dθ + 1
2pi
∫ 2pi−ε
ε
∣∣Pm (eiθ)Pn (eiθ)∣∣ dθ
≤ 1
2pi
∫ ε
−ε
∣∣Pm (eiθ)Pn (eiθ)∣∣ dθ + C0 · ∫ 2pi−ε
ε
∣∣ζ (eiθ)∣∣m+n dθ
=
1
2pi
∫ ε
−ε
∣∣Pm (eiθ)Pn (eiθ)∣∣ dθ + C0 · ∫ 2pi−ε
ε
e−(m+n)(− ln|ζ(eiθ)|)dθ.
(2.7)
Here, we have used Pn
(
e−iθ
)
= Pn (eiθ), and C0 is a constant.
We first deal with the second integral of (2.7). Since d
dθ
∣∣ζ (eiθ)∣∣ ∣∣∣
θ=pi
= 0,
d
dθ
ln
∣∣ζ (eiθ)∣∣ ∣∣∣
θ=pi
= 0. Applying the formula (2.6), we have
d2
dθ2
∣∣ζ (eiθ)∣∣ = −1
2
sin
θ
2
+
1 + cos θ
(
3 + csc θ
2
)
4
√
sin2 θ
2
+ sin θ
2
−
(
2 +
√
2
)
sin θ
(
sin θ + cos θ
2
)
8
(
sin2 θ
2
+ sin θ
2
) 3
2
,
(2.8)
and it is immediate that,
− d
2
dθ2
ln
∣∣ζ (eiθ)∣∣ ∣∣∣
θ=pi
=
√
2
8
> 0.
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Applying the Laplace method when m+ n large enough, we get
C0 ·
∫ 2pi−ε
ε
e−(m+n)(− ln|ζ(eiθ)|)dθ ≤ C1 · |ζ (−1)|
m+n
√
m+ n
,
where C1 is also a constant. So for all m,n there is another suitable constant C
such that
C1 · |ζ (−1)|
m+n
√
m+ n
≤ C · |ζ (−1)|
m+n
√
m+ n+ 1
, m, n = 0, 1, 2 · · · . (2.9)
To estimate the first integral in (2.7), let Rε be a rectangle with its four vertices
cos ε ± i sin ε, 1 ± i tan ε. The arc of ∂D given by |θ| ≤ ε is contained within Rε.
Applying the Theorem 3.3.1 of [2], the polynomials Pm(z)Pn(z) has only real zeros,
so its maximum absolute value on Rε must be attained on the horizontal sides of
Rε. Hence, according to the Theorem 2.1, we have
lim sup
m+n→+∞
max
z∈Rε
|Pm(z)Pn(z)|1/(m+n) =
∣∣∣ζ (ei(ε+O(ε2)))∣∣∣ .
So as m+ n→∞,∫ ε
−ε
∣∣Pm (eiθ)Pn (eiθ)∣∣ dθ = O (∣∣ζ (ei(2ε))∣∣m+n) ,
since
∣∣ζ (ei(2ε))∣∣ > ∣∣∣ζ (ei(ε+O(ε2)))∣∣∣ if ε→ 0. Hence, as ε→ 0, we have
∫ ε
−ε
∣∣Pm (eiθ)Pn (eiθ)∣∣ dθ = o( |ζ (−1)|m+n√
m+ n
)
, m+ n→ +∞, (2.10)
since by Lemma 2.1, ζ
(
eiθ
)
attains its maximum modulus at θ = pi, and not at
θ = 0. Thus the Lemma 2.2 is proved based on formulas (2.7), (2.9) and (2.10).
Remark 2.1. The Laplace method [4, p.96, Problem 201] gives,∫ b
a
f(t)e−λg(t)dt ' e−λg(c)f(c)
√
2pi
λg′′(c)
, as λ→∞,
where g assumes a strict minimum over [a, b] at an interior critical point c, such
that
g′(c) = 0, g′′(c) > 0 and f(c) 6= 0.
Lemma 2.3. For z = eipi = −1, we find
|A(ζ(−1))| = 2− 34
(
1 + 2
1
2
)α+1 (
1 + 2−
1
2
)β
. (2.11)
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Proof. From (2.5), we obtain
ln |A(ζ(−1))| = 1
4pi
∫ pi
−pi
ln
(
cos2α
t
2
sin2β
t
2
| sin t|
)
1− η2
1− 2η cos(pi − t) + η2dt
=
ln 2
2pi
∫ pi
0
1− η2
1 + 2η cos t+ η2
dt ( a )
+
2α + 1
2pi
∫ pi
0
ln
(
cos
t
2
)
1− η2
1 + 2η cos t+ η2
dt ( b )
+
2β + 1
2pi
∫ pi
0
ln
(
sin
t
2
)
1− η2
1 + 2η cos t+ η2
dt, ( c )
where η :=
(
1 +
√
2
)2
. Note that if α = β = −1
2
, then (b) and (c) are zero, this is
Example 2.2. Applying the Residue theorem, the integral (a) can be rewritten as
ln 2
4pii
∫
|z|=1
1− (1 +√2)4(
1 +
√
2
)2 [
z +
(
1 +
√
2
)−2] [
z +
(
1 +
√
2
)2]dz = − ln 22 . (2.12)
For the integral (b), we have
1
2pi
∫ pi
0
ln
(
cos
t
2
)
1− η2
1 + 2η cos t+ η2
dt
=
1− η2
4pi
∫ pi
0
ln
(
1+cos t
2
)
1 + 2η cos t+ η2
dt (x := cos t)
=
1− η2
4pi
∫ 1
−1
ln
(
1+x
2
)
1 + 2ηx+ η2
dx√
1− x2 (y :=
1 + x
2
)
=
1− η2
4pi
∫ 1
0
ln y
1 + 2η(2y − 1) + η2
dy√
y(1− y) (η = (1 +
√
2)2)
=
√
2
4pi
∫ 1
0
ln(1− y)√
y(1− y)(y − 2)dy (See the Appendix)
=
ln
(
1 +
√
2
)
2
.
(2.13)
For the integral (c), we find
1
2pi
∫ pi
0
ln
(
sin
t
2
)
1− η2
1 + 2η cos t+ η2
dt
= −
√
2
4pi
∫ 1
0
ln(1− y)√
y(1− y)(y + 1)dy
=
ln
(
1 +
√
2
)
2
− ln 2
4
.
(2.14)
8
So from (2.12), (2.13) and (2.14), we have
|A(ζ(−1))| = exp
− ln 2
2
+
(2α + 1) ln
(
1 +
√
2
)
2
+
(2β + 1) ln
(1+
√
2)
2
2
4

= 2−
3
4
(
1 + 2
1
2
)α+1 (
1 + 2−
1
2
)β
.
Theorem 2.2. For λN , we have
λN ' 2 154 pi 32
(
1 + 2
1
2
)−2α (
1 + 2−
1
2
)−2β
N
1
2
(
1 + 2
1
2
)−4(N+1)
.
Proof. Based on the discussion in Theorem 2.1 and Lemma 2.2, we find
σm,n =
1
2pi
∫ ε
−ε
Pm
(
eiθ
)
Pn
(
e−iθ
)
dθ +
1
2pi
∫ 2pi−ε
ε
Pm
(
eiθ
)
Pn
(
e−iθ
)
dθ
=
1
2pi2
∫ 2pi−ε
ε
∣∣ζ (eiθ)∣∣m+n [sgn ζ (eiθ)]m−n ∣∣A (ζ (eiθ))∣∣2 dθ
+ o
( |ζ(−1)|m+n√
m+ n
)
, (m,n→ +∞)
where sgn(z) := z|z| , z ∈ C. It should now be easy to determine the asymptotic
behavior of the entries, {σm,n}Nm,n=0, as m,n → +∞ with m − n bounded. We
know that the maximum of
∣∣ζ (eiθ)∣∣ occurs at θ = pi, and by the Laplace method
for asymptotic expansion of an integral, combined with Lemma 2.1., we get
σm,n ' (−1)
m−n |A (ζ (−1))|2 |ζ (−1)|m+n
4
√
2
√
pi3
√
m+ n
= (−1)m−n2− 14pi− 32 |A (ζ (−1))|2
(
1 +
√
2
)2(m+n)
(m+ n)−
1
2 .
(2.15)
where m,n→ +∞ with m− n bounded.
We will now find the behavior of the eigenvalue λN , for large N .
Let
g(θ) :=
∣∣ζ (eiθ)∣∣ and ψ(α, β) := |A (ζ (−1))|2√η√
2
√
pi3
√|g′′(pi)| .
From (2.4), we can get
ζ(−1) = −
(
1 +
√
2
)2
and
d2g(θ)
dθ2
∣∣∣
θ=pi
= −1
2
− 3
√
2
8
.
Hence, from (2.11), and an easy computation gives
ψ(α, β) = 2−
3
4pi−
3
2
(
1 + 2
1
2
)2α+2 (
1 + 2−
1
2
)2β
. (2.16)
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For the sake of the completeness, we give the standard method, following closely
in the footsteps Widom and Wilf’s [7, P. 342, Thm.], applied to our weight function
w(x). We define,
ρm,n := (−1)m−nηm+n, η =
(
1 +
√
2
)2
, (2.17)
and
τm,n := σm,n −
(
ψ(α, β)√
2N
)
ρm,n. (2.18)
Fixing an ε and a sufficiently large Nε. It follows from (2.15) that if m and n
are sufficiently large, but |m− n| ≤ Nε, we shall have∣∣∣∣σm,n − ψ(α, β)(−1)m−nηm+n√m+ n
∣∣∣∣ ≤ ε ηm+n√m+ n.
Therefore if N is sufficiently large and much larger than Nε with N − Nε ≤
m,n ≤ N ,
|τm,n| =
∣∣∣∣σm,n − ψ(α, β)(−1)m−nηm+n√2N
∣∣∣∣
≤
∣∣∣∣σm,n − ψ(α, β)(−1)m−nηm+n√m+ n
∣∣∣∣+ ψ(α, β)ηm+n [ 1√m+ n − 1√2N
]
≤ ε1 η
m+n
√
2N − 2Nε
+ ε2
ηm+n√
2N − 2Nε
≤ εη
m+n
√
N
=
(
1 +
√
2
)2(m+n)
ε√
N
.
(2.19)
where ε1, ε2 are arbitrary small.
It follows from Lemma 2.2 that for all m, n,
|τm,n| ≤ C1
(
1 +
√
2
)2(m+n)
√
m+ n+ 1
, (2.20)
where C1 is a constant. Denote by pN the maximum modulus of the eigenvalues of
(τm,n)
N
m,n=0. Then from (2.19) and (2.20) we obtain
p2N ≤
N∑
m,n=0
τ 2m,n
≤ ε
2
N
N∑
m,n=N−Nε
η2(m+n) +
(
N∑
m=N−Nε
N−Nε∑
n=0
+
N−Nε∑
m=0
N∑
n=0
)
C21η
2(m+n)
m+ n+ 1
≤ ε
2η4N+4
(η2 − 1)2N + C2
η2(2N−Nε)
2N −Nε ,
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where C2 is another constant. Assuming Nε to be sufficiently large in comparison
to ε, this will simply for large enough N to Nε
|pN | ≤
(
ε2η4N+4
(η2 − 1)2N +
3ε2η4N+4
(η2 − 1)2N
) 1
2
≤ 2εη
2N+2
(η2 − 1)√N =
(
1 +
√
2
)4N+2
ε
2
√
2
√
N
.
(2.21)
Let λ−1N denote the largest eigenvalue of the matrix (σm,n)
N
m,n=0. It follows from
(2.17) , (2.18) and (2.21) that if qN is the largest eigenvalue of the matrix (ρm,n)
N
m,n=0,
then
qNψ(α, β)√
2N
− pN ≤ 1
λN
≤ qNψ(α, β)√
2N
+ pN ,
and so for sufficiently large N , we have
qNψ(α, β)√
2N
− 2εη
2N+2
(η2 − 1)√N ≤
1
λN
≤ qNψ(α, β)√
2N
+
2εη2N+2
(η2 − 1)√N ,
where η =
(
1 +
√
2
)2
and ψ(α, β) = 2−
3
4pi−
3
2
(
1 + 2
1
2
)2α+2 (
1 + 2−
1
2
)2β
.
But (ρm,n)
N
m,n=0 is of rank 1, so its only nonzero eigenvalue (and certainly the
largest) is given by the trace of (ρm,n)
N
m,n=0, i.e.
qN =
N∑
m=0
η2m =
η2N+2 − 1
η2 − 1 '
(
1 +
√
2
)4N+2
4
√
2
.
Hence,
λN '
√
2N
qNψ(α, β)
' (η
2 − 1)√2N
ψ(α, β)η2N+2
= 2
15
4 pi
3
2
(
1 + 2
1
2
)−2α (
1 + 2−
1
2
)−2β
N
1
2
(
1 + 2
1
2
)−4(N+1)
.
Remark 2.2. Putting α = β = 0, Szego¨’s classical result [3] for the weight function
w(x) = 1 is recovered:
λN ' 2 154 pi 32N 12
(√
2− 1
)4N+4
.
3 Comparing with numerical results
It is well known that Hankel matrices (moment matrices) of this form are ex-
tremely ill-conditioned. This can also been seen from the analytic formula, where
the dominant term of λN is
(
1 +
√
2
)−4(N+1)
. Due to the ill-conditioned nature
of these matrices, standard eigensolver packages based on double precision float-
ing values can only solve for small values of N , for example N < 20, before the
available precision is exhausted (53 bit in the mantissa, 11 bits in the exponent).
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In [14], Emmart, Chen and Weems developed an efficient parallel algorithm
based on arbitrary precision arithmetic and the Secant method that can handle
the extreme ill-conditioning and we employ their algorithms here for our numeric
computations. We use the numeric results to test the convergence of our asymptotic
formulas to the actual smallest eigenvalues for various N and several values of the
parameters α and β. Even with efficient software, the computation times for the
largest size, N = 1000, require almost 10 hours of CPU time on a modern Core i7
processor.
Tables 1-3 give samples of numerical λN compared with theoretical λN . The
errors of λN for some special choices of α and β are illustrated by Figures 1-4.
Table 1: Numerical vs. theoretical values of λN for α = β = −12 , see Example 2.2.
Size N + 1 Numerical λN Theoretical λN error
25 8.0295× 10−36 7.9829× 10−36 0.5804%
50 6.0370× 10−74 6.0198× 10−74 0.2849%
100 2.3866× 10−150 2.3832× 10−150 0.1409%
150 8.1510× 10−227 8.1434× 10−227 0.0932%
200 2.6230× 10−303 2.6212× 10−303 0.0701%
250 8.1711× 10−380 8.1665× 10−380 0.0563%
300 2.4937× 10−456 2.4925× 10−456 0.0467%
350 7.5033× 10−533 7.5003× 10−533 0.0400%
400 2.2344× 10−609 2.2336× 10−609 0.0350%
450 6.6016× 10−686 6.5995× 10−686 0.0318%
500 1.9383× 10−762 1.9378× 10−762 0.0280%
550 5.6626× 10−839 5.6611× 10−839 0.0265%
600 1.6474× 10−915 1.6470× 10−915 0.0233%
700 1.3805× 10−1068 1.3802× 10−1068 0.0200%
800 1.1449× 10−1221 1.1447× 10−1221 0.0175%
900 9.4211× 10−1375 9.4197× 10−1375 0.0155%
1000 7.7042× 10−1528 7.7031× 10−1528 0.0140%
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Figure 1: The percentage error of the theoretical values of λN when compared with
those obtained numerically, for various α and β.
Figure 2: The percentage error of the theoretical values of λN when compared with
those obtained numerically, for different values of N with −1 < α < 0, β = 0.
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Figure 3: The percentage error of the theoretical values of λN , N + 1 = 200 when
compared with those obtained numerically, for −1 < α ≤ 2,−1 < β ≤ 2.
Figure 4: The contour graph of the Figure 3.
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In the following, we will present some of our other numerical results.
Table 2: List of numerical results compared with theoretical values
α β Size N + 1 Numerical λN Theoretical λN error
−7
8
−1
8
100 3.0997× 10−150 3.0907× 10−150 0.2911%
200 3.4042× 10−303 3.3993× 10−303 0.1449%
300 3.2355× 10−456 3.2324× 10−456 0.0965%
400 2.8988× 10−609 2.8967× 10−609 0.0723%
500 2.5144× 10−762 2.5130× 10−762 0.0578%
600 2.1369× 10−915 2.1359× 10−915 0.0482%
700 1.7906× 10−1068 1.7899× 10−1068 0.0413%
800 1.4851× 10−1221 1.4845× 10−1221 0.0361%
900 1.2220× 10−1374 1.2216× 10−1374 0.0321%
1000 9.9926× 10−1528 9.9897× 10−1528 0.0289%
−1
2
−7
8
100 3.5723× 10−150 3.5593× 10−150 0.3640%
200 3.9218× 10−303 3.9147× 10−303 0.1812%
300 3.7270× 10−456 3.7225× 10−456 0.1206%
400 3.3389× 10−609 3.3359× 10−609 0.0904%
500 2.8961× 10−762 2.8940× 10−762 0.0723%
600 2.4612× 10−915 2.4597× 10−915 0.0602%
700 2.0624× 10−1068 2.0613× 10−1068 0.0516%
800 1.7104× 10−1221 1.7096× 10−1221 0.0451%
900 1.4074× 10−1374 1.4068× 10−1374 0.0401%
1000 1.1508× 10−1527 1.1504× 10−1527 0.0361%
−1
2
2 100 1.6637× 10−151 1.6439× 10−151 1.1930%
200 1.8189× 10−304 1.8080× 10−304 0.5998%
300 1.7261× 10−457 1.7192× 10−457 0.4006%
400 1.5453× 10−610 1.5407× 10−610 0.3008%
500 1.3398× 10−763 1.3366× 10−763 0.2407%
600 1.1383× 10−916 1.1360× 10−916 0.2007%
700 9.5365× 10−1070 9.5201× 10−1070 0.1721%
800 7.9078× 10−1223 7.8959× 10−1223 0.1506%
900 6.5060× 10−1376 6.4973× 10−1376 0.1339%
1000 5.3197× 10−1529 5.3133× 10−1529 0.1205%
2 −1
2
100 3.0068× 10−152 2.9060× 10−152 3.3526%
200 3.2511× 10−305 3.1961× 10−305 1.6921%
300 3.0740× 10−458 3.0392× 10−458 1.1316%
400 2.7469× 10−611 2.7235× 10−611 0.8500%
500 2.3790× 10−764 2.3628× 10−764 0.6807%
600 2.0197× 10−917 2.0082× 10−917 0.5676%
700 1.6911× 10−1070 1.6829× 10−1070 0.4867%
800 1.4018× 10−1223 1.3958× 10−1223 0.4260%
900 1.1529× 10−1376 1.1486× 10−1376 0.3788%
1000 9.4248× 10−1530 9.3926× 10−1530 0.3410%
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Table 3: List of numerical results compared with theoretical values
α β Size N + 1 Numerical λN Theoretical λN error
0 0 100 5.7797× 10−151 5.7827× 10−151 0.0519%
200 6.3585× 10−304 6.3601× 10−304 0.0261%
300 6.0468× 10−457 6.0478× 10−457 0.0174%
400 5.4190× 10−610 5.4197× 10−610 0.0131%
500 4.7013× 10−763 4.7018× 10−763 0.0105%
600 3.9959× 10−916 3.9963× 10−916 0.0087%
700 3.3487× 10−1069 3.3489× 10−1069 0.0075%
800 2.7774× 10−1222 2.7776× 10−1222 0.0065%
900 2.2855× 10−1375 2.2856× 10−1375 0.0058%
1000 1.8690× 10−1528 1.8691× 10−1528 0.0052%
1 2 100 1.1930× 10−152 1.1683× 10−152 2.0716%
200 1.2985× 10−305 1.2849× 10−305 1.0458%
300 1.2304× 10−458 1.2218× 10−458 0.6994%
400 1.1101× 10−611 1.0949× 10−611 0.5254%
500 9.5390× 10−765 9.4989× 10−765 0.4207%
600 8.1019× 10−918 8.0735× 10−918 0.3508%
700 6.7861× 10−1071 6.7657× 10−1071 0.3009%
800 5.6262× 10−1224 5.6114× 10−1224 0.2633%
900 4.6283× 10−1377 4.6175× 10−1377 0.2341%
1000 3.7840× 10−1530 3.7760× 10−1530 0.2108%
2 1 100 6.0492× 10−153 5.8413× 10−153 3.4369%
200 6.5383× 10−306 6.4245× 10−306 1.7405%
300 6.1811× 10−459 6.1091× 10−459 1.1653%
400 5.5230× 10−612 5.4746× 10−612 0.8758%
500 4.7830× 10−765 4.7494× 10−765 0.7016%
600 4.0605× 10−918 4.0367× 10−918 0.5851%
700 3.3999× 10−1071 3.3829× 10−1071 0.5019%
800 2.8181× 10−1224 2.8057× 10−1224 0.4393%
900 2.3178× 10−1377 2.3087× 10−1377 0.3907%
1000 1.8947× 10−1530 1.8880× 10−1530 0.3517%
10 10 100 7.7362× 10−163 2.8934× 10−163 62.5995%
200 5.3174× 10−316 3.1823× 10−316 40.1536%
300 4.2830× 10−469 3.0260× 10−469 29.3481%
400 3.5259× 10−622 2.7118× 10−622 23.0900%
500 2.9052× 10−775 2.3526× 10−775 19.0220%
600 2.3852× 10−928 1.9995× 10−928 16.1690%
700 1.9497× 10−1081 1.6756× 10−1081 14.0587%
800 1.5871× 10−1234 1.3898× 10−1234 12.4348%
900 1.2871× 10−1387 1.1436× 10−1387 11.1468%
1000 1.0403× 10−1540 9.3519× 10−1541 10.1004%
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From Tables 1-3 and Figures 1, 2, We note that the Theoretical λN is slightly
less than the Numerical λN for the the cases αβ > 0 and αβ < 0. And the other
way around for α = β = 0. What’s more, for the case α < 0, β = 0, we can find
an interesting point α = −1
2
, β = 0 where the errors for virous N approximate to
zero, see Figure 2.
Remark 3.1. In Figure 2,
% error =
Theoretical λN − Numerical λN
Numerical λN
× 100, (3.1)
and the values % error in Figure 1,3,4 and Table 1-3 are given by the absolute
values of (3.1).
Remark 3.2. Figure 3 and 4 (given by 576 points) show that the contour lines
of the error have elliptical shapes, because the value of the integral (b) is approxi-
mately double the value of (c), which can be seen from (2.14) and (2.15).
4 Appendix
The integrals identities listed below, can be found in [13] and [23].
For t ≥ 1, ∫ 1
0
dx
(x+ t)
√
x(1− x) =
pi√
t(t+ 1)
. (4.1)
∫ 1
0
ln(1− x)
(x+ t)
√
x(1− x)dx =
pi ln
[
t+1
(
√
t+
√
t+1)
2
]
√
t(t+ 1)
. (4.2)
For t < −1 (here, we take √c = i√−c, c < 0, with i2 = −1),∫ 1
0
dx
(x+ t)
√
x(1− x) = −
pi√
t(t+ 1)
. (4.3)
∫ 1
0
ln(1− x)
(x+ t)
√
x(1− x)dx = −
pi ln
[
t+1
(
√
t+
√
t+1)
2
]
√
t(t+ 1)
. (4.4)
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