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ABSTRACT 
 
 
 
Dynamic simulation of complex cardiac excitation and conduction requires high 
computational time. Thus, the hardware techniques that can run in the real-time 
simulation was introduced. However, previously developed hardware simulation 
requires high power consumption and has a large physical size. Due to the 
drawbacks, this research presents the adaptation of Luo-Rudy Phase I (LR-I) cardiac 
excitation model in a rapid prototyping method of field programmable gate array 
(FPGA) for real-time simulation, lower power consumption and minimizing the 
size. For the rapid prototyping, a nonlinear Ordinary Differential Equation (ODE)-
based algorithm of the LR-I model is implemented by using Hardware Description 
Language (HDL) Coder that is capable to convert MATLAB Simulink blocks 
designed into a synthesisable VHSIC Hardware Description Language (VHDL) 
code and verified using the FPGA-In-the Loop (FIL) Co-simulator.  The Xilinx 
FPGA Virtex-6 XC6VLX240T ML605 evaluation board is chosen as a platform for 
the FPGA high performance system which is supported by the HDL Coder. A fixed-
point optimisation has been successfully obtained with Percentage Error (PE) and 
Mean Square Error (MSE) which are -1.08% and 2.28%, respectively. This result 
has given better performance for the hardware implementation in terms of 27.5% 
decrement in power consumption and 5.35% decrement in utilization area with 
maximum frequency 9.819 MHz. By implementing the constructed algorithm into 
the high performance FPGA system, a new real-time simulation-based analysis 
technique of cardiac electrical excitation has been successfully developed. 
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ABSTRAK 
 
 
 
Simulasi dinamik pengujaan dan pengaliran jantung yang kompleks memerlukan 
masa pengiraan yang tinggi. Oleh itu, teknik-teknik perkakasan yang boleh 
dijalankan dalam simulasi masa nyata telah diperkenalkan. Walau bagaimanapun, 
simulasi perkakasan yang dibangunkan sebelum ini memerlukan penggunaan kuasa 
yang tinggi dan mempunyai saiz fizikal yang besar. Oleh kerana kelemahan 
tersebut, penyelidikan ini mempersembahkan penyesuaian model pengujaan jantung 
Luo-Rudy Fasa I (LR-I) dalam kaedah prototaip pantas bagi tatasusunan get boleh 
atur cara medan  (Field Programmable Gate Array: FPGA) untuk simulasi masa 
nyata, penggunaan kuasa yang lebih rendah dan pengurangan saiz. Untuk prototaip 
pantas, model LR-I berasaskan algoritma persamaan pembezaan biasa tidak linear 
dilaksanakan dengan menggunakan Hardwre Description Language (HDL) Coder 
yang mampu untuk menukar blok MATLAB Simulink yang direka ke dalam kod 
VHSIC Hardware Description Language (VHDL) dan disahkan menggunakan 
FPGA-In-Loop (FIL) Co-simulator. Papan Penilaian Xilinx FPGA Virtex-6 
XC6VLX240T ML605 dipilih sebagai platform untuk sistem FPGA berprestasi 
tinggi yang disokong oleh HDL Coder. Pengoptimuman titik tetap telah berjaya 
diperolehi dengan Ralat Peratusan (RP) dan Ralat Min Kuasa Dua (RMKD) yang 
masing-masing -1.08% dan 2.28%. Keputusan ini telah memberikan prestasi yang 
lebih baik untuk pelaksanaan perkakasan dari segi 27.5% susutan dalam 
penggunaan kuasa dan 5.35% susutan dalam kawasan penggunaan dengan frekuensi 
maksimum 9.819 MHz. Dengan melaksanakan algoritma yang dibina ke dalam 
sistem FPGA berprestasi tinggi, teknik analisis baru pengujaan elektrik jantung 
berasaskan simulasi masa nyata telah berjaya dibangunkan.  
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CHAPTER 1  
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Overview 
 
 
This thesis examines the simulation study of a cardiac cell mathematical model on 
hardware implementation. Specifically, this study is to improve understanding of a 
cardiac excitation mechanism by reproducing quantitatively the action potential 
generation and phase-locked response to periodic current pulse stimulation by using 
high performance Field Programmable Gate Array (FPGA) implementation for Luo-
Rudy Phase I (LR-I) model. 
Section 1.2 discussed on the research background of cardiac excitation, while, 
section 1.3 summarised the problem statement that has been reported by previous 
studies which include large scale of variables, massive amounts of computational 
time, and challenges in writing the Hardware Description Language (HDL) code 
manually that lead to error prone, time consuming and high level languages that are 
difficult to be understood by non-FPGA experts, and the solution to these problems 
also are proposed. Besides, section 1.4 presents the research objectives, while section 
1.5 explained the research scope and limitations. Lastly, the overall research 
contribution is discussed in section 1.6 and the thesis organisation is presented in 1.7. 
 
 
2 
 
 
1.2 Research background 
 
 
Since 2014, heart disease has been announced as the top major killer cause of death 
in the world issued by the World Health Organization (WHO) [1]. Referring to the 
Figure 1.1, the seven critical diseases in the world are heart disease, stroke, 
diarrhoeal disease, HIV/AIDS, malaria, lung cancer and diabetes. According to 
World Health Statistics 2014, the ischaemic heart disease has the highest percentage 
which is 28.6% compared to the other critical diseases in the world as illustrated in 
Figure 1.1 that shows the seven types of diseases that cause death in the world [1]. 
Moreover, cardiovascular diseases had killed 17.5 million people that are three in 
every ten deaths annually. Of these, 7.4 million people died of ischaemic heart 
disease and 6.7 million from the stroke.  
 
16.1 17.9
28.6
6.4 6.9 8.9
15.4
Diarrhoeal disease
Stroke
Ischemic heart disease
Diabetes
Lung cancer
Malaria
Human immunodeficiency virus (HIV)/
Acquired immunodeficiency syndrome (AIDS)
Percentages of critical diseases in the world
 
Figure 1.1: Bar Chart of diseases that cause death in the world 
 
Acccording to Figure 1.1, the ischemic heart disease leads the chart. Ischemic 
heart disease is a heart problem caused by heart blockages in arteries that are 
narrowed. This will cause less blood and oxygen reaches the heart muscle and can 
produce cardiac arrest [2]. The cardiac arrest is known as any disorder that causes the 
abrupt loss of heart function in a person who may or may not has diagnosed heart 
disease [3]which caused by the abnormalities in the cardiac electrical system such as 
arrhythmia [4]. However, the mechanism of the arrhythmias is difficult to 
understand. This situation leads to two techniques that have been used widely to 
study the underlying mechanism of the heart known as experimental and simulations 
3 
 
 
techniques. The experimental technique can be divided into two types which are in-
vitro and in-vivo. While, the simulation technique also can be categorized into two 
types which are computer and hardware simulations.  
In-vitro refers to the experimental manipulation conducted using cell-free 
extracts and purified or partially purified biomolecules in test tubes. Generally, the 
in-vitro done in a laboratory environment using test tubes, Petri dishes [5]. 
Meanwhile, in-vivo research refers to the characterization and analysis of 
biomolecules and biological systems in the context of intact organisms. Studies that 
are in-vivo are those in which the effects of various biological entities are tested on 
whole, living organisms, usually animals, including humans, and plants as opposed 
to a partial or dead organism [6].  
In-vitro and in-vivo studies are used to first build and then verify 
computational modeling which allowing integration of past discovery, quantitative 
computation of the models and the projection across relevant spatial and temporal 
scales [7]. However, the in-vitro technique has some drawbacks which are in-vitro 
needs of high variables quantity for monitoring, high-resolution data in investigating 
larger proportions and also costly [8]. Meanwhile, computer simulations are utilised 
for plausibility assessment, hypothesis generation and prediction which defining 
further in-vitro research targets [7].  
Advancement growth in mathematical modeling of cardiac cells through 
mathematical descriptions of electrical events at the cellular level and its computer 
simulation has contributed to use simulations as a tool for studying the cardiac 
dynamics. Furthermore, the computer simulation approach helps in reducing and 
replacing the use of animals in the cardiac research [9]. Therefore, many 
mathematical models related to excitable media have been developed to represent 
different regions of the cardiac [10] such as Hodgkin – Huxley [11], [12], FitzHugh-
Nagumo (FHN) model [13], Noble Purkinje model [14], Beeler and Reuter [15], and 
Luo-Rudy ventricular model [16] and [17]. Furthermore, Priebe-Beukelmann (PB) 
[18] that consists of 22 ODE variables, Ten Tusscher-Noble-Panfilov [19] model 
which consists of 17 ODE variables, and Iyer-Mazhari-Winslow [20] model that 
contain 67 ODE variables also have been developed in order to model the cell in 
more detail.  
Thus far, the mathematical model becomes more advanced from year to year 
as variable parameters increased in order to represent the model in more detail. 
4 
 
 
Hence, this situation causes a new problem which needs a long time to compute the 
mathematical model. This scenario also gives the problems with the computer 
simulation method which required a fast speed computational computer, such as 
supercomputer in order to perform the simulations and also raise the costs. The fact 
of this issue has been convinced by Dr. Jeremy Rice a computational physiologist at 
IBM’s Thomas J. Watson Research Center (2012) [21]: 
“A heart simulation requires a computer with the ability to track the individual cells 
and their interactions between cells, up to 10,000 times per second for each heart 
beat” 
Due to this weakness of computer simulation, most of the researchers preferred 
simple models and not to use the latest detailed models [10]. 
Alternatively, high performance and low power consumption hardware 
simulation provide valuable tools for electrophysiological applications such as in the 
medical and educational field. Currently, the researchers have moved to hardware 
simulation of analysis tool of cardiac electrophysiology considering their advantages 
of extremely fast and parallel mode execution, low power usage, reconfigurable, 
development ease and low cost [22], [23]. One way to achieve a reduction in the 
power consumption and size is by implementing the design using Very Large Scale 
Integration (VLSI) technology [24]. For example, hardware tools that can be used for 
electrophysiological applications are Digital Signal Processing (DSPs), Field 
Programmable Gate Arrays (FPGAs), Graphical Processing Unit (GPU) and 
Application Specific Integrated Circuits (ASICs) [25]. Meanwhile, with the 
reliability requirements of biomedical instruments, FPGA embedded system 
development showing a trend of growth [26]. FPGA technology is now considered 
very useful by an increasing number of designers in various fields of application as it 
offers flexible, reconfigurable hardware, programmable circuit architecture, execute 
in parallel mode with million gate counts, and low power consumption [22]. 
Moreover, it is also suitable for solving higher orders of Ordinary Differential 
Equations (ODEs) and high performance for real-time applications [27]. 
Therefore, the aim of this study is to reproduce quantitatively action potential 
generation and phase-locked response to periodic current pulse stimulation by using 
high performance FPGA implementation for Luo-Rudy Phase I (LR-I ) model with 
small physical size and low power consumption. The LR-I model described by a set 
of nonlinear first order ODEs that includes eight dynamic state variables for 
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describing six types of ion channel currents [28]. In this research, the LR-I model is 
designed using MATLAB Simulink for rapid prototyping in order to match the 
algorithms with FPGA hardware implementation towards a real-time simulation in 
producing an analysis system to study the underlying mechanism of the cardiac 
through understandings of non-linear dynamics in cardiac excitation. The simulation 
results obtained using the FPGA board is then compared to those obtained 
numerically in LR-I model to verify the accuracy and the performance of 
computational time, power consumption, maximum frequency and area. The FPGA 
implementation of the cardiac mathematical model simulations contributes in 
accelerating the electrophysiology simulation to achieve real-time simulations of the 
cardiac mathematical model. 
 
 
1.3 Problem statement 
 
 
Towards better and quantitative understandings of electrophysiological mechanisms 
of the cardiac, mathematical models of cardiac cells have been developed by many 
researchers in order to simulate action potentials in a variety of conditions, where the 
action potential provides a basis of the electrophysiological function of the cardiac 
through the cardiac excitation-contraction mechanism [12], [15], [16], [13]. 
However, it is inevitable for those models to become large scale in the number of 
dynamical variables, requiring immense amounts of computational time for their 
dynamic simulations [7], [8], [29]. Therefore, a high performance system, in terms of  
fast speed execution and low power consumption hardware has been essential and 
very important [7], [8], [30] aspect to make the models useful for understanding 
complex system of the cardiac. The existing hardware that had been developed has 
high power consumption and large physical size [31]. Therefore, the Field 
programmable Gate Array (FPGA) is the most suitable solution for the high 
performance system as it executes in parallel operation to achieve real-time 
simulations, low power consumption and small size [18]. Although Digital Signal 
Processing (DSP) and Application Specific Integrated Circuit (ASIC) also greatly 
offer the ability to simulate in real-time simulations, they are lacking in terms of 
power and high cost compared to FPGA. Nevertheless, the designing process 
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involves FPGA expertise in Very High Speed Integrated Circuit (VHSIC) Hardware 
Description Language (VHDL) code. By manually written the VHDL Code, it gives 
the disadvantages as it is error prone, time consuming and high level languages that 
difficult to understand to a non-expertise on FPGA [32]. Therefore, using an FPGA 
rapid prototyping method through the MATLAB Hardware Description Language 
(HDL) Coder, the software application from Mathworks offers automatic HDL code 
generation from MATLAB Simulink design and the code verification by using the 
FPGA-in-the-Loop (FIL) approach. Therefore, the intention in the present study is to 
perform high performance simulations of the cellular excitations of the cell models 
based on the LR-I model using the FPGA rapid prototyping method to design a 
hardware model responsible for the cellular excitations. 
 
 
1.4 Research objectives 
 
 
The objectives of this research are summarised as follows; 
1. To construct a Luo-Rudy Phase I (LR-I) model algorithm based on Hardware 
Description Language (HDL) Coder for an FPGA implementation.  
2. To conduct a real-time simulation based analysis technique using a Field 
Programmable Gate Array (FPGA) displayed on Chipscope Pro software for 
the LR-I model based cardiac excitation. 
3. To verify the accuracy of the simulation results and the computational time 
performance of the technique with conventional computer simulation method 
based on studies of cellular process in a cardiac excitation. 
 
 
1.5 Research scope 
 
 
This research is not focused on the design architecture of the Field Programmable 
Gate Array (FPGA). However, this research is concerned more about the 
implementing the Nonlinear Ordinary Differential Equation (ODE)-based 
mathematical model on the FPGA for simulation assisted cardiac excitation analysis. 
Therefore, the design of the Luo-Rudy Phase I (LR-I) model based cardiac excitation 
analysis system is constructed by using MATLAB Simulink and MATLAB 
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Hardware Description Language (HDL) Coder rapid prototyping method in order to 
generate a synthesisable Very High Speed Integrated Circuit (VHSIC) Hardware 
Description Language (VHDL) code for faster development.  
Besides, FPGA-in-the-Loop (FIL) approach provided by the HDL Coder is 
used to verify the designed MATLAB Simulink blocks implemented on Xilinx 
FPGA Virtex-6 evaluation board. Lastly, the generated code by HDL Coder is 
modified, synthesised and implemented by using Xilinx Integrated Software 
Environment (ISE) Design Suite 14.6 software on the FPGA. The simulation using 
the constructed FPGA system is conducted on the Chipscope Pro which is capable to 
log data for further analysis. 
The LR-I model is chosen for this research as it is the most favourable model 
among researchers for cardiac cell and it also provides enough fundamental ionic 
currents in order to understand the dynamic mechanism of the cardiac [11]. 
 
1.6 Overall contributions 
 
This research is focusing on the Field Programmable Gate Array (FPGA) approach 
for a real-time simulation based cardiac analysis that provides high performance in 
simulating the electrophysiological mechanism of the cardiac. In addition, the rapid 
prototyping approach by using Hardware Description Language (HDL) Coder is used 
to provide a fast prototype development for solving Ordinary Differential Equation 
(ODE). The FPGA implementation in the cardiac model simulation for the cardiac 
excitation analysis is essential in improving simulation performance in terms of the 
speed and power consumption for the better understanding of the heart 
electrophysiological mechanisms related to cardiac arrhythmia disease treatment and 
management.  
 
 
1.7 Thesis organisation 
 
 
The thesis organisations are as follows. Chapter 2 concentrates on the most recent 
studies related to mathematical models and deep explanations of Luo-Rudy Phase-I 
(LR-I) mathematical model. Besides, the previous studies related to real-time 
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simulations of electrophysiology on Field Programmable Gate Array (FPGA) and 
other hardware platforms based also being discussed in Chapter 2. 
In Chapter 3, the methodology and design strategies for the LR-I model based 
cardiac excitation analysis system using MATLAB for FPGA implementation are 
described. The development of LR-I model simulation based analysis system using 
FPGA include FPGA design using HDL Coder rapid prototyping method and FPGA 
programming on Xilinx FPGA Virtex-6 evaluation board is also discussed in Chapter 
3.  
The simulation results obtained from the LR-I model based cardiac excitation 
analysis system is discussed in Chapter 4. The discussions of the results are based on 
the simulation results of a ventricular cardiac excitation using rapid prototyping 
Hardware Description Language (HDL) Coder, execution of cardiac excitation 
simulation on the FPGA evaluation board and performance evaluation of the LR-I 
cardiac model simulation based analysis system using the FPGA. Comparison in 
terms of the accuracy of simulation results and computational time performance 
between a conventional computer simulation using MATLAB and the FPGA 
hardware implementation are discussed in Chapter 4.  
Lastly, in Chapter 5, the concluding remarks and future works are 
highlighted. Future suggestions for implementing the FPGA for the mathematical 
model are presented to improve the system performance in terms of the design 
system, analysis scope and complex model selection also stated in Chapter 5.  
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CHAPTER 2  
 
 
 
 
LITERATURE REVIEW 
 
 
 
2.1 Overview 
 
 
In this study, certain keywords have been used to review the related works which is 
electrical system of the heart, techniques to study underlying mechanism of the heart 
include experimental, clinical and simulations, cardiac mathematical modeling, two 
types of mechanism involved in cellular level of cardiac cell which are phase-locked 
and voltage clamp, hardware used for real-time simulations and details about the 
Field Programmable Gate Array (FPGA) as visualised in Figure 2.1.  The pink 
coloured items (hardware implementation, Luo-Rudy Phase I, FPGA, Xilinx Virtex-
6, and HDL Coder) are referred to the mainly focus topics that have been used in this 
project and will be further discussed in section 2.4 until 2.7.   
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2.2 Electrical system of the heart 
 
 
A cardiac excitation occurs when ions of sodium, potassium, calcium and chloride 
flowing through ion channels in and out of the plasma membrane that generates 
currents and causes changes in membrane potential of the cell from resting to action 
potential (AP).  In a definition, an AP is the electrical signal that passes through the 
excitable cell when it excites. Commonly, the AP is triggered by a voltage spike 
from the AP of its neighbouring tissue or from an artificial pacing signal. The cardiac 
AP is a short-lasting event in which the membrane potential of a cardiac cell rises 
and falls following a consistent trajectory. For normal cardiac conditions, the 
electrical excitation wave dies when it reaches a complete activation of myocardium 
[33]. On the other hand, for abnormal conditions, the propagating wave does not die 
out completely, but re-excite the myocardium that has recovered from refractoriness 
which can cause arrhythmia diseases and lead to a sudden cardiac death [34].  
The purpose of the electrical system of the heart is to coordinate the pumping 
of the four chambers of the heart and to control the heart rate so that the heart speeds 
up and slows down as the demands of the body change. The electrical system of the 
heart as illustrated in Figure 2.2 maintains blood circulation of the body by rhythmic 
contractions of the atria and the ventricles. The coordination of the cardiac 
contraction is achieved through a coordinate conduction of the AP electrical signal in 
the heart. The electrical signal arises from tissue in the sinoatrial (SA) node, which 
presents as the primary pacemaker of the heart as shown in Figure 2.2(a). The 
electrical signal produced by the SA node is conducted radially through both atria, 
causing them to contract as shown in Figure 2.2(b). The electrical signal then travels 
through the atria causing them to contract, down through the atrio-ventricular (AV) 
node located between the atria and the ventricles, continues down, first through the 
bundle of His which separates into the right and left bundle as depicted in Figure 
2.2(c). Then, the signal passes through the slow conducting atria ventricle (AV) 
node, allowing blood to empty out of the atria and fill the ventricles as depicted in 
Figure 2.2(d). The electricity then flow out to the muscle fibers of the ventricles 
through the Purkinje fibers which are the final “thin wires” that spread the signal 
through the muscle fibers of the ventricles as shown in Figure 2.2(e). As the impulse 
spreads, the muscles contract and the ventricles pump as shown in Figure 2.2(f) [35].  
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Figure 2.2: Electrical system of the heart 
https://www.mmrl.edu/cardiac-arrhythmia/  
 
Generally, the AP has five phases which are Phase 0, Phase 1, Phase 2, Phase 3 and 
Phase 4 as illustrated in Figure 2.3 [34], [36]. A detailed description of each phase is 
summarised in Table 2.1. 
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Figure 2.3: Action potential phases 
 
Table 2.1: Action potential phase description 
 
 
 
2.3 Mechanism of Cardiac Arrhythmia  
 
 
The arrhythmia is an abnormal rhythm of the heart which refers to any change from 
the normal sequence of electrical impulses. The electrical impulses may happen too 
fast, too slowly, or erratically, which causing the heart to beat slowly, faster or 
Phases Description 
Phase 0 – upstroke 
It is characterised by a sharp, tall upstroke of the action potential. The cell 
receives an impulse from neighboring cell and depolarises. During this 
phase, the cell depolarises and begins to contract. 
Phase 1 – spike 
Contraction occurred. The cell begins an early, rapid, partial depolarization. 
Phase 2 – plateau 
Contraction completes, and the cell begins relaxing. This is a prolonged 
phase of slow repolarization. This plateau phase of the cardiac action 
potential is sustained by a balance between inward movement of Ca
2+
 (ICa) 
through L-type calcium channels and outward movement of K+ through the 
slow delayed rectifier potassium channels, IKs. 
Phase 3 – downslope 
The L-type Ca
2+
 channels close, while the slow delayed rectifier (IKs) K
+
 
channels are still open. This is the final phase of rapid repolarization. 
Repolarization is complete by the end of the phase 3. 
Phase 4 – rest This is the cells resting phase. The cell is ready to receive an electrical 
stimulus. Na
+ 
and Ca
2+
 channels are closed at rest transmembrane voltage. 
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irregularly.  Generally, there are two types of arrhythmia which are bradyarrhythmia 
and tachyarrhythmia. Bradyarrhythmia happens when the heart rate is less than 60 
beats per minute. While tachyarrhythmia occurs when the heart rate is more than 100 
beats per minute. Figure 2.4 shows the normal condition, bradyarrhythmia and 
tachyarrhythmia conditions. 
Normal (60-100 beats/minute)
Bradyarrhythmia (below 60 beats/minute)
Tachyarrhythmia (over 100 beats/minute)
 
Figure 2.4: Normal and abnormal heart rate [37] 
 
The arrhythmia can affect how well the heart works. The heart may not be 
able to pump enough blood to meet the body's needs and completely harmless or life-
threatening. Therefore, the electrophysiological study is important in order to 
understand the mechanism for cardiac rhythm management and treatment [38]. Until 
now, the methodologies used to understand the non-linear dynamics of the cardiac 
are experimental, clinical, and mathematical model simulations[7], [18], [39].   
 
 
2.4 Techniques of cardiac electrophysiology analysis 
 
 
Generally, there are two types of techniques to study the underlying mechanisms and 
dynamic characteristics of cardiac cells which are experimental and simulation 
techniques. Besides, the model simulation technique can be divided into two types 
which are computer simulation and hardware implementation. This subtopic will be 
discussed further details on these two methods regarding experimental (in-vitro and 
in-vivo) and simulation (software and hardware) techniques. 
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Figure 2.5 visualises the results from previous studies using computer 
simulation and experimental for cardiac electrophysiology which is denoted as (a) for 
electrocardiogram, (b) and (c), for two-dimensional (2-D) mappings from a 
simulation and experimental techniques, respectively of an electrical activity in 
cardiac ventricles occurring in a normal, tachycardia and fibrillation conditions [37]. 
Ventricular tachycardia shows the appearance of multiple frequencies driven by 
spiral waves of electrical activity (polymorphic tachycardia), with subsequent 
deterioration of a chaotic signal known as fibrillation. The blue to orange colours and 
black to grey colours in the figure, respectively indicate the action potential range of 
values from -85 mV (negative) to 20 mV (positive). 
 
(a)
(b)
(c)
-85 mV
20 mV
Simulation
Experiment
-85 mV
20 mV
Figure 2.5: Emergent behaviour in cardiac-cell networks. (a) electrocardiogram, (b) 
and (c) simulation and experimental mappings of spiral waves of electrical activity 
occurring in the cardiac during tachycardia and fibrillation, respectively [37] 
 
 
2.4.1 Experimental technique 
 
2.4.1.1 In-vitro technique 
 
 
An in-vitro involves the experimentation outside whole living organism in a 
controlled laboratory condition [40]. In-vitro enables the focused evaluation of the 
cellular responses of the cardiomyocytes to physiologic and pharmacologic events 
under precisely controlled conditions. The probability is high that the results are 
clinically applicable if subsequent in animal myocardial studies yield results similar 
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to those obtained with human cell culture studies [41]. Generally, the in-vitro 
involves the used of test tubes and petri dish which placed all the solutions needed in 
the experiment. The in-vitro also provides a convenient method to evaluate a variety 
of potential interventions which can then be tested in animal models [9]. The case 
studies of the in-vitro details are discussed as follows. 
In 2016, the research had been conducted to analyse the cardiac safety 
screening to evaluate the propensity of drugs to produce QT interval prolongation 
and arrhythmia. The Comprehensive In Vitro Proarrhythmia Assay (CiPA) was 
developed to update the existing cardiac safety testing paradigm to better evaluate 
arrhythmia risk and remove the need for thorough QT wave studies. The 
Comprehensive In Vitro Proarrhythmia Assay (CiPA) approach produced a 
standardised ion channel assay approach, incorporating defined tests against major 
cardiac ion channels, the results of which then inform evaluation of proarrhythmic 
actions in silico, using human ventricular action potential reconstructions. Results are 
then to be confirmed using human (stem cell–derived) cardiomyocytes. The CiPA 
approach leads to improved and widely accepted cardiac safety testing guidelines 
[42]. 
In 2015, the new microelectrode array device named as PerFlexMEA which 
enabled controlled coupling between myocytes and nonmyocytes was used in 
cardiovascular conduction studies. The device consists of an 8 μm thin parylene 
microporous membrane with a 4 × 5 microelectrode array patterned on one side. 
Myocytes and nonmyocytes can be plated on either side of the parylene membrane to 
create a tissue bilayer. The packaged PerFlexMEA was fited in a 60 mm culture dish 
and recording experiments were performed by simply plugging it into a 
commercially available multielectrode amplifier system where the recorded signals 
were processed and analysed using scripts generated in MATLAB. The experimental 
results had provided evidence of the reliability of this device, as conduction velocity 
was observed to decrease after inducing lateral hetero-cellular controlled coupling 
between myocytes and HeLaCx43 cells [43]. 
Although the in-vitro technique was used to learn about a human disease or to 
predict the safety of new drugs in many areas such as stem cells and post-marketing 
drug surveillance, this technique is very time consuming due to small parameters can 
be studied at one time. Besides, it is expensive in terms of materials and equipment 
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to conduct the experiment and it is not represent the true nature of the real organism 
which may effect the results’s accuracy.  
 
 
2.4.1.2  In-vivo technique 
 
 
The in-vivo technique involves the experimentation using a whole living organism 
such as mice and rabbit where drugs are directly injected into the body [40]. For 
example, the pressure catheters allows invasive hemodynamic measurements and 
accurate detection of cardiac function. Pressure-volume analysis allows pre- and 
afterload-independent hemodynamic studies and measurement of cardiac 
contractility through in-vivo and it is suitable for studying cardiac signaling 
pathways and drug testing [44]. 
In 2001, the researcher used stem cells to replace damaged heart cells and 
literally restore cardiac function [45]. This work suggested that injured heart cells 
can shift from a quiescent state into active cell division. In this study, a heart attack 
was induced in a mice by tying off a major blood vessel, the left main coronary 
artery. Through the identification of unique cellular surface markers, the 
investigators then isolated a select group of adult primitive bone marrow cells with a 
high capacity to develop into cells of multiple types. When the stem cells were 
injected into the damaged wall of the ventricle, these cells led to the formation of 
new cardiomyocytes, vascular endothelium, and smooth muscle cells, thus 
generating the novo myocardium, including coronary arteries, arterioles, and 
capillaries as shown in Figure 2.6. The newly formed myocardium occupied 68 % of 
the damaged portion of the ventricle nine days after the bone marrow cells were 
transplanted, in effect replacing the dead myocardium with living, functioning tissue. 
The researchers found that the mice that received the transplanted cells survived in 
greater numbers than the mice with heart attacks that did not receive the mouse stem 
cells. 
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Figure 2.6: Stem cell is used to cure damaged heart of mouse [45] 
 
However, this approach is not quite suitable to be used due to it could cause 
various risk assessment procedures to the patient, has limited sources of data and has 
uncertainty or less informative with respect to the long-term performance of the 
device [46]. Furthermore, the results of in-vivo testing and measurement may 
significantly influence to lack of explanations of the underlying mechanisms in 
cardiac electrophysiology. Therefore, a simulation technique is used to avoid the 
limitations of the in-vivo study and to solve the above issues. Through the 
simulation, a better understanding of the normal and abnormal condition of cardiac 
electrical activity at various levels, such as in the ion channels, cells, tissues and 
organ could be achieved. 
 
 
2.4.2 Simulation technique 
 
 
The creation of cardiac models shows the efforts aimed to enhance the understanding 
of the underlying mechanism of the heart and predict behaviour in various normal 
and abnormal conditions of the cardiac. The development of such models have been 
driven by several factors, including;  
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i) Precise in-vitro and in-vivo data collection. This has been important to 
construct models based on real data and the models are verified.  
ii) Increasingly more complex computers such as super computer to process 
and compile the simulations. 
iii) The use of the models and simulations themselves to improve the 
understanding of the underlying mechanisms of cardiac arrhythmia and 
used to predict responses under conditions that are sometimes hard to 
reproduce in-vitro or in-vivo preparations.  
Besides, simulations can be divided into two types which are computer and 
hardware simulations. The detail reviews regarding both methods are discussed in 
the section 2.4.3.1 and 2.4.3.2.  
 
 
2.4.2.1 Computer  
 
 
Computer simulations referred to the cardiac simulation are performed on computer 
softwares such as Visual Studio software by using C++ Programming Language, 
MATLAB Simulink by using graphical programming blocks, and etc. Recent 
advancements in computational science and the development of high-performance 
computers have increased the usage of the computer simulation technique in order to 
study the underlying mechanism of the heart. The computer simulation is the most 
favourable technique as it enables the creation of multi-scale simulation by using the 
cardiac models. 
Since the pioneering work of Noble [47], numerical simulation has been 
recognised as a powerful and indispensable tool for understanding the 
electrophysiology of the cardiac [48]. By using this technique, the biological effect 
can be represented by several known equations, so virtual human organs and virtual 
metabolism programs can predict drug effects in humans more accurately than 
animals in order to design the molecular structure of drugs to target specific receptors 
[9]. For example, the protease inhibitors for patients with HIV were designed by 
computer and computer models, bypassing animal tests due to the urgent need for a 
treatment. In 1997, Roche Pharmaceuticals had a new cardiac drug approved on the 
strength of data from a virtual cardiac because the animal data were inconclusive. 
Furthermore, the scientists can simulate experiments in silico (on computer) in 
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minutes that could take months or years to do in the lab or clinic [9] and computer 
simulations also decrease the number of animals used, capable of obtaining the 
results quickly comparable to experimental technique, reduce cost, and very flexible 
to control the variables. 
However, the computer simulations require huge computational resources, 
thus computational efficiency becomes a prime concern [48]. For example, 
simulation time for one second of excitation in the whole atrium using the 
Courtemanche (CM) model [49] was around 18.7 hours [48]. In addition, the 
research also reported that the single cardiac cycle required about six hours of 
computer simulations [50]. In 2011, the K-computer (supercomputer) developed by 
RIKEN and Fujitsu, comprising 864 computer racks equipped with a total of 88,128 
Computer Processing Unit (CPUs), has achieved the world’s highest LINPACK 
which is a software library for performing numerical linear algebra on digital 
computers benchmark performance (10.51 petaflops).  Petaflops is a measure of 
computer performance that referred to 10
15
 floating-point operations per second. 
Even at this level of performance, a whole cardiac model based on the dynamics of 
each molecule in the myocyte could not be accomplished [48]. Therefore, a new 
solution needs to be introduced to achieve real-time simulations of the model and 
hardware implementation promising great advantages such as low power 
consumptions and parallel mode execution that lead to high performance and real-
time system. 
 
 
2.4.2.2 Hardware  
 
 
Hardware simulation represents here is the real-time simulation of cardiac excitation 
model that is adapted to the hardware such as Field Programmable Gate Array 
(FPGA), Field Programmable Analog Array (FPAA), Graphical Processing Unit 
(GPU), Digital Signal Processing (DSP), Application Specific Integrated Circuit 
(ASIC), Digital Signal Peripheral Interface Controller (dsPIC) and etc. Recently, in 
2015, the hardware is widely chosen by researchers as the computational tool to 
study the underlying mechanism of the cardiac since it provides faster execution time 
compare to computer simulation according to it’s real-time and parallel mode 
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execution [50]. Furthermore, they commonly require very low power consumption in 
their operation with a lower cost compared to the supercomputer.  
In 2007, a research had been carried out by J. Zhao and Y.B. Kim [51] to 
build a simple neuron model, the FitzHugh-Nagumo (FHN) model, was implemented 
on FPAAs. The differential equations of the model were integrated by making 
arithmetic operations on the reconfigurable voltage model circuits of the FPAAs. 
Based on the results, it was able to realise neuron dynamics in real-time and therefore 
provided a low-cost, high performance, and dynamical reconfigurable analog circuit 
solution. 
Meantime, in 2012, a research had been conducted by F. Mahmud [31] which 
proposed a hardware-implemented cardiac excitation model of a cardiac cell based 
on Luo-Rudy phase I (LR-1) for the action potential (AP) generation in a mammalian 
cardiac ventricle. The hardware-implemented cardiac excitation model was designed 
by using analog circuits and a digital signal Peripheral Interface Controller (dsPIC) 
microcontroller that could reproduce time-dependent and time-independent nonlinear 
current-voltage characteristics of six-type of ionic currents in the LR-1 model. Based 
on the results, real-time simulations of reentrant excitation conduction of cardiac 
cells were realised by coupling 80 active circuits of the cell models based on a cable 
model. The real-time simulations of initiation have been performed by the model and 
they are comparable to those performed by a conventional computer simulation. 
Thus, it is conceivable that the hardware-implemented cardiac excitation model may 
be useful as one of the alternative tools to further understanding of the reentrant 
mechanisms. 
Furthermore, in 2015, Nouri et. al., presented a set of piecewise linear FHN 
models, which can reproduce different behaviours, similar to the biological neuron 
[52]. Nouri et. al., presented a set of equations as a model to describe the 
mechanisms of a single neuron, which were implementable on FPGA. Simulation 
results showed that the model can reproduce different behaviours of the neuron. 
Then, the proposed models were investigated, in terms of digital implementation 
feasibility and computational overhead, targeting low-cost hardware realization and 
had shown that the proposed models through hardware synthesis and physical 
implementations on the FPGA can produce a range of neuron behaviours with higher 
performance and lower implementation cost compared to the original model. 
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2.4.3 Comparison between experimental and simulations techniques 
 
 
As mentioned previously in Section 2.4.1 and 2.4.2, there are two types of techniques 
to study the underlying mechanism of the cardiac, which are experimental and 
simulations. According to Table 2.2, it can be noticed that experiments have several 
limitations which are limited studies parameters, surface recording only and unable 
to perform in large scale due to the high cost of the animal cell. Meanwhile, 
simulation of cardiac models has adequate/sufficient parameters studies as they are 
able to perform in large numbers of parameter studies and they only depend on the 
specification of computer and hardware that will be used for the simulation and 
implementation. Besides, using software and hardware simulations, the models are 
able to be performed on a large scale, such as 1-Dimension (1-D) and up to 3-
Dimension (3-D). While, by performing the cardiac cell model using the hardware, a 
real-time simulation can be achieved compared to computer simulation which needs 
a vast amount of computational time to conduct the simulation.  
 
Table 2.2: Comparison between experimental and simulations 
Types of  Studies Experimental 
Simulations 
Computer 
Simulation 
Hardware 
Implementation 
Study parameters limited Adequate/Sufficient 
Surface recording 
observations 
√ X 
1D-3D, Large scale X √ 
Cellular process and 
the dynamics of action 
potential 
Qualitative Quantitative 
Cost High 
Higher cost in 
supercomputing 
Low 
Simulation time Not related Time-consuming Real-time 
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2.5 Cardiac mathematical modeling 
 
 
The mathematical models of cardiac excitation have produced a greater 
understanding of how the cardiac muscle contracts and how they are used for 
simulation-based analysis in electrophysiology field studies [48]. The models are 
designed based on the cardiac regions and species [11] as stated in Table 2.3. In the 
cardiac electrophysiology studies, they are focused on the electrical activity of the 
cardiac under both normal and abnormal conditions. Many of the studies are 
critically done on the ventricle part since abnormal processes such as arrhythmia 
usually originate from this region, thus many ventricular cell excitation models have 
been developed. 
 
Table 2.3: Mathematical models to represent different cardiac regions and species  
Mathematical model Regions Species ODE 
Hunter et al., 1976 [53] Purkinje Mammalian 1 
Beeler and Reuter, 1977 [54] Ventricle Mammalian 8 
Luo and Rudy, 1991 [16] Ventricle Guinea pig 8 
Endresen, 1997 [55] Sino-atrial node Mammalian 3 
Inada et al., 2009 [56] 
Atrio-ventricular 
node 
Mammalian 29 
Li et al., 2010 [57] Ventricle Mouse 36 
 
 
Recently,  the mathematical models are greatly increased in term of number 
of variables, complex equations, and higher order of integration as well as higher 
order Ordinary Differential Equations (ODEs) [39] thus, this requires fast 
computational speed to complete the  simulations which contributed to the usage of 
the high cost supercomputer for the analysis [48]. Therefore, a new solution which is 
through the hardware implementation needs to be introduced to analyse various 
electrophysiological mechanisms of the cardiac using these models.  
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2.5.1 Ventricular cardiac mathematical modeling 
 
 
Table 2.4 shows the various ventricular mathematical models that had been 
developed by researchers as reported by Noble [11]. The first ventricular cardiac cell 
model that had been established is Krause et al. which used the mammalian cardiac 
cell. Beeler & Reuter model was developed that contains eight Ordinary Differential 
Equations (ODEs) later and in 1991, the most well-known model named as Luo-
Rudy Phase-I (LR-I) model was established by using eight ODEs for the guinea pig 
model. The advancement of the model is increasing in the number of ODEs in order 
to represent the model in more details, for an example, the Noble et. al had further 
developed the model of ventricle for the guinea pig that used 17 of ODEs in 1991. 
The latest ventricular cell model developed by Ten Tusscher and Panfilov are based 
on experimental human data for most of the main ionic currents included slow 
delayed rectifier currents (IKs) and L-type calcium current (ICaL) [58].  
LR-I model is chosen for this research as it is the most favourable model 
among researchers for cardiac cell as can be seen via the citations in the Table 2.4 
and it also provides enough fundamental ionic currents which is eight ionic currents 
in order to understand the dynamic mechanism of the cardiac cell behaviour [16].   
 
Table 2.4: Summary of ventricular mathematical model 
 
Model Species ODEs Citations Comments 
Krause et al. 
1966 [59] 
Mammalian - - 
First ventricular 
cardiac cell model 
Beeler & 
Reuter, 1977 
[54] 
Mammalian 8 411 
First well-used 
ventricular model 
Luo & Rudy, 
1991 [16] 
Guinea pig 8 619 
First well-described 
ventricular model 
Noble et al., 
1991[60] 
Guinea pig 17 85 
First well-described 
ventricular model-
based on LR-I 
Iyer et al., 
2004[20] 
human 67 - 
Very long 
computational time 
[58] 
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