An efficient and accurate hybrid model of the Monte Carlo technique and the diffusion theory was developed to simulate the diffuse reflectance of light in a turbid slab due to an infinitely narrow light beam. The narrow beam was normally incident on the top surface of the slab. The hybrid model was accurate in modeling the diffuse reflectance near the light source, where the diffusion theory was most inaccurate. The hybrid model was much faster than a pure Monte Carlo method by a factor as great as several hundred, depending on the optical properties, the thickness of the slab, and the settings of the hybrid and the Monte Carlo computations. The computation speed of the hybrid model was insensitive to the optical properties of the medium, in contrast to the pure Monte Carlo technique. The diffusion theory was accurate in modeling both the diffuse reflectance far from the source and the diffuse transmittance. The hybrid model and the diffusion theory should be used in conjunction for efficient and accurate computation of diffuse reflectance and diffuse transmittance. © 1998 Optical Society of America [S0740-3232(98) 
INTRODUCTION
The study of applications of laser and incoherent light in biomedicine for both therapeutic and diagnostic purposes is an active research field. 1, 2 It is possible to treat lesions selectively without damaging the surrounding normal tissues by use of selective interactions between light and biological tissue. The selectivity, related to one or more of the characteristics of laser light, includes the wavelength selectivity of light absorption by certain tissue types where the monochromatic property of laser light is employed or the thermal or stress confinement selectivity where the short pulse width of laser light is used. It is also possible to diagnose disease noninvasively by use of the optical properties of biological tissues. The optical properties include index of refraction, absorption coefficient, scattering coefficient, and scattering anisotropy. It is believed that the spectra of the optical properties are related to the molecular conformation of biological tissues and hence should be sensitive indicators of the physiological status of tissues.
One of the fundamental goals in these studies is to understand and simulate light transport in biological tissues, which are turbid media. In these models the optical properties of biological tissues are the input parameters, and the light distribution in the tissues is calculated. Two types of method are usually used in the modeling. The first type starts from the radiative transfer equation, and the second uses the Monte Carlo technique. The radiative transfer equation is usually too complex to solve analytically and is often simplified by a diffusion approximation. Diffusion theory is quick but inaccurate in predicting the light distribution near the light source and boundaries. In many applications, especially the therapeutic applications, knowledge about the light distribution near the source is very important. The Monte Carlo method is accurate but slow owing to its statistical nature.
A hybrid model of the Monte Carlo method and diffusion theory was developed to combine the accuracy advantage of the Monte Carlo method and the speed advantage of the diffusion theory for semi-infinite turbid media, 3 which had a goal similar to that of the of the work of Flock et al. 4 but was different in the concept of implementation. Here the hybrid model is extended to model turbid slabs. The extended hybrid model is more useful in practice.
METHOD
The geometry and optical properties of a turbid slab can be described with four parameters. They include the thickness d, the relative refractive index n rel , the absorption coefficient a , the scattering coefficient s , and the anisotropy factor g. The relative refractive index n rel is the ratio between the refractive indices of the turbid medium and the ambient medium. The absorption coefficient a is defined as the probability of photon absorption per unit infinitesimal path length. The scattering coefficient s is defined as the probability of photon scattering per unit infinitesimal path length. The anisotropy factor g is the average cosine of the single scattered angle, where the scattering in tissue is often modeled by the Henyey-Greenstein scattering function. 5, 6 A cylindrical coordinate system is set up for this problem. The origin of the coordinate system is the point of light incidence on the top surface of the medium. The z axis points downward into the turbid medium. The radial coordinate and azimuthal angle are denoted by r and , respectively.
A. Diffusion Theory
We present the diffusion theory for turbid slabs, using an extrapolated boundary condition, 7 which is an extension to the theory for semi-infinite turbid media by Farrell et al. 8 In the cylindrical coordinate system, the fluence at an observation point (r, , z) caused by an isotropic point source at (rЈ, Ј, zЈ) in an infinite medium has been analytically solved:
where is the distance between the observation point and the source point,
and eff is the effective attenuation coefficient
We are interested in the diffuse reflectance from the top surface of the slab and the diffuse transmittance from the bottom surface of the slab. The contribution of this isotropic point source to the diffuse reflectance is
where is the distance between the observation point (r, , 0) and the source point (rЈ, Ј, zЈ). Similarly, the contribution of this isotropic point source to the diffuse transmittance is
where is the distance between the observation point (r, , d) and the source point (rЈ, Ј, zЈ). The diffuse reflectance and the diffuse transmittance in Eqs. (5) and (6) are applicable to a turbid slab only when the boundary condition is ignored.
To compute the fluence caused by an isotropic point source in a turbid slab based on Eq. (1), we need to convert the slab into an infinite medium by satisfying the boundary condition with an array of image sources. 9 Since the fluence on the two real boundaries is not zero, two extrapolated virtual boundaries are used where the fluence is approximately zero. The two virtual boundaries are separated from the slab surfaces by a distance of z b (Fig. 1) , where z b is
where A is related to the internal reflection r i . When the boundary has matched refractive indices, A ϭ 1; otherwise, A is estimated as
where Figure 1 shows the position of an original isotropic point source at (r s , s , z s ) and its image sources about the two virtual boundaries. Each mirroring about the virtual boundaries changes the sign of the point source. The z coordinates of the ith source pair are
where i ϭ 0, Ϯ1, Ϯ2, ... . When i ϭ 0, the source pair straddles the top boundary of the slab. When i ϭ 1, the source pair is the image of the 0th pair (i ϭ 0) about the bottom extrapolated boundary. When i ϭ Ϫ1, the source pair is the image of the first pair (i ϭ 1) about the top extrapolated boundary. Although the number of image sources is infinite, the series may be truncated after several source pairs. Once these image sources are used, the boundary condition is satisfied; hence the true boundaries can be removed. The original problem for the turbid slab is then converted into an array of isotropic sources of both signs in an infinite medium. A linear combination of Eq. (1) for the sources will therefore yield the fluence of the original isotropic point source in the tissue slab:
where m and n are the lower and the upper limits of the truncated source pairs, respectively. A linear combina- (5) and (6) for the sources will yield the diffuse reflectance and the diffuse transmittance of the slab, respectively. 
If an infinitely narrow laser beam is incident upon a tissue slab, the narrow beam is approximated by an isotropic point source that is 1 transport mean free path (L t Ј) below the tissue surface. Then the diffuse reflectance and the diffuse transmittance may be computed by use of Eqs. (12) and (13) .
B. Hybrid Model
The key to using diffusion theory accurately was the precise conversion of the incident infinitely narrow photon beam into deep isotropic photon sources in the medium.
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Because of its high accuracy, Monte Carlo simulation is a good candidate to solve this conversion problem. The hybrid model consists of two steps: the Monte Carlo step and the diffusion step. The Monte Carlo step converts the incident photon beam into a distributed source term while escaped photons are collected. The diffusion step calculates the additional diffuse reflectance due to the source term by diffusion theory.
A critical depth z c is selected based on the transport mean free path of the turbid slab. When photons are within z c of the two boundaries of the slab, diffusion theory is considered inaccurate, and vice versa. Therefore, the Monte Carlo technique is used to trace photons until the photons reach the center zone that is z c from the two boundaries of the slab, where the z coordinate of the center zone satisfies z c р z р d Ϫ z c (Fig. 2) .
The Monte Carlo step is based on the traditional Monte Carlo technique simulating light transport in tissue. 12, 13 Because the implicit photon-capturing technique 14 is used during the Monte Carlo simulation, a photon packet with an initial weight of unity is launched perpendicularly to the surface along the z axis (Fig. 2) . If the boundary is index matched (n rel ϭ 1), all photon weight enters the turbid medium. Otherwise only a portion of the photon weight enters by means of Fresnel reflection. Then a step size s is chosen statistically as
where is a random number equidistributed between 0 and 1 (0 Ͻ р 1). The photon packet loses its weight partially at the end of each step because of absorption. The amount of weight loss is the photon weight at the beginning of the step multiplied by (1 Ϫ a), where a is the albedo s /( a ϩ s ). The photon with the remaining weight will be scattered. A new photon direction is statistically determined by the Henyey-Greenstein phase function according to the anisotropy factor g. A new step size is then generated by Eq. (14), and the process is repeated. When the photon weight is less than a preset threshold (10 Ϫ4 in this study), Russian roulette is used to determine whether the photon should be terminated or continue propagation with an increased weight.
If the photon packet crosses the surface boundary into the ambient medium, the photon weight contributes to the diffuse reflectance R mc (r) or the diffuse transmittance. If the photon packet reaches a position in the center zone that is z c from the two boundaries of the slab, the photon packet will be conditionally converted into an isotropic photon source after a new photon direction is statistically determined.
Similarity relations 15, 16 are invoked to convert the photon packet into an isotropic photon source. The similarity relations allow conversion from anisotropic scatterers into isotropic scatterers with a reduced scattering coefficient s Ј , equal to s (1 Ϫ g), while the absorption coefficient is kept the same. The photon packet is moved a fixed step L t Ј long, which is the mean free path for the converted isotropic scattering medium. If the new photon position is within z c of the two boundaries, the Monte Carlo simulation continues without the move of the 1 Ϫ L t Ј step. If the new photon position is within the center zone that is z c from the two boundaries of the slab, the photon packet is converted into an isotropic point source. At the end of this step the photon packet interacts with the isotropic scattering medium according to an albedo aЈ, equal to s Ј/( a ϩ s Ј). After absorption the new photon weight becomes the weight at the beginning of the step multiplied by the transport albedo aЈ and will experience scattering. After this scattering event, the photon becomes isotropic, and the weight of the photon packet is recorded into a source function S(r, z), which is guaranteed to be zero within z c from the two slab boundaries. Multiple (N) photon packets are traced to yield meaningful results because of the stochastic nature of the Monte Carlo simulation. In the diffusion step, additional diffuse reflectance R diff (r) is calculated by use of the source term. Diffusion theory is used to compute the diffuse reflectance that is due to an isotropic point source, which is the impulse response. The recorded source function S(r, z) is taken as the photon source, and these impulse responses weighted by the source function S(r, z) are integrated to yield the diffuse reflectance R diff (r).
When the Monte Carlo step of the hybrid model is finished, the source function S(r, z) gives the total photon weight in a grid element and may be converted into probability per unit volume S d (r, z), which is called source density. The diffuse reflectance due to the distributed source density S d (r, z) is calculated by
Because of its cylindrical symmetry, the diffuse reflectance R diff (r) is independent of the azimuthal angle . Therefore we conveniently choose the observation point at ϭ 0. The final diffuse reflectance will be the sum of the diffuse reflectances computed by the initial Monte Carlo step and the subsequent diffusion step:
C. Numerical Computation
A grid system is set up on the cylindrical coordinate system to score the numerical quantities for this simulation. 
At the end of the Monte Carlo step, R mc (r) gives the total photon weight reflected into an annulus. We convert it into diffuse reflectance (probability per unit area) by dividing it by the total number of launched photon packets (N) and the area of the annulus (2r i Ј⌬rЈ).
The raw source function S(
where ⌬V i is the grid volume confined by the ith r grid element (an annulus) and the jth z grid element
The grid system used to score the source term S(r, z) is also used to compute the integration over rЈ and zЈ in Eq. (15) . The symmetry of the integration over Ј is used to lower the upper limit from 2 to . Therefore R diff (r) is computed from the following equation in terms of the source density S d (r, z) .
Note that the last grid elements in each direction are not used in the summation. Only a limited number of grid elements in each direction can be specified, but the step size for the Monte Carlo step has no bound because of the logarithmic operation [Eq. (14)]. Therefore the location of a photon packet may extend beyond the grid system. In this case we score the quantities into the last grid element in the direction of the overflow but do not use the last grid elements in the reflectance computation in Eq. (21). The truncation of this overflow gives a negligibly small error if the grid system is sufficiently large.
The integration over Ј in Eq. (21) was done with Gaussian quadratures. 17 The source density at some locations was much less than the maximum value. The contribution to the diffuse reflectance from the source density less than 1% of the peak source density was not computed to save computation time without significantly losing accuracy. The sum of R diff (r) and R mc (r) yields the final diffuse reflectance R d (r). Both the pure Monte Carlo simulation and the hybrid model were implemented in ANSI (American National Standards Institute) Standard C. The programs are portable to any computer that supports ANSI Standard C. We conducted the computation on a Silicon Graphics Power Challenge computer running Irix 6.2 for this study.
The diffuse reflectance and the diffuse transmittance were computed by diffusion theory and the hybrid model and were compared with those computed by the pure Monte Carlo method, 13, 18 where the pure Monte Carlo results were considered accurate. Unless otherwise specified, 100,000 photon packets were used for this study in either the pure Monte Carlo method or the hybrid model. Figure 3 shows the diffuse reflectance and the diffuse transmittance of an isotropic point source calculated by the pure Monte Carlo method 13 and the diffusion theory described in the previous section. The isotropic point source was placed L t Ј below the top surface of a slab. The pure Monte Carlo method was used to directly simulate the diffuse reflectance and the diffuse transmittance from this isotropic point source. In the diffusion theory calculation, one-three point-source pairs were employed. The locations and signs of the sources were shown in Fig. 1 . The single-pair calculation was based on the pair of i ϭ 0. The double-pair calculation was based on the pairs of i ϭ 0, 1. The triple-pair calculation was based on the pairs of i ϭ Ϫ1, 0, 1. Figure 4 shows the diffuse reflectance and the diffuse transmittance of an infinitely narrow light beam calculated by the pure Monte Carlo method and diffusion theory. The infinitely narrow light beam was normally incident upon the top surface of the slab. The Monte Carlo method directly simulated the response due to this narrow beam. In the diffusion theory calculation, the narrow beam was replaced with an isotropic point source located L t Ј below the top surface of the slab. Three source pairs (i ϭ Ϫ1, 0, 1) were used for the diffusion theory calculation, where five of the six sources were the image sources of the point source at z ϭ L t Ј . Figure 4(c) shows the relative errors of the diffuse reflectance and the diffuse transmittance calculated by the diffusion theory relative to those calculated by the pure Monte Carlo method. The relative errors were the difference between the results of the diffusion theory and the pure Monte Carlo method divided by the results of the pure Monte Carlo method. Figure 5 shows the diffuse reflectance of an isotropic point source at various depths calculated by the pure Monte Carlo method and the diffusion theory. The isotropic point source was placed at z ϭ 0.1L t Ј , z ϭ 0.3L t Ј , and z ϭ 0.5L t Ј . The pure Monte Carlo method was used to calculate the diffuse reflectance of these point sources individually. The diffusion theory was used to calculate the diffuse reflectance with three source pairs (i ϭ Ϫ1, 0, and 1). The relative errors in the diffuse reflectance for these three source locations between the diffusion theory and the Monte Carlo method are shown in Fig. 5(b) , where the relative errors were defined as in Fig. 4(c) . Figure 6 shows the contours of the source density S d (r, z) calculated in the Monte Carlo step of the hybrid model. Figure 7 shows the diffuse reflectance of an infinitely narrow light beam calculated by the pure Monte Carlo method and the hybrid model. The infinitely narrow light beam was normally incident upon the top surface of the turbid slab. The pure Monte Carlo method directly simulated the diffuse reflectance of the narrow beam. The hybrid model converted the narrow beam into a source term as shown in Fig. 6 , using the Monte Carlo technique while registering the diffuse reflectance. The hybrid model was then used to calculate the additional diffuse reflectance with the diffusion theory based on the source term as described in the previous section. The Fig. 3 . Comparison between the pure Monte Carlo method and the diffusion theory in terms of (a) the diffuse reflectance and (b) the diffuse transmittance. The properties of the turbid slab included the relative index of refraction n rel ϭ 1, the absorption coefficient a ϭ 0.1 cm
RESULTS
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, the scattering coefficient s ϭ 100 cm Ϫ1 , the scattering anisotropy g ϭ 0.9, and the thickness d ϭ 1 cm. Fig. 4 . Comparison between the pure Monte Carlo method and the diffusion theory in terms of (a) the diffuse reflectance and (b) the diffuse transmittance, and (c) the relative errors between the results. The properties of the turbid slab were described in Fig.  3 .
critical depth z c was set to 0.05 cm, which was approximately 0.5L t Ј . The number of grid elements in both the r and the z directions was 30. The size of grid elements in the r and the z directions was 0.01 cm. Figure 7(b) plots the relative error in the diffuse reflectance between the two models. The relative error was defined as the difference between the diffuse reflectance calculated by the hybrid model and that calculated by the pure Monte Carlo method divided by the diffuse reflectance calculated by the pure Monte Carlo method. The relative error including the statistical variation was within Ϯ6%.
The user time for the above pure Monte Carlo simulation was 4133.5 s. The user time for the hybrid simulation was 170.6 s, of which 166.5 s was spent in the initial Monte Carlo step, and the rest was spent in the diffusion step. The hybrid model was 24 times as fast as the Monte Carlo method for this simulation, where 1,000,000 photon packets were traced in both models. Figure 8 shows the diffuse reflectance of an infinitely narrow light beam calculated by the pure Monte Carlo method and the hybrid model. The narrow beam was normally incident upon the top surface of a turbid slab that had a mismatched boundary (n rel ϭ 1.37). The number of grid elements in both the r and the z dimensions was 100. The sizes of grid elements in the r and the z directions were 0.005 and 0.003 cm, respectively. The number of photon packets that were traced in the simulation was 100,000. The user times of the pure Monte Carlo method were 697.5, 583.0, and 135.3 s for a ϭ 0.1, 1, 10 cm Ϫ1 , respectively. When the critical depth was set to 0.05 cm, the user times of the hybrid model were 103.5, 99.3, and 76.2 s for a ϭ 0.1, 1, and Fig. 3 . Fig. 6 . Distribution of the source density generated by the initial Monte Carlo step in the hybrid model, where the critical depth z c was set to 0.05 cm. The unit of the source density was in cm Ϫ3 for a unity input and would be in W/cm 3 for a 1-W input. The properties of the turbid slab were described in Fig. 3 . 10 cm Ϫ1 , respectively. When the critical depth was set to 0.1 cm, the user times of the hybrid model were 146.5, 141.7, and 114.2 s for a ϭ 0.1, 1, 10 cm Ϫ1 , respectively. Table 1 lists the user times of both the pure Monte Carlo method and the hybrid model for computations with various parameters. The absorption coefficient and the thickness of the turbid slab were varied while the other parameters were held constant. The critical depth z c was set to 0.05 cm, which was approximately 0.5L t Ј . The number of grid elements in both the r and the z dimensions was 30, where the grid size was 0.01 cm. The number of photon packets that were traced in the simulations was 100,000 for both the pure Monte Carlo method and the hybrid model.
DISCUSSION AND CONCLUSIONS
The question of how many point-source pairs should be used in the diffusion theory to accurately model the diffuse reflectance and the diffuse transmittance was important. As shown in Fig. 3(a) , three point-source pairs were required to achieve good accuracy in the diffuse reflectance within a 2-cm radial distance from the source. No matter how many point-source pairs were used, the difference in the calculated diffuse reflectance close to the source was minimal and became large far from the source. As shown in Fig. 3(b) , the zeroth pair did not give enough accuracy in calculating the diffuse transmittance. Two or three source pairs were required to achieve good agreement between the diffuse transmittance values that were calculated by the diffusion theory and those that were calculated by the pure Monte Carlo method. The number of point-source pairs that should be calculated would depend on the size of the observation region, the thickness of the slab, and the optical properties of the medium. In prac- Ϫ1 , while the other properties were held constant, including the relative index of refraction n rel ϭ 1.37, the scattering coefficient s ϭ 100 cm Ϫ1 , the scattering anisotropy g ϭ 0.9, and the thickness d ϭ 1 cm. tice one may keep adding more image sources until the new sources make negligible addition to the calculated results. Diffusion-theory-predicted diffuse reflectance was underestimated by a large margin (as great as 75%) near the source compared with the accurate Monte Carlo result but became accurate far from the source [Figs. 4(a) and 4(c)]. As a rule of thumb, diffusion theory is accurate in modeling diffuse reflectance beyond a couple of transport mean free paths from the source and is accurate in modeling diffuse transmittance at all radii [Figs. 4(b) and 4(c)]. Therefore it would be efficient to use diffusion theory to calculate the diffuse reflectance far from the source and the diffuse transmittance and to use the hybrid model to calculate the diffuse reflectance near the source.
The choice of the critical depth would affect the computation accuracy and efficiency of the hybrid model. If the critical depth were too small compared with the transport mean free path, the computation error would be too large, although the computation would be fast and vice versa.
As shown in Fig. 5 , 0.3L t Ј -0.5L t Ј would be a good choice for the critical depth if a maximum of 5%-12% error were allowed, while 0.1L t Ј would give a maximum error of 25%.
The source term was centered at z ϭ 0.15 cm as shown in Fig. 6 . The selected critical depth was 0.05 cm, which was close to 0.5L t Ј since L t Ј was 0.099 cm. Once a photon reached the critical depth after a scattering event, it traveled L t Ј further along the new direction after the scattering. If this new position of the photon was inside the center zone that was z c from the two boundaries of the slab, the photon was converted into an isotropic point source at the new position. Therefore the source term was densely populated near z ϭ 1.5L t Ј . The source term was also limited to within approximately 2L t Ј from the point of light incidence in both the r and the z dimensions.
The hybrid model had very good agreement with the pure Monte Carlo method (Fig. 7) . The relative error including the statistical error was limited to Ϯ6%. The statistical error may be further improved by use of more photon packets or enlargement of the grid size at the expense of reduced resolution. The systematic error may be further reduced by use of a larger critical depth at the expense of increased computation time. The hybrid model was significantly faster than the pure Monte Carlo method.
Under mismatched boundary conditions, the hybrid model had good agreement with the pure Monte Carlo method as well (Fig. 8) . When the absorption coefficient a increased to 10 cm Ϫ1 compared with the reduced scattering coefficient s of 10 cm Ϫ1 , the accuracy of the hybrid model became poor. Diffusion theory was valid only when a Ӷ s Ј . Therefore the hybrid model was not expected to be accurate when this condition was not satisfied. When the critical depth was increased to 0.1 cm, the accuracy of the hybrid model was improved even for the case of a ϭ 10 cm Ϫ1 at the expense of increased computation time. The increased critical depth also caused a reduced contribution to the diffuse reflectance at the diffusion step of the hybrid model and made the Monte Carlo step dominant because the source density was expected to decrease. The accuracy of the hybrid model may be improved further by exploitation of an improved diffusion theory. 19 The computation time of the hybrid model was insensitive to the optical properties (Table 1) unless the absorption coefficient became comparable with the reduced scattering coefficient (Fig. 8) . In contrast, the pure Monte Carlo method was very sensitive to the optical properties. The lower the absorption, the longer the photon tracing because of the reduced chance of photon absorption per scattering event. It was also expected that the higher the scattering anisotropy, the longer the computation time, because the chance of photon termination as diffuse reflectance was reduced. The computation under the mismatched boundary condition took longer because photons could be internally reflected at the boundary and had an extended lifetime in the turbid slab. In all cases the hybrid model was significantly faster than the pure Monte Carlo method by a factor ranging from 20-291 in this study, depending on the optical properties, the slab thickness, the number of photons traced, the threshold photon weight for Russian roulette, and the choice of critical depth.
If the slab thickness becomes comparable with several transport mean free paths, diffusion theory will become inaccurate. In this case a pure Monte Carlo method should be used to calculate the diffuse reflectance and transmittance. Since the slab is optically thin, the computation time with the pure Monte Carlo method should be reasonably short. For example, it took only 74.5 s of user time for the response of a thin slab to be calculated by the pure Monte Carlo method. The properties of the slab included the relative index of refraction n rel ϭ 1, the absorption coefficient a ϭ 0.1 cm Ϫ1 , the scattering coefficient s ϭ 100 cm Ϫ1 , the scattering anisotropy g ϭ 0.9, and the thickness d ϭ 0.2 cm. The user time increased to 136.3 s when the relative index of refraction n rel ϭ 1.37.
SUMMARY
The hybrid model is an efficient and accurate method in the calculation of diffuse reflectance of a turbid slab near the light source. The computation time of the hybrid model is insensitive to the optical properties of the slab in contrast to that of the pure Monte Carlo method. The hybrid model is many times faster than the pure Monte Carlo model. The critical depth in the hybrid model should be between 0.3L t Ј and 0.5L t Ј to achieve an accuracy of ϳ10%. The shorter the critical depth, the faster and less accurate is the computation and vice versa. Diffusion theory is accurate for calculation of both the diffuse reflectance that is a couple of transport mean free paths beyond the source and the diffuse transmittance. This work has potential applications in modeling of light transport in biological tissue, inverse algorithms of deducing optical properties, and image reconstruction algorithms.
