Abstract We consider a scheduling problem where a set of jobs is apriori distributed over parallel machines. The processing time of any job is dependent on the usage of a scarce renewable resource, e.g. personnel. An amount of k units of that resource can be allocated to the jobs at any time, and the more of that resource is allocated to a job, the smaller its processing time. The dependence of processing times on the amount of resources is linear for any job. The objective is to find a resource allocation and a schedule that minimizes the makespan. Utilizing an integer quadratic programming relaxation, we show how to obtain a (3 + ε)-approximation algorithm for that problem, for any ε > 0. This generalizes and improves previous results, respectively. Our approach relies on a fully polynomial time approximation scheme to solve the quadratic programming relaxation. This result is interesting in itself, because the underlying quadratic program is NP-hard to solve. We also derive lower bounds, and discuss further generalizations of the results.
Introduction and related work
Consider a scheduling problem where n jobs j ∈ V , with integral processing times p j , and each jobs is already assigned to one of m parallel machines. There is a renewable discrete resource, e.g. personnel, that can be allocated to jobs in order to reduce their processing requirements. We assume that the tradeoff between usage of the resource and the resulting processing requirement of a job can be described succinctly by a corresponding linear compression rate b j ≥ 0. In other words, each job has a default processing time ofp j , and when s resources are assigned to job j, its processing requirement becomes p js =p j − b j s. At any point in time, only k units of that resource are available. Once resources have been assigned to the jobs, a schedule is called feasible if it does not consume more than the available k units of the resource, at any time. The goal is to find a resource allocation and a corresponding feasible schedule that minimizes the makespan, the completion time of the job that finishes latest. This problem describes a typical situation in production logistics, where additional resources, such as personnel, can be utilized in order to reduce the production cycle time.
As a matter of fact, scheduling problems with a nonrenewable resource, such as a total budget constraint, have received a lot of attention in the literature as time-cost-tradeoff problems, e.g., [2, 11, 12, 20, 21] . Surprisingly, the corresponding problems with a renewable resource, such as a personnel constraint, have received much less attention, although they are not less appealing from a practical viewpoint. We will refer to them as time-resource-tradeoff problems, in analogy to the former.
Related work. In [8] , we have considered the more general problem of unrelated machine scheduling with resource dependent processing times. There, jobs can be processed on any of the machines, and if a job is scheduled on machine i, using s of the k available units of the resource, the processing time is p ijs . Assuming that processing times are monotone in the resources (and not necessarily linear), the existence of a (4 + 2 √ 2)-approximation algorithm is proved in [8] . The same paper contains a (3 + 2 √ 2)-approximation algorithm for the special case where the jobs are distributed over the machines beforehand. The approach presented in [8] is based upon a linear programming relaxation that essentially uses nk variables. The problem with linear resource-time tradeoff functions, however, can be encoded more succinctly by O( n ) numbers: for each job, we need to specify its machine i, the maximum processing timep j , and the compression rate b j , respectively. Therefore, the results of [8] only lead to a pseudo polynomial time (3 + √ 2)-approximation algorithm for the problem at hand. In a manuscript by Grigoriev et al. [7] , a restricted version of the problem at hand is addressed. They assume that the additional resource is binary, that is, any job may be processed either with or without using that resource, with a reduced processing time if the resource is used. Finally, the number of machines m in their paper is considered fixed, and not part of the input. For that problem, they derive a (3 + ε)-approximation, and for the problem with m = 2 machines, they derive weak NP-hardness and a fully polynomial time approximation scheme [7] .
The scheduling of jobs with resource dependent processing times is also known as malleable or parallelizable task scheduling; see, e.g., [10, 16, 17, 22] . In these models, independent, non-preemptive jobs can be processed on one or more parallel processors, and they have non-increasing processing times p js in the number s of processors used. Any processor can only handle one job at a time, and the goal is to minimize the schedule makespan. Turek et al. [22] introduced this problem; they derive a 2-approximation algorithm. In fact, the model considered in [22] closely relates to, but also differs from the problem considered in this paper. Interpreting the parallel processors of [22] as a generic 'resource' that must be allocated to jobs, the problem of [22] , when restricted to linear resource-time tradeoff functions p js , is a special case of the problem considered in this paper: It corresponds to the case where n jobs are processed on m = n machines, instead of m < n machines. Mounie et al. [16] consider yet another restriction of the problem of [22] , in that the processor allocations must be contiguous and the 'total work functions' sp js are non-decreasing in s. For that problem, a ( √ 3 + ε)-approximation is derived [16] . An unpublished journal version of that paper [17] claims an improved performance bound of (3/2+ε). An asymptotic fully polynomial approximation scheme for malleable task scheduling was proposed by Jansen [10] .
When we restrict even further, and assume that the decision on the allocation of resources to jobs is fixed beforehand, we are back at (machine) scheduling under resource constraints as introduced by Blazewicz et al. [1] . More recently, such problems with the assumption that jobs are distributed over the machines beforehand have been discussed by Kellerer and Strusevich [13, 14] . They use the term dedicated machine scheduling. We refer to these papers for various complexity results, and note that NP-hardness of dedicated machine scheduling and a binary resource was established in [13] . More precisely, they show weak NP-hardness for the case where the number of machines is fixed, and strong NP-hardness for an arbitrary number of machines.
Results and methodology. We derive a (3 + ε)-approximation algorithm for scheduling parallel jobs with linear speedup. Our result holds for an arbitrary number m of machines and an arbitrary number k of available resources. In that sense, our result generalizes the previous (3 + ε)-approximation of [7] to an arbitrary number of machines, and arbitrary, linear resource dependent processing times (recall that they consider the special case k = 1, which may be interpreted as linear resource-time functions, too). Although we obtain the same performance bound, we stress that our result relies on a completely different approach. Moreover, restricted to linear resource-time functions, our result considerably improves upon the (3 + √ 2)-approximation from [8] . In addition, our algorithm is indeed a strongly polynomial time algorithm, while the result of [8] only yields a pseudo polynomial time algorithm.
Apart from improving previous results in the scheduling context, we see the main contribution of the paper rather on the methodology side. In fact, we obtain our result by using a constrained quadratic programming formulation that constitutes a relaxation of the problem. More precisely, the mathematical program is an integer, concave minimization problem with linear constraints. Although such problems are NP-hard to solve in general [18, 9] , even without integrality constraints, we show how to solve this quadratic programming relaxation with arbitrary precision in polynomial time; a result of interest in its own. Based on the solution of this mathematical program, we assign resources to the jobs. Finally, the jobs are scheduled using (an adaption of) Graham's greedy scheduling algorithm [4] . Making use of the lower bound provided by the quadratic programming relaxation, we derive the performance guarantee of (3 + ε).
Moreover, we provide a parametric example to show that our analysis cannot be improved further than a factor of 1.46, by showing that the allocation of resources that is computed with the quadratic program can indeed provide the 'wrong' answer. The same example even shows that it may happen that the scheduling algorithm we use, based on the resource allocation as suggested by the quadratic program, is a factor 2 away from the optimum.
Finally, we briefly discuss two possible generalizations of the problem at hand, that can be handled by the proposed techniques as well. For a more detailed treatment of these issues, we refer to the full version of this paper.
Problem definition
Let V = {1, . . . , n} be a set of jobs. Jobs must be processed non-preemptively on a set of m parallel machines, and the objective is to find a schedule that minimizes the makespan C max , that is, the time of the last job completion. Each job j is assigned to exactly one of the machines, and V i denotes the set of jobs assigned to machine i, such that V = i V i forms a partition of the jobs. During its processing, a job j may be assigned an amount s ∈ {0, 1, . . . , k} of a discrete resource, for instance personnel, that may speed up its processing. If s resources are allocated to a job j, the processing time of that job is p js , s = 0, . . . , k. The amount of resources assigned to a job must be constant throughout its processing. The resource constraint now consists of the fact that in a feasible schedule, at any time no more than k units of the resource may be used. Clearly, k ≥ 1, since the problem is trivial otherwise.
We assume that the resource dependent processing time p js of any job can be encoded succinctly by the default processing time,p j , together with the linear compression rate b j , which we w.l.o.g. assume to be integral as well. Hence, the actual (integral) processing time becomes
given that s ∈ {0, . . . , k} resources are assigned to job j, j ∈ V . To exclude trivial solutions, we also assume thatp j > b j k for all jobs j ∈ V . The encoding length of the problem therefore is in O( n log p ), where p = max j∈V p j .
Quadratic programming relaxation
The approach of [8] could be used to obtain a (3 + 2 √ 2)-approximation algorithm for the problem at hand. The approach, however, is explicitly based upon an integer linear programming formulation that would require Θ( nk ) binary variables to represent all the different processing times of jobs p js . Obviously, this would generally only lead to a pseudo polynomial time algorithm.
For the linear case considered in this paper, however, we can set up a polynomial size, quadratic formulation, using O( n ) integer variables s j ∈ {0, . . . , k} that denote the number of resources allocated to job j, j ∈ V . Then p js = p j − b j s j is the processing time of a job j. Since the compression rate b j is integral for all jobs j, and since the resource is discrete, the processing times p js are integral, too.
The following integer quadratic program has a solution if there is a feasible schedule with makespan C.
The logic behind this program is the following; (1) states that the total processing on each machine is a lower bound for the makespan, and (2) states that the total resource consumption of the schedule cannot exceed the maximum value of k C. Our goal is to compute an integer feasible solution (C * , s * ) for program (1)- (4), such that C * is a lower bound for the makespan C OPT of an optimal schedule. A candidate for C * is the smallest integer value, say C QP , for which this program is feasible. But since we do not know how to compute C QP exactly, we will compute an approximation C * ≤ C QP . In order to decide on feasibility for program (1)- (4), notice that we may as well solve the following constrained integer quadratic minimization problem.
min.
Obviously, (1)- (4) is feasible if and only if the constrained quadratic minimization problem (5)- (8) has a solution at most k C. It is well known that constrained quadratic programming is NP-hard in general [18] , even without integrality constraints. More specifically, we have a constrained concave minimization problem, which is generally known to be NP-hard as well [9] . It is not too hard to show that even the specific quadratic program we consider here is NP-hard to solve to optimality; for a proof we refer to a full version of the paper. However, we next show that the integer quadratic program (5)- (8) can be solved with arbitrary precision in polynomial time.
Lemma 1. For any 0 < δ < 1, we can find a solution for the constrained quadratic minimization problem (5)- (8) that is not more than a factor (1 + δ) away from the optimal solution, in time polynomial in the input size and 1/δ.
In other words, (5)- (8) admits an FPTAS, a fully polynomial time approximation scheme. The proof of this lemma is of interest in its own. We first show how to reduce the constrained quadratic program to a certain single machine scheduling problem, and then show that this scheduling problem admits an FPTAS, using the framework of Pruhs and Woeginger [19] .
Proof (of Lemma 1). First observe that (5)- (8) decomposes into m independent, constrained quadratic programs, one for each machine i:
s. t.
We now consider an even more restrictive problem, where instead of constraints (11)- (12), we restrict the resource consumptions s j , j ∈ V i , to rounded powers of (1 + ε 1 ). More precisely, we set
where 0 < ε 1 < 1 is to be defined later. We claim that if in program (9)- (12) there exists a solution s of value X, then in this even more restricted program there exists a solution s of value X such that X ≤ (1+3ε 1 )X and s j ∈ E for all j ∈ V i . To see this, we consider a solution s with objective value X. We define a new solution s by simply rounding up the values s j , j ∈ V i , to the nearest integer number in E. This way all resource consumptions are rounded up, and we have that s j ≤ s j for all j ∈ V i , thus constraint (10) is satisfied by s , too. Therefore, the obtained solution s is an integer feasible solution for program (9)- (12) with s j ∈ E for all j ∈ V i . Now consider an arbitrary j ∈ V i and the corresponding ∈ Z + such that
implies that (1 + ε 1 ) −1 + 1 > (1 + ε 1 ) , and thus s j = s j = (1 + ε 1 ) −1 . Therefore, s j ≤ (1 + 3ε 1 )s j , for all j ∈ V i . Consequently, for the objective X we have
We next claim that the problem (9)-(12) restricted to s j ∈ E, j ∈ V i , admits an FPTAS. To this end, observe that this problem is in fact a single machine scheduling problem where each job has at most h ∈ O( log 1+ε1 k ) possible different processing timesp j − b j s j with associated costsp j s j − b j s 2 j , where s j ∈ E. Problem (9)-(12) thus asks for a schedule with makespan at most C and minimal total cost. The proof that this problem admits an FPTAS, in terms of its input size, is presented below in Lemma 2. This input size consists of not more than O( log 1+ε1 k ) possible processing times and costs, hence it is polynomially bounded in terms of 1/ε 1 and the original problem size. As a consequence, we have that for any 0 < ε 1 < 1 and for any ε 2 > 0 we can compute in time polynomial in the original input size, 1/ε 1 , and 1/ε 2 , a solution that is no more than a factor of (1 + 3ε 1 )(1 + ε 2 ) away from the optimal solution. Letting ε 1 = δ/6 and ε 2 = δ/3, we derive (1 + 3ε 1 )(1 + ε 2 ) ≤ (1 + δ), finishing the proof.
Lemma 2. Consider a single machine scheduling problem where we have a due date C, and n jobs, each having h possible modes s = 1, . . . , h at which its processing time is p js and its cost is w js , s = 1, . . . , h. The problem is to find a mode s for each job with j p js ≤ C, such that the total cost j w js is minimized. This problem admits a fully polynomial time approximation scheme (FPTAS).
Proof. Utilizing the framework of Pruhs and Woeginger [19] , it suffices to show that the problem admits an algorithm that solves the problem to optimality, with a computation time that is polynomially bounded in terms of nh, W = j,s w js , and the input size of the problem. Then Theorem 1 of [19] yields that the problem admits an FPTAS.
The following dynamic program does the job. For q = 1, . . . , n and z = 0 . . . , W , denote by P [q, z] the smallest total processing time of q jobs such that their total weight equals z. More precisely, P [q, z] is the smallest number such that there exists a subset Q of q jobs with processing times p js and costs w js , such that j∈Q p js = P [q, z] and j∈Q w js = z. The initialization of P [1, z] is trivial for any value z = 0 . . . , W , and
= (p js , w js ) for some j and s} .
Once we completed this dynamic programming table, we find the optimum value as max{z | P [n, z] ≤ C} .
The total time required to run this dynamic program is polynomially bounded in nh, W = j,s w js , and the input size of the problem. Now, coming back to the original problem, we can use the FPTAS of Lemma 1 in order to obtain an approximation of the smallest integer value C QP for which (1)-(4) has a feasible solution. This is achieved as follows. For fixed δ > 0, we find by binary search the smallest integer value C * for which the FPTAS of Lemma 1 yields a solution for (5)- (8) with value
Consider C := C * − 1. By definition of C * as the smallest integer with property (13), on value C the FPTAS yields a solution with z C > (1 + δ) k C, and by Lemma 1, the optimal solution for (5)- (8) is larger than k C, and hence (1)- (4) is infeasible for C. Hence, the smallest integer value for which (1)- (4) has a feasible solution is at least C * = C + 1, or C * ≤ C QP . Therefore, C * is a lower bound on C OPT , the makespan of an optimal solution. Moreover, using the FPTAS of Lemma 1 and (13), we have an integral solution (s * 1 , . . . , s * n ) that is feasible for (1)- (4) with constraint (2) relaxed to
Therefore, we conclude that we can derive an approximate solution for (1)- (4) in the following sense.
Lemma 3. For any δ > 0, we can find in polynomial time an integer value C * such that C * ≤ C OPT , and an integer solution s * = (s * 1 , . . . , s * n ) for the resource consumptions of jobs such that
QP based greedy algorithm
Our approach to obtain a constant factor approximation for the scheduling problem is now the following. We first use the solution for the quadratic programming relaxation from the previous section in order to decide on the amount of resources allocated to every individual job j. More precisely, job j must be processed using s * j additional resources. Then the jobs are scheduled according to (an adaptation of) the greedy list scheduling algorithm of Graham [4] , in arbitrary order.
Algorithm QP-Greedy: Let the resource allocations be fixed as determined by the solution to the quadratic program QP. The algorithm iterates over time epochs t, starting at t = 0. We do the following until all jobs are scheduled.
-Check if some yet unscheduled job can be started at time t on an idle machine without violating the resource constraint. If yes, schedule the job to start at time t; ties are broken arbitrarily. -If no job can be scheduled on any of the machines at time t, update t to the next smallest job completion time t > t.
Obviously, this algorithm can be implemented in polynomial time. Now we claim the following. Theorem 1. For any ε > 0, algorithm QP-Greedy is a (3 + ε)-approximation algorithm for scheduling parallel jobs with linear speedup. The computation time of the algorithm is polynomial in the input size and the precision 1/ε.
Note that the result of Theorem 1 improves considerably on the performance bound of (3 + 2 √ 2) from [8] for the more general case of nonlinear resource-time tradeoff functions. Moreover, also recall that the approach of [8] only yields a pseudo polynomial time algorithm for the linear problem at hand.
Proof. In order to do the binary search for the integer value C * in the quadratic programming relaxation (1)- (4), we first use the FPTAS of Lemma 1, with δ = ε/2. As described previously, this yields a lower bound C * on the makespan C OPT of an optimal schedule, together with an integer solution s * for (1),(3),(4), and (14) . We then fix the assignments of resources to the jobs as suggested by the solution s * , and apply the greedy algorithm. The analysis of the greedy algorithm itself is based on the same basic idea as in our previous paper [8] . For convenience, we present the complete proof here.
Consider some schedule S produced by algorithm QP-Greedy, and denote by C QPG the corresponding makespan. Denote by C OPT the makespan of an optimal solution. For schedule S, let t(β) be the earliest point in time after which only big jobs are processed, big jobs being defined as jobs that have a resource consumption larger than k/2. Moreover, let β = C QPG − t(β) be the length of the period in which only big jobs are processed (possibly β = 0).
Next, we fix a machine, say machine i, on which some job completes at time t(β) which is not a big job. Due to the definition of t(β), such a machine must exist, because otherwise all machines were idle right before t(β), contradicting the definition of the greedy algorithm. Note that, between time 0 and t(β), periods may exist where machine i is idle. Denote by α the total length of busy periods on machine i between 0 and t(β), and by γ the total length of idle periods on machine i between 0 and t(β). We then have that
Due to (15), we get that for machine i
The next step is an upper bound on β + γ, the length of the final period where only big jobs are processed, together with the length of idle periods on machine i. We claim that
To see this, observe that the total resource consumption of schedule S is at least β
. This is because, on the one hand, all jobs after t(β) are big jobs and require at least k/2 resources, by definition of t(β). On the other hand, during all idle periods on machine i between 0 and t(β), at least k/2 of the resources must be in use as well. Assuming the contrary, there was an idle period on machine i with at least k/2 free resources. But after that idle period, due to the selection of t(β) and machine i, some job is processed on machine i which is not a big job. This job could have been processed earlier during the idle period, contradicting the definition of the greedy algorithm. Next, recall that (1 + δ) kC * is an upper bound on the total resource consumption of the jobs, due to (16) . Hence, we obtain (1 + δ)kC
Dividing by 2/k yields the claimed bound on β + γ. Now we are ready to prove the performance bound of Theorem 1. First, use (17) together with (18) and (19) to obtain
Eventually, because C * is a lower bound on C OPT , this yields a performance bound for QP-Greedy of 3 + 2δ = 3 + ε, due to the choice of δ = ε/2.
The claim on the polynomial computation time follows from the fact that we use an FPTAS in Lemma 1, and since the greedy algorithm obviously runs in polynomial time.
Lower bounds
Concerning lower bounds on approximation, we know that the problem at hand is a generalization of the dedicated machine scheduling problem as considered by Kellerer and Strusevich [13] , hence it follows that it is strongly NP-hard. Unlike for the nonlinear problem, where an inapproximability result of 3/2 is known [8] , we did not succeed to derive a stronger negative result without further generalizing the problem. See Section 6 for a brief discussion of this issue. We next show, however, that our approach may yield a solution that is a factor 2 − ε away from the optimal solution, for any ε > 0.
Example 1.
Consider an instance with m = 3 machines and k = 2 units of the additional resource. Let an integer be fixed. The first two machines are assigned two jobs each, symmetrically. One of these two jobs has a compression rate of 0, thus a constant processing time p js = − 3, for any s = 0, . . . , 2. The other job has a processing time p js = 3 + 2 − s if assigned s units of the resource, thus the only way to get this job reasonably small is to assign all 2 resources, such that p j2 = 3. On the third machine, we have three jobs. Two identical short jobs with processing times p js = 3 − s, and one long job with processing time p js = − 3s, s = 0, . . . , 2. See Figure 1 for an example. 
Proposition 1.
There exists an instance where the assignment of resources to the jobs as proposed by the solution to the quadratic programming relaxation is wrong in the sense that any scheduling algorithm yields a solution that is a factor at least 19/13 ≈ 1.46 away from the optimum. Moreover, for any ε > 0, there exist instances where algorithm QP-Greedy may yield a solution that is a factor 2 − ε away from the optimum.
Proof. Consider the parametric instance defined in Example 1, with parameter ≥ 13. The assignment of resources to the jobs on the first two machines is essentially fixed by construction of the instance, for any reasonable makespan (i.e., less than 2 ): the two jobs with the high compression rate consume 2 units of the resource, yielding a total processing time of on the first two machines. In the optimal solution, the makespan is exactly , by assigning 2 resources to the long job on the third machine, and no resources to the small jobs. The corresponding schedule is depicted in Figure 1(a) . The smallest value C such that the quadratic programming relaxation (1)- (4) is feasible is C = , too. We claim that our solution to the quadratic programming relaxation would assign one unit of the resource to both, the big and one of the small jobs, and two units of the resource to the remaining small job. This is due to the fact that, in solving the QP, we minimize the total resource consumption of the schedule, subject to the constraint that the total processing time on each machine is bounded by C = . On the third machine, the minimal resource consumption, subject to the condition that the makespan is at most is achieved as explained, yielding a total resource consumption of + 1. All other assignments of resources to the jobs on the third machine either violate the makespan bound of , or require more resources (in fact, at least 2( − 6) ≥ + 1). Now, it is straightforward to verify that any schedule with this resource assignment will provide a solution that has a makespan of at least 3 + 3 + ( − 3) + 1 + 2 = + 6, since no two resource consuming jobs can be processed in parallel. Figure 1(b) depicts such a schedule. Since would be optimal, this yields the claimed ratio of 19/13 when utilizing = 13. On the other hand, if the scheduling algorithm fails to compute this particular solution, the makespan becomes 2 −3, as depicted in Figure 1(c) . This yields a ratio of (2 − 3)/ , which is arbitrarily close to 2 for large .
It remains open at this point whether there exist instances of the problem on which algorithm QP-Greedy outputs a solution with performance ratio worse than 2. More interesting, however, would be a lower bound on the approximability for the scheduling problem considered in this paper; the so far strongest result is NP-hardness [13] .
Generalizations
Two interesting generalizations of the problem can be handled with the proposed techniques as well. We briefly discuss them here; for a detailed treatment, we refer to a full version of this paper.
Firstly, consider the more general case where each job has an individual upper bound on the maximal resource consumption, so p js =p j − b j s j , and 0 ≤ s j ≤ k j for each job j. The problem discussed in this paper then corresponds to the special case where k j = k for all jobs j. It is not hard to see that our approximation result holds for that generalized version of the problem, too. Moreover, this generalized version does not admit an approximation algorithm with a performance ratio better than 3/2, which follows by a simple adaption of the gap-reduction from Partition in Theorem 3 of [8] .
Secondly, our results can be generalized to problems where the functions that describe the resource-time tradeoff are not necessarily linear, but polynomial. Whenever the maximum degree of these polynomials is bounded, our proofs can be adapted to that case as well.
