ABSTRACT
INTRODUCTION
For most of the whole genome sequencing projects, the function of a large fraction of proteins remain unknown. Predicting the putative function of these so-called orphan proteins is an important but difficult task for bioinformaticians. We have previously presented the ProtFun method for predicting the cellular role categories originally proposed by Riley (1993) as well as enzymatic function according the EC classification system (Jensen et al., 2002) .
Using a similar approach we have now expanded the ProtFun prediction method to also cover a number * To whom correspondence should be addressed.
of biologically as well as pharmaceutically interesting categories in the Gene Ontology (GO) classifications system (Ashburner, 1998; Ashburner et al., 2000) . Unlike the cellular role categories, the GO categories chosen do not give complete coverage in the sense that some proteins will not belong to any of the categories. But for the ones that do, the GO predictor will provide a more specific description of the function than the rather broad cellular roles categories do.
SYSTEM AND METHODS

Generation of a labeled data set
The most crucial step in developing a good prediction method is always to obtain a good data set. Unfortunately it was not possible to directly obtain a large set of sequences annotated according to the GO classification scheme (Ashburner et al., 2000) . This is mainly due to the large amount of manual work involved in reannotating individual sequences.
Instead we made use of the InterPro database (Apweiler et al., 2000) in which protein families have been assigned with GO numbers. By linking this with a list InterPro domain matches to SWISS-PROT and TrEMBL, a set of 21 401 human sequences with annotated GO numbers was obtained.
An alternative source of GO numbers would be the SWISS-PROT keywords. However, to make use of these we would have to discard all TrEMBL entries, leaving us with approximately 9000 human protein sequences. For this reason we decided against using this source of GO annotations and used only the InterPro derived set described above.
Typically, a homology reduction would be performed for this set to obtain a smaller set of sequences, none of which display significant sequence similarity. However, homology reducing this data set using Hobohm algorithm 2 to remove matches with BLAST expectation values below 10 −6 , reduced the data set to less than 3000 sequences (Hobohm et al., 1992; Altschul et al., 1997) .
Data set partitioning
To avoid throwing away the majority of the available data, we instead divided the data set into five cross validation sets of equal size with minimal sequence similarity overlap between the sets. As finding the optimal solution to this problem is of combinatorial complexity, a heuristic was developed.
First all sequences in a set S were aligned against each other, finding the maximal scoring subsequence similarity using the BLAST program (Altschul et al., 1997) . Given two sequences a and b one minus their P-value were used as a scoring weight W (a, b). The algorithm divides S into k equally sized partitions P 1 . . . P k , minimizing the total inter-partion similarity. Let
define the weight of the sequence similarity between two sets, and let
be the weight to be optimized. Let
be the internal weight among the sequences assigned a partition P j . The algorithm first leave P 1 ..P k empty, then chooses the sequence a from S and a set P j that leads to the least increase in E ext given a is assigned to P j . In case of ambiguity, the partition P j is chosen that has maximal I j . Assignment is only considered among the sets that do not yet have the desired size.
Unfortunately it turned out to either be impossible to split the set of 21 401 proteins into five unrelated subsets or the heuristic at least failed to find a sufficiently good solution. By looking closer into the similar sequences between the subsets in the best solution, it was realized that almost all connections were caused by a fraction of the data set. Each of the five subsets were thus reduced to 2500 sequences by removing the nodes with the highest connectivity first. This resulted in a five fold cross validation set of 12 500 sequences with no significant similarity between sequences in the different subsets.
This ensures that when training cross validation ensembles of neural networks, any two similar sequences will either both be used for training or both used for testing. This allows us to use a set much larger than the one obtained by homology reduction while still getting a correct measure of the performance on an independent test set.
Choosing the classes to predict
We have based our work on the GO as of June 10th 2001, which defines a total of 7949 different classes, of which 1532 were represented in the data set described above. However, it would be neither feasible nor necessary to train neural networks for predicion of each of these catagories.
Because we require sequence similarity to only occur within each of the five subsets used for cross validation, sequences belonging to the same protein family will be present in the same subset. This means that in order for a GO category to be represented in all sets, multiple InterPro families must belong to the category. The requirement for multiple families is also necessary in order to be able to generalize further than simple sequence similarity, i.e. make an ab initio function prediction method.
To have sufficient diversity within each of the five cross validation data sets, we decided to only train neural networks for GO categories which were annotated to at least 20 different InterPro families. This reduced the number of categories further, leaving 347 categories for which neural networks were trained.
Sequence derived protein features
In addition to the 14 features used for input in the original ProtFun prediction method (Jensen et al., 2002) , features representing two new servers were added to the list. These were the newly developed method for prediction of propeptide cleavage sites (Blom et al., unpublished data) and the subcellular compartment predictor TargetP (Emanuelsson et al., 2000) . Even though TargetP makes use of SignalP to predict extracellular proteins, the original encoding of the SignalP output was still retained as a separate feature, see Emanuelsson et al. (2000) for details.
Neural network training and feature selection
For each GO class, standard feed-forward neural networks with a single layer of hidden neurons were used for predicting which examples belong to a given class. Different learning rates were used for positive and negative examples to avoid biased learning due to our data sets being heavily skewed towards negative examples. For each feature combination (including single features) the input vector for the neural networks consists of a concatenation of the respective feature vectors while the target output is a single value which is 1 for positive examples and 0 for negative examples for the GO class in question. As neural networks were trained with different combinations of sequence derived features as input, the number of hidden units was varied to keep the size of the network as close to 100 weights as possible.
First cross validation ensembles of five neural networks each were trained using each protein feature as single input. For this, a neural network was trained using each of the five sets for testing and other four sets for training. A robust estimate of the performance of a feature for a particular functional class was calculated as the median test set Pearson correlation coefficient of the five neural networks in the ensemble.
The majority of the 347 selected GO classes turned out to not be strongly correlated to any of the predicted features. Judging this from the cross validation performance of single feature neural networks, many categories were discarded because they did not appear to be predictable with any reasonable accuracy. Also, a number of trivial categories related to subcellular locations were removed, e.g. cell (and its alternative extracellular) and membrane which should be trivially predictable based on the signal peptide (SignalP) and transmembrane helix (TMHMM) features, respectively. For the majority of the categories for which acceptable performance was not attained, the training sets were quite small (data not shown).
Only 26 GO classes remained after this reduction. For each, the optimal feature combination was searched for using a greedy search heuristic also described in the original ProtFun publication (Jensen et al., 2002) . For the best performing single features, network ensembles were trained for all feature pairs. Judging the performance of each feature from the performance of the best pair in which it is involved, the worst features were once again removed. All combinations of three were then tested for the remaining feature, and so on so forth. When the best feature combinations had been identified, the number of weights were optimized for the three best feature combinations to find the best performing combination of features and network architecture.
To avoid unnecessary redundancy in the prediction method, a number of categories were discarded because they were too closely related to better alternatives (Fig. 1) . For instance, the molecular function transcription factor was discarded in favor of the cellular role category transcription regulation. Also, defence response was removed as it was found to be too closely related to both its superclass stress response and its subclass immune response. The final set of predictors consists of cross validation ensembles of five neural networks for each of 14 GO categories.
Making predictions with the neural networks
To use the neural networks to predict the function of novel sequences, all sequence derived features are first calculated and encoded the same way as the training examples, then presented to each of the five neural networks corresponding to each GO class. For each class, the average output is calculated and converted to a probability using a calibration curve. These calibration curves were estimated from score distributions as described in the original ProtFun publication (Jensen et al., 2002) .
Support Vector Machines
Support Vector Machines (SVMs) were also tested on the classes that were found to be predictable by neural networks. We used the SVM-Torch software (Collobert and Bengio, 2000) to train SVMs with radial basis function kernels with varying standard deviation on the same data sets used for neural network training. The radial basis function kernel has been one of the best performing kernels in previous bioinformatics applications of SVMs (Brown et al., 2000; Hua and Sun, 2001) . However, the performances we obtained with SVMs were not better than those of neural networks, for which reason the use of SVMs was not pursued further.
DISCUSSION
While many categories turned out to not be predictable, fortunately many pharmaceutically interesting categories are among the predictable classes. Transcription factors, receptors, ion channels, stress and imune response proteins, hormones and growth factors are all among the predictable categories.
There are several reasons for why so relatively few GO classes can be predicted using our method. One is lack of data: for 90% of the GO classes we cannot assign a single positive example among human SWISS-PROT and TrEMBL entries-sufficient examples to even attempt training were only found for 2.4% of all GO classes. Also, many of the categories are represented by the sequences which further reduces the set of categories to predict (Table 1) . Predictors were successfully trained for the majority of the classes where many training examples were available. This could be seen as an indication that our approach is best suited for predicting broadly defined categories, but may simply reflect that insufficent data are available for more specific categories. It is also worth noting that that our method appears to be better at predicting biological process than molecular function which is consistent with previous observations (Jensen et al., 2002) .
The performance obtained for the different GO categories is shown in Figure 1 . For all categories a sensitivity of at least 50% can be attained with a rate of false positives below 10%. For the best categories, hormones and receptors, a sensitivity of 70% can be obtained with a false positive rate of only 5%.
The method is well suited for gene discovery and assay selection purposes. For instance, it should be possible to predict a set of approximately 1000 sequences containing 70% of all novel receptors or peptide hormones (assuming 40 000 genes in the human genome). Our prediction method can also be useful for getting an idea of a possible function for proteins known to be involved in a particular disease but otherwise of unknown function, thereby helping to select appropriate assays. However, even though the performance is much better than what could be expected considering that only sequence is used, the performance is still not good enough for annotation purposes.
Interpreting the features
In addition to evaluating how well the prediction method works, it is also interesting to interpret the method to understand how it works. Since the method works, the features used as input for a given category must somehow characterize the proteins belonging to that category. Simply looking at which features are used can provide a first simple idea of what the different predictors look for. In addition to this simple binary description, we have also used two different approaches for evaluting the importance of the individual features.
The simplest of these is to look at the performance obtained by neural networks using each of the features individually. No extra networks have to be trained to do this, as these correlation coefficients were already found during the feature selection procedure. Figure 2 shows these values visualized with blue circles. The main problem of this approach is that correlations between features are lost, meaning that a feature which is mainly useful in combination with one or more other features will be judged as unimportant. This approach has also been used for analyzing the NetDrug prediction method (Frimurer et al., 2000) .
Because of this problem we also used a second measure for feature importance: the loss in correlation coefficient by removing a particular feature. For a given feature and GO category, the correlation coefficient was obtained for neural networks trained on the optimal feature combination with the feature in question removed. This value was subtracted from the correlation coefficient of optimal feature combination to find the loss in performance. These values are shown in Figure 2 with yellow circles. The two measures for the feature importance both have advantages and disadvantages. By measuring feature importance as the loss in correlation coefficient, the problem with correlated features is solved, as a feature which adds a lot to the performance of other features will be judged as being important. However, this method has problems with redundant feature combinations where the same information is encoded by different features. For such encodings the performance is hardly affected by removing any one of the features, causing all features to be judged as unimportant. Since the networks perform well, this can clearly not be the case. We use both feature importance measures as they complement each other well, while none of them are perfect. Because both of them can miss important features but never give false positives, we consider a feature to be important if any of the two measures give a high score.
Transmembrane helix prediction is the most valuable feature for predicting the set of GO categories that we work with (Fig. 2) . It is very important for prediction of signal transduction proteins (especially receptors), transporters, and ion channels (in particular cation channels). It is interesting that we are able to predict both receptors and ion channels with high accuracy, considering that both of them are characterized by being transmembrane-in the case of ion channels, transmembrane helix prediction is essentially the only feature that matters. This can only be explained by the neural networks having learned a particular transmembrane structure which is characteristic of ion channels, rather than simply predicting all transmembrane proteins to be ion channels.
Figure 2 further reveals that secondary structure predictions are very useful for predicting stress response and its subclass immune response. From studying the feature distributions for these classes, it is clear that these proteins have a strong bias for β-sheets over α-helices, especially in the C-terminal part of the sequence. Stress response and immune response proteins are further characterized by having signal peptides.
Proteins related to transcription and more specifically to transcription regulation are recognized from feature combinations where all features are of approximately equal importance. From examining the loss in correlation coefficient (Fig. 2, yellow circles) it is realized that this encoding is also highly robust as any one of the features can be removed without affecting the performance much.
This makes it is difficult to decode the characteristics of transcription proteins from the neural networks, although it is clear that prediction of nuclear compartment at least is involved.
Novel putative receptors
We have used our method to screen the human proteome for possible novel receptors. For this purpose we used the Ensembl database as of November 12th 2001. Even though the rate of false positives is very low, the relatively low abundance of receptors results in a fairly high absolute number of false positives. While our set is believed to be highly enriched in receptors, further support for the prediction is needed-preferably in the form of experimental verification. We will now briefly discuss protein sequences from Ensembl that we predict to be novel receptors.
The protein sequence ENSP00000257015 from Ensembl which is located on chromosome X, is predicted to be a putative receptor with a probability score of 73%. A BLAST search gave no clue as to the function of this protein, but a search against the Pfam database (Bateman et al., 2002) Although the expectation value is 0.28 and the match is thus not evidence when viewed alone, it does add evidence to our prediction. ENSP00000252184 is another protein sequence which could not be assigned a GO number based on matches to InterPro, nor did BLAST or Pfam searches give any matches to proteins of known function. ProtFun predicts this protein to be a receptor with 72% probability. In fact, others have previously suggested that this is a G proteincoupled receptor based on a careful manual study of the predicted transmembrane helix structure (see GenBank entry AF376725).
Chromosomal clustering of proteins with similar function
It has been observed by several research groups, that genes with related function are often located close to each other on the chromosomes (Dandekar et al., 1998; Frishman et al., 1998; Galperin and Koonin, 2000; Yanai et al., 2001 ). This effect is strongest in prokaryotes due to the existence of operons, but clustering of related genes is also observed in eukaryotes (Wambutt et al., 2000). In prokaryotes, 'chromosomal proximity' has been used for function prediction by claiming two genes to be functionally linked if their homologs are located close to each other in multiple genomes (Dandekar et al., 1998) . We have investigated how much the functionally related proteins cluster in the human genome, by studying the autocorrelation function of the probabilistic scores for each individual category in the cellular role, enzyme class, and GO classification schemes. Figure 3 shows a representative subset of these autocorrelation functions for each classification scheme.
The autocorrelation functions reveal, that the extend to which genes with similar function cluster depends strongly on how 'function' is defined. If defined in terms of the chemical function (e.g. enzyme classification), the clustering is very weak. Cellular role categories cluster more strongly, but not nearly as strongly as several of the GO categories.
Even within the same classification scheme, there is a great deal of variance. This is in particular true for the GO system, where many different types of functional categories occur. The two categories showing the strongest autocorrelations are receptors and immune response proteins, for which the autocorrelation functions also decay quite slowly. Strong correlations are of course also observed for their superclasses, signal transduction and stress response. It should be noted that although the autocorrelation functions for the receptor and stress response categories are very similar, the overlap in our training set is small between these two classes.
Conclusions
We have succeeded in making a sequence based function prediction method for a subset of the GO. The method is well suited for computational screening of the human genome (and possibly other eukaryotic genomes) for novel drug targets. Based on complete genome predictions, we suggest two novel receptors and furthermore find strong indications that functionally related proteins are clustered in the human genome, although this varies between functional categories.
