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A model for the dynamics of a system of particles undergoing simultaneously
coalescence and breakup is considered, each particle being assumed to be fully
identified by its size. Existence of solutions to the corresponding evolution integral
partial differential equation is shown for product-type coagulation kernels with a
weak fragmentation. The failure of density conservation (or gelation) is also
investigated in some particular cases.  2000 Academic Press
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1. INTRODUCTION
The coagulation-fragmentation equations are a model for the dynamics
of cluster growth and describe the time evolution of a system of clusters
under the combined effect of coagulation and fragmentation. Each cluster
is identified by its size (or volume) which is assumed to be a positive real
number in the model considered in this paper. From a physical point of
view the basic mechanisms taken into account are the coalescence of two
clusters to form a larger one and the breakage of clusters into smaller ones.
It is also assumed that the rates of these reactions only depend on the sizes
of the clusters involved in the reaction. Other effects (multiple-coagulation,
spatial fluctuations, ...) are neglected. Examples of applications of these
models arise in aerosol physics, polymer science and astronomy (see, e.g.,
[17] or the recent survey paper [2] and the references therein). Denoting by
c(x, t) the density of clusters of size x at time t, the continuous coagulation-
fragmentation equations read [17]
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ct(x, t)=
1
2 |
x
0
,(x& y, y) c(x& y, t) c( y, t) dy
&c(x, t) |
x
0
y
x
(x, y) dy
&c(x, t) |

0
,(x, y) c( y, t) dy
+|

x
( y, x) c( y, t) dy, (1.1)
c(x, 0)=c0(x), (1.2)
where the size variable x ranges in (0, +), the time variable t ranges in
(0, +) and ct denotes the partial derivative of c with respect to time.
Moreover, the reaction rates , and  are non-negative functions which are
called, respectively, the coagulation and fragmentation kernels. The first
and fourth integrals in (1.1) account for the formation of clusters of size x
due to coagulation of smaller clusters and fragmentation of larger ones,
while the second and third integrals in (1.1) describe the loss of clusters of
size x due to coalescence with other clusters and breakup.
The specific form of , and  of course depends on the particular physical
situation to be described. One interesting example of coagulation kernel is
the so-called product kernel ,(x, y)=(xy)#, #0, and the main require-
ment we impose on the coagulation kernels to be considered in this paper
is to have a product kernel as dominating part. More precisely, we assume
that
,(x, y)=r(x) r( y)+:(x, y), (x, y) # R2+ , (1.3)
where r and : are non-negative functions satisfying
{r # C(R+ ; R+), : # C(R
2
+ ; R+),
0:(x, y)=:( y, x)Ar(x) r( y), (x, y) # [1, +)2,
(1.4)
for some positive real number A. Here and in the following we use the
notations R+=[0, +) and R2+=R+_R+ .
As for the fragmentation kernel it is natural to assume that [17]
 # C(R2+ ; R+). (1.5)
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We next require that the fragmentation is weaker than the coagulation,
namely : there is a non-increasing and bounded function |: R+  R+ and
a positive real number B such that
lim
x  +
|(x)=0, (1.6)
|
x
0
(x, y) dy|(x) max(x, r(x)), x # R+ , (1.7)
(x, y)B(1+max(x, r(x))), (x, y) # R2+ . (1.8)
We finally assume that the initial datum c0 satisfies
c0 # X+, (1.9)
where X+ is the positive cone of the Banach space
X=L1(0, +; (1+x) dx)
endowed with the norm & }& defined by
&u&=|

0
(1+x) |u(x)| dx, u # X.
Thus,
X+=[u # X, u0 a.e.].
We first investigate the existence of solutions to (1.1)(1.2) for the class
of kernels and initial data described above. Before stating our result, let us
make precise the notion of solution to (1.1) to be used in the sequel.
Definition 1.1. Let T # (0, +]. A solution c to (1.1) on [0, T) is a
function c: [0, T )  X+ such that, for every t # (0, T), there holds
c # C([0, t]; L1(0, +)) & L(0, t; X), (1.10)
{(x, y, s) [ ,(x, y) c(x, s) c( y, s) # L
1((0, +)2_(0, t)),
(x, y, s) [ 1[x, +)( y) ( y, x) c( y, s) # L1((0, +)2_(0, t)),
(1.11)
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and for almost every x # R+ ,
c(x, t)=c(x, 0)
+
1
2 |
t
0
|
x
0
,(x& y, y) c(x& y, s) c( y, s) dy ds
&|
t
0
c(x, s) |
x
0
y
x
(x, y) dy ds
&|
t
0
c(x, s) |

0
,(x, y) c( y, s) dy ds
+|
t
0
|

x
( y, x) c( y, s) dy ds. (1.12)
Remark 1.1. A weaker notion of solution to (1.1) is introduced in [20].
We may require the stronger property (1.11) in Definition 1.1 thanks to the
special form (1.4) of the coagulation kernels considered herein.
Existence of solutions to (1.1) (the initial datum c0 and thus the function
c possibly enjoying additional regularity properties) has been the subject of
several papers since the pioneering works of Melzak [17] and McLeod
[16]. For bounded kernels , and  existence of solutions to (1.1) is studied
in [1, 15, 17] while the case of unbounded kernels has been investigated in
[6, 7, 20] assuming the following growth condition on ,,
,(x, y)K(1+x+ y), (x, y) # R2+ . (1.13)
In the absence of fragmentation (#0) global existence results are
available assuming either (1.13) [11] or the weaker assumption [12]
lim
(x, y)  +
,(x, y)
xy
=0. (1.14)
Also the kernel ,(x, y)=xy has been considered in [16] (local existence)
while explicit global solutions are constructed in [10] by means of the
Laplace transform. As for uniqueness fewer results are available. It is
indeed well known that in the pure fragmentation case ,#0 non-unique-
ness can arise (see, e.g., [21]). A criterion to select the physically relevant
solution to (1.1) is thus needed. Uniqueness of global solutions to (1.1) is
proved in [1, 15, 17] for bounded kernels , and  and in [7, 21] for
unbounded kernels , and  satisfying some growth assumptions. In par-
ticular the coagulation kernels , considered satisfy (1.13). In the specific
case ,(x, y)=xy and #0 the explicit solutions constructed in [10] are
also unique [6, Theorem 4.2]. A local uniqueness result is also provided in
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[18] for the pure coagulation equation (#0). Let us finally mention that
under the assumption (1.14) existence of measure-valued solutions to the
pure coagulation equations (#0) and to the full coagulation-fragmenta-
tion equations (with suitable assumptions on ) has been obtained, respec-
tively, in [18, 9] by a probabilistic approach (see also [2]). The solutions
obtained therein taking only their values in the space of measures thus
satisfy (1.1) in a weaker sense than the one required by Definition 1.1.
Browsing on the aforementioned papers one sees that no existence results
(in the sense of Definition 1.1) are available for the continuous coagula-
tion-fragmentation equations (1.1) when 0 and , does not satisfy
(1.13). Our first result is a step in that direction within the class of kernels
described above.
Theorem 1.2. Assume that the coagulation and fragmentation kernels ,
and  fulfill, respectively, (1.3)(1.4) and (1.5)(1.8). For every c0 # X+
there exists at least one solution c to (1.1) on [0, +) with c(0)=c0
satisfying
|

0
xc(x, t) dx|

0
xc0(x) dx, t # R+ . (1.15)
The proof of Theorem 1.2 is performed by investigating the properties of
the solutions to approximating equations. The main point is to show the
weak compactness in L1(0, +) of the sequence of the approximating
solutions, an approach first employed by Stewart [20] in the context of
continuous coagulation-fragmentation equations.
It is worth mentioning at this point that no growth condition is required
on the function r in (1.4). Therefore, Theorem 1.2 also provides the exist-
ence of global solutions to the pure coagulation equations (#0) when r
increases superlinearly and when ,(x, y)=xy+:(x, y), :0, both results
being new to our knowledge. While the former is seemingly unphysical the
latter includes the physically important case
,(x, y)=Axy+B(x+ y)+C, (x, y) # R2+ , (1.16)
where A, B, C are non-negative real numbers with A>0. For this coagu-
lation kernel explicit solutions are available for special initial data if #0
and Theorem 1.2 provides the existence of a solution to (1.1) for every
initial datum in X+ (without using an explicit representation). Still assum-
ing the coagulation kernel to be given by (1.16) existence of a solution to
(1.1) with a weak and non-zero fragmentation kernel also follows from
Theorem 1.2, this result being new to our knowledge.
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Remark 1.2. In the model considered herein the size of the clusters is
assumed to range in (0, +). A related model may be found in, e.g.,
polymer chemistry where the size of the clusters is restricted to vary in the
set of positive integers. The time evolution of the densities of clusters is
then given by a countably infinite system of ordinary differential equa-
tions which has been the subject of several investigations. In particular the
existence theory is much more complete in that case and, among others, we
refer to the papers [3, 5, 19] and the references therein for results in that
direction.
Our next result deals with the large time behaviour of the total density
* of solutions c to (1.1)(1.2) defined by
*(t)=|

0
xc(x, t) dx, t # R+ , (1.17)
when #0 and r(x)R x, x # R+ , for some R>0. It turns out that, in the
coagulation-fragmentation process described by (1.1) there is neither sink
nor source of clusters, so that the total density * is expected to be constant
through time evolution, i.e. *(t)=*(0) for t # R+ . While this is true in
some cases (e.g., when , satisfies (1.13) [7, 22]) it is well known that, if
,(x, y)=xy and #0 there are explicit solutions for which this property
fails to be true, a phenomenon known as gelation [10]. This picture is in
fact valid for a wider class of coagulation kernels and initial data as the
following result shows.
Theorem 1.3. Assume that , satisfies (1.3)(1.4) and #0. Assume
further that there exists R>0 such that
r(x)Rx, x # R+ . (1.18)
Consider c0 # X+, c0 0, and let c be a solution to (1.1) on [0, +) with
initial datum c0 . Then
*(t) :=|

0
xc(x, t) dx
212 |c0| 12L1
R
t&12, t # (0, +). (1.19)
If c0 satisfies in addition
Iq :=|

0
x&qc0(x) dx< (1.20)
for some q # (0, +), there holds
*(t)*(0) min {1, \q+(q+2) tT*2(q+1) +
&(q+1)(q+2)
= , (1.21)
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where
T
*
=
2
R2
I 1(q+1)q *(0)
&(q+2)(q+1). (1.22)
Finally, if c0 #0 on (0, $) for some $>0 we have
*(t)*(0) min {1, \1+tT*2 +
&1
= , (1.23)
where
T
*
=
2
$R2\(0)
. (1.24)
It follows from Theorem 1.3 that the temporal decay of the total density
* depends strongly on the amount of clusters of very small size (xr0) in
the initial distribution, and the smaller this amount is, the faster is the
decay of the total density *. This fact has already been noticed in [10]
when ,(x, y)=xy for some specific initial data for which explicit solutions
are available. Theorem 1.3 thus provides an extension of the results of
[10].
We finally investigate the possible occurrence of the gelation
phenomenon in the coagulation-fragmentation equations, still assuming
that , fulfills (1.3)(1.4) and (1.18). Indeed, as already mentioned above we
expect from our assumptions (1.6)(1.7) that the dynamics of the system of
clusters will be dominated by coagulation which is the gelation-inducing
mechanism. It is thus likely that gelation still takes place in the full
coagulation-fragmentation equations under our assumptions. One partial
result in that direction is the following.
Proposition 1.4. Let , and  be coagulation and fragmentation kernels
satisfying, respectively, (1.3)(1.4), (1.18) and (1.5)(1.8) together with
|
x
0
(x, y) \1&yx+ dy1 min(1, x), x # R+ , (1.25)
for some 1>0. Consider next c0 # X+ and denote by c a solution to (1.1) on
[0, +) with initial datum c0 . If
*(0)>
21
R2
, (1.26)
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then gelation occurs in a finite time, i.e.,
Tgel=inf[t # R+ , *(t)<*(0)]<.
As far as we know only few results on the onset of gelation in the
coagulation-fragmentation equations are available and only the case
,(x, y)=xy has been considered together with some special cases of
fragmentation kernels  by formal arguments in [4, 23]. Some fragmenta-
tion kernels considered in the above mentioned papers however do not
fulfill (1.6)(1.8). For the discrete coagulation-fragmentation equations a
result in the spirit of Proposition 1.4 may be found in [13, Theorem 4] for
a different (stochastic) notion of gelation.
2. PRELIMINARIES
Let (!n)n1 be a sequence of smooth cut-off functions such that
0!n1 and
!n(x)={1 if 0xn,0 if xn+1.
For n1 we define a sequence of approximations of , and  by
,n(x, y)=,(x, y) !n(x) !n( y), (x, y) # R2+ , (2.1)
n(x, y)=(x, y) !n(x) n(x& y), (x, y) # R2+ , (2.2)
where n # C(R) satisfies 0n1 and
n(r)=1 if r2n and n(r)=0 if r1n.
A straightforward consequence of (1.3)(1.7) and the properties of !n
and n is the following result.
Lemma 2.1. For each n1 the functions ,n and n are non-negative and
bounded continuous functions on R2+ and satisfy
,n(x, y)=rn(x) rn( y)+:n(x, y), (x, y) # R2+ , (2.3)
0:n(x, y)Arn(x) rn( y), (x, y) # [1, +)2, (2.4)
|
x
0
n(x, y) dy|(x) max(x!n(x), rn(x)), x # R+ , (2.5)
252 PHILIPPE LAURENC OT
where
rn(x)=r(x) !n(x), :n(x, y)=:(x, y) !n(x) !n( y). (2.6)
We also consider a sequence of non-negative functions (cn0)n1 in D(0, +)
such that
lim
n  +
&cn0&c0 &=0. (2.7)
Consequently,
C0 :=sup
n1
&cn0&<. (2.8)
Owing to Lemma 2.1 and (2.2) the kernels ,n and n are bounded and
n vanishes for x< y. We may then use the results of Melzak [17] to
establish the existence of a solution to (1.1)(1.2) with (,, , c0) replaced
by (,n , n , cn0). More precisely we have the following result.
Proposition 2.2. For each n1 there is a unique function
cn # C(R2+) & L
(0, T; L1(0, +)), T # (0, +),
such that, for every (x, t) # R2+ there holds
cn(x, t)=cn0(x)
+
1
2 |
t
0
|
x
0
,n(x& y, y) cn(x& y, s) cn( y, s) dy ds
&|
t
0
cn(x, s) |
x
0
y
x
n(x, y) dy ds
&|
t
0
cn(x, s) |

0
,n(x, y) cn( y, s) dy ds
+|
t
0
|

x
n( y, x) cn( y, s) dy ds. (2.9)
Since the coagulation and fragmentation kernels ,n and n are bounded
and compactly supported in R2+ we deduce from (2.9) the following useful
identities.
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Lemma 2.3. Let g be a locally bounded function on R+ such that
g(x)G(1+x), x # R+ , for some G>0. For n1, t # (0, +) and
s # [0, t) there holds
|

0
g(x)(cn(x, t)&cn(x, s)) dx
=
1
2 |
t
s
|

0
|

0
,n(x, y) g~ (x, y) cn(x, _) cn( y, _) dx dy d_
+|
t
s
|

0
cn(x, _) |
x
0
n(x, y) \g( y)&yx g(x)+ dy dx d_, (2.10)
where
g~ (x, y)= g(x+ y)& g(x)& g( y), (x, y) # R2+ , (2.11)
|

0
xcn(x, t) dx=|

0
xcn0(x) dx. (2.12)
In fact (2.12) follows from (2.10) with g(x)=x.
We next use the special form (2.1) of the coagulation kernel to derive
some estimates valid uniformly with respect to n1. In the following we
denote by (Ci) i1 any positive constant which depends only on ,, r, :, A,
, |, B, c0 , and C0 in (2.8). The dependence of the Ci ’s upon further
parameters will be indicated explicitly.
Lemma 2.4. For M>0 and nM there holds
|
t
0
|

M
|

M
,n(x, y) cn(x, s) cn( y, s) dx dy ds

2C0
M
+2 |
t
0
|

M \|
x
0
n(x, y) dy+ cn(x, s) dx ds. (2.13)
Proof. We take g(x)=min(x, M) in (2.10). As
g~ (x, y)0 if x # [0, M] or y # [0, M],
g~ (x, y)=&M if (x, y) # [M, +)2,
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we obtain
|

0
g(x)(cn(x, t)&cn0(x)) dx
 &
M
2 |
t
0
|

M
|

M
,n(x, y) cn(x, s) cn( y, s) dx dy ds
+|
t
0
|

M
cn(x, s) |
x
0
n(x, y) \g( y)&Myx + dy dx ds
 &
M
2 |
t
0
|

M
|

M
,n(x, y) cn(x, s) cn( y, s) dx dy ds
+M |
t
0
|

M
cn(x, s) |
x
0
n(x, y) dy dx ds,
hence (2.13). K
A simple consequence of Lemma 2.4 and (2.3)(2.5) is the following
result.
Lemma 2.5. Let T # (0, +). For M>0, t # [0, T ], and nM there
holds
|
t
0 \|

M
rn(x) cn(x, s) dx+
2
dsC(T )(M&1+|(M)). (2.14)
Proof. We infer from Lemma 2.4, (2.12), (2.3), (2.5) and the properties
of | that
|
t
0 \|

M
rn(x) cn(x, s) dx+
2
ds

2C0
M
+2|(M) |
t
0
|

M
(x!n(x)+rn(x)) cn(x, s) dx ds
C1(T )(M &1+|(M))+2|(M) |
t
0 \|

M
rn(x) cn(x, s) dx+ ds
C1(T )(M &1+|(M))+2|(M)2 t
+
1
2 |
t
0 \|

M
rn(x) cn(x, s) dx+
2
ds,
hence (2.14). K
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Before going further we introduce the following notation: for n1,
a # (1, +], $ # (0, +), and t # R+ we put
Ena, $(t)=sup {|
a
0
1E (x) cn(x, t) dx, = .E measurable subset of R+ with |E|$
Here 1E denotes the characteristic function of E.
We may now proceed as in [20, Lemma 3.5] with some modifications
to prove the following result.
Lemma 2.6. Let T # (0, +) and a # (1, +). For every n1,
t # [0, T ] and $ # (0, +) there holds
|

0
cn(x, t) dxC2(T), (2.15)
|
t
0 \|

0
rn(x) cn(x, s) dx+
2
dsC2(T), (2.16)
Ena, $(t)C3(a, T )(E
n
a, $(0)+$). (2.17)
Proof. We first take g#1 in (2.10). As g~ =&1 in that case we
obtain
|

0
cn(x, t) dx+
1
2 |
t
0
|

0
|

0
,n(x, y) cn(x, s) cn( y, s) dx dy ds
=|

0
cn0(x) dx+|
t
0
|

0
cn(x, s) |
x
0
n(x, y) \1&yx+ dy dx ds.
As ,n(x, y)rn(x) rn( y) by (2.3) and (2.4) the above inequality yields
|

0
cn(x, t) dx+ 12 |
t
0 \|

0
rn(x) cn(x, s) dx+
2
ds
|

0
cn0(x) dx+|
t
0
|

0
cn(x, s) |
x
0
n(x, y) dy dx ds.
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It then follows from (2.8) and (2.5) that
|

0
cn(x, t) dx+ 12 |
t
0 \|

0
rn(x) cn(x, s) dx+
2
ds
C0+|(0) |
t
0
|

0
(x+rn(x)) cn(x, s) dx ds.
We finally use (2.12) and the Young inequality to obtain
|

0
cn(x, t) dx+ 12 |
t
0 \|

0
rn(x) cn(x, s) dx+
2
ds
C2(T )+ 14 |
t
0 \|

0
rn(x) cn(x, s) dx+
2
ds,
hence (2.15)(2.16).
Next, let a # (1, +), $ # (0, +) and consider a measurable subset E
of R+ with |E|$. Thanks to the non-negativity of ,n , n , and cn it
follows from (2.9) that
|
a
0
1E (x) cn(x, t) dxEna, $(0)+
1
2 |
t
0
|
a
0
|
x
0
1E (x) ,n(x& y, y)
_cn(x& y, s) cn( y, s) dy dx ds
+|
t
0
|
a
0
1E (x) |

x
n( y, x) cn( y, s) dy dx ds.
The Fubini theorem then entails
|
a
0
1E (x) cn(x, t) dx
Ena, $(0)+|
t
0
|
a
0
|
a
0
1&y+E (x) ,n(x, y) cn(x, s) cn( y, s) dy dx ds
+|
t
0
|
a
0
cn(x, s) |
x
0
1E ( y) n(x, y) dy dx ds
+|
t
0
|

a
cn(x, s) |
x
0
1E ( y) n(x, y) dy dx ds.
The Lebesgue measure being invariant with respect to translation and ,n ,
n being uniformly bounded on [0, a]_[0, a] with respect to n1 (the
bound depending on a) we infer from the above estimate that
257COAGULATION-FRAGMENTATION MODELS
|
a
0
1E(x) cn(x, t) dx
Ena, $(0)+C4(a) |
t
0
Ena, $(s) |
a
0
cn(x, s) dx ds
+C4(a) |E| |
t
0
|
a
0
cn(x, s) dx ds
+|
t
0
|

a
cn(x, s) |
x
0
1E ( y) n(x, y) dy dx ds.
It then follows from (2.12), (2.15), (2.16), and (1.8) that
|
a
0
1E(x) cn(x, t) dxEna, $(0)+C5(a, T ) \|
t
0
Ena, $(s) ds+$+
+|
t
0
|

a
(1+x+rn(x)) cn(x, s) |E| dx ds
Ena, $(0)+C6(a, T ) \|
t
0
Ena, $(s) ds+$+ .
The Gronwall lemma then yields (2.17). K
Lemma 2.7. Let T # (0, +) and a # (1, +). For every n1, t # [0, T ]
and s # [0, t] there holds
|
a
0
|cn(x, t)&cn(x, s)| dxC7(a, T )(t&s)12. (2.18)
Proof. We take g(x)=1[0, a](x) sign(cn(x, t)&cn(x, s)) in (2.10) and
obtain
|
a
0
|cn(x, t)&cn(x, s)| dx
 32 |
t
s
|
a
0
|
a
0
,n(x, y) cn(x, _) cn( y, _) dx dy d_
+2 |
t
s
|
a
0
cn(x, _) |
x
0
n(x, y) dy dx d_
+|
t
s
|

a
cn(x, _) |
a
0
n(x, y) dy dx d_
+|
t
s
|
a
0
|

a
,n(x, y) cn(x, _) cn( y, _) dx dy d_.
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It then follows from (2.3), (2.4), (2.5), (2.12), (2.15), and (2.16) that
|
a
0
|cn(x, t)&cn(x, s)| dx
C8(a) |
t
s \ sup_ # [0, T ] |cn( } , _)| 2L1+|
a
0
x cn(x, _) dx+ d_
+|
t
s
|

a
|(x)(x+rn(x)) cn(x, _) dx d_
+(1+A) |
t
s \|
a
0
rn(x) cn(x, _) dx+\|

a
rn(x) cn(x, _) dx+ d_
C9(a, T )(t&s)+C10 |
t
s
|

0
(x+rn(x)) cn(x, _) dx d_
+(1+A) |r|L(0, a) |
t
s
|cn( } , _)|L1 \|

0
rn(x) cn(x, _) dx+ d_
C11(a, T )((t&s)+(t&s)12),
and the proof of Lemma 2.7 is complete. K
Owing to (2.12), Lemma 2.6 and Lemma 2.7 we may now prove a
compactness result for the sequence (cn).
Proposition 2.8. For each T # (0, +) the sequence (cn) is relatively
sequentially compact in C([0, T ]; L1(0, +)w).
Here we denote by C([0, T ]; Yw) the space of weakly continuous
functions from [0, T ] into the Banach space Y.
Proof. According to a variant of the Arzela Ascoli theorem (see, e.g.,
[24, Theorem 1.3.2]) we need only to check that the sequence (cn) enjoys
the following two properties:
{The set [c
n(t), n1] is weakly compact in L1(0,+)
for every t # [0, T ].
(2.19)
{The set [c
n, n1] is weakly equicontinuous in
L1(0,+) at every t # [0, T] (see [24, Definition 1.3.1]).
(2.20)
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Proof of (2.19). We fix t # [0, T ]. Let = # (0, +). By (2.8) and (2.12)
we have
|

M
cn(x, t) dx
C0
M
, M # (0, +). (2.21)
We may therefore choose M= large enough such that
|

M=
cn(x, t) dx
=
2
, n1. (2.22)
Consider next $ # (0, +) and a measurable subset E of (0, +) with
|E|$. Owing to (2.17) and (2.22) there holds
|
E
cn(x, t) dx|
M=
0
1E (x) cn(x, t) dx+
=
2
,
C(M= , T )(En+, $(0)+$)+
=
2
.
As (cn0) converges strongly to c0 in L
1(0, +) by (2.7) we have
lim
$  0
sup
n1
En+, $(0)=0.
Consequently there is $=>0 such that, if |E|$= ,
sup
n1
|
E
cn(x, t) dx=. (2.23)
Gathering (2.22) and (2.23) we deduce from the DunfordPettis theorem
(see, e.g., [8]) that (2.19) holds true.
Proof of (2.20). Let = # (0, +). As (2.21) holds uniformly with respect
to t # [0, T ] and n1 there is a=1 such that
|

a=
cn(x, t) dx
=
4
, n1, t # [0, T ]. (2.24)
Let t # [0, T ] and s # [0, t]. By (2.18) and (2.24) we have
|

0
|cn(x, t)&cn(x, s)| dx|
a=
0
|cn(x, t)&cn(x, s)| dx+
=
2
C7(a= , T )(t&s)12+
=
2
=, (2.25)
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provided
|t&s|’(=, T) :=
=2
4C7(a= , T )2
. (2.26)
Therefore (cn) is equicontinuous with respect to the strong topology of
L1(0, +) and thus also for the weak topology of L1(0, +), hence
(2.20).
We may then apply [24, Theorem 1.3.2] and obtain Proposition 2.8. K
The last result of this section states a continuity property of some
bilinear integral operator with respect to the weak topology of L1_L1.
Lemma 2.9. Consider 0<ab< and H # L((0, a)_(0, b)). We
define a mapping 4 on L1(0, a)_L1(0, b) by
4(u, v)=|
a
0
|
b
0
H(x, y) u(x) v( y) dx dy.
If (un) is a sequence in L1(0, a) converging weakly to u in L1(0, a) and (vn)
is a sequence in L1(0, b) converging weakly to v in L1(0, b) there holds
lim
n  +
4(un , vn)=4(u, v).
The proof of Lemma 2.9 follows the lines of that of [20, Lemma 4.1] to
which we refer.
3. PROOF OF THEOREM 1.2
We are now in a position to prove Theorem 1.2. Indeed we infer from
Proposition 2.8 that there is a subsequence of (cn) (not relabeled) and a
function
c # C([0, +); L1(0, +)w),
such that for each T # (0, +) there holds
cn  c in C([0, T ]; L1(0, +)w). (3.1)
As c( } , t) is a weak limit of non-negative functions we deduce that
c( } , t)0 a.e. in (0, +) for every t # R+ . We also claim that in fact,
c # C([0, +); L1(0, +)). (3.2)
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Indeed, let (t, s) # R2+ and = # (0, +). Since (c
n(t)&cn(s)) converges
weakly to c(t)&c(s) in L1(0, +) we infer from (2.25) that
|c(t)&c(s)|L1=,
as long as (t, s) fulfills (2.26), hence the claim (3.2).
Next, let T # (0, +), a # (0, +) and consider M>a. For nM it
follows from (2.14) and the properties of !n that
|
T
0 \|
M
a
r(x) cn(x, s) dx+
2
dsC1(T )(a&1+|(a)).
As r 1[a, M] # L(0, +) we infer from (3.1), (2.15) and the Lebesgue
dominated convergence theorem that
|
T
0 \|
M
a
r(x) c(x, s) dx+
2
dsC1(T)(a&1+|(a)).
As M>a is arbitrary we finally obtain
|
T
0 \|

a
r(x) c(x, s) dx+
2
dsC1(T)(a&1+|(a)). (3.3)
In the same way we infer from (2.12), (2.15), (2.16), and (3.1) that
|
T
0 \|

0
r(x) c(x, s) dx+
2
dsC12(T ), (3.4)
sup
t # [0, T ]
&c(t)&C12(T ), (3.5)
|

0
xc(x, t) dx|

0
xc0(x) dx, t # [0, T ]. (3.6)
A first consequence of (1.3), (1.4), (1.7), (3.4), (3.5), and the Fubini
theorem is that
{(x, y, s) [ ,(x, y) c(x, s) c( y, s) # L
1((0, +)2_(0, T )),
(x, y, s) [ 1[x, +)( y) ( y, x) c( y, s) # L1((0, +)2_(0, T )).
(3.7)
We now check that the function c is indeed a solution to (1.1)(1.2) in
the sense of Definition 1.1. For that purpose consider a function
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g # L(0, +) with | g|L1 and t # (0, +). Owing to (2.7) and (3.1)
we have
lim
n  + |

0
(cn(x, t)&cn0(x)) g(x) dx
=|

0
(c(x, t)&c0(x)) g(x) dx. (3.8)
Next consider a # (1, +). For n1 and s # (0, t) we put
K1, n(a, s)=|
a
0
|
a
0
,n(x, y) g~ (x, y) cn(x, s) cn( y, s) dx dy,
K2, n(a, s)=2 |
a
0
|

a
,n(x, y) g~ (x, y) cn(x, s) cn( y, s) dx dy,
K3, n(a, s)=|

a
|

a
,n(x, y) g~ (x, y) cn(x, s) cn( y, s) dx dy,
F1, n(a, s)=|
a
0
cn(x, s) |
x
0
n(x, y) \g( y)&yx g(x)+ dy dx,
F2, n(a, s)=|

a
cn(x, s) |
x
0
n(x, y) \g( y)&yx g(x)+ dy dx,
and
K1(a, s)=|
a
0
|
a
0
,(x, y) g~ (x, y) c(x, s) c( y, s) dx dy,
K2(a, s)=2 |
a
0
|

a
,(x, y) g~ (x, y) c(x, s) c( y, s) dx dy,
K3(a, s)=|

a
|

a
,(x, y) g~ (x, y) c(x, s) c( y, s) dx dy,
F1(a, s)=|
a
0
c(x, s) |
x
0
(x, y) \g( y)&yx g(x)+ dy dx,
F2(a, s)=|

a
c(x, s) |
x
0
(x, y) \g( y)&yx g(x)+ dy dx,
where g~ is defined by (2.11).
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For na we have ,n #, in [0, a]_[0, a] and it follows from Lemma
2.9 and (3.1) that for each s # (0, t) there holds
lim
n  +
K1, n(a, s)=K1(a, s).
The above inequality, (2.15) and the Lebesgue dominated convergence
theorem then entail
lim
n  + |
t
0
K1, n(a, s) ds=|
t
0
K1(a, s) ds. (3.9)
It next follows from (2.3), (2.4), (2.14), and (2.16) that
|
t
0
|K2, n(a, s)+K3, n(a, s)| ds
9(1+A) |
t
0 \|

0
rn(x) cn(x, s) dx+\|

a
rn(x) cn(x, s) dx+ ds
|
t
0
|K2, n(a, s)+K3, n(a, s)| dsC13(t)(a&1+|(a)). (3.10)
Similarly it follows from (1.3), (1.4), (3.3), and (3.4) that
|
t
0
|K2(a, s)+K3(a, s)| dsC14(t)(a&1+|(a)). (3.11)
Therefore by (3.9)(3.11) we have
lim sup
n  + } |
t
0
:
3
i=1
(Ki, n(a, s)&Ki (a, s)) ds }C15(t)(a&1+|(a)).
At this point notice that K1, n(a, s)+K2, n(a, s)+K3, n(a, s) and K1(a, s)+
K2(a, s)+K3(a, s) do not depend on a # (1, +). The above inequality
being valid for every a # (1, +) we finally obtain, thanks to (1.6)
lim
n  + |
t
0
|

0
|

0
,n(x, y) g~ (x, y) cn(x, s) cn( y, s) dx dy ds
=|
t
0
|

0
|

0
,(x, y) g~ (x, y) c(x, s) c( y, s) dx dy ds. (3.12)
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Next, for na we have n in [0, a]_[0, a] and
} |
x
0
(x, y) \g( y)&yx g(x)+ dy }2a ||L((0, a)_(0, a)) a.e. in (0, a).
It then follows from (3.1) that
lim
n  + |
t
0
|
a
0
cn(x, s) |
x
0
(x, y) !n(x) \g( y)&yx g(x)+ dy dx ds
=|
t
0
|
a
0
c(x, s) |
x
0
(x, y) \g( y)&yx g(x)+ dy dx ds.
Owing to (2.15) we have
} |
t
0
|
a
0
cn(x, s) |
x
0
((x, y) !n(x)&n(x, y))
_\g( y)&yx g(x)+ dy dx ds }
2 |
t
0
|
a
0
cn(x, s) |
x
0
(x, y)(1&n(x& y)) dy dx ds

4tC2(t)
n
||L((0, a)_(0, a)) ,
which yields together with the above equality,
lim
n  + |
t
0
F1, n(a, s) ds=|
t
0
F1(a, s) ds. (3.13)
We also infer from (2.5), (2.12), and (2.16) that
|
t
0
|F2, n(a, s)| ds2 |
t
0
|

a
cn(x, s) |
x
0
n(x, y) dy dx ds
2|(a) |
t
0
|

0
(x+rn(x)) cn(x, s) dx ds
|
t
0
|F2, n(a, s)| dsC16(t) |(a). (3.14)
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Proceeding in a similar way we deduce from (1.7), (3.4), and (3.5) that
|
t
0
|F2(a, s)| dsC17(t) |(a). (3.15)
Combining (3.13)(3.15) yields
lim sup
n  + } |
t
0
:
2
i=1
(Fi, n(a, s)&Fi (a, s)) ds }C18(t) |(a).
As F1, n(a, s)+F2, n(a, s) and F1(a, s)+F2(a, s) do not depend on
a # (1, +) we may let a  + in the above inequality and obtain
lim
n  + |
t
0
|

0
cn(x, s) |
x
0
n(x, y) \g( y)&yx g(x)+ dy dx ds
=|
t
0
|

0
c(x, s) |
x
0
(x, y) \g( y)&yx g(x)+ dy dx ds. (3.16)
We now let n  + in (2.10) and use (3.8), (3.12), and (3.16) to obtain
that c satisfies
|

0
g(x)(c(x, t)&c0(x)) dx
=
1
2 |
t
0
|

0
|

0
,(x, y) g~ (x, y) c(x, s) c( y, s) dx dy ds
+|
t
0
|

0
c(x, s) |
x
0
(x, y) \g( y)&yx g(x)+ dy dx ds, (3.17)
the function g~ still being defined by (2.11). But on account of (3.7) the
Fubini theorem allows us to rewrite the first term of the right-hand side of
(3.17) as
|

0
g(x) |
t
0 \ 12 |
x
0
,(x& y, y) c(x& y, s) c( y, s) dy
&c(x, s) |

0
,(x, y) c( y, s) dy+ ds dx
and the second term on the right-hand side of (3.17) as
|

0
g(x) |
t
0 \|

x
( y, x) c( y, s) dy&c(x, s) |
x
0
y
x
(x, y) dy+ ds dx.
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Therefore (3.17) reads
|

0
g(x)(c(x, t)&c0(x)) dx
=|

0
g(x) |
t
0 \
1
2 |
x
0
,(x& y, y) c(x& y, s) c( y, s) dy
&c(x, s) |
x
0
y
x
(x, y) dy&c(x, s) |

0
,(x, y) c( y, s) dy
+|

x
( y, x) c( y, s) dy+ ds dx.
This equality being valid for every g # L(0, +) we have shown that c
fulfills Definition 1.1(iii). Recalling (3.5), (3.6), and (3.7) we see that c is a
solution to (1.1) on [0, +) in the sense of Definition 1.1 with c(0)=c0
and satisfying (1.15). The proof of Theorem 1.2 is therefore complete.
Remark 3.1. If r(x)C(1+x)# for some # # [0, 12) and (x, y)=
F( y, x& y) for some symmetric and continuous function F satisfying
F(x, y)C(1+x+ y);, ; # [0, 1),
Theorem 1.2 follows from [20, Theorem 4.2]. Our result thus improves
[20, Theorem 4.2] along the direction of coagulation kernels growing
faster than (1+x)12 (1+ y)12.
4. GELATION IN THE PURE COAGULATION MODEL
Throughout this section we assume that #0 and that , satisfies
(1.3)(1.4) and (1.18). Also c0 is a function in X+ and we denote by c a
solution to (1.1) on [0, +) with initial datum c0 (recall that such a
solution exists by Theorem 1.2). We then put
*(t)=|

0
xc(x, t) dx, t # R+ . (4.1)
From Definition 1.1 we deduce the following identity.
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Lemma 4.1. Let g # L(0, +). For t # (0, +) and s # [0, t) there
holds
|

0
g(x)(c(x, t)&c(x, s)) dx
= 12 |
t
s
|

0
|

0
,(x, y) g~ (x, y) c(x, _) c( y, _) dx dy d_, (4.2)
where g~ is defined by (2.11).
As a consequence of Lemma 4.1 we obtain that * is a non-increasing
function.
Lemma 4.2. For t # (0, +) and s # [0, t) there holds
*(t)*(s). (4.3)
Next let w: (0, +)  R+ be a non-negative and non-increasing function
such that
w(x+ y)w(x)+w( y), (x, y) # (0, +)2. (4.4)
Then, if c0 enjoys the additional integrability property
|

0
w(x) c0(x) dx<, (4.5)
so does c( } , t) and for t>s0,
|

0
w(x) c(x, t) dx|

0
w(x) c(x, s) dx. (4.6)
Proof. Let M # (0, +) and take g(x)=x 1[0, M](x) in (4.2). As
g~ (x, y)x+ y&x& y=0 if (x, y) # [0, M]_[0, M],
g~ (x, y)&g(x)& g( y)0 if xM or yM,
we obtain
|
M
0
x c(x, t) dx|
M
0
x c(x, s) dx.
The above inequality and Definition 1.1(i) then entail (4.3) by letting
M  +.
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Next the function w being as in Lemma 4.2 we define
w=(x)=min(w(=), w(x)), x # (0, +),
for = # (0, 1). By (4.4) the function w= is a non-negative and non-increasing
bounded function in (0, +) and
w=(x+ y)w=(x)+w=( y), (x, y) # (0, +)2. (4.7)
Also for each x # (0, +) there holds
lim
=  0
w=(x)=w(x).
We may then take g#w= in (4.2) and obtain, thanks to (4.7),
|

0
w=(x) c(x, t) dx|

0
w=(x) c(x, s) dx. (4.8)
We first take s=0 in (4.8) and let =  0. The monotone convergence
theorem and (4.5) entail
|

0
w(x) c(x, t) dx<.
We may then let =  0 in (4.8) and obtain (4.6). K
After this preparation we are ready to prove Theorem 1.3. Let
s # (0, +) and t # (s, +). We take g#1 in (4.2) and use (1.18) to
obtain
|
t
s
|*(_)| 2 d_
2
R2 |

0
c(x, s) dx. (4.9)
Proof of (1.19). It follows from (4.3) and (4.9) with s=0 that
t*(t)2
2
R2 |

0
c0(x) dx,
hence (1.19).
Proof of (1.21). Here the function c0 enjoys the additional prop-
erty (1.20). Clearly the function w(x)=x&q satisfies the assumptions of
Lemma 4.2. Consequently,
|

0
x&q c(x, s) dxIq=|

0
x&qc0(x) dx,
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which yields, together with the Ho lder inequality,
|

0
c(x, s) ds*(s)q(q+1) \|

0
x&q c(x, s) dx+
1(q+1)
|

0
c(x, s) ds*(s)q(q+1) I 1(q+1)q . (4.10)
We then obtain from (4.9) and (4.10) that
|
t
s
|*(_)| 2 d_
2
R2
I 1(q+1)q *(s)
q(q+1).
As the above inequality is valid for every t>s we finally obtain
|

s
|*(_)| 2 d_
2
R2
I 1(q+1)q *(s)
q(q+1), s # R+ . (4.11)
Introducing
E(s)=*(s)q(q+1), m=
q+2
q
, and
1
}
=
2
R2
I 1(q+1)q ,
(4.11) reads
|

s
E(_)m+1 d_
1
}
E(s), s # R+ ,
and (1.21) follows from [14, Theorem 9.1].
Proof of (1.23). We take w=1[0, $] in Lemma 4.2. Since c0 #0 on
(0, $) we obtain
|
$
0
c(x, _) dx=0
for every _ # R+ , hence
c(x, _)=0 a.e. in (0, $), _ # R+ . (4.12)
Recalling (4.9) it follows from (4.12) that
|
t
s
|*(_)| 2 d_
2
R2 $
*(s).
270 PHILIPPE LAURENC OT
The above inequality being valid for every t>s we have in fact
|

s
|*(_)| 2 d_
2
R2 $
*(s), s # R+ .
We then use once more [14, Theorem 9.1] to conclude that (1.23) holds
true.
Remark 4.1. Theorem 1.3 gives some upper bound on the gelation time
Tgel defined by
Tgel=inf[t # R+ , *(t)<*(0)] # [0, +].
Indeed it follows from (1.19) that
Tgel
2 |c0| L1
R2 *(0)2
.
This upper bound is however not optimal [10].
5. GELATION IN THE COAGULATION-FRAGMENTATION
MODEL
Let , and  be coagulation and fragmentation kernels satisfying, respec-
tively, (1.3)(1.4), (1.18), and (1.5)(1.8), (1.25). We next consider c0 # X+
and denote by c a solution to (1.1) on [0, +) with initial datum c0 .
Similarly as in the previous section we deduce from Definition 1.1 the
following identity.
Lemma 5.1. Let g # L(0, +). For t # (0, +) and s # [0, t) there
holds
|

0
g(x)(c(x, t)&c(x, s)) dx
=
1
2 |
t
s
|

0
|

0
,(x, y) g~ (x, y) c(x, _) c( y, _) dx dy d_
+|
t
s
|

0
c(x, _) |
x
0
(x, y) \g( y)&yx g(x)+ dy dx d_, (5.1)
where g~ is defined by (2.11).
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Putting
*(t)=|

0
xc(x, t) dx, t # R+ , (5.2)
we obtain the following estimate on *.
Lemma 5.2. For t # (0, +) and s # [0, t) there holds
|
t
s
|*(_)| 2 d_
2
R2
|c(s)| L1+
21
R2 |
t
s
*(_) d_, (5.3)
*(t)*(s). (5.4)
Proof. We take g#1 in (5.1) and obtain
1
2 |
t
s
|

0
|

0
,(x, y) c(x, _) c( y, _) dx dy d_
|

0
c(x, s) dx+|
t
s
|

0
c(x, _) |
x
0
(x, y) \1&yx+ dy dx d_.
Then (5.3) follows from (1.3), (1.4), (1.18), (1.25), and the above inequality.
Next, let M # (0, +) and take g(x)=min(x, M) in (5.1). As
g~ (x, y)x+ y&x& y=0 if (x, y) # [0, M]_[0, M],
g~ (x, y)M& g(x)& g( y)0 if xM or yM,
it follows from (1.25) that
|

0
min(x, M)(c(x, t)&c(x, s)) dx
|
t
s
|

M
c(x, _) |
x
0
(x, y) \g( y)&M yx + dy dx d_
M |
t
s
|

M
c(x, _) |
x
0
(x, y) \1&yx+ dy dx d_
1 |
t
s
|

M
x c(x, _) dx d_.
As c # L(0, t; X) we may let M  + in the above inequality and obtain
(5.4). K
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We are now in a position to prove Proposition 1.4. For t # R+ we put
M(t)=|
t
0
*(s) ds.
Let t # (0, +). On the one hand it follows from the Jensen inequality that
M(t)2t |
t
0
|*(s)|2 ds. (5.5)
On the other hand (5.3) entails
|
t
0
|*(s)| 2 ds
2
R2
|c0|L1+
21
R2
M(t). (5.6)
Combining (5.5) and (5.6) yields
M(t)2&
21t
R2
M(t)&
2t
R2
|c0|L10,
hence
M(t)
1t
R2 \1+\1+
2R2
12t
|c0|L1+
12
+ .
Recalling that * is non-increasing by (5.4) we obtain
*(t)
1
R2 \1+\1+
2R2
12t
|c0|L1+
12
+ . (5.7)
As the limit as t  + of the right-hand side of (5.7) is 2 1R2 Proposition 1.4
follows from (1.26) and (5.7).
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