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Abstract
We obtain semi-closed forms for the optimal quantizers of some families of one-dimensional probability
distributions. They yield the 2rst examples of non-log-concave distributions for which uniqueness holds.
We give two types of applications of these results. One is a fast computation of numerical approximations
of one-dimensional optimal quantizers and their use in a multidimensional framework. The other is some
asymptotics of the standard empirical measures associated to the optimal quantizers in terms of distribution
function, Laplace transform and characteristic function. Moreover, we obtain the rate of convergence in the
Bucklew & Wise Theorem and 2nally the asymptotic size of the Voronoi tessels. c© 2002 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Since the early 1940s, quantization has become an important 2eld of information theory. Quan-
tization consists in replacing an actual large data set of size N by a smaller set of prototypes of
size nN . The n prototypes are called code books or code vectors. The best choice is when the
loss of information about the initial data set is minimum. The simplest case is when the data set is
a sample of i.i.d. -distributed random variables, and the information is entirely summed up in .
The quantization then allows to drastically cut down the storage of the information contained in the
original data set. Beside information theory, some new applications arose (for numerical pricing of
2nancial options [2]). For a survey on mathematical aspects of quantization, one may consult [6].
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From a mathematical point of view, optimal quantization consists in minimizing the r-distortion
function D;rn of a random vector X with distribution 
(x1; : : : ; xn) → D;rn (x1; : : : ; xn) :=E
(
min
16i6n
|xi − X |r
)
=
∫
Rd
min
16i6n
|xi − y|r(dy): (1)
It measures the average error induced by the replacement of Xi(!) by its closest neighbour xi among
the xj’s.
The existence of (at least) a minimum x(n) ∈ (Rd)n for the distortion function D;rn de2ned in (1)
is granted under the existence of an r-moment assumption on  ([1], see also [10]). Most part of
the investigations on optimal quantization have been devoted to the study of the asymptotics of x(n)
and minD;rn = D
;r
n (x
(n)) as the number n of prototypes goes to +∞.
One easily shows that the minimum distortion converges to 0 as n→∞. Much more challenging
was to determine its rate of convergence. The main result in that direction is that, if the absolutely
continuous part of (du) has density f, then
min
(Rd)n
D;rn ∼ n−r=dJr;d‖f‖d=(d+r): (2)
The constant Jr;d corresponds to the uniform distribution over [0; 1]d. This result, initiated by Benett
[3] and Zador [13], was 2nally completed in [4,6].
The investigations concerning the x(n) were motivated by the original task of information com-
pression: “how to reconstruct the original distribution  from the skeletons x(n)?”
Let us introduce the case of the uniform distribution on the unit interval U ([0; 1]). The minimum
distortion is achieved with x(n) := ((2i − 1)=2n)16i6n. Obviously, (1=n)
∑n
i=1 (2i−1)=2n, weakly con-
verges to U ([0; 1]) as n goes to in2nity. So it seemed natural to investigate the standard empirical
measures
nx(n) :=
1
n
n∑
i=1
x(n)i ; n¿ 1:
However in 1975, Mc Clure showed in [9] that if the p.d.f. has a compact support,
nx(n) weakly converges to 
∞ =
(∫
Rd
fd=(d+r)
)−1
fd=(d+r)(u) du (3)
(see [6] for the general case). This shows that the standard empirical measure is not appropriate
for reconstructing the original distribution : the case of the uniform distribution is misleading. The
right way to reconstruct the distribution  is to involve the Voronoi tessellation (Ci(x(n)))16i6n of
the optimal quantizer x(n) which will be de2ned further on and to consider the sequence of weighted
empirical measures
˜nx(n) :=
n∑
i=1
(Ci(x(n)))x(n)i ; n¿ 1:
It has been shown (see Proposition 2 below) that ˜nx(n) weakly converges toward  with a rate ruled
by the minimum distortion (i.e., by (2)).
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Except for the uniform and the exponential (for r = 1) distributions, no formula is available for
optimal r-quantizers. In this paper we point out some speci2c families of distributions on the real line
for which the optimal r-quantizer x(n) admits a semi-closed form: exponential distributions, inverse
power distributions on [1;+∞) and power distributions on (0; 1).
A recent application of quantization of probability distributions is multidimensional numerical
integration of functions. It has been developed in [10]. Naturally, the 2rst application of our closed
formulae is to allow a fast computation of the optimal quantizers for the previously mentioned scalar
distributions. They also can be used in a multidimensional framework thanks to their extremely easy
computation by making up optimal grids.
A 2rst mathematical consequence of this work is that the existence of semi-closed formulae for the
optimal quantizer implies its uniqueness. The only generic assumption that grants uniqueness is the
log-concavity of the p.d.f of  (see [7]). We provide the 2rst natural examples of non-log-concave
absolutely continuous distributions for which uniqueness does hold. This invite to new investigations
on this question.
As a second mathematical application, we provide some rates of convergence in both Mc Clure and
Bucklew & Wise Theorems; the 2rst ones to our knowledge. Finally, we establish the asymptotics
of the -mass of the Voronoi tessels. This last results makes up a valuable criterion for a visual
testing of the optimality of a quantizer obtained by an optimization procedure (see [2]).
The paper is organized as follows: In Section 1 we give some de2nitions and basic properties. In
Section 2 we recall the main general results about the convergence of the minimal distortion and
the optimal quantizers.
Section 3 is devoted to the application of the quantization to numerical integration.
In Section 4 we give a semi-closed form for the stationary quantizers of our three families of
distributions. As the stationary quantizers are unique, all these distributions have a unique optimal
quantizer even for those whose p.d.f. is not log-concave. Then we give the rate of convergence
of nx(n) in various frames. In Section 5 we use these semi-closed forms to estimate the rate of
convergence in the Bucklew & Wise Theorem.
In Section 6 we derive some results about the asymptotic -mass (and size) of the Voronoi tessels
of the optimal quantizers. Then, we point out the general links between three properties: convergence
of the weighted empirical measure, convergence of the standard empirical measure and asymptotic
size of the Voronoi tessels.
Notations: ‖·‖ denotes the canonical Euclidean norm on Rd. Weak convergence of 2nite measures
is denoted by ⇒. For every t ¿ 0 the Gamma function is de2ned by (t) := ∫ +∞0 ut−1e−u du. The
letter C will denote a positive real constant that may change from line to line. Let  be a distribution
on (R;B(R)). Its distribution function will be denoted by F, its characteristic function will be
denoted by . If  is supported by R+, its Laplace transform will be denoted by L. So that, for
every u∈R; F(u) := ((−∞; u]); (u) = E(eiuX ) and L(u) :=E(e−uX ).
2. Denitions and basic properties
Denition 1. Let r ∈R∗+ and let X be an Rd-valued random vector having an r-moment with
distribution . The (; r)-distortion function is de2ned; for every n-tuple x := (x1; : : : ; xn)∈ (Rd)n;
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by
D;rn (x) :=
∫
Rd
min
16i6n
‖xi − u‖r(du) = E
(
min
16i6n
‖xi − X ‖r
)
¡+∞:
In most applications, optimal quantization is usually processed with respect to the quadratic dis-
tortion D;2n .
The r-distortion is a continuous function. One shows that it always admits (at least) a mini-
mum (see, among others, [1] or [10] for a proof when  is not compactly supported). Optimal
r-quantization consists in looking for an n-tuple that achieves the minimum of the function D;rn .
Let x∈ (Rd)n with pairwise distinct components. One may rewrite the D;rn (x) using a Voronoi
tessellation (Ci(x))16i6n of x i.e., a convex partition of Rd satisfying
Ci(x) ⊂
{
y∈Rd=‖xi − y‖6min
j =i
‖xj − y‖
}
; 16 i6 n: (4)
As a matter of fact,
D;rn (x) =
n∑
i=1
∫
Ci(x)
‖xi − u‖r(du);
if  is strongly continuous, that is  weights no hyperplane of Rd. Then (see, e.g., [10]), if r ¿ 1,
D;rn is diTerentiable at x, and
∇D;rn (x) = r
(∫
Ci(x)
‖u− xi‖r−1 u− xi‖u− xi‖(du)
)
16i6n
:
Denition 2. The r-stationary quantizers are de2ned as the zeros of ∇D;rn .
It is easy to prove (see [1] or [10]) that if  has an in2nite support, then all the possible local
minima of D;rn do have pairwise distinct components. Subsequently, all of them are stationary
quantizers.
When d=1;  lies on the real line. Denote (m;M) the convex hull of supp(). One may restrict
the study to the increasing simplex
F;+n := {x∈ (m;M)n=m¡x1¡x2¡ · · ·¡xk ¡ · · ·¡xn−1¡xn¡M}
since D;rn is symmetric. For notational convenience, some close notations like F
+
n (for increasing
n-tuples), FR+ ;+n , etc., will be used. In one-dimension strong continuity of  simply means that 
weights no point. In that case, for every x∈F;+n , one may de2ne an open Voronoi tessellation of
x using the boundary points:
x˜0 :=m; x˜i :=
xi + xi−1
2
; 26 i6 n; x˜n+1 :=M:
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The Voronoi tessel Ci(x) containing the component xi of x is the interval (x˜i; x˜i+1). Then, the
diTerential of D;rn on (m;M)
n ∩ Sn reads as follows: for every x∈F;+n ,
∀i∈{1; : : : ; n}; 9D
;r
n
9xi
(x) = r
∫ x˜i+1
x˜i
sign(u− xi)|u− xi|r−1(du):
Consequently, a necessary condition for a n-tuple x to be a minimum of D;rn is that,∫ x˜i+1
x˜i
sign(u− xi)|xi − u|r−1(du) = 0; 16 i6 n: (5)
This system of equations will be the key of the proof of the weak convergence (3) for the families
of distributions that we will consider. We need that it admits exactly one solution x(n) in F+n .
3. General results on the asymptotics of the optimal quantizers
In the case of the uniform distribution U ([0; 1]), it is easily seen that x(n)i := (2i−1)=2n; 16 i6 n,
and that the Voronoi tessel of x(n)i is the interval [(i−1)=n; i=n] whose Lebesgue measure is 1=n. Then
the distortion of x(n) is min[0;1]n D
U ([0;1]); r
n = 1=(2r(r + 1)). This 2ts with the fact that, for that very
distribution, the standard empirical measure achieves the minimal Kolmogorov–Smirnov distance to
U ([0; 1]) among all the measure weighting at most n points. But, for other distributions , there is
no reason to guess that all the Voronoi tessels of a minimal r-quantizer x(n) have the same -weight
equal to 1=n. It seems more natural to weight every Dirac mass x(n)i with the -measure of its tessel
i.e., (Ci(x(n))). Subsequently, for every x∈F;+n , one sets ˜nx :=
∑
16i6n (Ci(x))xi .
Optimal quantization theory studies the asymptotics of the optimal quantizers x(n) as n→ +∞ by
the mean of the empirical measures nx(n) := (1=n)
∑n
i=1 x(n)i (standard) and ˜
n
x (weighted). We now
recall the main results. First, we have a simple result of weak convergence for ˜nx :
Proposition 1. Let r ¿ 0. For every n∈N∗; let x(n) ∈ argminD;rn . Then;
˜nx(n)
(Rd)⇒  as n goes to +∞: (6)
On another point of view, the rate of convergence of min(Rd)n D;rn to 0 is known when (du) =
f(u) du.
Theorem 1 (Bucklew and Wise [4]). Let r ¿ 0. If
∫
Rd |u|r+'(du)¡+∞ for some '¿ 0; then
lim
n
(
nr=d min
(Rd)n
D;rn
)
= Jr;d‖f‖d=(d+r)¡+∞
where
‖f‖d=(d+r) :=
(∫
|f|d=(d+r)(u) du
)(d+r)=d
: (7)
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The constant Jr;d corresponds to the case of the uniform distribution on [0; 1]d. Jr;1 = 1=2r
(r + 1); J2;2 = 5=18
√
3 but the true value of Jr;d is unknown for d¿ 3.
If d= 1 and  = U ([0; 1]), the limit holds as an equality i.e., nr min(Rd)n D
U ([0;1]); r
n = Jr;1.
Historically, weak convergence of the standard empirical measures
nx(n) :=
1
n
n∑
k=1
x(n)k
; x(n) ∈ argminD;rn ; n¿ 1;
was considered as a 2rst step towards the reconstruction of .
The theorem below shows that the standard empirical measure is not the right object to reconstruct
 as it could be suspected from Proposition 1.
Theorem 2 (Mc Clure [9]). Let  be a probability distribution; absolutely continuous with respect
to the Lebesgue measure on Rd; with a compactly supported p.d.f. f. Then the empirical measures
nx(n) associated to (x
(n))∈ argminD;rn ; r ¿ 0; satisfy
nx(n) :=
1
n
n∑
i=1
x(n)i
(R)⇒ cf;1=(r+1)f1=(r+1)(u) du with cf;+ :=
(∫
Rd
f+(u) du
)−1
: (8)
No rate of convergence seems to be known so far. We provide some for the families of distribu-
tions we study.
4. Application of quantization to numerical integration
In this section, we provide some results that show how to use the optimal or stationary quantizers
for numerical integration. Given the asymptotics of the error bounds obtained below, the quantization
method for numerical integration is at least competitive in medium dimensions d = 1–4. Practical
simulations show it still successfully competes with Monte Carlo method for higher dimensions (up
to 10). Of course, the semi-closed formulae, we will give further on, lead to numerical computa-
tion of optimal scalar quantizers to be used in this framework. The starting point is the following
proposition.
Proposition 2. Let r¿ 1. For every n∈N∗; let x(n) be a quantizer. Set Lip(r;Rd) = {h :Rd →
R; |h(u)− h(v)|6 [h]r‖u− v‖(1 + ‖u‖r−1 + ‖v‖r−1)}. Then; for every h∈Lip(r;Rd):
∣∣∣∣
∫
h d˜nx −
∫
h d
∣∣∣∣6 [h]r(D;r(x(n)))1=r
(
1 +
(∫
Rd
‖u‖r(du)
)r−1
+
(∫
Rd
‖u‖r˜nx(du)
)r−1)
:
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Proof. We introduce two random variables X and Xˆ . The distribution of X is  and Xˆ =
∑n
i=1 x
(n)
i
1Ci(x(n))(X ) is ˜
n
x-distributed. We can write∣∣∣∣
∫
h d˜nx −
∫
h d
∣∣∣∣ = |E(h(X )− h(Xˆ ))|6 ‖h(X )− h(Xˆ )‖1
6 [h]rE(‖X − Xˆ ‖(1 + |X |r−1 + |Xˆ |r−1))
6 [h]r‖X − Xˆ ‖r(1 + ‖X ‖r−1r + ‖Xˆ ‖r−1r )
by HYolder’s inequality with r and q = r=(r − 1). The identity ‖X − Xˆ ‖r = (D;r(x(n)))1=r completes
the proof.
Remark. Note that if x(n) is stationary i.e.; Xˆ = E(X |Xˆ ) then ‖Xˆ ‖r6 ‖X ‖r . Otherwise one notes
that ‖Xˆ ‖r6 ‖X − Xˆ ‖r + ‖X ‖r .
The above Proposition 2 and the Bucklew & Wise Theorem yield some bound for numerical
integration of functions h belonging to Lip(r;Rd) using optimal r-quantizers (when r=2 an optimal
quantizer is stationary). Namely, let x(n) be an optimal r-quantizer of size n; I =
∫
Rd h(u)(du) and
In =
∑n
i=1 (Ci(x
(n)))h(x(n)i ) =
∫
Rd h(u)˜
n
x(du) its approximation via x
(n). Then the asymptotic of the
error is given by
|I − In|  [h]r
(
1 +
(∫
Rd
‖u‖r (du)
)r−1
+
(∫
Rd
‖u‖r ˜nx(du)
)r−1)
J 1=rr;d ‖f‖1=rd=(d+r) n−(1=d):
(9)
The quadratic case (r = 2) is of special interest since we can improve the rate of convergence for
smooth functions. When h is C2, with bounded second derivatives, it has been shown that a more
accurate bound holds using the quadratic distortion [10]:
Proposition 3. For every n∈N∗; let x(n) be a stationary quantizer. Then we have∣∣∣∣
∫
h d˜nx −
∫
h d
∣∣∣∣6 12 ‖h′′‖∞D;2n (x(n)):
Proof. Using a second-order Taylor expansion yields∣∣∣∣
∫
Ci(x(n))
h(du)− (Ci(x(n)))h(x(n)i )
∣∣∣∣6
∣∣∣∣f′(x(n)i )
∫
Ci(x(n))
(u− x(n)i )(du)
∣∣∣∣
+
1
2
‖h′′‖∞
∫
Ci(x(n))
|u− x(n)i |2(du)
and the 2rst term on the right-hand side is zero for x(n) is a stationary quantizer. Summing over i
gives the expected result.
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So when h is C2, with bounded second derivatives and x(n) is an optimal quantizer, the asymptotic
error is given by
|I − In|  12J2;d‖f‖d=(d+2)‖h′′‖∞n−(2=d): (10)
To conclude about these error bounds let us mention that when h is a convex function and x(n)
is a stationary quantizer, integrals are always estimated by below since we have (using notations
introduced in the proof of Proposition 2)∫
h(u)˜nx(du) = E h(Xˆ ) = E h(E(X |Xˆ ))6 E(E(h(X )|Xˆ )) = E h(X ) =
∫
h(u)(du):
The previous results lead to competitive numerical integration method, but a problem remains which
is to build approximations of optimal quantizers.
To this end some stochastic or deterministic recursive algorithm are available which compute sta-
tionary quantizers. For r¿ 1, there are stochastic gradient algorithms (see [10] again) based on the
integral representation with respect to  of the gradient of the distortion. The second algorithm is the
deterministic counterpart consisting in a quasi-Newton procedure based on the gradient of the distor-
tion. When no closed form is available for the gradient—which is the standard situation, especially
in the multi-dimensional setting—an approximation is computed by a Monte Carlo simulation.
In the quadratic case (r = 2), another class of algorithms have been designed [14] based on a
transformation T :Rd → Rd that satis2es Dn ◦ T6Dn .
The 2rst algorithm is sometimes called—in the quadratic case—the competitive learning vector
quantization algorithm (CLVQ): let (!(t)) be a sequence of i:i:d: r:v: with common distribution .
We denote by (Xi(t); 16 i6 n) the current values of the estimated quantizers. Then the algorithm
needs two steps.
Step 1: Determine a winner index: I(t + 1) = Argmin{i → ‖Xi(t)− !(t + 1)‖}.
Step 2: Modify only the winner component, that is the component whose Voronoi tessel contains
!(t + 1):
XI(t+1)(t + 1) = XI(t+1)(t)− 1(t + 1) XI(t+1)(t)− !(t + 1)‖XI(t+1)(t)− !(t + 1)‖‖XI(t+1)(t)− !(t + 1)‖
r−1:
Here 1(t) is a nonincreasing sequence of gain parameters.
The second algorithm is deterministic, but it needs that all the data are available at once. In
fact it is the “average 2eld” version of the CLVQ related to the empirical distribution of the data.
Let (!(t); 16 t6T ) denote the data set. Let XNi the current values (at the N th iteration) of the
estimated quantizers (we recall that (Ci(XN ))16i6n is the Voronoi tessellation de2ned by XN ), then
the algorithm reads:
XN+1i = X
N
i +
∑T
t=1 (!(t + 1)− XNi )1Ci(XN )(!(t + 1))∑T
t=1 1Ci(XN )(!(t + 1))
:
These two algorithms of course implement local minimization of the distortion. Actually they are time
consuming. Furthermore in the multidimensional case, even if we take into account all the possible
invariance properties of the distribution , there may be several local minima of the distortion which
turn to be some quite poor quantizers.
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Table 1
Values of the 100-quantizer of the exponential distribution
0.0149166 0.0450494 0.0754880 0.1062385 0.1373074 0.1687014 0.2004273 0.2324924
0.2649037 0.2976691 0.3307962 0.3642931 0.3981682 0.4324302 0.4670879 0.5021507
0.5376280 0.5735299 0.6098665 0.6466487 0.6838873 0.7215940 0.7597806 0.79845946
0.8376434 0.8773460 0.9175809 0.9583628 0.9997066 1.0416281 1.0841437 1.1272704
1.1710261 1.2154294 1.2604997 1.3062574 1.3527237 1.3999211 1.4478728 1.4966034
1.5461385 1.5965053 1.6477320 1.6998486 1.7528866 1.8068791 1.8618611 1.9178695
1.9749434 2.0331242 2.0924556 2.1529840 2.2147588 2.2778323 2.3422605 2.4081026
2.4754222 2.5442871 2.6147700 2.6869487 2.7609068 2.8367343 2.9145282 2.9943931
3.0764424 3.1607990 3.2475963 3.3369798 3.4291084 3.5241562 3.6223141 3.7237926
2.9943931 3.0764424 4.0506079 4.1679676 4.2901061 4.41742921 4.5503965 4.6895320
4.8354357 4.9888001 5.1504296 5.32126591 5.5024217 5.6952246 5.9012757 6.1225311
6.3614151 6.6209820 6.9051566 7.2190987 7.5697841 7.9669705 8.4249086 8.9656101
9.6257676 10.4736748 11.6609234 13.6609234
At this stage, it is of interest to study one-dimensional quantizers because they make up an
alternative to these heavy numerical multidimensional algorithms in some special cases.
Actually such one-dimensional quantizers can give rise to multidimensional quantizers when  is
the tensor product of its marginals, that is data have independent marginal components. By con-
sidering a “grid” made up with the tensor product of several one-dimensional quantizers, we can
e[ciently build some multidimensional quantizers. Of course such grids are not optimal quantizers,
not even asymptotically optimal quantizers, but they are still stationary quantizers (in the quadratic
case r = 2) whose distortion has an optimal rate of convergence O(n−r=d). Furthermore, the real
constant involved in this rate of convergence—if not minimal—leads to quite satisfactory numerical
error bounds.
We present here a very simple example: consider the d-dimensional exponential probability dis-
tribution with density on Rd; f(x) = exp(−∑di=1 xi).
From our semi-closed formula (11) below, we can compute almost instantly the n-optimal quan-
tizers for the quadratic distortion, say (x(n)k ; 16 k6 n) with an excellent accuracy. For instance
Table 1 gives the optimal quantizer for n = 100. Using a Matlab routine it takes far less than one
second for a 10−7-approximation.
Then we build a d-dimensional stationary quantizer for the p.d.f. f. We take the “orthogonal”
grid made up with the tensor product of d copies of (x(n)). The distortion of this stationary grid
quantizer is simply d-times the one-dimensional distortion. More generally, one easily shows that if
 = 1 ⊗ · · · ⊗ d and n= n1 × · · · × nd, then
D;2n (x
1; (n1) ⊗ · · · ⊗ xd; (nd)) =
d∑
‘=1
D‘;2n‘ (x
‘; (n‘)):
For instance in two-dimension with r = 2, we easily build a two-dimensional quantizer of size
n=(102)2 =104. In our example we obtain a one-dimensional distortion equal to 2:2251 ·10−4. This
is close to (but, in fact, slightly : : :less than) the value “derived” from the asymptotic given by the
Bucklew & Wise Theorem, that is 2:2500 ·10−4 (this is due to the fact that the sequence n → n2D;2n
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is usually not decreasing). Finally this grid provides a distortion equal to 4:4501 · 10−4, which is to
compare with the theoretical asymptotic optimal distortion value for n= 104 which is 2:566 · 10−5.
This comparison can be formulated in the following way: what is the size nopt of the optimal
quantizer which yields the same distortion? Following the asymptotic formula of the Bucklew &
Wise Theorem, the answer is nopt =5766. Now we notice that to compute such an optimal quantizer
is time consuming (at least 1000 times longer). So it can be done only when a huge number of
functions needs to be integrated against . Otherwise the grid provides a good compromise between
accuracy and time consumption.
In fact the example of multi-dimensional exponential distributions is not favourable. Actually,
for absolutely continuous distributions with compact support like f(x) = 3x2 (or f(x) = 12
√
x) on
[0; 1], one observes mutatis mutandis that the two-dimensional grid has distortion 1:0759 · 10−5
(or 1:4435 · 10−5) which almost reaches the theoretical optimal bound which is 0:9021 · 10−5 (or
1:2672 · 10−5).
To end this section, let us say that the use of grid quantizers for product distribution is still of
interest for very large dimension. To see this we consider  with product density f⊗d , then when
d goes to in2nity in formula (7), we obtain
lim
d→∞
‖f⊗d‖d=(d+r) = exp − r
∫
R
logf(x)f(x) dx
so that the optimal distortion is ruled by the asymptotic
lim
n→∞ n
r=dmin
(Rd)n
D;rn ∼d→∞ Jr;d exp − r
∫
R
logf(x)f(x) dx
∼d→∞
(
d
2e3
)r=2
exp − r
∫
R
logf(x)f(x) dx
while for r6 2 the grid distortion veri2es
lim
n→∞ n
r=dD;rn 6
dr=2
2r(r + 1)
‖f‖1=(1+r):
Hence the speed of convergence as the dimension goes to in2nity is of the same order.
5. Semi-closed forms for some optimal quantizers and application
We will focus on the following three families of distributions:
• (E) ≡ the exponential distributions E(4) = 4e−4u1u¿0 du on R+,
• (P[0;1]) ≡ the power distributions pxp−11[0;1]; p¿ 0 on the unit interval [0; 1],
• (P[1;+∞)) ≡ +x−(++1)1[1;∞) the inverse power distributions on [1;∞).
The common feature of these three families of distributions is that, for all r ¿ 0 and n∈N∗, they
have a unique stationary quantizer x(n) in F+n for which a semi-closed form is available. One may
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write x(n) for every n from a sequence (ak)k∈N which is recursively de2ned in the following form
f(ak+1) = g(ak) with f; g known functions. Then one can derives an expansion of (ak)k∈N as
k → +∞. These semi-closed forms are established in Sections 4:1–4:3. In each case the starting
point is Eq. (5).
Uniqueness is a nontrivial property since it is known that many distributions have several stationary
r-quantizers (see, e.g., [10]). The classical result about uniqueness is due to several authors (Fleisher,
Lloyd, Sharma), 2nally completed in [12,7]. It displays as follows.
Theorem 3 (Trushkin [12]; KieTer [7]). If the p.d.f. f is log-concave; then
argminD;rn = argminlocD
;r
n = {∇D;rn = 0}= {x(n)}:
Although this uniqueness result had already been established by at least three diTerent methods
(see [12,7,8] or [5]), none of them relies on a direct solving of Eq. (5).
We derive some asymptotics from the semi-closed forms of the x(n), accurate enough to yield
the speed of weak convergence of nx(n) toward 
∞ := cf;1=(r+1)f1=(r+1)(u) du in terms of distribution
function, Laplace transform and characteristic function. When argmin D;rn is reduced to a single
point, nx(n) will simply be denoted 
n.
Theorem 4. Let  be a distribution belonging to E or P(0;1) or P[1;+∞) and let r ∈ [0;+∞).
(a) Uniqueness: For every n∈N∗; any of the above distributions  admits a unique stationary
quantizer (hence optimal) x(n) depending on n and r.
Subsequently, the power distributions pxp−11[0;1]; 0¡p¡ 1, and the inverse power distributions
+ x−(++1)1[1;∞); +¿ r, made up some natural examples of non-log-concave p.d.f. having a unique
stationary quantizer.
(b) Rate of convergence of n toward ∞: the sequence (n)n∈N of standard empirical measures
related to the stationary quantizers x(n) weakly converges toward ∞ at the following rate:
−Distribution functions: ∀T ¿ 0; supu∈[0; T ] |Fn(u)− F∞(u)|=O(1=n).
−Laplace transform: for every u¿ 0; |Ln(u)− L∞(u)|=O(1=n).
−Characteristic functions: for every u∈R; |n(u)− ∞(u)|=O(ln(n)=n).
Claims (a) and (b) will follow from the semi-closed forms obtained in the next subsections.
Remarks. The rate of convergence of the distribution functions rules the rate of integration of
functions with 2nite variations since
∣∣∣∣
∫
[0;T ]
g dn −
∫
[0;T ]
g d∞
∣∣∣∣6
∫
[0;T ]
|dg| × sup
u∈[0;T ]
|Fn(u)− F∞(u)|:
The rates of convergence for Laplace transforms and characteristic functions are; respectively; related
to the rate of integration of continuous functions g and going to 0 at in2nity and of bounded
continuous functions (using e.g.; the Berri–Essen inequality (see; e.g.; [11])).
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We will prove this theorem in detail in the exponential setting. For other families, the methods
are similar and we will be more straightforward.
5.1. The exponential distributions
If X ∼ E(1) then, for every a¿ 0; X=4 ∼ E(4) so that
DE(4); rn (x=4) =
1
4r
DE(1); rn (x);
∇DE(4); rn (x) = 0 iT (∇DE(1); rn (4x) = 0):
Subsequently, if x(n) denotes the only n-tuple solution of ∇DE(1); rn (4x)= 0 then (1=4)x(n) will be the
only solution of ∇DE(4); rn (x) = 0. Finally, if Theorem 2 is true for E(1) it means that
1
n
n∑
i=1
x(n)i
(R)⇒E
(
1
r + 1
)
from which one straightforwardly derives that
1
n
n∑
i=1
x(n)i =4
(R)⇒E
(
4
r + 1
)
:
Proposition 4. (a) For every n∈N∗; the equation (∇DE(1); rn =0) admits a unique solution satisfying
x(n) ∈FR+ ;+n given by
x(n)k =
an
2
+
n−1∑
i=n+1−k
ai; 16 k6 n; (11)
where the R+-valued sequence (ak)k¿1 is deCned by the following implicit recursive equation:
a0 := +∞; (−ak+1) :=(ak); k¿ 0
with (x) :=
∫ x=2
0
|u|r−1 sign(u)e−u du (convention: 00 = 1): (12)
(b) The sequence (an)n¿1 decreases to 0 and an=[(r+1)=n](1+ (cr=n)+O(1=n2)) for some real
constant cr .
Remark. In the case r=1 we retrieve (see [6]) the closed formula for the optimal quantizers. Namely
we get the recursive equation: e(an+1)=2 + e−an=2 = 2; a0 := +∞. The solution is: an =2 ln((n+1)=n)
and x(n)k = 2 ln((
√
n2 + n)=(n+ 1− k)); 16 k6 n.
Proof. (a) Step 1 (existence of (ak)k¿1): The function  is continuous; increasing on R+; de-
creasing on R−; (0) = 0; lim+∞ = (r) and lim−∞ = +∞: R+ and R− are left stable and;
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furthermore;
(x)− (−x) :=
∫ x=2
0
sign(u)|u|r−1(e−u − eu) du
{
¡ 0 if x¿ 0
¿ 0 if x¡ 0
: (13)
Subsequently; a1 := − (|R−)−1((+∞)) = (|R−)−1((r))¿ 0. Then; assuming that ak ¿ 0; one
de2nes by induction ak+1 := −(|R−)−1((ak))¿ 0. Now (ak)=(−ak+1)¿(ak+1)¿ 0 by (13)
which implies that ak+1¡ak since  is increasing on R+. Finally; an decreases to 0 which is the
only solution of the equation (‘) = (−‘).
Step 2: Equation DE(1); rn (x) = 0 reads for every i∈{1; : : : ; n},∫ x˜i+1
x˜i
|u− xi|r−1 sign(u− xi)e−u du= 0 with x˜1 := 0; x˜n+1 := +∞:
Setting u := v+ xi yields, for every i∈{2; : : : ; n}:∫ (xi+1−xi)=2
−(xi−xi−1)=2
|v|r−1 sign(v)e−v dv=
∫ (x2−x1)=2
−2x1=2
|v|r−1 sign(v)e−v dv
=
∫ +∞
−(xn−xn−1)=2
|v|r−1 sign(v) e−v dv= 0:
One sets z(n)0 := + ∞; z(n)k := xn−k+1 − xn−k ; 16 k6 n − 1, and z(n)n := 2x1. These real numbers
ful2l the 2rst n steps of the recursive equation satis2ed by the ak’s so, uniqueness implies that
z(n)k = ak ; 06 k6 n. This completes (a).
(b) Set 7(x) :=
∫ x
0 |u|r−1 sign(u)e−u du. Three integrations by parts lead to
7(x) =
|x|r
r
(
1 +
x
r + 1
+
x2
(r + 1)(r + 2)
)
e−x +
sign(x)
r(r + 1)(r + 2)
7r+3(x):
As 7(x) = O(|x|r), a little algebra yields the following expansion when x → 0
7(x) :=
|x|r
r
(
1− rx
r + 1
+
rx2
2(r + 2)
+ O(x3)
)
:
As (x) =7(x=2), equation (−an+1) = (an) reads
arn+1
(
1 +
ran+1
r + 1
+
ra2n+1
2(r + 2)
+ O(a3n+1)
)
= arn
(
1− ran
r + 1
+
ra2n
2(r + 2)
+ O(a3n)
)
:
Taking the power −1=r and using the expansion (1 + y)−1=r = 1− 1r y + r+12r2 y2 + O(y3) yields
1
an+1
(
1− 1
2(r + 1)
an+1 +
r + 1
8(r + 2)
a2n+1 + O(a
3
n+1)
)
=
1
an
(
1 +
1
2(r + 1)
an +
r + 1
8(r + 2)
a2n +O(a
3
n)
)
:
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Summing up from 2 to n leads to
1
an
=
1
a1
+
n− 1
r + 1
+
r + 1
8(r + 2)
(an − a1) +
n∑
k=2
O(a2k) + O(a
2
k−1)
which in turn reads as follows:
1
nan
=
1
n
(
a1 − 1r + 1
)
+
1
r + 1
+
r + 1
8(r + 2)
an − a1
n
+
1
n
n∑
k=2
O(a2k) + O(a
2
k−1): (14)
As an converges to 0, the term (1=n)
∑n
k=2 O(a
2
k) + O(a
2
k−1) goes to 0 as well, so that
1
nan
→ 1
r + 1
i:e:; an =
r + 1
n
+ o
(
1
n
)
: (15)
Plugging back (15) in (14) 2nally yields
1
nan
=
1
r + 1
+
1
n
(
a1 − 1r + 1 −
r + 1
8(r + 2)
a1
)
+O
(
1
n2
)
+
1
n
n∑
k=2
O
(
1
k2
)
=
1
r + 1
+
c
n
+O
(
1
n2
)
which completes the proof of item (b).
Plugging the above expansion (15) of the sequence (an)n∈N∗ in (11), one checks that, for every
n∈N∗ and every k ∈{1; : : : ; n},
x(n)k =−
an
2
+
n∑
i=n+1−k
ai =−r + 12n + (r + 1)
(
ln
(
n
n− k
)
+
8n
n
− 8n−k
n− k
)
;
where (8n)n∈N∗ is a bounded sequence of real numbers. Subsequently, there exists some real constant
C¿ 0 such that, for every n∈N∗ and every k ∈{1; : : : ; n},
x(n)k = (r + 1) ln
(
n
n− k + 1
)
+
Cn;k
n− k + 1 ; supn;k |Cn;k |6C: (16)
For every u∈R∗+, set k(n)u be an integer satisfying |k(n)u − n(1− e−u=(r+1))|6 12 . It follows from (16)
that
x(n)
k(n)u
= (r + 1) ln
(
n
n− k(n)u + 1
)
+
Cn;k(n)u
n− k(n)u + 1
:
A little algebra yields, at least for large enough n, the following inequalities:
x(n)
k(n)u


6 u+
(
−(r + 1) ln
(
1− e
u=(r+1)
2n
)
+ 2C
eu=(r+1)=2n
1− eu=(r+1)=2n
)
¿ u−
(
(r + 1) ln
(
1 +
eu=(r+1)
2n
)
− 2C e
u=(r+1)=2n
1− eu=(r+1)=2n
) (17)
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which in turn can be written u − 9−n 6 x(n)k(n)u 6 u + 9
+
n where 9
±
n are two sequences of positive real
numbers converging to 0 that both satisfy limn n9±n = (C + (r + 1)=2)eu=(r+1).
Consequently the empirical measure n satis2es, for large enough n, the inequalities:
n([0; u+ 9+n ])¿
k(n)u
n
and n([0; u− 9−n ])6
k(n)u
n
:
One derives from the above inequalities that, for every u¿ 0,
lim
n
n([0; u])¿ 1− e−u=(r+1) and lim
n
n([0; u))6 1− e−u=(r+1)
which in turn implies the expected weak convergence of n towards E(1=(r + 1)).
Carrying on the previous calculation, we obtain the speed of convergence, which characterizes the
convergence along the stepwise functions. We have
|Fn(u)− (1− e−u=(r+1))|6 |Fn(x(n)k(n)u )− F∞(x
(n)
k(n)u
)|+ |(1− e−(x
(n)
k(n)u
)=(r+1)
)− (1− e−u=(r+1))|
6
∣∣∣∣∣∣
x(n)
k(n)u
n
− (1− e−(x
(n)
k(n)u
)=(r+1)
)
∣∣∣∣∣∣+
∣∣∣∣∣∣
x(n)
k(n)u
− u
r + 1
∣∣∣∣∣∣
6
∣∣∣∣∣∣
x(n)
k(n)u
n
−
(
1− n− k
(n)
u + 1
n
e
−(C
n; k(n)u
)=(n−k(n)u )
)∣∣∣∣∣∣+
1
2(n− k(n)u + 1)
6
O(1)
n(1− Fn(u)) :
Proof of Theorem 4(b) for exponential distributions. First; we note that∫ 1
0
(1− x)u(r+1) dx =
∫ ∞
0
e−ux
1
r + 1
e−x=(r+1) dx:
Then using (16) and the standard inequality |ex − 1|6 |x|e|x| yields∣∣∣∣∣1n
n∑
k=1
(
1− k
n
)u(r+1)
− 1
n
n∑
k=1
e−ux
(n)
k
∣∣∣∣∣6 kn
n∑
k=0
(
1− k
n
)u(r+1)
|1− e−u(Cn; k)=(n−k+1)|
6
uCeCu
n
n∑
k=1
(
1− 1
n
)u(r+1) 1
n− k + 1
6
uCeCu
n
×
[
1
n
n∑
k=1
(
1− k
n
)u(r+1)−1]
;
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where C := supn;k Cn;k . The above Riemann sum is upper-bounded by
∫ 1
0 (1−x)u(r+1)−1=1=(u(r+1))
if u(r + 1)− 1¡ 0 and converges toward this value if u(r + 1)¿ 0. Hence∣∣∣∣∣1n
n∑
k=1
(
1− k
n
)u(r+1)
− 1
n
n∑
k=1
e−ux
(n)
k
∣∣∣∣∣6 kn
n∑
k=1
(
1− k
n
)u(r+1)
|1− e−u(Cn; k)=(n−k+1)|=Ou
(
1
n
)
:
On the other hand; the inequality∣∣∣∣∣1n
n∑
k=1
f
(
k
n
)
−
∫ 1
0
f(u) du
∣∣∣∣∣6 1n
∫ 1
0
|f′|(u) du (18)
applied to x → xu(r+1) yields∣∣∣∣∣1n
n∑
k=0
(
1− k
n
)u(r+1)
−
∫ 1
0
(1− x)u(r+1) dx
∣∣∣∣∣6 1n :
Combining these two estimates 2nally leads to the announced rate∣∣∣∣Ln(u)− 1(r + 1)u+ 1
∣∣∣∣=Ou
(
1
n
)
:
The same method applied to the characteristic function (using |eia − eib|6 |a− b|) yields∣∣∣∣n(u)− 1(r + 1)iu+ 1
∣∣∣∣=Ou
(
ln(n)
n
)
:
5.2. The bounded power distributions
We still denote by x(n) the solution of ∇DP[0; 1](p); rn =0, dropping any reference to the distribution
P[0;1](p). Once again, we show that there is some underlying sequence (an)n∈N∗ related to the
sequence of n-tuples x(n)’s. In that setting, uniqueness of the x(n) is no longer known a priori since
x → pxp−1 is not log-concave, when p lies in (0; 1).
Proposition 5. (a) Let p¿ 0 and r ¿ 0. For every n∈N∗; the equation (∇DP[0; 1](p); rn = 0) admits
a unique solution x(n) ∈F+n ∩ (0; 1)n given by
x(n)k =
(
1 +
an
2
)−1 n−1∏
i=k
(1 + ai)−1; 16 k6 n;
where the sequence (ak)k¿1 is uniquely deCned by the following implicit recursive equations
p(ak+1) = p
(
− ak
1 + ak
)
; k¿ 1; a0 :=− 2;
with p(x) :=
∫ x=2
0
|u|r−1 sign(u)p (1 + u)p−1 du:
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(b) The sequence (an)n¿1 decreases to 0 and there is some real constant cr such that
an =
r + 1
(p+ r)n
(
1 +
cr
n
+O(1=n2)
)
: (19)
Proof. (a) Step 1 (existence of (ak)k¿1): The function p is continuous; increasing on R+; decreas-
ing on R−; p(0)=0. Furthermore; one readily checks that the function x → p(x)−p(−x=(x+1))
is increasing on R+; ¿ 0 on R∗+;
p
(
− a0
1 + a0
)
= p(−2) = pB(r; p) = p (r)(p)(r + p)
and that
lim
y→+∞
(
− y
1 + y
)
= (−1)¿ 0:
Subsequently a1 := (p)−1|R+((−2)) = (p)
−1
|R+(pB(r; p))¿ 0. Then; assuming that ak ¿ 0 for some
k¿ 1; one de2nes by induction ak+1 := (p)−1|R+(p(−ak=(1 + ak)))¿ 0. Now p(ak+1) =p(−ak=
(1+ak))¡(ak) by (13) which; in turn; implies that ak ¿ak+1 since  is increasing on R+. Finally;
for n¿ 1; an decreases to 0 which is the only solution of equation p(‘) = p(−‘=(1 + ‘)).
Step 2: Equation ∇DP[0; 1](p); rn (x) = 0 reads
∀i∈{1; : : : ; n};
∫ x˜i+1
x˜i
|u− xi|r−1 sign(u− xi)pup−1 du= 0 where x˜1 := 0; x˜n+1 :=1:
Set for every n∈N∗ and every i∈{1; : : : ; n − 1}, v(n)i := x(n)i+1=x(n)i − 1; v(n)0 := − 2 and v(n)n := 2(1 −
xn)=xn. The particular form of these two terms is due to edge eTects. Then the change of variable u :=
xi(v+ 1) in the ith above integrals yields for every i∈{1; : : : ; n}∫ v(n)i
−(v(n)i−1)=(1+v(n)i−1)
|v|r−1 sign(v) e−v dv= 0 and p(v(n)i ) = p
(
− v
(n)
i−1
1 + v(n)i−1
)
:
The real numbers v(n)k ; 06 k6 n, ful2l the 2rst n steps of the recursive equation satis2ed by the
ak’s hence, uniqueness implies that v
(n)
k = ak ; 06 k6 n. This completes (a).
(b) As in the exponential case, set for every p¿− 1 and every r¿ 1; 7p(x) :=
∫ x
0 |u|r−1 sign(u)
(1 + u)p−1 du. As 7p =O(|x|r), three successive integrations by parts lead to
7p(x) =
|x|r
r
(
(1 + x)p−1
(
1 +
p− 1
r + 1
x
x + 1
+
(p− 1)(p− 2)
(r + 1)(r + 2)
x2
(1 + x)2
)
+O(x3)
)
:
A little algebra 2nally yields the following expansions as x → 0.
p(x) =
|x|r
2r
(
1 +
(p− 1)r
2(r + 1)
x +
(p− 1)(p− 2)r
8(r + 2)
x2 + O(x3)
)
;
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p
(
− x
1 + x
)
=
|x|r
2r
(
1− (2r + p+ 1)r
2(r + 1)
x +
8
8
x2 + O(x3)
)
;
where
8 :=
(p− 1)(p− 2) + 4(p− 1)r(r + 2)− 4r(r + 1)(r + 3)
r + 2
:
At this stage, the same method as that carried out for the exponential setting leads to the announced
expansion of an as n→ +∞ which completes the proof of the proposition.
We now prove Theorem 4 in this case. We know that the weak convergence of n toward
P(p=(r + 1)) will follow from that of ln (n) towards ln (P(p=(r + 1))), this convergence will
follow from the convergence of the Laplace Transforms. So it amounts to proving that
∀s¿ 0;
∫ 1
0
us dn →
∫ 1
0
us+(p=(r+1))−1
p
r + 1
du=
p
p+ s(r + 1)
as n→ +∞:
Now,
1
n
n∑
k=1
(x(n)k )
s =
1
n
n∑
k=1
(
1 +
an
2
)−s n−1∏
‘=k
(1 + a‘)−s
=
(1 + an=2)−s
n
e−s
∑ n−1
‘=1 ln(1+a‘)
n−1∑
k=0
es
∑ k
‘=1 ln(1+a‘):
Plugging expansion (19) in ln(1+ak) yields ln(1+ak)=+=n+<=n2+O(1=n2) where + := (r+1)=(p+r),
so that
∑k
‘=1 ln(1 + a‘) = + ln(k) + <4k with limn 4n = 4∞ ∈R∗+. Hence
frac
1
n
n∑
k=1
(x(n)k )
s =
(1 + an=2)−s
n
× 1
ns+4n
×
n−1∑
k=0
ks+4k :
Since
∑n
k=1 k
s+ → +∞; ∑nk=1 ks+4k=∑nk=1 ks+ → 4∞. Finally, one gets
1
n
n∑
k=1
(x(n)k )
s∼ 4∞
4n
1
n1+s+
×
n−1∑
k=0
ks+ ∼ 1
n
n−1∑
k=0
(
k
n
)s+
∼
∫ 1
0
xs+ dx as an → 0;
∼ 1
1 + s+
=
p
p+ s(r + 1)
as an → 0:
Proof of Theorem 4(b) for power distributions on (0,1). We will just sketch the proof since the com-
putations are similar to those achieved for exponential distributions. So we 2rst evaluate the Laplace
transform:
An :=
1
n
n∑
k=1
Akn; where A
k
n := |e−ux
(n)
k − e−u(k=n)(r+p)=(r+1) |:
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Inequality |e−ux − e−uy|6 u|x − y| for u; x; y¿ 0 yields Akn6 u|x(n)k − (k=n)(r+p)=(r+1)|. Now
x(n)k = exp−
(
r + 1
r + p
n∑
i=k
1
i
+ Rn;k
)
with
|Rn;k |6M
n∑
i=k
1
i2
6
C
n
∫ n
k−1
dx
x2
6M
(
1
k
− 1
n
)
6
C
k
:
Since
∑n
i=1 (1=i) = ln(n) + 1+ 9n=n; with |9n|6 1; one 2nally gets
Akn6 u
(
k
n
)(r+p)=(r+1)
|e((r+1)=(r+p)) (9n=n−9k =k)+Rn; k − 1|6 uC
n
(
k
n
)((p+r)=(r+1))−1
and
An6
uC
n
× 1
n
n∑
k=1
(
k
n
)((r+p)=(r+1))−1
= Ou
(
1
n
)
: (20)
(The Riemann sum is bounded like in the exponential setting.) The monotonicity of ddye
−uy(r+p)=(r+1) =
−uy((r+p)=(r+1))−1e−uy(r+p)=(r+1) leads using formula (18) to∣∣∣∣∣1n
n∑
k=1
e−u(k=n)
(r+p)=(r+1) −
∫ 1
0
e−uy
(r+1)=(p+r)
dy
∣∣∣∣∣6 1n (e−u − e0) : (21)
Combining (20) and (21) gives the expected result since
∫ 1
0 e
−uy(p + r)=(r + 1)(yp−1)1=(r+1) dy =∫ 1
0 e
−uy(r+1)=(p+r) dy.
5.3. Inverse power distributions
The thread of the proof for those distributions turns out to be a kind of mix of the two former
computations. So, we just mention the transformation which maps the sequence x(n) onto its under-
lying sequence (an)n∈N∗ , the function + that recursively de2nes the an’s along with its expansion.
The details of the proof are left to the reader.
Proposition 6. (a) Let r ¿ 0 and +¿r. For every n∈N∗; the equation ∇DP[1;+∞)(+); rn = 0 admits
a unique solution x(n) in F+n ∩ Rn+ given by
x(n)k =
1
(1 + an)
n−1∏
i=n−k+1
(1 + ai); 16 k6 n; (22)
where the sequence (ak)k¿1 is uniquely deCned by the following implicit recursive equations:
a0 = +∞; +
(
− ak+1
1 + ak+1
)
:=+(ak); k¿ 1
with +(x) :=
∫ x=2
0
|u|r−1 sign(u)+(1 + u)−(++1) du: (23)
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(b) The sequence (an)n¿1 decreases to 0 and there is some real constant c¿ 0 such that
an =
r + 1
(+− r)n
(
1 +
c
n
+O
(
1
n2
))
: (24)
Proof of Theorem 4(b) for inverse power distributions. The same method as that used for the
bounded power distributions works here as well. To deal with the Laplace transform; we com-
pare Ln(u) to
∫ 1
0 e
−u(1=(1−x))(r+1)=(+−r) dx; and in this case we notice that f(x) = e−u(1=(1−x))(r+1)=(+−r) is
Lipschitz continuous on the interval [0; 1]. The treatment of the characteristic function follows the
same way round.
6. Rate of convergence of the normalized distortion
In this section we draw some new consequences of the semi-closed forms of the stationary quan-
tizers. Namely we derive a speed of convergence in the Bucklew & Wise Theorem.
Theorem 5. Let  be a probability distribution belonging to one of the three families (E); (P[0;1]);
(P[1;+∞)) and let r ¿ 0 be a real number. Then
nrD;rn = Jr;d‖f‖d=(d+r) + O
(
ln(n)
n
)
: (25)
Proof. Exponential distribution: We write
nrD;rn = n
r
n∑
k=1
∫ x˜k+1
x˜k
|u− x(n)k |re−u du
= nr
n∑
k=1
e−(an−k+1+···+an−1+an=2)(7r(an−k)−7(−an−k+1))
= nre−(a1+···+an−1+an=2)
n−1∑
k=0
e(a1+···+an−k+an=2)(7(ak)−7(−ak+1))
with
7(x) :=
∫ x=2
0
|u|re−u du= sign (x) |x|
r+1
2r+1(r + 1)
(
1 +
r + 1
2(r + 2)
|x|+O(|x|2)
)
and
ak =
r + 1
k
(
1 +
c
k
+O
(
1
k2
))
:
Hence a1 + · · · + an = (r + 1) ln(n) + C + 'n=n; |'n|6M where M and C denote some real
constants. Some standard computations 2nally yield the existence of a real constant 8r
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such that
nrD;rn =
e(an=2)−('n=n)
n
n−1∑
k=1
(
(r + 1)r
2r
+
8r
k
+O
(
1
k2
))
=
(r + 1)r
2r
+O
(
ln(n)
n
)
:
Bounded power distributions: The same approach provides
nrD;rn = n
r
n∑
k=1
∫ x˜k+1
x˜k
|u− x(n)k |rpup−1 du= nr
n∑
k=1
(x(n)k )
p+r
(
7(ak)−7
(
− ak−1
1 + ak−1
))
;
with
7(x) :=
∫ x=2
0
p|v|r(1 + v)p−1 dv= sign(x) p|x|
r+1
2r+1(r + 1)
+
p(p− 1)|x|r+2
(r + 2)2r+2
+ O(|x|r+3)
and
ak =
r + 1
(p+ r)k
(
1 +
c
k
+O
(
1
k2
))
:
One derives from the expansion of an that log(x
(n)
k ) = −(r + 1)=(r + p)(log(k) + C + 1k=k), with
|1n|6M . This leads to
nrD;rn =
eO(1=n)
n
n∑
k=2
eO(1=k)
p(r + 1)r
2r(p+ r)r+1
(
1 + O
(
1
k
))
+ (x(n)1 )
r+p(7(a1)−7(−2))
=
eO(1=n)
n
p(r + 1)r
2r(p+ r)r+1
n∑
k=1
eO(1=k)
(
1 + O
(
1
k
))
=
p(r + 1)r
2r(p+ r)r+1
+ O
(
ln(n)
n
)
:
Inverse power distributions: we skip the proof which is identical to the previous one.
Remark. The rate O(ln n=n) may be : : :zero like for the uniform distribution.
7. Asymptotic -weights of the Voronoi tessels
The asymptotics of ˜nx(n) compared with the standard empirical measure 
n
x(n) show that the asymp-
totic -mass of the Voronoi tessels are not 1=n. Actually we can provide some more accurate
information on this asymptotic behaviour of (Ci(x(n))) in our setting.
For every u inside the support of the distribution  and every n∈N∗, let in(u)∈{1; : : : ; n} be the
(lowest) index such that x∈ \Cin(u)(x(n)).
Theorem 6. Let  be a probability distribution belonging to one of the three families (E); (P[0;1]);
(P[1;+∞)) and let r ¿ 0 be a real number. Then
∀u¿ 0; lim
n
n(Cin(u)(x(n))) =
(∫
R
f1=(r+1)(u) du
)
fr=(r+1)(u): (26)
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Remark. If the sequence nx(n) weakly converges toward ∞ := cf;1=(r+1)f
1=(r+1)(u) du where f¿ 0
on (m;M) then; for every x∈ (m;M); limnmax{x(n)k − x(n)k−1; x(n)k 6 x} = 0. Otherwise; there is a
sequence kn → +∞ such that x(n)kn+1 − x
(n)
kn ¿ 90¿ 0 and x
(n)
kn → x∞6 x. As kn=n→ ∞((−∞; x∞]);
it follows that the density f is du-a:s: zero on the interval (x∞−90; x∞). Now; this interval is clearly
contained in (m;M) by construction which is impossible.
Proof. Step 1: The remark or a direct computation for every three families shows that limnmax{x(n)k −
x(n)k−1; x
(n)
k 6 x}= 0. It follows that x(n)in(u) → u as n→ +∞ and that
n
(
Cin(u)(x(n))
) ∼ n
2
(x(n)in(u)+1 − x
(n)
in(u)−1)f(x
(n)
in(u)):
Step 2:
• Exponential distribution: It su[ces to handle the E(1) distribution. Let u¿ 0 and n∈N∗, we
have
n(Cin(u)(x(n)))∼ n2 (an−in(u) − an−in(u)+2)e
−x(n)in(u) ∼ r + 1
1− in(u)=ne
−x(n)in(u)
∼ r + 1
∞((u;+∞))e
−u n→+∞−−−−−→(r + 1)e−1=(r+1)u:
• Bounded power distributions: In this case we have:
n(Cin(u)(x(n)))∼ n2 xin(u)((1 + ain(u)+1)− (1 + ain(u)−1)
−1)f(x(n)in(u))
∼ u r + 1
p+ r
in(u)
n
f(u) ∼ r + 1
(p+ r)∞((0; u))
uf(u) n→+∞−−−−−→ r + 1
p+ r
u(p−1)r=(r+1):
• Inverse power distributions: Again we have
n(Cin(u)(x(n)))∼ n2 xin(u)((1 + an−in(u))− (1 + an−in(u)+2)
−1)f(x(n)in(u))
∼ ur + 1
+− r
n− in(u)
n
f(u)
∼ r + 1
(+− r)∞((u;+∞)) uf(u)
n→+∞−−−−−→ +(r + 1)
(+− r)
1
u((++1)r=(r+1))
:
Theorem 6 suggests some comment. The weighted and the standard empirical measures are
equivalent probability distributions having ’n(x
(n)
k ) := (d˜x(n)=dx(n))(x
(n)
k ) := n(Ck(x
(n))) as Radon–
Nykodim derivative, both weakly converging towards f d4 and c1=(r+1)f1=(r+1) d4, respectively. Since
’n converges toward ’∞ :=f=c1=(r+1)f1=(r+1)=(1=c1=(r+1))fr=(r+1), it follows that ˜x(n)−’∞:x(n) goes
to 0 in variation. What remains true for general distributions?
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