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Abstract
It is shown that although the spectrum of the analytic generator of a one–
parameter group of isometries of a Banach space may be equal to C (cf [VD]
and [ElZs]), a simple operation of ampliating the analytic generator onto its
graph locates its spectrum in IR+.
1 Introduction
Let (X,F) be a dual pair of Banach spaces with the pairing denoted by 〈·, ·〉. The
symbol σ(X,F) will denote the weak topology on X given by the pairing with F as
well as the product of such topologies on X ×X . We shall say that the pair (X,F)
has the Krein property if the σ(X,F)-closed convex hull of any σ(X,F)-compact
set in X is again σ(X,F)-compact. Throughout the paper we shall assume that
both (X,F) and (F , X) have the Krein property. Let BF(X) ⊂ B(X) be the sub-
space of σ(X,F)-continuous linear maps of X into itself. Let U = {Ut}t∈IR be a
σ(X,F)-continuous, one–parameter group of isometries in BF(X). We shall denote
by X∞ the σ(X,F)-dense subspace of X consisting of entire analytic elements for U .
For any z ∈ C the operator Uz is defined in the following way:
((
x
y
)
∈ Graph(Uz)
)
⇐⇒

There exists a σ(X,F)-continuous
function Fx defined on the strip
{w : Imw Im z ≥ 0, |Imw| ≤ |Im z|},
with values in X , holomophic inside
the strip, such that for all t ∈ IR
Fx(t) = Utx and Fx(z) = y
 .
It is known (cf [CiZs], [ElZs]) that Uz is a well-defined, σ(X,F)-closed linear operator
in X and that Uz1Uz2 = Uz1+z2 for all z1, z2 ∈ C. The analytic generator of the
one–parameter group U is the operator Ui.
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At first glance it seems that the spectrum of the analityc generator of U should be
contained in IR+. In fact the analytic generator of a strongly continuous group of
unitaries on a Hilbert space is a positive, self-adjoint operator. However as it was first
shown in [VD] it may happen that SpUi = C. Furthermore it turns out that we have
either SpUi ⊂ IR+ or SpUi = C (cf [ElZs]).
We shall use some results on integration of vector valued functions (cf [Arv] sect. 1).
Given a locally compact space Ω, a complex, regular, Borel measure of finite variation
ν on Ω and a σ(X,F)-continuous, norm-bounded function Ω ∋ ω 7→ x(ω) ∈ X , the
Krein property of (X,F) implies that there is a unique y ∈ X with
〈y, φ〉 =
∫
Ω
〈x(ω), φ〉dν(ω), φ ∈ F .
As usual we shall write y =
∫
Ω
x(ω)dν(ω). Similarly for any complex, regular, Borel
measure of finite variation ν on IR the operator
X ∋ x 7−→
∫
IR
Utxdν(t) ∈ X
will be denoted by
∫
IR
Utdν(t). This operator is bounded and, in fact, thanks to the
Krein property of (F , X) it is σ(X,F)-continuous.
The pairing of X and F gives rise to the operation of transposition defined on the
set of σ(X,F)-densly defined, σ(X,F)-closed operators on X . This operation shall
be denoted by S 7→ ST.
Proposition 1.1 Let (X,F) be a dual pair of Banach spaces such that both (X,F)
and (F , X) have the Krein property. Let U = {Ut}t∈IR be a σ(X,F)-continuous group
of isometries in BF(X) and let S be a σ(X,F)-densly defined, σ(X,F)-closed operator
such that UtS = SUt for all t ∈ IR. Let ν be a complex, regular Borel measure of finite
variation on IR and denote A =
∫
IR
Utdν(t). Then AS ⊂ SA.
Proof: For any φ ∈ D(ST) =
(
the domain of ST
)
and x ∈ D(S) we have
〈ASx, φ〉 =
∫
IR
〈UtSx, φ〉dν(t) =
∫
IR
〈SUtx, φ〉dν(t)
=
∫
IR
〈Utx, S
Tφ〉dν(t) = 〈Ax, STφ〉
which means simply that Ax ∈ D(STT) = D(S) and SAx = STTAx = ASx. Thus
AS ⊂ SA. Q.E.D.
In the next section we shall see that a simple operation on Ui can squeeze its spectrum
into IR+. Let ∆ be the ampliation of Ui onto its graph: for (
x
x′ ) ,
( y
y′
)
∈ Graph(Ui)
we define (
( xx′ ) ∈ D(∆),( y
y′
)
= ∆( xx′ )
)
⇐⇒
(
x, x′ ∈ D(Ui),
y = Uix, y
′ = Uix
′
)
.
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2 The spectrum of ∆
Let µ ∈ C \ IR− be a parameter. Define an integrable function Fµ = Fµ(t) on IR by
Fµ(t) =
1
2pi
+∞∫
−∞
eE(1+it)
(eE + µ)2
dE =
t(−µ)it−1
e−2pit − 1
=
tµit−1
epit − e−pit
.
For any fixed µ the function Fµ has holomorphic continuation onto the set
C \ {±ni : n = 1, 2, 3, . . .} and for 0 6= z in that region we have
Fµ(t− 2i) + 2µFµ(t− i) + µ
2Fµ(t) = 0, (1)
µFµ(z) + Fµ(z − i) = i
µiz
epiz−e−piz
. (2)
Define now a linear operator Qµ : X → X
Qµ =
+∞∫
−∞
Fµ(t)Utdt ∈ BF (X). (3)
Take x ∈ X∞. We have
(QµU2i + 2µQµUi + µ
2Qµ)x
=
+∞∫
−∞
Fµ(t)Ut+2ixdt+ 2µ
+∞∫
−∞
Fµ(t)Ut+ixdt+ µ
2
+∞∫
−∞
Fµ(t)Utxdt
=
∫
C0
Fµ(t)Ut+2ixdt+ 2µ
∫
C0
Fµ(t)Ut+ixdt+ µ
2
∫
C0
Fµ(t)Utxdt
=
∫
C2
Fµ(t− 2i)Utxdt+ 2µ
∫
C1
Fµ(t− i)Utxdt+ µ
2
∫
C0
Fµ(t)Utxdt,

(4)
where C0, C1 and C2 are oriented curves in C, as shown on the following figure:
✲
✻
3i
2i
i
✣✢
✣✢
✣✢
C0
C1
C2
C
✟❍
✟❍
✟❍
Now using (1) we can subtract 0 from both sides of (4) and taking into account the
3
holomorphy properties of the integrated functions we obtain
(QµU2i + 2µQµUi + µ
2Qµ)x
=
∫
C2
Fµ(t− 2i)Utxdt + 2µ
∫
C1
Fµ(t− i)Utxdt + µ
2
∫
C0
Fµ(t)Utxdt
−
(∫
C2
Fµ(t− 2i)Utxdt+ 2µ
∫
C2
Fµ(t− i)Utxdt + µ
2
∫
C2
Fµ(t)Utxdt
)
= 2µ
∫
C1−C2
Fµ(t− i)Utxdt + µ
2
∫
C0−C2
Fµ(t)Utxdt
= 2µ
∫
Γ
Fµ(t− i)Utxdt+ µ
2
∫
Γ
Fµ(t)Utxdt,
where Γ is the oriented curve in C, as shown below:
✲
✻
2i
i
C✬
✫
✩
✪
Γ
 ❅
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Since the function t 7→ Fµ(t− i)Utx is holomorphic in the stip {z : 0 < Im z < 2}, we
have
2µ
∫
Γ
Fµ(t− i)Utxdt = 0
and thus (4) takes the following form:
(QµU2i + 2µQµUi + µ
2Qµ)x = µ
2
∫
Γ
Fµ(t)Utxdt = µ
22piiRes
t=i
Fµ(t)Utx.
The function t 7→ Utx is holomorphic (and therefore continuous), so that
Res
t=i
Fµ(t)Utx = lim
t→i
(t− i)Fµ(t)Utx
= lim
t→i
(t− i)Fµ(t) lim
t→i
Utx
= Res
t=i
Fµ(t)Uix =
−i
µ22pi
Uix.
We have thus proved that
(QµU2i + 2µQµUi + µ
2Qµ)x = Uix, x ∈ X∞. (5)
Now if x ∈ X is an arbitrary element one can define
xn =
√
n
pi
+∞∫
−∞
Utxe
−nt2dt
4
and it is easily seen that for all n ∈ IN we have xn ∈ X∞ and xn
σ(X,F)
n→∞
−−−→x. It is also
easily verified with help of Proposition 1.1 that if x ∈ D(Ui) then Uixn
σ(X,F)
n→∞
−−−→Uix. This
shows that X∞ is a core for Ui.
On the Banach space X ×X define a bounded operator
R˜µ =
(
−Qµ +
1
µ
I − 1
µ
Qµ
µQµ Qµ
)
.
Since Qµ is σ(X,F)-continuous so is R˜µ. We shall see that R˜µ leaves the
σ(X,F)-closed subspace Graph(Ui) ⊂ X × X invariant. Indeed: let x ∈ X∞. We
have
R˜µ
(
x
Uix
)
=
(
−Qµ +
1
µ
I − 1
µ
Qµ
µQµ Qµ
)(
x
Uix
)
=
((
−Qµ +
1
µ
I − 1
µ
QµUi
)
x(
µQµ +QµUi
)
x
)
.
Now using (5) and Proposition 1.1 we obtain
Ui
(
−Qµ +
1
µ
I −
1
µ
QµUi
)
x =
(
−QµUi +
1
µ
Ui −
1
µ
QµU2i
)
x =
(
µQµ +QµUi
)
x
which means that R˜µ (
x
Uix ) ∈ Graph(Ui).
Remembering that X∞ is a core for Ui and that R˜µ is σ(X,F)-continuous one
easily sees that R˜µ
(
Graph(Ui)
)
⊂ Graph(Ui). We can therefore consider a new
σ(X,F)-continuous operator
Rµ = R˜µ|Graph(Ui).
Define
Graph∞ =
{(
x
y
)
∈ Graph(Ui) : x, y ∈ X∞
}
.
It is easily seen that Graph∞ is a σ(X,F)-sequential core for ∆ i. e. for any
( xy ) ∈ D(∆) there exists a sequence {(
xn
yn )}n∈IN ⊂ Graph∞ such that(
xn
yn
)
σ(X,F)
n→∞
−−−→
(
x
y
)
, (6)
∆
(
xn
yn
)
σ(X,F)
n→∞
−−−→∆
(
x
y
)
. (7)
Lemma 2.1 For any ( xy ) ∈ Graph∞ we have
(∆ + µI)Rµ (
x
y ) = (
x
y ) ,
Rµ(∆ + µI) (
x
y ) = (
x
y ) .
Proof: We compute
Rµ
(
∆+ µI
)( x
Uix
)
=
(
−Qµ +
1
µ
I − 1
µ
Qµ
µQµ Qµ
)(
Uix+ µx
U2ix+ µUix
)
=
((
−QµUi +
1
µ
Ui − µQµ + I −
1
µ
QµU2i −QµUi
)
x(
µQµUi + µ
2Qµ +QµU2i + µQµUi
)
x
)
=
((
1
µ
(
Ui −QµU2i − 2µQµUi − µ
2Qµ
)
+ I
)
x(
QµU2i + 2µQµUi + µ
2Qµ
)
x
)
5
=
(
x
Uix
)
.
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The formula (
∆+ µI
)
Rµ
(
x
Uix
)
=
(
x
Uix
)
may be derived analogously with a prior use of Proposition 1.1. Q.E.D.
Lemma 2.2 We have Rµ
(
Graph(Ui)
)
= D(∆).
Proof: Step 1: “Rµ
(
Graph(Ui)
)
⊂ D(∆)”. Take any ( xy ) ∈ Graph(Ui). then there is
a sequence {( xnyn )}n∈IN with (
xn
yn )
σ(X,F)
n→∞
−−−→ ( xy ). Furthermore by the σ(X,F)-continuity
of Rµ we have Rµ (
xn
yn )
σ(X,F)
n→∞
−−−→Rµ (
x
y ) which combined with Lemma 2.1 yields
(
∆+ µI
)
Rµ
(
xn
yn
)
=
(
xn
yn
)
σ(X,F)
n→∞
−−−→
(
x
y
)
.
Now since the operator (∆ + µI) is σ(X,F)-closed we have
Rµ (
x
y ) ∈ D(∆ + µI) = D(∆),
(∆ + µI)Rµ (
x
y ) = (
x
y ) . (8)
In particular Rµ
(
Graph(Ui)
)
⊂ D(∆).
Step 2: “Rµ
(
Graph(Ui)
)
⊃ D(∆)”. Let ( xy ) ∈ D(∆). Take a sequence {(
xn
yn )}n∈IN in
the set Graph∞ such that formulae (6) and (7) hold. By Lemma 2.1 we have
Rµ
(
∆+ µI
)(xn
yn
)
=
(
xn
yn
)
, n ∈ IN, (9)
Taking the limit of both sides of (9) with n→∞ one obtains
Rµ
(
∆+ µI
)(x
y
)
=
(
x
y
)
. (10)
In particular ( xy ) ∈ Rµ
(
Graph(Ui)
)
and consequently Rµ
(
Graph(Ui)
)
⊃ D(∆).
Q.E.D.
Combining Lemma 2.2 and formulae (8) and (10) we get the following proposition:
Proposition 2.3 The operator Rµ is the resolvent of the operator ∆ at −µ ∈ C \ IR−
i. e.
for any
(
x
y
)
∈ D(∆) we have Rµ
(
∆+ µI
)(x
y
)
=
(
x
y
)
and
for any
(
x
y
)
∈ Graph(Ui) we have Rµ
(
x
y
)
∈ D(∆)
and
(
∆+ µI
)
Rµ
(
x
y
)
=
(
x
y
)
.
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Corollary 2.4 Let (X,F) be a dual pair of Banach spaces having the Krein prop-
erty and such that the pair (F , X) also has the Krein property. Let U be a
σ(X,F)-continuous, one–parameter group of isometries in BF(X) and let Ui be its
analytic generator. Denote by ∆ the ampliation of Ui onto Graph(Ui):
∆ =
(
Ui 0
0 Ui
)
.
Then
Sp∆ ⊂ IR+.
Moreover the resolvent of ∆ at −µ ∈ C \ IR− is given by
R(∆,−µ) = Rµ =
(
−Qµ +
1
µ
I − 1
µ
Qµ
µQµ Qµ
)
,
where the operator Qµ ∈ BF (X) is given by (3).
For an operator T on X let SppT denote the point spectrum of T . We have:
Corollary 2.5 With notation as in Corollary 2.4 we have SppUi ⊂ IR+.
3 The Cioraˇnescu-Zsido´ formula
In the paper [CiZs] Ioana Cioraˇnescu and La´szlo´ Zsido´ proved that if U is a
σ(X,F)-continuous, one–parameter group of isometries in BF(X) then for any t ∈ IR
we can find Ut using solely the analytic generator of U . In other words the analytic
generator determines the group. Their formula looks as follows
Utx = lim
α→it
O<Reα<1
sinpiα
pi
+∞∫
0
λα−1(λ+ Ui)
−1Uixdλ, x ∈ D(Ui).
Using the results of the previous section one can derive a similar formula – namely
for any ( xy ) ∈ D(∆) (i. e. for any x ∈ D(U2i)) we have:
Utx = lim
Im z>0
z→t
sin−ipiz
pi
+∞∫
0
µ−iz−1Pr1(∆ + µI)
−1∆( xy ) dµ,
where Pr1 is the projection of X ×X onto the first coordinate. In our approach the
computational details seem to be somewhat less tedious. We shall not derive this
formula here since it is mainly a repetition of the work contained in [CiZs], but one
should remark that the family of inequalities (cf [CiZs] p. 345)
‖Pr1(∆ + µI)
−1∆( xy ) ‖ = ‖µQµx+QµUix‖ ≤ µ
−rCr
7
(where r is a parameter in ]0, 1[ and Cr a suitable constant) needed to prove the
convergence of the Bochner integral
+∞∫
0
µα−1 Pr1(∆ + µI)
−1∆( xy ) dµ
(where α is any complex number such that 0 < Reα < 1) can be obtained by a simple
computation:
µQµx+QµUix =
+∞∫
−∞
µFµ(t)Utxdt +
+∞∫
−∞
Fµ(t)Ut+ixdt
=
+∞∫
−∞
µFµ(t)Ut+ixdt +
i+∞∫
i−∞
Fµ(τ − i)Uτxdτ
=
ir+∞∫
ir−∞
µFµ(z)Uzxdz +
ir+∞∫
ir−∞
Fµ(z − i)Uzxdz
=
ir+∞∫
ir−∞
(
µFµ(z) + Fµ(z − i)
)
Uzxdz
(2)
=
ir+∞∫
ir−∞
iµizUzx
epiz−e−piz
dz
=
+∞∫
−∞
iµi(t+ir)Ut+irx
epi(t+ir)−e−pi(t+ir)
dt = µ−r
+∞∫
−∞
iµitUtUirx
epi(t+ir)−e−pi(t+ir)
dt.
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