Abstract-Ant routing is a method for network routing in the agent technology. Although its effectiveness and efficiency have been demonstrated and reported in the literature, its properties have not yet been well studied. This paper presents some preliminary analysis on an ant algorithm in regard to its population growing property and jumping behavior. For synchronous networks, three main results are shown. First, the expected number of agents in a node is shown to be no more than ð1 þ max i fj i jgÞkm, where j i j is the number of neighboring hosts of the ith host, k is the number of agents generated per request, and m is the average number of requests. Second, the expected number of jumps of an agent is shown to be no larger than ð1 þ max i fj i jgÞ. Third, it is shown that for all p ! ð1 þ max i fj i jgÞkm, the probability of the number of agents in a node exceeding p is not greater than R 1 p PðxÞdx, where PðxÞ is a normal distribution function with mean and variance given by Mean = ð1 þ max i fj i jgÞkm, Var. = 2kmð1 þ max i fj i jgÞ +
D
UE to the rapid growth of network-centric programming [1] , [2] , [3] , [4] , [5] , [6] and WWW applications [7] , [8] , [9] , use of mobile agents is one of the new techniques evolved recently. A mobile agent is a program that acts on behalf of a user to perform intelligent decision-making tasks. It is capable of migrating autonomously from node to node in an information network. Its tasks are determined by the user specified agent applications, such as online shopping and distributed computation to real-time device control. Successful examples using mobile agents can be found in the new program paradigms, such as Aglets [10] , [11] , Voyager [12] , Agent Tcl [13] , Tacoma [14] , Knowbots [15] and Telescript [16] . As the process required for the communication between the server agent and the user agent is established within one single host and does not involve the message exchange between the server machine and the user machine, one advantage of using agent programming is that the network traffic for the message exchange is greatly reduced [9] . Owing to the tremendous growth of the size of the Internet and the latest development of mobile computing [17] , [18] , [19] , [20] , [21] , a low traffic management technology, such as mobile agent-based network management, will be increasingly demanded.
In recent years, many intelligent mobile agent-based network management techniques have been proposed and implemented [22] , [23] , [24] , [25] . In fault diagnosis [23] , the server first dispatches to the network and generates mobile agents. Those agents then wonder around the network and gather the information about the current status of the network. Once an agent has traversed back to the server, it hands in its summary reports. The report of an agent is given to the server only when the agent's trip is over, but not in the middle of the trip, during the course of the trip there are very few communications between the agent and the server. Thus, based on the concept of mobile agents, the network traffic generated by mobile agents is very light.
Network routing is another problem in network management [26] . Once a packet is required to be sent to a destination (point-to-point) or to multiple destinations (multicast), the router should recommend a good path (or even the shortest path) for sending this packet over the network. As searching for the optimal path in a stationary network is already a difficult problem [27] , the searching for the optimal path in a faulty network or mobile network will be much more difficult. The ant routing algorithm [25] , [28] , [29] , [30] , [31] , [32] is a recently proposed routing algorithm for use in these environments. 1 The idea is similar to the path searching process of an ant. Once a request for sending a message is received from a server, the server will generate a number of mobile agents like ants. Those agents will then move out from the server to search for the corresponding destination host. Once an agent has reached the destination, it traverses all the way back to the source host, the server, following the path searched and leaves marks (just like the pheromone) on the hosts along the path. When all agents have been back, the source host will evaluate the costs of those paths collected and pick up the best path. If a connection is required, the server will send out an allocator agent to reserve resources from the hosts along the best path.
It can be seen that in either fault management or message routing, agents have to be generated frequently and dispatched to the network. Thus, they will certainly hold a certain amount of computation resources in each host machine in the network. If there are too many agents in the network, they will introduce too much computational overhead to host machines. Eventually, those host machines will be busy and indirectly block the network traffic. Therefore, the analysis on the agents' population and growing behavior is necessary and important for network management.
This paper shows that with a proper selection on the number of agents created for each request, the agents' population can be controlled in a probabilistic sense. In the next section, the network model and the ant routing algorithm will be discussed. Section 3 analyzes the ant population if the network is operated in synchronous mode. Guidelines on the control of the agent population will also be suggested in this section. The average number of hops will then be analyzed in Section 4. In Section 5, two results presented in Section 3 will be extended to the case when the network is operated in asynchronous mode. The conclusion will be presented in the last section.
NETWORK MODEL AND ANT ROUTING
Let G ¼ fV ; Eg be a graph corresponding to a fixed network, where V is the set of hosts and E is the edge set. The connectivity of the graph is described by a connection matrix C. For example, for a network shown in Fig. 1 , its connection matrix C is given by In this paper, we assume that the topology of a network is a connected graph in order to ensure that communication is able to be made between any two host machines.
White et al. [28] proposed an adaptive mobile agents algorithm for network routing and connection management. The essential idea of the algorithm can be described as follows:
1. Once a point-to-point connection 2 request has been made, m ant agents (the explorer agents) are created and are sent out to the network.
2.
Those explorer agents traverse the network from the source to destination. At each immediate node, each explorer agent will randomly select a neighbor node to move forward. For example, if an agent has moved from node A to node B, and both node C and node D are also connected to node B, the allowable moves will be either
Once an explorer agent reaches the destination node, it will traverse backward to the source node and then will report its explored path to the source node. 4. In the source node, the host will compare all explored paths from return-back 3 explorer agents. If the cost of a traverse path of a return-back explorer agent is acceptable, then an allocator agent will be sent out immediately and allocate network resources on the nodes and links used in the path. 5. When the path is no longer required, a deallocator agent traverses the path and deallocates the network resources used on the nodes and links. It should be noted that the performance of this ant routing algorithm is determined by the costs of paths being searched by those explorer agents. Besides, the forwardonly move can make the explorer agent get stuck in any terminal node. Let us take Fig. 1 as an example. Suppose an explorer agent is sent out from Node-2 to Node-4. By chance, it moves to Node-3 in the first jump and then moves to Node-1 in the second jump. As the explorer agent can only move forward, it finally gets stuck in Node-1. In order to alleviate the problem of being-stuck, we modify the algorithm presented in [28] as follows:
Suppose that a request for sending message is received in the ith host at time t; the host will thus generate k ant agents. Each agent will randomly select one neighbor host with probability
and move to this host. The parameter j i j is the total number of neighbor hosts of the ith host. 4 Suppose that when an ANT reaches the jth host, it will check whether the host is its destination. If so, it will turn back to the source host and report the path being searched if the jth host is its destination. Otherwise, the agent will randomly select one neighbor host of the jth host and move on. In the source machine, the server will pick up the path which is of minimum number of hops. Then, the message is sent along this path to the destination machine. At the same time, the server updates its routing table by including the information of this new path.
AGENTS POPULATION: SYNCHRONOUS MODE
Let p i ðtÞ be the number of agents running in the ith host at time t and r i ðtÞ be the number of requests initiated at time t 2. For point-to-multiple-point connection, the idea is essentially the same.
in the ith host. Besides, we assume that the network is a connected graph. The dynamical change of the agents in the network can be given by the following stochastic equation:
where jil ðtÞ indicates the selection of the lth agent in the ith host and k is the number of agents generated per request, i.e., This means that the lth agent selects only one neighbor j 2 i . In accordance with the ant routing algorithm,
Taking the expectation on both side of (1), it is readily shown that the evolution behavior of the ant routing follows Markov property as, In compact form, it can be rewritten as follows:
Efp pðt þ 1Þjp pðtÞ;r rðtÞg ¼ Ap pðtÞ þ kr rðtÞ; ð2Þ
where A ¼ ða ji Þ NÂN is an N by N matrix with the elements defined as follows:
& Suppose that a survival agent is an agent running after the current step of transition, a ji is the expected delivery rate of a survival agent transmitted from i to j 2 i . By defining the following recurrent relation, Since the largest column sum of A in (4) is strictly less than one, j!j < 1.
where kAk 1 is the infinity norm of the matrix A, i.e., the largest row sum of matrix A. Referring to (4), we can expressp p p pðt þ 1Þ in terms of A and kmẽ e,p p p pðt þ 1Þ = P t (¼1 A tÀ( kmẽ e, assuming thatp pð0Þ ¼ 0. Considering the limiting case,
Note that ½I À A is a diagonal dominant matrix. Hence,
e is a positive vector and
Hence, the convergence result can thus be expressed by the following theorem. Theorem 1. Using the ant routing algorithm, the expected number of agents running in each host is less than or equal to ð1 þ max i fj i jgÞkm.
Proof. Since, for any matrix A and vector y, kAyk 1 kAk 1 kyk 1 . Here, kAk 1 is the largest row sum of the matrix while kyk 1 is the largest element in vector y. Let us denotep pð1Þ be lim t!1p pðtÞ,
The expected number of agents running in each host is then less than or equal to ð1 þ max i fj i jgÞkm, and the proof is completed. t u
To derive the covariance matrix for the vectorp pðtÞ, let us first consider the following cases when t ¼ 1 and t ¼ 2.
For t ¼ 1, we havep pð1Þ ¼ kr rð0Þ E r0 fp pð1Þg ¼ kmẽ e; sincep pð0Þ ¼ 0. Besides, the covariance ofp pð1Þ is given by Qð0Þ ¼ E r0 fðp pð1Þ À E r0 fp pð1ÞgÞðp pð1Þ À E r0 fp pð1ÞgÞ T g; which is equation to ðkmÞ 2 I. Here, the expectation, E r0 , is taken on the random variabler rð0Þ. Besides,
For t ¼ 2, we have
where the expectation E A is taken on the random variables jil ð1Þ. Using E A fp pð2Þg, it is able to discuss the covariance matrix for E A fp pð2Þg. For simplicity, we denote this byp p A ð2Þ. Furthermore, we letp p A ð1Þ ¼ E A fp pð1Þg, p p A ð2Þ ¼ Ap p A ð1Þ þ kr rð0Þ:
Now, let us define
It is readily shown that
Further define that
we can thus derive the following recursive equation for Q A ðtÞ:
1Þ converges and the following theorem can be obtained. The significance of the results stated in Theorem 1 and Theorem 2 can be visualized from Fig. 2 . In the limiting case, the distribution of the lim t!1p p A ðtÞ can be approximated by an normal distribution. Therefore, for all p which is greater than ð1 þ max i fj i jgÞkm, the probability of the expected 5 number of agents exceeding p in any host is given by where PðxÞ is a normal density function given by Now, let us define a covariance matrix QðtÞ similar to that of Q A ðtÞ, i.e.,
Noting that f jil ðtÞg, selection of the jth host to go for the lth agent in the ith node, is independent of the vector random variablesp pðtÞ andr rðtÞ, it can be readily shown that 
Consider the jth element of the vector ðp pðt þ 1Þ Àp p A ðt þ 1ÞÞ, say Áp j ðt þ 1Þ,
In the compact form, this can be rewritten as follows:
Áp pðt þ 1Þ ¼ X 
whereã a il ðtÞ is a vector indicating the jumping process of the lth agent in the ith host at the tth step. Consider the graph structure as shown in Fig. 1 , suppose that there is an agent in the third host (i.e., node 3), there are three possible jumping vectors forã a 3l ðtÞ (see Fig. 3 ):
ð1; 0; 0; 0Þ T ð0; 1; 0; 0Þ T ð0; 0; 0; 1Þ T :
The jumping vector ð0; 0; 1; 0Þ T is impossible because the agent will die if it jumps back to the same host. Fig. 2 . Distribution of the number of agents in a host approximated by a normal distribution. The horizontal axis corresponds to the number of agents, while the vertical axis corresponds to the probability.
5. The expectation is taken on the random variables jil .
Each of them has probability 1=4. Similarly, for the fourth host (node 4), there are two possible jumping vectors for a a 4l ðtÞ: ð0; 1; 0; 0Þ T ð0; 0; 1; 0Þ T :
Each of them has probability 1=3. Sinceã a 3l ðtÞ andã a 4l ðtÞ are independent random vectors, the following condition holds:
Let ðA j Þ ii be the ith diagonal element of matrix A j , 
The off-diagonal element of ðA j Þ i 1 i 2 will be given by
With reference to Fig. 3 , the matrices A 3 and A 4 are with structures as follows:
where "þ" sign corresponds to the value where "þ" sign corresponds to the value
and "À" sign corresponds to the value 
3 . Now, we can express E Áp pðt þ 1ÞÁp pðt þ 1Þ T n o in terms ofp pðtÞ. Taking the expectation on both sides of (11) and using the result in (12), we can readily obtain that
where p Aj ðtÞ is the jth element of the vectorp p A ðtÞ.
In accordance with (12), the jth diagonal element of
The j 1 j 2 off-diagonal element is given by
Therefore, using Lemma 1, we can obtain the following Lemma:
Lemma 2. The largest eigenvalue of the covariance matrix 'ðQ p Þ is at most 2km max i fj i jg. by Lemma 1, we get that 'ðQ p Þ 2km max i fj i jg, and the proof is completed. t u
Hence, using Theorem 1, the following theorem can also be obtained: 
Remarks:
. The major results obtained in this section indicate that the population of agents in the network will reach an upper bound. The relation between QðtÞ and Q A ðtÞ can be visualized from Fig. 4 . . The significance of Theorem 3 indicates that the probability of the number of agents exceeding p, where p ! ð1 þ max i fj i jgÞkm, is less than Fig. 3 . Possible hosts to jump for an agent in the third host and an agent in the fourth host.
where PðxÞ is a normal distribution function with mean and variance given by
. The expected number of agents in each host and the covariance matrix derived can be treated as a guideline for choosing the value of k, which is the number of agents created for each request. For example, let p max be the maximum number of agents which can be processed in any host. Setting
it will ensure that P fp i ðtÞ ! p max g 0:05.
AVERAGE NUMBER OF JUMPING HOPS
Another issue concerning ant routing is the expected number of hops required for an ant agent to reach its destination. This factor is important when one has to define the maximum number of hops for an agent in order to reduce the agents' population in the network. To estimate this value, we can first define a binary random variable s t as follows:
s t ¼ 1 if the agent still survives at the tth step 0 if the agent dies at the tth step:
& ð18Þ
Then, the probability that s tþ1 ¼ 1 given s t ¼ 1 can be expressed as follows:
and P s 0 ¼ 1 f g¼ 1. So that the probability that the agent will jump exactly t steps is given by
where i corresponds to the host where the agent visits at the ith step. While i is the corresponding neighborhood set. Therefore, the expected number of jumps (jumping hops) Efjumpg can be given by the following theorem:
Theorem 4. The expected number of jumps (jumping hops) cannot be greater than the maximum number of j i j, i.e.,
Proof.
Due to the fact that
and the proof is completed. t u One can also derive a range for the probability that the number of jumping hops being greater than t.
Theorem 5. The probability for the number of jumping hops being larger than t, P fjump ! tg, satisfies the following inequality:
where
, it is obvious that P L ðtÞ P fjump ! tg P U ðtÞ;
where Fig. 4 . Distribution of the number of agents in a host. The solid line corresponds to the upper bound P ðp pÞ while the dash line corresponds to P ðp p A Þ.
Since P jump ! t f g cannot be greater than one, P jump ! t f g minfP U ðtÞ; 1g and the proof is completed.t u For illustration, Fig. 5 shows the changes of P L ðtÞ and P U ðtÞ against the number of jumping hops t for the network shown in Fig. 1 . Here, max i fj i jg is four and min i fj i jg is two.
Remark: Note that the results derived in this section are independent from the agent being propagated in synchronous or asynchronous mode. Therefore, they are general enough for setting guidelines for designing the maximum number of jumping hops. For example, in accordance with Fig. 5 , the probability that an agent can have more than 20 jumps is very small. Then, we can set the maximum number of jumping hops to be 20 in order to reduce the computational resource.
AGENTS POPULATION: ASYNCHRONOUS MODE
Discussion in the previous sections relies on the assumption that the agents are propagating in the synchronous mode. In this section, we will present a preliminary result on the average case when the network is operated in the asynchronous mode. This might happen when there are uneven transition delays. To simplify the discussion, we first give a simple example showing our approach to analysis. An example is shown in Fig. 6 . The transition delay between any two neighboring hosts is depicted by the number labelled on the edge connecting them.
Let hp i ðtÞi be the expectation of the number of agents taking over the random variables jil s in the ith host (i ¼ 1; Á Á Á ; 4) at the tth step, given hp 1 ð(Þi; Á Á Á ; hp 4 ð(Þi for ( < t.
Next, let us define hp p A ðtÞi ¼p p A wherẽ 27) to (30) can be rewritten as the following model: Taking the expectation on both sides w.r.t. the random vectorsr rðtÞ,r rðt À 1Þ, Á Á Á ,r rð1Þ, the following equation is readily obtained:
for all t ! 2. As T 11 , T 12 , and T 13 are all with nonnegative elements, it can be derived that
Hence,
which means the limit exists for lim t!1 hp p A ðt þ 1Þi r . Let this limiting vector be p 0 , using (32) it can readily be shown that
Using this approach, we can see that for any finite propagation delay (, an equation similar to that of (32) can be written as follows: 
where the matrix A ¼ ða ji Þ NÂN is defined in a similar way as in synchronious mode, i.e.,
& Thus, the following theorem can be stated for the general case when ( is any finite integer.
Theorem 6. Using the ant routing algorithm in asynchronous mode, the expected number of agents running in each host is at most ð1 þ max i fj i jgÞkm.
That is to say, as long as the propagation delay is finite, the expected number of agents in each host server is finite and bounded. Let us define the variance ofp p A ðtÞ as that
we can show that the variance Q A ðt; tjt À (Þ is bounded above for all t > 0.
Theorem 7.
The values 'ðQ A ðt; tjt À (ÞÞ is bounded by
for all t ! 0.
Proof. See Appendix. t u
It should be noted that Theorem 7 does not show that 'ðQ A ðt; tjt À (ÞÞ converges, in contrast to Theorem 2, which has shown that lim t!1 'ðQ A ðtÞÞ exists.
CONCLUSION
This paper has analyzed on the growing behavior and the jumping behavior of an agent based routing algorithm. The theorems given in this paper are summarized in Table 1 . The subscripts i; j are dropped for simplicity. It is found that as long as the network topology is fixed and the number of agents being created for each request is finite, the expectation and the covariance of the expected number of agents in each host server must also be finite, independent of whether the network is operated in synchronous or asynchronous mode, as shown in Theorems 1 and 2 and Theorems 6 and 7. If the network is operated in synchronous mode, we further show that the covariance of the number of agents in each host server is also finite (Theorem 3). Finally, we have also analyzed the jumping behavior of an agent and showed that the expected number of jumping hops is smaller than max i fj i jg (Theorems 4 and 5). All these results provide guidelines for the design of an agent based routing system, particularly when the computational power of the host servers is not able to handle large amount of processing.
It should be further noted that the searching behavior of ant routing is similar to the searching behavior of "SupplierSearch" agent or "BuyerSearch" agent in the electronic marketplace [34] . Once a buyer would like to buy certain product, the buyer will set the criteria to a mobile agent. The agent thus searches the suppliers' information available on the global marketplace, say Global Trading Web T M for instance, and checks whether any product listed on the supplier's catalogue matches the buyer criteria. Obvious, this mechanism is indeed the same as the routing algorithm presented in this paper. The buyer agent needs to search all the suppliers' site in order to collect all the information for price comparison. As we can see from analyst forecast, there will be an increasing amount of trading conducted via Internet and particularly the electronic marketplace, a good design for the platform is inevitable. One should realize that the results presented in this paper provide guidelines not only for agent routing design but also for this agent-mediated electronic marketplace design. . For more information on this or any other computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
