Agent-Based Routing in Queueing Systems by Gallay, Olivier
POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES
acceptée sur proposition du jury:
Prof. A. Billard, présidente du jury
Prof. M.-O. Hongler, directeur de thèse
Prof. D. Armbruster, rapporteur 
Prof. C. Pfister, rapporteur 
Prof. A. Van Ackere, rapporteur
Agent-Based Routing in Queueing Systems
THÈSE NO 4598 (2010)
ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE
PRÉSENTÉE LE 26 FÉVRIER 2010
À LA FACULTÉ SCIENCES ET TECHNIQUES DE L'INGÉNIEUR
LABORATOIRE DE PRODUCTION MICROTECHNIQUE 1
PROGRAMME DOCTORAL EN SYSTÈMES DE PRODUCTION ET ROBOTIQUE
Suisse
2010
PAR
Olivier GALLAY

Agent-Based Routing in Queueing
Systems
Lausanne, EPFL
2010
In part supported by the “Fonds National Suisse pour la
Recherche Scientifique”

To Isabelle and to my parents

Preface
Before diving into the main core of this thesis, it is useful to understand in
which context and under which circumstances this work has been fulﬁlled. The
present book is the outcome of a research activity led in a micro-engineering
laboratory, under the supervision of a theoretical physicist and worked out by
an engineer in communication systems with a specialization in probabilities.
It is therefore not surprising that, in the end, this thesis intrinsically exhibits
a strong interdisciplinary ﬂavour. I hope that this work reﬂects some virtues
of the people I have been in close contact with during the last four years,
namely the curiosity of theoretical physicists, the pragmatism of engineers
and the formalism of mathematicians.
This thesis deals with the decentralization of routing mechanisms in queue-
ing networks, with a view on potential applications in service, manufacturing
and supply systems. In this context, two antagonistic approaches could have
been followed, either to develop stylized, analytically solvable models or to
construct idiosyncratic, most often heavy, simulation frameworks. Due to the
complete lack of available theory concerning the main topic considered in this
work, we have chosen to adopt the ﬁrst type of methodology. Nevertheless,
whatever the assumptions we have taken within our models, they always have
been clearly enunciated such that our modelling choices remain transparent
and fully open to criticism. Due to their intrinsic computational tractability,
our collection of idealized models constitutes a perfect starting point for un-
derstanding and, ultimately, possibly improving the complex processes under
investigation. It is likely that practitioners will ﬁnd our models in a sense
oversimpliﬁed, but they will however be able to extract useful information
from the analytical descriptions provided in this thesis about various collec-
tive phenomena emerging in such context.
The introduction of history-based routing mechanisms in queueing networks,
as considered throughout this thesis, is a new topic in itself. For this reason,
lots of attention has been paid to emphasize the originality of our work as well
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as to conﬁne it clearly by drawing some relationships with several potentially
related domains. We have furthermore, all along this work, adopted an ap-
proach that is as didactic as possible. We hope that this choice of presentation
will help non-specialists to go through the arguments, but will nevertheless let
specialists appreciate new advances in their ﬁeld. In this regard, the stylized,
solvable models proposed in this thesis allow for synthetic, mostly analytical
resolutions and they are thus well-tailored to be possibly taught to students
in master or post-graduate courses.
Lausanne, November 2009 Olivier Gallay
Summary
Waiting time in any network is often a costly and hence a bad experience.
Therefore, to avoid jamming regions becomes essential in the optimization of
traﬃc ﬂows. In this regard, the conception and the control of complex net-
works supporting ﬂows of units are key issues in various strategic engineering
and service areas ranging from manufacturing systems, supply chains, retail
stores, transportation and communication networks to only quote a few. Flow
dynamics depend jointly on the routing rules deﬁning the ways the units are
dispatched at the network vertexes and on the behaviour of the servers which
process these items. Due to stochastic customer demands, to ﬂuctuations in
the raw material of supply chains, to failures arising in production devices,
to uncertainties in operator availability and to ubiquitous ﬁnancial volatility
steadily aﬀecting optimization objectives, the ﬂow dynamics are always af-
fected by random ﬂuctuations. The need to model, to study and to quantify
the characteristics of such complex stochastic dynamics has strongly stimu-
lated the development of the so-called queueing network (QN) theory. Under
fairly general hypothesis (including the possibility to describe the underly-
ing dynamics by general Markov processes), powerful methods are available
to calculate the time-invariant probability densities ultimately describing the
system state and therefore to obtain useful quantitative information on the
corresponding stationary regimes. However, the Markovian character imposed
to the dynamics obviously limits not only the behaviour of the servers but also
lays down strong restrictions on the allowable routing rules followed by the
circulating items.
While the classical QN theory assumes that the circulating items compos-
ing the ﬂows are mainly passive entities, it is however mandatory in numer-
ous applications that each circulating item possesses its own identity as well
as the ability to take individual decisions. Indeed, the inherent complexity
characterizing nowadays production and/or service networks strongly favours
decentralized and self-organizing mechanisms to regulate the circulating ﬂows
of humans, matter and/or information. This clearly shows the importance
Xto study the ﬂow dynamics of QNs visited by autonomous travelling agents
which select their routing according to individual historical data collected dur-
ing their past progression in the network. When such kind of history-based
(HB) routing mechanisms is taken into account, the resulting ﬂow dynamics
are intrinsically non-Markovian and hence one of the fundamental assump-
tion of classical QN theory is explicitly violated. In particular, the existence
of stationary regimes can not be anymore guaranteed. As it will be unveiled
in this thesis, the joint action of HB features and of feedback loop topologies
in the QNs opens wide the door for the emergence of entirely new dynamical
features. The decentralized autonomous dispatching rules considered in the
present work require the capability for each circulating entity to monitor, to
memorize and to process data. As a consequence, we actually consider agents
that autonomously adapt to environmental changes and that interact to pro-
duce intelligent global behaviours. As it is typical for self-organized systems,
the numerous stigmergic interactions between the agents and their environ-
ment open possibilities for the emergence of various collective structures. In
this context, we show in the present thesis how QNs in which agents are al-
lowed to modify autonomously their routing strategies according to measures
of (i) their personal waiting times and/or (ii) real-time observations of the
queue contents might give rise to the creation of dissipative collective spatio-
temporal patterns. By restricting our analysis to simple network topologies
and despite the intrinsically non-Markovian character of the dynamics, we
are able to explicitly provide analytical results characterizing the macroscopic
structures that might appear in such stylized multi-agent QNs. Since the dif-
ferent emerging collective patterns that will be described in this work are
solely induced by the agents’ local actions and interactions, our particular
QNs reveal themselves to be speciﬁc instances of complex adaptive systems
(CAS).
For the purpose of modelling recurrent services, we ﬁrst consider the dynam-
ics of a single server feedback queueing system where the agents’ autonomous
decision to take the feedback loop depends on their individual experimented
waiting time. This is an idealization of the dynamics induced by a collection
of customers who remain loyal to a server provided their service time stays
below a critical threshold. The emerging self-organized behaviour takes the
form of a cyclo-stationary regime which exhibits a periodical purging of the
queue content. This ensures a bounded queue length as well as a maximum
server utilization. Further, we increase the complexity of the network and
consider a topology with two parallel feedback queues in which the agents,
besides their ability to monitor waiting times, also possess a vision capability
(hence, the agents “intelligence” is enhanced). Concerning the agents’ initial
choice between the two service providers, we introduce several diﬀerent rout-
ing policies. These autonomous rules, which are wholly based on speciﬁc agent
capabilities, diﬀer in their level of complexity and with respect to the avail-
able amount of information about the current system state. In this context,
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we are able to analytically characterize nonlinear collective behaviours such
as synchronization of oscillations and noise-induced stabilization.
Next, we consider the market partition dynamics between two recurrent ser-
vice providers in a closed topology, where the customers’ satisfaction depends
as before in a nonlinear fashion on the elapsed waiting time to receive service.
We describe the periodic cannibalization eﬀects that might emerge in this
system. Further, we introduce spatial considerations within the dynamics of a
system composed of two servers competing for a stationary incoming ﬂow of
customers. More particularly, we study explicitly the market sharing dynamics
between these two service providers when customers are not only sensitive to
costs related to waiting time but also to transportation costs. In this context,
we fully characterize the phase transition that occurs between regimes where
waiting time considerations are predominant and regimes where transporta-
tion aspects dominate.
While the multi-agent type of dynamics considered in this work is in essence
inspired by human behaviour, the present modelling framework is by far not
only restricted to social systems. Indeed, to attach RFID or “smart tags”
on any type of circulating units (raw materials, ﬁnished goods, carrying pal-
lets,...) allows for the implementation of such type of decentralized dynamics
in logistics, supply or manufacturing networks dealing with highly customized
products. To illustrate this assertion, we propose a new dynamic fully decen-
tralized load sharing policy (LSP) which optimally dispatches the incoming
workload according to the current availability of a set of operators. The under-
lying decentralized decisions rely on a “smart tasks” paradigm in which each
incoming task is endowed with speciﬁc autonomous routing decision mecha-
nisms. By optimal LSP, we mean here that our “smart tasks” based algorithm
permanently requires the engagement of a minimum number of operators while
still respecting due dates. The numerous stigmergic interactions between these
autonomous tasks solely cause the optimal LSP to emerge.
Keywords: Queueing Systems, Multi-Agent Dynamics, Autonomous History-
Based Routing, Nonlinear Delayed Feedback, Spatio-Temporal Patterns, Self-
Organization, Complex Adaptive Systems, Production and Service Networks.

Re´sume´
Dans tout syste`me industriel ou de service, attendre repre´sente souvent pour
l’utilisateur une de´sagre´able, voire une couˆteuse expe´rience. Par conse´quent, il
devient alors essentiel, lorsque l’on cherche a` optimiser les ﬂux de traﬁc dans
de tels re´seaux, de chercher a` e´viter la formation de re´gions congestione´es.
Pour ces raisons, la conception et le controˆle de re´seaux complexes, impliquant
des ﬂux d’e´le´ments de´termine´s, donne naissance de nos jours a` des proble`mes
incontournables dans des domaines strate´giques varie´s tels que la gestion de
chaˆınes logistiques, le commerce de de´tail ou encore les re´seaux de communi-
cation et de transport. La dynamique de tels ﬂux de´pend non seulement du
comportement des serveurs traitant les diﬀe´rents e´le´ments en circulation, mais
e´galement des re`gles de routage de´ﬁnissant le parcours de ces unite´s au sein du
re´seau. L’aspect souvent stochastique de la demande, la variabilite´ aﬀectant la
disponibilite´ de la matie`re premie`re au sein des chaˆınes logistiques ainsi que
les ince´ssantes ﬂuctuations e´conomiques impliquent que les dynamiques de
ﬂux a` conside´rer sont clairement de nature ale´atoire. De`s lors, le besoin tou-
jours plus grand de pouvoir mode´liser, e´tudier et quantiﬁer le comportement
de ces ﬂux stochastiques a hautement stimule´ au ﬁl des ans le de´veloppement
d’une the´orie spe´ciﬁque de´die´e a` l’e´tude des re´seaux de ﬁles d’attente. Cette
the´orie oﬀre, sous des hypothe`ses relativement ge´ne´rales (qui incluent notam-
ment que la dynamique puisse eˆtre de´crite a` l’aide de processus de Markov
ge´ne´raux), des me´thodes puissantes dans le but de calculer les densite´s de
probabilite´, invariantes dans le temps, de´crivant de manie`re ultime l’e´tat du
syste`me. Ces me´thodes classiques permettent par conse´quent d’obtenir des in-
formations importantes concernant les re´gimes stationnaires correspondants.
Toutefois, il est important de remarquer que la nature markovienne que l’on se
doit d’imposer a` la dynamique induit des limites non seulement sur la marche
des serveurs, mais cela impose e´galement des restrictions fortes sur les re`gles
de routage possibles pour les e´le´ments en circulation.
La the´orie des re´seaux de ﬁles d’attente classique suppose que les ﬂux
d’e´le´ments en circulation sont compose´s d’entite´s essentiellement passives. Il
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est cependant ne´cessaire, pour de nombreuses applications, que les unite´s
en circulation posse`dent une identite´ propre et qu’elles aient ainsi la ca-
pacite´ de pouvoir prendre des de´cisions de manie`re individuelle. En ef-
fet, de nos jours, l’inhe´rente complexite´ qui caracte´rise ge´ne´ralement les
re´seaux de production et de service parle en faveur de l’imple´mentation de
me´canismes de´centralise´s et auto-organise´s pour la re´gulation de ﬂux hu-
mains, de matie`re ou d’information. Par conse´quent, on comprend aise´ment
l’importance que reveˆt l’e´tude de´die´e a` la dynamique de ﬂux dans des re´seaux
de ﬁles d’attente visite´s par des agents autonomes capables de se´lectionner
leur chemin en fonction de donne´es historiques, collecte´es individuellement
lors de leur e´volution passe´e au sein du syste`me. Losrque l’on conside`re ce
type de me´canismes de routage, base´s sur l’historique, il s’ensuit imman-
quablement que la dynamique de ﬂux re´sultante est intrinse´quement non-
markovienne et, par conse´quent, que l’une des hypothe`ses fondamentales de
la the´orie des re´seaux de ﬁles d’attente classique est explicitement viole´e. En
particulier, il n’est plus possible de garantir l’existence de re´gimes station-
naires. A cet e´gard, il sera montre´ dans cette the`se que la prise en compte
de donne´es historiques dans les de´cisions de routage, associe´e a` la pre´sence
de non-line´arite´s topologiques, permet l’e´mergence de dynamiques totalement
nouvelles, ceci meˆme dans des re´seaux de ﬁles d’attente simples. Les re`gles
de routage de´centralise´es conside´re´es dans ce travail impliquent que chaque
entite´ en circulation soit capable d’acque´rir, de me´moriser ainsi que de traiter
certaines donne´es. Nous serons donc en pre´sence d’agents aptes a` s’adapter
de manie`re autonome aux changements de l’environnement dans lequel ils
e´voluent. De plus, ces agents inte´ragirons de sorte a` produire des comporte-
ments collectifs intelligents. En eﬀet, il est ge´ne´rique, pour tout type de
syste`me auto-organise´, que les nombreuses interactions stigmergiques exis-
tant entre les agents et leur environnement donnent naissance a` des struc-
tures macroscopiques varie´es et potentiellement complexes. Dans ce contexte,
nous exhiberons dans cette the`se comment des re´seaux de ﬁles d’attente dans
lesquels les agents en circulation sont capables de modiﬁer de manie`re au-
tonome leur strate´gie de routage en fonction (i) de mesures de leurs temps
d’attente personnels et/ou (ii) d’observations en temps re´el de longueurs de
ﬁle d’attente peut provoquer l’e´mergence, au niveau collectif, de structures
spatio-temporelles dissipatives. En restreignant notre analyse a` des topolo-
gies de re´seau simples, nous fournirons explicitement des re´sultats analytiques
pour caracte´riser les phe´nome`nes macroscopiques pouvant apparaˆıtre dans de
tels syste`mes d’attente multi-agents, ceci malgre´ le caracte`re intrinsique´ment
non-markovien des dynamiques conside´re´es. Ces diﬀe´rentes structures collec-
tives e´tant uniquement dues aux actions ainsi qu’aux interactions des agents
en circulation, nos mode`les de re´seaux de ﬁles d’attente ide´alise´s se re´ve`lent
appartenir de fac¸on manifeste a` la classe des syste`mes complexes adaptifs
(Complex Adaptive Systems).
Dans le but de mode´liser un service recurrent, nous conside´rons premie`rement
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le comportement d’un unique serveur avec possibilite´ de retour, ou` les agents
autonomes basent leur de´cision d’emprunter ou non la boucle de retour sur
le temps d’attente qu’ils ont personellement expe´rimente´ pour recevoir ledit
service. Ce mode`le repre´sente une ide´alisation de la dynamique induite par
une population de clients restant ﬁde`les a` un fournisseur pour autant que leur
temps de service expe´rimente´ soit infe´rieur a` un seuil critique. On observe
pour ce syste`me l’e´mergence d’un re´gime cyclo-stationnaire et plus partic-
ulie`rement d’une purge pe´riodique du contenu de la queue. Cette structure
auto-organise´e assure une longueur de ﬁle d’attente borne´e ainsi qu’une utili-
sation maximale du serveur. Nous augmentons par la suite la complexite´ de la
topologie e´tudie´e et nous nous inte´ressons a` un re´seau ouvert impliquant deux
serveurs avec boucle de retour place´s en paralle`le. Dans ce nouveau mode`le,
“l’intelligence” des agents est accrue et ils posse`dent a` pre´sent, en plus de
leur capacite´ a` mesurer des temps d’attente, un syste`me de vision leur per-
mettant d’observer le contenu des ﬁles d’attente qu’ils rencontrent lors de
leur parcours. Nous introduisons diﬀe´rentes re`gles de de´cision concernant le
choix initial des agents entre les deux serveurs disponibles. Ces me´canismes
de´centralise´s, qui font uniquement appel aux capacite´s spe´ciﬁques des agents,
diﬀe`rent dans leur complexite´ ainsi que dans la quantite´ d’information a` dis-
position sur l’e´tat actuel du syste`me. Nous donnons une caracte´risation ana-
lytique des structures collectives non-line´aires qui e´mergent dans ce contexte,
a` savoir des phe´nome`nes de synchronisation d’oscillateurs ainsi que de stabil-
isation par le bruit.
Nous e´tudions ensuite la dynamique re´gissant la re´partition de marche´ en-
tre deux fournisseurs de service sis dans une topologie ferme´e. Comme
pre´ce´demment, la satisfaction des clients, et par conse´quent leur ﬁde´lite´
a` un fournisseur de service donne´, de´pend a` nouveau du temps d’attente
expe´rimente´ pour recevoir le service concerne´, cette de´pendance e´tant sup-
pose´e non-line´aire. Nous de´crivons explicitement les eﬀets de cannibalisation
qui emergent de fac¸on pe´riodique dans un tel syste`me. Plus loin, nous in-
troduisons des conside´rations spatiales dans l’e´tude de la dynamique d’un
syste`me ouvert compose´ de deux serveurs en compe´tition pour un unique
ﬂux de clients entrants. Plus particulie`rement, nous e´tudions analytiquement
l’e´volution temporelle de la re´partition de marche´ entre ces deux fournisseurs
de service lorsque les clients sont non seulement sensibles aux temps d’attente,
mais e´galement aux coˆuts de transport. Dans ce contexte, nous caracte´risons
entie`rement la transition de phase qui se produit entre des re´gimes ou` les
conside´rations de temps sont pre´dominantes et des re´gimes pour lesquels les
aspects spatiaux sont, au contraire, pre´ponde´rants.
Le type de dynamique multi-agents conside´re´ tout au long de ce travail est
clairement inspire´ du comportement humain, mais il n’est de loin pas limite´
aux re´seaux sociaux. En eﬀet, il est possible d’attacher des puces RFID (i.e.
des e´tiquettes “intelligentes”) sur n’importe quelle sorte d’unite´s en circu-
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lation (pie`ces de´tache´es, produits ﬁnis, pallettes de transport,...) et de per-
mettre ainsi l’imple´mentation de me´canismes de´centralise´s dans des re´seaux
logistiques, d’approvisionnement ou encore de production. Une telle gestion
de´centralise´e permet notamment de traiter de manie`re eﬃcace les proces-
sus de production de produits posse´dant un nombre important de variantes,
car e´tant hautement personnalisables. Nous proposons un mode`le qui illustre
parfaitement l’eﬃcacite´ que peut reveˆtir l’imple´mentation de telles me´thodes
multi-agents dans des re´seaux de production. Plus pre´cise´ment, nous intro-
duisons un nouveau me´canisme optimal de re´partition de charge, dynamique
et de´centralise´, qui permet de distribuer une charge de travail entrante en
fonction de la disponibite´ actuelle d’un ensemble d’ope´rateurs. Par optimalite´,
nous entendons ici que notre algorithme assure de fac¸on permanente que le
nombre d’ope´rateurs engage´s est minimal, tout en garantissant le respect de
dates d’e´che´ance donne´es. Dans notre mode`le, chaque taˆche entrant dans le
syste`me est dote´e de me´canismes lui permettant de prendre des de´cisions
autonomes spe´ciﬁques. Les nombreuses interactions stigmergiques entre ces
taˆches autonomes provoquent a` elles seules l’e´mergence d’une re´partition op-
timale de la charge entrante entre les diﬀe´rents ope´rateurs, ceci de manie`re
permanente et avec haute reactivite´.
Mots cle´s: re´seaux de ﬁles d’attente, dynamique multi-agents, routage au-
tonome base´ sur l’historique, re´actions non-line´aires et diﬀe´re´es, structures
spatio-temporelles, auto-organisation, syste`mes complexes adaptifs, re´seaux de
production et de service.
Zusammenfassung
Die Wartezeit in einem Netzwerk ist oftmals kostenintensiv und daher eine
schlechte Erfahrung. Deshalb ist es fu¨r die Optimierung von Verkehrsstro¨men
grundlegend, blockierte Regionen zu vermeiden. In dieser Hinsicht unterstu¨tzen
die Konzeption und Kontrolle von komplexen Netzwerken im Kern die Stro¨me
von Einheiten in verschiedenen strategischen Ingenieur- und Dienstleistungs-
gebieten, die von Fertigungssystemen, zu Liefer- und Versorgungsketten,
Warengescha¨ften, Transport- und Kommunikationsnetzwerken reichen, um
nur einige Beispiele zu nennen. Die Stro¨mungsdynamik ha¨ngt gemeinsam
von den Regeln der Routenwahl, die den Weg der Einheiten im Netzwerk
abwickeln und von der Serverdynamik ab, die das Voranschreiten der Ein-
heiten antreibt. Infolge stochastischer Schwankungen der Verbrauchsnach-
frage, Fluktuationen der Ausgangsmaterialen in der Lieferkette, anfallen-
den Ausfa¨llen in den Produktionselementen, Unsicherheiten der Verfu¨gbarkeit
der Anlagen und allgegenwa¨rtigen ﬁnanziellen Preisschwankungen, die stetig
auf die zu optimierenden Ziele einwirken, ist die Stro¨mungsdynamik immer
von zufa¨lligen Fluktuationen beeinﬂusst. Die Erfordernis, die Charakteris-
tiken einer solchen komplexen stochastischen Dynamik zu modellieren, zu
studieren und zu quantiﬁzieren, hat stark die Entwicklung der Queueing Net-
work Theory vorangetrieben. Nach einer ziemlich generellen Hypothese (die
die Mo¨glichkeit beinhaltet, die zugrundeliegende Dynamik durch generelle
Markov-Prozesse zu beschreiben), sind leistungsfa¨hige Methoden verfu¨gbar,
um Zeit-invariante Wahrscheinlichkeitsdichten abzuleiten, welche letztlich den
Systemzustand beschreiben und daher nu¨tzliche Informationen der korre-
spondierenden stationa¨ren Regime liefern. Allerdings begrenzt eine Anwen-
dung der Markov-Eigenschaft auf die Dynamik oﬀensichtlich nicht nur das
Verhalten der Zusteller, sondern legt auch der erlaubten Auswahl von Routen
starke Einschra¨nkungen auf, nach denen die Gu¨ter umlaufen ko¨nnen.
Wa¨hrend die klassische Queueing Network Theory annimmt, dass sich im
Umlauf beﬁndliche Gu¨ter aus Stro¨men zusammensetzen und hauptsa¨chlich
passive Gro¨en sind, ist es jedoch zwangsla¨uﬁg in zahlreichen Anwendungen
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so, dass jede im Umlauf beﬁndliche Einheit sowohl seine eigene Identita¨t als
auch die Fa¨higkeit besitzt, individuelle Entscheidungen zu treﬀen. Tatsa¨chlich
bevorzugt die heutzutage inha¨rente und/oder Produktions- und Service-
Netzwerke charakterisierende Komplexita¨t eindeutig dezentralisierte und selb-
storganisatorische Mechanismen, um die im Umlauf beﬁndlichen Einheiten
von Mensch, Materie und/oder Energie zu regulieren. Dies begru¨ndet deut-
lich die Bedeutung des Studiums der Stro¨mungsdynamik von Queueing Net-
works, die von autonom reisenden Agenten bevo¨lkert werden, die ihre Route
entsprechend ihrer individuellen Vorgeschichte wa¨hlen, welche sie durch ihren
vergangenen Verlauf im Netzwerk gesammelt haben. Wenn solche Art der
von der Vorgeschichte abha¨ngigen Routenmechanismen in Betracht gezogen
werden, ist die sich ergebende Stro¨mungsdynamik an sich Nicht-Markovisch,
wodurch eine der fundamentalen Annahmen der klassischen Queueing Net-
work Theory ausdru¨cklich verletzt ist. Besonders die Existenz von stationa¨ren
Regimen kann nicht mehr la¨nger garantiert werden. Wie in der Thesis enthu¨llt
werden wird, o¨ﬀnen die gemeinsamen Handlungen der geschichtsabha¨ngigen
Eigenschaften und die Strukturen der Ru¨ckkopplungsschleifen in den Queue-
ing Networks das Tor fu¨r das Auftreten von vollkommen neuen dynamis-
chen Eigenschaften. Die dezentralisierten autonomen Regeln der Verteilung,
die in der vorliegenden Arbeit betrachtet werden, erfordern die Fa¨higkeiten
des umlaufenden Agenten, zu beobachten, zu erinnern und Daten zu verar-
beiten. Als direkte Konsequenz beobachten wir tatsa¨chlich Agenten, die sich
autonom auf Vera¨nderungen der Umwelt anpassen und die interagieren, um
intelligentes Verhalten auf globaler Ebene zu produzieren. Wie es fu¨r selb-
storganisierende Systeme typisch ist, ero¨ﬀnen die zahlreichen stigmergischen
Interaktionen zwischen den Agenten und ihrer Umgebung Mo¨glichkeiten fu¨r
das Aufkommen verschiedener kollektiver Muster. In diesem Zusammenhang
zeigen wir in dieser Arbeit wie Queueing Networks, in denen den Agenten
erlaubt ist, selbststa¨ndig ihre Routenstrategie entsprechend der Einscha¨tzung
der (i) perso¨nlichen Wartezeit und/oder (ii) der Echtzeit der Beobachtungen
der Warteschlangendauer zu modiﬁzieren, Aufschluss u¨ber das Aufkommen
von dissipativen, kollektiven und ra¨umlich-zeitlichen Mustern geben ko¨nnen.
Durch die Einschra¨nkung unserer Analyse auf einfache Netzwerk-Topologien
und trotz des intrinsischen Nicht-Markovischen Charakters der Dynamik, sind
wir ausdru¨cklich in der Lage, analytische Ergebnisse bereitzustellen, die die
makroskopische Struktur in solch einem stilisierten Multi-Agenten Queue-
ing Network auftreten la¨sst. Zumal die unterschiedlichen auftretenden kollek-
tiven Muster, die in dieser Arbeit beschrieben werden, ausschlielich durch die
Aktionen der Agenten und Interaktionen bedingt sind, und unser Queueing
Networks selbst speziﬁsche Belegstellen von komplexen adaptiven Systemen
(Complex Adaptive Systems) aufweist.
Um rekurrente Dienstleistungen zu modellieren, betrachten wir zuerst die
Dynamik eines einzelnen Server Feedback Queueing Systems, bei dem die
autonomen Entscheidungen der Agenten, eine Ru¨ckkopplungsschleife zu be-
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nutzen, von der individuell erlittenen Wartezeit abha¨ngt. Dies stellt eine Ideal-
isierung der Dynamik dar, die nur die loyal zu einem Server verbleibenden Ver-
braucher erfasst, so dass ihre Servicezeit unterhalb einer kritischen Schwelle
bleibt. Das Auftreten einer selbstorganisierenden Dynamik nimmt die Gestalt
eines wechselstationa¨ren Regimes an, welches eine periodische Durchspu¨lung
der in der Warteschlange beﬁndlichen Einheiten bewirkt. Dies sichert eine
begrenzte Dauer der Warteschlange sowie eine maximale Nu¨tzlichkeit des
Servers. Desweiteren steigern wir die Komplexita¨t des Netzwerks und betra-
chten eine Topologie mit zwei parallelen Queueing Feedback Loops, in denen
die Agenten, neben ihrer Mo¨glichkeit, ihre Wartezeit im Auge zu behalten,
ebenfalls eine Fa¨higkeit besitzen, in die Zukunft zu blicken, so dass von hier
an die Intelligenz der Agenten erweitert ist. In Bezug auf die urspru¨ngliche
Wahl der Agenten zwischen zwei Service-Anbietern, fu¨hren wir einige unter-
schiedliche Routenregeln ein. Diese autonomen Regeln, welche komplett auf
den speziﬁschen Eigenschaften der Agenten basieren, unterscheiden sich in
ihrem Level der Komplexita¨t und bezu¨glich der verfu¨gbaren Menge an In-
formationen u¨ber den laufenden Systemzustand. In diesem Zusammenhang
sind wir in der Lage, analytisch das nicht-lineare, kollektive Verhalten als eine
Synchronisation von Oszillationen und gera¨uschinduzierte Stabilisierungsef-
fekte zu charakterisieren.
Als na¨chstes wird die Dynamik des Marktes zwischen zwei periodisch auftre-
tenden Service-Anbietern in einer geschlossenen Struktur, in der die Zufrieden-
heit der Verbraucher wie schon zuvor auf nicht-lineare Art und Weise von
der bereits verstrichenen Wartezeit fu¨r den Erhalt des Service abha¨ngt,
aufgeteilt. Wir beschreiben die periodischen Kannibalisierungseﬀekte, die in
diesem System entstehen ko¨nnen. Weiterhin fu¨hren wir ra¨umliche Betrachtun-
gen innerhalb der Dynamik eines Systems ein, das aus zwei Servern besteht,
die fu¨r einen stationa¨ren eingehenden Fluss von Verbraucher wetteifern.
Noch genauer untersuchen wir ausdru¨cklich die gemeinsame Benutzung der
Marktdynamik zwischen den beiden Dienstleistungsanbietern, wenn die Ver-
braucher nicht nur empﬁndlich auf Kosten, die mit der Wartezeit verknu¨pft
sind, sondern auch auf Transportkosten reagieren. In diesem Zusammenhang
beschreiben wir komplett den Phasenu¨bergang, der zwischen zwei Regimen
auftritt, bei denen zum einen Betrachtungen zur Wartezeit vorherrschend sind
und Regime zum anderen, bei denen die Transportaspekte dominieren.
Obwohl die in dieser Arbeit betrachtete Dynamik von Multi-Agenten seinem
Wesen nach von menschlichem Verhalten inspiriert ist, ist dieser Model-
lansatz bei weitem nicht auf soziale Systeme beschra¨nkt. Um tatsa¨chlich
RFID oder “smart tags” in jeder beliebigen Art an umlaufenden Stu¨ckzahlen
(Rohstoﬀen, Endprodukten, Stapelpalleten,...) einzubringen, sind fu¨r solche
Art von Anwendungen einer dezentralisierten Dynamik in Logistik, Liefer-
oder Herstellungsnetzwerken umgehend ho¨chst mageschneiderte Produkte er-
laubt. Zur Veranschaulichung beabsichtigen wir eine neue Dynamik einer vol-
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lkommen dezentralisierten Load Sharing Policy (LSP) einzufu¨hren, welche
optimal die anfallende Arbeitslast von einem Satz an Benutzern entsprechend
der laufenden Verfu¨gbarkeit abfertigt. Die grundlegenden dezentralisierten
Entscheidungen beruhen auf einem “smart task”-Paradigma, in welchem jede
einfallende Aufgabe mit speziﬁschen unabha¨ngigen Mechanismen zur Route-
nauswahl ausgestattet ist. Mit einer optimalen LSP meinen wir hier, dass un-
sere auf smart tasks basierenden Algorithmen permanent die Bescha¨ftigung
einer minimalen Anzahl von Betreibern erfordern, wa¨hrend dabei stets das
Fa¨lligkeitsdatum beru¨cksichtigt wird. Die zahlreichen stigmergischen Interak-
tionen zwischen diesen autonomen Aufgaben sind einzig und allein die Ursache
fu¨r das Eintreten einer optimalen LSP.
Schlu¨sselwo¨rter: Warteschlangensysteme, Dynamik von Multi-Agenten, au-
tonome von der Vorgeschichte abha¨ngige Ablaufplanung, nichtlinear verzo¨gerte
Ru¨ckkopplung, ra¨umliche und zeitliche Muster, Selbstorganisation, Komplexe
Adaptive Systeme, Produktions- und Dienstleistungsnetzwerke.
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Part I
Introduction and Literature Review

1Introduction
1.1 On the Relationship Between Waiting Time and
Customer Satisfaction - An Introductory Example
Nowadays, the situations where one is subject to wait in queues are plentiful,
ranging from transportation issues to leisure activities. Furthermore, time is
in our globalized society a rare commodity that people try to preserve their
best. In this regard, customers asking for any service turn out to be more and
more demanding concerning the delay to receive it. Numerous studies have in-
deed clearly identiﬁed the great inﬂuence that waiting time plays on customer
satisfaction. In the case of recurrent services, the actual satisfaction felt by the
customers reveals itself to be a key factor as it determines whether they will
stay loyal to a service provider in the future. Such relationship between the
customers’ satisfaction and their loyalty will manifestly aﬀect the dynamics
governing the queueing processes in front of the service providers. Let us now
illustrate this assertion with the help of a simple yet realistic example which
describes a typical situation that could arise in many various service systems.
We consider here a particular ski track, like ones we ﬁnd at any ski resort. As
it is often the case, many skiers use simultaneously the same track and hence,
after each run, a skier possibly has to wait in order to take the ski lift that will
convey him (her) again to the top of the slope. Among other possible satis-
faction criteria (weariness due to successive uses of the same track, quality of
the snow, etc.), the waiting time suﬀered at the ski lift majorly inﬂuences the
skier’s decision to stay on the same ski track or to go farther and try another
one. Basically, each skier possesses a personal patience threshold below which
he (she) will be satisﬁed with the service at the ski lift. This threshold clearly
governs the skiers’ decision to leave a given track or not. Hence, skiers’ routing
decisions within ski track networks sensibly depend on their individual wait-
ing time history within the networks, giving thus an explicit non-Markovian
character to the dynamics arising in such systems. The addition of these nu-
merous local history-based routing decisions creates global collective patterns
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Fig. 1.1. Samivel, Les Chenilles Processionnelles, 1970, aquarelle. Copyright: Muse´e
d’Ethnographie de Gene`ve.
that might take, for example, the form of temporal oscillations of the queue
length at ski lifts, a phenomenon that is very likely to be observed at any ski
resort. These emerging collective structures being fully induced by the skiers’
individual and autonomous actions, it becomes thus essential to consider such
class of microscopic local decisions in order to get an accurate description of
the global system behaviour.
1.2 Fundamental Motivations - Multi-Agent Dynamics
in Queueing Networks
The optimal control of the ﬂow dynamics of matter, information and money
feeding complex network structures is a classical topic in operational research.
This general problem arises naturally in several strategic areas such as pro-
duction/supply chains, passengers/cargo transport and computerized com-
munication systems. The ﬂow dynamics depend jointly on the routing rules
deﬁning the ways the ﬂows are dispatched at the network vertexes and on
the dynamics of the servers which process the various items in circulation.
Due to stochastic customer demands, to ﬂuctuations in the raw material in
supply chains, to failures arising in the production devices, to uncertainties
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in operator availability and to ubiquitous ﬁnancial volatility steadily aﬀecting
optimization objectives, the ﬂow dynamics are always aﬀected by random ﬂuc-
tuations. The need to model, to study and to quantify the characteristics of
such complex stochastic dynamics has strongly stimulated the development of
the queueing network (QN) theory. Nowadays, the QN theory oﬀers a wealth
of reliable mathematical tools for calculating most relevant performance mea-
sures of such dynamics. The basic hypothesis behind any QN modelling is the
possibility to describe the underlying dynamics by general Markov processes.
When this is realized, very general results (pioneered by the widely known
Jackson factorization theorem) are available to characterize time-invariant
ﬂow regimes and hence to compute stationary performance measures (a more
detailed description of these classical concepts is given in Section 1.3). Impos-
ing such a Markovian character obviously limits not only the dynamics of the
servers but also lays down strong restrictions on the allowable routing rules
followed by the circulating items. In the present work, we will study networks
for which the Markovian character of the dynamics has to be abandoned. More
precisely, the non-Markovian features will originate from the routing decisions
which will be based on the items’ individual experience collected during their
journey through the QNs. In other words, we will consider history-based (HB)
routing laws along this thesis. The presence of memory mechanisms in routing
decision rules explicitly precludes the Markovian character of the underlying
dynamics and this opens wide the door for the emergence of entirely new dy-
namical features. More particularly, the very existence of stationary regimes
can no longer be taken for granted when HB rules are implemented. As we
will see, the joint presence of feedback loop topologies in the QNs (i.e. pos-
sibilities of ﬂow re-injections) and HB routing decisions is responsible for the
emergence of collective spatio-temporal patterns in the ﬂow dynamics. As a
typical example of such global structures, the implementation of autonomous
HB routing rules in QNs actually implies the existence of delay eﬀects in the
dynamics and as a result oscillatory behaviours are likely to be observed. As
it will be pointed out in this thesis, note that depending on the speciﬁc objec-
tive functions to be fulﬁlled within the QNs, the possible emerging collective
patterns might be either seen as positive or negative eﬀects and should hence
be respectively favoured or suppressed.
In general, numerous HB routing rules could be considered. In this thesis
we will mainly focus on situations where the time spent in speciﬁc sections of
the QNs will determine the criterion used to select a speciﬁc route on which
to engage at a bifurcating node of the network. Implicitly, such waiting time
criteria require a real-time capability for each circulating agent1 to monitor,
to memorize and then to process data to ultimately form an individual rout-
ing decision. As a direct consequence, one realizes that we actually deal with
1 From now on, we will speak of agents, customers and “smart” parts interchange-
ably.
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QNs roamed by autonomous, decision making (i.e. “intelligent”) agents, with
stigmergic2 mutual interactions. Furthermore, since the diﬀerent emerging col-
lective patterns that will be described in this work are solely induced by the
agents’ autonomous routing decisions, our particular QNs might be seen as
particular instances of complex adaptive systems.
While the multi-agent type of dynamics considered here is in essence inspired
by human behaviour, our modelling framework is by far not only restricted to
social (service) networks. Indeed, attaching RFID or smart tags on any kind
of circulating units allows for the implementation of such type of decentralized
dynamics in logistics, supply or manufacturing networks. To emphasize the
actual importance of developing such type of decentralization techniques, it
is enlightening to know that the German Research Foundation (DFG) is cur-
rently massively funding a research project3 which goes exactly into that di-
rection. As the dynamic and structural complexity of logistics networks makes
it very diﬃcult to provide all information necessary for fully central planning
and control, this research project, via a highly holistic and cross-disciplinary
approach, studies in detail the theoretical and practical dimensions concern-
ing the implementation of autonomous processes within logistics systems.
In regard to the above considerations, it follows that the present work is
strongly interdisciplinary as it stands at the frontier between various active
research ﬁelds, namely QN theory, agent-based modelling, complexity science
and management of logistics networks. Note in addition that the approach
chosen in this thesis is to avoid idiosyncrasy and consequently to construct
stylized models that remain analytically tractable thanks to a limited num-
ber of considered parameters. The development of such idealized models is
important since they potentially allow for the calibration and validation of
more realistic and idiosyncratic frameworks that can be characterized solely
by simulation techniques.
2 Stigmergic qualiﬁes indirect communication in a self-organizing system where
individual parts (here the circulating agents) interact with one another by modi-
fying their local environment (here the environment is basically the queue length).
The concept of stigmergy was originally introduced by Pierre-Paul Grasse´ in the
context of zoology to describe the behaviour of social insects (more particularly
termites), [49]. Stigmergy occurs when the behaviour of a subject is determined
or inﬂuenced by the consequences of the other subjects’ previous actions.
3 Collaborative Research Centre 637 “Autonomous Logistics Processes - A
Paradigm Shift and its Limitations” (SFB 637), active from 2004 and at least
until 2011 at the University of Bremen, Germany.
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1.3 Essential Diﬀerences with Classical Approaches
Stochastic networks, the other appellation of QNs, refer to queueing systems
in which customers move between diﬀerent stations (the network nodes) where
they receive services. One encounters such networks in many various areas such
as transportation, telecommunication, distributed computing, manufacturing
or supply chains. This high potential for applicability has engendered a proliﬁc
research activity in the last ﬁfty years, which has resulted in the construction
of a dedicated theory that provides powerful tools useful for the description of
general QNs. As exposed in [120], classical QN theory mainly consists in ap-
proximating the dynamics of queueing systems by time-homogeneous Markov
chains. The ultimate goal of this modelling technique is to compute the time-
invariant distribution of these Markov chains by solving a linear system of
equations (the so-called routing balance equations). Provided the chain is irre-
ducible4 and ergodic, a unique stationary distribution exists and this measure
is also the limiting distribution of the chain (i.e. the system is asymptotically
stationary). This time-invariant distribution, which fully characterizes the sta-
tionary state of the associated QN, might then be used to compute valuable
information about the system behaviour, such as the average throughput of
the servers or the customers’ mean sojourn time at the network nodes.
It is possible to describe a QN with a Markov chain when the three following
properties are satisﬁed:
(1)The external arrivals feeding the network can be modelled by general re-
newal processes.
(2) Similarly, the successive service times at each node of the network also
form a general renewal process.
(3)Customers move between the nodes of the network according to indepen-
dent Markovian routing.
Under the above hypothesis, a stochastic network can be represented by a
Markov process whose dynamics {ζt, t ∈ R} at time t start afresh from ζt.
In other words, the state of the queueing system at time t contains all the
relevant information about past evolution that is mandatory to predict the
future behaviour. While the memoryless properties (1) and (2) of the renewal
processes describing the services and arrivals will be satisﬁed in the present
work, the assumption (3) on the Markovian character of the routing will in
our context be explicitly violated. Indeed, due to their HB characteristics, the
routing mechanisms considered in this work will obviously not be independent
of the past evolution of the network. Consequently, it will make the descrip-
tion of our queueing systems by Markov chains impossible, as well as it will
preclude classical computation of stationary measures with the help of linear
4 The probability of transition between any two possible states of the chain is
strictly positive.
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routing balance equations.
To emphasize the novelty of our approach, we describe in the following the
two most famous classes of QNs, namely Jackson and Whittle networks. Con-
trary to the models that will be introduced in this work, the whole three
above Markov properties are valid for both of these classes and hence general
results are available for the description of stationary regimes. These two wide
classes of networks, which are consequently both Markov processes, have no-
tably become prominent because their explicit stationary distributions exhibit
comfortable closed-form (i.e. product-form) expressions.
(1) Jackson networks.
One of the simplest, yet general class of QNs is universally known as
Jackson networks. Indeed, this ﬁrst signiﬁcant development in QNs has
ﬁrst been introduced in the sixties by Jackson, [65, 66]. A Jackson network
consists in a ﬁnite number of nodes, each one representing a service facility.
The customers are assumed homogeneous (at each node, the service time
distribution and the routing mechanism is the same for all customers) and
the queue discipline is FIFO. In the case of an open network, customers
arrive from outside following a Poisson process. While the service times
at each node are assumed to be exponentially distributed, the service rate
can be both node-dependent and state-dependent. More particularly, in a
Jackson network, the service rate and routing at each node might solely
depend on the current congestion state of that node (i.e. the dependency
only involves the number of customers waiting at the moment at that
service facility). The management procedures are hence only based on local
(incomplete) information about the system state. It is widely established
that Jackson networks are ergodic and that it is possible to solve easily
the routing balance equations (also called traﬃc equations) in order to
ﬁnd the unique invariant measure, which possesses a simple product form,
[29, 48, 109].
Between 1960 and 1975, Jackson networks were the only ones used for mod-
elling QNs on account of their simplicity of use. The emergence of computer
systems restarted the research into simple solutions for new types of networks
and gave the impulsion for the development of a class of QNs that is exten-
sively known nowadays under the name of Whittle networks, [123].
(2)Whittle networks.
A signiﬁcant extension of Jackson networks has been developed over the
years and constitutes the class of Whittle networks. In the Whittle mod-
elling framework, the service rate and the routing at a particular node
might not only depend on the current congestion state of that node but
on the global congestion state of the network (i.e. the dependency involves
here the number of customers being at the moment at all the nodes).
Concerning the routing mechanisms, while they still have to be assumed
Markovian, they can now be based on an enhanced (complete) knowledge
1.3 Essential Diﬀerences with Classical Approaches 9
of the current system state. Moreover, Whittle processes are perfectly suit-
able to model networks with multiple types of units. In that situation, each
circulating unit carries a class label which can be permanent or temporary
and subject to change as the unit moves through the network. Follow-
ing this setting, the routing mechanisms and the service rates might now
depend on the customer type. In essence, the only diﬀerence is that one
has to construct now a Markov process that keeps track not only of the
global number of units at the nodes of the network but that character-
izes the number of units of each type at all the nodes. Obviously, the
number of diﬀerent customer types has to be ﬁnite to allow for such a
construction. While the queue policy was necessarily FIFO for Jackson
networks, the introduction of diﬀerent classes of customers allows for the
implementation of policies that give priority to speciﬁc customers. Despite
their enhanced complexity, Whittle networks still allow for the straight-
forward computation of product-form stationary distributions, [29, 109].
The two following sub-classes of Whittle networks are pointed out as they
are especially prominent.
• Kelly networks. These particular Whittle processes, introduced by
Kelly in [73], are multiclass networks in which the customers are divided
into classes with respect to their speciﬁc route through the network.
Accordingly, the type of a customer is allowed to inﬂuence its routing
decisions as well as its exponential service time distribution at each
queue.
• Baskett, Chandy, Muntz and Palacios (BCMP) networks. In these
speciﬁc networks, the service times depend on both the number of cus-
tomers at the node and the number of customers of the same type as
that being served, [16]. Moreover, the service times are generalized in
BCMP networks and might follow in that context Cox distributions.
Note that these particular distributions still possess the Markov prop-
erty, but in a multidimensional space, [48].
Formally, following the classical modelling frameworks described above, we
would be along this thesis in presence of multiclass QNs with an inﬁnite num-
ber of customer classes. Indeed, after each service completion, the circulating
agents should be categorized with respect to their individual experimented
waiting times, as these HB measures determine their future routing through
the network. As the distribution of the waiting times is assumed continuous in
our modelling framework (arrival and service times follow renewal processes),
an inﬁnite number of classes would necessarily be needed to classify the agents
and for this reason we would violate one of the pillar hypothesis of classical
multiclass QNs.
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1.4 Reducing and Handling the Complexity - On the
Importance of Stylized Models
In the last decade there has been a large interest in the development of agent-
based models (ABMs) aimed at reproducing and understanding the emergence
of collective patterns from the lower level of complex systems to a higher level.
In other words, multi-agent frameworks are built to allow for a microscopic
description of the many local actions and interactions governing the global
behaviour of various dynamical systems (a more detailed discussion on ABMs
as well as a succinct state of the art in that ﬁeld is given in Section 2.3). In
this perspective, two opposite approaches might be considered.
The mainstream way (that composes the great majority of the devoted liter-
ature) to treat multi-agent systems tends towards idiosyncrasy and, accord-
ingly, towards the development of extremely detailed modelling frameworks. In
that regard, the number of considered parameters becomes rapidly large, in or-
der to represent agents’ heterogeneity and local possibly complex behaviours.
Such a modelling approach obviously leads to models with high intrinsic com-
plexity and an analytical resolution becomes in that context very unlikely to
obtain. The ever increasing computational power available nowadays is hence
mandatory to handle such complex multi-agent systems and speciﬁc powerful
simulation frameworks are developed in this sense. The main advantage of
such pure numerical description techniques is that one can imagine, model
and simulate almost any level of complexity (within the limits of the available
computing capacity). However, the major resulting drawback is a lack of po-
tential for generalization.
On the other hand, the point of view adopted in this thesis is to handle the
complexity by reducing drastically the number of considered parameters and
to propose consequently stylized (i.e. idealized) models that remain analyti-
cally tractable. Such kind of models nevertheless permits to obtain a detailed
understanding of the origin and nature of the emerging collective patterns.
Moreover, the simplicity of the models implies that changes and variants can
be addressed in a simple way, in order to eventually incorporate additional
features. The same choice of modelling approach has been recently adopted
in economics, [3]. In this contribution, a minimal ABM for ﬁnancial markets
is proposed to understand the nature of several global self-organized patterns
that appear in this context. While real markets are obviously extremely com-
plex systems, this stylized model follows the alternative of incorporating only
the essential ingredients to reproduce the most important deviations that
might be observed in price evolution. As a consequence, the understanding
of these collective phenomena becomes in this framework more limpid. In
spite of the limited number of considered parameters, this study on ﬁnancial
markets however represents a solid basis on which one might eventually add
more realistic features thereafter. Note that stylized models naturally fulﬁl
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the logical principle of the Occam’s razor5 (also known as the law of parsi-
mony), which states that the explanation of any phenomenon should make as
few assumptions as possible and should consider the smallest number of pa-
rameters, eliminating those that make no diﬀerence in the observed evolution.
It is interesting to wonder about the pertinence of the two antagonistic mod-
elling approaches described above and the potential synergy that exists be-
tween them. When idiosyncratic simulation frameworks, that tend to be a
very detailed representation of reality, are without contest powerful and close
to applications (and thus potentially easily transferable to the private sector),
their complexity might make their analysis becomes very tricky. Some ques-
tions arise: how to validate the simulated results and how to determine if they
are representative? Furthermore, how to determine whether the considered
model is the “right” one and whether it is correctly calibrated? Due to the
large range of considered parameters, validation methods are rare (they are
in most cases nonexistent), as they are very complicated to establish. In the
matter of consistency, it remains however absolutely essential to be able to
determine the sensitivity of the models, their robustness as well as their level
of generality. As an example, this modelling problem has recently arisen in
economics, more precisely in several successive attempts to model the French
labour market. The stylized model proposed in [26], which analyzes the intro-
duction of a new job contract into the labour market, is missing some features
that appear at the microscopic level (i.e. oscillations of the unemployment
rate, which describe job precariousness) in the idiosyncratic multi-agent simu-
lation framework developed in [83]. However, the calibration and validation of
this simulation modelling framework would have been impossible without the
former mean-ﬁeld idealized model introduced in [26]. This example perfectly
shows the mutual need that exists between the two antagonistic modelling
approaches and, although stylized models are in a sense less complete and
obviously truncated representation of real-life applications, there is clearly a
synergy between them and the more realistic microscopic models obtained by
pure simulation techniques. Indeed, the workability of the ﬁrst ones (i.e. their
handled complexity) might potentially allow for the essential validation and
calibration of the second ones.
In [90], B. McKelvey makes a virulent attack on the idiosyncratic trend that
widely predominates nowadays in organization science and he carefully argues
for the importance of the development in parallel of idealized models. History
has shown that such idealizations, which assume uniform rather than complex
heterogeneous microstates and hence allow for tractable studies, have often
proven to be useful in the life cycle of a science. Indeed, McKelvey defends
in his diatribe that, although stylized models are not exact representations of
5 “Entities should not be multiplied unnecessarily”, statement apocryphally at-
tributed to William of Ockham, 14th century.
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real phenomena, they have in many situations provided a necessary basis to
give way thereafter to more realistic modelling frameworks.
1.5 Original Contributions Exposed in this Thesis
In this section, we brieﬂy expose the main contributions contained in this
work, ﬁrst from a fundamental angle then from a conceptual point of view.
Note that a detailed list of all the new results and contributions enclosed in
each chapter is provided in the sections concluding every chapter.
1.5.1 Fundamental Point of View
The study of spatio-temporal ﬂow patterns due to autonomous agents travel-
ling with HB (hence non-Markovian) routing rules remains, despite its truly
strong interdisciplinary integration, an almost unexplored topic in QN the-
ory. On the other hand, with a view to potential applications (besides service
systems), the highly ﬂexible modern production and supply networks, able to
satisfy extreme ranges of customized products, rely more and more on decen-
tralized mechanisms able to self-organize the material ﬂows visiting intricate
network topologies. In this context, we introduce in this thesis several solv-
able models that exhibit some of the collective phenomena that could emerge
within the dynamics of such systems. We describe mostly analytically these
emerging self-organized patterns. As a result of this analysis, we actually
transfer and introduce in the ﬁeld of service and production systems several
phenomena that are classical in basic sciences, namely sustained stable oscil-
lations, synchronization of oscillators, stabilization by noise phenomena and
noise-induced phase transitions.
1.5.2 Conceptual Point of View
When dealing with decentralized, agent-based management in logistics sys-
tems, apart simulation experiments devoted to very speciﬁc case studies, only
rather prospective and mostly conceptual contributions are available in the ex-
isting literature. To the best of our knowledge, there barely exists any available
mathematical modelling studies where the potentiality of the “smart parts”
(i.e. “intelligent” circulating units) concept for production, service and supply
chains networks is analyzed. In this regard, the simple yet paradigmatic, ide-
alized and didactic models proposed in this thesis are highly welcome. They
prove that solvable instances of complex (logistics) adaptive systems might ex-
ist and be thoroughly studied. Furthermore, we provide a tractable example
that clearly illustrates how emerging self-organized patterns in multi-agent
manufacturing systems can be used to optimize the dynamics. Note ﬁnally
that the selection of our models is strongly based on their potential industrial
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relevance and therefore they should retain the attention of a multidisciplinary
audience composed of the community of complex systems scientists as well as
production managers.
1.6 Organization
This thesis is divided into seven parts, namely:
• I: Introduction to the fundamental motivations of this thesis and review
of the related literature.
• II: Single-server feedback queueing system roamed by autonomous agents
with HB routing decisions.
• III: Network topologies involving two competing servers with feedback
loops.
• IV: Introducing spatial aspects into the queueing dynamics of two com-
peting servers.
• V: Towards possible applications.
• VI: General conclusion and perspectives.
• VII: Appendices.
These diﬀerent parts are, in turn, subdivided into chapters that have been con-
ceived to be as self-contained as possible with dedicated introductory parts
and concluding remarks.
Part I starts with Chapter 1 (the one you are actually reading now) which
presents the essential motivations that led to the writing of this thesis, namely
the fundamental reasons to study the circulation of autonomous agents in
QNs. Chapter 2 is dedicated to a brief review of the literature related to the
present work.
In Part II, we consider a single-server feedback queueing system as a stylized
way to model a recurrent service. In Chapter 3, we introduce the HB routing
rule, based on the circulating agents’ individual elapsed waiting times, that
will govern their autonomous decision whether to take the feedback loop or
not. We describe the emerging self-organized collective pattern (i.e. the sta-
ble temporal oscillations of the queue content) that results from the numerous
agents’ local actions and interactions. In Chapter 4, we propose an extension
to the model previously studied in Chapter 3, where we consider weariness
aspects.
Diﬀerent network topologies involving two competing servers with feedback
loop are discussed in Part III, which is composed of Chapters 5 and 6. While
Chapter 5 is dedicated to an open network with two parrallel servers, Chapter
6 is devoted to a closed market topology.
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In Part IV, which is composed of Chapters 7 and 8, spatial aspects are con-
sidered in the dynamics of queueing systems. More particularly, we study in
Chapter 7 the market partition between two distinct providers that deliver
services to customers whose behaviour is sensitive to waiting time and trans-
portation costs. In Chapter 8, we extend somehow the conﬁguration previously
studied in Chapter 7 and we study how such a spatial market is dynamically
shared in presence of recurrent customers that base their satisfaction on ex-
perienced waiting times.
Several possible applications of the concepts developed in this thesis are dis-
cussed in Part V. In Chapter 9, focusing on manufacturing systems, we pro-
pose a new fully decentralized dynamic load sharing policy, that optimally
dispatches the global incoming workload according to the current availability
of a set of operators. Chapter 10 is devoted to a discussion on how the diﬀer-
ent aspects considered in the present work could be extended to the domains
of transportation and supply chains.
A general conclusion as well as perspectives arising from the present the-
sis are given in Part VI, and more particularly in Chapter 11.
Part VII is devoted to appendices. In Chapter 12, we present an explicit il-
lustration, inspired of a real-life situation, of how the existence of time delays
in the dynamics of queueing systems might produce oscillations phenomena.
Chapter 13 provides some technical details related to Chapter 7.
This book ends with an extensive bibliography, a subject index and the au-
thor’s brief curriculum vitae and publications.
2A Brief Review of Related Literature
This chapter is dedicated to a brief review of the literature that is related
to the multidisciplinary aspects developed in this thesis. In the following,
we mention the most prominent contributions that share some similarities
and relationships with the present work. First we expose the rather scarce
available contributions that are directly in the vein of the modelling framework
proposed in this thesis, namely queueing networks (QNs) with history-based
(HB) routing mechanisms. Then we provide a succinct state of the art in the
following areas that are related to the interdisciplinary topic of this work:
• Complex Systems
• Multi-Agent Systems
• Dynamical Systems Involving Time Delays
2.1 Directly Related Literature
2.1.1 Queueing Networks with History-Based Features
Networks in which HB routing decisions are present can be easily identiﬁed in
various important contexts such as transportation (pedestrian, car, train and
air traﬃc issues), production and supply chains, leisure and hospitality (theme
parks, ski resorts, hotels and food industry management) and health care
industry. Despite this wealth of applicability, the literature devoted to formal
models studying the ﬂow dynamics involving HB routing rules remains so far
rather scarce. Obviously, this is partly due to the technical diﬃculties inherent
in the non-Markovian and nonlinear features of the underlying dynamics.
Nevertheless, several recent illustrations where directly related (yet mostly
experimental) situations are handled can be pointed out.
(1) Leisure and Hospitality.
In [17], the inﬂuence of waiting time on the satisfaction and loyalty of cus-
tomers using recurrent services is exhibited and explicitly studied. More
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particularly, following a survey conducted in the medical care industry
(which is in many aspects in close connection with the hospitality busi-
ness sector), contribution [17] aims to investigate how customers use their
waiting time satisfaction in order to determine whether to remain loyal
(i.e. whether they will come back for future services) or alternatively to
change their service provider. As discussed in [79], the waiting time also
inﬂuences signiﬁcantly the satisfaction and return decision of customers
visiting fast-food facilities. By analogy with the modelling framework con-
sidered in this thesis, general models of recurrent services where customer
satisfaction and loyalty are driven solely by the perceived waiting times
while queueing are presented in [56, 114, 115]. In [115], commuters having
the choice between alternative roads base their routing decisions on their
neighbours’ most recent waiting experience and on their own complete
waiting history (i.e. on their exponentially weighted average experimented
waiting times for each road). This contribution explicitly exhibits the strik-
ing feature that a self-organizing system based on local information and
locally rational agents might outperform (i.e. the average travel time of
commuters is reduced) the Nash equilibrium (that assumes full informa-
tion). A general recurrent service where customers establish their loyalty
to the service provider in function of a long-term satisfaction measure (i.e.
on their average waiting time) is proposed in [56]. This contribution shows
that, even in a purely deterministic framework, a queueing system with
long-term feedback can exhibit queue length stabilization, periodic evolu-
tion or chaotic behaviour. In [114], a short-term feedback is added to the
model considered in [56]. More precisely and in addition to the long-term
feedback previously introduced, customers base their short-term service
quality satisfaction on their most recent experimented waiting times and
they adapt their visit frequency to that particular measure. While periodic
behaviour of the queue content might still be observed in this case, it is
interesting to notice that no chaotic dynamics will emerge here and that,
in one sense, the additional short-term feedback stabilizes the system. The
models introduced in [114, 115] ﬁnd natural applications in sports clubs,
supermarkets and internet access management. The theme park industry
is another sector to which the models presented in this thesis are closely
related, [69, 71, 72]. Roughly speaking, customers will decide to line up
again for a new run at the same attraction after an exciting roller-coaster
ride providing their waiting time remains acceptable for them. Ski traﬃc
management oﬀers another world-wide illustration where customer satis-
faction and hence future (HB) routing decisions are directly related to
suﬀered waiting time, [104]. Indeed, as exposed in the introductory exam-
ple of Section 1.1, the waiting time spent at a ski lift clearly aﬀects the
customers’ future decision whether to leave a ski track or not.
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(2) Supply Chains and Production Management.
The need, in supply chain management, for coordination strategies leading
to adaptive, ﬂexible and collective behaviours motivated a recent contri-
bution proposed by A. Surana et al. [111], in which the authors show
how a coherent global behaviour can be generated by using only elemen-
tary components with local interactions. This paper explains how basic
concepts and operational tools of Complex Adaptive Systems1 (CAS) ﬁt
naturally and eﬃciently for characterizing the supply chains dynamics. In
this context, contributions [76, 111] expose the dynamics of simple QNs
for which feedback loops and delays coexist and yield temporal oscillations
of the queue contents. Originally introduced in the framework of telephone
switching systems [42], these particular QNs have been further applied in
the context of supply chains in [76, 111]. Note, however, that, contrary
to the various waiting time criteria to be studied in this thesis and which
mostly characterize service and production systems, the HB features in
[42, 76, 111] are due to HB changes of the agents’ priority status in re-
entrant queueing systems.
In close connection to actual production issues, we also mention here the
recent contributions devoted to Real-Time Queueing Systems (RTQS),
[12, 38, 82]. Unlike standard queueing theory, RTQS focus on the abil-
ity of a queue discipline to meet production task timing requirements, for
instance the distribution of lateness. In the RTQS described in [82], each
incoming task in a queueing system is endowed with a due date before
which it has to be completed. To reduce the potential lateness, a dynamic
scheduling policy in which waiting tasks are placed by decreasing leadtime
(i.e. the more urgent being the closest to the server) is implemented. This
dynamical scheduling rule can be viewed as a special illustration of HB
routing. Indeed, this Earliest-Deadline-First priority rule implies that each
incoming task triggers a rearrangement (i.e. a real-time routing) depen-
dent on the waiting history of all tasks present in the queue.
2.1.2 Analytically Tractable Manufacturing Systems
In Chapter 9, we propose a fully decentralized (agent-based) load sharing
policy, based on HB data collected individually by the circulating items, that
optimally dispatches the incoming workload according to the current availabil-
ity of a (variable) set of operators. Beside a manifest relevance for applica-
tions, most particularly in production and manufacturing systems, our model
is analytically tractable, a rather uncommon feature when dealing with multi-
agent dynamics and complex adaptive logistics systems. To the best of our
knowledge, the only other instance of an agent-based (entirely decentralized)
manufacturing system allowing for an analytical description is the so-called
1 An introductory discussion on Complex Adaptive Systems as well as a description
of their principal characteristics can be found in Section 3.10.
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bucket brigades model, which consists in a technique of organizing the diﬀer-
ent workers along an assembly line (more generally along a linear production
line) so that the line balances itself. More speciﬁcally, following Bartholdi and
Eisenstein, the situation under consideration is the following: each worker car-
ries a product towards completion; when the last worker ﬁnishes his product,
he walks back upstream to take over the work of his predecessor, who walks
back and takes over the work of his predecessor and so on, until, after re-
linquishing his product, the ﬁrst worker walks back to the start to begin a
new product. In the mid-nineties, Bartholdi and Eisenstein introduced bucket
brigades modelling in the context of assembly lines and were the ﬁrst to give
an analytical study of the dynamics that emerge in such systems, [13]. More
precisely, it is shown in [13] that, if the workers are sequenced from slowest to
fastest, it leads to the spontaneous generation of a stable partition of work (i.e.
every worker repeatedly executes the same respective portion of work content
on each produced item). This production arrangement moreover maximizes
the overall throughput of the system, among all ways of organizing the work-
ers and the respective portions of work. The emerging self-organized optimal
balance of the work assignment is shown to be the unique ﬁxed point to which
the system will converge to and this independently of the initial positions of
the workers. Note that similarly to the models developed in this thesis, and
more generally typical of multi-agent systems, bucket brigades resist to the
death or to the birth of a worker as the system again optimally organizes it-
self after such events. While the original contribution [13] has been developed
for a deterministic framework, stochastic environments are considered in [14]
and it appears that bucket brigades remain eﬀective even in the presence of
variability in the work content. Bucket brigades can be extended to in-tree as-
sembly networks and it is shown in [15] that self-balancing will also emerge in
these more complex systems. While it is assumed in original bucket brigades
that it is possible to order the workers with respect to their speed and that
this ordering remains valid over time, Armbruster and Gel propose in [6] a
relevant extension where they study the dynamics arising when the workers’
speed might vary drastically from one portion of the line to the other. In this
case, a static ordering of the workers with respect to their speed might not be
anymore reachable (i.e. the velocity of one worker does not uniformly dom-
inate that of another along the whole line) and the self-organized emerging
features might consequently disappear. For such environments, it is shown an-
alytically in [6] that bucket brigades remain eﬃcient in terms of self-balancing
behaviour and throughtput performance when one enables passing between
the workers: when a worker is caught up by its predecessor (meaning that
its predecessor has become faster), these two workers invert their position on
the assembly line (in traditional bucket brigades, the order of the workers is
preserved all the time). More precisely, the implementation of this passing
rule may solely drive the system from an unstable regime to one where the
bucket brigade self-balances. The use of the same passing rule is also appro-
priate when workers’ speed on speciﬁc portions of the line increase due to
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learning and it is shown in [7] that enabling such passing policy leads to very
robust assembly lines, the dynamics of which also exhibit self-organized opti-
mal production arrangement and overall throughput. To conclude, note that
the direct interactions that take place between the agents in bucket brigades
diﬀer in essence from the agents’ stigmergic interactions that we will consider
along this thesis.
2.2 A Brief Historical Review on Complex Systems
This section provides the reader with a short historical review on the develop-
ment of complexity science2 over the last century and on the recent transfer of
these concepts to logistics and supply networks. In this regard, we follow the
main lines drawn both in the clear and concise historical survey on complex
systems given in [127] and in the more detailed and complete reviews provided
in [40, 86]. Complexity science is far from being a single theory: seeking to
answer to some fundamental questions about living, adaptable, changeable
systems, it encompasses more than one theoretical framework and is thus
highly interdisciplinary.
The notion of complex systems was born at the beginning of the 20th century
with the early works of H. Poincare´ on the trajectory of planets. Poincare´
showed that it was mathematically impossible to obtain an exact solution to
the equations that describe a somehow simple system containing three plan-
ets with intrinsic nonlinear interactions. Thus, he revealed to the world that a
completely causal system can exhibit an indeterminate (chaotic) behaviour. In
other words, Poincare´ unveiled that even a system that appears to be simple
can explode into complex and unpredictable behaviour. This new conceptual
diﬃculty generated an important research activity in the last ﬁfty years that,
following several distinct but nevertheless complementary axes, gave birth to
what is called nowadays complexity science. In the following, we give a non-
exhaustive list of some of the famous ancestors of the present day research on
complex systems.
(1) Game Theory.
J. Von Neumann originally developed game theory in the 1920s as a set of
tools to analyze economical behaviour by mathematical techniques, [119].
More precisely, Von Neumann proposed a formalization that economics is
the outcome of the interaction of many competing agents (i.e. players).
These agents behave according to universal rules in order to react to what
the others do. This modelling framework allows thus for the description of
various forms of competitive behaviours that might be ﬁnd in many social
complex systems, not only in the ﬁeld of economics but also in numerous
2 This term refers to the speciﬁc ﬁeld of science dedicated to the analysis of complex
systems.
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applications ranging from political to military. Further developments in
game theory were proposed over the years, the most famous one being
the contribution of J. Nash, who discriminated between cooperative and
non-cooperative games and found an equilibrium point in the case of non-
cooperation (the so-called Nash equilibrium). Game theory has played over
the years an important role in social sciences and in biology, as it can
explain the emergence of various global structures within a group from
simple interaction rules.
(2) Neural Networks.
Artiﬁcial neural network (NN) research started in the early 1950s in order
to gain a better understanding of biological NNs as well as to provide a
metaphor for various cognitive processes. Indeed, the idea of spontaneous
order in the brain due to decentralized networks of simple neurons emerged
at that time and rapidly becomes widely accepted. An artiﬁcial NN in-
volves a network of simple processing elements (i.e. the artiﬁcial neurons)
whose global behaviour might exhibit complex patterns. The emerging
collective structure is determined by the neurons’ parameters and by the
strength of the links that exist between them. Usually, NNs operate in two
phases. The ﬁrst one consists in an unsupervised (decentralized) learning
with the ultimate goal of matching a desired output. Once the learning
phase is complete, the NN is able to classify incoming information and to
work hence as a pattern recognition system. NNs are highly robust and
adaptive since their global output is fully induced by the neurons’ simple
actions and interactions and consequently the system overall performance
would be only smoothly aﬀected by the removal of a neuron.
(3) Theory of Dissipative Structures.
Instigated by Prigogine and his “Brussel school” in the mid 1950s, the
theory of dissipative structures (TDP) was a cornerstone in the later de-
velopment of the theory dedicated to self-organizing systems. Grown out
from the thermodynamics of open systems, the TDP intends to describe
the formation of temporal, spatial and/or spatio-temporal structures in
physical complex systems operating far from thermodynamic equilibrium.
Originally developed in the context of physico-chemical systems, the con-
cepts peculiar to dissipative structures have then been transferred from
the late 1960s to biological and social sciences with the objective of es-
tablishing general principles about the conditions under which particles
locally interact to spontaneously produce newly ordered complex collec-
tive patterns.
These distinct and highly interdisciplinary research axes (we could also men-
tion here cybernetics and synergetics) provided the impetus for the develop-
ment from the 1980s of a subclass of complex systems named complex adaptive
systems (CAS). These particular self-organizing systems are considered com-
plex since they are diverse and made up of multiple interconnected elements
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and adaptive because these elements have the capacity to learn from experi-
ence (a more detailed discussion on CAS and connections to the present work
is given in Section 3.10). Originated from biology and ﬁrst pertained to liv-
ing entities, CAS have progressively been transferred to logistics and supply
networks [30, 111, 121] thanks to the availability of new forms of communi-
cation and information technologies (such as RFID or smart tags). Indeed,
one might also observe for these systems various emergent phenomena even
if they are not composed of living entities stricto sensu and these collective
patterns solely follow from the units’ autonomous nonlinear (local and causal)
actions and interactions. The relevance and legitimacy of CAS in logistics, as
well as their practical implications, have been recently strongly emphasized
in [63, 127]. In the same vein, the actual impact of decentralized management
and of the resulting self-organized features on process and product quality is
adressed in [88].
2.3 Related Literature on Multi-Agent Systems
The study of the social behaviour of various species of insects has been one
of the major inspiring inﬂuence for the former development of agent-based
models (ABMs). First developed as a relatively simple concept in the late
1940s, agent-based modelling has waited until the 1990s and the ever grow-
ing availability of computational power (which provides powerful simulation
frameworks) to play the important role it has nowadays in many research ar-
eas. We recall here the following classical deﬁnition of (autonomous) agents:
An agent is an autonomous decision-making entity which possesses the ability
to observe and act upon its environment, without any external intervention.
The agent individual actions result from these collected observations, but pos-
sibly also from personal historical data. An agent is rational, as its behaviour
is directed towards achieving speciﬁc goals. Depending on the situation, agent
complexity (concerning behaviour rules and goals to achieve) might vary from
very low to very high.
The ultimate goal of ABMs is to consider in detail the local actions and in-
teractions of autonomous individuals and to analyze the emerging (from the
agent micro-scale to the collective behaviour macro-scale) global eﬀects which
might be observed in the system as a whole. This goal reﬂects and formalizes
the popular assertion according to which the whole is greater than the sum of
its parts, which illustrates that very simple local agent rules might result in
far more complex and interesting global behaviours.
The very proliﬁc research on multi-agent systems is at the edges of complex
systems, sociology, game theory and computer science. ABMs have been ap-
plied and developed in a very wide variety of social, business and technological
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domains, as well as in particle physics, chemistry and cell biology. Particular
applications include word of mouth propagation, spread of epidemics, analy-
sis of traﬃc congestion, portfolio management, supply chain optimization and
distributed computing. ABMs might help to explain the emergence of various
global phenomena like power law distributions driving the length of traﬃc
jams, stock market crashes and the apparition of bullwhip eﬀect in supply
chains. In the following, we give some examples of works that are somehow
related to the topics developed in this thesis. For a more complete overview
of the numerous applications and implications of multi-agent systems, the
reader is encouraged to consult contributions [18] (business applications of
ABMs to human systems), [80, 98] (applications in manufacturing systems
and supply chains), [4] (agent-based computational economics) and [126] (gen-
eral overview of possible applications).
Internet has become more and more omnipresent in our everyday life and
in that sense e-commerce promises to become very popular in the near future.
In that context, ABMs have been developed as it is possible to implement
agents that replace us to select a service provider and that ﬁnd the products
that best ﬁt to our needs and expectations, [98]. Multi-agent systems have
been also extensively used in the framework of supply chains, [80]. Indeed,
ABMs allow for the consideration of the high heterogeneity and autonomy
existing at the diﬀerent echelons of the chains. As an example, multi-agent
techniques have been used to study and reduce the eﬀects of demand ampliﬁ-
cation (i.e. the bullwhip eﬀect) within supply chains networks, [97]. Another
natural application of agent-based modelling is the management of customer
ﬂows in theme parks. Indeed, the numerous customers interact via the en-
vironment, since their waiting time at an attraction manifestly depends on
the other people’s choices. In [69, 71, 72], a simulation framework is proposed
for this situation and the global patterns that might emerge are analyzed. In
contribution [74], the authors treat distributed computing systems as a self-
organizing collection of autonomous agents cooperating as peers. In that case,
the joint eﬀect of nonlinearities and delays aﬀects the underlying dynamics
by creating macro-scale oscillatory behaviours.
Due to the often extreme complexity resulting from the numerous agent local
actions and interactions, agent-based modelling often requires highly pow-
erful computational procedures. At the same time and for the same reason,
multi-agent systems become very quickly analytically intractable and hence a
very large majority of the contributions available in the dedicated literature
avoid completely mathematical methods and solely use simulation techniques
to explore the emerging dynamics. In this regard, the models proposed in this
thesis belong to the very few existing ABMs that allow for an entire analytical
description. To the best of our knowledge, the only other example of a multi-
agent production system that allows for an analytical study is the so-called
bucket brigades described previously in Section 2.1.2.
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2.4 Related Literature on Dynamical Systems Involving
Time Delays
When a dynamical system involves any form of feedback control, it often re-
quires a ﬁnite time to sense information and then take the appropriate reaction
to it. Accordingly, the great majority of these systems, which now occupy a
place of central importance in many areas of science, will imply time delays
in their evolution. These kind of feedback control processes are often used to
maintain the system in a stable state. Resulting dynamics are characterized
by delay diﬀerential equations (DDEs), in which the evolution of the system at
time t depends on its state at time t− τ , τ > 0. Note that, from a mathemat-
ical point of view, it is a very diﬃcult task to solve DDEs and consequently
many recent contributions use the rapid advances in computational power to
provide strong numerical techniques in this context. One might be tempted to
ignore small time lag eﬀects and use ordinary diﬀerential equations (ODEs)
model as a substitute for DDEs, but as it is underlined in [75], “small delays
can have large eﬀects” and such a simpliﬁcation might hence be risky. Oscil-
latory behaviours are frequently associated with dynamical systems involving
time delays. In this regard, the models introduced in this thesis manifestly
involve such intrinsic time lags (see Section 3.4) and it is hence not surprising
that their dynamics might exhibit oscillatory features.
Without the intention of being exhaustive, we point out here various applica-
tion domains where we can ﬁnd dynamical systems with time delays (which
can hence be described by DDEs). While there exists a collection of books
that treat mathematical and practical implications of DDEs (see in particular
[39, 51, 75]), the reader is encouraged to consult the recent contribution of T.
Erneux [41]; this book provides a very rich and nicely illustrated overview of
the diﬀerent possible application areas for DDEs. Note that, depending on the
particular situation, the oscillatory instabilities resulting from the presence of
time delays might be either seen as positive or negative eﬀects and should
therefore be respectively favoured or suppressed.
(1) Ecology.
The population densities of many diﬀerent species can ﬂuctuate nearly
periodically over time, even if there is no predatory interaction of other
species, [41]. Ecologists have come to the conclusion that the period of
these oscillations cannot be explained simply by seasonal variations. Con-
sequently, the incorporation of a delay, characterizing the gestation times
as well as the environmental conditions such as supply of food, in the logis-
tic equation3 has been unveiled to be the cause of such population density
3 This famous population model was originally considered by P. Verhulst in [118].
It describes the sigmoidal growth of population densities. The classical model
assumes that organisms’ birth and death rates respond instantaneously to changes
in population size and thus do not exhibit periodic dynamics.
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oscillatory dynamics. Initiated in [64], the study of these particular DDEs
explains perfectly the sustained oscillations that might appear in the evo-
lution of a single species population. More speciﬁcally, one might show
that the particular value of the delay pilots a Hopf bifurcation between a
regime characterized by a stable steady state (small delays) and a regime
that admits a stable harmonic solution (larger delays). Delayed logistic
equations have been widely considered in the literature, with applications
ranging from blowﬂy population evolution [50] to microbial growth [124],
and their stability issues are still discussed nowadays [110].
(2) Biology.
Various complex processes appearing in the domains of physiology, im-
munology, epidemiology and neural networks are described by speciﬁc
classes of DDEs. Blood pressure is well established to potentially ex-
hibit sustained stable oscillations that are due to the delayed action of
the sympathetic nervous system on the vasculature, [106]. Another im-
portant DDE, originally introduced by M. Mackey in [85], describes an
autoimmune disease that causes periodic crashes in circulating red blood
cells. This particular equation produces limit-cycle oscillations that are en-
tirely due to a time-delayed negative feedback. In another context, human
pupil size does not change immediately in response to a change in illumi-
nation (the delay is about 300 msec). This delayed mechanism (whose aim
is to regulate the retinal ﬂux by changing the pupil size) and the resulting
sustained oscillations in the pupil area are described in [94]. Finally, in
genetics, number of genes change their expression pattern dynamically by
displaying stable oscillations. As shown in [67], this oscillatory behaviour
can be explained by the relatively large time delay that characterizes the
transport between the diﬀerent cellular compartments.
(3) Economics.
Various economic activities (prices, inﬂation,...) exhibit recurring ﬂuctu-
ations over time. This leads to the idea that business cycles are actually
self-sustained oscillations due to the joint eﬀect of nonlinearities and de-
layed reactions of economic factors, [41]. In 1935, M. Kalecki gave the ﬁrst
detailed analytical study of such periodic business cycles appearing in eco-
nomics, [68]. The key feature of this work is the introduction of a time
lag between the moment an investment decision is taken and the moment
investment goods are installed. Since the pioneer works of M. Kalecki, the
consideration of systems of DDEs as well as the consecutive emergence of
limit-cycle solutions have progressively become classical features in eco-
nomics. In this regard, many recent contributions (see [20, 122] among
others) study business dynamics aﬀected by both lagged eﬀects and non-
linearities.
(4) Traﬃc.
The never-ceasing activity in the literature devoted to transportation sys-
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tems is proportional to the great impact that these systems have in our
every day lives. It is classical in traﬃc ﬂow theory to include a delay due
to the driver reaction times. As shown by the car-following model consid-
ered in [36], a delay of 1 second, which is typical for most drivers, leads
to damped oscillations in the velocity of a vehicle encountering a slower
circulating entity. Accordingly, this kind of oscillatory instability is also
encountered in the spacing between two vehicles after the leading one re-
duces or increases its speed.
(5)Mechanical Engineering.
In the context of fabrication and freight-transfer, it is likely that cranes lift
several hundred of tons and it is thus important that the payload is moved
rapidly and smoothly, avoiding too large oscillatory moves that could make
the operator lose any control of it. In this regard, a time-delayed feedback
control mechanism has been developed, in particular in [57], in order to
reduce the oscillations possibly emerging from the operator manipulations.
As it is shown in [41], the implementation of such a control mechanism is
not without any danger. Indeed, while the oscillations are damped for small
perturbations around the equilibrium position, the time-delayed feedback
control mechanism leads to the creation of sustained oscillations for larger
initial perturbations.
(6) Chemical Processes.
Experiments show that oscillatory phenomena occur in the production pro-
cess of 1,3-propanediol (1,3-PD), an important industrial chemical. During
this process, which consists of the fermentation of glycerol by microbial,
there exists a lag phase (which is due to a large change of environmental
conditions and metabolic response of cells) between the moment glycerol
is inserted and the time the chemical reaction eﬀectively starts. In [84], the
production process of 1,3-PD is modelled with a system of DDEs and the
authors thus conclude that time delay is probably one of the major rea-
sons for which the microbial population, and consequently the amount of
produced 1,3-PD, oscillates. From a purely industrial point of view, these
oscillations are often ignored since they do not aﬀect fundamentally the
chemical reaction process.
(7) Telecom.
As cited previously in this chapter, contribution [42] highlights and studies
(with the help of a ﬂow model) the possible emergence of queue content
sustained oscillations in the context of telephone switching systems. More-
over, for certain parameter ranges, this particular class of queueing sys-
tems might also exhibit a chaotic behaviour. In this context, the authors
see the possible resulting oscillatory behaviours (which is a consequence
of the joint eﬀect of nonlinearities in the network and intrinsic delay phe-
nomena) as a limiting factor, since it can signiﬁcantly lower the real-time
capacity of the switching system, and they propose a new service discipline
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to reduce them. Along the same lines, but in the framework of multi-agent
distributed computing systems, contribution [74] exposes how delayed sta-
tus information can lead to ineﬃcient resource use oscillations and how
the utilization of misinformation might be used to damp this emerging
oscillatory behaviour.
Note that the two major diﬀerences between the models developed in this
thesis and the former contributions mentioned above in this brief literature
review are:
(i) While the time delays will possess in the present work the particularity
to be self-induced by the circulating agents themselves (i.e. a time gap
elapses between the moment an agent begins to observe the current state
of the system in order to make a routing decision and the moment it will
apply this routing choice and hence modify the future system evolution),
they are mainly produced by external sources in the papers cited in this
section.
(ii)As exposed in Chapter 3, the intrinsic time delays will actually be variable
in this work (i.e. the time lag between the agents’ observation of the system
state and their resulting feedback action varies periodically over time, in
function of the queue length). Hence, the inherent equations governing the
dynamics of our systems are actually DDEs with variable (random) and
state-dependent delays. The theory regarding such type of equations is
still far to be complete and lots of attention has been recently carried on
this topic in the dedicated literature.
In Appendix 12, we give an illustration of how the presence of time delays in
the dynamics of queueing systems might, also in this context, leads to oscil-
lations phenomena. This illustrative example, observed in a real-life context
and hence directly derived from a typical service management situation, helps
to get an intuitive understanding of the intrinsic mechanisms leading to such
a periodic behaviour.
Part II
Autonomous Agents in a Single-Server
Feedback Queueing System - Modelling a
Recurrent Service

3A First Model - Single-Server Queueing
System with Feedback Loop
Summary. With the intention of modelling recurrent services, we consider the dy-
namics of a single-server feedback queueing system where the circulating items are
autonomous agents able to take individual routing actions. The decision of an agent
to use the feedback loop or not is based on its personal waiting time in the system.
The joint action of the nonlinearity (i.e. the feedback loop) and of the non-Markovian
character of the dynamics (i.e. the agents’ autonomous history-based routing mech-
anism) causes the emergence of a collective temporal structure which takes the form
of a periodic purging of the queue content. We show that this agent-induced cyclo-
stationary behaviour fundamentally diﬀers from the stationary state that would be
obtained following a classical Markovian analysis. For regimes where the law of large
numbers holds, the emerging self-organized dynamics becomes quasi-deterministic
and can be analytically discussed. In addition to this analytical tractability, it is re-
markable that the class of models considered in this chapter reveals itself to belong
to the realm of complex adaptive systems, being thus one of the very rare solvable
occurrences of such systems existing in the available literature.
3.1 Introduction
Whatever the type of service, waiting in queues before being attended reduces
the utility perceived by the customers. As time is valued for both the server
and the customers, the complex relationships between the waiting times and
the consumers’ satisfaction is a central topic in marketing (see [17] and the
references therein). Accordingly, when for a given task, competing facilities
are available, a server’s ability to reduce the actual or perceived waiting time
of incoming customers increases its attractiveness and may drastically modify
the market sharing proportions (situations with two competing servers will
be presented later in this work). For example, lowering the service duration,
to enhance customers’ satisfaction, does require investments which have to be
counterbalanced by an extra inﬂow of new customers.
When the service is used recurrently by customers, the utility they have per-
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ceived during their last visit plays a major role in their decision to remain loyal
to a service provider. Often in recurrent service systems, the cost of retaining
an existing customer is comparatively less than the cost of acquiring a new
one and hence the customers’ loyalty is a central issue in optimizing gains.
Our modelling approach has been stimulated by several recent (yet mostly
experimental) studies of systems where recurrent service requirements occur.
Among them, actual situations ranging from medical care [17] to leisure and
hospitality facilities such as fast-food restaurants [79], ski resorts [104] and
theme parks [69, 71, 72] are some well-known illustrations.
In this chapter, we consider the simplest possible topology of a queueing sys-
tem with feedback loop, namely a single server with possibility of reinjection.
Indeed, this conﬁguration allows for the modelling of a general recurrent ser-
vice. The items circulating in this network will be endowed with an elementary
form of intelligence that enables them to individually decide either to stay in
the system for another service or to leave. More particularly, the items will
base their routing decisions on their elapsed sojourn times to receive service.
The presence of such type of history-based (HB) routing policies (i.e. mecha-
nisms in which memory enters) within our particular queueing network (QN)
confers to the dynamics a manifest non-Markovian character, precluding thus
the use of classical QN theory to describe the dynamics. Beside that, the indi-
vidual routing decisions taken autonomously by the circulating items (humans
or “smart parts”) give to this queueing mechanism the basic feature character-
izing multi-agent systems. Indeed, we are manifestly here in a situation where
a service facility is visited by a population of autonomous decision-making
agents individually assessing their situation and making decision on the basis
of a HB rule.
The chapter is organized as follows. In Section 3.2, we describe the single-
server feedback queueing model considered throughout this chapter. In par-
ticular, we introduce the HB routing rule, based on individual elapsed waiting
time, that will govern the behaviour of the autonomous agents circulating in
the network. In Section 3.3, we ﬁrst follow classical QN theory techniques and
describe the corresponding stationary solution. We show in Section 3.4 that
such a classical approach does not capture an essential feature of the emerging
dynamics. Indeed, a more careful micro-scale analysis of the self-organized ﬂow
dynamics that results from the agents’ stigmergic interactions show that the
queue content exhibits quasi-deterministic oscillations. We give an analytical
description of this oscillatory behaviour. As motivated in Section 3.5, the os-
cillations observed for our feedback queueing system reproduce the signature
of so-called relaxation oscillators and it follows that our model actually ex-
hibits an agent-induced limit-cycle. In Section 3.6, we draw some relationships
with other well-known limit-cycles, namely the Mathews-Lakshmanan oscil-
lator and the periodic dynamics resulting from the implementation of reorder
point policies in supply chains. In Section 3.7, we emphasize explicitly that
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centralized and decentralized controls might give rise to distinct dynamics in
QNs. In Section 3.8, some assumptions of our basic modelling framework are
relaxed. Despite these relaxations, the main features of the emerging collec-
tive dynamics are preserved. More particularly, a delay between the time a
customer leaves service and the time he/she asks to be served once more is
introduced in Section 3.8.1. Then, the customers’ patience parameter, which
controls their HB routing behaviour, is heterogenized in Section 3.8.2. As em-
phasized in Section 3.9, the type of dynamics exposed in this chapter is not
only restricted to social (human) systems but might also be observed in any
“smart parts” logistics network thanks to the nowadays wide availability of
RFID tags. In Section 3.10, we justify that the class of models considered in
this chapter can be viewed as particular cases of complex adaptive systems.
Finally, Section 3.11 is devoted to conclusions and perspectives.
3.2 Model
The simplest possible network composed of a single queue with the presence of
a feedback routing node is sketched in Fig. 3.1. An incoming ﬂow of customers,
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Fig. 3.1. A single-stage queueing system with feedback loop.
described by a renewal process with mean inter-arrival time 1
λ
and probability
distribution A(x) with density dA(x), is served by a processing unit whose
service times are i.i.d. random variables with mean 1
μ
, probability distribution
B(x) and density dB(x). Accordingly, the parameters λ and μ are respectively
the incoming and service rates of the renewal processes. We assume that the
distributions A(x) and B(x) have ﬁnite moments. Here, we suppose that the
traﬃc intensity ρ = λ
μ
< 1 ⇔ λ < μ, which ensures the stability of the
queueing system in absence of feedback loop. Assume also that the waiting
room capacity is unlimited and that the service discipline is ﬁrst-in-ﬁrst-out
(FIFO). After being served, the routing of each customer at the QN decision
node n will be either
(i) to leave the system deﬁnitively, or
(ii)to follow the feedback loop and line up again to be served once more.
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Several well-known contributions [35, 101, 112] consider the classical situation
arising when the decision between the choices (i) and (ii) is taken randomly.
When this is the case, by imposing a stationary ﬂow balance (i.e. incoming
equals outgoing ﬂow), the system is driven into a self-consistent stationary
regime (which can be described by time-independent distributions). As we
will see in Section 3.4, such stationary ﬂows strongly diﬀer from the queue
dynamics observed when “intelligent” agents, able to base their routing on
historical data (here the time spent while queueing and being served), circulate
in the network. Speciﬁcally, assume now that each agent is able to record the
total waiting time W he/she spent to receive service (i.e. W is the sum of the
queueing and processing times; in queueing theory, W is commonly known
as the sojourn time). Assume further that W controls the routing decision
between the alternatives (i) and (ii), namely the following history-based (HB)
routing rule R is implemented:
R =
{
follow alternative (i) if W > P,
follow alternative (ii) if W ≤ P, (3.1)
where P is called the patience parameter of the agents in circulation. When
alternative (ii) is chosen, we will speak of loyal customers, as the agents are
pleased with the server and then return to it for another service. Note that
the ﬂow of customers taking the feedback loop is added to the ﬂow of fresh
customers entering the system (with incoming rate λ). We assume that, when
joining the queue, a loyal customer behaves as a fresh customer (i.e. only the
last recorded sojourn time will be determining for its routing at node n). Note
that the routing is now clearly HB - it is determined by the sojourn time that
each customer spent in order to be served. The underlying idea behind this
type of model is to study how, by modifying the quality of service (here the
sojourn time), it is possible to enhance the circulation of loyal customers (i.e.
those taking the feedback loop). In the following, we will for a start focus on
homogeneous agents for which P is a common value. This assumption will
thereafter be relaxed in Section 3.8.
3.3 Classical Analysis - Assuming Markovian Evolution
We ﬁrst follow in this section classical QN techniques and we proceed to the
analysis of the system described in Section 3.2 by assuming a Markovian evo-
lution as well as the existence of a stationary regime. But as we will see further
in Section 3.4, while such analysis could represent a satisfactory mean-ﬁeld
macroscopic approximation1, it however does not capture an essential feature
of the emerging dynamics. Indeed, we will see that the considered multi-agent
1 The mean-ﬁeld approach consists in replacing the agents’ numerous interactions
by an eﬀective external ﬁeld. Like this, a many-body problem is reduced into a
one-body problem.
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behaviour leads not to the convergence to a pure stationary regime but, due
to the actual non-Markovian character of the dynamics and the presence of an
intrinsic delay mechanism, yields the emergence of a periodic evolution of the
queue content. As described later in Section 3.7, it is furthermore interesting
to note that the stationary regime that we will compute in the present section
would actually appear if the management (i.e. the routing of the items) was
fully centralized to the server - this clearly diﬀers from the periodic dynam-
ics that emerges when the decision-making is decentralized to the agents (see
Section 3.4).
Regarding QN terminology, the dynamics induced by our particular routing
rule R implies that we are here in presence of a feedback queueing system
with state-dependent reentering ﬂow. Note that, while state-dependent QNs
are abundantly studied in the literature, little attention has been devoted so
far to the present type of state-dependent feedback queueing systems. Fol-
lowing [60], we deﬁne λP as the ﬂow rate of agents taking the feedback loop
and λout as the rate at which the agents leave the system (remember that λ
denotes the arrival rate of new customers). We write the probability density
function of the waiting time W as:
Prob {x ≤ W ≤ x + dx} = πW (x)dx.
Deﬁne now γ(P ) ∈ [0, 1] as the proportion of agents who remain in the system
at decision node n (i.e. those taking the feedback loop):
γ(P ) = Prob {0 ≤ W ≤ P} =
∫ P
0
πW (x)dx.
Obviously, γ(P ) is an increasing function of P (i.e. the proportion of remain-
ing agents raises with P ). Note that, in the limit case where P → 0, the
behaviour of the feedback queueing system will tend to the one of an ordinary
open queue.
To simplify the presentation and to allow for a full analytical description, we
restrict in the following to exponentially distributed inter-arrival and service
times2, i.e.
A(x) = 1− e−λx and B(x) = 1− e−μx.
In view of this assumption, we recall that the following properties directly
hold, [93]:
(1)Arrivals and services occur according to Poisson processes.
(2)The process resulting from the multiplexing or the parting of Poisson pro-
cesses is itself a Poisson process.
2 A further discussion for general distributions can be found in [60].
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(3) In the stationary regime, the departure process of a M/M/1 queue with a
waiting room of inﬁnite capacity is a Poisson process with the same rate
as the input Poisson process.
Using this last property and assuming the existence of a stationary regime,
we may write
λ = λout. (3.2)
Following properties (2) and (3) above, the ﬂow that enters decision node n
is a Poisson process with intensity λ + λP and we can write:
λP = γ(P ) (λ + λP ) . (3.3)
Combining Eqs. (3.2) and (3.3), we get:
λ = λout = (1− γ(P )) (λ + λP ) .
For an M/M/1 queue with arrival rate (λ + λP ) and service rate μ, it is well-
known that the probability density function πW (x), characterizing the waiting
time W in the stationary regime, is given by:
πW (x) = (μ− (λ + λP )) e−(μ−(λ+λP ))x. (3.4)
In view of Eq. (3.4), the branching ratio γ(P ) hence satisﬁes:
γ(P ) =
∫ P
0
(μ− (λ + λP )) e−(μ−(λ+λP ))xdx
= 1− e−(μ−(λ+λP ))P . (3.5)
Using Eqs. (3.3) and (3.5), we directly get the following transcendent equation:
λP =
(
1− e−(μ−(λ+λP ))P
)
(λ + λP ) . (3.6)
Hence, given the set of control parameters (λ, μ, P ), the solution of Eq. (3.6)
determines the eﬀective feedback rate λP in the stationary regime. An illus-
tration of how the parameter P governs the value of λP is given in Fig. 3.2.
Without giving rigorous proofs, we observe the following facts:
(1)The feedback ﬂow rate λP is increasing with P (i.e. the more patient are
the agents, the more they are likely to take the feedback loop).
(2) λP < μ− λ ⇔ ρtot = λ+λPμ < 1, where ρtot is the total traﬃc rate (i.e.
the routing rule R drives the system into a stable state).
Introducing the input traﬃc rate ρ = λ
μ
, we can rewrite Eq. (3.6) as:
ρ = ρtote
−μP (1−ρtot) =: F (ρtot). (3.7)
It is immediate to verify that F (ρtot) is monotonically increasing, with F (0) =
0 and F (1) = 1. Hence, a single eﬀective traﬃc value ρ∗ ∈ [0, 1] solves the
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Fig. 3.2. Flow rate λP in the feedback loop in function of the value of the parameter
P , when λ = 0.1 and μ = 1.
transcendent Eq. (3.7). According to this solution, the queue content will
ultimately ﬂuctuate around a time-independent average
Q¯stat =
ρ∗
1− ρ∗ . (3.8)
Fig. 3.3 illustrates how the input traﬃc rate ρ inﬂuences the eﬀective traﬃc
rate ρ∗ that actually feeds the server. Note that the solution ρ∗, which assumes
the existence of a stationary regime, does not actually take into account the
agent character of the dynamics and is thus the solely result of a rate (i.e.
ﬂow) analysis. In the next section, we reconsider the same feedback queueing
system from a microscopic level point of view (i.e. we explicitly take into
account the agents’ local numerous routing actions) and we show that the
type of stationary solutions computed above is missing key features of the
emerging dynamics.
3.4 Micro-Scale Agent-Based Analysis - Siphon
Dynamics
Let us now show that the Markovian analysis described in the preceding sec-
tion is missing an essential aspect of the system behaviour. Indeed, as dis-
cussed in [43], when the circulating items apply the HB routing rule R stated
in Eq. (3.1) and when P is large enough, quasi-deterministic cyclo-stationary
regimes emerge, i.e. stable temporal oscillations of the queue length Q(t) are
observed and this independently of the detailed nature of the probability laws
A(x) and B(x). Actually, despite the presence of ﬂuctuations, this robust and
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Fig. 3.3. Eﬀective traﬃc ρ∗ in the feedback queueing system in function of the
input traﬃc ρ, when μ = 1.
quasi-deterministic behaviour is directly reminiscent from the law of large
numbers (LLN). The importance of the relative ﬂuctuations around the asso-
ciated average sojourn time 〈W 〉 (which is the sum of individual processing
times) decreases for large queue content Q(t) (a quantitative characterization
is given in [43]). Accordingly, for large P , the dynamics can be discussed via a
deterministic approach (involving a constant service time 1
μ
), [43, 60]. Hence,
for a given queue length Qc and a given corresponding patience parameter
P = Qc
μ
, an incoming tagged customer ζ lining behind Qc other customers,
will, when reaching node n, choose the alternative (i) (i.e. to leave the sys-
tem). Indeed, for such a deterministic regime, the measured total sojourn time
W = Qc
μ
+ 1
μ
> P . However, before ζ makes its way through the queue and
reaches the node n, the queue content Q(t) still increases at the (determinis-
tic) rate λ (as nobody leaves the system during this time interval), implying a
delay mechanism in the draining of the queue content. As soon as ζ reaches n,
and thus leaves the system, a second dynamical phase is triggered. During this
second phase, the customers arriving immediately after ζ do also experiment a
waiting time exceeding P and will hence also leave the system. As λ < μ, the
queue population Q(t) decreases during this second dynamical phase and the
depletion lasts until a satisﬁed customer (and hence his/her immediate succes-
sors) reach the node n. When this happens, the ﬁrst dynamical phase starts
again and Q(t) ﬁlls up at rate λ. The alternation between these two dynamical
phases produces a cyclo-stationary behaviour whose very existence is entirely
due to the elementary “intelligence” attached to the circulating agents. Ele-
mentary “intelligence” refers here to the agents’ capability to monitor and to
memorize the time while queueing and to take an individual routing decision
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accordingly. It is enlightening to visualize the queue dynamics by using the
hydrodynamic analogy sketched in Fig. 3.4. Indeed, one can convince oneself
t
Q(t)
Pλ Pλ
Q(t)
λ
Pλ + PμPλ + Pμ
μ
outﬂow
period Π
inﬂow
Pμ
P P
t0 t1
Fig. 3.4. Hydrodynamic analogy. Left: The agent entering at t0 is the ﬁrst one of
a whole cluster U of unsatisﬁed customers and triggers the alternation of Q(t) from
the increasing to the decreasing state at t0 + P . The last agent belonging to the
cluster of unsatisﬁed customers U is the one entering just before t1 and triggers the
switch of Q(t) from the decreasing to the increasing state at t1 + P. This simple
delay dynamics repeats and creates stable oscillations. Right: The “Tantalus glass”
siphon model. The queue length corresponds to the water level Q(t). The inﬂow and
outﬂow rates are λ respectively μ. The siphon leaves a water residue of height Pλ
due to the constant inﬂow during P . The eﬀective siphon length is Pμ.
that the time-dependent queue content level is fully analogous to the liq-
uid oscillations arising in a self-siphoning3 “Tantalus glass” (sketched in Fig.
3.4.Right). This simple hydrodynamic system, also considered and described
in [99, 100], reveals itself to belong to the well-known class of relaxation os-
cillators (see Section 3.5). In addition, for large P , the purely deterministic
context ensuing from the LLN enables an elementary derivation of both the
amplitude Δ and the period Π of the queue population Q(t). Following [43]
for further analytical details, we obtain (see also Fig. 3.4):
Δ = P μ, (3.9)
Π = P
[
2 +
λ
μ− λ +
μ− λ
λ
]
(3.10)
and provided P >> max
(
1
λ
, 1
μ
)
both Eqs. (3.9) and (3.10) are in perfect
agreement with simulation experiments (see Fig. 3.5), as discussed in [43, 60],
3 Note that siphon eﬀects have also been considered in the context of Petri nets (see
[32] among others). However, contrary to the eﬀect occurring in the framework
of Petri nets, which leads to inﬁnite delays (“any empty siphon remains empty”),
our particular queue dynamics deals with cyclo-stationary siphon eﬀects.
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and this for any possible choice of the probability distributions A(x) and B(x).
As shown in Fig. 3.5, the inﬂuence of the LLN explicitly grows as P increases
and causes the curves to become smoother and (quasi-)deterministically pe-
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c) d)
Fig. 3.5. Queue length oscillations obtained by simulation for exponentially dis-
tributed inter-arrival and service times with λ = 0.1, μ = 1 and a) P = 50, b)
P = 100, c) P = 200, d) P = 300. These simulated behaviours (and more precisely
the inﬂuence of the law of large numbers, which is increasing with P ) remain qual-
itatively the same for any other possible inter-arrival and service times probability
distributions. In each of the four graphs, the dotted line represents the stationary
queue content given by Eq. (3.8), that would be predicted by the purely Markovian
analysis described in Section 3.3.
riodic with growing P . This can be observed explicitly when looking at the
spectrum component (i.e. the Fourier transform) of the queue dynamics for
increasing values of P (see Fig. 3.6).
It can furthermore be emphasized that, as illustrated in Figs. 3.4 and 3.5,
the emerging periodic structure of the queue dynamics directly implies that
the queue content Q(t) is above bounded (by Pλ+Pμ) and also never vanishes
(Q(t) > 0, ∀t). The queue length self-organized behaviour thus ensures:
• the stabilization of the queueing system (which results from the periodic
purging of the queue),
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Fig. 3.6. Spectrum of the queue content dynamics obtained by simulation for ex-
ponentially distributed inter-arrival and service times with λ = 0.1, μ = 1 and a)
P = 50, b) P = 100, c) P = 200, d) P = 300.
• a maximum busy period (i.e. equal to 1) for the server and hence resource
use maximization.
Such self-organization phenomena are solely induced by the autonomous
agents’ individual actions, a feature which is typical for complex adaptive
systems (see Section 3.10). Note ﬁnally that, as pointed out at the beginning
of this section and as illustrated in Fig. 3.5, the emerging cyclo-stationary
regime observed here clearly diﬀers from the pure stationary evolution that
follows from the solely Markovian analysis described in Section 3.3.
3.5 Multi-Agent Induced Limit-Cycle - Stigmergic
Relaxation Oscillator
As it is underlined in [102], the hydrodynamic self-siphoning device illustrated
in Fig. 3.4 belongs to a particular class of self-sustained systems made popular
by the early works of B. van der Pol [116] and generally referred as the class
of relaxation oscillators. These systems are in essence characterized by the
presence of two time scales in their dynamics. More particularly, each cycle
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is composed of intervals of slow and fast motion. These diﬀerent velocities
deﬁne the two distinct phases of the oscillations: accumulation and “ﬁring”
(see Fig. 3.7). Consequently, the style of the oscillations in a relaxation os-
cillator is a sequence of pulses and thus clearly diﬀers from a simple sine wave.
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Fig. 3.7. General time evolution of a relaxation oscillator.
The complete analogy existing between the queueing and siphon dynamics
exposed in the preceding section (see Fig. 3.4) explicitly suggests that our
particular feedback queueing system belongs also to the class of relaxation
oscillators. Furthermore, the multi-agent aspect of the dynamics enables us
to speak here of stigmergic relaxation oscillator exhibiting an agent-induced
limit-cycle.
The accumulate-and-ﬁre dynamics of relaxation oscillators is of course not
restricted to the hydrodynamic device presented previously in this work. In-
deed, as unveiled in [102], this particular dynamics captures the main features
of several various real systems. A ﬁrst widely famous example is the electronic
generator considered by B. van der Pol while he was working, in the 1920s,
as a Head Physicist at Philips Physical Laboratory in Eindhoven [116]. This
oscillator, which operates in a very similar way, is composed of a battery, a ca-
pacitor, a resistance and a neon tube. First, the capacitor is being charged (the
capacitance and resistance determining the characteristic time of this phase);
the growth of the voltage corresponding to the increase of the water level in
the siphon model. When the voltage reaches a critical threshold value, electric
conduction is initiated in the neon tube, the capacitor consequently quickly
discharges through the lamp and its voltage drops until the tube becomes
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nonconductive again. This process repeats itself endlessly. Like the outﬂow of
water in the hydrodynamic device, the ﬂow of electric current through the
lamp is a sequence of short pulses (and therefore, the lamp exhibits periodic
ﬂash lights). Such generators, originally used in the framework of radio com-
munication, are still used nowadays to build oscilloscopes, cathodic TV sets
or computer displays.
Relaxation oscillations are encountered in many biological systems, like spon-
taneous ﬁring neurons or heartbeat [102], for which we also observe limit-
cycles composed of an increasing phase (that can be linear or not) followed by
a resetting at a threshold. The mechanism that takes place in ﬁring neurons
(a constant current is injected into the cells and produce spikes periodically)
is very similar to the one of the van der Pol generator (see [102] for more
details). Among other examples, in the case of sensor networks, the ﬁring
rate determines the intensity of the perceived stimulus. Concerning the heart-
beat, the whole cardiovascular system can be seen as a single oscillator, [117].
While this system might be aﬀected by other physiological rhythms, including
respiration, these external rhythms do not fundamentally produce the heart-
beat but rather disturb it (indeed, it can be experimented that an isolated
heart preserves its capability of periodic contraction in vitro). Despite these
external perturbations, the heartbeat is able to produce its rhythm by itself
and can hence be considered as a self-sustained oscillator, [102]. The heart-
beat being the macroscopic result of the interactions between the numerous
entities forming the cardiovascular system, it might moreover be seen as a
multi-agent limit-cycle. Furthermore, due to its ability to adapt to ﬂuctuat-
ing environments, the cardiovascular system can be naturally classiﬁed as a
complex adaptive system (see Section 3.10).
3.6 On Relationships with Well-Known Stable
Limit-Cycles
In this section, we ﬁrst show that the agent-induced oscillations described in
this chapter share the similarity with the Mathews-Lakshmanan oscillator to
exhibit an amplitude-dependent frequency. Secondly, we draw a relationship
between the periodic behaviour emerging in our context and the self-sustained
oscillations of the inventory level that appear, in the domain of supply chains,
when reorder point policies are implemented.
3.6.1 The Unique Nonlinear Oscillator - Amplitude-Dependent
Frequency
The Hamiltonian of a classical (undamped) simple harmonic oscillator is given
by
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H(x, y) =
1
2
x2 +
1
2
y2,
and, accordingly, the associated dynamics satisﬁes the following Hamilton
equations: {
x˙ = y
y˙ = −x.
The simple harmonic motion is hence described by the following equation:
x(t) = Δsin (t + φ0) ,
which consists in sinusoidal oscillations about the equilibrium point (the am-
plitude Δ and phase φ0 are determined by the initial conditions). Note that
these limit-cycle oscillations have a constant amplitude and a constant fre-
quency. Furthermore, the frequency does not depend on the amplitude, which
is typical for linear systems. This last property implies that the simple har-
monic oscillator would make a perfectly robust clock, since possible random
perturbations in the amplitude would not aﬀect its frequency (and period).
Now, we consider the following Hamiltonian:
H(x, y) = log (cosh (y)) +
1
2
log
(
1 + x2
)
,
which is associated to the unique nonlinear oscillator introduced by Mathews
and Lakshmanan in [89]. The corresponding Hamilton equations
{
x˙ = tanh (y)
y˙ = − x1+x2
clearly exhibit here a highly nonlinear pattern. Direct calculations show that
this system admits the periodic solution
x(t) = Δsin (ω(Δ)t + φ0) , ω(Δ) =
1√
1 + Δ2
.
Despite the strong nonlinear character of the Mathews-Lakshmanan oscilla-
tor, it is remarkable that its bounded periodic motion reveals itself to be
simple harmonic. Moreover, the oscillations exhibit an amplitude-dependent
frequency which is the direct signature of the underlying nonlinearity of the
dynamics. Note that the accuracy of the clock associated with this oscillator
might suﬀer from this property since its frequency would vary with randomly
ﬂuctuating amplitude.
The agent-induced limit-cycle oscillations studied in Section 3.4 are in essence
similar to those of the Mathews-Lakshmanan oscillator since they also possess
an amplitude-dependent frequency (which is due in this case to the agents’
nonlinear feedback rule). For both oscillators, the frequency is monotonically
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decreasing with growing amplitude. For our multi-agent queueing system, we
ﬁnd, using Eqs. (3.9) and (3.10), that the amplitude Δ and the period Π
(respectively the frequency f) of the queue content oscillations are connected
with the following equations:
Π =
Δμ
(μ− λ)λ =
Δ
(μ− λ) ρ ⇐⇒ f =
1
Π
=
(μ− λ) ρ
Δ
. (3.11)
Following Eq. (3.11), the dependency between the amplitude and the period
is linear and consequently the ratio K between these two quantities
K = Δ
Π
= (μ− λ) ρ
is independent of P .
3.6.2 Supply Chains - Reorder Point Policy
In any supply chain, stocks of items must be held to constantly meet future
random demand. The management of these inventories is not trivial since
there always exists a time lag (called lead time in this context) between the
date of placing an order for material and the date on which the items are
actually received. Among the numerous existing management procedures, the
reorder point policy represents a classical and convenient way to control the
evolution of inventories, [33]. The reorder point (ROP) refers to the level of
inventory at which a fresh order of material must be placed to refurnish the
stock. Taking explicitly into account the existence of the lead time, the ROP
is chosen such that new items will arrive before the ﬁrm runs out of stock. It
is usually computed with the following formula:
Reorder Point = Mean Consumption per Unit of Lead Time × Lead Time
+ Safety Stock,
where the safety stock is a minimum inventory level that acts as a protection
against shortages due to ﬂuctuating demand. The determination of the safety
stock involves a trade-oﬀ between the risk of stock-out (which results in lost
sales due to customer dissatisfaction) and the increased costs associated with
carrying additional inventory. Classical ROP policies assume a ﬁxed order
quantity that is often referred as the Economic Order Quantity (EOQ).
As illustrated in Fig. 3.8, the implementation of a ROP policy leads not sur-
prisingly to a stable oscillatory evolution of the inventory level, the amplitude
of which is equal to the EOQ. A stationary distribution for the demand is of
course an essential condition for the stability of the oscillations. The limit-
cycle observed in this context is somehow very similar to the agent-induced
limit-cycle described in the preceding sections. Just like the eﬀect induced
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Fig. 3.8. Inventory level dynamics when a reorder point policy is implemented.
by the patience parameter P in our feedback queueing system, here the os-
cillations are getting smoother with increasing EOQ. Note that contrary to
the fully decentralized agent-based mechanism exposed earlier in this chapter,
here the stable limit-cycle is fully induced by a central controller that places
orders when the reorder point is reached.
3.7 Centralized Versus Decentralized Control to Achieve
Queue Length Stability - Distinct Dynamics
To achieve system stability (i.e. to ensure that the queue length does not ul-
timately explode) within the QN with feedback loop considered throughout
this chapter, one could actually rely either on centralized or on decentralized
mechanisms. It is interesting to observe that, in the present context, these two
antagonistic management approaches would lead to distinct system dynamics.
For one thing, we remark that a management fully centralized to the server
would in fact drive the system into the stationary regime described previously
(by assuming a Markovian evolution) in Section 3.3. Indeed, let us consider
the situation where the server solely determines the items’ routing choices
whether to take or not the feedback loop. More particularly, the server ob-
serves, ∀t, the current queue content Q(t) and determines accordingly the
ratio of items
p(t) = P (W ≤ P | Q(t))
that are likely to be unsatisﬁed with service at that time (i.e. when their
waiting time W exceeds their patience parameter P ). As already emphasized
in this chapter, such a purging of unsatisﬁed entities leads to the stabiliza-
tion of the system. Under the above type of centralized management, an item
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entering decision node n (see Fig. 3.1) at time t would be commanded with
probability p(t) to take the feedback loop and with probability 1 − p(t) to
leave the system. Without calling here for rigorous proofs, it is possible to
understand easily and intuitively how the system will evolve in this situation.
Starting from an empty queue, the proportion p(t) of items taking the feed-
back loop will decrease over time from 1 to ultimately reach the ratio γ(P )
(see Section 3.3) that will be eﬀective in the stationary regime. At the same
time, the queue length Q(t) will progressively increase until it ﬁnally evolves
around the time-independent average Q¯stat given by Eq. (3.8) (see Section
3.3).
As it has already been extensively studied in Section 3.4, when an agent-based
fully decentralized mechanism is implemented within our feedback queueing
system (i.e. all routing decisions at node n are taken autonomously by the
circulating entities), we observe the emergence of stable oscillations of the
queue content, which ensures intrinsically a bounded queue length and hence
the stabilization of the system.
To summarize, it is very enlightening to compare the behaviours arising on
one hand when the system control is solely left to the server and when it is on
the other hand ensured by the circulating entities themselves. Indeed, in the
present context, in order to achieve the same ultimate objective (i.e. to stabi-
lize the system thanks to the departure of unsatisﬁed agents), the dynamics
would be driven into a purely stationary regime for centralized management
while a cyclo-stationary state would emerge in case of full decentralization.
3.8 Relaxing Some Assumptions
In this section, we reconsider the agent-based feedback queueing system in-
troduced previously in this chapter and we abandon some of the hypothesis
assumed in the model respectively described and analyzed in Sections 3.2 and
3.4. We ﬁrst introduce, in Section 3.8.1, a time delay between the moment
an agent decides to ask for another service (i.e. to take the feedback loop)
and the time it will eﬀectively ask for this additional service. Then, in Section
3.8.2, we individualize the agents’ patience parameter and hence consider het-
erogeneous agents with distinct individual reactions to suﬀered waiting time.
3.8.1 Delayed Feedback
While there clearly exist practical cases of recurrent services where coming
back customers line instantaneously for another service (e.g. theme parks, ski
lifts, etc.), there also exist numerous situations where a time delay occurs
before a customer comes back to be served once again. This happens for ex-
ample when people visit restaurants (or fast-foods, cafeterias), retail shops or
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parking facilities. One might also think to commuter drivers using a traﬃc
road to do their daily journey. As illustrated in Fig. 3.9, we consider here a
 	

Delay D
Fig. 3.9. A single stage queueing system with delayed feedback mechanism.
single server queueing system with a delayed feedback. Now, when a satisﬁed
agent decides, at decision node n, to take the feedback loop, it will ask for
another service after a time delay D ≥ 0. Beside that, all the assumptions
taken in Sections 3.2 and 3.4 remain valid here.
As illustrated in Fig. 3.10, simulation experiments show that two diﬀerent
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Fig. 3.10. Queue length dynamics when inter-arrival times are uniformly distributed
in [0.1, 1.5] with mean 1
λ
= 0.8, service times are uniformly distributed in [0.1, 0.9]
with mean 1
μ
= 0.5, P = 300 and a) D = 400, b) D = 1500.
generic queue dynamics might emerge depending on the value of D. The ﬁrst
situation is likely to arise in presence of small delay before the feedback is
eﬀective while the second one will emerge for larger values of D.
(1) “Small” delay D ≤ Pλ/ (μ− λ).
When the delay in the feedback loop remains relatively small, the queue
dynamics is qualitatively similar to the ones observed when there is no
delay. The presence of the delay D acts upon the length of the delay
mechanism (i.e. the inherent siphon process) that creates the switches
between the increasing and decreasing phases of the queue oscillations.
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More precisely, from the moment Q(t) reaches level Pμ, the time delay
before the switch to the next oscillatory phase is here not anymore equal
to P (corresponding to the situation where D = 0), but to P +D (see Fig.
3.11). To get more understanding of that phenomenon, let us consider the
Q(t)
t
P +DP +D
Pμ
period Π
Pλ−D (μ− λ)
P (λ + μ) +Dλ
Fig. 3.11. Oscillatory queue length dynamics when the agents’ feedback is delayed
by D ≤ Pλ/ (μ− λ). The emerging queue dynamics is qualitatively similar to the
one observed when D = 0 (see Fig. 3.4), but the siphon delay mechanism is here of
length P +D.
agent ζ joining the queue just after Q(t) = Pμ, during the decreasing
phase. Consequently, ζ will suﬀer a sojourn time equal to P and, from the
moment ζ leaves service, a time delay D will still elapse before ζ comes
back in the queue, triggering thus the switch from the decreasing to the
increasing state of the oscillations. An explanatory sketch of the emerging
queue dynamics observed when D ≤ Pλ/ (μ− λ) is illustrated in Fig.
3.11. For large P (i.e. when the LLN inﬂuences the system behaviour
by manifestly smoothing the queue length dynamics), the corresponding
amplitude Δ and period Π of the quasi-deterministic oscillations are now
respectively given by:
Δ = (P +D)μ,
Π = (P +D)
[
2 +
λ
μ− λ +
μ− λ
λ
]
,
which corresponds to Eqs. (3.9) and (3.10), with an ihnerent siphon delay
mechanism of length P + D (instead of P ). Note that the condition D ≤
Pλ/ (μ− λ) implies that Q(t) > 0, ∀t.
(2) “Large” delay D > Pλ/ (μ− λ).
When the delay grows and satisfy D > Pλ/ (μ− λ), the queue is likely
to decrease until being completely empty. More precisely, the queue will
remain empty during a strictly positive interval of time TE = D −
Pλ/ (μ− λ). This period during which Q(t) = 0 will have a direct in-
ﬂuence on the magnitude and length of the increasing phase observed for
the queue oscillatory dynamics (see Fig. 3.12). To understand that, let us
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Q(t)
t
P +Dt0 t1P +D
Pμ
Pλ
Pλ2/ (μ− λ)
period Π
Pλ +D (2λ− μ)
(1) (2) (3) (4) (5) (6)
P (2λ + μ)
+D (2λ− μ)
Fig. 3.12. Oscillatory queue length dynamics when the agents’ feedback is delayed
by D > Pλ/ (μ− λ). Phase (1): During this phase, all the agents leave the system
after service and hence the queue decreases at rate λ − μ < 0. Indeed, all these
agents face a queue Q(t) > Pμ and thus experiment a sojourn time W > P . Phase
(2): Q(t) continues to decrease at rate λ − μ until Q(t) = 0 but the agents do not
leave the system deﬁnitely as they will take the feedback loop after a time delay D.
Indeed, the agent ζ1 who joins the queue at t0 triggers, at time t0 + P , a batch of
satisﬁed agents who will ask for another service after a delay D will have elapsed. In
this phase, ξout,t = μ (Q(t) > 0). Phase (3): During this phase, the queue remains
empty as ζ1 and the following batch of satisﬁed agents are still in the time delay D
before they ask for another service. In this phase, ξout,t = λ (Q(t) = 0). Phase (4):
When customer ζ1 joins again the queue, at time t0+P +D, it triggers the switch to
the increasing phase of the dynamics. Since ξout,t = μ in Phase (2), Q(t) increases
here at rate ξin,t = λ. The agent ζ2 who joins the queue at time t1 will trigger,
at time t1 + P + D, the switch to the decreasing phase of the dynamics (a batch
of unsatisﬁed agent will leave deﬁnitely the system). Phase (5) During this phase,
Q(t) increases at rate ξin,t = 2λ − μ, since ξout,t = λ during Phase (3). Phase (6):
Q(t) increases again at rate ξin,t = λ (during Phase (4), ξout,t = μ). Accordingly,
we ﬁnd that the amplitude and period of the oscillations are respectively given by
Δ = P (2λ + μ)+D (2λ− μ) and Π = P μ(μ+λ)
λ(μ−λ)
+D μ
μ−λ
. This ﬁgure corresponds to
the situation where t1 (triggering of the inherent siphon delay mechanism) happens
during Phase (4). This situation arises when λ∗ ≤ λ < μ, where λ∗ is the unique
solution of f(λ) = λ2/ (μ− λ) = μ when λ < μ (f(λ) is a strictly increasing function
of λ). Note that λ∗ > μ/2, implying thus that 2λ − μ > 0 in the present situation.
The other typical situations where t1 takes place during Phases (5) and (6) are
sketched in Figs. 3.13 and 3.14.
consider the rate ξout,t at which the agents leave the server at time t. When
Q(t) = 0, ξout,t = λ, as the incoming rate λ is smaller than the service
rate μ (i.e. ρ = λ/μ < 1). On the other hand, when Q(t) > 0, the agents
leave the server at rate ξout,t = μ. As we will see, this rate ξout,t has an
inﬂuence on how the queue will be fed after the time delay D. Indeed, a
satisﬁed agent that leaves the server at time t will join the queue at time
3.8 Relaxing Some Assumptions 49
t +D. The rate ξin,t at which the queue evolves at time t is given by:
ξin,t = λ− μ + ξout,t−D.
Depending on the value of ξout,t−D ∈ {λ;μ}, ξin,t can take the two follow-
ing values:
ξin,t =
{
λ when ξout,t−D = μ,
2λ− μ when ξout,t−D = λ.
In other words, while the queue always increases at rate λ when D ≤
Pλ/ (μ− λ), the increasing phase of Q(t) is in this case composed of dif-
ferent parts where the queue increases at rate λ or at rate 2λ − μ. More
precisely, every time the queue remains empty for a period of time TE ,
it implies that, after a delay D, the queue will increase at rate 2λ − μ
during a period of length TE. The typical queue dynamics arising when
D > Pλ/ (μ− λ) is explained in more details in Fig. 3.12. Even if the self-
induced mechanism leading to the oscillatory behaviour of the queue con-
tent, described in Fig. 3.12, remains qualitatively the same for any value of
the triplet of parameters (P,D, ρ = λ
μ
), one might observe slighlty diﬀerent
queue dynamics depending on the value of these parameters. More par-
ticularly, the shape of the dynamics depends on when the siphon purging
mechanism is triggered during the increasing phase (i.e. when Q(t) = Pμ).
Without being exhaustive, two other typical situations are exposed in Figs.
3.13 and 3.14. Note that in any situation, it remains possible, for large
P , to characterize analytically the amplitude and period of the emerging
quasi-deterministic oscillations of the queue content.
Q(t)
t
P +Dt0 t1P +D
Pμ
Pλ
Pλ2/ (μ− λ)
period Π
(1) (2) (3) (4) (5) (6)
Pλ +D (2λ− μ)
P
[
λ + λ2/ (2λ− μ)
]
+D (2λ− μ)
Fig. 3.13. Oscillatory queue length dynamics when the agents’ feedback is delayed
by D > Pλ/ (μ− λ). The illustrated situation arises when μ(P+D)
P+2D
≤ λ < λ∗. Note
that 2λ−μ > 0 in the present situation. In this case, the amplitude and period of the
queue length oscillations are respectively given by Δ = P
“
λ + λ
2
2λ−μ
”
+D (2λ − μ)
and Π = P
“
λμ
(2λ−μ)(μ−λ)
”
+D μ
μ−λ
.
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Q(t)
t
P +Dt0 t1P +D
Pμ
Pλ
Pλ2/ (μ− λ)
period Π
(1) (2) (3) (4) (5) (6)
Pλ +D (2λ− μ)
P (λ + μ) +D (λ)
Fig. 3.14. Oscillatory queue length dynamics when the agents’ feedback is delayed
by D > Pλ/ (μ− λ). The illustrated situation arises when μ
P+2D
≤ λ < μ(P+D)
P+2D
.
Note that, in the present situation, 2λ − μ might be either positive or negative. In
this case, the amplitude and period of the queue length oscillations are respectively
given by Δ = P (λ + μ) +Dλ and Π = P
`
2 + μ−λ
λ
´
+D
`
3 + μ−2λ
λ
´
.
3.8.2 Heterogeneous Agents
Until that point, we have considered homogeneous agents, sharing a common
patience parameter P . As exposed previously in this chapter, such a stylized
model is very useful in the sense that it allows for an in depth understanding
of the emerging phenomena and it moreover enables fully analytical consid-
erations. In this section, we relax this assumption and study how the ﬂow
dynamics is aﬀected in the more realistic case where this patience parame-
ter is individualized. More precisely, we consider again the feedback queueing
system introduced in Section 3.2 but now, each heterogeneous agent ζ ∈ N
possesses an individual patience parameter Pζ > 0, which is an i.d.d. continu-
ous random variable taking values in [Pmin;Pmax] with cumulative distribution
function F (x) = P (Pζ < x), mean P¯ = E (Pζ) and variance σ
2
P .
As we will see, the main diﬀerence to the former case (see Section 3.4) is that
now the amplitude Δ of the queue content oscillations depends not only on μ
but also on λ. This complicates somehow the dynamics and makes analytical
quantitative results more tedious to derive, but it does not qualitatively aﬀect
the essence of the emerging phenomenon (i.e. cyclo-stationary behaviour of
the queue content).
It can be observed by simulations (see Fig. 3.15) that the more the customers’
patience parameter ﬂuctuates, the smaller are the oscillations (i.e. Δ is mono-
tonically decreasing with σ2P from a mean maximum value Δmax = P¯ μ to a
mean minimum value Δmin).
We ﬁrst derive very basic upper and lower bounds that conﬁne the queue
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Pmin = 50, Pmax = 150
Pmin = 65, Pmax = 135
Pmin = 80, Pmax = 120
Pmin = Pmax = 100
Fig. 3.15. Queue length dynamics for heterogeneous agents with Pζ uniformly
distributed in [Pmin;Pmax], when inter-arrival times are uniformly distributed in
[ 1
3
, 1], service times are uniformly distributed in [0.1, 0.9] (ρ = 2
3
).
content oscillations obtained for heterogeneous patience parameter. Trivially,
the oscillations are bounded from above by Pmax (λ + μ), which corresponds
to the peak of the oscillatory behaviour when all the agents share a com-
mon patience parameter Pζ = Pmax, ∀ζ (see Fig. 3.16). Likewise, the os-
cillations are bounded from below by Pminλ (corresponding to the situation
where Pζ = Pmin, ∀ζ). These trivial bounds allow us to conclude that, when
the agents’ patience parameter is randomized, the amplitude Δ of the queue
content oscillations is bounded such that:
Δ < λ (Pmax − Pmin) + μPmax. (3.12)
As we will now see, these trivial bounds can be further noticeably improved.
In this respect, we focus on the queue content purging mechanism, which is, as
shown in the explanatory graph given in Fig. 3.17, more complex in the present
situation than in the case of homogeneous agents. Let t0 be the time at which
the queue content reaches level Q (t0) = Pminμ, during the increasing phase. A
customer ζ0 entering the queue just after t0 will possibly leave the system after
service, as it will suﬀer, with high probability, a sojourn time W > Pmin. More
precisely, ζ0 will not take the feedback loop provided its individual patience
parameter Pζ0 is equal to Pmin, which happens with probability F (Pmin).
Consequently, from time t0 +Pmin, a part of the customers will be unsatisﬁed
with service. We deﬁne
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P¯ λ
Pmin (λ + μ)
Pminλ
Pmax (λ + μ)
Pmaxλ
P¯ (λ + μ)
Pmin = 70, Pmax = 130 Pmin = Pmax = 130
Pmin = Pmax = 100 Pmin = Pmax = 70
Fig. 3.16. Queue length dynamics for heterogeneous agents with Pζ uniformly
distributed in [Pmin;Pmax], when inter-arrival times are uniformly distributed in
[ 1
3
, 1], service times are uniformly distributed in [0.1, 0.9] (ρ = 2
3
).
μeﬀ
(
t +
Q(t)
μ
)
= μP
(
Pζ ≤ Q(t)
μ
)
= μF
(
Q(t)
μ
)
(3.13)
as the eﬀective rate at which the agents leave the system after service (re-
member that there is a delay between the time t a customer enters the
queue and the time t + Q(t)
μ
it leaves service). Note that μeﬀ(t) ∈ [0, μ] is
equal to 0 for t < t0 + Pmin
(
Q(t)
μ
< Pmin ⇒ F
(
Q(t)
μ
)
= 0, ∀t < t0
)
. Further-
more, μeﬀ(t) monotonically increases from 0 to μ during the time interval
[t0 + Pmin, t2 + Pmax], where t2 is the time at which the queue reaches level
Q (t2) = Pmaxμ. Indeed, the larger is the queue content Q(t), the less likely
are the customers to take the feedback loop. At time t2 +Pmax, any customer
leaving service will have suﬀered a sojourn time W > Pmax and will hence
quit the system (i.e. μeﬀ(t) = μ, t ≥ t2 + Pmax).
When, in the case of homogeneous agents, Q(t) was increasing at a constant
rate λ and instantaneously switched to decrease at rate λ− μ, the transition
between the increasing and decreasing phases is here smoother. Indeed, the
queue length evolves at rate λ − μeﬀ(t), which progressively transits from λ
to λ− μ during the time interval [t0 + Pmin, t2 + Pmax].
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t
Q(t)
Pmaxμ
Pminμ
Pmax
Pmin
t1t0 t2
μeﬀ(t) increasing
from 0 to μ
λ
λ− μ
P ∗ (λ + μ)
P ∗
P ∗μ
μeﬀ(t1 + P
∗) = λ
Fig. 3.17. Explanatory graph of the queue length dynamics observed for het-
erogeneous agents with individual patience parameter randomly distributed in
[Pmin;Pmax].
Let t1 ∈ [t0, t2] be the time such that
λ− μeﬀ (t1 + P ∗) = 0, (3.14)
with
P ∗ =
Q(t1)
μ
. (3.15)
At time t1, the queue length is large enough such that the proportion of agents
joining the queue and that will leave the system after service (i.e. those with
Pζ < P
∗) balances the incoming rate λ of agents. Consequently, the switch
between the increasing and decreasing phases takes place at time t1 + P
∗.
Using Eq. (3.13), Eq. (3.14) becomes:
F (P ∗) =
λ
μ
= ρ
and hence P ∗ is given by
P ∗ = F−1 (ρ) , (3.16)
with the following deﬁnition:
F−1(y) = infx∈R {F (x) ≥ y} .
Note that P ∗ ∈ [Pmin;Pmax]. In the time interval [t1, t1 + P ∗], as some cus-
tomers might already leave system after service, Q(t) increases at rate
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λ− μeﬀ(t) ≤ λ. (3.17)
Consequently, the peak of the oscillation (i.e. the switch between the increas-
ing and decreasing phases) satisﬁes
Q(t1 + P
∗) = Q(t1) +
∫ t1+P∗
t1
(λ− μeﬀ(t)) dt
≤ P ∗μ + P ∗λ
= P ∗ (λ + μ) , (3.18)
where we have used Eqs. (3.15) and (3.17) to get the second inequality.
Likewise, now considering the second part of the oscillations, Q(t) also
switches smoothly from the decreasing to the increasing phases and the grow-
ing rate progressively goes from λ − μ (all customers leaving system after
service) to λ (all customers taking the feedback loop), as more and more
agents are satisﬁed with service with decreasing queue length. Let t3 be the
time such that
λ− μeﬀ (t3 + P ∗) = 0,
during the decreasing phase. Repeating the same lines as the above reasoning,
it follows that the queue length is bounded from below such that:
Q (t3 + P
∗) ≥ P ∗λ. (3.19)
From Eqs. (3.18) and (3.19), it thus results that the amplitude Δ of the queue
content oscillations satisﬁes the following condition:
Δ ≤ P ∗μ. (3.20)
Note that this bound not only depends on μ but has also, through the deﬁni-
tion of P ∗ given by Eq. (3.16) (remember that ρ = λ
μ
), an implicit dependency
on the external incoming traﬃc λ. Indeed, as stipulated at the beginning of
this chapter, the shape of the emerging self-organized oscillations depends
on both λ and μ in the case of heterogeneous agents and hence the reﬁned
bound given by Eq. (3.20) directly considers this speciﬁc feature. While the
trivial, easily derived, bounds (for the minimum, maximum and amplitude
of the oscillations) provided previously in this chapter and summarized in
Eq. (3.12) were solely the result of a worst-case analysis, the more reﬁned
bounds given by Eqs. (3.18), (3.19) and (3.20) take into account the whole
probabilty distribution that governs the value of the agents’ patience param-
eter (and consequently not only the average but the higher moments of the
distribution are considered). The improvement in terms of accuracy resulting
from the implementation of these more reﬁned bounds with respect to the
trivial ones is illustrated in Fig. 3.18. To close, note that the performance of
the reﬁned bounds also depends on the particular shape of the distribution
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Pmax (λ + μ)
P¯ (λ + μ)
Pminλ
P¯λ P ∗λ
P ∗ (λ + μ)
Fig. 3.18. Queue length dynamics for heterogeneous agents with Pζ uniformly dis-
tributed in [80; 120], when inter-arrival times are uniformly distributed in [0.5, 2.4],
service times are uniformly distributed in [0.1, 0.9] (ρ = 0.35).
of the patience parameter (skewness and kurtosis). Restricting to symmetric
distributions, it appears that the upper bound P ∗ (λ + μ) is more accurate
than the lower bound P ∗λ when ρ < 12 (see Fig. 3.18) and furthermore the
performance of the upper bound increases monotonically as ρ tends towards
0. When ρ > 12 , the situation is reversed: the lower bound is the better and
its accuracy is enhanced as ρ goes to 1.
3.9 Implementation Within Logistics Networks - The
Smart Parts Paradigm
Mainly inspired by human behaviour, the particular routing mechanisms pro-
posed in this chapter, based on historical data, might possibly also be en-
countered in logistics systems. Indeed, new forms of communication and infor-
mation technologies enable the development of autonomous cooperating pro-
cesses within logistics networks. More concretely, the ever growing availability
of new technologies such as Radio-Frequency-Identiﬁcation-Devices (RFID)
(i.e. “smart tags”) allows for the wide implementation of local “intelligence”
to physical items circulating in various logistics systems like distribution net-
works, production lines or supply chains. These autonomous decision-making
units are generally known as smart parts, [127]. The main characteristic of
these smart parts is their capability to control themselves by taking non-
human decisions and by individually solving problems such as planning and
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production choices. Depending on the application, smart parts could be raw
materials, components or ﬁnished products, but they could also be the transit
or transportation equipments themselves, such as pallets, conveyors or trucks,
[127]. Following this paradigm, the type of dynamics presented in this chapter
might hence naturally emerge in so-called smart parts logistics networks. An
illustration of how the type of emerging collective dynamics studied in this
chapter can actually be used to implement fully decentralized management
in multi-server production lines with smart parts, and how it can accordingly
achieve optimal dynamics, is given in Chapter 9.
3.10 A Solvable Occurrence of a Complex Adaptive
System
Coming from biology, the concept of Complex Adaptive Systems (CAS) origi-
nates in the ﬁeld of complexity science and is often referred to living systems.
It has been formalized, according to John H. Holland [58, 59, 95], with the
help of the following deﬁnition:
A Complex Adaptive System (CAS) is a dynamic network made of many
agents (which may represent cells, species, individuals, households, ﬁrms, na-
tions) evolving in parallel. Each agent is constantly acting and reacting, au-
tonomously, to what the other agents are doing. Consequently, the agents ﬁnd
themselves in an environment produced by the successive interactions made
with the other agents in the system. The control of a CAS tends to be highly
dispersed and decentralized, without any singular entity deliberately managing
and controlling it. If there is to emerge any coherent behaviour in the system,
it has to arise from competition and cooperation among the agents themselves.
The overall behaviour of the system is the result of a huge number of decisions
made at every moment by many individual agents.
In other words, the highly interdisciplinary study on CAS focuses its modelling
activities on how microstate actions self-organize into emergent collective pat-
terns. Provided all the above properties are satisﬁed within a logistics system,
one speak then of a complex adaptive logistics system (CALS). As stipulated
in Section 3.9, the smart parts concept opens wide the door for the existence
of CALS in many diﬀerent domains, including production, distribution and
supply chains. Depending on the speciﬁc implementation, note that the feed-
back queueing system considered in this chapter might either be called a CAS
in the case of humans asking for services or a CALS when smart parts are
circulating within a logistics network.
Our aim here is to show that the class of models considered in this chap-
ter might be identiﬁed to belong to the realm of CAS. More precisely, do the
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presently considered service (respectively logistics) systems possess all the re-
quired properties to be formally classiﬁed as CAS (respectively CALS)? In
this prospect, we will base our study on [127], a recent contribution where
it is carefully testiﬁed that supply networks can be validly treated as CAS.
More speciﬁcally, in [127], the authors deﬁne, primarily following [59, 70], a
list of the essential properties that characterize CAS. In the following, we look
over that list in our particular framework and we consequently show that our
class of models fulﬁls all the generally accepted features to be categorized as
CAS. Properties (1) to (4) characterize the elements evolving in the complex
system while properties (5) to (7) qualify the system global behaviour.
(1) Autonomy. In our context, each agent possesses the capability to take its
own routing decisions within the network. Hence, we are in presence of
agents that act autonomously, without any inﬂuence or help of a central
controller. All routing decisions within the network are self-initiated and
decentralized to the circulating items.
(2) Interaction. The interactions between the diﬀerent agents constituting our
feedback queueing system are purely stigmergic. Indeed, there is no direct
communication between the circulating items, but they interact via the
state of the system. More particularly, when an agent ζ decides to take
the feedback loop and hence to stay in the system, its action will directly
inﬂuence the other agents’ future behaviour. Indeed, these agents will suﬀer
a larger waiting time due to the presence of the agent ζ in the system,
which might accordingly inﬂuence their future routing decisions within the
network. All agents share thus a stable and unique degree of interaction,
while they automatically transmit information to the others about the
system state when leaving or staying in the system. Note furthermore that
the diﬀerent agents do not share the same knowledge about the system
state. In fact, each agent ζ only knows the congestion state of the queueing
system at a speciﬁc time tζ (that corresponds to the time when ζ entered
the system).
(3) Heterogeneous Agents. In the stylized feedback queueing system considered
in this chapter, although the same structural rule R governs the agents’
individual routing decision mechanisms, the agents’ behaviour might dif-
fer with respect to their individual patience parameter Pζ , as considered
in Section 3.8.2. As we have noticed in Section 3.8.2, the essence of the
emerging global phenomena (i.e. the periodic structure of the queue con-
tent evolution) is preserved despite the introduction of such heterogeneity
in the agents’ patience parameter. In that situation, we hence deal with
heterogeneous agents, each of them acting diﬀerently (i.e. deciding to take
the feedback loop or not) with report to the current, individually observed,
state of the system. Indeed, when all the agents follow qualitatively the
same individual goal (i.e. to stay loyal to the service provider when service
is satisfactory), the achievement of this goal might quantitatively diﬀer
(with respect to Pζ) from agent to agent. Note that, while a large degree
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of heterogeneity (i.e. highly ﬂuctuating individual patience parameter
Pζ) does not aﬀect the essence of the emerging self-organized structure, it
could however diminish the analytical tractability of our models.
(4) Ability to Learn. The items circulating in our particular queueing system
possess the capability to learn from the system state, which consists more
precisely in assimilating the permanently updated result of the successive
feedbacks (i.e. to leave or to stay in the system) left by the preceding
agents. This very basic learning and adapting ability, which ultimately en-
ables the implementation of the agents’ autonomous routing mechanisms
based on personal waiting memory, will be enhanced in the following chap-
ters. Note that our agents fulﬁl the essence of what is any learning process;
they make an experiment (i.e. they experiment the sojourn time in the
system), they assimilate that measure and then they modify their future
behaviour (i.e. they take their next autonomous routing decision accord-
ingly).
(5) Self-Organization. As we have seen in Section 3.4, the collective structure
arising from the agents’ numerous individual actions takes here the form of
a periodic purging of the queueing system (see Fig. 3.5). From a managerial
point of view, the coevolution of the autonomous agents within the network
leads to the self-organized stabilization of the queueing system and to the
maximization of the resource utilization (i.e. the server busy period is
maximized). The emergence of this global pattern is entirely due to the
autonomous circulating agents themselves, since no central entity exerts
any authority on their behaviour. Note that the system is adaptive as it
reacts to an excessive queue length by triggering a purging of the queue.
(6)Melting Zone. Introduced by Stuart A. Kaufmann [70], the concept of
melting zone refers, [127], to a region between the edge of order and the
edge of chaos. These edges deﬁne a region of emergent complexity, [91, 92],
where the door is open for self-organized structures and emergent system
global behaviour. In our model, this phase transition results from the value
of the agents’ patience parameter P (or the average value when Pζ is
individualized). For suﬃciently large values of this parameter (see Fig. 3.5),
our queueing system evolves and stays within the melting zone and hence
maintains itself in state of self-organized criticality, [11]. The capability of
our system to stay, for suﬃciently large P , in the melting zone is essential
for its survival, as it ensures intrinsically a bounded queue length and
hence the stability of the queueing process. As it is stipulated in [127],
while it has been possible to identify the melting zone in various living
systems, the existence of the melting zone is generally only assumed for
self-organized logistics systems and there does not exist at this time any
other examples of such a parrallel in the logistics literature.
(7) Coevolution. In our queueing system, the agents are competing for a lim-
ited resource (i.e. the service). Each agent leaves a feedback on its personal
service satisfaction when it decides to leave or to stay in the system, thus
building up a stigmergic interaction mechanism between the agents. In
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other words, the agents sequentially respond to the others’ actions, but
they also successively inﬂuence the environment by leaving a feedback on
their individual experience with service. According to [30], coevolutionary
processes within logistics networks result from the joint presence of non-
linearity and path dependence. In our model, the nonlinearity takes the
form of the feedback loop topology and the path dependence is inherent
to the non-Markovian routing decision ruleR adopted by the agents. Note
that in the situation where the environment would be aﬀected by exter-
nal changes (for example in the case where the incoming or service rate
would be modiﬁed), the system dynamics would directly adapt to the new
conﬁguration (i.e. the period and amplitude of the queue content stable
oscillations would be modiﬁed accordingly).
According to the above list of required properties, we can conclude that the
bridge between the feedback queueing system considered in this chapter and
CAS is manifest. Consequently, we are hence in presence of a speciﬁc instance
of a CAS (or CALS when smart parts are implemented within logistics sys-
tems) in the context of QNs, which reveals furthermore itself to possess the
striking feature to remain analytically tractable.
3.11 Concluding Remarks
We have seen in this chapter that the presence of autonomous decision making
agents in queueing systems fundamentally modiﬁes the intrinsic ﬂow dynam-
ics and hence the resulting queueing processes. More particularly, a manage-
ment fully decentralized to the circulating items can, among others, leads
to oscillatory behaviour of the queue content. Depending on the application,
this cyclo-stationary pattern might obviously have either positive or negative
implications. As the stylized models presented in this chapter allow to under-
stand in detail the origins of the emerging phenomena, they could potentially
help, in practical situations, managers who want either to beneﬁt from these
phenonema or on the contrary who try to reduce their emergence. As an
illustration, think of a manager aiming to reduce the creation of temporal
oscillations in a service network. Following numerous studies, the environ-
ment manifestly inﬂuences the waiting perception and hence to provide for
example comfortable seats, free drinks or discounts will reduce the waiting
time perceived by the customers. Based on this assertion, a strategy accord-
ing to which discounts would be periodically given when the waiting time has
been particularly large would help to reduce the amplitude of the queue con-
tent oscillations. There also exist situations where one could beneﬁt from the
emerging periodic structure, an example in the domain of production lines is
provided in Chapter 9.
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3.12 Contributions of Chapter 3
• We present a new type of dynamics arising in queueing networks when one
of the most important hypothesis of classical queueing theory, the Marko-
vian character, is broken. We construct a stylized model for recurrent
services where the circulating items are autonomous agents able to decide
their routing based on their past history within the network. While its
non-Markovian aspect precludes the existence of a stationary state stricto
sensu, our model reveals itself to possess a robust self-organized structure
which takes here the form of a cyclo-stationary state. The emerging dy-
namics leads to oscillatory behaviour of the queue length, which ensures
bounded queue length and maximum resource utilization. For regimes
where the law of large number holds, we discuss analytically the emerging
periodic structure of the queue content.
• We emphasize that even if the type of dynamics exposed in this chapter
is mainly inspired by human behaviour, it might also be encountered in
logistics systems. Indeed, the increasing availability of RFID tags allows for
the implementation of local “intelligence” on the items circulating in any
logistics network. Often referred as the “smart parts” paradigm, such kind
of decentralized management opens great potentialities in the domains of
production, distribution and supply chains.
• The accumulate-and-ﬁre dynamics that emerges in our particular feedback
queueing model is the classical signature of relaxation oscillators and hence
we point out that we are actually in presence of a multi-agent limit-cycle.
Furthermore, we show that the models considered throughout this chapter
can be classiﬁed as complex adaptive systems, counting thus among the
very rare solvable occurrences of such systems existing in the available
literature.
4Extended Model for Recurrent Services -
Introducing Weariness Aspects
Summary. For recurrent service providers (fast-food, entertainment, medical care,
etc.), retaining loyal customers is obviously a key issue. The customers’ loyalty es-
sentially depends on their service satisfaction which is deﬁned via an ad-hoc util-
ity function. As seen previously in this work, the utility function strongly depends,
among several other criteria, on the past perceived waiting time. Moreover, it is
likely that the patience that customers consent to allow in waiting often decreases
as a function of the successive uses of the service (i.e. lassitude). In this chapter,
we introduce this weariness aspect into the feedback queueing system considered in
Chapter 3. Consequently, we propose an idealized queueing model with feedback loop
in which the customers’ loyalty is determined solely by the individual experience
gained during the successive visits to a service (i.e. the waiting time and the number
of services yet received). Again, for regimes where the law of large numbers holds, a
deterministic approach enables to analytically discuss the resulting multi-agent dy-
namics governing the customers’ ﬂows. One is able, in particular, to fully calculate
the characteristics of the emerging complex patterns (i.e. structured temporal oscil-
lations of the queue content) which are observed to be strongly structurally stable.
4.1 Introduction
In the preceding chapter, only the last recorded waiting time was used by
the agents in their routing decision criterion. Relaxing this assumption by,
for instance, allowing the customers to use the information collected during
their successive visits to a server is also relevant in numbers of real-life ap-
plications. Thinking to traﬃc issues for example, a driver often considers not
only his/her last trip but a more elaborate (and often irrational) function of
his/her successive trips to decide his/her upcoming daily route (see Section
10.1 for an illustration). A synthetic and quantitative formulation of such a
heuristic observation requires a set of mathematical tools available from a
“fusion” between game and queueing theoretical approaches, a general point
of view adopted by R. Hassin and M. Haviv in [55]. One of the fundamental
lessons taught by game theory is that the distinction between games played
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only once with those played repeatedly is mandatory, as it leads to drastically
diﬀerent optimal strategies, [9]. Similarly, for competition between queueing
nodes, the fact that customers pay a single or several successive visits to the
servers (and the fact that history matters in the competition process) does
strongly inﬂuence the resulting traﬃc ﬂows. In [55], customers always pay a
single visit to the servers and the resulting stationary equilibria (i.e. the Nash
equilibria) are thoroughly discussed. In this chapter, we will focus on the new
dynamical features emerging from repeated visits to a server, when these suc-
cessive visits inﬂuence the customers’ routing decisions.
As an illustration, let us consider a theme park in which, among other at-
tractions, a roller-coaster is oﬀered. This roller-coaster entertains people at a
limited ﬂow rate which, due to the high demand, is responsible for the forma-
tion of a queueing process. We assume here that the park entrance fare oﬀers
to visitors the possibility to attend any attraction repeatedly and without
limitation. Due to the exciting sensations generated by the roller-coaster, cus-
tomers agree to line-up and are fairly patient when attending the coaster for
the ﬁrst time. Repeated runs however does weary their patience. The trade-
oﬀ between the excitement delivered by a roller-coaster trip and the waiting
burden incurred before boarding, can be quantiﬁed by a (usually individual)
utility function. When the utility is negative, the customers are deterred and
leave the roller-coaster for another spot. This roller-coaster example belongs
to the highly proﬁtable leisure and hospitality (L&H) sector, which includes
the entertainment and recreation, the tourism and accommodation as well
as the food services. Far from being exceptional, note that the previous cus-
tomers’ behaviour is in fact quite common in the L&H sector. Already exposed
in the introductory example of Section 1.1, ski traﬃc management oﬀers an-
other world-wide illustration. Generically, people will change slope either when
they have suﬀered a large waiting-time at the ski lift and/or when they are
bored of having done the same ski run several times.
Despite the apparent simplicity of the above roller-coaster illustration, the
resulting queueing dynamics is highly complex. It depends indeed simultane-
ously on a routing feedback loop (i.e. an intrinsic nonlinearity) due to the
customers lining for a new trip and on an enhanced (with regard to Chap-
ter 3) history-based (HB) routing decision mechanism. The decision to come
back (i.e. to remain loyal) or to quit would now be taken according to a
patience threshold, itself depending on the number of previous runs already
achieved. At ﬁrst sight, little hope is left regarding the possibility to char-
acterize analytically the traﬃc ﬂows resulting from this complex dynamics.
Keeping the central features, namely (i) the nonlinearity and (ii) the enhanced
HB decision-making policy, we are nevertheless able, for a somehow simpli-
ﬁed class of models, to describe analytically the resulting dynamics. Basically,
two simpliﬁcations of the original situation exposed above are introduced. On
one hand, we restrict to agents having a common utility function. On the
4.2 Model - Considering Weariness 63
other hand, we separate the role played by the waiting time and the number
of repeated visits to the server by introducing two distinct utility thresh-
olds. When exceeded, these thresholds trigger the loss of the agents’ loyalty.
This simpliﬁed multi-agent dynamics generates the emergence of generically
stable time-dependent periodic queue contents. The self-organized oscillatory
behaviour of the queue length observed in the present case reveals itself to be
more complex in comparison to the one studied in Chapter 3 and possesses
inherent features that are speciﬁc to the weariness aspect introduced here.
The chapter is organized as follows. The single-stage feedback queueing model
that will be considered throughout this chapter is described in Section 4.2.
More particularly, we introduce the new HB routing rule, enhanced in com-
plexity in comparison to the one considered in Chapter 3, that incorporates
now lassitude aspects. Section 4.3 is devoted to experimental results. Illustra-
tions of the self-organized collective patterns (characterized by self-sustained
oscillations) that emerge when the new routing rule is implemented are pro-
vided. In Section 4.4, following a deterministic approach, we describe analyti-
cally this oscillatory behaviour. We explain in particular the apparition of an
extra peak during the increasing phase of the oscillations. The chapter ends
with Section 4.5, in which concluding remarks and further perspectives are
given.
4.2 Model - Considering Weariness
In this chapter, we start with the same framework as in Chapter 3 and we
model again the customers’ behaviour faced with a recurrent service with a
single queueing network (QN) composed, as illustrated in Fig. 3.1, of a single
server and a feedback queue. An incoming ﬂow of customers, described by a
renewal process with mean inter-arrival time 1
λ
and probability distribution
A(x) with density dA(x), is served by a processing unit which service times are
i.i.d. random variables with mean 1
μ
, probability distribution B(x) and density
dB(x). Accordingly, the incoming and service rates of the renewal processes
are respectively denoted by the parameters λ and μ. The distributions A(x)
and B(x) are assumed to have ﬁnite moments. We suppose again that the
traﬃc intensity ρ = λ
μ
< 1 ⇔ λ < μ, which ensures the stability of the
queueing system when there is no feedback loop. We assume ﬁnally that the
waiting room capacity is unlimited and that the service discipline is ﬁrst-in-
ﬁrst-out (FIFO). After being served at the decision node n, each customer
has to choose among two possibilities, namely:
(i) either to quit the system deﬁnitively, or
(ii)to follow the feedback loop and line up again to be served once more.
The present simpliﬁed model of recurrent services assumes that the customers’
loyalty is based on their individual experience with the service provider. More
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particularly, the decision of a customer, at n, either to come back for another
service or to leave the system depends here on
(1) the last sojourn time W it has spent in the system in order to be served
and on
(2) the number of services Nit it has already received (we say that the customer
is at its ith iteration).
We suppose furthermore that the inﬂuence played by these two measures is
uncoupled. The customers, who share a common utility function (i.e. we con-
sider homogeneous customers), consider two separate thresholds. They possess
ﬁrst, as in Chapter 3, a common patience parameter P to which they will com-
pare their last experimented sojourn time W . Secondly, they will check that
they have received less services than a common weariness parameter Nmax.
It leads to the introduction of two independent rules R1 and R2, that the
customers will apply when they decide their routing at decision node n. The
ﬁrst one is controlled by the sojourn time and is given by:
R1 =
{
follow alternative (i) if W > P,
follow alternative (ii) if W ≤ P.
The second rule is driven by the number of already received services, it is
deﬁned as:
R2 =
{
follow alternative (i) if Nit ≥ Nmax,
follow alternative (ii) if Nit < Nmax.
Combining these two independent rules, the customers will hence choose their
routing at n following:
Rtot = R1 ∩R2
=
⎧⎨
⎩
follow alternative (ii) if W ≤ P and
Nit < Nmax,
follow alternative (i) otherwise.
(4.1)
As already stipulated in Chapter 3, we speak of loyal customers when alter-
native (i) is chosen, as they are pleased with the server and then return to it
for another service. The rule Rtot states that, providing its sojourn time re-
mains below its patience parameter and providing it has already received less
than a limiting number of services, a customer comes back for another service.
Remember that the dynamics involving R1 alone is discussed in Chapter 3.
In this case and when P is large enough, quasi-deterministic cyclo-stationary
regimes emerge, i.e. stable temporal oscillations of the queue level Q(t) are
observed (see Fig. 3.5) and this independently of the detailed nature of the
probability laws A(x) and B(x).
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Note that our simpliﬁed model assumes that Pi, the customers’ common pa-
tience parameter when they receive their ith service, has the following form:
Pi =
{
P if i ≤ Nmax,
0 if i > Nmax.
The next step to get closer to real-life customers’ behaviour would be to
consider more general forms for Pi. Typically, this patience parameter could be
monotonically decreasing with i, denoting that the customers’ loyalty suﬀers
from a progressive weariness over time. Likewise, Nmax is here common to all
customers. A natural generalization would be to consider that each customer
possesses its own behaviour when faced with lassitude.
4.3 Experimental Observations
Figs. 4.1 and 4.2 show the typical dynamics of the queue length when cus-
tomers follow the HB rule Rtot given by Eq. (4.1) to choose their routing at
decision node n.
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Fig. 4.1. Queue length dynamics when inter-arrival times are uniformly distributed
in [1, 17] with mean 1
λ
= 9 and coeﬃcient of variation CV = 0.51, service times
are uniformly distributed in [0.1, 1.7] with mean 1
μ
= 0.9 and CV = 0.51 (ρ = 0.1),
P = 300 and Nmax = 12.
Independently of the inter-arrival and service times distributions and when
P is large enough (see [43] for a more detailed discussion on the parameter
P ), we also observe here the emergence of quasi-deterministic cyclo-stationary
regimes, i.e. stable temporal oscillations of the queue content. Indeed, in spite
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Fig. 4.2. Queue length dynamics when inter-arrival times are Erlang(3) with mean
1
λ
= 9 and CV = 0.57, service times are Erlang(3) with mean 1
μ
= 0.9 and CV = 0.57
(ρ = 0.1), P = 300 and Nmax = 12.
of the presence of strong ﬂuctuations, this robust and quasi-deterministic be-
haviour is a direct consequence of the law of large numbers (LLN), whose
smoothing eﬀect is manifestly observable in Figs. 4.1 and 4.2. According to
this, for suﬃciently large P , the dynamics can be approximately discussed via
a deterministic approach. The dynamics resulting from deterministic inter-
arrival and service times is illustrated in Fig. 4.3. It is remarkable that, com-
pared with the dynamics exposed in Chapter 3 (involving rule R1 alone), the
oscillations exhibit here an extra peak during their increasing phase. This
peak is entirely due to rule R2.
A restricted range of the values of the control parameters (i.e. λ, μ, P and
Nmax) produces the fully complex dynamics visible in Figs. 4.1, 4.2 and 4.3.
Indeed, when Nmax is large, the customers remain in the system for a long
time before getting wearied. Hence, the queue length increases (new customer
arrivals) and eventually reaches a level implying sojourn times larger than P .
All the customers hence leave the system due to routing rule R1 (i.e. waiting-
time) and none followingR2 (i.e. maximum number of received services). The
resulting dynamics is illustrated in Fig. 4.4 and 4.5 (random and deterministic
cases). As we will see later, the regime where no extra peak appears emerges
when:
ρ (1 + ρ)
Nmax−1 ≥ 1. (4.2)
Whenever the condition given by Eq. (4.2) holds, the model is similar to the
one where only rule R1 is implemented (see Chapter 3).
We have focused here on homogeneous agents behaviour. However, note that
4.4 Analytical Discussion 67
0 0.5 1 1.5 2 2.5
x 104
0
50
100
150
200
250
300
350
Time
Qu
eu
e L
en
gth
Fig. 4.3. Queue length dynamics for deterministic inter-arrival times 1
λ
= 9, deter-
ministic service times 1
μ
= 0.9 (ρ = 0.1), P = 300 and Nmax = 12.
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Fig. 4.4. Queue length dynamics when inter-arrival times are Erlang(3) with 1
λ
= 9,
service times are Erlang(3) with 1
μ
= 0.9 (ρ = 0.1), P = 300 and Nmax = 25.
the emergence of a macroscopic stable collective structure would also arise for
agents with individualized patience parameter (see Section 3.8.2).
4.4 Analytical Discussion
As illustrated in Section 4.3, experimental results show that the dynamics,
insofar as P is large enough, exhibit stable temporal oscillations of the queue
content even in presence of strong ﬂuctuations. Hence from now on, we focus
68 4 Extended Model for Recurrent Services
0 2000 4000 6000 8000 10000 12000 14000 160000
50
100
150
200
250
300
350
Time
Qu
eu
e L
en
gth
Fig. 4.5. Queue length dynamics for deterministic inter-arrival times 1
λ
= 9, deter-
ministic service times 1
μ
= 0.9 (ρ = 0.1), P = 300 and Nmax = 25.
on deterministic dynamics. We decompose the oscillatory dynamics in ﬁve dis-
tinct phases. Fig. 4.6 gives a sketch of these ﬁve phases on a generic oscillation
of the queue length.
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Fig. 4.6. A generic oscillation of the queue content dynamics for deterministic inter-
arrival times 1
λ
= 9, deterministic service times 1
μ
= 0.9 (ρ = 0.1), P = 300 and
Nmax = 12.
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• First Phase: Pure Feeding
As we will see in the ﬁfth phase below, the queue is initially populated
with an oﬀset of Pλ fresh customers, who haven’t received any service
yet. During the ﬁrst phase, which begins without loss of generality at time
t = 0, the queue length remains small enough so that the customers wait
less than their patience parameter P (and hence rule R1 is satisﬁed). Fur-
thermore, since there is initially only fresh customers in the queue, no
customer leaves the system due to the maximum number Nmax of iter-
ations. The queue length hence increases at rate λ (arrival rate of new
customers in the system). This ﬁrst phase ends at time T1 when the origi-
nal Pλ customers have received Nmax services and thus will start to leave
the system. To compute T1, we focus on Q(k), the number of customers in
the queue when all the Pλ original customers have completed k iterations,
k = 0, ..., Nmax. We ﬁrst have that:
Q(1) = Pλ
1
μ
λ + Pλ = Pλ (1 + ρ) .
Indeed, initially, the necessary time to serve the Pλ original customers is
equal to T (0) = Pλ 1
μ
. During that time, T (0)λ fresh customers join the
queue, which is still populated by the Pλ original customers, who have
now received one service. Following this iterative reasoning, we ﬁnd that:
Q(k) = Pλ (1 + ρ)
k
, k = 0, ..., Nmax.
Accordingly, we ﬁnd that:
T1 =
1
μ
Nmax−1∑
k=0
Q(k) = P
[
(1 + ρ)Nmax − 1
]
.
• Second Phase: Oﬀset Purging
During the second phase, beginning at T1, a proportion of the customers
receiving service leaves the system because they have been provided the
maximum number of services (i.e. wearied customers). At the end of the
ﬁrst phase, Q(Nmax) customers populate the queue. Among them, Pλ
have already done Nmax iterations (the original oﬀset of customers). Ac-
cordingly, they will leave the system after the next service. We deﬁne thus
the eﬀective oﬀset purging rate
μeﬀ(Nmax) = μ
Pλ
Q(Nmax)
=
μ
(1 + ρ)
Nmax
as the rate at which the original customers leave the system due to the
maximum number of iterations. In the second phase, the slope of the queue
content is s = λ−μeﬀ(Nmax). Note that, in the case where s ≥ 0, the extra
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peak disappears. This phase ends when the Q(Nmax) initial customers have
been served. The duration of the second phase is hence given by:
T2 =
Q(Nmax)
μ
.
• Third Phase: First Residual Oﬀset Purging
Again, in the third phase, wearied customers leave the system. In this
phase, the presence of the ﬁrst Pλ original customers still inﬂuences the
dynamics. At the beginning of Phase 3, there are
Q(Nmax + 1) =
freshly arrived customers︷ ︸︸ ︷
Q(Nmax)
1
μ
λ + Q(Nmax) − Pλ︸ ︷︷ ︸
leaving customers︸ ︷︷ ︸
loyal customers
populating the queue. After the passage of these Q(Nmax + 1) initial cus-
tomers, there is
Q(Nmax + 2) =
freshly arrived customers︷ ︸︸ ︷
Q(Nmax + 1)
1
μ
λ + Q(Nmax + 1) − Pλ 1
μ
λ
︸ ︷︷ ︸
leaving customers︸ ︷︷ ︸
loyal customers
customers in the queue. Iteratively, we ﬁnd that:
Q(Nmax + k) = Pλ
[
(1 + ρ)Nmax+k − (1 + ρ)k−2(1 + kρ)] ,
1 ≤ k ≤ Nmax + 2,
where Q(Nmax + k) is the queue content after all the Q(Nmax + k − 1)
customers previously in the queue have received service, 1 ≤ k ≤ Nmax+2.
The resulting eﬀective purging rate (here piecewise linear) reads as:
μeﬀ(Nmax + k) = μ
ρ(1 + ρ)
(1 + ρ)Nmax+2 − (1 + kρ) , 1 ≤ k ≤ Nmax + 1,
with λ− μeﬀ(Nmax + k) being the rate at which the queue raises between
levels Q(Nmax+k) and Q(Nmax+k+1). The length of each iteration, during
which the queue content increases from Q(Nmax + k) to Q(Nmax + k +1),
is given by:
T (Nmax + k) =
Q(Nmax + k)
μ
, 1 ≤ k ≤ Nmax + 1.
Hence, the total duration of the third phase is equals to:
4.4 Analytical Discussion 71
T3 =
Nmax+1∑
k=1
T (Nmax + k)
= P
{
(1 + ρ)2Nmax+2 − [1 + ρ(Nmax + 2)] (1 + ρ)Nmax
}
.
• Fourth Phase: Next Residual Oﬀset Purging, Constant Growth
The inﬂuence played by the Pλ original customers is further reduced and
becomes, in a ﬁrst order approximation, negligible. This leads to the ap-
parition of a quasi-constant queue content increase rate λ − μCG. Note
that, if required, higher order approximations would be analytically con-
ceivable. Accordingly, the rate of customers having reached the maximum
number of iterations and thus leaving the system is quasi-constant over
time during Phase 4. The purging rate μeﬀ(2Nmax +2) (the exact value of
the rate at the beginning of this phase) yields a good approximation for
μCG. It is given by:
μeﬀ(2Nmax + 2) =
μρ
[
(1 + ρ)
Nmax+1 − 1
]
(1 + ρ)
2Nmax+2 − (1 + ρ)Nmax [1 + (Nmax + 2)ρ]
.
Table 4.1 gives the accuracy of this approximation for several values of the
control parameters.
External Parameters μeﬀ(2Nmax + 2) μCG Error
1
λ
= 9, 1
μ
= 0.9, 0.0632 0.0656 4%
P = 300, Nmax = 12
1
λ
= 9, 1
μ
= 0.9, 0.0312 0.0297 5%
P = 300, Nmax = 17
1
λ
= 9, 1
μ
= 0.8, 0.0788 0.0836 6%
P = 300, Nmax = 12
1
λ
= 9, 1
μ
= 1.1, 0.0419 0.0425 1.5%
P = 300, Nmax = 12
Table 4.1. Comparison between the approximation and the experimental value of
the quasi-constant purging rate of the fourth phase.
The queue length approximately raises at rate λ − μeﬀ(Nmax + 2) until
it reaches a P -dependent siphoning threshold. This phase ends when the
queue length reaches the level (see Section 3.4):
Q(2Nmax + 3) =
critical level︷︸︸︷
Pμ + P (λ− μeﬀ(2Nmax + 2))︸ ︷︷ ︸
delay mechanism
.
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Its duration is hence given by:
T4 =
Q(2Nmax + 3)−Q(2Nmax + 2)
λ− μeﬀ(2Nmax + 2) .
• Fifth Phase: Siphon Mechanism
At time
τ = T1 + T2 + T3 + T4 − P (λ− μeﬀ(2Nmax + 2)) ,
the queue length is large enough (= Pμ) to get sojourn times W larger
than P . As a consequence, at time τ+P , a siphon purging with rate μ−λ is
triggered. More precisely, when the queue content exceeds a critical level,
it autonomously releases its emptying. This behaviour is fully analogous
to the hydrodynamic self-siphoning device discussed in Section 3.4. When
the siphon purging happens before there are wearied customers leaving the
system, which happens whenever the condition given by Eq. (4.2) holds,
regimes where only Phases 1 and 5 are visible emerge (see Figs. 4.4 and
4.5). Note that, in Phase 5, all customers leave the system due to rule R1.
At the end of the ﬁfth phase, there remain Pλ customers in the queue (see
Section 3.4). All these Pλ customers are new incomers, who have never
been served yet. The duration of this last phase is given by:
T5 =
Q(2Nmax + 3)− Pλ
λ− μ
=
P [μ− μeﬀ(2Nmax + 2)]
λ− μ .
Summarizing the situation and grouping the above information, it is hence
possible to compute the period
Π = T1 + T2 + T3 + T4 + T5
and the amplitude
Δ = Q(2Nmax + 3)− Pλ = P [μ− μeﬀ(2Nmax + 2)]
of the stable temporal oscillations that are observed for the considered dy-
namics.
Table 4.2 gives a comparison, for the numerical values used in Fig. 4.6, be-
tween the analytical results given by the formulae derived in this section and
simulation results.
4.5 Concluding Remarks
The present model is, by many aspects, oversimpliﬁed. In particular, to as-
sume that all agents share a common patience threshold is obviously a pale
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Analytical Matching With
Results Simulation
T1 = 641.46 below 1% error
Q(Nmax) = 104.61 below 1% error
λ− μeﬀ(Nmax) = −0.2429 below 1% error
T2 = 94.15 below 1% error
Q(Nmax + 1) = 81.73 below 1% error
λ− μeﬀ(Nmax + 1) = 0.0658 below 1% error
λ− μeﬀ(2Nmax + 1) = 0.0295 below 1% error
Q(2Nmax + 2) = 146.18 below 1% error
T3 = 1315.81 below 1% error
λ− μeﬀ(2Nmax + 2) = 0.0479 below 5% error
Q(2Nmax + 3) = 347.70 below 1% error
T4 = 4207.09 below 3% error
T5 = 314.37 below 1% error
Π = 6572.88 below 3% error
Δ = 314.37 below 1% error
Table 4.2. Comparison between analytical and simulation results for deterministic
inter-arrival times 1
λ
= 9, deterministic service times 1
μ
= 0.9 (ρ = 0.1), P = 300
and Nmax = 12.
reﬂect of reality. Everybody has its own perception of waiting time, which will
directly aﬀect the associated utility function. To further approach real situ-
ations and therefore to confer a more direct practical impact to our present
modelling framework, it would now be required to actually characterize the
underlying utility functions, a task which would obviously strongly depend on
the particular situations to be investigated. Nevertheless, our model has so far
the merit to allow for an analytical approach to a noticeably complex dynam-
ics. It shows, once more, the structural emergence of macroscopic temporal
patterns resulting from elementary, though nonlinear, individual interactions
between autonomous agents. Similarly to ants which act according to the
concentration of pheromones, here our agents decide in view of their waiting
times (which actually depend on the other agents’ previous actions within the
system) and personal history with the server, which confers to our dynamics
its stigmergic self-organizing character.
To close, let us emphasize that the very strong structural stability (i.e. the
high insensitivity to external noise sources) of the oscillations reported in Figs.
4.1, 4.2 and 4.3 deﬁnitely increases the modelling power oﬀered by this class of
multi-agent nonlinear dynamics. Models that enjoy strong structural stability
evolution are the cornerstones of a synergetic approach which, with a limited
number of salient relevant features, are able to encompass under a common
modelling framework a wide range of transdisciplinary situations.
74 4 Extended Model for Recurrent Services
4.6 Contributions of Chapter 4
• We explicitly consider the weariness that aﬀects customers using a recur-
rent service. In that regard, we provide a stylized model of a queueing
system with feedback where the decision to remain loyal to the service
provider depends on both the suﬀered waiting time and the number of
already received services. Like the models studied in Chapter 3, the frame-
work proposed here enables an analytical description of the dynamics. The
emerging collective pattern takes again here the form of self-sustained oscil-
lations of the queue content, but they possess now an additional structure
(i.e. an extra peak during the increasing phase).
Part III
Multiple-Stage Feedback Queueing Systems -
Networks with Competing Servers

5Parrallel Servers with Feedback Loop -
Stabilization by Noise
Summary. Similarly to Chapters 3 and 4, we consider here queueing networks
(QNs) with feedback loops roamed by “intelligent” agents, able to select their rout-
ing through the network on the basis of their measured waiting times at the QN
nodes. Remember that it is an idealized modelling framework to discuss the dynam-
ics of customers who base their loyalty to a service supplier on their individual
waiting time satisfaction (i.e. they remain loyal provided they have waited less than
a critical threshold). In this chapter, we consider a more complex network topology
composed of two parallel service branches with feedback loop of the type previously
introduced in Chapter 3. Concerning the customers’ initial choice between the two
service providers, we introduce several diﬀerent routing policies. These autonomous
rules, which are wholly based on speciﬁc agent capabilities, diﬀer in their level of
complexity and with respect to the available amount of information about the cur-
rent system state. Depending on the implemented routing policy at entrance, we show
that the present two parallel servers multi-agent system possesses traﬃc ﬂows that
might exhibit various types of collective patterns. Even for this somehow simple net-
work topology, the emergent cooperative behaviours manifest themselves via stable
macroscopic temporal oscillations, synchronization of the queue contents or stabi-
lization by noise phenomena. As already emphasized in the preceding chapters, for a
wide range of control parameters, the underlying presence of the law of large num-
bers enables us to use deterministic evolution laws to analytically characterize such
cooperative evolutions of our multi-agent system. In particular, we study in detail
the case where the servers are sporadically subject to failures altering their ordinary
behaviour.
5.1 Introduction
In many real-life circumstances, customers face the situation of having to
choose between diﬀerent ﬁrms providing the same service. When this choice
is taken by fresh customers, who haven’t any a priori ideas about the distinct
service providers, the expected waiting time before receiving service would def-
initely represent an important decision criterion. In this chapter, we will con-
sider such type of decision processes with customers having to choose among
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two vendors providing a recurrent service. After this initial choice, the cus-
tomers’ loyalty to the chosen service provider depends as in the preceding
chapters on the experimented waiting times. Inherent to such type of markets
with diﬀerent ﬁrms oﬀering the same service activity, aspects such as compe-
tition or market partition between the service providers are obviously of great
importance.
In this chapter as well as in Chapter 6, extending the modelling framework
originally introduced in Chapter 3, we analyze more complex networks involv-
ing two servers with feedback loop topologies. More precisely, we will consider
here an open network composed of two parallel servers of that particular type.
While the agents’ initial choice between the two servers will be based on a
priori measures (i.e. expected value of the waiting times, based on real-time
observations of the current queue contents), their later loyalty to this server
will be based on a posteriori observations of the system state (i.e. individually
perceived waiting times). Focusing on the study of the traﬃc load partition
between the two service providers, we show that the behaviour of the present
multi-agent system leads to the emergence of various types of collective tem-
poral patterns. Note that in Chapter 7, we will treat the situations where
the choice between the two service providers is taken not only with respect
to expected waiting time considerations but also in function of spatial aspects.
This chapter is organized as follows. In Section 5.2, we introduce the net-
work formed by two parallel feedback queues and a bifurcation point that will
be considered throughout this chapter. Any incoming agent has to choose, on
entry, between one of the two servers but once the choice made it can neither
renege nor jockey between the queues. This initial routing decision can be ei-
ther deterministic, random, and/or guided by a partial or a full observation of
the real-time content of the queues. The new ability of the agents to observe
queue contents introduced in this chapter, added to their capability to moni-
tor waiting times (as previously described in this work), oﬀers the possibility
to generate new cooperative time evolutions. We ﬁrst describe in Section 5.3
the system global behaviour when the choice between the two servers requires
no special agent features and follows a ﬁxed dispatching rule (deterministic or
random). In Section 5.4, we focus on situations where the agents can observe
the queue content of a single server and the decision to join the observed
queue is correspondingly based on its content (the agent enters the queue if
the content is below a critical population threshold). In this case, we show how
the presence of random ﬂuctuations in the service times can stabilize a ﬂow
dynamics which is otherwise unstable for purely deterministic service times.
In particular, we provide an analytical study for the case where the servers
are randomly and sporadically subject to failures altering their ordinary be-
haviour. In Section 5.5, we allow the agents to observe both queue contents.
In this situation, when a “shortest-queue-ﬁrst” scheduling rule is adopted at
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the bifurcation node, a full synchronization of the queue contents oscillations
is observed. Finally, Section 5.6 is devoted to concluding remarks.
5.2 Model
We increase in this chapter the complexity of the queueing network (QN) stud-
ied in the preceding chapters and pay attention to the conﬁgurationD, formed
by a dipole of feedback queues in an open network topology, as sketched in
Fig. 5.1. Two feedback queueing systems of the type introduced in Chapter
Fig. 5.1. A bifurcation of queueing systems with feedback loop.
3 are placed in parallel. The total incoming external customers feeding this
system is a renewal process with rate Λ. At a ﬁrst decision node (DN) ne
(where e stands for entry), the agents face two routing possibilities: to either
join server Su, or to join Sd. In front of Su and Sd, the agents wait in queues
whose respective contents will be denoted by Qu(t) and Qd(t) (from Fig. 5.1,
the indexes u and d stand for up and down respectively). We will write by
μu and μd the respective service rates of Su and Sd. The capacities of both
queues Qu(t) and Qd(t) are assumed to be unlimited and the service policy
is ﬁrst-in-ﬁrst-out (FIFO). The presence of the feedback loops introduces two
corresponding DNs nu and nd. As in Chapter 3, at nu and nd the decision
to enter into the feedback loop depends on the sojourn time W individually
measured by each customer. More precisely, the history-based (HB) routing
rule R given by Eq. (3.1) drives the agents’ behaviour at these decision nodes.
Concerning the initial choice between the two servers Su and Sd on entry, we
will separately consider in the following three typical scenarios depending on
the agents’ ability to gather information:
(1)Fixed entrance dispatching rule requiring no special agent capabilities
(Section 5.3).
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(2)Agent-based entrance dispatching rule based on a partial (individual) ob-
servation of the queue contents (Section 5.4).
(3)Entrance dispatching rule based on a complete observation of the queue
contents (Section 5.5).
In other words, the agents’ capability, when choosing one of the two servers,
to observe the state of the system will be progressively enhanced in the three
above routing rules.
5.3 Fixed Entrance Dispatching Rule
Let us start with blind agents only being able to record the total waiting
time spent to receive service (i.e. queueing + processing times) but unable to
observe the queue contents Qu(t) and Qd(t). Hence, in this case, the routing
decision at node ne will not depend on any complex agent capability (“intelli-
gence”) and an incoming customer will thus simply select between the servers
Su and Sd by using either a deterministic or a random rule, completely inde-
pendent from the queue lengths Qu(t) and Qd(t). In the following, we describe
the dynamics arising for two such typical dispatching rules, namely determin-
istic polling and Bernoulli sampling.
5.3.1 Deterministic Polling
In this case, the time horizon is divided into deterministic intervals Tu and
Td during which Su and Sd respectively are alternatively fed with the total
incoming traﬃc Λ. The conditions ρu =
Tu
Tu+Td
· Λ
μu
< 1 and ρd =
Td
Tu+Td
·
Λ
μd
< 1 ensure the stability of the system. In view of Chapter 3, it is not
surprising that stable oscillations of the queue contents will, here again, be
observed. However, instead of being smooth, the alternative feeding of the
servers creates indentations in the time evolutions of Qu(t) and Qd(t). The
frequency of the alternations, given by Tu and Td, determines the indentation
structure. Qualitatively, increasing the frequency of the alternations decreases
the roughness of the curve. For large P , the amplitudes and frequencies of the
two uncoupled oscillations can be determined using Eqs. (3.9) and (3.10) with
the parameters
(
λu =
TuΛ
Tu+Td
, μu
)
on one hand and
(
λd =
TdΛ
Tu+Td
, μd
)
on the
other hand. This is in perfect agreement with the simulation experiments
given in Fig. 5.2.
5.3.2 Random Dispatching Rule
Here, we typically consider a Bernoulli sampling of the incoming ﬂow, where
the Bernoulli random variable is determined by a parameter r, (0 ≤ r ≤ 1).
Each agent, upon arrival, simply draws a Bernoulli random variable and
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Fig. 5.2. Deterministic polling entrance rule: queue length indented oscillations
obtained by simulation for exponentially distributed inter-arrival and service times
with Λ = 0.2, μu = 1.25, μd = 1, Tu = 200, Td = 300 and P = 350.
chooses between the two servers according to this particular realization. From
a global perspective, a partial traﬃc with rate rΛ enters into server Su
while a traﬃc with rate (1 − r)Λ enters into Sd. The Bernoulli sampling
implies that both systems Su and Sd evolve independently and individually
follow the dynamics exposed in Chapter 3. For large P , the two uncoupled,
quasi-deterministic, cyclo-stationary behaviours have amplitudes and frequen-
cies that are given by Eqs. (3.9) and (3.10) with parameters (rΛ, μu) and
((1 − r)Λ, μd) respectively.
5.4 Entrance Dispatching Based on a Partial Observation
of the Queue Contents - Noise Induced Stabilization
Besides chronometers to record W , each customer is now endowed with a
“visual system”1 enabling him/her to observe, in real-time, the instantaneous
queue content Qu(t). Assume however that Qd(t) always remains hidden to
the incoming agents, although they know the average service rate μd. At time
t, an incoming agent at node ne ﬁrst observes the queue content Qu(t) and,
based on this observation, decides either to enter Su or to join Sd. Once en-
tered into a queue, neither reneging nor jockeying (i.e. jumping between Su
and Sd) is allowed. Note that except for the presence of feedback loops, this
network conﬁguration is fully similar to the two gas stations network studied
in [54]. In this contribution, two gas stations are located one after the other
on a main road. A driver who needs to refuel is only able to observe the queue
length Qu(t) at the ﬁrst station (which would be here Su). Then, he/she com-
pares Qu(t) to the conditional expected queue content at the second station
(here Sd) and decides either to enter into the ﬁrst station or to postpone
1 Like the individual computation of the waiting times, such vision capability could
be concretely realized with an ability of the agents to read the (permanently
updated) value of dedicated registers.
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his/her refuelling and enter into the second one.
Returning to our present model, we assume from now on that an incoming
agent decides:
(i) either to enter Su whenever Qu(t) strictly stays below a threshold value
N∗ (i.e. when Qu(t) < N∗)
(ii)or to enter Sd otherwise.
At the DNs nu and nd, the routing rule R given by Eq. (3.1) depends, as in
Chapter 3, on a patience parameter P which is again assumed to be common
to all agents. Assume that the patience P and the threshold control parameter
N∗ are adjusted as:
P ≥ N
∗ + 1 + δ
μu
, δ ∈ N+, (5.1)
where δ denotes a tolerance level above the expected sojourn time. We can
interpret (further details will be given later) the routing decision at nu to be
a formal illustration of the H. Maister’s ﬁrst principle of the psychology of
waiting lines [87], namely: “Satisfaction equals perception minus expectation”.
Indeed, at the DN ne, the level N
∗ deﬁnes, via P as given by Eq. (5.1), an
expected admissible sojourn time. Later, when reaching nu, each agent com-
pares its measured sojourn time (playing the role of the perceived sojourn
time) with P (playing the role of the expected sojourn time) and then takes
its routing decision accordingly.
We consider ﬁrst the deterministic dynamics where Su operates with a ﬁxed
service time 1
μu
. When, at a given time t, Qu(t) = N
∗ agents are waiting in
front of Su, they will remain loyal to Su forever (i.e. these agents will loop
forever and ever). Indeed, their measured sojourn time W never exceeds P
and, the dynamics being deterministic, no perturbation will alter this dynam-
ically “frozen” situation. As a result, once Qu(t) = N
∗, the server Su remains
deﬁnitively unavailable for any external incomer and the global incoming traf-
ﬁc with rate Λ is entirely dispatched to Sd. Whenever
Λ
μd
> 1, the queueing
system will thus be unstable (i.e. limt→∞Qd(t) =∞).
Assume now that random ﬂuctuations aﬀect the service times of Su. While
Eq. (5.1) is still satisﬁed on average, service time noise triggers, at node nu, a
random ﬂow of unsatisﬁed customers, who will deﬁnitively leave the system.
Hence, with the presence of noise (in the service time), the availability (for
external traﬃc) of Su eﬀectively increases - remember that this availability is
null in absence of noise. Consequently, a part of the global incoming traﬃc
is now processed by Su. For a selected range of control parameters, we may
simultaneously have:
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ρu =
αΛ
μu
< 1 and ρd =
(1− α)Λ
μd
< 1, 0 ≤ α ≤ 1, (5.2)
where αΛ and (1− α)Λ stand for the stationary average rates of the partial
traﬃc ﬂows feeding Su and Sd (α = 0 corresponds to the purely deterministic
case considered before). Whenever Eq. (5.2) holds, both queueing branches
are dynamically stable. The previous qualitative reasoning suggests that there
exists a critical variance σ2u,c of the service times of Su (and hence a critical
value αc) such that:
(a) for σ2u ≥ σ2u,c, the queueing system is stable.
(b) for σ2u < σ
2
u,c, the queueing system is unstable.
Hence, we can speak here of a noise-induced stabilization of the dynamics,
which is studied below in more details both experimentally and analytically.
5.4.1 Experimental Observations
The above dynamical behaviour can be explicitly observed in simulation ex-
periments where the incoming ﬂow of customers is an exponential process with
parameter Λ and the Su service times are drawn from a probability density
dBu(x) being:
(1) uniform with support
[
1
μu
− ξ, 1
μu
+ ξ
]
with ξ ≥ 0 (thus σ2u = ξ
2
3 ). The
following numerical values were used: Λ = 1.11, 1
μu
= 1
μd
= 1, N∗ = 28 and
P = 30 (i.e. δ = 1 in Eq. (5.1)). We observe that for ξ ≥ 0.118 ⇒ σ2u,c ≥
0.0046, the queueing system remains stable, while it becomes unstable (i.e.
limt→∞Qd(t) =∞) for smaller values of ξ.
(2) a Normal law N ( 1
μu
, σ2u). For the same numerical values as above, we
observe that for σ2u ≥ σ2u,c = 0.0046, the queueing system remains stable,
while it becomes unstable for σ2u < σ
2
u,c.
5.4.2 Analytical Approach
To analytically discuss the stability issue, let us consider the situation where
the service times of Su are independent Bernoulli random variables with values{
1
μu
, 1
μ+
}
and corresponding probabilities (1 − q) and q respectively, 0 ≤
q << 1. We assume that μ+ < μu and interpret
1
μ+
(with 1
μ+
> 1
μu
) as the
eﬀective service time occurring when a failure alters the ordinary behaviour
of the server Su. Remember that the agents follow the FIFO rule and are
homogeneous in their patience parameter P , chosen here to fulﬁl:
P <
N∗
μu
+
1
μ+
and P >
N∗ + 1
μu
, (5.3)
where the second expression is actually Eq. (5.1) with δ = 1 (compared to
Eq. (5.1), note here the use of a strict rather than a weak inequality). When,
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at a given time t, Qu(t) = N
∗ − 1, an incoming tagged customer ζ at DN ne
will decide to enter Su. Later on when ζ reaches nu, he/she will, according to
Eq. (5.3) and the routing rule R given by Eq. (3.1), choose:
(i) either to follow the feedback loop, whenever no failure occurred during the
service of the N∗ customers who were directly in front of him (including
the customer who was served when ζ joined Qu(t)) and during his/her
own service
(ii)or to leave the system, whenever one or more failures occurred during the
service of the N∗ customers who were directly in front of him/her and
during his/her own service.
Hence, in absence of failures and when Qu(t) = N
∗, the agents will remain in
the feedback loop forever and, at DNs ne and nu, neither an externally new
incomer nor a leaving customer will be observed. However, as soon as failures
occur in Su, Eq. (5.3) implies that one or more customers will deﬁnitively
leave the system after the decision at nu. Hence, this implies that the global
incoming traﬃc will now be shared between Su and Sd. Assume that:
μd < Λ ⇐⇒ ρd = Λ
μd
> 1. (5.4)
Thus, Sd cannot sustain alone the full traﬃc load without being in an unstable
regime (ρd > 1 ⇒ limt→∞Qd(t) = ∞). Remember that αΛ and (1 − α)Λ
denote the rates of the average partial traﬃcs processed respectively by Su and
Sd. There exists a critical incoming ﬂow, deﬁned by (1 − αc)Λ, above which
the queue Qd(t) becomes unstable. For the associated traﬃc intensities, this
implies that:
ρu =
αΛ
μu
< 1 and ρd =
(1 − α)Λ
μd
< 1, ∀α > αc, (5.5)
ρd,c =
(1− αc)Λ
μd
= 1, (5.6)
where ρd,c is the critical traﬃc load driving the queue Qd(t) to its marginal
stability regime.
To proceed further with analytical considerations, let us now focus on rare
events regimes (RER), for which more than a single failure during N∗+1 con-
secutive ordinary services is a highly improbable event. As N∗ is the threshold
value governing the decision at node ne and P fulﬁls Eq. (5.3), the RER is
expected when N∗+1 << 1
q
. Under the RER, each failure triggers the purging
of the queue Qu(t). Indeed, due to the FIFO scheduling rule, when a failure
occurs at time t, all the N∗ agents at the moment in Qu(t) will experiment
a sojourn time larger than P when arriving at nu (i.e. these are the loyal
customers currently travelling in the feedback loop and that will feed server
Su for t
′ > t). As it has been discussed in Section 3.4, this produces a siphon
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purging, here of size N∗. In the RER, the succession of these siphon events
will be approximately uncorrelated. Hence, in the stationary regime, we can
simply estimate the outgoing ﬂow rate λu at DN nu as being given by:
λu = Prob{a single failure occurs}N∗μu = qN∗μu. (5.7)
When Eq. (5.7) holds, the partial traﬃc on Sd is given by:
ρd =
λd
μd
=
Λ− λu
μd
=
Λ− qN∗μu
μd
. (5.8)
The marginal stability of queue Qd(t) is attained at the critical traﬃc ρd =
ρd,c = 1, which implies:
q ≥ qc := Λ− μd
N∗μu
. (5.9)
In terms of αc, we can write:
αc = 1− μd
Λ
. (5.10)
Finally, we can also express the stability condition given by Eq. (5.9) in terms
of the critical variance σ2u,c of the underlying Bernoulli random variable. We
obtain:
σ2u ≥ σ2u,c = qc(1− qc)
(
1
μ+
− 1
μu
)2
. (5.11)
The numerical experiments reported in Tab. 5.1 are in perfect agreement with
Eqs. (5.9) to (5.11).
Global incoming Simulated stability Simulated stability
traﬃc Λ condition on q condition on σ2u
1.05 0.0017 0.00075
1.1 0.0034 0.0015
Table 5.1. Stability conditions obtained when using a discrete events simulator
with the following parameters: N∗ = 28, 1
μd
= 1
μu
= 1, 1
μ+
= 3 and P = 30. No
discrepancy between simulated and theoretical results have been observed up to the
shown precision.
While the concept of stabilization by noise is currently discussed in the context
of stochastic diﬀerential equations [8, 53, 107], the present class of models
exempliﬁes clearly that such a random stabilization can also be encountered
in multi-agent systems where a nonlinearity (in our case, the feedback loop)
is present.
86 5 Parrallel Servers with Feedback Loop
5.5 Flow Dispatching Based on Fully Observable Queues
- Synchronization of Oscillations
Here, we assume that both queues Qu(t) and Qd(t) can be observed simulta-
neously by the incoming agents. Thus, compared with Section 5.4, the infor-
mation gathering process has been further increased. Based on such real-time
observation of both queue contents, several dispatching policies at the DN ne
can be constructed. Among the simplest and most natural rules, let us here
focus on the policy sending a new externally incoming customer to the short-
est observed queue. This Shortest-Queue-First (SQF) rule yields the natural
emergence, for large common patience parameter P , of synchronized stable
temporal oscillations of the queue contents Qu(t) and Qd(t). This happens for
any initial conditions of the queue populations. As before, when P is large and
common to all agents, a purely deterministic approach is perfectly suitable to
describe the emerging oscillatory behaviours. We assume that Λ
μu+μd
< 1 to
ensure the stability of the system. Let us consider, without loss of generality,
that 1
μu
≥ 1
μd
. The two following cases may arise:
(1) Non-generic case : two identical servers (i.e. 1
μu
= 1
μd
).
The total incoming traﬃc is evenly divided between the two servers, both
receiving a partial traﬃc with rate Λ2 . The amplitude and period of the
common synchronized stable temporal oscillations of the queue contents
Qu(t) and Qd(t) are given by Eqs. (3.9) and (3.10) with parameters
Λ
2 and
μ.
(2) Generic case : two servers with service rate ratio 1
μu
> 1
μd
.
Even though the servers do not work at the same speed, the queue contents
Qu(t) and Qd(t) are driven to be equal at any time, provided
Λ
μd
> 1 (i.e.
upon the condition that Sd is not able to handle alone the total incoming
ﬂow). The greater speed of Sd implies that the customers joining this
server will remain satisﬁed for a longer queue length than with Su. As
a consequence of the SQF rule, there will be more unsatisﬁed customers
with server Su and this server will thus process a greater part of the global
incoming traﬃc than Sd (i.e. Su will absorb more fresh customers, but
these customers will stay less time in the system than those joining Sd).
As shown in Fig. 5.3, two distinct dynamics may emerge depending on the
arrival and service rates.
5.6 Concluding Remarks
To characterize and to quantify how an incoming ﬂow of customers is eﬀec-
tively shared between providers oﬀering the same service is a topic of great
importance in many diﬀerent businesses. In this chapter, we have focused
on the inﬂuence that expected waiting times before being served could have
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Fig. 5.3. The SQF policy implies that we have with large probability 0 ≤ |Qu(t)−
Qd(t)| ≤ 1, ∀t. Here, we only show the state of Qu(t) in the above ﬁgures. Fig.5.3.a):
Queue content Qu(t) when P = 2500 and the inter-arrival and service processes are
exponential with parameters Λ = 1.25, 1
μu
= 1.6 and 1
μd
= 1.2. The amplitude
and period of the common synchronized stable temporal oscillations are given by
Δ = Pμd
2
and Π = P
“
μd
μd+μu−Λ
+ μd
Λ−μu
”
respectively. The two diﬀerent slopes
are given by A = Λ−μu−μd
2
and B = Λ−μu
2
. Fig.5.3.b): Queue content Qu(t) when
P = 2500 and the inter-arrival and service processes are exponential with parameters
Λ = 0.9, 1
μu
= 1.6 and 1
μd
= 1.2. The dynamics diﬀers from the case a) by the
presence of a time interval with slope C = Λ
2
. During this interval, customers in Su
and Sd are all satisﬁed. On the other hand, during the time intervals with slope A
and B, the customers in Su are unsatisﬁed (the customers in Sd being unsatisﬁed
only during the interval with slope A). For instance, in the conﬁguration a), all
the customers joining Su are unsatisﬁed, because Qu(t) always remains above the
critical threshold. The complexity of the dynamics in the case b) requires more
involved computations, which precludes to give simple and compact expressions
for the amplitude and the period of the synchronized oscillations. However, due to
the quasi-deterministic nature of the dynamics (when P is suﬃciently large), an
analytical characterization is still feasible.
on the customers’ decision processes. In particular, we have exhibited pos-
sible collective patterns that might emerge due to such kind of autonomous
customers’ routing rules, namely stable quasi-deterministic oscillations of the
queue contents, stabilization by noise phenomena and synchronization of os-
cillations. While the fully analytical study of Section 5.4.2 is restricted to
regimes where undesired events (such as failures) are rare (i.e. sporadic tem-
porary unavailability of the servers), simulation experiments however clearly
indicate that the described self-organized phenomena remain observable for
very general situations.
5.7 Contributions of Chapter 5
• Extending the modelling framework introduced in the preceding chapters,
we consider here an open network composed of two parallel servers with
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feedback loop like those previously described in Chapter 3. We introduce
various (with respect to their speciﬁc level of complexity as well as the
available amount of individually collected information about the current
system state) agent-based policies for the customers’ initial choice between
the two servers. Added to the agents’ capability to autonomously choose
their routing with regard to waiting time considerations (hence in func-
tion of history-based data), we show that, depending on the routing rule
implemented at entrance, the emerging dynamics might exhibit collective
phenomena like stable quasi-deterministic oscillations of the queue lengths,
noise-induced stabilization and synchronization of oscillations.
6Closed Network of Two Servers with Feedback
Loop - Competing Server Dynamics
Summary. We study the market partition dynamics between two recurrent service
providers in a closed market topology. As generally assumed all along this thesis,
the customers’ satisfaction (and hence their loyalty to a service provider) depends
in a nonlinear fashion on the elapsed waiting time to receive service. In the present
context, when unsatisﬁed with a service provider, a customer leaves it and join the
other vendor. Without giving tedious computational details, we provide in this chap-
ter a qualitative overview of the variety of temporal collective phenomena that might
emerge in the dynamics of the considered multi-agent two servers queueing system.
6.1 Introduction
Managers take strategic and investment decisions in order to anticipate the
future evolution of the market. In that respect, they can rely either on sta-
tistical analysis or on dynamical modelling. The ﬁrst approach is suitable,
comfortable and eﬀective in order to perform long-term strategic planning.
On the other hand, to focus on the dynamical evolution of the market allows
for a deeper understanding of the inherent business processes, which conse-
quently allows for the implementation of strategic short-term policies that
lead to quicker and more reactive adaptation to possible market ﬂuctuations.
In this chapter, and more generally in this thesis, we follow the second mod-
elling approach and hence we try to describe the temporal evolution of our
particular classes of multi-agent queueing systems.
When a market is composed of several service providers, they will compete
to become more attractive than the others and consequently attract a larger
number of customers. When the gain of a new customer at a server coin-
cides with the loss of a consumer for an other service provider, we speak of
cannibalization eﬀect. This phenomenon is likely to happen in closed market
conﬁgurations. Moreover, when a server attracts and cannibalizes customers
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such that it holds a market share that is larger than the expected equilibrium1
(i.e. there exists an asymmetry between the number of customers at each ven-
dor with respect to their respective service speeds), we speak in that case of
super-cannibalization. The closed network with two recurrent service facilities
considered in this chapter, whose dynamics will exhibit such cannibalization
and super-cannibalization eﬀects, idealizes the quality of service competition
which arises between two distinct vendors within the same market.
Let us take the example of two internet service providers, namely S1 and
S2, competing for a ﬁxed pool of potential customers. If, at a given moment,
S2 proposes a faster access to the internet and/or a larger bandwidth, it will
start to attract customers from the slower service provider S1, triggering thus
a cannibalization phenomenon. However, due to the presence of an informa-
tional delay in the dynamics, it is likely that too many customers will actually
leave S1 for S2; this will yield the creation of a super-cannibalization eﬀect.
The above equilibrium market share held by S2 will imply that its processing
rate will noticeably decrease and S2 will ultimately become less attractive than
S1. As a consequence, this will trigger the apparition of a ﬂow of customers
that take the inverse way from S2 to S1, creating thus an antagonistic canni-
balization eﬀect. Following this simple reasoning, the dynamics of such type
of systems might hence exhibit successive and periodic super-cannibalization
phenomena.
The chapter is organized as follows. In Section 6.2, we introduce the closed
network with two recurrent service facilities that will be considered through-
out this chapter. In Section 6.3, we give a qualitative panorama of the range
of collective patterns that might appear due to the agents’ actions and in-
teractions within our particular queueing system. More precisely, we observe
cannibalization as well as super-cannibalization eﬀects in the dynamics, which
ultimately lead either to oscillations between the respective number of agents
at each server or to the stabilization of the number of customers at each node.
Several perspectives and conclusions are given in Section 6.4.
6.2 Model
Consider the closed network sketched in Fig. 6.1, formed by two feedback
queueing systems as those discussed in Chapter 3. The servers Si (i = 1, 2)
composing the network have an average service time 1
μi
, where μi (i = 1, 2)
stand for the respective service rates. Without loss of generality, we assume
that μ1 ≤ μ2. The total number N ∈ N+ of agents circulating in the network
is ﬁxed and we allow the capacities Ci (i = 1, 2) of both queues to be large
1 In equilibrium, each server should hold a market share that is proportional to its
processing rate.
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Fig. 6.1. Closed network of two servers with feedback loop.
enough to accommodate the entire population (i.e. one assumes that Ci > N
for i = 1, 2). Directly inspired from Chapter 3, each circulating customer
is again equipped with a clock and monitors its total waiting time spent to
receive service (i.e. its sojourn time) - the clock is reset to t = 0 each time
a customer enters into a queue, the clock time value Wi is obtained when
reaching a node ni (i = 1, 2). The measured value Wi of each customer is
then compared with a ﬁxed and common to all customers patience parameter
P . Thanks to the time monitoring, the history-based (HB) routing rule R,
originally introduced in Eq. (3.1), can be implemented here and becomes in
the present context:
R =
⎧⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Go to the feedback loop if Wi ≤ P,
and hence go to server Si
Avoid the feedback loop if Wi > P,
and hence go to server Si+1
(6.1)
with the notation:
Si+1 =
{
S1 if i = 2,
S2 if i = 1.
Writing N1(t) and N2(t) = N −N1(t) for the number of customers (including
the one being served) waiting in Q1(t) and Q2(t) respectively and using a ﬂuid
queueing picture to describe the population dynamics, we can write:
N1(t) = N1(0) +
∫ t
0
[μ2I(W2(s) ≥ P )I(N1(s) < N)− μ1I(W1(s) ≥ P )I(N1(s) > 0)] ds, (6.2)
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where Wi(t) is the sojourn time of customers leaving queue Qi, i = 1, 2, at
time t. The function I {E} is the indicator of the event E (i.e. I {E} ≡ 1
when the event {E} is realized and 0 otherwise). We assume, from now on,
that the common patience parameter P is chosen such that Pmin ≤ P ≤ Pmax,
with Pmin being large enough to safely allow, as in Chapter 3, a deterministic
analysis (thanks to the inﬂuence of the law of large numbers). Furthermore,
Pmax fulﬁls:
μ1 Pmax < N, (6.3)
which, in view of the policy R stated in Eq. (6.1), rules out the trivial situa-
tions occurring when all the customers are systematically satisﬁed and there-
fore stay loyal to their initial server.
6.3 Market Partition Dynamics
The total number of customers being ﬁxed, the dynamical state of the system
is entirely determined by the single variable N1(t). While, for the deterministic
evolution, a complete analytical characterization of the emerging dynamics
is possible [77], we present here only the most relevant qualitative features
exhibited by this dynamical system. More particularly, four separated regimes,
summarized in Fig. 6.2, can be characterized in function of the initial queue
content N1(0):
• N -regime: N1(0) > μ1P and N1(0) ≥ (N − μ2P )
Starting at time t = 0 with N1(0) > μ1P customers lining in Q1, we
conclude that after time t = P , customers reaching the node n1 will be
unsatisﬁed and therefore leave to populate Q2. To study the role played
by the second condition: N1(0) ≥ (N − μ2P ) ⇔ (N −N1(0)) = N2(0) ≤
μ2P , two sub-cases have to examined:
(1) Generic case : μ1 < μ2
(a) When μ2 P ≥ N , the server S2 alone is able to accommodate,
with satisfaction, all customers. Consider the situation where N1(0)
customers initially populate Q1. As N1(0) > μ1P , the ﬁrst μ1 P
customers reaching the node n1 will be satisﬁed and therefore return
to line again in Q1. The remaining N1(0)− μ1 P customers, being
unsatisﬁed, go to line in Q2. At their second visit to S1, the μ1 P
customers initially satisﬁed will, when reaching n1 for the second
time, be unsatisﬁed. Indeed, they did eﬀectively wait N1(0)
μ1
> P
in Q1 to receive their second service. This mechanism implies that
ultimately all customers leave the ﬁrst node and populate Q2 and
stay there forever. This behaviour can be used to mimic how an
eﬃcient service can ultimately monopolize an entire market sector.
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(b) In the case where μ2 P < N , the server S2 alone is not able
to accommodate, with satisfaction, all customers. Hence, temporal
oscillations of the queue contents will be sustained (i.e. periodic
antagonistic super-cannibalization phenomena).
(2) Non-generic case : μ1 = μ2
In this case, none of the servers is able to accommodate, with sat-
isfaction, the entire population. Hence, only oscillating regimes are
generated.
• W-regime: N1(0) > μ1P and N1(0) < (N − μ2P )
Starting with N1(0) > μ1P customers in Q1 implies that at time t = P ,
customers leave Q1 to enter into Q2. Again, to study the role played by the
second condition: N1(0) < (N − μ2P ) ⇔ (N −N1(0)) = N2(0) > μ2P ,
two sub-cases have to examined:
(1) Generic case : μ1 < μ2
The second condition stated above implies similarly that, at time t = P ,
customers leave Q2 to enter into Q1. Hence, unsatisﬁed customers are
systematically generated.
(2) Non-generic case : μ1 = μ2
Here, one can show that the queue contents remain constant, as cus-
tomers travel from Q1 to Q2 in a similar way, exactly as they would
do in a closed tandem ﬂuid queue without feedback.
• S-regime: N1(0) ≤ μ1P and N1(0) < (N − μ2P )
Starting with N1(0) ≤ μ1P implies that customers initially in Q1 are
satisﬁed and stay in that queue. The second condition: N1(0) < (N −
μ2P ) ⇔ (N −N1(0)) = N2(0) > μ2P implies that, for t = P , customers
in Q2 are unsatisﬁed and therefore leave to populate Q1. The discussion
of this case is very similar to the N -regime. Here, however, due to the
fact that N ≥ N2(0) > μ2P , the server S2 will never be able to attract
the entire market and therefore, only oscillating behaviours of the queue
contents are observable.
• E-regime: N1(0) ≤ μ1P and N1(0) ≥ (N − μ2P )
Starting with N1(0) ≤ μ1P implies that customers initially in Q1 are
satisﬁed and stay in Q1. The second condition: N1(0) ≥ (N − μ2P ) ⇔
(N −N1(0)) = N2(0) ≤ μ2P implies similarly that customers are satisﬁed
and therefore stay in Q2. In this regime, no exchange of customers is
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observed and the system eﬀectively behaves as if it were formed by two
independent servers.
Fig. 6.2. Summary of the diﬀerent regimes obtained in function of the initial con-
dition and the patience parameter.
More reﬁned analytical results and the rigorous proofs of the above results
rely on taking into account the ability for the system (i.e. both servers) to be
able to accommodate, with satisfaction, the entire population of customers.
This can be discussed by introducing the parameter Θ = N − (μ1 + μ2)P .
For Θ > 0, a systematic ﬂow of unsatisﬁed customers (and hence a recurrent
cannibalization eﬀect) will always be generated in the system. On the other
hand, when Θ < 0, the presence of such systematic ﬂow of unsatisﬁed cus-
tomers depends on the initial conditions (this explicit ergodicity violation is
due to the intrinsic non-Markovian property of the underlying dynamics) and
thus distinct types of regimes might emerge. This competing servers dynamics
illustrates explicitly how rich spatio-temporal structures can be generated by
HB routing in queueing networks.
In the present context, the various collective emerging patterns take the form
either of stable oscillations between the respective number of customers pop-
ulating each server or of a stabilization of the number of consumers at each
node. These phenomena are the consequence of inherent antagonistic can-
nibalization and super-cannibalization eﬀects between the two servers. Note
that these periodic phenomena would be removed in presence of less reactive
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agents that base their satisfaction with a service provider not only on their
last visit but on a larger history window. In particular, when the customers do
not react directly (i.e. they do not leave a service provider) after a single bad
experience but wait until having received a given number of unsatisfactory
experiments before changing of vendor, then no periodic ﬂow of unsatisﬁed
customers will be generated and the number of agents in each node will be
stabilized.
6.4 Concluding Remarks
The class of models considered in this chapter ﬁts particularly well to e-
commerce applications. Indeed, ﬁckler customers, with immediate reactions to
short-term satisfaction measures, are likely to be observed in this framework.
The possibilities that consumers have to make a rapid comparison between
diﬀerent available service providers is enhanced within such market channels.
In particular, customers often have a direct access to information about the
current expected delay to receive service and they can thus easily establish
whether or not it is proﬁtable to change of vendor. Among the potential direc-
tions to extend the idealized modelling framework proposed in this chapter,
one could introduce a cost induced by a change of service provider. Depending
on the relative importance of the costs (i.e. vendor switch and waiting time
costs), it would be interesting to study the resulting modiﬁed market partition
dynamics.
6.5 Contributions of Chapter 6
• We study the market partition dynamics of a closed network composed of
two recurrent services (i.e. two servers with feedback loop). We qualita-
tively describe the various collective patterns that might emerge in such a
queueing system, namely cannibalization phenomena that lead to periodic
ﬂows of unsatisﬁed customers changing of service provider (i.e. oscillations
of the respective number of customers at each server) or stabilization of
the number of consumers at each node.

Part IV
Introducing Spatial Aspects - Market Sharing
Spatio-Temporal Dynamics

7Spatial Market Sharing Dynamics Between
Two Service Providers
Summary. In this chapter, we study the market partition between two distinct ﬁrms
that deliver services to customers whose behaviour is sensitive to waiting time. In
our model, the incoming customers select a ﬁrm on the basis of its posted price, the
expected waiting time and its brand. More speciﬁcally, we quantify by a cost any
departure from the ideal brand expected by each incoming customer. Considering
that the two underlying queueing processes operate under high traﬃc regimes, we
analyze the market sharing dynamics by using a diﬀusion process. As a function
of control parameters, such as the waiting and brand departure costs or the incom-
ing traﬃc intensity, we are able to analytically characterize a transition between
an Hotelling-like regime (dominated by brand considerations) and a deadline type
regime (dominated by waiting time considerations). The market sharing dynamics is
described by the time evolution of a boundary point, the dynamics of which belongs
to the class of noise-induced phase transitions, a type of phenomena so far widely
discussed in physics, chemistry and biology. Explicit illustrations for both symmetric
(i.e. identical servers) and asymmetric cases are worked out.
7.1 Introduction
In his original contribution [62], H. Hotelling considered the case where two
vendors supply an identical product that is perceived homogeneous by incom-
ing customers. However, the vendors being separated in geographical space,
transportation costs to be added to the mill prices charged by the vendors are
generated. In presence of two vendors, there exists an inner market boundary
point, for which the mill price plus the transportation costs from both sup-
pliers break even. This seminal modelling framework has stimulated a wealth
of contributions with the goal to relax some of the oversimplifying hypothesis
of the original model. In particular, the introduction of elastic demands (i.e.
customers are not prepared to pay “prohibitive prices” for the product) has
been discussed in [105]. Note that the original Hotelling’s model is basically
deterministic - it indeed does not incorporate random perturbations which ac-
tually may corrupt the prices and then aﬀect the customers’ decision process.
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Among the numerous potential noise sources, one of the simplest and most
natural way to incorporate randomness is to consider the situations where the
customers’ decision to select one of the vendors depends on the expected time
delay before service. This simple and realistic situation has been recently pro-
posed by G. Cachon and P. Harker in [24] and [25]. As these authors clearly
emphasized in [24], the resulting inherent analytical complexity implies that
rather seldom are the models dealing with ﬁrms that simultaneously compete
with both prices and processing rates. In this regard, the aim of the present
work is to investigate a class of simple models for which explicit analytical
considerations can be worked out. While in [24] the ﬁrms are assumed to ad-
just their processing rates to guarantee a ﬁxed expected time cost, the class
of models developed in this chapter takes into account the ﬂuctuations of the
waiting times and therefore keeps full track of the randomness induced by
the underlying queueing processes. Note that the adjusting processing rates
assumption proposed in [24] allows a discussion based only on averages. Con-
trary to [24], where no variance eﬀects enter into the description of the model
(i.e. this is eﬀectively a “pseudo-stochastic” model), our approach explicitly
emphasizes the role played by the variance of the ﬂuctuations - also called
in the sequel the “volatility” of the underlying noise sources. As discussed in
[55], the introduction of waiting costs in the dynamics of queueing systems
leads to the concept of externalities (i.e. the costs induced on later incomers
by a customer who is just joining the queue). In the class of models to be
discussed here, these externalities trigger the random dynamics controlling
the boundary point which deﬁnes the market partition. While, for classical
Hotelling-like models available in the literature, the interest is often paid di-
rectly on the competition aspects existing between the service providers (see
for instance [25, 34, 105, 108]), in the present study we exclusively focus on
the market sharing dynamics.
Service models where both distance and quality of service enter into con-
sideration ﬁnd, among others, a practical framework in the secondary health
care market. More precisely, let us consider patients who wait for non-urgent
operations, that can be mid-term planed. As said in [96], where an applica-
tion of the standard Hotelling model to the secondary health care market
is proposed, patients may accept meeting monetary and non-monetary costs
inherent to distance, if they expect a positive return in terms of enhanced
quality of service. Furthermore, while the quality of service perceived by the
patients combines several diﬀerent aspects, it clearly includes the time to wait
for the operation to take place. Another typical situation will be met when
car drivers entering into a city centre are oﬀered alternative choices between
several parking lots (here we focus on two lots). It is nowadays common to
post in real-time, at the entrance of the city, the number of available parking
spaces of each parking lot. The actual time required to complete a parking
action, which here plays the role of the waiting time, is clearly monotonously
decreasing with the number of available spaces of the parking lot. Hence, the
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selection of the best parking lot does not only depend on its location, but also
on its current content.
The chapter is organized as follows. In Section 7.2, we introduce the lin-
ear market with two service providers that will be considered throughout this
chapter. In Section 7.3, attention is restricted to the simplest case where sym-
metric conﬁgurations are discussed. We show that, for heavy traﬃc regimes of
the underlying queueing processes, the boundary point partitioning the mar-
ket interval is governed by a scalar stochastic diﬀerential equation with mul-
tiplicative noise source. For this dynamics, it is possible to explicitly calculate
the associated stationary probability measure. The multiplicative character of
the noise source oﬀers the possibility to observe a so-called noise-induced phase
transition, which manifests itself by a change of the modal character of the
stationary probability measure - namely a transition from uni- to a bimodal
probability density. In the present context, the transition between these two
regimes relates to a transition between a regime where the Hotelling’s spatial
(i.e. the brand) character dominates in the decision taken by the incoming
customers and a regime where the time delays dominate. We explicitly work
out a simple, though fully representative, illustration belonging to our class of
models. For this particular case, we are able to fully calculate the relaxation
rate (i.e. the transient regimes) characterizing the approach towards the ﬁnal
statistical equilibrium. The relaxation process is strongly dependent on the
relative importance of the externalities arising in the associated queueing pro-
cesses. A short account devoted to simulation experiments explicitly comforts
our analytical ﬁndings. The dynamics arising for asymmetric conﬁgurations is
discussed in Section 7.4. Following the technique used for the symmetric case,
we compute the stationary probability density function of the boundary point
when the two servers work at diﬀerent service rates (i.e. dynamic asymmetry).
We also consider the cases where the two service providers charge non-equal
prices and the conﬁgurations where the two servers do not have symmetric
positions with respect to the centre of the market. We show that while these
static asymmetries strongly inﬂuence the transient regime, they however do
not aﬀect the emerging stationary regime. Finally, Section 7.5 is devoted to
conclusions.
7.2 Model
As in [24], our starting point will be a two servers Hotelling’s model where
two service providers S1 and S2 are located in a (linear) market conﬁned on a
segment Ω := [−Δ,+Δ] ⊂ R, Δ > 0. The positions of the service providers are
denoted respectively by x1 and x2 and satisfy x1 < x2. Let L = x2−x1 denotes
the distance between S1 and S2. The servers S1 and S2 charge respectively
prices p1 and p2. Departing now from the original Hotelling’s model, we add
queueing processes in front of S1 and S2 and following [55], we will attach
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waiting costs to any customer lining in the queues before being served. Taking
into account waiting costs thus confers a dynamical character to the original
Hotelling’s model. Speciﬁcally, our dynamical model exhibits the following
features and obeys to the following rules:
(1) Arrivals dynamics. Incoming customers follow a Poisson rule with rate Λ,
hence the average time between two arrivals will be 1
Λ
.
(2) Spatial distribution of the arrivals. Incoming customers arrive at a ran-
dom location x ∈ Ω drawn from a uniform probability density U(Ω) with
support on Ω.
(3) Services dynamics. Both servers Si, i = 1, 2, have generally distributed
service times with rate μi, hence the average service time will be
1
μi
, i =
1, 2.
(4) Traﬃc intensity. The traﬃc into the system is limited to ρ := Λ
μ1+μ2
< 1.
This ensures that the system is globally stable (i.e. the global incoming
rate is less than the global service rate).
(5) Queueing processes. When an incoming customer ﬁnds servers S1 or S2
busy, he/she will wait for service and line-up in a queue. The capacity of
the queue is assumed to be unlimited and the service discipline is ﬁrst-in-
ﬁrst-out (FIFO). In view of points (1) and (2), we hence consider M/G/1
queues.
(6 Customer information gathering. Upon his/her arrival at x ∈ Ω, each
incoming customer knows:
(i) his/her relative distance | x− x1 | and | x− x2 | to the servers S1 and
S2.
(ii)the contents N1(t) and N2(t) of both queues (t ∈ R+ being the ar-
rival time). In other words, both queue contents are observable to any
incoming customer.
(7) Cost structures. There are two types of costs incurred by any customer,
namely:
(i) the waiting time cost (WTC), characterized by a cost parameter cw
with physical unit
[
dollar
time unit
]
.
(ii)the brand departure cost1 (BDC), quantiﬁed by a cost parameter ct
with physical unit
[
dollar
brand distance unit
]
.
1 The modelling framework proposed in this chapter would also perfectly ﬁt in the
case of a duopoly with customers sensitive to transportation costs (in place of
the brand considerations that are considered here). In that situation, the brand
departure cost would simply be replaced by an analog transportation cost. Indeed,
the present modelling framework has directly been inspired by the Hotelling’s
duopoly model, where two ﬁrms are located within a linear market and where
relative geographical distances to these vendors inﬂuence the customers’ decisions.
Extending this situation to brand aspects, the idea here is, when choosing a service
provider, to quantify with a distance any departure from the ideal brand expected
by a customer. Using this analogy, the Hotelling’s spatial duopoly model can thus
be used to characterize a market with two diﬀerently branded ﬁrms.
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(8) Decision policy. Upon arrival, an incoming customer is aware of:
• the queue contents N1(t) and N2(t),
• his/her relative position to S1 and S2,
• the values of the costs cw and ct,
• the service rates μ1 and μ2,
• the posted prices p1 and p2.
Based on this information set, the incoming customer autonomously de-
cides which server S1 or S2 he/she will join.
(9) Demand structure. Following the original Hotelling’s case, we assume an
inelastic demand, i.e. a customer will purchase the service at any price,
even if the proposed price is arbitrarily large.
A sketch of our modelling framework can be found in Fig. 7.1. Extending
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Fig. 7.1. Bounded market with two vendors and time sensitive customers.
original Hotelling’s original conﬁguration, the consideration of waiting times
confers to the present class of multi-agent queueing systems an explicit dy-
namical character. While in the agent-based models described in the preceding
chapters the items in circulation were basing their autonomous routing choices
mostly on perceived waiting times (and hence on history-based, a posteriori,
data), here the customers take into account the expected waiting times (and
thus a priori observations) to construct their individual decisions.
When served by Si, an incoming customer has a utility function Ui(x), i = 1, 2,
where x is the customer’s initial position which enters into the decision pol-
icy. In words, the functions Ui(x) quantify the gain realized by a customer
choosing server Si when he/she enters into the system at location x. Speciﬁ-
cally, for linear waiting and brand departure (transportation) costs, the utility
functions read as:
104 7 Spatial Market Sharing Dynamics
Ui(x) = a− pi − ct|x− xi| − cwE (Wi|Ni(t)) , i = 1, 2, (7.1)
with a being a systematic reward due to the service and E (Wi|Ni(t)) standing
for the conditional expected waiting time at Si when Ni(t) already waiting
customers are observed. As 1
μi
is the average service time at server Si, this
last conditional expectation is readily given by:
E (Wi|Ni(t)) = Ni(t)
μi
.
We obviously assume that any customer maximizes his/her utility function
when choosing one of the two servers. This suggests to introduce a time-
dependent market partition boundary point Yt ∈ [−Δ,+Δ] implicitly deﬁned
by:
U1 (Yt) = U2 (Yt) . (7.2)
Hence, our strictly increasing (linear) BDC which we assume from now on
imply that Yt dynamically separates the two monopolies held by S1 and S2.
A sketch of the situation is given in Fig. 7.2. As Yt is a function of the two
stochastic processes N1(t) and N2(t), it will be itself a stochastic process.
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Fig. 7.2. Cost structure as a function of the customers’ location. The total costs for
a customer located at position x are the sum of the selling price pi, the waiting time
cost cwE (Wi|Ni(t)) (identical service rates are assumed in this ﬁgure) and the brand
departure cost ct|x − xi|. Any customer chooses the service provider minimizing
his/her total costs (i.e. it corresponds to maximize his/her utility function). As a
consequence, all the customers standing on the left of Yt will choose S1, those on the
right go to S2. The diﬀerence between the two ﬁgures is the current queue contents.
These contents determine the position of the market partition boundary point Yt,
which separates the respective market shares held by S1 and S2.
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Let λi(t, Yt) denote the partial incoming rate of customers feeding Si at time
t and hence:
λ1(t, Yt) + λ2(t, Yt) = Λ, ∀t ∈ R+. (7.3)
In view of the assumption (2) (i.e. spatially uniform arrivals on Ω =
[−Δ,+Δ]), the partial traﬃc ﬂows feeding respectively S1 and S2 result from
the Bernoulli “thinning” of the incoming Poisson ﬂow with global rate Λ.
The branching probability is given by Pbranch =
Δ−Yt
2Δ and it is established
(see [28] for instance) that such a thinning produces two independent Poisson
processes with partial rates:
λ1(t, Yt) =
Δ + Yt
2Δ
Λ and λ2(t, Yt) =
Δ− Yt
2Δ
Λ. (7.4)
For the utility functions given by Eq. (7.1), the time-dependent market par-
tition boundary point will obey, ∀t ∈ R+:
Yt =
⎧⎪⎨
⎪⎩
(a) cw2ct
(
N2(t)
μ2
− N1(t)
μ1
)
+ x1+x22 +
p2−p1
2ct
if ctL ≥ |Ψ | ,
(b) + Δ if ctL < Ψ,
(c) −Δ if ctL < −Ψ,
(7.5)
where:
Ψ := Ψ (N1(t), N2(t), μ1, μ2, p1, p2) = p2 − p1 + cw
(
N2(t)
μ2
− N1(t)
μ1
)
.
In case (a), Yt ∈ [x1, x2] ⊂ [−Δ,+Δ]. Indeed in this case, the BDC from one
server to the other (i.e. ctL) is greater than the global diﬀerence between the
prices and the WTCs of the two servers (i.e. |Ψ |). Hence, a customer located
near the server having the longest queue will choose this server anyway. In
cases (b) and (c), any customer in the whole interval [−Δ,+Δ] joins the server
having the shortest queue. Indeed, the gain in WTC (due to the diﬀerence
between the queue contents) and in price exceeds the BDC incurred by the
distance from one server to the other. A representation of the dynamics in-
duced by Eq. (7.5) for a particular choice of the control parameters is found
in Fig. 7.3.
We now separately discuss fully symmetric conﬁgurations (Section 7.3) and
various types of asymmetric situations (Section 7.4).
7.3 Symmetric Conﬁgurations
The positions of the service providers are assumed to satisfy −Δ ≤ x1 < 0 and
0 < x2 ≤ +Δ and they are located symmetrically with respect to the center
of the market, i.e. x1 = −x2. Furthermore, the servers S1 and S2 oﬀer homo-
geneous services μ1 = μ2 = μ and both charge an equal price p1 = p2 = p.
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N2(t)− N1(t)
Y
t
tanh
(
5.33 · 10−4 · (N2(t)− N1(t))
)
Dynamics induced by Eq. (7.5)
Fig. 7.3. Typical representation of the boundary point dynamics Yt for Δ = 1. The
solid line shows the dynamics induced by Eq. (7.5) when ct = 10, cw = 8 × 10
−3,
μ1 = μ2 = 1, p1 = p2 = 1 and x2 = −x1 =
3
4
. The dashed line shows the approximate
dynamics given by Eq. (7.21) when γ = 5.33 × 10−4.
Let Ai(t), Di(t) and Ni(t) respectively denote the numbers of arrivals, depar-
tures and the population in Si at time t. From now on, we restrict ourselves
to heavy traﬃc regimes characterized by ρ = Λ2μ = 1− , with  small. Writing
Ni(t) = Ai(t)−Di(t),
in heavy traﬃc the server Si has very long busy periods and hence the process
Ni(t) does almost never vanish, i = 1, 2. This implies that the departure and
arrival processes are almost independent. In heavy traﬃc regimes, it is well
established (see in particular [93]) that both queue contents at time t are well
approximated by diﬀusion processes of the form:
Ni(t) =
∫ t
0
[λi(s, Ys)− μ]ds +
∫ t
0
Vi(s, Ys)dBi,s i = 1, 2, (7.6)
where B1,t and B2,t are independent standard Brownian motions and the
terms Vi(t, Yt) denote the state-dependent “volatilities” (i.e. the standard
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deviations) given by:
Vi(t, Yt)
2 = λi(t, Yt)
3σ2a,i + μ
3σ2s,i i = 1, 2, (7.7)
with σ2a,i (resp. σ
2
s,i) being the variance of the inter-arrival times (resp. the
variance of the service times) for server Si. Using Eqs. (7.3) to (7.7) and the
fact that B1,t and B2,t are independent, we therefore can write:
N2(t)−N1(t) = −Λ
Δ
∫ t
0
Ysds +
∫ t
0
V (s, Ys)dBs, (7.8)
with Bt being a standard Brownian motion and V
2(t, Yt) = V1(t, Yt)
2 +
V2(t, Yt)
2 = Λ + μ3
(
σ2s,1 + σ
2
s,2
)
- remember that for Poisson processes, we
have σ2a,i = λi(t, Yt)
−2.
In this symmetric conﬁguration, Eq. (7.5) reduces to, ∀t ∈ R+:
Yt =
⎧⎨
⎩
cw
2μct
(N2(t)−N1(t)) if ctL ≥ |Ψ˜ |,
+Δ if ctL < Ψ˜,
−Δ if ctL < −Ψ˜ ,
(7.9)
where, for this symmetric case, we deﬁne:
Ψ˜ = Ψ (N1(t), N2(t), μ, μ, p, p) =
cw
μ
(N2(t)−N1(t)) .
To proceed further with analytical calculations, we approximate the dynamics
implied by Eq. (7.9) by introducing an odd (due to the symmetry of the
problem), eﬀective monotonously increasing one-to-one, C2(R) function2
f(·) : R → [−1,+1] (7.10)
fulﬁling
Yt = Δf (γ (N2(t)−N1(t))) , (7.11)
with:
γ :=
cw
μL ct
. (7.12)
The control parameter γ is dimensionless and quantiﬁes the respective impor-
tance of the diﬀerent costs. Note that in Eq. (7.12), the time unit is measured
on average service time.
2 In the following, we will be interested in describing a noise-induced phase tran-
sition that occurs between regimes where the market sharing dynamics is re-
spectively characterized by a unimodal and by a bimodal stationary probability
density function. For the approximation considered in Eq. (7.11), a formal char-
acterization of the class of functions that eﬀectively leads to such noise-induced
phase transition is given in Appendix 13.
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As f is invertible, Eq. (7.11) can be written as:
f−1
(
Yt
Δ
)
= γ (N2(t)−N1(t)) . (7.13)
Using Eq. (7.8), Eq. (7.13) becomes:
f−1
(
Yt
Δ
)
= −γΛ
Δ
∫ t
0
Ysds + γ
∫ t
0
V (s, Ys)dBs. (7.14)
Diﬀerentiating, we obtain:
(
f−1
)′(Yt
Δ
)
dYt = −γΛYtdt + ΔγV (t, Yt)dBt, (7.15)
which can be written as:
dYt = − γΛYt
(f−1)′
(
Yt
Δ
)dt + ΔγV (t, Yt)
(f−1)′
(
Yt
Δ
)dBt. (7.16)
In our settings (remember that we deal with M/G/1 queues), V (t, Yt) = V =√
Λ + μ3
(
σ2s,1 + σ
2
s,2
)
does not depend on Yt nor on t. We can thus write Eq.
(7.16) as:
dYt = − γΛYt
(f−1)′
(
Yt
Δ
)dt + ΔγV
(f−1)′
(
Yt
Δ
)dBt. (7.17)
The stochastic diﬀerential equation (SDE) given by Eq. (7.17) describes the
eﬀective dynamics of the boundary position Yt. The White Gaussian noise dBt
being merely the limit of ﬁnitely correlated processes, we assign to the underly-
ing stochastic integral relative to Eq. (7.17) the Sratonovitch’s interpretation,
[61]. Hence, the transition probability density P (y, t | y0, t0) describing the
solution of the SDE (7.17) reads as:
∂
∂t
P (y, t | y0, t0) = FP (y, t | y0, t0), (7.18)
with Fokker-Planck operator taking here the form, [61]:
F(·) := ∂
∂y
[
γΛy
(f−1)′
(
y
Δ
) (·)
]
+
1
2
∂
∂y
[
g(y)
∂
∂y
g(y) (·)
]
, g(y) =
ΔγV
(f−1)′
(
y
Δ
) .
The stationary probability density function Ps(y) solving Eq. (7.18), with
vanishing left hand side, reads as:
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Ps(y) = N
(
f−1
)′ ( y
Δ
)
exp
{
− 2Λ
γΔ2V 2
∫ y
u
(
f−1
)′ ( u
Δ
)
du
}
, (7.19)
for y ∈ [−Δ,+Δ], with N < ∞ a normalization constant.
Symmetry (i.e. our assumptions that x1 = −x2, μ1 = μ2 and p1 = p2) implies
that Ps(y) = Ps(−y). In particular, studying the curvature R(0) of Ps(y) at
y = 0 directly provides information regarding the modularity of Ps(y). From
Eq. (7.19), we directly obtain:
sign {R(0)} = sign
{
−γV 2f ′′′(0)− 2Λ (f−1)′ (0) (f ′(0))3} . (7.20)
For given functions f , we observe that the sign of the curvature R(0) directly
depends on the values of the (control) external parameters (here cw, ct, L,
Λ and μ) solely. A curvature sign change exhibits a transition of regime trig-
gered by the presence of ﬂuctuations. This is referred as a noise-induced phase
transition, [61], and an explicit illustration is now worked out.
7.3.1 Explicit Illustration - Symmetric Case
Belonging to the previous class of models, the particular choice
Yt = Δtanh (γ (N2(t)−N1(t))) (7.21)
leads to very simple algebra. A particular representation of Eq. (7.21), in
comparison with the dynamics induced by Eq. (7.5), is found in Fig. 7.3.
For this particular case, the SDE (7.17), describing the eﬀective boundary
point dynamics, becomes:
dYt = −γΛYt
(
1−
(
Yt
Δ
)2)
dt + ΔγV
(
1−
(
Yt
Δ
)2)
dBt. (7.22)
In view of Eq. (7.19), the corresponding stationary probability density func-
tion simply becomes:
Ps(y) = N
(
1−
( y
Δ
)2) ΛγV 2−1
for y ∈ [−Δ,+Δ], (7.23)
where N is the normalization constant given here by:
N−1 = Δ
∫ 1
0
t−
1
2 (1− t) ΛγV 2−1 dt = ΔΥ
(
1
2
,
Λ
γV 2
)
,
where Υ (x, y) := Γ (x)Γ (y)
Γ (x+y) and Γ (x) stands for the Gamma function. An il-
lustration of the probability density function given by Eq. (7.23) for diﬀerent
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Fig. 7.4. Stationary probability density function of the time-dependent boundary
position Yt when f(x) = tanh(x), Δ = 1, Λ = 1.8, μ = 1 (ρ = 0.9) and the
service time processes are Poisson. This density is drawn for three diﬀerent values
of γ = [0.8; 0.47; 1.6 × 10−2]. Furthermore, when γ → ∞ (it corresponds to purely
deadline type regimes, which appear when the customers solely focus on waiting
time issues), the density is sharply peaked at y = −Δ = −1 and y = +Δ = +1. In
the other limit, γ → 0 (corresponding to purely Hotelling-like regimes, which emerge
when the customers’ choices are wholly driven by brand considerations), the density
is restricted to a single peak at y = 0. This graph clearly exhibits the noise-induced
phase transition arising in our dynamical model.
values of γ and Δ = 1 is found in Fig. 7.4. Regarding Eq. (7.20), the sign of
the curvature R(0) of Ps(y) at y = 0 is here given by:
R(0)
⎧⎪⎨
⎪⎩
> 0 when Λ
γV 2
< 1,
= 0 when Λ
γV 2
= 1,
< 0 when Λ
γV 2
> 1.
(7.24)
The information given by Eq. (7.24) (which is in perfect agreement with what
we would expect with regard to the form of Ps(y) given by Eq. (7.23)) per-
fectly describes the modularity of Ps(y) and the underlying noise-induced
phase transition.
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Transient Behaviour
For the choice given in Eq. (7.21), we can also study the rate of approach
to the equilibrium state. Indeed, by introducing the change of variables:
t → τ = γ2V 2t, Xt → Yt = Δ tanh(Xt), (7.25)
the dynamics given by Eq. (7.22) reduces to:
dXτ = −
(
Λ
γV 2
+ 1
)
tanh(Xτ )dτ + dWτ
:= −2K tanh(Xτ )dτ + dWτ (7.26)
and the time-dependent solution P (y, t | y0, 0) of the associated Fokker-Planck
operator is known for long (see for instance [125]). As an illustration, let
us mention that for the situations where the dimensionless parameter K :=
Λ
2γV 2 +
1
2 ∈ N, the explicit form simpliﬁes somewhat and is given by, [125]:
P (y, t | y0, 0) = 1
(1 + z2)
K+ 12
[
(1 + z20)
K
2 (1 + z2)
K
2
1
2
√
πt
e−K
2te−g(z,z0,t)
2
]
+
1
π(1 + z2)K+
1
2
K−1∑
n=0
(K − n)
n!Γ (2K + 1− n)e
−n(2K−n)tθn(z0)θn(z)fn(z, z0, t),
(7.27)
with the deﬁnitions:
sinh(z) := y, fn(x, x0, t) :=
1√
π
∫ g(x,x0,t)+(K−n)√t
g(x,x0,t)−(K−n)
√
t
e−u
2
du,
g(x, x0, t) :=
arcsinh(x) − arcsinh(x0)
2
√
t
and the polynomials:
θn(x) := (−1)n2K−nΓ (K − n + 1
2
)(1 + x2)K+
1
2
dn
dxn
(1 + x2)n−K−
1
2 .
In particular, the long time scale trelax governing the approach to the sta-
tionary state given by Eq. (7.23) is determined by the spectral gap between
0 and the ﬁrst non vanishing eigenvalue of the Fokker-Planck equation (7.18)
(remember that the vanishing eigenvalue corresponds to the stationary prob-
ability measure given by Eq. (7.19)). It follows that:
1/trelax =
⎧⎨
⎩
(2K − 1)γ2V 2 = Λγ if K ≥ 1,
K2γ2V 2 = γΛ+γ
2V 2
2 if K < 1.
(7.28)
112 7 Spatial Market Sharing Dynamics
From Eq. (7.28), we can draw the following remarks:
(1) Spectral characteristics of the Fokker-Planck equation.
In view of Eq. (7.28), there are two relaxation regimes governed by the
spectral properties of the associated Fokker-Planck equation (7.18). As
discussed in [125], for K ≥ 1 the spectrum exhibits both discrete and
continuum parts whereas for K < 1 only the continuum part survives.
(2) Regime transitions.
Note that the transition from unimodal to bimodal densities given in Eq.
(7.23) by
(
Λ
γV 2
− 1
)
= 0 coincides with the transition in the relaxation
regimes given by Eq. (7.28)
(3) Rate of approach to the equilibrium.
When discrete eigenvalues exist, the asymptotic relaxation time towards
the single mode stationary probability density function (given by Eq.
(7.23)) is faster compared to the relaxation rate associated with the purely
continuum spectrum which drives the system to the bimodal stationary
density. This can be intuitively understood in limiting regimes. Indeed, for
the pure Hotelling’s case, a situation arising when ct → ∞, the bound-
ary position probability density is delta-peaked in the middle of the mar-
ket interval (remember that we have focused in this section on symmetric
conﬁgurations) and the relaxation time to reach this equilibrium is vanish-
ingly small - this corresponds to the deterministic scheduling rule which
commands to “join the closest server”. For dominating Hotelling’s type
regimes (i.e. when brand aspects are predominant), the externalities (i.e.
the waiting costs aﬀecting incomers arriving behind a customer entering
into service) have little inﬂuence on the equilibrium probability density
which describes the boundary point - this produces a fast relaxation to-
wards the statistical equilibrium, which will be close to the limiting delta-
peaked density. In the contrary, when the deadline type regime dominates
(i.e. when waiting time considerations are predominant), a new incomer
strongly modiﬁes the dynamical state of the system and hence strongly
perturbs the underlying probability measure, thus implying long relax-
ation times to the statistical equilibrium. Note that for K = 0 in Eq.
(7.28), a situation realized when cw →∞, the relaxation time diverges to
inﬁnity, meaning that no statistical equilibrium exists - this corresponds
to the purely deterministic scheduling policy which commands to always
“join the server exhibiting the shortest queue”.
Simulation Experiments
We have simulated the dynamics of the market position boundary position
Yt in the particular case where Yt fulﬁls Eq. (7.21). Each customer, upon ar-
rival, determines on which side of the boundary point Yt (dynamically given
by Eq. (7.21), with regard to the current content of the queues) is his/her
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(uniformly distributed) position and he/she joins the queue hence chosen. We
have computed an estimation of the stationary probability density function
of the boundary position Yt after 10
5 customers have passed through the sys-
tem. The simulation experiments performed for diﬀerent values of the control
parameters (here γ, Λ and μ) conﬁrm the presence of the noise-induced phase
transition. Fig. 7.5 illustrates how the simulation results ﬁt perfectly well with
the theoretical ﬁndings given by Eq. (7.23).
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Fig. 7.5. Simulated and theoretical stationary probability density function of the
time-dependent boundary position Yt = Δ · tanh (γ (N2(t)−N1(t))) when Δ = 1,
Λ = 1.9, μ = 1 (ρ = 0.95), γ = 5 · 10−2 and the service time processes are Poisson.
7.4 Asymmetric Conﬁgurations
Diﬀerent sources of asymmetry are possible:
(1) Dynamic Asymmetry.
This situation is encountered when heterogeneous servers are operating, it
is treated in Section 7.4.1.
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(2) Static Asymmetry.
This arises in presence of non-symmetric server locations and/or non-equal
prices. Conﬁgurations where the servers have asymmetric positions with
respect to the centre of the market and situations where the posted prices
are diﬀerent lead to dynamics that are analogous to the symmetric case
and they are discussed in Section 7.4.2.
7.4.1 Heterogeneous Servers
We treat in this section the situations where the two service providers work
at diﬀerent service rates μ1 = μ2 but post the same prices p1 = p2 = p and
have symmetric locations x2 = −x1. For utility functions satisfying Eq. (7.1),
the dynamic boundary point Yt here obeys , ∀t ∈ R+:
Yt =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
cw
2ct
(
N2(t)
μ2
− N1(t)
μ1
)
if ctL ≥ cw
∣∣∣(N2(t)μ2 − N1(t)μ1
)∣∣∣ ,
+Δ if ctL < cw
(
N2(t)
μ2
− N1(t)
μ1
)
,
−Δ if ctL < cw
(
N1(t)
μ1
− N2(t)
μ2
)
.
(7.29)
In view of Eq. (7.29), the dynamics is here driven by the diﬀerence between
the normalized numbers of customers Ni(t)
μi
, i = 1, 2, waiting in the diﬀerent
queues. While we have used the approximation given by Eq. (7.11) in the
symmetric case, we approximate here the dynamics implied by Eq. (7.29)
with:
Yt = Δf
(
γ˜
(
N2(t)
μ2
− N1(t)
μ1
))
, (7.30)
where f is a function satisfying the same hypothesis as in the symmetric case
and:
γ˜ :=
cw
L ct
. (7.31)
Note that γ˜ = μγ (with γ being given by Eq. (7.12)). Following the same
methodology used to derive Eqs. (7.6) to (7.8), it ensues that:
N2(t)
μ2
− N1(t)
μ1
=
Λ
2
∫ t
0
[(
1
μ2
− 1
μ1
)
− 1
Δ
(
1
μ2
+
1
μ1
)
Ys
]
ds
+
∫ t
0
V˜ (s, Ys)dBs, (7.32)
where, for Poisson arrival and service processes:
V˜ (t, Yt)
2
=
V1 (t, Yt)
2
μ21
+
V2 (t, Yt)
2
μ22
=
ΛYt
2Δ
(
1
μ21
− 1
μ22
)
+
Λ
2
(
1
μ21
+
1
μ22
)
+
(
1
μ1
+
1
μ2
)
.
7.4 Asymmetric Conﬁgurations 115
Starting from Eq. (7.30) and following the lines used to derive Eq. (7.11) to
Eq. (7.17), we obtain:
dYt =
⎡
⎣
γ˜ΛΔ
2
(
1
μ2
− 1
μ1
)
− γ˜ΛYt2
(
1
μ1
+ 1
μ2
)
(f−1)′
(
Yt
Δ
)
⎤
⎦ dt + Δγ˜V˜
(f−1)′
(
Yt
Δ
)dBt. (7.33)
Setting μ1 = μ2 = μ in Eq. (7.33), we directly recover the dynamics valid in
the symmetric case, given by Eq. (7.17). The stationary probability density
function ensuing from the dynamics stated in Eq. (7.33) is given by:
Ps(μ1, μ2; y) = N
(
f−1
)′ ( y
Δ
)
V˜ (t, y)
×
exp
⎧⎨
⎩
Λ
γ˜Δ2
∫ y ⎡⎣Δ
(
1
μ1
− 1
μ2
)
− u
(
1
μ1
+ 1
μ2
)
V˜ (t, u)2
⎤
⎦ (f−1)′ ( u
Δ
)
du
⎫⎬
⎭ , (7.34)
where N is a normalization constant. Note that the structure of the dynamics
obviously implies that Ps(μ1, μ2; y) = Ps(μ2, μ1;−y). Remark that we consis-
tently recover Eq. (7.19) when we ﬁx μ1 = μ2 = μ in Eq. (7.34).
Explicit Illustration - Asymmetric Case
For the particular choice f(x) = tanh(x), we ﬁnd:
Ps(μ1, μ2; y) = N
(
1 +
y
Δ
)−1−β−α
ξ−δ
(
1− y
Δ
)−1− β+α
ξ+δ ×
(δΔ + ξy)
2(βξ−αδ)
ξ2−δ2
− 12 , (7.35)
where:
α = − γ˜ΛΔ
2
(
1
μ1
+
1
μ2
)
, β =
γ˜ΛΔ
2
(
1
μ1
− 1
μ2
)
, ξ =
γ˜2ΛΔ
2
(
1
μ21
− 1
μ22
)
and δ =
γ˜2ΛΔ
2
(
1
μ21
+
1
μ22
)
+ γ˜2Δ
(
1
μ1
+
1
μ2
)
.
A sketch of the stationary distributions arising for heterogeneous services is
given in Fig. 7.6. We observe that Ps is shifted (and biased) to the opposite
side of the most eﬀective server. This server obviously attracts more customers
than the slowest one. This illustrates the fact that the most eﬀective server
does enhance its market share.
Finally, observe that for μ1 = μ2 = μ in Eq. (7.35), we consistently recover
Eq. (7.23).
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Fig. 7.6. Stationary probability density function of the time-dependent boundary
position Yt for heterogeneous service rates μ1 = μ2 and f(x) = tanh(x). Here, Δ = 1
and Λ = 5.7. Left: γ˜ = 0.15 (Hotelling-like regime). Right: γ˜ = 2.4 (deadline type
regime), note that the mixed boundary behaviour of the dash-dot curve can only
arise for asymmetric conﬁgurations.
7.4.2 Asymmetric Positions and Diﬀerent Prices
When the two service providers are not symmetrically located with respect
to the centre of the market (i.e. x1 = −x2), but have equal service rates and
prices, the utility functions felt by the customers are modiﬁed such that the
boundary position Yt obeys:
Yt =
⎧⎨
⎩
cw
2μct
(N2(t)−N1(t)) + x1+x22 if ctL ≥ |Ψ˜ |,
+Δ if ctL < Ψ˜,
−Δ if ctL < −Ψ˜ .
(7.36)
Similarly, when the service providers diﬀer only in their posted price (i.e.
p1 = p2), the time-dependent boundary position obeys:
Yt =
⎧⎪⎨
⎪⎩
cw
2μct
(N2(t)−N1(t)) + p2−p12ct if ctL ≥ |Ψˆ |,
+Δ if ctL < Ψˆ,
−Δ if ctL < −Ψˆ ,
(7.37)
where:
Ψˆ = Ψ (N1(t), N2(t), μ, μ, p1, p2) = p2 − p1 + cw
μ
(N2(t)−N1(t)) .
For both cases (or a combination of them), the addition of a static asymmetry
contribution is required and the dynamics can be now approximated by:
Yt = Δf (γ (N2(t)−N1(t) + η)) , (7.38)
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where η ∈ R is a new parameter that quantiﬁes the asymmetry. Using the
same methodology as for the symmetric case, we get:
f−1
(
Yt
Δ
)
= −γΛ
Δ
∫ t
0
Ysds + γ
∫ t
0
V (s, Ys)dBs + γη. (7.39)
When taking the time-derivative of Eq. (7.39), the asymmetric contribution
(i.e. γη) disappears and we get back to the symmetric dynamics given by
Eq. (7.15). Hence for static asymmetry, the stationary probability density
coincides with the symmetric case, given by Eq. (7.19). This should in fact
not come as a surprise. Indeed, the static asymmetry manifests itself only
during the transient regime. Starting with empty queues for both servers, the
boundary point is initially located closer to the less attractive (in terms of
price and/or position) server, implying thus a larger feeding rate to the most
attractive one. The (static) lack of attractivity of one server will gradually be
counterbalanced by a (dynamic) larger number of customers visiting the most
attractive server. Asymptotically, the stationary regime for Yt behaves as in
the symmetric case. Note however that, contrary to the symmetric case, the
stationary queue contents will however not be equal anymore.
7.5 Concluding Remarks
When alternative choices between services are oﬀered to customers, several
criteria enter into their ﬁnal selection decision. There are namely static cri-
teria such as posted prices and server locations as considered in the original
Hotelling’s model but there also exist dynamic aspects typiﬁed by the waiting
times before service. While we have mainly considered perceived waiting times
as a decision criterion in the preceding chapters (i.e. a posteriori, history-
based observations), here the customers autonomously choose their routing
with regard to expected waiting times (i.e. a priori measures). As already
emphasized in this thesis, it is intuitively clear that the negative aspects of
the expected, actual and/or perceived waiting times strongly aﬀect the ﬁnal
customers’ satisfaction and hence their individual decisions. Furthermore, as
in generic situations the waiting time is an intrinsically random quantity, it
is thus naturally described in the context of queueing theory. Focusing on a
simple duopoly conﬁguration, we have studied here the (stochastic) dynamics
of the frontier which deﬁnes the partition between the market shares held by
the two service providers. For heavy traﬃc regimes of the underlying queueing
processes, the market partition boundary point can be described by a (ran-
dom) diﬀusion dynamics (i.e. a diﬀerential equation driven by a White Gaus-
sian noise) with a multiplicative noise source (i.e. a state-dependent diﬀusion
term). It is remarkable that the stationary probability measure characterizing
the market partition boundary position dynamics exhibits a noise-induced
phase transition triggered by the values of the external control parameters
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(brand departure cost, waiting time cost, service rate and spatial separation
between the servers). Note that multiplicative noise processes are not conﬁned
to physics, chemistry and biology domains where they ﬁrst have been applied
- they also naturally occur in operational research, in economics and more
generally in social sciences. One of the most popular illustration is clearly
found in ﬁnancial mathematics - the Black-Scholes model, which is based on
the geometric Brownian motion (hence a multiplicative noise process). Note
however that contrary to the market sharing dynamics considered here, no
noise-induced phase transition occurs in this ﬁnancial context.
7.6 Contributions of Chapter 7
• We introduce an explicit dynamical character into the famous Hotelling’s
duopoly model. More precisely, the dynamical nature of our model reﬂects
that customers do not choose their service provider based only on spatial
(brand) aspects, but also in function of the expected waiting times at each
server.
• Considering the queueing processes that are created at each server, we
formulate and solve the stochastic diﬀerential equation that drives the
dynamics of the market partition between the two service providers. Ac-
cordingly, the stationary probability density function reveals itself to be
either uni- or bimodal depending on the values of a tuple of external control
parameters. In other words, we explicitly show that a noise-induced phase
transition occurs between regimes where brand consideration dominates
and regimes where the time delays are predominant.
8Spatial Market Sharing Dynamics in Presence
of Customers’ History-Based Decision Policy
Summary. In this chapter, we propose some prospective results concerning an ex-
tension for the spatial queueing system previously introduced and studied in Chap-
ter 7. More precisely, we are here concerned about recurrent customers that au-
tonomously modify their position within the market (which denotes their relative
distance to the two considered service providers) after each received service. The
customers take into account their last experimented waiting time when they compute
their updated position in the market interval. Remember that the customers’ location
within the market ultimately determines their choice between the two servers. De-
spite the inherent complexity that is due to the customers’ history-based numerous
local actions (indeed the agents actually consider here their complete history within
the system into their decision processes, as their current location within the market
interval is the ultimate result of all their experimented waiting times until now), we
observe emerging collective structures that reveal themselves to be highly robust. We
provide in this chapter a preliminary study of this particular queueing system and we
give a ﬁrst exploration, via simulation experiments, of the self-organizing dynamics
appearing in this system. More particularly, we unveil the agent-induced collective
spatio-temporal patterns that might emerge in the present context, namely the tempo-
ral oscillations driving the market sharing between the two service providers and the
periodic wave governing the customers’ spatial dispersion within the market interval.
8.1 Introduction
Following the example of Chapter 7, we will again focus in this chapter on
queueing networks (QNs) for which the spatial dimension enters explicitly
into the dynamic modelling. As deﬁned in [23], the main new feature of spa-
tial queueing systems, which is not covered by classical QN theory, is the
direct importance of the agents’ location within the area that is covered by
the diﬀerent servers composing the network. As a perfect illustration, note
that a very natural extension of classical queueing models towards queues
with a structured space in which users are served ﬁnds for example a rel-
evant application in mobile communication systems. The model previously
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introduced and studied in Chapter 7 (remember that it has been inspired
by the famous Hotelling duopoly model, [62]), which involves a conﬁguration
with two distinct servers sharing a spatially distributed market, is already a
basic spatial queueing system. In the present chapter, we extend somehow
this model and we study the same market conﬁguration but in presence of
history-based (HB) routing mechanisms. In particular, we consider recurrent
customers that sequentially modify their location within the market interval
(and hence their upcoming choice between the two service providers) after
each service in function of their suﬀered waiting time. As we will see, to
consider this type of agents’ HB routing rules within our two servers spatial
queueing system leads to the generation of self-organized spatio-temporal col-
lective patterns. More particularly, the emerging global structures take here
the form of stable oscillations of the market partition respectively held by the
two servers (i.e. periodic cannibalization eﬀects) and a periodic wave govern-
ing the customers’ spatial dispersion within the market interval.
The chapter is organized as follows. In Section 8.2, we describe the extended
model considered throughout this chapter. In particular, we introduce the HB
decision mechanism that governs the customers’ recurrent choice between the
two servers. In Section 8.3, we describe the dynamics arising for this partic-
ular queueing system and we unveil the emerging spatio-temporal collective
structures that are solely due to the customers’ numerous local actions and
interactions. The chapter ends with Section 8.4, in which some concluding
remarks and further perspectives are given.
8.2 Model
In this chapter, we modify and extend in a way the conﬁguration introduced
in Chapter 7. Our starting point is again a two servers Hotelling’s model
where the two service providers S1 and S2 are located in a (linear) market
conﬁned on a segment Ω := [−Δ,+Δ] ⊂ R, Δ > 0. The positions of the ser-
vice providers are denoted respectively by x1 and x2 and satisfy x1 < x2. The
servers S1 and S2 charge respectively prices p1 and p2. Following the example
of Chapter 7, queueing processes are considered in front of S1 and S2 and
their service times are generally distributed with rate μ1 and μ2 respectively.
To simplify the presentation, we restrict in the following on fully symmetric
conﬁgurations (i.e. x1 = −x2, μ1 = μ2 = μ and p1 = p2 = p) and we suppose,
without loss of generality, that Δ = 1. Now, departing from the conﬁgura-
tion studied in Chapter 7, we consider here recurrent customers that proceed
to successive visits to the servers. The number of these customers remains
constant and is ﬁxed to N . We suppose furthermore that the initial position
yζ,1 of each customer ζ ∈ {1, 2, ..., N} is uniformly distributed over the whole
market interval. While in Chapter 7 the expected (i.e. a priori) waiting times
were driving the customers’ selection between the two servers, here this choice
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will take into account the experimented waiting times (i.e. the customers will
hence consider individual, a posteriori, HB data).
Starting from an initial position yζ,1 ∈ Ω that denotes his/her personal a
priori brand departure to the two service providers, a customer ζ updates
his/her location within the market interval from yζ,n to yζ,n+1 (and hence
his/her preference proﬁle with report to both servers) after his/her nth re-
ceived service in the following way:
yζ,n+1 = yζ,n − (1− |yζ,n|) sign (yζ,n) tgh (γμWζ,n) ∈ Ω, n ∈ N∗,
where Wζ,n is the waiting time experimented by ζ to receive his/her n
th
service and γ is a dimensionless parameter that quantiﬁes the customers’
loss of satisfaction due to waiting. Note that the market sharing dynamics
considered here will diﬀer from the one described in Chapter 7 in the following
manner:
• In Chapter 7, the customers’ locations were ﬁxed (i.e. they were uniformly
distributed over the whole market interval Ω) and the market partition
boundary point Yt was dynamically moving with respect to the evolution
of the queue contents.
• Here the market partition boundary point is ﬁxed (it is equal to 0 in the
fully symmetric conﬁguration considered here) but the recurrent customers
are constantly travelling within the market interval in function of their
experimented waiting times.
In the present context, a customer ζ chooses for its nth service, n ∈ N∗,
between the two servers with respect to the following rule:
Rs =
{
go to S1 if yζ,n < 0,
go to S2 if yζ,n ≥ 0.
According to these autonomous decisions, the evolution of the customers
within the market interval ultimately determines the market sharing dynamics
between the two service providers. A sketch of the present modelling frame-
work can be found in Fig. 8.1.
In one sense, the present conﬁguration can be interpreted as a situation where
the customers remain loyal to a service provider insofar as their experimented
waiting times with this server until now remain somehow more satisfactory
than the ones experimented with the other provider. More precisely, the cus-
tomers react to any suﬀered waiting time with a service provider by modifying
accordingly their location within the market interval to get closer to the other
one (i.e. they update their preference proﬁle in favour of the other service
provider).
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Fig. 8.1. Linear market with recurrent customers who update, based on waiting
time satisfaction, their position within the market interval after each completed
service.
8.3 Exploration via Simulation Experiments -
Prospective Results
While it was possible to compute the stationary probability distribution of
the boundary point deﬁning the market partition (between the two service
providers) in the original model studied in Chapter 7, the introduction of HB
routing mechanisms implies that no stationary state exists here for the market
sharing dynamics. Indeed, as it is illustrated in Fig. 8.2, the evolution of the
market partition always remains time-dependent in the present context. More
exactly, the underlying presence of delay eﬀects in the customers’ autonomous
HB mechanisms1 leads to the emergence of a stable cyclo-stationary behaviour
of the queue contents2. As the number of customers N in the system is ﬁxed,
the two queue lengths have a perfectly antagonistic behaviour and the state
of the system is thus entirely given by the diﬀerence between the two queue
contents. Simulation experiments indicate the following facts:
1 Indeed, there exists a time lag between the moment a customer joins a queue
and the moment he/she will modify, after having received the service, his/her
location within the market interval and hence his/her upcoming choice between
the service providers.
2 In this conﬁguration, the queue contents wholly determine the respective market
shares held by the two service providers.
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Fig. 8.2. Queue content dynamics when the service times of both S1 and S2 are
uniformly distributed in [0.01, 0.19], N = 500 and γ = 0.002.
• The amplitude Δ of the oscillations does not depend on the service rate
μ (which is here supposed common to both servers) and shows to satisfy
the following form:
Δ = βN, β ∈ [0, 1], (simulation results indicate a value β = 0.75).
• The relaxation time trelax towards the stable cyclo-stationary regime shows
to have no dependency with the number N of customers in the system.
On the other hand, trelax is obviously a function of both μ and γ. In more
details:
(1) trelax clearly decreases when μ increases,
(2) trelax grows when γ goes down (i.e. when the customers become less
reactive to waiting times).
The local dynamics of a typical customer in our particular queueing system is
illustrated in Fig. 8.3. Each customer ζ, ζ ∈ {1, 2, ..., N}, autonomously mod-
iﬁes his/her location within the market interval following a stochastic process
that depends (with a variable time delay) on the random evolution of the
queue contents (indeed, the experimented waiting times are directly related
to the queue contents). It is interesting to observe that such highly irregular
customer moves within the market interval give rise to a stable periodic wave
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Fig. 8.3. Position dynamics of a typical customer ζ ∈ {1, 2, ..., N} within the market
interval when the service times of both S1 and S2 are uniformly distributed in
[0.01, 0.19], N = 500 and γ = 0.002.
which governs the dynamics of the customers’ dispersion on the market seg-
ment, as illustrated in Fig. 8.4.
The underlying stability of the emerging spatio-temporal patterns (i.e. the
queue length oscillations and the periodic wave governing the customers’
repartition within the market interval) is a direct consequence of the law
of large numbers (LLN). Indeed, when the population N of customers in
the system is large, it is obvious, besides a manifest averaging eﬀect, that
the queue contents are likely to be important. Consequently, for this type of
regimes, the waiting times become an almost deterministic function of the
queue length, which consequently removes some of the ﬂuctuations that af-
fects the dynamics. In that sense, the regimes where the LLN holds leave some
hope for the future derivation of an analytical description of the self-organized
structures described in this chapter. Note ﬁnally that these emerging spatio-
temporal patterns are here again entirely due to the agents’ HB local actions
and stigmergic interactions. Indeed, the customers, thanks to their individual
decisions taken over time, autonomously stabilize both queues by triggering
periodic purgings of their content. More precisely, when a queue content be-
comes large, it is likely that customers will leave the corresponding service
provider because they will be unsatisﬁed with service (i.e. they will massively
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Fig. 8.4. Dynamics of the customers’ spatial dispersion within the market interval.
The service times of both S1 and S2 are uniformly distributed in [0.01, 0.19], N = 500
and γ = 0.002.
modify their location within the market interval towards the other server). It
creates thus a ﬂow of unsatisﬁed customers that join the other service provider.
Due to the time delay that exists in the customers’ local dynamics (i.e. a cus-
tomer reacts to an excessive queue length only when leaving the server), this
oscillatory behaviour lasts forever and will never converge to a stable sta-
tionary equilibrium. As a consequence, the emerging global dynamics hence
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exhibit periodic cannibalization eﬀects (see Chapter 6 for more details) that
are successively provoked by the two servers.
8.4 Concluding Remarks
The dynamics presented in this chapter are obviously the result of a stylized
modelling of reality. However, the emerging spatio-temporal structures turn
out to be very rich even for such an idealized class of models. Moreover, it
is likely that analytical techniques could be further derived in order to de-
scribe precisely the collective patterns observed here only with the help of
simulation techniques. In order to get closer to realistic situations, the conﬁg-
uration considered in the present chapter could be extended as follows. The
customers’ local behaviour could be individualized such that their personal
location within the market interval would now be autonomously computed in
the following manner:
yζ,n+1 = yζ,n − (1− |yζ,n|) sign (yζ,n) tgh (γζμ (Wζ,n − Pζ)) ∈ Ω, n ∈ N∗,
where Pζ (resp. γζ) is a patience threshold (resp. a reactivity parameter) that
would be randomized and speciﬁc to each customer ζ. Under this new con-
ﬁguration, a customer ζ would be satisﬁed when his/her waiting time Wζ,n
would be smaller than his/her patience parameter Pζ and ζ would accordingly
modify his/her location within the market interval in order to get closer to
the experimented service provider. On the other hand, when the waiting time
Wζ,n would become larger than Pζ , ζ would modify his/her position in order
to depart from the experimented server. For this new conﬁguration, we still
observe, via simulation experiments, queue content oscillatory behaviours for
small average values of the patience parameter E (Pζ) but the amplitude of
the oscillations decreases when this average value increases. This can be eas-
ily understood as the larger is the average value of the patience parameter,
the greater is the chance that the customers remain satisﬁed with a service
provider. For large values of E (Pζ), we might even observe overall stabiliza-
tion of the system to a stationary state (i.e. all the customers are attached to
a service provider and remain loyal to it forever).
To conclude and on a diﬀerent note, it would be interesting to let the servers
have the possibility to move within the market interval, thus allowing for
competition processes between the two servers. In particular, lasting canni-
balization eﬀects (i.e. a server attracts permanently the whole market) might
be expected in this case.
8.5 Contributions of Chapter 8
• Wemodify and extend the spatial queueing system introduced in Chapter 7
by considering now recurrent customers that update their preference proﬁle
8.5 Contributions of Chapter 8 127
with respect to the two servers after each received service in function of
individually experimented waiting times. We unveil the possible collective
spatio-temporal structures that might emerge in this context due to this
autonomous agents’ HB local behaviour.

Part V
Towards Possible Applications

9Agent-Based Optimal Real-Time Load Sharing
- Application to Manufacturing Systems
Summary. In this chapter, we propose a new real-time load sharing policy (LSP),
which optimally dispatches the incoming workload according to the current availabil-
ity of a set of operators. Optimality means here that the global service permanently
requires the engagement of a minimum number of operators while still respecting
due dates. To cope with inherent randomness due to operator failures as well as
non-stationary ﬂuctuating incoming workload, any optimal LSP rule will necessarily
rely on real-time updating mechanisms. Accordingly, a permanent monitoring of the
traﬃc workload, of the queue contents and of other relevant dynamic state variables
is often realized by a central workload dispatcher. In this contribution, we abandon
such a “classical” approach and we propose a fully decentralized algorithm which
fulﬁls the optimal load sharing process. The underlying decentralized decisions rely
on a “smart tasks” paradigm in which each incoming task is endowed with an au-
tonomous routing decision mechanism. Incoming jobs hence possess, in this work,
the status of autonomous agents endowed with “local intelligence”. Stigmergic inter-
actions between these agents cause the optimal LSP to emerge. We emphasize that
beside a manifest strict relevance for applications, our class of models is analytically
tractable, a rather uncommon feature when dealing with multi-agent dynamics and
complex adaptive logistics systems.
9.1 Introduction
The reduction of manpower or other resource costs is an everlasting manage-
rial challenge in any production and service network. Such contraction of the
operating costs obviously relies on an optimized workload sharing between the
available operators. Processing the full incoming load by using the minimum
number of available operators, while still respecting given due dates, is clearly
the basic optimization objective. The operator random failures as well as the
non-stationary ﬂuctuating incoming workload force the optimal load sharing
policy (LSP) to be based on a permanent monitoring of the system state (i.e.
queue contents, instantaneous traﬃc, etc). While this information updating
process, on which our adaptive optimal LSP will be based, is often fulﬁlled by
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a central dispatcher, our present contribution shows how fully decentralized
mechanisms, of multi-agent type, are also perfectly suitable to achieve the
same objective.
A large body of the available related literature pays attention to the cus-
tomer side. Following that, the problem consists in minimizing the customers’
average waiting time and, therefore, one tries to balance the incoming work
such that the maximum total load on each server is minimized. Referred as
adaptive load balancing, this classical problem has ﬁrst been addressed using
centralized management (see [19] for instance) and more recently by using
decentralized mechanisms (see [22] among others). In this work, we adopt the
complementary point of view of the service provider and try to minimize the
number of engaged operators while nevertheless respecting due dates. Note
that although our model does not, stricto sensu, optimize customer satisfac-
tion, it allows however to impose an upper-bound to the maximum waiting
time in the system by an ad-hoc tuning of the control parameters. While
numerous aspects of load balancing and load sharing have been abundantly
discussed over the last three decades, it is surprising that relatively little at-
tention has been devoted to information gathering costs. Along these lines,
let us mention contribution [21], where with the aim to minimize the average
waiting time, the authors take explicitly into account the monitoring costs.
The ultimate goal in [21] is to ﬁnd a trade-oﬀ between the beneﬁt and the
costs of information gathering needed for any adaptive load sharing mecha-
nism. To that purpose, an autonomous load sharing mechanism is derived,
which adapts optimally the number of monitored servers to the current work-
load. This study is hence somehow related to the present work, where our aim
is to optimally determine the number of servers to engage in order to face the
current load.
The present study shares several similarities with well-known congestion con-
trol problems arising in the Internet, [1, 10, 44, 52, 103], where one tries to
regulate the data ﬂows to avoid congestion at servers (i.e. the so-called gate-
ways in the Internet, which correspond to the operators in the present case).
In both cases, the ultimate goal is to simultaneously ensure queue stability
and maximization of resource utilization (busy period here and throughput in
the Internet framework). To that purpose, the usual technique is to implement
feedback information ﬂows to warn about server congestion. While the pres-
ence of randomness deﬁnitely favours ﬂexible and decentralized management
in both contexts, there exist however manifest diﬀerences between the two
modelling frameworks. Indeed, the agent character is in the present paper car-
ried by the circulating tasks themselves while it is managed for the most part
by the servers in the Internet. While in congestion control problems, fairness
between the diﬀerent users (in terms of throughput and/or delay) is essential,
this feature is not required in the present case. Furthermore, it is common in
congestion control mechanisms to use randomization to discard packets when
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a buﬀer gets congested and hence ensure such kind of fairness between users.
On the contrary, noise is used in our framework to dispatch the tasks between
the servers, hence forming a noise-induced stabilization mechanism. Several
congestion control rules [44, 52, 103] generate stable oscillations of the queue
content and these will also be observed here. In both cases, the oscillations
are due to the presence of information delay in the underlying controller, a
phenomena thoroughly investigated for self-interested agents competing for
common resources [74].
To implement decentralized control mechanisms, as those introduced in this
chapter, within complex manufacturing, supply or production systems be-
comes nowadays an essential objective that is widely accepted and it gives
thus rise to a proliﬁc dedicated research activity. In this context and in close
connection to the present work, Armbruster et al. introduce in [5] an au-
tonomous control approach to manage dynamic and ﬂuctuating production
networks. As it is proposed in this chapter, the ﬂow traﬃc management is in
this contribution fully decentralized to the circulating parts. More precisely
and quite similarly to the present situation, the parts autonomously compute
their routing decisions through the network based on backward propagated
information about the throughput times for the diﬀerent possible routes, re-
producing thus the way social insects communicate using pheromones1. The
approach proposed in [5] and the present one share several essential similarities
but they nevertheless diﬀer in the ultimate goal they are intended to achieve.
Indeed, while in [5] the goal is to reduce the parts’ throughput time within the
network, the objective here is to minimize the number of engaged operators
(while however ensuring simultaneously bounded throughput times).
The emerging dynamics to be discussed here exhibit optimal load sharing
that is entirely due to decentralized history-based routing mechanisms im-
plemented by the circulating tasks. As already emphasized in Section 3.10,
the complete lack of central management, the agents’ autonomy, their ability
to learn and the stigmergic agent type of interactions between them imply
that our class of models belongs to the ﬁeld of Complex Adaptive Logistics
Systems (CALS). Not restricted to manufacturing systems, remember that
instances of CALS might also appear in the framework of supply chains. In
that regard, the need in supply chain management for coordination strategies
leading to adaptive, ﬂexible and collective emerging behaviours is exhibited in
[111] and it is showed furthermore that coherent global system dynamics can
be generated by using only elementary components with local interactions.
This contribution explains thus how basic concepts and operational tools of
Complex Adaptive Systems (CAS) ﬁt naturally and eﬃciently to characterize
1 A pheromone is a chemical signal left by an individual on its way that will trigger
a natural response in other members of the same species. As a typical example,
ants mark their paths with the help of pheromones.
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as well the supply chains dynamics. While the relevance and legitimacy of
CAS have since long been emphasized in basic sciences (i.e. physics, chem-
istry and biology), it is remarkable that CAS also strongly enter into the
engineering world, for example in logistics [63, 127], in traﬃc issues [78] and
in production and service systems [45, 46, 47] as shown in this thesis. Note in
addition that, besides its direct relevance to load sharing problems, the analyt-
ical tractability of the present class of models contributes to enrich the, so far,
short list of analytically solvable CALS. In closing, we emphasize that among
several possibilities to implement our algorithm in practice, Radio-Frequency-
Identiﬁcation-Devices (RFID) attached to the incoming tasks provide a natu-
ral solution (see Section 3.9). Indeed, the RFID technology available nowadays
directly allows for the implementation of local intelligence to circulating items
in production systems, as it is testiﬁed in [31, 81, 113], which explore how this
technology leads to an eﬀective and eﬃcient management of various business
processes.
The chapter is organized as follows. In Section 9.2, we describe our basic mod-
elling framework, namely a general multi-server production centre fed by an
incoming ﬂow of “smart tasks”. In Section 9.3, we introduce our multi-agent
type dynamic load sharing algorithm. In Section 9.4, we study the emergence
of self-organized stable load sharing, by using analytical considerations as well
as simulation results. In Section 9.5, we describe in more details the oscillatory
behaviour that appears in the queue content dynamics. To ﬁnish, Section 9.6
is devoted to several conclusions and perspectives.
9.2 Basic Modelling Framework
We consider a production centre fed by an incoming ﬂow of tasks modelled
by a non-stationary, random renewal process with rate λ(t). The production
center is therefore a generic queueing system with N parallel servers. Each in-
coming task ζj (j ∈ N∗) requires a speciﬁc amount Uj > 0 of processing time.
The Uj ’s are characterized by i.i.d. random variables with general probability
distribution, the mean of which is ﬁxed to 1.
The objective is to realize an optimal load sharing policy deﬁned by:
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(O):Optimal Load Sharing Policy (LSP)
(i) “Process the global incoming workload by per-
manently engaging the minimal number of avail-
able servers” or equivalently, using queueing theory
terminology, “maximize the busy period of the en-
gaged servers”.
(ii)“Keep the average waiting time below a given
level”.
To achieve the objective O, one can rely either on a centralized solution (i.e.
a central dispatcher) or on ad-hoc decentralized control mechanisms. Our aim
here is to realize O by using a multi-agent fully decentralized framework. Such
decentralization permanently ensures strong reactivity and high ﬂexibility to
cope with random and non-stationary environments. In the sequel, we assume
non-preemptive LSP (i.e. a task cannot be transferred from one server to
another after its execution has started).
Server Parameters.
Each server Mα, α ∈ {1, 2, ..., N}, is characterized by:
(1) its processing rate μα,
(2) its queue capacity parameter Cα > 0, that plays the role of a congestion
threshold,
(3) a two states (“open” or “closed”) warning semaphore Sα, whose aim is
to relay information about possible congestion states at Mα and whose
sensitivity is tuned by the queue capacity parameter Cα,
“Smart Task ”Agent Character of Incoming Jobs.
Each incoming task ζj , j ∈ N∗, has the capability to:
(1) identify the server Mα, α ∈ {1, 2, ..., N}, that did process the task,
(2) record its sojourn time τj,α spent into the system while served by Mα (i.e.
τj,α = Wj,α +Vj,α, Wj,α being the waiting time in the queue and Vj,α the
processing time),
(3) compute a set of individual dispatching probabilities pα(t), α ∈ {1, 2, ..., N−
1}, that characterize for each task an autonomous routing strategy within
the network,
(4) read the state of the semaphores Sα attached to each server.
As we have assumed the incoming task size to be i.i.d. with mean 1, the service
times of Mα inherit the randomness and are hence also i.i.d. random variables
with identical distribution and mean 1
μα
.
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9.3 Multi-Agent Type Algorithm
A “smart task” behaves as follows.
(1) On entry.
An incoming task ζj (j ∈ N∗) at time t ﬁrst reads the state of semaphore
S1 (which gives information on the current congestion state of server M1).
If S1 is open, the task enters M1. If S1 is closed, the task routing is: enter
M1 with probability p1(t) and, with probability (1− p1(t)), read the state
of S2 to tentatively join M2. If S2 is open then M2 processes the task.
If S2 is closed, the task enters with probability p2(t) into M2 and with
probability (1− p2(t)) reads the state of S3 to tentatively join M3. The
rule is then applied iteratively.
(2) On exit.
If the sojourn time τj,α of the outgoing task ζj , processed by server Mα,
exceeds Cα (i.e. τj,α > Cα) then ζj sets Sα to the state “closed”. In words,
when a task processed by Mα has spent Cα in the system, congestion is
detected and this task triggers immediately the closing of Sα even if the
processing is not yet completed. Conversely, on exit, provided τj,α ≤ Cα,
ζj sets Sα to the state “open”, which indicates that Mα is not congested
anymore.
Note that, even when a semaphore Sα is closed, a pα(t)-based partial incom-
ing traﬃc continues to be processed by a congested server Mα. The tasks
joining such an overloaded server ultimately enable the reopening of the as-
sociated semaphore as soon as the workload becomes undercritical (i.e. when
τj,α ≤ Cα). The ability for each travelling task to monitor information left
by predecessors and to process this information to autonomously decide its
routing strategy confers to this dynamics a manifest adaptive multi-agent
character (see Fig. 9.1 for a summarizing sketch of the present modelling
framework).
9.4 Emergence of Optimal Load Sharing Dynamics
From now on, we assume that the number N of potentially available servers
is suﬃcient to always handle the oﬀered incoming workload, i.e.
λ(t)∑N
α=1 μα
< 1.
By the construction of the multi-agent dynamics, given in Section 9.3, our
LSP automatically ensures permanently (i) the engagement of the minimal
number of servers and (ii) queue stability. As exposed later in Section 9.5, we
observe (see Fig. 9.2) that for large enough Cα’s, α ∈ {1, ..., N −1}, the queue
contents exhibit stable temporal oscillations whose maximum values are given
by:
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Fig. 9.1. N-parallel servers queueing system with decentralized load sharing mech-
anism.
{
Qmax,1(t) = C1λ(t)− 1;
Qmax,α(t) = Cαλ(t)
∏α−1
i=1 (1− pi(t))− 1, α ∈ {2, ..., N − 1}.
(9.1)
Tuned by the control parameters Cα, α ∈ {1, ..., N−1}, these maximum possi-
ble queue contents can be used to calibrate the waiting room sizes and hence,
due to Little’s law, to limit the task waiting times. In particular, tasks subject
to deadlines can hence be handled within the present framework. As shown
later in Section 9.5, it is here worth to emphasize that the queue content of
the engaged servers never vanishes, thus ensuring maximum busy period and
hence optimal load sharing.
Let us now discuss in more details the role played by the dispatching prob-
abilities pα(t) introduced in Section 9.2. Remember that a congested server
continues to be fed by a reduced incoming ﬂow with rate:
{
p1(t)λ(t) for server M1, and
pα(t)λ(t)
∏α−1
i=1 (1− pi(t)) for server Mα, α ∈ {2, ..., N − 1}.
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Fig. 9.2. Left: Temporal evolution of the queue contents for interarrival times
uniformly distributed in [0.16; 0.36] (λ(t) = 3.8), K = 10, service times uniformly
distributed in [0.5; 1.5] (μ1 = μ2 = μ3 = μ4 = 1), C1 = C2 = C3 = C4 = 26 and
α = 0.22− 0.7(α− 1), α ∈ {1, 2, 3}. Right: Corresponding server utilization.
Consequently, after a congestion occurs, the queue in front of the congested
server will eﬀectively decrease iﬀ the following condition is satisﬁed:
{
p1(t)λ(t) − μ1 < 0 for M1, and
pα(t)λ(t)
∏α−1
i=1 (1− pi(t))− μα < 0 for Mα, α ∈ {2, ..., N − 1}.
(9.2)
To fulﬁl condition (9.2) the dispatching probabilities pα(t), α ∈ {1, ..., N−1},
have to be chosen as:
p1(t) =
μ1
λ(t)
− 1
and
pα(t) =
μα
λ(t)
∏α−1
i=1 (1− pi(t))
− α, α ∈ {2, ..., N − 1},
with μ1
λ(t) > 1 > 0 and
μα
λ(t)
Qα−1
i=1 (1−pi(t))
> α > 0, α ∈ {2, ..., N − 1}. This
choice strictly ensures the stability of the queue contents. The smaller is the
value of the α’s, the closer to optimality is the load sharing (i.e. the busy
period of the engaged server Mα converges to 1 when α → 0). A too drastic
reduction of the partial traﬃc (α large ⇒ pα(t) small) yields poor reactivity
of the system. Indeed, the resulting long delay before the reopening of the
semaphore is likely to empty the queue, thus leading to a decrease of the busy
period.
As noted in [21], the incoming ﬂow rate λ(t) can itself be estimated, in
real-time, by elementary agent-to-agent interactive mechanisms. This ulti-
mately enables each task ζj (j ∈ N∗) entering the system at time tj , to
estimate autonomously the ad-hoc dispatching probabilities pα,j = pα(tj),
α ∈ {1, ..., N − 1}, which characterize its routing strategy through the net-
work. With this, our load sharing algorithm becomes fully decentralized, all
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routing decisions being taken by the circulating items themselves. One ba-
sic possibility to implement such a decentralized traﬃc estimation reads as
follows.
Multi-Agent Type Traﬃc Load Estimator.
Each task ζi (i ∈ N∗) stores, upon arrival, its entry time ti in the system
on a register permanently accessible to the other tasks. The traﬃc estimator
λj(t), computed by the incoming task ζj (j ∈ N∗), relies on an observation
window of size K. ζj reads the entry-time tj−K of the Kth preceding task and
estimates the instantaneous traﬃc by:
λj(t) =
tj − tj−K
K
.
As clearly illustrated in Fig. 9.2, this very rough estimation of the global in-
coming traﬃc is suﬃcient to complete the overall objective O and this despite
the underlying randomness. There is obviously an optimal trade-oﬀ to select
an appropriate value for the observation window K. Valuing mostly the reac-
tivity, we prefer small values of K for the observation window. As illustrated
in Fig. 9.3, small values of K lead indeed to highly reactive response (i.e. the
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Fig. 9.3. Temporal evolution of the queue contents for service times uniformly
distributed in [0.5; 1.5] (μ1 = μ2 = μ3 = μ4 = 1), C1 = C2 = C3 = C4 = 26 and
α = 0.22 − 0.7(α − 1), α ∈ {1, 2, 3}. Interarrival times are uniformly distributed
in [0.32; 0.72] (λ(t) = 1.9) for 0 ≤ t < 450 and uniformly distributed in [0.16; 0.36]
(λ(t) = 3.8) for t ≥ 450, K = 10.
length of the transient adaptive phase is almost negligible). This is in particu-
lar perfectly suitable for non-stationary incoming traﬃc loads. Quantitatively,
the length of the adaptive phase thus only depends on the eﬀective delay be-
tween the time a congestion eﬀectively occurs and the time it is detected.
This delay, for server Mα, is equal to Cα (see Section 9.5 for more details).
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Note that depending on the speciﬁc management issues, larger observation
windows K could also be selected whenever smooth reactions are required for
system reliability or to avoid large set-up costs. Observe that most Internet
congestion control mechanisms rely on relatively large values of K for the
observation window to smoothly react to bursty traﬃc.
9.5 Queue Content Oscillatory Behaviour - Siphon
Dynamics
We discuss here in more details the emergence of the temporal oscillations
observed for the diﬀerent queue contents, as illustrated in Fig. 9.2. As in Sec-
tion 3.4, we focus for the discussion of this temporal oscillatory behaviour on
a deterministic approach. This approach, due to the inﬂuence of the law of
large numbers (LLN), is also relevant in presence of ﬂuctuations when the
Cα’s, α ∈ {1, ..., N − 1}, are suﬃciently large (i.e. quasi-deterministic stable
cyclo-stationary queue oscillations emerge independently of the inter-arrival
and service time distributions). Note qualitatively that the relative impor-
tance of the ﬂuctuations around the task average sojourn time (which is the
sum of the preceding tasks individual processing times) decreases for large
queue content Qα(t) (a quantitative characterization is given in [43]). Fig. 9.4
(in comparison with Fig. 9.2) explicitly exhibits that the larger are the Cα’s,
the smoother are the oscillations.
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Fig. 9.4. Left: Temporal evolution of the queue contents for interarrival times
uniformly distributed in [0.16; 0.36] (λ(t) = 3.8), K = 10, service times uniformly
distributed in [0.5; 1.5] (μ1 = μ2 = μ3 = μ4 = 1), C1 = C2 = C3 = C4 = 200 and
α = 0.22 − 0.7(α − 1), α ∈ {1, 2, 3}. The smoothing eﬀect due to the underlying
LLN is manifestly observable by comparing Figs. 9.2 and 9.4. Right: Corresponding
server utilization.
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Along the lines exposed in Section 3.4, we start by characterizing the os-
cillations of the ﬁrst queue content Q1(t). During an initial phase, Q1(t)
increases at rate λ(t) − μ1, the whole traﬃc λ(t) is indeed dispatched to
M1, which is not yet overloaded. M1 is considered as congested when Q1(t)
reaches the level C1μ1 − 1. Indeed, at this time, a newly incoming task ζj
will spend on average C1 in the system (i.e. its mean waiting time will be
equal to (C1μ1 − 1) 1μ1 = C1 − 1μ1 and its processing time will be equal on
average to 1
μ1
). The queue Q1(t) reaches its auto-siphoning threshold when
the congestion is ﬁrst detected, which happens when ζj has waited C1 in the
system. This starts a second operating phase during which Q1(t) decreases
at rate p1(t)λ(t) − μ1. This second phase lasts until a task detects that M1
is not congested anymore; this happens after a time delay C1 initiated when
Q1(t) reached again the level C1μ1 − 1. The alternation between these two
operating phases creates queue content stable oscillations whose amplitude
Δ1 and period Π1 are respectively given by :
Δ1(t) = (1− p1(t)) C1λ(t)
and
Π1(t) = C1
[
2 +
μ1 − p1(t)λ(t)
λ(t)− μ1 +
λ(t) − μ1
μ1 − p1(t)λ(t)
]
.
The maximum and minimum values of these oscillations are given respectively
by Eq. (9.1) and
Qmin,1(t) = p1(t)C1λ(t) − 1.
To understand the underlying delay mechanism, it is enlightening to visual-
ize the queue dynamics by using the hydrodynamic analogy sketched in Fig.
9.5. We emphasize that contrary to the ﬂow dynamics discussed in Section
3.4 where there is a feedback loop fed by physical items, here the feedback is
purely informational (i.e. the items leave in any case the system after service
but they deliver an indicative feedback to the following tasks).
The oscillation frequency of Qα(t), α ∈ {2, ..., N}, are identical to Q1(t),
hence
Πα = Π1, α ∈ {2, ..., N}.
This is illustrated in Figs. 9.6 and 9.7 (respectively corresponding to Figs. 9.2
and 9.4), where we exhibit the Fourier components (i.e. the spectrum) of the
queue dynamics obtained by simulation for small, respectively large, values
of Cα, α ∈ {1, ..., N − 1}. As expected, for large values of Cα, the spectrum
exhibits a sharp mode (i.e. the signal-to-noise ratio is enhanced).
For servers Mα, α ∈ {2, ..., N − 1}, the oscillations exhibit an additional
structure. Namely for Qα(t), α ∈ {2, ..., N − 1}, there exists an alternation
between three distinct operating phases:
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μ1
λ(t)
Q1(t)
inﬂow
outﬂows
Q1(t)
C1 C1
period π
t
t0 t1
Π1
C1λ(t)− 1C1λ(t)− 1
C1μ1 − 1
p1(t)C1λ(t) − 1 p1(t)C1λ(t) − 1
p
(1− p1(t))λ(t)
Fig. 9.5. Hydrodynamic analogy. Left: The task entering at t0 is the ﬁrst one of a
whole cluster G of tasks that will detect congestion. This task triggers the alternation
of Q1(t) from the increasing to the decreasing state at t0+C1. The last task belonging
to cluster G is the one entering the system just before t1 and triggers the switch
of Q1(t) from the decreasing to the increasing state at t1 + C1. This simple delay
dynamics repeats and creates stable oscillations of the queue content. Right: The
“Tantalus glass” siphon model. The water level corresponds to the queue length
Q1(t). The continuous inﬂow and outﬂow rates are respectively given by λ(t) and
μ1. The periodic alternate siphoning outﬂow is (1− p1(t))λ(t). The siphon leaves a
water residue of height p1(t)C1λ(t)− 1, due to the continuous inﬂow during C1. The
eﬀective siphon length is (1− p1(t)) C1λ(t).
(1)When all the servers Mβ , β ∈ {1, ..., α−1}, are overloaded and hence their
semaphores are closed, Mα receives a traﬃc with rate:
λ(t)
α−1∏
i=1
(1− pi(t)) .
Indeed, from the full incoming workload λ(t), one has to subtract the pα(t)-
based partial traﬃcs that feed the congested servers. As a consequence,
during this phase, Qα(t) increases at rate λ(t)
∏α−1
i=1 (1− pi(t)) − μα.
(2)Once server Mα becomes congested, Qα(t) starts to empty. Provided
all servers Mβ, β ∈ {1, ..., α − 1}, remain congested, the incoming traf-
ﬁc continues to be dispatched to Mα. As Mα is congested, it only re-
ceives a pα(t)-based part of this traﬃc and Qα(t) hence decreases at rate
pα(t)λ(t)
∏α−1
i=1 (1− pi(t)) − μα.
(3)Whenever one among the servers Mβ, β ∈ {1, ..., α − 1}, is no longer
congested (therefore its semaphore has been reopened), this server attracts
the full incoming workload and hence Mα is not fed anymore. Thus, Qα(t)
decreases at rate −μα.
The alternation between these three phases is completely determined by the
queue dynamics of the yet engaged servers. Basically, the time at which a
queue starts to empty triggers the feeding of the next server to be engaged.
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Fig. 9.6. Spectrum of the queue content dynamics for interarrival times uniformly
distributed in [0.16; 0.36] (λ(t) = 3.8), K = 10, service times uniformly distributed
in [0.5; 1.5] (μ1 = μ2 = μ3 = μ4 = 1), C1 = C2 = C3 = C4 = 26 and α = 0.22 −
0.7(α− 1), α ∈ {1, 2, 3}.
The oscillatory behaviour of Qα(t), α ∈ {2, ..., N − 1}, is characterized by
maximum and minimum values given respectively by Eq. (9.1) and:
Qmin,α(t) = Cαpα(t)λ(t)
α−1∏
i=1
(1− pi(t))− 1, α ∈ {2, ..., N − 1}.
Consequently, the oscillation amplitude for these queue contents is given by:
Δα(t) = Cαλ(t)
α∏
i=1
(1− pi(t)) , α ∈ {2, ..., N − 1}.
9.6 Concluding Remarks
In a competitive environment, to attract new and to keep loyal customers is
the basic concern of any service provider or manufacturer, which deﬁnitely
requires a high service customization to match all speciﬁc demands. Service
or product customization aﬀects both the quantity and the nature of the in-
coming demands. Focusing on quantitative aspects, one should clearly expect
that high service customization necessarily leads to non-stationary and highly
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Fig. 9.7. Spectrum of the queue content dynamics for interarrival times uniformly
distributed in [0.16; 0.36] (λ(t) = 3.8), K = 10, service times uniformly distributed
in [0.5; 1.5] (μ1 = μ2 = μ3 = μ4 = 1), C1 = C2 = C3 = C4 = 200 and α = 0.22 −
0.7(α− 1), α ∈ {1, 2, 3}.
ﬂuctuating rate of the service demand. Hence, constructing eﬃcient service
policies able, in such random and time-dependent environments, to entirely
fulﬁl customer satisfaction while maintaining the operating costs at the lowest
possible level is deﬁnitely a complex challenge. The ubiquitous non-stationary
and ﬂuctuating nature of the underlying demand imposes ﬂexibility and reac-
tivity to be key characteristics of any eﬃcient algorithm required by the sys-
tem management. Among other classical problems, we focus in this chapter on
the construction of an optimal service policy which enables the sharing of the
global incoming workload between a set of available servers. In general, such a
load sharing policy will be achieved by a central operator which dispatches, by
an on-going real-time information gathering of a set of relevant system state
variables, the incoming jobs among the available servers. Leaving aside such a
centralized point of view and hence following a vigorous recent trend emerg-
ing in production and service systems, we explicitly show how the same task
can also be perfectly realized using a fully decentralized algorithm. Our basic
idea relies on a multi-agent perspective implying the service management to
be performed by the jobs themselves (i.e. “smart tasks” paradigm). We are
able to explicitly show how autonomous smart tasks can ensure, in real-time,
that the global load is processed by the minimum number of engaged oper-
ators while permanently avoiding the system to get congested. The intrinsic
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simplicity of our algorithm, the analytical tractability of our models which
oﬀers an intimate understanding of the operating dynamics and, ﬁnally, the
possibility, using RFID, to confer an autonomous agent character to incoming
jobs, clearly suggest how the implementation could actually be concretely re-
alized. The basic modelling framework proposed in this chapter oﬀers several
possibilities for reﬁnements to cover diﬀerent realistic situations, namely one
could consider the following extensions:
(1)To address “fairness” issues by adding an additional decentralized mecha-
nism which would ultimately ensure that all incoming tasks wait in average
the same time before being served.
(2)To allow diﬀerent task types as well as distinct server capabilities with
multiple working levels (each working level of a server would correspond
to the required service time to proceed with a speciﬁc type of task) and to
introduce a simple matchmaking mechanism between task type and service
capability.
(3)To provide direct communication skills between agents (i.e. stigmergic
interactions and direct interactions would hence coexist).
(4)To introduce learning capabilities inside the system (repeated services
would decrease the required service times, etc...).
9.7 Contributions of Chapter 9
• We propose a fully decentralized dynamic load sharing policy that opti-
mally dispatches the incoming workload according to the current availabil-
ity of a set of operators. The proposed algorithm permanently ensures the
engagement of a minimum number of operators while still respecting due
dates.
• Constructed on a “smart parts” paradigm, our agent-based model nev-
ertheless allows for analytical analysis, a rather uncommon feature when
dealing with fully decentralized manufacturing or logistics processes. In
that regard, our particular model is one of the very rare solvable instances
of complex adaptive logistics systems available so far in the literature.

10
Other Possible Applications
Summary. The modelling framework developed in this thesis could deﬁnitely be
extended to cover a very wide range of logistics problems in industrial and service
applications. In this chapter, we give several ideas on how some of the original
concepts approached in the present work could be transferred to two research ﬁelds
of central importance, namely transportation and supply chains.
10.1 Transportation Networks
The agent characteristic of the models presented in this work, as well as their
speciﬁc history-based (HB) features, naturally indicate that similar emerg-
ing phenomena might be observed in various transportation networks (cars,
trains, buses, metros,...). Indeed, the users in such systems clearly use, when
they have the choice between diﬀerent routes, their personal experience within
the network to take their future routing decisions. This inherent path depen-
dence implying delay eﬀects in the dynamics, is it hence likely to observe any
oscillatory behaviour in transportation networks?
Talking to practitioners, it comes out that permanent oscillatory behaviours
are generally not observed in traﬃc systems. Because of that, it is usually as-
sumed in the transportation area that a stationary state (which can be related,
in terms of game theory, to a Nash equilibrium) exists. In real situations, it is
possible to observe this stable behaviour thanks to ﬁeld measurements, where
one measures for example every 15 minutes the current congestion state at a
speciﬁc point of the network. While there exist cyclic phenomena, that can
be attributed to the seasons or to the diﬀerent days of the week, as well as
an increase of the mobility due to the economical progress (i.e. the economi-
cal sharings actually increase in our globalized society), practitioners are not
aware of permanent oscillatory dynamics that could result from the users’
local routing decisions. As we will see below, this has to be connected to the
fact that users in transportation systems, due to their frequent and recurrent
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(daily) use of the road network, are highly sensitive and reactive to waiting
times. Consequently, their individual routing mechanisms turn out to be very
complex, heterogeneous and highly path dependent (i.e. taking into account
a large personal history within the network).
While permanent oscillations are not likely to emerge in transportation net-
works, it is nevertheless possible to observe oscillatory behaviours during the
transient regime following a modiﬁcation of the network (roadworks, opening
or closing of a road, capacity increase). However, these oscillations turn out to
be unstable and diminish over time. This deadening of oscillatory behaviours
is probably due to the strong repetitiveness that governs the users’ decisions
in transportation systems. Indeed, we are nowadays more and more subject to
frequent and long journeys the relative costs of which are increasingly impor-
tant. For this reason, the optimization of transportation aspects has become
a very sensitive topic to which people pay a great attention. The users’ rout-
ing decisions are hence carefully thought through and often take into account
their global experience within the transportation system. The time window
used to determine the HB routing choices is doubtlessly larger in reality than
what is assumed in the stylized models presented in this work. These more
complex and reﬁned decision mechanisms imply a reduction of the oscillations
over time and lead to the emergence of self-regulation of traﬃc phenomena.
Indeed, the oscillatory features of the dynamics are in one sense taken into
account by the experienced users after some time. However, it is enlightening
to note that the possibly emerging oscillatory transient phases are mainly due
to the users’ HB individual routing decisions and, in this sense, the models in-
troduced in this thesis help to get a phenomenological understanding of these
particular dynamics.
Besides the convergence to global stable states, transportation practitioners
also observe, at the user level, various cyclic features in the individual rout-
ing decisions. These individual oscillations (i.e. at the microscopic level) are
however not anymore observable at the macroscopic level. They are indeed
counterbalanced between the diﬀerent users, which are often in large number
and highly heterogeneous in transportation networks. Globally, while there
obviously remain in real situations ﬂuctuations of small amplitude around
the stationary state, these ﬂuctuating components do in general not possess
a cyclic structure. It is moreover enlightening to know that, contrary to the
stylized models presented in this work, the intelligence is nowadays not only
decentralized to the circulating items in real transportation systems. For ex-
ample, the traﬃc lights autonomously adapt their control following real-time
measurements of the traﬃc and will increase the green time slots in case of
congestion. Note ﬁnally that some of the oscillatory phenomena that can nev-
ertheless be observed in transportation networks are due to the inﬂuence that
available traﬃc information (radio, GPS, internet,...) has on the pool of users.
This information on the network status is often delayed and might hence give
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rise to oscillatory behaviours. Novel approaches based on the selective use of
misinformation given to users might help to reduce this kind of oscillations,
[74].
In the following, we present an illustrative model of a transportation network,
the dynamics of which exhibit the same queue length oscillations softened over
time as those that might be observed in real traﬃc systems. Compared to the
HB routing rules previously developed in this thesis, the present routing de-
cision mechanism assumes that the users take into account a larger history
window to determine their future route through the network.
We consider the network sketched in Fig. 10.1, which consists of two par-
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 





Fig. 10.1. Queueing representation of a transportation network with two alternative
routes and recurrent users.
allel queues in a closed topology. Following classic concepts available in the
existing literature (see [2, 27] among others), this particular queueing model
represents a transportation network composed of two diﬀerent routes linking
two diﬀerent locations A and B. Each route i ∈ {1; 2} is characterized by its
own processing rate μi. As our aim is to model the behaviour of users doing
recurrently (typically daily) the same journey, we assume here a ﬁxed pool
of N commuters evolving in a closed network conﬁguration. In addition to
the capability of autonomously computing suﬀered waiting times, each user
ζ ∈ N is now also able to calculate its personal mean waiting time W¯ 1ζ (resp.
W¯ 2ζ ) with respect to its complete history with server S1 (resp. S2). Initially
set to 0, W¯ 1ζ (resp. W¯
2
ζ ) is updated by ζ after each run in route 1 (resp. route
150 10 Other Applications
2). Every day, before each run from A to B, each user ζ chooses its route
according to the following rule:
R˜ =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
if W¯ 1ζ < W¯
2
ζ ⇒
{
choose route 1 with probability 1− 
choose route 2 with probability 
if W¯ 1ζ ≥ W¯ 2ζ ⇒
{
choose route 1 with probability 
choose route 2 with probability 1− 
with  ∈ [0, 1]. In words, ζ chooses with probability 1− the route for which it
has, on average, experimented until now the smaller waiting time. In order to
express human irrationality, it is nevertheless possible that ζ decides however,
with probability , to take the other route. We assume that αN users (resp.
(1− α)N), α ∈ [0, 1], initially choose route 1 (resp. route 2). In the case of
a network modiﬁcation (closed route, introduction of a new route,...), this a
priori knowledge of the system status (i.e. the value of α) will strongly depend
on the quantity and quality of the information given to the users. Note that
in comparison to the model considered in [115], where commuters having to
choose between alternative roads take also into account in their routing deci-
sions some of their neighbours’ most recent waiting experience, the choice is
here based only on the individual waiting history.
When the users follow rule R˜ to individually choose their route through the
network, simulation experiments (see Fig. 10.2) show that the emerging dy-
namics exhibit oscillatory behaviour of the queue contents (i.e. the congestion
state of the two routes possesses an oscillating nature) that are reduced over
time. This reduction leads to the convergence to a stationary state character-
ized by
lim
t→∞
Q1(t) =
μ1
μ1 + μ2
and lim
t→∞
Q2(t) =
μ2
μ1 + μ2
.
The softened oscillatory behaviour and the resulting convergence to this sta-
tionary state is a direct consequence of the larger HB structure deﬁning the
users’ autonomous routing decisions. Indeed, this structure implies a manifest
averaging over time that creates the resulting oscillations smoothing eﬀect.
The illustration given in Fig. 10.3 testiﬁes this assertion. More precisely, Fig.
10.3 shows that, when the waiting time averages (i.e. W¯ 1ζ and W¯
2
ζ , ζ ∈ N)
are computed by the users using only their last three experimented waiting
times, the oscillations are not killed and the system remains indeﬁnitely in a
cyclo-stationary regime (i.e. the oscillations are sustained).
When the number of samples to compute the waiting time averages is limited,
simulation experiments show that the value of  governs the phase transition
between regimes with convergence to stationary or cyclo-stationary states.
Indeed,  directly inﬂuences the length of the transient phase possibly lead-
ing to a purely stationary regime. More precisely, the relaxation time dimin-
ishes when  is decreasing. When  is small enough, the corresponding re-
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Fig. 10.2. Emerging dynamics in a transportation network with two parallel routes
when the N = 1000 users apply routing rule R˜. The service times of routes 1 and
2 are respectively uniformly distributed in
ˆ
1, 7
3
˜
(μ1 = 0.6) and [2, 3] (μ2 = 0.4),
α = 0.25 and  = 0.25.
laxation time trelax is small with report to the time window THB considered
by the users to compute their waiting time averages. Hence, the oscillations
are smoothed and the system is driven into a purely stationary state. On the
other hand, for larger values of , trelax gets larger than THB and the oscilla-
tions are consequently not averaged since they are in one sense not taken into
account by the users within their routing decision mechanisms. In this case,
a cyclo-stationary state emerges and remain indeﬁnitely. These two diﬀerent
possible regimes are illustrated respectively in Figs. 10.4 (small ) and 10.3
(large ).
10.2 Smart Parts Driven Supply-Chains
Whatever the nature of the industrial activity, it invariably relies on the gen-
eration and the maintenance of ﬂows of items and/or goods circulating in
production, service and supply chains networks. This shows that, thermody-
namically speaking, industrial activities can be viewed as oﬀ-equilibrium ther-
modynamic processes in which matter, information, energy and money feed
complex entangled and topologically time-dependent networks. The underly-
ing ﬂow dynamics are generally subject to random ﬂuctuations generated by
dynamic environments (failures, prices and demand ﬂuctuations, geo-political
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Fig. 10.3. Emerging dynamics in a transportation network with two parallel routes
when the N = 1000 users apply routing rule R˜, but with an average computed
only with the last 3 experimented waiting times. The service times of routes 1
and 2 are respectively uniformly distributed in
ˆ
1, 7
3
˜
(μ1 = 0.6) and [2, 3] (μ2 = 0.4),
α = 0.25 and  = 0.25.
issues,...). A signiﬁcant part of the engineering work consists in controlling
these complex ﬂows to simultaneously maximize income and minimize envi-
ronmental impacts, thus ensuring overall sustainability. By its very nature,
ﬂow control dynamics always raises a wealth of management problems which
reﬂect the latest progresses in mathematical modelling, information process-
ing and operational research. Due to their complexity and high speciﬁcity,
one is tempted, at least at ﬁrst sight, to assert that actually relevant ﬂow
control problems oﬀer, despite their oﬀ-equilibrium thermodynamics nature,
little perspectives for a synthetic approach necessary to formulate basic re-
search actions. Yet such an assertion is denied by several recent contributions,
including this thesis, that exhibit explicit and fruitful crossovers between basic
science paradigms and management of production, service and supply chains
networks. Speciﬁcally and in direct connection with the present work, fo-
cus should in the future be paid on the possible ways to implement eﬃcient
self-generated (fully decentralized) ﬂow control algorithms that use emergent
collective dynamics resulting from autonomous interacting agents. Indeed, it
becomes now commonly acknowledged that only decentralized decision mech-
anisms will be able to permanently regulate with celerity and agility ﬂows of
raw materials, manufactured goods, food, services and energy required by non-
stationary and random demand patterns generated by the economical global-
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Fig. 10.4. Emerging dynamics in a transportation network with two parallel routes
when the N = 1000 users apply routing rule R˜, but with an average computed
only with the last 3 suﬀered waiting times. The service times of routes 1 and
2 are respectively uniformly distributed in
ˆ
1, 7
3
˜
(μ1 = 0.6) and [2, 3] (μ2 = 0.4),
α = 0.25 and  = 0.05.
ization. As previously unveiled in this thesis, the signature of living systems
and societies, namely their unique capability to generate real-time adaptive
behaviours with high resilience against random perturbations should deﬁnitely
inspire new approaches to the problem of optimally regulating industrial ﬂows.
In all supply chains there exist various forms of local feedback control, in-
cluding the type of time delay satisfaction measure extensively studied in
this thesis. Among the several noise sources aﬀecting the dynamics of sup-
ply chains, non-steady ﬂows typically arise in this context from coherent su-
perpositions of tiny local ﬂuctuations which, due to the numerous echelons
composing the chains, give ultimately rise to very signiﬁcant variations. Re-
search actions should be directed to the implementation of the “smart parts”
concept in simple supply chains to generate robust supply strategies with
(1) self-reducing “bullwhip” eﬀect and (2) eﬃcient supplier selection for sup-
ply chains with branching topologies. Indeed, one should use and explore,
via mathematical modelling and statistical physics tools, such a general self-
organizing perspective with the ultimate goal of using these self-organizing
mechanisms to construct resilient algorithms able to optimize the ﬂow dynam-
ics of supply chains networks. The numerous potentialities oﬀered by “smart
parts” regulated supply chains are reviewed in the purely conceptual, though
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engrossing and enlightening contribution [127]. As a motivating illustration
of this paradigm, consider the clear trade-oﬀ existing in our global economy
between a steadily increasing demand for resources as well as for transporta-
tion capabilities and the antagonistic essential focus on the minimization of
energy and environmental impacts. Complexity and randomness in the trans-
portation processes within supply networks strongly reduce the eﬃciency of
centralized shipping management. In this context, “smart marine containers”
equipped with real-time positioning capabilities (via GPS technology) oﬀer
extremely appealing potentialities to built fully decentralized logistics solu-
tions with short-time reactivity and low energy consumption characteristics.
Being also equipped with RFID chips indicating their ﬁnal destination, the
containers eﬀectively become “smart parts” able to autonomously plan, in
real-time, their best routing from their current position to the ﬁnal customer
location.
To deﬁne future research directions, one should start here from the basic as-
pects of supply chains dynamics theory and use the Daganzo’s dedicated for-
malism, [33]. This formulation relies on systems of coupled, nonlinear, ﬁnite-
diﬀerence equations to describe the time evolution of the order ﬂows and the
inventory contents. Thanks to this mathematical modelling, the dynamical
origins of the so-called “bullwhip” eﬀect, ubiquitous in supply chains dynam-
ics, are clearly identiﬁed. Let us here recall that the “bullwhip” phenomenon
expresses the strong tendency in supply chains that small ﬂuctuations at the
customers’ ﬂow of demands are ampliﬁed along the echelons of the chain
and ultimately give rise to huge demand variations in the upper echelons.
Using Daganzo’s formalism, the emergence of the “bullwhip” eﬀect can be
explained via a dynamical systems stability theory. More particularly, various
non-equivalent supply chains stability concepts (i.e. stability on the small and
stability on the large) are introduced in [33] to exhibit how the “bullwhip”
phenomenon actually occurs. Linear stability around steady order ﬂows and
harmonic analysis reveals that the “bullwhip” ampliﬁcation eﬀects are due
to the eﬀective presence of delays in the dynamics. This allows to conclude
that “bullwhip” phenomena could be reduced by decentralized commitment
policies in which the order sizes to be passed in future should be partly antic-
ipated. The length of the commitment time interval and its connection with
“bullwhip” reduction would then have to be studied, even for nonlinear supply
policies, via kinematic waves analysis.
Contrary to common practice where intelligence is spread over the various sup-
pliers of the chain, one should investigate adaptive supply algorithms which,
due to “smart parts” control mechanisms, would lead to ﬂows with attenuated
“bullwhip” behaviours and optimal supplier selection.
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(1) Attenuation of the “bullwhip” eﬀect.
To practically proceed, attention should ﬁrst be paid to the so-called au-
tonomous supply chain models characterized by interactions restricted to
the nearest successive echelons. In discrete time (n ∈ N), the supply chains
dynamics take the form of a coupled map lattice:⎧⎨
⎩
Qj,n = Hj (Kj,n, Qj−1,n−1, Qj−1,n−2, ..., Qj−1,n−B)−Kj,n, n ∈ N,
Kj,n+1 = Hj (Kj,n, Qj−1,n−1, Qj−1,n−2, ..., Qj−1,n−B)−Qj−1,n, n ∈ N,
where Qj,n and Kj,n are respectively the order size and the inventory
content of the echelon number j = 0, 1, 2, ..., N (note that 0 is the cus-
tomer level in this formalism), at the discrete time n ∈ N. The func-
tional Hj (Kj,n, Qj−1,n−1, Qj−1,n−2, ..., Qj−1,n−B) characterizes the dy-
namics for each echelon. More precisely, this is the kernel of the order
policy and it is usually given a priori. Future research actions should pro-
pose to allow the set of kernels Hj to be adaptive in time, this thanks
to “smart parts” characteristics of the items in circulation. Such an idea
should ﬁrst be investigated by considering the elementary (uniform) (s, S)-
order-point-policy with a kernel H
(s,S)
j characterized by:
H
(s,S)
j =︸︷︷︸
uniformity
H(s,S) =
⎧⎨
⎩
0 if Kj,n > s,
S if Kj,n ≤ s, ∀ j = 1, 2, ..., N.
In other words the discontinuous functional H
(s,S)
j is actually, as long as
the inventory contents fulﬁl Kj,n > s, a lot-for-lot strategy for which no
“bullwhip” eﬀect develops. At that point, it would still remain to optimally
select the threshold parameters (s, S) that characterize the implemented
supply policy. To this aim, we would propose to implement a “smart or-
ders” based mechanism able, for non-stationary demand patterns, to per-
manently select the required optimal (s, S) thresholds (optimality meaning
here to minimize the apparition of potential “bullwhip” phenomena).
(2) Self-routing supply paths.
It is common in real situations to encounter supply networks with com-
plex topologies. At the branching nodes of such supply chains, orders have
to be eﬃciently dispatched to the available supply paths of the network.
To cope in real-time with ubiquitous non-stationarity aﬀecting the sup-
ply nodes, future research actions should investigate how “smart parts”
concepts could be implemented to yield self-routing and individualized
optimal supply paths - for example paths might be either quick and ex-
pensive or cheap and slow. To this aim, decentralized feedback mechanisms
as those developed along this thesis or pheromone approaches should be
considered.
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10.3 Contributions of Chapter 10
• We present a simple yet realistic model that establishes a bridge between
the models introduced in this work and transportation networks. This new
stylized transportation model helps to understand some of the emerging
phenomena that can be observed in real traﬃc systems. The consideration
of more reﬁned users’ history-based mechanisms, which are common in
transportation systems, leaves the door open for the observation of oscil-
latory phenomena, but the resulting oscillations reveal themselves to be
softened over time.
• We give some prospective ideas for an investigation on how the concepts de-
veloped in this thesis could be transferred to the domain of supply chains.
Part VI
Conclusion and Perspectives
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Conclusion and Perspectives
The main stream in queueing network (QN) theory is to consider the circu-
lation of classes of items sharing all the same set of permanent attributes. In
this context, a single item is fully representative of all the members belonging
to its class. The present thesis deﬁnitely diﬀers from such a classical point
of view and considers the ﬂow dynamics in networks where each circulating
item is an autonomous agent able to adapt its routing according to historical
data monitored during its past journey through the network. Accordingly, a
single circulating item is not a copy of the others and the resulting dynam-
ics are not covered by the ordinary tools of QN theory. As studied in the
present work, global dynamics of interacting autonomous agents within QNs
explicitly belong to the vast realm of complex systems, for which collective
properties emerge from the individual “intelligence” endowed to each agent.
Indeed, for such systems, emergent macroscopic properties are more than the
sum of their microscopic components. As stipulated in the present work, the
underlying history-based (HB) routing decision mechanisms considered along
this thesis violate the basic hypothesis of classical queueing models. Accord-
ingly, emerging spatio-temporal ﬂow patterns due to non-Markovian routing
decisions individually taken by circulating agents remain, despite their truly
strong interdisciplinary integration, an almost unexplored topic in the avail-
able literature on QNs. In this regard, QN theory involving the circulation of
autonomous agents can deﬁnitely be viewed as a new topic in itself. While
the generic character and the synergetic modelling potential oﬀered by multi-
agent systems dynamics have already been abundantly explored in basic sci-
ences (physics, chemistry, biology) and in social sciences (economics, ﬁnance,
psychology, car traﬃc), this thesis opens some doors towards the investiga-
tion of such concepts in production, supply chains and service QNs. With a
view to applications, the highly ﬂexible modern production and supply net-
works, able to satisfy extreme ranges of customized products, rely more and
more on decentralized mechanisms able to self-organize the material ﬂows vis-
iting intricate networks topologies. In this context, the increasing availability
of RFID technology oﬀers the possibility for a wide implementation of such
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local intelligence to circulating items in various logistics networks. Such “intel-
ligent” devices should be able, in real-time, to select autonomously, according
to ad-hoc historical individually measured data and real-time observations,
the best possible routing alternative through the network. No matter the ap-
plication domain, we will probably face in a near future mixed situations in
which part of the dynamics will still obey to a classical centralized control
and part of it will be left to self-organization. This therefore raises a basic
question: how much to control and how much to let spontaneously emerge?
With the aim to contribute to give an answer to this basic issue, the present
work studies several possible self-organized structures emerging in stylized yet
paradigmatic queueing systems. The ultimate goal of determining an eﬃcient
compromise between pure interventionism (due to centralized controls) and
self-organization (due the swarm intelligence of the agents) is not conﬁned to
issues in production and supply chains networks but answers a fundamental
question in the basic management of any logistics system.
The catalogue of techniques exposed along this thesis, which has ultimately
yielded the elaboration of several classes of solvable complex adaptive systems,
clearly proves that analytical considerations can be handled even in presence
of multi-agent systems with explicit non-Markovian dynamics. To the best
of our knowledge, there barely exist no available similar mathematical mod-
elling studies where the potentiality of “smart parts” concept for production,
service and supply chains networks is analyzed. In this regard, the simple
and didactic models provided in this thesis are more than highly welcome,
in particular for teaching activities. While possessing a wide potential for
applications and hence strong industrial relevance, the inherent tractability
of our stylized models allows at the same time for a deep understanding of
the emerging self-organized phenomena. Accordingly, the collection of solv-
able models presented in this thesis should retain the attention of a multi-
disciplinary audience ranging from scientists of the community of complex
systems to production managers. At the very beginning of this thesis, the ul-
timate (but naive) goal was to develop an approach that was at the same time
theoretical (providing new analytical results) and pragmatic (paying attention
to real-life problems). One cannot but notice that such a very ambitious per-
spective is only partially achieved. Practitioners would probably say that our
stylized models would have to be reﬁned to be implemented in real situations
and theoreticians would probably emphasize that no universal rules about
mon-Markovian processes in QNs are actually available in this thesis. This
is obviously true and further future research has deﬁnitely to be carried out
towards these two antagonistic directions. This thesis however, thanks to its
inherent compromise between theoretical and practical considerations, opens
wide the doors, gives some prospective insights and unveils some potentialities
towards both of these future research directions.
The intrinsic complexity relative to the presence of agent-based non-Markovian
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processes in QNs leaves at ﬁrst sight little hope for the establishment of general
analytical considerations and it seems obviously diﬃcult to yield the elabora-
tion of a dedicated universal theoretical framework. While this work does not
provide in ﬁne such type of general rules for QNs roamed by agents with HB
decision capabilities (and by extension for the treatment of non-Markovian
processes within QNs), vain attempts to establish embryos of a universal the-
ory have been conducted ﬁrst (i) by using the theory of delay diﬀerential
equations then (ii) by considering Polya urn models (random processes with
reinforcement). While these two modelling techniques obviously possess sev-
eral aspects that would be in favour of an extension to the present framework,
our guess is that attention should be rather paid to the establishment of an
interdisciplinary dedicated theory that might include also techniques from
the dynamical systems area. From a global point of view, besides the speciﬁc
perspectives already drawn in the concluding remarks that close the diﬀerent
chapters composing this thesis (which notably propose various reﬁnements for
our models), the two following general research directions should now be con-
sidered, namely (1) to reﬁne the proposed stylized models and to extend them
to ﬁt to real practical situations and (2) to eventually develop a general the-
oretical framework for the analysis of QNs with non-Markovian autonomous
routing mechanisms. In order to maximize the chances of success, these two
research directions should probably be mostly uncoupled in a short-term hori-
zon.
(1)On one hand, one should follow a pragmatic and problem centered ap-
proach the aim of which would be to come up with practical solutions
to speciﬁc logistics situations. To cope with real cases, new parameters
would be progressively added to the stylized models presented here and
more complex network topologies would be considered, while still trying
to preserve the tractability of the models.
(2)General theoretical concepts would obviously help to gain deeper and
more generic understanding of the processes driving the dynamics of non-
Markovian QNs. Such detailed understanding of these processes and the
corresponding theoretical knowledge could possibly be transferred, in a
later stage of the research process, to the industrial community to poten-
tially implement new innovative practical solutions.

Part VII
Appendix
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Appendix Chapter 2 - Typical Delayed
Dynamics
Summary. In this appendix, we give an explicit illustration of how the existence of
time delays in the dynamics of queueing systems might produce oscillations phenom-
ena. This illustrative example, observed in a real context and hence directly derived
from a typical service management situation, helps to get an intuitive understanding
of the inherent mechanisms leading to such a periodic behaviour.
12.1 Introduction
As brieﬂy exposed in Chapter 2, the presence of time delays (or more generally
non-local in time eﬀects) into dynamical systems is far from being innocent
and opens wide the door for the birth of various complex phenomena, [51].
Delayed dynamics might in particular exhibit regimes characterized by oscil-
latory behaviours - this can be illustrated even in the simple linear relaxation
d
dt
X(t) = −X(t), X(0) = X0,
which admits the solution X(t) = X0e
−t. Indeed, this simple time evolution
rule is able to produce oscillations, when a delay τ = π2 is introduced (the
ad-hoc initial function on t ∈ [−π2 , 0] has obviously to be implemented):
d
dt
X(t) = −X(t− τ); X(0) = X0
admits the solution X(t) = X0 cos(t) when τ =
π
2 .
After having observed time oscillations for this simple linear delayed equa-
tion, one clearly suspects that queueing networks (QN’s) with intrinsic time
delay features might also give rise to oscillatory dynamics. In the next section,
we corroborate this assertion with a practical illustration arising in the ﬁeld
of service management.
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12.2 Crowded Day at the Pantheon
The story takes place on January 19th 2007. On this day, during the “Hom-
mage aux Justes de la Nation”, the entrance to the Pantheon in Paris was
exceptionally free. The costless admission attracting an unusually large incom-
Fig. 12.1. Pantheon, Paris. Copyright: Jean-Christophe Benoist.
ing ﬂow of visitors, the access to the building had to be specially regulated
on this day. The regulation process that was implemented in this particular
situation is described in the next paragraph.
After having possibly lined up for some time outside, the visitors are al-
lowed to enter into the monument. Once inside, they ﬁrst stay on the ground
ﬂoor of the dome to visit an exhibition paying tribute to the “Justes de la
Nation”. Then, the majority of the visitors proceed with their visit, whose
second step is to go down to the famous crypt, where are buried numerous
great men (Curie, Monge, Rousseau and Voltaire to mention only a few). Due
to the relative shortness of the crypt, the ﬂow of visitors has to be carefully
regulated at its entrance (which is actually located inside the dome, opposite
to the main entrance). The aim of this regulation is to limit the number of
visitors being simultaneously in the crypt. As a consequence of this regulating
process, a queue of waiting visitors might appear in front of the access to the
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crypt. The size of this queue has to be controlled since it is located inside the
dome and thus encroaches upon the exhibition area. To take care of that, the
management strategy of the person in charge, January 19th 2007, was:
“When the queue at the entrance of the crypt reaches a given threshold (which
is represented by a particular pillar in the building), tell the colleague in charge
at the entrance of the building (instantaneously, via walkie-talkies) to stop let-
ting visitors enter into the dome. Visitors will be allowed to enter into the
building only when the queue will be again below the given threshold.”
In practice, it was possible to observe that this strategy leads to an oscil-
latory behaviour of the content of the queue located in front of the crypt. In
order to understand the source of these oscillations, we now present a queue-
ing model corresponding to this situation.
Following classical queueing concepts (see [93] among others), we consider
the particular queueing network N sketched in Fig. 12.2, which is composed
S1,1
S1,2
S1,3
S1,c1
S2,1
S2,2
S2,3
S2,c2

	
	
1− α
α
Q1 Q2
Rc
Fig. 12.2. Queueing network N , a mathematical representation of the queueing
processes characterizing the ﬂow of visitors in the Pantheon in Paris.
of two successive service facilities, S1 and S2, set in line. The ﬁrst service fa-
cility characterizes the exhibition located on the ground ﬂoor and the second
one the visit of the crypt. While a part α of the visitors leave the system
after S1, the remaining ones follow their way to S2 (this choice is represented
by a Bernoulli random variable). Q1(t) and Q2(t) respectively denote the
queue contents in front of the ﬁrst and second service facilities. S1 (resp. S2)
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possesses c1 (resp. c2) parallel service channels, which corresponds to the max-
imum number of visitors allowed in the exhibition area (resp. in the crypt).
In the present application, c1 reveals itself to be greater than c2. The visitors
arrive to the ﬁrst service facility (i.e. to the main entrance of the building) fol-
lowing a general renewal process with mean inter-arrival time 1
λ
. The service
times of S1 (resp. S2) are characterized by generally distributed i.i.d. random
variables with mean 1
μ1
(resp. 1
μ2
). These service times denote the length of
the successive visits in the exhibition area and in the crypt. Finally, while the
capacity of the ﬁrst queue (i.e. the one outside the building) is assumed to
be inﬁnite, the capacity of the second one (i.e. the one located in front of the
crypt) is limited to K. To resume, the ﬁrst service facility is represented by a
G/G/c1/∞ queueing model and the second one with a ·/G/c2/K model.
The system management obeys to the following control rule:
Rc =
⎧⎪⎪⎨
⎪⎪⎩
Admission to the ﬁrst service when Q2(t) < Nc,
facility S1 is open
Admission to the ﬁrst service when Q2(t) ≥ Nc,
facility S1 is closed
where Nc < K is a ﬁxed threshold used to handle congestion in front of the
crypt. The transmission of this management information between the two dif-
ferent queues is instantaneous.
As illustrated in Fig. 12.3, when we simulate the dynamics of the queue-
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Fig. 12.3. Queue content dynamics in front of the second service facility (i.e. the
crypt) when c1 = 200, c2 = 100, α = 0.3, Nc = 30 and the service times of S1
and S2 are uniformly distributed in [10, 30] (i.e. the visitors spend on average 20
minutes in the exhibition area, then in the crypt).
ing system N , we clearly observe queue content oscillations in front of the
second service facility (i.e. the crypt). The period of these oscillations, a little
bit less than one hour (see Fig. 12.4), corresponds to what we could observe
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Fig. 12.4. Spectrum corresponding to the queue content dynamics illustrated in
Fig. 12.3 (i.e. the queue located in front of the crypt).
on site, January 19th 2007. The oscillatory behaviour, which is entirely due
to the presence of a delay eﬀect in the dynamics, can be easily understood
as follows. Following rule Rc, when the manager observes that Q2(t) = Nc,
he/she warns of a congestion in front of the crypt and the admissions into
the building are immediately stopped. However, Q2(t) will continue to be fed
for some time with the visitors currently in the ﬁrst service facility (i.e. those
still visiting the exhibition located on the ground ﬂoor). There exists hence
a delay between the time at which the managerial decision to close the ad-
missions is taken and the time at which this decision really takes eﬀect (i.e.
when no visitors join Q2(t) anymore). During this time delay, Q2(t) continues
to increase and will obviously exceed the ﬁxed critical level Nc. Consequently,
from a managerial point of view, it is important that Nc is chosen smaller
than the eﬀective waiting room capacity K, that should in any case not be
surpassed.
An extension of this particular queueing system with intrinsic time delay
eﬀects and an application to after sales processes in the watchmaker industry
is provided in [37].

13
Appendix Chapter 7
In this appendix, we describe the class of functions that could be considered to
approximate the market sharing dynamics considered in Chapter 7 (see Sec-
tion 7.3) when one wants to observe a noise-induced phase transition between
uni- and bimodal stationary probability density functions (PDFs). More pre-
cisely, we are interested in the functions for which there exists a particular
value of γ (call it γ¯) such that the stationary PDF Ps(y) given by Eq. (7.19)
satisﬁes:
Ps(y) =
1
2Δ
, ∀y ∈ [−Δ,+Δ]. (13.1)
The condition given in Eq. (13.1) is necessary in order to be able to observe a
phase transition between Hotelling-like (unimodal stationary PDF) and dead-
line type regimes (bimodal stationary PDF). The unique class of functions
fulﬁlling this condition is given in the following lemma.
Lemma 13.1. The functions f : R→ [−1,+1] of the form:
(
f−1
)′ ( y
Δ
)
=
1
α
(
y
Δ
)2
+ β
, α < 0, β ≥ 0, −β
α
≤ 1, (13.2)
are the only ones for which there exists a particular value γ¯ = − Λ
αV 2
> 0 such
that:
Ps(y) = N
(
f−1
)′ ( y
Δ
)
exp
{
− 2Λ
γ¯Δ2V 2
∫ y
u
(
f−1
)′ ( u
Δ
)
du
}
=
1
2Δ
, ∀y ∈ [−Δ,+Δ]. (13.3)
For such functions f , Ps(y) exhibits a single mode when γ < γ¯ and two modes
when γ > γ¯.
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Proof. First, note that Eq. (13.3) is satisﬁed iﬀ P ′s(y) = 0, ∀ y ∈ [−Δ,+Δ].
Fixing γ¯ in Eq. (7.19) and diﬀerentiating, we obtain the following condition
on f :
(
f−1
)′′ ( y
Δ
)
− 2Λ
γ¯ΔV 2
y
((
f−1
)′ ( y
Δ
))2
= 0, ∀y ∈ [−Δ,+Δ]. (13.4)
The unique set of solutions of this ordinary diﬀerential equation is given by:
(
f−1
)′ ( y
Δ
)
=
1
α
(
y
Δ
)2
+ β
, β ≥ 0, ∀y ∈ [−Δ,+Δ], (13.5)
where α = − Λ
γ¯V 2
< 0. Furthermore, in order that f ∈ [−1,+1], we suppose
that − β
α
≤ 1. Inserting Eq. (13.5) into Eq. (7.19) and using the fact that
α = − Λ
γ¯V 2
, we ﬁnd that the stationary probability density function Ps(y) is
equal, ∀ γ > 0, to
Ps(y) = N 1
α
(
y
Δ
)2
+ β
exp
{
− 2Λ
γΔ2V 2
∫ y
u
1
α
(
u
Δ
)2
+ β
du
}
= N
(
− Λ
γ¯V 2
( y
Δ
)2
+ β
) γ¯
γ
−1
, ∀y ∈ [−Δ,+Δ] (13.6)
for functions f satisfying Eq. (13.5). In regard to Eq. (13.6), Ps(y) is hence ei-
ther a unimodal or a bimodal distribution for γ = γ¯. 
Note that for the function tanh (α = −1 and β = 1), γ¯ = Λ
V 2
and Eq. (13.6)
thus becomes:
Ps(y) = N
(
1−
( y
Δ
)2) ΛγV 2−1
, ∀y ∈ [−Δ,+Δ],
which is in perfect agreement with Eq. (7.23).
Integrating Eq. (13.2) gives the following equivalent condition on f :
f−1 (y) = − 1√−αβArctanh
(√
−α
β
y
)
+ C, C ∈ R. (13.7)
Then, determining the inverse of the functions satisfying Eq. (13.7), we ﬁnd
that the following monotonic increasing functions:
f(x) =
√
−β
α
(
Ke
√−αβx − e−
√−αβx
Ke
√−αβx + e−
√−αβx
)
, K > 0, (13.8)
satisfy Eq. (13.2) and hence, by Lemma 13.1, compose the class of functions
we are interested in. Observe that the function tanh well belongs to this class
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Fig. 13.1. Several functions belonging to the class given by Eq. (13.8). Left: α = −1,
β = 1. Right: β = 1, K = 1.
(α = −1, β = 1 and K = 1). Several instances of functions belonging to the
class characterized by Eq. (13.8) are drawn in Fig. 13.1.
In addition to the large scope of dynamics covered by the possible choice of γ
in Eq. (7.11), the diversity of the functions resulting from the arbitrary choice
of the 3-tuple (α, β,K) in Eq. (13.8) actually allows us to cover the dynam-
ics induced by a still wider range of customers’ decision policy. Although we
have considered odd functions that are perfectly suitable for the purely sym-
metric conﬁgurations of Section 7.3 as well as for the asymmetric situations
considered in Section 7.4, note that it would also be possible to model static
non-symmetric conﬁgurations by playing on the value of K (see Fig. 13.1.Left).
However, as discussed in Section 7.4.2, this kind of static asymmetry drives
the system to the same stationary behaviour as in the symmetric case (in-
deed,
(
f−1
)′
does not depend on K) in Eq. (13.8). Furthermore, the class
of functions given by Eq. (13.8) would also ﬁt to model situations where the
boundary point is conﬁned to a smaller interval I ⊂ Ω (see Fig. 13.1.Right).
This would correspond to conﬁgurations where a part of the customers is au-
tomatically bound to a service provider, no matter the current state of the
queue at this server. For example, one could consider that “competition” oc-
curs only in the interval I = [x1, x2] between the two service providers and
that the customers in [−Δ,x1] (resp. [x2,+Δ]) always choose S1 (resp. S2).
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