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Abstrakt 
Práce pojednává o detekci a rozpoznání obličejů ve videu. Hlavní důraz je kladen na rychlost 
aplikace, aby byla použitelná pro práci s videem v reálném čase. Nejprve jsou zde popsány jednotlivé 
přístupy jak pro detekci, tak i pro rozpoznávání objektů. Následně je vysvětlen princip vybraných 
metod pro tvorbu výsledné aplikace. V dalších částech práce se věnuju návrhu a implementaci těchto 





This thesis is about face detection and recognition from video. Main emphasis is on computational 
speed, so it can be used for a real-time processing. Begining of this work focus on different 
approaches for detection and object recognition. Afterwards is explained the main principle of 
methods used for the final application. Next part is about design and implementation of this methods 
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V poslední době značně roste vliv informačních technologií na náš život. Mnoho věcí se automatizuje 
a k tomu patří i oblast počítačového vidění, kdy se počítače snaží přiblížit k vidění člověka. Pro 
člověka je totiž charakteristické, že od sebe dokáže rozeznat objekty různého typu. Navíc dokáže na 
základě obličeje rozpoznat konkrétního člověka. Cílem počítačového vidění je tudíž naučit to samé 
taky počítač a využít ho v oblastech, kde nám tyto aplikace usnadní náš život. Rozpoznání obličeje se 
dá využít například v systémech, pro identifikaci uživatele, kde jde o pohodlnější způsob než snímání 
rohovky apod. Kromě toho může pomoci kriminalistům při hledání konkrétní osoby například na 
videích z dopravních kamer. Detekci obličeje využívá také velká řada komerčních aplikací, kdy jde   
o běžnou součást fotoaparátů, které dokážou obličej ve scéně najít a snímek podle toho patřičně 
zaostřit. Také masově používaná sociální síť Facebook využívá detekci obličeje při označování lidí na 
fotografiích. 
 Proces rozpoznávání je složen ze dvou hlavních částí. Nejprve je nutné obličej ve scéně nalézt 
a poté se jej pokusit identifikovat podle již uložených modelů obličejů ve vznikající databázi. Oblast 
zabývající se detekcí různých objektů je zkoumána už mnoho let a za tu dobu existuje velké množství 
kvalitních detektorů, které jsou založeny na široké paletě různých metod. Současný směr se proto 
uchyluje k tomu, aby bylo možné obličej detekovat i v problematických podmínkách, jako je různé 
osvětlení scény, natočení hlavy či snímek v nízkém rozlišení. Při rozpoznávání je potřeba brát 
v úvahu, že tvář člověka může být při snímání jedné scény dost rozdílná, podle jejího natočení, 
nasvícení apod. Proto by měl být kvalitní rozpoznávač schopen průběžně aktualizovat model obličeje, 
aby mohlo dojít ke správné identifikaci. 
1.1 Cíl diplomové práce 
Cílem mé diplomové práce je vytvořit funkční aplikaci pro detekování a rozpoznání obličeje, která se 
bude dát použít pro zpracování videa, kdy je hlavní důraz kladen na živý vstup z kamery. Z toho 
důvodu je nutné zajistit dostatečnou rychlost programu. Celá aplikace bude složena ze dvou 
stěžejních částí. První z nich se bude zabývat samotným nalezením obličeje ve vstupním snímku, 
pokud se v něm vůbec nachází, a zjištěním jeho lokace. Ta pak bude sloužit jako vstup do druhé části, 
zabývající se samotným rozpoznáním. Aplikace by měla být schopna detekovat všechny obličeje, 
které se na snímku nachází a zamezit falešným detekcím, které by mohly způsobit problémy ve fázi 
rozpoznání. 
Pro detekci obličeje je vybrána taková metoda, která dokáže vytvořit univerzální a dostatečně 
robustní klasifikátor, který bude schopný detekovat i různě natočené či překryté obličeje. Aplikace se 
rovněž vypořádá s různým osvětlením scény. Tyto požadavky splňuje metoda založená na NPD 
příznacích, která je popsána v této práci. Kromě zvládnutí zmíněných problémů musí být aplikace 
také dostatečně rychlá, aby se dala použít pro zpracování videa v reálném čase. 
Výstupem detekce budou jednotlivé výřezy obličejů, které se následně vyhodnotí a jejich 
modely budou uloženy do aktuální databáze obličejů. Pokud se následně nějaký obličej z databáze 
opět vyskytne v dalším průběhu videa, dokáže jej aplikace rozeznat a přiřadí mu identitu. Půjde tedy 
o porovnání 1:N, kdy se aplikace bude snažit nalézt shodu pro právě detekovaný obličej napříč celou 
databází. Zvolená metoda pro rozpoznání obličejů musí být rovněž dostatečně rychlá a navíc schopna 
vytvořit unikátní model i pro obličeje zachycené na snímcích s nižší kvalitou, což je častý jev u videí. 
 4 
Vstupem aplikace je tedy buď existující videosoubor nebo snímaná scéna prostřednictvím 
připojené kamery. Tyto záznamy budou na výstupu doplněny o rámeček, který zachytí obličej            
a přiřadí mu jeho vlastní ID číslo, aby se dalo pozorovat správné přiřazení identity. 
1.2 Struktura práce 
Jak již bylo naznačeno, celá práce se skládá ze dvou stěžejních částí a to samotné detekce obličeje     
a následně jeho rozpoznáním. Tomu odpovídá i rozdělení v rámci jednotlivých kapitol. 
Po úvodu, kde je nastíněna základní problematika a představen cíl diplomové práce, následuje 
kapitola, která popíše základní přístupy k detekci obličeje v obraze. Zároveň je v této kapitole 
představena nejznámější detekční metoda Viola&Jones, která je široce využívána. 
Po představení způsobů detekce následuje kapitola, která se zabývá metodami, které se dají 
použít pro rozpoznávání objektů. 
Čtvrtá kapitola této práce se věnuje popisu konkrétních vybraných metod pro tvorbu této 
aplikace. Nejprve je popsána metoda pro detekci obličejů v obraze a poté i způsob, jaký se použije 
pro samotné rozpoznání. Popis toho, jak konkrétně budou tyto metody použity při vytváření aplikace, 
je vysvětlen v další kapitole věnované návrhu. 
V šesté kapitole je stručně nastíněna implementace, včetně použitých knihoven a základního 
ovládaní. 
Další část se věnuje testování aplikace a vyhodnocení dosažených výsledků. 
 V závěru je pak shrnuto, co vše bylo vytvořeno a navrhnuto možné pokračování práce na 
aplikaci. 
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2 Metody pro detekci obličeje 
V této kapitole se budu věnovat různým způsobům, které se dají využít pro detekci obličeje. Je nutné 
si uvědomit, že samotná detekce se skládá ze dvou dílčích úloh. Nejprve je nutné zjistit, zda se vůbec 
nějaký obličej v obraze nachází a pokud ano, správně jej lokalizovat. Níže popsané přístupy k detekci 
obličeje v obraze se pak liší podle toho, zda jde primárně pouze o detekci, či také s ní spojenou 
lokalizaci. Z tohoto důvodu je potřeba správně rozhodnout, k čemu má detekce dále sloužit a podle 
toho vhodně vybrat konkrétní metodu. 
Mimo zmíněný přehled různých způsobů pro detekci obličeje se v této kapitole budu věnovat 
také detektoru Viola&Jones, a to z toho důvodu, že jde asi o nejznámější detekční metodu, která je 
využita i v knihovně OpenCV. Tuto metodu použiji i ve své práci, abych mohl vhodně porovnat 
funkčnost aplikace při použití mnou vytvořeného klasifikátoru pro detekci s již existujícím způsobem. 
2.1 Přehled metod 
Detekce obličeje se řadí do oblasti počítačového vidění a je zkoumána již řadu let. Z toho důvodu 
existuje mnoho různých způsobů jejího řešení. Při detekci obličeje je nutné mít na paměti, že obličej 
na snímcích je dost různorodý. Nejenom to, že se mezi sebou liší obličeje různých lidí, ale obličeje 
mají také různou barvu, mohou být částečně překryté jinými obličeji či tělesy (např. brýle) a nebo 
mohou být různě natočené. Na snímku pak může být zachycena různá intenzita osvětlení či samotná 
kvalita záznamu může být špatná. Pokud tedy chceme vytvořit univerzální detektor pro detekci 
obličeje, je nutné na tyto okolnosti pamatovat již při výběru detekční metody a vybrat takovou, která 
pokryje co nejvíce zmíněných možností. 
Podle různého přístupu lze detekční metody rozdělit do následujících čtyř kategorií[1]: 
 Metody založené na znalostech 
 Metody založené na příznacích 
 Metody založené na porovnání 
 Metody založené na podobnosti 
2.1.1 Metody založené na znalostech 
Tento přístup k detekci obličeje vychází ze získaných znalostí o lidské tváři. Z těchto znalostí lze 
vyvodit jednoduchá pravidla, která jsou schopna popsat lidskou tvář. Obličej zachycený na snímku se 
obvykle skládá ze dvou očí, které jsou navzájem symetrické, dále nosu a úst. Mezi těmito prvky 
lidské tváře existuje vztah, který je definovaný jejich vzdáleností a vzájemnou pozicí. Ve 
zpracovávaném snímku jsou tyto prvky hledány jako první a pokud jsou nějaké nalezeny, aplikují se 
na ně další pravidla. 
Největším problémem tohoto přístupu je správně převést znalosti o lidské tváři na pevně 
zakotvená pravidla. Pokud jsou tato pravidla příliš detailní, může být dost obličejů zamítnuto              
a naopak při příliš obecných pravidlech dochází k vysokému počtu falešných detekcí. Dalším 
problémem těchto metod je správná detekce natočených obličejů. 
V [2] se rozhodli použít celkem tři úrovně pravidel, kdy nejprve jsou aplikována obecnější 
pravidla a v dalších fázích jsou na potenciální obličeje použita pravidla specifičtější. Mimo to 
používají vstupní obrázek v různém rozlišení. Toho je využito proto, že v obličeji můžeme nalézt 
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oblasti, jejichž pixely mají velmi podobnou intenzitu. Rozdělení tváře na jednotlivé oblasti lze vidět 
na obrázku 2.1.  
 
Obrázek 2.1: Rozdělení lidské tváře ve znalostních metodách 
2.1.2 Metody založené na příznacích 
Na rozdíl od metod založených na znalostech, kde se vytvářela konkrétní pravidla na základě 
známých částí tváře, se u metod založených na příznacích snažíme nejprve tyto různé příznaky najít   
a pak pomocí statistického modelu zjistit, zda-li jde o tvář. Snahou je vybrat takové příznaky, které by 
byly imunní vůči různému typu osvětlení, šumu apod. Jako příznaky se dají použít části obličeje jako 
je obočí, oči, nos nebo pusa. Ty se ze vstupního obrázku získají použitím hranového detektoru. 
 Kromě příznaků, které tvoří součást obličeje, se dá použít i textura obličeje či jeho barva.      
U textury je poměrně složité definovat přesně její složení, a proto mají daleko větší zastoupení 
detektory založené na barvě obličeje. K jejímu popsání se mimo klasický model RGB používají i jiné 
typy barevných modelů, které dokážou lépe definovat obličej (HSV, YCrCb, apod.). 
Častým postupem je použití kombinace popsaných příznaků, kdy jsou například nejprve 
v obraze nalezeny regiony, které barvou odpovídají obličeji a dále se v těchto oblastech hledají 
typické prvky obličeje, jako jsou oči a jiné. 
2.1.3 Metody založené na porovnání 
Jde zřejmě v současné době o nejméně používané metody. Principem je porovnávání jednotlivých 
oblastní vstupního obrázku s předem definovanou šablonou obličeje. Tato šablona může být jak pro 
celý obličej, tak i pro jeho části (oči, pusa). Samotné porovnání se vstupním obrazem se pak děje 
pomocí korelační funkce, která naznačí, ve kterých oblastech snímku se nachází určité rysy obličeje. 
 Výhodou této metody je to, že je poměrně jednoduše implementovatelná. Dokáže si ale 
většinou poradit pouze s frontálním pohledem a navíc se musí korelace počítat pro různě velkou 
velikost vstupního snímku. Kromě toho je taky velmi pracné prvotní vytvoření použitelných šablon. 
2.1.4 Metody založené na podobnosti 
Podobně jako u metod založených na porovnání je i zde použita určitá šablona. Ta se ovšem nevytváří 
ručně, ale vzniká jako výsledek technik statistické analýzy a strojového učení, které se snaží najít 
charakteristické znaky pro obrázky obličejů a obrázky, které obličej neobsahují. Vytváří se tak 
klasifikátor, který je použit pro rozhodnutí, zda dané okno obsahuje obličej či nikoliv. Aby tento 
klasifikátor dobře fungoval, musí být natrénován na velkém množství trénovacích vzorků, které 
obsahují jak obrázky pro obličej, tak obrázky pro pozadí. 
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Metody založené na tomto přístupu dosahují velmi dobrých výsledků a existuje jich proto velké 
množství, které se liší způsobem vytváření klasifikátorů. Mimo Viola&Jones detektor, popsaný 
v následující podkapitole, patří do této skupiny i metoda, kterou jsem se rozhodl použít pro detektor 
ve své diplomové práci. 
 
2.2 Detektor Viola&Jones 
Asi nejznámější metodou pro detekci obličeje v obraze je metoda představená v roce 2001 pány P. 
Viola a M. Jones [3]. Jde o metodu založenou na podobnosti a pro detekci využívá natrénovaný 
klasifikátor. Pro jeho vytvoření je potřeba velké množství pozitivních a negativních vzorků. Jde         
o velmi rozšířený detektor, který je využit i v knihovně OpenCV. Jeho výhodou je především rychlost 
detekce a proto se dá použít i pro detekci v reálném čase. 
 Detektor má tři stěžejní myšlenky. První je použití integrálního obrazu, který zrychluje 
zpracování příznaků ze vstupního snímku. Druhou pak vytvoření učícího algoritmu založeného na 
Adaboostu a v poslední řadě použití kaskády pro sestavení slabých klasifikátorů. 
Pro vytvoření funkčního detektoru je v první řadě potřeba natrénovat silný klasifikátor, který je 
složen z kombinace slabých klasifikátorů. Za slabý klasifikátor se v této metodě považují Haarovy 
příznaky popsané v následující podkapitole. Aby bylo možné tyto příznaky rychle spočítat, použije se 
převod vstupního obrazu na obraz integrální. Následně se z množiny slabých klasifikátorů pomocí 
algoritmu Adaboost sestaví silný klasifikátor, který je navíc rozdělen do kaskády. Takto vzniklý 
model se pak použije pro samotnou detekci obličejů v obraze. 
V této kapitole jsem se rovněž rozhodl popsat metodu lokálních binárních vzorů, přestože není 
přímo použita v metodě Viola&Jones. Je ovšem možné využít vytvořený klasifikátor touto metodou 
pro detekci v rámci knihovny OpenCV. V kapitole věnované vyhodnocení aplikace pak budu 
porovnávat jednotlivé klasifikátory založené na Haarových příznacích a LBP a proto je vhodné zde 
vysvětlit podstatu této metody. 
2.2.1 Haarovy příznaky 
Haarovy příznaky jsou jedním z typů lokálních příznaků a jsou použity pro tvorbu klasifikátoru 
v metodě Viola&Jones. Jednotlivé příznaky jsou tvořeny obdélníkovými okny, z nichž některé jsou 
tmavé a jiné bílé. Hodnota příznaku je pak získána tak, že se nejprve zjistí sumy intenzit všech pixelů 
pod bílými a tmavými částmi příznaku a poté se vypočte rozdíl těchto sum. Haarův příznak může být 
složen z různého počtu obdélníků, jak lze vidět na obrázku 2.2. 
 
Obrázek 2.2: Ukázka Haarových příznaků 
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 U metody Viola&Jones se používají příznaky složené ze dvou, tří a čtyř jednotlivých 
barevných obdélníků, kdy je vždy počítán rozdíl mezi bílými a tmavými částmi. Tyto příznaky jsou 
zjišťovány z trénovacích snímků, které jsou nejprve transformovány na velikost 24x24 pixelů.            
I přesto, že jde o poměrně malé okno, nachází se zde přes 180 tisíc různých kombinací příznaků. Pro 
sestavení detektoru však není třeba počítat všechny a pro výběr těch ideálních slouží algoritmus 
Adaboost, který je popsán v jedné z následujících podkapitol. 
2.2.2 Integrální obraz 
Pro snadné a rychlé vypočtení hodnoty Haarových příznaků je vhodné použít převod původního 
obrazu na integrální obraz. Jde o takový obraz, kde na souřadnicích x,y je uchován součet intenzit 
všech pixelů, nacházejících se nalevo a nahoru od souřadnic x,y. To znamená, že integrální obraz má 
na pozici [0,0] hodnotu 0, naopak na pozici nacházející se úplně vpravo dole bude uchována suma 
intenzit všech pixelů v obraze. Celý princip se dá vyjádřit následujícím vztahem[3]: 
 
                    
 
    
 
    
 (2.1) 
kde ii(x, y) je souřadnice bodu v integrálním obraze a i(x‘, y‘) odpovídá pozici v původním obraze. 
Toto je velmi užitečné při výpočtu hodnot Haarových příznaků, kde je potřeba zjistit sumu všech 
pixelů v určité části obrazu. Na obrázku 2.3 je vidět rozdělení části okna na 4 díly. 
 
Obrázek 2.3: Rozdělení obrazu do několika částí 
 Pokud bychom chtěli zjistit sumu všech pixelů v části D v normálním obraze, museli bychom 
tuto část projít pixel po pixelu, což by bylo dosti zdlouhavé. Při použití integrálního obrazu nám však 
stačí pouze čtyři body. Hodnota pixelu na pozici 4 udává sumu všech částí A, B, C a D. Proto od této 
hodnoty musíme odečíst hodnotu pixelu 2 a pro zbavení se části C i hodnotu pixelu 3. Tím však došlo 
dvakrát k odečtení části A a proto ji musíme k výsledku přičíst. Suma všech pixelů v části D se tak 
získá: 
                          (2.2) 
 
2.2.3 Adaboost 
Pojem Adaboost vychází z anglického adaptive boosting a jde o klasifikační algoritmus, který roku 
1995 představili pánové Freund a Schapire [4]. Boosting je způsob strojového učení s učitelem, jehož 
cílem je vytvořit silný klasifikátor, který je lineární kombinací slabých klasifikátorů. Tento 
klasifikátor se dá natrénovat pro detekci různých vzorů v obraze, v tomto případě obličejů. Jeho 
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výhoda je v tom, že vytvoří výsledný klasifikátor v poměrně krátkém čase. Slabým klasifikátorem 
může být například rozhodovací strom, neuronová síť či klidně i jeden obyčejný Haarův příznak. 
Jediná podmínka pro začlenění klasifikátoru do výsledného silného je ta, aby slabý klasifikátor měl 
úspěšnost minimálně 50% (byl úspěšnější než náhodný generátor). Algoritmus pracuje tak, že 
prohledává množinu všech slabých klasifikátorů a do výsledné kombinace vybere ty, které na 
trénovací množině dosahují nejlepších výsledků, čímž se rozumí rozdělení trénovací množiny na dvě 
části. Každá část pak obsahuje pokud možno co nejlepší poměr pozitivních a negativních vzorků. 
Algoritmus je iterativní a dá se vyjádřit následujícím postupem [5]: 
 
Vstup: 
 Trénovací množina S = {(x1, y1), (x2, y2),…(xn, yn)}, kde x jsou jednotlivé trénovací vzorky   
a y = 1, pokud je vzorek x pozitivní a y = -1, pokud je negativní 
 Množina slabých klasifikátorů F 
Všem vzorkům x se nastaví počáteční váha: 
        
 
 
  (2.3) 
kde N je počet trénovacích vzorků. 
V každé iteraci t proveď: 
 Pro všechny slabé klasifikátory fi vypočítej chybu: 
 
                        
 
   
 (2.4) 
 Vyber klasifikátor s nejmenší chybou (chyba musí být menší než 0,5) 
 Pro vybraný klasifikátor spočítej jeho váhu α: 
 
       
    
  
 (2.5) 
 Pro všechny vzorky přepočítej jejich váhu: 
 
                  
                (2.6) 
 Normalizuj všechny váhy Dt+1 tak, aby platilo: 
 
            
 
   
 (2.7) 
Výsledný silný klasifikátor F(x) je lineární kombinací vybraných slabých klasifikátorů: 
 
                     (2.8) 
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2.2.4 Kaskáda klasifikátorů 
Aby se co nejvíce urychlilo zpracování vstupního okna a detektor tak mohl pracovat v reálném čase, 
použije se tzv. kaskáda klasifikátorů. To je technika, která rozdělí výsledný silný klasifikátor do 
několika dílčích klasifikátorů, z nichž každý je tvořen lineární kombinací slabých klasifikátorů [6]. 
Jednotlivé nově vzniklé klasifikátory jsou navzájem propojeny a tvoří kaskádu, jako je možné vidět 
na obrázku 2.4. Obecně se dá říct, že první klasifikátor v kaskádě je tvořen pouze několika slabými 
klasifikátory a čím dále je silný klasifikátor v kaskádě, tím je počet slabých klasifikátorů větší. 
 
Obrázek 2.4: Kaskáda klasifikátorů 
 Této struktury se dá využít jak při trénování výsledného klasifikátoru, tak i při jeho použití při 
detekci. Při jeho tvorbě se v první fázi kaskády použije celá sada trénovacích vzorků a s jejich pomocí 
se natrénuje první fáze kaskády. Následně se nově vzniklý klasifikátor použije na všechny vzorky      
a pro vytvoření další fáze kaskády se použijí pouze ty, které nebyly předchozí fází zamítnuty. Tím 
dochází k postupnému zpřesňování natrénovaných slabých klasifikátorů. 
 Při detekci pak dochází ke skenování vstupního obrazu velkým počtem oken, kdy se dá tvrdit, 
že velká většina z nich neobsahuje obličej. Proto je výhodné co nejvíce urychlit zpracování těchto 
oken, aby se dal detektor použít i v reálném čase. Pokud tedy okno neprojde kterýmkoliv 
klasifikátorem v kaskádě, prohlásíme, že neobsahuje obličej a přistoupíme k dalšímu oknu. Aby došlo 
k prohlášení okna za obličej, musí takové okno projít všemi fázemi kaskády. 
2.2.5 Local binary pattern (LBP) 
Metoda lokálních binárních vzorů je efektivním způsobem extrakce příznaků z obrazu, kde jsou tyto 
příznaky reprezentovány histogramem [12], [13]. Metoda je velmi oblíbená především proto, že se 
velmi dobře vypořádává se změnami osvětlení celé scény. Je založena na porovnání hodnoty pixelu, 
pro který chceme zjistit novou hodnotu, s jeho okolím. Okolí pixelu může být různě velké                  
a obsahovat různý počet porovnávacích pixelů (obrázek 2.5), nejčastěji však jde o okolí 3x3               
a centrální bod se porovnává se svým osmiokolím. 
 
Obrázek 2.5: Různá okolí centrálního bodu 
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 Před samotným zpracováním je nejprve nutné vstupní obraz převézt do stupňů šedi a následně 
rozdělit na bloky, například o velikosti 16x16 pixelů. Během výpočtu se následně pro každý blok 
vypočte histogram a ty se poté spojí dohromady a vytvoří tak příznak pro celé sledované okno. Celý 
tento postup je znázorněn na obrázku 2.6. 
 
 
Obrázek 2.6: Rozdělení okna a získání výsledného histogramu 
 Histogramy pro jednotlivé bloky jsou sestaveny z vypočítaných hodnot všech pixelů, které se 
v tomto bloku nachází. Výpočet probíhá tak, že se pixel postupně porovnává s pixely ze svého 
osmiokolí. Pokud jde o krajní pixel celého obraz, je jeho osmiokolí doplněno nulami. Následně je tato 
matice 3x3 prahována tak, že se porovnávají pixely okolí s centrálním pixelem a v případě, že je 
jejich hodnota větší, je na jejich místo v matici uložena hodnota 1, v opačném případě pak 0. Takto 
prahovaná matice je pak vynásobena maticí 3x3, která po svém obvodu obsahuje hodnoty 1, 2, 4 až 
128. Když se pak sečtou všechny hodnoty v nově vzniklé matici, dostaneme novou hodnotu pro 




Obrázek 2.7: Ukázka výpočtu LBP hodnoty pro centrální pixel 
 Celý popsaný výpočet lze vyjádři matematicky: 
 
                   
 
 
   
  (2.9) 
kde        je vypočítaná hodnota pro pixel na dané pozici v obraze,    je hodnota okolního pixelu, 
   hodnota centrálního pixelu a dále platí: 
 
       
         
         
  (2.10)  
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3 Metody pro rozpoznání obličeje 
Každý člověk má jedinečné, pro svou osobu typické, fyzické vlastnosti, které nám v reálném světě 
napomáhají rozeznat od sebe různé obličeje. Pro nás pro lidi se nejedná o příliš komplikovaný 
problém, ovšem zcela opačné je to v případě počítačů. Rozpoznání a správná identifikace obličeje, ať 
už ve videu či na fotografii, je komplikovaný problém v oblasti počítačového vidění. Různých metod 
pro jeho řešení existuje celá řada [11] a já v rámci této kapitoly sepíšu jejich stručný přehled. Mnoho 
z nich se dá použít obecně pro rozpoznání různých objektů, nejen obličejů. 
 Rozpoznání obličeje navazuje na první důležitý krok, kterým je samotná detekce tohoto 
obličeje v obraze, čemuž se věnovala předchozí kapitola. V okamžiku, kdy dojde k detekci nové tváře 
v obraze, je potřeba provést její porovnání s již existujícími obličeji a v případě shody mu přiřadit 
patřičnou identitu. Jde tedy o porovnávání 1:N. V případě, že máme v obraze obličejů více, je situace 
o něco složitější a je potřeba obličeje mezi sebou správně rozpoznat, aby nedošlo k záměně jejich 
identit. 
 Mnoho z níže popsaných metod využívá podobně jako metody pro detekci určité příznaky, 
které se získávají ze vstupního obrazu. Na základě toho, o jaké příznaky jde, se tyto metody dají 
použít pro rozpoznání různých typů objektů. Pro nás je v tuto chvíli klíčové rozpoznání obličeje. 
  
3.1 Holistické metody 
Do této kategorie metod patří metody, u kterých je vstupem pro rozpoznávání celá lokalizovaná 
oblast obličeje [11] a teprve poté se na základě konkrétní metody provádí extrakce příznaků již pouze 
z této oblasti. Tím se odlišují od níže popsaných metod, kde jsou naopak nejprve nalezeny příznaky 
v celém obraze a až tyto příznaky jsou použity jako vstup pro další zpracování. Nejznámější metodou 
v této kategorii je Principal component analysis (PCA), jejíž principy, spolu s dalšími metodami, jsou 
popsány v následujících podkapitolách. 
3.1.1 Principal component analysis  
Metoda PCA, česky nazývána analýza hlavních komponent, je metoda pro detekci a rozpoznávání 
obrázků tváří a je na jejím principu založeno několik dalších rozpoznávacích technik. Princip, který 
v této části popíši, je znám také pod pojmem Eigenfaces [14]. 
Mějme vstupní obraz o velikosti    . Tento obraz tvoří dvojdimenzionální pole intenzit 
      . Položením jednotlivých řádků obrázku za sebe můžeme z tohoto pole získat n-rozměrný 
vektor obrázku           Kolekce takových obrázků pak tvoří vysoce dimenzionální prostor, 
kde každý obraz je reprezentován svým vlastním vektorem. Hlavní myšlenkou metody PCA je nalézt 
takové vektory, které nejlépe vystihují distribuci obrázků tváří v celém prostoru obrázků. Tyto 
vektory dimenze n jsou lineární kombinací původních vektorů a nazývají se eigenfaces, protože jde   
o vlastní vektory kovarianční matice korespondujících k původním obrázkům. 
Nechť máme kolekci obrázků          . Průměrný obrázek tváře se vypočte: 
 
   
 
 
   
 
   
 (3.1) 
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Na obrázku 3.1 je možné vidět testovací sadu obrázků obličejů a z ní vytvořený průměrný obličej. 
 
 
Obrázek 3.1: Vytvoření průměrného obrázku z kolekce testovacích obrázků 
Následně se získají vektory  , které jsou vstupem pro analýzu hlavních komponent: 
 
           (3.2) 
Takto získaná množina se použije pro výpočet kovarianční matice, ze které se následně získají vlastní 
vektory a vlastní čísla (     ), anglicky eigenvectors resp. eigenvalues. Kovarianční matice je 
vypočtena: 
 
    
 
 
     
 
 
   
 (3.3) 
Získané vlastní vektory se seřadí a vybere se z nich k vektorů, které odpovídají největším vlastním 
číslům. Tyto vybrané vektory tvoří bázi redukovaného prostoru obrázků a nazývají se eigenfaces. 
Pomocí těchto n-rozměrných vektorů můžeme redukovat původní n-dimenzionální prostor obrázků na 
prostor k-rozměrný. Počet eigenfaces je možno heuristicky určit dle hodnot vlastních čísel. 
 Následně se vypočte vektor tvaru vah   , což je redukovaný k-rozměrný vektor, který 
vyjadřuje příspěvek každého vlastního vektoru pro reprezentaci obrázku: 
 
      
               (3.4) 
              (3.5) 
Takto získaný vektor použijeme pro nalezení tváře uložené v databázi výpočtem euklidovské 
vzdálenosti promítnutého vektoru od všech projekcí vektorů obrázků z databáze: 
 
   
          
          (3.6) 
Tvář je z databáze identifikována, pokud je hodnota    minimální a zároveň menší, než vhodně 
zvolená prahová hodnota. 
 14 
3.1.2 Linear discriminant analysis 
Linear discriminant analysis (LDA), česky lineární diskriminační analýza, je známa rovněž pod 
pojmem Fisherfaces. Jde o metodu využívající strojového učení s učitelem a její hlavní nevýhoda 
spočívá v tom, že může dojít k jejímu přetrénování. Hlavním účelem této metody je klasifikace 
objektů, v tomto případě obličejů, do dvou či více skupin, které mají společné příznaky a lze je mezi 
sebou rozlišit (např. věk, pohlaví) [15]. Tyto skupiny by měly být rozlišitelné lineární kombinací 
příznaků, které popisují jednotlivé objekty. Metoda je velmi často používána pro redukci 
dimenzionálního prostoru. 
Princip metody je podobný dříve popsané analýze hlavních komponent, ovšem dochází zde 
k rozdílnému rozdělení prostoru, což je patrné z obrázku 3.2. Cílem lineární diskriminační analýzy je 
maximalizovat mezitřídní odchylku a naopak minimalizovat odchylku vnitrotřídní. 
Při trénování této metody si nejdříve rozdělíme vzorky na skupiny, do kterých budeme objekty 
roztřiďovat a pro jednotlivé skupiny se vypočte střední hodnota a kovarianční matice. Vnitrotřídní 
odchylka je pak získána z vypočtených kovariančních matic, zatímco mezitřídní odchylka ze 
zjištěných středních hodnot. Poté se hledá takové rozdělení prostoru, kdy je poměr mezi mezitřídní    
a vnitrotřídní odchylkou co největší. 
 
Obrázek 3.2: Rozdělení vzorků metodou PCA a LDA 
 
3.1.3 Support vector machines 
Support vector machine (SVM) je metoda strojového učení s učitelem a používá se především jako 
lineární klasifikátor, kdy je jejím hlavním cílem rozdělit vstupní data do dvou na sobě nezávislých 
tříd [16]. Toho se snaží dosáhnout tak, že se ve vstupním prostoru pokouší najít co nejlepší lineární 
oddělovač tak, aby byla vzdálenost mezi vektory obou tříd co největší, jak je patrné na obrázku 3.3. 
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Obrázek 3.3: Rozdělení vstupního prostoru lineárním oddělovačem v metodě SVM 
 Optimální lineární oddělovač je takový, kdy všichni zástupci obou tříd leží na opačné straně 
tohoto oddělovače. Samotná jeho poloha se pak určí tak, že se v každé z obou tříd naleznou ty 
vektory, jejichž vzdálenost k oddělovači je ze všech vektorů dané třídy nejmenší. Tyto vektory se 
nazývají podpůrné vektory (anglicky support vectors) a leží na hranici lineárního oddělovače. Tato 
minimální vzdálenost podpůrných vektorů by měla být co největší, což se dá popsat tak, aby mezi 
oddělovačem a jeho hranicemi vznikl co nejširší pruh bez bodů. Ideální lineární oddělovač lze pak 
vyjádřit: 
 
             (3.7) 
kde X je vektor příznaků a W je váhový vektor, který je kolmý na lineární oddělovač. Obě třídy, mezi 
které se vstupní vektory rozdělují, se pak liší ve znaménku, kdy pro vektory jedné třídy platí      
  a pro vektory druhé třídy       . Pro lineární oddělovač přísluší nulová hodnota. 
 Důležitou součástí techniky SVM je možnost použití tzv. jádrové transformace na prostor 
příznaků a tím tyto příznaky transformovat do prostoru typicky vyšší dimenze. Ne vždy je totiž 
možné v daném prostoru nalézt ideální lineární oddělovač tak, aby se vstupní data dala jednoznačně 
rozdělit mezi dvě třídy. Postupným převáděním prostoru do vyšších dimenzí je zaručeno, že se 
nalezne lineární oddělovač, který je schopný od sebe třídy oddělit. S vysokým počtem dimenzí je 
však spojený problém s vysokým počtem parametrů, kterými musí být vstupní data popsána. 
3.1.4 Independent component analysis 
Independent component analysis (ICA) neboli analýza nezávislých komponent je metoda, která se 
používá spíše pro zpracování signálů, ale lze použít i pro obrazová data. Jejím hlavním principem je 
to, že dokáže separovat zachycený signál na nezávislé původní zdrojové signály. Základním 
předpokladem zde je to, aby zdrojové signály neobsahovaly Gaussovo rozložení pravděpodobnosti    
a zároveň byly statisticky nezávislé. V opačném případě nelze signál smíchaný z těchto zdrojů zpětně 
separovat. 
Mějme tedy zachycený signál X, který chceme separovat na původní zdrojové signály [17]: 
 
        (3.8) 
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kde S jsou původní signály a A je mixovací matice, která reprezentuje spojení vstupních signálů. 
Cílem metody ICA je co nejlépe odhadnout matici A, aby bylo možné ze získaného signálu správně 
odhadnout původní signály: 
 
        (3.9) 
kde W je inverzní matice k matici A. 
 Ukázku toho, jakých způsobem pracuje ICA v případě zpracování obličeje, je možné vidět na 
obrázku 3.4 [18].  
 
Obrázek 3.4: Princip metody ICA 
 
3.2 Strukturální metody 
Strukturální metody, jinak nazývané jako metody založené na extrakci příznaků, nejprve ve vstupním 
obraze vyhledají lokální příznaky, jako jsou oči, nos, ústa a teprve jejich pozici a lokální statistiky 
předá do dalšího zpracování pro jednotlivé metody. Velkou výzvou je u těchto metod tzv. obnova 
příznaků, kdy se metody snaží znovuzískat příznaky, které se nepodaří zachytit vlivem velké 
variability zkoumaných objektů (např. překrytí části hlavy, pootočení obličeje). V následující části se 
zaměřím na popis dvou konkrétních metod, které podle [11] patří do této skupiny. 
3.2.1 Skryté Markovovy modely 
Skryté Markovovy modely (Hidden Markov models – HMM) jsou statistickou metodou používanou 
pro charakterizování statistických vlastností signálů. Celá metoda je složena ze dvou základních 
procesů [19]: 
 
 Základní Markovův řetězec s konečným počtem stavů, pravděpodobnostní matice přechodů 
mezi stavy a pravděpodobnosti počátečních stavů 
 Množina hustot pravděpodobností asociovaných pro každý stav 
 
Jednotlivé elementy HMM pak jsou: 
 
 N, počet všech stavů v modelu. Pokud je S množina stavů, pak               . Stav 
modelu v čase t je značen jako qt a platí:           , kde T je délka pozorované 
sekvence (počet snímků) 
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 M, počet různých vstupních symbolů. Pokud je V vstupní abeceda možných symbolů (také 
nazývána jako kódová kniha modelu), pak                
 A, přechodová pravděpodobnostní matice,         , kde: 
 
                                (3.10)  
              
 
   
 (3.11)  
 B, pravděpodobnostní matice výskytu symbolů abecedy,          , kde: 
 
                       (3.12)  
              (3.13)  
 kde Ot je symbol na vstupu v čase t 
 Π, vektor pravděpodobnosti počátečního stavu,       , kde: 
 
                   (3.14)  
Skrytý Markovův model je pak definován jako: 
 
            (3.15)  
Skryté Markovovy modely jsou úspěšně využívány pro zpracování a rozpoznání řečových 
signálů, kde jsou data přirozeně jednodimenzionální a přesně tak odpovídají časové ose HMM. Při 
použití pro rozpoznávání obrazových dat je tak nejprve nutné převést dvourozměrnou reprezentaci na 
jednorozměrnou, aby ji bylo možné zpracovat pomocí této metody. Základní myšlenkou je rozdělení 
obrazu na oblasti, které odpovídají základním rysům obličeje (např. vlasy, čelo, oči, nos, ústa). Tyto 
oblasti nám tvoří množinu stavů a jejich pořadí je pak dáno tím, jak na sebe přirozeně navazují. Díky 
tomu můžeme vytvořit acyklický HMM, kde jsou možné pouze přechody z jednoho stavu do 
následujícího nebo smyčky, jak je patrné z obrázku 3.5. Obraz je při vyhledávání obličeje procházen 
prohledávacím oknem. Pokud daný výřez projde všemi stavy a skončí ve stavu koncovém, můžeme 
tento výřez prohlásit za tvář. 
 
 
Obrázek 3.5: Jednotlivé stavy pro obličej při použití HMM 
 V případě rozpoznání tváře je postup tvorby stejný jako při detekci. Jediným rozdílem je fáze 
učení, kdy pro každou tvář vytváříme samostatný HMM a tím získáme celou jejich sadu. 
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3.2.2 Neuronové sítě 
Neuronové sítě jsou dalším prostředkem, který se používá pro detekci a rozpoznání objektů. Jde         
o způsob strojového učení, a jak již název napovídá, snahou zde je napodobit funkci lidského mozku, 
jehož činnost je řízena prostřednictvím neuronů. Snaha o vytvoření umělého systému, který by 
pracoval jako lidský mozek a dokázal se sám učit, se v oblasti umělé inteligence vyskytuje již řadu 
let. Lidský mozek pokrývá rozsáhlá síť neuronů, které jsou mezi sebou navzájem propojeny a mezi 
kterými se šíří informace, prostřednictvím elektrických impulzů. Podobně i tady se tedy neuronové 
sítě skládají z uměle vytvořených neuronů, které jsou spojeny do sítě a mezi kterými prochází data 
[20]. Model umělého neuronu může mít několik vstupů, ale pouze jeden výstup, jak je patrné 
z obrázku 3.6. 
 
Obrázek 3.6: Model umělého neuronu 
Uvnitř neuronu se nachází jeho funkční část, kde se vstup transformuje na výstup. Výstup Y 
se dá matematicky popsat jako: 
 
              
 
   
   (3.16)  
kde xi jsou jednotlivé vstupy neuronu, wi jsou váhy jednotlivých vstupů, díky kterým se dá ovlivnit 
důležitost konkrétních vstupů a je tak možné simulovat učení neuronu, N je počet vstupů a Θ je 
prahová hodnota, která rozhoduje, zda se neuron aktivuje. Nepřekročí-li suma vážených vstupů tuto 
hodnotu, neuron se neaktivuje. Funkce      pak tvoří funkční část neuronu a obvykle je tvořena 
nějakou jednoduchou nelineární funkcí. Velmi často se pro tento účel používá například sigmoidální 
funkce, která má tvar: 
 
      
 
      
 (3.17)  
Samotná neuronová síť je potom tvořena navzájem propojenými neurony, které se sdružují do vrstev, 
jak je patrné z obrázku 3.7. Zde lze rovněž vidět, že jedinečný výstup neuronu tvoří zároveň vstup pro 
všechny neurony v následující vrstvě. První vrstva celé sítě je nazývána jako vstupní vrstva a jsou zde 
přivedeny počáteční hodnoty, které mají být neuronovou sítí zpracovány. Na konci sítě je potom 
vrstva výstupní, která představuje výstup celé sítě. Mezi těmito dvěma krajními vrstvami může ležet 
libovolný počet tzv. skrytých vrstev, přes které musí vstupní data během zpracování projít. Čím 
složitější neuronová síť je, tím více skrytých vrstev obsahuje. Neuronová síť znázorněná na obrázku 
je tzv. síť s dopředným šířením, což znamená, že výstupy neuronů jsou předávány pouze těm 
vrstvám, které leží ve směru k výstupu od tohoto neuronu. Nedochází tak ke zpětné vazbě. 
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Obrázek 3.7: Neuronová síť 
 Důležitou vlastností neuronových sítí je jejich schopnost učit se. V této fázi dochází 
k upravování vah u jednotlivých vstupů neuronu tak, aby celá neuronová síť dosahovala co nejlepších 
výsledků. Pro potřeby rozpoznávání dochází k úpravám těchto vah použitím metody zpětného šíření 
chyby. To se provede tak, že se na vstup neuronové sítě vloží známá data a ta se nechají vyhodnotit. 
Výstup sítě je pak porovnán se vstupem a tím se určí chyba, která je pak zpětně přenášena až ke 
vstupním neuronům. Během tohoto šíření dochází k úpravám vah a to tak, aby váhy, které způsobují 
chybu, byly oslabovány a naopak váhy přispívající dobrému výsledku byly posilovány. Cílem tohoto 
postupu je dosáhnutí co nejmenší chyby. 
3.3 Hybridní metody 
Hybridní metody dohromady kombinují principy obou výše popsaných skupin metod. Jako vstup pro 
metody se používají jak regiony obsahující samotný obličej, tak i jednotlivé extrahované lokální 
příznaky, které popisují jednotlivé části obličeje. Největší využití skupiny hybridních metod je 
v oblasti rozpoznávání obličejů zachycených v 3D prostoru [21]. Lidská tvář zachycená v 3D může 




4 Vybrané metody pro tvorbu aplikace 
V této kapitole se budu věnovat popisu konkrétních metod, které jsem si vybral pro tvorbu mé 
aplikace pro rozpoznání obličejů. Navážu tím na předchozí text, který se zabýval přehledem možných 
použitelných metod. Výsledná aplikace má dvě stěžejní části. První z nich je nalezení obličeje ve 
vstupním snímku. Pro tento problém jsem si vybral detekci založenou na tzv. NPD příznacích. Ty 
jsou spolu s principem celé metody popsány v následující podkapitole. V okamžiku, kdy jsou 
v obraze detekovány obličeje, přichází na řadu fáze rozpoznání. Pro tento účel byla zvolena metoda 
TLD, která mimo rozpoznání obličeje dokáže tento obličej také sledovat, což je velmi vhodná 
vlastnost při práci s videem. 
4.1 Detekce založená na NPD příznacích 
Tato metoda podobně jako Viola&Jones patří mezi metody založené na podobnosti a jejím cílem je 
tedy vytvoření klasifikátoru pomocí strojového učení s učitelem. Metoda se snaží poukázat na různé 
problémy, se kterými se můžeme při detekci obličeje setkat a tyto problémy se snaží efektivně řešit. 
Z tohoto důvodu jsem si ji vybral pro vytvoření detektoru v mé aplikaci pro rozpoznání obličeje, 
kterou vytvářím v rámci diplomové práce. Mezi zmíněné problémy lze zahrnout různé natočení hlavy 
ve snímaném obraze, rozdílné osvětlení či překrytí obličeje jiným objektem. Mimo to může být 
samotný snímek rozmazaný či pořízen v nízkém rozlišení. Většina známých metod si dokáže 
s některými problémy poradit, ale většinou nedokáže vyřešit všechny najednou. 
 Tato metoda se snaží o vytvoření robustního klasifikátoru, k jehož tvorbě využívá NPD 
(normalized pixel difference) příznaky, které mají mnoho zajímavých vlastností, které napomáhají 
k potlačení zmíněných problému při detekci obličeje [7]. Tyto příznaky pracují na úrovni pixelů         
a z toho důvodu by nebyly příliš dobře použitelné jako samotné slabé klasifikátory. Proto se pomocí 
několik z nich vytvoří rozhodovací strom, který reprezentuje slabý klasifikátor a z nich se následně 
vybuduje kaskáda klasifikátorů. 
 Výhodou u této metody je, že není třeba upravovat vstupní snímek, jako tomu bylo                 
u Viola&Jones, kde se vytvářel integrální obraz. Také není potřeba speciálně rozdělovat trénovací 
dataset na různé třídy podle natočení obličeje. 
4.1.1 NPD příznaky 
NPD příznaky jsou novým typem lokálních příznaků a jsou získávány na úrovni pixelů. Každý NPD 
příznak popisuje vztah mezi dvěma pixely a to následujícím způsobem: 
 
        
   
   
 (4.1) 
kde x a y jsou hodnoty intenzit dvou porovnávaných pixelů v obraze a f(x, y) je výsledná hodnota 
NPD příznaku. Platí, že v případě výpočtu NPD příznaku f(x, x), bude jeho hodnota nulová. Jak 
vyplývá ze vzorce pro výpočet NPD příznaku, vyjadřuje tento příznak relativní rozdílnost mezi 
dvěma pixely. Tato relativní rozdílnost má mnohem vyšší využití než rozdílnost absolutní, vypočtena 
     . NPD příznak nám o dvojici pixelů může říci, který z nich má větší intenzitu a to díky jeho 
znaménku. Navíc je NPD příznak odolný vůči různé intenzitě osvětlení, kdy se jeho hodnota, na 
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rozdíl od absolutní rozdílnosti, nemění. NPD příznak je vhodný pro použití při trénování 
klasifikátoru, protože má několik užitečných vlastností, které jsou popsány dále. 
4.1.1.1 Antisymetrie 
NPD příznak je antisymetrický vzhledem k prohození intenzit obou pixelů při jeho výpočtu, což je 
vidět ve vztahu: 
 
                       (4.2) 
Oba vypočtené příznaky se liší pouze ve znaménku, avšak význam zůstává stejný a příznak stále 
definuje, který pixel má větší intenzitu. Této vlastnosti se využívá pro redukci prohledávaného 
prostoru, kdy není nutné vypočítávat NPD příznak pro všechny dvojice v prohledávaném okně, ale 
stačí jej zjistit pouze pro polovinu případů. Pro okno o rozměrech 20x20 pixelů je možné vypočítat 
celkem 79.800 NPD příznaků, což je menší počet než je např. Haarových příznaků ve stejně velkém 
okně. 
4.1.1.2 Pořadový vztah 
Tato vlastnost říká, že platí               právě tehdy, když zároveň platí     a naopak potom 
platí                právě tehdy, když platí    . V poslední řadě pak ještě platí          
právě tehdy, když    . 
Díky této vlastnosti můžeme jen pomocí znaménka vypočteného NPD příznaku určit pořadový 
vztah mezi oběma pixely. Správně určené pořadí se ukázalo být efektivním pro detekci                       
a rozpoznávání. Navíc je invariantní vůči různému osvětlení, kdy se nám sice mění intenzity obou 
pixelů, ale vztah, který určí ten s větší intenzitou, zůstane zachován. 
4.1.1.3 Stálost vůči změnám 
NPD příznak si uchovává svou hodnotu i v případě, kdy dojde ke změně intenzity v rámci celého 
obrázku. To může nastat při přesvětlení scény. Důležité ovšem je, aby se hodnota intenzity změnila 
pro všechny pixely stejně, jak ukazuje vztah: 
 
                            (4.3) 
4.1.1.4 Omezenost 
Všechny vypočtené NPD příznaky nabývají hodnot z intervalu [-1, 1]. Navíc platí, že          
právě tehdy, když     a     a analogicky platí, že           právě tehdy, když               
a    . To je dobré pro představu, jak moc se od sebe dané dva pixely liší. Čím větší je jejich 
rozdílnost, tím se hodnota NPD příznaku více blíží hranicím intervalu. Naopak pokud je jeho hodnota 
blízko nule, jsou oba pixely velmi podobné. 
4.1.2 Rozhodovací strom 
Rozhodovací strom je velmi jednoduchá metoda, jak vzorek vstupních dat rozdělit do určitých tříd 
[8]. V případě, že máme jen dvě třídy, použije se binární strom. To je případ při detekci obličeje, kdy 
nás zajímá pouze to, zda daný vzorek je obličej, či nikoliv. Pro svou jednoduchost je často používán 
při trénování klasifikátorů, určených k detekci různých typů objektů. Strom je složen s několika uzlů, 
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kdy z každého uzlu vedou dvě hrany (v případě binárního stromu) do svých synovských uzlů. 
V každém uzlu je pak uložena nějaká podmínka, na základě které jsou všechny vzorky, které do uzlu 
přišly, rozděleny na dvě skupiny a poslány k synovským uzlům. Podmínky v uzlech se nastavují tak, 
aby došlo pokud možno k co nejlepšímu rozdělení vstupních dat mezi dvě třídy, pro které chceme 
určit příslušnost vstupních vzorků. Hloubka uzlu pak závisí na přesnosti, jakou chceme dosáhnout. 
V případě popisované metody v této kapitole, jsou v uzlech umístěny NPD příznaky a vstupní vzorky 
rozdělujeme podle hodnoty tohoto příznaku. Jak takový strom může vypadat lze vidět na obrázku 4.1, 
kde 1 reprezentuje splnění podmínky v uzlu a 0 její nesplnění. V listech stromu je pak uložena 
pravděpodobnost, že vzorek náleží do dané třídy. 
 
Obrázek 4.1: Ukázka rozhodovacího stromu 
 
4.1.3 Postup metody 
První fází pro vytvoření kvalitního detektoru obličeje je vytvoření robustního klasifikátoru. Stejné je 
to i u této metody. Aby klasifikátor mohl detekovat pokud možno všechny obličeje, které se 
vyskytnou v obraze, je potřeba rozsáhlý trénovací dataset. V popisované metodě použili 12.102 
obrázků, na kterých byly výřezy obličejů a 12.315 obrázků, které obličej neobsahovaly. To poskytlo 
širokou množinu pro natrénování klasifikátoru. Výsledný silný klasifikátor je reprezentován 
kaskádou, která má 15 fází. Prvních 5 z nich obsahují postupně 3, 4, 6, 7 a 9 slabých klasifikátorů, 
což jsou jednotlivé rozhodovací stromy. Hlavní odlišnost od ostatních podobných detekčních metod 
je použití NPD příznaků, které jsou umístěny v uzlech jednotlivých stromů. Vstupem do jednotlivých 
uzlů jsou obrázky obličejů a pozadí z trénovacího datasetu , které jsou přetransformovány na velikost 
20x20. Takové okno obsahuje téměř 80 tisíc různých NPD příznaků a pro vybrání těch nejlepších do 
uzlů stromů slouží algoritmus Adaboost. Mimo vybraný příznak je v uzlu ještě uložen práh, pomocí 
kterého jsou vstupní vzorky rozděleny mezi synovské uzly. Hloubka jednoho stromu byla stanovena 
na 5, což znamená, že pro průchod celým stromem je potřeba vypočítat pouze 4 NPD příznaky. 
Výsledný silný klasifikátor je složen z celkem 176 slabých klasifikátorů, neboli rozhodovacích 
stromů a celkově je pro jejich tvorbu použito něco málo přes 2 tisíce NPD příznaků. 
 Samotná detekce pak probíhá tak, že se vstupní obraz prochází pomocí oken a na tato 
jednotlivá okna je použit vytvořený klasifikátor. Pokud je okno zamítnuto jako obličej hned v prvních 
částech kaskády, ušetří se čas a přejde se k dalšímu oknu. Pokud okno prošlo úspěšně celou kaskádou, 
prohlásí se tato oblast za obličej. 
Výsledná metoda se snaží řešit problémy, které mohou při detekci obličeje vznikat. Mezi 
příklady těchto problémů a jejich řešení v této metodě patří: 
 
 Pozice hlavy – většina detekčních metod se zabývá frontální detekcí obličeje. Obličej je však 
často různě natočen, což samotnou detekci ztěžuje. Pokud je však při trénování klasifikátoru 
obsažena v trénovací množině značná část různě natočených obličejů, neměl by při jejich 
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detekci nastat žádný problém. Navíc se obličeje natočené o stejný stupeň sdružují do stejného 
listu v rozhodovacím stromě. 
 Překrytí – to může být velký problém u detektorů využívající Haarovy příznaky, u kterých se 
pro výpočet jejich hodnoty využívá poměrně velké plochy obličeje. Pokud je tedy obličej 
z části překrytý, tyto příznaky budou dosahovat zcela jiných hodnot. Na rozdíl od nich jsou 
NPD příznaky založeny na jednotlivých pixelech a pravděpodobnost, že se pro výpočet NPD 
příznaku vybere právě pixel překrývajícího tělesa, je poměrně dosti nízká. 
 Osvětlení – díky vlastnostem NPD příznaků, které jsou vůči různému osvětlení invariantní, 
se tato metoda poměrně snadno vypořádává s různým stupněm intenzity osvětlení. 
 Rozmazání či nízké rozlišení – zde je opět výhoda v použití NPD příznaků, pro jejichž 
výpočet je potřeba pouze dvojice pixelů. Z tohoto důvodu není potřeba příliš ostrých snímků, 
jako je tomu u metod, které zkoumají texturu obličeje a na jejím základě provádí detekci. 
 
Popisovaná metoda se díky svým vlastnostem jeví zajímavě, hlavně kvůli způsobu jakým se 
vypořádává s běžnými problémy, které se vyskytují při detekci obličeje. Navíc není nutné jakkoliv 
roztřiďovat trénovací data do tříd podle natočení obličeje, intenzitě osvětlení apod. To jsou hlavní 
důvody, proč jsem se rozhodl využít tuto metodu pro vytvoření mého detektoru obličeje v rámci 
diplomové práce. 
4.2 Sledování a rozpoznání obličeje 
Rozpoznání obličeje je druhá klíčová fáze v navrhované aplikaci a bezprostředně navazuje na detekci. 
Detekce, která má za úkol nalézt všechny obličeje nacházející se v obraze, předá dále parametry 
regionů, ve kterých se obličej vyskytuje. Tyto regiony se zpracují a pokusí se obličeji přiřadit identitu, 
pokud se již předtím obličej v obraze objevil. Pokud ne, vytvoří se nová identita a tento obličej by 
měl být rozpoznatelný v dalších částech obrazu. Protože cílem této práce je vytvoření aplikace 
zpracovávající vstupní scénu v reálném čase, je vhodné aplikovat na obličej jeho sledování, aby 
nemuselo docházet k detekci a rozpoznání v každém snímku videa. Tím by se zvyšovala časová 
náročnost aplikace. Pro sledování objektů je velmi vhodná metoda TLD, která bude v této části práce 
popsána. Tato metoda dokáže kromě sledování objektů, provádět i jejich rozpoznání. Proto jsem si ji 
vybral pro vytvoření mé aplikace. 
4.2.1 Tracking-learning-detection 
Jak už anglický název této metody napovídá, skládá se celkem ze tří klíčových fází a to trackování 
(sledování), detekce a učení. Metodu navrhl Zdeněk Kalal [22] a je primárně určena pro sledování 
objektů ve videosekvencích. Typ objektů, které mají být sledovány, je libovolný, takže se tato metoda 
dá použít pro sledování automobilů, stejně jako tváří, což je případ této práce. Klasický přístup pro 
sledování objektů metodou snímek po snímku má jeden závažný nedostatek. Pokud dojde k překrytí 
objektu nebo dokonce objekt na nějaký čas opustí scénu, toto sledování selhává a není tak možné jej 
použít pro dlouhodobé zpracování. Tento nedostatek se snaží eliminovat metoda TLD, kde kromě 
sledování objektu probíhá současně také jeho detekce v obraze. Pokud je objekt překryt, či na nějakou 
dobu zmizí, dojde pomocí detektoru ke znovuobnovení trackeru a objekt tak může být dál sledován. 
Protože však může jít o sledování různých objektů, je zde nemožné předem natrénovat klasifikátor 
použitý pro detektor. Ten se v průběhu scény musí neustále obnovovat a proto je zde k zapotřebí         




Sledování objektu v obraze je hlavní účel popisované metody TLD. Protože je v ní sledování 
používáno v kombinaci s detektorem, můžeme zvolit jednoduchou metodu, kdy dochází 
k porovnávání dvou za sebou jdoucích snímků. V případech, kdy tato metoda selže, například vlivem 
dlouhodobějšího překrytí sledovaného objektu, vstoupí do hry detektor, který se v následujících 
snímcích pokusí ztracený objekt opět nalézt a je-li úspěšný, znovu nainicializovat tracker. 
Jak již bylo zmíněno, metoda slouží pro sledování libovolných objektů. Díky tomu máme         
o objektu, který je sledován, omezené informace. Známe pouze jeho polohu ve snímku, která je dána 
jeho ohraničením. Sledování objektu pak probíhá tak, že se v oblasti objektu vytvoří síť bodů a tyto 
body se pokusíme nalézt v následujícím snímku. K tomuto úkolu je zde využita metoda Lucas-
Kanade, která je aplikována na všechny body v síti. Získáme tak odezvu v následujícím snímku, kde 
je potřeba odstranit ty body, u kterých došlo k chybné lokalizaci. Ze zbylých bodů se následně 
vypočte nová hranice objektu. Důvod pro to, že se pro nalezení objektu používá více rozdílných bodů, 
je ten, že pro vytvoření nové hranice nejsou zapotřebí všechny body. Některé z nich se totiž nemusí 
správně přenést a to třeba i díky částečnému překrytí sledovaného objektu. 
Aby se dokázalo určit, které body ze sítě byly správně přeneseny na následující snímek, 
používají se dva různé typy chyb. První z nich je založena na předpokladu, že pokud je bod přenesen 
z původního snímku na nový bod ve snímku následujícím, měl by být tento nový bod také zpětně 
přenesen do původního bodu. Tento princip lze pozorovat na obrázku 4.2, kde je ukázka sledování 
automobilu. Na levé straně je původní snímek, kde jsou vyznačeny dva body. Lze vidět, že bod 1 je 
správně zpětně přenesen z pravého snímku zpět do levého, zatímco u bodu 2 dochází vlivem 
částečného překrytí ke špatnému přesunu. Chyba překrytí je pak vypočtena pomocí Euklidovské 
vzdálenosti: 
 
            (4.4) 
kde     je zpětně přenesený bod metodou Lucas-Kanade: 
 
                (4.5) 
 
Obrázek 4.2: Ukázka zpětného přenesení bodu na příkladu automobilu 
 Druhým typem chyby, která se pro každý bod v síti zjišťuje, je podobnost okolí přeneseného 
bodu s okolím bodu původního. Pro zjištění této podobnosti je použita korelace, která je vyjádřena: 
 
            
 
   
 
                    
    
 
 
   
 (4.6) 
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kde P1 a P2 je okolí původního, resp. přeneseného bodu a μ1, μ2 a σ1, σ2 jsou jejich střední hodnoty, 
resp. směrodatné odchylky. 
 Následně se vypočítají průměrné hodnoty obou chyb ze všech bodů v síti a pro tvorbu nové 
hranice objektu se použijí pouze ty body, které v případě prvního typu chyby založeného na 
Euklidovské vzdálenosti, dosahují menších hodnot než je průměr a v případě korelace ty, které 
naopak mají větší hodnoty než průměr. Z těchto bodů je pak přepočtena hranice objektu, kdy může 
dojít ke změně jeho polohy a i velikosti. Kromě toho se průměr Euklidovských vzdáleností porovnává 
se stanoveným prahem a v případě, že je průměr větší, sledování objektu se ukončuje a nová hranice 
se již nezjišťuje. K tomuto jevu dochází právě v případech, kdy se objekt vytratí ze scény. Následně 
vstupuje do hry detektor, aby v případě znovuobjevení objektu mohl trackeru předat nové souřadnice 
objektu. 
4.2.3 Detection 
Detekce v metodě TLD není primárním účelem, je však nezbytná, pokud chceme vytvořit 
dlouhotrvající tracker. V momentě, kdy dojde ke ztrátě sledovaného objektu ve scéně, přichází na 
řadu detektor, který má za úkol tento ztraceny objekt znovu nalézt a předat jej trackeru k dalšímu 
sledování. Metoda byla vytvořena pro sledování vždy jen jednoho objektu a detektor se tento objekt 
snaží ve scéně nalézt. Jde tedy o určitý typ rozpoznání, a proto je možné tuto metodu použít v této 
práci pro rozpoznání obličeje. Samotný detektor pracuje souběžně s trackerem, jeho výsledky ovšem 
nejsou použity, pokud tracker správně sleduje objekt. Přesto se detektor snaží o nalezení sledovaného 
objektu v každém vstupním snímku. Objekt se může ve snímku nacházet na jakékoliv pozici a i jeho 
velikost může být různá a proto je potřeba postupně projít celý vstupní snímek různě velkými okny    
a každé toto okno vyhodnotit, zda neobsahuje hledaný objekt. Zde však může nastat problém 
s rychlostí aplikace, protože počet všech možných oken ve snímku je příliš veliký pro efektivní chod 
celé metody. Proto zde tvůrci vytvořili čtyři různé fáze, kterými musí každé okno projít a které 
dokážou velmi efektivně snížit počet zpracovávaných oken. Tyto fáze tvoří kaskádu, a pokud okno 
neprojde kteroukoliv fází v kaskádě, jeho další zpracování již neprobíhá a celý proces začíná od 
začátku s novým oknem. Okno je prohlášeno za hledaný objekt v případě, že projde úspěšně všemi 
fázemi kaskády. 
První fází kaskády je detekce popředí, kdy jsou do dalších částí propuštěna pouze ta okna, která 
se nacházejí v popředí. Tato fáze se ovšem provádí pouze v případech, kdy je k dispozici model 
pozadí. V opačném případě pokračují dále všechna okna. Pokud je model pozadí k dispozici, dojde 
k vytvoření masky popředí, která je nejprve ve stupních šedi. K tomu dojde prostým odečtením 
vstupního snímku od modelu pozadí: 
 
              (4.7) 
Následně je potřeba převést získanou masku popředí na masku binární, což se provede jednoduchým 
prahováním: 
 
            
                      
       
  (4.8) 
V takto získané masce popředí se následně provede spojení všech pixelů označující popředí do 
souvislých objektů a získají se jejich hranice. Do další fáze pokračují pouze ta okna, která se celá 
nachází uvnitř hranic nalezených objektů popředí. 
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 Druhou fází v kaskádě je aplikování variačního filtru na zkoumané okno. Tím dojde 
k vyloučení těch částí snímku, ve kterých se nachází jednobarevná plocha. Pro každé okno se vypočte 
směrodatná odchylka, získaná z hodnot všech jeho pixelů: 
 
    
 
 
       
  
 
   
 (4.9) 
kde n je počet pixelů v okně a μ je jejich střední hodnota: 
 
   
 
 
    
 
   
 (4.10)  
Pokud je vypočtená směrodatná odchylka menší než nastavená prahová hodnota, dojde k zahození 
okna a to již nepokračuje ve zpracování v dalších fázích. 
 V následující části přichází na řadu klasifikátor, který na základě sady pozitivních vzorků 
rozhodne, zda zkoumané okno patří do stejné třídy, jako hledaný objekt. Jakým způsobem dochází 
k získání této sady a jak je dále rozšiřována, bude popsáno v části zabývající se učením. Pro každé 
okno vstupující do klasifikátoru je vypočtena pravděpodobnost, že spadá do stejné třídy jako hledaný 
objekt a pokud je tato pravděpodobnost menší než 0,5, je okno zamítnuto. Klasifikátor je postaven na 
porovnání hodnot několika dvojic pixelů. Jednu jeho část tvoří čtyři takové dvojice, kdy je postupně 
zjišťováno, zda má první pixel větší hodnotu než druhý. Toto rozhodnutí je označeno buďto logickou 
1, pokud je pravdivé, v opačném případě logickou 0. Pokud se spojí výsledky všech čtyř dvojic 
pixelů, dostaneme binární číslo vyjádřené na 4 bitech. To je převedeno do desítkové soustavy             
a porovnáním s trénovací sadou je zjištěna pravděpodobnost, že okno s takovým skóre patří 
k pozitivním vzorkům. Takových popsaných částí je v kaskádě více, a proto je výsledná 
pravděpodobnost získána zprůměrováním všech získaných pravděpodobností z dílčích částí. 
 Poslední fáze kaskády je založena na porovnávání vzorů. Před samotným porovnáváním jsou 
všechny vzorky upraveny na velikost 15x15 a samotné porovnání je prováděno pomocí korelace, tak 
jak je popsáno ve vztahu 4.6. Výsledek korelace se nachází v rozmezí -1 až 1. Pro vyjádření 
vzdálenosti dvou vzorků, které bude v rozmezí od 0 do 1, použijeme vztah: 
 
            
 
 
                (4.11)  
Pro přesnější vyjádření toho, zda se okno shoduje s hledaným vzorem, provedeme toto zjištění 
vzdáleností celkem dvakrát a to pro pozitivní i negativní vzorky. Pozitivní vzorky se nachází v třídě 
P
+
 a negativní v P-. Obě hledané vzdálenosti lze vyjádřit: 
 
  
     
     
          (4.12)  
  
     
     
          (4.13)  
Výsledná pravděpodobnost, zda prohledávané okno odpovídá hledanému objektu, se získá jako: 
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 (4.14)  
Takto získaná pravděpodobnost je následně porovnána se zvoleným prahem, který je v tomto případě 
0,65. Pokud je pozitivní pravděpodobnost vyšší, je okno prohlášeno za hledaný objekt. 
 Protože se může stát, že kaskádou projde více oken než jen jedno, je potřeba z těchto oken 
získat jednu hranici, která bude odpovídat hledanému objektu a která se předá k dalšímu zpracování 
trackeru. Taková situace je znázorněna na obrázku 4.3. Výsledná hranice objektu je vyznačena 
zelenou barvou a získala se jednoduchým zprůměrováním hranic všech oken, která prošla všemi 
fázemi kaskády. 
 
Obrázek 4.3: Získání výsledné hranice hledaného objektu 
 
4.2.4 Learning 
Před samotným popisem toho, jakým způsobem dochází k učení a kterých částí se týká, je potřeba 
vysvětlit, jak se určuje hranice hledaného objektu ve výstupním snímku. Jak již bylo řečeno, 
sledování objektu a detekce probíhá paralelně pro každý zpracovávaný snímek. Obě tyto části 
samostatně rozhodují o tom, kde by se měl sledovaný objekt vykreslit v následujícím snímku. Můžou 
tak vzniknout dvě různé oblasti, z nichž jedna má pravděpodobnost získanou z trackeru a druhá 
z detektoru. Pro většinu snímků platí, že má přednost tracker, ovšem pokud je na výstupu detektoru 
pouze jedna poloha a ta má navíc větší pravděpodobnost než výstup z trackeru. Bude za novou polohu 
objektu označována hranice získaná detektorem a dojde k nové inicializaci trackeru. V opačném 
případě je vždy poloha určena sledováním a to dokonce i v tom případě, kdy z detektoru vyjde více 
možných poloh než jedna, bez ohledu na to jakou pravděpodobnost mají. 
Nyní, když je jasně daná poloha sledovaného objektu v následujícím snímku, je potřeba 
rozhodnout, zda se spustí proces učení. Ten je zde zaveden ze dvou důvodů. Prvním z nich je 
klasifikátor použitý při detekci, který není předem natrénován a k jeho trénování tak dochází až 
v průběhu sledování objektu. Trénovací sada se tak musí průběžně obnovovat, aby klasifikátor 
dosahoval dobrých výsledků. Druhým důvodem je fáze porovnávání vzorů, která následuje po použití 
klasifikátoru. Celá metoda totiž nemůže pracovat pouze s jedním vzorem a to z toho důvodu, že se 
obličej člověka může v průběhu sledování do určité míry měnit, například pootočením hlavy. Proto je 
nutné aktualizovat sadu pozitivních, ale i negativních vzorů, které jsou ve fázi detekce používány. 
Před samotným sledováním objektu je nejprve nutné provést u těchto sad prvotní inicializaci. Ta se 
provede v okamžiku, kdy uživatel či nějaká externí metoda (v případě této aplikace detektor popsaný 
v podkapitole 4.1) vyznačí hranice objektu, který má být sledován. Okno, které je těmito hranicemi 
označeno, je předáno do sady pozitivních vzorků, společně s jeho různými variacemi, kdy dojde 
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například k jeho posunutí do všech směrů i 1% či rotace až o 10°. Tím vznikne až 200 pozitivních 
vzorků a ty se již mohou použít v části detekce. Do sady negativních vzorků pak přijdou okna, která 
se nachází v okolí sledovaného objektu. 
Takto získané počáteční sady vzorků je potřeba v průběhu sledování objektu aktualizovat. 
K tomu ovšem dochází pouze v určitých případech, kdy se například snažíme zabránit aktualizování 
pozitivních vzorků v případě, že je objekt částečně překrytý. Okamžiky, kdy je spuštěna učící fáze, 
jsou vybrány na základě odezvy trackeru. Která musí být vyšší než zvolený práh. V takových 
případech se dá s velkou pravděpodobností říct, že zachycený objekt skutečně odpovídá hledanému 
objektu a může tak dojít přidání nových vzorků do pozitivní i negativní sady. Pozitivní vzorky se určí 
podobně jako při inicializaci tím, že se hranice objektu různě posunou a natočí. Negativní vzorky jsou 
přidávány ve stejný okamžik jako pozitivní a jsou zde umístěna všechna ostatní okna, která ovšem již 
úspěšně prošla dvěma prvními fázemi detekční části, což jsou detekce prostředí a variační filtr. 
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5 Návrh řešení 
Stejně jako celá výsledná aplikace je i tato kapitola rozdělena do dvou stěžejních částí. Jako první se 
zde budu věnovat detekci obličeje v obraze, u které popíšu, jakým způsobem jsem využil 
navrhovanou metodu popsanou v předchozí kapitole. Zde nejprve představím databáze, ze kterých 
jsem čerpal trénovací data, následně popíšu, jakým způsobem jsem trénoval jednotlivé rozhodovací 
stromy a také způsob, jakým jsem sestavil výslednou kaskádu klasifikátorů. Natrénovaný klasifikátor 
je potom použit jako vstup pro detektor. Mimo to zde i zmíním tvorbu detektoru prostřednictvím 
knihovny OpenCV, která pro detekci používá klasifikátor založeny na Haarových příznacích či 
příznacích získaných metodou lokálních binárních vzorů. 
Druhá část této kapitoly popíše, jakým způsobem byla použita metoda TLD pro rozpoznání 
jednotlivých tváří. Tato metoda je totiž primárně určena pro sledování objektů, ovšem díky svým 
vlastnostem se dá velmi vhodně aplikovat i na problém rozpoznání. Vzniká zde několik různých 
problémů, které jsem v rámci tvorby aplikace musel řešit. Proto je v této části zmíním, včetně jejich 
možného řešení. 
5.1 Detekce obličejů 
Cílem vytvářené aplikace je zpracovávat videa pokud možno v reálném čase, aby se tak dala použít    
i pro vstup z připojené kamery. V této sekvenci má potom za úkol správně mezi sebou rozpoznávat 
jednotlivé obličeje. Aby k tomu mohlo dojít, je potřeba nejprve ve vstupních snímcích obličeje nalézt 
a ty následně předat dál k dalšímu zpracování. Proto je detekční část v aplikaci velmi důležitá. Pro 
detektor jsem se rozhodl použít metodu popsanou v části 4.1, která je založena na NPD příznacích. 
Mimo ni je v aplikaci implementována i detekční metoda, která je postavena na knihovně OpenCV. 
5.1.1 Trénovací dataset 
Aby byl trénovací dataset při tvorbě klasifikátoru užitečný, musí být splněny dvě základní podmínky. 
Za prvé musí být dostatečně rozsáhlý pro všechny třídy, které chceme detekovat (v tomto případě 
obličej a pozadí) a za druhé pak musí být dostatečně variabilní, aby se pokrylo pokud možno co 
nejvíc možností, na které můžeme při detekci narazit. U obličejů to znamená, že by v trénovacím 
datasetu měla být rovnoměrně zastoupena obě pohlaví, dostatečný počet lidí různé barvy pleti a také 
různě natočené obličeje. Pokud chceme, aby detektor zvládl detekovat lidi, co mají brýle, nesmíme 
zapomenout takové obličeje zahrnout do datasetu. 
 Pro třídu obličejů jsem se rozhodl použít co nejvíce podobnou sadu, jako byla použita 
v popisované metodě. Ta byla tvořena hned z několika databází, které jsou popsány v [9]. Většina 
těchto databází byla veřejně dostupná na internetu a obsahovala velký počet obrázků s obličeji. Z těch 
jsem si vyřezal jednotlivá okna, která zahrnovala pouze obličej. K tomu posloužily údaje o tom, kde 
přesně se ve snímku obličej nachází. Ve výsledku můj trénovací dataset obsahuje celkem 23 580 
obrázků, na kterých jsou zachyceny různé obličeje. 
 Dále bylo potřeba zajistit také dostatečně velkou zásobu obrázků, které žádný obličej 
neobsahují. Ty jsem opět sehnal z dostupných databází na internetu, z nichž některé jsou rovněž 
zmíněny v [9]. Těchto obrázků je nashromážděno celkem 72 711 a jsou na nich různé typy objektů. 
V této databázi je rovněž určitý počet obrázků, ze kterých se získávaly vzorky obličejů. Místa, kde se 
v těchto snímcích obličeje nacházely, byla začerněna a tím pádem pak byla k dispozici i pro vzorky 




Obrázek 5.1: Ukázka obrázků s vyřízlými obličeji 
 Obě sady, jak se vzorky obličejů tak i s obrázky pozadí, se od sebe do jisté míry liší. Pozitivní 
vzorky jsou již z obrázku vyřízlé a jejich počet je dán velikostí této sady, zatímco negativní sada 
obsahuje celé obrázky a jednotlivé vzorky se z nich získávají až při trénování klasifikátoru. Tím 
máme k dispozici téměř neomezený počet různých negativních vzorků. Jak vypadají obě trénovací 
sady, je možné vidět na příkladu na obrázku 5.2. 
 
 
Obrázek 5.2: Ukázka trénovací sady. Vlevo obrázky obličejů, vpravo obrázky pozadí 
 
5.1.2 Trénování klasifikátoru 
Stejně jako v navrhované metodě jsem se rozhodl rozdělit klasifikátor do kaskády, ve které postupně 
zvyšuji počet rozhodovacích stromů. Kaskádu mám rozdělenu do 10 částí, které postupně obsahují 2, 
4, 8, 12, 16, 26, 32, 48, 64 a 100 stromů. 
Pro trénování každé části kaskády se nejprve náhodně vybere 50 tisíc čtvercových oken, která 
se vyřežou ze sady obsahující obrázky pozadí. Tento počet pak doplní kompletní sada obličejů, které 
již mají čtvercovou podobu. Na vstupu trénování dané fáze máme tedy přes 70 tisíc vzorků, z nich se 
však pro natrénování stromů v rámci jedné části kaskády vybere náhodně pouze 2 tisíce vzorků, které 
mají rovnoměrné zastoupení obou tříd, jak obličejů, tak pozadí (1000/1000). Tento počet je pro 
natrénování jednoho stromu dostatečný. Tato množina vzorků pak vstupuje do kořenového uzlu 
rozhodovacího stromu a postupně dochází k jeho rozdělování mezi zbylé uzly stromu až do jeho listů. 
Pro rozdělení této množiny je potřeba v každém uzlu zjistit dvě věci. Za prvé to je NPD příznak, který 
je v tomto uzlu zkoumán a za druhé hodnota prahu, pomocí kterého se provede samotné rozdělení.  
 NPD příznak se nevybírá z celé množiny téměř 80 tisíc příznaků pro okno 20x20. Místo toho 
dochází k vygenerování 1 250 náhodných příznaků, ze kterých se vybere ten nejlepší pro rozdělení 
vstupní množiny. K tomu slouží tzv. information gain, který zajistí nejlepší poměr jednotlivých tříd 
v každém synovském uzlu [10]. Většina hodnot NPD příznaků se pohybuje kolem 0, a proto jsem se 
rozhodl vybírat práh pro každý uzel z intervalu [-0,4; 0,4]. To dělám tak, že pro každý vygenerovaný 
NPD příznak projdu celý tento interval v kroku 0,04 a pro každou kombinaci příznaku a prahu, 
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zjistím hodnotu information gainu. Ten se tedy ve výsledku počítá celkem 25 000x v každém uzlu     
a ze získaných hodnot vyberu nejlepší kombinaci NPD příznaku a jeho prahu. Information gain se 
získá následujícím způsobem. Nejprve si zjistíme hodnoty entropie pro levý a pravý uzel: 
 
                             (5.1) 
kde pp a pn jsou poměry pozitivních a negativních vzorků v daném uzlu. Výsledná entropie se pak 
vypočítá: 
 
               (5.2) 
kde el a er jsou vypočtené entropie pro pravý a levý uzel, pl a pr pak poměry vzorků, které do těchto 
uzlů směřují na základě porovnání s prahem v uzlu. Information gain se pak zjistí: 
 
        (5.3) 
Pro uzel se pak vybere taková kombinace NPD příznaku a prahu, pro které vyjde hodnota information 
gainu nejvyšší. 
 Kromě NPD příznaku a prahu je potřeba ještě pro každý uzel zjistit jeho váhu (confidence), 
která je klíčová především v listech, kde určuje pro každý testovaný obrázek skóre dosažené v daném 
stromě. Váha každého uzlu i je vypočítána: 
 
          
    
    
 (5.4) 





kde wp a wn jsou pravděpodobnosti výskytu pozitivních resp. negativních vzorků v uzlu i, N je potom 
počet všech trénovacích vzorků. Tato váha uzlu je tím větší, čím je poměr zastoupení vzorků určité 
třídy vyšší. Navíc nabývá záporných hodnot, pokud převažují vzorky pozadí a kladných hodnot pro 
převahu vzorků obličejů. 
 Po natrénování všech rozhodovacích stromů v dané části kaskády následuje rozhodnutí          
o prahu, který pro tuto část kaskády stanoví, které snímky budou předčasně vyřazeny ze zpracování. 
To se provede tak, že postupně všechny vzorky z trénovací sady projdou všemi stromy v kaskádě       
a zjistí se pro ně výsledné skóre, které je rovno součtu všech vah listů, do kterých vzorek doputoval. 
Následně se zjistí histogram pro pozitivní i negativní vzorky a právě z těchto histogramů se určí 
platný práh pro tuto část kaskády. Všechny vzorky z trénovací sady, které dosáhnou menšího skóre 
než je práh, budou z této sady vyřazeny a do trénování další fáze kaskády již nezasáhnou. Práh je 
určen tak, aby „zahodil“ co nejvyšší počet negativních vzorků a přitom zachoval co nejvíc obličejů. 
V případě mého klasifikátoru stanovuji práh tak, že povolím zahození 1% pozitivních vzorků. 
V poslední části kaskády se práh stanovuje jiným způsobem, kdy je naopak potřeba, aby 
došlo k odmítnutí co největšího počtu negativních vzorků, takže se povolí zahodit mnohem více 
vzorků obličejů, než v předchozích fázích. 
 V okamžiku, kdy se natrénuje jedna fáze kaskády, pokračuje se v dalším trénování. Do nové 
fáze pokračují pouze ty vzorky, které nebyly zahozeny v předchozí fázi. U negativních je navíc 
potřeba jejich počet doplnit na požadovanou hodnotu, která je 50 tisíc, protože právě u negativních 
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vzorků dochází k zahazování jejich značné části. Vzorky pro negativní sadu jsou opět náhodně 
získávány z obrázků pozadí a jsou použita pouze ta okna, která projdou všemi předchozími fázemi 
kaskády. 
 
5.1.3 Detektor obličeje 
Při detekci obličeje v obraze je použit natrénovaný klasifikátor, který však detekuje obličej pouze 
tehdy, kdy vyplňuje celé testované okno. Proto je nutné vstupní obraz procházet postupně po 
jednotlivých oknech a pomocí klasifikátoru testovat tato okna. Těchto oken se v obraze nachází velké 
množství, protože musíme zajistit, aby se případný obličej nacházel ve středu okna a pokrýval celé 
toto okno.  
 Jde tedy o klasickou metodu používanou pro skenování vstupního obrazu. Protože hledané 
obličeje mohou mít různou velikost, je nutné snímek projít několikrát s různě velkými okny. Ve svém 
detektoru mám stálou velikost skenovacího okna a to konkrétně 20x20 pixelů. Důvodem je, že celý 
klasifikátor je trénován na vzorcích o právě této velikosti. Pro skenování vstupního snímku mám tedy 
dvě možnosti. Buď snímek procházím různě velkými okny a tato okna následně převádím na 
požadovanou velikost, a nebo okno zůstává stejně veliké a měním velikost snímku. Vybral jsem si 
druhou možnost a snímek procházím celkem 9x. 
 Každé okno je pak testováno klasifikátorem a to tím způsobem, že okno postupně prochází 
všemi částmi kaskády. V případě, že v určité části dosáhne menšího skóre, než je požadovaný práh, je 
testování tohoto okna ukončeno a přechází se na okno nové. Obličej je potom detekován v případě, že 
okno úspěšně projde všemi fázemi kaskády. Takto detekovaných obličejů je z pravidla hodně, protože 
dochází k testování velkého počtu oken v těsné blízkosti obličeje a mnohé z těchto oken jsou 
klasifikátorem přijata. Proto je potřeba detekované hranice zprůměrovat a dostat tak pouze jednu 
hranici, která by odpovídala detekovanému obličeji. 
5.1.4 Detektor v OpenCV 
Knihovna OpenCV obsahuje velké množství funkcí, které se používají při zpracování obrazu a také 
v oblasti počítačového vidění. Je zde tedy k dispozici i detektor, který dokáže detekovat vybrané 
objekty pomocí natrénovaného klasifikátoru, který je rovněž k dispozici. Pro jeho vytvoření byly 
použity Haarovy příznaky a také příznaky získané metodou lokálních binárních vzorů. V prvním 
případě jde o klasickou metodu Viola&Jones, která je popsána ve druhé kapitole. Samotný detektor 
pak prochází vstupní obraz různě velkými okny a snaží se najít pozici obličeje. 
Zahrnutí tohoto detektoru do mé aplikace bylo prvotně zamýšleno především z důvodu 
porovnání s mnou vytvořeným detektorem. Navrhnutý detektor však zdaleka nedosahoval potřebných 
výsledků, což je patrné z kapitoly věnované vyhodnocení aplikace, a z tohoto důvodu byla role 
OpenCV detektoru mnohem důležitější a tato detekce tak byla nakonec použita ve výsledné aplikaci. 
Úlohou detektoru je najít všechny obličeje v obraze a hranice těchto obličejů předat do další fáze, 
která se věnuje sledování a rozpoznání. Proto lze použít jakýkoliv detektor, který bude pracovat 
dostatečně rychle a bude dosahovat kvalitních výsledků. 
5.2 Sledování a rozpoznání obličeje 
Jak již bylo dříve naznačeno, pro sledování detekovaných obličejů ve videu byla použita metoda TLD 
popsaná v předchozí kapitole. Tato metoda je primárně určena právě pro sledování objektů, avšak pro 
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své vlastnosti jsem se rozhodl využít ji i pro fázi rozpoznání obličeje. V rámci této práce jsem použil 
knihovnu OpenTLD [24], která metodu TLD implementovala pro prostředí C++. Knihovna se dá 
použít pro sledování libovolného objektu a očekává na svůj vstup jeho hranice. V okamžiku jejich 
získání vytváří instanci TLD pro tento objekt a následně ji zpracovává v každém vstupním snímku. 
Cílem práce bylo vytvořit aplikaci, která by dokázala rozpoznat obličeje ve videu, a to jak z již 
pořízené sekvence, tak i ze živého vstupu z připojené kamery. Oba způsoby zpracování jsou 
v podstatě totožné a liší se pouze v detailech, kdy je pro vstup z kamery klíčová rychlost zpracování  
a z tohoto důvodu jsou zde jisté odlišnosti, které budou popsány později. Aplikace pak postupně 
prochází všechny snímky videa a aplikuje na ně detektor obličeje. Pokud je v obraze nějaký obličej 
zaznamenán, vytvoří se pro něj instance TLD. Následně jsou všechny existující instance procházeny  
a každá zvlášť je pro vstupní snímek zpracována. Získané nové pozice jsou následně vykresleny do 
snímku v podobě modrého čtverce. Každý takto zachycený obličej je navíc doplněn výpisem svého 
ID čísla, aby se dalo rozhodnout, zda dochází ke správnému rozpoznání. V další části této 
podkapitoly se budu věnovat problémům, které jsem musel řešit při používání knihovny OpenTLD. 
5.2.1 Spojení detektoru a TLD 
Na každý zpracovávaný snímek je vždy nejprve aplikován detektor a až v případě nalezení obličeje se 
pokračuje k fázi sledování a rozpoznání. Jediná komunikace mezi detektorem a trackerem probíhá 
tak, že detektor předá souřadnice hranic všech detekovaných obličejů. Sám se nezajímá, které obličeje 
mají aktivní instanci TLD. Stejně tak tracker nezkoumá, zda se na předaných souřadnicích skutečně 
nachází obličej. Jednoduše tyto souřadnice vezme a vytvoří k nim novou instanci TLD. V případě 
méně kvalitního detektoru, u kterého občas dochází k falešným detekcím, tak může nastat problém, 
kdy je následně v trackeru zpracováván objekt, který ve skutečnosti není obličejem. Toto jsem řešil 
tak, že nevytvářím nové TLD pro všechny získané objekty od detektoru, ale zjišťuji, zda se 
detekovaný objekt nachází na podobné pozici i v následujícím snímku. V okamžiku, kdy detektor 
detekuje obličej na stejné pozici ve dvou po sobě jdoucích snímcích, můžeme s velkou 
pravděpodobností předpokládat, že se doopravdy jedná o obličej. Dochází tak k eliminaci občasných 
falešných detekcí. V případě, že detektor není dostatečně kvalitní, je potřeba počet zkoumaných po 
sobě jdoucích snímků navýšit. 
 Druhým problémem, který však má jednoduché řešení je to, že detektor s velkou 
pravděpodobností detekuje obličej na místě, kde již existuje aktivní TLD. V tento moment nesmí dojít 
k vytvoření nové instance. V opačném případě by nastala situace, kdy by byl jeden obličej sledován 
více TLD, což v aplikaci nechceme. Proto se detektorem předané souřadnice obličejů musí porovnat 
se všemi aktivními instancemi TLD a v případě, že se na této poloze již nějaká vyskytuje, nové TLD 
nevzniká. Přesto zde může dojít k problému a to v okamžiku, kdy se obličej ve videu dočasně ztratí 
například vlivem překrytí. Protože není vidět, nemůže být sledován pomocí TLD a přestože je jeho 
instance stále aktivní, nemá popsané souřadnice. Když se však opět objeví ve scéně, může dojít k jeho 
detekci dřív, než jej stihne TLD opětovně navázat. Detektor na této poloze nenajde žádné aktivní 
TLD, a proto se vytváří nová instance. V případě, že dojde pouze ke krátkodobému výpadku TLD, lze 
situaci řešit tím, že si u každého aktivního TLD uchovávám jeho poslední známou pozici a výstupy 
detektoru s touto pozicí porovnávám. Pokud ale i tak dojde k vytvoření dvojité instance TLD pro 
jeden obličej, lze situaci řešit, což je popsáno v další části práce. 
5.2.2 Rychlost aplikace 
Aplikace má být určena pro zpracování videa, předně pak živého vstupu z kamery. Z tohoto důvodu 
je potřeba, aby pracovala co nejrychleji a zvládala se scénou pracovat v reálném čase. Zde se největší 
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důraz klade na rychlou práci detektoru, který je ve srovnání s metodou TLD poměrně pomalý. Proto 
se obličeje nedetekují v každém snímku videosekvence, ale pouze v některých. Zde se mezi sebou liší 
zpracování videa a kamery, kde je otázka rychlosti naléhavější u kamery a proto se zde obličeje 
detekují pouze v každém pátém a šestém snímku. V okamžiku, kdy je obličej označen v obou z nich, 
je pro něj vytvořena nová TLD instance. Při zpracování videa si můžeme dovolit pomalejší 
zpracování a detektor zde pracuje s každým třetím a čtvrtým snímkem. Kromě toho je také důležité, 
jaký klasifikátor je pro detektor použit. Z naměřených výsledků popsaných v kapitole věnující se 
vyhodnocení, jsem se rozhodl pro kameru použít klasifikátor využívající příznaky získané metodou 
lokálních binárních vzorů. Na úkor rychlosti je tato metoda méně přesná, to však není velký problém. 
Aby došlo k ještě větší úspoře času, rozhodl jsem se vždy převádět vstupní snímek na konstantní 
velikost, kterou jsem určil na 320x240 pixelů. V tomto zmenšeném obraze je pak méně oken pro 
zjišťování, zda se na jeho místě vyskytuje obličej. 
Jediným omezením na straně TLD je jejich počet, který je možný sledovat v jednom snímku. 
Každé TLD je zpracováváno samostatně a s jejich počtem výrazně klesá rychlost aplikace. Proto je 
maximální počet aktivních TLD instancí stanoven na 5. 
5.2.3 Ztráta sledovaného objektu 
K situaci, že se sledovaný objekt ve scéně ztratí, dochází poměrně často, ať už překrytím obličeje       
a nebo tím, že člověk jednoduše scénu opustí. Proto si u každé aktivní TLD instance zjišťuji počet po 
sobě jdoucích snímků, ve kterých se obličej neobjevil. Rozlišuji pak situaci, kdy je ztráta obličeje 
pouze krátkodobá, například překrytím, a kdy dlouhodobá. U krátkodobé absence zůstává TLD stále 
aktivní a v okamžiku jeho opětovného nalezení se jeho čítač nuluje. Aby však došlo k jeho 
vykreslení, musí výsledná pravděpodobnost, že je to vážně odpovídající obličej, překročit hodnotu 
nastaveného prahu. 
U dlouhodobé ztráty, která je nastavena na 200 snímků, dochází k přesunutí instance TLD 
z aktivních do neaktivních. Tím je umožněno začít sledovat další obličej, v případě plného stavu 
aktivních TLD. Přestože je objekt v této chvíli neaktivní a neprobíhá tak jeho zpracování v každém 
snímku, je možné v okamžiku návratu daného obličeje na scénu, správně přiřadit jeho identitu. To 
však může trvat trochu déle. Aby nedocházelo ke zpomalení běhu aplikace, nelze zpracovávat 
všechny neaktivní TLD najednou. Vždy je zpracovávána pouze jedna instance z celého seznamu 
v aktuálním snímku. Seznam se s každým novým snímkem iterativně prochází, a pokud nějaká 
instance dostane při zpracování odezvu, je navrácena mezi aktivní a správně přiřazena 
odpovídajícímu obličeji. 
5.2.4 Překrytí TLD 
Situace, kdy je jeden obličej sledován více než jednou instancí TLD, je nežádoucí a je potřeba scénu 
kontrolovat, zda-li k tomu nedochází. Sledování obličeje dvěma různými instancemi lze pozorovat na 
obrázku 5.3. Příčin tohoto problému může být více. Jedna z nich byla uvedena v části 5.2.1, kdy dojde 
k vytvoření nové instance TLD dříve, než došlo k navázání již existujícího TLD. To nastává právě 
v okamžicích, kdy se obličej na krátkou dobu vytratí ze scény. Další možností je existence tzv. duchů, 
což je jev, který je popsán v další části této kapitoly. Jednoduše řečeno, jde o TLD instanci, které se 
sice ztratil obličej, ale ta přesto zůstala aktivní na pozici posledního výskytu jejího obličeje. Může se 
potom stát, že jiný obličej na sebe tuto instanci naváže a má tak tedy kromě své identity i jednu cizí. 
K tomuto navázání může dojít i přesto, že tento nový obličej vzorem neodpovídá původnímu obličeji 
navázané instance a to z toho důvodu, že duch z instance vznikne v okamžiku, kdy i přes ztrátu 
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obličeje zůstane aktivní tracker. Když se pak přes tuto oblast ducha přesune nějaký jiný pohybující se 
objekt, dojde spolu s ním i k přesunu původní instance právě kvůli aktivnímu trackeru. 
Řešení je v tomto případě poměrně jednoduché. Stačí vždy po určité době porovnat navzájem 
všechny aktivní TLD, a pokud se naleznou takové, které se překrývají, ponechá se pouze to, které je 
starší. Druhá instance se buď to vymaže (v případě dvojité detekce na jeden obličej) a nebo se přenese 
do neaktivních TLD (navázání ducha). Tyto dva případy je potřeba mezi sebou rozlišovat. Proto si     
u každého TLD počítám jeho životnost, a pokud je v době překrytí menší než prahová hodnota, dojde 
přímo k jeho vymazání. Pokud by se přesunul mezi neaktivní TLD, docházelo by neustále k jeho 
navazování na obličej, který již své TLD má. Naopak pokud by se vymazalo TLD, které patří cizímu 
obličeji, nedošlo by již k jeho správnému navázání. 
 
 
Obrázek 5.3: Překrytí dvou TLD 
5.2.5 Posunutí hranice TLD 
Občas se ve scéně může stát, že dojde k posunutí hranic TLD oproti skutečnému obličeji. K tomu 
dochází například rychlým pohybem sledovaného obličeje či rychlou změnou jeho velikosti. Jak 
takový posun může vypadat je znázorněno na obrázku 5.4. Tento jev je v aplikaci nepřípustný nejen 
proto, že hranice potom neodpovídají skutečnému obličeji, ale také z toho důvodu, že se toto TLD 
může překrýt s jinou aktivní instancí a jedna z nich může být vymazána. Z toho důvodu je nutné 
v určitém intervalu porovnávat všechny aktivní TLD s výstupem detektoru, a pokud se najde 
odpovídající dvojice, aktualizovat hranice TLD. To pak opět správně ohraničuje sledovaný obličej. 
 
 
Obrázek 5.4: Ukázka posunu TLD oproti obličeji 
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5.2.6 Výskyt tzv. duchů 
Jde o největší problém, který jsem musel při práci s knihovnou OpenTLD řešit. Duchem nazývám 
takovou instanci TLD, která je pořád aktivní, přestože ve skutečnosti nepokrývá žádný obličej. Ve 
výstupu aplikace je pak na takovém místě neustále vykreslován modrý čtverec a zásadně to ovlivňuje 
chod celé aplikace. Taková místa mohou v obraze vznikat v okamžicích, kdy tracker nedokáže 
správně vyhodnotit ztrátu sledovaného obličeje a zůstává nadále aktivním. Detektor, který se používá 
v rámci TLD, totiž zasahuje až v případech, kdy tracker přestane pracovat a jeho úkolem tedy je 
opětovně nalézt sledovaný objekt. Sám tedy nekontroluje, zda oblast TLD skutečně zachycuje obličej. 
Jedním z příkladů, kdy duchové vznikají, je střih ve videu, kdy se naprosto změní zpracovávaný 
obraz oproti původnímu. Jak to vypadá lze vidět na obrázku 5.5. 
Mimo to, že duchové ve výstupu působí nesmyslně, způsobují i další problémy, kdy mají 
tendenci navázat se na okolní aktivní TLD. Proto je nezbytně nutné tyto oblasti v aplikaci co nejvíce 
potlačit. V první řadě je potřeba detekovat, kdy se z TLD stává duch. To provádím tím způsobem, že 
při zpracování vstupního snímku porovnávám všechny aktivní TLD s výstupem z detektoru, abych 
zjistil, kdy TLD instance neodpovídá obličeji. Protože však detektor nemusí být naprosto spolehlivý, 
nejde TLD prohlásit za ducha hned v okamžiku, kdy dojde k první neshodě, ale je nutné počítat, 
v kolika po sobě jdoucích snímcích TLD neodpovídá obličeji. V mé aplikaci jde o 10 snímků. 
Teď když jsou známé všechny instance, které přešly do stavu ducha, je potřeba rozhodnout, jak 
s nimi v aplikaci naložit. Přímo vymazat takovou instanci by bylo nelogické, protože by se v případě 
navrácení obličeje, kterému původně náležela, nemohla na tento obličej správně navázat a musela by 
se vytvořit nová instance. Jeden obličej by tak měl dvě identity. Druhou možností je přesunutí 
takového TLD mezi neaktivní, což jsem však nakonec také zamítl, protože návrat z neaktivních TLD 
zpět mezi aktivní může trvat delší dobu a obličej tak mezitím může dostat novou identitu. Rozhodl 
jsem se nakonec tyto duchy ponechat mezi aktivními TLD, pouze jsem musel zajistit, aby 
nedocházelo k jejich zobrazení a zároveň zabránit, aby se navázaly na obličeje, které již svou identitu 
mají. První úkol je jednoduchý, kdy pro každé aktivní TLD kontroluji, zda-li z něj není duch. Pokud 
tomu tak je, jeho hranice se nevykreslují. U druhého úkolu jsou pak kontrolovány dvě podmínky, 
které musí být splněny, aby se TLD přesunulo z role ducha na plnohodnotnou instanci. Za prvé, jeho 
pravděpodobnost, že náleží sledovanému objektu, musí být vyšší než stanovený práh a za druhé, 
nesmí se na jeho pozici nacházet již aktivní TLD, což se stává v okamžiku, kdy přes ducha přejde jiný 
obličej. Zde je však ještě potřeba kontrolovat životnost překrývající instance, protože se může stát, že 
se obličeji ještě před správným navázáním vytvořila nová instance a pak by bylo znemožněno přijetí 
jeho původní identity. V případě nízké životnosti tedy k navázání dojde a při testu na překrytí TLD 
bude to novější odstraněno. 
 
 
Obrázek 5.5: Výskyt duchů v důsledku střihu videa 
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6 Implementace aplikace 
V této části práce se budu věnovat popisu toho, jakým způsobem byla výsledná aplikace 
implementována. Vyvíjena byla pod systémem Windows 7 Home Premium 64 bit a použitým 
jazykem byla kombinace C/C++. 
Cílem práce bylo vytvořit aplikaci, která by byla schopná detekovat a rozpoznávat obličeje ve 
videu, pokud možno v reálném čase. Z toho důvodu jde pouze o jednoduchou konzolovou aplikaci, 
kdy je hlavní pozornost věnována její funkčnosti a neřešil jsem tak uživatelské rozhraní. 
V této kapitole nejprve popíši použité knihovny a případné další soubory, které jsou potřeba 
pro správný běh aplikace. Následně pak bude stručně popsána samotná implementace s vysvětlením 
hlavních částí aplikace a na úplný závěr nastíním její ovládání a omezení. 
6.1 Použité knihovny a externí soubory  
Při vývoji aplikace jsem použil dvě externí knihovny. První z nich je velmi známá a oblíbená 
knihovna pro práci s obrazem – OpenCV. Jde o svobodnou a otevřenou multiplatformní aplikaci, 
která je zaměřena především na počítačové vidění a zpracováni obrazu. Obsahuje obrovské množství 
užitečných funkcí, ze kterých jsem ve své aplikaci použil především funkce pro načítání a ukládaní 
obrazu a videa, převod obrazu do stupňů šedi či funkce na změnu velikosti vstupního obrazu. Kvůli 
špatným výsledkům vytvořeného detektoru, byl ve výsledné aplikaci použit i detektor založený na 
metodě Viola&Jones, který knihovna OpenCV poskytuje. 
Druhou knihovnou je pak OpenTLD, jejichž zdrojové soubory jsou k dispozici na [24]. Tyto 
soubory jsou umístěny v samostatné složce a lze je tak odlišit od mnou vytvořených souborů. 
Knihovna je použita pro vytvoření TLD instancí sledovaných obličejů, k jejich prvotní inicializaci     
a následnému zpracování v každém vstupním snímku. 
V rámci aplikace je možné kromě samotné detekce a rozpoznání obličejů rovněž natrénovat 
navrhovaný klasifikátor. Pro tuto činnost je nezbytné mít k dispozici trénovací dataset, obsahující jak 
pozitivní vzorky obličejů, tak i vzorky obrázků pozadí. Výstupem trénování klasifikátoru je pak 
textový soubor klasifikator.txt, který v případě použití tohoto natrénovaného klasifikátoru 
musí být rovněž k dispozici. V tomto souboru jsou uloženy informace o jednotlivých fázích kaskády, 
stromech, které tyto fáze obsahují a také jednotlivé hodnoty prahů a NPD příznaků, vygenerované pro 
všechny uzly ve stromech. 
Pro použití obličejového detektoru nabízeného knihovnou OpenCV je zase nutné, mít mezi 
soubory natrénované klasifikátory. V mé aplikaci jsem testoval tři typy, z nichž dva jsou postaveny na 
Haarových příznacích a jeden natrénován metodou lokálních binárních vzorů. Konkrétně jde o tyto 
soubory – lbpcascade_frontalface.xml, haarcascade_frontalface_alt.xml     
a haarcascade_frontalface_default.xml. 
6.2 Implementace 
Aplikace byla vytvářena v prostředí Windows a jako programovací jazyk byla vybrána kombinace 
C/C++. Při implementaci byly rovněž použity dvě externí knihovny – OpenCV a OpenTLD. Zdrojové 
kódy knihovny OpenTLD jsou umístěny v samostatné složce, aby se daly odlišit od mnou 
vytvořených souborů. Cílem práce bylo vytvořit aplikaci, která by ve videu detekovala                        
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a rozpoznávala obličeje. Tomu odpovídá i struktura zdrojových kódů. Jedná se o konzolovou aplikaci, 
která se spouští z příkazového řádku s volitelnými parametry. Konkrétním možnostem spuštění se 
budu věnovat v následující podkapitole. Vstupní parametry jsou zpracovány v souboru main.cpp   
a po jejich vyhodnocení pokračuje běh programu v dalších souborech. 
Jednou z funkcí aplikace je natrénování klasifikátoru, který je popsán v předchozí části práce. 
Tuto činnost obstarává soubor klasifikator.cpp. Nejprve je nutné načíst kompletní trénovací 
sadu a pomocí ní postupně vytvářet rozhodovací stromy pro všechny fáze kaskády klasifikátoru, tak 
jak je to popsáno v návrhu. Natrénovaný klasifikátor je pak složen z informací o všech stromech        
a jejich uzlech, pro které používám vytvořené struktury. Tyto informace jsou po skončení trénování 
uloženy do souboru klasifikator.txt. Proces trénování je poměrně časově náročný kvůli 
velkému počtu rozhodovacích stromů. Aby měl uživatel přehled, ve které části se nachází, jsou na 
standardní výstup vypisovány informace o tom, který strom je aktuálně trénován. 
Natrénovaný klasifikátor je použit v detektoru, u kterého je nejprve nutné načíst všechny 
informace ze souboru klasifikator.txt a naplnit jimi všechny struktury. Následně se vstupní 
video prochází snímek po snímku. Každý snímek je předán dál ke zpracování a zjišťuje se v něm, zda 
obsahuje obličej. To se provádí procházením snímku sítí jednotlivých oken. Protože vytvořený 
detektor nedosahoval kvalitních výsledků, není použit ve výsledné aplikaci pro rozpoznání a jeho 
zahrnutí je zde hlavně jako ukázka, kdy je výstupem detektoru video s vyobrazenými okny, která 
detektor prohlásil za obličeje. 
Rozpoznání obličejů lze provádět jak na existujících videosouborech, tak i na živém vstupu 
z kamery. To se děje v souborech camera.cpp a video.cpp. Oba přístupy jsou téměř stejné       
a liší se pouze v detailech, kdy je pro vstup z kamery zásadní zajistit co největší rychlost zpracování. 
Jsou zde použity rozdílné klasifikátory pro detekci obličejů a rozdílně nastavené některé parametry. 
V případě zpracování již existujících videí je pak proces rozpoznání spuštěn nad všemi videi, která se 
nacházejí v zadané složce. Na standardní výstup je pak vždy uváděn název zpracovávaného videa. 
Výstupem procesu rozpoznání je pak opět video, kde jsou jednotlivé obličeje vyznačeny modrým 
čtvercem a uvedeným ID číslem. Při použití kamery je výstup přímo zobrazován, zatímco u videí je 
pouze ukládán do patřičné složky. Přímé zobrazení zde není především kvůli větší časové náročnosti. 
Každé video je procházeno snímek po snímku a ty následně zpracovány. Nejprve dojde ke 
změně velikosti snímku, což se provádí kvůli zvýšení rychlosti aplikace. Poté jsou detekovány 
všechny obličeje prostřednictvím OpenCV detektoru. Na tomto místě měl být původně použít mnou 
vytvořený detektor, ale kvůli špatným výsledkům jsem nakonec byl nucen použít detektor od 
OpenCV. Nalezené obličeje si ukládám do mnou vytvořené struktury, abych mohl zkontrolovat, zda 
se nachází na více snímcích za sebou. Pokud tomu tak je, předají se hranice obličeje k inicializaci 
TLD. Nová instance vznikne pouze tehdy, kdy v dané oblasti není žádné jiné aktivní TLD. Po procesu 
detekce přichází na řadu sledování a rozpoznání, které provádí knihovna OpenTLD. Každá aktivní 
instance je zpracována zvlášť a v případě odezvy dojde k jejímu vykreslení do výstupního obrazu. 
Zároveň dochází k detekci duchů (podkapitola 5.2.6) a k řešení tohoto problému. Poté co projdu 
všechny aktivní TLD, dochází ke zpracování i těch neaktivních, vždy však pouze jedné instance 
v rámci jednoho snímku. V určitých případech rovněž dochází k ošetření překrývajících se instancí. 
V průběhu běhu aplikace je použito několik struktur, které jsem si sám vytvořil a jsou 
k dispozici v souboru model.h. 
6.3 Ovládání aplikace 
Hlavní důraz při tvorbě aplikace byl kladen na její funkčnost a z toho důvodu jde pouze o konzolovou 
aplikaci s velmi jednoduchým ovládáním. Uživatel s ní komunikuje přes příkazový řádek. Pro překlad 
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zdrojových kódů je vytvořen dávkový soubor preklad.bat. Po přeložení vznikne spustitelný 
soubor DP.exe. V následující části popíšu všechny možnosti spuštění aplikace. 




a dojde tak ke zpracování živého vstupu z připojené kamery, což je hlavní funkce vytvořené aplikace 
na základě stanovených cílů. Uživateli se zobrazí okno s pořizovaným záznamem, ve kterém se 
nalezené obličeje zvýrazní modrým čtvercem. Aby bylo možné kontrolovat stálost identity pro každý 
obličej, je tento čtverec doplněn o ID číslo. Zpracování uživatel ukončí stisknutím klávesy Q. 
 Pokud chce uživatel zpracovat již existující videosoubory, spustí aplikaci: 
 
 > DP.exe –v 
 
V tomto případě se postupně zpracují všechny záznamy, které se nachází ve složce video. Kvůli 
pomalejšímu zpracování, než v případě vstupu z kamery, nedochází k přímému zobrazení výstupu, 
ale vznikají nové soubory pojmenované stejně jako vstupy a ukládají se do složky video_result. Při 
zadání příkazu: 
 
 > DP.exe –load adresář 
 
je možné zvolit složku, ze které se budou videa zpracovávat a při příkazu: 
 
 > DP.exe –file soubor 
 
vybrat samostatný soubor pro zpracování. 
 U všech dosud zmíněných variant dochází ke spuštění hlavní funkce aplikace, kdy jsou 
obličeje detekovány a zároveň rovněž rozpoznávány. Součástí aplikace je však i trénování 
klasifikátoru pro detekční metodu založenou na NPD příznacích. To lze provést příkazem: 
 
> DP.exe –c 
 
Pro natrénování klasifikátoru je potřeba mít k dispozici trénovací dataset, kdy vzorky obličejů jsou 
umístěny ve složce faces a obrázky pozadí ve složce images. Obě tyto sady jsou pak společně ve 
složce training_images. 
 Pro ukázku vytvořeného detektoru na základě natrénovaného klasifikátoru je možné aplikaci 
spustit následovně: 
 
 > DP.exe –d 
 
Detektor je spuštěn nad živým vstupem z kamery a výstup je opět průběžně zobrazován. Pro ukončení 
je opět potřeba stisknout klávesu Q. 
6.4 Omezení aplikace 
Vytvořená aplikace má dvě jednoduchá omezení. První z nich se týká formátu zpracovávaných videí, 
kdy jsou povolena pouze ta, která mají formát .avi. 
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Druhé se pak týká množství sledovaných obličejů v záznamu, kdy jsem musel stanovit hranici 
na maximálně pět aktivních TLD instancí a to z důvodu rychlosti aplikace. Protože se každá instance 
zpracovává zvlášť, dochází se zvyšujícím počtem tváří k poměrně výraznému zpomalení aplikace. 
Pokud je obličejů ve videu více, nebudou ty nad stanovenou hranici zpracovány. Pokud se nějaký 
obličej ze scény vytratí, je po nějaké době přesunut mezi neaktivní TLD a je tak možné vytvořit 
novou instanci při výskytu dalšího obličeje. 
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7 Testování aplikace 
Při vyhodnocování výsledků vytvořené aplikace jsem se rozhodl rozdělit testování do dvou částí. 
Stejně jako ve všech předchozích kapitolách jde nejprve o část zabývající se detekcí a až poté             
o samotné rozpoznání obličeje. V závěru kapitoly pak shrnu dosažené výsledky a provedu 
vyhodnocení celé aplikace. 
7.1 Test detektoru 
Testování detektoru obličejů jsem se rozhodl provést nad databází obrázků, protože vyhodnocení 
statických dat je mnohem jednodušší než v případě videa. Díky tomu můžu použít rozsáhlejší 
databázi a dosažené výsledky zjišťovat automaticky. 
Jako první v této části popíšu testovací sadu, kterou použiji pro vyhodnocení mnou navrženého 
detektoru založeném na NPD příznacích a rovněž také detektoru, který poskytuje knihovna OpenCV. 
Protože můj vytvořený detektor nedosahuje požadovaných výsledků, aby mohl být použit v rámci 
výsledné aplikace, zaměřil jsem se při porovnání na různé typy klasifikátorů, které může OpenCV ve 
svém detektoru použít. To hlavně z toho důvodu, abych mohl správně rozhodnout, který nejlépe 
poslouží pro zpracování vstupu z kamery, kde je potřeba velká rychlost a který postačí na práci s již 
existujícími videosoubory.   
7.1.1 Testovací sada 
Pro testování navrženého detektoru jsem se rozhodl použít jednu z databází, které byly použity           
i autory vybrané metody v článku [7]. Jde o FDDB databází, která obsahuje celkem 5.171 obličejů 
v 2.845 obrázcích. Tyto obličeje jsou velmi rozmanité, a proto se mi tato databáze jevila jako vhodná 
pro testování. Některé ze zachycených obličejů jsou ve špatném rozlišení, některé částečně překryté   
a samozřejmě také různě natočené. Mimo to mají i různou velikost. Jsou zde tedy všechny jevy, 
se kterými by se měl kvalitní detektor umět vypořádat. 
 Dalším klíčovým faktem pro výběr této databáze je fakt, že v přiložených textových 
souborech obsahuje informace o tom, kde se v jednotlivých obrázcích obličeje nacházejí, včetně 
jejich velikosti. To je velmi užitečné pro automatické vyhodnocení výsledků testování. 
7.1.2 Detektor využívající NPD příznaky 
Způsob jakým vyhodnocuji vytvořený detektor je velmi jednoduchý. Postupně si načítám obrázky 
z testovací databáze a aplikuji na ně detektor. Každý snímek je procházen řadou mnoha různě 
velikých oken a každé okno je vyhodnoceno natrénovaným klasifikátorem. Všechny okna prohlášené 
za obličeje si ukládám a pomocí funkce z knihovny OpenCV se následně zprůměrují. 
Z textového souboru popisující polohu obličejů v obrázcích FDDB databáze si zjistím a uložím 
souřadnice těchto obličejů a postupně je porovnávám s výstupy detektoru. Tento postup je aplikován 
na všechny obrázky databáze a zjišťuju, kolik obličejů bylo správně detekováno apod. To je následně 
vyjádřeno následujícími proměnnými: 
 
 True positives – vyjadřuje počet správně detekovaných obličejů 
 False negatives – skutečné obličeje, které však nebyly jako obličeje detekovány 
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 False positives – vzorky, které byly určeny jako obličej, ale ve skutečnosti patří do 
třídy pro pozadí 
 
Dosažené hodnoty jsou prezentovány pomocí tzv. ROC křivky, kde její jednotlivé body vyjadřují 
vztah mezi true positives a false positives. Detektor je pak vyhodnocen s několika různými parametry, 
které se spojí a vytvoří křivku. V tomto případě jsou různé parametry vyjádřeny různou velikostí 
prahu v poslední fázi kaskády v natrénovaném klasifikátoru. Detektor jsem testoval celkem dvakrát 
pro dva různě natrénované klasifikátory, kdy jsem jednou použil všech deset fází, tak jak to je 
popsáno v návrhu, a jednou jsem počet omezil na pouhých pět fází. Výsledné ROC křivky jsou vidět 
na grafu 7.1. 
 
 
Graf 7.1: ROC křivky pro dva různé klasifikátory. Červená s použitím 10 fází, modrá s 5 
Z křivky lze pozorovat, že vytvořený klasifikátor dosahuje velmi špatných výsledků, kdy se 
true positives pohybuje mezi 20 až 25 procenty, což znamená, že ze všech obličejů v databázi jich 
bylo správně detekováno pouze velmi málo a to navíc na úkor velkého počtu falešných detekcí.         
O něco lepších výsledků dosáhl detektor s použitím všech deseti fází při trénování klasifikátoru. 
Nízké hodnoty true positives při nízkých hodnotách prahu jsou zde dány především kvůli použití 
grupovací funkci, která sloučí mnoho detekovaných oblastí do jedné. Proto mnoho skutečných 
obličejů není detekováno. 
7.1.3 OpenCV detektor 
Vyhodnocení detektoru z knihovny OpenCV, zde mělo původně být pouze z důvodu srovnání s mnou 
vytvořeným detektorem. Protože však vytvořený detektor zdaleka nedosahuje požadovaných 
výsledků, je potřeba vybrat jinou variantu, která bude použita v rámci výsledné aplikace. 
Knihovna poskytuje několik natrénovaných klasifikátorů, které je možné pro detektor použít. 
Já sem si vybral dva založené na Haarových příznacích a jeden na metodě lokálních binárních vzorů. 
Jednotlivá vyhodnocení jsem prováděl podobně jako v předchozí podkapitole, kdy jsem pro 
klasifikátory zjišťoval proměnné TP, FP a FN. Každý klasifikátor jsem vyhodnotil vždy dvakrát 
s různou proměnnou scaleFacktor, která se uvádí u detekční funkce. Tato proměnná stanovuje, jak 
moc se mění velikost okna, kterým se snímek prochází. Toto porovnání je zde především proto, že 
jsem potřeboval najít nejrychlejší verzi detekce, která by přesto dosahovala dobrých výsledků, abych 
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ji mohl použít pro práci se vstupem z kamery. Výsledky vyhodnocení všech třech klasifikátorů jsou 















1.2 810,11 284,7 70,57 29,43 86 
1.3 450,97 158,5 66,39 33,61 41 
haarcascade_frontalface
_default 
1.2 496,66 174,6 71,61 28,39 363 
1.3 350,21 123,1 67,28 32,72 210 
lbpcascade_frontalface 
1.2 206,34 72,5 60,76 39,24 75 
1.3 145,63 51,2 52,12 47,88 25 
NPD detektor  258,54 90,1 21,74 78,26 2368 
Tabulka 7.1: Porovnání testovaných klasifikátorů 
 
Hodnoty true positives a false negatives jsou v tabulce uvedeny v poměru k celkovému počtu 
obličejů, které se nachází v FDDB databázi. False positives se klasicky uvádí v poměru ke všem 
vzorkům z druhé třídy, což by bylo v tomto případě pozadí. Bohužel zjistit, kolik se celkem takových 
oken v databázi nachází, je velmi obtížné. Proto jsem tuto proměnnou vyjádřil ve skutečném počtu. 
Časy zpracování byly počítány včetně načítání jednotlivých obrázků z databáze. 
 Z tabulky vyplývá, že nejrychlejší detekce bude dosaženo s použitím klasifikátoru založeném 
na LBP. I přes menší úspěšnost než u zbylých dvou klasifikátorů jsem se rozhodl jej použít pro 
detekci obličejů při vstupu z připojené kamery. Pro video jsem pak vybíral mezi zbylými dvěma        
a nakonec jsem se rozhodl použít variantu default se scaleFactorem 1.2, přestože má horší výsledky 
než verze alt, která je však až příliš pomalá. 
 V tabulce je přidán i výsledek vytvořeného klasifikátoru a bohužel se potvrzuje, že zaostává 
ve všech parametrech. Konkrétní porovnání detekce mojí metody s LBP klasifikátorem na jednom 
ze snímků databáze je vidět na obrázku 7.1. 
 
 
Obrázek 7.1: Porovnání mého klasifikátoru (vlevo) a LBP klasifikátoru (vpravo) 
7.2 Rozpoznání obličeje 
Po vyhodnocení detektoru a rozhodnutí, jaký klasifikátor použiju pro zpracování kamery a videa, je 
potřeba provést rovněž vyhodnocení celé výsledné aplikace. Protože je práce zaměřena především na 
práci se vstupem z kamery, rozhodl jsem se i testování provést především tímto způsobem. Pořídil 
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jsem si několik videí, které popíšu v další části práce a nad těmato jsem provedl dvojí zpracování. 
Jedno proběhlo hned v okamžiku pořízení, kdy jsem chtěl hlavně zjistit, jak počet různých obličejů 
ovlivňuje rychlost zpracování. Současně jsem si i vytvořil záznamy, které jsem později zpracoval jako 
již existující videa, kdy je použitý jiný typ klasifikátoru a taky se lehce liší i samotné zpracování ve 
srovnání s kamerou. 
7.2.1 Pořízení testovací sady 
Různých obrazových databází pro detekci a rozpoznání obličeje existuje celá řada, včetně jejich 
podrobné anotace. U sad pro testování na videu je situace o něco horší. Většina databází je určena 
především pro detekci obličeje a navíc nejsou často anotované. To by však příliš nevadilo, protože 
hlavní funkcí vytvořené aplikace je práce se živým vstupem z kamery, a proto jsem si vytvořil vlastní 
testovací sadu pomocí zabudované videokamery v notebooku a takto nahrávané videa jsem rovnou 
zpracovával. Pro natočení testovací sady jsem využil své známé a vzniklo mi tak celkem 30 videí, 
která byla pořízena ve dvou různých prostředí. První tvořila místnost s umělým osvětlením, kde 
kvalita záznamu byla do jisté míry omezená, druhé pak v místnosti s přirozeným světlem. Videa jsou 
rozdělena po 15 pro každé toto prostředí. V těchto 15 souborech z každé scény je pak zachycen různý 
počet lidí. V sedmi z nich je pouze jeden člověk a je zaměřeno na navázání identity po tom, co člověk 
ze scény odejde a následně se vrátí. V pěti z nich pak jde o dva obličeje v jedné scéně a ve třech 
případech o tři obličeje. Tito lidé ze scény různě odcházejí a je zkoumáno, zda se je podaří správně 
identifikovat. 
7.2.2 Výsledky testování 
Pořízená testovací sada 30 videí byla zpracována a vyhodnocena celkem dvakrát. Poprvé to bylo 
v době svého pořízení a podruhé znovu za použití jiného klasifikátoru pro detekci jako již existující 
videosoubory. V této části se však zaměřím na podrobný popis pouze v případě přímého zpracování, 
protože se oba způsoby dost podobaly a odlišnosti popíšu slovně v závěru této podkapitoly. K tomu 
rovněž přidám srovnání doby zpracování u obou těchto způsobů. 
U každého pořízeného videa jsem si zjistil dvě základní věci, a to počet snímku, ze kterého se 
toto video skládá a pak taky celkovou dobu zpracování. Následně jsem ručně zjišťoval, jak dlouho se 
každý obličej v daném záznamu vyskytuje. To jsem potřeboval vědět, abych mohl porovnat 
skutečnou dobu působení obličeje ve scéně s životností jemu přiřazenému TLD. Pro všechny TLD 
instance, které se v záznamu vyskytnou, jsem pak rozlišoval čas, kdy byly správně přiřazené od doby, 
kdy se nacházely mimo obličej. Vše je shrnuto v přehledných tabulkách a největší nepřesnosti 
následně okomentovány. 
 
Jako první zde vyhodnotím videa, kde se nachází pouze jedna osoba. Jde celkem o 14 videí 
z obou natáčecích prostředí. Člověk, který se ve scéně objevuje, vždy po nějaké chvíli zmizí a poté se 
navrátí zpět. Hlavní pozornost je zde věnována tomu, zda je obličej správně sledován a dochází 
k navázání správné identity. Všechna tato videa jsou zahrnuta do tabulek znázorněných na obrázku 
7.2. Hodnoty v tabulkách udávají počet snímků záznamu pro konkrétní dvojice obličeje a TLD 
instancí. V tabulce je také vždy jeden sloupec označen „mimo“, který znázorňuje počet snímků, kdy 
TLD nebylo přiřazeno žádnému obličeji, ale bylo vykresleno na výstup. U jména každého videa je 
uveden jeho celkový počet snímků. V levé tabulce jsou videa nasnímané pod umělým osvětlením       
a lze u nich celkově pozorovat větší počet snímků, kdy se TLD instance nachází mimo obličej. To je 
právě vlivem horší kvality záznamu, kdy takové prostředí více nahrává výskytu duchů. Vždy jde ale 
pouze o pár snímků, takže se dá říct, že je vše v pořádku. 
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Obrázek 7.2: Tabulky s vyhodnocením záznamů s výskytem jednoho obličeje 
 V tabulce jsou dále některá video označena zelenou barvou. Jde o takové záznamy, kde se 
počet vytvořených TLD instancí liší od počtu obličejů. V těchto konkrétních případech k tomu 
dochází v okamžiku, kdy se obličej vrací na scénu. Předtím, než se původní TLD stihne navázat, 
detektor obličej nalezne a vytvoří mu novou instanci. Ve všech případech však došlo během krátké 
chvíle k opětovnému přiřazení správné identity a nové TLD zaniká. Proto jsem taky zvolil zelenou 
barvu. 
 
 Po vyhodnocení záznamů s jedním obličejem pokračuji ke scénám, kde se vždy objevují dva 
lidé. Videí je celkem deset, po pěti pro každé prostředí. Výsledky opět prezentuju v tabulce, kde si lze 
udělat rychlý přehled o tom, jak výsledná aplikace pracuje – obrázek 7.3. 
 U všech záznamů lze opět pozorovat výskyt duchů, který ovšem vždy trvá poměrně krátkou 
dobu a nenarušuje tak výrazně zpracování videa. Zelenou barvou jsou označena ta videa, kde po 
návratu některého obličeje do scény došlo k vygenerování nové instance TLD, po pár snímcích však 
bylo přiřazeno správné TLD. Jistá změna je ovšem u videa číslo 25, kde lze vidět, že druhý obličej 
měl postupně celkem 3 identity, to bylo způsobeno dvojitým návratem na scénu. Pozitivní v tomto 
případě ovšem je, že se původní identita nakonec vrátila.  
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Obrázek 7.3: Tabulky s vyhodnocením záznamů s výskytem dvou obličejů 
 První výraznější chyba tak nastává až u videa 27. Zde dojde k situaci, kdy první obličej na 
sebe na chvíli naváže identitu druhého obličeje. První obličej však brzy dostane zpět svou původní     
a nastane překrytí dvou TLD. Protože TLD_1 nemá dostatečně dlouhou životnost, dojde přímo k jeho 
vymazání a druhému obličeji se tak po návratu vytvoří nová identita, která mu již zůstane. 
 
 Na úplný závěr je potřeba zpracovat zbývajících šest záznamů, po třech pro každou scénu. Ve 
videu se vždy objeví celkem tři lidé. Výsledky jsou opět k dispozici v tabulkách na obrázku 7.4. 
Nejprve jsou vidět tři videa ze scény s umělým světlem, kde je opět vše v pořádku až na drobné 
komplikace ve videu číslo 15. Nakonec však dochází k navázání správné identity. 
 U posledních tří záznamů je ale situace daleko složitější. Nejprve ve videu číslo 28, dochází 
k velmi krátkým životnostem prvních dvou TLD oproti skutečnému výskytu obličeje. Důvodem je to, 
že k inicializaci obou instanci došlo až po téměř 70 snímcích, což je způsobeno méně kvalitním 
klasifikátorem, který je použitý pro detekci při práci s kamerou. U videa 29 zase dojde 
k dlouhodobému zaseknutí TLD ve scéně, a protože má během této doby vysokou odezvu od 
trackeru, nelze jej prohlásit za ducha a zůstane tak ve scéně viset. U posledního videa se jednomu 
z obličejů při druhém návratu do scény vytvoří nová instance a ta mu zůstane až do ukončení videa. 
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Obrázek 7.4: Tabulky s vyhodnocením záznamů s výskytem tří obličejů 
 
 Všechna uvedená porovnání jsem provedl rovněž pro výstupy, kdy jsem zpracoval již 
vytvořené záznamy. Hlavním rozdílem od práce v reálném čase je použitý klasifikátor ve fázi 
detekce. Ten je zde o něco přesnější a tak zde lze pozorovat určité rozdíly. Prvním z nich je, že netrvá 
tak dlouho, než dojde k prvotní inicializaci vyskytujících se tváří. To bylo patrné především u videa 
číslo 28, kdy byly instance pro oba obličeje vytvořeny téměř okamžitě. S lepším detektorem však 
docházelo k tomu, že celkově bylo více použitých TLD, Po návratu obličeje do scény totiž stihl 
detektor tento obličej detekovat dříve, než se na něj navázala jeho TLD. Ve většině případů však 
nakonec došlo ke správnému přidělení identity. Na závěr této podkapitoly porovnám rychlost 
zpracování u obou použitých typů. V tabulce na obrázku 7.5 je vždy zaznamenán průměrný počet 
snímků zpracovaných za jednu sekundu při různém počtu vyskytujících se obličejů. 
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Obrázek 7.5: Průměrná rychlost zpracování ve snímcích za sekundu 
 
7.3 Vyhodnocení 
V části zabývající se testováním detektoru je velkým zklamáním výsledek, jehož bylo dosaženo 
vytvořeným detektorem. Ten tak nelze zahrnout do výsledné aplikace, což je škoda vzhledem k času, 
který jsem nad ním strávil. V případě další práce na něm je potřeba odhalit, kde dochází k chybě, 
případně jej celý zahodit a naimplementovat znovu. 
Z porovnání různých klasifikátorů poskytnutých knihovnou OpenCV dopadl nejlépe ten, který 
využívá příznaky získané metodou lokálních binárních vzorů. Pracuje dostatečně rychle a i přesto, že 
dosahuje nejmenší hodnoty true positives, je použit ve výsledné aplikaci pro práci s kamerou. 
Dosahuje totiž velmi malého počtu falešných detekcí. 
Co se týče dosažených výsledků celé aplikace na pořízené testovací sadě, jeví se rozpoznávač 
jako úspěšný. Objeví se sice situace, kdy se obličeji přiřadí nová identita, ve většině případů však 
dojde k navázání té původní. Jediná větší nepříjemnost je výskyt duchů v obraze, kdy TLD chvíli 
trvá, než se po ztrátě obličeje přestane zobrazovat. Vždy však jde pouze o pár snímků, což se dá ve 
výsledné aplikaci tolerovat. Výsledky testování lze kromě uvedených tabulek také pozorovat přímo 
na videích, kde jsou jednotlivé obličeje zvýrazněny a mají přiděleno své ID číslo. Tato videa se 
nacházejí na přiloženém DVD a je jich celkem 60, tedy kompletní testovací sada zpracována nejprve 
kamerou při jejich pořizování a poté jako již existující soubory. 
Rychlost aplikace je dost závislá na počtu aktivních TLD instancí, což lze vidět i z tabulky 
umístěné na konci předchozí podkapitoly. Tato rychlost je důležitá především pro práci s kamerou     
a pozitivním může být to, že v kombinaci s omezením počtu aktivních TLD lze aplikaci použít pro 





Cílem této diplomové práce bylo nejprve prostudovat možné přístupy k detekci a rozpoznání objektů 
a na základě nasbíraných vědomostí navrhnout a vytvořit aplikaci, která by ve videu dokázala 
rozpoznávat obličeje. Z tohoto důvodu se v úvodní části této práce věnuji popisu možných metod 
použitelných nejprve pro detekci objektů a posléze i k jejich rozpoznávání. Záměrem bylo vytvořit 
vlastní detektor, který by byl dostatečně robustní a zvládl by detekovat mimo jiné i různě natočené 
obličeje. Tyto požadavky splňovala metoda založená na tzv. NPD příznacích. Výstup detektoru měl 
být předán dál, k dalšímu zpracování, kdy by byly všechny nalezené obličeje v obraze sledovány        
a zároveň správně rozpoznávány. Metody, které byly k dosažení těchto cílů vybrány, jsou popsány 
hned za obecným přehledem. V dalších částech pak pokračuje jejich návrh a implementace. 
 Po dokončení práce na detektoru bohužel došlo k situaci, kdy jeho výsledky byly natolik 
špatné, že jej nebylo možné pro vytvářenou aplikaci použít. Proto jsem musel hledat náhradní řešení, 
které se nakonec objevilo v detektoru nabízeném knihovnou OpenCV. Tento detektor dokáže dobře 
detekovat pouze čelně natočené obličeje, přesto se jeho použití ukázalo jako spolehlivé. Výsledná 
aplikace byla otestována na pořízené testovací sadě a dosažené výsledky prezentovány v závěru této 
práce. 
 V rámci této diplomové práce tak vznikla aplikace, která je především určena pro zpracování 
vstupu z připojené kamery a je tak schopna vyhodnocovat vstupní snímky v reálném čase. 
Samozřejmě ji lze použít i pro zpracování již existujícího videa. Obličeje, které jsou ve scéně 
zachyceny, jsou na výstupu zvýrazněny a každému je přiřazeno vlastní ID číslo, které má po celou 
dobu výskytu ve scéně. 
 V rámci další práce na aplikaci by bylo možné vylepšit vytvořený detektor, případně 
navrhnout nový. Ten by se pak mohl použít místo toho současného a mohlo by tím dojít k vylepšení 
funkčnosti celé aplikace. Co se týče fáze rozpoznání, zajímavě se jeví možnost vytváření offline 
databáze, která by se pak dala použít při opětovném spuštění aplikace. V současném stavu dochází 
k rozpoznání obličejů, které se ve scéně objeví v době běhu programu. Aplikace tak nemá paměť na 
svá předchozí spuštění. Pro každý obličej by se vytvořil model, který by se po ukončení běhu 
programu uložil, a při opětovném spuštění aplikace by došlo k nahrání všech těchto modelů. Musela 
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Obsah přiloženého DVD: 
 
 Zdrojové soubory 
 Knihovny potřebné pro překlad a běh aplikace 
 Spustitelná aplikace pro Windows 
 Trénovací sada pro klasifikátor 
 Testovací sada pro detektor 
 Testovací sada 
 Ukázky činnosti aplikace 
 Manuál k ovládání aplikace 
 Text technické zprávy ve formátu .pdf a .docx 
 
