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Abstract
In this study, a coarse-graining framework for discrete models is formulated on
the basis of multiscale homogenization. The discrete model considered in this
paper is the Lattice Discrete Particle Model (LDPM), which simulates concrete at
the level of coarse aggregate pieces. In LDPM, the size of the aggregate particles
follows the actual particle size distribution that is used in experiment to produce
concrete specimens. Consequently, modeling large structural systems entirely with
LDPM leads to a tremendous number of degrees of freedom and is not feasible
with the currently available computational resources. To overcome this limitation,
this paper proposes the formulation of a coarse-grained model obtained by (1)
increasing the actual size of the particles in the fine-scale model by a specific
coarsening factor and (2) calibrating the parameters of the coarse grained model
by best fitting the macroscopic, average response of the coarse grained model to
the corresponding fine scale one for different loading conditions. A Representative
Volume Element (RVE) of LDPM is employed to obtain the macroscopic response
of the fine scale and coarse grained models through a homogenization procedure.
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Accuracy and efficiency of the developed coarse graining method is verified by
comparing the response of fine scale and coarse grained simulations of several
reinforced concrete structural systems in terms of both accuracy of the results and
computational cost.
Keywords: Coarse-graining, parameter identification, multi-scale,
homogenization, concrete, fracture, lattice model, particle model
1. Introduction
Cementitious composites materials, such as concrete, are widely used in en-
gineering applications. These materials are heterogeneous, are characterized by
quasi-brittle mechanical behavior, and their mechanical response is strongly influ-
enced by various phenomena such as crack initiation and propagation, interaction
and coalescence of distributed micro-cracks into a localized macro crack, exis-
tence of confining pressure, and crack bridging effect of fibers. These phenomena
occur at different spatial scales ranging from atomistic scale (∼ 10−10 m) to the
structural scale (∼ 101 m). Several micro-, meso-, and macro-scale constitutive
models have been developed to simulate this complex behavior at various scales.
Most of the developed models are based on continuum mechanics which neglect
the complex internal structure of the material, They are well suited to capture the
global response of a structure, when inelastic behavior is distributed over a large
volume of material. However, these models become inaccurate for complex load-
ing conditions in which macroscopic mechanical behavior is heavily influenced by
material heterogeneity and damage localization.
Mini-scale models were proposed by several authors including Wittmann and
coworkers [1] in 2D and Carol and coworkers [2, 3, 4] in 3D. They used the
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finite element method to discretize coarse aggregate pieces, mortar matrix, and
aggregate-matrix interface. As an alternative to the use of continuum approaches,
Schlangen modeled concrete through a discrete system of beams (lattice elements)
[5]. In his approach, lattice meshes were used to create the internal structure
of concrete, in which different material properties were assigned to the lattice
elements corresponding to the various components such as matrix, aggregate,
and interface. Bolander and co-workers [6, 7] formulated a discrete mini-scale
model based on the interaction between rigid polyhedral particles constructed
through the Voronoi tessellation of the domain. Similar approach was employed
by Nagai et al. [8] to simulate mortar and concrete in a 2D setting. Mini-scale
models provide realistic simulations of concrete cracking, coalescence of several
distributed cracks into a localized one, and fracture propagation. However, these
models tend to be computationally intensive even to simulate laboratory test, and
for 3D modeling which is necessary to capture correctly compressive failure and
confinement effects.
The effect of the material internal structure on the macroscopic behavior can be
analyzed efficiently by meso-scale model employing particle models in which only
coarse aggregate pieces are simulated, and each particle corresponds to a single
aggregate. This approach was applied successfully to geomaterials [9, 10] as well
as concrete [11, 12, 13]. Meso-scale models reduce considerably the size of the
numerical problem, while they can capture the fundamental aspects of material
heterogeneity along with damage localization and fracture processes even in the
case of three-dimensional complex fracture phenomena.
Building upon earlier developments [12, 14], Cusatis and coworkers developed
an efficient mesoscale model for the simulation of concrete: the so-called Lattice
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Discrete Particle Model (LDPM) [15, 16]. LDPM simulates concrete internal
structure by modeling coarse aggregate pieces and approximating their interaction
through the interaction of rigid polyhedral cells. LDPM successfully simulate
concrete mechanical behavior by employing meso-scale constitutive relationships
in which three major failue mechanisms are taken into account: fracture and cohe-
sion in tension; compaction and pore collapse under compression; and frictional
behavior in shear. LDPM provides a computationally efficient framework, which
is able to model most aspects of concrete behavior such as uniaxial, biaxial, and
triaxial responses.
Although the meso-scale modeling of various experiments on laboratory size
concrete specimen has been performed successfully by particle models [16], nu-
merical simulation of real size engineering structures using meso-scale models
is impractical even with the use of parallel computing techniques. For instance,
a concrete cylindrical specimen of 150 mm diameter and 300 mm height with
maximum aggregate size of 10 mm simulated with LDPM includes approximately
8,500 particles. This yields to 51,000 degrees of freedom, given that each node
has 6 degrees of freedom. This clearly shows that the simulation of large concrete
structures using LDPM is demanding computationally, as it requires solving a com-
putational system characterized by billions of degrees of freedom [17]. Therefore,
during the past few decades, researchers have developed multiscale computational
methods, by which numerical simulation of large engineering problems is feasible
within a reasonale amount of computational cost.
Among various multiscale models, computational multiscale homogenization
methods have been extensively studied and sucessfully employed for the simulation
of different heterogeneous materials. Multiscale homogenization method is a
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hierarchical approach, in which at least two scales of problem are considered
simultaneously. At the lower scale, the heterogeneous structure of the material
is simulated explicitly in a certain volume, the so-called Representative Volume
Element (RVE), which carries a complete information of the internal structure [18,
19, 20, 21]. At the macro-scale, the material is considered to be homogeneous, and
during the analysis information flows between the two scales [22, 19, 23]. In this
approach, the macroscopic material domain is discretized by finite elements, and a
single RVE is assigned to each Gauss point of the macroscopic finite elements. At
each computational step, strains at macro-level are imposed as essential boundary
conditions to the corresponding RVE, and the solution of the RVE boundary
value problem is then averaged for the calculation of the associated macroscopic
stress tensor. The Asymptotic Expansion Homogenization (AEH) is a similar
but mathematically more rigorous and it exploits the asymptotic expansion of the
displacement field considering a length scale parameter representing the ratio of
the material heterogeneity length scale to the macroscopic one [24, 25]. Fish
et al. [26] presented a generalized formulation for this approach and introduced
the Generalized Mathematical Homogenization (GMH) for the homogenization
of atomistic systems. Based on GMH, Rezakhani and Cusatis [27, 28] derived
a homogenization scheme for discrete models featuring both translational and
rotational degrees of freedom.
Coarse Graining (CG) methods are another class of multiscale methods for
reducing the computational cost of discrete Fine Scale (FS) models. The method is
based on converting a model with large number of degrees of freedom into a model
with a reduced number of degrees of freedom but with the same mathematical
and computational structure. The computational gain of CG is two fold: (1)
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the decrease of the number of degrees of freedom leads to fewer calculations
per time step, and (2) the increase of the spatial resolution of the system allows
larger stable time step in explicit solvers [29]. CG is widely used in the field
of atomistic simulations and molecular dynamics [30, 31]. CG models can be
formulated relatively easily for homogeneous atomistic systems, consisting of a
repetitive structure. Furthermore, heterogeneous atomistic models for materials
such as protein-based materials, can be coarse grained if they are homogeneous
at the meso-scale, which means that the local effects are negligible and they
produce nearly homogeneous global behaviors [32]. There is a wide literature
relevant to coarse-graining methods to which the reader is referred to for additional
information [33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43].
In the study presented in this paper, multiscale homogenization and coarse-
graining are combined, and a Homogenization Coarse Graining (HCG) framework
is presented. The homogenization algorithm recently developed by Rezakhani and
Cusatis [27, 28] is employed to obtain the effective response of the FS model
with actual particle size as well as the CG model with enlarged particles. These
effective responses of the FS andCGRVEs are then used by an automatic parameter
identification technique based on the nonlinear least square method to calibrate
the CG LDPM parameters. Finally, several numerical examples are performed by
the both full FS LDPM and the CG LDPM to verify accuracy and effectiveness of
the developed framework.
2. The Lattice Discrete Particle Model (LDPM)
Starting from the concrete mix design (cement content, c; water-to-cement
ratio, w/c; and aggregate-to-cement ratio, a/c. LDPM constructs the geometrical
6
representation of concrete meso-structure through the following steps: (1) The
coarse aggregate pieces, whose shapes are assumed to be spherical, are introduced
into the concrete volume by a try-and-reject random procedure. Aggregate diame-
ters are determined by sampling an aggregate size distribution function consistent
with a Fuller sieve curve: F(d) = (d/da)n, where d = particle diameter, da =max-
imum aggregate size. For computational reasons, the Fuller curve is truncated with
a certain minimum aggregate size, d0, which defines the resolution of the model.
The aggregate distribution in a dogbone specimen obtained with this procedure is
depicted in Fig. 1a. (2) Zero-radius aggregate pieces (nodes) are placed over the
external surfaces to facilitate the application of boundary conditions. (3) Delaunay
tetrahedralization of the generated aggregate centers and a dual three-dimensional
domain tessellation (not identical to the Voronoi tessellation) are carried out to
obtain a network of triangular facets as shown in Fig. 1b. For each particle, com-
bining the relevant tessellation portions from all Delaunay tetrahedral connected
to the same node, one obtains a corresponding polyhedral cell which encloses
the spherical aggregate. Figure 1c depicts the portion of the tetrahedral element
related to a generic aggregate particle. Two adjacent polyhedral cells interacting
through shared triangular facets are depicted in Fig. 1d. The triangular facets,
on which strain and stress quantities are defined in vectorial form, are assumed
to be the potential material failure locations. Figure 1e presents the polyhedral
cell representation of the dogbone specimen shown in Fig. 1a. It is worth point-
ing out that the spherical aggregate particles are generated to build the discrete
system resembling concrete real meso-structure but they are not directly used in
the numerical solution procedure. Instead, the centroid of the spherical particles,
called “node”, and the associated polyhedral cells, called simply “cells”, are the
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of cement, qw = 1000 kg/m3 is the mass density of water, and
vair is the volume fraction of entrapped or entrained air (typi-
cally 3–4%);
2. Compute the volume fraction of simulated aggregate as
va0 ¼ ½1# Fðd0Þ&va ¼ ½1# ðd0=daÞnF &va;
3. Compute the total volume of simulated aggregate as Va0 = va0V;
4. Compute particle diameters by sampling the cdf in Eq. (2) by a
random number generator: di ¼ d0½1# Pi 1# dq0=dqa
! "&#1=q, where
Pi is a sequence of random numbers between 0 and 1. Fig. 1a
shows a graphical representation of the particle diameter selec-
tion procedure.
5. For each newly generated particle in the sequence, check that
the total volume of generated particles eV a0 ¼Pi pd3i =6# $ does
not exceed Va0. When, for the first time, eVa0 > Va0 occurs, the
current generated particle is discarded, and the particle gener-
ation is stopped.
Fig. 1b shows the comparison between the theoretical sieve
curve (solid line) and the computational sieve curve (circles), ob-
tained through the procedure highlighted above for the generation
of a 100-mm-side cube of concrete characterized by c = 300 kg/m3,
w/c = 0.5, nF = 0.5, d0 = 4 mm, and da = 8 mm.
In order to simulate the external surfaces of the specimen vol-
ume, the generated particles are augmented with zero-diameter
particles (nodes). Assuming that the external surfaces of the spec-
imen volume can be described through sets of vertexes, edges, and
polyhedral faces, one node for each vertex is first added to the par-
ticle list. Then, Ne = INT(Le/hs) and Np ¼ INT Ap=h2s
# $
(where the
operator INT(x) extracts the integer part of the argument x) nodes
are associated with each edge e and polyhedral face p, respectively.
Le is the length of a generic surface edge, Ap is the area of a generic
surface polyhedron, and the average surface mesh size hs is chosen
such that the resolution of the discretization on the surface is com-
parable to the one inside the specimen. Numerical experiments
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Fig. 1. (a) Probability distribution function for particle size generation; (b) theoretical (solid curve) and numerical (circles) sieve curve; (c) particle system for a typical dog-
bone specimen; (d) tetrahedralization for a typical dog-bone specimen; (e) tessellation of a typical LDPM tetrahedron connecting four adjacent particles; (f) edge-point
definition; (g) face-point definition; (h) tet-point definition; and (i) LDPM cells for two adjacent aggregate particle.
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Fig. 1. (a) Spherical aggregate distribution in a dogbone specimen. (b) LDPM tetrahedron
connec ing four adjace t aggregate p rticles and its associated tessellation. (c) Tetrahedron portion
associated with aggregate PI . (d) Two adjacent LDPM polyhedral cells enclosing the associated
aggregate pieces. (e) Polyhedral cell representation of a dogbone specimen.
geometrical units that are employed in the numerical analysis. In this paper nodes
and cells will be symbolized with PI and CI , respectively, with I = 1, ..., N , N =
total number of aggregate particles.
Reference [15] provides detailed discussion of the algorithms used for the gen-
eration and the placement of the particle system as well as the adopted tessellation.
Three sets of equations are necessary to complete the discrete model frame-
work: definition of strain vector on each facet, constitutive equations which relate
facet stress vector to facet strain vector, and cell equilibrium equations.
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2.1. Facet strain definition
Rigid body kinematics is employed to describe the deformation of the lat-
tice/cell system, and the displacement jump, nuoI J , at the centroid of a generic
facet shared by two adjacent nodes PI and PJ (see Fig. 1b) is used to define
measures of strain as
β = r−1nuoI J · eI Jβ = r−1
(
UJ +ΘJ × cJ − UI −ΘI × cI
)
· eI Jβ (1)
where β = N,M, L. The strain definition in Eq. 1 is valid under the assumption
of small strains, small displacements, and small rotations. In Eq. 1 and in the
remainder of the paper, the double subscript I J is included only for quantities that
change sign upon change in the I and J order: for examples, eI Jβ = −eJIβ . To
avoid shear locking phenomena [15], Eq. 1 is written with reference to the facet
projected orthogonally to the line connecting the two relevant aggregate particles
as opposed to the original facet. Furthermore, it is worth pointing out that the
strain definition in Eq. 1 is consistent with the projection on the projected facet
orientations of the classical strain tensor [44, 45, 46].
In Eq. 1, N is the facet normal strain component; M and L are the facet
tangential strain components; r = |xI J |, xI J = xJ − xI is the vector connecting the
nodes PI and PJ ; eI Jβ are unit vectors defining a facet local Cartesian system of
reference such that eI JN is orthogonal to the projected facet and r−1eI JN · xI J = 1,
eI JM and eI JL are tangential to the projected facet; cI and cJ are vectors connecting
the two nodes I and J, respectively, to the centroid of the facet, see Fig. 1b and c
for the visualization of these geometrical entities; UI , UJ = displacement vectors
of node PI and PJ ; ΘI , ΘJ = rotation vectors of node PI and PJ .
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2.2. Facet vectorial constitutive equations
Next, a vectorial constitutive law governing the behavior of the material is
imposed at the centroid of each facet. In the elastic regime, the normal and
shear stresses are proportional to the corresponding strains: tN = ENN ; tM =
ETM ; tL = ETL , where EN = E0; ET = αE0; E0 = effective normalmodulus; α =
shear-normal coupling parameter. For stresses and strains beyond the elastic limit,
concrete mesoscale nonlinear phenomena are characterized by three mechanisms:
(a) mesoscale mixed-mode fracture; (b) pore collapse and material densification;
and (c) mesoscale frictional behavior. The corresponding facet level vectorial
constitutive equations are briefly described below.
2.2.1. Mesoscale fracture and cohesion due to tension and tension-shear
For tensile loading (N > 0), the fracturing behavior is formulated [12, 47]
through an effective strain,  = [2N + α(2M + 2L)]1/2, and effective stress, t =
[t2N+(t2M+t2L)/α]1/2, which are used to define the facet normal and shear stresses as
tN = N (t/); tM = αM(t/); tL = αL(t/). The effective stress t is incrementally
elastic (Ût = E0 Û) and must satisfy the inequality 0 ≤ t ≤ σbt(, ω) where
σbt = σ0(ω) exp
[
−H0(ω) 〈max − 0(ω)〉
σ0(ω)
]
(2)
in which 〈x〉 = max{x, 0}; 0(ω) = σ0(ω)/E0; tan(ω) = N/√αT = tN√α/tT in
which T = (2M + 2L)1/2 and tT = (t2M + t2L)1/2. The symbol ω is the variable
that defines the degree of interaction between shear and normal loading; max =
(2N,max +α2T,max)1/2 is a history dependent variable and max =  in the absence of
unloading. The post peak softening modulus is defined as H0(ω) = Ht(2ω/pi)nt ,
where nt = 0.2 is the softening exponent, Ht is the softening modulus in pure
tension (ω = pi/2) expressed as Ht = 2E0/(`t/r − 1) [48]; `t = 2E0Gt/σ2t ; σt
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is the mesoscale tensile strength; and Gt is the mesoscale fracture energy. This
formulation provides a smooth transition between pure tension and pure shear
(ω = 0) with a parabolic variation for strength given by σ0(ω) = σtr2st[− sin(ω) +
(sin2(ω) + 4α cos2(ω)/r2st)−1/2]/[2α cos2(ω)], where rst = σs/σt is the mesoscale
shear to tensile strength ratio.
2.2.2. Pore collapse, compaction, and frictional behavior in compression
For compression (N < 0) the constitutive equations simulate pore collapse,
compaction, and frictional behavior in compression. Normal stresses for com-
pressive loading are computed through the inequality −σbc(D, V ) ≤ tN ≤ 0,
where σbc is a strain-dependent boundary, function of the element volumetric
strain, V , and the facet deviatoric strain, D = N − V . The volumetric strain
is computed by the volume variation of the LDPM tetrahedron as V = ∆V/3V0
and is assumed to be constant for all facets belonging to a given tetrahedron. For
−σbc(D, V ) < tN < 0 the behavior is incrementally elastic: ÛtN = EN ÛN .
Beyond the elastic limit,−σbcmodels pore collapse and compaction/rehardening.
σbc is defined as follows:
σbc =

σc0 for −V ≤ 0
σc0 + Hc〈−V − c0〉 for 0 ≤ −V ≤ c0
σc1 exp [Hc(−V − c1)/σc1] otherwise
(3)
σc0 is the mesoscale compressive yielding stress, c0 = σc0/E0 is the compaction
strain at the beginning of pore collapse, c1 = κc0c0 is the compaction strain when
rehardening begins,σc1 = σc0+Hc(c1−c0),Hc = Hc1+(Hc0 − Hc1) /(1 + 5〈rDV − 1〉),
and rDV = |D |/(V0 − V ) for V ≤ 0 and rDV = |D |/V0 for V > 0, V0 = 0.1c0,
Hc1 = 0.1E0. κc0, and Hc0 are assumed to be material parameters [49].
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The incremental shear stresses are computed by means of a non-associative
plastic constitutive equation as ÛtM = ET ( ÛM − Û pM) and ÛtL = ET ( ÛL − Û pL); Û pM =
Û pL = 0 in the elastic regime, ϕ(σN, σM, σL) < 0; Û pM = Ûλ∂ψ/∂tM , Û pL = Ûλ∂ψ/∂tL
during plastic flow, ϕ(tN, tM, tL) = 0. ϕ(tN, tM, tL) is the yielding surface, λ is the
plastic multiplier, and ψ(tM, tL) = ψ0(t2M + t2L)1/2 is the plastic potential.
The yielding surface is defined as
ϕ =
(
t2M + t
2
L
)1/2 − σs − µ0σN0 [1 − exp ( tN
σN0
)]
(4)
where σN0 is the transitional normal stress; and µ0 is the internal friction coeffi-
cient.
For additional details on the constitutive equations the reader may want to
consult previous LDPM work [15, 16, 49, 50].
2.3. Cell equilibrium equations
Finally, the governing equations of the LDPM framework are completed
through the equilibrium equations of each individual cell CI , which read∑
F I
AtI J + V Ib0 = 0;
∑
F I
AcI × tI J = 0 (5)
where F I is the set of facets that form the cell CI ; A is the area of the projected
facet; V I is the volume of the cell ; b0 is the body force vector (assumed to be
uniform over the volume); tI J = tαeI Jα = tNeI JN + tMeI JM + tLeI JL is the resultant stress
vector applied on each triangular facet.
LDPM is implemented in the computational software MARS [51] and has
been used successfully to simulate concrete behavior in different types of labo-
ratory experiments [16]. Furthermore, LDPM has shown superior capabilities in
modeling concrete behavior under dynamic loading [50, 52], Alkali Silica Reaction
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(ASR) deterioration [53, 54, 55], failure, and fracture of fiber-reinforced concrete
[56, 57, 58]. Finally, LDPM was used successfully to simulate ultra-high perfor-
mance [59, 60], waterless concrete [61], fiber reinforced polymer (FRP) confined
concrete [49], rocks [62, 63], and to build reduced-order models of failure [64].
2.4. Identification of model parameters
LDPM depends on a number of model parameters that need to be identified
by fitting experimental data relevant to the specific concrete to be simulated. The
identification can be performed with the following sequence
1. E0 and α are identified on the basis experimental data relevant to the elastic
behavior or with estimates of macroscopic elastic modulus and Poisson ratio.
For α = 0.25 one obtains the usual Poisson’s ratio of 0.18. This value will
be used in the rest of the paper
2. σt and `t are identified with experimental data relevant to tensile fracture
such as, e.g., three-point bending tests, splitting (Brazilian) tests, and mod-
ulus of rupture tests, or with estimates of macroscopic tensile strength and
macroscopic fracture energy.
3. σc0, κc0, and Hc0 are identified with experimental data relevant to the be-
havior of concrete under hydrostatic compression. In absence of specific
experimental data the following values can be used for normal strength
concrete σc0 = 100MPa, κc0 = 4.0 and Hc0 = 0.4E0 .
4. σs (or, equivalently, rst = σs/σt), µ0, and σN0 are identified with ex-
perimental data relevant to triaxial compression tests. If only unconfined
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compression strength is available, the identification can be restricted to σs
and the values µ0 = 0.2, and σN0 = 600MPa can be used.
3. Asymptotic Expansion Homogenization
The homogenization technique formulated by Rezakhani and Cusatis [27] is
employed in this study to calculate the mechanical response of a Representative
Volume Element of LDPM.
Let us consider two macroscopic coordinate systems, X and x, that define
the position of the centroid of a generic LDPM RVE and the position within the
RVE, respectively (Fig. 1e); in addition let us consider a meso-scale coordinate
system y. In X and x, the material is considered homogeneous and all the material
heterogeneity is only visible in y. Thanks to the separation of scales hypothesis
one can write x = ηy where η is a very small positive scalar, 0 < η << 1. It is
worth noting that, for the separation of scales to hold the RVE size and the LDPM
cell size should be much smaller than the size of the sample. For the sake of
representation clarity, however, Fig. 1e violates such requirements.
3.1. Asymptotic expansion
For discrete particulate systems such LDPM the asymptotic expansion of the
problem variables can be obtained by assuming the existence of two multiscale
fields, u(x, y) and θ(x, y), that coincide with displacements and rotations of a
generic node PI when evaluated for x = xI and y = yI : UI = u(xI, yI) and
ΘI = θ(x I, y I). These fields can be approximated with the following asymptotic
expansions
u(x, y) ≈ u0(x, y) + ηu1(x, y) (6)
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θ(x, y) ≈ η−1ω0(x, y) + ϕ0(x, y) + ω1(x, y) + ηϕ1(x, y) (7)
where second order terms and higher are neglected; u0(x, y), and u1(x, y) are the
coarse- and fine-scale displacement vectors, respectively, which are continuous
functions with respect to x and discrete y. In addition, since the rotation field
can be always imagined as the curl of an appropriate displacement vector, it is
simple to show [27] that ω0, ω1 are fine-scale rotations whereas ϕ0 and ϕ1 are
coarse-scale rotations.
By introducing the asymptotic expansions of displacements and rotations Eq.
1 and accounting for the rigid body motion of the RVE [27], one obtains the
asymptotic expansion of the facet strains in the form
α = 
0
α + η
1
α (8)
in which, by neglecting the effect of macroscopic curvatures [27], one has
0α = r
−1nu1oI J · eI Jα + Sα ⊗ ε + Aα ⊗ ξ =  fα +  cα + ξcα (9)
The zero-order facet strains, 0α, are composed of three terms: the first, 
f
α , are
the fine-scale facet strains; the second and third,  cα and ξcα, are the projections of
the coarse-scale symmetric strain tensor, ε, components εi j = (u0j,i + u0i, j)/2, and
the coarse-scale anti-symmetric strain tensor, ξ, components ξi j = (u0j,i − u0i, j)/2 −
vi j kω
0
k . The tensor vi j k is the Levi-Civita permutation symbol and the projection
operators, Sα and Aα, have components defined as Sαi j = (eI JNieI Jα j + eI JN jeI Jαi )/2 and
Aαi j = (eI JNieI Jα j − eI JN jeI Jαi )/2. It is worth pointing out that the fine-scale strain  fα
does not coincide with the first order facet strains, 1α, whose derivation is reported
in Ref. [27].
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3.2. Multiscale equilibrium equations
By using the asymptotic expansion of the facet strains, one can obtain the
asymptotic expansion of the facet stress tractions, which, along with Eq. 5, allows
the derivation of equilibrium equations of order zero (the RVE problem) and of
order one (the coarse-scale or macroscopic problem).
The RVE equilibrium equations read∑
FI
A t0αeI Jα = 0
∑
FI
A
(
cI × t0αeI Jα
)
= 0 (10)
where the zero order stress tractions t0α are computed through the constitutive
equations reported earlier and with reference to the strains 0α. Equation 9 can be
also rewritten as 0α = 
f
α −(− cα− ξcα)which interprets the projection of the coarse-
scale strains (with negative sign) as facet eigenstrains driving the RVE problem.
Solution of the RVE equilibrium equations under periodic boundary conditions
yields the zero order traction, t0α, which permit the calculation of the coarse-scale,
symmetric and anti-symmetric stress tensors:
σ =
1
2V0
∑
I
∑
FI
Art0αSα and τ =
1
2V0
∑
I
∑
FI
Art0αAα (11)
where V0 is the RVE volume. The homogenization procedure provides also the
coarse-scale couple tensor, which, however, it was shown to be negligible for the
case of LDPM-based constitutive equations [63].
Finally, averaging the order one equilibrium equations leads to the coarse-scale
equilibrium equations [27], which read
∇T · σ + b = 0 and τ = 0 (12)
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Since the antisymmetric stress tensor and the couple tensor are zero, the
antisymmetric strain tensor must be zero as well: ξ = 0. This allows performing
the numerical implementation of the LDPM homogenization framework without
coarse-scale rotational degrees of freedom and with standard displacement-based
finite elements. In this study linear tetrahedral elements are employed.
4. Formulation of the Coarse Graining Scheme
The first step of the CG procedure is the selection of a coarsening factor kC
which provides an appropriate balance between the desired solution accuracy and
a reduced computational cost. In the CG system minimum and maximum particle
sizes are defined as dC0 = kCd0 and d
C
a = kCda. Figure 2 shows the comparison of
FS and CG LDPM particle and cell distributions in one RVE of characteristic size
D and for kC = 2.5.
If kC is not excessively large, one can assume that the functional form of the
constitutive equations in the coarse system is the same as in the original one. In
this case the CG procedure can be reduced to the identification of the parameters
of the coarse system. In this study, such identification is carried out with reference
to the macroscopic, homogenized response of a certain RVE of material.
For a given set of theLDPMparametersp = [E0 ασt `t σc0 κc0 Hc0 σs µ0 σN0]T;
a certain size of the RVE, D; and for a generic loading condition the LDPM ho-
mogenized response can be computed. One can write
σ − fD(ε, p) = 0 (13)
where fD(·) represents the homogenized response for an RVE of size D and it can
only be calculated numerically. For a loading history defined in term of strains
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Radius [mm] Radius [mm] 
10 
5 
9 
8 
7 
6 
12.5 
25 
15 
17.5 
22.5 
20 
(a) (b) 
(c) (d) 
Fig. 2. Particle representation of a generic (a) fine and (b) coarse RVE. Corresponding cell
representations of the (c) fine and (d) coarse RVEs.
(deformation control), Eq. 13 can be solved for stresses explicitly. On the contrary,
if the loading history is either defined in terms of stresses (load control) or through
a combination of strain and stress components (mixed control), the response must
be calculated by solving the nonlinear system of equations in Eq. 13. It is worth
pointing out that, in the nonlinear regime the solution of such system might not
exist for particular stress histories due to the strain softening behavior.
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Similarly, one has
σ − fCD(ε, pC) = 0 (14)
where fCD(·) represents the homogenized response for a coarse RVE of size D and
pC = [EC0 αC σCt `Ct σCc0 κCc0 HCc0 σCs µC0 σCN0]T is the LDPM parameter set for the
coarse system.
The imposed stress and strain components (input) for a certain loading con-
dition can be collected in two vectors σin and εin, respectively. Similarly, the
corresponding stress and strain components calculated through the solution of the
RVE problem can be collected in two other vectors σout and εout . In this case, Eq.
13 can be rewritten as σout = gD(εin, σin, p) and εout = hD(εin, σin, p). Similarly,
for the CG system one has σCout = gCD(εin, σin, pC) and εCout = hCD(εin, σin, pC)
The CG parameters pC can be identified by minimizing the difference between
the macroscopic behavior of the CG and FS responses. This can be done efficiently
as follows. First the FS solution is calculated for n = 1, ..., N loading histories
characterized by stresses σnmin and strains ε
nm
in . Each loading history is discretized
inm = 1, ...,Mn increments and the fine scale solution is calculated for l = 1, ..., Ln
RVEs with different mesostructure (different particle configurations). The average
FS response can be computed as
ΣnmD =
1
Ln
Ln∑
l=1
gD(σnmin , εnmin , p)l (15)
and
ΨnmD =
1
Ln
Ln∑
l=1
hD(σnmin , εnmin , p)l (16)
This set of FS solutions is the target for the minimization problem. Similarly,
a CG approximation of the FS solution can be calculated for a certain set of CG
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parameters as
GnmD (pC) =
1
Kn
Kn∑
k=1
gCD(σnmin , εnmin , pC)k (17)
and
HnmD (pC) =
1
Kn
Kn∑
k=1
hCD(σnmin , εnmin , pC)k (18)
for Kn CG RVEs with different particle configurations.
The minimization problem can be then formulated with an objective function
obtained by computing the difference between the CG and the FS (target) response
and by concatenating the various loading histories. One can write
min
pC

N∑
n=1
γn
Mn∑
m=1
κΣ
( GnmD (pC) − ΣnmD 
Σn
)2
+ κΨ
( HnmD (pC) − ΨnmD 
Ψn
)2
1/2
(19)
where | |a| | = (∑kl a2kl)1/2 is the L2−norm of the tensor a; Σn = maxm | |ΣnmD | |
and Ψn = maxm | |ΨnmD | | are normalization factors defined for each loading history
for stresses and strains, respectively; γn is a weighting factor for each loading
condition defined such that
∑
n γ
n = 1 and κΣ, κE are weighting factors for stresses
and strains, respectively (κΣ + κE = 1). Since the minimization problem in Eq.
19 is highly nonlinear, an appropriate nonlinear optimization tool needs to be
employed for its solution. Several nonlinear optimization methods are available
in literature such as the nonlinear least square method [65], Kalman filters [66],
and the ones using artificial intelligence techniques such as Neural networks and
Genetic algorithms [67]. The nonlinear least square method, which is simple yet
effective and widely used in a broad range of optimization applications, is used in
the current study.
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The minimization problem in Eq. 19 requires the definition of the fine and
coarse RVE size and appropriate loading histories.
In previous work on homogenization of LDPM, [27] it was demonstrated that
for anRVE size greater than five times themaximumparticle size, the homogenized
response converges quickly towards an asymptotic response and is insensitive of
the particle positions within the RVE only if the macroscopic response is elastic or
strain hardening. On the contrary, in the case of strain softening, the response is
always RVE size dependent and it is more brittle as the RVE size increases. This
is, of course, not surprising due to damage localization occurring during softening
[68]. Also, a certain critical RVE size, Dcr , exists and it corresponds to a stress
strain curve with vertical drop. Dcr is directly related to the so-called macroscopic
characteristic length [68] , `ch, and for D > Dcr the stress strain curve features snap
back behavior. Because of the size dependence of the softening response, the RVE
size of the CG system must be assumed equal to the RVE size used to compute the
FS (target) response. In this study, the RVE size is taken as D = D = 6dCa .
Since the snap back behavior is unstable under both deformation and load
control the following condition D < Dcr must also be enforced. In turn, this limits
the value of the coarse graining factor to the following value kC < 0.2Dcr/da.
The loading conditions that need to be selected for the identification as well
as the weighting factors for each condition depend on the macroscopic application
to be solved and the relevance or not of certain LDPM parameters to that specific
application. In the most general case in which all the LDPM parameters are
equally important, then the loading conditions can be selected on the basis of
typical experimental data sets used for LDPM calibration (see Sec. 2.4).
For the identification of EC0 and α
C the elastic portion of any loading condition
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can be used. However, since the LDPM macroscopic elastic response is basically
independent on the particle size, it is also accurate to assume EC0 = E0 and α
C = α.
For σCt and `Ct a mixed control, uniaxial stress loading path in tension can be
used, in this case (n = 1) one has: e.g., ε1m33 = ε0λm where λm is a discretization
of the interval 0 to 1; σ1m11 = σ
1m
22 = 0; σ
1m
i j = 0 for i , j;
σ1min = [σ1m11 σ1m22 σ1m12 σ1m13 σ1m23 ]T σ1mout = [σ33] (20)
and
ε1min = [ε33] ε1mout = [ε1m11 ε1m22 ε1m12 ε1m13 ε1m23 ]T (21)
For σCc0, κ
C
c0, and H
C
c0 a hydrostatic loading path (either deformation or load
controlled) can be used. For a hydrostatic load controlled loading path (n = 2)
one has: σ2m11 = σ
2m
22 = σ
2m
33 = p0λm; σ
2m
i j = 0 for i , j; σ
2m
in = σ
2m; and
ε2mout = ε
2m. Finally, for σCs , µC0 , and σ
C
N0, a set of triaxial loading paths in
compression can be used. Typically three loading paths are sufficient, namely
unconfined compression, confined compression at low confinement and confined
compression at high confinement. Since for low confinement the response features
strain softening, a mixed control is required. In this case n=3,4,5, one can write
σnm11 = σ
nm
22 = pnλm for λm ≤ λ0 and σnm11 = σnm22 = pn for λm > λ0, p3=0
(unconfined compression), p4 = low confining pressure, p5 = high confining
pressure; σnmkl = 0 for k , l. In addition, ε
nm
33 = ε0ψ(λ) for λm ≤ λ0 and
εnm33 = ε0(λm − λ0) for λm > λ0. The function ψ(λ) – characterized by the limits
ψ(0) = 0, ψ(λ0) = 1– and the strain ε0 are defined such that for λn ≤ λ0 the strain
history for εnm33 coincides with the one in a hydrostatic test. One obtains
σnmin = [σnm11 σnm22 σnm12 σnm13 σnm23 ]T σnmout = [σ33] (n = 3, 4, 5) (22)
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and
εnmin = [ε33] εnmout = [εnm11 εnm22 εnm12 εnm13 εnm23 ]T (n = 3, 4, 5) (23)
Remark. The CG procedure introduced above requires knowledge of the fine
scale LDPM parameters, which, in turn, must be identified by fitting relevant
experimental data. Hence, one might wonder whether it is possible to identify
directly the CG LDPM parameters from the experimental data. This strategy
avoids the identification of the FS parameters but provides accurate results only
for cases in which the CG maximum aggregate size is small enough to simulate
with sufficient resolution the geometry of the samples relevant to the experimental
data [69]. Most practical situations do not satisfy this condition. As an example,
let’s consider a standard concrete mixwith amaximum aggregate size of 20mm for
which the compressive strength is measured by testing typical cylindrical samples
with diameter equal to 150 mm and length equal to 300 mm. CG simulations with
satisfactory resolution of such samples require the CG maximum aggregate size
to be smaller than 1/5 of the sample diameter. This clearly limits the coarsening
factor to 1.5. For larger coarsening factors the CG system is clearly too coarse for
the CG parameters to be identified directly from the experimental data.
5. Numerical Examples
This section presents the application of the coarse graining technique discussed
above for the simulations of reinforced concrete structures.
5.1. Fine scale and coarse scale parameters
In this type of applications significant multiaxial confinement is not expected
and, for this reason, the LDPM parameters governing confined compression have
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Table 1. Fine scale parameters for three different concrete mixes.
c w/c a/c d0 da nF f ′c E0 σt `t rst σc0
[kg/m3] [-] [-] [mm] [mm] [-] [MPa] [MPa] [MPa] [mm] [-] [MPa]
C30 311 0.51 6.4 10 20 0.58 30 38,580 2.5 300 4.1 100
C35 311 0.51 6.4 10 20 0.58 35 38,580 2.9 300 4.1 100
C40 264 0.55 7.1 5 10 0.50 43 49,958 2.5 175 5.4 150
a negligible effect on the structural response. Hence, the CG system may be
formulated assuming: σCc0 = σc0, H
C
c0 = Hc0, κ
C
c0 = κc0, and µ
C
0 = µ0, and
σCN0 = σN0. In this case the CG parameters that need to be identified are σ
C
t , `Ct
and σCs .
The structural applications presented in the following sections are relevant to
three concrete mix designs, labeled as C30, C35 and C43, and reported in Table 1.
C30 and C35 correspond to the concrete mixes reported in Ref. [70] and whose
experiments are simulated in Sec. 5.2. C40 coincides with the concrete mix used
in Ref. [71] and whose experiments are analyzed in Sec. 5.5.
Table 1 reports also the associated macroscopic compressive strengths and
LDPM parameters. For the LDPM parameters not included in Table 1, the default
values previously introduced in Sec. 2.4 were used in the calculations. It is worth
noting that the only available mechanical property for these mix designs was the
compressive strength. For this reason the identification of the LDPM parameters
was performed as follows: (a) an estimate for the normal modulus was obtained
through the formula E0 = E(4 + α)/(2 + 3α) where the macroscopic Young
modulus, E , was estimated by means of the compressive strength E = 4700( f ′c )1/2
with f ′c in MPa [72]. For the C40 this value was fine tuned to match a peak strain
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of 2.31×10−3 which was provided in the experiments; (b) `t , rst , and σc0 were
estimated on the basis of previous LDPM work [16]; and (c) σt was calibrated
to match the macroscopic compressive strength f ′c by simulating the unconfined
compressive response of cylinders with 150 mm diameter and 300 mm length.
The numerically calculated compressive strength was obtained through the average
response of three samples with different meso-structural configurations.
The loading conditions required to identify the coarse scale parameters are
simply direct tension (n = 1 in Sec. 4) and unconfined compression (n = 3 in Sec.
4). The objective function in Eq. 19 can be then calculated with γ1 = γ3 = 0.5
and γ2 = γ4 = γ5 = 0. In addition, for the examples discussed in this section (a)
only the computed stresses were used for the definition of the objective function:
κΣ = 1 and κΨ = 0; (b) each loading history was discretized with an equal number
of intervals: M1 = M3 = 1, 000; (c) the FS (target) response was computed with
2 RVEs (L1 = L3 = 2 in Eqs. 15 and 16); and (d) the coarse scale solution was
computed with the average of 3 RVEs (K1 = K3 = 3 in Eqs. 17 and 18). The RVE
solutions of the FS response and the approximated CG response were computed
by implementing the homogenization procedure as the constitutive equation of
a constant strain tetrahedron and by subjecting the tetrahedron to unconfined,
uniaxial loading conditions in tension and compression.
With the proposed procedure, the identification of the CG parameters are
computed with a reasonable accuracy after 6-7 iterations of minimization scheme.
The obtained values for kC = 2.5 (for C30 and C35) and 5 (for C30 and C40) are
reported in Table 2. The corresponding homogenized stress-strain curves obtained
from the solution of the FS RVEs and the CG ones with the optimized parameters
are plotted in Fig. 3 for both tension and compression loading conditions. One
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Table 2. Optimized LDPM parameters for coarse grained models.
C30 C35 C30 C40
kC [-] 2.5 2.5 5 5
σCt [MPa] 2.71 3.33 2.96 3.05
rCst [-] 4.96 4.61 5.10 6.14
`Ct [mm] 302.05 228.71 373.07 246.43
can see that the results obtained from the CG models are in good agreement with
the solution of the FS ones.
In addition, Fig. 3 reports, for comparison, the stress vs. strain curves in
compression obtained in the simulation of the actual experimental cylinders.
5.2. Reinforced concrete deep beams
In this section the CG procedure formulated above is applied to the simulation
of reinforced concrete deep beams that are characterized by small span-to-depth
ratio (usually 2 to 4). Many civil engineering applications (transfer beams, founda-
tion pile caps, and coupling beams) feature these structural elements whose failure
behavior is rather complex and it involves a variety of failure modes, including
diagonal tensile cracking (diagonal splitting), shear compression failure, diagonal
compressive failure, and flexural compression failure [73]. Because of such com-
plexity standard analysis techniques fail in most situations to provide satisfactory
results especially with reference to size-effect, that is the dependence of structural
strength upon size [74, 75, 76, 68, 77, 78].
As far as design is concerned, the Strut and Tie Model (STM) is widely used
for deep beams. However, STM has several limitations because (1) it is unable to
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(a) (b) (c)
(d) (e)
kC =2.5 kC =2.5
kC =5 kC =5
Fig. 3. Stress vs. strain curves for a) tension with kC = 2.5, b) compression with kC = 2.5, c)
Unaxial compression simulation on cylindrical specimen d) tension with kC = 5, e) compression
with kC = 5.
predict the failure modes which, instead, need to be assumed [79], (2) it requires
the definition of an idealized truss configuration which is not obvious in many
cases, and (3) does not include size-effect.
The simulation results presented hereinafter are relevant to a comprehensive
experimental study carried out byKosa et al. [70]. They tested deep beams, labeled
as B2, B8, B10, B11, B12, and B13, under four-point bending loading condition.
Table 3 reports the geometrical properties of these beams and it includes length,
L; depth, h; width, b; effective depth, d; shear span to depth ratio, a/d, where the
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shear span, a, is the distance between the center of each support to the center of
the first loading point; and the distance between the two loading points, bs. The
same table also reports concrete strength f ′c measured for the specific batches of
each beam, the reference concrete (C30 or C35) used in the simulations and the
adopted coarsening factor kC .
In addition, one can find in Table 4 number of bars, bar type, bar nominal
area and yielding stress for the tensile and compressive reinforcements as well
as stirrups. For all steel reinforcement the modulus of elasticity was assumed
to be 200 GPa and the hardening modulus 1,500 MPa. All beams had shear
reinforcement (φ10J with 75mm spacing) in the central part and at the supports
but only beams B8, B11, and B12 had stirrups in the shear span.
Table 3. Deep beams characteristics.
Beam ID L [mm] h [mm] b [mm] d [mm] a/d bs [mm] f ′c [MPa] Concrete kC
B2 1,100 475 240 400 0.5 100 36.2 C35 2.5
B8 1,500 475 240 400 1.0 100 37.8 C35 2.5
B10, B11 1,900 475 240 400 1.5 100 29.2 C30 2.5
B12 1,900 475 240 400 1.5 100 31.3 C30 2.5
B13 3,800 905 480 800 1.5 200 31.6 C30 5
The numerical simulations were performed with both the fine and coarse
grained LDPM. The steel reinforcement was modeled by means of beam elements
governed by classical J2-plasticity with isotropic hardening [80]. Penalty con-
straint between the LDPM tetrahedra the reinforcement beam elements simulated
perfect bond between concrete and steel [81]. It is worth observing that the as-
sumption of perfect bond is expected to be accurate only up to failure but not in the
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Table 4. Reinforcement details of the deep beams. The label “φ#J” denotes the rebar type
according to the Japanese standard. The number after the symbol “@” denotes the stirrup spacing
in mm. The numbers in parenthesis are the nominal cross sectional area for one rebar in mm2 and
the yielding stress in MPa.
Beam ID Tension bars Compression bars Shear span stirrups
B2, B10 5 φ22J (380, 376) 2 φ10J (79, 376) -
B11 5 φ22J (380, 376) 2 φ10J (79, 376) φ6J @65 (29, 376)
B8, B12 5 φ22J (380, 376) 2 φ10J (79, 376) φ10J @75 (79, 376)
B13 10 φ32J (804, 398) 2 φ13J (133, 398) -
post-failure regime. Elastic hexahedral solid elements with elastic modulus equal
to 200 GPa and Poisson’s ratio of 0.3 were used to simulate loading and support
plates. Finally, a frictional penalty contact algorithmwith friction coefficient equal
to 0.5 was used to simulate the interaction between LDPM and the loading plates.
Figures 4 and 5 present the numerical results in terms of load versus midspan
deflection curves and crack patterns, respectively. In addition, Table 5 reports the
peak load for the experiments (Pex0 ), the FS model (P
exp
0 ), and the CGmodel (P
C
0 );
as well as the CG error (errC).
The results demonstrate that, with exception of beam B2, the predictions of the
CG model are in good agreement with the predictions of the FS model in terms of
elastic behavior, nonlinear behavior before failure and the capacity of the beams.
The CG error is less than 10 % in terms of peak load (See the ninth column in
Table 5) and, excluding beams B2 and B13, the agreement remains satisfactory
even in the post-failure regime.
Furthermore, the numerical results agree well, again with exception of beam
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B2, with the experimental data up to the peak load. In the post failure regime,
however, the numerical response is less softening than the experimental one. This
discrepancy is most likely due to the fact that the experiments show debonding of
the reinforcement which is not included in the simulations.
For beam B2 the CG model approximates poorly the FS model because the
size of the shear span is too small. Indeed, for B2 a = 200 mm which is only 4
times the CG maximum aggregate size and the CG discretization does not have
sufficient resolution for resolving adequately the shear crack formation. As far as
the experiments are concerned, the reported stiffness of the beam is considerably
lower than the ones simulated in the fine and coarse simulations, which however
are accurate for the other beams. Also the B2 peak load is significantly lower than
the corresponding capacity computed according to ACI specifications [72]. This
suggests that, for unknown reasons to the authors, the experimental curve for B2
is not fully reliable.
In agreement with the experimental evidence, the simulations predict that the
first cracks are initiated in the constant moment region and propagate vertically in
all beams (Fig. 5). This leads to the stiffness reduction visible in the initial portion
of the load versus displacement curves in Fig. 4. Subsequently, additional flexural
cracks are generated in the vicinity of the support plates. These cracks become
diagonal and grow towards the loading plates. As the loading process continues,
additional smaller secondary inclined cracks initiate at the beam mid-depth. For
the beams B8, B11 and B12 the crack propagation and crack width increase and
they ultimately lead to the yielding of the longitudinal tension reinforcement as
indicated by a relatively long plateau in the load versus displacement curve (see
Figs. 4b, d, and e and the crack pattern in Figs. 5c & d, g& h, and i & j. Ultimately,
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failure occurs with a localized crushing in the compression zone near the loading
plates. On the contrary, beams B2, B10 and B13 fail with the localization of a
major diagonal crack within the shear span as shown in Figs. 5a & b, e & f, and k
& l.
Comparison of the crack patterns and the load versus displacement curves
show that the CG models can capture the beams failure well and that, although the
crack resolution decreases in the coarsening process, the effect on the load versus
displacement curves is negligible.
(a) (b) (c)
(d) (e) (f)
B2 B8 B10
B11 B12 B13
Fig. 4. Load displacement curves for deep beams.
In addition to the accuracy of the CG procedure, it is important to evaluate the
gain in computational cost. Table 5 shows the wall time and number of processors
31
(k) B13 Fine (l) B13 Coarse
500 mm
(i) B12 Fine (j) B12 Coarse
500 mm
(g) B11 Fine (h) B11 Coarse
500 mm
(c) B8 Fine (d) B8 Coarse
500 mm
(a) B2 Fine (b) B2 Coarse
500 mm
(e) B10 Fine (f) B10 Coarse
500 mm
Fig. 5. Crack patterns of deep beams.
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Table 5. Peak load, peak deflection, simulation time, number of processors for the FS and CG
model; CG error and computational gain.
Pex0 P0 T Np P
C
0 T
C N Cp errC
NpT
NCpTC
[kN] [kN] [h] [-] [kN] [h] [-] [%] [-]
B2 1550 2,441 96 16 2,884 13 8 18.15 15
B8 1501 1,522 94 32 1,660 6 16 9.07 30
B10 616 854 96 32 871 15 16 1.94 13
B11 1025 990 66 32 1,021 15 8 3.13 18
B12 1161 1,001 64 32 1,039 12 8 3.80 22
B13 2985 2,971 168 64 2,931 14 16 1.35 49
for the FS simulations (T and Np) and the CG simulations (TC and NCp ) as well
as the computational gain calculated as NpT/NCp TC . It is worth noting that for
these simulations as well as all the other simulations discussed in this paper the FS
models ran on a MPI –Message Passing Interface, [82]– supercomputing cluster
whereas the CG models ran on the same system but with OMP –OpenMP, Open
Multi-Processing [83]– directives.
As one can see the computational gain ranges from 13 to 30 for a coarsening
factor of 2.5 and is equal to 49 for a coarsening factor of 5. This demonstrates
the effectiveness of the CG procedure in reducing the computational cost while
retaining satisfactory accuracy.
5.3. Reinforced Concrete Column
In this example, a concrete column subjected to lateral deflection is simulated
with the FS and CG models for the C40 concrete. It is worth mentioning that in
this case, the objective is not the comparison with the experiments but rather the
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assessment of accuracy and computational gain of the CG approach.
Dimensions and reinforcement details of the column are selected such that its
behavior is totally controlled by bending. The concrete column is 3 m high with
300 mm × 400 mm cross section. A reinforced concrete base 1, 200 mm wide,
300 mm thick, and 600 mm high is built integrally with the column to provide
fixed boundary conditions at the bottom and at the top. The column longitudinal
reinforcement consists of 8 φ20C rebars along the full length of the column and
2 φ20C additional rebars at each face of the column extended for 80 cm from
both ends. φ10C closed hoop ties provide transverse reinforcement with 10 cm
spacing along the first 50 cm length at the top and bottom of the column. The tie
spacing is 20 cm along the rest of the column height. φ10C and φ20C are rebar
types according to the Canadian standard and are characterized by nominal cross
(b) (a) (c) 
Fig. 6. (a) Load displacement curves for the reinforced concrete column. Crack pattern of the
reinforced concrete column for the (b) FS model and (c) CG model.
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sectional areas equal to 100 mm2 and 300 mm2, respectively.
The column is first loaded with a 600 kN axial load and it is then loaded in the
lateral direction with an applied displacement at the beam top end. The vertical
load is kept constant during the lateral deflection. The top block rotations and the
top block displacement orthogonal to the applied displacement are set to zero. The
bottom block is completely fixed. The reinforcement is simulated in the same way
as discussed in Section 5.2 with the following parameters: Es = 200GPa, Esh =
1, 372MPa, fy = 447 GPa for the rebars; and Es = 200GPa, Esh = 1, 195GPa,
fy = 455 GPa for the ties.
The load versus displacement curves obtained in the FS and CG simulations
match well as one can see in Fig. 6a. The agreement is excellent in all phases
of the loading process: elastic regime, cracked regime with change in column
stiffness, and final yielding of the rebars. For a lateral displacement of 67 mm the
predicted FS load is 219 kN and the predicted CG load is 229 kN, which makes
the CG error to be 4.6 %. The predicted crack pattern of the FS and CG models at
the end of the simulations are plotted in Fig. 6b and c, respectively. One can see
that the CG model reproduces qualitatively the cracking pattern observed in the
FS simulation. However, the crack openings for the CG model are larger than the
ones in the FS model. This is consistent with the coarse graining procedure since
each CG crack represents the effects of multiple FS cracks.
The FS model is characterized by 3,227,604 degrees of freedom and the simu-
lation wall time was 150 hours with 64 MPI processors. On the contrary, the CG
model had 45,312 degrees of freedom and the simulation wall time was 18.6 hours
with 16 OMP processors. This leads to a computational gain of 32.3.
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5.4. Reinforced Concrete Beam-Column Joint
The full-scale exterior reinforced concrete beam-column joint tested byMegget
[84], was modeled in the current study by using concrete C40. Similarly to the
previous example, here the goal is not the comparison with the experimental data
but rather the assessment of accuracy and computational gain of the coarse graining
approach.
This specimen represents realistically a typical exterior beam-column joint of
a frame in an actual reinforced concrete building.
Dimensions of the beam-column joint and reinforcement details are given in
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Fig. 7. Dimensions and reinforcement details of the exterior joints. All dimensions are in mm.
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Fig. 8. (a) Load displacement curve for the exterior joinst. Crack pattern for exterior joint for (b)
FS model and (c) CG model.
Fig. 7. Similarly to the experiments, in the figure the specimen is placed such
that the column is horizontal and the beam extends in the vertical direction. The
column is supported by rollers, which were simulated with linear elastic finite
elements (E = 200 GPa and ν = 0.3). The rollers were connected to the column
via a penalty frictional contact algorithm governed by a friction coefficient equal
to µ = 0.3 [51].
The column was preloaded with a 200 kN axial load and then the beam was
loaded in the transverse direction under displacement control.
The flexural reinforcement consisted of 8 φ22A rebars for the column and 2
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φ25A + 1 φ29A rebars for the beam at the top side, and 2 φ29A rebars for the beam
at the bottom side. Furthermore, the column was reinforced with φ10A closed
hoops with 100 mm spacing at the bottom and top thirds of column length. The
central part of the column, on the contrary, had φ13A hoops with 50 mm spacing
at the column confinement zones. The labels φ10A, φ13A, φ22A, φ25A, and φ29A
are rebar types according to the American standard and they are characterized
by the following cross sectional areas, yield stresses and hardening modulus: 71,
129, 387, 509, 645 mm2; 409, 323, 372, 385, 382 MPa; 406, 400, 265, 1047,
708 respectively. For all rebars the Young’s modulus Es = 200 MPa was used.
The beam had transverse reinforcement in the form of φ10A stirrups evenly spaced
every 75 mm close to the column and every 150 mm at the beam loaded end.
Figure 8a shows the obtained load versus beam tip displacement curves. One
can see that the response of the CG simulation corresponds very well with the
FS one in all phases of the loading process. For a displacement of 38 mm the
FS and CG loads are 206 and 214 kN. This corresponds to a CG error of 3.9 %.
Figure 8b and c illustrate the crack pattern obtained in the FS and CG simulations,
respectively: the CG model is again able to predict the damaged zones with high
accuracy.
The FS model had 5,382,372 degrees of freedom and ran 168 hours on 64 MPI
processors; the CG model had 60,390 degrees of freedom and ran for 18.5 hours
on 16 OMP processors. Consistently, the computational gain was 36.32.
5.5. Reinforced Concrete Frame
This section analyzes a single-span, two-story, shear-critical reinforced con-
crete frame tested at University of Toronto [71].
Figure 9 shows all geometrical dimensions of the frame and reinforcement
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details. Beams and columns have all the same 300 × 400 mm cross section. The
span-to-depth ratio of the beams is 3.75, whichwas selected to provide shear critical
behavior. A reinforced concrete base of 800 mm width, 400 mm thickness, and
4100mm long was integrated with the frame to provide fixed boundary conditions
at the bottom. Three different types of reinforcing rebars were used in the frame,
namely φ20C for the flexural reinforcement; φ10C for shear reinforcement in the
columns; and φ10A for shear reinforcement in the beams. The properties of these
rebars were introduced earlier in this paper. Single stirrups were used in the beams
and they were spaced evenly every 300 mm; double stirrups were used in the
columns and they were spaced evenly every 130 mm in the columns (see Fig.
9-right). The concrete base included 8 φ20A top and bottom bars with φ10c triple
closed stirrups spaced uniformly at 175 mm.
As illustrated in Fig. 9, the frame was preloaded in the vertical direction with
a 420 kN force applied to each column by using 300×300×25mm loading plates.
The vertical loading was held constant throughout the test. The frame was then
loaded in the horizontal direction at the level of the top story beam by using a
displacement controlled actuator and a 254 × 254 × 25 mm steel plate.
In order to reduce the computational cost, the concrete base was modeled by
elastic hexahedral finite elements (E = 40 GPa and ν = 0.2) and only the frame
was modeled by LDPM. The reinforcement was simulated in the same way as in
the previously discussed examples.
The loading platesweremodeledwith elastic quadratic shell elements (E = 200
GPa and ν = 0.3) and were connected to LDPM nodes using penalty constraints
[51]. The displacements at the bottom face of the concrete base were fixed in all
directions. The numerical simulations were carried out only with the C40 CG
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Fig. 9. Dimensions and reinforcement details of the concrete frame. All values are reported in
mm.
model (194,946 LDPM degrees of freedom) because the FS model consisted of
more than 10 million degrees of freedom and running such a large model would
have required an enormous computational cost. Therefore, in this example the
results are compared to the experimental data.
The load versus displacement at the top joint obtained from the coarse grained
simulation is plotted in Fig. 10a along with the experimental results. The max-
imum lateral load reached during the experiment is reported as 327 kN, which
compares well with 395 kN obtained from the CG simulation at same drift ratio.
The CG simulation ran in 48 hours by using 32 MPI processors.
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Fig. 10. (a) Load displacement curve. (b) Crack pattern of the RC frame.
The simulation overestimates the load capacity by approximately 20%, which
is still acceptable considering the typical scatter or experimental data (only one
test was performed) and the significant gain of the computational cost. Also, the
experiments reported evidence of rebar debonding at the base of the left-hand-
side column whereas, as mentioned earlier in this paper, such debonding was not
included in the simulations
Finally, the failure mode of the frame is captured well in the LDPM simulation
(Fig. 10b), in which it is evident that shear cracking and failure of the beams
govern the frame behavior as reported in the experiments.
6. Conclusions
In this paper a homogenization based coarse graining technique for the multi-
scale analysis of reinforced concrete structures was formulated within the frame-
work of the Lattice Discrete Particle Model.
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This was achieved by approximating the RVE homogenized response of the fine
scale LDPM with a coarse grained LDPM. The approximation was performed by
optimizing the material parameters of the coarse grained model using an automatic
parameter identification technique based on the nonlinear least square method.
The proposed model was validated by means of several numerical simulations on
various structural systems including: reinforced concrete deep beams of various
sizes, a concrete column, a concrete beam-column joints, and a reinforced concrete
frame.
On the basis of the simulations discussed in this paper, the following conclu-
sions can be drawn.
1. The computational gain expected with the formulated coarse grained ap-
proach depends on the size of the coarsening factor. Indeed the larger the
coarsening factor is, the smaller is the number of degrees of freedom in
the coarse grained system. Hence, the coarse grained model requires fewer
operations for each loading step.
2. If the equations motion of the LDPM cells are solved with an explicit
scheme, additional computational saving arises from the fact that the coarser
discretization allows for a bigger stable time step reducing the total number
of steps required for a certain loading history.
3. The size of the coarsening factor is limited by the size of the structural
element to be simulated and by the loading condition. The coarse grained
systemmust have enough resolution to simulate accurately the main features
of structural system response.
4. To simulate correctly softening behavior, the size of the fine scale RVE and
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the coarse grained RVE must have the same size. This requirement, along
with the fact that the RVE must be at least 5 times the maximum particle
size, limits the coarsening factor because a critical size of the fine scale RVE
exists at which the fine scale response features snap back and it cannot be
used for the identification of the coarse grained LDPM parameters.
5. Because of the limitations discussed above the maximum coarsening factor
is about 5 for standard concrete mixes. Although not pursued in this paper, a
larger coarsening factor can be achieved if the coarse grained parameters are
identified sequentially by using a series of intermediate coarsening factors.
6. For a coarsening factor equal to 2.5 and 5 and for fine scale LDPMparameters
relevant to standard concrete mixes, the computational gain is in the order of
20 and 50, respectively, with an error on the predicted ultimate loads smaller
than 10 %.
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