Introduction
Since Kashiwara introduced the theory of crystal base ( [1] ) in 1990, one of the most fundamental problems has been to describe the crystal base associated with the given integrable highest weight module as explicitly as possible. In order to answer this, many kinds of new combinatorial objects have been invented, e.g., in [8] some analogues of Young tableaux were introduced in order to describe the crystal base for classicla Lie algebras and it is applied to generalize so-called the Littlewood-Richardson rule in [11] . In [6] [7] we gave the new object 'perfect crystals' and applying it to describe the crystal bases of affine types, moreover, to solve the problems in mathmatical physics. In [9] [10] Littelman realized the crystal base for symmetrizable Kac-Moody Lie algebras by using 'path' and in [12] we also have done it for the nilpotent subalgebra U − q (g) by the 'polyhedral realization'.
The present paper is devoted to give the explicit feature of crystal bases for integrable highest weight modules in terms of 'polyhedral realization'. Here we introduce the formulation and background of [12] and this paper. Let U q (g) be the quantum algebra associated with the Kac-Moody Lie algebra g and U − q (g) be the nilpotent subalgebra given by the usual triangular decomposition as in 2.1 below. Furthermore, let (L(∞), B(∞)) be the crystal base of U − q (g) (see [2] ). In [3] , Kashiwara introduced the remarkable embedding of crystals Ψ ι : B(∞) ֒→ Z ∞ where ι is some infinite sequence from the index set I and Z ∞ is the Z-lattice of infinite rank (see 2.5). In [12] , we tried to describe the exact image of the embedding Ψ ι in Z ∞ . This can be carried out by the unified method, called the polyhedral realization. Due to this method, (under some condition) we succeeded to present the explicit form of B(∞) as the set of lattice points of some polyhedral convex cone in the infinite vector space Q ∞ , which is defined by the system of inequalities. This system of inequalities are determined only by the sequence ι and the Cartan data of g. In the present paper, we shall try to give the similar decription of the crystal B(λ), where B(λ) is the crystal (base) of the irreducible integrable highest weight module V (λ) with the highest weight λ.
To mention our problem more precisely, let us introduce the new object R λ which is a crystal consisting of the one element r λ (λ is a weitght) (see Example 2.4 (ii) below) and has the following remarkable property: The crystal B(∞) is connnected as a crystal graph (see Definition2.2), but in general, not so the crystal B(∞)⊗R λ is. Furthermore, the connected component including u ∞ ⊗r λ is isomorphic to the crystal B(λ), where u ∞ is the highest weight vector in B(∞) (Theorem 3.1). These properties guarantee the existence of the embedding of crystals Ω λ : B(λ) ֒→ B(∞) ⊗ R λ . Combining Ω λ and Ψ ι , we obtain the embedding of crystals Ψ ι )( ∼ = B(λ)) in the infinite Z-lattice. To complete this, we shall introduce the set linear functions Ξ ι [λ] (see (4.13)) which is uniquely determined by the Cartan data of g, the sequence ι and the highest weight λ. The set Σ ι [λ] is the set of lattice points in the convex polyhedron defined by the system of inequalities: ϕ( x) ≥ 0 ( x ∈ Z ∞ ) for any ϕ ∈ Ξ ι [λ] . Finally, we can show Im(Ψ (λ)
under the assumption Σ ι [λ] ∋ 0 := (· · · , 0, 0, 0). We shall apply this to several explicit cases, namely, arbitrary rank 2 Kac-Moody algebras, A n -case and A (1) n−1 -case. Now let us see the organization of this paper. The section 2 is devoted to preliminaries and reviews on the theory of crystals and crystal bases. In particular, in 2.1 the crystal R λ will be introduced and in 2.4 we shall give the results of [12] . In section 3, we shall introduce the embedding Ω λ : B(λ) ֒→ B(∞) ⊗ R λ and then Ψ (λ) ι : B(λ) ֒→ Z ∞ ⊗ R λ . The section 4 is the main part of this paper. In 4.2 we shall construct the polyhedral realization of B(λ) explicitly and in 4.3 it is applied to give the explicit description of the value 'ε * i '. In section 5, we treat rank 2 Kac-Moody algebras. The explicit form of polyhedral realization of B(λ) is given by using 'Chebyshev polynomials'. In section 6, we consider the case g = A n . Furthermore, in this section we shall give an example which does not satisfy the 'positivity assumption'. Thus, our conjectural perspective in [12, 3.3] , that the positivity assumption is satisfied automatically, turns out to be invalid. In section 7, we treat the higher rank affine case g = A (1) n−1 . The author would like to acknowledge A.Zelevinsky for valuable advices and suggestions.
P + := {λ ∈ P : h i , λ ∈ Z ≥0 }. We call an element in P + a dominant integral weight. The quantum algebra U q (g) is an associative Q(q)-algebra generated by the e i , f i (i ∈ I), and q h (h ∈ P * ) satisfying the usual relations (see e.g., [2] or [12] ). The algebra U − q (g) is the subalgebra of U q (g) generated by the f i (i ∈ I). The following definition of a crystal is the one slightly modified those in [3, 4] . But there is no difference between their properties. In what follows we fix a finite index set I and a weight lattice P as above.
Definition 2.1 A crystal B is a set endowed with the following maps:
2)
Here 0 is an ideal element which is not included in B. These maps must satisfy the following axioms: for all b,b 1 ,b 2 ∈ B, we have
The above axioms allow us to make a crystal B into a colored oriented graph with the set of colors I. It is well-known that U q (g) has a Hopf algebra structure. Then the tensor product of U q (g)-modules has a U q (g)-module structure. Consequently, we can consider the tensor product of crystals: For crystals B 1 and B 2 , we define their tensor product B 1 ⊗ B 2 as follows:
14)
Here b 1 ⊗ b 2 is just another notation for an ordered pair (b 1 , b 2 ), and we set
Note that the tensor product of crystals is associative, namely, the crystals (
The example of crystals below will be needed later.
(ii) Let R λ := {r λ } (λ ∈ P ) be the crystal consisting of one-element given by
Crystal B(λ)
In this subsection we review the crystal B(λ) for a dominant integral weight λ ∈ P + , which is our main object of study. All the results in this subsection are due to M.Kashiwara [2] . Let V (λ) be the irreducible highest weight module of U q (g) with the highest weight λ ∈ P + . It can be defined by
(2.17) It is well-known that as a U − q (g)-module, there is the following natural isomorphism:
Let π λ be a natural projection U − q (g) −→ V (λ) and set u λ := π λ (1). This is the unique highest weight vector in V (λ) up to constant.
For each i ∈ I, we have the decomposition:
i (Ker e i ). Using this, we can define the endomorphismsẽ i andf i ∈ End(V (λ)) bỹ
where we understand thatẽ i u = 0 for u ∈ Ker e i . Let A ⊂ Q(q) be the subring of rational functions regular at q = 0. We set
The pair (L(λ), B(λ)) is called crystal base of V (λ). It satisfies the following properties:
By (iii) theẽ i and thef i act on L(λ)/qL(λ) and
We define the weight function wt :
We define integer-valued functions ε i and ϕ i on B(λ) by
It is easy to verify that B(λ) equipped with the operatorsẽ i andf i , and with the functions wt, ε i and ϕ i becomes a crystal. Let (L(∞), B(∞)) be the crystal base of the subalgebra U − q (g) (see [2] , [12] ). Here note that the functions ε i and ϕ i are given by
It is proved in [2] that the natural projection π λ :
The map π λ has the following properties:
Although the map π λ has such nice properties, it is not a strict morphism of crystals. For instance, it does not preserve weights or does not necessarily commute with the action ofẽ i as in (2.25). We shall introduce a new morphism by modifying the map π λ in 3.1.
Kashiwara Embedding
We define a Q(q)-algebra anti-automorphism * of U q (g) by:
This antiautomorphism has the properties (see [3] ):
. Consider the additive group
we will denote by Z ∞ ≥0 ⊂ Z ∞ the subsemigroup of nonnegative sequences. To the rest of this section, we fix an infinite sequence of indices
(2.29)
We can associate to ι a crystal structure on Z ∞ and denote it by
Proposition 2.5 ( [3] , See also [12] ) There is a unique embedding of crystals
We call this the Kashiwara embedding which is derived by iterating the following type of embeddings ( [3] ):
(i) For any i ∈ I, there is a unique embedding of crystals
Polyhedral Realization of B(∞)
In this subsection, we recall the main result of [12] .
Consider the infinite dimensional vector space
and its dual (Q ∞ ) * := Hom(Q ∞ , Q). We will write a linear form
Fix ι = (i k ) as in the previous section. For ι we set k (+) := min{l : l > k and i k = i l } and k (−) := max{l : l < k and i k = i l } if it exists, or k (−) = 0 otherwise. We set for x ∈ Q ∞ , β 0 ( x) = 0 and
We define a piecewise-linear operator
Here we set
We impose on ι the following positivity assumption: Remark. We shall show the example of the sequence ι which does not satisfy the positivity assumption. It will be given in the end of Sect.6.
Global crystal base
In this subsection, we recall several facts about global crystal bases (see [2] , [5] ).
We define a Q-algebra automorphism − of U q (g) by:
Proposition 2.7 ([2])
The map p ∞ (resp. p λ ) gives rise to the Q-linear isomorphism:
(2.34)
Let us denote the inverse of this isomorphism by G. The set of inverse image of crystal base 
As we have seen that the anti-automorphism * preserves U − q (g), and furthermore, has the property (2.27), which implies that the action of * commutes with p ∞ and then we have
Thus, applying * on (2.35) we obtain,
(2.37)
By virtue of (2.36) and (2.37) we have: [2] ), it follows from Proposition 2.7 and (2.38) that π λ (G(b)) = 0 ⇐⇒ π λ (b) = 0. Thus, we get the desired result.
Embedding of B(λ)
In this section, λ is supposed to be a dominant integral weight.
Morphisms of Crystals
We shall introduce a new morphism of crystals by modifying the map π λ . Let R λ be the crystal defined in Example 2.4 (ii) . Consider the crystal B(∞) ⊗ R λ and define the map
(iii) We have
The proof of this theorem will be given in the next subsection.
Here note that since the crystal R λ has only one element, as a set we can identify Z 
Combining Ω λ and the Kashiwara embedding Ψ ι , we obtain the following:
Theorem 3.2 There exists the unique strict embedding of crystals
The main result of the present paper is an explicit description of the image of Ψ
, which will be given in Sect.4.
Proof of Theorem 3.1
Before showing Theorem 3.1, we see the following lemmas:
Proof of Theorem 3.1. The statement (iii) of the theorem is an immediate consequence of Proposition 2.8.
Let us show (i). The surjectivity follows from the one for the map π λ . So we try to prove that Φ λ is a strict morphism of crystals. To do this, according to Definition 2.3 (i) it suffices to show: for u ∈ B(∞) ⊗ R λ ,
In the case π λ (b) = 0, it follows from Lemma 3.4 thatẽ i b = 0 if and only if
Furthermore, by (1), (2.4), (2.22) and (3.4) we have
It follows from (2.13), (3.4) and (3.5) that
Now we obtained (2) . The statement (3) is derived immediately from (1), (2) and (2.4). Let us show (4), namely,
, which means (3.6) by (2.15). Next, we consider the case Φ λ (u) = π λ (b) = 0. It sufficies to show
Ifẽ i (b⊗r λ ) = 0, there is nothing to show. So we consider the caseẽ i (b⊗r λ ) = 0.
. Thus, taking into account (2.4), (2.5), (2.22) (2.23) and (3.4), we have
, which contradicts (3.8). Therefore, we haveẽ i (b ⊗ r λ ) = 0 and completed to prove (4) . Finally, let us show (5) . Sincef i commutes with
, which means (5). So we consider the casef i u = b ⊗f i r λ = 0. In this case, we shall try to show thatf i Φ λ (u) = 0. It follows from (2.16) that we have
If Φ λ (u) = π λ (b) = 0, there is nothing to show. So we may consider the case Φ λ (u) = π λ (b) = 0. Assuming 
This meansf i (b ⊗ r λ ) = b ⊗f i r λ = 0. Now we have completed to prove (ii) and then Theorem 3.1. 
Thus, the crystal graph of B(∞) ⊗ R m is: We shall give an explicit crystal structure of Z ∞ [λ] in a similar manner to [12] . Fix a sequence of indices ι := (i k ) k≥1 satisfying the condition (2.29) and a weight λ ∈ P . (In this subsection, we do not necessarily assume that λ is dominant.) As we stated in 3.1, we can identify Z ∞ with Z ∞ [λ] as a set. Thus Z ∞ [λ] can be regarded as a subset of Q ∞ , and then we denote an element in
∞ we define the linear functions
Here note that since x j = 0 for j ≫ 0 on Q ∞ , the functions σ k and σ
, and
Note that σ (i) ( x) ≥ 0, and that
is a finite set if and only if σ (i) ( x) > 0. Now we define the mapsẽ i :
5) where δ i,j is the Kronecker's delta. We also define the weight function and the functions ε i and
(4.6)
We will denote this crystal by Z 
The image of Ψ (λ) ι
As in the previous sections, we fix a sequence of indices ι satisfying (2.29) and take a dominant integral weight λ ∈ P + . For k ≥ 1 let k (±) be the ones in 2.4.
k ( x) be linear functions given by
where the functions σ k and σ
0 are defined by (4.1) and (4.2). Since h i , α i = 2 for any i ∈ I, we have
Here note that
Using this notation, for every k ≥ 1, we define an operator S k = S k,ι for a linear function ϕ( x) = c + k≥1 ϕ k x k (c, ϕ k ∈ Q) on Q ∞ by:
An easy check shows that (
For ι and a dominant integral weight λ, let Ξ ι [λ] be the set of all linear functions generatd by applying S k = S k,ι on the functions x j (j ≥ 1) and λ
Now we set 
Proof. Taking into account of (2.21) and Theorem 3.2, the image Im(Ψ
By the explicit description off i in (4.4), we know that Im(Ψ
follows from the fact that the set Σ ι [λ] is closed by the actions off i 's, namely,
Therefore, we get the inclusion Im(Ψ
Since ϕ(ẽ i x) = ϕ( x)−ϕ k ≥ −ϕ k , it suffices to consider the case ϕ k > 0. Arguing similarly to thef i case, by (4.3), (4.5) and (4.7), we have
[λ] and is closed under the actions ofẽ i , for any x ∈ Σ ι [λ] there exists l ≫ 0 such thatẽ i1ẽi2 · · ·ẽ i l x = 0 for any i 1 , · · · , i l ∈ I.
(Indeed, we can take l = j x j + 1.). Therefore, to complete the proof, it is enough to show that if x ∈ Σ ι [λ] satisfiesẽ i x = 0 for any i ∈ I, then x = 0 = (· · · , 0, 0). Indeed, this implies that for any x ∈ Σ ι [λ] there exist i 1 , i 2 , · · · , i k ∈ I such that 0 =ẽ i1ẽi2 · · ·ẽ i k x or equivalently,
ι ). Now, suppose that x ∈ Σ ι [λ] satisfiesẽ i x = 0 for any i ∈ I and x = 0. By (4.5), for any i ∈ I we have
By the assumption x = (· · · , x 2 , x 1 ) = 0, there exists j ≥ 1 such that x j > 0 and x k = 0 for k > j. Thus we have σ j ( x) = x j > 0. This implies that
Then there is no possibility of the first case in (4.20) for .12)), which contradicts the definition of Σ ι [λ] in (4.14). Now we have completed the proof of Theorem 4.1
Formula for ε * i and polyhedral realization of B(λ)
It is important to get the explicit form of ε * i in the sense of Proposition 2.8. But a direct computation of ε * i seems to be difficult. So we apply Theorem 4.1 to calculate the value ε * i (b). We define the linear form
Let us define the set of linear forms Ξ
and set Ξ (∞) ι := Ξ ι (see 2.4). Here we introduce the strict positivity assumption for ι as follows:
ι in the definition of the strict positivity assumption. Now we have the following theorem: Theorem 4.2 Let ι be a sequence of indices satisfying (2.29) and the strict positivity assumption, and λ be a dominant integral weight. Then for i ∈ I and x ∈ Σ ι we have
Proof of Theorem 4.2. First, let us show that the ampleness is always satisfied under the strict positivity assumption. To do this, we see the following lemma:
Lemma 4.3 Under the strict positivity assumption for ι, we have
for any l ≥ 0, j 0 , · · · , j l ≥ 1, and (4.12). Now we assume (4.26) for l > 0 and write ϕ( x) = c + k ϕ k x k = 0 for the both sides of (4.26). First, if
, by the strict positivity assumption, we have ϕ k ≥ 0 and then
Finally, we consider the case k (−) = 0 and ϕ = λ (i) . In this case we have k = ι (j)
for some j ∈ I. By the explicit form of
In this case, S k ϕ = ϕ and S k ϕ = 0. Then this is not the case of (4.26).
This lemma implies that under the strict positivity assumption, any linear function in Ξ ι [λ] has a non-negative coefficient 0 or h i , λ , which means (ι, λ) is ample. Therefore, we have 
Corollary 4.4 Let ι be the same one as in Theorem 4.2 and λ be a dominant integral weight. Then we have:
Furthermore, we also obtain the following combinatorial expression for the weight multiplicities and the tensor-product multiplicities as follows: The weight function of Z ∞ ι [λ] is described explicitly by (4.6): wt( x) = λ − k x k α i k . Set W (λ) := {ν ∈ P | B(λ) ν = ∅} and denote the weight multiplicity of ν in B(λ) by M λ,ν . Any ν ∈ W (λ) is in the form λ − i m i α i (m i ∈ Z ≥0 ). Then we have Proof. The argument in the proof of Proposition 3.2.1 [11] can be applied to any integrable highest weight modules for symmetrizable Kac-Moody Lie algebras.
Here note that the conditionẽ hi,λ +1 i v = 0 is equivalent to the one ε i (v) ≤ h i , λ and the explicit form of ε i is given in (4.6). Here we set 
Rank 2 case
In this section, we apply Theorem 4.2 and Corollary 4.4 to the case for the KacMoody algebras of rank 2. We adopt the same setting as in [12, Sect.4] . Without loss of generality, we can and will assume that I = {1, 2}, and ι = (· · · , 2, 1, 2, 1). The Cartan data is given by:
Here we either have c 1 = c 2 = 0, or both c 1 and c 2 are positive integers. We set X = c 1 c 2 − 2, and define the integer sequence a l = a l (c 1 , c 2 ) for l ≥ 0 by setting a 0 = 0, a 1 = 1 and, for k ≥ 1,
where the P k (X) are Chebyshev polynomials given by the following generating function:
Here define a c 2 ) be the minimal index l such that a l+1 < 0 (if a l ≥ 0 for all l ≥ 0, then we set l max = +∞). By inspection, if c 1 c 2 = 0 (resp. 1, 2, 3) then l max = 2 (resp. 3, 4, 6). Furthermore, if c 1 c 2 ≤ 3 then a lmax = 0 and a l > 0 for 1 ≤ l < l max . On the other hand, if c 1 c 2 ≥ 4, i.e., X ≥ 2, it is easy to see from (5.2) that P k (X) > 0 for k ≥ 0, hence a l > 0 for l ≥ 1; in particular, in this case l max = +∞.
Theorem 5.1 (i) In the rank 2 case, for a dominant integral weight
is given by 
consists of all linear forms ϕ (l) k with k ≥ 1 and 0 ≤ l < l max .
(iv) The positivity assumption for the sequence ι is satisfied. Now we return to the proof of Theorem 5.1. It is remained to describe
Here we see the explicit form of ξ (i) :
It is evident that Ξ
The proof of the theorem is completed by the following lemma:
consists of all linear forms η l with 1 ≤ l < l max .
(iv) Any element in Ξ (2) ι \ {ξ (2) } has non-negative coefficients for x 1 and x 2 .
Proof. We can check (ii) by direct calculations for c 1 c 2 = 0, 1, 2, 3. The statement (iv) is immediate from (i) and (iii). Thus we shall show (i) and (iii). Since a ′ l ≥ 0, we have
where we use the relation a
. Thus we get S 2k η 2k = η 2k+1 . Similarly, we obtain S 2k−1 η 2k−1 = η 2k , S 2k+1 η 2k = η 2k−1 and S 2k η 2k−1 = η 2k−2 . We also have S j η k = η k if j = k, k + 1. These imply (i) and also (iii). [12] .
Applying Lemma 5.2 and Lemma 5.3 to Corollary 4.4 we conclude that
The proof of (ii) is evident from Theorem 4.2 and Lemma 5.3.
Note that the cases when l max < +∞, or equivalently, the image Im (Ψ ι ) is contained in a lattice of finite rank, just correspond to the Lie algebras g =
In conclusion of this section, we illustrate Theorem 5.1 by the example when c 1 = c 2 = 2, i.e., g is the affine Lie algebra of type A (1) 1 , following to [12] . In this case, X = c 1 c 2 − 2 = 2. It follows at once from (5.2) that P k (2) = k + 1; hence, (5.1) gives a l = l for l ≥ 0. We see that for type A
and for x = (· · · , x 2 , x 1 ) ∈ Σ ι we have
6 A n -case
We shall apply Theorem 4.2 and Corollary 4.4 to the case when g is of type A n . Let us identify the index set I with [1, n] := {1, 2, · · · , n} in the standard way; thus, the Cartan matrix (a i,j = h i , α j ) 1≤i,j≤n is given by a i,i = 2, a i,j = −1 for |i − j| = 1, and a i,j = 0 otherwise. As the infitite sequence ι let us take the following periodic sequence
Following to [12, Sect.5] , we shall change the indexing set for
According to this, we will write an element x ∈ Z ∞ as a doublyindexed family (x j;i ) j≥1,i∈ [1,n] . We will adopt the convention that x j;i = 0 unless j ≥ 1 and i ∈ [1, n]; in particular, x j;0 = x j;n+1 = 0 for all j.
(i) In the above notation, the image Im (Ψ (λ) ι ) is the set of all integer families (x j;i ) such that
In this setting, we have
Thus we see the form S 5 S 2 S 1 (x 1 ) has the negative coefficient for x 2 , which breaks the positivity assumption. Furthermore, this case is not ample. Fix λ ∈ P + with h 2 , λ > 0.
In this section we shall treat the affine Lie algebra g = A (1) n−1 . We will assume that n ≥ 3 since the case of A (1) 1 was already treated in Sect.5. As in [12] we will identify the index set I with [1, n] in the way such that the Cartan matrix (a i,j = h i , α j ) 1≤i,j≤n is given by a i,i = 2, a i,j = −1 for |i − j| = 1 or |i − j| = n − 1, and a i,j = 0 otherwise. As the infinite sequence we take the following periodic sequence
In the rest of this section, we will use the notation ( [12] ):
Thus, the correspondence (j; i) → j; i[k] is a bijection from Z ≥1 × [1, n − 1] to Z ≥k . If there is no confusion, we shall use j; i for j; i [1] . This bijection transforms the usual linear order on Z ≥k into the lexicographic order on
As in [12, Sect 6] we consider integer "matrices" C = (c j;i ) indexed by Z ≥1 × [1, n − 1], and such that c j;i = 0 for j ≫ 0. With every such C and any k ≥ 1 we associate a linear form 
(7.1)
s j ′ ;i ′ ≤ j for any (j; i), with the equality for j ≫ 0.
Let us denote the set of all admissible matrices by C and C 0 for the matrix given by c j;i = δ j;i,1;1 . Then we have ϕ C0[k] = x k . The following lemma is shown in [12] , which is used repeatedly in the subsequent arguments. 
Here note that we treat the matrix C[0] in the third condition of (7.5). In this case there is no object corresponding to ϕ C0[0] = x 0 , but it is removed from C. Furthermore, by Lemma 7.2 the matrix with non-trivial c 1;1 is only C 0 . Thus the R.H.S of (7.5) is well-defined.
Proof. Let Ξ k be the set of linear forms obtained by applying S j 's on the linear form x k as in [12 
In order to complete the proof of the theorem, it suffices to show the following:
Proof of Proposition 7.4 The proof of (7.7) is trivial. Let us show (7.8). Write F (i) for the R.H.S. of (7.8) (1 < i ≤ n − 1). Using the double index j; i, the linear form β j;i can be written explicitly in the following form:
Here note that x j;n means x j+1;1 , x j;0 means x j−1;n−1 if j > 1 and x j,i means 0 if j ≤ 0. which is the different convention from the A n -case. By the definition of
. By using the explicit form of β j;i in (7.10), we obtain the similar formula to (6.6):
otherwise. (7.11) This implies that any form in F (i) is generated from ξ (i) and the set F (i) is closed under the action of S p;q . Before showing (7.9) we see the following lemma:
Lemma 7.5 Suppose that C = (c j;i ) ∈ C \ {C 0 } satisfies c 2;2 < 0. Then we have c 1;2 = c 2;1 = 1, c 2;2 = −1 and c j;i = 0 for other j; i.
Proof of Lemma 7.5 . By the definition of s j;i , we have c 2;2 = s 2;2 − s 1;2 . Thus, our assumption c 2;2 < 0 implies 0 ≤ s 2;2 < s 1;2 .
(7.12)
It is obtained by (7. 3) and (7.4) that s 1;1 + s 1;2 + · · · + s 1;n−1 ≤ 1, (7.13) s 1;1 + s 1;2 + · · · + s 1;n−1 + s 2;1 ≤ 2, (7.14) s j ′ ;i ′ > 0 for some (1; 2) < (j ′ ; i ′ ) ≤ (2; 2). (7.15)
Since C = C 0 , by Lemma 7.2 we have c 1;1 = s 1;1 = 0. Then by (7.1), (7.12) and (7.13), we get s 1;2 = c 1;2 = 1 (7.16) s 1;3 = s 1;4 = · · · = s 1;n−1 = s 2;2 = 0.
(7.17)
Then we have c 2;2 = s 2;2 − s 1;2 = −1.
Furthermore, by (7.14), (7.15) and (7.17) we have Here we need the following lemma to complete the proof of Lemma 7.5:
Lemma 7.6 If s j;1 = 1 and (j ′ ;i ′ )≤(j;1) s j ′ ;i ′ = j, we have s k;i = δ i,1 for (k; i) ≥ (j; 1).
Proof. It follows from (7.3) and (7.4) that (j ′ ;i ′ )≤(j;n−1) s j ′ ;i ′ ≤ j, (7.20) (j ′ ;i ′ )≤(j+1;1) s j ′ ;i ′ ≤ j + 1, (7.21) s j ′ ;i ′ > 0 for some (j; 1) < (j ′ ; i ′ ) ≤ (j + 1; 1). (7.22) Then by applying the assumption of the lemma to (7.20)-(7.22) we have s j;2 = s j;3 = · · · = s j;n−1 = 0 and s j+1;1 = 1, which implies (j ′ ;i ′ )≤(j+1;1) s j ′ ;i ′ = j + 1. These are the assumption of the lemma replaced j by j + 1. Therefore, the induction proceeds and then we get s k;2 = s k;3 = · · · = s k;n−1 = 0 and s k;1 = 1 for k ≥ j.
By (7.14), (7.16) and (7.19) we have s 2;1 = 1 and (j ′ ;i ′ )≤(2;1) s j ′ ;i ′ = 2. Then by using Lemma 7.6, we have s k;i = δ i,1 for (k; i) ≥ (2; 1) and then Let us show (7.9). We write F (n) for the R.H.S. of (7.9). The explicit form of ξ (n) is Proof of Theorem 7.3. Let us see that the above proposition and lemma imply our theorem. In view of Corollary 4.4 and Proposition 7.4, it suffices to show that the sequence ι satisfies the strict positivity assumption. We have already shown this for Ξ (∞) k in [12] . Next, we see Ξ ι \ {ξ (i) }) the only linear form which has non-trivial coefficients for x 1;i (1 ≤ i ≤ n − 1) or x 2;1 is just −x 2;2 + x 2;1 , which has a positive coefficient for x 2;1 . The remaining case is i = n. In this case, the explicit form of ξ (n) is given by ξ (n) ( x) = x 1;1 + x 1;n−1 − x 2;1 . So it sufficies to show that any linear form ϕ( x) = j;i c j;i x j;i[0] ∈ Ξ (n) ι \ {ξ (n) } satisfies that c 1;2 , · · · , c 1;n−1 , c 2;1 , c 2;2 ≥ 0. Those for c 1;2 , · · · , c 1;n−1 are trivial from s 1;i = c 1;i and (7.1). If we assume c 2;1 < 0, we have c 1;1 = s 2;1 − c 2;1 > 0. By Lemma 7.2, we get c j;i = δ j;i,1;1 . Now since C = C 0 , we have c 2;1 ≥ 0. If we assume tha c 2;2 < 0, we have ϕ C[0] = ξ (n) by Lemma 7.5. Thus, we obtain the strict positivity assumption and then completed the proof of the theorem.
