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АНАЛИЗ РАСПАРАЛЛЕЛИВАНИЯ ВЫЧИСЛЕНИЙ 
ПРИ РЕШЕНИИ ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ СТАЦИОНАРНЫХ 
ФИЗИЧЕСКИХ ПОЛЕЙ МЕТОДОМ КОНЕЧНЫХ ЭЛЕМЕНТОВ
В статье исследуется возможность распараллелива­
ния вычислений при решении дифференциальных уравне­
ний в частных производных в пространстве итераций, что 
позволяет связать изучение параллельной структуры про­
грамм с лексографическим графом.
Необходимость моделирования стационарных фи­
зических полей возникает при проектировании различных 
приборов полей композитных электрообогревателей, радио­
технических устройств, магнитных и электрических полей 
постоянных токов в диэлектрической среде, электромагнит­
ных процессов, сопровождающих атмосферный разряд, и в 
других областях науки и техники.










В статье исследуется возмож ность распараллеливания вычислений при реш е­
нии диф ф еренциальны х уравнений в частных производных в пространстве итера­
ций, что позволяет связать изучение параллельной структуры программ с лексогра- 
фическим графом.
Н еобходим ость м оделирования стационарны х ф изических полей возн и ка­
ет при проектировании различны х приборов полей возникает при п роекти рова­
нии различны х приборов ком позитны х электрообогревателей, радиотехнических 
устройств, м агнитны х и электри чески х полей постоянны х токов в ди электр и ч е­
ской среде, электром агнитны х процессов, сопровож даю щ их атм осф ерны й разряд 
и в других областях науки и техники [1,2]. М оделирование стационарны х ф и зи че­
ских полей сводиться к реш ению  ди ф ф еренциальны х уравнений м атем атической 
физики [2].
П олучение точного аналитического реш ения диф ф еренциальны х уравнений 
в частны х производных с различными граничными условиями с коэффициентами 
взывает значительные затруднения. По этой причине используется методы прибли-
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ж енного численного реш ения, к которым относиться метод конечны х элементов, 
приводящ их к реш ению систем линейны х алгебраических уравнений [3].
Приближенное реш ение уравнений в частных производны х имеется в виде [1]
U  = F  + £  A ,N m  ,
m
F -  функция, удовлетворяю щ ая граничным условиям,
Nm -  базисные функции, которые на границе обращ аются в ноль,
Am -  искомые коэффициенты. Имеется такой набор коэффициентов, при котором
wnRdS 0
R -  приближенное реш ение, 
w n -  некоторые весовые функции.
Для поиска весовы х функций используется метод Галеркина [2], основанный 
на выборе пробны х функций и поиске реш ений по всей области.
В методе конечны х элементов невязка минимизируется внутри отдельных 
подобластей D простой формы -  конечных элементов с велением ограничений на 
вид базисных функций [3]: обращ ение в единицу каждой базисной функции в одним 
из узлов аппроксимации и не равной нулям только в конечны х элементах, содерж а­
щ их данный узел.
В вариационной формулировке метода конечных элементов определяющ им 
уравнением двумерной задачи является уравнение Л апласа [1]:
A T 2 =
d 2T  d 2T  
— -  + — - = 0
dx d y 2
(1)
с граничным условиями Дирихле на части границ
T=50,y=0 (2), T=100, y=2 (2)
и условиями Н еймана на остальной части границы задача определена на множестве 
R=D+S и границе S.
В [1] методом вариационного исчисления показано что реш ение [1] с гранич­
ным условием (2) совпадает с функцией минимизизирую щ ий функционал.
2  //(
2 D  V d x .
dxdy , (3 )
где T(x,y) -  функция из допустимого множества пробны х функций, заданный в D. 
Принимая пробные функции непрерывными с кусочно-непрерывными первыми 
производными, область D разбивается треугольными элементами на l конечных по­
добластей с общим числом узлов n, это позволяется записать (1) в виде
l 1
X = Z  X " .  X ''= =  2  /J
7  d T li > ( d T li Л
dxdy




Обозначая верш ины треугольника в порядке движ ения по часовой стрелке 
i(xi,yi), m(xm,ym), j(xj,yj) и выбирая для li элемента линейную пробную функцию
T h (x., y )  = a 1!  + a 2i + a ]  ; x, y  e  1г, (5)
пробные функции для узлов i,m,j представляются в виде
Ti = a 1 +  a 2 x i +  a 3 y i ,
Tj  =  a 1 +  a 2 x j  +  a 3 y j  ,
Tm = a i +  a 2 x m +  a 3 ym . (6)
При известных значений T  в узлах i,j,m  и постоянных а ^ а 2, а 3 система (6)
имеет единственное реш ение a t , a j , a m [1]:
a  = f  2A^)(a‘T ' + ^  + a mTm ^
a 2 = (  0 *  + bT  + K Z ), (7)
a 3 = ^  + ClTl + ^  i
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где A -  определитель системы (6),
a i = x j y m - ХшУ j
Ъг = y, - ym ,
ci = x m - xj
В этом случае T e‘ (x, y )  представляю тся через базисные функции в виде
T l  ^  y ) = 2 A  [(ai + b' x  + Ciy )T  + (aj + bj x  + C,y  )Tj + (am + bmx  + Cmy)Tm ] (8)
которые в векторной форме представляются в виде
T li = N T ; N  = [Ni...Nn l  T l = Tf...7;  J (9)
и при этом
f 1 = 2 а ( ь т + ^  ^  )i 
I T  = 2 А ( с Т + C jT j+ c X ]
Здесь [ ] -  транспонированная матрица.
С учетом (10) выражение (4) представляется как
(10 )
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X l  = s a t  Я 1м  + bT ,  + bJ .  J + (c .T  + C.T, + c J „  )2 dxdy, (11)
которое вследствие j j dxdy = A дает
x . =  - L
8A
\b,T  + b,T ,  + b T  ) + (c ,T  + CjTj + C „ T„ )]. (11)
С учетом (11) функционал (4) может быть представлен функцией всех узловых 
значений в виде
x  = X (71,..., T ,) (12)
и определению подлежат параметры T1 ,...,Tn .
М инимум (12) может быть определен как
dx d xli
- r r  = ^ ^ =  = 0, p  = n .
dT p i=i d T p
(13)
Дифференцирование (11) по Tp определяет вклад элемента l t по соотношению 
d x 1 1
d V  ~ 4 A
bp (bpTp + bqTq + brTr )+  Cp (cpTp + Cq Tq + CrTr )] (14)
при следующ ем условии: номера узлов i,j,m  элемента l t имеют во множестве номе­
ров узлов системы значения p,q и г соответственно.
В соответствии с (7), (8), (9), (11), (14) решение уравнения (1) сводиться к форми­
рованию матрицы жесткости (6) и объединению матрицы жесткости по узлам. При этом 
алгоритмы численного решения содержат вложенные циклы, первый из которых вы­
числяет заданные, используемые вторым циклом, а данные из второго цикла использу­
ются в третьем. Следовательно, все три цикла выполняются последовательно.
П олучение реш ения диф ф еренциальны х уравнений в частны х производных 
средствами вычислительной техники выдвигает необходимость обеспечения вы соко­
го быстродействия, что может быть достигнуто распараллеливанием вычислений [4].
Подавляющ ее больш инство методов, позволяю щ их распараллелить вычисле­
ния такого рода, в большей или меньшей степени плохо масш табируются и накла­
ды ваю т определенные ограничения на вид обрабатываемой матрицы [5]. Для полу­
чения эффекта работы  параллельных алгоритмов необходимо сильно разряженная 
матрица, а метод конечны х элементов в больш инстве случаев не дает таких матриц. 
Следствием этого являются необходимость анализа последовательных программ на 
выделение фрагментов выполняющ ихся параллельно.
Текст программы, реализующ ий метод конечны х элементов путем формиро­
вания матрицы жесткости отдельны х элементов и объединения их по узлам приве­
дены  в [6].
щ у
у
И спользование суперкомпьютеров с общей или расш иренной памятью тре­
буют реш ения вопроса распараллеливания данной программы. В анализе последо­
вательных программ на возмож ность их распараллеливания можно использовать 
несколько методов. В настоящ ее время находим ш ирокое применение метод по­
строения информационного графа программы и последующ его его анализа, в ре­
зультате которого выделяются циклы с независимыми итерациями. [4]
В соответствии с данным методом по тексту последовательной программы 
формируется циклический профиль, представляемый горизонтальными скобками и 
помеченной скобки, соответствую щ ие независимым циклам. Каждый из циклов с 
внутренними операторами преобразователями, изменяющ ими значения перемен­
ных, ставят в соответствие верш инам информационного графа, ребра которого соот­
ветствую т условиям срабатывания операторов.
Выделив в информационном графе верш ины, являющ иеся итерационно­
независимыми определяют возмож ность параллельного выполнения фрагментов 
последовательной программы.
Применим приведенную методику [4] к анализу распараллеливания последо­
вательной программы реш ения диф ф еренциальных уравнений методом конечных 
элементов [6]. Прежде всего, строится информационный граф, используемый для 
определения информационно независимых вершин. Так как программа [6] содер­
жит много циклов, то, не теряя общ ности, проведем анализ фрагментов формирова­
ния матрицы жесткости отдельных элементов и их объединения по узлам.
Ф рагмент программы формирования матрицы жесткости элементов с разде­
лением на отмечаемые отдельные следующ ие друг за другом части представляется 
следующ им образом.
for (int i=o;i<nElem s;i++)
{
for(int j= o;j< 3;j++ ) {
int iNodeJ=elem s[i,j]; 
x[j]=nodes [iN odeJ].x; 







if  (iNode1>=3) { 
iNode1=o; 
iNode2=1;
} else if  (iNode1 == ) { 
iNode2=o;
}




for (int ir=o;ir<3;ir++) {
for (int ic=o;ic<3;ic++) {
elem sM [i,ir,ic]=(b [ir]*b [ic]+c[ir]*c[ic])/(4.o*delta);
}
}
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Обозначая операторы-преобразователи прямоугольником и стрелками отно­
шения информационной зависимости между операторами, информационный граф 
фрагмента программы представляется в виде, приведенном на рис. 1.
Рис 1. Информационный граф фрагмента программы формирование жесткости
отдельного элемента
Из данного фрагмента и его информационного графа следует, что первый 
вложенный цикл вычисляет данные, которые затем используются вторым циклом, а 
данны е второго цикла используется третьим циклом, т.е. все три влож енных циклов 
работаю т последовательно.
Ф рагмент кода программы объединения матрицы жесткости всех элементов 
по узлам.
for (int iN ode=o;iN ode<nN odes;iN ode++) { 
boul isBoundary = false; 
for (int i=o;i<iBounds;i++) {
if  (iNode == boundNodes[i]) { 
stm [iN ode,iN ode]=1; 





if (isBoundary == false) {
int nSurElem s = arrSurrNodes[iNode].Count;
for (int ind=o;intd<nSurElem s;ind++) {
int iElem  = (int) arrSurrNodesElem s[iNode][ind]; 
for (int ir=o;ir<3;ir++) {
if  (elem s[iElem ,ir]==iNode) {
for (int ic=o;ic<3;ic++) {






Из данного фрагмента программы следует, что на каждой итерации цикла 
вычисляется очередная строка общей матрицы жесткости и все итерации внеш него 
цикла выполняются независимо друг от друга.
Анализ информационного графа показывает, что при реш ении диф ф еренци­
альных уравнений в частный производный методом конечных элементов допустимо 
параллельное выполнение двух фрагментов программы: фрагмент, формирующ ий 
матрицы жесткости для каждого элемента и фрагмент, объединения матрицы ж ест­
кости по узлам.
уСледствии этого является высокая эфф ективность реш ений диф ф еренциаль­
ных уравнений в частны х производных методом конечных разностей векторного 
конвейерными компьютерами и неэффективное использование многопроцессорных 
компьютеров.
Таким образом, повеш ение эффективность распараллеливание вычислений 
при реш ении диф ф еренциальны х уравнений в частных производных методом ко­
нечных элементов требует разработки новых численны х методов позволяющ их ис­
пользовать все возможности мощ ных суперкомпьютеров.
Работ а выполнена при поддерж ке Ф Ц П  «Научные и научно-педагогические кадры  
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