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Abstract. In this paper, we investigate solution stability for control problems of partial
differential equations with the cost functional not involving the usual quadratic term for the
control. We first establish a sufficient optimality condition for the optimal control problems
with bang-bang controls. Then we obtain criteria for solution stability for the optimal control
problems of bang-bang controls under linear perturbations. We prove Ho¨lder stability of
optimal controls in L1.
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1 Introduction
The aim of this paper is to study solution stability for bang-bang optimal control problems
of elliptic partial differential equations (PDEs) under linear perturbations. In particular, we
are interested in the optimal control problems where the cost functional does not involve the
control in an explicit form as followsMinimize J(u) =
∫
Ω
L
(
x, yu(x)
)
dx
subject to α(x) ≤ u(x) ≤ β(x) for a.e. x ∈ Ω,
(1.1)
where yu is the weak solution of the Dirichlet problem{
Ay + f(x, y) = u in Ω
y = 0 on Γ.
(1.2)
In general, local solutions u¯ of this problem have the so-called bang-bang property: for
almost all x ∈ Ω it holds u¯(x) ∈ {α(x), β(x)}.
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Motivated by the second-order sufficient optimality conditions for bang-bang optimal
control problem obtained in [2], [4] and the results on numerical methods obtained in [10],
[11], we investigate the perturbed optimal control problem{
Minimize J (u, e) = J(u+ ey) + (eJ , yu+ey)L2(Ω)
subject to u ∈ Uad,
(1.3)
where yu+ey is the weak solution of the perturbed Dirichlet problem{
Ay + f(x, y) = u+ ey in Ω
y = 0 on Γ.
(1.4)
Here, e = (ey, eJ) is a given perturbation. We will show that the perturbed problem has
local solutions near solutions of the original problem that satisfy a second-order condition,
see Theorem 4.4. Under an additional assumption on the bang-bang control, we prove
local Ho¨lder stability in L1(Ω) of optimal controls with respect to the perturbations, see
Theorem 4.5.
Stability results for optimal control problems can be found, for instance, in [7, 9]. How-
ever, these results are not applicable in our situation, as they require second-order growth of
the cost functional in L2(Ω), which is not fulfilled in bang-bang control problems. Instead,
our analysis relies on a second-order condition due to Casas [2], which substantially weakens
the second-order condition while still implying local stability, see, e.g., Theorem 3.1 below.
In addition, we use an assumption that controls the growth of the adjoint state near
jumps of the control. This condition was used recently in [11] to obtain regularization error
estimates of Tikhonov regularization of the bang-bang problem.
Quite a number of stability results are available for optimal control problems with bang-
bang controls subject to ordinary differential equations, see, e.g., [5, 6]. The stability is based
on assumptions on the switching function, which imply our condition (A4.æ). In addition,
second-order conditions on switching times are imposed. While the methods of proof are
not directly transferable, stability of controls with respect to L1-norms is obtained, as in our
case.
2 Preliminaries
Let us assume that Ω ⊂ IRN with N ∈ {1, 2, 3} and α, β ∈ L∞(Ω) with α(x) ≤ β(x) for a.e.
x ∈ Ω. Moreover, the functions L, f : Ω × IR → IR are Carathe´odory functions of class C2
with respect to the second variable satisfying the following assumptions.
(A1) The function f(·, 0) ∈ Lp¯(Ω) with p¯ > N/2,
∂f
∂y
(x, y) ≥ 0 for a.e. x ∈ Ω,
and for all M > 0 there exists a constant Cf,M > 0 such that∣∣∣∣∂f∂y (x, y)
∣∣∣∣+ ∣∣∣∣∂2f∂y2 (x, y)
∣∣∣∣ ≤ Cf,M for a.e. x ∈ Ω and |y| ≤M.
For every M > 0 and ε > 0 there exists δ > 0, depending on M and ε such that∣∣∣∣∂2f∂y2 (x, y2)− ∂2f∂y2 (x, y1)
∣∣∣∣ < ε if |y1|, |y2| ≤M, |y2 − y1| ≤ δ, and for a.e. x ∈ Ω.
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(A2) The function L(·, 0) ∈ L1(Ω) and for all M > 0 there are a constant CL,M > 0 and
a function ψM ∈ L
p¯(Ω) such that for every |y| ≤ M and almost all x ∈ Ω,∣∣∣∣∂L∂y (x, y)
∣∣∣∣ ≤ ψM(x), ∣∣∣∣∂2L∂y2 (x, y)
∣∣∣∣ ≤ CL,M .
For every M > 0 and ε > 0 there exists δ > 0, depending on M and ε such that∣∣∣∣∂2L∂y2 (x, y2)− ∂2L∂y2 (x, y1)
∣∣∣∣ < ε if |y1|, |y2| ≤M, |y2 − y1| ≤ δ, and for a.e. x ∈ Ω.
(A3) Ω is an open and bounded domain in IRN with Lipschitz boundary Γ, and A denotes
a second-order differential elliptic operator of the form
Ay(x) = −
N∑
i,j=1
∂xj
(
aij(x)∂xiy(x)
)
;
the coefficients aij ∈ C(Ω¯) satisfy
λA|ξ|
2 ≤
N∑
i,j=1
aij(x)ξiξj , ∀ξ ∈ IR
N , for a.e. x ∈ Ω,
for some λA > 0.
We denote
Uad =
{
u ∈ L∞(Ω)
∣∣ α(x) ≤ u(x) ≤ β(x) for a.e. x ∈ Ω}.
Observe that Uad is nonempty, closed, bounded, and convex in L
p(Ω) whenever 1 ≤ p ≤ ∞.
We refer the reader to [12, Chapter 4] for the proofs of the following results on the solution
of the state equation (1.2). For every u ∈ Lp(Ω) with p > N/2, equation (1.2) has a unique
weak solution yu ∈ H
1
0 (Ω) ∩ C(Ω¯). In addition, there exists a constant Mα,β such that
‖yu‖H1
0
(Ω) + ‖yu‖C(Ω¯) ≤Mα,β, ∀u ∈ Uad. (2.5)
The control-to-state mapping G : L2(Ω) → H10 (Ω) ∩ C(Ω¯) defined by G(u) = yu is of class
C2. Moreover, for every v ∈ L2(Ω), zu,v = G
′(u)v is the unique weak solution ofAz +
∂f
∂y
(x, y)z = v in Ω
z = 0 on Γ,
(2.6)
and for any v1, v2 ∈ L
2(Ω), wv1,v2 = G
′′(u)(v1, v2) is the unique weak solution ofAw +
∂f
∂y
(x, y)w +
∂2f
∂y2
(x, y)zu,v1zu,v2 = 0 in Ω
w = 0 on Γ,
(2.7)
where y = G(u) and zu,vi = G
′(u)vi for i = 1, 2.
By assumption (A2), using the latter results and applying the chain rule we deduce that
the cost functional J : L2(Ω)→ IR is of class C2, and the first and second derivatives of J(·)
are given by
J ′(u)v =
∫
Ω
ϕu(x)v(x)dx, (2.8)
3
and
J ′′(u)(v1, v2) =
∫
Ω
(
∂2L
∂y2
(
x, yu(x)
)
− ϕu(x)
∂2f
∂y2
(
x, yu(x)
))
zu,v1(x)zu,v2(x)dx, (2.9)
where zu,vi = G
′(u)vi for i = 1, 2, and ϕu ∈ H
1
0 (Ω) ∩ C(Ω¯) is the adjoint state of yu defined
as the unique weak solution ofA∗ϕ+
∂f
∂y
(x, yu)ϕ =
∂L
∂y
(x, yu) in Ω
ϕ = 0 on Γ,
(2.10)
where A∗ is the adjoint operator of A.
For any p ∈ [1,∞], we denote B¯pε (u¯) the closed ball in the space L
p(Ω) with the center
at u¯ ∈ Lp(Ω) and the radius ε > 0, i.e.,
B¯pε (u¯) = {v ∈ L
p(Ω)
∣∣ ‖v − u¯‖Lp(Ω) ≤ ε}.
An element u¯ ∈ Uad is said to be a solution/global minimum of problem (1.1) if J(u¯) ≤ J(u)
for all u ∈ Uad. We will say that u¯ is a local solution/local minimum of problem (1.1) in the
sense of Lp(Ω) if there exists a closed ball B¯pε (u¯) such that J(u¯) ≤ J(u) for all u ∈ Uad∩B¯
p
ε (u¯).
The local solution u¯ is called strict if J(u¯) < J(u) holds for all u ∈ Uad ∩ B¯
p
ε (u¯) with u 6= u¯.
Under the above assumptions, solutions of problem (1.1) exist. We introduce the space
Y = H10 (Ω) ∩ C(Ω¯) endowed with the norm
‖y‖Y = ‖y‖H1
0
(Ω) + ‖y‖L∞(Ω).
We know that, see e.g. [12, Chapter 4], if u¯ is a local solution of problem (1.1) in the sense of
Lp(Ω), then there exist a unique state yu¯ ∈ Y and a unique adjoint state ϕu¯ ∈ Y satisfying
the first-order optimality system{
Ayu¯ + f(x, yu¯) = u¯ in Ω
yu¯ = 0 on Γ,
(2.11)
A∗ϕu¯ +
∂f
∂y
(x, yu¯)ϕu¯ =
∂L
∂y
(x, yu¯) in Ω
ϕu¯ = 0 on Γ,
(2.12)
∫
Ω
ϕu¯(x)
(
u(x)− u¯(x)
)
dx ≥ 0, ∀u ∈ Uad. (2.13)
3 Optimality conditions for bang-bang controls
Let u¯ be locally optimal for problem (1.1) in the sense of Lp(Ω) with p ∈ [1,∞]. From (2.13),
we deduce that
u¯(x) =
{
α(x), if ϕu¯(x) > 0
β(x), if ϕu¯(x) < 0
and ϕu¯(x)

≥ 0, if u¯(x) = α(x)
≤ 0, if u¯(x) = β(x)
= 0, if α(x) < u¯(x) < β(x).
(3.14)
Let us consider the case where the set {x ∈ Ω| ϕu¯(x) = 0} has a zero Lebesgue measure.
Then, it follows from (3.14) that u¯(x) ∈ {α(x), β(x)} for a.e. x ∈ Ω, i.e., u¯ is a bang-bang
control.
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The goal of this section is to provide sufficient optimality conditions for local optimality of
a bang-bang control u¯ ∈ Uad satisfying the first-order optimality system (2.11)-(2.13). The
sufficient optimality conditions are established via the second-order derivative of the cost
functional J(·). For this reason, a cone of critical directions is given. Let us first consider
the natural cone of critical directions associated with u¯ defined by
Cu¯ =
v ∈ L2(Ω)
∣∣∣∣∣ v(x)

≥ 0 if u¯(x) = α(x)
≤ 0 if u¯(x) = β(x)
= 0 if ϕu¯(x) 6= 0
 . (3.15)
Then, the second-order necessary conditions for local optimality can be written in the form
J ′′(u¯)v2 ≥ 0, ∀v ∈ Cu¯, (3.16)
see, e.g., [1, Section 6.3]. However, it follows from (3.14) and (3.15) that if u¯ is a bang-
bang control, then Cu¯ = {0}. Therefore, condition (3.16) is trivial and it does not provide
any information. To overcome this drawback, following [2] we increase the cone Cu¯ to an
extended cone given as follows. For every τ ≥ 0, we define
Cτu¯ =
v ∈ L2(Ω)
∣∣∣∣∣ v(x)

≥ 0 if u¯(x) = α(x)
≤ 0 if u¯(x) = β(x)
= 0 if |ϕu¯(x)| > τ
 . (3.17)
It is clear that C0u¯ = Cu¯, and C
τ
u¯ is bigger than Cu¯ in general for τ > 0.
In this paper, in order to consider bang-bang controls u¯ of problem (1.1) we are interested
in the case where the set {x ∈ Ω| ϕu¯(x) = 0} has a zero Lebesgue measure. As a consequence,
the following assumption posed on the adjoint state ϕu¯ is natural; see [4].
(A4) Assume that u¯ ∈ Uad and it satisfies the first-order optimality system (2.11)-(2.13),
and the condition below
∃K > 0 such that
∣∣{x ∈ Ω : |ϕu¯(x)| ≤ ε}∣∣ ≤ Kε, ∀ε > 0. (3.18)
In (3.18), we denote | · | the Lebesgue measure.
Proposition 3.1 (See [4, Proposition 2.7]) Assume that (A1)-(A4) hold. Then, there
exists κ > 0 such that
J ′(u¯)(u− u¯) ≥ κ‖u− u¯‖2L1(Ω), ∀u ∈ Uad. (3.19)
We are going to extend the result given in Proposition 3.1, where (A4) is replace with
assumption (A4.æ) stated below.
(A4.æ) Assume that u¯ ∈ Uad and it satisfies the first-order optimality system (2.11)-
(2.13), and the following condition
∃K > 0, ∃æ > 0 such that
∣∣{x ∈ Ω : |ϕu¯(x)| ≤ ε}∣∣ ≤ Kεæ, ∀ε > 0. (3.20)
Proposition 3.2 Assume that (A1)-(A3) and (A4.æ) hold. Then, there exists κ > 0 such
that
J ′(u¯)(u− u¯) ≥ κ‖u− u¯‖
1+ 1
æ
L1(Ω), ∀u ∈ Uad. (3.21)
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Proof. Given u ∈ Uad, we put
ε :=
(
(2‖β − α‖L∞(Ω)K)
−1‖u− u¯‖L1(Ω)
)1/æ
and Eε := {x ∈ Ω : |ϕu¯| ≥ ε
æ}.
Then, we have
J ′(u¯)(u− u¯) =
∫
Ω
|ϕu¯||u− u¯|dx ≥
∫
Eε
|ϕu¯||u− u¯|dx
≥ ε‖u− u¯‖L1(Eε) = ε
(
‖u− u¯‖L1(Ω) − ‖u− u¯‖L1(Ω\Eε)
)
.
Since |Ω \ Eε| ≤ Kε
æ by (3.20), we obtain
‖u− u¯‖L1(Ω\Eε) ≤ ‖β − α‖L∞(Ω)Kε
æ.
Consequently, we deduce that
J ′(u¯)(u− u¯) ≥ ε
(
‖u− u¯‖L1(Ω) − ‖u− u¯‖L1(Ω\Eε)
)
≥ ε
(
‖u− u¯‖L1(Ω) − ‖β − α‖L∞(Ω)Kε
æ
)
≥
ε
2
‖u− u¯‖L1(Ω) = κ‖u− u¯‖
1+ 1
æ
L1(Ω),
where κ = 2−1
(
2‖β − α‖L∞(Ω)K
) 1
æ . ✷
The following theorem provides us with a second-order sufficient optimality condition for
the bang-bang control problem (1.1).
Theorem 3.1 Assume that u¯ is a feasible control for problem (1.1) satisfying (A1)-(A3)
and (A4.æ) and assume that there exist δ > 0 and τ > 0 such that
J ′′(u¯)v2 ≥ δ‖zv‖
2
L2(Ω), ∀v ∈ C
τ
u¯ , (3.22)
where zv = G
′(u¯)v is the solution of (2.6) for y = yu¯. Then, there exists ε > 0 such that
J(u¯) +
κ
2
‖u− u¯‖
1+ 1
æ
L1(Ω) +
δ
8
‖zu−u¯‖
2
L2(Ω) ≤ J(u), ∀u ∈ Uad ∩ B¯
2
ε (u¯), (3.23)
with zu−u¯ = G
′(u¯)(u− u¯) and κ being given in Proposition 3.2.
In order to prove Theorem 3.1 we need the following technical lemmas.
Lemma 3.1 (See [2, Lemma 2.6]) For any u ∈ Uad and v ∈ L
2(Ω), denote zu,v = G
′(u)v.
Also, we set zv = G
′(u¯)v. Then there exist constants C2 > 0 and C3 > 0 such that
‖zu,v − zv‖Y ≤ C2‖u− u¯‖L2(Ω)‖zv‖L2(Ω), ∀v ∈ L
2(Ω),
‖zu,v‖L2(Ω) ≤ C3‖v‖L1(Ω), ∀v ∈ L
1(Ω),
for all u ∈ Uad.
Lemma 3.2 (See [2, Lemma 2.7]) For every ε > 0, there exists ρ > 0 such that for u ∈ Uad
with ‖u− u¯‖L2(Ω) ≤ ρ the following inequality holds∣∣J ′′(u)v2 − J ′′(u¯)v2∣∣ ≤ ε‖zv‖2L2(Ω), ∀v ∈ L2(Ω).
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We are going to prove Theorem 3.1, several techniques used in this proof are similar as
in the proof of [2, Theorem 2.4].
Proof of Theorem 3.1. Let us define the function F : Ω× Uad → L
∞(Ω) by
F (x, u) =
∂2L
∂y2
(x, yu)− ϕu
∂2f
∂y2
(x, yu).
Then F is well-defined due to the assumptions on f and L, and
‖yu‖L∞(Ω) + ‖ϕu‖L∞(Ω) ≤M, ∀u ∈ Uad,
for some M > 0. We also have
‖F (x, u)‖∞ ≤ KM , ∀u ∈ Uad.
We observe that for every v, w ∈ L2(Ω) and u ∈ Uad,
|J ′′(u)(v, w)| =
∣∣∣∣∫
Ω
F (x, u(x))zu,vzu,wdx
∣∣∣∣ ≤ KM‖zu,v‖L2(Ω)‖zu,w‖L2(Ω). (3.24)
By Lemma 3.2, there exists ε0 > 0 such that
|J ′′(u)v2 − J ′′(u¯)v2| ≤
δ
4
‖zv‖
2
L2(Ω) when ‖u− u¯‖L2(Ω) ≤ ε0.
Take ε with 0 < ε < ε0 such that
τ
2C23ε
√
|Ω|
−
KM(C2ε+ 1)
2
2
−
2K2M(C2ε+ 1)
4
δ
≥
δ
4
, (3.25)
where C2 and C3 are given in Lemma 3.1.
Given u ∈ B¯2ε (u¯) ∩ Uad, we define
v(x) =
{
u(x)− u¯(x), if |ϕu¯(x)| ≤ τ
0, otherwise
and w = (u− u¯)− v.
We see that v ∈ Cτu¯ . Making a Taylor expansion of second order we obtain
J(u) = J(u¯) + J ′(u¯)(u− u¯) +
1
2
J ′′(û)(u− u¯)2
for some û = u¯+ θ(u− u¯) with θ ∈ (0, 1). From (3.14) and u− u¯ = v + w we have
J(u) = J(u¯) +
1
2
J ′(u¯)(u− u¯) +
1
2
∫
Ω
|ϕu¯||u− u¯|dx+
1
2
J ′′(û)(u− u¯)2
= J(u¯) +
1
2
J ′(u¯)(u− u¯) +
1
2
∫
Ω
|ϕu¯||u− u¯|dx
+
1
2
J ′′(u¯)v2 +
1
2
(
J ′′(û)v2 − J ′′(u¯)v2
)
+
1
2
J ′′(û)w2 + J ′′(û)(v, w)
(with Proposition 3.2)
≥ J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
1
2
∫
Ω
|ϕu¯||w|dx+
δ
2
‖zv‖
2
L2(Ω) −
δ
8
‖zv‖
2
L2(Ω)
−
1
2
KM‖zû,w‖
2
L2(Ω) −KM‖zû,v‖L2(Ω)‖zû,w‖L2(Ω)
≥ J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
1
2
τ‖w‖L1(Ω) +
3δ
8
‖zv‖
2
L2(Ω)
−
1
2
KM‖zû,w‖
2
L2(Ω) −KM‖zû,v‖L2(Ω)‖zû,w‖L2(Ω).
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Note that ‖û− u¯‖L2(Ω) = ‖θ(u− u¯)‖L2(Ω) ≤ ‖u− u¯‖L2(Ω) ≤ ε. Hence, by Lemma 3.1 we
deduce that
‖zû,w‖L2(Ω) ≤ ‖zû,w − zw‖L2(Ω) + ‖zw‖L2(Ω)
≤ C2‖û− u¯‖L2(Ω)‖zw‖L2(Ω) + ‖zw‖L2(Ω)
≤ (C2ε+ 1)‖zw‖L2(Ω).
Similarly, we also have
‖zû,v‖L2(Ω) ≤ (C2ε+ 1)‖zv‖L2(Ω).
By arguing the same as in the proof of Theorem 2.4 in [2] we obtain
1
C23ε
√
|Ω|
‖zw‖
2
L2(Ω) ≤ ‖w‖L1(Ω).
Therefore, we get
J(u) ≥ J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
1
2
τ‖w‖L1(Ω) +
3δ
8
‖zv‖
2
L2(Ω)
−
1
2
KM‖zû,w‖
2
L2(Ω) −KM‖zû,v‖L2(Ω)‖zû,w‖L2(Ω)
≥ J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
τ
2C23ε
√
|Ω|
‖zw‖
2
L2(Ω) +
3δ
8
‖zv‖
2
L2(Ω)
−
1
2
KM(C2ε+ 1)
2‖zw‖
2
L2(Ω) −KM(C2ε+ 1)
2‖zv‖L2(Ω)‖zw‖L2(Ω)
≥ J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
3δ
8
‖zv‖
2
L2(Ω) −
δ
8
‖zv‖
2
L2(Ω)
+
(
τ
2C23ε
√
|Ω|
−
KM(C2ε+ 1)
2
2
−
2K2M(C2ε+ 1)
4
δ
)
‖zw‖
2
L2(Ω).
From this and using (3.25) we obtain
J(u) ≥ J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
δ
4
‖zv‖
2
L2(Ω) +
δ
4
‖zw‖L2(Ω)
≥ J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
δ
8
‖zv + zw‖
2
L2(Ω)
= J(u¯) +
1
2
κ‖u− u¯‖
1+ 1
æ
L1(Ω) +
δ
8
‖zu−u¯‖L2(Ω),
which yields (3.23). ✷
4 Stability for bang-bang control problems
In this section, we investigate stability of problem (1.1) for bang-bang controls, where the
state equation and the cost functional undergo linear perturbations.
We now consider the perturbed control problem of problem (1.1) as follows{
Minimize J (u, e) = J(u+ ey) + (eJ , yu+ey)L2(Ω)
subject to u ∈ Uad,
(4.26)
where J(·) is the cost functional of problem (1.1), yu+ey is the weak solution of the perturbed
Dirichlet problem {
Ay + f(x, y) = u+ ey in Ω
y = 0 on Γ,
(4.27)
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and eJ ∈ L
2(Ω), ey ∈ L
2(Ω) are parameters.
In what follows, let us put e = (eJ , ey) ∈ L
2(Ω)×L2(Ω) and impose the sum norm in the
product space E := L2(Ω)× L2(Ω), i.e.,
‖e‖E = ‖eJ‖L2(Ω) + ‖ey‖L2(Ω). (4.28)
4.1 Existence and stability of solutions of perturbed problems
In this subsection, we are interested in the existence and stability of solutions of the perturbed
control problem (4.26). Given an arbitrary ε > 0, we first consider the following auxiliary
perturbed control problem{
Minimize J (u, e) = J(u+ ey) + (eJ , yu+ey)L2(Ω)
subject to u ∈ Uεad := Uad ∩ B¯
2
ε (u¯),
(4.29)
where yu+ey = G(u+ ey) is the weak solution of the perturbed Dirichlet problem{
Ay + f(x, y) = u+ ey in Ω
y = 0 on Γ,
(4.30)
and eJ ∈ L
2(Ω), ey ∈ L
2(Ω) are parameters.
Theorem 4.1 Assume that (A1)-(A3) hold and let u¯ be a local solution of problem (1.1).
Then, the perturbed control problem (4.29) has at least one optimal control u¯e with associated
optimal perturbed state yu¯e+ey ∈ H
1(Ω) ∩ C(Ω¯) for small e.
Proof. Fix any parameter e small enough. For each u ∈ L2(Ω), equation (4.30) has a unique
weak solution yu+ey = G(u+ ey) ∈ H
1
0 (Ω) ∩ C(Ω¯). Since U
ε
ad is a bounded subset of L
∞(Ω)
and thus it is bounded in L2(Ω). Hence, there is some constant c > 0 such that
‖yu+ey‖H1(Ω) + ‖yu+ey‖C(Ω¯) ≤ c‖u+ ey‖L2(Ω).
The latter implies that there is some constant M > 0 such that
‖yu+ey‖C(Ω¯) ≤M, ∀u ∈ U
ε
ad.
We observe that the functional J (u, e) is bounded from below for u ∈ Uεad. Therefore, the
infimum
J0(e) = inf
u∈Uε
ad
J (u, e)
exists. Let {(yn, un)}n is a minimizing sequence, that is, let un ∈ U
ε
ad and yn = yun+ey be
such that J (un, e) → J0(e) as n → ∞. We interpret U
ε
ad as a nonempty, closed, bounded
and convex set in the reflexive Banach space L2(Ω), thus Uεad is weakly sequentially compact.
Hence, without loss of generality we may assume that {un} converges weakly in L
2(Ω) to
some u¯e in U
ε
ad, i.e.,
un ⇀ u¯e as n→∞.
Consider the sequence
tn(·) = f(·, yn(·)), ∀n ∈ IN.
Recall that, for every n ∈ IN , ‖yn‖L∞(Ω) ≤ M since |yn(x)| ≤ M for all x ∈ Ω¯. Then {tn}
is also bounded in L∞(Ω), and thus bounded in L2(Ω). Without loss of generality we may
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assume that {yn} and {tn} converges weakly in L
2(Ω) to some y ∈ L2(Ω) and t ∈ L2(Ω)
respectively.
Observe that yn solves the problem{
Ayn + yn = rn in Ω
yn = 0 on Γ,
where rn := −f(x, yn)+yn+un+ey converges weakly in L
2(Ω) to −t+y+ u¯e+ey. By virtue
of [12, Theorem 2.6], the mapping rn 7→ yn is linear and continuous from L
2(Ω) into H1(Ω).
Since every continuous linear operator is also weakly continuous, {yn} must converge weakly
in H1(Ω) to some ye ∈ H
1(Ω), i.e.,
yn ⇀ ye as n→∞.
Since H1(Ω) is compactly embedded in L2(Ω) by [12, Theorem 7.4], we have
‖yn − ye‖L2(Ω) → 0 as n→∞.
The set {v ∈ L2(Ω) : ‖v‖L∞(Ω) ≤ M} is bounded, closed, and convex, thus it is also weakly
sequentially closed. Consequently, ye belongs to this set since |yn(x)| ≤ M for all x ∈ Ω¯.
We have ∫
Ω
∇yn · ∇vdx+
∫
Ω
f(·, yn)vdx =
∫
Ω
(un + ey)vdx, ∀v ∈ H
1(Ω).
Passing to the limit as n→∞, we see that yn ⇀ ye in H
1(Ω) yields the convergence of the
first integral. In addition, yn → ye in L
2(Ω) and ‖yn‖L∞(Ω) ≤ M yields the convergence of
the second integral. By dominated convergence theorem, we have∫
Ω
∇ye · ∇vdx+
∫
Ω
f(·, ye)vdx =
∫
Ω
(u¯e + ey)vdx, ∀v ∈ H
1(Ω),
i.e., ye ≡ yu¯e+ey is the weak solution of (4.30) corresponding to the right-hand side u¯e + ey.
Since un ⇀ u¯e in L
2(Ω), we have un + ey ⇀ u¯e + ey and thus yun+ey → yu¯e+ey in C(Ω¯);
see, e.g., [3, Theorem 2.1]. Consequently, we obtain
J0(e) = lim
n→∞
J (un, e) = lim
n→∞
(
J(un + ey) + (eJ , yun+ey)L2(Ω)
)
= J(u¯e + ey) + (eJ , yu¯e+ey)L2(Ω) = J (u¯e, e).
This concludes that u¯e is an optimal control of the perturbed problem (4.29) with associated
optimal perturbed state yu¯e+ey ∈ H
1(Ω) ∩ C(Ω¯). ✷
We recall that y is an extremal point of a set K if and only if y = λy1 + (1 − λ)y2 with
y1, y2 ∈ K and 0 < λ < 1 entails y1 = y2 = y. For a generic set S we denote its closed
convex hull by convS.
Theorem 4.2 (See [13, Theorem 1]) Assume that un ⇀ u in L
1(Ω) and that u(x) is an
extremal point of K(x) := conv
(
{un(x)}n∈IN ∪ {u(x}
)
for a.e. x ∈ Ω. Then, un → u in
L1(Ω).
The forthcoming theorem shows that under the assumptions (A1)-(A3), the perturbed
control problem (4.29) is stable in L2(Ω).
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Theorem 4.3 Assume that (A1)-(A3) hold. Let u¯ be a local bang-bang solution of prob-
lem (1.1) in the neighborhood B¯2ε (u¯) and let u¯e be a global solution of problem (4.29) with
respect to the parameter e. Then, we have u¯e → u¯ in L
2(Ω) as e→ 0 in E.
Proof. Let {en}n∈IN be such that en → 0 and let u¯n = u¯en ∈ B¯
2
ε (u¯) be a solution of (4.29).
Then, u¯n ⇀ u˜ in L
2(Ω) for some u˜ ∈ B¯2ε (u¯). Letting n→∞, we have J (u¯n, en) ≤ J (u¯, en),
and
J (u¯n, en)→ J (u˜, 0) and J (u¯, en)→ J (u¯, 0).
It follows that J (u˜, 0) ≤ J (u¯, 0). Hence, we get u˜ = u¯. We have shown that u¯n ⇀ u¯ in
L2(Ω). This yields u¯n ⇀ u¯ in L
1(Ω). We observe that u¯(x) is an extremal point of the set
K(x) := conv
(
{u¯n(x)}n∈IN ∪ {u¯(x}
)
for a.e. x ∈ Ω since u¯ is a bang-bang control. Applying
Theorem 4.2 we infer that u¯n → u¯ in L
1(Ω). Note that u¯n ∈ U
ε
ad and U
ε
ad is a bounded set in
L∞(Ω), thus ‖u¯n − u¯‖L∞(Ω) is bounded for every n ∈ IN . Therefore, there exists a constant
M > 0 such that
‖u¯n − u¯‖L2(Ω) ≤ ‖u¯n − u¯‖
1/2
L1(Ω)‖u¯n − u¯‖
1/2
L∞(Ω) ≤M‖u¯n − u¯‖
1/2
L1(Ω) → 0,
where the first inequality is due to Ho¨lder’s inequality. ✷
Theorem 4.4 Assume that (A1)-(A3) hold and let u¯ be a local bang-bang solution of prob-
lem (1.1) under assumption (A4.æ) and condition (3.22) for some δ > 0 and τ > 0. Then,
the perturbed problem (4.26) has local solutions u¯e near u¯ for small e. Moreover, u¯e → u¯ in
L2(Ω) as e→ 0 in E.
Proof. According to Theorem 3.1, u¯ is a local bang-bang solution of problem (1.1) via (3.23)
which holds for some ε > 0. For any parameter e ∈ E, by Theorem 4.1 problem (4.29) has
global solutions u¯e ∈ Uad ∩ B¯
2
ε (u¯) with respect to the ε. By Theorem 4.3, u¯e → u¯ in L
2(Ω)
as e → 0 in E. In particular, u¯e belongs to the interior of the ball B¯
2
ε (u¯) for small e. This
shows that u¯e is a local solution of the perturbed problem (4.26) near u¯ for small e. ✷
4.2 Stability of KKT points of perturbed problems
For the perturbed problem (4.26), we call a control ue ∈ Uad the KKT point of (4.26) if ue
satisfies the following system{
Ayue+ey + f(x, yue+ey) = ue + ey in Ω
yue+ey = 0 on Γ,
(4.31)
A∗ϕue,e +
∂f
∂y
(x, yue+ey)ϕue,e =
∂L
∂y
(x, yue+ey) + eJ in Ω
ϕue,e = 0 on Γ,
(4.32)
∫
Ω
ϕue,e(x)
(
u(x)− ue(x)
)
dx ≥ 0, ∀u ∈ Uad. (4.33)
In formula (4.32), we call ϕue,e the adjoint state of yue+ey for perturbed problem (4.26)-(4.27).
Then, the partial derivative of J (u, e) in u at ue can be computed by the formula
J ′u(ue, e)(u− ue) =
∫
Ω
ϕue,e(x)
(
u(x)− ue(x)
)
dx, ∀u ∈ Uad.
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Let us denote ϕue+ey the adjoint state of yue+ey for problem (1.1)-(1.2) with respect to the
control ue + ey ∈ L
2(Ω), i.e., ϕue+ey is the weak solution of the following equationA∗ϕue+ey +
∂f
∂y
(x, yue+ey)ϕue+ey =
∂L
∂y
(x, yue+ey) in Ω
ϕue+ey = 0 on Γ.
(4.34)
Observe that since ϕue,e and ϕue+ey are respectively the weak solutions of (4.32) and
(4.34), we deduce that ϕue,e − ϕue+ey satisfies the following equationA∗(ϕue,e − ϕue+ey) +
∂f
∂y
(x, yue+ey)(ϕue,e − ϕue+ey) = eJ in Ω
ϕue,e − ϕue+ey = 0 on Γ.
Therefore, there exists a constant cJ > 0 such that
‖ϕue,e − ϕue+ey‖L∞(Ω) ≤ cJ‖eJ‖L2(Ω). (4.35)
We now state some auxiliary results that will be used in the proofs of the main results
in this section.
Lemma 4.1 Let there be given any u¯ ∈ Uad. Then, there exists a constant C1 > 0 such that
‖yu − yu¯‖Y + ‖ϕu − ϕu¯‖Y ≤ C1‖u− u¯‖L2(Ω), ∀u ∈ L
2(Ω), (4.36)
where yu and ϕu are respectively the weak solutions of (1.2) and (2.10).
Proof. For any u ∈ L2(Ω), subtracting equations (1.2) satisfied by yu and yu¯ we obtain that{
A(yu − yu¯) + f(x, yu)− f(x, yu¯) = u− u¯ in Ω
yu − yu¯ = 0 on Γ.
We see that
f(x, yu(x))− f(x, yu¯(x)) =
∫ 1
0
∂f
∂y
(
x, yu(x) + s
(
yu¯(x)− yu(x)
))
ds
(
yu(x)− yu¯(x)
)
.
Due to assumption (A1), we have
θ(x) :=
∫ 1
0
∂f
∂y
(
x, yu(x) + s
(
yu¯(x)− yu(x)
))
ds ≥ 0.
Let y˜ = yu − yu¯ and u˜ = u− u¯. Then, y˜ satisfies the following equation{
Ay˜ + θ(x)y˜ = u˜ in Ω
y˜ = 0 on Γ,
where θ(x) ≥ 0. From this we can deduce that there exists a constant c1 > 0 such that
‖y˜‖H1
0
(Ω) + ‖y˜‖L∞(Ω) ≤ c1‖u˜‖L2(Ω),
or, equivalently, as follows
‖yu − yu¯‖Y ≤ c1‖u− u¯‖L2(Ω). (4.37)
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Now, subtracting equations (2.10) satisfied by ϕu and ϕu¯ we obtain that
A∗(ϕu − ϕu¯) +
∂f
∂y
(x, yu¯)(ϕu − ϕu¯) =
∂L
∂y
(x, yu)−
∂L
∂y
(x, yu¯)
−
(
∂f
∂y
(x, yu)−
∂f
∂y
(x, yu¯)
)
ϕu in Ω
ϕu − ϕu¯ = 0 on Γ.
This implies that ‖ϕu − ϕu¯‖Y is estimated by the L
2(Ω) norm of the right-hand side of
the equation. Note that ‖ϕu‖Y ≤ ℓ1 for some constant ℓ1 > 0 and u ∈ L
2(Ω). Using the
assumptions (A1) and (A2) and applying the mean value theorem we deduce that∣∣∣∣∂L∂y (x, yu)− ∂L∂y (x, yu¯)
∣∣∣∣ + ∣∣∣∣∂f∂y (x, yu)− ∂f∂y (x, yu¯)
∣∣∣∣ ≤ (CL,M + Cf,M)∣∣yu(x)− yu¯(x)∣∣.
Arguing the same as in the proof of Theorem 4.4 we obtain for some constant Dα,β > 0 that
‖yu − yu¯‖L2(Ω) ≤ Dα,β‖u− u¯‖L1(Ω) ≤ |Ω|
1/2Dα,β‖u− u¯‖L1(Ω).
Consequently, we get the estimate∥∥∥∥∂L∂y (x, yu)− ∂L∂y (x, yu¯)−
(
∂f
∂y
(x, yu)−
∂f
∂y
(x, yu¯)
)
ϕu
∥∥∥∥
L2(Ω)
≤ ℓ2‖u− u¯‖L2(Ω),
where ℓ2 := (CL,M + ℓ1Cf,M)|Ω|
1/2Dα,β. Therefore, there exists a constant c2 > 0 such that
‖ϕu − ϕu¯‖Y ≤ c2‖u− u¯‖L2(Ω). (4.38)
From (4.37) and (4.38) we have
‖yu − yu¯‖Y + ‖ϕu − ϕu¯‖Y ≤ C1‖u− u¯‖L2(Ω),
where C1 = c1 + c2. ✷
Theorem 4.5 Assume that (A1)-(A3) hold and let u¯ be a local solution of problem (1.1)
under assumption (A4.æ) and condition (3.22) for some δ > 0 and τ > 0. Then, there exist
constants η > 0 and ̺ > 0 such that for any KKT point ue of (4.26) with ‖ue− u¯‖L2(Ω) ≤ η,
we have
‖ue − u¯‖L1(Ω) ≤ ̺‖e‖
æ
E ,
where æ is given in assumption (A4.æ).
Proof. Let a parameter e ∈ E be given and let ue be a KKT point of (4.26). We argue
similarly to the proof of Theorem 3.1. Due to Proposition 3.2 we get
κ
2
‖ue − u¯‖
1+ 1
æ
L1(Ω) +
1
2
∫
Ω
|ϕu¯||ue − u¯|dx ≤
(
J ′(u¯)− J ′u(ue, e)
)
(ue − u¯).
By definition, we have
J ′u(ue, e)− J
′(ue) = ϕue,e − ϕue .
Recall the definitions of ϕue,e and ϕue in (4.32) and (2.12). Due to (4.35) and (4.36), we have
‖ϕue,e − ϕue‖L∞(Ω) ≤ ‖ϕue,e − ϕue+ey‖L∞(Ω) + ‖ϕue+ey − ϕue‖L∞(Ω)
≤ c(‖eJ‖L2(Ω) + ‖ey‖L2(Ω))
= c‖e‖E
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for some constant c > 0. This proves
κ
2
‖ue − u¯‖
1+ 1
æ
L1(Ω) +
1
2
∫
Ω
|ϕu¯||ue − u¯|dx ≤
(
J ′(u¯)− J ′(ue)
)
(ue − u¯) + c‖e‖E‖ue − u¯‖L1(Ω).
Making Taylor expansion, we find(
J ′(ue)− J
′(u¯)
)
(ue − u¯) = J
′′(û)(ue − u¯)
2
with û = u¯+ θ(ue− u¯) and θ ∈ (0, 1). Introducing the splitting ue− u¯ = v+w with v ∈ C
τ
u¯ ,
see again the proof of Theorem 3.1, we get(
J ′(ue)− J
′(u¯)
)
(ue − u¯) = J
′′(u¯)v2 +
(
J ′′(û)− J ′′(u¯)
)
v2 + J ′′(û)w2 + 2J ′′(û)(v, w).
Proceeding exactly as in the proof of Theorem 3.1, we find(
J ′(ue)− J
′(u¯)
)
(ue − u¯) +
1
2
∫
Ω
|ϕu¯||ue − u¯|dx ≥
δ
8
‖zue−u¯‖
2
L2(Ω)
for all ue with ‖ue − u¯‖L2(Ω) ≤ η < ε, where ε > 0 is as in the proof above and η ∈ (0, ε) is
small enough. Putting everything together, we obtain
κ
2
‖ue − u¯‖
1+ 1
æ
L1(Ω) +
δ
8
‖zue−u¯‖
2
L2(Ω) ≤ c‖e‖E‖ue − u¯‖L1(Ω),
which shows
‖ue − u¯‖L1(Ω) ≤ ̺‖e‖
æ
E ,
where ̺ := 2κ−1c > 0. ✷
4.3 Stability of second-order conditions
In this subsection, we will prove that the second-order sufficient optimality condition (3.22)
is stable under small perturbations. This stability result leads to a sufficient optimality
condition for the KKT points of the perturbed problem (4.26).
Lemma 4.2 Let us fix any u¯ ∈ Uad. Then, there exist constants C2 > 0 and C3 > 0 such
that for every u ∈ Uad and ey ∈ L
2(Ω) with ‖ey‖L2(Ω) small enough, we have
‖zu+ey,v − zv‖Y ≤ C2‖u+ ey − u¯‖L2(Ω)‖zv‖L2(Ω), ∀v ∈ L
2(Ω),
‖zu+ey,v‖L2(Ω) ≤ C3‖v‖L1(Ω), ∀v ∈ L
1(Ω),
where zu+ey,v = G
′(u+ ey)v and zv = G
′(u¯)v.
Proof. Subtracting equations (2.6) satisfied by zu+ey,v and zv we obtain
A(zu+ey,v − zv) +
∂f
∂y
(x, yu+ey)(zu+ey,v − zv) +
(
∂f
∂y
(x, yu+ey)−
∂f
∂y
(x, yu¯)
)
zv = 0,
or, equivalently, as follows
A(zu+ey ,v − zv) +
∂f
∂y
(x, yu+ey)(zu+ey,v − zv) +
∂2f
∂y2
(x, ŷ)(yu+ey − yu¯)zv = 0,
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where ŷ = yu¯+θ(yu+ey−yu¯) for some measurable function θ(·) with 0 ≤ θ(x) ≤ 1. Combining
this with (2.5), assumption (A1), and (4.36) we deduce that
‖zu+ey,v − zv‖Y ≤ Cf,M‖yu+ey,v − yu¯‖L2(Ω)‖zv‖L2(Ω)
≤ Cf,MDα,β‖u+ ey − u¯‖L1(Ω)‖zv‖L2(Ω)
≤ C2‖u+ ey − u¯‖L2(Ω)‖zv‖L2(Ω),
where C2 = Cf,MDα,β|Ω|
1/2.
Arguing similarly as in the proof of [2, Lemma 2.6] we can use a regularity result for
equation (2.6) to obtain the inequality
‖zu+ey,v‖W 1,p
0
(Ω) ≤ Cp‖v‖L1(Ω), (4.39)
where Cp is independent of u+ ey since Uad is bounded in L
∞(Ω). Moreover, we can take p
close enough to N/(N − 1) to have the embedding W 1,p0 (Ω) →֒ L
2(Ω). From this and (4.39)
it follows that ‖zu+ey,v‖L2(Ω) ≤ C3‖v‖L1(Ω) for some constant C3 > 0. ✷
Lemma 4.3 Let us fix any u¯ ∈ Uad. For every ε > 0, there exists ρ > 0 such that for any
u ∈ Uad and ey ∈ L
2(Ω) with ‖ey‖L2(Ω) small enough and ‖u+ ey − u¯‖L2(Ω) ≤ ρ the following
inequality holds ∣∣J ′′(u+ ey)v2 − J ′′(u¯)v2∣∣ ≤ ε‖zv‖2L2(Ω), ∀v ∈ L2(Ω). (4.40)
Proof. Let us define the function F : Ω× Uad → L
∞(Ω) by setting
F (x, u) =
∂2L
∂y2
(x, yu)− ϕu
∂2f
∂y2
(x, yu),
where yu and ϕu are respectively the weak solutions of (1.2) and (2.10). Using the assump-
tions (A1) and (A2), and (4.36) we deduce that for any ε > 0 there exists ρ1 ∈ (0, 1) such
that
‖F (x, u+ ey)− F (x, u¯)‖L∞(Ω) ≤
ε
2
whenever ‖u+ ey − u¯‖L2(Ω) ≤ ρ1.
We also have
‖F (x, u+ ey)‖∞ ≤ KM , ∀u ∈ Uad.
Using the above estimates for F together with Lemma 4.2 and arguing similarly as in the
proof of [2, Lemma 2.7] we obtain (4.40). ✷
According to [2, Theorem 2.4], under assumptions (A1)-(A3), if a feasible control u¯ of
problem (1.1) satisfies condition (3.22) for some δ > 0 and τ > 0, then it is a local solution
of (1.1). The following theorem shows that condition (3.22) is stable for small parameter e.
Theorem 4.6 Assume that (A1)-(A3) hold and let u¯ ∈ Uad be such that condition (3.22)
holds at u¯ for some δ > 0 and τ > 0. Then, there exist δ̂ > 0 and ρ1 > 0 such that for e ∈ E
small enough and ‖u+ ey − u¯‖L2(Ω) ≤ ρ1 we have
J ′′u (u, e)v
2 ≥ δ̂‖zeu,v‖
2
L2(Ω), ∀v ∈ C
τ
u¯ , (4.41)
where zeu,v = G
′(u+ ey)v is the solution of (2.6) for y = yu+ey .
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Proof. Recall that J (u, e) = J(u + ey) + (eJ , yu+ey)L2(Ω) with e = (eJ , ey) ∈ E. It follows
that
J ′′u (u, e)v
2 = J ′′(u+ ey)v
2 +
(
eJ , G
′′(u+ ey)v
2
)
L2(Ω)
, ∀v ∈ L2(Ω).
By Lemma 4.3, for any ε1 > 0, there exists ρ1 > 0 such that if ‖u + ey − u¯‖L2(Ω) ≤ ρ1, we
have ∣∣J ′′(u+ ey)v2 − J ′′(u¯)v2∣∣ ≤ ε1‖zv‖2L2(Ω), ∀v ∈ L2(Ω).
We can choose ε1 < δ and choose small e satisfying ‖u + ey − u¯‖L2(Ω) ≤ ρ1. Then, it holds
that
J ′′(u+ ey)v
2 ≥ J ′′(u¯)v2 − ε1‖zv‖
2
L2(Ω)
≥ δ‖zv‖
2
L2(Ω) − ε1‖zv‖
2
L2(Ω) = (δ − ε1)‖zv‖
2
L2(Ω).
Hence, for every v ∈ L2(Ω), we have
J ′′u (u, e)v
2 ≥ (δ − ε1)‖zv‖
2
L2(Ω) +
(
eJ , G
′′(u+ ey)v
2
)
L2(Ω)
. (4.42)
Note that G′′(u+ ey)v
2 is a weak solution of (2.7) satisfying the condition for some constant
C ≥ 0 as follows
‖G′′(u+ ey)v
2‖L2(Ω) ≤ C
∥∥∥∥−∂2f∂y2 (x, yu+ey)z2u+ey,v
∥∥∥∥
L2(Ω)
≤ C
∥∥∥∥∂2f∂y2 (x, yu+ey)
∥∥∥∥
L∞(Ω)
‖zu+ey,v‖
2
L2(Ω) ≤ CCf,M‖z
e
u,v‖
2
L2(Ω),
(4.43)
where zeu,v = zu+ey,v = G
′(u+ ey)v. In addition, by Lemma 4.2, we have
‖zeu,v − zv‖L2(Ω) ≤ C2‖u+ ey − u¯‖L2(Ω)‖zv‖L2(Ω).
Hence, for e small enough, we deduce that
‖zeu,v‖L2(Ω) ≤ ‖zv‖L2(Ω) + C2‖u+ ey − u¯‖L2(Ω)‖zv‖L2(Ω)
≤
(
1 + C2‖u+ ey − u¯‖L2(Ω)
)
‖zv‖L2(Ω)
≤ (1 + C2ρ1)‖zv‖L2(Ω).
(4.44)
Combining this with (4.42), (4.43), and (4.44) we get
J ′′u (u, e)v
2 ≥ (δ − ε1)‖zv‖
2
L2(Ω) − ‖eJ‖L2(Ω)‖G
′′(u+ ey)v
2‖L2(Ω)
≥ (δ − ε1)(1 + C2ρ1)
−1‖zeu,v‖
2
L2(Ω) − ‖eJ‖L2(Ω)CCf,M‖z
e
u,v‖
2
L2(Ω)
=
(
(δ − ε1)(1 + C2ρ1)
−1 − ‖eJ‖L2(Ω)CCf,M
)
‖zeu,v‖
2
L2(Ω).
We have shown that
J ′′u (u, e)v
2 ≥ δ̂‖zeu,v‖
2
L2(Ω), ∀v ∈ C
τ
u¯ , (4.45)
where δ̂ := (δ − ε1)(1 + C2ρ1)
−1 − ‖eJ‖L2(Ω)CCf,M > 0 for e small enough. ✷
Let us mention that it is an open problem to prove that a second-order condition is fulfilled
with respect to the critical cone to ue, i.e., replace C
τ
u¯ by C
τ
ue in (4.46). If one assumes such
a condition, then KKT points of the perturbed problem are indeed local solutions.
Theorem 4.7 Assume that (A1)-(A3) hold and that ue is a KKT point of problem (4.26)
such that there exist δ > 0 and τ > 0 such that
J ′′(ue)v
2 ≥ δ‖zue,v‖
2
L2(Ω), ∀v ∈ C
τ
ue, (4.46)
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where zue,v = G
′(ue)v is the solution of (2.6) for y = yue. Then, there exist η > 0 and δ̂ > 0
such that
J (ue, e) +
3δ̂
16
‖zeu˜,u−ue‖
2
L2(Ω) ≤ J (u, e), ∀u ∈ Uad ∩ B¯
2
η(ue), (4.47)
where u˜ = ue + θ(u− ue) for some θ ∈ (0, 1) and z
e
u˜,u−ue
= G′(u˜+ ey)(u− ue).
Proof. Let us define the function Fe : Ω× Uad → L
∞(Ω) by setting
Fe(x, u) =
∂2L
∂y2
(x, yu+ey)− ϕu+ey
∂2f
∂y2
(x, yu+ey).
Then, for every e small enough, Fe is well-defined due to the assumptions on f and L, and
‖yu+ey‖L∞(Ω) + ‖ϕu+ey‖L∞(Ω) ≤M, ∀u ∈ Uad,
for some M > 0. We also have
‖Fe(x, u)‖∞ ≤ KM , ∀u ∈ Uad.
For every u ∈ Uad and v, w ∈ L
2(Ω), it holds that
|J ′′u (u, e)(v, w)| ≤ |J
′′(u+ ey)(v, w)|+
∣∣(eJ , G′′(u+ ey)(v, w))L2(Ω)∣∣
=
∣∣∣∣∫
Ω
F
(
x, (u+ ey)(x)
)
zu+ey,vzu+ey,wdx
∣∣∣∣ + ‖eJ‖L2(Ω)‖G′′(u+ ey)(v, w)‖L2(Ω)
≤
∣∣∣∣∫
Ω
Fe(x, u(x))z
e
u,vz
e
u,wdx
∣∣∣∣+ ‖eJ‖L2(Ω)CCf,M‖zeu,v‖L2(Ω)‖zeu,w‖L2(Ω)
≤
(
KM + ‖eJ‖L2(Ω)CCf,M
)
‖zeu,v‖L2(Ω)‖z
e
u,w‖L2(Ω).
By setting KM,e := KM + ‖eJ‖L2(Ω)CCf,M , we obtain
|J ′′u (u, e)(v, w)| ≤ KM,e‖z
e
u,v‖L2(Ω)‖z
e
u,w‖L2(Ω), ∀u ∈ Uad, ∀v, w ∈ L
2(Ω).
Using the assumptions of the theorem and applying Theorem 4.6 we can find δ̂ > 0 and
ρ1 > 0 such that when e ∈ E is small enough and ‖u+ ey − ue‖L2(Ω) ≤ ρ1, we have
J ′′u (u, e)v
2 ≥ δ̂‖zeu,v‖
2
L2(Ω), ∀v ∈ C
τ
ue. (4.48)
Let us fix η with 0 < η < ρ1 such that one can find a constant τ̂ > 0 satisfying the condition
for all u ∈ Uad ∩ B¯
2
η(ue) that
τ − cJ‖eJ‖L2(Ω) − C1‖ey‖L2(Ω) ≥ τ̂ > 0, for all small ‖e‖E, (4.49)
and
τ̂
C23η
√
|Ω|
−
KM,e
2
−
2K2M,e
δ̂
≥
3δ̂
8
, (4.50)
where C1, cJ , and δ̂ are respectively given in Lemma 4.1, (4.35), and Theorem 4.6.
When u ∈ Uad ∩ B¯
2
η(ue), we define
v(x) =
{
u(x)− ue(x), if |ϕue(x)| ≤ τ
0, otherwise
and w = (u− ue)− v.
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We see that v ∈ Cτue. Using a Taylor expansion of second order for J (·, e), we have
J (u, e) = J(u+ ey) + (eJ , yu+ey)L2(Ω)
= J(ue + ey) + (eJ , yue+ey)L2(Ω)
+ J ′(ue + ey)(u− ue) +
(
eJ , G
′(ue + ey)(u− ue)
)
L2(Ω)
+
1
2
J ′′(û)(u− ue)
2 +
1
2
(
eJ , G
′′(û)(u− ue)
2
)
L2(Ω)
= J (ue, e) + J
′
u(ue, e)(u− ue) +
1
2
J ′′(û)(u− ue)
2 +
1
2
(
eJ , G
′′(û)(u− ue)
2
)
L2(Ω)
= J (ue, e) +
∫
Ω
ϕue,e(u− ue)dx+
1
2
J ′′(û)(v + w)2 +
1
2
(
eJ , G
′′(û)(v + w)2
)
L2(Ω)
,
where u− ue = v + w and û = ue + ey + θ(u− ue) for some θ ∈ (0, 1). By (4.33), we have
J (u, e) = J (ue, e) +
∫
Ω
|ϕue,e||v + w|dx+
1
2
(
J ′′(û)v2 +
(
eJ , G
′′(û)v2
)
L2(Ω)
)
+
1
2
(
J ′′(û)w2 +
(
eJ , G
′′(û)w2
)
L2(Ω)
)
+ J ′′(û)(v, w) +
(
eJ , G
′′(û)(v, w)
)
L2(Ω)
≥ J (ue, e) +
∫
Ω
|ϕue,e||w|dx+
1
2
J ′′u (u˜, e)v
2 +
1
2
J ′′u (u˜, e)w
2 + J ′′u (u˜, e)(v, w),
where u˜ = û− ey = ue + θ(u− ue) ∈ Uad.
Note that ‖u˜+ ey − ue‖ ≤ ρ1 for e small enough. Thus, by (4.48), we have
J ′′u (u˜, e)v
2 ≥ δ̂‖zeu˜,v‖
2
L2(Ω).
Now, from (4.35) and (4.36) we deduce that
‖ϕue,e − ϕue‖L∞(Ω) ≤ ‖ϕue,e − ϕue+ey‖L∞(Ω) + ‖ϕue+ey − ϕue‖L∞(Ω)
≤ cJ‖eJ‖L2(Ω) + C1‖ey‖L2(Ω).
This implies that
|ϕue(x)| − |ϕue,e(x)| ≤ ‖ϕue,e − ϕue‖L∞(Ω) ≤ cJ‖eJ‖L2(Ω) + C1‖ey‖L2(Ω),
and thus
|ϕue,e(x)| ≥ |ϕue(x)| − cJ‖eJ‖L2(Ω) − C1‖ey‖L2(Ω).
From this and (4.49) we obtain∫
Ω
|ϕue,e||w|dx ≥
∫
Ω
|ϕue||w|dx−
∫
Ω
(
cJ‖eJ‖L2(Ω) + C1‖ey‖L2(Ω)
)
|w|dx
≥ τ‖w‖L1(Ω) −
(
cJ‖eJ‖L2(Ω) + C1‖ey‖L2(Ω)
)
‖w‖L1(Ω)
=
(
τ − cJ‖eJ‖L2(Ω) − C1‖ey‖L2(Ω)
)
‖w‖L1(Ω)
≥ τ̂‖w‖L1(Ω).
By Schwarz’s inequality we get
‖w‖L1(Ω) ≤ ‖w‖L2(Ω)
√
|Ω| ≤ ‖u− ue‖L2(Ω)
√
|Ω| ≤ η
√
|Ω|.
Consequently, by Lemma 4.2 we have
τ̂
C23η
√
|Ω|
‖zeu˜,w‖
2
L2(Ω) ≤
τ̂
η
√
|Ω|
‖w‖2L1(Ω) ≤ τ̂‖w‖L1(Ω).
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Summarizing the above estimates and using Young’s inequality, we deduce that
J (u, e) ≥ J (ue, e) + τ̂‖w‖L1(Ω) +
δ̂
2
‖zeu˜,v‖
2
L2(Ω)
−
KM,e
2
‖zeu˜,w‖
2
L2(Ω) −KM,e‖z
e
u˜,v‖L2(Ω)‖z
e
u˜,w‖L2(Ω)
≥ J (ue, e) +
τ̂
C23η
√
|Ω|
‖zeu˜,w‖
2
L2(Ω) +
δ̂
2
‖zeu˜,v‖
2
L2(Ω)
−
KM,e
2
‖zeu˜,w‖
2
L2(Ω) −
δ̂
8
‖zeu˜,v‖
2
L2(Ω) −
2K2M,e
δ̂
‖zeu˜,w‖
2
L2(Ω)
= J (ue, e) +
3δ̂
8
‖zeu˜,v‖
2
L2(Ω) +
(
τ̂
C23η
√
|Ω|
−
KM,e
2
−
2K2M,e
δ̂
)
‖zeu˜,w‖
2
L2(Ω).
By the choice of small η > 0 satisfying condition (4.50), we obtain
J (u, e) ≥ J (ue, e) +
3δ̂
8
‖zeu˜,v‖
2
L2(Ω) +
3δ̂
8
‖zeu˜,w‖
2
L2(Ω)
≥ J (ue, e) +
3δ̂
16
‖zeu˜,v + z
e
u˜,w‖
2
L2(Ω)
= J (ue, e) +
3δ̂
16
‖zeu˜,u−ue‖
2
L2(Ω),
(4.51)
which yields (4.47). ✷
Conclusion
We have studied perturbed bang-bang controls problems and obtained Ho¨lder stability results
in L1(Ω). In this paper, the perturbations act linear in the state and adjoint equations. Based
on this work, one can discuss nonlinear perturbations without any additional difficulties. Let
us mention, that it is an open problem to prove necessary results for the Ho¨lder stability of
bang-bang controls as for instance the results of [9] do not apply directly.
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