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SOME ALGORITHMS FOE THE DECODING OF MORSE CODE
by Colin E Hagger
Thesis submitted to the University of Surrey for the degree of 
Master of Philosophy in the Faculty of Engineering 1979<-
Ill'
The thesis is concerned with the development of computer procedures 
for translating morse-coded transmissions back to the original message. 
Starting mainly from digitized signals which have already been recognised 
as morse, the thesis describes a number of alternative procedures and 
shows their performance on actual data.
Particular* emphasis was given to the following aspects of the problem:- 
the development and testing of several different algorithms for estimating 
the mark and space parameters : the amalgamation of short marks and short 
spaces into adjacent intervals: the detection of stepchanges in the data: 
the discrimination of different key types used in generating morse.
Using a comparison program, scores are given for the correlation between 
the text obtained by the computer program with that obtained by an operator. 
The transcription quality obtained ranges from approximately 70?^  for manual 
morse to 95^ or better for automatic morse.
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1. INTRODUCTION
The method of sending information by switching a signal on and off 
for certain durations has been widely used since its invention by 
Samuel Morse» The morse signals can be transmitted in two modes: 
firstly? on-off keyed (OoO.K.) where a certain signal frequency is 
switched on to represent marks and absent to represent spaces? and 
secondly frequency-shift keyed (F.S.K.) in which the signal is switched 
between tv/o different frequencies? with the higher frequency generally 
representing the marks, and the lower frequency representing the spaces.
1.1 Construction of Morse Code
The characters in morse code are formed from marks of two 
lengths - dots and dashes, and spaces of three lengths - element spaces 
(separating marks in each character), character spaces and word spaces. 
Ideally the mark durations are in the ratio 1:3 and the space durations
in the ratio 1:3:7» Also, the dot and element spaces are ideally equal.
An example of morse code is shown in figure 1.1.
A complete table of the International Morse Alphabet is shown
in figure 1.2. As well as the alphabet, numerals and punctuation there
are also another 26 symbols, known as "bar-characters". These are used 
to represent the extra characters used in other languages (for example, 
e, U etc).
1.2 Methods of Generation
Several different methods exist for produc^ing morse code 
which can conveniently be classed in three main categories, namely 
manual-keyed, bug-keyed and automatic morse.
1.2,1 Manual Morse
Manual morse is produced by a morse key held down for 
marks and released for spaces. The operator judges the durations of 
both marks and spaces. In practice the durations generated vary widely 
from the ideal mark and space ratios.
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Fig 1.2 International Morse Code
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1.2.2 Bug-key Morse
A bug key, when held to one side? will transmit a sequence 
of dots and element spaces of equal and uniform duration. Dashes and 
other spaces are formed by moving the key between the opposite position 
and the centre, just as for the manual key. Thus with this type of 
morse, the dots and some element spaces are formed accurately. Both 
electrical and mechanical keys exist, varying in the method in which the 
dots and element, spaces are produced. Also, within certain limits, the 
dot/element space duration is variable to suit a variety of sending 
speeds.
One variant of the bug key known as the electronic key 
produces a sequence of dots when the key is held to one side; but when 
the key is held to the opposite side, it produces a stream of dashes 
separated by element spaces. Here, most of the element spaces, and all 
the dots and dashes, are formed precisely, though the lengths of the 
character and word spaces are still left to the judgement of the 
operator.
The advantage of the bug key and electronic key is that 
the rate of sending can be increased over that of manual morse without 
using complex equipment.
1.2.3 Keyboard and Automatic Morse
In contrast, keyboard morse is the name given to morse 
sent from a typewriter-style keyboard, where for every key pressed, a 
perfectly formed morse character is transmitted. In some cases, a 
mechanical override limits the typing speed to the rate of transmission; 
in others a buffer is used to store characters and transmit them at some 
predetermined speed. In either case, when the typing rate is slower than 
the transmission rate, then the duration of the character and word spaces 
are left to the judgement of the sender.
Finally, automatic morse is, as the name implies, a message 
sent automatically which has been prepared prior to transmission. In this 
case every mark and space should be perfectly formed.
In practice there are further variations on each of these 
key types, though distinguishing them can be very difficult. For 
the purposes of this work, the data used by the transcription program 
are classed into three categories, namely:- 
manual morse
bug key morse (including electronic key) 
automatic/keyboard morse
The normal transmission rate for manual morse is 13-23 words 
per minute; a proficient operator is able to approach 40 words per 
minute. However, automatic morse can be sent at any speed, and up to 
100 words per minute is typical. Although this is very fast (too fast •
even for an operator to transcribe) the signals can generally be decoded
automatically since they are well-formed.
1.3 Aim Of This Work
The advantage that morse code, especially when manually sent,
has over other types of signals is the cheapness of the equipment
required for transmission and reception. However, to receive and trans­
late morse signals, it is still necessary to have an operator to tune 
into the signal, recognise it as morse, and translate the dots and dashes 
back to the original message. This is very costly in manpower, and so it 
would be desirable to have an automatic system which would carry out these 
tasks.
Methods are currently under development for the tuning and 
recognition of a morse signal, and the aim of this work was to investigate 
various algorithms which, from a digitised file representing the mark and 
space durations, might reconstruct the original message.
1.4 Previous Work
Gold [1] described a method of morse decoding which utilised 
decisions, at a number of levels, on the relative durations of the marks 
and spaces. It also used properties of morse code and elementary properties 
of the language. Decisions were made at each space over the next six spaces
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(which had been logarithmically transformed); from the longest and 
shortest intervals in each group and utilising several rules, about 73% 
of the character spaces and 50% of the element spaces could be identified. 
For the remaining spaces a threshold was calculated between the element 
and character spaces already identified. The marks were classified in a 
similar manner. Any unknown characters found were split at their longest 
element space; these two characters were then decoded, or split again 
until valid characters were found. The method was claimed tp adjust to 
speed changes as only short lengths of text were taken at each estimate. 
The overall success depended on the rules, but was claimed to be only 
slightly worse than an experienced operator.
It should be noted that the intervals classed initially are 
those easily distinguished, and the remainder require the determination 
of a decision boundary.
Another approach, also with the boundaries becoming updated as 
transcription occurs, is that of Guenther[ 2 In this method the class 
means and boundaries are determined by straightforward averaging formulae 
(with slight modification for each space depending on whether it was 
preceded by a dot or a dash). If any non-existent character was found, 
then firstly any interval less than half the dot mean v/as eliminated and 
a further check v/as made. If this did not resolve the character then the 
longest space was reclassified as a character space and perhaps valid 
characters would be formed. This last process was only carried out once 
and if no valid characters were formed, then no more action was taken and 
an invalid character was logged.
It seems from the value of half the dot mean as the split 
element size that the data must have been fairly noise-free and of good 
quality.
McElwain and Evens[5] describe a program called the Degarbler 
which takes the character string from, say, a morse decoding program 
and makes corrections from a knowledge of the language. Some examples 
are given and the corrections are generally fairly straightforward. Only 
messages with up to 9% of incorrect characters were used, and the program
corrected 60--70% of these errors. While this may be a useful process, 
it only corrects some errors, and these only in plain-language texts.
It is, of course, no substitute for a better quality morse decoder.
Other articles [4, 5] have claimed to describe good morse 
decoders, though working on very simple concepts. They no doubt 
produce a good transcript of good morse, but would certainly break 
down on poorly formed morse.
The Morse-A-Verter[4], for example, classifies the marks and 
spaces in accordance with the following rules:-
If a new interval is twice the length of the preceding one 
it is classed as a dash, and if half the length it is classed as a dot.
Any mark or space more than half but less than twice the preceding 
interval is classed the same as the preceding interval. A space of 
three-quarters the dash length or greater signifies a character space, 
and a space equal or greater than twice the last dash signifies a 
word space.
Research into automatic morse recognition has also been carried 
out at Surrey University since 1972, but remains unpublished. Of the 
algorithms developed, the most successful method was that of classifying 
the intervals (after logarithmic transformation) into the various 
populations by means of maximum-utility Bayesian decision theory. The 
early methods needed initial estimates of the populations, as no method 
then existed for calculating them. Continuous updating of the population 
parameters and decision boundaries took place as the message was transcribed, 
An auto-start algorithm was later developed and this (AUT02) and a later 
version (AUT03) were used and adapted during this work, and are described 
fully in chapter 4. Some investigation was also made of adjacent mark 
and space ratios and this work. Character Matching, is mentioned in 
Chapter 5»
Although all these methods met with some success, the team at 
Surrey were hampered by the small quantity of data available to them 
which could not adequately represent the range of signals to be translated.
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DATA AND DIGITISATION
The data used throughout this work were digitised time-interval 
• 1 fi-les of morse messages obtained from TAMUS, a project concerned with
) the automatic transcription of morse code signals. A very brief
i'-v-.':%4/'" description is given below of the digitisation process used to supply 
: ( input data for use in this work, and also a description of the types of
signal available for analysis and transcription.
! 2.1 Digitisation
i
The TAMUS equipment was designed to receive transmissions on 
various frequencies in the H.F. band. Of the signals of interest, there 
' were both O.G.K. and F.S.K. transmissions. The O.O.K. messages were 
morse code but the F.S.K. signals employ a variety of codes.
By examining a given frequency band, modulated signals present 
, can be detected. If only one channel is found then this is considered 
to be an O.O.K. signal, but if more than one channel is found.to contain 
a signal, each possible pair of channels are correlated to determine 
whether an F.S.K. signal is present. If no pair pass this test, then the
channel with the largest amplitude is taken as an O.O.K. signal.
Finally the classification routine retunes the receiver to the 
selected channel, and the signal samples are digitally filtered, converted 
into modulus form and tested against an adaptive signal level and counted 
in 2ms units into mark and space durations.
An upper limit is set in this digitisation process for the
maximum duration (as occur, for example, between messages or at pauses
during a message that are significantly longer than a word space) and 
these I refer to throughout as long pauses.
The resulting time durations are then used as the input data 
1 to be analysed and transcribed by the morse decoding program VISARM,
' which is described in Annex 1.
• i'2
The variations in the mark and space durations originate 
main sources, namely; interval variations introduced as t 
is formed? noise during transmission, and fading of the s
In the case of non-automatic morse, distortion is introdu 
source due to inconsistent interval judgements by the ope 
When the signal is transmitted, whether manual or automat 
further degradation occurs from both noise and fading of 
prior to reception.
For the CTS series of tapes, the data were recorded direc 
the operator's key so that in this data the irregularitie 
signal are due to interval variations introduced by the o
Both the TAMUS and MEXFAC data were recorded from transmi 
the HF band. In the case of the TAMUS tapes, all three e 
distortion are present in the manual and bug key messagee 
case of the TAMUS tapes of automatic origin, and for all 
MEXFAC tapes the sources of distortion are predomine^ÿly 
noise and fading during transmission.
w  ^  w
2.2 Data
The data available for testing the algorithms varied widely 
over most types of morse messages, and also various key types.
The CTS series of tapes (the only data available to Surrey
University) are messages of English, French and five-figure groups. They
were, in some cases, recorded by more than one person, and also on 
different key types. The messages are shown in figure 2.1.
Thirty-six tapes from TAMUS were available for analysis. These
consist of plain language texts, five-figure and five-letter groups. They 
were selected to represent messages sent by manual, bug and automatic key. 
The trauiscribed tapes are about 400 characters in length. For all the 
TAMUS data, a transcript is available so that the results from the program 
can be easily compared using a scoring routine. The program used for the 
comparisons is described in Annex 2.
The MEXFAC tapes are 4o tapes of short messages, generally 30 to 
100 characters which consist entirely of automatic morse. All the files 
consist of five-figure groups, and are generally fairly easy to transcribe, 
However, some are very noisy signals, and a few have changes in the 
sending rate, and so form a good test of the algorithms.
3. CHRONOLOGICAL HISTORY
It may help the reader to have, at this point, a brief history of 
how the various aspects of the work came into prominence at various times. 
The reader is referred to Chapter 4 and 3 for the technical details of the 
algorithms in their final form.
A preliminary month was spent reading work carried out at Surrey, and 
also looking further at Character Matching, a decoding method based on 
logarithmic ratios of adjacent marks and spaces. For a brief description 
of Character Matching see section 3*2.3*
A basic morse decoding program already existed which contained one 
initialisation routine - FRACES - and boundary estimation and updating. 
However, no extensive testing of the program had been carried out.
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Fig 2.1 TEST MESSAGES
No 1 
73
He climbed out on to the top of the big rock and then 
made his way to its edge. Below him he saw the quiet calm waters of 
a cove and to the east the-jagged rocks and the exit to the open 
sea. Far off he could see a lazy curl of smoke from the camp fire. 
There were still three hours left before dusk so he could stay a 
while and enjoy the view.
No 2 During the 16th century calculations were long and tedious
56 and few people knew their multiplication tables as we know them.
One of Napier’s first inventions to aid calculation was a set of 
rods on which patterns of numbers were marked. He spent much of the 
next 20 years developing better and quicker ways of multiplying and 
dividing. •
Moreover, in so far as the educational process is a shared 
one, other socializing agencies must be recognised for the part 
they play, and their relationship with the more specialized educa­
tional agencies must be explored. Consequently within the explicit 
general framework of a structural functionalist approach the 
sociology of education has developed as a largely macrocosraic study 
of educational institutions. Yet, as has been pointed out, structural 
functionalism has certain methodological imperfections which have 
contributed to the weaknesses of the sociology of education.
GFX2T 6HT0N 2BLMC
BHIEV JLSXC JMQTQ
THEGE QU4PI 28NC7
U2AV3 KLMNO CKllK.
ABCDl OSMI? XINGW
OTHEU THEIR AT ION
VERXS XTENT SFORQ
QUHER AQUOX ZYXAN
12345 67890 45373
55500 92173 24680
28164 6THEN TETH6
No 5 Probablement peu d’autres avions durant la deuxième guerre
55 Mondiale ont autant capté l’imagination du public que le Mosquito 
de Haviland. Ses raids audacieux a basse altitude contre des 
objectifs bien choises en Europe occupée et ses succès comme 
chasseur de nuit et contre navigation firent qu'il fut l'un des 
plus extraordinaires avions de cette epoque.
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AUT02 was added as an alternative initialisation routine to be able 
to test this with more data than was available to the Surrey team.
Some investigation was made into updating, and I developed a routine 
which successfully updated the means and standard deviations of the 
populations -
Several of the tapes which I started to analyse had small space 
intervals within the marks, thus splitting some marks into two. Various 
methods of removing these were considered and a split mark algorithm was 
incorporated.
Following the testing of these algorithms, two more initialisation 
routines were incorporated; AUT03 (a variation of AUT02) , and HMEST which 
was supplied by Dr L Harris.
Several of the tapes, especially those of automatic origin, had 
step changes in the sending rate which the continuous updating algorithms 
were unable to follow. Thus a count routine was added to detect sudden 
changes in the data, and to halt the transcription process while the 
population parameters are re-estimated.
Approximately 6 months was spent in converting this original program 
to run under the Visual Interactive Signals Analysis Bovine (VISAR) 
operating system; new command and parameter routines were written and the 
program structure was altered as necessary. During this time no actual 
algorithm development took place. The resulting program, VISARM, is 
briefly described in Annex 1_.
Up to this time the data available to me, while representing many 
types of morse, consisted only of morse transmissions. However, data 
now became available which included several messages interspersed with 
noise and "reversals" which was more typical of the signals to be 
transcribed ("Reversals" is the name given to an idling pattern commonly 
sent between messages and consists of dots separated by element spaces).
Many of the data files had short marks as well as short spaces, 
and the split mark routine was adapted both to merge marks on either side
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of short spaces (as previously) and also to merge spaces on either side 
of short marks. This -entailed substantially rewriting the DATIN routine.
Also studied were the language statistics of the transcribed message 
which may be useful in checking the accuracy of the transcription.
In order to find an alternative element-character space boundary, 
an assembly routine was incorporated, which initially starts with all 
the spaces classed as element spaces. While the dots and dashes are 
classed as usual, the longest of the element spaces is classed as a 
character space, the threshold gradually being reduced until a string of 
valid morse characters are present. Also briefly investigated was the 
possibility of linking the element-character space boundary to the dot- 
dash boundary.
The use of Kolmogorov-Smirnov statistics was investigated as an 
alternative method of detecting changes in the signal since the last 
initialisation. It should also be possible to distinguish the various types 
of morse data, and whether morse is present. A preliminary stage was to 
study the population parameters. A further attempt to distinguish morse 
from non-morse signals was the incorporation of the morse recognition 
routines from the TAMS program. Finally, a short project by 
Mr M King checked for different signal types by investigating the ratios 
of adjacent marks.
4. PROGRAM DEVELOPMENT
This chapter describes the basic algorithms available for morse 
transcription, in particular the methods of estimating the population 
parameters. Also described are the methods used in amalgamating short 
mark's or spaces into the adjacent elements, and the methods of estimating 
the population boundaries and of updating these boundaries as the message 
is being translated.
4.1 Initialisation
There are four different algorithms for estimating the population 
parameters of each new block of data, and these are described separately 
and similarities and differences noted- Table 4.1 gives a summary of each 
algorithm.
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4.1.1 FMCES
The routine FEACES was written prior to the start of my 
contract and was the only initialisation routine available in the 
program.
The method of calculating the population means is shown 
in figure 4.1, The marks and spaces are ordered into separate cumulative 
histograms, and the routine assigns fixed sizes to each mark and space 
population. (Unless specifically altered, the program uses populations 
of 1.2:1 for dot: dash sizes, and for element,character and word
spaces respectively). The median of each population is taken as the 
mean duration, and from finding the abscissa of the histogram at 8?% and 
13^  ordinates, a measure of the standai'd deviation can be found on the 
assumption of normality.
4.1.2 HMEST
This initialisation algorithm was produced by Dr L Harris. 
As mentioned later, some modifications were made so that the routine would 
be compatible with the existing routines, though the basic theory remained 
unaltered.
4.1.2.1 Initial Program
A flow chart of this routine is shown in figure 4,2. 
The routine was written to process 200 mark/space pairs which are 
firstly arranged in separate arrays in decreasing size order.
Marks: the program starts with a mark standard deviation of 100 for both
dots and dashes, and a proportion of O.5 in each population.
The average value of the longest 100 items is used as
an estimate of the dash mean, and the average of the 100 shortest items
as the dot mean. '
Spaces: as well as the three classes of spaces already mentioned, this
routine also assumes a population of long word spaces. The long word 
space mean is the average of the longest two spaces. The word space mean 
is the average of items 3 to 12 in the space array, excluding any space
at the limit. If the first twelve durations are all equal to this
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maximum value, then the first duration less than this value is taken 
as the word space mean. The character space mean is the average of 
the values from the next largest duration to the 60th item, and the 
remaining spaces are averaged to give the mean element space.
The process begins with a standard deviation of 
100 for each space population and proportions O.y, 0.24, 0.0^, 0.01 for 
element, character, word and long word spaces respectively. .
From these intial estimates, an iteration takes place 
in which each mark and space (with the exception of long pauses) are used 
to find the proportion belonging to each population. For each population, 
the 0th, 1st and 2nd moments are found, and from these the mean, standard 
deviation and size of each population can be re-estimated.
Wlien the means, standard deviations and sizes have been 
found for each population, then a normal distribution is fitted to each 
population. Each data point is then assigned to one of the populations 
depending on the value of the normal distributions at each datum.
4.1.2.2 Modifications to Initial Program
Variable Block Size
Since the program allowed a variable block size of 
mark/space pairs for the other starting algorithms, I modified the HMEST 
routine so that the space array was initially divided as follows
For n spaces,
items 1, 2 averaged as long word space mean (as before)
items 3 to n__ averaged for word space mean 
12
items n to averaged for character space mean ^12 3
items II to n averaged for element space mean5
(As in the original routine, if all the items to n are equal to the long
12
pause limit, then the first non-maximum space is used as an estimate of 
the word space mean).
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The mark populations ai"e found by averaging the 
items ill the upper and lower halves of the array for dash and dot 
estimates.
Thus with no long pauses and a block size of 200, 
the ratios of element, character and word spaces are 67%^  2kt'3% and 
7-3% compared with 69«5^ , 2k^3% and 3%- (in each case are fcalcen 
as long word spaces.) Since these are only initial estimates, and the 
nature of the data, these were considered to correspond with the original.
4.1.2.3 Boundary Computation
The original routine was written to process 200 mark/ 
space pairs, to calculate the boundaries, which were not updated by the 
data and at the end of the block of data, new parameters would be estimated. 
However, VISARM allows both updating of population boundaries and the 
facility of continuing the transcription beyond the data used in the 
estimation.
As the original routine was written, the actual cross­
over point of the populations was not used as the boundary, but the
nearest datum. As shown above, up to a^ , the data belongs to population 
P^, and the next datum a^ is found to belong to population P^ and the 
boundary is assigned the value a^ . If data is considered beyond these 
values, the boundary at a^ is not an accurate estimate. The routine was 
therefore modified so that the cross-over values of the distributions - 
(at B) is found which can then be used with confidence beyond this initial 
data block.
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4.1.3 ATJT02
As mentioned in section 1.4 some initialisation routines 
were developed at Surrey University, and two of these algorithms, AUT02 
and AUG?03 v/ere further tested here as being the most reliable and robust.
AUT02 assumes that the element, character and word populations 
(after logarithmic transformation) are drawn randomly from three normal 
populations with a common variance ~ and means
y^ e = - 2d y^w = y- + 2d (4.i)
where u and d are to be derived from the data.
The rule for assigning each datum to the three classes is 
element space if x. - d
word space if Xj ;> yi + d otherwise character space (4.2)
For a block of n data items, this assigns n , n , n items toe c w
the three classes. In contrast to FRACES, there is no prior assumption 
regarding the relative values of these numbers.
Let 6 be an estimate of u, then the most likely value of 0, 
say ® is that which minimises
Q  ( 0 )  =  h  [  ^ ( X j ^  -  0  +  2 d ) 2  -  6 ) 2  +  -  G - 2d)^| (4.3)
The maximum likelihood values of © and d are those resulting 
from minimising eq, 4.3 with respect to both 6 and d giving upper and lower 
thresholds (eq, 4.2) in the form
0 4- d = X + (n - n + n) . a (4.4)e w --g ^
where a = Sw‘ - Se + (n^  - n^) x
b - n (iig + nj) - (ug - n j “
X mean value of n data.
Se and Sw are the sub totals of the x^ in the E-space and W-space 
classes respectively.
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The method was designed as a non-failing iteration 
sorting a block of data into the three classes by initially setting 
ne = n-1, nw = 1 and Sw = largest x^ . Then a, b, d and 0 are calculated 
Eind the data are divided into the classes (ne, nw) using equation 4.4. 
New values of a, b, d, 0 are calculated and the process continues until 
the number of data in each class (ne, nc, nw) remain unchanged.
For classifying the marks, a simple but very reliable 
algoritlim was to find the mean value of all the marks
and use this value as the dot-dash boundary.
In both the mark and space calculations, any long pauses 
(marks or spaces) are not taken into account as they obviously do not 
constitute a relevant population.
A flow chart of AUT02 is shown in figure 4.3.
4.1.4 AUT03
The main restriction with AUT02 is that the element and 
word space population means are assumed to be equally spaced from the 
character space mean. The main difference, as written, between ATJT02 
and AÜT03 was that this restriction was removed.
This gave a negligible improvement in transcription 
quality, though in some cases it did remove zero-sized populations which 
had been causing difficulty in AUT02. The algorithm still began with the 
same population estimates as AUT02 which were very crude, and produced, 
in some cases, up to 10 or more iterations before a consistent result 
was found. In order to reduce this, and in the hope of obtaining better 
population estimates, an estimation procedure similar to that used by
HMEST was incorporated. This is shown in the flow diagram in figure 4.4.
Effectively, after ordering the spaces into size order, 
the shortest 73% were classed as element spaces, and the mean element ,
space found; the next ZQf% classed as character spaces and the mean
character space found; the remaining 3% (with the exception of long pauses)
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were classed as word spaces and the mean word space found» These values 
gave good estimates for beginning the iterations, generally reducing this 
to 2 or 3 cycles.
4.1.3 NONE
The possibility exists in the program to not use any 
starting algorithm. The program could start with values considered typical 
for the morse transmission that is being considered, or the values recalled 
from the end of the previous method. Almost certainly a boundary updating 
algorithm would be needed to follow any speed changes in the signal.
This is effectively the method of morse transcription used at 
Surrey University prior to any initialisation algorithms, and because these 
are now available and seem essential in any accurate morse decoding program, 
this facility of not using an initialisation algorithm has not been 
investigated in this work.
4.2 Recombination of Short Elements
4.2.1 Split Marks
Once several data tapes had been analysed, it was noticed 
that many of the errors in transcription were caused by a very short mark 
and space prior to a genuine mark, or a short space during a mark', dividing 
it into two. The small spaces at the beginning of a mark can be caused 
by 'key-bounce' when being transmitted or, as with other small spaces, by 
noise in the signal.
It was decided that prior to transcription these split 
spaces should be incorporated into the marks on either side, resulting in 
one mark, and a threshold was needed to determine those spaces to be treated 
in this way.
Initially this boundary was linked to the standard deviation 
of the element spaces , and any spaces less than Çues-n ) were
considered to be short spaces separating split marks. With n = 2.3 this 
corrected most of the split-mark errors on tapes of manual morse, but on
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automatic morse, the value of was very small, and the split boundary 
was too near to the mean value, incorrectly joining marks on either side 
of genuine element spaces.
Because of this problem, the split mark boundary was
modified to be related to the mean element space length, the boundary
being (^ es)° The optimum value of n seems to be 4.0. 
n
Although not every tape contains split marks, the modifica­
tion helped in tapes where they did occur, but kept errors in joining marks 
on either side of genuine element spaces to a minimum.
4.2.2 Split Marks and Split Spaces
Later in this work, with longer data tapes, it was found 
that there were also many short marks between spaces, as well as short 
spaces. The short marks had two detrimental effects on the quality of 
transcription:-
a. any mark, however short, would be transcribed as a dot
b. when a large number of short marks and spaces occurred 
the mean dot length and mean element space were reduced 
from the expected value due to these short intervals. This 
could cause problems in boundary estimation, and since /Jes 
is reduced, (jUes) is also reduced and may not recombine all 
the split marks.
To allow short marks, as well as short spaces to be found 
and eliminated, the DATIN routine was substantially rewritten, and the 
resulting DATIN2 is shown in flow chart form in figure 4.3- A threshold 
(the) is set as an integer value entirely unrelated to the interval parameters 
(in the program, equivalent to 10 ms). Previously, in eliminating short spaces, 
this merely involved checking if the space was less than the threshold, and 
if so, adding the current mark and space to the following mark (data are 
read in mark/space pairs). However, when one is also checking for short 
marks, one mark/space pair has to be held temporarily while checking that 
the next mark is greater than the threshold set; if it is not then the space 
of the previous mark/space pair is modified.
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As with the previous method which removed small spaces 
only, this does help with some tapes, and often removes a fair amount of 
the noise without adversely affecting the transcript quality of tapes 
free from small durations.
The undulator routines were rewritten so that a double line 
is plotted, the upper half representing the original data, and the lower 
showing where durations have been combined. An example of this is shown 
in figure 4.6.
4.3 Boundary Estimation
Once the data have been sorted into mark and space populations, 
then decision levels need to be determined between each population.
Two main boundary types are available viz:-
a. Arithmetic mean: the boundary is set as the arithmetic mean
of the population means on either side.
b. Geometric Mean: the boundary is set as the geometric mean
of the population means on either side.
In each case, v/hen logarithmic data are being considered, the data 
are effectively anti-logged, the boundary determined and then the logarithm 
of this value found. This then gives what I refer to as the ’’true" logarithmic 
boundary.
In the case of HMEST, as mentioned in section 4.1.2, I have 
included the intersection of normal populations as a third boundary. Since 
this uses values of the population sizes and standard deviation as found in 
HMEST, this cannot be used for the other algorithms.
The fourth and final boundary type is the calculation of the split 
mark level which is fully explained in section 4.2.1.
The equations for the calculation of each boundary is given in 
figure 4.7.
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4.4 Algorithms for Updating Boundaries
It is known that when morse code is heard by an operator, he 
malces some estimate of the relative lengths of marks and spaces from 
the first few characters of the message, and then translates the message 
a few characters behind the current• signal. These initial characters 
allow him to effectively set up his estimate of the populations and these 
are adapted to follow any change in the signal.
The following updating algorithms are separated into two main 
categories; Continuous Updating, in which the boundaries are modified as 
each interval is processed, and Block Updating in which the boundaries 
remain constant, but a check is made on whether the signal has changed 
significantly since the initial estimates were made.
4.4.1 Continuous Updating
In these methods the symbol oc is used for the weighting 
of the current mean value, with (l~t><) of the new datum to be used in 
re-estimating the boundaries.
a. Fixed Alpha
As each mark/space pair is analysed, the mean and/ 
or variance can be modified as follows
For a mark or space x. drawn from a population with 2 ^mean and variance s' , then
Aiew = + (4.5)
2d'2 = (l-oc) (x.-n)'^  (4.6)new 1 '
Generally 0.8 < .^1
As oc is reduced from unity so the relative weighting 
given to the current data.is increased at the expense of 
.the original population parameters.
2The values of n and cT are then used to new newrecalculate the boundaries between the populations as 
described in section 4.3»
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The effect of boundary updating on manual morse is 
shown in figures 4.8 and 4.9®
/
As oc approaches unity the boundaries are moved very 
little, and at any step change or gradual speed changes 
in noisy data, the boundaries can become misaligned. 
Unfortunately when one or more boundaries are misaligned, 
it will not, except by coincidence, recover to the correct 
value Figure 4.10 shows the effect of updating on data 
containing step changes.
However, as cc is reduced, more weighting is given to 
the present data. Whilst this malces the boundaries much 
more sensitive to step changes and sudden alterations in 
the signal, the boundaries become unstable as soon as a 
slight amount of noise is introduced.
b. Variable Alpha
One basic problem with the system described above is 
that, even if the populations are well defined, one very 
long mark or space will cause the boundary to become 
misaligned. An example is shown in Figure 4.11. (Although 
long pauses are not considered in the updating algorithms, 
all durations less than this are used).
To overcome this, <x. was modified at each datura such 
that the further removed the datum is from the population 
mean, the nearer oc approaches 1, and the smaller the effect 
of that datum.
2For a datum x. from a population mean variance (S'
(4.7)
’'-mod = (4'8)
C<5 en '^ mod (4.9)
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The value of the exponent power is limited to ten in 
order to eliminate the problem of underflow.
Updating the variance by this method was not possible, 
since the value of the variance will always decrease. However, 
with a fixed oC, when data are far removed from the mean, the 
variance will become very large, and only slowly reduce.
Thus the method using a fixed pC was used for variance 
updating Ceq 4.6), but the limit (x^~^)^<^ 9 was included. 
This effectively treats data up to 3 standard deviations from
the mean as before, but data greater than this are treated as 
being at 3 d  from the mean 
in smaller discrete steps.
2. Thus the value of d will increase
Figure 4.12 shows the effect of using oc-updating on the 
data of figure 4.11.
2This method of updating u, d and oc was found to be quite 
satisfactory from a statistical point of view. Unfortunately 
the boundary variations still suffered from the same problems 
mentioned with the fixed-method.
4.4.2 Block Updating
An alternative method of updating is to leave the boundaries 
constant, as estimated for the initial block of data, and to carry out 
some measurement of how the data currently being considered fit the 
original populations. Two different methods were investigated and they 
are explained below.
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Count Routine
The count routine checks the current datum against
the mean and variance calculated for the population of which it is
considered to be a member» The populations are assumed to be normal, 
and a measure is taken, in terms of the standard deviation, of how far 
the datum lies from the mean. This will be in one of three classes, 
namely 'good' (within +1 st dev), 'questionable' (within VI ,5 st dev) 
or 'bad' (outside V  ..5 st dev). Depending on the position of each
datum, a 3^^^ is totalled as shown in figure 4.13* This is
never negative, the amount it alters depending on the change from the 
previous datum to the current one. When this total reaches a predetermined 
value, it is assumed that the data has changed significantly from that 
used for the original estimates, and the transcription is halted while 
re-initialisation takes place. However, until this occurs, the values 
of u, «5' and the boundaries remain unchanged.
An example of this updating using data with step changes 
is shown in figure 4.14. This same data, using the continuous updating 
algorithm is shown in figure 4.15»
Kolmogorov-Smirnov Statistic 
Introduction
The Kolmogorov-Smirnov statistic is a distribution-free 
measure of whether two sets of data are drawn from the same population.
The theory underlying this method is fully described in Ch 10 of ref [?].
Briefly, the two samples of data are arranged into two 
histograms in ascending size order, and from the cumulative histograms, 
the greatest difference between these two curves, Dmn is found 
(see figure 4.16).
For two samples of m and n items, for m, n > 20,significance 
levels can be calculated using the following approximations:-
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Application
At each re-estimation of the parameters, the space data 
are used to form a reference histogram, the number of items depending on 
the size of the estimation block. Then at each datum in the program, 
this space and the next are used to form a second histogram.
The transcription continues with the histogram of 32 spaces 
gradually altering as the signal is processed. At any time when the 
maximum difference between the two histograms is greater than the threshold 
Drnn, then the transcription is halted while the parameters are re-estimated, 
and a new reference histogram is calculated.
When a small block of data is used for the reference 
histogram, then, if the transcription block is much larger, this method 
will continue until a significant change is found, and this will not occur 
within the data-set used to form the original histogram.
However, with large reference histograms, and especially 
with automatic morse, when the first 32 items of this sample are compared 
with the reference, a large value of Drnn may be found (see figure 4.17).
This will then cause the routine to re-estimate at every data point even 
though the actual difference in the histograms may be minimal.
4.5 Character Evaluation
Following the population and boundary determination, each duration 
is then a member of one of two mark populations or one of five space 
populations. A sub-routine CLASS assigns the value of each mark duration 
to 1 or 3 (dot or dash) and space durations to 1, 3, 7, 8 or 9* 1, 3 and
7 represent element, character and word spaces respectively, and the values
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of 8 and 9 distinguish long word spaces from long pauses (between 
messages).
These values, which then effectively represent ideal morse, 
are decoded into the various characters by means of a look-up table. 
Occasionally characters may be found which do not exist in the morse 
code - usually where six or more marks are separated only by element 
spaces. In this case, the routine finds the longest of these element 
spaces and reclasses this as a character space. These two resulting 
characters are then either decoded or, if necessary, split again into 
shorter characters at the next-longest space interval until valid 
morse characters are found. (If in splitting a character, two equal 
length spaces are found as the longest, the space nearest the middle 
of the unknown character is used for reclassifying as a character 
space).
5. SOME SPECIFIC PROBLEMS AND DIFFICULTIES
During this work I had the opportunity of discussing with radio 
operators the problems of decoding morse, and also spent a few weeks 
learning to decode morse myself in order to appreciate some of these 
difficulties. This eventually led to several investigations into 
methods of improving the transcription quality of the program, and these 
are described in this chapter.
Language statistics is an attempt to include a check on the 
validity of the decoded characters as the transcription takes place.
Some attempts were made at recognising the various key types. In 
contrast to VISARM, an operator can tell, usually easily, the type of 
morse he is listening to and so can malce allowances for various errors 
expected in different transmissions. Also studied were methods of 
distinguishing morse from non-morse signals regardless of the key type.
An assembly routine was tested which, instead of sorting the spaces 
into separate propulations, gradually reduces the value of element- 
character space duration until a valid stream of characters are found.
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Finally, an investigation into the possibility of linking the 
element-character space boundary to the dot-dash bomidary was studied.
5.1 Language Statistics
As an operator writes down a morse transmission in alpha­
numeric characters, he may be prejudiced by the earlier content of the 
message. He will, for instance, know if ^-figure groups are being heard, 
or 5-letter groups or plain text etc. VISARM, on the other hand, merely 
treats the data as a string of integers, and has no memory of the 
characters that have just been transcribed.
If some measure could be obtained of the content of the transcript 
as the message progresses, then any improbable strings of characters (eg 
strings of E's, T's etc) might be avoided.
A count could be obtained, of each individual character; this 
should then either represent the relative frequency of each letter in that 
particular language, or in the case of coded groups, some other unique 
characteristic. However, to obtain a significant histogram a long message 
would be needed, and many of the data files contain at most 500-400 
characters when transcribed.
One measure which is easy to obtain is a count of the different 
length morse characters: eg one-element (E, T), two element (A, I, M, N) 
up to five element characters (numerals) and the 6 (or more) element 
characters (punctuation). The count of character types is taken after the 
boundaries have been evaluated but prior to any unknown characters being 
reduced to shorter characters (as explained in section 4.5). Thus the 
count obtained is strictly a count of the characters found using the 
calculated boundaries.
In the MEXFAC data, each tape begins with 2 and 5 element 
characters, followed by groups of numerals. The results for the character 
count for some of these tapes is shown in Table 5*11 together with the 
ratio of 5-element to 1-element characters and an indication of the quality 
of transcription.
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Table .5.1 MEXFAC data Character Count
Tape Character Type Count
1-elem 2-elem 3-elem 4-elem 3-elem 6-elem 
(or longer)
3-el
1-el
Transcript
313 6 7 7 0 67 0 11.1 Very good
320 4 1 3 0 27 0 6.7 Very good
321 4 3 3 1 23 1 6.2 Very good
323 3 3 11 6 34 3 18 Very good
333 10 2 3 0 114 0 11.4 Very good
314 2 1 3 0 26 0 13 Very good
311 113 23 21 7 22 0 0.19 Poor
318 30 9 12 7 3 0 0.1c Poor
It should be noted that in most tapes, in common with
most morse messages, T(-) is sent for 0 (---- ) thus giving a valid
count of 1-element character in most tapes.
In the poor transcriptions, the cause is the element-character 
space boundary being too low. This effectively splits longer characters 
into short ones, and since the data is of automatic origin, several errors 
are introduced. By raising the boundary (for tapes 311 and 318) the values 
shown in table 5-2 are obtained, and the ratio of 3-element to 1-element 
characters is restored to a reasonable value. Figure 3*1 shows the message 
as originally transcribed with population sizes of 13:3:1 and also 20:3:1.
Table 3»2 I^ IEXFAC data: revised Character Count
Pape Character Type Count
1-elem 2—elem 3-elem 4-elem 3-elem 6-elem 
(or longer)
^-el
1-el
Transcript
311 14 10 12 7 ’ 37 2 2.64 Good
318 0 1 1 0 28 0 Very Good
49
Ç \Cj S . l  ■. M E X r A C  ; I R A X S L A T E 7 )  With E T A C £ 5 .
.L SPACE 5 i?g 6  15  . 5": I
cwAPAzTef. ijo.ttii
OMCÊ £<hwOARV ipAcE. iol.'rioflC't
( ' I
I f T- dA sH
AAy
TEXT FROM T ,C B9-FEE-F3
EE&. BE ftO EETT-I 6&. EEEEEa. ON 01 f TZ TTD S ETO UTTTEEEE SI 
TTÏTE OEEZE T6E TTD&. T T T  ITTT NEEE 5  TTG T Z  TE TZ TMIa.
Z- 5  Pace G1Z.Ê& 2 o : 5  :
Et£k£Hr  ^ iPACtS
« -
£l-ca sPAeB. BouNtAAy" SFAift
TEXl’ FROM 12 .C 09-FEB-79
I&. 61 2 6a. ,S&. SET BB 6126 S 9eZ3S&. 0265 3SZ5S&,
-  30
If the message is known to be of this form, it would be worth­
while incorporating a count of characters and adjusting the boundary if 
necessary until a reasonable ratio is found.
If the element-character boundary is too high - a much more 
unlikely error - many 6 element (or longer) characters would be found.
To ensure that this does not occur, it may also be worth while checking 
the ratio of 6 element to 3 element characters (or six-element to one 
element).
In the 40 samples of MEXFAC tapes, no errors in sending occur since 
the tapes are of automatic origin, and so strings of E's are not found 
(it is common practice in manual and bugkey morse to send a string of 
8 to 10 E's where a sender has realised he has made an error, and then 
resume his message at the last correct character). This makes the check 
more valid on automatic tapes since strings of E's would falsely raise 
the count of single element characters.
3.2 Recognition of Key Type
As mentioned in section 1.2, several different keying methods 
are available for the generation of morse code, and when an operator 
listens to a morse signal he can tell which key v/as used to send it.
Thus, for instance, when listening to bug-key transmissions he can malce 
allowances for extra or missing dots, and can recognize changes in the 
signal type, such as printer traffic and reversals.
With the data available and using the graphical plots it is 
possible visually to distinguish manual from automatic morse, and usually from 
bugkey. Hcwever, the computer does not distinguish between any of the 
signal types. If non-morse parts of the signal could be reliably 
distinguished this would immediately help in removing the meaningless 
parts of the transcription from the text obtained. Also if the various 
keying methods could be distinguished it may be found that various 
algorithm parameters may be suited to different types of signal.
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5.2.1 Population Statistics
Initially it was thought that the estimates of the means 
and/or standard deviations could be used to distinguish the various key 
types, and these values were printed for most tapes for analysis.
From the results it was noted that the values of standard 
deviation were very inconsistent, not only between different.messages but 
also at various positions in the same tape. For this reason the values
of 6" were not used in the following analysis.
Figure 5.2 shows plots of the ratios of the means for 
various morse signal types. In each case FRA.CES was used, for the estimation, 
and generally provided very good estimates of the populations. The values 
of means used were talcen at the first data block in each file, since any 
practical method would need to determine the signal type as soon as 
possible, (These data files consisted only of morse, so that there are no
reversals or noise at the beginning to invalidate the initial estimates.)
As can be seen from the plots, the ratios of the means vary a great deal for 
each key-type, and there is no clear separation of one type from another.
5.2.2 TAMUS Algorithms
In addition to the tuning and digitisation processing by 
TAMUS, a computer program had been developed for the recognition of morse 
code, and it also included an elementary transcription algorithm. From 
this program three routines - EXAM, PKDET and AVRGE - were adapted and 
incorporated into VISARM.
These three routines examine the frequency histograms of 
time intervals. PKDET determines the peaks and their relative sizes, and 
the AVRGE routine calculates the ratios of these pealcs. By studying 
these values, the EXAM routine assigns the signal to one of five classes, 
namely
1. idling pattern (ie mean dot dissimilar from element space)
2. corrupt signal or unknown type
3» one histogram pealc, therefore reversals
4. incorrect marks or spaces ratios
5- morse identified " ■' ' ' '
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It was thought that if this worked well, then the program 
could be modified so that transcription only proceeds when morse is 
identified. However, while the routines work well in TAMÜS, which has 
been mainly concerned with automatic morse with well-defined ratios, in 
poor quality morse, a signal vjas often wrongly classed as being non-morse.
It is, of course, important that any signal discrimination 
technique can be relied upon, especially with regard to not omitting parts 
of the signal which are morse code. In my opinion these routines did not 
work accurately enough to warrant incorporation into the transcription 
program.
5*2.3 Eatio Analysis
In addition to the statistical approach of AUTO?, and AUTO3, 
one further method developed at Surrey University was the investigation of 
ratios between adjacent marks and spaces. This approach is known as 
Character Matching.
Initially the programs written were concerned with classifying 
the spaces since these were the most difficult to classify accurately.
By calculating the logarithmic values of the space ratios, values of +O.85 
(1:7 or 7:1), +0.^8 (3:1 or 1:3) or 0 (1:1 or 3:3) would be expected. By 
studying the ratios at each pair of spaces, the values obtained should 
show where characters begin and end, and also distinguish between characters 
in the middle of words and those at the beginning or end.
Initially, the ratios calculated and hand-checked to see 
if minima occurred at, say, 2 element characters, did look promising.
However, at each space duration, the values have to be found to determine 
if a 1 to 6 element character begins at that duration, being either at the 
beginning, middle or end of a word. This gives many possibilities at each 
interval; also some logic is needed to ensure that adjacent decisions were 
compatible ie that following "end of word" the next character must be 
'TDeginning of word". This would further add to the complication of the 
program.
Also the method would not be able to distinguish single 
element characters (E and T); in these cases, the adjacent character spaces
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give a ratio of 0, indistinguishable from two element spaces. Or if the 
E or T occurs at the beginning or end of a word, the additional ratio 
of 5:7 or 7:5 occurs.
Further investigation, on similar lines but using values 
of adjacent mark/space and space/mark ratios were also investigated, but 
showed little success when compared with the alternative methods available.
Generally, very good morse could be transcribed easily by 
these methods (as it could with other approaches) but as soon as any noise 
was introduced then the transcription accuracy fell dramatically.
Further work utilising ratio analysis was undertaken by 
Mr M King in a short research project in August-September I978. He 
developed two decoding methods, namely FAST and RACE, and also a two- 
dimensional graphical method of displaying the interval information.
FAST simply used a threshold of to distinguish between 
long and short durations. Each interval (mark or space) was compared 
with the previous mark or space. If the ratio of /F (or 1//5) is exceeded 
then the latter is classed as long (short) irrespective of the decision 
on the previous interval.
Three extra rules were included, namely:-
a. a word space is sent if a space is more than six 
times as long as the preceding space
b. A reduction factor is included to compensate for 
longer spaces between dashes which was observed in 
bugkey (and some manual) morse. This had no detrimental 
effect on well-formed morse.
c. Characters are not longer than six elements - after 
six consecutive elements with no character or word space, 
the longest element space is reclassed as a character 
space.
Two examples of the transcription obtained from this program 
are shown in figures 5*5 and 5.4.
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However, an improved version, RACE, v/as written in which 
the decoding was carried out in two passes. A flow chart of the program 
is shown in figure 5*5° The prograii begins by reading in 50 mark/space 
pairs into two separate arrays. For the marks each interval is compared 
with the next in the arrays and if a difference of 2:1 or greater is 
detected then the marks are classed as long and short respectively. If 
the first mark has been classified, and the shorter is greater tha/i -j 
of the longer then the second is classified as being the same as the 
first. This process then continues backwards through the array to 
reassess doubtful cases remaining from the first pass. The spaces are 
analysed in a similar manner in two passes, though the decisions are 
slightly more complex since three populations are involved: the full
details are given in the flowchart in fig 5*5*
This second method showed some improvement over the first 
simple method, though it still corrupted a large number of characters and 
seldom distinguished word spaces. Examples of transcripts from RAGE are 
shown in figures 5*6 and 5°7°
However, a third aspect of Mr King's work was of interest*, 
while he had produced duration histograms, as had been produced previously 
he plotted the ratio of the current mark to both the preceding and 
following maik, and produced a two-dimensional plot with nine populations, 
as shown in figure 5*8.
Two arrays produced by the computer are shown in figure 5*9< 
The upper array shows the values of the ratios plotted in tv/o dimensions, 
each integer representing the number of items found at each in=eæch 
position. For values greater than 9, an asterisk is printed. It can be 
seen that for this automatic morse, the seven clusters are well defined.
The lower array gives the total number of ratios found in 
each of the nine cells. Also shown is the mean and standard deviation in 
both the X and y directions in each cluster and a correlation co-efficient 
for each cluster. From the total number of items in each population, 
several features of the signal can be recognised.
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It is evident by comparison of figures 5.9, 5*10 and 
5*11 that automatic morse contains well-clustered ratios; bugkey morse 
has constant dot lengths but varying dash lengths; while manual morse 
has ratios which result in the clusters being less well-defined.
The relative number of values in each of the nine clusters 
can be used to differentiate between different signal types, as shown in 
the table in figure 5*12.
In the first test, if 70^  (or greater) values lie in the 
central region (E) then reversals are certain to be present. If (A+l) 
contain greater than of the total ratios then a printer signal, or 
very noisy morse, is assumed to be present.
In any morse signal, the populations B, D, F and H would 
be expected to contain approximately equal totals, and if the difference 
between the maximum and minimum of these vaines is greater than 1.8, 
then the signal may not be morse and ’’strange” is logged as the signal 
type. (it may be expected that these populations would be equal: in
fact dots are slightly more frequent than dashes so B, F and G 
(-.., .-.) and populations C, D,H (-.-, — ., .— ) would occur in
the ratio 1.2:1 respectively.)
If the population (B + D + F + H) are greater than
3.5 (C + G) then morse numbers are assumed present. This relies on the
fact that .-. and are much less frequent in numerical data. This 
can easily be seen by studying the morse codes used for numerals as 
shown in fig 1.2.
If none of these criteria are met, then morse is assumed
to be present.
Currently this program exists separately from the VISARM
program and only considers one complete file of data in each analysis.
It is currently being adapted to be compatible with VISARM and to 
operate on variable block lengths so that files of data can be resolved 
in several separate blocks. By the use of this method it is hoped to 
differentiate the various types of signal with greater success than in 
other methods already investigated.
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3o3 Assembly Koutine
It has long been recognised that the most critical boundary
to find, and the most difficult to calculate correctly, is the element-
character space boundary. All of the transcription methods described 
BO far sort all the spaces into three populations, with varying degrees 
of success.
In a new method tried recently, the marks are sorted into dots 
and dashes as previously, but the spaces are initially all classed as 
element spaces, and up to thirty mark-space pairs are read into a buffer. 
From these spaces, the longest is found, and deemed to be a character 
space. If this occurs within the first six element spaces, and a valid 
character is formed, then this is decoded and the remaining mark/space 
pairs are moved down. If, as generally will be the case, the longest 
space is not in the first six, then the next longest space is found.
This process continues until a valid character is formed at the beginning 
of the buffer.
The overall effect of the routine is that, beginning with no
character spaces, the threshold is gradually reduced until a stream of
valid characters is found. Since no boundary is calculated, if the 
average character space varies, it was thought that this method may be 
able to cope since there is no continuous boundary to update.
Some results were obtained using this method and results were 
very poor. In many cases, two (or more) characters were joined together 
when a valid character is formed. Even some automatic tapes had errors 
which were perfectly transcribed by other methods.
In some cases, a character space only slightly shorter than the 
current threshold could be classed as an element space if it separated two 
characters that formed one longer valid character. To overcome this, once 
a character space is found in the first six spaces, the preceding spaces 
are checked once to see if any fall within, say, Q^P/o of this value. If 
so then this is also classed as a character space. This did remove a 
great deal of the errdrs in automatic tapes, and also some manual tapes, 
but the transcription was still poorer than that produced by other methods,
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4 Boundary Linking
Another approach which was hoped to give a better estimate of 
the element-character space boundary was to set this boundary equal to the 
dot-dash boundary (or some constant multiple of it).
However, it was soon found that the element space and dot length 
are not generally equal, and the difference can, in some cases be quite 
large, in some tapes the dot is the longer of the two, and in others the 
element space.
A brief analysis of the boundaries of the TAMUS tapes is shown in 
table and the large variation in the ratio dot/element space is
evident. Because of this very little success was obtained in trying to 
link these boundaries and the idea was not followed further.
?2 -
TABIiB 5.3 Boundary LinJcing: Comparison of Boundary Means
Tape yWe //c el-ch. 
boundary
v^ do y^ da dot«dash
boundary Ratio (dot-dash) el-ch
403 44 183 114 40 160 100 .88
406 33 163 110 4o 133 87 .79
409 ■ 33 163 80 80 l4o 110 1.38
413 103 300 202 30 l4o 83 .42
416 114 270 192 93 163 130 .68
410 30 130 100 30 183 113 1.13
4li 44 93 70 70 173 122 1-74
413 ' 69 ‘ 210 i4o 30 163 107 .76
4l4 39 123 82 43 123 83 1.01
421 29 130 90 43 113 80 .89
422 30 200 113 30 93 63 •534o4 29 130 80 25 80 32 .63
420 73 213 143 33 180 117 .81
13 23 144 84 30 89 38 .63
419 40, 260 130 4o 93 67 .43
403 29 230 l4o 23 80 32 .37
407 13 34 33 19 34 37 1.06
4o8 34 370 212 70 199 133 .64
418 69 184 127 73 193 133 1.06
412 • 63 184 123 70 160 113 .92
402 44 133 90 99 240 170 1.89
4 30 243 148 43 160 102 .69
16 6 0^ 119 90 24 69 37 .41
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TRANSCRIPTION IRESÜLTS AND COMMENTS
The first part of this chapter discusses the performance of the various 
algorithms on several data tapes of all three main types of morse. In the 
second, longer section, the transcription methods are generally discussed, 
highlighting their strengths and weaknesses. Most of this discussion describes 
the initialisation routines and the mark and space population estimates; also 
mentioned are the boundary calculations, logarithmic transformation, the value 
of removing split elements, and finally a summary of the updating methods.
6.1 Results
As well as the facility for printing the transcribed files for 
inspection, ^ the VISARM program includes a scoring routine which compares two 
character streams and produces a printout of both files, and a score indicating 
the correlation between them. A description of the output obtained and the 
method of calculating the score is given in ANNEX 2.
The TAMUS data was supplied with operator transcripts of the morse 
messages, and the scores obtained with these tapes, when translated using 
various program parameters, is shown in table 6.1. A- summary -of" these—résulta-.
of—manual » and- aut omat-i-c- morse-.
Generally, the results for each tape show some change with different 
sets of parameters. In the case of large changes in the scores, this can. often 
be due to only slight changes in the decoded text, say two or three extra 
characters replacing one character, which may cause a mis-match for the 
remainder (or large part) of the two streams.
Among the manual tapes, nos 4l1 and 4l6 give very low scores, and 
these are both poor quality morse. With the exception of these two, scores 
in the range 79-89^ seem typical.
With bug-key tapes, generally slightly higher scores are found, 
though again tapes 13, 4o4 and 420 produce low results.
As may be expected with automatic morse, the scores obtained are 
very good and all transcriptions are readable.
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TABLE 6o'! Comparison Scores for TAMUS DATA
T ^ E ^ ^
1 . 2 3 4 3 6 7 8 9 10
MANUAL
403 84 84 85 85 83 83 84 84 84 84
4o6 89 89 89 89 89 89 88 87 87 87
4o9 79 77 79 78 79 33 81 8o 81 81
410 81 81 79 79 61 80 66 73 79 66
411 61 61 63 63 57 60 6o 34 6o 59
413 80 80 80 80 79 8o 73 75 73 73
413 79 83 79 83 83 83 76 78 80 81
4l6 39.. 39 4o 52 39 55 43 61 34 43
BUG
42 61 89 60 62 60 61 30 34 61
4o4 37 4o 58 77 77 78 79 80 79 76
4l4 87 87 88 88 51 30 43 47 43 44
419 89 89 90 88 89 88 88 68 89 88
420 44 46 46 46 47 47 46 43 36 36
421 94 94 93 93 93 93 93 93 94 94
422 89 90 92 93 89 93 93 94 93 95
AUTO
4 91 93 91 94 93 92 90 93 87 89
16 96 96 96 96 96 96 96 96 96 96
402 91 91 91 91 90 91 91 90 90 91
403 90 95 92 93 94 94 94 94 94 94
407 95 93 96 98 98 98 98 98 100 98
4o8 94 94 91 91 92 92 88 66 83 83 '
412 95 93 94 94 96 94 94 94 94 94
418 100 99 100 99 100 99 99 99 100 99
For parameters used in each transcription, see Table
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TABLE 6^ 1 (Cont*d): Comparison Scores for TAMUB Data
% ' I'
11 12 13 14 15 16 17 18 •
MANUAL
405 82 84 83 83 82 84 83 82
4o6 88 86 58* 58* 8o* 85 88 88
409 80 82 8o 75 81 79 76 80
410 81 74 74 82 71 76 8o 78
411 60 63 58 58 58 62 61 56
413 77 70 78 78 77. 38 80 76
415 78 78 71 79 79 75 81 78
416 47 46 28 28 45 4l 39 42
BUG
15 79 34 35 50 50 59 61 50
4o4 81 78 8o 58 70* 48 75 79
4l4 86 85 85 85 81 47 ■ 87 87
419 88 89 67 67 87 88 58 87
420 51 38 4o 48 29* 4o 46 31
421 93 93 92 92 92 79 93 93
422 94 95 93 94 85* 90 89 95
AUTO
4 90 87 . 91 93 93 91 92 92
16 96 96 96 96 96 96 96 96
402 89 91 89 90 90 88 91 90
405 94 94 94 94 83* 90 94 93
407 100 99 99 97 98 98 98 98
4o8 95 93 95 95 94 98 93 92
412 95 94 84* 84* 94 95 95 96
418 100 99 99 99 99 99 99 99
: aero-size population found by Aüto3 routine
For parameters used in each transcription, see Table 6.W.%
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It will be noted that when AUTO3 is used there are some cases 
of zero-sized populations. Although this does not halt the program, a 
fall in the transcript quality is noted due to one boundary being wrongly 
estimated. ' This occurs with automatic as well as manual morse; in fact 
since the populations tend to be clustered around discrete values, zero 
sized populations seem more likely with automatic than with manual morse, 
where the populations tend to be widely spread.
Figures 6.1 to 6.6 show the scoring comparisons and graphical 
plots for three taper, one each of manual key, bug key and automatic 
morse.
Also shown in figures 6.7 and 6.8 are transcriptions, (using 
FRACES and a transcription block size of 30 pairs) for the same files 
shown in figures 3*5, 3-4, 3.6 and 3.7°
6.2 Evaluation of the Various Algorithms
Initialisation Routines
Space classification: Both AUT02 and AUTO3 give generally good
estimates of the populations, although they assume that the variances are 
equal, and that the populations are normal. For logarithmic data these 
are reasonable assumptions for the element and character spaces but not 
for the word space population,
HMEST attempts to remove some of these assumptions by using 
initially the same variance for each population, but allowing them to vary 
while the algorithm iterates to a final solution. It also divides the word 
population into word and long word spaces, in an attempt to reduce the 
approximation of classifying all the word spaces in one normal distribution. 
(As originally written, HMEST assumed that the data would be logarithmic.)
When the three distributions are reasonably distributed, then 
these methods work quite well. However, often the word spaces have a very 
wide range and it can often happen that these methods will assume the 
largest to be word spaces, the shorter to be character spaces (with 
possibly some genuine character spaces), and then the remaining character 
and element spaces to be element spaces. Although methods exist for
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Ç kC, b.7 ' 'FgAo£5 TRANSLATION
TEXT FROM T3 oC 23-FFB-79
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U2AV3 KLMNO CKRKO ABCOl OSMX U B II IIOSMX? XINGW ÜTHL'U THEIR
ATiON VERXS XTENT SFORQ QUHER AOUOX ZYXAN 123-B56Z8 II6T\ 5
\ 6789 T 45373 555 T T 9 2173 2468T 2-H 11281 6 4 6TBTN ÎTTT
O R vcliN A u T~e?<-T ■
TEXT FROM CUPCT4.C 02-MAR-79
NÜ4 33 GFX2T 6HT0N 2BLMC BHIEV JLSXC JMÏDQ THEGE QU4P1 2BNC7
U2AV3 KLMNU CKRK. ABCDl USMI? XINGW QTHEU THEIR ATION VERXS 
XTENT SFORQ QUHER AQUüX ZYXAN 12345 67890 45373 55500 92713
24680 28164 6THEN TETH66
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TEXT FROM T2 ,C 23-FEB-79
N05 /55 RRGBABLEMENTPU II IIPEU D ’AUCES -RIÜNS DURANTLA DEUXI-KMF
GUERRE MONDIALE ÜNT-LKNT CAPT «E L'IMAGINATION DKPUBLIC DUE
LE MOSQUITO DE H-RILANDQ SES RAIDS «LDACIEUX A BASSE ALTITUDE 
CON TRE DES OBJECTIFS BIEN CHOISES EN EUROPE ÜCCUP-EE ETSES
SUCC-ES COMME CH-SSEU R DE NUIT ETCONTRE N-RIGATION FiR E N
T QU’ILFUTLMJN DES PLUS EXTRAORDINAIRES -RIONS DECETTE EPOÛUU
0/2.lCi«vAu TEKT.
TEXT FROM TüPCTb.C 02°MAR”79
N05 55 PROBABLEMENT PEU D'AUTRES AVIONS DURANT LA DEUXIEME GUERRE
MONDIALE ONT AUTANT CAPT-E L'IMAGINATION DU PUBLIC QUE LE MOSQUITO 
DE HAVlLANDc SES RAIDS AUDACIEUX A BASSE ALTITUDE CONTRE DES
OBJECTIFS BIEN CROISES EN EUROPE ÜCCOP-EE ET SES SUCC-ES COMME
CHASSEUR DE NUIT ET CONTRE NAVIGATION FIRENT QU'IL FUT L'UN 
DES PLUS EXTRAORDINAIRES AVIONS DE CETTE EPÜQUEE
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reducing the long characters thus formed (see section 4.5) they are not 
entirely successful. Also since this often happens with automatic morse 
with well-defined populations, the errors become very significant.
In contrast to this, some automatic tapes have spaces which 
fall into the two categories of element and character spaces, (possibly 
with all the word spaces being very long pauses and therefore not used in 
the population estimates). Although these populations may be well-defined 
AUT02, AUT05 and HMEST will attempt to fit three populations and usually 
go disastrously wrong.
Since ERACES takes only the relative proportions of the spaces 
without regard to their absolute size, and since it is also non-iterative, 
it never finds zerosized populations. In the case of files with only 
element and character spaces, it will generally only divide the character 
spaces into character and word spaces, assuming the relative proportion 
of element spaces is correct. This only has the effect of joining up 
words without actually destroying the message content. In the case of 
files with scattered word spaces, the routine usually obtains a reasonable 
estimate of the mean, though the variance may be very large. In the case 
of all the word spaces being long pauses, then the mean is found at the 
value of long pause which has no detrimental effect on the transcription.
The main fault with FRACES is that with numerical files, the 
relative number of element spaces is increased since all the characters 
have four element spaces. In this case, population sizes of 20:5:1 for 
element/character/word spaces are needed (compared to the usual 15:5:1) 
otherwise the element-character space boundary is wrongly calculated, 
splitting the characters into shorter ones. In practice, the value of 
20:5:1 does not significantly reduce the accuracy of population estimates 
on non-numerical data.
The assumption of normal populations in FRACES is only for the 
calculation of the variance which is not generally used in the more 
successful decoding algorithms.
Mark Classification: This has tended to be easier to determine
according to virtually all the previous researchers, and certainly with the 
data I have used, the dots and dashes are fairly easily distinguished.
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Generally the two populations are well spaced and both AUT02
and AUTO3 (both using.the method of finding the average of all the marks)
gives a simple and reliable estimate.
The method of HMEST, in fitting the data to two populations 
again works well in theory though in practice signals occasionally have 
one (or a few) very long marks, especially at the beginning of a message. 
There is then the possibility that this one (or a few) long marks will be 
classed as the only dashes, and all the other marks will be classed as 
dots. Obviously any error in the dot-dash boundary is critical as the 
message will be completely altered.
FRACES assigns the ratio of 1*2:1 for dots and dashes, and is
not, of course, affected by a few very long marks- However, there is
occasionally a weakness in this system; in one message of four figure 
groups, it happens that several consecutive characters consist of-45 dots 
and only 5 dashes. If these are clearly defined then the HMEST type of 
initialisation is best since then the populations can be divided une'qually. . 
With FRACES it is almost certain that some of the dots would be wrongly 
classed as dashes. In this case taking a block size much greater than 50 
mark/space pairs would help to reduce this imbalance, but of course the 
larger the block size the more likely errors will occur at step changes or 
other discontinuities in the data.
In some signals, an idling pattern known as reversals is sent 
between messages and consist of dots separated by element spaces. This 
then produces one population of marks and one of spaces and using AUT02,
AUTO5 and HMEST, zero sized populations are found. With FRACES, the data 
is split into three space populations and two mark populations, although 
they will be virtually coincident. In all these cases a string of characters 
are produced though they have no validity. The signal would, of course, 
not be transcribed by an operator.
As well as the variation in estimation routine, the number of 
mark/space pairs available for parameter estimation can be varied, and also 
(independently) the transcription block size, (in the absence of any other 
form of updating, the program can be used to give initial estimates, and 
then transcribeto the end of the file, or to re-estimate the parameters at 
the end of each transcription block and at every long pause.)
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The size of the estimation block needs to be large enough to 
give a reasonable number of data in each population, but not so large that 
any change in the signal would invalidate the estimates. The minimum 
reliable block size that I have used has been 50 mark/space pairs, and this 
seems to work well with FRACES. Since in all the results in Table 6.1 the 
parameters are estimated at least after each block of data, this does reduce 
the need for a reliable updating routine. However, with frequent parameter 
estimation, a reliable and robust initialisation routine is necessary.
Both AUT05 and HMEST require 200 mark/space pairs to operate at 
their optimum. Two disadvantages in comparison with FRACES are firstly 
that of zero-size populations, and secondly they are much slower in operation.
Logarithmic Transformation: The routines AUT02, AUTO5 and HMEST were
designed to use data which had been transformed logarithmically, though 
the results are seldom better whether the data is linear or logarithmic, 
and usually FRACES, using linear data, gives the best results.
Boundary Estimation; Although various methods exist for boundary 
estimation, the majority of the transcriptions were obtained using a geometric 
mean for the dot-dash boundary, and element-character space boundary, and 
arithmetic mean for the character-word space boundary. However, given that 
good population estimates are available, the method of boundary calculation 
seems to make no difference to the transcription^
Split Elements: The use of the unsplitting routine, as mentioned
previously, seldom reduces the transcription quality, and by use of the
routine, occasionally improves it. The initial, simpler split mark
boundary ÇUes) is still incorporated, but when unsplitting is specified,Uwith the initial amalgamation of short marks and short spaces, there are 
seldom any remaining marks that are joined.
Updating: As mentioned, continuous updating seems unsuitable due 
to its instability. From the block updating methods, the count routine 
is both simple and works reliably. It also has the advantage of speed over 
that of Kolmogorov-Smirnov, since the latter method requires the sorting 
of at least one array (two at each initialisation) and a lengthy comparison 
routine to find the greatest difference, and so operates much more slowly 
than the count routine.
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From these results I would suggest that the fastest, most 
dependable and reasonably accurate algorithm would be the following:
1. ''^ TRACES initialisation: ratios 1.2:1 marks; 20:5:1 spaces.
2. Estimation block of 50 mark/space pairs.
3. Transcription block of 50 mark/space pairs.
4. Recombination of short elements: threshold (as in this
program) to be of the order of element space divided by 4.
5» Count routine to detect abrupt signal changes.
6. Re-estimation at long pauses.
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CONCLUSIONS AND FUTURE WORK
The results obtained from the morse decoding algorithms during the 
three years of work have shown a slight improvement. However, it was 
realised at the outset that firstly the problem of morse decoding had 
been looked at by many researchers in the past with no completely 
satisfactory results, aid also that a reasonably accurate program had 
already been developed by Surrey University.
As far as the results obtained with this program are concerned, 
with 90^  or greater transcription success with automatic morse, generally 
no problem seems to be evident, though as noted eai’lier, if a boundary is 
misaligned, instead of the occasional error, as found with manual morse, 
the whole block of data may be invalidated.
With bug-key morse, the results are again of the order of 70-80% 
though occasionally, as discussed in chapter 6, the results are reduced 
significantly from this range.
The manual morse results are as expected, the lowest. However, 
some of the tapes contain very poorly sent morse which (in view of one 
amateur radio operator) were very difficult, in parts impossible to 
transcribe accurately. When the copy files were being produced, an 
operator listened to the digitized morse file 3 or 4 times, continually 
correcting his text. This results in our copy files being an accurate 
copy of the digitized time interval file. In contrast Gold[1] claimed 
that his system had "successfully decoded between 90^ and 95^ of 184Moperators. However, he further defines that "a successful decoding is 
one which results in a text which can easily be read by a man who knows 
the language."
The standard to be aimed for is that which, while performing as 
accurately as possible, is 1 comparable with an operator rather than a 
100^ copy of every mark and space; absolute accuracy is impossible whether 
the decoding is performed by a computer or an operator.
During this work I have attempted to model the transcription program 
to produce such a transcription as would be made by an operator. Thus 
short intervals are amalgamated into adjacent marks or spaces which 
produces the same effect as the operator ignoring them. Where step changes
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occur, an operator must, in some way, revise his estimates of mark and 
space durations, and by re-estimating parameters at discontinuities in 
the data, the possibility of the boundaries being misaligned at these 
changes is much reduced.
An operator has the great advantage over an automatic system of 
being able to distinguish, fairly accurately, both the type of morse 
and the type of message being received, and so he can make adjustments 
to correct any small errors (eg missing or extra dots), or to resolve 
poorly formed characters using the message context. As mentioned in 
Chapter 5> some simple checks have been made on the characters obtained 
in the message in order to check that a reasonable text is being 
produced.. If in actual use a certain kind of message was to be expected - 
say automatic morse and five figure groups - then as mentioned in section 5»1 
if the transcribed characters disagree with this, some boundary adjustment 
and retranscription could take place.
The ratio analysis method of using two-dimensional mark histograms may 
be the most reliable method of distinguishing signal types, and one which 
could profitably be investigated.
In the previous chapter I advocated using FRACES for the parameter 
estimation. This is one area in.which the program obviously differs from 
that of an operator. It may be that an operator uses adjacent ratios, 
though these methods have never seemed so promising and while initially 
being straightforward, eventually become surrounded by a number of rules 
with conflicting results. On this consideration the block parameter 
estimation seems the most reliable, though FRACES, as mentioned, can 
cause errors when the ratios of marks and/or spaces vary from the ideal.
In effect, a little more flexibility is needed in this approach, or an 
AUTO3/HMEST initialisation which is a little more rigid and dependable 
in its estimations.
Although this program does work reasonably well, there are still some 
shortcomings. There is still no system for reliably distinguishing between 
morse and non-morse parts of a message eg printer and reversals. If this 
could be achieved then the removal of these parts of the signals would 
improve the readability of the resultant text. This is more difficult as 
non-automatic transmissions are considered; TAMUS does distinguish between
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good automatic morse and reversals, printer etc„but expects fairly precise 
ratios of 3:1 for the mark and space populations.
Also, as mentioned, we require a starting algorithm (or some method of 
estimating the populations) which will not be incorrect due to, say, unusual 
population proportions, or to estimating parameters of data with a step 
change (as can happen with all the current algorithms).
Future work might continue on one of two lines of research
a. a system capable of tuning, recognition and transcription of 
morse is installed to obtain direct comparisons between these algorithms 
and an operator. I am not suggesting that these routines will be of 
sufficient quality, but it may well show further problems which may 
need to be overcome before a viable system is available - factors 
such as interference between signals, fading of signals, and the 
amount of operator intervention needed.
b- If it is decided to continue the present type of approach then as 
well as the need for a real time system*, it may well be worth using 
the combined knowledge of an operator who would be familiar with the 
basic problems of transcription and a mathematician/programmer, so 
that again the system developed would be aimed at that finally required 
for real-time digitization and transcription.
*At present the program, as developed, runs well within the require­
ments of real time and could probably be speeded up quite readily. However 
if further complex routines were added then it should be checked that this 
requirement is still fulfilled.
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ANNEX
MORSE DECODING PROGRAM
To develop the decoding algorithms and test their effectiveness,
I have been using a program which is based on the ’’Visual Interactive 
Signals Analysis Routines” set of programs (VISAR), and the version of 
this program that I have been developing is known as VISARM.
The program is written in FORTRAN and runs under DQS/Batch operating 
system on a PDP 11/43 computer, VISARM has it’s own file handling system 
and coimiiand and parameter interpreters, and a brief description of these 
areas of the program follows.
A1.1 File Types
VISARM files comprise an ordered sequence of data and are referred 
to by a six-character file neane followed by ,X where X is the file type.
In the program used for morse decoding, three types of file are 
considered. These are
Interval files (,l) which contain time intervals, positive, normally20integral, <10
Character files (.C) which can contain upper case letters, numerals 
and most special characters
Parameter files (.U) which may contain any data type, and are used 
to modify the program parameters, and to store 
parameter sets for future use.
With each interval file there is an associated header file (.IH) 
which can contain up to 60 clj.aracters of annotation such as source and 
date and also, if required, the time scale of the entities in units 
from secs to ns. When the interval file is transcribed, the output is 
stored in a .C file, and the information in the header file is transferred 
to a .CH file. Whenever a .1 or .0 file is listed, the associated header 
file is printed at the beginning.
Keyboard files can also be created in which values can be 
specified explicitly in parentheses. They are only valid for input and 
are used, for example, to modify the program parameters.
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ANNEX 1
Figure A1.1 shows an example of an interval file, where each integer 
represents the relative duration of marks and spaces, and is used as the 
input data for transcription.
A1.2 Commands
There are ten basic commands available in the VISARM program. A 
list is given below of the mnemonics and the effect of the command.
a. TR TRANSCRIBE - into a .C file via parameters in a .U
and/or keyboard file from intervals held in a .1 file.
b. SC SCORE - used to compare two character files (eg the
output obtained from the program with that supplied 
by an. operator) and produce a mark indicating how 
good the agreement is. For details of SCORE see 
ANNEX 2.
' c. SA SAVE - the current program parameters are stored* in
a specified .U file.
d. LI LISTEN - allows a digitized .1 file to be listened
to from an audio signal via a loudspeaker on the 
computer.
e. K1 KIEL - deletes a named file (and its associated
header file).
f. JO JOIN - concatenates two files.
g. AN _ ANNOTATE - creates a leader file for a .1 or .C file.
h. RE READ - allows data to be read into a .1 file from a
9-track magnetic tape, such that the data can then be 
processed using VISARM, This allows non-VlSAR format 
data to be converted for use in the program.
i. BA BATCH - A batchfile file name .BAT can be created with
a list of commands (eg transcribing, scoring and 
listing files) and these commands will be executed 
sequentially.
j. CO CONVERT - used to convert one file type into another -
mainly used when the output file is LP or KB to list 
files for inspection.
Each command is recognised by at least the first two letters of the 
command, and then the necessary files are listed in the required order: 
Figure A1.2 shows the format for each command.
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FlCi P\ I 2 ÔP V15 A Coa\MAMDS,
TE TRANSCRIBE • C .U .1
KI KILL .ANY
JO JOIN . ANV= .ANY .ANY
LI LISTEN ,U . I
SC SCORE .c .C
EE READ . I .U(CIRC,CHAN=XX,REWIND)
AN ANNOTATE ANN F ILENAME.<I OR C M  INT=XMS/HEAB = "HEADER")
CO CONCERT .ANY(LP.LY, .ANY ETC), FILENAME
BA BATCH CARRIES .BAT FI HTSARM:
OUT COMMANDS IN LE. TYPE BA FILENAME AFTER PROMPT
SA SAl^ 'E .U
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A1.3 Parameters
A list of the parameters that can be set in the program are shown 
in figure A1-3«
The parameters are set up either by a -U file where they had previously 
been saved, or individually via a keyboard file. Any unspecified para­
meters have the default values shown.
The block sizes for estimation and transcription do not need to be 
equal (the value is the number of mark/ space pairs). If PAUSE is set then 
after each transcript block has been completed or a long pause is encountered, 
the populations and boundaries are re-estimated.
At the end of the data file, the re-estimation procedure continues to 
be called until the number of mark/space pairs remaining is less than half 
the estimation block size. It is then assumed that there is insufficient 
data to re-estimate, and the populations remain unaltered, for the remainder 
of the data.
If PAUSE is not set, then the statistics are only estimated at the 
beginning of the transcription and are never re-estimated, although the 
boundaries may be modified using a continuous updating algorithm.
The scale of the data can be varied by using INTerval which sets the 
basic time interval in ms.
Real and integer parameters are entered by typing, for example 
'EST = 200, TPA = 200, ERA. = 0.6'. Logical parameters are set by typing 
their name only eg 'PAI, HIS, CHA'. To reset a logical parameter, ’NO 
XXX' is typed eg 'NO PAI, NO HIS'. In the case of the initialisation 
routines, one routine is called by typing its name (eg MED, NBA, NRC, HME, 
non). The keyword 'NO' is not valid, with these five keywords.
AT.4 Description of Various Output Formats
One very helpful feature of the program in checking where algorithms 
are incorrect is the graphical output obtained from the versatec plotter.
R g a  I.'5 : ^  Ü A\ A
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Four displays are available displaying: each mark/space pair, the 
histograms used in the estimation, the undulator-type output and the 
transcribed characters printed alongside the data; and these can be 
present in any combination.
Figure A1.4 shows the display of histograms and mark-space durations, 
The left hand side of the graph gives information about the spaces, and 
the right hand side about the marks. At each initialisation, when the 
populations and boundaries are recalculated, the histogram of data used 
in this process is shown. The first is a cumulative histogram, the 
slopes between the populations showing how well they are separated. It 
can be seen that the spaces fall into three main groups and the marks 
into two. Also shown is a histogram which shows the number of items at 
each datum.
The data is presented as it is translated. If the left-hand edge 
and the centre of the page are considered origins, then the individual 
points are plotted to the right of these lines in proportion to their 
duration, again with spaces plotted on the left and marks on the right. 
The boundaries between the populations are printed as double points so 
that they can be distinguished from data points.
Figure A1.3 shows the facility for displaying the undulator-type 
output at the beginning of each block of data, and also the characters 
as found during the transcription are printed to one side.
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COMPARISON ROUTINES
When an interval file is translated, the resultant character file, 
which should contain the reconstructed message, can be printed on the 
keyboard or the line printer for further study to see where the algorithm 
has caused any mistranslation. For approximately half of the data files 
available, a copy of the operator's transcription was available, and these 
are stored in character files.
The incorporation of a scoring routine in the main program allows an 
automatic comparison of these two character streams to be made. An example 
of the listing produced by this routine is shown in figure A2.1.
The text between ' and on the upper line is the expected character 
stream, that produced by an operator. The lower observed stream is that 
produced by the program. The central line shows, using characters explained 
in Table A2.1 where the difference between the tv/o streams occur. It should 
be noted that the character and the following character are ignored in 
the comparisons. This allows flags to be inserted in the translated stream, 
used here to show where a pause occurred in the input signal.
By varying the length (LEN) of the streams to be compared at one time, 
the minimum fraction (FRA) sought before agreement and the maximum slide 
(SLl) determining how far the streams can be moved relative to each other, 
various types of data can be compared.
Typically in this program a reasonably accurate comparison mark is 
obtained with LEN=12, FRA=0.6, SL1=30.
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TABLE A2.1 Notation Used In Scoring Routine
Occurrence Count 'EXPECTED' MARKER 'OBSERVED'
Ampersand plus 
one other none 2 spaces '&&' & character
Correct Print char C character space character
Correct Space V space full stop space
Space omitted W space W -
Space inserted z = Z space
Incorrect char 
(no slide) X character X character (wrong)
Insertion of n chars F(n) n "1" s nF's n characters
Omission of n chars E(n) n characters nE's n s
Unknown X character character
When the two streams are compared, it is reasonably assumed that 
inserted characters are more likely than deleted ones, and the slide 
allows for up to n insertions and n/^ deletions. The routines look first 
for one insertion, then two insertions, one omission, then three and four 
insertions, then two omissions until a reasonable match is obtained.
From the count of errors listed, a mark is obtained showing how well 
the two strings agree. This is found from the following formulae:-
GOOD = 10*C + V SLI
BAD = 10*X + W + Z + (lO*n*E(n))+10*F(l)+5*F(2)
n=1
SCORE = GOOD
GOOD+BAD
This is an arbitrary formula, and is based on the following premises
a. spaces matter much less than printing characters (and are 
harder to get correct.)
b. omitted text is as bad as inserted text.
c. inserted text may (if the 'expected' is the original copy) be
i. retransmission after an error, or ii. character splitting, or 
iii. a false 'insertion' because the sliding process has mistakenly 
"omitted” some text previously, or iv. just an extra mark on the 
recording. In the first case, errors are not reasonably attributed
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to the transcription process. In the second 3 becoming EEEEE 
is no worse than I becoming EE (in fact 3 becoming EEEEE is 
XI''(4) 23 bad, I to EE is XF(1) 20 bad, 3 to EEE is XF(2) 23 bad).
In the third case nE's earlier or later will count as 10n errors, 
and the compensating F's should not be counted again. In the fourth 
CEise it is argued that one or two short marks may look genuine but 
an observer would discount a long run of noisy text.
The score obtained from this routine is never better than would be 
expected by comparing the streams by eye. It can, however, be worse, 
sometimes by a large amount since if for some reason the streams get a 
long way out of step, then although they may correspond, the streams may 
not match up correctly.
Used with care, a good measure can be obtained of the transcript 
quality; though with different algorithms, a few characters different 
can often reduce the score well beneath that reasonably expected.
