There exist two intrinsic issues in multiple-shot person reidentification: (1) large differences in camera view, illumination, and nonrigid deformation of posture that make the intra-class variance even larger than the inter-class variance; (2) only a few training data that are available for learning tasks in a realistic re-identification scenario. In our previous work, we proposed a local distance comparison framework to deal with the first issue. In this paper, to deal with the second issue (i.e., to derive a reliable distance metric from limited training data), we propose an adaptive learning method to learn an adaptive distance metric, which integrates prior knowledge learned from a large existing auxiliary dataset and task-specific information extracted from a much smaller training dataset. Experimental results on several public benchmark datasets show that combined with the local distance comparison framework, our adaptive learning method is superior to conventional approaches. key words: multiple-shot people re-identification, adaptive metric learning, local distance comparison
Introduction
People re-identification, i.e., recognizing people from different camera views, is crucial for various applications such as inter-camera tracking, understanding people behavior across a camera network. It is an important task in video surveillance and is gaining more and more research interests with the widespread use of surveillance cameras.
Since biological information such as face or gait is generally unavailable in many practical use cases, most existing research works related to re-identification are working on measuring the similarity of the people appearance [1] . According to the images involved in comparison, existing research are further divided into two groups: single-shot approach, measuring the similarity between two single images, and multiple-shot approach, measuring the similarity between two image sets. Compared to the single-shot approach that has been well investigated [2] - [6] , the multipleshot approach has attracted more significant attention in recent years [7] - [9] , since its application naturally arises in a wide range of long-term observation scenarios. In this paper, we specially focus on appearance-based multiple-shot people re-identification.
Although people re-identification with multiple-shots has been addressed by different approaches, two challenging issues remain: intra-/inter-variance issue and over-fitting issue. Given a set of images of a person that of course contain Manuscript received December 24, 2013 . Manuscript revised May 17, 2014 . † The authors are with the Graduate School of Information Science, Nagoya University, Nagoya-shi, 464-8601 Japan.
a) E-mail: jien@is.nagoya-u.ac.jp DOI: 10.1587/transinf.2013EDP7451 more information compared with the single-shot approach, the multiple-shot approach appears more promising for accurate people re-identification. However, the images within the image set usually manifest large differences in camera view and light illumination, and also large non-rigid deformation of people's posture. Sometimes the intra-class variance is even larger than the inter-class variance [10] (see Fig. 1 ). This is the so-called intra-/inter-variance issue, which poses a challenge to exploiting the same semantic information of these images in the image set.
On the other hand, with the assumption that people will not change their clothes during observation period, people appearance data in a re-identification problem are indeed easily outdated [11] . This leads to the problem that there are only a few training data sets available for machine learning tasks. Since the appearances of people are very complicated, the statistical model learned on the limited data generally fails to obtain the overall information of the target task, which easily results in over-fitting and eventually affects the re-identification performance. This is the so-called over-fitting issue.
To deal with the first issue, we have proposed a reidentification method based on a local distance comparison framework [12] . Owing to the multi-camera scenario and feature representation, people appearances are generally multi-modal distributed in feature space [2] , [10] , [12] . Further exploration reveals that in such distributions, the appearance instances of the same person tend to form several separated clusters (called subsets), each with some specific semantic meaning associated with a particular feature property such as color or edge. The subsets with the same semantic meaning for different people may be closer to each other than those with different semantic meanings for the same people. This property motivated us to measure the subsets based on the local distance comparison with an energybased loss function that defines the similarity between the subsets.
To deal with the second issue as well, in this paper, we propose an adaptive metric learning method for people reidentification under the previously proposed framework of local distance comparison. Since the capability of the local distance comparison considerably relies on the choice of the distance metric, it is necessary to learn a proper distance metric instead of determining a metric manually. However, as discussed above, there are only a few samples available in re-identification scenarios. To derive a reliable distance metric from limited training data, in addition to the samples Copyright c 2014 The Institute of Electronics, Information and Communication Engineers in the target task, we incorporate prior knowledge learned from a large existing auxiliary dataset, which is considered as the data from a source task. The samples in the source dataset are related to each other under a generic structure, and meanwhile, they preserve a diversity of datasets acquired in various environments. Therefore, the distance metric learned on the target dataset can obtain the taskspecific information, while that learned on the source dataset is task-independent, and can catch the generic knowledge required for solving the re-identification problem.
Our proposed adaptive metric learning method is able to obtain an adaptive metric that optimally integrates the generic distance metric, which provides the missing information of the target dataset, and the target distance metric, which enforces and specifies the adaptive metric to avoid the possible sub-optimal solution based only on the generic information. Working under the local distance comparison framework, the adaptive metric has the power to overcome both of the intra-/inter-variance issue and over-fitting issue.
The main contribution of this paper can be summarized as below. We proposed an adaptive metric learning method to learn a proper distance metric for measuring distance in the local comparison, which takes advantages of both the generic knowledge and target-specific information to combat the over-fitting issue and the intra-/inter-variance issue.
The rest of this paper is organized as follows. The previous works on people re-identification and transfer metric learning are reviewed and the difference between these works and our approaches is discussed in Sect. 2. Section 3, the main part of this paper, details our adaptive metric learning method. Experimental results are presented and discussed in Sect. 4. Finally, we present our conclusion and future perspectives in Sect. 5.
Related Work

Multiple-Shot People Re-Identification
Existing methods for multiple-shot people re-identification can be approximately divided into two groups. In the first group, the researchers mainly work on building the feature representation. Bazzani et al. [13] proposed a feature representation method called the histogram plus epitome (HPE), which extracts global information of the human body by using a color histogram, and performs local epitomic analysis for the recurrent local patch. Then, they extended the HPE to the Asymmetry-based HPE (AHPE) by further introducing the asymmetry information [7] . Doretto et al. [1] proposed a more generic histogram model, which is obtained by densely computing the local HOG descriptors in a Log-RGB color space and then normalizing them to obtain a histogram signature of people appearance. Owing to the limitation of histograms, these approaches cannot utilize the higher-order information of images, such as the spatial distribution of pixels. This limitation severely affects the accuracy of reidentification. Therefore, spatial information is introduced to overcome this problem.
Farenzena et al. [3] proposed a symmetry driven method (SDALF). They separated the human body into two parts along the horizontal axis and compared corresponding features of each part between two people by weighting the features in proportion to their distance from the symmetry axis in the vertical direction. In order to obtain more accurate information, Cheng et al. [14] used a Custom Pictorial Structures model based on exact body parts such as chest, head, thighs and legs (detected by Pictorial Structures model). Since this type of approaches depends on rough or exact body parts, the failure of detecting this information, for example, in a frequently accrued crowded scene, will severely affect the performance of re-identification. Another issue with these approaches is high cost of body part detection, which makes on-line re-identification difficult. Li et al. [6] employed a learning-based method for learning feature representation. They projected the feature representation from different views to locally align them on different common feature subspaces. Each subspace is associated with a gating function, which is obtained iteratively with projection matrix. The comparisons in the optimal common subspaces (called experts) are then combined by gating functions as the similarity criterion for re-identification.
Actually, above-mentioned methods all focus on building a good feature representation and are simply extended from single-shot methods. Individual feature signatures are built in the same way as in the single-shot re-identification scenario and then averaged or re-weighted together as an "entirety" to represent an image set. Re-identification is performed by calculating the distance as the similarity between such entireties. Therefore, the essential intra-/inter-variance issue in the multiple-shot re-identification scenario has been completely not taken into account.
Methods in the second group pay more attention to setto-set comparison. Wu et al. [9] proposed Set-based Discriminative Ranking model (SBDR). They integrated the set-based comparison and feature learning into a distance metric learning framework. By iteratively optimizing, the learned distance metric could preserve the image set structure and obtain feature representation simultaneously. Setto-set comparison is accomplished by geodesic distance between two affine/convex hulls, which could be regarded as the nearest distance between two virtual points on the two hull structures. This distance metric method is later used by Li et al. in their local metric field learning [10] . They introduced the metric in Common Near Neighbor model to measure the similarity of the probe (image set for query) and the image sets in gallery (image sets for matching) by a fixed neighborhood size rank-order distance, which leads to more effective and efficient performance. In Alavi et al.'s work [8] , each image is represented as a similarity vector by the Stein divergence. In this manner, they transform the images in the image set into points on a manifold, to form a more accurate structure compared to that obtained by traditional approaches. Multiple-vs-Single (MvS) reidentification is accomplished by the classification of such points on the manifold. Cong et al. proposed a graph-based method for multiple-shot re-identification [15] . They characterized an image set, which is formed by some discriminative images automatically selected from a video sequence, as a graph-based representation, and then performed spectral analysis to measure the similarity between these representations.
However, the problem these set-to-set comparisonbased methods have in common is that they suppose the images in the image set (probe or gallery) will ideally stay together in high-dimensional feature space. As the work in [8] and [15] , they relatively impose a single-modal assumption on the distribution of the image sets. Although these methods attempt to seek a feature space where the samples of the same people can stay together, it is extremely difficult to obtain such a feature representation because of the complicated people appearances. Such an attempt easily fails when a severe intra-/inter-variance occurs, which happens much more frequently in multiple-shot re-identification.
Instead of brute building or seeking a feature space, we choose to follow the inherent nature of multi-modal distribution of people appearance through local distance comparison. The local distance comparison measures the similarity of the samples distributed in the nearby modal, and the distances for all images in the image sets are integrated into an overall distance between image sets. In this manner, the local distance comparison not only can effectively overcome the intra-/inter-variance issue, but also is naturally suitable for the set-to-set comparison in multiple-shot re-identification tasks.
Transfer Metric Learning
Although it has not been addressed widely for the people re-identification problem, transfer learning is a well-studied technique in machine learning area [16] . Our proposed adaptive metric learning method is to leverage knowledge from some datasets with general information about people appearance to assist a specific target task. Our basic idea is closely related to the transfer metric learning [17] , and also shares a similar concept with the multi-task metric learning [18] , [19] .
There are several interesting studies in re-identification problem that use the transfer learning concept. In Wu et al.'s work [20] , they sample several images as the "third party" from another dataset similar with but different from the probe and gallery sets. The images in the probe and gallery sets are expressed as a collaborative representation based on the "third party" using a sparse coding method. They aim to discover an intermediate feature representation that bridges the gap between the query and the gallery sets, induced by the large intra-variance of data. Wu et al. then investigate the composition of the "third party" and propose a feature-based inductive transfer learning (ITL) [21] . They further explore the effect of the transfer learning model on the re-identification problem, and present a discussion on the benefits and limitation. Zheng et al. [11] formulate a setbased verification problem (a variation of re-identification) under a transfer learning framework. The useful relationships between non-target data (unlabelled people) and target data (labelled people) are introduced as constrains to obtain a more rubost model than the model learned on target data only. Above two works essentially are similar to each other, from the perspective that they all take the strategy of transferring feature representation. Compared to these works, instead of transfering feature representation based on several selected samples, we go further to learn an adaptive distance metric from a large dataset, which includes much more generic information about people appearance. The distance metric is crucial in measuring the similarity of the feature representation. The adaptive distance metric obtained by our proposed method is capable of preserving the overview structure information of the target data distribution.
The concept of transfer learning is also applied in single-shot re-identification scenario. For example, Li et al. [22] learn a generic distance metric on the entire training set, and the learned generic metric is then transferred to a candidate-set-specific distance metric in online re-identification, according to the samples in the candidate set that are selected and re-weighted with corresponding similarities of the query sample. Because of the large time-consuming computation for decomposing and calculating matrix eigenvalue needed by metric learning, online re-identification has a severe high cost issue.
Unlike the above mentioned transfer learning methods, Fig. 2 Overview of the proposed approach. The adaptive metric learning method learns a distance metric that optimally balances the generic distance metric with the target distance metric, both learned from a large source dataset and a small target dataset, respectively. The learned adaptive metric is further used in local distance comparison to match the probe set with gallery sets for the re-identification purpose.
our proposed adaptive metric learning method transfers the information coming from both the generic and target metrics. Through the generic and target metrics, the adaptive metric learning method can not only acquire the overall knowledge about the re-identification problem, but also be closely associated with the target task. Integrated with the generic knowledge and target information, the learned adaptive distance metric can alleviate the over-fitting issue and obtain promising performance. Since all distance metrics are learned in the offline phase, despite the large computation, it does not increase online re-identification cost.
Method
The overview of the proposed approach is shown in Fig. 2 . It is essentially learning-based and consists of two phases: metric learning and re-identification. In the metric learning phase, we use the proposed adaptive metric learning method to learn an adaptive distance metric, whereas in the re-identification phase, the learned metric is used to evaluate the similarity between image sets through local distance comparison. The generic distance metric, learned in advance on a large source dataset, and target distance metric, learned preliminarily on a much smaller target dataset (training set), are utilized as the inputs of the adaptive metric learning method, which performs learning work again on the target set and acquire an adaptive distance metric. The proposed adaptive metric learning takes into account the generic metric, which contains the generic knowledge for solving the reidentification problem. It is able to overcome the over-fitting issue and consequently achieve promising performance.
The multiple-shot re-identification is accomplished by matching a probe set with gallery sets through local distance comparison. Local distance comparison measures the setto-set similarity by calculating the distances of local neighbors for each sample based on the learned adaptive distance metric. In multi-modal feature space distribution, since the samples of the same people do not necessarily stay together (the intra-/inter-variance issue), the pairwise measurement usually does not make sense. By considering relationship between the local neighbors, the local distance comparison can alleviate the negative affect from the intra-/intervariance issue.
Adaptive Distance Metric
denotes a collection of n pair of data points, where x i ∈ R d is a d-dimensional feature vector and t i is the class label denoting the people ID. In this paper, for any two appearance samples x i and x j , we calculate their distance by
where M ∈ R d×d is the Mahalanobis distance metric, a symmetric and definite matrix that completely parameterizes the distance function. Obviously, because the local neighbors of an appearance instance are determined based on the distance metric of local subsets, selecting a proper learning method to learn the metric M is important.
Given a specific re-identification task, let D t denote the training dataset with limited samples. To deal with the overfitting issue induced by lack of the training data, similar to transfer learning and domain adaptation methods, we additionally use a source dataset D s , which contains the data from other different re-identification tasks. The distance metric M t and M s corresponding to D t and D s can be easily obtained using a well-known metric learning method such as ITML [23] or LMNN [24] .
The generic metric M s is capable of obtaining the generic knowledge, but without the specific information of the target task, and vice versa. As illustrated in Fig. 3 , in the local neighbors of the target task, M s covers not only the samples of the same people, but also those of different people. On the other hand, M t can preserve the structure information of the target task, but can not adequately judge the unseen samples. The objective of adaptive metric learning is to leverage both the generic knowledge from M s and the specific information from M t . Integrated with the two types of information, the adaptive distance metric M t is expected to exclude the samples of different people, and retain the unseen samples of the same people.
We do not make any assumptions about the distribution of the source and target datasets. However, as we will show in Sect. 4, it is desirable that the source dataset contains sufficient information coming from various people reidentification tasks, especially including some data similar to the target task.
Adaptive Metric Learning
We formulate our adaptive metric learning as the problem of minimizing the following objective function:
In Eq. (2), L(·) is the loss function in the target task, and R(·)s are the regularization terms. Sharing the similar concepts with large margin nearest neighbor and local distance comparison [12] , our L(·) term is defined as
where, j i denotes the i's local neighbors j, C is a predefined positive constant, [·] + means a standard hinge loss function that makes the objective function convex, and ξ ik is the indicator function (ξ ik = 1 if i = k; otherwise, ξ ik = 0). The first term in Eq. (3) penalizes a large distance between sample x i and its local neighbors x j , whereas the second term penalizes a small distance between x i and all of its imposter neighbors x k that have different labels from x i . Minimizing the L(·) results in the effect of pulling the similar appearance samples close and pushing the dissimilar instances away.
The regularization terms R(·)s defined in Eq. (2) is to acquire M t , the adaptive distance metric. The R(·) is essentially the divergence function for measuring the nearness between two distance metrics. In the learning process, the objective function F M t enforces the adaptive distance metric M t to be neither far from M s nor far from M t , and finally achieve an "equilibrium point" between both.
In our objective function, we choose the Bregman Divergence [25] as the divergence function in R(·) term, to measure the nearness between metrics X and Y by
where ϕ is a continuous differentiable, strict convex function. As for the choices of the function ϕ, although many existing approaches [17] - [19] choose the squared Frobenius norm or Burg Matrix Divergence, we adopt von Neumann divergence [26] , because it can preserve the local structure information [25] , [27] . This property can significantly help to obtain the local neighbors, and finally to improve the performance of the local distance comparison (see the next section for more details).
The von Neumann divergence is defined as
By substituting Eq. (5) in Eq. (4), we can obtain the Bregman Divergence of two distance metrics as
As a result, by substituting Eq. (3) and Eq. (6) into Eq. (2), we can finally obtain the optimization framework as follows:
where we drop the hinge loss function by introducing a slack variable ζ i jk and the related constraints. It is obvious that in Eq. (7), the L(·) term is a convex function. Both of the generic distance metric M s and the target distance metric M t are positive definite, which makes the von Neumann divergence and the two R(·) convex, and further the whole objective function convex. So, this minimization problem can be efficiently solved by semi-definite programming (SDP) with a global optimal solution. We present the pseudo-code of our adaptive metric learning algorithm in Algorithm 1.
Local Distance Comparison
We use the adaptive distance metric learned by the method described in the last section to perform the local distance comparison for the multiple-shot re-identification. In this 
section, we briefly introduce the local distance comparison method that we proposed in our previous work [12] .
As described before, an image set of a person is very likely separated into different subsets in the feature space. In consideration of this property, the proposed local distance comparison is based on two ideas: if image sets that are being compared match, (1) the local distance of the overall subsets will be ideally minimal, and (2) the invasion that occurs in the local neighbors of the overall subsets will be also ideally minimal. The loss function thus consists of two terms:
where the first term measures the total distance between the local subsets of the compared image sets, and the second term measures the loss induced by the invasion of local neighbors of the subsets. p and t represent the probe and target sets respectively. We want to explore t * that minimizes L(p, t) by using this equation. λ ∈ [0, 1] is a coefficient that balances the two terms.
A. Similarity Term L s (p, t)
We divide the probe set (indicated by C p ) into two parts, C pA and C pB . For each instance in C p , if it can be classified as a target set (indicated by C t ) via the k-NN classification rule, we let it belong to C pB ; otherwise, belongs to C pA . Since C pB is more similar to the target, we regard C pB as a part of C t . It is reasonable to exclude C pB when we measure the distance between the probe and target sets. Therefore, we use the notation C t + to denote the union C t + = C t ∪ C pB . The first term of the loss function is thus defined as the distance between C pA and C t + by
where h d (x, y) is an indicator function such that h d (x, y) = 1 if and only if y is the k-nearest neighbors of x, and h d (x, y) = 0 otherwise. This term can be evaluated by calculating the distances of k-nearest samples in C t + for each sample in C pA , and then summing the distances of all subsets. The distance is calculated by Mahalanobis distance as defined in Eq. (1), and M is the adaptive metric learned in the metric learning phase.
Obviously, a smaller value of this term suggests a close distance of the subsets, which indicates a higher similarity that the two sets are more likely to belong to the same people.
B. Invasion Term L i (p, t)
Each sample x has k-nearest neighbors N x with the same label as x. If there is another sample z with a different label, which is closer to x than any sample in N x , this sample is called an "invader".
If C p and C t match, the second term penalizes the loss induced by the invasion of the subsets between two new sets: {C p ∪ C t } and C e . The set C e includes all sets in the gallery except C t . The invasion induced by z is defined as
where h(t) is a hinge function that guarantees h(t) = 0 if and only if t < 0. Here, the local distance is still calculated in the k-NN manner. We formulate the loss as follows from two aspects: (1) the invasion from C e to {C p ∪C t } induced by integrating C pA (∈ C p ) into C t , and (2) the invasion from {C p ∪C t } to C e also induced by integrating C pA into C t :
where the parameters λ 1 and λ 2 (∈ [0, 1]) are introduced to balance the weights of the two terms. Further, if C p and C t match, the new set C p ∪C t should have a small invasion with C e . Consequently, the loss will be small.
Experiment
Dataset Description
We evaluate the proposed approach on three public available datasets: ETHZ [28] , CAVIAR4REID [14] and Person Re-ID 2011 [29] . These datasets are considered as the most challenging ones for benchmarking people re-identification approaches. They not only cover different genres, but also include different people postures under varying illumination, heavy occlusion, and different camera resolution. The ETHZ dataset was originally prepared for pedestrian detection. It consists of three video sequences: SEQ1 (83 people with 4,857 images), SEQ2 (35 people with 1,936 images) and SEQ3 (28 people with 1,762 images). All of them were captured from moving cameras on urban streets. Owing to the large illumination change and frequent occlusion occurrence, it has also been employed in many people re-identification works [3] , [6] , [7] , [12] , [14] . In this experiment, the results are summarized on every single sequence, following the way in many previous works [6] , [12] , [14] . We also plot average performance of all three sequences to show an overview performance on ETHZ dataset.
The CAVIAR4REID dataset was extracted from the CAVIAR dataset by Cheng et al. especially for the people reidentification problem. Video sequences in CAVIAR4REID were captured by two different cameras in a shopping center. The dataset consists of 72 people with a total number of 1,220 images. Images of 50 people were observed in both camera views, while images of 22 people were observed in only one view. These images were selected by maximizing the variance with respect to the resolution, illumination, occlusion, and posture [14] , which makes the dataset a very challenging one.
The Person Re-ID 2011 dataset was also particularly created for evaluating people re-identification approaches. In this dataset, images were extracted from two nonoverlapped static cameras and were with significantly different illumination condition and background environment. The dataset consists of 385 people from one camera view and 749 people from the other camera view, with 200 people are shared by both camera views. Filtering out images of heavily occluded people, people with less than five reliable images in each camera view, as well as corrupted images induced by tracking and annotation errors, this dataset is very close to the real world application setting. In order to keep similar experimental settings with other datasets, we choose 200 people who have appeared in both camera views.
Feature Representation
In the experiments, each image is represented using a mixture of multiple histogram features. Specifically, we compute 11 kinds of features: RGB histogram (135d), HUE histogram (111d), SIFT descriptor (1,152d), Color Layout Descriptor (CLD) (120d), Edge Histogram Descriptor (EHD) (80d), Histogram of Oriented Gradients (HOG) (1,296d) , Local Binary Patterns (LBP) (295d), Gabor (1,008d), Color Invariant SIFT (CSIFT) (1,152d), OpponentSIFT (1,152d) and rgSIFT (1,152d) [30] . This resulted in a 7,653 dimensional feature vector for each image. It is integrated with low-level color and texture cues, and can be regarded as a generic representation of people appearance.
Since the high-dimensional features contain noise and higher redundancy, it is necessary to reduce the dimensionality using methods such as principle component analysis (PCA). However, there is an inherent trade-off between the dimension reduction and the accuracy of re-identification: the appearance information of instances loses when they are projected to low-dimensional feature space [24] . In our experiments, we observed that when we reduce the feature vector to 1,010 dimensions using PCA, we achieve a better re-identification accuracy and computation speed.
Experiment Method
We use an experiment setting similar to the one that used in [6] , [12] . For each target dataset, we randomly select images of half of all persons as the target training set, and take images of the remaining persons as the target testing set. For each target set, its source dataset is generated by merging all other datasets. For example, in case we evaluate on ETHZ SEQ1, then ETHZ SEQ2, ETHZ SEQ3, CAVIRA4REID, and Re-ID 2011 are merged to become its source dataset. The source dataset is used together with the target training set to learn a distance metric via adaptive metric learning.
The target testing set is used to quantitatively evaluate the on-line re-identification accuracy. For each target testing set, we randomly select N images of each person to generate the probe set, and randomly select different N images to generate the gallery set. Particularly, for the ETHZ SEQ1 -3, the probe set and the gallery set are generated by selecting images from the head and tail of each sequence, whereas for the CAVIAR4REID and the Re-ID 2011 dataset, probe set and gallery set are selected from different cameras' images. The re-identification experiment is then conducted by establishing matches from the gallery set to the probe set.
As in most people re-identification studies [2] , [4] - [6] , we use the Cumulative Matching Characteristic (CMC) curve to show the re-identification matching rates. CMC is a popular performance evaluation metric for re-identification task. It represents the expectation of obtaining correct match in the top n candidates. We repeat the experiment 20 times and determine the average re-identification rate.
In following experiment, we set γ 1 = 0.6 and γ 2 = 0.4 in the adaptive metric learning. An evaluation on the effect on different γ 1 and γ 2 is presented later. In the local distance comparison, λ 1 and λ 2 are both set to 0.5 as in [12] . The choice of k is important in adaptive metric learning and local distance comparison. A small value may lead to the disadvantage of high noise sensitivity, while a large value may make the boundaries of classes less distinct. As suggested in [31] and [32] , an effective method is to set k = √ n where n is the number of instances in class. Since the number of instance for each person is usually around 10, we set k = 3 in experiments. In our previous research [12] , we observed that the re-identification accuracy increases as the image number (N) in the probe/gallery set increases. However, when N exceeds a certain level, the re-identification accuracy can no longer be significantly improved. Therefore, we empirically choose N = 5 in the following experiments. Since the LMNN metric learning method is suitable for expressing multi-modal distribution [24] , we use LMNN to learn M t and M s . It should be noted that, since we use the half the size of the total number of people in each dataset as the testing set, the gallery sizes for these five datasets are set as 42, 18, 14, 36, and 100, corresponding to dataset SEQ1, SEQ2, SEQ3, CAVIAR4REID, and Re-ID, respectively.
Experimental Results
We first evaluate the proposed adaptive learning method by comparing the learned distance metric with other popular distance metrics, including non-learning based metrics: L1-norm distance, Bhattacharyya distance and Euclidean distance; as well as learning based metrics: Relevant Components Analysis (RCA) and Information-Theoretic Metric Learning (ITML). All distance metrics are used in the local distance comparison framework for re-identification experiments. The CMC curves on the six datasets are shown in Fig. 4 . Some of the concrete results are shown in Fig. 11 .
From the results, we observed that the metrics that learned by the proposed approach outperform all other distance metrics. Comparing to non-learning based L1-norm, Bhattacharyya and Euclidean distance, the performance gains are more than 5%. When compared to learning based ITML and RCA, we also see considerable improvement in the performance. We believe this is due to the different learning criterion. When ITML and RCA learn the distance metric by minimizing the distances between all instances of the same people, the proposed approach only minimize the distances between a subset of them. This makes the resulting metric of the proposed approach can better handle a multi-modal distribution of people's appearance.
We then evaluate our proposed adaptive metric learning by comparing it with other transfer learning based methods: multi-task large margin nearest neighbor (mtLMNN) [18] and transfer metric learning (TML) [19] . These two methods have public available source codes, therefore it is possible to use the same experiment setting and conduct a fair comparison. When we implemented these two methods, we used the same feature representation as the proposed method. Besides, the metrics of source and target datasets, which are required by mtLMNN and TML, are learned by LMNN algorithm with the same parameter setting as the proposed method.
As shown in Fig. 5 , our adaptive metric learning outperforms mtLMNN and TML on all datasets. Comparing to the mtLMNN method, the gain of the proposed method is mainly due to the following reasons: 1) the proposed method utilizes von Neumann divergence, which can better preserve local structure than Frobenius norms that used in mtLMNN; 2) the proposed method tries to maximize the performance only on the target task, whereas mtLMNN tries to maximize the performance on both source and target tasks. On the other hand, comparing to the TML method which tries to minimize the distance between all instances of the same class, the proposed method tries to minimize the distances between local neighbors. The metric learned by proposed method as a result is able to preserve the local structure well in the induced feature space, consequently achieve better re-identification accuracy than that of the TML method.
In order to further evaluate the effectiveness of adap- tive learning in the proposed approach, we conduct another experiment to compare three metrics: generic metric, target metric and adaptive metric. The re-identification results are shown in Fig. 6 . From the CMC curves shown in Fig. 6 , we observe that the adaptive metric that learned using the proposed approach works the best. In five of all six evaluations, it outperforms both the generic metric and the target metric. This is because the adaptive metric encodes both the general knowledge on people re-identification and the specific knowledge on re-identification in the target task. This makes it has consistent good performance on different dataset. However, we also observed that on the Re-ID dataset, the adaptive metric under-performs the target metric. We think this is due to the very poor performance of the generic metric. When the generic metric encode poor or wrong general information on re-identification, the proposed approach may also reflect such poor or wrong information into the final adaptive metric. Specifically, when performing Re-ID as the target dataset, its source dataset is mainly composed of the ETHZ dataset (SEQ1, SEQ2, and SEQ3 together present a large quantity of samples). Since ETHZ datasets are obtained by using single camera, the structure information that encoded within them is relatively less than that encoded in the multiple view scenes of Re-ID dataset. Therefore, the generic knowledge learned in that source dataset is general inadequate to the Re-ID dataset. The proposed adaptive metric learning actually works as a negative transfer, and eventually resulted in a poor adaptive distance metric.
To further evaluate how different composition of source dataset could affect the performance, we also conduct an experiment which uses different source datasets in learning the adaptive metric. Specifically, for each target dataset, we conduct adaptive learning by using different combinations of all other datasets as the source datasets. For example, for each sequence in the ETHZ dataset, we learned the adaptive metric using the following four kinds of source datasets: 1) CAVIAR4REID; 2) Re-ID; 3) ETHZ* (includes the remaining two sequences in ETHZ); 4) combination of CAVIAR4REID, Re-ID and ETHZ*. The evaluation results are depicted in Fig. 7 .
From the results shown in Fig. 7 , we can observe something important as follows. (a) The combination of all the remaining datasets as the source dataset obtain the best performance on ETHZ and CAVIAR4REID, and achieve a competitive one with the source dataset only consisting of CAVIAR4REID on Re-ID; (b) Since three sequences of ETHZ are similar, the generic knowledge learned from ETHZ* strongly supports the adaptive metric learning, and results in a performance close to the best; (c) Despite the CAVIAR4REID and Re-ID are substantially different from ETHZ, they still provide useful information for ETHZ, and such a trend can be also observed in the results on CAVIAR4REID dataset; (d) When the source dataset is greatly different from the target set, adaptive metric learning will be affected, as the results on Re-ID dataset.
The loss of the proposed adaptive metric learning method is defined to ensure the resulting adaptive metric inherits the "generic knowledge" that appears in the source dataset. Therefore, two conditions are important for its success: (1) a feature representation that is rich enough for capturing such "generic knowledge"; (2) a source dataset that is related to, but more generic than the target dataset. Specifically, for the second condition, from our experiment results, we believe a good source dataset should: (1) contain various different re-identification scenarios, as indicated in (a) and (c); (2) contain similar re-identification scenarios comparing to the target dataset, as indicated in (b) and (d).
Another important aspect of the proposed adaptive learning is to overcome the over-fitting issue. The overfitting issue is mainly caused by the small training samples in the target training set. In the following experiment, we use 25%, 50%, 75%, and 100% proportion of the target training samples to learn the target distance metrics. Then, we utilize these target distance metrics in the proposed metric learning method to obtain the adaptive metric. The results of the re-identification on each dataset are depicted in Fig. 8 .
With the decreasing of the proportions of the training set, the performances of the corresponding target distance metric becomes worse. In SEQ1, the rank 1 performance of 25% target dataset is nearly a quarter of the performance of 100% target dataset. Such trend is more obvious in SEQ2, SEQ3 and ETHZ average. Although the differences are not significant, we can still observe a clear demarcation of performance of the target and adaptive metrics on CAVIAR4REID and Re-ID. In contrast, the adaptive metric learning is negligibly interrupted by the decreasing training data. The performances of the adaptive metric stay stable and remain at a high level status. This reveals the robustness of our adaptive metric learning.
In order to pose an intuitionistic and vivid example, we calculate the area under the CMC curve for the target metric and the adaptive metric separately, and plot the average AUC (area under curve) in Fig. 8 . The performance of the adaptive metric on SEQ1, SEQ2, SEQ3, ETHZ, and CAVIAR4REID are higher than that of the target metric. The AUC curve of the adaptive metric almost maintains at a straight line, whereas the AUC curve of the target metric significantly fluctuates. Despite the improper source datasets of Re-ID, the adaptive metric is more stable than the target metric.
In the proposed method, there are two important regularization parameters γ 1 and γ 2 , which are used to adjust the relative importance between M s and M t . In the practical perspective, they could be set according to the relative information contained in source and target datasets, or by conducting cross validation on the target training set. To confirm how they affect the performance, we simultaneously change their values from 0 to 1 with a step of 0.1, and summarized the rank 1 performance of re-identification on all datasets in Fig. 9 . From the results, we can observe that: when γ 1 increase, the rank 1 performance on ETHZ datasets becomes better overall; when γ 2 increases, the rank 1 performance on CAVIAR4REID and Re-ID datasets becomes better overall. Such results are consistent with that we observed in Fig. 6 and Fig. 7 .
In all above experiments, the feature vectors are obtained by conducing PCA on the 7,653 dimensional raw feature vectors. By performing principal component analysis, we found that the top 1,010 principal components capture nearly 90% (89.4%) energy of feature representation, therefore we use 1,010 dimensionality as the standard setting in our work. In order to confirm whether different setting could affect the performance, we conduct experiments to compare the performances obtained by using 400, 800, 1,010, and 1,200 dimensionality, respectively. The CMC curves and the AUCs of all datasets are plotted in Fig. 10 . From the results, we can confirm that the performances on all datasets remain stable and don't change greatly with varying dimensionality.
During the experiments, the proposed adaptive metric learning method also shows another desired property. On the basis of the learned source metric (M s ) and target metric (M t ), the objective function of adaptive metric learning typically achieve convergences fast. Specifically, on the ETHZ dataset, the convergence is achieved before 100 iterations; while on CAVIAR4REID and Re-ID datasets, the convergences are achieved around 150 iterations. Since the metric learning is a computationally intensive task, such a property makes our approach to be facilitated with practical usages.
Conclusion
In this paper, we present an adaptive distance metric learning method for the multiple-shot people re-identification task. The proposed method learns a robust distance metric by using both a large auxiliary dataset and a much smaller target dataset. Namely, the learning considers not only the task-specific knowledge from the target dataset but also the generic knowledge from the auxiliary dataset. This results in robust adaptive metrics even when the target datasets are of a small size. This is a desired property for multiple-shot people re-identification task which usually suffers from lack of training data.
The proposed approach is evaluated on several public benchmark datasets. The experimental results confirmed that the proposed adaptive distance metric learning is able to overcome the over-fitting issue caused by a small target training dataset. Furthermore, by combining the learned adaptive distance metric with local distance comparison approach we proposed in previous work, the performance is superior to conventional approaches. In the further work, we intend to apply our approach in real time re-identification applications. 
