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Abstract This paper considers networks where relationships between nodes are rep-
resented by directed dissimilarities. The goal is to study methods that, based on
the dissimilarity structure, output hierarchical clusters, i.e., a family of nested par-
titions indexed by a connectivity parameter. Our construction of hierarchical clus-
tering methods is built around the concept of admissible methods, which are those
that abide by the axioms of value – nodes in a network with two nodes are clustered
together at the maximum of the two dissimilarities between them – and transforma-
tion – when dissimilarities are reduced, the network may become more clustered but
not less. Two particular methods, termed reciprocal and nonreciprocal clustering, are
shown to provide upper and lower bounds in the space of admissible methods. Fur-
thermore, alternative clustering methodologies and axioms are considered. In partic-
ular, modifying the axiom of value such that clustering in two-node networks occurs
at the minimum of the two dissimilarities entails the existence of a unique admissible
clustering method.
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21 Introduction
The problem of determining clusters in a data set admits different interpretations
depending on whether the underlying data is metric, symmetric but not necessar-
ily metric, or asymmetric. Of these three classes of problems, clustering of met-
ric data is the most studied one in terms of both, practice and theoretical founda-
tions. In terms of practice there are literally hundreds of methods, techniques, and
heuristics that can be applied to the determination of hierarchical and nonhierarchi-
cal clusters in finite metric spaces – see, e.g., Xu and Wunsch (2005). Theoretical
foundations of clustering methods, while not as well developed as their practical ap-
plications (Ben-David et al, 2006; Guyon et al, 2009; Von Luxburg and Ben-David,
2005), have been evolving over the past decade (Ackerman and Ben-David, 2008;
Carlsson and Me´moli, 2010a,b, 2013; Kleinberg, 2002; Zadeh and Ben-David, 2009).
Of particular relevance to our work is the case of hierarchical clustering where,
instead of a single partition, we look for a family of partitions indexed by a res-
olution parameter; see e.g., Jain and Dubes (1988); Lance and Williams (1967). In
this context, it has been shown by Carlsson and Me´moli (2010a) that single linkage
(Jain and Dubes, 1988, Ch. 4) is the unique hierarchical clustering method that sat-
isfies three reasonable axioms. These axioms require that the hierarchical clustering
of a metric space with two points is the same metric space, that there be no non-
singleton clusters at resolutions smaller than the smallest distance in the space, and
that when distances shrink, the metric space may become more clustered but not less.
When we remove the condition that the data be metric, we move into the realm
of clustering in weighted networks, i.e. a set of nodes with pairwise and possibly
directed dissimilarities represented by edge weights. For the undirected case, the
knowledge of theoretical underpinnings is incipient but practice is well developed.
Determining clusters in this undirected context is often termed community detection
and is formulated in terms of finding cuts such that the edges between different groups
have high dissimilarities – meaning points in different groups are dissimilar from each
other – and the edges within a group have small dissimilarities – which means that
points within the same cluster are similar to each other (Newman and Girvan, 2002,
2004; Shi and Malik, 2000). An alternative approach for clustering nodes in graphs is
the idea of spectral clustering (Bach and Jordan, 2004; Chung, 1997; Ng et al, 2002;
Von Luxburg, 2007). When a graph contains several connected components its Lapla-
cian matrix has multiple eigenvectors associated with the null eigenvalue and the
nonzero elements of the corresponding eigenvectors identify the different connected
components. The underlying idea of spectral clustering is that different communities
should be identified by examining the eigenvectors associated with eigenvalues close
to zero.
Further relaxing symmetry so that we can allow for asymmetric relationships
between nodes (Saito and Yadohisa, 2004) reduces the number of available meth-
ods that can deal with such data (Boyd, 1980; Hubert, 1973; Meila and Pentney,
2007; Murtagh, 1985; Pentney and Meila, 2005; Slater, 1976, 1984; Tarjan, 1983;
Zhou et al, 2005). Examples of these methods are the adaptation of spectral cluster-
ing to asymmetric graphs by using a random walk perspective (Pentney and Meila,
2005) and the use of weighted cuts of minimum aggregate cost (Meila and Pentney,
2007). In spite of these contributions, the rarity of clustering methods for asymmetric
networks is expected because the interpretation of clusters as groups of nodes that are
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closer to each other than to the rest is difficult to generalize when nodes are close in
one direction but far apart in the other.
Although it is difficult to articulate a general intuition for clustering of asymmet-
ric networks, there are nevertheless some behaviors that we should demand from any
reasonable clustering method. Following Kleinberg (2002) and Carlsson and Me´moli
(2010a), the perspective taken in this paper is to impose these desired behaviors as
axioms and proceed to characterize the space of methods that are admissible with re-
spect to them. While different axiomatic constructions are discussed here, the general
message is that strong structure can be induced by seemingly weak axioms.
In Section 2 we introduce notions related to network theory and clustering needed
for the development of the results presented in this paper. In particular, we revisit the
known equivalence between dendrograms and ultrametrics (Section 2.1), which is in-
strumental to our proofs. The axioms of value and transformation are stated formally
in Section 3 but they correspond to the following intuitions:
(A1) Axiom of Value. For a network with two nodes, the nodes are clustered to-
gether at a resolution equal to the maximum of the two intervening dissimilarities.
(A2) Axiom of Transformation. If we consider a domain network and map it into
a target network in a manner such that no pairwise dissimilarity is increased by
the mapping, then the resolution level at which two nodes in the target network
become part of the same cluster is not larger than the level at which they were
clustered together in the original domain network.
A hierarchical clustering method satisfying axioms (A1) and (A2) is said to be ad-
missible. Our first theoretical study is the relationship between clustering and mutual
influence in networks of arbitrary size (Section 4). In particular, we show that the
outcome of any admissible hierarchical clustering method is such that a necessary
condition for two nodes to cluster together is the existence of chains that allow for
direct or indirect influence between the nodes. Two hierarchical clustering methods
that abide by axioms (A1) and (A2) are derived in Section 5. The first method, recip-
rocal clustering, requires clusters to form through edges exhibiting low dissimilarity
in both directions whereas the second method, nonreciprocal clustering, allows clus-
ters to form through cycles of small dissimilarity. A fundamental result regarding
admissible methods is the proof that any clustering method that satisfies axioms (A1)
and (A2) lies between reciprocal and nonreciprocal clustering in a well-defined sense
(Section 6). Specifically, any clustering method that satisfies axioms (A1) and (A2)
forms clusters at resolutions larger than the resolutions at which they are formed with
nonreciprocal clustering, and smaller than the resolutions at which they are formed
with reciprocal clustering. When restricted to symmetric networks, reciprocal and
nonreciprocal clustering yield equivalent outputs, which coincide with the output of
single linkage (Section 6.1). This observation is consistent with the existence and
uniqueness result by Carlsson and Me´moli (2010a) since axioms (A1) and (A2) are
reduced to two of the axioms considered there when we restrict attention to met-
ric data. The derivations in our paper show that the existence and uniqueness result
by Carlsson and Me´moli (2010a) is true for all symmetric, not necessarily metric,
datasets and that a third axiom considered there is redundant because it is implied by
the other two.
In some applications the requirement for bidirectional influence in the Axiom
of Value is not justified as unidirectional influence suffices to establish proximity.
4This alternative value statement leads to the study of alternative axiomatic construc-
tions and their corresponding admissible hierarchical clustering methods (Section 7).
We first propose an Alternative Axiom of Value in which clusters in two-node net-
works are formed at the minimum of the two dissimilarities. Under this axiomatic
framework we define unilateral clustering as a method in which influence propagates
through chains of nodes that are close in at least one direction (Section 7.1). Contrary
to the case of admissibility with respect to (A1)-(A2) in which a range of methods
exist, unilateral clustering is the unique method that is admissible with respect to the
Alternative Axiom of Value. Lastly, an agnostic position where nodes in two-node
networks are allowed to cluster at any resolution between the minimum and the max-
imum dissimilarity between them is also studied (Section 7.2).
Conclusive remarks are presented in Section 8. All proofs not included in the
main body of the text can be found in the Appendix (Section 9).
2 Preliminaries
We define a network NX to be a pair (X,AX) where X is a finite set of points
or nodes and AX : X × X → R+ is a dissimilarity function. The dissimilarity
AX(x, x
′) between nodes x ∈ X and x′ ∈ X is assumed to be non-negative for all
pairs (x, x′) and 0 if and only if x = x′. We do not, however, require AX to be a
metric on the finite set X . Specifically, dissimilarity functions AX need not satisfy
the triangle inequality and, more consequential for the problem considered here, they
may be asymmetric in that it is possible to have AX(x, x′) 6= AX(x′, x) for some
x 6= x′. We further define N as the set of all networks NX . Networks in N can have
different node sets X as well as different dissimilarity functions AX .
The smallest non-trivial networks contain two nodes p and q and two dissimi-
larities α and β as depicted in Fig. 2. The following special networks appear often
throughout our paper: consider the dissimilarity function Ap,q with Ap,q(p, q) = α
and Ap,q(q, p) = β for some α, β > 0 and define the two-node network ∆2(α, β)
with parameters α and β as ∆2(α, β) := ({p, q}, Ap,q).
By a clustering of the set X we mean a partition PX of X ; i.e., a collection of
sets PX = {B1, . . . , BJ} which are pairwise disjoint, Bi ∩ Bj = ∅ for i 6= j, and
are required to cover X , ∪Ji=1Bi = X . The sets B1, B2, . . . BJ are called the blocks
or clusters of PX . We define the power set P(X) of X as the set containing every
subset of X , thus Bi ∈ P(X) for all i. An equivalence relation ∼ on X is a binary
relation such that for all x, x′, x′′ ∈ X we have that (1) x ∼ x, (2) x ∼ x′ if and only
if x′ ∼ x, and (3) x ∼ x′ and x′ ∼ x′′ imply x ∼ x′′.
A partition PX = {B1, . . . , BJ} of X induces and is induced by an equivalence
relation ∼PX on X where, for all x, x′ ∈ X , we have that x ∼PX x′ if and only if
x and x′ belong to the same block. In this paper we focus on hierarchical clustering
methods. The output of hierarchical clustering methods is not a single partition PX
but a nested collection DX of partitions DX(δ) indexed by a resolution parameter
δ ≥ 0. In consistency with our previous notation, for a given DX , we say that two
nodes x and x′ are equivalent at resolution δ ≥ 0 and write x ∼DX(δ) x′ if and only if
nodes x and x′ are in the same block of DX(δ). The nested collection DX is termed
a dendrogram and is required to satisfy the following two properties plus a technical
condition (Carlsson and Me´moli, 2010a):
Hierarchical Clustering of Asymmetric Networks 5
(D1) Boundary conditions. For δ = 0 the partition DX(0) clusters each x ∈
X into a separate singleton and for some δ0 sufficiently large DX(δ0) clusters
all elements of X into a single set, DX(0) =
{
{x}, x ∈ X
}
, DX(δ0) ={
X
}
for some δ0 > 0.
(D2) Hierarchy. As δ increases clusters can be combined but not separated. I.e., for
any δ1 < δ2 any pair of pointsx, x′ for which x ∼DX(δ1) x′ must be x ∼DX(δ2) x′.
The interpretation of a dendrogram is that of a structure which yields different clus-
terings at different resolutions. At resolution δ = 0 each point is in a cluster of its
own. As the resolution parameter δ increases, nodes start forming clusters. According
to condition (D2), nodes become ever more clustered since once they join together in
a cluster, they stay together in the same cluster for all larger resolutions. Eventually,
the resolutions become coarse enough so that all nodes become members of the same
cluster and stay that way as δ keeps increasing. A dendrogram can be represented as
a rooted tree; see e.g. Fig. 1.
Denoting by D the space of all dendrograms we define a hierarchical clustering
method as a function
H : N → D, (1)
from the space of networksN to the space of dendrogramsD such that the underlying
node set X is preserved. For the network NX = (X,AX) we denote by DX =
H(X,AX) the output of clustering methodH.
In the description of hierarchical clustering methods the concepts of chain, chain
cost, and minimum chain cost are important. Given a network (X,AX) and x, x′ ∈
X , a chain from x to x′ is any ordered sequence of nodes [x = x0, x1, . . . , xl−1, xl =
x′], which starts at x and finishes at x′. We will frequently use the notation C(x, x′)
to denote one such chain. We say that C(x, x′) links or connects x to x′. Given two
chains C(x, x′) = [x = x0, x1, ..., xl = x′] and C(x′, x′′) = [x′ = x′0, x′1, ..., x′l′ =
x′′] such that the end point of the first one coincides with the starting point of the
second one, we define the concatenated chain C(x, x′) ⊎ C(x′, x′′) as
C(x, x′) ⊎ C(x′, x′′) := [x = x0, . . . , xl = x
′ = x′0, . . . , x
′
l′ = x
′′]. (2)
Observe that the chain C(x, x′) = [x = x0, x1, . . . , xl−1, xl = x′] and its reverse
[x′ = xl, xl−1, . . . , x1, x0 = x] are different entities even if the intermediate hops are
the same. The links of a chain are the edges connecting its consecutive nodes in the
direction imposed by the chain. We define the cost of a given chain C(x, x′) = [x =
x0, . . . , xl = x
′] as maxi|xi∈C(x,x′)AX(xi, xi+1), i.e., the maximum dissimilarity
encountered when traversing its links in order. The directed minimum chain cost
u˜∗X(x, x
′) between x and x′ is then defined as the minimum cost among all the chains
connecting x to x′,
u˜∗X(x, x
′) := min
C(x,x′)
max
i|xi∈C(x,x′)
AX(xi, xi+1). (3)
In asymmetric networks the minimum chain costs u˜∗X(x, x′) and u˜∗X(x′, x) are dif-
ferent in general but they are equal on symmetric networks. In this latter case, the
costs u˜∗X(x, x
′) = u˜∗X(x
′, x) are instrumental in the definition of single linkage clus-
tering (Carlsson and Me´moli, 2010a). Indeed, for resolution δ, single linkage makes
x and x′ part of the same cluster if and only if they can be linked through a chain of
6cost not exceeding δ. Formally, the equivalence classes at resolution δ in the single
linkage dendrogram SLX over a symmetric network (X,AX) are defined by
x ∼SLX (δ) x
′ ⇐⇒ u˜∗X(x, x
′) = u˜∗X(x
′, x) ≤ δ. (4)
We further define a loop as a chain of the form C(x, x) for some x ∈ X such that
C(x, x) contains at least one node other than x. Since a loop is a particular case of a
chain, the cost of a loop is given by its largest dissimilarity. Furthermore, consistently
with (3), we define the minimum loop cost mlc(X,AX) of a network (X,AX) as the
minimum across all possible loops of each individual loop cost,
mlc(X,AX) := min
x
min
C(x,x)
max
i|xi∈C(x,x)
AX(xi, xi+1), (5)
where, we recall, C(x, x) contains at least one node different from x. Another rel-
evant property of a network (X,AX) is the separation of the network sep(X,AX)
which we define as its minimum positive dissimilarity,
sep(X,AX) := min
x 6=x′
AX(x, x
′). (6)
Notice that from (5) and (6) we must have sep(X,AX) ≤ mlc(X,AX). Further
observe that in the particular case of networks with symmetric dissimilarities the two
quantities coincide, i.e., sep(X,AX) = mlc(X,AX).
When one restricts attention to networks (X,AX) having dissimilarities AX that
conform to the definition of a finite metric space – i.e., dissimilarities AX are sym-
metric and satisfy the triangle inequality – it has been shown by Carlsson and Me´moli
(2010a) that single linkage is the unique hierarchical clustering method satisfying ax-
ioms (A1)-(A2) in Section 3 plus a third axiom stating that clusters cannot form at
resolutions smaller than the minimum distance between different points of the space.
In the case of asymmetric networks the space of admissible methods is richer, as we
demonstrate throughout this paper.
2.1 Dendrograms as ultrametrics
Dendrograms are convenient graphical representations but otherwise cumbersome
to handle. A mathematically more convenient representation is obtained when one
identifies dendrograms with finite ultrametric spaces. An ultrametric defined on the
set X is a metric function uX : X × X → R+ that satisfies a stronger triangle
inequality as we formally define next.
Definition 1 Given a node set X , an ultrametric uX is a non-negative function uX :
X ×X → R+ satisfying the following properties:
(i) Identity. The ultrametric uX(x, x′) = 0 if and only if x = x′ for all x, x′ ∈ X .
(ii) Symmetry. For all pairs of points x, x′ ∈ X it holds that uX(x, x′)=uX(x′, x).
(iii) Strong triangle inequality. Given x, x′, x′′ ∈ X , the ultrametrics uX(x, x′′),
uX(x, x
′), and uX(x′, x′′) satisfy the strong triangle inequality
uX(x, x
′′) ≤ max
(
uX(x, x
′), uX(x
′, x′′)
)
. (7)
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o
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a
b
c
d
uX(a, b) = 2 uX(c, d) = 4 uX(a, c) = 6
Fig. 1 Equivalence of dendrograms and ultrametrics. Given a dendrogram DX define the function
uX(x, x
′) := min
{
δ ≥ 0 |x ∼DX(δ) x
′
}
. This function is an ultrametric because it satisfies the
identity property, the strong triangle inequality (7) and is symmetric.
Since (7) implies the usual triangle inequality uX(x, x′′) ≤ uX(x, x′) + uX(x′, x′′)
for all x, x′, x′′ ∈ X , ultrametric spaces are particular cases of metric spaces.
Our interest in ultrametrics stems from the fact that it is possible to establish
a structure preserving bijective mapping between dendrograms and ultrametrics as
proved by the following construction and theorem; see also Fig. 1.
Consider the map Ψ : D → U from the space of dendrograms to the space
of networks endowed with ultrametrics, defined as follows: for a given dendrogram
DX over the finite set X write Ψ(DX) = (X,uX), where we define uX(x, x′) for
all x, x′ ∈ X as the smallest resolution at which x and x′ are clustered together
uX(x, x
′) := min{δ ≥ 0 |x ∼DX(δ) x
′}. We also consider the map Υ : U → D
constructed as follows: for a given ultrametric uX on the finite set X and each δ ≥ 0
define the relation∼uX(δ) on X as x ∼uX(δ) x′ ⇐⇒ uX(x, x′) ≤ δ. Further define
DX(δ) :=
{
X mod ∼uX (δ)
}
and Υ (X,uX) := DX .
Theorem 1 (Carlsson and Me´moli 2010a) The mapsΨ and Υ are both well defined.
Furthermore, Ψ ◦ Υ is the identity on U and Υ ◦ Ψ is the identity on D.
Given the equivalence between dendrograms and ultrametrics established by The-
orem 1 we can regard hierarchical clustering methods H as inducing ultrametrics in
node sets X based on dissimilarity functions AX . However, ultrametrics are particu-
lar cases of dissimilarity functions. Thus, we can reinterpret the method H as a map
[cf. (1)]
H : N → U (8)
mapping the space of networks N to the space U ⊂ N of networks endowed with
ultrametrics. For all x, x′ ∈ X , the ultrametric value uX(x, x′) induced by H is
the minimum resolution at which x and x′ are co-clustered by H. Observe that the
outcome of a hierarchical clustering method defines an ultrametric in the set X even
when the original data does not correspond to a metric, as is the case of asymmetric
networks. We say that two methods H1 and H2 are equivalent, and we write H1 ≡
H2, if and only if H1(N) = H2(N) for all N ∈ N .
3 Axioms of value and transformation
To study hierarchical clustering methods on asymmetric networks we start from intu-
itive notions that we translate into the axioms of value and transformation discussed
in this section.
8p q
α
β
δmax(α, β)
p
q
∆2(α, β) Dp,q
Fig. 2 Axiom of Value. Nodes in a two-node network cluster at the minimum resolution at which both can
influence each other.
The Axiom of Value is obtained from considering the two-node network∆2(α, β)
defined in Section 2 and depicted in Fig. 2. We say that node x is able to influence
node x′ at resolution δ if the dissimilarity from x to x′ is not greater than δ. In two-
node networks, our intuition dictates that a cluster is formed if nodes p and q are
able to influence each other. This implies that the output dendrogram should be such
that p and q are part of the same cluster at resolutions δ ≥ max(α, β) that allow
direct mutual influence. Conversely, we expect nodes p and q to be in separate clus-
ters at resolutions 0 ≤ δ < max(α, β) that do not allow for mutual influence. At
resolutions δ < min(α, β) there is no influence between the nodes and at resolutions
min(α, β) ≤ δ < max(α, β) there is unilateral influence from one node over the
other. In either of the latter two cases the nodes are different in nature. If we think of
dissimilarities as, e.g., trust, it means one node is trustworthy whereas the other is not.
If we think of the network as a Markov chain, at resolutions 0 ≤ δ < max(α, β) the
states are different singleton equivalence classes – one of the states would be transient
and the other one absorbent. Given that, according to (8), a hierarchical clustering
method is a map H from networks to ultrametrics, we formalize this intuition as the
following requirement on the set of admissible maps:
(A1) Axiom of Value. The ultrametric ({p, q}, up,q) = H(∆2(α, β)) produced by
H applied to the two-node network∆2(α, β) satisfies up,q(p, q) = max(α, β).
Clustering nodes p and q together at resolution δ = max(α, β) is somewhat arbitrary,
as any monotone increasing function of max(α, β) would be admissible. As a value
claim, however, it means that the clustering resolution parameter δ is expressed in the
same units as the elements of the dissimilarity function.
The second restriction on the space of allowable methods H formalizes our ex-
pectations for the behavior of H when confronted with a transformation of the un-
derlying set X and the dissimilarity function AX ; see Fig. 3. Consider networks
NX = (X,AX) and NY = (Y,AY ) and denote by DX = H(X,AX) and DY =
H(Y,AY ) the corresponding dendrogram outputs. If we map all the nodes of the net-
workNX = (X,AX) into nodes of the networkNY = (Y,AY ) in such a way that no
pairwise dissimilarity is increased we expect the latter network to be more clustered
than the former at any given resolution. Intuitively, nodes in NY are more capable of
influencing each other, thus, clusters should be formed more easily. In terms of the
respective dendrograms we expect that nodes co-clustered at resolution δ in DX are
mapped to nodes that are also co-clustered at this resolution in DY . In order to for-
malize this notion, we introduce the concept of a dissimilarity-reducing map. Given
two networks NX = (X,AX) and NY = (Y,AY ), map φ : X → Y is dissimilarity
reducing if it holds that AX(x, x′) ≥ AY (φ(x), φ(x′)) for all x, x′ ∈ X .
Hierarchical Clustering of Asymmetric Networks 9
x1
x2x3
1
2
2
2
3
3
y1
y2y3
1/2
1/2
1/2
1
1
1
φ
φ
φ δ
x1
x2
x3
DX
δδ′
y1
y2
y3
DY
NX NY
Fig. 3 Axiom of Transformation. If the network NX can be mapped to the network NY using a
dissimilarity-reducing map φ, then for every resolution δ nodes clustered together in DX(δ) must also
be clustered in DY (δ). E.g., since points x1 and x2 are clustered together at resolution δ′, their image
through φ, i.e. y1 = φ(x1) and y2 = φ(x2), must also be clustered together at this resolution.
The Axiom of Transformation that we introduce next is a formal statement of the
intuition described above:
(A2) Axiom of Transformation. Consider two networksNX = (X,AX) andNY =
(Y,AY ) and a dissimilarity-reducing map φ : X → Y , i.e. a map φ such that for
all x, x′ ∈ X it holds that AX(x, x′) ≥ AY (φ(x), φ(x′)). Then, for all x, x′ ∈ X ,
the output ultrametrics (X,uX) = H(X,AX) and (Y, uY ) = H(Y,AY ) satisfy
uX(x, x
′) ≥ uY (φ(x), φ(x
′)). (9)
We say that a hierarchical clustering methodH is admissible with respect to (A1) and
(A2), or admissible for short, if it satisfies axioms (A1) and (A2).
For the particular case of symmetric networks (X,AX) we defined the single
linkage dendrogram SLX through the equivalence relations in (4). According to The-
orem 1 this dendrogram is equivalent to an ultrametric space that we denote by
(X,uSLX ). More specifically, as is well known (Carlsson and Me´moli, 2010a), the sin-
gle linkage ultrametric uSLX in symmetric networks is given by
uSLX (x, x
′) = u˜∗X(x, x
′) = u˜∗X(x
′, x) = min
C(x,x′)
max
i|xi∈C(x,x′)
AX(xi, xi+1), (10)
where we also used (3) to write the last equality.
4 Influence modalities
The Axiom of Value states that, in order for two nodes to belong to the same cluster,
they have to be able to exercise mutual influence on each other. When we consider a
network with more than two nodes the concept of mutual influence is more difficult
because it is possible to have direct influence as well as indirect chains of influence
through other nodes. In this section we introduce two intuitive notions of mutual influ-
ence in networks of arbitrary size and show that they can be derived from the axioms
of value and transformation. Besides their intrinsic value, these influence modalities
are important for later developments in this paper; see, e.g. the proof of Theorem 4.
Consider first the intuitive notion that for two nodes to be part of a cluster there
has to be a way for each of them to exercise influence on the other, either directly or
10
a
bc
1/2
1
1
2
3
3
δ
a
b
c
a
b
c
δ = 1
Fig. 4 Property of Influence. No clusters can be generated at resolutions for which it is impossible to form
influence loops. Here, the loop of minimum cost is formed by circling the network clockwise where the
maximum cost encountered is AX(b, c) = AX(c, a) = 1. The top dendrogram is invalid because a and
b cluster at resolution δ < 1 whereas the bottom dendrogram satisfies the Property of Influence (P1).
indirectly. To formalize this idea, recall the concept of minimum loop cost (5); see
Fig. 4. For this network, the loops [a, b, a] and [b, a, b] have maximum cost 2 corre-
sponding to the link (b, a) in both cases. All other two-node loops have cost 3. All
of the counterclockwise loops, e.g., [a, c, b, a], have cost 3 and any of the clockwise
loops have cost 1. Thus, the minimum loop cost of this network is mlc(X,AX) = 1.
For resolutions 0 ≤ δ < mlc(X,AX) it is impossible to find chains of mu-
tual influence with maximum cost smaller than δ between any pair of points. In-
deed, suppose we can link x to x′ with a chain of maximum cost smaller than δ, and
also link x′ to x with a chain having the same property. Then, we can form a loop
with cost smaller than δ by concatenating these two chains. Thus, the intuitive notion
that clusters cannot form at resolutions for which it is impossible to observe mutual
influence can be translated into the requirement that no clusters can be formed at
resolutions δ < mlc(X,AX). In terms of ultrametrics, this implies that it must be
uX(x, x
′) ≥ mlc(X,AX) for any x 6= x′ ∈ X as we formally state next:
(P1) Property of Influence. For any network NX = (X,AX) the ultrametric
(X,uX) = H(X,AX) is such that uX(x, x′) for distinct nodes cannot be smaller
than the minimum loop cost mlc(X,AX) [cf. (5)] of the network, i.e. uX(x, x′) ≥
mlc(X,AX) for all x 6= x′.
Since for the network in Fig. 4 the minimum loop cost is mlc(X,AX) = 1, then
the Property of Influence implies that uX(x, x′) ≥ mlc(X,AX) = 1 for any pair
of nodes x 6= x′. Equivalently, the output dendrogram is such that for resolutions
δ < mlc(X,AX) = 1 each node is in its own block. Observe that (P1) does not
imply that a cluster with more than one node is formed at resolution δ = mlc(X,AX)
but states that achieving this minimum resolution is a necessary condition for the
formation of clusters.
A second intuitive statement about influence in networks of arbitrary size comes
in the form of the Extended Axiom of Value. To introduce this concept define a family
of canonical asymmetric networks ∆n(α, β) := ({1, . . . , n}, An,α,β), with n ∈ N
and α, β > 0, where the underlying node set {1, . . . , n} consists of the first n natural
numbers and the dissimilarity value An,α,β(i, j) between points i and j depends on
whether i > j or not. For points i > j we let An,α,β(i, j) = α whereas for points
i < j we have An,α,β(i, j) = β. Recall that, by definition, An,α,β(i, i) = 0. In the
network ∆n(α, β) all pairs of nodes have dissimilarities α in one direction and β in
the other direction. This symmetry entails that all nodes should cluster together at the
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same resolution, and the requirement of mutual influence along with consistency with
the Axiom of Value entails that this resolution should be max(α, β). Before formaliz-
ing this definition notice that having clustering outcomes that depend on the ordering
of the nodes in the space {1, . . . , n} is not desirable. Thus, we consider a permuta-
tion Π = {pi1, pi2, . . . , pin} of {1, 2, . . . , n} and the action Π(A) on a dissimilarity
function A, which we define by Π(A)(i, j) = A(pii, pij) for all i and j. Define now
the network ∆n(α, β,Π) := ({1, . . . , n}, Π(An,α,β)). With this definition we can
now formally introduce the Extended Axiom of Value as follows:
(A1’) Extended Axiom of Value. Consider the network∆n(α, β,Π) = ({1, . . . , n},
Π(An,α,β)). Then, for all indices n ∈ N, constants α, β > 0, and permuta-
tions Π of {1, . . . , n}, the outcome ({1, . . . , n}, u) = H
(
∆n(α, β,Π)
)
satisfies
u(i, j) = max(α, β), for all pairs of nodes i 6= j.
Observe that the Axiom of Value (A1) is subsumed into the Extended Axiom of Value
for n = 2. Further note that the minimum loop cost of ∆n(α, β,Π) is max(α, β).
Combining this with the Property of Influence (P1), it follows that for the network
∆n(α, β,Π) we must have u(i, j) ≥ mlc(∆n(α, β)) = max(α, β) for i 6= j. By
the Extended Axiom of Value (A1’) we have u(i, j) = max(α, β) for i 6= j, which
means that (A1’) and (P1) are compatible requirements. We can then conceive of
alternative axiomatic formulations where admissible methods are required to abide
by the Axiom of Transformation (A2), the Property of Influence (P1), and either the
(regular) Axiom of Value (A1) or the Extended Axiom of Value (A1’) – Axiom (A1)
and (P1) are compatible because (A1) is a particular case of (A1’) which we already
argued is compatible with (P1). We will see in the following section that these two
alternative axiomatic formulations are equivalent to each other in the sense that a
clustering method satisfies one set of axioms if and only if it satisfies the other. We
further show that (P1) and (A1’) are implied by (A1) and (A2). As a consequence, it
follows that both alternative axiomatic formulations are equivalent to simply requir-
ing fulfillment of axioms (A1) and (A2).
4.1 Equivalent axiomatic formulations
We begin by stating the equivalence between admissibility with respect to (A1)-(A2)
and (A1’)-(A2). Furthermore, a theorem stating that methods admissible with respect
to (A1) and (A2) satisfy the Property of Influence (P1) is presented next.
Theorem 2 Assume the hierarchical clustering methodH satisfies the Axiom of Trans-
formation (A2). Then,H satisfies the Axiom of Value (A1) if and only if it satisfies the
Extended Axiom of Value (A1’).
The Extended Axiom of Value (A1’) is stronger than the (regular) Axiom of Value
(A1). However, Theorem 2 shows that when considered together with the Axiom of
Transformation (A2), both axioms of value are equivalent in the restrictions they
impose in the set of admissible clustering methods H. In the following theorem we
show that the Property of Influence (P1) can be derived from axioms (A1) and (A2).
Theorem 3 If a clustering methodH satisfies the Axiom of Value (A1) and the Axiom
of Transformation (A2), then it satisfies the Property of Influence (P1).
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x x1 . . .. . . xl−1 x′
AX(x, x1) AX(x1, x2) AX(xl−2, xl−1) AX(xl−1, x
′)
AX(x1, x) AX(x2, x1) AX(xl−1, xl−2) AX(x
′, xl−1)
Fig. 5 Reciprocal clustering. Nodes x and x′ are clustered at resolution δ if they can be joined with a
(reciprocal) chain whose maximum dissimilarity is smaller than or equal to δ in both directions [cf. (12)].
The fact that (P1) is implied by (A1) and (A2) as claimed by Theorem 3 implies
that adding (P1) as a third axiom on top of these two is moot. In the discussion lead-
ing to the introduction of the Axiom of Value (A1) in Section 3 we argued that the
intuitive notion of a cluster dictates that it must be possible for co-clustered nodes
to influence each other. In the discussion leading to the definition of the Property
of Influence (P1) at the beginning of this section we argued that in networks with
more than two nodes the natural extension is that co-clustered nodes must be able to
influence each other either directly or through their indirect influence on other inter-
mediate nodes. The Property of Influence is a codification of this intuition because
it states the impossibility of cluster formation at resolutions where influence loops
cannot be formed. While (P1) and (A1) seem quite different and seemingly indepen-
dent, we have shown in this section that if a method satisfies axioms (A1) and (A2) it
must satisfy (P1). Therefore, requiring direct influence on a two-node network as in
(A1) restricts the mechanisms for indirect influence propagation so that clusters can-
not be formed at resolutions that do not allow for mutual, possibly indirect, influence
as stated in (P1). In that sense the restriction of indirect influence propagation in (P1)
is not just intuitively reasonable but formally implied by the more straightforward
restrictions on direct influence in (A1) and dissimilarity-reducing maps in (A2).
5 Reciprocal and nonreciprocal clustering
Pick any network NX = (X,AX) ∈ N . One particular clustering method satisfying
axioms (A1)-(A2) can be constructed by considering the symmetric dissimilarity
A¯X(x, x
′) := max(AX(x, x
′), AX(x
′, x)), (11)
for all x, x′ ∈ X . This effectively reduces the problem to clustering of symmet-
ric data, a scenario in which single linkage clustering in (4) is known to satisfy
axioms analogous to (A1)-(A2) (Carlsson and Me´moli, 2010a). Drawing upon this
connection we define the reciprocal clustering method HR with output (X,uRX) =
HR(X,AX) as the one for which the ultrametric uRX(x, x′) between points x and x′
is given by
uRX(x, x
′) := min
C(x,x′)
max
i|xi∈C(x,x′)
A¯X(xi, xi+1). (12)
An illustration of the definition in (12) is shown in Fig. 5. We search for chains
C(x, x′) linking nodes x and x′. For a given chain we walk from x to x′ and for
every link, connecting say xi with xi+1, we determine the maximum dissimilarity
in both directions, i.e. the value of A¯X(xi, xi+1). We then determine the maximum
across all the links in the chain. The reciprocal ultrametric uRX(x, x′) between points
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x
x1 . . . . . xl−1
x′
x′
l′−1
. . . . . x′1
AX(x, x1)
AX(x1, x2) AX(xl−2, xl−1)
AX(xl−1, x
′)
AX(x
′, x′1)AX(x
′
1, x
′
2)AX(x
′
l′−2
, x′
l′−1
)
AX(x
′
l′−1
, x)
Fig. 6 Nonreciprocal clustering. Nodes x and x′ are clustered at resolution δ if they can be joined in both
directions with possibly different chains of maximum dissimilarity not greater than δ [cf. (16)].
x and x′ is the minimum of this value across all possible chains. Recalling the equiv-
alence of dendrograms and ultrametrics provided by Theorem 1, we know that RX ,
the dendrogram produced by reciprocal clustering, clusters x and x′ together for res-
olutions δ ≥ uRX(x, x′). Combining the latter observation with (12), we can write the
reciprocal clustering equivalence classes as
x ∼RX (δ) x
′ ⇐⇒ min
C(x,x′)
max
i|xi∈C(x,x′)
A¯X(xi, xi+1) ≤ δ. (13)
Comparing (13) with the definition of single linkage in (4) with u˜∗X(x, x′) as de-
fined in (3), we see that reciprocal clustering is equivalent to single linkage for the
symmetrized network N = (X, A¯X) where dissimilarities between nodes are sym-
metrized to the maximum value of each directed dissimilarity.
For the method HR specified in (12) to be a properly defined hierarchical clus-
tering method, we need to establish that uRX is a valid ultrametric. It is clear that
uRX(x, x
′) = 0 only if x = x′ and that uRX(x, x′) = uRX(x′, x) because the defi-
nition is symmetric on x and x′. To verify that the strong triangle inequality in (7)
holds, let C∗(x, x′) and C∗(x′, x′′) be chains that achieve the minimum in (12) for
uRX(x, x
′) and uRX(x′, x′′), respectively. The maximum cost in the concatenated chain
C(x, x′′) = C∗(x, x′) ⊎ C∗(x′, x′′) does not exceed the maximum cost in each in-
dividual chain. Thus, while the cost may be smaller on a different chain, the chain
C(x, x′′) suffices to bound uRX(x, x′′) ≤ max
(
uRX(x, x
′), uRX(x
′, x′′)
)
as in (7). It is
also possible to prove thatHR satisfies axioms (A1)-(A2), as we do next.
Proposition 1 The reciprocal clustering methodHR is valid and admissible. I.e., uRX
in (12) is an ultrametric for all networks andHR satisfies axioms (A1)-(A2).
Proof: That uRX conforms to the definition of an ultrametric was proved in the para-
graph preceding this proposition. To see that the Axiom of Value (A1) is satisfied,
pick an arbitrary two-node network ∆2(α, β) as defined in Section 2 and denote
by ({p, q}, uRp,q) = HR(∆2(α, β)) the output of applying the reciprocal clustering
method to ∆2(α, β). Since every possible chain from p to q must contain p and q as
consecutive nodes, applying the definition in (12) yields uRp,q(p, q) = max
(
Ap,q(p, q),
Ap,q(q, p)
)
= max(α, β). Axiom (A1) is thereby satisfied.
To show fulfillment of Axiom (A2), consider two networks (X,AX) and (Y,AY ),
a dissimilarity-reducing map φ : X → Y and define (X,uRX) := HR(X,AX)
and (Y, uRY ) := HR(Y,AY ). For an arbitrary pair of nodes x, x′ ∈ X , denote by
C∗X(x, x
′) = [x = x0, . . . , xl = x
′] a chain that achieves the minimum reciprocal
cost in (12) so as to write uRX(x, x′) = maxi|xi∈C∗X(x,x′) A¯X(xi, xi+1). Consider the
transformed chain CY (φ(x), φ(x′)) = [φ(x) = φ(x0), . . . , φ(xl) = φ(x′)] in the set
14
Y . Since the transformation φ does not increase dissimilarities we have that for all
links in this chain AY (φ(xi), φ(xi+1)) ≤ AX(xi, xi+1) and AY (φ(xi+1), φ(xi)) ≤
AX(xi+1, xi). This implies that
max
i|φ(xi)∈CY (φ(x),φ(x′))
A¯Y (φ(xi), φ(xi+1)) ≤ u
R
X(x, x
′). (14)
Further note thatCY (φ(x), φ(x′)) is a particular chain joiningφ(x) and φ(x′) whereas
the reciprocal ultrametric is the minimum across all such chains. Therefore,
uRY (φ(x), φ(x
′)) ≤ max
i|φ(xi)∈CY (φ(x),φ(x′))
A¯Y (φ(xi), φ(xi+1)). (15)
Substituting (14) in (15), the fulfillment of Axiom (A2) follows. 
In reciprocal clustering, nodes x and x′ belong to the same cluster at a resolution
δ whenever we can go back and forth from x to x′ at a maximum cost δ through the
same chain. By contrast, in nonreciprocal clustering we relax the restriction about the
chain being the same in both directions and cluster nodes x and x′ together if there are
chains, possibly different, linking x to x′ and x′ to x. To state this definition in terms
of ultrametrics consider a given network N = (X,AX) and recall the definition
of the unidirectional minimum chain cost u˜∗X in (3). We define the nonreciprocal
clustering method HNR with output (X,uNRX ) = HNR(X,AX) as the one for which
the ultrametric uNRX (x, x′) between points x and x′ is given by the maximum of the
unidirectional minimum chain costs u˜∗X(x, x′) and u˜∗X(x′, x) in each direction,
uNRX (x, x
′) := max
(
u˜∗X(x, x
′), u˜∗X(x
′, x)
)
. (16)
An illustration of the definition in (16) is shown in Fig. 6. We consider forward chains
C(x, x′) going from x to x′ and backward chains C(x′, x) going from x′ to x. For
each of these chains we determine the maximum dissimilarity across all the links in
the chain. We then search independently for the best forward chain C(x, x′) and the
best backward chain C(x′, x) that minimize the respective maximum dissimilarities
across all possible chains. The nonreciprocal ultrametric uNRX (x, x′) between points
x and x′ is the maximum of these two minimum values.
As it is the case with reciprocal clustering we can verify that uNRX is a properly
defined ultrametric and that, as a consequence, the nonreciprocal clustering method
HNR is properly defined. Identity and symmetry are immediate. For the strong trian-
gle inequality consider chains C∗(x, x′) and C∗(x′, x′′) that achieve the minimum
costs in u˜∗X(x, x′) and u˜∗X(x′, x′′) as well as the chains C∗(x′′, x′) and C∗(x′, x)
that achieve the minimum costs in u˜∗X(x′′, x′) and u˜∗X(x′, x). The concatenation of
these chains permits concluding that uNRX (x, x′′) ≤ max
(
uNRX (x, x
′), uNRX (x
′, x′′)
)
,
which is the strong triangle inequality in (7). The method HNR also satisfies axioms
(A1)-(A2) as the following proposition states.
Proposition 2 The nonreciprocal clustering method HNR is valid and admissible.
I.e.,uNRX in (16) is an ultrametric for all networks andHNR satisfies axioms (A1)-(A2).
Proof: ThatHNR outputs valid ultrametrics was already argued prior to the statement
of Proposition 2. The proof for admissibility of HNR is omitted since it is analogous
to that of admissibility of HR (cf. Theorem 1). 
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Fig. 7 Reciprocal and nonreciprocal dendrograms. An example network with its corresponding reciprocal
(bottom) and nonreciprocal (top) dendrograms.
The reciprocal and nonreciprocal dendrograms for an example network are shown
in Fig. 7. Notice that these dendrograms are different. In the reciprocal dendrogram
nodes a and b cluster together at resolution δ = 2 due to their direct connections
AX(a, b) = 1/2 and AX(b, a) = 2. Node c joins this cluster at resolution δ = 3
because it links bidirectionally with b through the chain [b, c] whose maximum cost
is AX(c, b) = 3. The optimal reciprocal chain linking a and c is [a, b, c] whose max-
imum cost is also AX(c, b) = 3. In the nonreciprocal dendrogram we can link nodes
with different chains in each direction. As a consequence, a and b cluster together at
resolution δ = 1 because the directed cost of the chain [a, b] is AX(a, b) = 1/2 and
the directed cost of the chain [b, c, a] is AX(c, a) = 1. Similar chains demonstrate
that a and c as well as b and c also cluster together at resolution δ = 1.
6 Extremal ultrametrics
Given that we have constructed two admissible methods satisfying axioms (A1)-(A2),
the question whether these two constructions are the only possible ones arises and,
if not, whether they are special in some sense. We prove in this section that recip-
rocal and nonreciprocal clustering are a peculiar pair in that all possible admissible
clustering methods are contained between them in a well-defined sense. To explain
this sense properly, observe that since reciprocal chains [cf. Fig. 5] are particular
cases of nonreciprocal chains [cf. Fig. 6] we must have that uNRX (x, x′) ≤ uRX(x, x′)
for all pairs of nodes x, x′. I.e., nonreciprocal ultrametrics do not exceed reciprocal
ultrametrics. An important characterization is that any method H satisfying axioms
(A1)-(A2) yields ultrametrics that lie between uNRX and uRX as we formally state next.
Theorem 4 Consider an admissible clustering method H satisfying axioms (A1)-
(A2). For an arbitrary given network N = (X,AX) denote by (X,uX) = H(N) the
output ofH applied to N . Then, for all pairs of nodes x, x′ ∈ X
uNRX (x, x
′) ≤ uX(x, x
′) ≤ uRX(x, x
′), (17)
where uNRX and uRX denote the nonreciprocal and reciprocal ultrametrics as defined
by (16) and (12), respectively.
According to Theorem 4, nonreciprocal clustering applied to a given network
N = (X,AX) yields a uniformly minimal ultrametric among those output by all
clustering methods satisfying axioms (A1)-(A2). Reciprocal clustering yields a uni-
formly maximal ultrametric. Any other clustering method abiding by (A1)-(A2) yields
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an ultrametric such that the value uX(x, x′) for any two points x, x′ ∈ X lies be-
tween the values uNRX (x, x′) and uRX(x, x′) assigned by nonreciprocal and reciprocal
clustering. In terms of dendrograms, (17) implies that among all possible clustering
methods, the smallest possible resolution at which nodes are clustered together is the
one corresponding to nonreciprocal clustering. The highest possible resolution is the
one that corresponds to reciprocal clustering.
6.1 Hierarchical clustering on symmetric networks
Restrict attention to the subspace M ⊂ N of symmetric networks, that is N =
(X,AX) ∈ M if and only if AX(x, x′) = AX(x′, x) for all x, x′ ∈ X . When re-
stricted to the space M reciprocal and nonreciprocal clustering are equivalent meth-
ods because, for any pair of points, minimizing nonreciprocal chains are always re-
ciprocal – more precisely there may be multiple minimizing nonreciprocal chains but
at least one of them is reciprocal. To see this formally, first fix x, x′ ∈ X and ob-
serve that in symmetric networks the symmetrization in (11) is unnecessary because
A¯X(xi, xi+1) = AX(xi, xi+1) = AX(xi+1, xi) and the definition of reciprocal clus-
tering in (12) reduces to
uRX(x, x
′)= min
C(x,x′)
max
i|xi∈C(x,x′)
AX(xi, xi+1)= min
C(x′,x)
max
i|xi∈C(x′,x)
AX(xi, xi+1). (18)
Further note that the costs of any given chainC(x, x′) = [x = x0, x1, . . . , xl−1, xl =
x′] and its reciprocal C(x′, x) = [x′ = xl, xl−1, . . . , x1, x0 = x] are the same. It
follows that directed minimum chain costs u˜∗X(x, x′) = u˜∗X(x′, x) are equal and
according to (16) equal to the nonreciprocal ultrametric
uNRX (x, x
′) = u˜∗X(x, x
′) = u˜∗X(x
′, x) = uRX(x, x
′). (19)
To write the last equality in (19) we used the definitions of u˜∗X(x, x′) and u˜∗X(x′, x)
in (3) which are correspondingly equivalent to the first and second equality in (18).
By further comparison of the ultrametric definition of single linkage in (10) with
(19) the equivalence of reciprocal, nonreciprocal, and single linkage clustering in
symmetric networks follows
uNRX (x, x
′) = uSLX (x, x
′) = uRX(x, x
′). (20)
The equivalence in (19) along with Theorem 4 demonstrates that when considering
the application of hierarchical clustering methods H : M → U to symmetric net-
works, there exist a unique method satisfying (A1)-(A2). The equivalence in (20)
shows that this method is single linkage. Before stating this result formally let us
define the symmetric version of the Axiom of Value:
(B1) Symmetric Axiom of Value. Consider a symmetric two-node network∆2(α, α).
The ultrametric ({p, q}, up,q) = H(∆2(α, α)) satisfies up,q(p, q) = α.
Since there is only one dissimilarity in a symmetric network with two nodes, (B1)
states that they cluster together at the resolution that connects them to each other.
We can now prove that single linkage is the unique hierarchical clustering method in
symmetric networks that is admissible with respect to (B1) and (A2).
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Corollary 1 Let H : M → U be a hierarchical clustering method for symmetric
networks and HSL be the single linkage method with output ultrametrics as defined
in (10). If H satisfies axioms (B1) and (A2) then H ≡ HSL.
Proof: When restricted to symmetric networks, (B1) and (A1) are equivalent state-
ments. Thus, H satisfies the hypotheses of Theorem 4 and, as a consequence, (17)
is true for any pair of points x, x′ of any network N ∈ M. But by (20) nonrecipro-
cal, single linkage, and reciprocal ultrametrics coincide. Thus, we can reduce (17) to
uSLX (x, x
′) ≤ uX(x, x′) ≤ uSLX (x, x
′), implying thatH ≡ HSL. 
The uniqueness result claimed by Corollary 1 strengthens the uniqueness result
by Carlsson and Me´moli (2010a, Theorem 18). To explain the differences consider
the symmetric version of the Property of Influence. In a symmetric network there is
always a loop of minimum cost of the form [x, x′, x] for some pair of points x, x′.
Indeed, say that C∗(x∗, x∗) is one of the loops achieving the minimum cost in (5)
and let AX(x, x′) = mlc(X,AX) be the maximum dissimilarity in this loop. Then,
the cost of the loop [x, x′, x] is AX(x, x′) = AX(x′, x) = mlc(X,AX) which means
that either the loop C∗(x∗, x∗) was already of the form [x, x′, x] or that the cost of
the loop [x, x′, x] is the same as C∗(x∗, x∗). In any event, there is a loop of minimum
cost of the form [x, x′, x] which implies that in symmetric networks we must have
mlc(X,AX) = min
x 6=x′
AX(x, x
′) = sep(X,AX), (21)
We can introduce the symmetric version of the Property of Influence:
(Q1) Symmetric Property of Influence. For any symmetric networkNX = (X,AX)
the output (X,uX) = H(NX) is such that uX(x, x′) for distinct points cannot be
smaller than the network separation, i.e. uX(x, x′) ≥ sep(NX) for all x 6= x′.
Carlsson and Me´moli (2010a) define admissibility with respect to (B1), (A2), and
(Q1), which corresponds to conditions (I), (II), and (III) of their Theorem 18. Corol-
lary 1 shows that Property (Q1) is redundant when given axioms (B1) and (A2) –
respectively, Condition (III) by Carlsson and Me´moli (2010a, Theorem 18) is redun-
dant when given conditions (I) and (II). Corollary 1 also shows that single linkage is
the unique admissible method for all symmetric, not necessarily metric, networks.
7 Alternative axiomatic constructions
The axiomatic framework that we adopted allows alternative constructions by mod-
ifying the underlying set of axioms. Among the axioms in Section 3, the Axiom of
Value (A1) is perhaps the most open to interpretation. Although we required the two-
node network in Fig. 2 to first cluster into one single block at resolution max(α, β)
corresponding to the largest dissimilarity and argued that this was reasonable in most
situations, it is also reasonable to accept that in some situations the two nodes should
be clustered together as long as one of them is able to influence the other. To account
for this possibility we replace the Axiom of Value by the following alternative.
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(A1”) Alternative Axiom of Value. The ultrametric ({p, q}, up,q) := H(∆2(α, β))
output byH from the two-node network∆2(α, β) satisfies up,q(p, q)=min(α, β).
Axiom (A1”) replaces the requirement of bidirectional influence in Axiom (A1) to
unidirectional influence; see Fig. 8. We say that a clustering method H is admissible
with respect to the alternative axioms if it satisfies axioms (A1”) and (A2).
The property of influence (P1), which is a keystone in the proof of Theorem 4,
is not compatible with the Alternative Axiom of Value (A1”). Indeed, just observe
that the minimum loop cost of the two-node network in Fig. 8 is mlc(∆2(α, β)) =
max(α, β) whereas in (A1”) we are requiring the output ultrametric to be up,q(p, q) =
min(α, β). We therefore have that Axiom (A1”) itself implies up,q(p, q) = min(α, β)
< max(α, β) = mlc(∆2(α, β)) for the cases when α 6= β. Thus, we reformulate
(P1) into the Alternative Property of Influence (P1’) that we define next.
(P1’) Alternative Property of Influence. For any networkNX=(X,AX) the output
ultrametric (X,uX)=H(NX) is such that uX(x, x′) for distinct points cannot be
smaller than the separation of the network, uX(x, x′)≥sep(NX) for all x 6= x′.
Observe that the Alternative Property of Influence (P1’) coincides with the Symmet-
ric Property of Influence (Q1) defined in Section 6.1. This is not surprising because
for symmetric networks the Axiom of Value (A1) and the Alternative Axiom of Value
(A1”) impose identical restrictions. Moreover, since the separation of a network can-
not be larger than its minimum loop cost, the Alternative Property of Influence (P1’)
is implied by the (regular) Property of Influence (P1), but not vice versa.
The Alternative Property of Influence (P1’) states that no clusters are formed at
resolutions at which there are no unidirectional influences between any pair of nodes
and is consistent with the Alternative Axiom of Value (A1”). Moreover, in studying
methods admissible with respect to (A1”) and (A2), (P1’) plays a role akin to the one
played by (P1) when studying methods that are admissible with respect to (A1) and
(A2). In particular, as (P1) is implied by (A1) and (A2), (P1’) is true if (A1”) and
(A2) hold as we assert in the following theorem.
Theorem 5 If a clustering method H satisfies the Alternative Axiom of Value (A1”)
and the Axiom of Transformation (A2) then it also satisfies the Alternative Property
of Influence (P1’).
Theorem 5 admits the following interpretation. In (A1”) we require two-node
networks to cluster at the resolution where unidirectional influence occurs. When
we consider (A1”) in conjunction with (A2) we can translate this requirement into a
statement about clustering in arbitrary networks. Such requirement is the Alternative
Property of Influence (P1’) which prevents nodes to cluster at resolutions at which no
influence exists between any two nodes.
7.1 Unilateral clustering
Mimicking the developments in Sections 3-6, we move on to identify and define
methods that satisfy axioms (A1”)-(A2) and then bound the range of admissible meth-
ods with respect to these axioms. To do so, let N = (X,AX) be a given network and
consider the dissimilarity function AˆX(x, x′) := min(AX(x, x′), AX(x′, x)), for all
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Fig. 8 Alternative Axiom of Value. For a two-node network, nodes are clustered together at the minimum
resolution at which one of them can influence the other.
x, x′ ∈ X . Notice that, as opposed to the definition of A¯X , where the symmetrization
is done by means of a max operation, Aˆ is defined by using a min operation. We de-
fine the unilateral clustering methodHU with output ultrametric (X,uUX) = HU(N),
where uUX is defined as
uUX(x, x
′) := min
C(x,x′)
max
i|xi∈C(x,x′)
AˆX(xi, xi+1), (22)
for all x, x′ ∈ X . To show that HU is a properly defined clustering method, we need
to establish that uUX as defined in (22) is a valid ultrametric. However, comparing
(22) and (10) we see that HU(X,AX) ≡ HSL(X, AˆX), i.e. applying the unilateral
clustering method to an asymmetric network (X,AX) is equivalent to applying single
linkage clustering method to the symmetrized network (X, AˆX). Since we know that
single linkage produces a valid ultrametric when applied to any symmetric network
such as (X, AˆX), (22) is a properly defined ultrametric. Furthermore, it can be shown
thatHU satisfies axioms (A1”) and (A2).
Proposition 3 The unilateral clustering methodHU with output ultrametrics defined
in (22) satisfies axioms (A1”) and (A2).
In the case of admissibility with respect to (A1) and (A2), nonreciprocal and re-
ciprocal clustering are two different admissible methods which bound every other
possible clustering method satisfying (A1)-(A2) (cf. Theorem 4). In contrast, in the
case of admissibility with respect to (A1”) and (A2), unilateral clustering is the
unique admissible method as stated in the following theorem.
Theorem 6 Let H be a hierarchical clustering method satisfying axioms (A1”) and
(A2). Then, H ≡ HU where HU is the unilateral clustering.
By Theorem 6, the space of methods that satisfy the Alternative Axiom of Value
(A1”) and the Axiom of Transformation (A2) is inherently simpler than the space of
methods that satisfy the (regular) Axiom of value (A1) and the Axiom of Transfor-
mation (A2). Further note that in the case of symmetric networks, for all x, x′ ∈ X
we have AˆX(x, x′) = AX(x, x′) = AX(x′, x) and as a consequence unilateral clus-
tering is equivalent to single linkage as it follows from comparison of (10) and (22).
Thus, the result in Theorem 6 reduces to the statement in Corollary 1, which was de-
rived upon observing that in symmetric networks reciprocal and nonreciprocal clus-
tering yield identical outcomes. The fact that reciprocal, nonreciprocal, and unilateral
clustering all coalesce into single linkage when restricted to symmetric networks is
consistent with the fact that the Axiom of Value (A1) and the Alternative Axiom of
Value (A1”) are both equivalent to the Symmetric Axiom of Value (B1) when re-
stricted to symmetric dissimilarities.
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7.2 Agnostic Axiom of Value
Axiom (A1) stipulates that every two-node network∆2(α, β) is clustered into a sin-
gle block at resolution max(α, β), whereas Axiom (A1”) stipulates that they should
be clustered at min(α, β). One can also be agnostic with respect to this issue and say
that both of these situations are admissible. An agnostic version of axioms (A1) and
(A1”) is given next.
(A1”’) Agnostic Axiom of Value. The ultrametric (X,up,q) = H(∆2(α, β)) pro-
duced by H applied to the two-node network ∆2(α, β) satisfies min(α, β) ≤
uX(p, q) ≤ max(α, β).
Since fulfillment of (A1) or (A1”) implies fulfillment of (A1”’), any admissible clus-
tering method with respect to the original axioms (A1)-(A2) or with respect to the al-
ternative axioms (A1”)-(A2) must be admissible with respect to the agnostic axioms
(A1”’)-(A2). In this sense, (A1”’)-(A2) is the most general combination of axioms
described in this paper. For methods that are admissible with respect to (A1”’) and
(A2) we can bound the range of outcome ultrametrics as stated next.
Theorem 7 Consider a clustering method H satisfying axioms (A1”’) and (A2). For
an arbitrary given network N = (X,AX) denote by (X,uX) = H(X,AX) the
outcome ofH applied to N . Then, for all pairs of nodes x, x′ ∈ X
uUX(x, x
′) ≤ uX(x, x
′) ≤ uRX(x, x
′), (23)
where uUX(x, x′) and uRX(x, x′) denote the unilateral and reciprocal ultrametrics as
defined by (22) and (12), respectively.
By Theorem 7, given an asymmetric network (X,AX), any hierarchical cluster-
ing method abiding by axioms (A1”’) and (A2) produces outputs contained between
those corresponding to two methods. The first method, unilateral clustering, sym-
metrizes AX by calculating AˆX(x, x′) = min(AX(x, x′), AX(x′, x)) for all x, x′ ∈
X and computes single linkage on (X, AˆX). The other method, reciprocal cluster-
ing, symmetrizes AX by calculating A¯X(x, x′) = max(AX(x, x′), AX(x′, x)) for
all x, x′ ∈ X and computes single linkage on (X, A¯X).
8 Conclusions
We presented an axiomatic construction of hierarchical clustering for asymmetric
networks. Even though the notion of proximity between nodes – hence, the con-
cept of clustering – is unclear when we are given directed dissimilarities, we de-
termined desirable properties that clustering methods should satisfy. These proper-
ties were translated into the axioms of value and transformation. We then presented
two clustering methods – reciprocal and nonreciprocal – that abide by these axioms.
In reciprocal clustering, node clusters are formed based on path of bidirectional in-
fluence whereas in nonreciprocal clustering the influence in both directions can be
propagated via different paths. More interestingly, we showed that any other method
satisfying both axioms must be contained between reciprocal and nonreciprocal clus-
tering in a well-defined sense. We also analyzed alternative axiomatic constructions.
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The construction based on the Extended Axiom of Value, though seemingly stronger,
was shown to be equivalent to the original axiomatic framework. A different con-
struction, based on an Alternative Axiom of Value, gave rise to a unique admissible
clustering method, named unilateral clustering where unidirectional influence is suf-
ficient for the formation of clusters. Finally, when applied to symmetric networks, all
hierarchical clustering methods considered here boil down to single linkage, in which
case the characterization results presented generalize and expand existing results for
clustering of finite metric spaces.
9 Appendix: Proofs
Proof of Theorem 2: In proving Theorem 2, we make use of the following lemma.
Lemma 1 Let N = (X,AX) be any network and δ any positive constant. Suppose
that x, x′ ∈ X are such that their associated minimum chain cost [cf. (3)] satisfies
u˜∗X(x, x
′) ≥ δ. Then, there exists a partition Pδ(x, x′) = {Bδ(x), Bδ(x′)} of the
node set X into blocks Bδ(x) and Bδ(x′) with x ∈ Bδ(x) and x′ ∈ Bδ(x′) such that
AX(b, b
′) ≥ δ, for all points b ∈ Bδ(x) and b′ ∈ Bδ(x′).
Proof: We prove this by contradiction. If a partition Pδ(x, x′) = {Bδ(x), Bδ(x′)}
with x ∈ Bδ(x) and x′ ∈ Bδ(x) satisfying Lemma 1 does not exist for all pairs of
points x, x′ ∈ X satisfying u˜∗X(x, x′) ≥ δ, then there is at least one pair of nodes
x, x′ ∈ X satisfying u˜∗X(x, x′) ≥ δ such that for all partitions of X into two blocks
P = {B,B′} with x ∈ B and x′ ∈ B′ we can find at least a pair of elements bP ∈ B
and b′P ∈ B′ for which
AX(bP , b
′
P ) < δ. (24)
Begin by considering the partition P1 = {B1, B′1} where B1 = {x} and B′1 =
X\{x}. Since (24) is true for all partitions having x ∈ B and x′ ∈ B′ and x is the
unique element of B1, there must exist a node b′P1 ∈ B
′
1 such that
AX(x, b
′
P1
) < δ. (25)
Hence, the chain C(x, b′P1 ) = [x, b
′
P1
] composed of these two nodes has cost smaller
than δ. Moreover, since u˜∗X(x, b′P1) represents the minimum cost among all chains
C(x, b′P1) linking x to b
′
P1
, we can assert that u˜∗X(x, b′P1 ) ≤ AX(x, b
′
P1
) < δ. Con-
sider now the partition P2 = {B2, B′2} where B2 = {x, b′P1} and B
′
2 = X\B2.
From (24), there must exist a node b′P2 ∈ B′2 that satisfies at least one of the two fol-
lowing conditions: i) AX(x, b′P2) < δ, or ii) AX(b′P1 , b′P2) < δ. If i) is true, the chain
C(x, b′P2) = [x, b
′
P2
] has cost smaller than δ. If ii) is true, we combine the dissimi-
larity bound with the one in (25) to conclude that the chain C(x, b′P2) = [x, b′P1 , b′P2 ]
has cost smaller than δ. In either case we conclude that there exists a chain C(x, b′P2 )
linking x to b′P2 whose cost is smaller than δ. Therefore, the minimum chain cost
must satisfy u˜∗X(x, b′P2) < δ. We can repeat this process iteratively where, e.g., par-
tition P3 is composed by B3 = {x, b′P1 , b
′
P2
} and B′3 = X\B3, to obtain partitions
P1, P2, ..., Pn−1 and corresponding nodes b′P1 , b
′
P2
, . . . , b′Pn−1 such that the associ-
ated minimum chain cost satisfies u˜∗X(x, b′Pi) < δ, for all i. Observe that nodes b
′
Pi
are distinct by construction and distinct from x. Since there are n nodes in the network
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it must be that x′ = b′Pk for some i ∈ {1, . . . , n − 1}, entailing that u˜
∗
X(x, x
′) < δ,
and reaching a contradiction. 
Continuing with the proof of Theorem 2, to show that (A1)-(A2) imply (A1’)-(A2) let
H be a method that satisfies (A1) and (A2) and denote by ({1, 2, . . . , n}, un,α,β) =
H(∆n(α, β,Π)). We want to prove that (A1’) is satisfied which means that we have
to show that for all indices n ∈ N, constants α, β > 0, permutationsΠ of {1, . . . , n},
and points i 6= j, we have un,α,β(i, j) = max(α, β). We will do so by showing both
i) un,α,β(i, j) ≤ max(α, β), and ii) un,α,β(i, j) ≥ max(α, β), for all n ∈ N,
α, β > 0, Π , and i 6= j.
To prove i), define the two-node network Nmax := ∆2(max(α, β),max(α, β))
and define
(
{p, q}, up,q
)
:= H(Nmax). Since H abides by (A1),
up,q(p, q) = max
(
max(α, β),max(α, β)
)
= max(α, β). (26)
Consider now the map φi,j : {p, q} → {1, . . . , n} fromNmax to the permuted canon-
ical network ∆n(α, β,Π) where φi,j(p) = i and φi,j(q) = j. Since dissimilarities
in ∆n(α, β,Π) are either α or β and the dissimilarities in the two-node network are
max(α, β) it follows that the map φi,j is dissimilarity reducing regardless of the par-
ticular values of i and j. Since the methodH was assumed to satisfy (A2) as well, we
must have up,q(p, q) ≥ un,α,β
(
φi,j(p), φi,j(q)
)
= un,α,β(i, j). Inequality i) follows
form substituting (26) into this last expression.
In order to show inequality ii), pick two arbitrary distinct nodes i, j ∈ {1, . . . , n}
in the node set of∆n(α, β,Π). Denote byC(i, j) andC(j, i) two minimizing chains
in the definition (3) of the directed minimum chain costs u˜∗n,α,β(i, j) and u˜∗n,α,β(j, i)
respectively. Observe that at least one of the following two inequalities must be true
u˜∗n,α,β(i, j) ≥ max(α, β) or u˜
∗
n,α,β(j, i) ≥ max(α, β). Indeed, if both inequalities
were false, the concatenation of C(i, j) and C(j, i) would form a loop C(i, i) =
C(i, j) ⊎ C(j, i) of cost strictly less than max(α, β). This cannot be true because
max(α, β) is the minimum loop cost of the network∆n(α, β,Π).
Without loss of generality assume u˜∗n,α,β(i, j) ≥ max(α, β) is true and consider
δ = max(α, β). By Lemma 1 we are therefore guaranteed to find a partition of the
node set {1, . . . , n} into two blocks Bδ(i) and Bδ(j) with i ∈ Bδ(i) and j ∈ Bδ(j)
such that for all b ∈ Bδ(i) and b′ ∈ Bδ(j) it holds that
Π(An,α,β)(b, b
′) ≥ δ = max(α, β). (27)
Define a two-node network Nmin := ∆2(max(α, β),min(α, β)) = ({r, s}, Ar,s)
where Ar,s(r, s) = max(α, β) and Ar,s(s, r) = min(α, β) and define ({r, s}, ur,s)
:= H(Nmin). Since the methodH satisfies (A1) we must have
ur,s(r, s) = max
(
max(α, β),min(α, β)
)
= max(α, β). (28)
Consider the map φ′i,j : {1, . . . , n} → {r, s} such that φ′i,j(b) = r for all b ∈ Bδ(i)
and φ′i,j(b′) = s for all b′ ∈ Bδ(j). The map φ′i,j is dissimilarity reducing because
Π(An,α,β)(k, l) ≥ Ar,s(φ
′
i,j(k), φ
′
i,j(l)), (29)
for all k, l ∈ {1, . . . , n}. To see the validity of (29) consider three different possible
cases. If k and l belong both to the same block, i.e., either k, l ∈ Bδ(i) or k, l ∈
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Bδ(j), then φ′i,j(k) = φ′i,j(l) and Ar,s(φ′i,j(k), φ′i,j(l)) = 0, immediately satisfying
(29). If k ∈ Bδ(j) and l ∈ Bδ(i) it holds that Ar,s(φ′i,j(k), φ′i,j(l)) = Ar,s(s, r) =
min(α, β) which cannot exceed Π(An,α,β)(k, l) which is either equal to α or β.
If k ∈ Bδ(i) and l ∈ Bδ(j), then we have Ar,s(φ′i,j(k), φ′i,j(l)) = Ar,s(r, s) =
max(α, β) but we also have Π(An,α,β)(k, l) = max(α, β) as it follows by taking
b = k and b′ = l in (27), thus, again satisfying (29).
Since H fulfills the Axiom of Transformation (A2) we must have
un,α,β(i, j) ≥ ur,s
(
φ′i,j(i), φ
′
i,j(j)
)
= ur,s(r, s). (30)
Substituting (28) in (30) we obtain the inequality ii). Combining both inequalities i)
and ii), it follows that un,α,β(i, j) = max(α, β). Thus, admissibility with respect to
(A1)-(A2) implies admissibility with respect to (A1’)-(A2). The opposite implication
is immediate since (A1) is a particular case of (A1’), concluding the proof. 
Proof of Theorem 3: We show that if a clustering method satisfies axioms (A1’)
and (A2) then it satisfies the Property of Influence (P1). Notice that this result, com-
bined with Theorem 2, implies the statement of Theorem 3. The following lemma is
instrumental in the ensuing proof.
Lemma 2 Let N = (X,AX) be an arbitrary network with n nodes and∆n(α, β) =
({1, . . . , n}, An,α,β) be the canonical network with 0 < α ≤ sep(X,AX) and β =
mlc(X,AX). Then, there exists a bijective dissimilarity-reducing map φ : X →
{1, . . . , n}, i.e. AX(x, x′) ≥ An,α,β(φ(x), φ(x′)), for all x, x′ ∈ X .
Proof: To construct the map φ consider the function P : X → P(X) from the node
set X to its power set P(X) such that P (x) := {x′ ∈ X |x′ 6= x , AX(x′, x) <
β}, for all x ∈ X . Having r ∈ P (s) for some r, s ∈ X implies that AX(r, s) <
β = mlc(X,AX). An important observation is that we must have a node x ∈ X
whose P -image is empty. Otherwise, pick a node xn ∈ X and construct the chain
[x0, x1, . . . , xn] where the ith element xi−1 of the chain is in the P -image of xi.
From the definition of P it follows that all dissimilarities along this chain satisfy
AX(xi−1, xi) < β = mlc(X,AX). But since the chain [x0, x1, . . . , xn] contains
n+ 1 elements, at least one node must be repeated. Hence, we have found a loop for
which all dissimilarities are bounded above by β = mlc(X,AX), which is impossible
because it contradicts the definition of the minimum loop cost in (5). We can then find
a node xi1 for which P (xi1 ) = ∅. Fix φ(xi1 ) = 1.
Select now a node xi2 6= xi1 whose P -image is either {xi1} or ∅, which we write
jointly as P (xi2 ) ⊆ {xi1}. Following a similar reasoning to the previous one, such a
node must exist and fix φ(xi2 ) = 2. Repeat this process k times so that at step k we
have φ(xik ) = k for a node xik 6∈ {xi1 , xi2 , . . . xik−1} whose P-image is a subset of
the nodes already picked, i.e., P (xik ) ⊆ {xi1 , . . . xik−1}. Since all the nodes xik are
different, the map φ with φ(xik ) = k is bijective. By construction, φ is such that for
all l > k, xil /∈ P (xik ). From the definition of P , this implies that the dissimilarity
from xil to xik must satisfy AX(xil , xik ) ≥ β, for all l > k. Moreover, from the
definition of the canonical matrix An,α,β we have that An,α,β(φ(xil ), φ(xik )) =
An,α,β(l, k) = β for all l > k. By combining these two expressions, we conclude
thatAX(x, x′) ≥ An,α,β(φ(x), φ(x′)) is true for all points with φ(x) > φ(x′). When
φ(x) < φ(x′), we have An,α,β(φ(x), φ(x′)) = α which was assumed to be bounded
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above by the separation of the network (X,AX), thus, An,α,β(φ(x), φ(x′)) is not
greater than any positive dissimilarity in the range of AX . 
Continuing the main proof of Theorem 3, consider a given arbitrary network N =
(X,AX) with X = {x1, x2, ..., xn} and define (X,uX) := H(X,AX). The method
H is known to satisfy (A1’) and (A2) and we want to show that it satisfies (P1) for
which we need to show that uX(x, x′) ≥ mlc(X,AX) for all x 6= x′.
Consider the canonical network ∆n(α, β) = ({1, . . . , n}, An,α,β) with β =
mlc(X,AX) being the minimum loop cost of the network N and α > 0 a con-
stant not exceeding the separation of the network. Thus, we have α ≤ sep(X,AX) ≤
mlc(X,AX) = β. Note that networks N and∆n(α, β) have equal number of nodes.
Defining ({1, . . . , n}, uα,β) := H(∆n(α, β)), since H satisfies the Extended
Axiom of Value (A1’), then for all indices i, j ∈ {1, . . . , n} with i 6= j we have
uα,β(i, j) = max(α, β) = β = mlc(X,AX). (31)
Further, focus on the bijective dissimilarity-reducing map considered in Lemma 2
and notice that since H satisfies (A2) it follows that for all x, x′ ∈ X
uX(x, x
′) ≥ uα,β(φ(x), φ(x
′)). (32)
Since the equality in (31) is true for all i 6= j and since all points x 6= x′ are
mapped to points φ(x) 6= φ(x′) because φ is bijective, (32) implies uX(x, x′) ≥
β = mlc(X,AX), for all distinct x, x′ ∈ X . 
Proof of Theorem 4: We prove the theorem by showing both inequalities in (17).
Proof of uNR
X
(x,x′) ≤ uX(x,x
′): Recall that validity of (A1)-(A2) implies validity
of (P1) by Theorem 3. Consider the nonreciprocal clustering equivalence relation
∼NRX (δ) at resolution δ according to which x ∼NRX(δ) x′ if and only if x and x′
belong to the same nonreciprocal cluster at resolution δ. Notice that this is true if
and only if uNRX (x, x′) ≤ δ. Further consider the set Z := X mod ∼NRX (δ) of
corresponding equivalence classes and the map φδ : X → Z that maps each point
of X to its equivalence class. Notice that x and x′ are mapped to the same point z if
they belong to the same cluster at resolution δ.
We define the network NZ := (Z,AZ) by endowing Z with the dissimilarity AZ
derived from the dissimilarity AX as
AZ(z, z
′) := min
x∈φ−1
δ
(z),x′∈φ−1
δ
(z′)
AX(x, x
′). (33)
The dissimilarity AZ(z, z′) compares all the dissimilarities AX(x, x′) between a
member of the equivalence class z and a member of the equivalence class z′ and
sets AZ(z, z′) to the value corresponding to the least dissimilar pair; see Fig. 9. No-
tice that according to construction, the map φδ is dissimilarity reducing AX(x, x′) ≥
AZ(φδ(x), φδ(x
′)), because we either have AZ(φδ(x), φδ(x′)) = 0 if x and x′ are
co-clustered at resolution δ, or AX(x, x′) ≥ minx∈φ−1
δ
(z),x′∈φ−1
δ
(z′)AX(x, x
′) =
AZ(φδ(x), φδ(x
′)) if they are mapped to different equivalent classes.
Consider now an arbitrary methodH satisfying axioms (A1)-(A2) and denote by
(Z, uZ) = H(NZ) the outcome ofH when applied to NZ . To apply Property (P1) to
this outcome we determine the minimum loop cost of NZ in the following claim.
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z′
z′′
AZ(z, z
′)
AZ(z
′, z)
AZ(z
′, z′′)
AZ(z
′′, z′)AZ(z, z
′′)
AZ(z
′′, z)
Fig. 9 Network of equivalence classes for a given resolution. The Axiom of Transformation permits relat-
ing the clustering in the original network and the clustering in the network of equivalence classes.
Claim 1 The minimum loop cost of the network NZ is mlc(NZ) > δ.
Proof: Assume that Claim 1 is not true, denote by C(z, z) = [z, z′, . . . , z(l), z] a loop
of cost smaller than δ and consider arbitrary nodes x ∈ φ−1δ (z) and x′ ∈ φ
−1
δ (z
′). By
definition, given two nodes in the same equivalence class, we can always find a chain
from one to the other of cost not larger than δ. Moreover, since we are assuming that
AZ(z, z
′) ≤ δ, this implies that there exists at least one node x1 belonging to class z
and another node x2 belonging to z′ such thatAX(x1, x2) ≤ δ. Combining these two
facts, we can guarantee the existence of a chain from x to x′ of cost not larger than δ,
since we can go first from x to x1 then from x1 to x2 and finally from x2 to x′ without
encountering dissimilarities greater than δ. In a similar way, we can go from x′ to x
by constructing a chain that goes through all the equivalence classes in C(z, z), i.e.,
from z′ to z′′ then to z(3) and so on until we reach z. Since we can go from x to x′ and
back with chains of cost not exceeding δ, it follows that uNRX (x, x′) ≤ δ contradicting
the assumption that x and x′ belong to different equivalent classes. Therefore, the
assumption that Claim 1 is false cannot hold. 
Continuing with the main proof, since the minimum loop cost of NZ satisfies
Claim 1 it follows from Property (P1) that uZ(z, z′) > δ for all pairs of distinct
equivalent classes z, z′. Further note that, since φδ is dissimilarity reducing, Axiom
(A2) implies that uX(x, x′) ≥ uZ(z, z′). Combining these facts, we can conclude
that when x and x′ map to different equivalence classes it holds that uX(x, x′) ≥
uZ(z, z
′) > δ. Recall that x and x′ mapping to different equivalence classes is equiv-
alent to uNRX (x, x′) > δ. Consequently, we can claim that uNRX (x, x′) > δ implies
uX(x, x
′) > δ, or, in set notation that {(x, x′) : uNRX (x, x′) > δ} ⊆ {(x, x′) :
uX(x, x
′) > δ}. Since the previous expression is true for arbitrary δ > 0 it implies
that uNRX (x, x′) ≤ uX(x, x′) for all x, x′ ∈ X as in the first inequality in (17). 
Proof of uX(x,x′) ≤ uRX(x,x′): To prove the second inequality in (17) consider
points x and x′ with reciprocal ultrametric uRX(x, x′) = δ. Let C∗(x, x′) = [x =
x0, . . . , xl = x
′] be a chain achieving the minimum in (12) so that we can write
δ = uRX(x, x
′) = max
i|xi∈C∗(x,x′)
max
(
AX(xi, xi+1), AX(xi+1, xi)
)
. (34)
Turn attention to the symmetric two-node network ∆2(δ, δ) = ({p, q}, Ap,q) with
Ap,q(p, q) = Ap,q(q, p) = δ and define ({p, q}, up,q) := H(∆2(δ, δ)). Notice that
according to Axiom (A1) we have up,q(p, q) = max(δ, δ) = δ.
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Focus now on transformations φi : {p, q} → X given by φi(p) = xi, φi(q) =
xi+1 so as to map p and q to subsequent points in the chain C∗(x, x′) used in (34).
Since it follows from (34) that AX(xi, xi+1) ≤ δ and AX(xi+1, xi) ≤ δ for all i, it
is just a simple matter of notation to observe that
AX(φi(p), φi(q))≤Ap,q(p, q) = δ, AX(φi(q), φi(p))≤Ap,q(q, p) = δ. (35)
Since according to (35) transformations φi are dissimilarity reducing, it follows from
Axiom (A2) that uX(xi, xi+1) = uX(φi(p), φi(q)) ≤ up,q(p, q) = δ, for all i. To
complete the proof we use the fact that since uX is an ultrametric and C∗(x, x′) =
[x = x0, . . . , xl = x
′] is a chain joining x and x′ the strong triangle inequality
dictates [cf. (7)] that uX(x, x′) ≤ maxi uX(xi, xi+1) ≤ δ. The proof of the second
inequality in (17) follows by substituting δ = uRX(x, x′) [cf. (34)]. 
Having showed both inequalities in (17), the global proof concludes. 
Proof of Theorem 5: Suppose there exists a clustering method H that satisfies ax-
ioms (A1”) and (A2) but does not satisfy Property (P1’). This means that there exists
a network N = (X,AX) with output ultrametrics (X,uX) = H(N) for which
uX(x1, x2) < sep(X,AX) for at least one pair of nodes x1 6= x2 ∈ X . Focus
on a symmetric two-node network ∆2(s, s) = ({p, q}, Ap,q) with Ap,q(p, q) =
Ap,q(q, p) = s = sep(X,AX) and define (X,up,q) = H(∆2(s, s)). From Axiom
(A1”), we must have that
up,q(p, q) = min
(
sep(X,AX), sep(X,AX)
)
= sep(X,AX). (36)
Construct the map φ : X → {p, q} from the network N to ∆2(s, s) that takes node
x1 to φ(x1) = p and every other node x 6= x1 to φ(x) = q. No dissimilarity can
be increased when applying φ since every dissimilarity is mapped either to zero or
to sep(X,AX) which is by definition the minimum dissimilarity in the original net-
work [cf. (6)]. Hence, φ is dissimilarity reducing and from Axiom (A2) it follows that
uX(x1, x2) ≥ up,q(φ(x1), φ(x2)) = up,q(p, q). By substituting (36) into the previ-
ous expression, we contradict uX(x1, x2) < sep(X,AX) proving that such method
H cannot exist. 
Proof of Proposition 3: To show fulfillment of (A1”), consider the network∆2(α, β)
and define ({p, q}, uUp,q) := HU(∆2(α, β)). Since every chain connecting p and q
must contain these two nodes as consecutive nodes, applying the definition in (22)
yields uUp,q(p, q) = min
(
Ap,q(p, q), Ap,q(q, p)
)
= min(α, β), and Axiom (A1”) is
thereby satisfied. In order to show fulfillment of Axiom (A2), the proof is analogous
to the one developed in Proposition 1. The proof only differs in the appearance of
minimizations instead of maximizations to account for the difference in the defini-
tions of unilateral and reciprocal ultrametrics [cf. (22) and (12)]. 
Proof of Theorem 6: Given an arbitrary network (X,AX), denote byH a clustering
method that fulfills axioms (A1”) and (A2) and define (X,uX) := H(X,AX). Then,
we show the theorem by proving the following inequalities for all nodes x, x′ ∈ X ,
uUX(x, x
′) ≤ uX(x, x
′) ≤ uUX(x, x
′). (37)
Proof of leftmost inequality in (37): Consider the unilateral clustering equivalence
relation ∼UX (δ) at resolution δ according to which x ∼UX (δ) x′ if and only if x and
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x′ belong to the same unilateral cluster at resolution δ. That is, x ∼UX (δ) x′ ⇐⇒
uUX(x, x
′) ≤ δ. Further, as in the proof of Theorem 4, consider the set Z of equiv-
alence classes at resolution δ. That is, Z := X mod ∼UX (δ). Also, consider the
map φδ : X → Z that maps each point of X to its equivalence class. Notice that x
and x′ are mapped to the same point z if and only if they belong to the same block
at resolution δ, consequently φδ(x) = φδ(x′) ⇐⇒ uUX(x, x′) ≤ δ. We define the
network NZ = (Z,AZ) by endowing Z with the dissimilarity function AZ derived
from AX as explained in (33). For further details on this construction, review the
corresponding proof in Theorem 4 and see Fig. 9. We stress the fact that the map φδ
is dissimilarity reducing for all δ.
Claim 2 The separation of the equivalence class network NZ is sep(NZ) > δ.
Proof: First, observe that by definition of unilateral clustering (22), we know that,
uUX(x, x
′) ≤ min(AX(x, x
′), AX(x
′, x)), (38)
since a two-node chain between nodes x and x′ is a particular chain joining the two
nodes whereas the ultrametric is calculated as the minimum over all chains. Now,
assume that sep(NZ) ≤ δ. Therefore, by (33) there exists a pair of nodes x and x′
that belong to different equivalence classes and have AX(x, x′) ≤ δ. However, if x
and x′ belong to different equivalence classes, they cannot be clustered at resolution
δ, hence, uUX(x, x′) > δ. Inequalities AX(x, x′) ≤ δ and uUX(x, x′) > δ cannot hold
simultaneously since they contradict (38). Thus, it must be that sep(NZ) > δ. 
Define (Z, uZ) := H(Z,AZ) and, since sep(NZ) > δ (cf. Claim 2), it fol-
lows from Property (P1’) that for all z 6= z′ it holds uZ(z, z′) > δ. Further, re-
calling that φδ is a dissimilarity-reducing map, from Axiom (A2) we must have
uX(x, x
′) ≥ uZ(φδ(x), φδ(x′)) = uZ(z, z′) for some z, z′ ∈ Z . This fact, combined
with uZ(z, z′) > δ, entails that when φδ(x) and φδ(x′) belong to different equiva-
lence classes uX(x, x′) ≥ uZ(φ(x), φ(x′)) > δ. Notice now that φδ(x) and φδ(x′)
belonging to different equivalence classes is equivalent to uUX(x, x′) > δ. Hence, we
can state that uUX(x, x′) > δ implies uX(x, x′) > δ for any arbitrary δ > 0. In set
notation, {(x, x′) : uUX(x, x′) > δ} ⊆ {(x, x′) : uX(x, x′) > δ}. Since the previ-
ous expression is true for arbitrary δ > 0, this implies that uUX(x, x′) ≤ uX(x, x′),
proving the left inequality in (37). 
Proof of rightmost inequality in (37): Consider two nodes x and x′ with unilateral
ultrametric value uUX(x, x′) = δ. Let C∗(x, x′) = [x = x0, . . . , xl = x′] be a
minimizing chain in the definition (22) so that we can write
δ = uUX(x, x
′) = max
i|xi∈C∗(x,x′)
min
(
AX(xi, xi+1), AX(xi+1, xi)
)
. (39)
Consider the two-node network∆2(δ,M) = ({p, q}, Ap,q) where M := maxx,x′
AX(x, x
′) and define ({p, q}, up,q) := H({p, q}, Ap,q). Notice that according to
Axiom (A1”) we have up,q(p, q) = up,q(q, p) = min(δ,M) = δ, where the last
equality is enforced by the definition of M .
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Focus now on each link of the minimizing chain in (39). For every successive pair
of nodes xi and xi+1, we must have
max
(
AX(xi, xi+1), AX(xi+1, xi)
)
≤M, (40)
min
(
AX(xi, xi+1), AX(xi+1, xi)
)
≤ δ. (41)
Expression (40) is true since M is defined as the maximum dissimilarity in AX .
Inequality (41) is justified by (39), since δ is defined as the maximum among links
of the minimum distance in both directions of the link. This observation allows the
construction of dissimilarity-reducing maps φi : {p, q} → X ,
φi :=
{
φi(p) = xi, φi(q) = xi+1, if AˆX(xi, xi+1) = AX(xi, xi+1)
φi(q) = xi, φi(p) = xi+1, otherwise.
(42)
In this way, we can map p and q to subsequent nodes in the chain C(x, x′) used
in (39). Inequalities (40) and (41) combined with the map definition in (42) guarantee
that φi is a dissimilarity-reducing map for every i. Since clustering methodH satisfies
Axiom (A2), it follows that
uX(φi(p), φi(q)) ≤ up,q(p, q) = δ, for all i. (43)
Substituting φi(p) and φi(q) in (43) by the corresponding nodes given by the def-
inition (42), we can write uX(xi, xi+1) = uX(xi+1, xi) ≤ δ, for all i, where the
symmetry property of ultrametrics was used. To complete the proof we invoke the
strong triangle inequality (7) and apply it to C(x, x′) = [x = x0, . . . , xl = x′], the
minimizing chain in (39). As a consequence, uX(x, x′) ≤ maxi uX(xi, xi+1) ≤ δ.
The proof of the right inequality in (37) is completed by substituting δ = uUX(x, x′)
[cf. (39)] into the last previous expression. 
Having proved both inequalities in (37), unilateral clustering is the only method that
satisfies axioms (A1”) and (A2), completing the global proof. 
Proof of Theorem 7: The leftmost inequality in (23) can be proved using the same
method of proof used for the leftmost inequality in (37) within the proof of Theorem
6. The proof of the rightmost inequality in (23) is equivalent to the proof of the
rightmost inequality in Theorem 4. 
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