and the reference therein for a broader introduction to this theory. Ginzburg and Landau, in their fundamental paper of 1950 [GL: 1950] , introduced a phenomenological theory for (steady-state) superconductivity based on the Ginzburg-Landau energy density where the typical _ ~ ( 1 -~ ~ ~ 2 ~ 2, and Happl is the applied magnetic field on the boundary of the superconducting device. Their theory was largely accepted when Gor'kov [G:1959] showed formally that the Ginzburg-Landau theory can be derived in the limit of the microscopic BCS theory [BCS: 1957] .
Later, the time dependent Ginzburg-Landau equations were written down by Gor'kov and Eliashberg [GE: 1968] [CHL: 1993] , Du [D:1994] and Elliott and Tang [ET] He == ~, and that a smooth interface separates the two regions. Keller [K: 1958] studied superconducting materials of "cylindrical" form, 0 x R where 0 is a bounded set in R2, with the applied magnetic field parallel to the cylinder. Using physical reasoning based on Maxwell's equations, he predicted that the interface separating the normal from the superconducting regions should evolve according to a classical one-phase Stefan problem for the magnetic field H. In the general case in R~, Chapman [C] used asymptotic expansion to show formally that 0 and for |Happl| bigger than He, the time dependent Ginzburg-Landau equations approximate the following "vectorial" one-phase Stefan problem in the normal region, in the superconducting region, on the interface r, on r, where r is the interface separating the superconducting and the normal phases. Here n is the unit normal to F (which we choose to point towards the normal region) and vn is the normal velocity to r (negative when the superconductor region is shrinking). We note that in a superconducting material the electric field E = 0 and the magnetic field is expelled, i. e. H = 0; this later fact is known as the Meissner effect [MO: 1933] . This vectorial Stefan problem can also be derived from Maxwell's equations Vol. 15, n° 3-1998. 
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L. BRONSARD AND B. STOTH (see [CHO: 1992] ) and reduces to the classical one-phase Stefan problem derived by Keller in the "cylindrical" case. The existence, uniqueness and long-time behaviour for this system has been studied by Friedman and Hu [FH: 1991] [BS] or the phase-field equations [S] . In these papers, energy estimates are combined with error estimates on the approximation by the first order terms in the asymptotic expansion. Here, the method is even more direct since it only relies on energy estimates and maximum principles. More precisely, the major difference to those results obtained in [BS] and [S] is that compactness cannot be obtained by energy bounds, but has to be derived from structural properties such as monotonicity. This reflects the fact that the surface tension is of order A for the present system of equations and thus vanishes in the limit. We combine the energy bounds with the monotonicity properties to directly pass to the limit in the equations. In particular, we do this without using the first order expansion and thus the arguments are less technical.
In Section 2, we implement the gauge transformation originally done in [C] (cf [CHO: 1992] [C: 1992] and [CHO: 1992] (GL) in ( p,1 ) . This corresponds to solving (GL) in an annular domain. We impose the boundary data For any C~-initial data that satisfy the compatibility conditions we obtain a C°°-solution of this evolution problem. We will prove the following energy relation and maximum principles: Proof. -Assume that Q attains a negative minimum at (to, ro). Since > 0 at r = 1, we find r0 1. Since Q = 0 at r = 03C1, we find Proof -Since f is nonnegative by Lemma 3.1, f is a sub solution of the Proof -The energy estimate of Lemma 3.6 and assumption (A4) imply that Qa is uniformly bounded in H1~2 ( (0, T) x Bi (4)), and therefore a subsequence is precompact in the weak topology of H1~2 ( {0, T) X B~ (0) ) . The first equation of (GL) well as fo(t, sn(t)) = 1 and fo(t, rn(t)) = 0 we conclude from (**) that = 0. Since this is impossible we find that ro and so agree in {0, t* ) .
To finish the proof, we now choose a sequence of points sn (t) --~ ro (t) with sn(t) ro(t) = so(t). Since then (-W( fo) -~ 2 ~C~o~2) (t, sn(t)) = 0, the identity (**) implies the first claim of this proposition. by Proposition 4.6, it follows that (Qo(t, r)r)' > for r > ro (t) . Thus for r > ro (t) integration yields Qo (t, r) r > '~° (t) (r -ro (t) ). Hence the integral of the left hand side is bounded below by ro (T) )2 . This implies the assertion. In addition t* = T* and s0 ~ ro. 
