Gibbs sampling is used to simulate Sahelian rainfields conditional to an areal estimate provided either as the output of an atmospheric model or by a satellite rainfall algorithm.
Introduction
Assessing the regional impacts of climate variability is an increasing concern of global change science. This is especially true in the semi-arid tropical regions of the world, where water resources are scarce and will become increasingly so in the future due to the growing demand of water due to anthropic pressure. The prospect of possible lasting rainfall deficits in these regions, as a result of climate change, might further deepen the gap between needs and resources of fresh water. West Africa for instance suffered from a continuous drought in the 70's and 80's and rain is still lower than was observed in the 50's and 60's. Le Barbé et al. [2002] have shown that the West African drought was associated to certain modifications of the rainfall regime which had specific impacts on the agriculture of the region. Assessing the impacts of regional climate scenarios on the hydrologic cycle is thus extremely important for the future of regions which depend heavily on water resources and agriculture. Deriving water resources and food supply scenarios from climate scenarios requires to use climate model outputs to force hydrological and crop models. One difficulty in doing so comes from the scale gap existing between the coarse resolution of climate models, whether global or regional, and the fine resolution needed to correctly represent the basic hydrologic processes (such as infiltration and runoff production) in a water cycle model [Sivapalan and Woods, 1995] .
Whereas disaggregation has long been a subject of interest in hydrology, research in this area was first motivated by the need for generating synthetic streamflow sequences [see e.g. preoccupation the disaggregation of rainfields soon appeared as a key issue. The continuing problem of discordant scales identified by Hostetler [1994] is especially challenging when it comes to producing a realistic representation of a rainfall regime at a resolution of, say, 1 * 1 km², from climate simulations produced at a resolution of 1°*1° or larger. One major difficulty lies in the necessity of producing long series of simulated rainfall in order to correctly represent the various components of a rainfall regime. This is still not feasible by nesting atmospheric models of increasing resolution mainly due to computing limitations and the amplification of the initial biases of large scale models [see e.g. Wilby et al., 1999; Lebel et al., 2000] . This explains why several stochastic methods were proposed over the past ten years, following the work of Wilson et al. [1991] and Bardossy and Plate [1992] . One central requirement of rainfall downscaling is the capacity of the disaggregated fields to be generated preserving some given space-integral value. Despite the early work of Wilks [1989] , conditional simulation of hydrometeorological variables did not receive a wide attention until Perica and Foufoula-Georgiou [1996] introduced a spatial rainfall downscaling algorithm which operates in a conditional mode. The model is based on the scaling properties displayed by instantaneous rainfields over a range of space scales. Another example of model based on the analysis of the multiscale properties of rainfall coverage is given in Onof et al. [1998] . This kind of model requires spatially continuous data to be calibrated. When, on the other hand, only point rainfall measurements are available, the statistical properties of the point rainfall process has to be used as the basis for the disaggreration scheme. The focus of this paper is on the conditional simulation of rain fields known from point measurements, specifically when their spatial structure is that of a gaussian transformed field (but the technique is applicable to other types of stochastic fields, albeit some mathematical complexity).
Even though there do exist numerically efficient and well known techniques to simulate gaussian random functions -such as the turning band method initially proposed by Matheron [1973] -conditioning such simulations by a spatially averaged value is not straightforward.
The conditioning kriging Turning Band Method (TBM) for instance is able to perform simulations conditioned on point observations but not on a spatial average [Lantuéjoul, 1994] . This paper is devoted to presenting an approach that makes it possible to overcome this limitation by resorting to iterations of Markov chains whose limiting distribution is the target conditional distribution (the Gibbs sampling). The theoretical basis of the method is presented in section 2 and its practical implementation in section 3. The results produced by Gibbs sampling in an unconditional mode are analyzed in section 4, while section 5 provides an evaluation of the behavior of the model when used in conditional mode -that is to produce a spatially disaggregated rain field of known averaged value.
Gibbs theory and its use for simulating a transformed gaussian function

Notations
Following the work of Guillot [1999] , the rain fields of interest are assumed to be characterized by a stationary random function Y of the form :
where X is a stationary gaussian random function and Φ a strictly monotonic and nondecreasing function referred hereafter as anamorphosis.
Under these conditions, the random function Y is said to be gaussian transformed and its distribution is characterized by the anamorphosis function Φ , the expectation X µ and the covariance X C of the gaussian function X . Suppose that G is the gaussian probability function of X and F the probability function of Y, then:
A detailed mathematical description of the gaussian transformed model may be found in Freulon [1992] and Guillot [1999] .
The simulation of such random fields requires the determination of the point process marginal distribution and of its covariance function. The Turning Band Method (TBM) was shown in many applications to be an efficient simulation tool of gaussian random functions, with the possibility of conditioning by observed values at given locations [Matheron, 1973; Freulon, 1992; Allard, 1993; Lantuéjoul, 1997] . However, there is no direct statistically consistent way of conditioning a TBM simulation with an areal value, such as a satellite estimate or an atmospheric model output in the case of rain field simulation. This limitation is overcome here by resorting to Gibbs sampling.
The Gibbs sampler
The Gibbs sampler was given its name by Geman and Geman [1984] , who used it for analyzing Gibbs distribution in the context of degraded images restoration. To date, most statistical applications of Markov Chain Monte Carlo (MCMC) are based on the Gibbs sampling. Gelfand and Smith [1990] showed its applicability to general bayesian computations. Freulon [1992] and Allard [1993] developed the first geostatistical applications while Perrault et al. [2000] applied it to bayesian change-point analysis of hydrometeorological time-series.
The general objective of the Gibbs sampler is to sample from a multivariate ndimensional probability density
, when no practical algorithm is available for doing so directly. When the vector x is multigaussian, the conditional distribution of any of its components is gaussian. Its conditional expectation is given by computing a simple kriging estimate :
and its standard deviation is the kriging standard deviation, noted here
σ [Galli and Gao, 2001 ]. Thus we have:
where g is a gaussian pdf and u g the normalized gaussian pdf.
Application to the conditional simulation of gaussian transformed functions
Let z denotes the spatial average of a realization of the gaussian transformed function , the kriging estimate is :
where i λ are the weighting factors computed by solving a classical kriging matrix [Journel and Huijbregts, 1978] . The variance of the estimation error is then :
where :
( ) This is equivalent to write :
where ε is a Gaussian residual of mean zero and standard deviation k. While it is likely that ε is not strictly speaking Gaussian, it is the result of the model validation that will tell whether this is an acceptable approximation. The probability density function (pdf) of ε is thus:
Combining equations (5) and (7), we obtain :
In term of probability density function, equation 9 involves:
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by a value ε. The problem we are interested in is not the simulation of z conditioned by x , but rather x conditioned by z . The conditional density function ( )
is not known and an iterative approach is sought by computing successively all the components i x of the vector x . To do so, we should in principle be able to determine the conditional density function ( )
. In general this is not possible, but it will be shown below that a probability density function proportional to ( )
may be computed based on bayesian considerations.
First, according to the Bayes formula:
Secondly, since in our problem, z is a constant and the analytical expression of ) (z f is unknown, equation (11) can be replaced by :
On the other hand, on can write:
Since x is gaussian, all pdf involving x only are gaussian and we also have:
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Considering equations 13, 14, 17 and 18, it comes: 
In the same way, one has:
Finally, the pdf ( )
is proportional to another pdf which is easy to calculate combining equations 20 and 21 :
is thus expressed as a function of the product of two known distributions, except for an unknown multiplicative constant. From a practical point of view, the difficulty is to find a way for generating a random noise that will allow to simulate ( )
respecting equations 22 and 23.
Implementation of the conditional simulation algorithm
The acceptation rejection algorithm
The probability density function ( )
to simulate is totally defined except for a multiplicative constant. Von Neuman [1951] has proposed a method for carrying out this kind of simulation (see Freulon [1992] , for a complete mathematical description). The method consists in majoring a pdf f totally defined up to a multiplicative constant by a pdf q that is easy to simulate. This method is known as the "acceptation-rejection" algorithm. This algorithm is classically presented as follows:
a-sample a variable x with a density q and an uniform random variable w ,
Else, go to the previous step.
If q is a gaussian pdf such as
, then:
, one has systematically:
is a majoring function of ) ( 
Gibbs conditional simulation of a gaussian transformed field
The successive steps of the proposed algorithm are as follows :
• Build an initial gaussian vector close to z , must be built by using the Gibbs algorithm in its standard form [Onibon, 2001] .
To solve the key problem of convergence of the Gibbs algorithm, a few statistical methods were developed [Ritter and Tamer, 1992; Roberts, 1992; Galli and Gao, 2001] . The weakness of these theoretical methods lies in the fact that it is difficult to develop an appropriate numerical algorithm for their implementation. For this reason, the automatic convergence monitoring should be avoided. The Markov nature of the Gibbs algorithm means that at convergence, the components of the simulated vector will generally be correlated to each other. Freulon [1992] showed on an experimental basis that i) the convergence towards the variogram is concomitant with the convergence towards the variance of the field to be simulated, and ii) when this latest condition is satisfied, the histogram is well reproduced. For this reason, the knowledge of the experimental variance of the field to be simulated allows one to easily control the number of iterations (it amount's to comparing the experimental variance to the variance of the simulated field after each iteration). When the experimental variance is not known, one can use an empirical relationship between the average and the standard deviation of rainfields. One example of such a relationship is given in Figure 1 for the data set used below in section 4. The variance to reach as criterion of convergence of the algorithm is deduced from the areal value used for conditioning the simulation, based on the average relation shown in Figure 1 .
Application to the unconditional simulation of Sahelian rain fields
The purpose of this section is to verify whether in unconditional mode, the Gibbs sampling produces results comparable to those obtain by the TBM algorithm, which is classically used for the simulation of gaussian or gaussian-transformed random processes. To this end, data collected y the EPSAT-Niger monitoring network were used. This network covers a 16,000 km² area in the region of Niamey (Niger). A set of 456 independent rain fields has been simulated on an experimental grid of 400 regularly spaced points covering 10,000 km². The statistical properties of the simulated fields are compared in detail to those of the 456 events rain field observed from 1990 to 2000. In order to perform meaningful quantile-quantile comparisons, the simulated fields are re-sampled on 30 points with a geometry comparable to that of the long term EPSAT-Niger network.
The Gibbs simulation procedure proposed here requires a preliminary estimation of i-) the pdf of
and, ii-) the variogram or the covariance model to reproduce the spatial structure. Guillot [1999] showed that the points rain depth pdf can be represented by a mixture of gamma distribution and an atom at zero with descriptive parameters identical to those established for the ensemble of stations (see Table 1 ). Note that the meta-Gaussian model is fully described by the cdf of the point process (atom at zero, plus a pdf gamma distribution) and the covariance function. Furthermore, analysing the empirical covariances, 
Observed parameters
The first step of the validation in unconditional mode is to assess the ability of the model to reproduce as well as possible the well known statistical properties derived from observations. A first analysis of the EPSAT-Niger data set was carried out by Guillot and Lebel [1999a] using 258 rain events over the period 1990-1995. The statistics of the 258-event data set are compared to those of the 456-event data set in Table 1 , showing a remarkable stability of the statistical parameters between the two periods. 
Parameters of the simulated fields
The values of the first three moments : proportion of zero values ( ) 
Cumulative distribution functions of point rainfall
In this section, we will compare the distributions of the observed and simulated point rain depths. Figure 3 .b presents the quantile-quantile plot of the first 228 simulated events versus the last 228 simulated events (first and last refered here to the order of appearance, not to the magnitude of the events). Obviously, these two plots are much less scattered than the observed versus simulated plot. This leads to the conclusion that it is the simulation algorithm rather than the sampling that causes the undulations observed in Figure   2 .
In term of spatial average rainfall distribution, one can observe in Figure 4 that the proposed model reproduces correctly the general behavior of the distribution. However, significant oscillations are observed on both sides of the one-one line. Finally, as seen in Figure 5 , there is an overall good agreement between the observed and simulated fields in term of spatial standard deviation.
Spatial correlation structure
To further evaluate the efficiency of the Gibbs algorithm, the spatial correlation structure of the simulated rain fields is also analyzed by comparing the average variogram of the 456 simulated events with the model used for the simulation (Figure 6 ). One can notice that the spatial correlation structure of the sahelian rain fields is very well reproduced by the model.
Fraction of area over threshold: unspecified property of the model
Several studies have shown the existence of a relation between the areal event rainfall and the fractional area where it rains above a given threshold [e.g. Doneaud et al., 1981; Kedem et Pavlopoulos, 1991] . An important step of the model validation is thus to assess its ability to reproduce this important property which was not specified in the model formulation.
To this end, five classes of points value above a given threshold were constituted. The scatter plots -mean areal rainfall versus fraction area above threshold -of Figure 7 show a similar behavior in the observations and in the simulations (for the simulations a periodicity is observed in the sampling on the fraction of area axis, linked to the regular simulation grid used). The synthetic statistics given in Table 3 also show a good agreement between observations and simulations. The results of the Gibbs sampler are comparable to those obtained with the TBM by Guillot and Lebel (1999b) . The results of Tables 2 and 3 
Spatial disaggregation with the Gibbs sampler
In the previous section, the ability of the Gibbs sampling to reproduce the statistical properties of the Sahelian event rain fields in an unconditional mode was evaluated. In the following, some indications are given on its efficiency in conditional disaggregation mode. To this end, the proposed numerical approach is applied to the conditional simulation of observed events over the study area. Its behavior is tested by comparing the statistical properties of the observed rainfield to those of 50 simulated rainfields sampled at the same space frequency.
Cumulative distribution functions
As a preliminary step, the realism of the spatial disagregation algorithm in terms of cumulative distribution functions (cdf) is studied. The three examples presented here concern the spatial disagregation of the events recorded on the 12/07/1990 and on the 18/07/90 which can be considered as mean events in term of spatial average rain depth and the event recorded on the 08/08/1990 which is typical of a heavy rain event (Table 4) Figure   9 , the closest of the 50 cdfs is compared to the observed cdf), ii) the extreme values are in general overestimated by the model. were extracted from the data base). Then the first 30 simulated fields (out of a total of 50)
were resampled on a 50-point grid similar to the grid of observation, thus providing a set of 1500 (30*50) point values to be compared to the set of 1500 point observations. The corresponding quantile-quantile plots are shown in Figure 10 , showing that they remain close to the one-one line.
Spatial organization of the simulated rain fields
The 12/07/1990 event was chosen to illustrate the diversity of the spatial patterns that can correspond to a given areal rainfall. The observed spatial pattern is shown in Figure 11 .
The high values are located in the center of the study area. The first simulation shown in Figure 12 has an overall pattern very similar to that of the observations. This is only one example chosen in the series of 50 conditional simulations. On the other hand, since the spatial organization of event rain fields are characterized by a high degree of randomness, two events with equal spatial average and equal variance can display very different patterns. This is illustrated by the three others simulated fields shown in Figure 12 and demonstrates the skill of the model in producing a large range of spatial patterns associated to events of equal magnitude (spatial average) and equal dispersion (variance). Table  4 ). The observed fields and simulations are sampled at 50 points. The total number of points in each plot is thus equal to 1500. 
Conclusion
