We consider the multiplicity of solutions for operator equation involving homogeneous potential operators. With the help of Nehari manifold and fibering maps, we prove that such equation has at least two nontrivial solutions. Furthermore, we apply this result to prove the existence of two nonnegative solutions for three types of quasilinear elliptic systems involving (p, q)-Laplacian operator and concave-convex nonlinearities.
Introduction
Let Ω ⊂ R be a bounded domain and 1 < < +∞. We define the Sobolev space 1, (Ω) equipped with the norm
Then we denote = 1, (Ω) × 1, (Ω) and, for ( , V) ∈ , ‖( , V)‖ = ‖ ‖ + ‖V‖ .
It is well known that is a reflexive Banach space. The dual space of is denoted by * . In this paper, we consider the multiplicity results for nonzero solutions of the operator equation
where : → * is a ( , )-Laplacian operator defined by ⟨ ( , V 
Throughout the paper, we will assume the following.
(H 1 ) 1 < < ≤ < .
(H 2 ) There exist ( , V ) ∈ ( = 1, 2) such that 
2
Abstract and Applied Analysis
There are several studies for existence and multiplicity of solutions of the quasilinear elliptic system −Δ = ( , V) , in Ω,
where Ω is a smooth bounded domain of R . See, for example, [1] [2] [3] [4] [5] [6] [7] . In [5] , Brown and Wu considered the semilinear elliptic system −Δ + = + ( ) | | −2 |V| , in Ω,
where Ω is a smooth bounded domain of R , , > 1, and 1 < < 2 < + < 2 * . They found that the above problem has at least two positive solutions if the pair ( , ) is below a certain subset of R 2 . Recently, Afrouzi and Rasouli [3] 
where , > 1, 1 < + < < < * . They proved that the above problem has at least two solutions if 0 < | | /( − ) + | | /( − ) < * . Similar considerations can be found in [1, 4, 6] .
We note that few researchers had used variational method with the help of Nehari manifold to consider semilinear elliptic system involving ( , )-Laplacian operator to the best of our knowledge. In this paper, we will use variational method with the help of Nehari manifold and fibering maps (see [8] ) to prove the existence of at least two nonzero solutions of problem (3) and then apply this result to three types of ( , )-Laplacian systems. These applications extended some of the results in [3] [4] [5] [6] .
This paper is organized as follows. In Section 2, we discuss some of the properties of the Nehari manifold for (3) . In Section 3, we prove that (3) has at least two nontrivial solutions. Applications to ( , )-Laplacian systems with nonlinearities involving both concave and convex terms are given in the last section.
The Properties of the Nehari Manifold
We say ( , V) ∈ is a weak solution of problem (3) if
holds for all ( , ) ∈ . Problem (3) has a variational structure. Let : → R be defined by
where ( , V), ( , V), and ( , V) are defined by (4) . Clearly, the critical points of are the weak solutions of problem (3) . As the energy functional is not bounded below on , it is useful to consider the functional on the Nehari manifold:
Thus ( , V) ∈ N if and only if
Moreover, we have the following result.
Lemma 1. The energy functional is coercive and bounded below on N.
Proof.
Thus, by (6) ,
Without loss of generality, we suppose ‖ ‖ > 1, ‖V‖ > 1; then
where 1 and 2 are constants independent of ( , V). Thus is coercive and bounded below on N.
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Now, we split N into three parts N + , N − , and N 0 defined by
We now derive some basic properties of N + , N − , and
Proof. Consider the optimization problem
By the theory of Lagrange multiplier principle, there exists ∈ R such that
Thus
. Thus = 0 and so ( 0 , V 0 ) = 0. This completes the proof.
Lemma 3. One has
where
Proof. Let ( , V) ∈ N 0 . By (18) and (6),
If ‖V‖ = 0, then it follows from (28)- (29) that
which contradicts (23).
Similarly, ‖ ‖ = 0 is impossible. In view of (29), we have either
is satisfied. In the following, two cases are considered.
By (23), we obtain
and so
The last inequality is equivalent to
Hence, by (28), we infer that
which is equivalent to
On the other hand, we obtain from (29) that
4 Abstract and Applied Analysis Obviously, ( ) attains its minimum at 0 and ( ) attains its maximum at 0 . Furthermore, ( ) is increasing on ( 0 , +∞), ( ) is decreasing on ( 0 , +∞), and
In view of (24)- (25), we have V 0 > 0 and (V 0 ) < ( 0 ) and so
which contradicts (39). Thus N 0 = 0.
Case 2. Suppose that (32) holds. Then, by (24),
Thus (28) and (44) imply
Hence
In view of (23) and (26), we obtain 0 > 0 , ( 0 ) > ( 0 ) and so (‖ ‖ ) ≥ ( 0 ) > ( 0 ), which contradicts (39). Thus N 0 = 0.
In order to get a better understanding of the Nehari manifold, we consider the function ,V ( ) defined by
. By direct computation, we can deduce that
Moreover
if ‖ ‖ > 0 and ‖V‖ > 0. Then the following lemma holds.
Proof . The proof is divided into the following four cases.
Case 1 (‖ ‖ = 0 < ‖V‖ ). In this case,
Thus, by (6), we infer that
In view of (52), we have
and so ( ,V) ( 1 ) > ( , V).
Thus ( ,V) ( 1 ) > ( , V) follows from (51).
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Case 3 (0 < ‖ ‖ ≤ ‖V‖ ). It follows from (49), (50), and (6) that
Since ‖ ‖ ≤ ‖V‖ , we have
which is equivalent to (52).
Case 4 (‖ ‖ > ‖V‖ > 0). In this case, (58) still holds. Thus, in view of (6), we infer
Hence ( ,V) ( 1 ) > ( , V) follows from(51).
By Lemma 4, we have the following.
Lemma 5.
Suppose that (51)-(52) hold. Then, for each ( , V) ∈ \ {(0, 0)} with ( , V) > 0, one has the following.
(ii) If ( , V) > 0, then there are + and − with 0 <
, and decreasing on
, and
Proof. Fix ( , V) ∈ \ {(0, 0)} with ( , V) > 0. By (17) and (19), we infer that
(i) Suppose that ( , V) ≤ 0. Then ( ,V) ( ) = ( , V) has unique solution + ∈ (0, 1 ) and ( ,V) ( + ) > 0.
( ,V) ( + ) > 0, and
we obtain ( / ) ( , V) < 0 for ∈ (0, + ) and ( / ) ( , V) > 0 for > + . Thus ( , V) is decreasing on (0, + ) and increasing on ( + , ∞) and
Thus there are exactly two multiples of lying in N; namely, (
we have ( , V) is decreasing on (0, + ), increasing on ( + , − ), and decreasing on ( − , ∞) and (64) holds.
Similarly, we define
where ( , V) is defined in (4). Clearly lim → 0 + ( ,V) ( ) = 0, lim → ∞ ( ,V) ( ) = −∞, and
If ( , V) > 0, then there is unique 2 = 2 ( , V) such that
Using arguments similar to those in the proof of Lemmas 4 and 5, we have the following. 
(ii) If ( , V) > 0, then there are + and
, and decreasing on ( − , ∞). Moreover
Existence of Nonzero Solutions
In this section, we will give simple proofs of the existence of two nonzero weak solutions, one in N + and one in N − .
Proposition 8. Suppose that (25)-(26) and (51)-(52) hold. Then there exists a minimizer (
Proof. Since is bounded below on N and so on N + , there exists a minimizing sequence {( , V )} ⊂ N + such that
Since is coercive, {( , V )} is bounded in . Thus we may assume, without loss of generality, that ( , V ) ⇀ (
Since ( , V ) ∈ N + , we can infer from (18) that
This implies
Notice that
and, letting → +∞, we obtain ( 
Let 1 ( , V ) be the unique solution of ( ,V ) ( ) = 0 and let 1 ( 
a contradiction. Hence ( , V ) → (
is a minimizer for on N + .
Proposition 9. Suppose that (25)-(26) and (51)-(52) hold. Then there exists a minimizer (
Proof. Similarly as the proof of Proposition 8, there exists a minimizing sequence {( , V )} ⊂ N − and (
Since ( , V ) ∈ N − , we can infer from (18) and (6) that
Then either
is satisfied. That is to say, either ‖ ‖ > 0 or ‖V ‖ > V 0 is satisfied, where 0 and V 0 are defined in Lemma 3. Hence, for all , we obtain from (85) that
Letting → +∞, we get that By Lemma 7, there is unique
In view of (90), we infer that lim inf
This implies Φ(
By Propositions 8 and 9, we can prove our main result read as follows. Proof. By Propositions 8 and 9, there exist (
) are critical points of on and hence are weak solutions of (3).
Remark 11. Inequalities (25), (26), (51), and (52) can be fulfilled provided that 1 or 2 is sufficiently small.
Applications
In this section, we give some applications of Theorem 10.
(I) We consider the multiplicity of nonnegative solutions for the following ( , )-Laplacian system with nonlinear boundary conditions: Abstract and Applied Analysis where , , > 1, Ω ⊂ R is a bounded domain with smooth boundary, , are parameters in R \ {0}, and the weight functions ∈ (Ω) and , ℎ ∈ ( Ω) satisfy the following condition: (A 1 ) + = max{ , 0} ̸ ≡ 0, ± = max{± , 0} ̸ ≡ 0, and ℎ ± = max{±ℎ, 0} ̸ ≡ 0. We consider problem (93) in the framework of the Sobolev space = 1, (Ω) × 1, (Ω). A pair of functions ( , V) ∈ is said to be a weak solution of problem (93) if
hold for all ( 1 , 2 ) ∈ , where is the measure on the boundary. In the following, two cases are considered.
For all ( , V), ( 1 , 2 ) ∈ , we define potential operators , : → * given by
Then we have
By assumption (A 1 ), we have (H 2 ) is satisfied. It is clear that the corresponding energy functional of (93) is defined by
Let , and , be the best Sobolev constant for the embedding of 1, (Ω ) → (Ω) for 1 ≤ < * and the best Sobolev trace constant for the embedding of 1, (Ω) → ( Ω) for 1 ≤ < * , respectively, where
where = ( + )/ , = /( − 1) = ( + )/ , and
Thus (H 3 )-(H 4 ) are satisfied.
Case 2 (1 < < ≤ < + < * ). Let + = , = . Then (H 1 ) is satisfied.
Similarly as before, we have
Thus (H 2 )-(H 4 ) are satisfied.
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By applying Theorem 10, we obtain the following. (II) We consider the multiplicity of nonnegative solutions for the following ( , )-Laplacian system with Dirichlet boundary conditions:
where , , > 1, Ω ⊂ R is a bounded domain with smooth boundary, , are parameters in R \ {0}, and the weight functions , , ℎ ∈ (Ω) satisfy the following condition: (A 2 ) ± = max{± , 0} ̸ ≡ 0, ± = max{± , 0} ̸ ≡ 0, and ℎ + = max{ℎ, 0} ̸ ≡ 0. We consider problem (103) in the framework of the Sobolev space = 1,
A pair of functions ( , V) ∈ is said to be a weak solution of problem (103) if
Thus (H 1 )-(H 4 ) are satisfied. Arguing as before, we obtain the following.
Theorem 13. If 2 < + < ≤ < < * or 1 < < ≤ < + < * , then there exists 0 > 0 such that, for | |+| | < 0 , system (103) has at least two nonnegative solutions (
(III) Finally, we consider the multiplicity of nonnegative solutions for the following ( , )-Laplacian system with boundary conditions containing both convex and concave nonlinearities: 
where , , > 1, Ω ⊂ R is a bounded domain with smooth boundary, , are parameters in R \ {0}, and the weight functions , , ℎ ∈ ( Ω) satisfy the following condition: (A 3 ) ± = max{± , 0} ̸ ≡ 0, ± = max{± , 0} ̸ ≡ 0, and ℎ + = max{ℎ, 0} ̸ ≡ 0. We consider problem (113) in the framework of the Sobolev space = 1, (Ω) × W 1, (Ω). If 2 < + < ≤ < < * , then we let + = , = , and define potential operators , : → * given by
for all ( , V), ( 1 , 2 ) ∈ . By standard Sobolev embedding theorems, we have 
Thus (H 1 )-(H 4 ) are satisfied. Arguing as before, we obtain the following. If 2 < + < ≤ < < * or 1 < < ≤ < + < * , then there exists 0 > 0 such that, for | | + | | < 0 , system (113) has at least two nonnegative solutions ( 
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