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3Abstrat. We derive new examples for algebrai relations of interating
elds in loal perturbative quantum eld theory. The fundamental building
bloks in this approah are time ordered produts of free (omposed) elds.
We give expliit formulas for the onstrution of Poinaré ovariant ones,
whih were already known to exist through ohomologial arguments.
For a large lass of theories the anonial energy momentum tensor is
shown to be onserved. Classial theories without dimensionful ouplings
admit an improved tensor that is additionally traeless. On the example of
ϕ4-theory we disuss the improved tensor in the quantum theory. Its trae
reeives an anomalous ontribution due to its onservation.
Moreover we dene an interating biloal normal produt for salar the-
ories. This leads to an operator produt expansion of two time ordered elds.
Zusammenfassung. Im Rahmen der kausalen Störungstheorie leiten wir
neue Beispiele für algebraishe Relationen wehselwirkender Quantenfelder
her. Wir geben explizite Formeln für die Konstruktion Poinaré kovarianter
zeitgeordneter Produkte freier (zusammengesetzter) Felder an, welhe in
diesem Zugang die Grundbausteine bilden. Bisher war nur deren Existenz
aufgrund kohomologisher Argumente bekannt.
Für eine groÿe Klasse von Theorien zeigen wir die Erhaltung des kanon-
ishen Energie-Impuls-Tensors. Für klassishe Theorien, die keine dimen-
sionsbehafteten Kopplungen enthalten, existiert ein verbesserter Tensor, der
zusätzlih spurfrei ist. Am Beispiel der ϕ4-Theorie untersuhen wir diesen
Tensor in der Quantentheorie. Als Folge der Erhaltung bekommt die Spur
anomale Beiträge.
Darüberhinaus geben wir die Denition eines bilokalen wehselwirk-
enden Normalproduktes für skalare Theorien. Mithilfe des Normalproduktes
nden wir die Operator-Produkt-Entwiklung für das zeitgeordnete Produkt
zweier Felder.
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CHAPTER 1
Introdution
There is a theory whih states that if ever
anyone disovers exatly what the Universe
is for and why it is here, it will instantly
disappear and be replaed by something
even more bizarre and inexpliable . . .  1
Today quantum eld theory (qft) provides the best uniation of lassial
relativisti eld theory with the axioms of quantum mehanis. During the
last deades a high agreement between theoretial preditions and observed
data was ahieved. The theoretial results referring to experimental data from
sattering proesses are usually derived via perturbation theory around the free
quantum eld or around the lassial eld theory. In these regimes either the
oupling or Plank's onstant an be regarded as a small parameter and therefore
perturbation theory seems to apply as a suitable tool.
On the other hand there is no hope to derive any realisti statement about
the strong oupling regime of elementary partile physis from the perturbative
point of view. This subjet is addressed in the formulation of qft on the
lattie where spaetime beomes disrete. In the last years espeially lattie
gauge theory benets from the inreasing omputing power that is available to
desribe the struture of hadrons.
A quite severe drawbak in the formulation of qft is the fat that up to
now no realisti model of an interating non perturbative and ontinuous theory
exists in four dimensions. Therefore the perturbative approah has beome the
most popular one, (see e.g. [IZ85℄). The quantization of free elds as an opera-
tor relation following the priniples of quantum mehanis and speial relativity
onstitutes the starting point. The interation is introdued as a perturbation
and the oupling is treated as an expansion parameter for the interating Green's
funtions. These funtions show two dierent divergenies, ultraviolet and in-
frared ones. The former ones reet the distributional harater of the free eld
operators whereas the latter ones originate from the long range fores arried
by massless partiles. These divergenies are removed in the various proesses
of renormalization, of whih we mention only the most general one given by
BPHZ(L). Unfortunately, all investigations onerning the onvergene of the
perturbation series yield a negative result.
In ontrast to the perturbative formulation of quantum eld theory whih
relies on the existene of some spei models, an axiomati approah to quan-
tum eld theory (also alled algebrai qft) was given by Haag and Kastler
1
to be ontinued on page 85.
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[Haa92℄[and referenes there℄. In their approah the starting point is the exis-
tene of a net of loal algebras of observables. The priniple of loality is taken
into aount by the requirement that spae like separated observables ommute
reeting the fat that measurements on spae like separated experiments an
not inuene eah other. Under the requirement that the Poinaré group is
unitarily implemented and isotony holds the net is ompletely xed. A repre-
sentation of this abstratly dened algebra by operators on a Hilbert spae is
generated through the GNS-onstrution provided one has dened (physially
relevant) states, namely positive normed linear funtionals.
Neither the existene of quantum elds nor of partiles serves as an input and
their orrelation still is a subjet of researh [BH00℄. Espeially the treatment
of non perturbative and model independent eets, like the relation between
spin & statistis turn out to be ustomary appliations of algebrai qft.
An adapted version of perturbative quantum eld theory that ts niely
into the algebrai framework was derived by Bogoliubov, Shirkov [BS76℄ and
Epstein-Glaser [EG73℄. Their approah fouses on the onstrution of a loal
S-matrix as a formal power series of a ompatly supported oupling by the
axioms of ausality and Poinaré ovariane mainly. This S-matrix gives rise to
a loal observable in the algebrai sense [BF96℄, namely the relative S-matrix.
From this funtional interating (omposed) elds are derived whih serve as a
a basis for loal observables onstituting the loal algebras. By the priniples of
loality, the S-matrix only has to be known in the region in whih the interating
algebras live and on whih the oupling is kept xed. No IR-divergenies related
to an innite range of interation appear. Moreover the indutive onstrution
takes are of the UV-renormalization in a very elegant way. The limit in whih
the oupling beomes a onstant over all spaetime like in the usual approah is
referred to as the adiabati limit. Sine all objets are dened by formal power
series the question of onvergene is not addressed in that framework.
Loal perturbation theory was applied suessfully to QED [Sh95℄[and ref-
erenes herein℄. Blanhard and Seneor [BS75℄ have shown that the adiabati
limit for Green's funtions and for Wightman funtions exists for QED and also
for massless ϕ4-theory. Epstein and Glaser already proved the existene of the
adiabati limit in massive theories [EG73℄.
It was shown by Dütsh [Düt97℄ that the Epstein-Glaser denition of Green's
funtions yields the Gell-Man-Low formula in that limit. But for non Abelian
gauge theories the situation is worse. Therefore one tries to avoid the adiabati
limit in general. In [BF00℄ Brunetti and Fredenhagen have shown that a vari-
ation of the interation outside the loalization region only ats as a unitary
transformation on the interating elds. Moreover they have given a purely
algebrai onstrution of the adiabati limit.
The elementary building bloks for the S-matries are the time ordered
produts of (omposed) free elds, i.e. Wik monomials. In their indutive
onstrution ambiguities generially appear through the proess of extending
distributions. Restritions on these extensions are alled normalization ondi-
tions. The requirement of Poinaré ovariane forms the most important one.
Stora and Popineau [SP82℄ and Dütsh et al. [DHKS94℄ ,[Sh95℄[hapter 4.5℄
have given a ohomologial existene proof of suh an extension. In [BPP99℄
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we presented an expliit extension in lowest order and gave a general result in
[Pra99b℄ in form of an indutive onstrution.
Further normalization onditions have been given in [DF99℄. They imply
the interating eld equations. In [Boa99℄ Boas has given a generalization of
these onditions suh that they an be applied to derivative ouplings, too.
In the perturbative onstrution of qft's symmetries play a major role.
In lassial eld theory any symmetry of the Lagrangian gives rise to a on-
served urrent via the Noether proedure. In the orresponding qft one tries
to preserve as many of these symmetries as possible. The breaking of a lassial
symmetry in the quantum theory is alled an anomaly. In [DF99℄ BRST invari-
ane was shown to hold for QED and in [Boa99℄ the result was extended to non
Abelian theories. The orresponding urrent onservation follows from a Ward
identity for time ordered produts involving one (free) urrent. These identities
an be regarded as further normalization onditions.
This thesis fouses on two subjets. The rst deals with translation invari-
ane. In lassial eld theory the energy momentum tensor (emt) is derived as
the Noether urrent subjet to a translation of the elds. In our situation trans-
lation invariane is broken through the oupling term and translation invariane
only holds where the oupling is onstant. We show that the same onserva-
tion equation an be maintained in loal perturbative qft for a quite general
theory without derivative ouplings. This equation is a onsequene of a Ward
identity whih we prove with the methods developed in [DF99, Boa99℄. Our
result oinides with a similar investigation by Lowenstein [Low71℄ who also has
shown the onservation of the anonial emt for ϕ4-theory in the framework of
Zimmermann's normal produt quantization [Zim71, Zim73a℄.
For lassial theories whih possess no dimensionful parameters an improved
emt exists whih is also traeless [CCJ70℄. The improved tensor is derived by
addition of a onserved tensor, alled improvement tensor. On the example of
massless ϕ4-theory we show that in the perturbative loal formulation there still
exists a onserved improvement tensor by a orresponding Ward identity. But
the improved emt inevitably produes the well known trae anomaly [CJ71℄ by
virtue of the ompatibility of both Ward identities. The anomaly is only dened
up to a real parameter related to some normalization hoie. Our result is in
aordane with Zimmermann's analysis [Zim84℄ who also has given a derivation
of the anomaly in terms of normal produts.
The seond fous is on the derivation of an operator produt expansion in
loal perturbation theory. In [Zim71, Zim73b℄ Zimmermann has generalized his
onept of loal normal produts to the ase of biloal normal produts whih
allow for restriting the oordinates to the same value (the same way whih
is allowed in Wik or normal ordering of free elds). With the help of these
objets he found an operator produt expansion of the time ordered produt of
two salar elds as suggested by Wilson [Wil69℄. We give a similar approah
here. The denition of a time ordered produt with a biloal Wik produt in
one entry allows for an operator produt expansion of the time ordered produt
of the orresponding interating elds. We perform the onstrution for ϕ4-
theory. With these interating normal produts we suggest a denition of a
ground state in analogy to the free eld ase. We show that the orresponding
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two point funtion is positive in the sense of formal power series as dened in
[DF99℄.
The thesis is organized as follows. In hapter 2 we review the proess of
quantization of free salar elds whih are the elds that our thesis mainly
deals with.
Chapter 3 introdues the notion of time ordered produts. We use the
formulation of Boas [Boa99℄ where auxiliary variables are used instead of Wik
produts. The indutive onstrution in the form [BF96, BF00℄ is explained.
Then the normalization onditions [DF99, Boa99℄ follow. We ite the solution
of the Poinaré ovariant extension from [BPP99, Pra99b℄.
Interating elds as formal power series aording to Bogoliubov and
Epstein-Glaser [BS76, EG73℄ are introdued in hapter 4.
The emt is disussed in hapter 5. The anonial tensor is shown to be
onserved loally for a quite general theory without derivative ouplings. Its
harge is shown to dene the interating momentum operator. The improved
tensor is studied on the example of massless ϕ4-theory. The trae anomaly is
derived.
In the last hapter 6 we study the ope for the time ordered produt of two
interating salar elds. The expansion follows from a suitable denition of a
biloal time ordered produt.
At the end we give a onlusion and some outlook.
CHAPTER 2
Canonial quantization of free salar elds
We review the proess of quantization for the (bosoni) salar free eld. Our
presentation of the subjet follows the leture notes [Fre99℄. It emphasizes the
possibility to dene the algebra of the quantum eld rst in a purely algebrai
manner. A representation of this algebra by (unbounded) operators on a Hilbert
spae is derived via the GNS-reonstrution one a state on the algebra is given.
With the usual two point funtion dening a quasi free state, the Hilbert spae
beomes the usual symmetri Fok spae.
Minkowski spae is denoted by M and the salar produt is x · y = xy =
ηµνx
µyν .
1. Free quantum eld algebra
We onsider the free salar eld ϕ of mass m whih solves the Klein-Gordon
equation:
Dϕ
.
= (+m2)ϕ = 0. (2.1)
As a hyperboli dierential equation the Klein-Gordon equation possesses
a fundamental solution ∆ ∈ D′(M) with ausal support, supp∆ ∈ V + ∪ V −,
whih solves the equation (in the weak sense):
∆(Df) = 0, ∀f ∈ D(M) (2.2)
and has the following initial values:
∆(0,x) = 0, ∂0∆(0,x) = −δ(x). (2.3)
Then any solution of the dierential equation is ompletely determined by the
initial values at time t:
f(t,x) = φ0(x) ∂0f(t,x) = φ1(x), (2.4)
aording to
f(x0, ·) = ∆(x0 − t) ∗ φ1 + (∂0∆)(x0 − t) ∗ φ0. (2.5)
The distribution ∆ has a unique deomposition into advaned and retarded
Green's funtions:
∆ = ∆ret −∆av, (2.6)
D∆ret,av = δ, supp∆ret
av
∈ V ±, (2.7)
The algebra of observables A is dened as an abstrat algebra generated by
ϕ(f), f ∈ D(M) and the following onditions:
I. f 7→ ϕ(f) is linear,
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II. ϕ(Df) = 0,
III. ϕ(f)∗ = ϕ(f),
IV. [ϕ(f), ϕ(g)] = i 〈∆ ∗ g, f〉 .
The ∗-operation is an algebra involution. The brakets 〈t, f〉 = t(f), f ∈ D(M)
denote the evaluation of the funtional t ∈ D′(M) and the ∗ means onvolution.
The algebra A is uniquely determined as a
∗
-algebra with unit. If the supports
of the test funtions are ontained in a bounded (usually ausally omplete)
spae time region O one talks about the loal algebra of observables A(O).
The ommutation relation is frequently written as
[ϕ(x), ϕ(y)] = i∆(x− y). (2.8)
2. Representations of the observable algebras
A state ω on the observable algebra A is a linear funtional ω : A 7→ C with
the properties:
ω(I) = 1, (2.9)
ω(A∗A) ≥ 0. (2.10)
If a state on A is given one gets a representation of A by operators on a Hilbert
spae via the GNS onstrution. Sine the algebra is generated by ϕ(f) the
state is already determined by the n-point funtions:
ωn(f1, . . . , fn) = ω(ϕ(f1) . . . ϕ(fn)). (2.11)
A speial lass of states is given by the quasi free states: All higher n-point
funtions are ompletely determined by the 2-point funtion ω2. Beause of
(2.10) the 2-point funtion has to full the positivity ondition:∫
dxdy ω2(x, y)f(x)f(y) ≥ 0. (2.12)
3. The Fok spae
From the notions above the onstrution of a representation spae is just an
appliation of the GNS theorem. We start by hoosing a suitable 2-point fun-
tion, whih is given as usual by the positive frequeny part of the ommutator
funtion. This ompletely denes a quasi free state on the algebra, alled the
vauum state ω0.
We begin by introduing some abbreviations. The mass shell is dened by
the hyperboloid
Hm = {p ∈ R4, p2 = m2, p0 > 0}. (2.13)
We denote a four vetor on the mass shell by
Hm ∋ p˜ .= (Ep,p), (2.14)
Ep
.
=
√
p2 +m2. (2.15)
The invariant volume measure on the mass shell is given by
dp˜
.
=
d3p
(2π)32Ep
. (2.16)
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With these abbreviations the ommutator funtion is found to be
∆(x) = −2
∫
dp˜ sin(p˜x). (2.17)
The veriation of this expression only requires to hek if it fulls the Klein-
Gordon equation (2.1) and the right initial values given by (2.3).The positive
frequeny part of ∆ is denoted by ∆+. It is given by:
∆+(x) =
∫
dp˜ e−ip˜x. (2.18)
Corresponding to our state ω0 we dene the 2-point funtion by
ω0(ϕ(f)ϕ(g)) = i 〈f,∆+ ∗ g〉 . (2.19)
Bearing in mind that we are working with distributions we an write this as
ω2(x, y) = i∆+(x− y). (2.20)
Beause of (2.8) and (2.9) the ommutator is given by the asymmetri part of
the 2-point funtion, hene:
i∆(x) = ∆+(x)−∆+(−x). (2.21)
Computing
ω2(f, f) =
∫
dy dxω2(x, y)f(x)f(y) =
∫
dp˜ |f̂(p˜)|2 ≥ 0, (2.22)
we nd that the positivity ondition (2.12) is fulled. Therefore ω2 denes a
positive semi denite salar produt on D(M). This generalizes to a positive
semidenite salar produt 〈·, ·〉 on D(Mn) via
〈f, g〉 .=
∫
dx1 . . . dxndy1 . . . dyn
n∏
i=1
ω2(xi, yi)f(x1, . . . , xn)g(y1, . . . , yn).
(2.23)
Now onsider the spae of sequenes of test funtions (Φn)n≥0 with: Φ0 ∈
C,Φn ∈ D(Mn), and Φn is invariant under any permutation of its arguments.
It is equipped with a positive semidenite salar produt
〈Φ,Ψ〉 .=
∞∑
n=0
〈Φn,Ψn〉 , (2.24)
where the salar produt on the rhs is given by (2.23) for n > 0 and 〈Φ0,Ψ0〉 .=
Φ0Ψ0. The spae
F(D(R4)) .= {Φ,Φn ∈ D(Mn), 〈Φ,Φ〉 <∞}, (2.25)
is the symmetri Fok spae . To dene an ation of ϕ on F(D(M)), we have
to dene an ation on a dense subspae, whih onsists of nite sequenes only,
denoted by
D .= {Φ ∈ F ,∃m ∈ N,Φn = 0,∀n > m} ⊂ F . (2.26)
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The eld operator is deomposed into reation and annihilation operators a-
ording to φ(f) = a(f) + a∗(f). These operators at in Fok spae in the
following way:
(a(f)Φ)n(x1, . . . , xn) =
√
n+ 1
∫
dxdy f(x)ω2(x, y)Φn+1(y, x1, . . . , xn)
(2.27)
(a∗(f)Φ)n(x1, . . . , xn) =
{
0, n = 0,
1√
n
∑n
k=1 f(xk)Φn−1(x1, . . . , 6 k, . . . , xn), n 6= 0.
(2.28)
This automatially implements the ommutation relations (2.8). Dividing out
the ideal N that is generated by the null spae of the salar produt produes a
pre Hilbert spae H = F/N . Beause of (2.22) N onsists of all test funtions
f whose Fourier transform1 f̂(p1, . . . , pn) vanish if at least one momentum pi is
on the mass shell, pi ∈ Hm.
The representative Ω of the lass (1, 0, 0, . . . ) ∈ F is alled the vauum
vetor. It denes a state ω0 on A aording to ω0(A) = (Ω, AΩ). The salar
produt (·, ·) now is the positive denite one on the lasses of H. The state ω0
has the two point funtion ω2.
The relations (2.27), (2.28) uniquely x the higher n-point funtions by ω2
aording to
ω2n+1 = 0, (2.29)
ω2n(x1, . . . , x2n) =
∑
pairings of {1,...,n}
∏
pairs i<j
ω2(xi, xj). (2.30)
Hene ω0 is a quasi free state.
We dene a unitary representation of the proper orthohronous Poinaré
group on F(D(M)) by
(U(L)Φ)n(x1, . . . , xn) = Φn
(
L−1x1, . . . , L−1xn
)
, ∀L ∈ P↑+, (2.31)
with Lx = Λx + a, L−1x = Λ−1(x − a), L = (a,Λ). That U is unitary follows
easily from the fat that ω2 is invariant: ω2(Lx,Ly) = ω2(x, y). Then the eld
operator transforms aording to
U(L)ϕ(x)U(L)−1 = ϕ(Lx). (2.32)
4. A remark on the ommutator funtions
Let us look how the dierent relatives of the ommutator funtions look like
in our onvention. With the support properties and our denition (2.6), (2.7)
we have:
∆ret(x) = θ(x
0)∆(x), (2.33)
∆av(x) = −θ(−x0)∆(x) = ∆ret(−x). (2.34)
1
All onventions and symbols are explained in appendix B
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Inserting the representation (2.17) one nds:
∆ret/av(x) = −
1
(2π)4
∫
d4p
e−ipx
p2 −m2 ± iǫp0 . (2.35)
Another very important distribution emerges from the time ordering of the 2-
point funtion, namely the Feynman propagator.
i∆F (x)
.
= θ(x0)∆+(x) + θ(−x0)∆+(−x) (2.36)
= i∆ret(x)−∆+(−x) (2.37)
= i∆av(x)−∆+(x) (2.38)
= i∆F (−x) (2.39)
= − i
(2π)4
∫
d4p
e−ipx
p2 −m2 + iǫ . (2.40)
Beause of (2.7), ∆F is a Green's funtion, too:
( +m2)∆F = δ. (2.41)
An expliit onguration spae expression of all these distributions an be found
in [Sh95℄[hapter 2.3℄.
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CHAPTER 3
Time ordered produts
In the last hapter we have disussed the free salar quantum eld, obeying
the Klein-Gordon equation. We introdue Wik polynomials of this eld, that
are omposed operators and allow to dene interations, urrents and the energy
momentum tensor, for example. The introdution of a perturbative interation
into the theory requires the denition of time ordered produts (T -produts) of
Wik polynomials. The naive ansatz for a time ordering presription of n Wik
monomials would be
1
T (W1(x1) . . . Wn(xn)) =
=
∑
π∈Sn
θ(x0π(1) − x0π(2)) . . . θ(x0π(n−1) − x0π(n))Wπ(1)(xπ(1)) . . . Wπ(n)(xπ(n)).
(3.1)
Unfortunately the operators are distribution valued and the θ funtion is not
ontinuous at 0. Therefore the above produts are not a priori well dened. As
long as the Wi are linear in the elds (3.1) still works but already at the level of
quadrati Wik monomials in the elds this naive ansatz breaks down leading to
the well know ultra violet divergenies in generi (perturbative) quantum eld
theories. On the other hand we see that (3.1) gives a well dened expression as
long as no points oinide.
In the denition of time ordered produts the arguments are Wik produts
(or linear ombinations of them). Hene dierent (looking) Wik monomials
may be related through free eld equations, e.g. ϕ and −m2ϕ represent the
same objet. It turns out to be useful to solve this degeneration by introduing
an abstrat algebra B of auxiliary variables that is freely generated, as was
shown by Boas [Boa99℄. Then the time ordering beomes a map from B
n
to
operator valued distributions on D. Hene, ommutators and free eld equations
are formulated for rst order T-produts. Moreover this language is adapted
to deal with ouplings ontaining derivated elds, like Yang-Mills for example
[Boa99℄. We present the algebra B in setion 1.
A very elegant solution for the denition of time ordering has been given by
Epstein and Glaser [EG73℄, following ideas of Bogoliubov and Shirkov [BS76℄
and Stükelberg. A more aessible way was suggested by Stora [Sto93℄ and
worked out in detail by Brunetti-Fredenhagen [BF96, BF00, Fre99℄. We review
their solution in setion 2,3. Starting point is a set of axioms from whih the
ausality  deoding the time ordering  is the most important one. Then,
1
If there are also fermions and ghost elds present, this ansatz requires a modiation
involving the sign of the permutation [Boa99℄.
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for every order the produts are determined up to the total diagonal (all points
oinide) by the produts of lower order. Therefore, one is left with an extension
problem that an be solved in distribution theory.
As is well known in quantum eld theory this solution is not unique in
general. Therefore one fores the time ordering to respet ertain symmetry
relations. Moreover it has turned out to be useful to demand two more properties
for the time ordered produts: One deals with the ase that one argument is
a eld (and imply the equations of motion for the interating elds, dened
in the next hapter). The other one relates the normalization of the operators
to a normalization of vauum expetation values [DF99℄. All these onditions
together are alled normalization onditions. They are presented in setion 4.
A very important normalization ondition is given by the property of
Poinaré ovariane. Epstein and Glaser gave a proof of the existene of suh a
T -produt for massive elds [EG73℄. Later Stora-Popineau [SP82℄ and Dütsh
et al. [DHKS94℄, [Sh95℄[hapter 4.5℄ found a ohomologial existene proof that
applies to arbitrary elds. In [BPP99℄ we have worked out their solution into an
expliit form in lowest order perturbation theory. An indutive onstrution for
higher orders was given in [Pra99b℄. These preprints are subjet of setion 5.
1. The algebra of auxiliary variables
This setion follows Boas [Boa99℄. Sine our work fouses on salar elds
we formulate this setion for bosoni elds only and omment on the hanges
that are relevant if fermioni (or ghost) elds are present. The neessary modi-
ations an be found in [Boa99℄.
The algebra B is dened as a freely generated ∗-algebra adapted to the
elds that our quantum theory is formulated with. Assume our model ontains
r elds ϕ1, . . . , ϕr. The ϕi are alled basi generators. Additionally we have to
onsider spaetime derivatives, denoted by ϕi,µ1µ2,.... The elements of the set
G
.
= {ϕi, ϕi,µ1 , ϕi,µ1µ2 , . . . , i = 1, . . . , r} (3.2)
are the generators of B. We dene B as the unital free ommutative algebra
2
generated by the elements of G. There is a natural denition of the derivation
with respet to the generators aording to
3
∂ϕi
∂ϕj
= δji I, (3.3)
∂
∂ϕj
(AB) =
∂A
∂ϕj
B +A
∂B
∂ϕj
, ∀A,B ∈ B, ϕi, ϕj ∈ G. (3.4)
Assume our free quantum eld operators transform under the Lorentz group
aording to
4
U(0,Λ)ϕi(x)U(0,Λ)
−1 = D
(
Λ−1
)
i
j
ϕj(Λx),∀Λ ∈ L↑+, (3.5)
2
Fermions (and ghosts) give rise to a harge and additional (anti-) ommutators. The
orresponding equivalene relation has to be divided out.
3
The derivative beomes graded for fermions (and ghosts).
4
We assume summation over double indies.
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where D is a nite dimensional representation of L↑+ and U is a unitary repre-
sentation of of P↑+ on D. The Lorentz group ats on B as an algebra homomor-
phism, i.e. a linear mapping whih satises
D(Λ)
(∏
i
ϕi
)
=
∏
i
D(Λ)(ϕi), Λ ∈ L↑+, ϕi ∈ G. (3.6)
Hene we only need to speify the ation on the generators:
D(Λ)(ϕi) = D(Λ)i
jϕj , (3.7)
D(Λ) (ϕi,µ1...µn) = Λµ1
ν1 . . .Λµn
νnD(Λ)i
jϕj,ν1...νn . (3.8)
At the end we have additionally a ∗-involution ating on B aording to
(aAB)∗ = aB∗A∗. (3.9)
For one salar eld this is obviously trivial
ϕ∗ = ϕ, and ϕ∗,ν1...νn = ϕ,ν1...νn . (3.10)
Let us mention that the goal of this algebra is that a eld and its derivatives
are treated as independent objets, thus allowing to uniquely dene a derivative
with respet to a generator. This symboli derivation is the same one uses in
lassial mehanis for deriving the Euler-Lagrange equations, for example.
Now we disuss the mapping of elements of B to Wik polynomials on D.
This is obtained by the time ordering map T of one argument:
T : B 7→ Dist1(D), (3.11)
where Dist1 denotes the spae of operator valued distributions on D, namely
the set of linear ontinuous maps D(M) 7→ End(D). The mapping T is C-linear.
But it is no algebra homomorphism sine there exists no produt beause of the
distributional harater of the images. On the generators the map is dened as
follows:
T (ϕi)(x)
.
= ϕi(x) (3.12)
T (ϕi,ν1...νn)(x)
.
= ∂ν1 . . . ∂νnϕi(x). (3.13)
The free elds are quantized aording to
[T (ϕi)(x), T (ϕj)(y)] = i∆ij(x− y), ∀ϕi, ϕj ∈ G ⊂ B. (3.14)
Sine the indies i, j also represent higher generators the orresponding ommu-
tator ontributions are given by
∆i,µ1...µn j,ν1...νm = (−)m∂µ1 . . . ∂µn∂ν1 . . . ∂νm∆ij . (3.15)
The equations of motion read:
DijT (ϕj) = 0, (3.16)
where D is a hyperboli partial dierential operator. Then we dene the map-
ping of general elements of W ∈ B through the impliit formula:
[T (W )(x), T (ϕi)(y)] = iT
(
∂W
∂ϕj
)
(x)∆ji(x− y), (3.17)
ω0 (T (W )(x)) = 0. (3.18)
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As was shown by Boas this xes the T (W ) uniquely: Let W =
∏
i ϕi be a
monomial, then T (W ) =:
∏
i ϕi :. The olons denote Wik (or normal) ordering
whih is dened by the reursion
:I : = I, (3.19)
:ϕi(x) : = ϕi(x), (3.20)
:ϕi1(x1) . . . ϕin(xn) : =:ϕi1(x1) . . . ϕin−1(xn − 1): ϕin(xn) +
−
n−1∑
i=1
ω2iiin(xi, xn) :ϕi1(x1) · · · 6 i . . . ϕin−1(xn−1) : .
(3.21)
Sine (2.30) is just the summation of this reursion we have
ω0 (:ϕi1(x1) . . . ϕin(xn) :) = 0. (3.22)
The normal ordering allows to restrit the distributional operators to any sub
manifold of oiniding points. This provides us with omposed elds like
:ϕ(x)2 :, :ϕ(x)18ϕ(x) :, :∂µϕ(x)∂νϕ(x) :, . . . (3.23)
From the denition (3.19)(3.21) follows, that derivations ommute with the
Wik ordering and the free eld equations hold inside the Wik olons.
Beause of the free eld equations the map T denes a non faithful repre-
sentation of B in Dist1(D).
2. The axioms for time ordered produts
We have related the symboli algebra B to the vetor spae of Wik polyno-
mials by the T operation of one argument. Now we formulate the axioms that
make T a time ordered produt of n arguments that redues to the naive ansatz
(3.1) for non oinident points.
Let us denote elements ofB byWi suh that under the map T :Wi 7→ T (Wi)
represents the Wik polynomials whose time ordering should be dened. The
spae of distributions on D(Mn) with values in End(D) is denoted by Distn(D).
We require the T-produts to full the following axioms:
P1. Well-posedness.The time ordered produts of n symbols denoted by
T (W1, . . . ,Wn)(x1, . . . , xn) are multi linear
5
strongly ontinuous maps
B
n 7→ Distn(D).
P2. Symmetry. The time ordered produts are invariant under any permu-
tation of their arguments,
6
T
(
Wπ(1), . . . ,Wπ(n)
)
(xπ(1), . . . , xπ(n)) = T (W1, . . . ,Wn)(x1, . . . , xn). (3.24)
∀π ∈ Sn.
5
We also allow for the mapping (C∞ ⊗ B)n 7→ Distn(D) aording to
T (f1W1, . . . , fnWn)(x1, . . . , xn) = f(x1) . . . f(xn)T (W1, . . . ,Wn)(x1, . . . , xn), whih for fi =
1, ∀i, redues to the above ase.
6
If fermions or ghost are present there is an additional (-1)-fator orresponding to the
sign of the permutation, see [Boa99℄.
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P3. Causality. Assume the points x1, . . . , xn an by separated by a spae like
hypersurfae, suh that xi & xj,∀i = 1, . . . , k, j = k + 1, . . . , n, with the
notation: x & y ⇔ y 6∈ V +(x). Then the T -produts fatorize:
T (W1, . . . ,Wn)(x1, . . . , xn) =
= T (W1, . . . ,Wk)(x1, . . . , xk)T (Wk+1, . . . ,Wn)(xk+1, . . . , xn). (3.25)
P4. Translation ovariane. Under a translation the T -produt transforms
aording to
(AdU(I, a))T (W1, . . . ,Wn)(x1, . . . , xn) = T (W1, . . . ,Wn)(x1 + a, . . . , xn + a)).
(3.26)
We use the abbreviation T (I)(xI)
.
= T (Wi, i ∈ I) (xi, i ∈ I). The ausality
ondition P3 implies that spae like separated time ordered produts ommute,
sine I ∼ J ⇔ (I & J) ∧ (I . J) implies
T (I ∪ J)(xI∪J ) = T (I)(xI)T (J)(xJ ) = T (J)(xJ )T (I)(xI). (3.27)
We have demanded multi linearity in P1. Therefore it is important that the
arguments of the T -produts are from our algebra B where no equations of mo-
tion hold. Otherwise all time ordered produts ontaining the Wik polynomial
: ϕϕ : + :m2ϕ2 : would be zero for example. Although this hoie provides
for a well dened time ordering presription we enounter a situation where one
needs a non zero denition, i.e. in the energy momentum tensor.
3. The indutive onstrution
The last setion has stated the axioms for time ordered produts. Now
we formulate an indutive onstrution: under the assumption that all prod-
uts are know up to order n − 1 we show how to derive T in order n. This
proedure goes bak to Epstein and Glaser [EG73℄. They determined a ausal
distribution through T -produts of lower order and developed a proedure for
a ausal splitting into a retarded and advaned supported part  analogous to
the deomposition of ∆ into ∆ret and ∆av but also appliable to more singular
distributions. Then the time ordered produt an be expressed by the splitting
solution.
Later, Stora has suggested a method to derive the time ordered produts di-
retly, without the detour using the advaned and retarded distributions [Sto93℄.
Brunetti-Fredenhagen [BF96, BF00℄ have provided a omplete analysis (and
moreover generalized the whole onstrution for the treatment of salar elds
on urved spaetime) based on that idea whih we review here.
3.1. The indution start. If we have no arguments for our T -produt we
set
T (∅) = I ∈ End(D). (3.28)
The T -produts of one argument were already dened in the last setion aord-
ing to
T (W )(x) =:W (x) :∈ Dist1(D). (3.29)
We proeed with the
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3.2. Reursion to higher orders. Assume that all time ordered prod-
uts have been onstruted and satisfy the axioms P1P4. Let us use the
abbreviation N
.
= {1, . . . , n}. Then we dene the sets:
CI .=
{
(x1, . . . , xn) ∈Mn|xi 6∈ V −(xj),∀i ∈ I, j ∈ Ic
}
, (3.30)
and Ic
.
= N \ I is the omplement in N . Let Diagn .= {(x1, . . . , xn) ∈Mn|x1 =
· · · = xn} be the diagonal in Mn, then⋃
I⊂N
I 6=∅
I 6=N
=Mn \Diagn . (3.31)
Then, on any CI we set
TI(N)(xN )
.
= T (I)(xI)T (I
c)(xIc). (3.32)
Now one has to glue together all TI to a distribution on M
n \Diagn. But sine
dierent CI an overlap one has to hek, that the ompatibility ondition7
TI ↾CI∩CJ= TJ ↾CI∩CJ , (3.33)
holds, if CI ∩CJ 6= ∅. But this follows from ausality (P3) in lower orders: Sine
J & Jc and I & Ic we have
TI(N) = T (I)T (I
c) (3.34)
= T (I ∩ J)T (I ∩ Jc)T (Ic ∩ J)T (Ic ∩ Jc) (3.35)
= T (I ∩ J)T (Ic ∩ J)T (I ∩ Jc)T (Ic ∩ Jc) (3.36)
= T (J)T (Jc) (3.37)
= TJ(N), (3.38)
where the two inner T -produts in (3.36) ommute sine Ic ∩ J ∼ I ∩ Jc. Now
we take a loally nite smooth partition of unity {fI}I∈N,I 6=∅,I 6=N onMn\Diagn
subordinate to {C}I∈N,I 6=∅,I 6=N :∑
I⊂N
I 6=∅
I 6=N
fI = 1 on M
n \Diagn, supp fI ⊂ CI . (3.39)
Then we dene:
0T (N)
.
=
∑
I⊂N
I 6=∅
I 6=N
fITI(N). (3.40)
It an be veried that this denition does not depend on the hoie of the
partition of unity {fI} and that 0T is a well dened operator valued distribution
on D(Mn) satisfying P1  P4.
By onstrution
0T is a linear ombination of numerial translation invariant
distributions multiplied with ertain Wik produts:
0T (N)(xN ) =
0t(x1 − x2, . . . , xn−1 − xn) :V1(x1) . . . Vn(xn) : . (3.41)
7
In the following we frequently omit the arguments xI sine they are already determined
by the sets I in T (I).
3. THE INDUCTIVE CONSTRUCTION 23
As was shown by Epstein-Glaser, these produts always exist [EG73℄[Theorem
0℄. Hene the denition of T redues to nding an extension of the numeri-
al distribution
0t to Diagn, whih in dierene oordinates translates into the
problem of extending a distribution to the origin. This problem is addressed in
the next subsetion.
3.3. Extension of distributions to the origin. The solution of this
problem requires the introdution of a quantity that measures the singularity of
the distribution at the origin [Ste71℄.
Definition 1. A distribution t ∈ D′(Rd) has saling degree s at x = 0, if
s = inf{s′ ∈ R|λs′T (λx) λց0−→ 0 in the sense of distributions}. (3.42)
We set scal deg(t)
.
= s and dene sing ord(t) := [s]− n, the singular order.8
The denition also holds if t ∈ D′(Rd \ {0}). One easily nds that dif-
ferentiation inreases the saling degree while multipliation with x dereases
it:
scal deg(xβt) = scal deg(t)− |β|, (3.43)
scal deg(∂βt) = scal deg(t) + |β|, (3.44)
scal deg(ft) ≤ scal deg(t), (3.45)
for all t ∈ D′(Rd) and f ∈ D(Rd). Now, the solution of the extension problem
depends on the sign of the singular order.
Theorem 1. Let
0t ∈ D′(Rd \ {0}) with saling degree s < n. Then there
exists a unique t ∈ D′(Rd) with saling degree s and t(f) = 0t(f) for all f ∈
D(Rd \ {0}).
Otherwise we introdue the
W -operation. Let Dω(Rd) be the subspae of test funtions vanishing up
to order ω at 0. Dene
W(ω;w) : D(R
d) 7→ Dω(Rd), f 7→ W(ω;w)f,(
W(ω;w)f
)
(x) = f(x)− w(x)
∑
|α|≤ω
xα
α!
(
∂α
f
w
)
(0), (3.46)
with w ∈ D(Rd), w(0) 6= 0.
Now we an disuss the general ase.
Theorem 2. Let
0t ∈ D′(Rd \ {0}) with saling degree s ≥ n. Given w ∈
D(Rd) with w(0) 6= 0 and onstants cα ∈ C for all multi indies α, |α| ≤ ω , then
there is exatly one distribution t′ ∈ D′(Rd) with saling degree s and following
properties:
I. 〈t′, f〉 = 〈0t, f〉 ∀f ∈ D(Rd \ {0}),
II. 〈t′, wxα〉 = cα,
8[s] is the largest integer that is smaller than or equal to s.
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with t′ given by: 〈
t′, f
〉
=
〈
t,W(ω;w)f
〉
+
∑
|α|≤ω
cα
α!
(
∂α
f
w
)
(0). (3.47)
Here t is the unique extension by theorem 1, W(ω;w) is given by (3.46) and ω is
the singular order of
0t.
With these theorems the extension an be done right away. In the ase of
non negative singular order we notie that an ambiguity appears, namely all
hoies of the onstants cα yield a well dened solution. The normalization
ondition in the next setion restrits this freedom further. Before we proeed
to these onditions we introdue the
3.4. Anti time ordered produts. If one wants to dene interating
perturbative elds one ould equally well have started with the denition of
anti hronologial produts, that give a meaning to the expression
T (W1, . . . ,Wn)(x1, . . . , xn) =
=
∑
π∈Sn
θ
(
x0π(1) − x0π(2)
)
. . . θ
(
x0π(n−1) − x0π(n)
)
Wπ(n)
(
xπ(n)
)
. . .Wπ(1)
(
xπ(1)
)
(3.48)
in the ase of oiniding points, orresponding to equation (3.1). The ausality
property that enodes the wanted anti hronologial fatorization reads aord-
ing to P3:
T (N)(xN ) = T (I
c)(xIc)T (I)(xI), if I & I
c. (3.49)
It turns out in the next hapter that the funtional of the anti hronologial
produts is the inverse S-matrix hene we have∑
I∈N
(−)|I|T (I)(xI)T (Ic)(xIc) =
∑
I∈N
(−)|Ic|T (I)(xI)T (Ic)(xIc) = 0. (3.50)
This equation allows a reursive denition of the T -produts of order n by lower
order T - and all order T -produts:
T (N) (yN) = −
∑
I⊂N
I 6=∅
(−)|I|T (I) (xI)T (Ic) (xIc) , (3.51)
= −
∑
I(N
(−)|Ic|T (I) (xI)T (Ic) (xIc) . (3.52)
Expliit solution of the reursion gives:
T (N)(xN ) =
∑
P∈Part(N)
(−)|P |+|N |
∏
Q∈P
T (Q)(xQ). (3.53)
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4. Normalization onditions
As was seen in the last setion the extension proedure that has to be applied
to the numerial distribution
0t in order to dene the T -produts everywhere
produes an ambiguity related to the onstants cα from theorem 2. We formulate
a set of onditions, that apply to these onstants in a way that ertain properties
for the omplete T -produts are fulled. These onditions were introdued in
[DF99℄ and afterwards generalized to the ase, when derivated elds are present
in [Boa99℄.
The rst normalization ondition deals with the possible ourrene of dis-
rete symmetries of
0T . Assume, there is a nite group G ating invariantly on
0T aording to : 0T 7→ 0T a, and 0T a = 0T I for all a ∈ G. The extension of 0T a
is denoted by Ta. We require the extension to be invariant under G, too:
Ta(W1, . . . ,Wn)(x1, . . . , xn) = TI(W1, . . . ,Wn)(x1, . . . , xn), ∀Wi ∈ B, a ∈ G.
(N0)
Obviously this ondition an always be fulled by hoosing
T (W1, . . . ,Wn)(x1, . . . , xn) =
1
|G|
∑
a∈G
Ta(W1, . . . ,Wn)(x1, . . . , xn) (3.54)
This ondition already establishes the orret P,C, T -transformation properties
of the T -produts, see ([Sh95℄). Sine this ondition is quite trivial, we only
talk of a T -produt if it is fulled.
The next ondition implements the onservation of Poinaré ovariane. Let
P↑+ at on End(D) through the representation U . Then we demand:
(AdU(L))T (W1, . . . ,Wn)(x1, . . . , xn) =
= T
(
D
(
Λ−1
)
(W1), . . . ,D
(
Λ−1
))
(Wn))(Lx1, . . . , Lxn), (N1)
for all L = (a,Λ) ∈ P↑+ and the ation of the representation D on B is dened
in (3.7),(3.8). Let us remark that our urrent formulation is redundant sine
N3 already ontains the axiom P4 namely for Λ = I. Nevertheless we stik to
this formulation for the following reason: It was already remarked by Epstein-
Glaser [EG73℄ that translation ovariane is a ruial ondition for the ausal
onstrution. In that ase their theorem 0 always guarantees a solution in the
form (3.41). In ontrast to P4 normalization ondition N1 is not neessary for
performing the indutive onstrution.
Moreover Brunetti-Fredenhagen [BF96, BF00℄ have shown that the indutive
onstrution an also be performed if P4 is replaed by a weaker assumption
formulated with the tehniques of miro loal analysis. Their approah also
applies for urved spaetime. Sine there is no symmetry in a generi spaetime
a normalization ondition like N1 reeting the symmetry of the Minkowski
spae has to be abandoned.
It was shown by Epstein and Glaser [EG73℄ that N1 an be fulled. In the
next setion we derive a proedure for an expliit onstrution.
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The anti time ordered produts were introdued in the last hapter. Then
unitarity is fulled if
T (W1, . . . ,Wn)(x1, . . . , xn)
∗ = T (W ∗n , . . . ,W
∗
1 )(xn, . . . , x1), ∀Wi ∈ B. (N2)
The ∗ on the lhs is the adjoint on D. On the rhs the order of the symbols
is reversed. It an be rearranged using P3. Epstein and Glaser have shown
that N2 an always be satised: Assume it holds to order n − 1 together with
N1. For every normalization T ′ = T (W1, . . . ,Wn) that fulls N1 we an form
T = 12(T
′ + T ′
∗
) whih satises N2. Then N1 is fulled automatially sine U
is unitary: U∗ = U−1.
If we ommute the T -produt with a generator we require (ompare to
(3.17)):
[T (W1, . . . ,Wn)(x1, . . . , xn), ϕi(y)] =
= i
n∑
k=1
T
(
W1, . . . ,
∂Wk
∂ϕj
, . . . ,Wn
)
(x1, . . . , xn)∆ji(xk − y), (N3)
for every Wi ∈ B and ϕi(y) = T (ϕi)(y), ϕi ∈ G. Sine the enter of End(D)
only ontains multiples of the identity [Sh95℄, N3 determines the T -produt
up to a C-number distribution by the T -produts of the sub monomials. This
distribution is given by the vauum expetation value. It was shown by Boas
that N3 an always be satised (together with N1 and N2) and is equivalent
to the ausal Wik expansion:
T (W1, . . . ,Wn)(x1, . . . , xn) =
=
∑
γ1,...,γn
ω0
(
T
(
W
(γ1)
1 , . . . ,W
(γn)
n
)
(x1, . . . , xn)
) :ϕγ1(x1) · · ·ϕγn(xn) :
γ1! · · · γn! (3.55)
Here the γi ∈ Nr are multi indies with one entry for eah of the r generators
in G, i.e.
γi = ((γi)1, . . . , (γi)r) ∈ Nr (3.56)
The W (γi) are derivatives with respet to the generators
W (γi)
.
=
∂|γi|W
∂(γi)1ϕ1 · · · ∂(γi)rϕr
, (3.57)
where |γi| =
∑r
k=1(γi)k. The ϕ
γi
are dened by
ϕγi(x)
.
= T
(
r∏
k=1
ϕ
(γi)k
k
)
(x), (3.58)
and
(γi)!
.
=
r∏
k=1
(γi)k!. (3.59)
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The following normalization ondition is a partial dierential equation on-
erning T -produts with only one generator.
DxijT (W1, . . . ,Wn, ϕj)(x1, . . . , xn, z) =
= i
n∑
k=1
T
(
W1 . . .
∂Wk
∂ϕi
. . .Wn
)
(x1, . . . , xn) δ(xk − z), (N4)
where Wi ∈ B and ϕi ∈ G. This dierential equation an be solved by
T (W1, . . . ,Wnϕi)(x1, . . . , xn, z) =
= i
n∑
k=1
∆Fij(z − xk)T
(
W1, . . . ,
∂Wk
∂ϕj
, . . . ,Wn
)
(x1, . . . , xn) +
+
∑
γ1···γn
ω0
(
T
(
W
(γ1)
1 , · · · ,W (γn)n
)
(x1, . . . , xn)
) :ϕγ1(x1) . . . ϕγn(xn)ϕi(z) :
γ1! . . . γn!
.
(3.60)
All proofs of the ompatibility statements an be found in [Boa99℄. Moreover it
is shown that the normalization onditions also hold in the presene of derivated
elds in theWi. This an be aomplished by a suitable adaption of the dieren-
tial operator Dij , the ommutator funtions ∆ij and the Feynman propagators
∆Fij(x− y) = ω0 (T (ϕi, ϕj)(x, y)).
As we have seen in the last subsetion the denition of T requires an ex-
tension of the numerial distributions of the deomposition (3.55). We do not
want to inrease the saling degree of these distribution in the renormalization
proess. Then the saling degree of the time ordered numerial distributions is
already determined by the dimensions of the symbols from B:
scal deg ω0 (T (W1, . . . ,Wn))
∣∣∣
Diagn
=
n∑
i=1
dimWi, (3.61)
for all monomials Wi ∈ B. Sine in B every W an be deomposed uniquely
into basi generators and derivatives we have aording to this deomposition:
dimW =
∑
i∈Gb
dimϕi +#∂, (3.62)
and the dimension of the bosoni (fermioni) elds is one (3/2).
5. Poinaré ovariane
In the last setion we have demanded Poinaré ovariane to hold for the
T -produts by ondition N2. In the deomposition of the produts aording
to the ausal Wik expansion (3.55) we see that ovariane properties have to
be fulled by the numerial distributions only, sine the Wik produts already
transform orretly under Poinaré transformations. Sine we are working in an
indutive proedure we require ovariane to be fulled in lower orders and have
to provide an extension of the numerial distributions aording to theorem 2
that respets these properties. Therefore the solution of this problem redues
to nding a suitable set of onstants cα.
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Epstein-Glaser [EG73℄ gave an existene proof for the entral solution of the
subtration proedure in ase of a massive theory. It orresponds to the hoie
w = 1 and cα = 0 in theorem 2 whih obviously preserves Lorentz ovariane.
For the massless ase they suggested an averaging over a maximal ompat
subgroup of the omplexied Lorentz group.
Another proof was given by Stora and Popineau [SP82℄[unpublished℄ and
Dütsh et al. [DHKS94℄. A detailed representation an be found in the book
of Sharf [Sh95℄. It is based on ohomologial arguments. We review their
analysis here, adapted to our ase.
In [BPP99℄ we have expliitly alulated the onstants in lowest order per-
turbation theory for salar elds. This solution may also apply in the ase of
speial symmetry in higher orders [Pin99℄. A general solution for higher orders
and arbitrary ovariane ould be derived only reursively in [Pra99b℄. This
setion reviews the ontent of these preprints.
5.1. The subtration proedure. We remind the reader of the subtra-
tion operator W (3.46) whih was neessary to dene the distributional exten-
sion. The W -operation is simplied if we require w(0) = 1 and ∂αw(0) = 0, for
0 < |α| ≤ ω (this was our assumption in [BPP99℄). A test funtion with these
properties an be derived from an arbitrary test funtion by appliation of the
following V -operation (∂µw−1 means ∂µ(w−1)):
Vω : D(R
d) 7→ D(Rd), (Vωw)(x) .= w(x)
∑
|µ|≤ω
xµ
µ!
∂µw−1(0), (3.63)
where w(0) 6= 0 is still assumed. We an write W as(
W(ω;w)f
)
(x) = f(x)−
∑
|α|≤ω
xα
α!
Vω−|α|w ∂αf(0). (3.64)
Let us denote the extension orresponding to this subtration by t(ω;w):〈
t(ω;w), f
〉 .
=
〈
0t,W(ω;w)f
〉
. (3.65)
Adding any polynomial in derivatives of δ up to order ω produes another ex-
tension t(ω;w): 〈
t(ω;w), f
〉
=
〈
t(ω;w), f
〉
+
∑
|α|≤ω
aα
α!
∂αf(0), (3.66)
or rearranging the oeients
=
〈
t(ω;w), f
〉
+
∑
|α|≤ω
cα
α!
∂α
(
fw−1
)
(0) (3.67)
Sine W(ω;w)(wx
α) = W(ω;w)(x
αVω−|α|w) = 0 for |α| ≤ ω, c resp. a are given by
aα =
〈
t(ω;w), x
αVω−|α|w
〉
, cα =
〈
t(ω;w), x
αw
〉
. (3.68)
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They are related through:
aα = cα
∑
|µ|≤ω−|α|
cµ
µ!
∂µw
−1(0), cα = aα
∑
|µ|≤ω−|α|
aµ
µ!
∂µw(0), 1 ≤ |α| ≤ ω,
a0 =
∑
|µ|≤ω
cµ
µ!
∂µw
−1(0), c0 =
∑
|µ|≤ω
aµ
µ!
∂µw(0). (3.69)
The equation for a follows from the Leibnitz rule in (3.67), while the equation
for c is derived from (3.68).
5.2. The G-ovariant extension. We begin dening the notion of a G-
ovariant distribution. So let G be a linear transformation group on Rd i.e.
x 7→ gx, g ∈ G. Then
xα 7→ gαβxβ = (gx)α (3.70)
denotes the orresponding tensor representation. G ats on funtions in the
following way:
(gf)(x)
.
= f(g−1x), (3.71)
so that D is made a G-module. We further have
g(fh) = (gf)(gh), (3.72)
xα∂α(g
−1f) = (gx)αg−1(∂αf), (3.73)
xα∂α(g
−1f)(0) = (gx)α∂αf(0)∀g ∈ G, f, h ∈ D(Rd) (3.74)
Now assume we have a distribution
0t ∈ D′(Rd \ {0}, V ) taking values in a
nite vetor spae V that serves as a representation spae for the group G. The
distribution transforms ovariantly under the Group G as a density, i.e.
0t(gx)|det g| = D(g)0t(x), (3.75)
where D is the orresponding representation. That means:
〈
0t, gf
〉
=
〈
D(g)0t, f
〉 .
= D(g)
〈
0t, f
〉
. (3.76)
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We now investigate the ovariane properties in the extension proess. We
ompute:
D(g)
〈
t(ω;w), g
−1f
〉− 〈t(ω;w), f〉 =
= D(g)
〈
0t,W(ω;w)g
−1f
〉− 〈0t,W(ω;w)f〉
(3.64)
= D(g)
〈
0t, g−1f −
∑
|α|≤ω
xα
α!
Vω−|α|w ∂α(g−1f)(0)
〉
− 〈0t,W(ω;w)f〉
(3.72,3.74)
= D(g)
〈
0t, g−1
(
f −
∑
|α|≤ω
xα
α!
(
gVω−|α|w
)
∂αf(0)
)〉
− 〈0t,W(ω;w)f〉
(3.76)
=
∑
|α|≤ω
〈
0t, xα(I− g)(Vω−|α|w)
〉 ∂αf(0)
α!
.
=
∑
|α|≤ω
bα(g)
∂αf(0)
α!
.
(3.77)
Then (3.77) denes a map from G to a nite dimensional omplex vetor spae.
Now we follow [SP82℄, [Sh95℄[hapter 4.5℄: Applying two transformations
bα(g1g2) =
〈
0t, xα(I− g1g2)(Vω−|α|w)
〉
(3.78)
=
〈
0t, xα ((I− g1) + g1(I− g2)) (Vω−|α|w)
〉
(3.79)
= bα(g1) + |det g1|
〈
0t(g1x), (g1x)
α(I− g2)(Vω−|α|w)
〉
, (3.80)
and omitting the indies we see b(g1g2) = b(g1) + D(g1)g1b(g2), whih is a
1-oyle for b(g). Its trivial solutions are the 1-oboundaries
b(g) = (I−D(g)g)a, (3.81)
and these are the only ones if the rst ohomology group of G is zero. In that
ase we an restore G-ovariane by adding the following ounter terms:〈
tG−cov(ω;w) , f
〉
.
=
〈
t(ω;w), f
〉
+
∑
|α|≤ω
1
α!
aα(w)∂αf(0). (3.82)
The task is to determine a from (3.81) and (3.77):〈
0t, xα(I− g)(Vω−|α|w)
〉
=
[
(I−D(g)g)a]α (3.83)
5.3. Bosoni Lorentz ovariane. The rst ohomology group of L↑+
vanishes [Sh95℄[hapter 4.5 and referenes there℄. We determine a from the last
equation. The most simple solution appears in the ase of Lorentz invariane in
one oordinate. This situation was ompletely analyzed in [BPP99℄ for ∂αw(0) =
δ0α. The following two subsetions generalize the results to arbitrary w, w(0) 6=
0.
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5.3.1. Lorentz invariane in M. If we expand the index α into Lorentz in-
dies µ1, . . . , µn, (3.83) is symmetri in µ1, . . . , µn and therefore a is, too. We
just state our result from [BPP99℄ whih is modied by the generalization of w:
a(µ1...µn) =
(n− 1)!!
(n+ 2)!!
[n−12 ]∑
s=0
(n− 2s)!!
(n− 2s− 1)!!η
(µ1µ2 . . . ηµ2s−1µ2s ×
×
〈
0t, (x2)sxµ2s+1 . . . xµn−1
(
x2∂µn) − xµn)xβ∂β
)
Vω−nw
〉
, (3.84)
if we hoose the fully ontrated part of a to be zero in ase of n being even.
We used the notation
b(µ1...µn) =
1
n!
∑
π∈Sn
bµpi(1)...µpi(n) , b[µ1...µn] =
1
n!
∑
π∈Sn
sgn(π)bµpi(1) ...µpi(n) ,
for the totally symmetri resp. antisymmetri part of a tensor.
5.3.2. Dependene on w. Performing a funtional derivation of the Lorentz
invariant extension with respet to w, only Lorentz invariant ounter terms
appear.
Definition 2. The funtional derivation is given by:
〈
δ
δh
F (h), f
〉
.
=
d
dλ
F (h+ λf)
∣∣∣∣
λ=0
. (3.85)
This denition implies the following funtional derivatives:
〈
δ
δw
t(ω;w)(f), h
〉
= −
∑
|α|≤ω
1
α!
〈
t(ω;w), x
αh
〉
∂α
(
fw−1
)
(0), (3.86)
〈
δ
δw
〈s, Vωw〉 , h
〉
=
∑
|α|≤ω
1
α!
〈
s,W(ω;w)(x
αh)
〉
∂αw
−1(0), (3.87)
for any distribution s ∈ D′(Rd) and f, h ∈ D(Rd).
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Proof. We show how to derive the rst relation. Inserting the denition
we nd:
d
dλ
t(ω;w+λh)(f)
∣∣∣∣
λ=0
=
=
〈
0t,−h
∑
|α|≤ω
xα
α!
∂α
(
fw−1
)
(0) + w
∑
|α|≤ω
xα
α!
∂α
(
fhw−2
)
(0)
〉
,
=
∑
|α|≤ω
1
α!
〈
0t,−hxα∂α
(
fw−1
)
(0) +
+ wxα∂α
(
fw−1
)
(0)
∑
|ν|≤ω−|α|
xν
ν!
∂ν
(
hw−1
)
(0)
〉
= −
∑
|α|≤ω
1
α!
〈
0t, xαW(ω−|α|;w)h
〉
∂α
(
fw−1
)
(0)
= −
∑
|α|≤ω
1
α!
〈
t(ω;w), x
αh
〉
∂α
(
fw−1
)
(0),
(3.88)
where we used Leibnitz rule and rearranging of the summation of the seond
term in the seond line and the the relation xαW(ω−|α|;w)f = W(ω;w)(xαf) on
the last line. The seond equation follows from a similar alulation.
We alulate the dependene of a on w. With (3.87) we get:
〈
δ
δw
a(µ1...µn)(w), f
〉
=
(n− 1)!!
(n+ 2)!!
[n−12 ]∑
s=0
(n− 2s)!!
(n− 1− 2s)!!η
(µ1µ2 . . . ηµ2s−1µ2s ×
×
∑
|β|≤ω−n
∂βw
−1(0)
β!
〈
0t, (x2)sxµ2s+1 . . . xµn−1
(
x2∂µn) − xµn)xβ∂β
)
W(ω−n;w)(xβf)
〉
.
(3.89)
Sine W(ω−n;w)(xβh) is suient regular, we an put the x's and derivatives on
the left and the same alulation like in [BPP99℄ applies. The result is
〈
δ
δw
aµ1···µn(w), f
〉
=
∑
|β|≤ω−n
∂βw
−1(0)
β!
[〈
t(ω;w), x
µ1 · · · xµnxβf
〉
+
−
{
0, n odd,
2(n−1)!!
(n+2)!!
〈
t(ω;w), (x
2)
n
2 xβf
〉
η(µ1µ2 · · · ηµn−1µn), n even.
]
(3.90)
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Using this result and (3.86) we nd:〈
δ
δw
〈
tlinv(ω;w), f
〉
, h
〉
= −
ω∑
n=0
n even
dn
n!

n
2 f(0), (3.91)
dn
.
=
2(n − 1)!!
(n+ 2)!!
∑
|β|≤ω−n
1
β!
〈
t(ω;w), (x
2)
n
2 xβh
〉
∂βw
−1(0),
(3.92)
where we set d0 = 1.
5.4. General Lorentz ovariane. If the distribution
0t depends on more
than one variable,
0txα is not symmetri in all Lorentz indies in general. Sine
xα transforms like a tensor, it is natural to generalize the disussion to the ase,
where
0t transforms like a tensor, too. Assume rank(0t) = r, then D(g)g is the
tensor representation of rank p = r+n, n = |α|, in (3.83). From now on we omit
the indies. So if t ∈ D(Mm \ {0}), we denote by x˜  formerly xα  a tensor of
rank n built of x1, . . . , xm.
To solve (3.83) we proeed like in [BPP99℄. Sine the equation holds for
all g we solve for a by using Lorentz transformations in the innitesimal neigh-
bourhood of I. If we take θαβ = θ[αβ] as six oordinates these transformations
read:
g ≈ I+ 1
2
θαβ l
αβ, (3.93)
with the generators
(lαβ)µν = η
αµδβν − ηβµδαν . (3.94)
Then, for an innitesimal transformation one nds from (3.83):
Bαβ
.
= 2
〈
0t, x˜
m∑
j=1
x
[α
j ∂
β]
j (Vω−nw)
〉
= (lαβ ⊗ · · · ⊗ I+ · · ·+ I⊗ · · · ⊗ lαβ)a,
(3.95)
α, β being Lorentz four-indies. In [BPP99℄ our ability to solve that equation
heavily relied on the given symmetry, whih is in general absent here. Never-
theless we an nd an indutive onstrution for a, orresponding to equation
(29) in [BPP99℄.
We build one Casimir operator on the r.h.s. (the other one is always zero,
sine we are in a (1/2, 1/2)⊗p representation).
The ase p = 1. Just to remind that p is the rank of x˜t, this ours if either
t is a vetor and x˜ = 1, (n = 0), or t is a salar and x˜ = x1, . . . , xm. (3.95) gives:
1
2
lαβB
αβ =
1
2
lαβl
αβa = −3Ia, (3.96)
sine the Casimir operator is diagonal in the irreduible (1/2, 1/2) representa-
tion.
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The ase p = 2. We get
1
2
(lαβ ⊗ I+ I⊗ lαβ)Bαβ = (−6I+ lαβ ⊗ lαβ)a. (3.97)
Sine a is a tensor of rank 2, let us introdue the projetor onto the symmetri
resp. antisymmetri part and the trae:
PµνS ρσ =
1
2
(δµρ δ
ν
σ + δ
ν
ρδ
µ
σ), P
µν
A ρσ =
1
2
(δµρ δ
ν
σ − δνρδµσ ), Pµνη ρσ =
1
4
ηµνηρσ,
(3.98)
P 2 = P, PS + PA = I, PS − PA = τ, (3.99)
where τ denotes the permutation of the two indies. Using (3.94), we nd
1
2
lαβ ⊗ lαβ = 4Pη − τ. (3.100)
Now we insert (3.100) into (3.97). The trae part is set to zero again. At-
ing with PA and PS on the resulting equation gives us two equations for the
antisymmetri and symmetri part respetively. This yields:
a = − 1
16
(PS + 2PA)(lαβ ⊗ I+ I⊗ lαβ)Bαβ . (3.101)
Indutive assumption. Now we turn bak to equation (3.83). We note that
any ontration ommutes with the (group) ation on the rhs. Hene, if we
ontrat (3.95), we nd on the rhs:
ηij(l
αβ ⊗ · · · ⊗ I+ · · ·+ I⊗ · · · ⊗ lαβ)a =
(lαβ ⊗ · · · ⊗ I+ · · ·+ 6 i+ · · ·+ 6 j + · · ·+ I⊗ · · · ⊗ lαβ)(ηija),
where i, j denote the positions of the orresponding indies. Therefore the rank
of (3.95) is redued by two and we an proeed indutively. With the ases
p = 1, p = 2 solved, we assume that all possible ontrations of a are known.
Indution step. Multiplying (3.95) with the generator and ontrating the
indies yields:(
3pI+ 2
∑
τ∈Sp
τ
)
a = −1
2
(lαβ ⊗ · · · ⊗ I+ · · · + I⊗ · · · ⊗ lαβ)Bαβ + 8
∑
i<j≤p
Pηija.
(3.102)
The transposition τ ats on a by permutation of the orresponding indies. For
a general π ∈ Sp the ation on a is given by: πaµ1...µp = aµpi−1(1)...µpi−1(p) . In
order to solve this equation we onsider the representation of the symmetri
groups. We give a brief summary of all neessary ingredients in appendix A.
So let kτ
.
=
∑
τ∈Sp τ be the sum of all transpositions of Sp. Then kτ is in the
enter of the group algebra ASp . It an be deomposed into the idempotents
e(m) that generate the irreduible representations of Sp in ASp .
kτ = hτ
∑
(m)
1
f(m)
χ(m)(τ)e(m). (3.103)
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The sum runs over all partitions (m) = (m1, . . . ,mr),
∑r
i=1mi = p,m1 ≥ m2 ≥
· · · ≥ mr and hτ = 12p(p − 1) is the number of transpositions in Sp. χ(m) is
the harater of τ in the representation generated by e(m) whih is of dimension
f(m). We use (3.103), the orthogonality relation e(m)e(m′) = δ(m)(m′) and the
ompleteness
∑
(m) e(m) = I in (3.102). The expression in brakets on the l.h.s
may be orthogonal to some e(m). The orresponding e(m)a ontribution is any
ombinations of η's and ǫ's ǫ being the totally antisymmetri tensor in four
dimensions  transforming invariantly and thus an be set to zero. We arrive at
a =
∑
(m)
c(m)6=0
e(m)
c(m)
−1
2
(lαβ ⊗ · · · ⊗ I+ · · ·+ I⊗ · · · ⊗ lαβ)Bαβ + 8
∑
i<j≤p
Pηija
 ,
c(m)
.
= 3p + p(p − 1)χ(m)(τ)
f(m)
= 3p +
r∑
i=1
(
b
(m)
i (b
(m)
i + 1)− a(m)i (a(m)i + 1)
)
,
(3.104)
with a = (a1, . . . , ar), b = (b1, . . . , br) denoting the harateristis of the frame
(m), see appendix A. Let us take p = 4 as an example:
idempotent Young frame dimension harater
e(4) f(4) = 1 χ(4)(τ) = 1
e(3,1) f(3,1) = 3 χ(3,1)(τ) = 1
e(2,2) f(2,2) = 2 χ(2,2)(τ) = 0
e(2,1,1) f(2,1,1) = 3 χ(2,1,1)(τ) = −1
e(1,1,1,1) f(1,1,1,1) = 1 χ(1,1,1,1)(τ) = −1
We nd for (3.102)
a =
1
48
(2e(4) + 3e(3,1) + 4e(2,2) + 6e(2,1,1))× r.h.s(3.102). (3.105)
We see that no e(1,1,1,1) appears in that equation. It orresponds to the one
dimensional sgn-representation of S4, so e4a ∝ ǫ.
5.5. Spinorial Lorentz ovariane. This subsetion uses the onventions
of [SU92℄. Any nite dimensional representation of L↑+ an be redued to tensor
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produts of SL(2,C) and SL(2,C) and diret sums of these. A two omponent
spinor Ψ transforms aording to
ΨA = gABΨ
B, (3.106)
where g is a 2× 2-matrix in the SL(2,C) representation of L↑+. For the omplex
onjugated representation we use the dotted indies, i.e.
Ψ
X˙
= gX˙ Y˙Ψ
Y˙
, (3.107)
with gX˙ Y˙ = g
X
Y in the SL(2,C) representation. The indies are lowered and
raised with the ǫ-tensor.
ǫAB = ǫA˙B˙
.
= ǫA˙B˙ , (3.108)
ǫABǫAC = ǫ
BAǫCA = δ
B
C . (3.109)
We dene the Van-der-Waerden symbols with the help of the Pauli matries σµ
and σ˜µ
.
= σµ:
σµ
AX˙ .=
1√
2
(σµ)
AX , σµAX˙
.
=
1√
2
(σ˜Tµ )AX . (3.110)
They satisfy the following relations
σµ
AX˙σνAX˙ = ηµν σµAX˙σ
µ
BY˙ = ǫABǫX˙Y˙ (3.111)
With the help of these we an build the innitesimal spinor transformations
g ≈ I+ 1
2
θαβS
αβ , (3.112)
with the generators
(Sαβ)AB = σ
[αAX˙σβ]BX˙ . (3.113)
Note that the σ's are hermitian: σµAX˙ = σµ
XA˙
. Again we dene the projetors
for the tensor produt. But we have only two irreduible parts:
PS
AB
CD =
1
2
(δACδ
B
D + δ
A
Dδ
B
C ), Pǫ
AB
CD =
1
2
ǫABǫCD, (3.114)
P 2S = PS , P
2
ǫ = Pǫ, PS + Pǫ = I. (3.115)
We get the following identities:
SαβSαβ = S
αβ
Sαβ = −3I, (3.116)
Sαβ ⊗ Sαβ = Sαβ ⊗ Sαβ = 4Pǫ − I, (3.117)
Sαβ ⊗ Sαβ = Sαβ ⊗ Sαβ = 0. (3.118)
In order to have (3.83) in a pure spinor representation we have to deompose
the tensor x˜ into spinor indies aording to
xAX˙
.
= xµσµ
AX˙ . (3.119)
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Assume tx˜ transforms under the u-fold tensor produt of SL(2,C) times the
v-fold tensor produt of SL(2,C) then, for innitesimal transformations, (3.83)
yields:
Bαβ = (Sαβ ⊗ · · · ⊗ I+ · · · + I⊗ · · · ⊗ Sαβ)a, (3.120)
with Bαβ from equation (3.95) in the orresponding spinor representation. The
sum onsists of u summands with one Sαβ and v summands with one S
αβ
with
u, v > n. Multiplying again with the generator and ontrating the indies gives
twie the Casimir on the r.h.s. Inserting (3.116-3.118) yields:
(Sαβ ⊗ · · · ⊗ I+ · · · + I⊗ · · · ⊗ Sαβ)Bαβ
=
(
−3(u+ v)I+ 2
∑
1≤i<j≤u
(4Pǫij − I) + 2
∑
1≤i<j≤v
(4Pǫij − I)
)
a. (3.121)
The sum over u runs over u2 (u− 1) possibilities and similar for v, so we nd the
indution:
a =
1
u(u+ 2) + v(v + 2)
[
−(Sαβ ⊗ · · · ⊗ I+ · · ·+ I⊗ · · · ⊗ Sαβ)Bαβ +
8
( ∑
1≤i<j≤u
Pǫij +
∑
1≤i<j≤v
Pǫij
)
a
]
. (3.122)
It already ontains the indution start for a(AB), a(XY ) and aAX˙ .
5.6. General ovariant BPHZ subtration. We have derived a Lorentz
ovariant renormalization that applies for a general hoie of w. Therefore,
hoosing eip· as test funtion provides for a ovariant renormalization in mo-
mentum spae. The hoie w = eiq· orresponds to subtration at momentum q
[Pra99a℄. Hene q = 0⇔ w = 1 represents BPHZ subtration.
But this hoie leads to infrared divergenies in massless theories. Lowen-
stein and Zimmermann [LZ75℄ have introdued an alternative sheme (alled
BPHZL) that makes use of an auxiliary mass and requires additional subtra-
tions with respet to a parameter whih sales this mass. This also produes a
ovariant renormalization in momentum spae. We ompare their results with
ours in two examples.
We shrink the distribution spae to S′ sine we are dealing with Fourier
transformation. Let x, q, p ∈Mm,
t̂(ω;eiq·)(p)
.
=
〈
t(ω;eiq·), e
ip·〉
(3.123)
=
〈
0t, eip· −
∑
|α|≤ω
(p − q)α
α!
∂qαe
iq·
〉
. (3.124)
It is normalized at the subtration point q, i.e.: ∂αt̂(ω;eiq·)(q) = 0, |α| ≤ ω.
This is always possible for q totally spae like, (
∑
j∈I qj)
2 < 0,∀I ⊂ {1, . . . ,m}
[EG73, Düt℄. If we use the results from above we obtain a ovariant BPHZ
subtration at momentum q by adding
∑
|α|≤ω
i|α|
α! a
αpα to (3.124), aording to
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equation (3.82). For |β| ≥ ω+1, 0txβ is a well dened distribution on S and so
is ∂β 0̂t.
5.6.1. Lorentz invariane on M. We have
Vke
iq· = eiq·
k∑
m=0
1
m!
(−ipx)m, ∂σVkeiq· = iqσeiq· 1
k!
(−ipx)k. (3.125)
Inserting this into (3.84) we nd:
a(µ1...µn) =
=
in(−)ω+1
(ω − n)!
(n− 1)!!
(n+ 2)!!
qσ1 . . . qσω−n
[n−12 ]∑
s=0
(n − 2s)!!
(n− 2s− 1)!!
(
qρ∂
ρ∂(µ1 − q(µ1
)
×
× ηµ2µ3 . . . ηµ2sµ2s+1∂µ2s+2 . . . ∂µn)s∂σ1 . . . ∂σω−n 0̂t(q). (3.126)
Let us onsider two examples namely the sh and the setting sun from massless
salar eld theory. We ompare the results to BPHZL [LZ75℄.
Example 1. The sh graph orresponds to
0t = i
2
2D
2
F ⇒ ω = 0. It needs
no ounter term, sine it is Lorentz invariant. We translate the result of BPHZL
to oordinate spae:
̂
(DF )
2
BPHZL
(p) =
〈(
DF
)2 − (∆F )2 , eip·〉+ 〈(∆F )2 ,W(0;1)eip·〉 . (3.127)
Example 2. Take the setting sun in massless salar eld theory:
0t = i
3
6D
3
F
⇒ ω = 2.
aµ = − i
3
(qσqρ∂
ρ∂σ∂µ − qµqσ∂σ)0̂t(q),
aµν =
1
4
(qρ∂
ρ∂µ∂ν − q(µ∂ν))0̂t(q),
and adding ipµa
µ− 12pµpνaµν restores Lorentz invariane of the setting sun graph
subtrated at q. Renormalization aording to BPHZL gives:
̂
(DF )3
BPHZL
(p) =
〈(
DF
)3 − (∆F )3 ,W(1;1)eip·〉+
+
〈(
∆F
)3
,W(2;1)e
ip·
〉
. (3.128)
5.7. General indution. We only have to evaluate Bαβ with w = eiq· and
plug the result into the indution formulas (3.122) and (3.104).
Bαβ = 2in(−)ω+1
m∑
j=1
∑
|γ|=ω−n
qγ
γ!
q
[α
j ∂
β]
j ∂γ ∂˜
0̂t(q). (3.129)
Here, qj are the m omponents of q hene γ is a 4m index and α, β are four
indies. The tensor (spinor) struture of ∂˜ is given by x˜ in (3.95).
CHAPTER 4
Loal perturbative interating elds
In the previous hapters we have introdued free quantum elds, Wik prod-
uts of these elds and nally time ordered produts of Wik polynomials. It
turns out that this provides a omplete frame for the denition of interating
(perturbative) elds.
1
The S-matrix serves as the generating funtional for time ordered produts
of the interation by smearing with a test funtion of ompat support. After
oupling additional elds into the S-matrix one obtains interating elds and
time ordered produts of them by Bogoliubov's formula [BS76℄.
This situation provides a setting for the introdution of loal observable al-
gebras: We hoose a ausally omplete bounded spaetime region O on whih
the oupling is assumed to be onstant. It was shown by Brunetti and Freden-
hagen [BF96℄ that the interating elds on this region only hange by a unitary
transformation if the interation is hanged outside O. Therefore, algebrai
relations are left invariant.
Let us emphasize that the ourrene of IR-singularities is a onsequene of
performing the adiabati limit where the test funtion of the interation tends to
a onstant. Sine we avoid this limit it is always possible to onstrut the loal
algebras. Espeially for asymptoti free theories like Yang-Mills for example
[Boa99℄ this is an advantage. Here perturbation theory an be regarded as a
valid approximation only for short distanes. The involved elds on these sales
do not orrespond to asymptoti partiles that an be observed in experiments.
Although our work only deals with perturbative elds we remark that Bo-
goliubov's formula for interating elds also applies for the non perturbative
ase.
1. The S-matrix
For a symbol L ∈ B desribing the interation : L :∈ Dist1(D) of our
quantum theory we build the S-matrix:
S(gL ) =
∞∑
n=0
in
n!
∫
dx1 . . . dxn T (gL , . . . , gL )(x1, . . . , xn), (4.1)
where we allowed for the use of gL as an argument in the T -produt as explained
in P1. We also onsider the ase of a sum of dierent ouplings, suh that
gL = g · L = ∑si giLi. The S-matrix is the generating funtional for all
1
Here and in the following the name eld also inludes omposed objets, whih are
Wik polynomials in the free ase.
39
40 4. LOCAL PERTURBATIVE INTERACTING FIELDS
T -produts of the Li:
T (Li1 , . . . ,Lin) (x1, . . . , xn) =
δn
inδgi1(x1) . . . δgin(xn)
S(gL )
∣∣∣
g1=···=gs=0
.
(4.2)
The inverse of S is given by
S(gL )−1 =
∞∑
n=0
(−i)n
n!
∫
dx1 . . . dxn T (gL , . . . , gL )(x1, . . . , xn) (4.3)
whih follows from (3.50) by the inversion of a formal power series. Then S is
a unitary operator on D:
S(gL )−1 = S(gL )∗, (4.4)
beause of normalization ondition N2. Obviously S−1 is the generating fun-
tional of the T -produts:
T (Li1 , . . . ,Lin) (x1, . . . , xn) =
δn
(−i)nδgi1(x1) . . . δgin(xn)
S(gL )−1
∣∣∣
g1=···=gs=0
.
(4.5)
Beause of the ausal fatorization of the T -produts the S-matrix fulls the
following ausal fatorization:
S(fW + gL+ hV ) = S(fW + gL)S(gL)−1S(gL+ hV ), (4.6)
∀f, g, h ∈ D(M),W,L, V ∈ B, if supp f ∩ V −(supph) = ∅ as was shown in
[EG73℄. Espeially in the ase g = 0 this leads to
S(fW + hV ) = S(fW )S(hV ), (4.7)
whih is the ausal fatorization of the T -produts lifted to the funtionals.
2. Interating elds
We now ouple additional soure terms into the loal S-matrix dened above.
This generates a new funtional alled the relative S-matrix aording to:
SgL (hW )
.
= S(gL )−1S(gL + hW ). (4.8)
The relative S-matrix also satises the ausal fatorization equations (4.6),(4.7).
Espeially the latter one reads
SgL (h1W1 + h2W2) = SgL (h1W1)SgL (h2W2) = SgL (h2W2)SgL (h1W1),
(4.9)
if supph1 ∼ supph2 and W1,W2 ∈ B. Hene the relative S-matries ommute
for spae like oupled soures [BF00℄ and may therefore serve as generating
funtionals for loal elds. Then the interating eld WgL orresponding to the
symbol W ∈ B is dened by Bogoliubov's formula [BS76, EG73℄:
WgL (x)
.
=
δ
iδh(x)
SgL (hW )
∣∣∣
h=0
. (4.10)
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Expanding the interating eld (4.10) into a power series results in
WgL (x) =
∞∑
n=0
in
n!
∫
dy1 . . . dynR(gL , . . . , gL ;W )(y1, . . . , yn;x), (4.11)
where the retarded produts (R-produts) are given by
R(W1, . . . ,W(;n);W )(y1, . . . , yn;x)
.
=
∑
I⊂N
(−)|I|T (I)(yI)T (Ic,W )(yIc , x).
(4.12)
With the help of equation (3.50), x an also be put in the T -produts, yielding
=
∑
I⊂N
(−)|I|T (I,W )(yI , x)T (Ic)(yIc).
(4.13)
The word retarded enodes the support properties of the R-produts:
suppR(W1, . . . ,Wn;W )(y1, . . . , yn;x) ⊂
⊂ {(y1, . . . , yn, x) ∈Mn+1, yi ∈ V −(x),∀i = 1, . . . , n}. (4.14)
This an be seen immediately from the ausality property P3 [EG73℄.
2.1. Properties of the interating elds. The properties of the time
ordered produts P1  P4 and the normalization onditions N1  N4 have
immediate onsequenes for the interating elds dened above. Beause of
(3.50) and the denition of R we nd that
IgL = I. (4.15)
Sine the interation L is assumed to be a Lorentz salar, the normalization
onditionN1 implies the onservation of the Poinaré transformation properties:
(AdU(L))WgL (x) =
(
D
(
Λ−1
)
(W )
)
LgL
(Lx),∀L = (a,Λ) ∈ P↑+, (4.16)
where D is the representation of L↑+ aording to (3.7),(3.8). P↑+ ats on D(M)
as a group homomorphism aording to Lf(x) = f(L−1x), f ∈ D(M). The
∗
-involution on the interating elds is given by
(WgL )
∗ = (W ∗)gL , (4.17)
where on the lhs
∗
is the adjoint on D and on the rhs it is given by (3.9),(3.10).
Sine the generating funtionals ommute for spaelike separated soures aord-
ing to (4.9) the interating elds are loal:[
WgL (x), VgL (y)
]
= 0, if x ∼ y. (4.18)
Normalization ondition N4 further implies the interating equations of mo-
tion for the interating basi generator.
Dijϕj gL = −
(
∂L
∂ϕi
)
gL
, ϕj ∈ Gb. (4.19)
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The ommutator of two interating elds was alulated in [DF99℄:
[
WgL (x), VgL (y)
]
= −
∞∑
n=0
in
n!
∫
dy1 . . . dyn
(
R (gL , . . . , gL ,W ;V ) (yN , x; y)+
−R (gL , . . . , gL , V ;W ) (yN , y;x)
)
. (4.20)
2.2. Iterating the interation. Bogoliubov's formula not only denes the
interating elds it also provides for well dened time ordered produts of these
by multiple funtional dierentiation [EG73℄. We have
T (W1, . . . ,Wn)gL (x1, . . . , xn) =
=
δn
inδh1(x1) . . . δhn(xn)
SgL
 n∑
j=1
hjWj
∣∣∣∣
h1=···=hn=0
=
∞∑
m=0
im
m!
∫
dy1 . . . dym ×
×R(gL , . . . , gL ;W1, . . . ,Wn)(y1, . . . , ym;x1, . . . , xn).
(4.21)
The retarded produts are given by
R(V1, . . . , Vm;W1, . . . ,Wn)(yM ;xN )
∑
I⊂M
(−)|I|T (I)(yI)T (Ic, N)(yIc , xN ),
(4.22)
where we used our short hand notation, denoting N = {1, . . . , n} and M =
{1, . . . ,m}. They have retarded support, too:
suppR(V1, . . . , Vm;W1, . . . ,Wn)(y1, . . . , ym;x1, . . . , xn) ⊂
⊂
{
(y1, . . . , ym, x1, . . . , xn) ∈Mm+n, yi ∈
n⋃
j=1
V −(xj),∀i = 1, . . . ,m
}
. (4.23)
Following [DF00a℄ we now study the iteration of the ausal onstrution. We
build the S-matrix of a new interation KgL as a formal power series in h ∈
D(M):
S
(
hKgL
)
=
∞∑
n=0
in
n!
∫
dx1 . . . dxn T (hK , . . . , hK )gL (x1, . . . , xn), (4.24)
whih is aording to (4.21) and the denition of a generating funtional
= SgL (hK ). (4.25)
Then the orresponding relative S-matrix is given by
ShKgL (fWgL ) = S(hKgL )
−1S(hKgL + fWgL ) (4.26)
= SgL (hK )
−1SgL (hK + fW ) (4.27)
= S(gL + hK )−1S(gL + hK + fW ) (4.28)
= SgL+hK (fW ). (4.29)
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This allows to dene the interating (WgL )hKgL -eld and T -produts of them,
orresponding to the eld WgL by the Bogoliubov formula:
(WgL )hKgL (x) =
δ
iδf(x)
ShKgL (fWgL )
∣∣∣
f=0
(4.30)
= WgL+hK (x), (4.31)
beause of (4.29). Espeially in the ase K = L and h = −g the interating
interating eld just returns the free eld.
Now we introdue the general setting whih is used in the following hapters.
The interation Lagrangian L is assumed to lead to a renormalizable quantum
eld theory, hene dimL ≤ 4. Our test funtion2 g is assumed to be onstant
on an open bounded ausally omplete spaetime region O, see gure 1.
O
supp g
g = onst
Figure 1. Observable algebra A(O).
Then we onstrut the interating elds WgL in that region aording to
WgL (f)∀f ∈ D(M) with supp f ⊂ O,W ∈ B. (4.32)
The algebra of these elds is our observable algebra AgL (O). It was shown in
[BF96℄ that any hange of the interation outside the losure of O leads to a
unitary transformation of SgL (W ) independent ofW and hene of all interating
elds. Therefore the interation xes AgL (O) up to unitary equivalene.
2
If we also onsider a sum of ouplings g beomes a vetor.
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CHAPTER 5
The energy momentum tensor
In lassial eld theory any symmetry of the Lagrangian generates a on-
served urrent by the Noether proedure. If the Lagrangian is not invariant but
only shifts by a divergene the same proedure still applies. The urrent whih
is assoiated to a translation of the elds is the energy momentum tensor (emt).
If we have a loalized interation translation invariane is obviously broken and
the emt is onserved only where the loalization funtion is onstant. But this
is already enough in view of our interating observable algebras.
The Lagrangian possesses a further symmetry, namely sale invariane, if
no dimensionful ouplings are present. Callan, Coleman and Jakiw have shown
[CCJ70℄ that in this situation an improved emt an be dened by addition of
a onserved improvement tensor. This improved tensor is also traeless. Con-
tration of this tensor with x denes the onserved dilatation urrent reeting
sale invariane of the Lagrangian.
We pursue another way of dening the improved tensor on the example of the
massless salar eld theory: The equations of motion do not x the Lagrangian
unambiguously. We nd the improved tensor as the emt of an improved La-
grangian. A similar derivation was also given by Kasper [Kas81℄. Sine the
improvement tensor is stritly onserved, the improved emt is only onserved
up to the breaking term of the anonial one, related to the loalization of the
interation. This term also auses a breaking of the dilatation urrent. We
disuss this lassial situation in setion 1.
With the lassial preliminaries we study the quantum theory. In setion 2
we analyze the anonial emt for a family of theories, where the free eld
equation is at least of seond order and the interation ontains no derivated
elds. We nd that exatly the same onservation equation like for the lassi-
al elds an be fulled if we impose a further normalization ondition alled
Ward identity. The Ward identity requires a suitable normalization of T -pro-
duts involving the anonial free energy momentum tensor (as a symbol ∈ B).
We show that the Ward identity an always be satised in setion 3 by using
the indutive method of Dütsh and Fredenhagen in [DF99℄. Our result oin-
ides with a similar result that was derived for the energy momentum tensor
in the framework of Zimmermann's normal produt quantization [Zim73a℄ by
Lowenstein [Low71℄ and also by Zimmermann [Zim84℄. We show that the inter-
ating momentum operator (as the orresponding harge) implements the right
ommutation relation with the interating elds.
In their paper [CJ71℄ Coleman and Jakiw argued that the trae of the
improved energy momentum tensor generates an anomaly in the perturbative
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interating quantum theory. Lowenstein has veried this statement for Zimmer-
mann's normal produts in [Low71℄. Later, Zimmermann has given a derivation
of this anomaly in [Zim84℄. He veried a onjeture by Minkowski [Min76℄ that
it an be normalized to be proportional to the β-funtion of the Callan-Symanzik
equation. This statement already ontains a result of Shroer [Sh71℄ that the
anomaly vanishes if the oupling is a zero of the β-funtion. A more ompre-
hensive result, also overing possible onformal anomalies, was given by Kraus
and Sibold [KS92, KS93℄ using the framework of algebrai renormalization.
In aordane to these results we show in setion 5 that a onserved (up to
the expeted ∂g breaking) improved emt inevitably leads to the trae anomaly
in ϕ4-theory. The denition of the improvement tensor requires a new relation
between interating elds indued by a orresponding Ward identity whih is
proved in setion 6. The simultaneous validity of both Ward identities fores
the trae anomaly to be present. The emt and its improved ounterpart both
dene the same momentum operator. The breaking of dilatations given by the
trae leads to anomalous ontributions to the dimension of the interating elds
desribed in setion 7. We mention that dilatations were also quite reently
studied in loal perturbation theory by Grigore [Gri00℄. But his main fous is
on the S-matrix whereas we fous on the interating elds.
1. The energy momentum tensor in lassial eld theory
We disuss the emt in a lassial eld theory. The Lagrangian depends on
the elds φclassj , j = 1, . . . , r and their rst and seond derivatives. We assume
that it also depends on x expliitely via a oupling term −gL classint whih is
assumed to ontain no derivated elds: L class = L class(φclassl , φ
class
l,µ , φ
class
l,µν , x).
Then the Euler-Lagrange equations read:
∂µ∂ν
∂L class
∂φclassl,µν
− ∂µ∂L
class
∂φclassl,µ
+
∂L class
∂φclassl
= 0. (5.1)
The emt is the urrent assoiated to a spaetime translation of the elds:
φclass(x)→ φclass(x+ a). By the Noether proedure we nd the emt to be:
Θclassµν =
∂L class
∂φclassl,µ
∂νφclassl −
(
∂ρ
∂L class
∂φclassl,µρ
)
∂νφclassl +
+
∂L class
∂φclassl,µρ
∂ρ∂
νφclassl − ηµνL class. (5.2)
In this situation the onservation equation reads:
∂µΘ
classµν = ∂νgL classint . (5.3)
In the following we investigate two spei models:
1.1. The general rst order model. In this subsetion we restrit our-
selves to the ase that there are no twie derivated elds present. The free
Lagrangian is quadrati in the elds φclassj , φ
class
j,µ , j = 1, . . . , r. The interation
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is given by the term above (ontaining no derivated elds).
L
class = L class0 − gL classint (5.4)
L
class
0 =
1
2
Kµνjl ∂µφ
class
j ∂νφ
class
l +
1
2
Gµjl∂µφ
class
j φ
class
l −
1
2
Mjlφ
class
j φ
class
l (5.5)
with Kµνjl , G
µ
jl,Mlj ∈ C. The K,G and M are supposed to possess the following
symmetries: Kµνjl = K
νµ
lj = K
µν
lj , G
µ
jl = −Gµlj and Mjl = Mlj . The Euler-
Lagrange equations read
(Kµνjl ∂µ∂ν +G
µ
jl∂µ +Mjl)φ
class
l
.
= Djlφ
class
l = −g
∂L classint
∂φclassj
. (5.6)
The emt dened by (5.2) is alled the anonial emt. It is given by
Θclassµνcan = Θ
classµν
0 can − ηµνgL classint (5.7)
Θclassµν0 can = K
µρ
lk ∂ρφ
class
l ∂
νφclassk +
1
2
Gµlk∂
νφclassl φ
class
k +
− 1
2
ηµν
(
Kρσlk ∂ρφ
class
l ∂σφ
class
k +G
ρ
lk∂ρφ
class
l φ
class
k −Mlkφclassl φclassk
)
.
(5.8)
In setion 2 we show that the onservation equation (5.3) an also be fulled
in the interating quantum eld theory.
1.2. The massless (φclass)4-theory. If no dimensionful ouplings are pre-
sent, it is always possible to onstrut a onserved and traeless emt. This
tensor is alled the improved emt and was rst introdued by Callan, et. al. in
[CCJ70℄. We derive this tensor in (φclass)4-theory as the emt of an improved
Lagrangian making use of the ambiguity in the denition of the Lagrangian. A
derivation of this kind was already performed by Kasper [Kas81℄.
The equations of motion read:
φclass = −g∂L
class
int
∂φclass
. (5.9)
Sine a total derivative in the Lagrangian does not hange the equations of
motion they originate from both following expressions:
L
class
can =
1
2
∂ρφ
class∂ρφclass − gL classint , (5.10)
L
class
imp =
1
6
∂ρφ
class∂ρφclass − 1
3
φclassφclass − gL classint . (5.11)
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The orresponding emt's are alled the anonial and the improved one, respe-
tively. The rst one already follows from the last subsetion:
Θclassµνcan = ∂
µφclass∂νφclass − 1
2
ηµν∂ρφ
class∂ρφclass + gηµνL classint , (5.12)
Θclassµνimp =
2
3
∂µφclass∂νφclass − 1
3
φclass∂µ∂νφclass + (5.13)
− 1
6
ηµν∂ρφ
class∂ρφclass +
1
12
ηµνφclassφclass (5.14)
= Θclassµνcan −
1
3
Iclassµν , (5.15)
where we have introdued the onserved improvement tensor
Iclassµν = ∂µφclass∂νφclass + φclass∂µ∂νφclass +
− ηµν∂ρφclass∂ρφclass − ηµνφclassφclass (5.16)
=
1
2
(∂µ∂ν − ηµν) (φclass)2. (5.17)
Contrating the indies, we nd ηµνΘ
classµν
imp = 0. The improved tensor gives
rise to the dilatation urrent:
Dclassµ
.
= xνΘ
classµν
imp . (5.18)
Its onservation equation reads:
∂µD
classµ = ηµνΘ
classµν
imp + xν∂µΘ
classµν
imp = x
µ∂µgL
class
int . (5.19)
The dilatation urrent is the Noether urrent orresponding to the saling
φclass(x)→ edαφclass(eαx) with d = 1 of the improved Lagrangian (5.11). On
the other hand we an derive the dilatations from the anonial Lagrangian
(5.10). In this ase we nd:
D˜classµ = xνΘ
classµν
can + φ
class∂µφclass, (5.20)
with the same onservation equation. The zero omponent of the dierene is a
divergene w.r.t. the spae oordinates and therefore does not ontribute to the
harge:
D˜class 0 −Dclass 0 = 1
3
∂j(x
[j∂0])(φclass)2. (5.21)
In setion 5 the orresponding qft is onsidered.
2. The anonial quantum energy momentum tensor
We now disuss the perturbative quantum elds whih are assoiated to the
anonial emt. While for the free theory all equations from lassial eld theory
an be arried over due to the Wik ordering proedure, the interating quantum
elds require a speial normalization whih is implied by a Ward identity. This
identity enables to onserve the lassial struture also in the quantum theory.
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2.1. Free quantum theory. The lassial elds from the last setion may
now serve as the symbols from our auxiliary variable algebra B. For our or-
responding quantum elds ϕj we assume the same equations of motion to be
satised
DjlT (ϕl) = 0. (5.22)
By investigation of the K,G and M we nd that this overs a lot of equations
like Klein-Gordon and Dira equation. The ommutator
[T (ϕj)(x), T (ϕk)(y)] = i∆jk(x− y), (5.23)
may therefore be an antiommutator in the ase of Fermi elds. Now we regard
Θµν0 can ∈ B from (5.8) as a symbol (φclass → ϕ):
Θµν0 can = K
µρ
lk ∂ρϕl∂
νϕk +
1
2
Gµlk∂
νϕlϕk +
− 1
2
ηµν
(
Kρσlk ∂ρϕl∂σϕk +G
ρ
lk∂ρϕlϕk −Mlkϕlϕk
)
. (5.24)
Then T (Θµν0 can) =: Θ
µν
0 can : denes the free anonial quantum emt. Sine the
equations of motion hold inside the Wik ordering we maintain the onservation
∂µ :Θ
µν
0 can := 0. (5.25)
2.2. Interating quantum theory. Applying the framework of pertur-
bative interating elds introdued in the last hapter we investigate the on-
sequenes of swithing on an interation. We assume that the interation L
ontains no derivated elds. Corresponding to the free anonial emt we on-
strut the interating ounterpart. Aording to (4.10) we have:
Θµν0 cangL (x)
.
=
∞∑
n=0
in
n!
∫
dy1 . . . dynR(gL , . . . , gL ; Θ
µν
0 can)(y1, . . . , yn;x).
(5.26)
But this is only the part orresponding to the free elds. The total tensor
Θµνcan gL reeives another ontribution from the interation (p. (5.7)):
Θµνcan gL
.
= Θµν0 cangL + η
µνgLgL . (5.27)
Sine g is of ompat support global translation invariane is broken. Hene
we expet the onservation equation to be satised that takes aount of the
non-invariane of the oupling funtion (p. (5.3)):
∂µΘ
µν
can gL = ∂
νgLgL . (5.28)
If this equation is true, we have loal onservation on O:1
Θµνcan gL (∂µf) = 0, ∀f with supp f ⊂ O. (5.29)
Equation (5.28) is the main statement. We now give a formulation in terms
of the perturbative ontributions. It omes out that the onservation an be
ompletely disussed on the level of T -produts. The orresponding equation is
a Ward identity involving the free anonial emt.
1
We have assumed g ↾O= const ⇒ ∂µg ↾O= 0.
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Inserting the denition ofΘµνcan gL from (5.27) we see that (5.28) is equivalent
to
∂µΘ
µν
0 cangL = −g ∂νLgL . (5.30)
We expand this into the formal power series in the oupling. The rhs beomes
− g∂νLgL (x) =
= −g(x)
∞∑
n=0
in
n!
∫
dy1 . . . dyn ∂
ν
xR (L , . . . ,L ;L ) (y1, . . . , yn;x) g(y1) . . . g(yn)
= i
∞∑
n=0
in+1
n!
∫
dy1 . . . dyn+1 g(y1) . . . g(yn+1)×
× 1
n+ 1
n+1∑
k=1
∂νxR (L , . . . , 6 k, . . . ,L ;L ) (y1, . . . , 6 k, . . . , yn+1;x)δ(yk − x)
= i
∞∑
n=1
in
n!
∫
dy1 . . . dyn g(y1) . . . g(yn)×
×
n∑
k=1
∂νxR (L , . . . , 6 k, . . . ,L ;L ) (y1, . . . , 6 k, . . . , yn;x)δ(yk − x).
(5.31)
The expansion of Θµν0 cangL was already given at the beginning. Then (5.30) is
fulled if
∂xµR (L , . . . ,L ; Θ
µν
0 can) (y1, . . . , yn;x) =
= i
n∑
k=1
∂νxR (L , . . . , 6 k, . . . ,L ;L ) (y1, . . . , 6 k, . . . , yn;x)δ(yk − x) (5.32)
is satised to all orders. The R-produts are ompletely determined in terms of
the T -produts (4.12). We show that it is suient to prove the following Ward
identity:
2
∂xµT (W1, . . . ,Wn,Θ
µν
0 can) (y1, . . . , yn, x) =
= i
n∑
k=1
δ(yk − x)∂νkT (W1, . . . ,Wn) (y1, . . . , yn), (WI 1)
for allWi ∈ B whih are (not neessarily proper) sub monomials of the oupling
L . We therefore prove the statement for all Wi ∈ B that ontain no derivated
elds and have dim ≤ 4.
2
The index on the derivative on the rhs refers to the respetive y-oordinate.
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The Ward identity WI 1 an be integrated to the funtional equation:
∂xµ
δ
iδfµν(x)
S
(
gL + f ·Θ0 can +
s∑
j=1
hjWj
)∣∣∣∣
f=0
=
= −
(
g(x)∂νx
δ
iδg(x)
+
s∑
j=1
hj(x)∂
ν
x
δ
iδhj(x)
)
S
(
gL +
s∑
j=1
hjWj
)
. (5.33)
Multiplying with S(gL )−1 from the left and expanding in powers of the oupling
yields (5.32). Using
δ
iδf
S(gL + f ·Θ0 can)−1
∣∣∣∣
f=0
= −S(gL )−1 δ
iδf
S(gL + f ·Θ0 can)
∣∣∣∣
f=0
S(gL )−1
(5.34)
we nd that (5.33) also holds for the inverse funtional. This implies the or-
responding Ward identity for the T -produts to have a minus sign. A simple
alulation also shows that (5.33) implies
∂xµ
δ
iδfµν(x)
SgL+f ·Θ0 can(hW )
∣∣∣
f=0
=
= −
(
g(x)∂νx
δ
iδg(x)
+ h(x)∂νx
δ
iδh(x)
)
SgL (hW ). (5.35)
Expanding this equation in n'th order g and rst order h results in the following
identity for the R-produts:
∂x1µ R (N,Θ
µν
0 can;W ) (yN , x1;x2) = i
∑
k∈N
δ(yk − x1)∂νkR(N ;W ) (yN ;x2) +
+ iδ(x2 − x1)∂νx2R(N ;W ) (yN ;x2) . (5.36)
The next setion gives a proof of WI 1.
3. Proof of the Ward identity
Dütsh and Fredenhagen have presented a very general framework for prov-
ing a Ward identity of this kind in [DF99℄. It was generalized by Boas [Boa99℄
in the presene of derivated elds. This is our situation here and we apply their
methods. The strategy is as follows: A possible violation of the Ward identity is
alled an anomaly. Sine all T -produts are supposed to full the normalization
onditions N0  N4 we perform a double indution, one over n and one over
the degree (number of generators) of the Wik monomials. We assume that the
anomaly in both lower orders is zero.
• Step 1. The ommutator of the anomaly with the free elds vanishes.
Therefore it an appear only in the vauum setor.
• Step 2. If oneWi is a generator (whih is the lowest degree sub monomial),
the anomaly vanishes due to N4.
• Step 3. Beause of N1 and the indution on n, the anomaly is a Poinaré
ovariant C-number distribution with support on the total diagonal. We
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show that it vanishes by an appropriate normalization, i.e. adding a δ-
polynomial with the right symmetry properties (N0).
3
To save some spae we use the short hand notations from above. We dene
the anomaly a by:
aν (x, yN )
.
= ∂xµT (Θ
µν
0 can, N) (x, yN )− i
n∑
k=1
δ(yk − x)∂νkT (N) (yN) . (5.37)
Step 1. We ommute the anomaly with the free elds.
4
We use a double
indution, one on n and the other on the degree of the Wik sub monomials.
Using (N3) we need the sub monomials of Θµν0 can:
∂Θµν0 can
∂ϕj
= −1
2
Gµjl∂
νϕl +
1
2
ηµνGρjl∂ρϕl + η
µνMjlϕl (5.38)
∂Θµν0 can
∂ϕj,ρ
, = Kµρjl ∂
νϕl + 2η
ν(ρK
µ)σ
jl ∂σϕl + η
ν(ρG
µ)
jl ϕl. (5.39)
We expliitely distinguished between the basi generators and the rst order
ones. Here and in the following the sums only run over the basi genera-
tors therefore. Equations (5.38),(5.39) are linear in the elds. We demand
T -produts ontaining one derivated basi generators to full the following
normalization:
5
∂xµT (ϕj , N)(x, yN ) = T (∂µϕj , N) (x, yN ). (5.40)
This translates into
∂µϕj gL (x) = (∂µϕj)gL (5.41)
3
If the urrent itself is a sub monomial of the oupling, this may lead to non trivial
onditions like in [DF99℄.
4
We use the symbols ϕl,µ and ∂µϕl synonymously.
5
Beause of (3.60) this means ω0(T (ϕj,µ, ϕk)(x, y)) = ∂
x
µω0(T (ϕj , ϕk)(x, y)). If the elds
ϕj , ϕk are bosoni with mass dimension 1 this is automatially fulled beause of the negative
singular order. In the ase of two Fermi elds with mass dimension
3
2
and non vanishing
antiommutator, e.g. ψ,ψ we have: ω0(T (ψ,µ, ψ)(x, y)) = i∂µS
F (x − y) + cγµδ(x − y). The
normalization (5.40) requires c = 0.
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for the interating elds. We alulate the following relevant term:
∂xµ
{
T
(
∂Θµν0 can
∂ϕj
, N
)
(x, yN )∆ji(x−z)+T
(
∂Θµν0 can
∂ϕj,ρ
, N
)
(x, yN ) ∂ρ∆ji(x−z)
}
=
= ∂xµ
{
∆ji(x− z)
[
−1
2
Gµjl∂
ν
x +
1
2
ηµνGρjl∂
x
ρ + η
µνMjl
]
+
+ ∂ρ∆ji(x− z)
[
Kµρjl ∂
ν
x + η
νρKµσjl ∂
x
σ − ηµνKρσjl ∂xσ +
+
1
2
ηνρGµjl −
1
2
ηµνGρjl
]}
T (ϕl, N) (x, yN )
=
(
−∂µ∆ji(x− z)Gµjl∂νx +Mjl∆ji(x− z)∂νx +
+ ∂µ∂ρ∆ji(x− z)Kµρjl ∂νx + ∂ν∆ji(x− z)Mjl +
+ ∂ν∆ji(x− z)Gµjl∂xµ + ∂ν∆ji(x− z)Kµσjl ∂xµ∂xσ
)
T (ϕl, N) (x, yN )
=
(
Dlj∆ji(x− z)∂νx + ∂ν∆ji(x− z)Dxjl
)
T (ϕl, N) (x, yN )
= ∂ν∆ji(x− z)DxjlT (ϕl, N) (x, yN ) ,
(5.42)
sine ∆ is a solution of the free eld equation. Now we ommute the anomaly
with the free basi elds and use N3:
[aν (x, yN ) , ϕi(z)] =
= ∂xµ [T (Θ
µν
0 can, N) (x, yN ) , ϕi(z)] +
− i
n∑
k=1
δ(yk − x)∂νk [T (N) (yN ) , ϕi(z)]
= i∂xµ
{
T
(
∂Θµν0 can
∂ϕj
, N
)
(x, yN )∆ji(x− z) +
+ T
(
∂Θµν0 can
∂ϕj,ρ
, N
)
(x, yN ) ∂ρ∆ji(x− z)
}
+
+ i
n∑
l=1
∂xµT
(
Θµν0 can,W1 . . . ,
∂Wl
∂ϕj
, . . . ,Wn
)
(x, yN )∆ji(yl − z) +
+
n∑
k=1
δ(yk − x)∂νk
{
n∑
l=1
T
(
W1, . . . ,
∂Wl
∂ϕj
, . . . ,Wn
)
(yN )∆ji(yl − z)
}
.
(5.43)
If the derivative on the last line ats on T it anels the third line by the
indution hypothesis. Only the term with l = k and the derivative on∆ remains.
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The δ funtion allows to put yk = x and by inserting (5.42) we end up with
= ∂ν∆ji(x− z)
[
iDxjlT (ϕl, N) (x, yN ) + (5.44)
+
n∑
k=1
δ(yk − x)T
(
W1, . . . ,
∂Wk
∂ϕj
, . . . ,Wn
)]
(5.45)
= 0, (5.46)
beause of (N4). Sine the Ward identity ommutes with all free elds the
anomaly is a C-number. Beause of the ausal Wik expansion (3.55) it an
only appear in the vauum setor:
aν(x, yN ) = 〈Ω, aν(x, yN )Ω〉 . (5.47)
Step 2. We prove that the Ward identity is ompatible with the normal-
ization ondition (N4). Using the equivalent formulation (3.60)
〈Ω, T (N,ϕi) (yN , z) Ω〉 =
= i
n∑
k=1
∆Fij(z − yk)
〈
Ω, T
(
W1, . . . ,
∂Wk
∂ϕj
, . . . ,Wn
)
(yN ) Ω
〉
+
− i
n∑
k=1
∂ρ∆
F
ij(z − yk)
〈
Ω, T
(
W1, . . . ,
∂Wk
∂ϕj,ρ
, . . . ,Wn
)
(yN ) Ω
〉
.
(5.48)
with ∆Fij(y−x) = 〈Ω, ϕi(y)ϕj(x)Ω〉. Then a alulation along the lines of (5.42)
shows
∂xµ
{
∆Fij(z − x)
〈
Ω, T
(
∂Θµν0 can
∂ϕj
, N
)
(x, yN )Ω
〉
+
− ∂ρ∆Fij(z − x)
〈
Ω, T
(
∂Θµν0 can
∂ϕj,ρ
, N
)
(x, yN ) Ω
〉}
=
=
(
Djl∆
F
ij(z − x)∂νx − ∂ν∆Fij(z − x)Dxjl
) 〈Ω, T (ϕl, N) (x, yN ) Ω〉
=
(
δliδ(z − x)∂νx − ∂ν∆Fij(z − x)Dxjl
) 〈Ω, T (ϕl, N) (x, yN )Ω〉 , (5.49)
sine ∆F is a Green's funtion of the equation of motion: Djl∆
F
ij = Dlj∆
F
ji =
δliδ. We set a
ν (x, yN , z) like before with Wn+1
.
= ϕi and ompute its vauum
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expetation value. We obtain
aν (x, yN , z) =
= i∂xµ
{
∆Fij(z − x)
〈
Ω, T
(
∂Θµν0 can
∂ϕj
, N
)
(x, yN ) Ω
〉
+
− ∂ρ∆Fij(z − x)
〈
Ω, T
(
∂Θµν0 can
∂ϕj,ρ
, N
)
(x, yN )Ω
〉}
+
+ i
n∑
l=1
∆Fij(z − yl)∂xµ
〈
Ω, T
(
Θµν0 can,W1, . . . ,
∂Wl
∂ϕj
, . . . ,Wn
)
(x, yN ) Ω
〉
+
− iδ(z − x)∂νz 〈Ω, T (ϕi, N) (z, yN )Ω〉+
+
n∑
k=0
δ(yk − x)∂νk
{
n∑
l=1
∆Fij(z − yl)
〈
Ω, T
(
W1, . . . ,
∂Wl
∂ϕj
, . . . ,Wn
)
(yN ) Ω
〉}
.
(5.50)
Again, if in the last line the derivative ats on the T -produts these terms anel
the third line by the indution hypothesis. The term l = k with the derivative
on ∆F remains. Inserting (5.49) gives:
= −i∂ν∆Fij(z − x)Dxjl 〈Ω, T (ϕl, N) (x, yN )Ω〉+ (5.51)
−
n∑
k=0
δ(yk − x)∂ν∆Fij(z − yk)
〈
Ω, T
(
W1, . . . ,
∂Wk
∂ϕj
, . . . ,Wn
)
(yN ) Ω
〉
= 0, (5.52)
beause of (N4).
Step 3. We show how the anomaly an be removed by an appropriate
normalization. The above steps have shown that it has the following form:
aν(x, yN ) = ∂
x
µ 〈Ω, T (Θµν0 can, N) (x, yN )Ω〉 − i
n∑
k=1
δ(yk − x)∂νk 〈Ω, T (N) (yN )Ω〉
(5.53)
= Mν(∂)δ(y1 − x) . . . δ(yn − x). (5.54)
Here, ∂ = (∂1, . . . , ∂n) and M
ν
is a Lorentz vetor valued polynomial of degree
≤ 5, sine sing ord 〈Ω, T (Θµν0 can, N),Ω〉 = dimΘµν0 can +
∑n
i=1 dimWi − 4n ≤ 4
aording to (3.61). If Mν(∂) has the form
Mν(∂) =
n∑
i=1
∂iµM
µν
1 (∂), (5.55)
with M1 again a polynomial, the normalization T (Θ
µν
0 can, N) → T (Θµν0 can, N) +
Mµν1 (∂)δ removes the anomaly.
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We show that this is the ase. We introdue the free momentum operator:
6
Pµ
.
=
∫
d3xΘ0ν0 can(x). (5.56)
It is a hermitian operator that annihilates the vauum.
For every (y1, . . . , yn) we take a double one O with yi ∈ O for all i =
1, . . . , n. Choosing a g, with g↾
O
= 1 we deompose ∂µg = aµ − bµ, suh that
supp aµ ∩ (V − + O) = supp bµ ∩ (V + + O) = ∅. We smear out the rst term on
the r.h.s of (5.37) with this g and use the ausal fatorization of the T -produts:∫
dx ∂xµT (Θ
µν
0 can, N) (x, yN ) g(x) = (5.57)
= −Θµν0 can(aµ)T (N) (yN ) + T (N) (yN )Θµν0 can(bµ) (5.58)
= − [Θµν0 can(aµ), T (N) (yN )]− T (N) (yN )Θµν0 can(∂µg).
The seond term vanishes beause Θµν0 can is a onserved urrent. Then, in the
ommutator Θµν0 can(aµ) an be replaed by −P ν , sine T (N) is loalized in O:
= [P ν , T (N) (yN )] . (5.59)
Therefore the vauum expetation value of (5.59) vanishes. Smearing the seond
term of (5.37) with g and taking the vauum expetation value we nd:
i
∫
dx
n∑
j=1
δ(yj − x)∂νj 〈Ω, T (N) (yN) Ω〉 g(x) = i
n∑
j=1
∂νj 〈Ω, T (N) (yN ) Ω〉 = 0,
(5.60)
beause of translation invariane. Hene we get
7∫
dx aν(x, yN ) = 0. (5.61)
To prove (5.55) we work in Fourier spae:
âν(x, p1, . . . , pn) =
∫
dy1 . . . dyn a
ν(x, y1, . . . , yn)e
i(p1y1+···+pnyn)
(5.62)
= Mν(−ip1, . . . ,−ipn)ei(p1+···+pn)x. (5.63)
If we integrate over x and use (5.61) we nd:∫
d4x âν(x, p1, . . . , pn) = (2π)
4Mν(−ip1, . . . ,−ipn)δ(p1 + · · ·+ pn) = 0,
(5.64)
⇒Mν(−ip1, . . . ,−ipn)
∣∣∣
p1+···+pn=0
= 0. (5.65)
6
One has to give some meaning to the formal integral in (5.56). We refer to the method
of Requardt [Req76℄. This shows that a harge like Pµ an be dened for massive theories
in general and for ertain massless theories, if the infrared behaviour is not too bad. We
expliitly show the existene in setion 4 for the massless ϕ4-model. But the same onlusion
also holds if the mass dimension of Θµν0 can is not less than four. This is the ase here, if the
elds in (5.24) ontrated with K are bosoni and the ones ontrated with G are fermioni,
as usual.
7
Note that the rhs of (5.54) is of ompat support in the dierene variables yi − x.
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We set q =
∑n
i=1 pi, and write M˜
ν(q, p1, . . . , pn−1) = Mν(−ip1, . . . ,−ipn). Per-
forming a Taylor expansion at the origin we get:
M˜ν(q, p1, . . . , pn−1) =
degreeM˜ν∑
k=1
∑
|α|+|β|=k
qαpβ
α!β!
∂qα∂
p
βM˜
ν(0, . . . , 0), (5.66)
p = (p1, . . . , pn−1). Beause of (5.65) there are only terms with |α| ≥ 1 in the
seond sum. If we Fourier transform bak into oordinate spae this implies
(5.55).
The normalization term Mµν1 annot be added to the rst two terms of
T (Θµν0 can) only. The next two terms (onf. (5.24)) are multiples of the traes of
the rst ones. This symmetry has to be preserved sine we demand linearity of
the T -produts:
ηµνT (∂
µϕj∂
νϕl, N) = T (∂
µϕj∂µϕl, N) (5.67)
⇒ ηµν(∂µϕj∂νϕl)gL = (∂µϕj∂µϕl)gL . (5.68)
Therefore we add the normalization terms aording to
Kµρlk T (∂ρϕl∂
νϕk, N)→ Kµρlk T (∂ρϕl∂νϕk, N) +
(
Mµν1 −
1
6
ηµνMρ1 ρ
)
(∂)δ,
(5.69)
⇒ Kµρlk T (∂ρϕl∂µϕk, N)→ Kµρlk T (∂ρϕl∂µϕk, N) +
1
3
Mρ1 ρ(∂)δ. (5.70)
If the normalization has to be performed on the other terms we put:
GµlkT (∂
νϕlϕk, N)→ GµlkT (∂νϕlϕk, N) + 2
(
Mµν1 −
1
3
ηµνMρ1 ρ
)
(∂)δ,
(5.71)
⇒ GµlkT (∂µϕlϕk, N)→ GµlkT (∂µϕlϕk, N)−
2
3
Mρ1 ρ(∂)δ. (5.72)
These normalizations remove the anomaly.
4. The interating momentum operator
Now we investigate the interating harge generated by the onserved en-
ergy momentum tensor. It denes the interating momentum operator sine its
ommutator implements the innitesimal ation on AgL (O) aording to:[
Θ0νcan gL (f),WgL (x)
]
= i∂νWgL (x) (5.73)
for all W ∈ B ontaining no derivated elds. The test funtion f ∈ D(M) is
supposed to be f(y) = h(y0) for all y = (y0,y) ∈ M in a neighbourhood of
x+ (V + ∪ V −) and
∫
dy0 h(y0) = 1.
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4.1. Proof of (5.73). We follow the idea of [DF99℄. We use the abbrevia-
tion dyN g(yN )
.
=
∏
i∈N dyig(yi). With the denition of the ommutator (4.20)
the support properties of the R-produts and the hoie of f from above we
have:[
Θ0ν0 can gL (f),WgL (x)
]
=
∫
dy h(y0)
[
Θ0ν0 can gL (y),WgL (x)
]
=
= −
∞∑
n=0
in
n!
∫
dyN dy g(yN )×
×
[
(h(y0)− h(y0 − a) + h(y0 − a))R (N,Θ0ν0 can;W ) (yN , y;x) +
− (h(y0)− h(y0 − b) + h(y0 − b))R (N,W ; Θ0ν0 can) (yN , x; y)],
(5.74)
where Wi = L , i = 1, . . . , n. Sine h has ompat support we an hoose a > 0
and b < 0 big enough that the ontributions of h(y0 − a) and h(y0 − b) vanish
due to the support properties of the R-produts, see gure 1. If we dene the
O
V
−
(x)
V +(x)
supp g
g = const
supp ∂g
supph(y0) x
supp f
supph(y0 − a)
supph(y0 − b)
Figure 1. Supports of f, h, g, ∂g and R-produts.
following two funtions
k(y)
.
= k(y0) =
∫ y0
−∞
dz (h(z) − h(z − a)), (5.75)
k˜(y)
.
= k˜(y0) =
∫ ∞
y0
dz (h(z) − h(z − b)), (5.76)
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the ommutator beomes
[
Θ0ν0 can gL (f),WgL (x)
]
=
=
∞∑
n=0
in
n!
∫
dyN dy g(yN )×
×
[
k(y)∂yµR (N,Θ
µν
0 can;W ) (yN , y;x) + k˜(y)∂
y
µR (N,W ; Θ
µν
0 can) (yN , x; y)
]
= i(k(x) + k˜(x))∂νWgL (x) +
+ i
∞∑
n=1
in
n!
∫
dyN g(yN )×
×
n∑
j=1
[
k(yj)∂
ν
jR (N ;W ) (yN ;x) + k˜(yj)∂
ν
jR (N \ j,W ; j)
(
yN\j, x; yj
)]
= i∂νWgL (x) +
− iη0ν
∞∑
n=1
in
n!
∫
dyN g(yN )×
×
n∑
j=1
[
(h(y0j )− h(y0j − a))R (N ;W ) (yN ;x) +
− (h(y0j )− h(y0j − b))R (N \ j,W ; j)
(
yN\j, x; yj
)]
+
− i
∞∑
n=1
in
n!
∫
dyN
n∑
j=1
g(y1) . . . ∂
νg(yj) . . . g(yn)×
×
[
k(yj)R (N ;W ) (yN ;x) + k˜(yj)R (N \ j,W ; j)
(
yN\j , x; yj
)
,
]
(5.77)
where we have inserted the Ward identities (5.32), (5.36) and used the fat that
k(x) + k˜(x) =
∫
dz h(z)−
∫ x0
−∞
dz h(z − a)−
∫ ∞
x0
dz h(z − b) = 1. (5.78)
The support of f in the time diretion and therefore of h an be made suiently
small, see gure 1. Then the term ∂νg(yj)k(yj)R(N ;W )(yN ;x) vanishes due
to the support of properties. The same is true for the seond term in the last
integrand of (5.77). In the rst integrand the h(y0j − a) and h(y0j − b) an be
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omitted, again. We obtain[
Θ0ν0 can gL (f),WgL (x)
]
=
= i∂νWgL (x) +
− iη0ν
∞∑
n=1
in
n!
∫
dyN g(yN )×
×
n∑
j=1
h(y0j )
[
R (N ;W ) (yN ;x)−R (N \ j,W ; j)
(
yN\j , x; yj
)]
= i∂νWgL (x) +
+ η0ν
∞∑
n=1
in−1
(n− 1)!
∫
dyN
n∑
j=1
g(y1) . . . g(yj)h(y
0
j ) . . . g(yn)×
× 1
n
[
R (N \ j, j;W ) (yN\j , yj;x)−R (N \ j,W ; j) (yN\j, x; yj)]
= i∂νWgL (x)− η0ν
[
LgL (gf),WgL (x)
]
,
(5.79)
sine all terms in the sum of the last integrand are equal beause of the sym-
metry. Hene we nd:[
Θ0νcan gL (f),WgL (x)
]
=
[
Θ0ν0 can gL (f),WgL (x)
]
+ η0ν
[
LgL (gf),WgL (x)
]
= i∂νWgL (x). (5.80)
We show that one an dene a momentum operator aording to
P νgL
.
=
∫
d3xΘ0νcan gL (x
0,x). (5.81)
Due to the denition of interating elds (4.11) we start investigating the free
ontribution. Following the method of Requardt [Req76℄ we onsider the loal-
ized momentum operator:
λP
ν .=
∫
d4x kλ(x
0)hλ(x)Θ
0ν
0 can(x
0,x), (5.82)
with test funtions h ∈ D(R3), h(0) ≡ 1 and k ∈ D(R) with ∫ dx0k(x0) = 1.
We set hλ(x)
.
= h(λx) and kλ(x
0)
.
= λk(λx0). Calulation of the orrelation
funtion of two emts results in:〈
Ω,Θ0µ0 can(x)Θ
0ν
0 can(y)Ω
〉
=
= ∂0∂0D+(x− y)∂µ∂νD+(x− y) + ∂0∂µD+(x− y)∂0∂νD+(x− y) +
− 2η0(µ∂ν)∂ρD+(x− y)∂ρ∂0D+(x− y) +
+
1
2
η0µη0ν∂ρ∂σD+(x− y)∂ρ∂σD+(x− y)
= λ8
〈
Ω,Θ0µ0 can(λx)Θ
0ν
0 can(λy)Ω
〉
,
(5.83)
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sine the massless two-point funtion D+ is homogenous of degree −2. We have
〈Ω, λPµ λP νΩ〉 = λ2
∫
d4xd4y k(x0)k(y0)h(x)h(y)
〈
Ω,Θ0µ0 can(x)Θ
0ν
0 can(y)Ω
〉
,
(5.84)
and this implies limλ→0 ||λP νΩ|| = 0. For an arbitrary Wik polynomial W we
additionally have
lim
λ→0
[λP
ν ,W (x)] = ∂νW (x). (5.85)
The domain D is the linear hull of all Φ = W1(f1) . . . Wr(fr)Ω, with Wi Wik
monomials and fi test funtions. With the derivation property of the ommu-
tator, this denes the momentum P ν = limλ→0 λP ν in a strong limit on D:
PΦΩ = [P,Φ]Ω.
In the interating ontribution of (5.81) the spae integral is restrited to the
hypersurfae of onstant x0 interseting V +(supp g) and hene ompat beause
of the support properties of the R-produts. The interating anonial tensor
further ontains the interation term (f. (5.27)) whih is loalized. Hene the
integral in (5.81) exists.
5. The interating improved tensor in massless ϕ4-theory
This setion treats the possibilities for dening an improved emt. It results
in the unavoidable appearane of the well known trae anomaly. The denition
of a suitable improvement tensor requires the validity of a further dierential
equation involving interating elds. This equation is proved by a orresponding
Ward identity in the next setion.
We onsider the free massless salar eld ϕ. It satises the wave equation
and the ommutation relation:
ϕ = 0, [ϕ(x), ϕ(y)] = iD(x− y), (5.86)
for ϕ(x) = T (ϕ)(x). D is the Pauli-Jordan distribution. The orresponding
Feynman propagator is denoted by DF . The free eld allows to dene a on-
served and traeless improved emt by the expression from lassial eld theory
in form of Wik produts:
:Θµν0 imp : =:Θ
µν
0 can : −
1
3
:Iµν :, (5.87)
:Iµν : =:∂µϕ∂νϕ : + :ϕ∂µ∂νϕ : −ηµν :∂ρϕ∂ρϕ : (5.88)
= ∂µ :ϕ∂νϕ : −ηµν∂ρ :ϕ∂ρϕ : (5.89)
=
1
2
(∂µ∂ν − ηµν) :ϕ2 : . (5.90)
It is well known that the dilatations an be implemented as a unitary sym-
metry on the invariant domain D of Fok spae U : D 7→ D, Uλϕ(x)U−1λ =
λϕ(λx). The innitesimal transformation is given by the ommutator of the
dilatation harge QRD =
∫
dx0 α(x0)fR(x)D
0(x) for suiently large R, where∫
dx0α(x0) = 1 and fR is a smooth version of the harateristi funtion of the
ball of radius R. For large R the ommutator beomes independent of α and
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fR [MR71℄. The dilatation urrent is D
µ
0 (x) = xν : Θ
µν
0 imp(x) :. Sine the sym-
metry is onserved we have limR→∞ ω0([QRD,W ]) = 0, for any observable W =∫
dx1 . . . dxn :W1(x1) : . . . :Wn(xn) :f(x1) . . . f(xn) with Wi ∈ B, fi ∈ D(M).8
Swithing on the interation, the eld equation beomes
ϕgL = −g
(
∂L
∂ϕ
)
gL
. (5.91)
Sine the model is just a speial ase of the general situation disussed in the
last setions this leads to a loally onserved anonial emt (5.24),(5.27),(5.28):
Θµνcan gL = (∂
µϕ∂νϕ)gL −
1
2
ηµν (∂ρϕ∂
ρϕ)gL + gη
µν
LgL . (5.92)
In order to dene an interating improvement tensor based on (5.89) we
require the following identity for some c ∈ R, c 6= 14 :
∂µ (ϕ∂νϕ)gL =
= (∂µϕ∂νϕ)gL + (ϕ∂
µ∂νϕ)gL − cηµν (ϕϕ)gL − cηµνg
(
ϕ
∂L
∂ϕ
)
gL
. (5.93)
The equation is obviously symmetri in µ, ν. We show this identity to be satised
by a orresponding Ward identity in the next setion. The exlusion of the ase
c = 14 is due to the fat that (5.93) has to be satised withWI 1 simultaneously.
Sine the latter one xes the normalization of (∂µϕ∂νϕ)gL the new interating
eld (ϕ∂µ∂νϕ)gL must not appear in a traeless ombination.
Now the improvement tensor is dened by
IµνgL
.
= ∂µ (ϕ∂νϕ)gL − ηµν∂ρ (ϕ∂ρϕ)gL . (5.94)
It is onserved due to the µ, ν-symmetry of (5.93).
∂µI
µν
gL = 0. (5.95)
To disuss the onsequenes of the improvement we introdue the dimension
operator d on monomials W ∈ B aording to:
dW
.
=
∑
r
(r + 1)ϕ,µ1...µr
∂W
∂ϕ,µ1...µr
. (5.96)
The 1 in parenthesis refers to the dimension of the salar eld ϕ. Obviously, d
has integer eigenvalues. In ase of a pure L ∝ ϕ4-interation we have:
dL = ϕ
∂L
∂ϕ
= 4L . (5.97)
Now we dene the interating improved emt aording to (5.15) by:
Θµνimp gL
.
= Θµνcan gL −
1
3
IµνgL . (5.98)
8
Instead of writing limR→∞[Q
R
D,W ] or using the better onvergent denition by Requardt
[Req76℄ we use the expression [D0(f),W ] with a suitable test funtion f .
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But the trae of that tensor is not zero. We nd:
ηµνΘ
µν
imp gL = − (∂ρϕ∂ρϕ)gL + 4gLgL + ∂ρ (ϕ∂ρϕ)gL (5.99)
= (1− 4c)
(
(ϕϕ)gL + g
(
ϕ
∂L
∂ϕ
)
gL
)
. (5.100)
This is the well known trae anomaly of the emt. We see that it is undetermined
up to a multipliative real parameter. The anomaly is zero in ase that one of
the fators vanishes. But this ontradits the non existene of a sale invariant
renormalization.
9
The improved emt denes the same momentum operator:[
Θ0νimp gL (f),WgL (x)
]
=
[
Θ0νcan gL (f),WgL (x)
]
= ∂νWgL (x), (5.111)
9
To show the ontradition we have to treat the two ases
(i) c =
1
4
and (5.101)
(ii) (ϕϕ)
gL
= −g
(
ϕ
∂L
∂ϕ
)
gL
. (5.102)
Assume (i) is true. With
I
µν
0 = ∂
µ
ϕ∂
ν
ϕ+ ϕ∂µ∂νϕ− ηµν∂ρϕ∂
ρ
ϕ−
1
4
η
µν
ϕϕ, (5.103)
I
µν
gL = I
µν
0 gL +
3
4
η
µν
g (dL )
gL
, (5.104)
we ould dene the loally onserved dilatation urrent by
D
µ
gL
.
= xνΘ
µν
imp gL = xν
(
Θµνcan gL −
1
3
I
µν
gL
)
(5.105)
= xν
(
Θµν0 cangL −
1
3
I
µν
0 gL
)
(5.106)
=
(
xν
(
Θµν0 can −
1
3
I
µν
0
))
gL
. (5.107)
The onservation is equivalent to the Ward identity
∂
x
µT (D
µ
, N)(x, yN ) = i
n∑
k=0
δ(x− yk)(dk + yk · ∂k)T (N)(yN), (5.108)
where dk denotes the k'th dimension (see next footnote). Passing to the integrated Ward
identity by integration with a funtion g hosen like in step 3 of setion 3 this leads to
[D0(f), T (N)(yN)] =
n∑
k=1
(dk + yk · ∂
k)T (N)(yN), (5.109)
where f is a test funtion like in setion 4. Sine the dilatations are the innitesimal symmetry
transformations of the unitarily implementable sale transformations on the free eld algebra,
the rhs vanishes in the vauum state ω0. But this implies a sale invariant renormalization
of ω0(T (N)) whih is not possible. Therefore c 6=
1
4
.
If we assume (ii) to be true, the last two terms of (5.93) vanish leading to the onserved
improvement tensor I
µν
gL with
I
µν = ∂µϕ∂νϕ+ ϕ∂µ∂νϕ− ηµν∂ρϕ∂
ρ
ϕ− ηµνϕϕ. (5.110)
The dilatations aording to (5.105) are onserved and both Ward identities (5.108),(5.109)
hold with Dµ replaed by D
µ
0 = xν(Θ
µν
0 can −
1
3
Iµν). Beause of the same argument this is a
ontradition.
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beause the I0νgL -omponent is either a derivative (or divergene) w.r.t. to the
spae omponents and ∂jf(y) = 0, y ∈ V +(x) ∪ V −(x):
I00gL = ∂j
(
ϕ∂jϕ
)
gL
, (5.112)
I0jgL = ∂
j
(
ϕ∂0ϕ
)
gL
. (5.113)
The trae of the improved emt expresses the breaking of sale invariane.
If the dilatations are dened by (p. (5.18))
DµgL = xνΘ
µν
imp gL , (5.114)
we obtain
∂µD
µ
gL = Θimp gL
µ
µ + x
µ∂µgLgL . (5.115)
If we dene the dilatations alternatively by (p. (5.20))
D˜µgL = xνΘ
µν
can gL + (ϕ∂
µϕ)gL , (5.116)
we nd the same breaking (5.115). The (not time independent) harge remains
unhanged due to:
D˜0gL −D0gL =
2
3
∂j
(
x[j
(
ϕ∂0]ϕ
)
gL
)
. (5.117)
The next setion gives a proof of (5.93).
6. Proof of the Ward identity
We prove equation (5.93) in analogy to the onservation of the anonial
emt by the validity of the following Ward identity:
10
∂µxT (ϕ∂
νϕ,N)(x, yN ) = T (∂
µϕ∂νϕ,N)(x, yN ) + T (ϕ∂
µ∂νϕ,N)(x, yN ) +
− cηµνT (ϕϕ,N)(x, yN ) + icηµν
n∑
k=1
δ(yk − x)dkT (N)(yN ). (WI 2)
The proof follows the proedure in setion 3. For N = ∅ WI 2 is obviously
fulled. Then we make a double indution over n = |N | and the degree of the
Wik monomials. Under the assumption that WI 2 is fulled in lower orders
we denote the possible anomaly by
aµν(N)(x, yN )
.
= ∂µxT (ϕ∂
νϕ,N)(x, yN )− T (∂µϕ∂νϕ,N)(x, yN ) +
− T (ϕ∂µ∂νϕ,N)(x, yN ) + cηµνT (ϕϕ,N)(x, yN ) +
− iηµνc
n∑
k=1
δ(yk − x)dkT (N)(yN ).
(5.118)
We show that a normalization of the T (ϕ∂µ∂ν , N) exists suh that the anom-
aly vanishes if we require the following normalization ondition for the twie
derivated basi eld:
T (∂µ∂νϕ,N)(x, yN )
.
= ∂xµ∂
x
νT (ϕ,N)(x, yN ). (5.119)
10dk is the dimension of the k'th monomial in the T -produt: dkT (N) =
T (W1, . . . , dWk, . . . ,Wn) and d given by (5.96).
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By omparison to (3.60), the integrated form of N4, this is ahieved by xing
the two point funtion: ω0(T (∂
µ∂νϕ,ϕ)(x, y)) = i∂µ∂νDF (x − y). For the
orresponding interating elds we have (∂µ∂νϕ)gL = ∂
µ∂νϕgL . In order to
ondense the notation we introdue the following abbreviation:
N (ek)
.
=
{
W1, . . . ,
∂Wk
∂ϕ
, . . . ,Wn
}
. (5.120)
Step 1. We ommute the anomaly with the free eld ϕ(z):
[aµν(N)(x, yN ), ϕ(z)] =
= ∂µx [T (ϕ∂
νϕ,N)(x, yN ), ϕ(z)] − [T (∂µϕ∂νϕ,N)(x, yN ), ϕ(z)] +
− [T (ϕ∂µ∂νϕ,N)(x, yN ), ϕ(z)] + cηµν [T (ϕϕ,N)(x, yN ), ϕ(z)] +
− icηµν
n∑
l=1
δ(yl − x)dk[T (N)(yN ), ϕ(z)]
= ∂µx∂
ν
xT (ϕ,N)(x, yN )iD(x− z) + ∂νxT (ϕ,N)(x, yN )∂µD(x− z) +
+ ∂µxT (ϕ,N)(x, yN )i∂
νD(x− z) + T (ϕ,N)(x, yN )i∂µ∂νD(x− z) +
− ∂νxT (ϕ,N)(x, yN )i∂µD(x− z)− ∂µxT (ϕ,N)(x, yN )i∂νD(x− z) +
− T (∂µ∂νϕ,N)(x, yN )iD(x− z)− T (ϕ,N)(x, yN )i∂µ∂νD(x− z) +
+ cηµνT (ϕ,N)(x, yN )iD(x− z) +
− icηµν
n∑
k=1
δ(yk − x)T (N (ek))(yN )iD(yk − z) +
+
n∑
k=1
aµν(N (ek))(x, yN )iD(yk − z)
= 0,
(5.121)
if we apply the indution assumption (aµν(N (ek)) = 0) to the last line and and
the normalization (5.119) and normalization ondition N4 to the previous lines.
Therefore, the anomaly has to be a vauum expetation value:
aµν(N)(x, yN ) = ω0 (a
µν(N)(x, yN )) . (5.122)
Step 2. We show that the anomaly vanishes if one Wik monomial is a basi
generator ϕ. Beause of Step 1 we only onsider vauum expetation values and
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use (3.60):
ω0 (a
µν(N,ϕ)(x, yN , z)) =
= ∂µxω0 (T (ϕ∂
νϕ,N,ϕ)(x, yN , z)) +
− ω0 (T (∂µϕ∂νϕ,N,ϕ)(x, yN , z)) +
− ω0 (T (ϕ∂µ∂νϕ,N,ϕ)(x, yN , z)) +
+ cηµνω0 (T (ϕϕ,N,ϕ)(x, yN , z)) +
− icηµν
n∑
l=1
δ(yl − x)ω0(dlT (N,ϕ)(yN , z)) +
− icηµνδ(z − x)ω0(T (N,ϕ)(yN , z))
= −i∂µDF (z − x)ω0 (T (∂νϕ,N)(x, yN )) +
+ iDF (z − x)∂µxω0 (T (∂νϕ,N)(x, yN )) +
+ i∂µ∂νDF (z − x)ω0 (T (ϕ,N)(x, yN )) +
− i∂νDF (z − x)∂µxω0 (T (ϕ,N)(x, yN )) +
+ i∂µDF (z − x)ω0 (T (∂νϕ,N)(x, yN )) +
+ i∂νDF (z − x)ω0 (T (∂µϕ,N)(x, yN )) +
− iDF (z − x)ω0 (T (∂µ∂νϕ,N)(x, yN )) +
− i∂µ∂νDF (z − x)ω0 (T (ϕ,N)(x, yN )) +
+ icηµνDF (z − x)ω0 (T (ϕ,N)(x, yN )) +
+ icηµνDF (z − x)ω0 (T (ϕ,N)(x, yN )) +
− icηµν
n∑
k=1
δ(x − yk)ω0(T (N (ek))(yN ))iDF (z − yk) +
− icηµνδ(z − x)
n∑
k=1
iDF (z − yk)ω0(T (N (ek))(yN )) +
+
n∑
k=1
ω0
(
aµν(N (ek))(x, yN )
)
iDF (z − yk)
= 0.
(5.123)
We have used DF = δ, the normalization (5.119), N4 and the indution
assumption.
Step 3. Beause of the indution assumption the anomaly is a loal term:
ω0(a
µν(N)(x, y)) = Mµν(∂)δ(x, yN ), (5.124)
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where δ(x, yN ) = δ(x − y1) . . . δ(x − yn) and Mµν is a polynomial in ∂ =
(∂1, . . . , ∂n) of degree ≤ 4. Therefore we an absorb the anomaly by the follow-
ing normalization:
ω0 (T (ϕ∂
µ∂νϕ,N)(x, yN ))→ ω0 (T (ϕ∂µ∂νϕ,N)(x, yN )) +Mµν(∂)δ(x, yN ) +
− c
4c− 1η
µνMρρ(∂)δ(x, yN ), (5.125)
⇒ ω0 (T (ϕϕ,N)(x, yN ))→ ω0 (T (ϕϕ,N)(x, yN ))− 1
4c− 1M
ρ
ρ(∂)δ(x, yN ),
(5.126)
⇒ ω0(aµν(N)(x, yN ))→ 0. (5.127)
As long as the trae of the anomaly Mρρ is non vanishing the normalization an
only be done for c 6= 14 .
7. The anomalous dimension
Although the dilatation urrent is not onserved in the interating theory we
alulate the ommutator of the orresponding harge in order to obtain a term
that measures the anomalous dimension. From WI 2 we derive the following
Ward identities for the R-produts:
∂yµR(N,ϕ∂
µϕ;W )(yN , y;x) =
= R(N, ∂µϕ∂
µϕ;W )(yN , y;x) + (1− 4c)R(N,ϕϕ;W )(yN , y;x) +
+ 4ic
∑
j∈N
δ(yj − y)djR(N ;W )(yN ;x) + 4icδ(x − y)R(N ; dW )(yN ;x).
(5.128)
If we set M = {V1, . . . , Vm}, Vi ∈ B we nd:
∂xµR(N ;ϕ∂
µϕ,M)(yN ;x, xM ) =
= R(N, ∂µϕ∂
µϕ,M)(yN ;x, xM ) + (1− 4c)R(N ;ϕϕ,M)(yN ;x, xM ) +
+ 4ic
∑
j∈N
δ(yj − x)djR(N \ j; j,M)
(
yN\j ; yj, xM
)
+
+ 4ic
∑
j∈M
δ(xj − x)djR(N ;M)(yN ;xM ).
(5.129)
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A alulation similar to the one given in setion 4 shows that the following
ommutation relation holds:
[
D0gL (f),WgL (x)
]
=
= i (dW )gL (x) + ix
µ∂µWgL (x) +
+ (1− 4c)
{ ∞∑
n=0
in
n!
∫
dyNdy g(yN )×
×
[(
R(N, gdL ;W )(yN , y;x) +R(N,ϕϕ;W )(yN , y;x)
)
k(y) +
+
(
R(N,W ; gdL )(yN , x; y) +R(N,W ;ϕϕ)(yN , x; y)
)
k˜(y)
]
+
− i (dW )gL (x)
}
.
(5.130)
The terms in braes are the anomalous ontributions. They are neessarily
non vanishing (beause of the normalization that exludes ase (ii) in (5.102)).
Moreover they are operator valued. We ompute them for the ase W = ϕ,
where the normalization of the R-produts is known due to N4 [DF99℄.
[
D0gL (f), ϕgL (x)
]
=
= iϕgL (x) + ix
µ∂µϕgL (x) +
+ i(1− 4c)
{ ∞∑
n=0
in
n!
∫
dyNdy g(yN )×
×
{ n∑
l=1
[
Dret(x− yl)
(
g(y)R
(
N \ l, dL ; ∂L
∂ϕ
)(
yN\l, y; yl
)
+
+R
(
N \ l, ϕϕ; ∂L
∂ϕ
)(
yN\l, y; yl
))
k(y) +
+Dav(x− yl)
(
g(y)R
(
N (el); dL
)
(yN ; y) +
+R
(
N (el);ϕϕ
)
(yN ; y)
)
k˜(y)
]
+
+
(
Dret(x− y)k(y) +Dav(x− y)k˜(y)
)
R
(
N ;ϕ
∂2L
∂ϕ2
)
(yN ; y)k(y)
}}
.
(5.131)
On the other hand we an study the interating Ward identities of the dilata-
tions. Sine time ordered produts of interating elds are already determined
by time ordered produts of free elds with an arbitrary number of interations
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aording to (4.21), we nd with (5.128), (5.129):
∂xµT
(
DµgL , ϕ, . . . , ϕ
)
gL
(x, x1, . . . , xm) =
= T
(
Θimp
µ
µ, ϕ, . . . , ϕ
)
gL
(x, x1, . . . , xm) +
+ xµ∂µg(x)T (L , ϕ, . . . , ϕ)gL (x, x1, . . . , xm) +
+ i
m∑
l=1
δ(xl − x)(4c + xµl ∂lµ)T (ϕ, . . . , ϕ)gL (x1, . . . , xm).
(5.132)
The anomalous terms dened above are no anomalous dimensions in the form of
a formal (loal) power series in the oupling that multiply the interating elds.
This is no surprise sine already for the free massive eld the dilatations are no
symmetry and the above method of ommuting with the (non time invariant)
dilatation harge does not produe a number in that ase. Nevertheless also the
massive salar eld is given the anonial dimension one. In [CJ71℄ the authors
suggest to dene the dimension by equal time ommutators. For the free eld
this method is well dened and produes the right result. But it is not lear that
this arries over to the interating elds sine they may beome more singular
objets in the time oordinate as their free ounterparts.
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CHAPTER 6
Operator produt expansions
In [Wil69℄ Wilson suggested that a produt of interating eld operators
on separated points ould be expanded into a sum of loal operators if the
separation goes to zero. Suh an expansion is alled operator produt expansion
(ope).
Zimmermann has introdued his notion of perturbative normal produts in
[Zim71, Zim73a℄. In his approah (interating) operators are always dened
via their Green's funtions, namely vauum expetation values of time ordered
produts with an arbitrary number of elds. The Green's funtions are renor-
malized by BPHZ- or in the massless ase by BPHZL subtration.
In [Zim71, Zim73b℄ he gave a generalization of these loal produts to multi
loal ones. They admit a restrition of all oordinates to one yielding the loal
normal produt. By relating a biloal produt to a time ordered one he derived
an ope verifying Wilson's hypothesis perturbatively. He found expliit formulas
for the expansion oeients in the form of Green's funtions.
Sine in the framework of Bogoliubov and Epstein-Glaser the operators are
dened diretly we try to mimik Zimmermann's proedure. We dene a new
time ordered produt ontaining a biloal expression whih allows for setting its
oordinates to the same value (in the sense of a restrition of a distribution).
We are onerned with salar elds only and our biloal T -produt has only the
basi generators in the biloal insertion.
The denition of a biloal T -produt gives rise to a orresponding biloal
interating eld. Following Zimmermann's notation we also all this objet a
normal produt. The transition from the T -produts to the interating elds
automatially generates an ope for the time ordered produt of two interating
elds. The oeients depend on the oupling only loally. In ϕ4-theory two
oeients appear. One onsist of graphs that ontribute to wave funtion
and mass renormalization only. The other ollets graphs ontributing only to
oupling onstant renormalization.
With the normal produt dened we investigate the rst step towards the
denition of a state on the loal algebra. We nd the orresponding two point
funtion to be positive in an appropriate sense as a formal power series.
1. Biloal time ordered produts
The word biloal time ordered produt means a usual time ordered produt
where only one entry is a biloal expression. We derive an expliit formula that
denes these produts for two salar elds. Let us mention that our expression is
only expliit up to normalization terms whih restore broken Lorentz ovariane
(f. hapter 3, setion 5). We state the problem rst:
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Consider the ase of the interating salar elds ϕgL . We aim at the de-
nition of a normal produt :ϕ,ϕ :gL (x1, x2) with the property
lim
ξ→0
:ϕ,ϕ :gL (x+ ξ, x− ξ) =
(
ϕ2
)
gL
(x), (6.1)
where x = x1+x22 denotes the entral oordinate and ξ =
x1−x2
2 the dierene o-
ordinate. Taking the denition of interating elds into aount (hapter 4), we
notie that it sues to dene the orresponding T -produts. This is illustrated
in
1.1. The easiest example. We onsider salar
ϕ4
4! -theory. The task is
to determine T (L , : ϕ,ϕ :)(y, x1, x2). We proeed in the following way: First
we dene
0T (L , : ϕ,ϕ :)(y, x1, x2) whih onsists of the usual T -produt with
x1, x2-ontrations omitted. Then we subtrat a suitable term with support on
y = x that allows for the restrition. Obviously we have
0T (L , :ϕ,ϕ :)(y, x1 , x2) =:
ϕ(y)4
4!
ϕ(x1)ϕ(x2) : + (6.2)
+ i∆F (y − x1) : ϕ(y)
3
3!
ϕ(x2) : (6.3)
+ i∆F (y − x2) : ϕ(y)
3
3!
ϕ(x1) : + (6.4)
+ i∆F (y − x1)i∆F (y − x2) : ϕ(y)
2
2!
: . (6.5)
The problem for the denition of the restrition of
0T emerges on the last line,
where after setting x1 = x2 (= x) we obtain a ∆F (y − x)2-term that is not
well dened. Graphially this proedure produes a loop, see gure 1. But we

ξ→0−→

Figure 1. A loop is generated if ξ → 0.
an nd a term whih subtration allows for putting x1 = x2 = x, yielding
T (L , ϕ2)(y, x) with its respetive normalization. We laim that with
e(2)(ξ)
.
=
∫
dz i∆F (z − ξ)i∆F (z + ξ)w(z) (6.6)
the subtrated distribution
i∆F (y − x1)i∆F (y − x2)
∣∣∣
R
= i∆F (y − x1)i∆F (y − x2)− δ(x − y)e(2)(ξ)
(6.7)
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allows for the oinidene x1 = x2 ⇔ ξ = 0 after smearing with a test funtion.
We alulate∫
dy i∆F (y − x1)i∆F (y − x2)
∣∣∣
R
f(y) =
=
∫
dy i∆F (y − x1)i∆F (y − x2)(f(y)− w(y − x)f(x)), (6.8)
and this implies
lim
ξ→0
〈
i∆F (·+ ξ)i∆F (· − ξ)
∣∣∣
R
, fx
〉
=
〈
i2(∆F )2,W(0;w)fx
〉
, (6.9)
with fx(y) = f(y + x), whih proves our laim. Note, that the oeient in
front of the δ term is given by
e(2)(ξ) =
∫
dz ω0
(
0T (L (2), :ϕ,ϕ :)(z; ξ,−ξ)
)
w(z), (6.10)
where the
(2)
again denotes twie dierentiation with respet to ϕ. Now we
return to the omplete T -produt. Colleting everything into one expression we
nd
T (L , :ϕ,ϕ :)(y, x1 , x2) =
0T (L , :ϕ,ϕ :)(y, x1, x2)− δ(y − x)e(2)(ξ) :ϕ(x)
2 :
2
.
(6.11)
Beause of the δ distribution we have set the oordinate of the last Wik mono-
mial to x.
Remark. As well as the enter oordinate x we ould have hosen any other
point on the straight line between x1 and x2 (or also in the ausally ompleted
region spanned by these two points) for subtration. But our hoie is inspired
by Zimmermann's work, moreover yielding a symmetrial solution.
Now we generalize the idea of subtrating a loal term that ompensates
the overall divergene. Thereby we make use of the method of Epstein-Glaser
where all lower order divergenies are appropriately handled by an
1.2. Indutive ausal onstrution. We begin with a brief overview of
the onstrution. Motivated by our example above we dene the biloal T -pro-
duts in the following way: Denoting the sub manifold
Diagxn
.
=
{
(y1, . . . , yn, x1, x2) ∈Mn+2|y1 = · · · = yn = x1 + x2
2
}
, (6.12)
we require the biloal T -produt of order n (where n is the number of the
oordinates not inluding the two biloal points) to be given by all biloal T -
produts of lower and all loal T -produts of lower and same order on Mn+2 \
Diagxn. This provides for a
0T -produt whih yields the loal 0T -produt in the
limit ξ → 0. Then we subtrat a term with support on Diagxn suh that the limit
ξ → 0 exists and yields the orresponding T -produt. Hene in every order the
dierene between a loal T -produt (with x1, x2-ontrations omitted) and a
biloal one only onsists of these loal terms.
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In zero'th order we dene: T (: ϕ,ϕ :)(x1, x2)
.
=: ϕ(x1)ϕ(x2) :. Using our
shorthand notation for the arguments (N an be any set of Wik monomials)
we require the following ausal fatorization properties:
T (N :ϕ,ϕ :)(yN , x1, x2) =
=

T (I)(yI)T (N \ I, :ϕ,ϕ :)
(
yN\I , x1, x2
)
, if I & N \ I, x1, x2, I 6= ∅,
T (I, :ϕ,ϕ :) (yI , x1, x2)T (N \ I)
(
yN\I
)
, if I, x1, x2,& N \ I, I 6= N,
T (N,ϕ,ϕ) (yN , x1, x2)+
+T (I)(yI)
[
T (N \ I, :ϕ,ϕ :) (yN\I , x1, x2)+
−T (N \ I, ϕ, ϕ) (yN\I , x1, x2)], if I, x1 & N \ I, x, x2, I 6= ∅,
T (N,ϕ,ϕ) (yN , x1, x2)+
+
[
T (I, :ϕ,ϕ :)(yI , x1, x2)+
−T (I, ϕ, ϕ)(yI , x1, x2)
]
T (N \ I) (yN\I) , if I, x1, x,& N \ I, x2, I 6= N,
the last two expressions with x1 ↔ x2.
(6.13)
We onvine ourselves that this a reasonable ausal fatorization. If x1, x2 are
ontrated to a point, then the rst two equations obviously give the right
ausal deompositions. We investigate the last term on the third line, where
I, x1 & N \ I, x, x2. If ξ → 0 we nd
T (I)(yI)T (N \ I, ϕ, ϕ)
(
yN\I , x1, x2
)
=
= T (I)(yI)ϕ(x1)T (N \ I, ϕ)
(
yN\I , x2
)
ξ→0
= T (I, ϕ)(yI , x1)T (N \ I, ϕ)
(
yN\I , x2
)
= T (N,ϕ,ϕ) (yN , x1, x2) ,
(6.14)
sine x1 beomes earlier than all yI . This term anels the rst term of the
third line in (6.13) leaving the rst line of (6.13). A similar onsideration leads
to the same onlusion also for the last line of (6.13).
This shows that the biloal T -produt is ompletely determined by (6.13)
up to the sub manifold Diagxn. In ontrast to the denition of a loal T -produt
where one has to perform an extension of the numerial distributions involved,
the biloal produt an be dened by a suitable subtration. This is due to the
fat that all terms are well dened distributions in n+2 variables. We state the
solution:
T (N, :ϕ,ϕ :) (yN , x1, x2) =
= T (N,ϕ,ϕ)(yN , x1, x2)− ω0 (T (ϕ,ϕ)(x1, x2))T (N)(yN ) +
−
∑
I⊂N
I 6=∅
∑
|γ|≤ωI
∑
|α|≤ωI−|γ|
∑
µ+ν=α
(−)|µ|
µ!ν!γ!
∂µδ(I − x)×
× (eα(γ)I (ξ)− aα(γ)I (ξ))T (N \ I, ∂νϕγ) (yN\I , x) ,
(6.15)
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where γ ∈ N|I| is a multi index and µ, ν ∈ N4|I| are multi quadri indies.
Therefore the term ∂µδ(I − x) = ∏i∈I ∂µiδ(yi − x) (and µ1 an be µνρ for
example, with µ, ν, ρ usual Lorentz indies). The number ωI refers to the sin-
gular order of the numerial distribution ω0
(
T (I, ϕ2)(yI , x)
)
and is given by
ωI =
∑
i∈I dimWi+2dimϕ−4|I|. Hene the sum over I only runs over subsets
for whih the oinidene of x1, x2 produes distributions with non negative sin-
gular order. These are ordered into subgraphs by the sum over γ. Only graphs
for whih their orresponding order, namely ωI − |γ|, is non negative (γ is a
derivative w.r.t. ϕ and therefore the singular order dereases with inreasing
|γ|) are taken into aount. The sum over α refers to the usual subtration
proedure (running from 0 up to the order of singularity of the orresponding
distribution). As a matter of fat it has to be split into an ation on δ and on
T (. . . , ϕγ) sine we hanged the oordinate of ϕγi(yi) into ϕ
γi(x) aording to
the δ funtion (see also the example at the beginning).
To explain the oeients, we have to introdue the orresponding
0T -
produt whih is the same expression like (6.15) up to the last sum whih does
not ontain the term I = N . So
0T (N, :ϕ,ϕ :) (yN , x1, x2) =
= T (N,ϕ,ϕ)(yN , x1, x2)− ω0 (T (ϕ,ϕ)(x1, x2))T (N)(yN ) +
−
∑
I⊂N
I 6=∅
I 6=N
∑
|γ|≤ωI
∑
|α|≤ωI−|γ|
∑
µ+ν=α
(−)|µ|
µ!ν!γ!
∂µδ(I − x)×
× (eα(γ)I (ξ)− aα(γ)I (ξ))T (N \ I, ∂νϕγ) (yN\I , x) .
(6.16)
Hene T and 0T only dier by a term with support on Diagxn. The oeients
e
α(γ)
I are given by the expression
e
α(γ)
I (ξ) =
∫
dzI z
αω0
(
0T
(
I(γ), :ϕ,ϕ :
)
(yI , ξ,−ξ)
)
wI(γ)(zI), (6.17)
where again I(γ) = {W (γi)i , i ∈ I} and the exponent (γi) means γi fold dieren-
tiation with respet to ϕ in B. The oeients a
α(γ)
I are hosen in suh a way,
that Lorentz ovariane is onserved. The funtion wI(γ) is the auxiliary fun-
tion used in the extension proess of the distribution ω0
(
T
(
I(γ), ϕ2
)
(yI , x)
)
of
the |I| dierene oordinates y1 − x, . . . , y|I| − x.1
We require our biloal produts to full normalization ondition N3 in the
orresponding form, namely[
T (N, :ϕ,ϕ :) (yN , x1, x2), ϕ(z)
]
=
= i
n∑
k=1
T
(
N (ek), :ϕ,ϕ :
)
(yN , x1, x2)∆(yk − z) +
+ iT (N,ϕ) (yN , x1)∆(x2 − z) + iT (N,ϕ) (yN , x2)∆(x1 − z),
(N3')
1
Without loss of generality I = {1, . . . , |I |}.
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and ek = (0, . . . , 1, . . . , 0) ∈ Nn with the 1 in the k'th position.
1.3. Proof of the restrition property. We show that (6.15) yields the
right T -produt by restriting x1 = x2. Our proof requires the validity of N3'
whih is proven in the next subsetion. Unfortunately our proof still laks an
existene statement for the distributions aI(ξ), neessary for the onservation
of Poinaré ovariane. Hene we have to assume that they exist.
Assume that up to order n − 1 the biloal T (N, : ϕ,ϕ :)(yN , x1, x2) exists
and its restrition x1 = x2 is given by T (N,ϕ
2)(yN , x). We show that T has
the right ausal fatorization (6.13). We write (6.15) as
T (N, :ϕ,ϕ :)(yN , x1, x2) = T (N,ϕ,ϕ)(yN , x1, x2) +
−
∑
I⊂N
∑
|γ|≤ωI
∑
|µ|+|ν|≤ωI−|γ|
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ)T (N \ I, ∂νϕγ)
(
yN\I , x
)
.
(6.18)
The Eµν(γ) are given by
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ) =
(−)µ
µ!ν!γ!
∂µδ(I − x)(eµ+ν(γ)I (ξ)− aµ+ν(γ)I (ξ)),
(6.19)
with Eµν(γ)(∅, ϕ, ϕ)(x, ξ) = δµ0 δν0δγ0ω0 (T (ϕ,ϕ)(x1, x2))
∣∣
x1−x2=2ξ
(6.20)
and suppEµν(γ)(N,ϕ,ϕ)(yN , x, ξ) ⊂ Diagxn, N 6= ∅. (6.21)
If L & N \ L, x, x1, x2, we have from (6.18):
T (N, :ϕ,ϕ :)(yN , x1, x2) =
= T (L)(yL)T (N \ L,ϕ, ϕ)
(
yN\L, x1, x2
)
+
− T (L)(yL)E(∅, ϕ, ϕ)(x, ξ)T (N \ L)
(
yN\L
)
+
−
∑
I⊂N\L
I 6=∅
∑
γ,µ,ν
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ)T (N \ I, ∂νϕγ)
(
yN\I , x
)
= T (L)(yL)T (N \ L,ϕ, ϕ)(yN , x1, x2) +
− T (L)(yL)
∑
I⊂N\L
∑
γ,µ,ν
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ)×
× T ((N \ L) \ I, ∂νϕγ) (y(N\L)\I , x)
= T (L)(yL)T (N \ L, :ϕ,ϕ :)
(
yN\L, x1, x2
)
.
(6.22)
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If L, x1 & N \ L, x2, x, with x1 & x2 we nd:
T (N, :ϕ,ϕ :)(yN , x1, x2) =
= T (L,ϕ)(yL, x1)T (N \ L,ϕ)
(
yN\L, x2
)
+
− T (L)(yL)E(∅, ϕ, ϕ)(x, ξ)T (N \ L)
(
yN\L
)
+
−
∑
I⊂N\L
I 6=∅
∑
γ,µ,ν
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ)T (N \ I, ∂νϕγ)
(
yN\I , x
)
+
= T (L,ϕ)(yL, x1)T (N \ L,ϕ)
(
yN\L, x2
)
+
− T (L)(yL)
∑
I⊂N\L
∑
γ,µ,ν
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ)×
× T ((N \ L) \ I, ∂νϕγ) (y(N\L)\I , x)
= T (L,ϕ)(yL, x1)T (N \ L,ϕ)
(
yN\L, x2
)− T (L)(yL)×
× (T (N \ L,ϕ, ϕ) (yN\L, x1, x2)− T (N \ L, :ϕ,ϕ :) (yN\L, x1, x2)).
(6.23)
A similar alulation also shows the right ausality deomposition, if x is in the
later set.
Beause of this ausal fatorization property and the indutive assumption
we immediately have
0T (N, :ϕ,ϕ :)(yN , x, x) =
0T (N,ϕ2)(yN , x), (yN , x) ∈Mn+1 \Diagn+1 .
(6.24)
We show that the same equation also holds for the T -produts. Beause of
N3' it is suient to onsider vauum expetation values only. Inserting the
denition (6.15) we nd:
ω0 (T (N, :ϕ,ϕ :)(yN , x1, x2))− ω0
(
0T (N, :ϕ,ϕ :)(yN , x1, x2)
)
=
= −
∑
|α|≤ωN
(−)|α|
α!
∂αδ(yN − x)
(
e
α(0)
N (ξ)− aα(0)N (ξ)
)
. (6.25)
Sine the vauum expetation values are translation invariant we use the oor-
dinates zi = yi − x and z = (z1, . . . , zn). We set
t(z, ξ)
.
= ω0 (T (N, :ϕ,ϕ :)(z, ξ,−ξ)) , (6.26)
0t(z, ξ)
.
= ω0
(
0T (N, :ϕ,ϕ :)(z, ξ,−ξ)) . (6.27)
It follows that
e
α(0)
N (ξ) =
∫
dzN
0t(z, ξ)zαwN(0)(z) (6.28)
in this notation. Now, by smearing with f ∈ D(Mn) in the z oordinates we
nd:
〈t(·, ξ), f〉 =
〈
0t(·, ξ),W(ωN ;wN(0) )f
〉
+
∑
|α|≤ωN
a
α(0)
N (ξ)
α!
∂αf(0). (6.29)
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Beause of the suient subtration on the test funtion we an put ξ = 0.
Then we have
t(z, 0) = ω0
(
T (N,ϕ2)(zN , 0)
)
, (6.30)
where the onstants a
α(0)
N (0) an be hosen to produe any normalization of the
rhs.
1.4. Lorentz ovariane. Due to the denition the biloal T -produts are
translation ovariant. Namely, they are produts of translation invariant numer-
ial distributions and operator valued Wik produts beause of N3'. Therefore
we have to onsider Lorentz ovariane for the the numerial distributions only.
If
0t transforms ovariantly under the Lorentz group
Λ0t(z, ξ) = D(Λ−1)0t(z, ξ), (6.31)
w.r.t. both variables we nd that t transforms the same way, if2(
ΛαβD(Λ)Λ− δαβ
)
eβ(ξ) =
(
ΛαβD(Λ)Λ− δαβ
)
aβ(ξ) (6.32)
w.r.t. ξ. With eβ from (6.17) this leads to∫
dz 0t(z, ξ)zα(Λw − w)(z) = (ΛαβD(Λ)Λ− δαβ ) aβ(ξ). (6.33)
The rhs is a one oboundary, whih we have to solve for aβ. We assume
that there are solutions D′(M) ∋ aβ 6= eβ with the property that a(0) exists.
Unlike in the ase of usual T -produts (f. hapter 3, setion 5) we have no
existene proof, so we have to impose it as an assumption. Moreover we see
that aβ(ξ) is determined by the rhs of (6.33) only up to terms hβ(ξ), with
ΛαβD(Λ)Λh
β(ξ) = hα(ξ).
If the entral solution (w = 1) exists a an be hosen as
aα(ξ) =
∫
dz 0t(z, ξ)zα(w − 1)(z), (6.34)
whih fulls all properties. It simply replaes the subtration with auxiliary
funtion w by the entral subtration.
1.5. Proof of N3'. We show that N3' holds by evaluating both sides
independently. In the alulation we use the following formula, taken from
[DF00b℄:
1
α!
∂(∂αV )
∂ϕr
=
∑
µ+ν=α
1
µ!ν!
∂µ
(
∂V
∂ϕ
)
δνr , (6.35)
where V ∈ B is supposed to ontain no derivated elds. We rst investigate
the ontribution to the ommutator of the rhs of N3' arising from the sum in
2
We suppress the indies I and γ whih are xed in this problem.
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(6.15). The following term appears:
1
ν1! . . . ν|I|!γ1! . . . γ|I|!
[T (N \ I, ∂ν1ϕγ1 · · · ∂ν|I|ϕγ|I|) (yN , x), ϕ(z)] =
=
∑
k∈N\I
1
ν!γ!
T
(
(N \ I)(ek), ∂νϕγ
) (
yN\I , x
)
i∆(yk − x) +
+
∑
k∈I
∑
σk+ρk=νk
1
ν1!γ1! · · · 6 k . . . ν|I|!γ|I|!
1
σk!ρk!(γk − 1)! ×
× T (N \ I, ∂ν1ϕγ1 · · · ∂σkϕγk−1 · · · ∂ν|I|ϕγ|I|) (yN , x)i∂ρk∆(x− z).
(6.36)
Without loss of generality we have put I = {1, . . . , |I|}. Denote the T -produt
on the last line symbolially by T σk . Note that it only appears, if |γ| > 0. With
the equality
(−)|β|
β!
∂βδ(y − x)f(y) =
∑
ρ+σ=β
(−)|ρ|
ρ!σ!
∂ρδ(y − x)∂σf(x), (6.37)
we have for every k ∈ I (now I an be any subset of N) the following ontribu-
tion:
∑
µk+νk=αk
(−)|µk|
µk!
∂µkδ(yk − x)
∑
σk+ρk=νk
1
σk!ρk!
T σk∂ρk∆(x− z) =
∑
µk+νk=αk
(−)|µk|
µk!νk!
∂µkδ(yk − x)T νk∆(yk − z). (6.38)
Now we insert this result into the last term of (6.15), ommuted with ϕ(z):
[last term of (6.15), ϕ(z)] =
=
∑
I⊂N
I 6=∅
∑
|γ|≤ωI
∑
|α|≤ωI−|γ|
∑
µ+ν=α
(−)|µ|
µ!ν!γ!
∂µδ(I − x)×
× (eα(γ)I (ξ)− aα(γ)I (ξ)) ∑
k∈N\I
T
(
N (ek) \ I, ∂νϕγ
) (
yN\I , x
)
i∆(yk − x) +
+
∑
I⊂N
I 6=∅
∑
1≤|γ|≤ωI
∑
k∈I
∑
|α|≤ωI−|γ|
∑
µ+ν=α
(−)|µ|
µ!ν!(γ − ek)!∂
µδ(I − x)×
× (eα(γ)I (ξ)− aα(γ)I (ξ))T (N \ I, ∂νϕγ−ek) (yN\I , x) i∆(yk − x).
(6.39)
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If we shift the multi index γ → γ+ek in the seond term and note that eα(γ+ek)I =
e
α(γ)
I(ek)
by denition of a
α(γ)
I , (6.17), we have:
last term of (6.39) =
=
∑
I⊂N
I 6=∅
∑
0≤|γ|≤ωI−1
∑
k∈I
∑
|α|≤ωI−|γ|−1
∑
µ+ν=α
(−)|µ|
µ!ν!γ!
∂µδ(I − x)×
× (eα(γ)
I(ek)
(ξ)− aα(γ)
I(ek)
(ξ)
)
T (N \ I, ∂νϕγ) (yN\I , x) i∆(yk − x).
(6.40)
Then we an sum up both terms and obtain:
[last term of (6.15), ϕ(z)] =
=
n∑
k=1
∑
I⊂N(ek)
I 6=∅
∑
|γ|≤ωI
∑
|α|≤ωI−|γ|
∑
µ+ν=α
(−)|µ|
µ!ν!γ!
∂µδ(I − x)×
× (eα(γ)I (ξ)− aα(γ)I (ξ))T (N (ek) \ I, ∂νϕγ) (yN\I , x) i∆(yk − x).
(6.41)
Note, that if k ∈ I the singular order ωI in (6.41) is automatially lowered
by one ompared to (6.40) sine now k ∈ N (ek). In (6.40) the singular order
is measured with respet to the set I ⊂ N without dierentiation of the k'th
symbol.
This shows the equality of the last term, if we insert (6.15) into N3'. The
remaining two terms of (6.15) on the lhs of N3' ommute with ϕ aording to
[T (N,ϕ,ϕ)(yN , x1, x2)− ω0 (T (ϕ,ϕ)(x1, x2))T (N)(yN ), ϕ(z)] =
=
n∑
k=1
[
T
(
N (ek), ϕ, ϕ
)
(yN , x1, x2) +
− ω0 (T (ϕ,ϕ)(x1, x2))T
(
N (ek)
)
(yN )
]
i∆(yk − z) +
+ T (N,ϕ)(yN , x1)i∆(x2 − z) + T (N,ϕ)(yN , x2)i∆(x1 − z),
(6.42)
suh that they math the missing terms in the rhs of N3'. This nishes the
proof.
2. The operator produt expansion
In order to derive the interating normal produt (:ϕ,ϕ :)gL we only have
to evaluate the R produts whih are given in terms of T -produts aording to
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(4.12).
R(N ;ϕ,ϕ)(yN , x1, x2)−R (N ; :ϕ,ϕ :) (yN , x1, x2) =
=
∑
I⊂N
(−)|I|T (I)(yI)
[
T (N \ I, ϕ, ϕ) (yN\I , x1, x2)+
− T (N \ I, :ϕ,ϕ :) (yN\I , x1, x2)]
=
∑
I⊔J⊔K=N
∑
µ,ν,γ
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ)(−)|J |T (J)(yJ )T (K,∂νϕγ)(yK , x)
=
∑
I⊂N
∑
µ,ν,γ
Eµν(γ)(I, ϕ, ϕ)(yI , x, ξ)R (N \ I, ∂νϕγ)
(
yN\I , x
)
.
(6.43)
If we now insert into the power series for the interating elds (4.11) only the
µ = 0 oeients ontribute, sine g ↾O= const . We omit this index on the
Eµν(γ)-terms. The rhs of (6.43) is just the n'th order ontribution of the
produt of two power series. So we nd the expansion:
T (ϕ,ϕ)gL (x1, x2) = (:ϕ,ϕ :)gL (x1, x2) +
∑
|γ|≤2
∑
α≤2−|γ|
E
α(γ)
gL (ξ) (∂
αϕγ)gL (x).
(6.44)
This is the operator produt expansion. We used the fat, that the maximal
singular order ω0
(
T (N,ϕ2)
)
is two in a renormalizable eld theory. If the
interation is a sum of Wik monomials g · L = ∑sr=1 grLr, the expansion
oeients read:
E
α(γ)
gL (ξ) =
∞∑
n=0
in
n!
s∑
r1,...,rn=1
gr1(x) . . . grn(x)×
×
∑
|γ|≤ωr1,...,rn
∑
|α|≤ωr1,...,rn−|γ|
[
−aα(γ)r1,...,rn(ξ) +
+
∫
dzN z
αω0
(
0T
(
L
(γ1)
r1 , . . . ,L
(γn)
rn , :ϕ,ϕ :
)
(zN , ξ,−ξ)
)
wγ1...γnr1...rn (zN )
]
.
(6.45)
As was expeted from the general theorem of the unitary equivalene of the
loal algebras [BF96℄, the expansion oeients depend only loally on g.
The operator produt expansion (6.44) has the general form:
T (ϕ,ϕ)gL (x1, x2) = (:ϕ,ϕ :)gL (x1, x2) + E
0(0)
gL (ξ)IgL + E
0(1)
gL (ξ)ϕgL (x) +
+ E
µ(1)
gL (ξ)∂µϕgL (x) + E
0(2)
gL (ξ)
(
ϕ2
)
gL
(x). (6.46)
If we onsider a pure ϕ4-oupling we have E
0(1)
gL = E
µ(1)
gL = 0, sine the vauum
expetation value of an odd number of elds is zero. In that ase the oeients
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read
E
0(0)
gL (ξ) = i∆F (2ξ) +
∞∑
n=2
in
n!
g(x)n
[
−a0(0)
N(0)
(ξ) +
+
∫
dzN ω0
(
0T (L , . . . ,L , :ϕ,ϕ :) (zN , ξ,−ξ)
)
wN(0)(zN )
]
(6.47)
E
0(2)
gL (ξ) =
∞∑
n=1
in
n!
g(x)n
∑
|γ|=2
1
γ1! . . . γn!
[
−a0
N(γ)
(ξ) +
+
∫
dzN ω0
(
0T
(
L
(γ1), . . . ,L (γn), :ϕ,ϕ :
)
(zN , ξ,−ξ)
)
wN(γ)(zN )
]
.
(6.48)
A loser inspetion of the two terms reveals that E
0(0)
gL ontains the terms whih
appear in the mass and wave funtion renormalization. If we put w = 1 (whih
is allowed if m > 0) and do a resummation over one partile irreduible graphs,
we would end up with the usual geometri series found in the literature for
the interating propagator (f. [IZ85℄). In that ase all disonneted graphs
disappear. But this is only due to that speial hoie of normalization. The
series E
0(2)
gL ontain the ontributions to the renormalization of the oupling
onstant.
3. Towards the denition of a state
In this setion we introdue the idea to dene a state on the algebra of loal
observables with the help of the ope. We remind the denition of a state ω as
a linear normed positive funtional in the free eld theory. In that ase there is
also an ope, namely Wik's theorem (f. (3.19)  (3.21)). The vauum state ω0
on the algebra of observables (of the free eld) was dened by ω0(:A :) = 0 and
ω0(I) = 1. Sine Wik's theorem allows to expand any observable into a series
of Wik polynomials the state is uniquely dened.
In the interating eld theory the elds are (operator valued distributional)
formal power series in g. Denote by Cg the formal power series in g with omplex
oeients. Following [DF99℄ a state ωgL on AgL (O) is a mapping:
ωgL : AgL (O) 7→ Cg, (6.49)
ωgL
(
agAgL +BgL
)
= agωgL (AgL ) + ωgL (BgL ), ag ∈ Cg (6.50)
ωgL
(
A∗gL
)
= ωgL
(
AgL
)
(6.51)
ωgL (IgL ) = 1, (6.52)
ωgL
(
A∗gLAgL
) ≥ 0, (6.53)
AgL , BgL ∈ AgL (O). Inspired by the denition of the vauum state for the free
eld algebra we set
ωgL ((:A :)gL ) = 0, (6.54)
ωgL (IgL ) = 1. (6.55)
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Unfortunately we do not have an ope for the general produt of interating
elds and time ordered produts of them. But we an already hek, if the
above riteria hold in our ase.
We onsider pure ϕ4-interation. Sine (:ϕ,ϕ :)∗gL = (:ϕ,ϕ :)gL on D the
adjoint of (6.46) is:
T (ϕ,ϕ)gL (x1, x2) = (:ϕ,ϕ :)gL (x1, x2) + E
0(0)
gL (ξ)IgL + E
0(2)
gL (ξ)
(
ϕ2
)
gL
(x).
(6.56)
The singular order of E0(0) is 2 and of E0(2) is 0. Therefore we an form
ϕgL (x1)ϕgL (x2) =
= θ(x01 − x02)T (ϕ,ϕ)gL (x1, x2) + θ(x02 − x01)T (ϕ,ϕ)gL (x2, x1). (6.57)
Then the interating two point funtion is given by
ω2gL (x1, x2)
.
= ωgL (ϕgL (x1)ϕgL (x2)) = θ(ξ
0)E
0(0)
gL (ξ) + θ(−ξ0)E0(0)gL (ξ).
(6.58)
For the notion of positivity we refer to the work [DF99℄. A formal power series
Cg ∋ bg =
∑
n bng
n
is dened to be positive if it an be written as the square
of another power series bg = cgcg. This is equivalent to the onditions: bn ∈
R,∀n ∈ N0 and for the rst non vanishing bl it is required that bl > 0 and l is
even. So for f ∈ D(M) we have:
ω2,gL (f , f) =
=
∫
dxdy
(
θ(x0 − y0)E0(0)gL (x− y) + θ(y0 − x0)E0(0)gL (x− y)
)
f(x)f(y)
= 2
∫
dxdy Re θ(x0 − y0)E0(0)gL (x− y)f(x)f(y),
(6.59)
where we exhanged x ↔ y in the seond integral and used the fat that E0(0)gL
is even. The rst non vanishing ontribution omes from the free two point
funtion whih is positive, f. (2.22). Under the above riterion our two point
funtion is positive.
4. Remarks
Our ope is a onsequene of the denition of our normal produt of two
elds. The denition for other but salar elds an be derived straight forward
by the applied methods. A generalization to omposed elds requires a modi-
ation of the terms arising by x1, x2-ontrations. Unfortunately, we have not
sueeded in nding a denition for higher order (> bi) normal produts.
On the other hand the bi-ope already ontains all ontributions whih are
neessary for the denition of a mass-, wavefuntion- and oupling normaliza-
tion, whih up to now always requires the adiabati limit [Sh95℄, [EG73℄. For
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the rst two of them this should be possible by a suitable ondition on the mea-
sure that one an derive from the Jost-Lehmann-Dyson representation of our
(time ordered) two point funtion.
CHAPTER 7
Conlusion and Outlook
We have provided for an expliit Poinaré ovariant normalization in the
Epstein-Glaser approah to renormalization theory. Beside its meaning as a
losed loophole in the indutive onstrution it an be useful for the pratitioner.
Espeially for massless theories where the entral solution does not exist this is
an advantage.
The loal onservation of translation invariane by means of onservation
of the emt is likely to be generalized to an arbitrary oupling ontaining also
derivated elds by the same method. Disussing these (and all other) sym-
metries loally by suitable Ward identities moreover shows the advantage that
massive and massless elds an be treated on the same footing.
An open problem still is a loal denition of the β-funtion. The validity
of the equation Θimp gL
µ
µ = 2βLgL , as onjetured by Minkowski [Min76℄
and veried by Zimmermann's normal produt quantization [Zim84℄ has to be
examined in the loal perturbative approah. This might reveal how the free
parameter whih is still present in the trae anomaly in ϕ4-theory as disussed
by us has to be hosen. A similar problem addresses the anomalous dimension.
The anomalous terms found by our proedure still lak the possibility to derive
the anomalous dimension of the interating eld as a real parameter (in form of
a formal power series).
The ope has produed power series as algebrai struture onstants. These
depend on the oupling only loally and may therefore serve as the right objets
for the disussion of wave funtion, mass and oupling onstant renormalization
independent of the adiabati limit.
 . . . There is another theory whih states that this
has already happened.
 Douglas Adams, "The Restaurant at the End of
the Universe"
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APPENDIX A
Representation of the symmetri groups
Everything in this brief appendix should be found in any book about repre-
sentation theory of nite groups. We refer to [Sim96, Boe70, FH91℄. The group
algebra ASp onsists of elements
a =
∑
g∈Sp
α(g) · g, b =
∑
g∈Sp
β(g) · g, (A.1)
where α, β are arbitrary omplex numbers. The sum of two elements is naturally
given by the summation in C and the produt is dened through the following
onvolution:
ab
.
=
∑
g1,g2
α(g1)β(g2) · g1g2 =
∑
g
γ(g) · g with (A.2)
γ(g)
.
=
∑
g1g2=g
α(g1)β(g2) =
∑
g1
α(g1)β(g1
−1g) =
∑
g2
α(gg2
−1)β(g2). (A.3)
The group algebra is the diret sum of simple twosided ideals:
ASp = I1 ⊕ · · · ⊕ Ik, (A.4)
and k is the number of partitions of p. Every ideal Ij ontains fj equivalent
irreduible representations of Sp. Ij is generated by an idempotent ej ∈ ASp:
Ij = ASpej ej2 = ej. (A.5)
These idempotents satisfy the following orthogonality and ompleteness rela-
tions:
ejei = δji
k∑
j=1
ej = I. (A.6)
The enter of ASp onsists of all elements
∑k
j αjej , αj ∈ C.
Every permutation of Sp an be uniquely (modulo order) written as a pro-
dut of disjoint yles. Sine two yles are onjugated if and only if their length
is the same, the number of onjugay lasses is equal to the number of partitions
of p. Denoting the j'th onjugay lass by cj we build the sum of all elements
of one lass
kj
.
=
∑
π∈cj
π ∈ ASp (A.7)
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whih is obviously in the enter of ASp , too. So we an expand ki in the basis
ej :
ki = hi
k∑
j=1
1
fj
χj(ci)ej , (A.8)
where χj(ci) is the harater of the lass ci in the representation generated by
ej and hi is the number of elements of ci. The dimension of that representation
is equal to the multipliity fj .
The onstrution of the idempotents an be arried out via the
Young tableaux. A sequene of integers (m) = (m1, . . . ,mr),m1 ≥ m2 ≥
· · · ≥ mr with
∑r
j=1 = p gives a partition of p. To every suh sequene we
assoiate a diagram with
m1 boxes . . .
m2 boxes . . .
.
.
.
alled a Young frame (m). Let us take p = 5 as an example:
(5) (4, 1) (3, 2) (3, 1, 1) (2, 2, 1) (2, 1, 1, 1) (1, 1, 1, 1, 1)
An assignment of numbers 1, . . . , p into the boxes of a frame is alled a Young
tableau. Given a tableau T , we denote (m) by (m)(T ). If the numbers in every
row and in every olumn inrease the tableau is alled standard. The number
of standard tableaux for the frame (m) is denoted by f(m). It is equal to the
dimension of the irreduible representation generated by the idempotent e(m).
We now answer the question
How to onstrut e(m). Set
R(T ) .= {π ∈ Sp|π leaves eah row of T set wise xed},
C(T ) .= {π ∈ Sp|π leaves eah olumn of T set wise xed},
and build the following objets:
P (T )
.
=
∑
p∈R(T )
p, Q(T )
.
=
∑
q∈R(T )
sgn(q)q, (A.9)
then
e(T )
.
=
f(m)
p!
P (T )Q(T ) (A.10)
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is a minimal projetion in ASp (generates a minimal left ideal). The entral
projetion (generating the simple two sided ideal) is given by
e(m)
.
=
f(m)
p!
∑
T |(m)(T )=(m)
e(T ). (A.11)
Example p = 3. The frame has only one standard tableau 1 2 3
. All dierent tableaux in (A.11) lead to the same idempotent (A.10) whih is
just the sum of all permutations.
e(3) =
1
6
(
I+ (1 2) + (1 3) + (2 3) + (1 2 3) + (1 3 2)
)
.
For the frame we only need the olumn permutations in (A.10). We nd
e(1,1,1) =
1
6
(
I− (1 2) − (1 3) − (2 3) + (1 2 3) + (1 3 2)).
The frame has two standard tableaux. For the tableaux
1 2
3
,
1 3
2
,
2 1
3
,
2 3
1
,
3 1
2
,
3 2
1
we nd:
e(2,1) =
22
(3!)2
{
(I+ (1 2))(I − (1 3)) + (I+ (1 3))(I − (1 2)) + (I+ (1 2))(I − (2 3)) +
+ (I+ (2 3))(I − (1 2)) + (I+ (1 3))(I − (2 3)) + (I+ (2 3))(I − (1 3))}
=
1
3
{
2I− (1 2 3) − (1 3 2)}.
Up to order p = 4 the entral idempotents are given by the sum of minimal
projetors of the standard tableaux  they are orthogonal.
The haraters in the irreduible (m) representation an be omputed through
χ(m)(s) =
f(m)
p!
∑
T |(m)(T )=(m)
∑
p∈R(T )
q∈C(T )
pq=s
sgn(q).
Many other useful formulas an be derived from the Frobenius harater formula.
Interhanging rows and olumns in a frame (m) leads us to the dual frame (˜m).
For the haraters one nds: χ
(˜m)
(s) = sgn(s)χ(m)(s). There is a nie formula
for the haraters of the transpositions in [FH91℄:
Dene the rank r of a frame to be the length of the diagonal. Let ai and bi
be number of boxes below and to the right of the i'th box, reading from lower
right to upper left. Call
(
a1 . . . ar
b1 . . . br
)
the harateristis of (m), e.g.
X
X
X r = 3, harateristis =
(
0 3 4
0 2 5
)
.
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Then
χ(m)(τ) =
f(m)
p(p+ 1)
r∑
i=1
(bi(bi + 1)− ai(ai + 1)).
APPENDIX B
Notations and Abbreviations
ηµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 Minkowski metri
ǫAB =
(
0 1
−1 0
)
Spinor metri
N,R,C Numbers: positive integer, real, omplex
M Minkowski spae
D, S,C∞ Test funtion spaes: ompat support, rapid
derease, innitely dierentiable
A,B,G,Gg Algebras: free quantized eld, Boas algebra of
symbols, sub algebras of generators and basi
generators.
H,D,F Hilbert spaes: Hilbert spae, dense domain of
denition, Fok spae
L ,K Lagrangian
f̂(p) =
∫
dx f(x)eipx Fourier transformation in Rn
f(x) = 1(2π)n
∫
dx f̂(x)e−ipx
∆,∆F Commutator funtion, Feynman propagator
D,DF Massless ommutator funtion, massless Feyn-
man propagator
φclass Classial eld ∈ D(M)
ϕj Symbol ∈ G ⊂ B
T (N)(xN ) Time ordered produt
R(M ;N)(yM ;xN ) Retarded produt
N = {W1, . . . ,Wn} Set of symbols Wi ∈ B
xN = (x1, . . . , xn) n-fold oordinate vetor ∈Mn
WgL Interating eld with loal interation gL , g ∈
D(M),L ∈ B, in ase of more ouplings gL =∑
i giLi.
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