The main object of this paper is to prove that for a linear or convex multiobjective program, a dual program can be obtained which gives the primal sensitivity without any special hypothesis about the way of choosing the optimal solution in the efficient set. ᮊ
INTRODUCTION
As is well known, many authors have studied the properties of multiobjective optimization problems including the existence and determination of the solutions and the properties of these solutions. Consequently, important methods of resolution have been found by the use of a wide class of techniques and interesting dual programs have been obtained which characterize the primal solutions. The problem of analyzing the sensitivity of the program with respect to the changes in the vector of the right side has Ž w x also been studied by several authors see, for instance, 13, 14 for the w x . linear multiobjective programming, and 10, 11 for the nonlinear case . In this paper, we prove that for a convex multiobjective program, a dual program can be obtained which gives the primal sensitivity without any special hypothesis about the way of choosing the optimal solution in the efficient set.
The present work begins by introducing several concepts, such as the concepts of T-optimal solution and T-dual program, and then later defining a dual program for convex programming, which extends the dual w x Ž . w x Ž programs stated in 4, 13 for linear programming and 17 for convex . scalar programming . After introducing the concept of associated solutions, Theorem 10 proves their existence and subsequently Theorem 12 and 15 prove the surprising fact that, in the multiobjective case, the sensitivity of the program is measured by the dual solution plus the derivative of this solution or a projection of such derivative, pointing out that this result is a generalization of the scalar case.
The comparative advantage of operators T taking values in any ordered Banach space of finite or infinite dimension is that the generalization can have, as a consequence, important properties for some special classes of programs for which Theorems 12 and 15 imply a much more restricted range where the derivative of the dual solution can be valued. As a special case of operator T, we consider the operator introduced in Theorem 5 of w x 5 , which is a topological isomorphism and then the projection onto Ker T of the derivative of the dual solution is null. It may also be viewed as a linear and continuous mapping in the real line, with a duality theory for proper optimums useful in performing their sensitivity analysis. 
T-OPTIMAL SOLUTIONS AND LAGRANGIAN

T-MULTIPLIERS
Ž . 
In the particular case of being x g D and x g D two T-optimal
, respecti¨ely, then we ha¨e that
Proof. This is an immediate consequence of Definitions 1 and 2 since for every x g D and every xЈ g D we have that
from where the result follows trivially.
THEOREM 5. If W is a Banach lattice and there exists a neighborhood V of the zero¨ector of Z such that for e¨ery b g V there exists a T-optimal solution
from where the result is immediately deduced since 
Lg⌫ T Ž . Moreover, the dual program of the program 1 will be
q which means that the dual objecti¨e is ne¨er greater than the primal one.
Ž . Proof. If 7.1 does not hold then we would have that
and, therefore,
for every u g D, and in the particular case of being u s x we have that
Ž . Ž . and now it follows from 7.2 and 7.3 a contradiction. 
Let us define
Ž . and L is a Lagrangian T-multiplier for the program 1 . Proof. In fact, if b g V and z g Z then we have that
from where the result follows immediately since the function H H is Frechet differentiable at b g V and, therefore, it is also continuous at b g V.
We are now able to prove a rather surprising result. In general, in a multiobjective convex program, the sensitivity of the optimum depends not only on the value of the dual solution but also on the differential of this dual solution and more concretely, on the projection of such a derivative Ž . onto Ker T. In the scalar programming cases i.e., Y s ‫ޒ‬ , such a projection is clearly null and therefore, the next Theorem 12 is a generalization of the corresponding happening in the scalar programming.
As we will see later on, in the particular case of the linear programming Ž the differential of the dual solution is in Ker T and therefore, it coincides . with its projection onto Ker T . for every b g V, and it results from Theorem 5 and Lemma 11 that
Ž . for every z g Z and b g V, and since * s T *, it follows from 12.3 that Ž . b Therefore, since the projection onto Ker T is the function : ‫ޒ‬ 2 ª Ker T such that
for every x , x g ‫ޒ‬ , with the notations of Theorem 12, we have that Ž . Suppose henceforth that D is a non-necessarily pointed convex cone of
Ž . L L X,Z will be assumed to be ordered by its natural cones
Ž . and the same will be for L L X, W .
LEMMA 13. Under the already established notations, if T g T T then
Proof. This follows immediately from Definition 6 and Lemma 13. 
CONCLUSIONS
The dual program stated here for convex multiobjective programming w x Ž extends the dual programs given in 4, 13 for linear multiobjective . w x Ž . programming and 17 for convex scalar programming . Theorem 10 proves the existence of associated solutions which are introduced in Definition 9 and Theorems 12 establishes the surprising fact that, in the multiobjective case, the sensitivity of the program is measured by the dual solution plus the derivative of this solution or a projection of such a derivative, pointing out that this result is a generalization of the scalar case. As an important particular case linear programs are also studied since for them the results have a simpler formulation. The theory developed here in the context of Banach spaces is quite general and it may be applied in many particular situations like static, dynamic, or semi-infinite programs.
