Abstract-Existing knowledge systems incorporate knowledge retrieval techniques that represent knowledge as rules, facts or a hierarchical classification of objects. Knowledge representation techniques govern validity and precision of knowledge retrieved. There is a vital need to bring intelligence as part of knowledge retrieval techniques to improve existing knowledge systems. Researchers have been putting tremendous efforts to develop knowledge-based system that can support functionalities of the human brain. The intention of this paper is to provide a reference for further research into the field of knowledge representation to provide improved techniques for knowledge retrieval. This review paper attempts to provide a broad overview of early knowledge representation and retrieval techniques along with discussion on prime challenges and issues faced by those systems. Also, state-of-the-art technique is discussed to gather advantages and the constraints leading to further research work. Finally, an emerging knowledge system that deals with constraints of existing knowledge systems and incorporates intelligence at nodes, as well as links, is proposed.
I. INTRODUCTION
Information sharing has been one of the important aspects of human interactions. From cave paintings to the current World Wide Web (WWW) the need to share information has led to technological changes. WWW has emerged as a huge information storage that accumulate immense information from numerous domains. Initially only data was stored and used in its raw form, subsequently it was structured to provide data as useful information. This information has strewn on the web for a long time leading to the quest for knowledge to be retrieved through defined reasoning from the stored information [29] .
Studies in the field of knowledge have put forward a differentiation among data, information, knowledge and wisdom as data-information-knowledge-wisdom (DIKW) hierarchy [55] . DIKW hierarchy is also referred to as knowledge hierarchy or information hierarchy or more commonly as knowledge pyramid [3, 15] .
The knowledge pyramid represents data in its raw form that can further exist in any form and can be recorded. Information is referred as relationally connected data and knowledge as structured information whereas wisdom is knowledge in use [7, 38] . The hierarchical model depicts four components of the pyramid that are linked linearly, along with interconnectivity among the four components as shown fig. 1 . Volume of content involved reduces towards the vertex of the DIKW pyramid, shown in fig.1 . However the usability of the content provided at each level, increases towards the vertex [57] . Increased wisdom implies more relational connections within the content resulting in an increase of available useful information.
Data that forms the basis of human information system has no meaningful existence of its own without its ability to inter-connect. Strength of connectivity between data points distinguishes data from information. Connected information, when used to perform a task or provide a solution to a given problem, is treated as knowledge. Knowledge in turn coupled with experiences embodies wisdom to the system.
In addition to four components of DIKW, intelligence and innovation also belong to the pyramid. Knowledge is referred as intelligence when applied to derive solutions to problems in an efficient way. Intelligence, when applied to a new task, is said to be innovation and lies between knowledge and wisdom in the DIKW pyramid. It is this intelligence, which needs to be incorporated into the knowledge and information retrieval system in hand. III discusses some of the knowledge representation and retrieval schemes used later. Section IV discusses stateof-the-art knowledge system and its techniques. Section V briefs about the future scope and upcoming intelligent knowledge systems and finally section VI provides the conclusion.
II. RELATED WORK
The need to utilize data effectively and retrieve substantial results has been the focus since computer systems were invented. Knowledge representation has arisen as a major discipline of Artificial Intelligence (AI) in computer science. There is no universally accepted definition of AI. AI is a combination of other fields namely machine learning, knowledge representation, ontology-based search, Natural Language Processing (NLP), neural networks, image processing, pattern recognition, robotics, expert systems, and many others [52] . As defined by Barr [4] .
Knowledge representation has been the main component involved in constructing intelligent knowledge systems and knowledge-based systems. Knowledge has been the main focal point for knowledge representation [13, 29, 56] . Knowledge, as possessed by human brain, has been classified broadly into two type's namely tacit and explicit knowledge [4] . Tacit knowledge, also known as informal knowledge, is defined as knowledge that is hard to share as the same cannot be put across completely through vocabulary. It is gained through experiences, intuition, insights and observations. It is said to be within the subconscious human mind. Contrary to tacit knowledge is explicit knowledge that is easy to share, communicate and store by means of a combination of different vocabularies. It is also referred as articulated knowledge [52, 63] . The existing information and knowledge system deals with explicit knowledge that is further categorized as shown in fig. 2 Knowledge representation involves different schemes namely logical schemes, procedural schemes, networked schemes, structured schemes [56] . Networked scheme has seen continuous growth over time. On the other hand, logical and procedural scheme works with a fixed set of symbols and instructions that get limited with the increase in information to be encoded. Structured schemes utilize a complex structure for node in the graph thereby restricting its wide usage [46] . Networked schemes have simple nodes in the graph, which stores data and allows an enormous amount of data to be embedded into the system in the form of nodes.
Tolman had introduced the concept of cognitive maps [66] . Cognitive maps provide mental representation of spatial information as knowledge [30] . However, cognitive map does not possess any of the cognitive processing of its own. Kosko introduced a fusion of fuzzy logic and the cognitive map as Fuzzy Cognitive Maps (FCM) [2] . FCM utilizes fuzzy logic to compute the strength of the relations. In 1976, Sowa developed conceptual graphs (CG) to represent the logic based on the semantic network using a graph [60, 61] . A CG is a finite, connected bipartite graph where a node either represents concept or conceptual relationship. Arcs are only allowed between concept and the conceptual relationship and not between two concepts or two conceptual relationships. The Conceptual Graph Interchange Format (CGIF) is a dialect specified to express common logic provided in CG [62] . However, CG was merely a structured representation of given information that was difficult to scale up and also lacked intelligence.
Concept Maps (CM), designed and established by Novak and Gowin [48] , is a hierarchical structure that depicts hierarchy of concepts through the relationship between concepts. Here the concepts are represented by words that are linked through labeled arc. CM is used to understand the relationship between words as concepts [47] . CM has found its usability in learning as well as in assessing learning for a small number of connected concepts. It is also used to depict structuring of organizations and help administrators to manage organizations [12] . However, CM does not provide any structure for knowledge retrieval. Some of the important issues faced while dealing with the above mentioned systems were as follows: Later, Sowa proposed Semantic network as another field of knowledge representation. It is a graphical structure of interconnected nodes where nodes are connected by an arc to represent knowledge [62] . AI applications for knowledge representation and manipulation utilize computer architectures that support semantic network processing [14] . Semantic network is based on the understanding that relationships between concepts define knowledge. In semantic networks, nodes represent concepts, objects, events, and time and so on, whereas an arc represents relationship as a directed arrow between nodes with a label. Semantic networks are classified broadly into following six categories [62] :  Definitional network, also called as generalization hierarchy, supports the inheritance rule with or is-a between two defined concepts. Information in these networks is assumed to be inevitably true.  Assertional network like relational graphs, conceptual graphs, asserts prepositions using first-order logic. Unless explicitly marked, information in an assertional network is assumed to be conditional true.  Implicational networks are propositional networks where primary relation between nodes is of implication. They are also called as belief networks, causal networks, Bayesian networks, or truth-maintenance systems depending on the reasoning applied to the connectivity.  Executable networks are network that commonly use mechanism like message passing, attached procedures, graph transformations to cause change to the network by itself.  Learning networks are put together by acquiring new knowledge that may add or delete nodes and arcs or even update the weight of arcs. This change in the network enables knowledge system to respond effectively.  Hybrid networks work with closely interacting networks by combining two or more techniques, either in a single network or separate networks.
There has been continuous research to build a system that can model properties of the human brain either partially or fully. Emulation refers to a system model that inhibits all the relevant properties of the actual system, and simulation refers to a model that includes only some of the properties [58] .
Researchers from the field of knowledge systems have built Artificial Neural Network (ANN) as an effort to simulate the functionality of the human brain. Neural network incorporates learning into their system by changing the weights assigned to the nodes or arcs of the network. The principles of ANN were first put together by neurophysiologist, Warren McCulloch and young mathematical prodigy Walter Pitts in 1943 [19] . ANN has been found useful in various fields of knowledge processing and learning. LAMSTAR (LArge Memory STorage And Retrieval) neural network uses SelfOrganizing Map (SOM)-based network modules. LAMSTAR is specially designed for problems with a large number of categories for storage, recognition, comparison and decision [19] .
ANN has been useful in providing a solution to complex numerical computations although it has not been beneficial for solving simpler problems like balancing checks and many others. It is required to tailor ANN to a specific problem that needs to be solved [35] , which makes it specific in nature. Additionally, users need to get proper training to select a starting prototype as proper paradigm from multiple potential ones.
Blue Brain team, jointly with European company, EPFL attempts to emulate the human brain under the Human Brain Project (HBP). HBP aims at understanding human brain processing mainly to reform the fields of neuroscience, medicine and technology [65] . In order to acquire an enormous amount of data to cover all possible levels of brain organization, the project involves an IBM 16,384 core Blue Gene/P supercomputer for modeling and simulation. However, HBP faced challenges in replicating the brain model as a single system that involves collaborating neurological data from varying biological organizations. The developments in the field of knowledge-based system (KBS) in AI and ANN have stimulated the emergence of another field in knowledge representation, termed as knowledge-based neurocomputing (KBN). KBN involves a neurocomputing system with methods to provide an explicit representation and processing of knowledge [11] . However, not much has been done in the field of KBN. There is a need to develop an intelligent system that can combine the neurocomputing and knowledge representation techniques. Next section analyzes many more knowledge systems.
III. KNOWLEDGE REPRESENTATION AND RETRIEVAL TECHNIQUES
In early 1980's, remarkable developments in various fields of AI had brought the need of expert systems. Initial KBS were primarily expert systems. KBS and expert systems include two major components; one is knowledge base, and other is an inference engine. However, the two systems can be distinguished based on how and for what the system is being utilized. The expert system had been usually build to substitute or assist a human expert in efficiently resolving a complex task with less complexity to save time [56] . On the other hand, KBS provides a structured architecture to represent knowledge explicitly [23] .
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I.J. Intelligent Systems and Applications, 2015, 07, 18-28 KBS evolved as the knowledge base became structured, representing information using classes and subclasses where relations between classes and assertions were represented using instances [67] . MYCIN was the first KBS developed for medical diagnosis, under lisp platform. The inference engine EMYCIN was extrapolated from MYCIN, so that it can be made available for other researchers [67] . However, it was not practically used, as it would take approximately thirty minutes of time to respond to system queries where the program was run in large time -shared system. KBS has been an active area of research which has faced a limitation referred as knowledge acquisition bottleneck. The information available in a particular domain is so vast that it creates a bottleneck to extract all the necessary information from the human experts in the form of rules into the inference engine.
KBS is different from the database. Databases answer query based on what is explicitly stored. However, the knowledge in KBS is stored primarily to reason and retrieve information from this system [70] . The field of knowledge representation has seen the development of knowledge management (KM) products which involve multi-disciplinary organizational knowledge as a repository of manuals, procedures, reusable design and code, error handling documents and many more. The objective of KM is mainly to store and reuse the information where KBS is an automated system that involves reasoning. In the current context, the discussion is restricted to KBS, which intends to depict some of the complexities of human information storage and processing.
With the advancement in the techniques used to represent knowledge in knowledge bases, it was possible to use the structure of classes and subclasses, and their instances more commonly implemented today as ontology, whose foundation is laid down from the field of philosophy. It was established in the field of computer science by Thomas R Gruber and is defined as "ontology is formal, explicit specification of a shared conceptualization" [20] . Ontology provides a formal specification explicitly for the terms and their relationships associated with other terms in a particular domain. This specification builds up a vocabulary to define the terms in the domain [21] . Ontology finds its usage over the earlier existing methodologies as it allows the following:  The domain users, as well as the software agents, share the understanding of the domain structure and thus analyze the domain knowledge.  Domain assumptions and the conceptualization are made explicit.  The above stated features enable sharing and reuse of domain knowledge.
Data acquisition in accordance to the ontology builds the knowledge base which, when used by domain applications and software agents, provides problemsolving methods [49] . One of the earliest knowledge bases that utilize ontology for its construction is Cyc [51] . Cyc, which started in 1984, intends to construct a single knowledge base to represent the complete commonsense knowledge. Cyc has been there for last three decades, and one of the biggest limitations it faces is in structuring and adding new knowledge into knowledge base. The other major challenge faced by Cyc was to provide completeness to the knowledge base in depth.
These limitations have led to the classification of ontologies. Guarino classified ontologies on the basis of information, which has been put together as concepts and structuring of the concepts. This classification has been further fine-grained into six categories namely [51] :  Top-level Ontology, more commonly referred to as upper ontologies, provide structure for the top-most general concepts. However, structuring and defining boundaries for top-level basic concepts has been a difficult task. It had been a controversy to make it either too narrow or too broad [64] .  Domain Ontology provides vocabulary to represent conceptual structure of a particular domain. They are usually connected to some top-level ontology so that there is no requirement to include the common basic knowledge.  Task Ontology provides a conceptual structure to define the most general concepts for basic tasks and activities.  Domain-Task Ontology provides a conceptual structure for domain centric concepts pertaining to the domain specific tasks and activities [64] .  Application Ontologies include concepts that are usual specializations of both domain and task ontologies.  Method Ontology provides a structuring of concepts definitions to stipulate the reasoning process in order to accomplish a given task  Application Ontology provides structuring of concepts at the application level. The errors in the ontology development model have an influence over the information retrieved from the ontology-based system [10] . Ontological modeling of concepts faces numerous challenges. Some of these challenges are [50, 32] [37] . Developing an upper ontology involves a proper interpretation of primitive concepts [45] . The biggest challenge faced in the development of the upper ontology is involved in building a completely compatible concept structure of top-level concepts that can be integrated with multiple domains [8] . Majority of the knowledge systems developed today incorporate the ontological structure, which have proved to be beneficial in various domains, but are strongly limited by ever increasing content and its coherent integration with information from multiple domains.
IV. STATE-OF-THE-ART: KNOWLEDGE REPRESENTATION SYSTEMS
The field of knowledge system has seen enormous development over the last two decades. In order to use information for automation, integration, decision-making and reuse across various applications, there has been a need to define and link the information that flooded the WWW. Semantic Web is large semantic network that commits in providing a common framework that allows data to be shared and reused across application, enterprise, and community boundaries [22] .
In order to manage and automate the huge volume of data on the web, Semantic Web has defined standard web ontology language (OWL). OWL provides a common syntax to define vocabulary that defines terms and relationships to represent the knowledge in the domain [59] . Semantic Web provides semantic interoperability of data through technologies such as RDF, OWL, SKOS, and SPARQL as given by W3C standards [5] . The Semantic Web architecture is a layered stack of its standardized languages, at the bottom of this stack lays the Resource Description Framework (RDF) [24, 33] . RDF is the foundation for processing metadata and its data model consists of three object types [31] :  Resources: RDF expression describes things like a part or an entire webpage or an entire website. These things are termed as resources and are named by Uniform Resource Identifiers (URI).  Properties: A resource is described using properties that can be an explicit characteristic, attribute or relation, with a specific meaning, the types of resources it can describe and its relationship with other properties.  Statements: The RDF statement, also referred as RDF triple, consists of three components namely, subject, predicate and object as shown in fig. 4 . RDF graph consists of a set of such triples or statements, where subject and objects are represented by nodes and predicate by an arc.
RDF uses URI references to identify resources and properties. Each URI represents a concept. Fig. 5 . represents RDF statement: Richard Cygniak de is editor of rdf11-concepts identified by URI given for the subject. RDF schemas (RDFS) is RDF vocabulary description language provide generalized hierarchical structure of classes and properties [9] . OWL is layered on top of RDF and RDFS as it is widely used and is more expressive [17] . SPARQL, the Semantic Web query language, helps to query and extract data from RDF graphs instead of tables.
Semantic Web, which came into the picture around a decade ago, is undergoing research and development with an aim to organize the vast amount of information available on the internet, for faster access. Users from diverse fields have submitted case studies to Semantic Web, some of them include, healthcare, sciences, financial institution, automotive, oil and gas industry, public and government institutions, defense, broadcasting, publishing and telecommunications [25, 5] . These case studies comprise of the following usage areas namely, data and B2B integration, portals with better efficiency.
Few of the applications that have been benefitted by Semantic Web technologies in the recent past are listed as [68, 27] With the growth in the applicability of Semantic Web technologies, there have been demands for development of tools that help in building Semantic Web and linked data applications. The Semantic Web development tools need to be there for various categories namely, triple stores, inference engines, converters, search engines, middleware, CMS, Semantic Web browsers and development environments. Apache Jena is a free and open source Java framework is one such tool [16] . Few more tools for the above mentioned categories are AllegroGraph, Mulgara, Sesame, flickurl, TopBraid Suite, Virtuoso, Falcon, Drupal 7, Redland, Pellet, Disco, Oracle 11g, RacerPro, IODT, Ontobroker, OWLIM, RDF Gateway, RDFLib, Open Anzo, Zitgist, Proté gé , Thetus publisher, SemanticWorks, SWI-Prolog, RDFStore and many more. Proté gé has been identified as the most widely used ontology development [71] .
Big datasets have been created or linked to existing datasets to provide vocabulary to the Semantic Web applications. These datasets include IngentaConnect, eClassOwl, Gene ontology, GeoNames, FOAF (Friend of a Friend) ontology [26] .
The DBpedia and Freebase are the two main linked data sources that have emerged in the recent past and have been able to connect various other datasets. Connecting various datasets was the main objective defined for Semantic Web. DBpedia is a community effort to build a knowledge base that can be used to extract structured data using expressive queries [69, 34] . The knowledge base of DBpedia is constructed automatically form Wikipedia, which is one of the biggest encyclopedias on the web. DBpedia extracts information from the Wikipedia page either in dumps or live. DBpedia-live extracts continuous streams updates from Wikipedia [1] . Extracting data from Wikipedia has been a challenge as its search is restricted to keyword matching and inconsistent data over multiple pages [40] . DBpedia is a step towards fulfilling the objectives of Semantic Web. In doing so, it faces following challenges [27, 28, 40] :  Identifying the triples to be extracted or deleted when the article changes is challenging.  There is a limitation due to inaccurate and incomplete data stored with infobox.  Temporal and spatial dimension have not been considered  DBpedia heavy-weight release process, which involves monthly dump-based extraction from Wikipedia, does not reflect the current state and requires manual export.  Its large schema also poses a challenge during extraction.
Though there were continuous developments in Semantic Web technologies over the last decade, yet more need to be done to make all the data on the web to be integrated together. In doing so, researchers have come across many challenges as listed below [6, 24] :  It requires technical experts' time and knowledge to construct RDF for all the existing web pages.  Some of the web browsers do not support the web pages written in RDF.  It is difficult to implement for non-technical users.  There are issues with query performance because of the distributed structure.  Web page creation for Semantic Web requires more time as it needs to specify the metadata along with the usual web page development. Freebase a collaborative community-driven web portal which includes structured information, which is built to address some of the challenges faced during Semantic Web development where large scale information from different sources needs to be integrated [18] . Freebase contains data integrated from various sources such as Wikipedia, ChefMoz, Notable Names Database (NNDB), Fashion Model Directory (FMD) and MusicBrainz, it also includes data contributed data from its users. Freebase was initially developed by Metaweb Company and later acquire by Google in 2010. Freebase is a type system that includes the following objects [18] :  Topic: Each topic represents exactly one concrete and specific entity where each topic is identified using globally unique identifier (GUID Freebase RDF dump have been used by many products, one of them is ':BaseKB' which is a product from the company, Ontology2. :BaseKB is an imminent knowledge base enabling interactions of web applications by utilizing information supplied by Dbpedia, Facebook open graph and other semantic-social systems. The integrated data provided from numerous domains are queried using SPARQL. :BaseKB eliminates invalid and unnecessary facts from the content that makes it more efficient that the Freebase. However, knowledge retrieval in both the systems is restricted by the content structuring where there can be a single connectivity between concepts.
Managing connected data within the upcoming business applications have been a concern with the already existing relational databases. The traditional relational database systems are good at processing related tabular data. However it is easier and efficient for the current knowledge-based retrieval systems to represent the interrelated and rich data using a graph database. A graph database incorporates graph structures with nodes, edges and relationships to store and represent the interrelated data for efficient retrievals. The graph traversal provides answers to user queries. Many graph database projects have been under development like AllegroGraph, BigData, Oracle Spatial and Graph, Sqrrl Enterprise, Neo4j and many more.
Some of these are RDF graphs, and others are property graphs. A property graph stores data in nodes that are connected by directed, type relationships and properties resides on both the nodes and relationships. One the most popular open source graph database is Neo4j [54] . Graph databases have index-free adjacency property that enables a given node to find its neighbors without considering its full set of relationships in the graph [39] . Neo4j uses Cypher as the graph query language, where it need to specify explicitly the nodes key-value pair and relationship property between the nodes, as well as the directed arrow [53] . An example to create a graph shown In fig. 6 for the relationship "John is a student of IT College" using Cypher is as below: The graph databases have an advantage over the conventional relational databases whereby data insertion is not restricted by defined table design and also supports processing of unstructured data. At the same point, the directivity of relationship between nodes in the graph has to be provided explicitly. This explicit representation depends on user inputs and intelligence that poses a limitation in intelligent information storage.
V. CURRENT SYSTEMS LIMITATIONS AND FUTURE SCOPE
The developments in information representation techniques are shown in fig. 7 . Knowledge representation and retrieval techniques mentioned so far deal with information as connected words at the time of input and processing. There is a need to develop new information representation technique that could incorporate innovative and intelligent knowledge retrieval properties into the system.
The usage of concepts has been restricted to representation of words. However, to represent the concept there is a need to connect with related subconcepts e.g. Cow, as a word means nothing unless it is associated with its properties. Thus, the set of connected sub-concepts make a concept. Also, these systems fail to provide dynamic connectivity between existing nodes, wherein any new relationship needs to be specified using separate rules. Many of the social networks like Google, Facebook, and Twitter have included graph databases.
Graph databases as mentioned earlier provide explicit connectivity between nodes whereas human brain network does not provide a fixed and explicit connectivity between the neurons [36] .
The researchers have believed that the information in the human brain, as well as information in knowledge and information systems, is stored as a network of interconnected nodes. However, the human brain network and human-made knowledge systems differ considerably in the way nodes are structured, connections between the nodes are made and the efficiency with which knowledge is retrieved. In the human brain, network links have varying properties that help in their fast or slow knowledge retrieval [58] . There is a need to develop a knowledge system that can provide for an autonomous node with an ability to decide the subsequent connectivity. In addition, connectivity between nodes is not just an assigned string of relationship but where the intelligence of the network lies.
Another promising approach for the development of intelligent knowledge system is provided by Informledge System (ILS). This knowledge system provides intelligent knowledge retrieval from the stored information by virtue of ILS autonomous nodes and the multilateral links [41, 42] . It follows a distinct way of representation for its nodes with four quadrant structure to provide processing capabilities unlike the nodes provided by the other knowledge systems. The multilateral links provide intelligence to the system through its multi-stranded properties [43, 44] . Intelligence of the human brain processing lies with the individual neuron to connect automatically to multiple other neurons that are the basis of development of ILS.
VI. CONCLUSIONS
The advancements in knowledge retrieval systems have enabled the researchers from this field to provide better solutions for autonomous systems with information sharing capabilities. Ontology development and Semantic
