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ABSTRACT
The Hitomi results for the Perseus cluster have shown that accurate atomic models are essential to the success of X-ray
spectroscopic missions, and just as important as knowledge on instrumental calibration and astrophysical modeling.
Preparing the models requires a multifaceted approach, including theoretical calculations, laboratory measurements,
and calibration using real observations. In a previous paper, we presented a calculation of the electron impact cross
sections on the transitions forming the Fe-L complex. In the present work, we systematically test the calculation
against cross sections of ions measured in an electron beam ion trap experiment. A two-dimensional analysis in the
electron beam energies and X-ray photon energies is utilized to disentangle radiative channels following dielectronic
recombination, direct electron-impact excitation, and resonant excitation processes in the experimental data. The data
calibrated through laboratory measurements are further fed into global modeling of the Chandra grating spectrum of
Capella. We investigate and compare the fit quality, as well as sensitivity of the derived physical parameters to the
underlying atomic data and the astrophysical plasma modeling. We further list the potential areas of disagreement
between the observation and the present calculations, which in turn calls for renewed efforts in theoretical calculations
and targeted laboratory measurements.
Key words. Atomic data – Methods: laboratory: atomic – Techniques: spectroscopic – Stars: coronae
1. Introduction
High resolution X-ray spectroscopy provides unique oppor-
tunities for the exploration of both the microscopic physics
of celestial bodies and the fundamental laws of cosmology.
The observational window of X-ray spectroscopy, unlocked
by the spectrometers onboard Chandra, XMM-Newton, and
Hitomi, will be fully open with the micro-calorimeters on
the future XRISM and Athena missions. These telescopes
will enable well-resolved spectroscopy of all kinds of cosmic
X-ray sources, advancing the understanding into a broad
range of physical conditions, from the heating source in the
corona of a star to the formation of the largest scale bary-
onic structure.
The increasing sensitivity and resolving power of X-ray
spectrometers require accurate modeling of the X-ray spec-
tra, which is in turn built on a range of fundamental atomic
data, mainly including the wavelengths and cross sections
of radiative and collisional processes. The connection be-
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tween X-ray astrophysics and atomic physics has never been
so tight. The existing spectra already revealed the limits
of the available atomic data, which are mostly obtained
through theoretical calculations. The first Hitomi results
on the Perseus cluster showed surprising discrepancies be-
tween the measurements using different atomic codes, for
instance, 15% for the derived iron metallicity, while the
statistical uncertainties from the observation are only 1%
(Hitomi Collaboration et al. 2018). These discrepancies rep-
resent systematic uncertainties that are even larger than
the uncertainties due to the calibration of the Hitomi in-
struments. Another example showed that the laboratory
measurements of the transition energies and cross sections
of the oxygen innershell photoionization lines might be in
tension with the results using the Chandra grating data,
casting doubt on the interpretation from some of the obser-
vations (McLaughlin et al. 2017).
The Fe-L complex is a dominant feature in the X-ray
spectra from many collisional plasma sources, such as stars,
interstellar medium, and groups of galaxies. The Fe-L com-
plex is composed of a range of radiative transitions onto
n = 2 states of Na-like to Li-like Fe ions, powered by mul-
tiple channels of collisional excitation, recombination, and
ionization mechanisms. These Fe lines are very bright, mak-
ing them key diagnostics of electron temperature, density,
chemical abundances, gas motion, and photon scattering
opacity of the sources (Phillips et al. 1996; Xu et al. 2002;
Werner et al. 2006). Nevertheless, we lack adequate accu-
racy in the atomic data for the Fe-L complex (Gu et al.
2006a; Beiersdorfer et al. 2002; Brown et al. 2006; Bernitt
et al. 2012; Beiersdorfer et al. 2018; Mernier et al. 2018;
Shah et al. 2019; Kühn et al. 2020), where the line forma-
tion is complicated. Unless the issue is addressed, the large
errors in the data might potentially lead to unacceptable
uncertainties in the future XRISM (Tashiro et al. 2018)
and Athena (Barret et al. 2016) analysis.
In Gu et al. (2019) (hereafter paper I), we performed a
distorted-wave calculation of the electron impact cross sec-
tions on the Fe-L ions, paying special attention to the res-
onant populating processes, including resonant excitation
and dielectronic recombination. These calculations are sys-
tematically compared with the available R-matrix results,
on both the collisional rates and the model spectra based
on line formation calculation. We found that the two calcu-
lations agree within 20% on most of the main transitions,
while the discrepancies become much larger for the weaker
lines. Thus, the new Fe-L calculations must be verified be-
fore delivery to the community. This can be done by the
systematic testing of the atomic data against (1) laboratory
measurements using e.g., electron beam ion traps (EBITs)
and (2) deep astrophysical observations of standard objects.
In this paper, we first put forward an experimental bench-
mark using a recent EBIT measurement of the Na-like and
Ne-like Fe lines (Section 2), focusing on the dielectronic re-
combination, direct and resonant excitation processes. In
the second half, we implement the atomic data obtained
through calculations and EBIT experiments into the anal-
ysis of the Capella grating data (Section 3). Similar work
was done in Hitomi Collaboration et al. (2018), in which
the K-shell lines are directly calibrated against the Hitomi
data of the Perseus cluster. Based on the above tests, we
discuss potential areas of disagreement, as well as feasible
corrections to the atomic data.
Throughout the paper, the errors are given at a 68%
confidence level.
2. Laboratory benchmark
2.1. Fe-L data measured with FLASH-EBIT
The experimental data used in the present analysis were
reported by Shah et al. (2019) (hereafter S19) using the
FLASH-EBIT (Epp et al. 2010) facility located at the Max-
Planck-Institut fu¨r Kernphysik in Heidelberg, Germany. In
the experiment, a monoenergetic electron beam emitted
from the hot cathode is compressed by a strong magnetic
field of 6 T generated by superconducting Helmholtz coils.
The electron beam collisionally ionizes Fe neutral atoms to
the desired charge state, which are radially confined by the
negative space charge potential of the electron beam and
axially by electrostatic potentials applied to the set of drift
tubes. The charge state distributions of the trapped ions are
driven by electron-impact ionization, recombination, and
excitation processes. The spontaneous radiative decay of
excited states generates X-ray photons, which are collected
at 90 degrees to the electron beam axis with a silicon-drift
detector (resolution ≈ 120 eV FWHM at 1 keV).
The line emission cross sections were measured for
3d−2p and 3s−2p channels of Fe xvii ions formed through
dielectronic recombination, direct electron-impact excita-
tion, resonant excitation, and radiative cascades (see termi-
nology in Table 1). The experiment (S19) improves previous
works by reducing the collision-energy spread to only 5 eV
FWHM at 800 eV, which is six-to-ten times improvement
compared to Brown et al. (2006), Gillaspy et al. (2011),
and Beiersdorfer et al. (2017). Moreover, three orders of
magnitude higher counting statistics allowed to distinguish
narrow resonant excitation and dielectronic recombination
features from direct excitation ones in the experiment. By
comparing the laboratory line fluxes with a theoretical cal-
culation tailored to match experimental conditions, S19
found good agreement with various theories for the 3s− 2p
transition, while accurately confirming known discrepancies
in the 3d−2p transition. The latter was found to be overes-
timated by 9−20% by state-of-the-art-theories. This result
is well in line with earlier lab measurements (Beiersdorfer
et al. 2002; Brown et al. 2006).
It remains unclear whether the same consistency and
discrepancy can also be expected for the general spec-
tral codes (e.g., AtomDB, Chianti, and SPEX) used in X-
ray astronomy. In fact, these codes might behave differ-
ently from a dedicated calculation, as the database in the
codes are often a combination of multiple sources of cal-
culations, and are subject to various approximations. The
main caveats for a direct EBIT-code benchmark are (1)
cross sections in astronomical codes are often folded with
the Maxwellian distribution, while these EBIT data were
taken with a linear energy weighting; (2) conventional an-
alyzing techniques cannot fully disentangle different radia-
tive components (e.g., dielectronic recombination, radiative
recombination, resonant excitation, direct excitation) when
they overlap in beam energy in the EBIT data. The most
obvious example is the complex around the beam energy
∼ 700 − 800 eV as shown in Fig. 1, where the strong di-
electronic recombination transitions of the Na-like ions are
mixed up with the resonant excitation and direct excita-
tion transitions of the Ne-like ions; (3) most of the lines are
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Table 1. Terminology of the relevant Fexvii lines
Name wavelength (Å)a transition channel formationb
3C 15.014 2s22p6 (1S0) - 2s22p53d (1P1) 3d− 2p mainly DE
3D 15.261 2s22p6 (1S0) - 2s22p53d (3D1) 3d− 2p mainly DE
3E 15.453 2s22p6 (1S0) - 2s22p53d (3P1) 3d− 2p DE and DR cascades
3F 16.780 2s22p6 (1S0) - 2s22p53s (3P1) 3s− 2p DE, RE, DR, II, RR
3G 17.051 2s22p6 (1S0) - 2s22p53s (1P1) 3s− 2p DE, RE, DR, II, RR
M2 17.096 2s22p6 (1S0) - 2s22p53s (3P2) 3s− 2p DE, RE, DR, II, RR
(a) Measured wavelengths by Brown et al. (1998).
(b) DE: direct excitation; RE: resonant excitation; DR: dielectronic recombination; II: innershell
ionization; RR: radiative recombination.
blended in photon energy due to the poor X-ray resolution
of the current data (Fig. 1). An accurate component study
based on data decomposition and Maxwellianization (§ 2.2)
is the key to solve these issues.
Here we calibrate the EBIT data following the proce-
dure in S19. First, the X-ray detector was shielded from
the UV light by a 1 µm carbon foil, which also blocks a
part of the X-ray radiation from the trap. The transmis-
sion of the thin foil was corrected based on the tabulated
data from Henke et al. (1993), which gives 15% for 600 eV
and 61% for 1000 eV. Second, the beam current Ie was ad-
justed as a function of beam energy E to keep the electron
density ne ∝ Ie/
√
E constant in the experiment, thus the
space charge potential of the electron beam. The EBIT data
was therefore corrected for the energy-dependent electron
beam current density.
Finally, the X-ray polarizations from the radiative cas-
cade and the cyclotron motion of electrons inside the elec-
tron beam were modeled based on the measurement and
the theoretical procedure presented in Shah et al. (2018).
The polarization calculations were performed using with
the FAC code (Gu 2008) for each individual component,
including dielectronic recombination, resonant excitation,
and direct excitation, and presented in S19 as the machine-
readable table (see data behind the Fig. 2 of S19). They
also agree well with an independent experiment performed
at LLNL EBIT, measuring X-ray line polarizations for Fe-
L lines using the two-crystal technique (Chen et al. 2004).
Moreover, in S19, a comprehensive agreement for various
line emission cross sections at 90 degrees was achieved using
the FAC predictions (cf. Figs. 2, 3, and 4 of S19). Two other
completely independent experiments measuring the total
dielectronic recombination cross sections the Test Storage
Ring (TSR) at Heidelberg (Schmidt et al. 2009) and the to-
tal direct excitation cross sections at LLNL EBIT (Brown
et al. 2006) have also shown a good agreement with the S19
experimental data. Such extensive comparisons between in-
dependent theories and experiments in S19 provided us
good confidence over the validity of the polarization pre-
dictions. We also note that the FAC polarization predic-
tions are also thoroughly benchmarked in previous exper-
iments at FLASH-EBIT (Shah et al. 2015, 2016; Amaro
et al. 2017; Shah et al. 2018). Here, we inferred the total
flux (Ftot) from the observed flux in the experiment (F90)
through Ftot = 4piF90(3 − P )/3, where P is the degree of
polarization. Based on FAC, the maximal effect of polariza-
tion is ∼40% for the dielectronic recombination and direct
excitation at the 3d - 2p manifold, and ∼5% for the direct
excitation at the 3s - 2p lines. The latter line complex is
completely dominated by the radiative cascades thus depo-
larized (see Chen et al. 2004 and S19 for details).
2.2. Two dimensional fits
As shown in Fig. 1, the X-ray line emission of Ne-like and
Na-like Fe is made up of two main components: the reso-
nant X-ray peaks (including dielectronic recombination and
resonant excitation) and the continuum (direct excitation
and radiative recombination). An accurate determination
of the transition intensities rests upon precise separation
and extraction of each individual component, which is most
related to two issues: (1) how to model the resonant com-
ponent; and (2) how to separate the resonant and the con-
tinuum components.
To solve the first issue, we model the spectrum at the
resonant X-ray peaks in two dimensions and extract each
peak from its adjacent transitions. Following, e.g., Li et al.
(2013), the instrumental response is approximated using a
set of semi-empirical equations,
F (x, y) = Fx(x)
(
Fy(y) + F
∗
y (y)
)
, (1)
where the response functions of the full energy peak along
the electron beam energy x and X-ray photon energy y are
Fx(x) = N1e
− (x−x0)2
2σ2x , (2)
and
Fy(y) = N2e
− (y−y0)2
2σ2y . (3)
The exponential tail function towards the low energy from
the full peak is
(4)F ∗y (y) = N3e
− y−y0
σ∗y Erfc
(
y − y0
N4σy
+
σy
N4σ∗y
)
.
In the above equations, N1, N2, N3, and N4 are the nor-
malization parameters, x0 and y0 are the excitation and
photon energies of the transition, σx, σy, and σ∗y are the
line spreads of the instrument, and Erfc is a complemen-
tary error function. All the parameters are left free for each
X-ray peak. The Sherpa package 1 (Freeman et al. 2001) in
the CIAO software (Fruscione et al. 2006) is used to fit the
EBIT data. To localize the noise analysis, the entire image
is divided into several regions of interest (Fig. 2), and the fit
is carried out independently for each region. The number of
1 http://cxc.harvard.edu/sherpa/
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Fig. 1. EBIT X-ray data as a function of the electron beam energy (abscissa) and the photon energy (ordinate), corrected for the
carbon foil transmission and the varying beam current. Color shows the number of counts. Photon energies of the main 3d - 2p and
3s - 2p transitions of Ne-like Fe are marked with the dashed lines. The upper and right panels show the count profiles projected
along the beam energy and the photon energy, respectively.
Table 2. Fit quality of the EBIT data
Region of interest beam energya photon energya number of peaks fit goodness
(keV) (keV) χ2/dof
1 0.254−0.295 0.547−0.915 3 5445/4862
2 0.295−0.341 0.515−0.983 4 8632/6906
3 0.341−0.377 0.516−1.053 5 7001/6149
4 0.377−0.423 0.514−1.089 6 9610/8536
5 0.423−0.459 0.514−1.099 4 5433/6731
6 0.459−0.491 0.512−1.106 5 5961/6100
7 0.491−0.524 0.512−1.106 5 6301/6436
8 0.524−0.554 0.576−1.234 5 5589/6100
9 0.554−0.612 0.571−1.245 10 12503/12648
10 0.612−0.648 0.567−1.256 8 7589/8047
11 0.648−0.699 0.566−1.298 11 11296/12072
12 0.699−0.737 0.564−1.402 10 12039/10302
13 0.737−0.807 0.564−1.102 19 12157/9971
14 0.807−0.835 0.539−1.400 4 9646/7678
15 0.835−0.888 0.555−1.403 11 18258/14666
16 0.888−0.934 0.554−1.396 12 19347/15070
17 0.934−0.987 0.552−1.408 10 16110/12158
18 0.987−1.110 0.548−0.962 10 22098/16390
(a) Lower and upper boundaries of the regions of interest.
peaks are set by a visual inspection, unless an F-test deter-
mines that an additional resonant component is required.
The quality of the fit to each region of interest is summa-
rized in Table 2. Generally, the fit is robust, thanks to the
very high count statistics and the excellent signal-to-noise
level of the data.
As shown in Fig. 2, the dielectronic recombination of
Na-like Fe from n = 3 levels are modeled using Eqs. (1-4).
The overall reduced-χ2 is 1.2, for degrees of freedom of ∼
22000. The statistical uncertainties on the peak intensities
are determined to be 1 − 4%, and the estimation of the
relevant systematic uncertainties is described in § 2.3.3. The
average position accuracy is 0.5% on the beam energy and
3.5% on the photon energy, relative to the absolute values
obtained from the fits.
A remaining issue is to separate the resonant and con-
tinuum components, especially for the 3s - 2p line at beam
energy > 720 eV where the resonant excitation, dielectronic
recombination, and direct excitation overlap. It is challeng-
ing to determine the resonant and continuum components
simultaneously through fit, as their variations on the beam
energy are both substantial. To overcome the degeneracy,
we first fix the continuum spectrum to the theoretical value
with the many-body perturbation theory (MBPT) method
in the FAC code (Gu et al. 2006b; Gu 2009). The calcu-
lation has been described in S19 and benchmarked within
the same experiment. A second-order MBPT algorithm and
configuration interaction are used to enhance the accuracy
of the atomic structure, which in the end has a direct ef-
fect on the collision strength of the allowed transitions. To
minimize the discrepancy between theory and lab data, we
scale the theoretical continuum spectra by the measurement
data at beam energies of 1100− 1115 eV, where the direct
excitation dominates (Brown et al. 2006). As reported in
S19 Tab. 1, the excitation continuum for the 3s - 2p tran-
sition from the MBPT theory agrees with the EBIT data,
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Fig. 2. (a) EBIT data of the dielectronic recombination from
3l3l′ states (where two electrons are excited to n = 3). (b) Best-
fit model, the central position of each peak is marked by a black
box. The boundaries of the regions of interest are shown by green
lines. (c) Background noise and residual of the fit.
while for the 3d - 2p transition, the MBPT overestimates
the continuum by ∼ 9%. Therefore, the scaling applied to
the theoretical continuum is done independently for the two
transitions. After further correcting for polarization and
the instrumental broadening, the continuum model is sub-
tracted from the original data, and the resonant peaks are
modeled based on Eqs. (1-4). The continuum model can be
updated by taking into account the residual from the reso-
nant fits. Through 4−5 iterations, the procedure converges,
and the variation on the continuum flux between two runs
becomes less than 10−4.
The continuum component is further decomposed into
the 3s - 2p lines and the 3d - 2p lines. This is done in two
steps, following a similar procedure to the one described
in S19. First, we project the continuum data in the 700 −
1120 eV beam-energy band along the photon energy, and fit
it with a two-component model, each with a form of Fy(y)+
F ∗y (y). The photon energies y0 of the two components are
fixed at 0.826 keV (3d - 2p) and 0.726 keV (3s - 2p). Second,
the 700 − 1120 eV electron beam band has further been
divided into 14 segments, an independent two-component
fit is done in each segment. Both components are treated as
scale-down of the broad-band continuum, c[Fy(y)+F ∗y (y)],
where c is the normalization factor. The parameters on the
detector response (N2, N3, N4, σy, and σ∗y) are fully fixed
to the results obtained in the first step. The line fluxes can
thus be determined from the only free parameter c, which
is obtained through a fit at each beam energy segment.
The decomposition of the EBIT data at the complex
region (∼ 690−835 eV) is shown in Fig. 3. The dielectronic
recombination from n = 6 and higher, and the resonant
excitation from n = 3 and 4, are separated from the direct
excitation continuum. The reduced-χ2 is ∼1.5 at the reso-
nant peaks, where the systematic uncertainties are higher
76
6
19
125
725
83
6
69
6
76
6
83
6
69
6
76
6
83
6
69
6
76
6
83
6
69
6
718 752 787 821
718 752 787 821
718 752 787 821
718 752 787 821
(a)
(b)
(c)
(d)
counts
X-
ra
y 
e
n
e
rg
y 
(eV
)
electron beam energy (eV)
Fig. 3. (a) EBIT data of the complex region (labeled “DR + RE
complex” in Fig. 1). (b) Model of dielectronic recombination, the
central positions are marked by black boxes. The boundaries of
the fit windows are shown by green lines. (c) Model of resonant
excitation, the central positions are marked by black circles. (d)
Background noise, residual of the fit, and the direct excitation
continuum.
than those at the dielectronic recombination peaks (§ 2.3.3).
Thanks to very high counting statistics achieved in the ex-
periment, the average position accuracy for the resonant
components is 0.6% on the beam energy axis and 4% on
the photon energy axis, relative to the absolute values ob-
tained in the fits.
To enable direct comparison with the astrophysical
codes, we convolve the models of the resonant and the con-
tinuum components with a Maxwellian beam energy distri-
bution. The line emissivities are calculated at four differ-
ent temperatures, 0.25 keV, 0.5 keV, 0.75 keV, and 1.0 keV.
Obviously, the Maxwellian distribution covers a broader en-
ergy range than the EBIT data. This would not affect the
accuracy of the resonant component, because most of the
dielectronic recombination and resonant excitation transi-
tions can be found in the EBIT scan range. However, the
collision strength of direct excitation has a continuous dis-
tribution towards high energy (Paper I). To model the con-
tribution beyond the EBIT scan range, we calculate the
direct excitation cross section up to 10 keV based on the
distorted-wave method implemented in the FAC code. To
connect the calculation smoothly to the lab data, the FAC
model is scaled to the polarization-corrected EBIT data at
1.1 keV. The line emissivities of direct excitation are ob-
tained based on the combined EBIT data and the theoret-
ical calculation. A direct calibration of the codes based on
the Maxwellianized data is reported as follows.
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2.3. Code calibration
The SPEX code calculates the ionization, recombination,
and excitation processes on-the-fly from a database of fun-
damental atomic data, including the level energies, ra-
diative transition probabilities, Auger rates, and recombi-
nation/ionization/excitation rate coefficients. The atomic
data used to calculate Ne-like Fe has been described in Pa-
per I. In essence, the dielectronic recombination rates are
obtained with a distorted wave calculation with the FAC
code, while two parallel sets of excitation rate coefficients
are available; one with the distorted wave method (SPEX-
FAC hereafter) and the other one based on the R-matrix
calculation reported in Liang & Badnell (2010) (SPEX-
ADAS). For the Na-like Fe, the current atomic constants in
the SPEX code are mostly computed with the FAC code. It
includes complete 2s22p6nl, 2s22p5nln′l′, and 2s2p6nln′l′
configurations with principal quantum number n and n′
≤ 12. The full-order configuration mixing and relativistic
Breit interaction are taken into account. The radiative re-
laxation routes and Auger routes for all the doubly-excited
levels are calculated. The dataset is fed into the numeri-
cal solver for the rate equation in SPEX to calculate the
steady-state level population, as well as the line emissivi-
ties from the individual (or a set of) atomic processes. We
calculate the model spectra of dielectronic recombination
into Na-like Fe and the resonant and direct excitation of
the Ne-like Fe. A detailed comparison of the SPEX-FAC
and SPEX-ADAS calculations is given in § 3.3.
The experimental data are normalized to the model
spectra at the dielectronic recombination transition from
the intermediate state 2p53d2 (2F7/2). This line has excita-
tion energy of 0.412 keV and photon energy of 0.816 keV.
It is selected because this line is not only the strongest but
also the simplest transition with the lowest allowed prin-
cipal quantum number (n = 3) of all the related dielec-
tronic recombination channels. The theoretical calculation
is therefore expected to be reliable. The same normaliza-
tion technique was applied in S19, in which it has been
further verified through a set of consistency checks on the
resonant excitation peak at 0.734 keV and on the radiative
recombination continuum at 0.964 keV of beam energies.
Moreover, a complete set of normalized experimental data
has been also compared with the independent test storage
ring experiment, both experiments agree very well (see Fig.
2 of S19). This shows the robustness of the calibration. The
systematic uncertainty on the normalization factor has two
main sources: the statistical uncertainty of 2% from the
two-dimensional fit, and the systematic error of 3% from
the transmission curve of the carbon filter.
To have a crosscheck, we compare the dielectronic satel-
lite intensities obtained from the two-dimensional fits with
the data reported in S19, which were extracted from a strip
region with a width of 60 eV around the photon energy
of the 3d - 2p line. The S19 data are reprocessed to have
the same Maxwellian distribution and same beam energy
resolution, and are normalized to our data at the 2p53d2
(2F7/2) transition. As seen in Fig. 4, the two data show
roughly consistent relative heights of the n = 3 − 5 peaks,
while our data show higher peaks at n = 6 and 7. Since the
two data are taken from a same experiment, this discrep-
ancy must solely come from the data analysis. We spec-
ulate that, due to the poor resolution on photon energy,
the conventional method adopted in S19 might miss a por-
tion of flux, and the fraction included in the extraction
region might vary among different dielectronic peaks. Fur-
thermore, the heights of the peaks would look different with
the conventional method if the resolution of beam energy
varies during the energy scan. Our reconstruction from the
two-dimensional fits should naturally be more accurate, as
it could handle both the detector response and the possible
beam energy width variation.
2.3.1. Dielectronic recombination
Dielectronic recombination satellites are known to con-
tribute significantly to the 3d - 2p lines of Ne-like Fe (Beiers-
dorfer et al. 2017). Moreover, Beiersdorfer et al. (2018)
found that the satellites provide an accurate diagnostic of
the electron temperature. However, the scientific potential
of the dielectronic satellites might be limited by the code
accuracy; as shown in Fig. 4, when the SPEX model and
experimental data (both with a Maxwellian temperature
of 0.5 keV) are normalized at quantum number n = 3,
the model clearly underestimates the line emissivities for
n = 5 and higher. For n = 4 the model gives a reasonable
fit to the data. To calibrate these satellites, we introduce
a n-dependent tweak factor on the model spectra. First,
the dielectronic satellites from the same n are grouped in
both the data and the model. For each group with quantum
number n, the Auger rates of the SPEX code are multiplied
by a constant Cn to “fit” the observed EBIT spectrum. For
Cn > 1, the dielectronic recombination rates increase, while
the radiative branching ratios would decrease as more cas-
cades become non-radiative. Taking these into account, the
dielectronic recombination line strengths would increase by
a factor of Cn(Ai+Rij)/(Rij+CnAi), where Ai is the orig-
inal Auger rate from level i and Rij is the radiative decay
rate from level i to j. The best-fit Cn factors are ∼ 1.5− 2
for n = 5 − 8. For n = 9 and higher, the original Auger
rates are multiplied by a factor of ∼ 3− 4. The large tweak
factor at high n would not only lift the n = 9− 12 peaks to
the level of the EBIT data, but also can take into account
the emission from n > 12 components, which are missing in
the current code. For convenience, the missing fluxes from
n > 12 are added to n = 9. Practically, the migration is
valid because the n ≥ 9 peaks have nearly the same photon
energy (δE/E ≤ 1× 10−4), making it almost impossible to
disentangle the n > 12 blend from the n = 9 transitions in
astrophysical observations.
As shown in Fig. 5, the tweaked X-ray spectrum now
matches well with the EBIT data. The discrepancy between
model and data on the total flux has been reduced from 40%
to ≤ 5%. Although this exercise is done only at a temper-
ature of 0.5 keV, it is expected that the model spectra at
other temperatures and ionization states are automatically
corrected, as the underlying atomic data (i.e., Auger rate
and transition probability) are similar. This is confirmed in
Fig. 6, where the new SPEX model is compared with the
EBIT data at 0.25, 0.5, 0.75, and 1.0 keV. The remaining
discrepancies on the total fluxes are 4%, 4%, and 3% for
0.25 keV, 0.75 keV, and 1.0 keV. A minor caveat is that the
line profiles of the SPEX and EBIT resonances might some-
times appear to be slightly different (Fig. 6). This is proba-
bly because even with the two-dimensional fits, it might still
be difficult to fully separate the neighbouring resonances
blended below the beam energy resolution.
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Fig. 4. Dielectronic recombination line intensities as a func-
tion of electron beam energy. The original SPEX model and the
EBIT data are shown in black and red, respectively. Data un-
certainties on the strong lines are marked as error bars alongside
the peaks. Inset: normalization of the data and model at 2p53d2
(2F7/2). The resolutions of the spectra are 4 eV in the main
plot, and 2 eV in the inset. For a comparison, the dielectronic
recombination + direct excitation intensities reported in S19 are
plotted in blue. The S19 data were extracted from a region of
interest, with a width of 60 eV and centered on the 3d - 2p tran-
sition energy. We convolve the S19 data with a Maxwellian beam
energy distribution at 0.5 keV, and normalize the data to our
curve shown in red at 2p53d2 (2F7/2). Direct excitation becomes
gradually dominant at beam energy ≥ 0.8 keV in the S19 curve.
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Fig. 5. X-ray spectra of Na-like Fe dielectronic recombina-
tion from SPEX with the original (black) and the corrected
(blue) Auger rates, compared with the EBIT data (red), for
a Maxwellian temperature of 0.5 keV. The spectral resolution is
set to 2 eV. Note that the experimental photon energies obtained
from 2D fits are corrected to the SPEX values, because the en-
ergy accuracy due to the detector resolution is poor compared
to the theoretical values.
2.3.2. Direct and resonant excitations
Next, we compare the measurements of the direct and reso-
nant excitation with the SPEX calculation on the 3d and 3s
manifolds. It is well known that direct excitation and the
following cascade are essential ingredients for both mani-
folds, while resonant excitation contributes mainly to the 3s
levels (Doron & Behar 2002; Chen & Pradhan 2002; Brown
et al. 2006; Shah et al. 2019). As found in Paper I, both
3lnl′ (n > 5) and 4lnl′ channels contribute to the resonant
excitation; the former can be found at the complex region
shown in Fig. 3, and the latter overlaps with the direct exci-
tation continuum on the 3s band. In the SPEX code, these
resonant channels are pre-calculated into an analytic form,
which is combined on-the-fly with the direct excitation to
determine the total rate coefficient.
Figure 7 plots the SPEX-EBIT comparison on the to-
tal fluxes for direct and resonant excitation. The 3d flux in
the direct excitation continuum reveals an overestimation of
the SPEX flux with distorted wave (R-matrix) calculations
by 16(13)%. The difference is marginally significant with re-
spect to the uncertainty of the EBIT measurement (§ 2.3.3).
Similar discrepancies are reported in Loch et al. (2006);
Chen (2011) with R-matrix approaches. As discussed in Gu
(2009), Santana et al. (2015), and S19, the issue is likely
rooted on the theoretical treatment of the high-order elec-
tron correlation, which mainly affects the transition prob-
ability and cross section of the 2p53d (1P1) level, and thus
the 3C line emission at 15.01 Å. The other component in
the 3d manifold, the 2p53d (3D1, so-called 3D) line seems
to be better calculated (see Brown et al. (2006)).
The source composition of the 3s manifold is more com-
plex than 3d. As reported in Paper I, cascades through the
3s - 3p, 3s - 3s, and 2s - 2p transitions are the major routes.
Direct excitation is the main process (70% at 0.8 keV) pop-
ulating the upper states, while the rest is shared among
the resonant excitation, dielectronic recombination, radia-
tive recombination, and innershell ionization. Despite the
intricate nature of the 3s manifold, the EBIT spectrum re-
veals a general agreement with the model for the direct
and resonant excitation components (Fig. 7). The SPEX
flux of direct excitation is consistent with the data within
7%. The resonant excitation based on the distorted wave
calculation (Paper I) appears to be slightly overestimated,
though the difference (11%) is marginal. The discrepancy
becomes more subtle when the resonant excitation and di-
rect excitation are combined in Fig. 7(d), where a reason-
able agreement within 8% is found.
For the code calibration, obviously, the primary issue
would be to correct the atomic data on the 3C line at
15.01 Å. According to a previous EBIT result reported in
Brown et al. (2001), the 3C/3D ratio is observed to be
3.04±0.12 at high temperature where Ne-like Fe contributes
100% of the ion population. As shown in their Figure 2,
the observed intensity ratio can be interpreted by a relative
cross section of the 3C and 3D continua equal to 3.0, which
agrees well with the ratios found in other experiments (e.g.,
Brown et al. 2006 and Kühn et al. 2020). This cross section
ratio is then incorporated in the code calibration, combined
with the results from the present EBIT experiments on the
total 3C+3D line intensity. As shown in Fig. 8, the 3C line
emissivity of the Ne-like Fe is reduced by ∼ 20% from the
original SPEX value. The new 3C+3D intensity and the
3C/3D ratio are both in good agreement with the experi-
mental values.
Combining the EBIT calibration to the Na-like and Ne-
like transitions, we now obtain an update to the 17 Å-to-
15 Å line ratio. This line ratio has broad astrophysical in-
terests, in particular in the search for photon resonant scat-
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Fig. 6. Electron beam spectra of dielectronic recombination from SPEX (black) and EBIT (red), after the tweak factor Cn is
applied to the SPEX code. Errors are plotted in the same way as in Fig. 4. In general the code agrees well with the EBIT data for
the four temperatures shown.
tering by ionized plasma (Xu et al. 2002; Beiersdorfer et al.
2002; Beiersdorfer et al. 2004; Ogorzalek et al. 2017). The
17 Å line consists of two 3s transitions: 2s22p53s 1P1 (3G)
and 2s22p53s 3P2 (M2) to the ground, and the 15 Å flux is
contributed by the Ne-like 3C line and Na-like dielectronic
recombination lines near 15.01 Å. As plotted in Fig. 9, the
EBIT spectrum indicates a 17 Å-to-15 Å line ratio of 1.44 at
0.3 keV, and 1.29 at 1.0 keV. The line ratio with the original
SPEX-FAC calculation is lower by 4− 10%, within the un-
certainty of the EBIT data. The small discrepancy between
the two comes from the fact that the Na-like dielectronic
recombination intensity increase (§ 2.3.1) has partially can-
celled out the correction on the direct excitation for the
Ne-like 3C line.
We have further compared the EBIT line ratio with that
from the APEC v3.0.9 database (Smith et al. 2001; Foster
et al. 2012). The APEC model is systematically higher than
the EBIT value, by 35% at 0.2 keV and 4% at 1.0 keV. This
apparent discrepancy at low temperature likely comes from
the dielectronic recombination calculation. The EBIT result
is in agreement with the Tokamak measurement (Beiersdor-
fer et al. 2004) within their reported uncertainties.
It should be noted that the current EBIT experiment
does not calibrate all the spectral components forming the
15 Å and 17 Å lines. An important missing component is
the dielectronic recombination from F-like Fe, which con-
tributes through radiative cascade to the 3s manifold. As
shown in Paper I, the dielectronic recombination cascade
contributes ∼ 35% of theM2 line at 1 keV, and is expected
to be more important at higher energies. Besides, the cur-
rent work does not cover the radiative recombination and
innershell ionization components.
2.3.3. Experimental uncertainties
The overall uncertainties on the EBIT data are estimated
as follows. Based on the two-dimensional fit, a statistical
uncertainty on the normalization is calculated for each di-
electronic recombination and resonant excitation peak (Ta-
bles A.1 and A.2). The statistical error is combined in
quadrature with the systematic error on the transmission
curve of the filter ∼ 3%, as well as the systematic uncer-
tainty on the normalization factor calculated at the transi-
tion 2p53d2 (2F7/2). As shown in Fig. 4, the errors on the
dielectronic recombination resonances are 5 − 8% on the
peaks with n = 3− 10. For the resonant excitation, the av-
erage uncertainties on the total Maxwellianized fluxes are
∼ 9%.
Error sources on the direct excitation are (1) the sta-
tistical errors, in which the errors from the coupling of the
3d - 2p and 3s - 2p transitions are also taken into account,
(2) 3% from the carbon foil transmission, (3) error on the
normalization factor at 2p53d2 (2F7/2), and (4) the uncer-
tainty on the theoretical calculation in the 1.1 − 10.0 keV
band (§ 2.2). For the last component, we conservatively add
a 12% uncertainty to the high beam energy band, which is
determined by comparing the excitation cross sections ob-
tained with the distorted wave and the MBPT methods
at low beam energy band. Combining these components in
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Fig. 8. X-ray spectrum of Ne-like Fe with the original SPEX-
FAC rates (black) and the rates corrected by the EBIT data
(blue), calculated for the equilibrium temperature of 0.5 keV.
The spectral resolution is set to 2 eV.
quadrature gives a total error of ∼ 8% at 0.25 keV, and
∼ 11% at 1 keV (Fig. 7).
3. Test on Capella grating data
An important aspect of the present work is implementing
the new atomic calculations and the EBIT line measure-
ment on the spectroscopy of representative astrophysical
objects. To this end, we choose the bright non-degenerate
stellar corona of the G1+G8 binary Capella as the test
target. The primary X-ray source is the quiescent coronal
plasma, which is known to be in a quasi-collisional equilib-
rium state, heated to a temperature distribution over the
range of 105 − 107 K (Dupree et al. 1993; Brickhouse et al.
2000; Phillips et al. 2001; Behar et al. 2001; Desai et al.
2005; Gu et al. 2006a; Gu 2009). The spectrum of the source
shows a huge amount of emission lines from 1.5 − 175 Å,
including Fexvi and Fexvii lines. As a calibration source
for instrumental performances (resolving power, response
matrix, line spread function), Capella has been observed
many times with X-ray grating spectrometers (Canizares
et al. 2005). The very bright Fe-L lines, appropriate tem-
perature, and extremely high-quality grating data in the
archive make it the most suited target for the test.
The work is based on the Chandra High-Energy Trans-
mission Grating (HETG) data, covering a wavelength range
of 1.2−32 Å with a spectral resolution of 0.023 Å (∼ 1.2 eV
at 800 eV, Medium Energy Grating) and 0.012 Å (∼ 34.7 eV
at 6000 eV, High Energy Gratings). We do not include data
from other instruments to minimize uncertainties from the
cross-instrument calibration. A global, self-consistent fit is
carried out for the broad HETG bandwidth, since the local
fit (for instance, only in the 14 − 18 Å for Fexvii) might
miss features from complex astrophysical conditions (e.g.,
multi-temperature). As described below, the accurate cali-
bration, as well as the completeness of the spectral model-
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Fig. 9. Observed and calculated values of the 17 Å-to-15 Å line
ratio as a function of temperature. The SPEX model calibrated
by the EBIT data is plotted by a thick black solid line, and the
uncertainty is shown by the grey band. The original SPEX-FAC
calculation, the APEC v3.09, and the calibrated ratio with Ne-
like Fe only are shown by the red solid, blue solid, and black
dashed lines. The black triangle shows the laboratory measure-
ment result taken from Beiersdorfer et al. (2004), and the ma-
genta data points are the astrophysical measurements of ellipti-
cal galaxies taken from de Plaa et al. (2012). For NGC 5813, the
deviation from the model curve is caused by the resonant scat-
tering in the interstellar medium. The line ratios measured from
the Chandra High-Energy Transmission Grating data of a sam-
ple of stellar coronae (Gu 2009) are shown in orange, and those
measured with the XMM-Newton Reflection Grating Spectrom-
eter for a sample of galaxies (Ogorzalek et al. 2017) are shown
in cyan.
ing, are therefore essential to yield a reasonable description
of the Capella spectrum using a global fit.
This section is arranged as follows: first we describe the
fit with the codes based on theoretical cross sections (§ 3.2,
§ 3.3), then we present the results with the EBIT-calibrated
rate coefficients (§ 3.4). We will also overview the atomic
data constraints obtained for the most used plasma codes.
3.1. Data preparation
Archival Chandra HETG observations of Capella are sum-
marized in Table 3. The total clean exposure time is
594.9 ks. A subset of the data has been reported in Phillips
et al. (2001), Behar et al. (2001), Desai et al. (2005), and
Gu et al. (2006a). The data were reduced using the CIAO
v4.10 and calibration database (CALDB) v4.8. The chan-
dra_repro script is used for the data screening and produc-
tion of spectral files for each observation. The spectra and
the associated response files are combined using the CIAO
combine_grating_spectra tool. The Medium Energy Grat-
ing (MEG) spectrum in the wavelength range of 3 − 32 Å
and the High Energy Gratings (HEG) spectrum in 1.5−3 Å
are fit jointly.
3.2. Calibration and background
To remove possible residual calibration errors on the HETG
effective area, we incorporate two correction functions in
Table 3. Chandra ACIS/HETG observations of Capella
Observation ID Start time Exposure (ks)
57 2000-03-03 29.2
1010 2001-02-11 29.9
1099 1999-08-28 14.8
1100 1999-08-28 14.8
1101 1999-08-29 14.8
1103 1999-09-24 41.0
1199 1999-08-30 2.1
1235 1999-08-28 14.8
1236 1999-08-28 14.8
1237 1999-08-29 14.8
1318 1999-09-25 27.0
2583 2002-04-29 28.1
3674 2003-09-27 29.2
5040 2004-09-10 29.1
5955 2005-03-28 29.2
6471 2006-04-18 30.1
9638 2008-04-19 31.5
10599 2009-04-22 29.7
11931 2009-11-18 30.0
13089 2010-12-01 30.1
14239 2011-12-29 30.0
16418 2013-12-23 30.1
17324 2014-12-01 29.1
18357 2016-07-26 15.0
18364 2016-07-27 15.1
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Fig. 10. Effective area correction factors from the baseline and
the advanced fits shown in black and red data points, respec-
tively. They are compared with the average effective area ra-
tios between the XMM-Newton Reflection Grating Spectrometer
and the Chandra Medium Energy Grating for a sample of AGN
sources (Kaastra, private communication).
the spectral analysis. One represents uncertainty in the O i
edge (22.6 − 22.9 Å), another is the possible error in the
broad-band effective area of the X-ray mirrors. The edge
correction is added as an extra neutral-O absorption com-
ponent (hotmodel) in the spectral analysis. A positive (neg-
ative) absorption column density would mean that the ac-
tual edge is deeper (shallower) than the standard calibra-
tion. For the second component, we incorporate a knak com-
ponent which determines the continuum correction function
using piecewise power laws in the energy-correction factor
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space. The grid points are set at 1, 3, 6, 10, 14, 18, 26,
32, and 38 Å, skipping the location of O i edge that would
be taken into account by the first component. By making
several iterations between a fit with 100 eV-wide bins and
a fit with the optimal binning, the best-fit knak and O i
edge models are determined. The two components are fixed
throughout the fits. The same approach was also used in the
analysis of the Hitomi data of the Perseus cluster (Hitomi
Collaboration et al. 2018).
Shown in Fig. 10, the effective area correction factors
derived with the knak model are compared with the empir-
ical values obtained by a joint analysis of XMM-Newton and
Chandra grating data for a sample of AGN sources (Kaas-
tra, private communication). Our models agree well with
the data in 5-20 Å. At the longer wavelengths, the models
seem to fall below the data, though the uncertainty of the
data becomes larger.
The shape of the lines are determined by the instrumen-
tal line spread function and the relevant astrophysical ef-
fects such as random motion, both contain higher-order sys-
tematic uncertainties. The instrumental line spread func-
tion calibration has been cross-checked with the XMM-
Newton Reflection Grating Spectrometer, and a good match
has been found between the two instruments (Kaastra, pri-
vate communication). Then, to model accurately the ad-
ditional broadening from mainly the astrophysical effects,
we incorporate the arbitrary line broadening model vpro,
with a realistic profile shape calculated from the observed
Oviii Lyα line at ∼ 19 Å. This model further allows fine-
tuning with a Doppler broadening parameter to eliminate
any residual biases from the uncertainties of the instrumen-
tal and astrophysical effects.
The standard pipeline instrumental background has
been reprocessed in the following way. A Wiener filter
is applied to smooth out the noisy features in the back-
ground continuum, with the noise level determined by a
Fourier transform. This process is needed for utilizing the
C-statistic on the fits of spectra with low count num-
bers (Kaastra 2017).
3.3. Spectral modeling with theoretical rates
Atomic dataset
Here we describe the source of the fundamental atomic
data used in the Capella work. The SPEX-ADAS database
is utilized for the fit with the baseline model. It contains the
same atomic data as the SPEX-FAC database except for the
collisional excitation data on the Fe-L: the SPEX-ADAS in-
corporates the recent R-matrix results (Fexvii from Liang
& Badnell 2010, Fexviii from Witthoeft et al. 2006, Fexix
from Butler & Badnell 2008, Fexx from Witthoeft et al.
2007, Fexxi from Badnell & Griffin 2001, Fexxii from
Liang et al. 2012, Fexxiii from Fernández-Menchero et al.
2014, and Fexxiv from Liang & Badnell 2011) for the low-
lying levels (mostly up to n = 4), while the SPEX-FAC uti-
lizes the uniform distorted wave calculation with isolated
resonances from Paper I. The R-matrix and distorted wave
calculations are found to be consistent within 20% on the
main Fe-L lines, although the discrepancies become signif-
icantly larger for the weaker transitions, in particular for
Fexviii, Fexix, and Fexx. Generally speaking, the accu-
racy of R-matrix calculation is expected to be superior to
that of the distorted wave with isolated resonances. At the
high levels, the SPEX-ADAS and SPEX-FAC converge to
the same distorted wave calculation, as the R-matrix data
become gradually sparse with increasing n. The rates and
wavelengths of non-Fe-L transitions in SPEX-ADAS and
SPEX-FAC are the same as the public SPEX version 3.05.
We also run the analysis with the standard SPEX version
3.05.
Though the atomic data incorporated in the APEC code
are in general consistent with SPEX, significant differences
on several individual transitions have been reported (Hit-
omi Collaboration et al. 2018). We, therefore, include the
latest APEC version 3.0.9 in the Capella fit, serving as an
independent reference.
Baseline model
It is known that the X-ray spectra of stellar coronae
require a differential emission measure modeling (Mewe
et al. 2001). The multi-temperature structure of the coronal
plasma can be well approximated by a combination of colli-
sional ionization equilibrium (CIE) components. We define
an optimal temperature grid of the model, derived from a
pre-calculation of the ionic charge state as a function of
equilibrium temperature. First, the average charge state C
of each astronomically abundant element is calculated for
a fine mesh of temperature T . We then obtain dT/dC at
each temperature, and the minimal temperature change (in
unit of keV) over all the abundant elements that brings one
charge state further (δC = 1) can be approximated by
δT = 0.05T 0.7 + 0.08T 2. (5)
This defines the most efficient temperature step size regard-
ing the dependence on charge state. Based on Eq. 5, a set
of 18 CIE components are defined within the temperature
range of 0.1−10.0 keV. The emission measure of each com-
ponent is free to vary, and the metal abundances of C, N, O,
Ne, Mg, Al, Si, S, Ar, Ca, Cr, Fe, and Ni are also set as free
parameters. The abundances of other elements (with weak
lines) are set to the Solar ratio. All the CIE components
are assumed to have the same set of abundances.
The interstellar absorption by neutral and ionized ma-
terial is modeled using two hot components. The column
densities of the two absorbers, and the temperature of the
ionized component, are set free in the fits. The abundances
of the absorbing materials are fixed to the Solar ratio.
We further apply a redshift component to the CIE com-
ponents, and leave it as a free parameter to allow any resid-
ual uncertainties in the energy scale calibration, either of
instrumental or astrophysical origin. Effective area correc-
tion components (§ 3.2) are also incorporated.
We use optimally binned spectra with the C-statistic.
All abundances are relative to Lodders & Palme (2009)
proto-solar abundances with free values relative to those
abundances for the relevant elements. The ionization bal-
ance is set to the one in Urdampilleta et al. (2017).
The baseline model provides a reasonable fit to the main
transitions in the Capella spectrum. For the weaker transi-
tions, the fit becomes worse, probably due to the remaining
uncertainties in the instrumental calibration and astrophys-
ical effects, coupled with the unsolved issues with atomic
data in the code. The total C-statistic value is 59896 for an
expected value of 7137, mostly due to the residuals in the
weak lines (see detail in Appendix B). The fit is formally
unacceptable, indicating that the current modeling of the
complexity in the Capella spectrum is far from sufficient.
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Table 4. Parameters of the reference model and sensitivity to model assumptions. The first two lines give the best-fit values with
their 1σ statistical uncertainty. The next lines show the parameter differences of the tested models relative to the baseline model
(boldface for >3σ differences).
Model Castat C N O Ne Na Mg Al Si S Ar Ca Cr Fe Ni NbH,h T
b
abs N
c
H,c v
d
Baseline 59597.8 0.77 1.06 0.41 0.45 1.10 0.75 0.79 0.84 0.61 0.43 0.48 0.85 0.587 0.59 0.65 0.37 0.06 108.4
Error 0.11 0.03 0.01 0.01 0.04 0.01 0.03 0.01 0.13 0.03 0.02 0.15 0.002 0.01 0.05 0.02 0.03 0.7
Plasma codes:
SPEX-FAC -1216.2 0.04 0.01 0.0 0.01 -0.08 0.0 0.0 0.01 0.02 0.03 0.04 0.19 0.029 -0.02 3.79 0.25 -0.03 1.0
SPEXv305 11148.8 -0.09 -0.07 -0.03 -0.02 -0.10 0.0 0.02 0.04 0.03 -0.06 -0.06 0.44 0.124 -0.02 0.47 0.21 -0.04 24.5
APECv309 17132.9 1.13 0.54 0.25 0.15 0.32 0.04 0.0 0.03 0.02 0.10 0.12 -0.76 0.064 0.13 17.16 0.62 -0.05 -6.0
Advanced model:
SPEX-ADAS -2684.8 0.25 0.09 0.08 0.06 -0.06 0.11 0.09 − − − − 0.03 − 0.10 1.03 0.03 -0.05 −
SPEX-FAC -3741.8 0.10 0.0 0.01 0.04 -0.20 0.08 0.08 − − − − 0.17 − 0.04 0.79 0.11 -0.05 −
SPEXv305 9104.9 -0.05 -0.06 -0.04 0.01 -0.25 0.04 0.10 − − − − 0.30 − 0.01 0.93 0.15 -0.05 −
APECv309 13363.4 1.22 0.40 0.22 0.15 0.39 0.18 0.26 − − − − -0.80 − 0.20 -0.22 -0.05 -0.05 −
Advanced model with EBIT calibration:
SPEX-ADAS -2139.4 0.36 0.16 0.13 0.08 -0.06 0.13 0.14 − − − − 0.03 − 0.09 0.35 -0.02 -0.05 −
SPEX-FAC -3259.7 0.11 0.03 0.03 0.05 -0.20 0.08 0.11 − − − − 0.14 − 0.04 0.85 0.09 -0.05 −
Ultimate fite:
SPEX-ADAS -21695.9 0.08 0.12 0.11 0.11 0.33 0.21 0.22 − − − − 0.08 − 0.17 0.15 -0.03 -0.05 −
a : Expected Cstat = 7137.40.
b : Absorption column density (in unit of 1024 m−2) and temperature (keV) of the ionized hot component.
c : Absorption column density (in unit of 1024 m−2) of the neutral hot component.
d : Doppler broadening (in unit of km s−1) of the vpro component for the line spread function.
e : See details in Appendix B. EBIT rates incorporated.
Even so, it is still useful to discuss the relative changes of
the C-statistic values, as well as the changes in plasma pa-
rameters, with respect to the baseline fit.
The differential emission measure distribution obtained
with the baseline fit shows a primary peak at 0.51 keV, as
well as secondary ones at 0.3 keV and 0.74 keV (Fig. 11).
In general, it agrees with the previous measurements using
the HETG instrument (e.g., Gu et al. 2006a). The elemen-
tal abundances also agree within the uncertainties with the
values reported in Gu et al. (2006a), except for N and Si,
which are derived to be ∼ 40% higher in our work.
As shown in Table 4, replacing the SPEX-ADAS cal-
culation with the SPEX-FAC calculation in the baseline
model yields a slightly better fit. The peak in emission
measure distribution is shifted to 0.61 keV, which is likely a
merge between the adjacent peaks at 0.51 keV and 0.74 keV
(Fig. 11). The abundances remain nearly intact, except for
Fe. It should be noted that any changes in non-Fe abun-
dances are caused indirectly, as the rate coefficients of non-
Fe species are the same in SPEX-ADAS and SPEX-FAC
calculations.
The quality of fit with both SPEX-ADAS and SPEX-
FAC improves significantly from the one with SPEX ver-
sion 3.05, proving that the new theoretical calculations are
indeed better than those in the existing codes. There are
multiple places where the parameters derived with SPEX-
ADAS/FAC significantly differ from those with SPEX ver-
sion 3.05. In particular, the Fe abundance with SPEX ver-
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sion 3.05 is 21% higher than the abundance with SPEX-
ADAS, or 15% higher than the SPEX-FAC value, while the
statistical uncertainty from the instrument is only 0.3%.
This reconfirms the conclusion of Paper I that the new cal-
culation tends to give lower Fe abundance than the stan-
dard SPEX code. The baseline fit with the latest APEC
code is found worse than those with the calculations in
SPEX. The emission measure distribution and elemental
abundances are both significantly changed with APEC, re-
flecting the systematic uncertainties associated with the ex-
isting atomic codes.
Advanced model
As shown above, the baseline model should be regarded
as a simple approximation to the astrophysical condition of
the stellar corona. By properly incorporating several more
degrees of freedom into the baseline model, we are able to
achieve a more advanced physical description of the source.
We construct the advanced model as follows. First, the
Fe abundance, which was tied among components in the
baseline model, is now set free for all the CIE compo-
nents with non-zero normalizations. The metallicities of a
few components are tied to those of their adjacent com-
ponents, as they cannot be determined independently with
the current data. The C, N, O, Ne, Na, Mg, Al, Cr, and
Ni abundances remain coupled, while the Si, S, Ar, and Ca
abundances are tied for two groups of components, those
with temperatures < 1 keV and those above 1 keV. The
model becomes quasi- multi-abundance, providing a better
approximation to the possible metallicity gradient in the
corona.
We further decouple the temperature used for ioniza-
tion balance calculations, Tbal, from the temperature Tspec
used for the evaluation of the emitted spectrum for the set
of ionic abundances determined using Tbal. This is done
by setting the rt = Tbal/Tspec a free parameter in the cie
model. The rt parameter could take into account any pos-
sible minor non-equilibrium ionization effect, as well as the
systematic uncertainties on the ionization and recombina-
tion rates and on the calibration of the broadband contin-
uum (Hitomi Collaboration et al. 2018).
Density diagnostics based on He-like triplets have been
widely used for stellar sources (Ness et al. 2001; Mewe et al.
2001). As the efficiency of collisional deexcitation increases
with density, the forbidden-to-intercombination line ratio
is expected to be density-sensitive. Besides, the low-lying
metastable levels might become significantly populated at
high density, and the excitation, recombination, and radia-
tive relaxation from/onto these levels are therefore required
to reproduce the line emission (Badnell 2006). Spectra of
C-like, B-like, and Be-like species are in particular sensitive
to the electron density (Mao et al. 2017; Gu et al. 2019).
These effects are taken into account in the advanced model
by setting the plasma density as a free parameter.
The line broadening parameter v of the vpro model is
set free for different temperature components. This allows
extra uncertainties in the line spread function calibration,
as well as in the modeling of the astrophysical turbulence
in the multi-zone corona. The redshift component used for
energy-scale calibration is also set free for different thermal
components.
As shown in Table 4, the advanced model indeed im-
proves the overall spectral fits. The different plasma codes
converge to a similar form of the emission measure distri-
bution, with a primary peak at 0.61 keV (Fig. 11). The
advanced fit further leads to the changes of coronal abun-
dances, by ≤ 30%, with respect to the baseline fit with the
corresponding code.
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Fig. 12. Fe abundances as a function of temperature obtained
with the advanced modeling, using the atomic data of SPEX-
ADAS (black) and SPEX-FAC (red). The ultimate fit (see Ap-
pendix B) is shown in orange.
As shown in Fig. 12, the Fe abundances change signifi-
cantly as a function of temperature. The abundances of the
0.6 − 1.0 keV and < 0.3 keV components are found to be
about one solar or higher, while the abundances of other
components are clearly sub-solar. On the other hand, ad-
vanced modeling is also used to constrain the mean electron
density of the source. The upper limits on the density are
obtained to be 0.6×109 cm−3 (SPEX-ADAS) and 1.4×109
cm−3 (SPEX-FAC). Our values agree with the previous re-
sults, e.g., < 2.4 × 109 cm−3 by Ness et al. (2001) and
< 7× 109 cm−3 by Mewe et al. (2001). These results were
derived from the Ovii triplet line ratios measured with the
Chandra Low Energy Transmission Grating Spectrometer
(LETGS) data.
In Appendix B, we present a semi-quantitative discus-
sion on the fit quality with the advanced model. The SPEX-
ADAS, SPEX-FAC, and APEC models are compared sys-
tematically, identifying key differences between calcula-
tions, as well as problem areas in the fit with each code.
It reveals several issues on the wavelengths and line fluxes
of the present calculations, which can be directly fed into
the prioritization of future laboratory experiments. Both
APEC and SPEX codes are in tension with the Capella
data on wavelengths for about 10% of the observed lines.
By fixing the apparent wavelength errors in the SPEX code,
fixing the central energies based on APEC or Chianti ver-
sion 9.0 when these provide a better match to the data, we
further improve the advanced model to its “ultimate” form
shown in Table 4, Figures 11 and 12. Details can be found
in Appendix B and specifically Table B.2.
3.4. Results with EBIT-calibrated rates
The Fexvii and Fexvi rates corrected through the EBIT
data (§ 2) are applied in the advanced fits. As shown in
Table 4, the EBIT-corrected models yield slightly poorer
fits than the models with theoretical rates, though the fi-
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(a)SPEX-ADAS
    C
stat=1866
(c)  SPEX-FAC
    C
stat=2012
(d)
  SPEX-FAC + EBIT
               C
stat=2296
(b)SPEX-ADAS + EBIT
               C
stat=2404    Cstat=529
    C
stat=822     Cstat=780
    C
stat=396
Fig. 13. Advanced fits shown in the wavelength ranges of 14.98 − 15.3 Å and 16.7 − 17.18 Å. The fits with SPEX-ADAS and
SPEX-FAC calculations are plotted in panels (a) and (c), and those with EBIT-calibrated rates are shown in panels (b) and (d).
Total model, Fexvii transitions, and Fexvi transitions are shown in black, red, and blue. Local C-stat values are given at the top.
The total model is omitted in the 17 Å plot, as it would overlap with the Fexvii lines.
nal differences in C-stat are small. Table 4 also tabulates
the changes of the non-Fe abundances, mostly < 10%, by
incorporating the EBIT rates. The emission measure dis-
tributions using the EBIT rates remain nearly the same as
using theoretical calculations presented earlier.
In Fig. 13, we take a detailed look at the Fexvi and
Fexvii lines in the 15 Å and 17 Å regions, where the EBIT
rates should affect the fit directly. The advanced models
with EBIT rates and theoretical rates give nearly the same
fit quality to the Fexvii 3C and 3F lines at 15.01 Å and
16.78 Å, and the models with EBIT rates improve, though
marginally, the fits to the 3D (15.26 Å), 3G (17.05 Å), and
M2 (17.10 Å) lines. Note that these three lines are affected
indirectly, as the EBIT rate is set only for the 3C transition
(§ 2.3.2). Overall, the models with EBIT rates can provide
a reasonable fit to the Fexvii lines.
As shown in Fig. 13, the EBIT models appear to over-
estimate the Fexvi dielectronic recombination lines near
15.03 Å. It seems that the Fexvi lines from the original
calculations already a bit exceed the observed level, and
the EBIT rates make the discrepancy further larger. The
Fexvi lines likely contribute the main C-stat differences
between the fits with the EBIT and theoretical models.
However, considering that the Fexvi line is only a weak
transition with a much lower flux than its close neighbour,
the fit of the line could have been affected by many sys-
tematic factors: a small error in the line spread function at
the wing, non-Gaussianity, or an error in wavelength, might
indirectly cause the poor fit. The line strength is also influ-
enced by the determination of the ionization concentration
and abundance of Fexvi, for which there is a trade-off with
the global fit of the broadband spectrum. Therefore, we can-
not conclude based on the current fit that there is a real
discrepancy between the EBIT and Capella observations on
the Fexvi lines.
We note that the current model seems to slightly un-
derestimate the Fexvii lines at 17 Å, in particular the M2
line, even though the direct and resonant excitation cross
Article number, page 14 of 27
L. Gu: Fe-L complex part II
sections of the M2 and 3G lines are already verified with
the EBIT data (§ 2.3.2), and the photon resonant scatter-
ing has been modeled with the hot component. A possible
explanation is that these two lines are also significantly pop-
ulated by the cascades following dielectronic recombination
from Fexviii ions, which are missing in the current exper-
iment (S19, § 2.3.2). This calls for follow-up works on the
dielectronic recombination contribution to the Ne-like lines
at 17 Å.
4. Needs for benchmarks with laboratory data
Our fits to the Chandra grating spectrum of Capella not
only revealed limits of the best available plasma codes but
also showed the requirements for further testing of codes us-
ing high-accuracy laboratory measurements. In fact, a truly
accurate fit to the Capella data requires a huge number of
laboratory benchmarks, including transition energies and
reaction rates of various processes, for both the L- and K-
shells of all astrophysically relevant ions. While in practice
such a complete test is not feasible, a few necessary tests,
apart from the present study of the Fexvii excitation and
recombination (§ 2), should be prioritized.
First, the absolute cross section benchmarks for
electron-impact/resonant excitation and dielectronic re-
combination followed by cascades, in particular for high-n
states, for the remaining Fe-L ions, are probably of a high
priority because they determine the intensities of most lines
seen in the Capella spectrum. The accuracy of the cross sec-
tion measurements is required to be better than 10%. These
future measurements should be arranged with a full aware-
ness of what is available at present: the IRON project with
a series of theoretical and experimental works (following the
first paper Hummer et al. 1993); individual EBIT works on
excitation of Fexviii − Fexxiv (Chen et al. 2006), Fexxi
− Fexxiv (Chen et al. 2005), Fexxiv (Chen et al. 2002;
Gu et al. 1999), and Fexxi − Fexxiv (Gu et al. 2001)
lines; storage ring measurements of dielectronic recombina-
tion forming Fexviii − Fexxii (Savin et al. 2002a,b, 2003,
2006). Typical uncertainties on the measured cross section
data are ∼ 10 − 25%. This can be improved for an exam-
ple by implementing new measurement techniques at the
EBIT, such as simultaneous X-ray observations with wide-
band high-resolution transition-edge sensor microcalorime-
ters (Durkin et al. 2019; Szypryt et al. 2019) and polar-
ization measurements (Shah et al. 2015, 2016, 2018) using
dedicated X-ray polarimeters (Weber et al. 2015; Beiersdor-
fer et al. 2016). Further improvements can also be achieved
by measuring the electron beam and ion cloud overlap in
the EBIT (Liang et al. 2009; Arthanayaka et al. 2020).
Second, the wavelengths of strong lines need to be cali-
brated to an accuracy of the order of 0.01 Å. A list of ten-
tative candidates, where wavelength mismatches between
spectral codes and the Capella data are detected in the
present work, can be found in Appendix B. Existing EBIT
measurements using crystal spectrometers provided Fe-L
wavelengths precise enough to allow reliable line identifica-
tion (Brown et al. 1998, 2002). However, line energies can
be significantly improved (to parts-per-million accuracy)
by the application of resonant photoexcitation of highly
charged ions using the EBIT at synchrotrons and free-
electron lasers (Epp et al. 2007; Simon et al. 2010; Bernitt
et al. 2012; Rudolph et al. 2013; Kühn et al. 2020). Be-
sides line energies, these dedicated experiments can also
provide accurate information on the radiative and auger
decay rates (Steinbrügge et al. 2015; Togawa et al. 2020).
In addition, similar benchmarks using the laboratory
data on the total ionization and recombination cross sec-
tions should be conducted, as they form the basis to deter-
mine the ionization balance as a function of electron tem-
perature and density. These benchmarks will be utilized for
further optimizing the quality of fits for the archival grating
data from a variety of celestial sources. They are even more
needed for XRISM and Athena with their superb sensitiv-
ity and large bandwidths.
5. Conclusion
We calibrate theoretical calculations of the Fe-L cross sec-
tions through EBIT measurements and Chandra grating ob-
servations of Capella. By utilizing a two-dimensional com-
ponent analysis, the EBIT cross sections of dielectronic re-
combination from Na-like Fe, the resonant excitation, and
the direct excitation of the Ne-like Fe are independently de-
termined. We find reasonable agreement with the theoreti-
cal calculation for the excitation of the 3s - 2p transitions,
while the known discrepancies in the 3d - 2p dielectronic
recombination and direct excitation rates found in earlier
works are confirmed with the new experimental data. The
updated theoretical calculation and the EBIT results are
then fed into global modeling of the Capella spectrum. The
inclusion of the new atomic calculation improves signifi-
cantly the fit to the observed spectrum, while the effect
of the EBIT calibration remains inconclusive, in particu-
lar for the 3d - 2p transitions, as it deeply couples with
the astrophysical source modeling and instrumental cali-
bration. However, the present work shows for the first time
that the EBIT experimental data can be directly applied to
benchmark and improve existing hot plasma models. Fur-
thermore, future targeted EBIT experiments with the high-
resolution photon detectors would certainly improve exper-
imental accuracy that eventually will make models better.
We conclude that the present Fe-L atomic calculation is al-
most ready to be delivered to the community, except for a
few issues on wavelengths and rates, which are to be ad-
dressed with follow-up calculations and dedicated labora-
tory measurements.
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Appendix A: EBIT line list
The energies and fluxes of the dielectronic recombination and resonant excitation peaks measured at the EBIT experiment
(§ 2), as well as their statistical uncertainties determined from the two-dimensional fits, are listed in the following tables.
The systematic uncertainties are given in § 2.3.3.
Table A.1. EBIT dielectronic recombination line list
beam energy beam energy error X-ray energy X-ray energy error total countsa stat. error on counts
(eV) (eV) (eV) (eV)
261.1 0.6 690.4 4.6 4238 173
272.1 0.2 745.2 4.5 4239 171
284.2 0.6 721.0 3.5 5912 199
309.9 0.3 726.7 3.9 10852 424
317.8 0.2 828.1 1.3 83678 677
326.9 0.1 814.6 1.4 38884 469
334.7 0.1 831.6 1.2 44765 393
349.3 0.3 799.9 1.4 46251 918
357.6 0.2 810.8 1.0 107773 1328
361.6 0.1 820.7 0.9 109859 1414
367.6 0.1 821.3 1.0 86465 1098
372.8 0.3 834.0 2.4 26917 1112
382.0 0.4 822.1 1.9 31731 454
395.1 0.2 804.5 1.4 113537 3575
398.1 0.1 857.5 3.5 89076 3199
404.8 0.1 808.9 0.7 158898 994
411.5 0.1 817.0 0.6 159839 840
418.3 0.2 817.5 2.1 43450 550
428.3 0.1 879.8 1.7 45157 427
436.5 0.3 803.3 3.6 10306 345
441.7 0.3 855.6 5.7 9246 373
452.6 0.5 849.3 4.7 17105 317
465.0 0.2 768.8 3.9 14286 272
475.3 0.2 896.5 3.2 11735 276
482.4 0.2 900.7 3.4 11121 279
482.7 0.3 694.0 3.0 12673 289
488.4 0.2 915.8 5.1 6710 218
497.4 0.2 708.5 2.7 12796 238
499.2 0.2 982.9 3.5 5544 174
508.0 0.1 713.8 1.8 19371 273
510.8 0.3 992.3 6.6 2505 143
520.0 0.2 725.1 2.6 9642 207
529.9 0.4 695.4 3.8 11449 273
534.6 0.1 1003.4 1.2 46724 470
542.2 0.2 785.7 3.4 24337 437
545.7 0.3 1012.8 3.0 14158 2346
546.8 0.3 1019.9 10.0 32491 2592
558.2 0.2 1018.6 3.0 9166 226
559.8 0.2 791.6 3.3 23142 357
568.8 0.1 806.0 1.4 55846 471
578.9 0.2 1020.3 1.7 44620 844
581.9 0.1 806.0 0.7 191284 993
589.6 1.0 1004.8 4.0 19494 773
590.7 0.1 808.1 1.9 83944 931
592.7 0.2 1031.5 1.6 25033 1432
598.0 0.1 819.9 0.5 278070 1135
607.2 0.1 821.4 0.6 164666 770
615.2 0.3 806.9 3.1 27252 382
617.7 0.1 1094.5 1.7 18627 259
622.5 0.2 796.0 2.5 29807 455
629.2 0.1 1100.7 2.0 13151 228
630.8 0.2 711.4 2.3 31272 475
636.5 0.2 848.2 5.2 25441 535
643.4 0.5 1107.0 7.5 1444 116
644.8 0.2 726.8 3.5 15481 262
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Table A.1. continued.
beam energy beam energy error X-ray energy X-ray energy error total countsa stat. error on counts
(eV) (eV) (eV) (eV)
656.5 0.3 788.5 3.0 57530 1112
662.2 0.1 1104.7 1.2 37882 371
666.8 0.4 809.7 1.8 104616 2711
673.3 0.1 824.2 1.1 178482 3000
675.0 0.1 1117.3 2.1 16467 270
679.4 0.3 903.0 5.5 14475 849
684.0 0.1 826.9 0.5 383093 1388
687.2 0.5 1144.7 3.7 7386 268
695.3 0.3 1128.4 3.5 8165 267
695.6 0.3 752.8 2.5 50833 569
700.8 0.7 1151.1 5.3 6573 271
706.0 0.1 775.2 1.5 95860 643
706.8 0.3 1141.9 2.3 15463 368
713.6 0.8 1164.9 7.2 3711 238
714.7 0.1 815.4 1.1 119787 747
719.9 0.2 1158.5 3.1 8617 255
722.2 0.1 855.1 1.1 142046 1045
728.7 0.1 825.1 0.7 319260 1459
730.9 0.7 1169.4 5.9 3300 156
747.9 0.7 1184.3 7.4 2381 149
754.9 0.1 830.7 1.1 290141 2630
759.6 1.0 1063.7 29.0 5071 429
770.3 0.2 817.9 2.4 132865 3142
771.2 0.7 1041.5 2.6 1749 216
772.2 0.1 845.0 4.1 55476 2359
779.9 0.2 1025.0 2.4 4345 336
783.8 0.1 815.5 1.8 160797 2636
785.1 0.7 1220.8 7.6 1837 121
792.1 0.1 816.7 2.3 64168 1911
792.6 0.1 1036.2 2.3 5019 496
798.3 0.1 807.1 2.5 88459 1718
804.2 0.1 813.3 1.6 137045 1979
810.6 0.3 809.3 1.2 193403 2576
823.5 0.1 800.5 1.0 132303 1227
a Count numbers of resonant peaks corrected for the filter transmission, detector response, and polarization.
Table A.2. EBIT resonant excitation line list
beam energy beam energy error X-ray energy X-ray energy error total countsa stat. error on counts
(eV) (eV) (eV) (eV)
734.4 0.1 705.9 0.7 138875 928
738.4 0.6 717.1 1.4 145685 3083
744.8 0.2 726.2 1.2 219839 6304
751.3 0.2 751.0 1.7 144253 3687
759.3 0.7 715.1 2.6 112798 4674
763.7 0.1 737.5 1.1 335881 4487
771.5 0.3 727.5 1.2 201733 3548
778.5 0.1 722.7 0.7 328825 3210
786.6 0.2 720.7 1.1 185150 3631
792.2 0.2 727.2 1.4 234471 4222
799.2 0.2 725.5 1.5 190307 3652
803.3 0.6 723.9 2.5 79544 2869
807.9 1.3 741.6 9.3 6235 3932
832.4 0.1 724.7 1.5 37720 450
839.4 0.1 740.6 0.7 151615 889
846.0 0.1 758.0 2.3 49355 1223
852.5 0.2 726.1 0.9 145702 1222
862.1 0.2 754.0 0.8 211282 1783
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Table A.2. continued.
beam energy beam energy error X-ray energy X-ray energy error total countsa stat. error on counts
(eV) (eV) (eV) (eV)
868.8 0.1 797.1 1.2 127459 2109
877.7 0.2 764.5 0.7 227553 1673
888.4 0.3 723.3 1.1 85808 1017
889.2 0.7 769.9 1.7 41852 1118
906.1 0.3 715.1 0.9 103042 1940
909.6 0.1 783.3 6.1 34507 1157
918.7 0.2 773.1 3.0 49833 1346
923.3 0.8 702.1 1.1 100434 1346
936.7 0.1 773.7 2.1 90548 1252
948.3 0.2 796.3 2.0 79209 1482
953.5 0.2 696.6 1.3 94457 1490
963.7 0.1 767.3 4.6 90833 2099
967.5 0.3 718.2 1.6 83968 1978
982.0 0.2 577.6 3.6 7605 131
982.4 0.2 695.9 1.1 75812 565
987.4 1.1 723.3 2.7 42598 1531
997.2 0.2 778.9 4.3 5248 359
998.4 0.4 708.9 1.3 91980 2032
1007.0 0.3 707.5 1.8 41704 1906
1007.5 0.4 790.8 5.9 11790 705
1045.2 0.2 721.2 1.3 23229 313
1057.3 0.6 727.1 9.8 6690 296
1075.9 0.2 711.7 1.1 42605 413
1087.9 0.1 718.8 2.5 8190 199
1095.2 0.2 768.0 2.7 6702 201
a Count numbers of resonant peaks corrected for the filter transmission, detector response, and polarization.
Appendix B: Quality of the Capella fits
Figures B.1-B.3 show the full band Capella spectrum fit with advanced model using SPEX-ADAS (with the EBIT
correction), and the relative differences of the fits from various atomic calculations. In table B.1, we further evaluate the
quality of the fits to the strong transitions (i.e., lines detected > 5σ) in the data.
As a short summary, we find
(1) Table B.1 presents a detailed comparison of the present plasma code calculations for each strong line, reflecting the
current knowledge and systematic uncertainties in the underlying atomic constants. It provides a list of problematic
regions that would prioritize the dedicated laboratory measurements. Furthermore, the line-by-line evaluation of the
model quality can be used as a reference in the future spectroscopic analysis with the XRISM and Athena data.
(2) More than 60% of the observed transitions listed in Table B.1 are reasonably reproduced, both in wavelengths and
line fluxes, by the SPEX-ADAS and SPEX-FAC calculations. This includes the main Fe-L transitions, such as the
15 Å and 17 Å Fexvii lines. For 30% of the lines, the model fluxes (therefore the transition cross sections) are off by
> 20% from the values indicated by the data.
(3) Both APEC and SPEX codes are in tension with the Capella data on wavelengths for about 10% of the observed
lines. The SPEX code cannot fit the central energies of the Fexvi line at 16.62 Å, Fexvii lines at 11.03 Å, 13.12 Å,
13.82 Å and 16.24 Å, Fexviii lines at 10.36 Å, 10.54 Å, 11.33 Å, 11.43 Å, 14.53 Å, 15.49 Å, 15.63 Å, 16.07 Å,
17.36 Å, and 17.61 Å, Fexix lines at 9.84 Å, 10.81 Å, 13.49 Å, 13.63 Å, 13.93 Å, 16.11 Å, and 16.28 Å, Fexx
lines at 9.06 Å and 12.59 Å, Fexxi line at 12.29 Å, Mgxi line at 7.85 Å, as well as a few Ni and Ca L-shell lines.
The APEC code seems to match better for a few Fe lines, but it is off in several other transitions. As seen in the
residual plots (Figs. B.1-B.3), these wavelength errors contribute substantially to the C-stat of the fits. It is therefore
crucial to correct the wavelength database using data acquired in laboratory experiments, as well as through advanced
theoretical calculations.
(4) There are potential line features in the spectrum, such as those at 9.62 Å, 9.79 Å, 9.89 Å, 14.41 Å, 17.8 Å, and 18.1 Å,
which cannot be (fully) interpreted by the current model. A further study is required to identify the origin of these
transitions.
(5) Capella data provide an excellent test to a 0.6 keV plasma by resolving the Fexvii transitions up to n = 8, and
Fexviii transitions up to n = 5 (Table B.1). However, the L-shell emission of more ionized species, such as Fexxi -
Fexxiv, are much weaker in the Capella data due to the drop in ionization concentration. Other astrophysical and/or
laboratory sources are needed to calibrate these lines.
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By fixing the apparent wavelength errors in the SPEX code, we are able to obtain a final fit of the source spectrum. The
central energies of the lines listed in item (3) above are set to the corresponding values in the APEC code, when APEC
makes a better match. We further look into the Chianti database version 9.0 2 for the transitions where both APEC and
SPEX wavelengths are off (see detail in Table B.2). Most of the wavelength errors are fixed by using the APEC/Chianti
data, and the quality of the fit has been significantly improved (Table 4). Although the C-stat is formally still far from
acceptable, this “ultimate” fit does represent the state-of-the-art understanding of the emission spectrum from the Capella
corona. The obtained emission measure distribution (Fig. 11) and elemental abundances (Table 4) differ significantly from
the advanced fits, suggesting that the accuracy of wavelengths does matter for the high-resolution spectroscopy.
Table B.1. Capella line lista
Name transition wavelengthb quality of the fitc note
(Å) SPEX-ADASd SPEX-FACd APEC
Nvii Lyα1 1s (2S1/2) - 2p (2P3/2) 24.78 A A A
Nvii Lyα2 1s (2S1/2) - 2p (2P1/2) 24.78 A A A
Caxiv 2p3 (4S3/2) - 2p23d (4P5/2) 24.11 D D D SPEX v2 calculation
Arxvi 2s (2S1/2) - 3p (2P3/2) 23.51 A A A
Caxv 2s22p2 (3P0) - 2s22p3d (3D1) 22.73 D D D
Ovii Heα 1s2 (1S0) - 1s2s (3S1) 22.10 A A A
Ovii Heα 1s2 (1S0) - 1s2p (3P1) 21.81 A A A
Ovii Heα 1s2 (1S0) - 1s2p (1P1) 21.60 A A A
Caxvi 2s22p (2P1/2) - 2s23d (2D3/2) 21.45 B B B
Crxv 2s22p6 (1S0) - 2s22p53s (3P2) 21.21 B B − line not in APEC
Caxvii 2s2p (1P1) - 2s3d (1D2) 21.20 B B − line not in APEC
Crxv 2s22p6 (1S0) - 2s22p53s (1P1) 21.15 A A A
Nvii Lyβ1 1s (2S1/2) - 3p (2P3/2) 20.91 A A A
Nvii Lyβ2 1s (2S1/2) - 3p (2P1/2) 20.91 A A A
Crxv 2s22p6 (1S0) - 2s22p53s (3P1) 20.86 A A − line not in APEC
Nvii Lyγ1 1s (2S1/2) - 4p (2P3/2) 19.83 A A A
Nvii Lyγ2 1s (2S1/2) - 4p (2P1/2) 19.83 A A A
Caxviii 2p (2P3/2) - 3d (2D5/2) 19.79 B B A
Oviii Lyα1 1s (2S1/2) - 2p (2P3/2) 18.97 A A A
Oviii Lyα2 1s (2S1/2) - 2p (2P1/2) 18.97 A A A
Ovii Heβ 1s2 (1S0) - 1s3p (1P1) 18.63 C C C
Crxv 2s22p6 (1S0) - 2s22p53d (1P1) 18.50 B B − line not in APEC
Ovii Heγ 1s2 (1S0) - 1s4p (1P1) 17.77 A A A miss lines at 17.8 Å and 18.1 Å
Fexviii 2s2p6 (2S1/2) - 2s22p43p (2P3/2) 17.61 C C B
Fexvi 2s22p63p (2P3/2) - 2p53s3p (4P5/2) 17.50 B B C
Ovii Heδ 1s2 (1S0) - 1s5p (1P1) 17.40 A A C
Fexviii 2s2p6 (2S1/2) - 2s22p43p (2P3/2) 17.36 C D D
Fexvi 2s22p63p (2P3/2) - 2p53s3p (2D5/2) 17.21 B B B
Ovii He 1s2 (1S0) - 1s6p (1P1) 17.20 B B B
Fexvii 2s22p6 (1S0) - 2s22p53s (3P2) 17.10 A B B
Fexvii 2s22p6 (1S0) - 2s22p53s (1P1) 17.05 A A A
Fexvii 2s22p6 (1S0) - 2s22p53s (3P1) 16.78 A A B
Fexvi 2s22p63p (2P3/2) - 2p53s3p (2S1/2) 16.62 − − B line not in SPEX
Fexvii 2s22p6 (1S0) - 2s22p53p (3D2) 16.34 A A C
Fexviii 2s2p6 (2S1/2) - 2s2p53s (4P3/2) 16.30 B B C
Fexix 2s2p5 (3P1) - 2s22p33p (3P2) 16.28 − − C line not in SPEX
Fexvii 2s22p6 (1S0) - 2s22p53p (3P2) 16.24 C C C
Fexviii 2s2p6 (2S1/2) - 2s2p53s (2P3/2) 16.17 A A A
Fexix 2s2p5 (3P2) - 2s22p33p (3P2) 16.11 − − C line not in SPEX
Fexviii 2s22p5 (2P3/2) - 2s22p43s (4P5/2) 16.07 C C C
Fexviii 2s22p5 (2P3/2) - 2s22p43s (2P3/2) 16.00 B B B
Fexvii 2s22p6 (1S0) - 2s22p53p (1D2) 16.00 B B B
Oviii Lyβ1 1s (2S1/2) - 3p (2P3/2) 16.00 B B B
Oviii Lyβ2 1s (2S1/2) - 3p (2P1/2) 16.00 B B B
Fexviii 2s22p5 (2P1/2) - 2s22p43s (2D3/2) 15.87 B B B
Fexviii 2s22p5 (2P3/2) - 2s22p43s (4P3/2) 15.83 A A C
Fexviii 2s22p5 (2P3/2) - 2s22p43s (2P1/2) 15.77 A A B
2 https://www.chiantidatabase.org/chianti_direct_data.html
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Table B.1. continued.
Name transition wavelengthb quality of the fitc note
(Å) SPEX-ADASd SPEX-FACd APEC
Fexviii 2s22p5 (2P3/2) - 2s22p43s (2D5/2) 15.63 C C A
Fexviii 2s2p6 (2S1/2) - 2s2p53s (2P3/2) 15.49 − − B line not in SPEX
Fexvii 2s22p6 (1S0) - 2s22p53d (3P1) 15.45 A A A
Fexviii 2s22p5 (2P1/2) - 2s22p43s (2S1/2) 15.45 A A A
Fexviii 2s22p5 (2P3/2) - 2s22p43p (2D5/2) 15.39 D D D
Fexvii 2s22p6 (1S0) - 2s22p53d (3D1) 15.26 B A B
Fexvi 2s22p63s (2S1/2) - 2p53s3d (2P1/2) 15.21 B B − line not in APEC
Oviii Lyγ1 1s (2S1/2) - 4p (2P3/2) 15.18 A B A
Oviii Lyγ2 1s (2S1/2) - 4p (2P1/2) 15.18 A B A
Fexvi 2s22p64d (2D5/2) - 2p53d4d (4D7/2) 15.08 A A B
Fexix 2s22p4 (3P2) - 2s22p33s (5S2) 15.08 A A B
Fexvi 2s22p64f (2F7/2) - 2p53d4f (4G9/2) 15.03 B B B
Fexvii 2s22p6 (1S0) - 2s22p53d (1P1) 15.01 A A A
Oviii Lyδ1 1s (2S1/2) - 5p (2P3/2) 14.82 B A A
Oviii Lyδ2 1s (2S1/2) - 5p (2P1/2) 14.82 B A A
Fexix 2s22p4 (3P2) - 2s22p33s (3D3) 14.67 A B D
Fexviii 2s22p5 (2P3/2) - 2s22p43d (2F5/2) 14.53 C C D
Fexviii 2s22p5 (2P3/2) - 2s22p43d (2D5/2) 14.37 B B B miss a line at 14.41 Å
Fexviii 2s22p5 (2P3/2) - 2s22p43d (2S1/2) 14.26 A A B
Fexviii 2s22p5 (2P3/2) - 2s22p43d (2P3/2) 14.21 A A C
Fexviii 2s22p5 (2P3/2) - 2s22p43d (2D5/2) 14.20 A A C
Nixix 2s22p6 (1S0) - 2s22p53s (3P2) 14.07 B B A
Nixix 2s22p6 (1S0) - 2s22p53s (1P1) 14.04 B B A
Fexviii 2s22p5 (2P3/2) - 2s22p43d (2D5/2) 13.95 B B B
Fexix 2s22p4 (3P2) - 2s22p33d (5D3) 13.93 D D − line not in APEC
Fexvii 2s22p6 (1S0) - 2s2p63p (3P1) 13.89 A A D
Fexvii 2s22p6 (1S0) - 2s2p63p (1P1) 13.82 C C B
Fexix 2s22p4 (3P2) - 2s22p33d (3D3) 13.80 B B A
Nixix 2s22p6 (1S0) - 2s22p53s (3P1) 13.78 B B A
Fexix 2s22p4 (1D2) - 2s22p33d (1F3) 13.74 A A − line not in APEC
Ne ix Heα 1s2 (1S0) - 1s2s (3S1) 13.70 A B A Ne viii blend
Fexix 2s22p4 (3P2) - 2s22p33d (3F3) 13.63 D D C
Ne ix Heα 1s2 (1S0) - 1s2p (3P1) 13.55 A A B Ne viii blend
Fexix 2s22p4 (3P2) - 2s22p33d (3D3) 13.52 B B B
Fexix 2s22p4 (3P2) - 2s22p33d (3P2) 13.49 C C D
Fexix 2s22p4 (3P2) - 2s22p33d (3S1) 13.45 A A A
Ne ix Heα 1s2 (1S0) - 1s2p (1P1) 13.45 A A A Ne viii blend
Fexviii 2s22p5 (2P3/2) - 2s2p53p (2D5/2) 13.37 A B D
Fexviii 2s22p5 (2P3/2) - 2s2p53p (4P5/2) 13.32 A A D
Fexx 2s22p3 (2D5/2) - 2s22p23d (4F7/2) 13.27 B B D
Fexx 2s22p3 (2D5/2) - 2s22p23d (4P5/2) 13.14 A A A
Fexvii 2s22p6 (1S0) - 2s2p63d (1D2) 13.12 C C A
Fexx 2s22p3 (4S3/2) - 2s22p23d (4D5/2) 13.05 B B D
Fexx 2s22p3 (4S3/2) - 2s22p23d (4F5/2) 12.95 A A B
Fexix 2s22p4 (3P2) - 2s2p43p (5D3) 12.92 A A A
Fexx 2s22p3 (4S3/2) - 2s22p23d (2F5/2) 12.90 B/C B/C A
Fexx 2s22p3 (4S3/2) - 2s22p23d (4P5/2) 12.84 A A D
Fexx 2s22p3 (4S3/2) - 2s22p23d (4P3/2) 12.82 A A D
Fexx 2s22p3 (4S3/2) - 2s22p23d (4P1/2) 12.81 A A D
Fexxii 2s2p2 (2D3/2) - 2s2p3s (2P1/2) 12.76 A A A
Nixix 2s22p6 (1S0) - 2s22p53d (3D1) 12.66 A A A
Fexx 2s22p3 (4S3/2) - 2s2p33p (4P5/2) 12.59 C C B
Nixix 2s22p6 (1S0) - 2s22p53d (1P1) 12.44 A A B
Fexxi 2s22p2 (3P1) - 2s22p3d (3D1) 12.40 B B B
Fexxi 2s22p2 (3P0) - 2s22p3d (3D1) 12.29 C C B
Fexvii 2s22p6 (1S0) - 2s22p54d (3D1) 12.26 A A A
Nex Lyα2 1s (2S1/2) - 2p (2P1/2) 12.14 A A A
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Table B.1. continued.
Name transition wavelengthb quality of the fitc note
(Å) SPEX-ADASd SPEX-FACd APEC
Nex Lyα1 1s (2S1/2) - 2p (2P3/2) 12.13 A A A
Fexvii 2s22p6 (1S0) - 2s22p54d (1P1) 12.12 A A A
Fexxi 2s22p2 (3P0) - 2s2p23p (5P1) 11.99 B B A
Fexxii 2s22p (2P3/2) - 2s23d (2D5/2) 11.92 A A A
Nixx 2s22p5 (2P3/2) - 2s22p43d (2D3/2) 11.86 A A B SPEX v2 calculation
Nixx 2s22p5 (2P3/2) - 2s22p43d (2D5/2) 11.83 C C C SPEX v2 calculation
Fexxii 2s22p (2P1/2) - 2s23d (2D3/2) 11.77 B B B
Fexxiii 2s2p (1P1) - 2s3d (1D2) 11.74 A A B
Nixx 2s22p5 (2P3/2) - 2s22p43d (2D5/2) 11.64 B B A SPEX v2 calculation
Ne ix Heβ 1s2 (1S0) - 1s3p (1P1) 11.55 A A A
Fexviii 2s22p5 (2P3/2) - 2s22p44d (2F5/2) 11.53 B A A
Fexviii 2s22p5 (2P3/2) - 2s22p44d (2D5/2) 11.43 C C C
Fexviii 2s22p5 (2P3/2) - 2s22p44d (2F5/2) 11.33 C C B
Fexvii 2s22p6 (1S0) - 2s22p55d (1P1) 11.25 A A A
Nax Heα 1s2 (1S0) - 1s2s (3S1) 11.19 B A A
Fexvii 2s22p6 (1S0) - 2s22p55d (3D1) 11.13 A A A
Fexvii 2s22p6 (1S0) - 2s2p64p (1P1) 11.03 − − A line not in SPEX
Nax Heα 1s2 (1S0) - 1s2p (1P1) 11.00 B B A
Fexix 2s22p4 (3P2) - 2s22p34d (3D3) 10.81 D D D
Fexvii 2s22p6 (1S0) - 2s22p56d (1P1) 10.77 A A A
Fexix 2s22p4 (3P2) - 2s22p34d (3D3) 10.66 B/C B/C B
Fexix 2s22p4 (3P2) - 2s22p34d (3S1) 10.62 B B C
Fexviii 2s22p5 (2P3/2) - 2s22p45d (2D5/2) 10.54 C C C
Fexvii 2s22p6 (1S0) - 2s22p57d (1P1) 10.50 A A A
Fexviii 2s22p5 (2P3/2) - 2s22p45d (2F5/2) 10.45 B B C
Fexix 2s22p4 (3P2) - 2s22p34d (3D3) 10.45 B B C
Fexvii 2s22p6 (1S0) - 2s22p57d (3D1) 10.39 B A B
Fexviii 2s22p5 (2P3/2) - 2s22p45d (2F5/2) 10.36 C C C
Fexvii 2s22p6 (1S0) - 2s22p58d (1P1) 10.34 A A − line not in APEC
Nex Lyβ1 1s (2S1/2) - 3p (2P3/2) 10.24 A A A
Nex Lyβ2 1s (2S1/2) - 3p (2P1/2) 10.24 A A A
Fexx 2s22p3 (2P3/2) - 2s22p24d (2P3/2) 10.18 A B B
Nixix 2s22p6 (1S0) - 2s22p54d (3D1) 10.11 B B B
Fexx 2s22p3 (4S3/2) - 2s22p24d (4F5/2) 10.05 B/C B/C − line not in APEC
Naxi Lyα2 1s (2S1/2) - 2p (2P1/2) 10.02 A A A
Naxi Lyα1 1s (2S1/2) - 2p (2P3/2) 10.02 A A A
Fexx 2s22p3 (4P3/2) - 2s22p24d (4P3/2) 10.00 A A − line not in APEC
Nixix 2s22p6 (1S0) - 2s22p54d (1P1) 9.98 A A B
Fexix 2s22p4 (3P2) - 2s22p35d (3D3) 9.84 C C C miss lines at 9.89 Å and 9.79 Å
Nex Lyγ1 1s (2S1/2) - 4p (2P3/2) 9.71 A A A
Nex Lyγ2 1s (2S1/2) - 4p (2P1/2) 9.71 A A A
Fexix 2s22p4 (3P2) - 2s22p35d (3P2) 9.69 A A A
Fexxi 2s22p2 (3P1) - 2s22p4d (3D1) 9.55 B B C miss a line at 9.62 Å
Fexxi 2s22p2 (3P0) - 2s22p4d (3D1) 9.48 A A B
Nex Lyδ1 1s (2S1/2) - 5p (2P3/2) 9.48 A A B
Nex Lyδ2 1s (2S1/2) - 5p (2P1/2) 9.48 A A B
Fexix 2s22p4 (3P2) - 2s22p36d (3D3) 9.39 B B − line not in APEC
Nixx 2s22p5 (2P3/2) - 2s22p44d (2P5/2) 9.39 B B − SPEX v2; line not in APEC
Mgxi Heα 1s2 (1S0) - 1s2s (3S1) 9.31 A A A Mg x blend
Mgxi Heα 1s2 (1S0) - 1s2p (3P1) 9.23 A A A Mg x blend
Mgxi Heα 1s2 (1S0) - 1s2p (1P1) 9.17 A A A Mg x blend
Fexx 2s22p3 (4S3/2) - 2s22p25d (4P3/2) 9.06 C D C
Fexxii 2s22p (2P1/2) - 2s24d (2D3/2) 8.98 B B D
Fexxiii 2s2p (1P1) - 2s4s (1S0) 8.91 A A A
Fexxiii 2s2p (1P1) - 2s4d (1D2) 8.81 B B D
Fexxii 2s22p (2P1/2) - 2s2p4d (2D3/2) 8.72 B/C B/C B/C
Fexx 2s22p3 (4P3/2) - 2s22p26d (4P3/2) 8.63 B B D
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Table B.1. continued.
Name transition wavelengthb quality of the fitc note
(Å) SPEX-ADASd SPEX-FACd APEC
Fexxi 2s22p2 (3P0) - 2s22p5d (3D1) 8.55 B/C B/C A
Mgxii Lyα1 1s (2S1/2) - 2p (2P3/2) 8.42 A A A
Mgxii Lyα2 1s (2S1/2) - 2p (2P1/2) 8.42 A A A
Fexxiii 2s2p (1P1) - 2s4p (1P1) 8.30 A A B
Fexxii 2s22p (2P3/2) - 2s25d (2D5/2) 8.16 B B D
Fexxii 2s22p (2P1/2) - 2s25d (2D3/2) 8.09 A A A
Mgx 2p (2P3/2) - 1s2p3p (2D5/2) 8.07 A A A
Fexxiv 2s (2S1/2) - 4p (2P3/2) 7.98 A A B
Alxii Heα 1s2 (1S0) - 1s2s (3S1) 7.87 A A A Al xi blend
Mgxi Heβ 1s2 (1S0) - 1s3p (1P1) 7.85 C C A
Alxii Heα 1s2 (1S0) - 1s2p (3P1) 7.80 A A A Al xi blend
Alxii Heα 1s2 (1S0) - 1s2p (1P1) 7.76 A A A Al xi blend
Mgxi Heγ 1s2 (1S0) - 1s4p (1P1) 7.47 A A A
Mgxi Heδ 1s2 (1S0) - 1s5p (1P1) 7.31 A A A
Mgxi He 1s2 (1S0) - 1s6p (1P1) 7.22 A A C
Alxiii Lyα1 1s (2S1/2) - 2p (2P3/2) 7.17 A A A
Alxiii Lyα2 1s (2S1/2) - 2p (2P1/2) 7.17 A A A
Mgxii Lyβ1 1s (2S1/2) - 3p (2P3/2) 7.11 A A A
Mgxii Lyβ2 1s (2S1/2) - 3p (2P1/2) 7.11 B B A
Sixiii Heα 1s2 (1S0) - 1s2s (3S1) 6.74 A A A Si xii blend
Mgxii Lyγ1 1s (2S1/2) - 4p (2P3/2) 6.74 A A A
Mgxii Lyγ2 1s (2S1/2) - 4p (2P1/2) 6.74 A A A
Sixiii Heα 1s2 (1S0) - 1s2p (3P1) 6.68 A A A Si xii blend
Sixiii Heα 1s2 (1S0) - 1s2p (1P1) 6.65 A A A Si xii blend
Mgxii Lyδ1 1s (2S1/2) - 5p (2P3/2) 6.58 A A A
Mgxii Lyδ2 1s (2S1/2) - 5p (2P1/2) 6.58 A A A
Sixiv Lyα1 1s (2S1/2) - 2p (2P3/2) 6.18 A A A
Sixiv Lyα2 1s (2S1/2) - 2p (2P1/2) 6.18 A A A
Sixii 2p (2P3/2) - 1s2p3p (2D5/2) 5.82 A A A
Sixiii Heβ 1s2 (1S0) - 1s3p (1P1) 5.68 A A A
Sixiii Heγ 1s2 (1S0) - 1s4p (1P1) 5.40 A A A
Sixiv Lyβ1 1s (2S1/2) - 3p (2P3/2) 5.22 A A A
Sixiv Lyβ2 1s (2S1/2) - 3p (2P1/2) 5.22 A A A
Sxv Heα 1s2 (1S0) - 1s2s (3S1) 5.10 A A A S xiv blend
Sxv Heα 1s2 (1S0) - 1s2p (3P1) 5.07 A A A S xiv blend
Sxv Heα 1s2 (1S0) - 1s2p (3P2) 5.06 A A A S xiv blend
Sxv Heα 1s2 (1S0) - 1s2p (1P1) 5.04 A A A S xiv blend
Sxvi Lyα1 1s (2S1/2) - 2p (2P3/2) 4.73 A A A
Sxvi Lyα2 1s (2S1/2) - 2p (2P1/2) 4.73 A A A
Sxv Heβ 1s2 (1S0) - 1s3p (1P1) 4.30 A A A
Arxvii Heα 1s2 (1S0) - 1s2s (3S1) 3.99 A A A Ar xvi blend
Arxvii Heα 1s2 (1S0) - 1s2p (3P1) 3.97 A A A Ar xvi blend
Arxvii Heα 1s2 (1S0) - 1s2p (3P2) 3.97 A A A Ar xvi blend
Arxvii Heα 1s2 (1S0) - 1s2p (1P1) 3.95 A A A Ar xvi blend
Caxix Heα 1s2 (1S0) - 1s2s (3S1) 3.21 A A A Ca xviii blend
Caxix Heα 1s2 (1S0) - 1s2p (3P1) 3.19 A A A Ca xviii blend
Caxix Heα 1s2 (1S0) - 1s2p (3P2) 3.19 A A A Ca xviii blend
Caxix Heα 1s2 (1S0) - 1s2p (1P1) 3.18 A A A Ca xviii blend
Fexxv Heα 1s2 (1S0) - 1s2s (3S1) 1.87 A A B Fe xxiv blend
Fexxv Heα 1s2 (1S0) - 1s2p (3P1) 1.86 A A B Fe xxiv blend
Fexxv Heα 1s2 (1S0) - 1s2p (3P2) 1.86 A A B Fe xxiv blend
Fexxv Heα 1s2 (1S0) - 1s2p (1P1) 1.85 A A B Fe xxiv blend
a : Lists of lines detected at > 5σ in the Capella spectrum.
b : Rest-frame wavelengths in SPEX database.
c : A: Model line wavelength and flux match with the data. B: Wavelength matches, but the model line flux is off by
> 20%. C: Flux matches within 20%, but the line central energy differs by > 3σ. D: Though the line is present,
neither its wavelength nor the flux matches with the data.
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Fig. B.1. Chandra grating spectrum of Capella in 1.5− 10.08 Å fit with different models. Upper panels in each subfigure show fit
with the advanced SPEX-ADAS model with EBIT calibration (red). Middle panels show the fit residual with the advanced models
(grey points), as well as the ratio between the SPEX-FAC fit and the SPEX-ADAS fit in black, and the APEC-to-SPEX-ADAS
ratio in orange. Lower panels show the fit residual with the ultimate model.
d : EBIT rates (§ 2) incorporated.
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Fig. B.2. Same as Fig. B.1, but in 10.08− 18 Å.
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Fig. B.3. Same as Fig. B.1, but in 18− 32 Å.
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Table B.2. Wavelength correction for the ultimate modeling
Name atomic state SPEX energy corr. energy source
(eV) (eV)
Fexvii 2s2p63d (1D2) 944.79 942.17 APEC
Fexvii 2s2p64p (1P1) 1126.86 1124.78 APEC
Fexviii 2s22p43s (4P1/2) 781.25 782.37 APEC
Fexviii 2s22p43s (2D5/2) 793.00 793.65 APEC
Fexviii 2s22p43p (2D5/2) 805.48 807.70 Chianti
Fexviii 2s22p43p (2P3/2) 835.97 835.58 Chianti
Fexviii 2s22p43d (2F5/2) 853.06 852.89 Chiant
Fexviii 2s22p44d (2D5/2) 1084.39 1085.68 Chianti
Fexviii 2s22p44d (2F5/2) 1094.64 1094.68 APEC
Fexviii 2s22p45d (2D5/2) 1176.73 1178.23 Chianti
Fexviii 2s22p45d (2F5/2) 1196.73 1197.86 Chianti
Fexix 2s22p33p (3P2) 886.17 884.04 Chianti
Fexix 2s22p33d (5D3) 890.23 889.54 Chianti
Fexix 2s22p33d (3F3) 909.33 908.44 Chianti
Fexix 2s22p33d (3P2) 918.97 917.97 Chianti
Fexix 2s22p34d (3D3) 1146.61 1146.30 Chianti
Fexix 2s22p35d (3D3) 1259.74 1258.98 Chianti
Fexxi 2s22p3d (3D3) 1008.68 1009.45 APEC
Mgxi 1s3p (1P1) 1580.00 1579.31 APEC
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