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Abstract: We consider the bulk algebra and topological D-brane category arising from the dif-
ferential model of the open-closed B-type topological Landau-Ginzburg theory defined by a pair
(X,W ), where X is a non-compact Calabi-Yau manifold and W is a complex-valued holomor-
phic function. When X is a Stein manifold (but not restricted to be a domain of holomorphy) we
extract equivalent descriptions of the bulk algebra and of the category of topological D-branes
which are constructed using only the analytic space associated to X. In particular, we show that
the D-brane category is described by projective factorizations defined over the ring of holomor-
phic functions of X. We also discuss simplifications of the analytic models which arise when X
is holomorphically parallelizable and illustrate these in a few classes of examples.
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1. Introduction
Quantum oriented open-closed B-type Landau-Ginzburg theories are non-anomalous quan-
tum field theories conjecturally associated to pairs (X,W ), whereX is a non-compact Calabi-Yau
manifold (non-compact Ka¨hlerian manifold with trivial canonical line bundle) and W : X → C
is a non-constant holomorphic function. Such theories should be obtained by quantization of the
classical models constructed in [1,2]. A successful quantization must in particular associate to
each pair (X,W ) an oriented two-dimensional open-closed TFT (topological field theory) in the
sense axiomatized in [3,4,5], which in turn is equivalent with an algebraic structure known as
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a “TFT datum”. When the critical set of W is compact, non-rigorous path integral arguments
imply [2] that the TFT datum of such theories can be recovered from the cohomology of any
member of a family of differential models built using a certain dg (differential graded) algebra
(PV(X), δW ) and a certain dg-category DF(X,W ) of bundle-valued differential forms defined
on X (see [6,7] for a rigorous construction of such models).
As already pointed out in [2], the differential models of the TFT datum associated to (X,W )
are quasi-isomorphic to each other and their cohomology admits an equivalent analytic descrip-
tion which is controlled by certain spectral sequences whose limits depend markedly on the
geometry of X and on the nature of the critical locus of W . For example, when X = Cn and
W has finite critical set, it was argued in [2] that such spectral sequences provide an equivalent
analytic model of the TFT datum which is realized in terms of residues [8,9], a model which
was studied rigorously in [10,11,12]. When X is a domain of holomorphy in Cn, some aspects
of the differential and analytic models were studied in [13,14].
In this paper, we consider the problem of constructing equivalent analytic models for the
TFT datum in the more general setting when X is an arbitrary Calabi-Yau Stein manifold1 (not
restricted to be a domain of holomorphy). We first show that, without any restrictions on X,
the cohomological algebra HPV(X,W )
def.
= H(PV(X), δW ) admits an isomorphic analytic model
constructed as the hypercohomology of the Koszul complex of the holomorphic 1-form −i∂W .
When X is Stein and W has isolated critical points, the latter reduces to the global Jacobi
algebra of W , whose description simplifies further when X is holomorphically parallelizable.
When X is Stein, we also show that the cohomological category HDF(X,W )
def.
= H(DF(X,W ))
is equivalent with a simpler category HF(X,W )
def.
= H(F(X,W )), where F(X,W ) is another dg-
category introduced in [6], which is defined using only analytic data. Through the Serre-Swan
correspondence for Stein manifolds [15,16], the category HF(X,W ) is itself equivalent with a
category of analytic projective factorizations HPF(X,W ). A projective factorization is a pair
(P,D), where P is a finitely-generated Z2-graded module over the algebra O(X) of complex-
valued holomorphic functions defined on X and D is an odd endomorphism of P which squares
to W idP . In the Stein case, we also obtain analytic models of the cohomological disk algebra
HPV(X, a)
def.
= H(PV(X, a), ∆a) of a holomorphic factorization a of W , which is defined [6]
as the cohomology of a certain dg-algebra (PV(X, a), ∆a). Finally, we illustrate these analytic
models in a few classes of examples.
The paper is organized as follows. Section 2 describes the basic analytic objects associ-
ated to a pair (X,W ). Section 3 recalls the definition [6] of the dg-algebra (PV(X), δW ) and
of the dg-categories DF(X,W ) and F(X,W ), as well as of the differential graded disk alge-
bra (PV(X, a), ∆a). Sections 4, 5 and 6 discuss the equivalent analytic models of HPV(X,W ),
HDF(X,W ) and HPV(X, a). Section 7 illustrates these analytic models in a few classes of ex-
amples. Section 8 concludes and discusses some further directions, placing the current work in
the wider physics and mathematics context of Mirror Symmetry. Appendix A summarizes some
relevant properties of Stein manifolds. The reader who is unfamiliar with Stein geometry (and
in particular with Cartan’s theorem B, which plays a crucial role in the proof of some results
herein) is encouraged to refer to the appendix.
1.1. Notations and conventions. We use the notations and conventions of [6, Subsection 1.1].
Given a commutative ring R, let ModR denote the category of R-modules and modR denote the
full sub-category of finitely-generated R-modules. Let ProjR denote the full subcategory of ModR
1 Notice that any Stein manifold is Ka¨hlerian, since it admits a holomorphic embedding in some complex affine
space CN , whose Ka¨hler form restricts to X.
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consisting of projective R-modules and projR denote the full subcategory of modR consisting
of finitely-generated projective R-modules. All manifolds considered are smooth, paracompact,
connected and of non-zero dimension and all vector bundles considered are smooth.
2. Landau-Ginzburg pairs
Definition 2.1 A Landau-Ginzburg (LG) pair of dimension d is a pair (X,W ), where:
A. X is a non-compact Ka¨hlerian manifold of complex dimension d which is Calabi-Yau in the
sense that the canonical line bundle KX
def.
= ∧dT ∗X is holomorphically trivial.
B. W : X → C is a non-constant complex-valued holomorphic function defined on X.
The signature µ(X,W ) is the mod 2 reduction of d:
µ(X,W )
def.
= dˆ ∈ Z2 .
Let (X,W ) be a Landau-Ginzburg pair. Let OX denote the sheaf of locally-defined complex-
valued holomorphic functions and O(X) = Γ(X,OX) = H0(OX) denote the ring of globally-
defined holomorphic functions from X to C. Let:
ιW
def.
= −i(∂W )y : TX → OX (2.1)
denote the morphism of sheaves of OX -modules given by left contraction with −i∂W , where we
identify the holomorphic tangent bundle TX with its locally-free sheaf of holomorphic sections.
Definition 2.2 The critical set of W is defined through:
ZW
def.
= {p ∈ X|(∂W )(p) = 0} .
The critical sheaf of W is the ideal sheaf:
JW def.= im(ιW : TX → OX) ⊂ OX .
The critical ideal of (X,W ) is the following ideal of the commutative ring O(X):
J(X,W )
def.
= JW (X) = ιW (Γ(X,TX)) ⊂ O(X) .
Notice that i∂W ∈ Γ(X,T ∗X) is a holomorphic section of the holomorphic cotangent bundle
T ∗X and that ZW is the vanishing locus of this section. For any open subset U ⊂ X supporting
local complex coordinates z1, . . . , zd, the ideal JW (U) ⊂ OX(U) is generated by the partial
derivatives ∂W
∂z1
, . . . , ∂W
∂zd
∈ OX(U).
Definition 2.3 The Jacobi sheaf of W is the sheaf of commutative OX-algebras defined through:
JacW
def.
= OX/JW .
The Jacobi algebra Jac(X,W ) of the LG pair (X,W ) is the commutative O(X)-algebra of
globally-defined sections of the Jacobi sheaf:
Jac(X,W )
def.
= JacW (X) = H
0(JacW ) .
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Let OX → JacW denote the projection map. The Jacobi sheaf is supported on the critical set
ZW and the restriction OZW def.= JacW |ZW makes ZW into an analytic subspace (ZW ,OZW ) of
the analytic space (X,OX), which we call the Jacobi space of W .
Definition 2.4 The sheaf Koszul complex of W is the following complex of locally-free sheaves
of OX-modules:
(KW ) : 0→ ∧dTX ιW→ ∧d−1TX ιW→ . . . ιW→ OX → 0 , (2.2)
where OX sits in degree zero and we identify the exterior power ∧kTX with its locally-free sheaf
of holomorphic sections.
With our convention, KW is concentrated in non-positive degrees.
Proposition 2.5 Assume that the critical set of W is finite, i.e. dimC ZW = 0. Then the
sequence:
0 → ∧dTX ιW→ ∧d−1TX ιW→ . . . ιW→ TX ιW→ OX → JacW → 0 (2.3)
is exact and thus provides a resolution of JacW through locally free sheaves of OX-modules. In
particular, the sheaf Koszul complex (2.2) is exact except at the last term.
Proof. Since dimC ZW = 0, we have codimCZ = d = dimC T
∗X, which means that −i∂W is a
regular section of T ∗X. Hence the sheaf sequence:
0 → ∧dTX ιW→ ∧d−1TX ιW→ . . . ιW→ TX ιW→ JW → 0
is exact in the Abelian category Coh(X) of coherent sheaves of OX -modules, being a resolution
of the ideal sheaf JW of (ZW ,OZW ) (see [17, page 5]). Since JW = ker(OX → JacW ), this
implies the conclusion. uunionsq
Remark 2.1. Assume that X is Stein. Then the critical set ZW is compact iff it is a finite set.
Indeed, ZW is a subvariety of X and a Stein manifold does not admit compact subvarieties of
positive dimension (see [18, Chap V.4, Theorem 3]).
3. Some structures of the differential model
Let (X,W ) be a Landau-Ginzburg pair of dimension d. Using path integral arguments, it was
argued in [2] that, when the critical set ZW is compact, the TFT datum [6] of the B-type
open-closed topological Landau-Ginzburg theory defined by (X,W ) admits a family of cochain-
level realizations. The differential models proposed in [2] were studied from a mathematical
perspective in [6], to which we refer the reader for details. They involve a certain O(X)-linear dg-
algebra (PV(X), δW ) and a certain dg-category DF(X,W ), as well as cochain-level realizations
of the bulk and boundary traces and bulk-boundary and boundary-bulk maps of the TFT
datum. In this section, we briefly recall the definition of these structures and of the differential
graded disk algebra of [6]. We also recall the definition of a dg-category F(X,W ) discussed in
loc. cit, which will arise in later sections. Notice that some of these structures can be defined
without assuming compactness of ZW (and in this paper they are considered in this more general
situation), though their physics interpretation is less clear unless one adds that assumption.
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3.1. The differential graded bulk algebra. The C∞(X)-module:
PV(X)
def.
= A(X,∧TX) ' A(X)⊗C∞(X) Γ∞(X,∧TX)
carries a natural multiplication which makes it into a unital and associative C∞(X)-algebra.
For any i = −d, . . . , 0 and j = 0, . . . , d, let:
PVi,j(X)
def.
= Aj(X,∧|i|TX)
and set PVi,j(X) = 0 for i 6∈ {−d, . . . , 0} or j 6∈ {0, . . . , d}. Then the decomposition:
PV(X)
def.
=
0⊕
i=−d
d⊕
j=0
PVi,j(X)
makes PV(X) into a unital associative Z× Z-graded C∞(X)-algebra, whose grading is concen-
trated in bidegrees (i, j) satisfying i ∈ {−d, . . . , 0} and j ∈ {0, . . . , d}. The canonical Z-grading
of PV(X) is the total grading of this bigrading:
PVk(X)
def.
=
⊕
i+j=k
PVi,j(X) (k ∈ Z) ,
while the canonical Z2-grading is the mod 2 reduction of the former:
PV0ˆ(X)
def.
=
⊕
k=ev
PVk(X) ,
PV1ˆ(X)
def.
=
⊕
k=odd
PVk(X) .
We trivially extend ιW to a map from PV(X) to PV(X) denoted by the same symbol. Let
∂ := ∂∧TX : PV(X) → PV(X) be the Dolbeault differential of the holomorphic vector bundle
∧TX. Then (PV(X), ιW ,∂) is a bicomplex. By definition, the twisted differential δW : PV(X)→
PV(X) is the total differential of this bicomplex:
δW
def.
= ∂ + ιW .
Definition 3.1 The twisted Dolbeault algebra of polyvector-valued forms of the LG pair (X,W )
is the supercommutative Z-graded O(X)-linear dg-algebra (PV(X), δW ), where PV(X) is en-
dowed with the canonical Z-grading. The cohomological twisted Dolbeault algebra of (X,W ) is
the total cohomology algebra:
HPV(X,W )
def.
= H(PV(X), δW ) .
3.2. Differential graded categories of holomorphic factorizations.
Definition 3.2 A holomorphic factorization of W is a pair a = (E,D), where E = E0ˆ ⊕E1ˆ is
a holomorphic vector superbundle on X and D ∈ Γ(X,End1ˆ(E)) is an odd holomorphic section
of End(E) which satisfies D2 = W idE.
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Given two holomorphic factorizations a1 = (E1, D1) and a2 = (E2, D2) of W , the space
A(X,Hom(E1, E2)) ' A(X) ⊗C∞(X) Γ∞(X,Hom(E1, E2)) is Z × Z2-graded and carries two
differentials, namely the Dolbeault differential ∂a1,a2 := ∂Hom(E1,E2) and the defect differential
da1,a2 . The latter is the C
∞(X)-linear endomorphism of A(X,Hom(E1, E2)) determined by the
condition:
da1,a2(ρ⊗ f) = (−1)rkρρ⊗ (D2 ◦ f)− (−1)rkρ+σ(f)ρ⊗ (f ◦D1)
for all pure rank forms ρ ∈ A(X) and all pure Z2-degree elements f ∈ Γ∞(X,Hom(E1, E2)),
where σ(f) denotes the Z2-degree of f . The Dolbeault and defect differentials square to zero
and anti-commute, making A(X,Hom(E1, E2)) into a Z × Z2-graded bicomplex. The twisted
differential δa1,a2 is defined through:
δa1,a2
def.
= ∂a1,a2 + da1,a2 .
The total Z2-grading of A(X,Hom(E1, E2)) is given by the sum of the Z2-degree with the mod
2 reduction of the Z-degree. Notice that δa1,a2 is odd with respect to this Z2-grading.
Definition 3.3 The twisted Dolbeault category of holomorphic factorizations of W is the Z2-
graded O(X)-linear dg-category DF(X,W ) defined as follows:
• The objects are the holomorphic factorizations of W .
• Given two objects a1 = (E1, D1) and a2 = (E2, D2), the module of morphisms from a1 to a2
is:
HomDF(X,W )(a1, a2)
def.
= A(X,Hom(E1, E2)) ,
endowed with the total Z2-grading and with the twisted differential δa1,a2.
• The composition of morphisms is given by the wedge product of bundle-valued forms.
Let:
HDF(X,W )
def.
= H(DF(X,W ))
denote the total cohomology category of DF(X,W ). We will show in Section 5 that HDF(X,W )
admits a simpler description when X is a Stein manifold, being equivalent with the category
HF(X,W ) defined below.
Definition 3.4 The holomorphic dg-category of holomorphic factorizations is the Z2-graded
O(X)-linear dg-category F(X,W ) defined as follows:
• The objects are the holomorphic factorizations of W .
• Given two holomorphic factorizations a1 = (E1, D1) and a2 = (E2, D2) of W , the module of
morphisms from a1 to a2 is:
HomF(X,W )(a1, a2)
def.
= Γ(X,Hom(E1, E2)) ,
endowed with the Z2-grading, with homogeneous components:
HomκF(X,W )(a1, a2)
def.
= Γ(X,Homκ(E1, E2)) , ∀κ ∈ Z2
and with the differentials da1,a2 determined uniquely by the condition:
da1,a2(f)
def.
= D2 ◦ f − (−1)κf ◦D1 , ∀f ∈ Γ(X,Homκ(E1, E2)) , ∀κ ∈ Z2 .
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• The composition of morphisms is the obvious one.
Let:
HF(X,W )
def.
= H(F(X,W ))
denote the total cohomology category of F(X,W ), viewed as a Z2-graded O(X)-linear category.
Remark 3.1. When the critical set ZW is compact, the path integral arguments of [2] (which
motivated the rigorous treatment of [6]) show that the cohomological category HDF(X,W )
can be identified with the category of topological D-branes of the corresponding open-closed
topological field theory. In this case, the cohomology algebra HPV(X,W ) can be identified with
the bulk algebra of the same theory.
3.3. The disk algebra of a holomorphic factorization. Fix a holomorphic factorization a = (E,D)
of W and set ∂a := ∂a,a = ∂End(E), da := da,a = [D, ·] and δa := δa,a = ∂a + da. Consider the
Z2-graded unital associative C∞(X)-algebra:
PV(X,End(E))
def.
= A(X,∧TX ⊗ End(E)) ' PV(X)⊗ˆC∞(X)Γ∞(X,End(E)) ,
where ⊗ˆC∞(X) denotes the graded tensor product and PV(X) is endowed with the canonical Z2-
grading. The twisted disk differential ∆a is the odd O(X)-linear differential on PV(X,End(E))
defined through:
∆a
def.
= δW ⊗ˆA(X)idA(X,End(E)) + idPV(X)⊗ˆA(X)δa .
Definition 3.5 The differential graded disk algebra of a holomorphic factorization a = (E,D)
is the O(X)-linear Z2-graded unital dg-algebra (PV(X,End(E)), ∆a). The cohomological disk
algebra HPV(X, a) of a is the total cohomology algebra:
HPV(X, a)
def.
= H(PV(X,End(E)), ∆a) .
Let ∂ := ∂∧TX⊗End(E) : PV(X,End(E)) → PV(X,End(E)) be the Dolbeault differential2 of
the holomorphic vector bundle ∧TX ⊗ End(E). Then:
∆a = ∂ + ιW + da ,
where we trivially extended ιW and da to mutually anti-commuting differentials in PV(X,End(E))
[6]. Notice that ∂ anticommutes with ιW and da.
4. Analytic models for the cohomological twisted Dolbeault algebra HPV(X,W )
Let (X,W ) be a Landau-Ginzburg pair of dimension d.
2 Note that symbol ∂ will be used to simplify notation in three different cases: ∂ := ∂∧TX⊗End(E) for the disk
algebra, ∂ := ∂∧TX in the algebra of polyvector-valued forms and ∂ := ∂a1,a2 := ∂End(E1,E2) in Section 5.
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E−d,d0
ιW // // E−d+1,d0
ιW // E−d+2,d0 E
0,d
0
E−d,20
ιW // E−d+1,20
ιW // E−d+2,20 E
0,2
0
E−d,10
ιW //
∂
OO
E−d+1,10
∂
OO
ιW // E−d+2,10
∂
OO
E0,10
∂
OO
E−d,00
ιW //
∂
OO
E−d+1,00
∂
OO
ιW // E−d+2,00
∂
OO
E0,00
∂
OO
Fig. 4.1. The zeroth page of the spectral sequence (Ei,jr ,dr)r≥0.
4.1. The generally-valid analytic model. Let H(KW ) denote the hypercohomology of the sheaf
Koszul complex (2.2), viewed as a finite complex of sheaves of OX -modules concentrated in
non-positive degrees.
Proposition 4.1 There exists a natural isomorphism of Z-graded O(X)-modules:
HPV(X,W ) 'O(X) H(KW ) ,
where HPV(X,W ) is endowed with the canonical Z-grading. Thus:
Hk(PV(X), δW ) 'O(X) Hk(KW ) , ∀k ∈ {−d, . . . , d} . (4.1)
Moreover, we have:
Hk(KW ) =
⊕
i+j=k
Ei,j∞ , (4.2)
where Ei,j∞ is the limit of the spectral sequence E := (Ei,jr ,dr)r≥0 which starts with:
Ei,j0
def.
= PVi,j(X) = Aj(X,∧|i|TX) , d0 def.= ∂ := ∂∧TX , (i = −d, . . . , 0 , j = 0, . . . , d) . (4.3)
The zeroth page of this sequence is shown in Figure 4.1.
Proof. To compute the hypercohomology of KW , we can use3 the Dolbeault resolutions of the
sheaves ∧kTX:
0→ ∧kTX ∂→ A1 ⊗ ∧kTX ∂→ . . . ∂→ Ad ⊗ ∧kTX → 0 , (4.4)
where Aj are the sheaves of smooth (0, j)-forms on X (viewed as sheaves of OX -modules by
restriction of scalars) and the tensor product is taken over OX . Notice that (PV(X), ιW ,∂)
coincides with the Z × Z-graded bicomplex whose node (i, j) is given by Aj ⊗ ∧|i|TX and
whose horizontal and vertical differentials are given respectively by ιW and ∂. This provides an
acyclic resolution of the sheaf Koszul complex KW defined in (2.2). The hypercohomology of KW
coincides with the total cohomology of this bicomplex, which in turn coincides with HPV(X,W ).
Thus (4.1) holds. The spectral sequence (Ei,jr ,dr)r≥0 is the spectral sequence determined by the
bicomplex described above, showing that (4.2) holds. uunionsq
3 This is because the sheaf Ak ⊗ E is fine (and hence soft and acyclic) for any holomorphic vector bundle E
defined on X, where we identify E with its locally-free sheaf of holomorphic sections.
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E−d,d1 =0 // E
−d+1,d
1 =0
// E−d+2,d1 =0 E
0,d
1 =0
E−d,21 =0 // E
−d+1,2
1 =0
// E−d+2,21 =0 E
0,2
1 =0
E−d,11 =0
∂
OO
// E−d+1,11 =0
∂
OO
// E−d+2,11 =0
∂
OO
E0,11 =0
∂
OO
E−d,01
∂
OO
ιW // E−d+1,01
∂
OO
ιW // E−d+2,01
∂
OO
E0,01
∂
OO
Fig. 4.2. The first page of the spectral sequence (Ei,jr ,dr)r≥0.
4.2. Analytic models of HPV(X,W ) for the Stein case. We refer the reader to Appendix A for
the relevant properties of Stein manifolds and in particular for Cartan’s theorem B (see Theorem
A.7), which is crucial for what follows.
Theorem 4.2 Suppose that X is Stein. Then the spectral sequence E defined above collapses
at the second page E2 and HPV(X,W ) is concentrated in non-positive degrees. For all k =
−d, . . . , 0, the O(X)-module HPVk(X,W ) def.= Hk(PV(X), δW ) is isomorphic with the cohomol-
ogy at position k of the following sequence of finitely-generated projective O(X)-modules:
(KW ) : 0 →H0(∧dTX) ιW→ H0(∧d−1TX) ιW→ . . . ιW→ H0(TX) ιW→ O(X)→ 0 , (4.5)
where O(X) sits in position zero.
Proof. Since X is Stein, Cartan’s theorem B implies Ei,j1 = H
j
∂
(A(X,∧|i|TX)) = 0 for j > 0
and all i = −d, . . . , 0. Thus the only non-trivial row of the page E1 of the spectral sequence is
the bottom row E•,01 with differential d1
def.
= ιW , whose nodes are given by (see Figure 4.2):
Ei,01 = H
0
∂
(A(X,∧|i|TX)) = H∂(PVi,0(X)) = Γ(X,∧|i|TX) = H0(∧|i|TX)
for all i = −d, . . . , 0. Thus page E1 reduces to the form shown in Figure 4.2. We note that
all differentials d2 of E
•,•
2 will be trivial, since they are maps between different rows. Hence
the spectral sequence collapses at E2 and we have E
k∞ = E
k,0
2 = H
k
ιW
(E•,01 ) = H
k(KW ) for all
k = −d, . . . , 0. Since ∧kTX are vector bundles, the Serre-Swan theorem for Stein manifolds (see
[15,16]) implies that (4.5) is a sequence of finitely-generated projective O(X)-modules. uunionsq
Proposition 4.3 Suppose that X is Stein and dimC ZW = 0. Then HPV
k(X,W ) = 0 for k 6= 0
and there exists a natural isomorphism of O(X)-modules:
HPV0(X,W ) 'O(X) H0(JacW ) = Jac(X,W ) .
Moreover, we have an isomorphism of O(X)-algebras:
Jac(X,W ) ' O(X)/J(X,W ) . (4.6)
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Proof. Lemma 2.5 implies that the hypercohomology Hk(KW ) of the Koszul complex (2.2) co-
incides with the sheaf cohomology of the Jacobi sheaf JacW :
Hk(KW ) = Hk(JacW ) . (4.7)
Combining this with (4.1) gives:
HPVk(X,W ) 'O(X) Hk(JacW ) , ∀k ∈ Z . (4.8)
Thus HPVk(X,W ) = 0 for k 6= 0 by Cartan’s Theorem B (see Appendix A) and HPV0(X,W ) 'O(X)
H0(JacW ) = Jac(X,W ). Since X is Stein, Theorem 4.2 shows that HPV
0(X,W ) also coin-
cides with the cohomology of the sequence (4.5) at position zero, which equals O(X)/im(ιW :
H0(TX)→ O(X)) = O(X)/J(X,W ). This shows that (4.6) holds. uunionsq
Remark 4.1. In applications to physics, the set ZW is usually assumed to be compact, since
this condition implies [6] finite-dimensionality of HPV(X,W ) as well as Hom-finiteness of the
category HDF(X,W ) over C. In such applications, the condition dimC ZW = 0 is automatically
satisfied when X is Stein, provided that the critical set is compact (see Remark 2.1).
4.3. Analytic model of HPV(X,W ) when X is Stein and holomorphically parallelizable with
dimC ZW = 0. Recall that X is called holomorphically parallelizable if its holomorphic tangent
bundle TX is holomorphically trivial. This happens iff X admits global holomorphic frames 4.
Lemma 4.4 Suppose that X is holomorphically parallelizable and let u1, . . . , ud be any globally-
defined holomorphic frame of TX. Then the critical sheaf JW is generated on every open subset
of X by the restrictions of the holomorphic functions u1(W ), . . . , ud(W ) ∈ O(X). In particular,
the critical ideal J(X,W ) is generated by these holomorphic functions:
J(X,W ) = 〈u1(W ), . . . , ud(W )〉 .
Proof. The holomorphic frame u1, . . . , ud of X induces an isomorphism of locally-free sheaves:
ψ : O⊕dX
∼→ TX
given on open subsets U ⊂ X by:
ψU (f1, . . . , fd)
def.
=
d∑
i=1
fiui ∈ Γ(U, TX) , ∀f1, . . . , fd ∈ OX(U) .
Since ιW (ui) = −iui(W ) ∈ O(X), the morphism of sheaves ιW : TX → OX can be identified
with the morphism τ : O⊕dX → OX which is given on open sets U by:
τU (f1, . . . , fd)
def.
= −i
d∑
i=1
fi [ui(W )]|U ∈ OX(U) , ∀f1, . . . , fd ∈ OX(U) .
This implies JW =imτ=
∑d
i=1OXui(W ) and in particular J(X,W )=JW (X)=
∑d
i=1O(X)ui(W ).
Thus J(X,W ) coincides with the ideal 〈u1(W ), . . . , ud(W )〉 generated inside O(X) by the holo-
morphic functions ui(W ). uunionsq
4 A global holomorphic frame of X is a family of globally-defined holomorphic vector fields u1, . . . , ud ∈
Γ(X,TX) such that the vectors u1(x), . . . , ud(x) form a basis of TxX for any point x ∈ X.
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C−2,d d // C−1,d d // C0,d d // C1,d d // C2,d
C−2,2 d // C−1,2 d // C0,2 d // C1,2 d // C2,2
C−2,1 d //
∂
OO
C−1,1
∂
OO
d // C0,1 d //
∂
OO
C1,1
∂
OO
d // C2,1
∂
OO
C−2,0 d //
∂
OO
C−1,0
∂
OO
d // C0,0 d //
∂
OO
C1,0
∂
OO
d // C2,0
∂
OO
Fig. 5.1. The graded bicomplex (Ci,j ,d,∂).
Proposition 4.5 Let (X,W ) be a Landau-Ginzburg pair such that X is Stein and holomorphi-
cally parallelizable and such that dimC ZW = 0. Let u1, . . . , ud be any holomorphic frame of X.
Then HPV(X,W ) = HPV0(X,W ) 'O(X) Jac(X,W ) and we have:
Jac(X,W ) = O(X)/〈u1(W ), . . . , ud(W )〉 .
Proof. Follows immediately from Lemma 4.4 and Proposition 4.3. uunionsq
5. Analytic models for the category HDF(X,W )
Let (X,W ) be a Landau-Ginzburg pair of dimension d.
5.1. A generally-valid analytic model. Let a1
def.
= (E1, D1) and a2
def.
= (E2, D2) be two holomor-
phic factorizations of W . Let ∂ := ∂a1,a2 and d := da1,a2 be the Dolbeault and defect differentials
on HomDF(X,W )(a1, a2) = A(X,Hom(E1, E2)). Let δ := δa1,a2 be the twisted differential. Con-
sider the complex (HomDF(X,W )(a1, a2), δ) (endowed with the total Z2-grading), whose total
cohomology equals the Z2-graded O(X)-module HomHDF(X,W )(a1, a2).
Definition 5.1 The unwinding of the Z × Z2-graded bicomplex (A(X,Hom(E1, E2)),∂,d) is
the Z× Z-graded complex C•,• of O(X)-modules with homogeneous components:
Ci,j def.= Aj(X,Homiˆ(E1, E2)) , ∀i, j ∈ Z ,
whose non-trivial horizontal and vertical differentials are d and ∂, both of which have degree +1
(see Diagram 3). This bicomplex is 2-periodic in the horizontal direction and concentrated in
degrees 0, . . . , d in the vertical direction, thus Ci,j = 0 for j 6∈ {0, . . . , d} and all i.
Consider the total complex C• of the bicomplex C•,•. Its homogeneous components are:
Ck def.=
⊕
i+j=k
Ci,j , ∀k ∈ Z
and its differential equals δ = ∂ + d. Note that the sum on the right hand side has only a finite
number of nonzero terms. The complex C• is 2-periodic:
Ck = Ck+2 , ∀k ∈ Z
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and the same holds for its cohomology Hk(C•):
Hk(C•) = Hk+2(C•) , ∀k ∈ Z .
We have:
Hk(C) = Hkˆ(A(X,Hom(E1, E2)), δ) = HomkˆHDF(X,W )(a1, a2) , ∀k ∈ Z . (5.1)
Consider the spectral sequence E = (E•,•r ,dr)r≥0 whose zeroth page is given by:
Ei,j0 = Ci,j = Aj(X,Homiˆ(E1, E2))
endowed with the vertical differential d0
def.
= ∂ shown in Figure 5.1.
Proposition 5.2 The spectral sequence E defined above converges. Moreover, we have a natural
isomorphism of O(X)-modules:⊕
i+j=t
Ei,jd+2 'O(X) HomtˆHDF(X,W )(a1, a2) , ∀t ∈ Z .
Proof. The spectral sequence E is given by the following (horizontal) filtration F p of the bicom-
plex C•,•:
F p : C•,• → C•,• , Ci,j 7→
{
Ci,j , if i ≥ p ,
0 , otherwise .
This is an infinite filtration on the horizontally unbounded complex, but the induced filtration
F p(C•) on the total complex is finite. Indeed, we have F k−d(Ck) = Ck and F k+1(Ck) = 0 for any
k since Ci,j vanishes for j < 0 or j > d. This ensures that the spectral sequence converges to the
total cohomology H(C•) of the 2-periodic complex C• (see [19, §14]). Moreover, it degenerates
at page d+ 2. Thus: ⊕
i+j=t
Ei,j∞ =
⊕
i+j=t
Ei,jd+2 = H
t(C•) .
Combining this with (5.1) gives the conclusion. uunionsq
Remark 5.1. For a pair of holomorphic factorizations (a1, a2) the limit of the spectral sequence
E defined above looks like the ”hypercohomology” of the following 2-periodic complex of locally-
free sheaves:
(Qa1,a2) : . . .→ Hom1ˆ(E1, E2) d→ Hom0ˆ(E1, E2) d→ Hom1ˆ(E1, E2)→ . . . , (5.2)
whereHom0ˆ(E1, E2) sits in even positions. Indeed, the columns give (2-periodic) bounded acyclic
(Dolbeault) resolutions of nodes Hom0ˆ(E1, E2) and Hom
1ˆ(E1, E2), while HomHDF(X,W )(a1, a2) is
isomorphic to the total cohomology of such bicomplex. However, the notion of hypercohomology
for unbounded complexes is ambiguous (see [20]).
5.2. An analytic model of HDF(X,W ) when X is Stein. Recall the category HF(X,W ) defined
in Subsection 3.2.
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Lemma 5.3 Suppose that X is Stein. Then the spectral sequence E defined in (5.1) degenerates
at E2 and we have an isomorphism of Z2-graded O(X)-modules:
HomHDF(X,W )(a1, a2) 'O(X) HomHF(X,W )(a1, a2) . (5.3)
Proof. The first page of the spectral sequence is given by:
Ei,j1
def.
= H(Ei,j0 ,∂) = H(Aj(X,Homiˆ(E1, E2)),∂) = Hj∂(Hom
iˆ(E1, E2)) .
Since X is Stein, Cartan’s Theorem B yields:
Ei,j1 = 0 for j > 0 and i ∈ Z .
Hence all differentials d2 of the next page E2 must vanish, since they are maps between different
rows. Thus the spectral sequence degenerates at E2 and we have:
HomtˆHDF(X,W )(a1, a2) 'O(X)
⊕
i+j=t
Ei,j2 =
⊕
i+j=t
H(Ei,j1 , d1) , ∀t ∈ Z . (5.4)
The only nonzero row of E1 is the bottom row E
•,0
1 , which is a 2-periodic sequence with nodes
Ei,01 = H
0
∂
(Homiˆ(E1, E2)) = Γ(X,Hom
iˆ(E1, E2)) and differential d1
def.
= d:
. . .→ Ei−1,01 d−→ Ei,01 d−→ Ei+1,01 → . . .
The cohomology of this sequence at node i equals Hd(Γ(X,Hom
iˆ(E1, E2))) = Hom
iˆ
HF(X,W )(a1, a2).
Hence (5.4) reduces to:
HomtˆHDF(X,W )(a1, a2) 'O(X) H(Et,01 ,d) = Htˆd(Γ(X,Hom(E1, E2))) = HomtˆHF(X,W )(a1, a2) ,
for all t ∈ Z, which gives (5.3). uunionsq
Theorem 5.4 Suppose that X is Stein. Then HDF(X,W ) and HF(X,W ) are equivalent as
Z2-graded O(X)-linear categories.
Proof. It is easy to see that the isomorphism of Lemma 5.3 is natural with respect to a1 and a2
and that it preserves units. uunionsq
5.3. Relation to projective analytic factorizations in the Stein case. Recall that O(X) = OX(X)
denotes the commutative ring of complex-valued holomorphic functions defined on X.
Definition 5.5 An O(X)-supermodule is a Z2-graded O(X)-module M endowed with a direct
sum decomposition M = M 0ˆ ⊕M 1ˆ into submodules.
Notice that O(X)-supermodules form an O(X)-linear Z2-graded category ModsO(X) if we define
the Hom space HomO(X)(M1,M2) from a supermodule M1 to a supermodule M2 to be the
Z2-graded O(X)-module with homogeneous components:
Hom0ˆO(X)(M1,M2)
def.
= HomO(X)(M
0ˆ
1 ,M
0ˆ
2 )⊕HomO(X)(M 1ˆ1 ,M 1ˆ2 ) ,
Hom1ˆO(X)(M1,M2)
def.
= HomO(X)(M
0ˆ
1 ,M
1ˆ
2 )⊕HomO(X)(M 1ˆ1 ,M 0ˆ2 ) . (5.5)
The composition is defined in the obvious manner. Given an O(X)-supermodule M , let
EndO(X)(M)
def.
= HomO(X)(M,M) .
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Definition 5.6 An O(X)-supermodule M = M 0ˆ ⊕M 1ˆ is called finitely-generated if both of its
Z2-homogeneous components M 0ˆ and M 1ˆ are finitely-generated over O(X). It is called projective
if both M 0ˆ and M 1ˆ are projective O(X)-modules.
Finitely-generated O(X)-supermodules form a full Z2-graded O(X)-linear subcategory modsO(X)
of ModsO(X), while projective and finitely-generated O(X)-supermodules form a full Z2-graded
O(X)-linear subcategory projsO(X) of mod
s
O(X).
Definition 5.7 A projective analytic factorization of W is a pair (P,D), where P is a finitely-
generated projective O(X)-supermodule and D ∈ End1ˆO(X)(P ) is an odd endomorphism of P
such that D2 = W idP .
Definition 5.8 The dg-category PF(X,W ) of projective analytic factorizations of W is the
Z2-graded O(X)-linear dg-category defined as follows:
• The objects are the projective analytic factorizations of W .
• Given two projective analytic factorizations (P1, D1) and (P2, D2) of W , we set:
HomPF(X,W )((P1, D1), (P2, D2))
def.
= HomO(X)(P1, P2) ,
endowed with the Z2-grading (5.5) inherited from modsO(X) and with the O(X)-linear odd
differential d := d(P1,D1),(P2,D2) determined uniquely by the condition:
d(f)
def.
= D2 ◦ f − (−1)degff ◦D1
for all elements f ∈ HomO(X)(P1, P2) which have pure Z2-degree.
• The composition of morphisms is inherited from modsO(X).
The cohomological category HPF(X,W ) of analytic projective factorizations of W is the total
cohomology category:
HPF(X,W )
def.
= H(PF(X,W )) ,
which is a Z2-graded O(X)-linear category.
Let us assume that X is Stein. Then the Serre-Swan theorem for Stein manifolds (see [15,16])
states that the functor ΓX
def.
= Γ(X, ·) of taking global holomorphic sections gives an equivalence
of O(X)-linear categories:
ΓX : VB(X)
∼→ projO(X) ,
where projO(X) is the category of finitely-generated projective O(X)-modules. This induces a
(O(X)-linear, degree zero) dg-functor ΓX : F(X,W ) → PF(X,W ) which sends a holomorphic
factorization (E,D) of W into the projective factorization ΓX(E,D)
def.
= (Γ(X,E), D), where
D ∈ Γ(X,End1ˆ(E)) 'O(X) End1ˆO(X)(Γ(X,E)).
The proof of the following statement is immediate:
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Proposition 5.9 Assume that X is Stein. Then the dg-functor ΓX is an equivalence of Z2-
graded O(X)-linear dg-categories between F(X,W ) and PF(X,W ). In particular, the Z2-graded
O(X)-linear cohomological categories HF(X,W ) and HPF(X,W ) are equivalent.
Theorem 5.4 and Proposition 5.9 imply that the categories HDF(X,W ) and HPF(X,W ) are
equivalent when X is Stein.
5.4. Free holomorphic factorizations and analytic matrix factorizations.
Definition 5.10 A holomorphic vector bundle E on X with rkCE = r is called holomorphically
trivial if it is isomorphic (as a holomorphic vector bundle) with the trivial holomorphic vector
bundle O⊕rX . A holomorphic vector superbundle E = E0ˆ ⊕ E1ˆ on X is called holomorphically
trivial if both its even and odd sub-bundles E0ˆ and E1ˆ are holomorphically trivial.
Remark 5.2. Two holomorphic vector bundles E and F defined on X are isomorphic in the
category VB(X) iff they are isomorphic in the usual category of holomorphic vector bundles
defined on X. Indeed, VB(X) is equivalent with the full subcategory of Coh(X) consisting
of locally-free sheaves of finite rank. Also, an isomorphism of sheaves between the sheaves of
holomorphic sections E and F of E and F has trivial kernel and image equal to F , which means
that the corresponding isomorphism in the category VB(X) is an ordinary isomorphism of vector
bundles (since its kernel and image are sub-bundles of E and F , respectively). In particular, a
vector bundle E is holomorphically trivial iff it is isomorphic with a trivial vector bundle in the
category VB(X).
Let VBtriv(X) denote the full subcategory of VB(X) whose objects are the holomorphically
trivial holomorphic vector bundles defined on X and VBstriv(X) denote the full subcategory of
VBs(X) whose objects are the holomorphically trivial holomorphic vector superbundles defined
on X.
Remark 5.3. Suppose that X is Stein. Then the Oka-Grauert principle (see [21,22]) implies
that a holomorphic vector bundle E is holomorphically trivial iff it is topologically trivial, i.e.
isomorphic with a trivial vector bundle in the category of complex vector bundles defined on X.
Definition 5.11 A holomorphic factorization (E,D) of W is called free if the holomorphic
vector superbundle E is holomorphically trivial.
Definition 5.12 The category Ffree(X,W ) of free holomorphic factorizations of W is the full
Z2-graded O(X)-linear dg-subcategory of the category F(X,W ) whose objects are the free holo-
morphic factorizations of W . The cohomological category HFfree(X,W ) of free holomorphic
factorizations of W is the Z2-graded O(X)-linear category defined as the total cohomology cate-
gory of Ffree(X,W ):
HFfree(X,W )
def.
= H(Ffree(X,W )) .
Definition 5.13 An O(X) supermodule M = M 0ˆ ⊕M 1ˆ is called free if its even and odd sub-
modules M 0ˆ and M 1ˆ are free O(X)-modules.
Let freeO(X) denote the full subcategory of projO(X) consisting of those finitely-generated projec-
tive O(X)-modules which are free. Let freesO(X) denote the full subcategory of proj
s
O(X) consisting
of those finitely-generated projective O(X)-supermodules which are free.
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Definition 5.14 An analytic matrix factorization of W is a pair (M,D), where M is a free and
finitely-generated projective O(X)-supermodule and D ∈ End1ˆO(X)(M) is an odd endomorphism
of M such that D2 = W idM .
Definition 5.15 The dg-category MF(X,W ) of analytic matrix factorizations of W is the full
Z2-graded O(X)-linear dg-subcategory of PF(X,W ) whose objects are the analytic matrix fac-
torizations of W . The cohomological category HMF(X,W ) of analytic matrix factorizations is
the Z2-graded O(X)-linear category defined as the total cohomology category of MF(X,W ):
HMF(X,W )
def.
= H(MF(X,W )) .
When X is Stein, the Serre-Swan equivalence ΓX : VB(X)
∼→ projO(X) restricts to an equivalence
of O(X)-linear categories between VBtriv(X) and freeO(X). This implies:
Proposition 5.16 Assume that X is Stein. Then the equivalence of categories ΓX : F(X,W )→
PF(X,W ) restricts to an equivalence of Z2-graded O(X)-linear categories between Ffree(X,W )
and MF(X,W ). In particular, the Z2-graded O(X)-linear categories HFfree(X,W ) and HMF(X,W )
are equivalent.
Corollary 5.17 Assume that X is Stein and that any holomorphic vector bundle defined on X is
topologically trivial. Then F(X,W ) = Ffree(X,W ) and the Z2-graded O(X)-linear dg-categories
F(X,W ) and MF(X,W ) are equivalent. In particular, the Z2-graded O(X)-linear categories
HF(X,W ) and HMF(X,W ) are equivalent.
Proof. By the Oka-Grauert principle (see [21,22]), topological triviality of a holomorphic vec-
tor bundle E implies holomorphic triviality of E. Thus the hypothesis implies F(X,W ) =
Ffree(X,W ). The remaining statements follow immediately from the results above. uunionsq
Remark 5.4. In general, the category HF(X,W ) has many more objects than the category
HFfree(X,W ), since a generic Calabi-Yau Stein manifold X has many holomorphic vector bun-
dles which are not topologically trivial.
5.5. Topologically non-trivial elementary holomorphic factorizations.
Definition 5.18 Let (X,W ) be an LG pair where X is a Stein manifold. A holomorphic fac-
torization (E,D) of W is called elementary if rkE0ˆ = rkE1ˆ = 1.
Topologically non-trivial elementary holomorphic factorizations can be constructed as follows on
any Calabi-Yau Stein manifold whose second cohomology with integer coefficients is non-trivial.
Let X be a Calabi-Yau Stein manifold with H2(X,Z) 6= 0. Then X admits topologically non-
trivial complex line bundles. By the Oka-Grauert principle (see [21]), it follows thatX also admits
nontrivial holomorphic line bundles. By the same principle, any smooth section of a holomorphic
line bundle can be deformed to a holomorphic section; in particular, any holomorphic line bundle
on X admits nontrivial holomorphic sections. Given a non-trivial holomorphic line bundle L on
X, let v be any nontrivial holomorphic section of L and u be any nontrivial holomorphic section
of the dual line bundle L−1. Let E def.= OX⊕L (viewed as a Z2-graded holomorphic vector bundle
with even and odd components given respectively by OX and L) and let D =
[
0 v
u 0
]
be the odd
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section of the Z2-graded holomorphic vector bundle Hom(E,E) ' E∨ ⊗ E whose component
from OX to L is given by u and whose component from L to OX is given by v. Then the tensor
product u⊗ v ' v ⊗ u ∈ H0(L⊗ L−1) can be identified with a holomorphic function W defined
on X (which is not identically zero) using any isomorphism between L ⊗ L−1 and the trivial
holomorphic line bundle OX . Thus (E,D) is a holomorphic factorization of W whose underlying
Z2-graded holomorphic vector bundle E is non-trivial. This implies that the projective analytic
factorization (P,D) (where P
def.
= H0(E)) which corresponds to (E,D) by Proposition 5.9 is not
free. Notice that the holomorphic function W has isolated critical points when the sections u
and v are generic.
Remark 5.5. Let Pican(X) denote the analytic Picard group of holomorphic line bundles on
any Stein manifold X. Then the assignment L → c1(L) induces an isomorphism Pican(X) →
H2(X,Z) (see [23, Lemma 2.5]). When X is the analytic space associated to an algebraic variety,
the natural map Picalg(X) → H2(X,Z) from the algebraic Picard group need not be isomor-
phism. For example, consider the case when X is the analytic space associated to a non-complete
and non-singular irreducible complex curve of genus g. By [23, Corollary 1.3], the analytic Picard
group always vanishes for such curves while the algebraic Picard group vanishes iff g = 0.
6. Analytic models for the cohomological disk algebra HPV(X, a)
Let (X,W ) be a Landau-Ginzburg pair of dimension d. Fix a holomorphic factorization a =
(E,D) of W and set ∂a := ∂a,a = ∂End(E), da := da,a = [D, ·] and δa := δa,a = ∂a + da. Recall
from Subsection 3.3 that we have:
∆a = ∂ + ϑa ,
where ∂ := ∂∧TX⊗End(E) and
ϑa
def.
= ιW + da .
Notice that (ϑa)
2 = 0 and that ϑa anticommutes with ∂. Consider the 2-periodic complex of
holomorphic vector bundles:
(Pa) : . . . ϑa−→
⊕
s+t=k
∧|t|TX ⊗ Endsˆ(E) ϑa−→
⊕
s+t=k+1
∧|t|TX ⊗ Endsˆ(E) ϑa−→ . . .
and the 2-periodic sequence of projective O(X)-modules:
(Pa) : . . .
ϑa−→ H0( ⊕
s+t=k
∧|t|TX ⊗ Endsˆ(E)) ϑa−→ H0( ⊕
s+t=k+1
∧|t|TX ⊗ Endsˆ(E)) ϑa−→ . . . ,
(6.1)
where Pka def.=
⊕
s+t=k ∧|t|TX⊗Endsˆ(E) and Pka def.= H0(Pka ) sit in position k and s ∈ Z, t ∈ Z≤0.
Proposition 6.1 Suppose that X is Stein. Then for each k, the O(X)-module HPVkˆ(X, a)
is naturally isomorphic with the cohomology at position k of the sequence of projective O(X)-
modules (6.1).
Proof. The bicomplex (PV(X,End(E)), ϑa,∂) can unwind to a horizontally 2-periodic bicom-
plex 1C•,• with vertical differential ∂ and horizontal differential ϑa, where:
1Ci,j def.=
⊕
t+s=i
Aj(X,∧|t|TX ⊗ Endsˆ(E)) , ∀s, j ∈ Z , ∀t ∈ Z≤0 .
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We have 1Ci,j = 0 unless j ∈ {0, . . . , d}, so this complex is vertically bounded. Its associated
spectral sequence 1E
def.
= (1Ei,jr , 1dr)r≥0 has zeroth page given by:
1Ei,j0
def.
= 1Ci,j , 1d0 def.= ∂ . (6.2)
The columns are the Dolbeault resolutions of P ia = ⊕t+s=i ∧|t| TX ⊗ Endsˆ(E). This spectral
sequence converges since the bicomplex 1C•,• is vertically bounded. Since X is Stein, Cartan’s
Theorem B implies Hj
∂
(∧|t|TX ⊗Endsˆ(E)) = 0 for j > 0. Thus on page 1 the spectral sequence
is concentrated at the zeroth row (j = 0) and has differential 1d1
def.
= ϑa. It follows that
1d2 = 0,
since these differentials are maps between different rows. Thus 1E degenerates at the second
page and:
Hk∆a(PV(X,End(E))) = H
k
ϑa(
1E•,01 ) = H
k(Pa) . (6.3)
uunionsq
Even without the assumption that X be Stein, the cohomology of the complex (6.1) can itself
be computed using another spectral sequence. Indeed, the decomposition ϑa = ιW +da implies:
Pia =
⊕
s+t=i
2Cs,t ,
where 2C•,• is the bicomplex of O(X)-modules defined through:
2Cs,t def.= H0(∧|t|TX ⊗ Endsˆ(E)) , ∀s ∈ Z , ∀t ∈ Z≤0 (6.4)
with vertical differential ιW and horizontal differential da. Consider the following spectral se-
quence 2E
def.
= (2Es,tr , 2dr)r≥0 with zeroth page defined by:
2Es,t0
def.
= 2Cs,t , 2d0 def.= ιW , (6.5)
with 2C•,• as in (6.4).
Lemma 6.2 The spectral sequence 2E defined above degenerates at page at most d + 2 and
converges to the cohomology of the complex of projective O(X)-modules (6.1).
Proof. The complex 2C•,• is horizontally 2-periodic and vertically bounded, since 2Es,t0 vanishes
for t 6∈ {−d, . . . , 0}. The differentials 2dr : 2Es,tr → 2Es+r,t−r+1r vanish for r = d+ 2 and all s and
t since t and t− r+ 1 cannot both lie in {−d, . . . , 0}. Hence, the spectral sequence is convergent
and it degenerates at page at most d+2. By construction, the limit of 2E equals the cohomology
of Pa. uunionsq
Proposition 6.3 Suppose that X is Stein. Then the spectral sequence 2E defined above degen-
erates at the second page and 2E2 has nodes given by:
2Es,t2 'O(X) HPVt(X,W )⊗O(X) EndsˆHF(X,W )(a) . (6.6)
Proof. Recall the sequence KW of projective O(X)-modules defined in (4.5). Since X is Stein, we
have H0(∧|t|TX ⊗ Endsˆ(E)) 'O(X) H0(∧|t|TX) ⊗O(X) H0(Endsˆ(E)) (see [15, page 403]. Hence
(6.5) reduces to:
2Es,t0 = H
0(∧|t|TX)⊗O(X) H0(Endsˆ(E)) = KtW ⊗O(X) H0(Endsˆ(E)) ,
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with differential 2d0
def.
= ιW . Thus:
2Es,t1 = H
t(KW )⊗O(X) H0(Endsˆ(E)) = Ht(KW )⊗O(X) Γ(X,Endsˆ(E))
with first page differentials 2d1
def.
= da. This implies that the second page has nodes given by:
2Es,t2 = H
t(KW )⊗O(X) EndsˆHF(X,W )(a) . (6.7)
Since X is Stein, Theorem 4.2 gives Ht(KW ) 'O(X) HPVt(X,W ), so (6.7) reduces to (6.6). uunionsq
Proposition 6.4 Suppose that X is Stein and dimC ZW = 0. Then the spectral sequence
2E de-
generates at the second page and there exists a natural isomorphism of Z2-graded O(X)-modules:
HPV(X, a) 'O(X) Hda(HιW (2C•,•)) 'O(X) Jac(X,W )⊗O(X) EndHF(X,W )(a) . (6.8)
Proof. Since X is Stein and dimC ZW = 0, Proposition 4.3 gives HPV(X,W ) ' Jac(X,W ),
where the right hand side is concentrated in degree 0. Now the statement follows easily from
Proposition 6.3. uunionsq
7. Some examples
In this section, we discuss a few classes of examples which illustrate the general results obtained
above. In particular, we show that topologically non-trivial holomorphic factorizations are abun-
dant in B-type topological Landau-Ginzburg models defined on Stein manifolds and illustrate
some of the differences between these and the algebraic models which are more commonly con-
sidered in the literature.
7.1. Domains of holomorphy in Cd. Let X = U ⊆ Cd be a domain of holomorphy5. In this
case, U is Stein and holomorphically parallelizable (and hence Calabi-Yau). Moreover, U admits
integrable holomorphic frames given by ui = ∂i, where ∂i :=
∂
∂zi
and {z1, . . . , zd} is a system of
globally-defined complex coordinates on U . Assume that W ∈ O(U) has isolated critical points.
Then Proposition 4.5 gives:
HPV(U,W ) = HPV0(U,W ) 'O(U) Jac(U,W ) = O(U)/〈∂1W, . . . , ∂dW 〉 ,
thereby recovering a result of [13]. Let us further assume that U is contractible. Then any
finitely-generated projective O(U)-module is free6. In this case, projective analytic factorizations
coincide with analytic matrix factorizations and HDF(U,W ) is equivalent with the Z2-graded
cohomological category HMF(U,W ) of analytic matrix factorizations of W by Theorem 5.4 and
Corollary 5.17. Moreover, Proposition 6.4 gives HPV(U, a) 'O(U) Jac(U,W )⊗O(U)EndHF(U,W )(a)
for any holomorphic factorization a. The simplest situation is obtained for U = Cd. In that case,
O(U) = O(Cd) is the ring of entire functions of d variables, which is already very rich [24]. For
5 By the Cartan-Thullen theorem (see [18]), a domain U ⊂ Cd is Stein iff it is holomorphically convex, i.e. iff it
is a domain of holomorphy. Notice that domains of holomorphy are very special cases of Stein manifolds.
6 In this case, any complex vector bundle defined on U is topologically trivial so the Oka-Grauert principle (see
[21,22]) implies that any holomorphic vector bundle defined on U is holomorphically trivial.
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d = 1, we have O(U) = O(C), which is much larger than the ring Oalg(C) = C[z] of univariate
polynomials with complex coefficients. Indeed, Liouville’s theorem implies that an entire function
f ∈ O(C) is a polynomial iff it has at most a pole singularity at infinity. Thus O(C)\Oalg(C)
consists of all entire functions with an essential singularity at infinity (a simple example of which
is the exponential function f(z) = ez). There appears to exist no good reason (apart from mere
convenience) to require W to be a polynomial.
7.2. Non-compact Riemann surfaces. Let X be a smooth, connected and non-compact Riemann
surface without boundary. As recalled in Appendix A, every such surface is Stein by a result
of Behnke and Stein [25]. Moreover, any holomorphic vector bundle on X is holomorphically
trivial [26, Theorem 30.3]. In particular, X is holomorphically parallelizable and hence Calabi-
Yau. Since X is complex one-dimensional, holomorphic parallelizability implies existence of a
globally-defined holomorphic vector field v on X. Since any holomorphic vector bundle defined
on X is holomorphically trivial, it follows that any finitely-generated projective O(X)-module
is free, hence HPF(X,W ) coincides with HMF(X,W ) (See Corollary 5.17). This also follows
from the fact that the ring O(X) is a Be´zout domain (see [27,28,29,30]) and from the fact
that any finitely-generated projective module over a Be´zout domain is free (see [31]). Matrix
factorizations over Be´zout domains were studied in [32].
Proposition 7.1 Let W ∈ O(X) be a non-constant holomorphic function. Then:
HPV(X,W ) = HPV0(X,W ) 'O(X) Jac(X,W ) = O(X)/〈v(W )〉 ,
where v is any non-trivial globally-defined holomorphic vector field on X. Moreover, there exist
equivalences of O(X)-linear Z2-graded categories:
HDF(X,W ) ' HF(X,W ) ' HFfree(X,W ) ' HMF(X,W ) .
For any holomorphic factorization a of W , we have:
HPV(X, a) 'O(X) Jac(X,W )⊗O(X) EndHF(X,W )(a) .
Proof. Notice that dimC ZW = 0 since W is non-constant. The conclusion now follows imme-
diately from Proposition 4.5, Theorem 5.4, Corollary 5.17 and Proposition 6.4 upon using the
observations made above. uunionsq
Notice that the non-compact Riemann surface X need not be (affine) algebraic; in particular, it
can have infinite genus and an infinite number of ends.
7.3. Application to D-branes in topological deformations of B-twisted An minimal models. An
algebraic-geometric version of the category of topological D-branes in B-twisted An minimal
models and their deformations was considered in the physics literature (see, for example, [33,
34,35]). In such models, X is the complex plane C and W is a univariate polynomial function.
As pointed out in [2], the framework used in [35] (and later on in the mathematics literature
on Landau-Ginzburg models) can be generalized in models which are away from the conformal
point since in a Landau-Ginzburg model which is not required to be scale-invariant there is no
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reason to restrict W to be a polynomial or to restrict the ring O(C) of entire functions to the ring
Oalg(C) ' C[z] of regular algebraic functions defined on C, where C[z] is the ring of univariate
polynomials. In these examples (and more generally when X is a smooth non-compact Riemann
surface and W is a holomorphic function which has only a finite number of multiple zeros) one
can show, however, that replacing O(X) with Oalg(X) leads to essentially the same result for
the homotopy category of topological D-branes.
Restricting to the case X = C, let us assume that the entire function W ∈ O(C) is “critically
finite” in the sense that it has only a finite number of multiple zeroes (though it can have an
infinite number of simple zeroes). Since we are in the Stein case, this assumption is justified
by the requirement (see [6]) that the on-shell bulk and boundary state spaces of the topolog-
ical Landau-Ginzburg model be finite-dimensional (see Remark 2.1). By the discussion of the
previous subsection, we have HF(C,W ) ' HMF(C,W ). Consider the free O(C)-supermodule
M = M 0ˆ ⊕M 1ˆ, where M 0ˆ = M 1ˆ = O(C). For each zero of W of multiplicity k > 1, there exist
k−1 “primary holomorphic matrix factorizations” of W having M as their underlying supermod-
ule. Using more general results about elementary divisor domains, one can show [36] that these
special factorizations additively generate the homotopy category hmf(C,W ) = HMF0ˆ(C,W ) of
finite rank holomorphic matrix factorizations over C, which in turn as a triangulated category
is generated by a single object; this follows from more general results which we establish in
upcoming work for any elementary divisor domain. These results show that the holomorphic
and algebraic homotopy categories of matrix factorizations of “critically finite” holomorphic su-
perpotentials W can be identified as triangulated categories, even though the ring O(C) is not
Noetherian.
7.4. Complements of affine hyperplane arrangements. The theory of affine hyperplane arrange-
ments (see [37,38]) allows one to construct a large class of parallelizable Stein manifolds of
non-trivial topology and with a strong combinatorial flavor7. Let A be a d-dimensional central
complex affine hyperplane arrangement, i.e. a finite collection of distinct hyperplanes H in Cd,
each of which passes through the origin. Let αH : Cd → C be defining linear functionals for the
hyperplanes of the arrangement. Let X denote the complement of the set ∪H∈AH in Cd. Then
X is a parallelizable (and hence Calabi-Yau) Stein manifold. Moreover, X is the analytic space
associated to a non-singular complex affine variety which can be realized as the hypersurface in
Cd+1 given by the equation:
xd+1
∏
H∈A
αH(x1, . . . , xd) = 1 .
The cohomology ring H(X,Z) is isomorphic with the Orlik-Solomon algebra of A, which is
defined as follows. Fix a total ordering of A and let E be the exterior Z-algebra on the degree
one generators (eH)H∈A and ∂ be the degree −1 differential on E which is determined uniquely
by the condition ∂(eH) = 1 for all H ∈ A. For any non-empty subset S of A, let eS be the
corresponding Grassmann monomial with respect to the total order chosen on A. We say that
S is dependent if ∩H∈SH 6= ∅ and the defining linear functionals αH of the hyperplanes H ∈ S
are linearly dependent. Let I be the homogeneous ideal of E generated by the elements ∂(eS)
with dependent S. The Orlik-Solomon algebra of A is the Z-graded quotient algebra A def.= E/I.
7 The Stein property of these and similar examples follows from the general fact [39] that the complement of an
analytic hypersurface in a Stein manifold is Stein. For complements of complex affine hyperplane arrangements,
it also follows from the fact that they are analytic spaces associated to non-singular complex affine varieties.
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One can show that each homogeneous component Ak of A is a free Z-module of finite rank
(see [37, Corollary 3.1]). A classical result due to [40,41] (see [37, Theorem 3.5]) states that
the cohomology ring H(X,Z) is isomorphic with A as a graded Z-algebra; in particular, each
cohomology group Hk(X,Z) is a free Z-module of finite rank. The intersection poset L of A is the
set of all those subspaces F of Cd (called flats) which arise as finite intersections of hyperplanes
from A, ordered by reverse inclusion. This poset contains Cd (the intersection of the empty set of
hyperplanes) as its least element. Since we assume that A is central, L is in fact a bounded lattice
with greatest element given by ∩H∈AH; moreover, it is a geometric lattice (see [37, Theorem
2.1]).
Let PX(t)
def.
=
∑d
j=0 rkH
j(X,Z) tj denote8 the Poincare´ polynomial of X. The following result
(see [37, Theorem 2.2 and Corollary 3.6]) or [38, Corollary 3.4]) allows one to determine the ranks
of the cohomology groups Hj(X,Z):
Proposition 7.2 Let µL be the Mo¨bius function of the locally-finite poset L. Then µL(Cd, F ) 6=
0 for all flats F ∈ L and the sign of µL(Cd, F ) equals (−1)codimCF . Moreover, we have:
PX(t) =
∑
F∈L
|µL(Cd, F )|tcodimCF =
∑
F∈L
µL(Cd, F )(−t)codimCF .
In particular, one has rkH2(X,Z) =
∑
F∈L:codimCF=2 |µL(Cd, F )|, so H2(X,Z) will be non-zero
when L contains codimension two flats; since A is central, this happens iff A contains two
distinct hyperplanes. In fact, one has rkHj(X,Z) > 0 for all j = 0, . . . , rkA and rkHj(X,Z) = 0
for j > rkA (see [37, Chap. 2.5, Exercise 2.5]), where rkA def.= codimC [∩H∈AH] is the rank of A;
hence rkA ≥ 2 implies H2(X,Z) 6= 0. By the construction of Subsection 5.5, it follows that the
complement of any d-dimensional central complex affine hyperplane arrangement A with d ≥ 2
and rkA ≥ 2 admits topologically non-trivial elementary holomorphic factorizations.
Example 7.1. Let A be the hyperplane arrangement defined in C3 by the six linear functionals
x, y, z, x− y, x− z and y− z and let X = C3 \ (∪H∈AH). Then PX(t) = 1 + 6t+ 11t2 + 6t3 (see
[38, Example 3.5]). In particular, we have H2(X,Z) = Z11.
Example 7.2. Let A be the Boolean arrangement defined in Cd (where d ≥ 2) by the linear
functionals x1, . . . , xd, i.e. by the equation x1 · . . . ·xd = 0. Thus A is the union of the coordinate
hyperplanes xi = 0 and the parallelizable Stein manifold X = Cd \ (∪H∈AH) = (C∗)d is a
complex algebraic torus. The ideal I vanishes and the Orlik-Solomon algebra coincides with the
Grassmann Z-algebra E on d generators. The Poincare´ polynomial of X is given by PX(t) =
(t+1)d (see [37, Example 2.12 and Example 3.3]), thus H2(X,Z) ' Z d(d−1)2 . Writing xk = rke2piiθk
with rk > 0 and real θk shows that X is homotopy-equivalent with the d-dimensional torus
T d = {x ∈ (C∗)d ∣∣ |x1| = . . . = |xd| = 1} ' (S1)d parameterized by θ1, . . . , θd. The map
pi : X → T d given by:
pi(x1, . . . , xd) =
( x1
|x1| , . . . ,
xd
|xd|
)
gives a homotopy retraction of X onto T d, so pull-back by pi induces an isomorphism from
H2(T d,Z) to H2(X,Z) and hence (by the Oka-Grauert principle) also an isomorphism from the
8 Notice that rkHj(X,Z) = rkHj(X,Z) by the universal coefficient theorem, since both Hj(X,Z) and Hj(X,Z)
are finitely-generated.
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group PrinU(1)(T
d) of principal U(1) bundles on T d to the group Pican(X) of isomorphism classes
of holomorphic line bundles on the Stein manifold X. Notice that X can be embedded in Cd+1
as the affine hypersurface given by the equation x1 · . . . · xd+1 = 1. Thus X is the analytic space
associated to the complex affine variety:
Xalg
def.
= Spec(C[x1, . . . , xd, x−11 , . . . , x
−1
d ] = Spec
(
C[x1, . . . , xd+1]/〈x1 . . . xd+1 − 1〉
)
.
In this case, the algebraic Picard group Picalg(X) vanishes
9 while Pican(X) ' Z
d(d−1)
2 . When
d ≥ 2, the construction of Subsection 5.5 shows that X supports topologically non-trivial elemen-
tary holomorphic factorizations, whose associated analytic factorizations are therefore described
by non-free finitely-generated projective O(X)-modules. Since its algebraic Picard group van-
ishes, X admits only topologically trivial algebraic elementary factorizations. This illustrates
the difference between holomorphic and algebraic B-type LG models.
7.5. Analytic complete intersections. Let X ⊂ CN be an analytic complete intersection of com-
plex dimension d, defined by the regular sequence f1, . . . , fN−d ∈ O(CN ). Then X is holomor-
phically parallelizable by results of [43] (see Theorem A.14). In particular, X is Calabi-Yau. Let
u1, . . . , ud be a globally-defined holomorphic frame of TX.
Proposition 7.3 Let W ∈ O(X) be a holomorphic function such that dimC ZW = 0. Then:
HPV(X,W ) = HPV0(X,W ) 'O(X) Jac(X,W ) = O(X)/〈u1(W ), . . . , ud(W )〉 .
Moreover, we have equivalences of O(X)-linear Z2-graded categories:
HDF(X,W ) ' HF(X,W ) ' HPF(X,W ) .
For any holomorphic factorization a of W , we have:
HPV(X, a) 'O(X) Jac(X,W )⊗O(X) EndHF(X,W )(a) .
Proof. Follows immediately from Proposition 4.5, Theorem 5.4 and Proposition 5.9 using the
observations made above. uunionsq
We have O(X) ' O(CN )/〈f1, . . . , fN−d〉. In particular, any superpotential W ∈ O(X) is the
restriction of a holomorphic functionW ∈ O(CN ) defined on the ambient affine space. However,
the critical locus ZW of W =W|X on X need not10 coincide with the intersection with X of the
critical locus ZW ofW. Since ZW is defined by the equation ∂W = 0 on CN , while ZW is defined
by the equation ∂W = ∂W|TX = 0, we always have ZW ∩ X ⊆ ZW , but the inclusion can be
strict. The critical locus of W can be determined as follows. The holomorphic tangent space to
9 This follows from the fact that the Laurent polynomial ring C[x1, . . . , xd, x−11 , . . . x
−1
d ] is a unique factorization
domain (UFD) (being the localization of the Noetherian UFD C[x1, . . . , xd] at a multiplicative set which doesn’t
contain zero) and from the fact that the Picard group of any UFD vanishes. It also follows from a much more
general result due to Weibel (see [42, Theorem 1.6]).
10 As a simple example, consider the linear subspace X defined by the single equation x = 0 in C2 and the
holomorphic function W(x, y) = xy. Then W has the origin as its single critical point, but its restriction W to X
vanishes, so we have ZW = X.
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X at a point x ∈ X equals ∩N−di=1 ker(∂xfi). Thus TxX identifies with the space of solutions of
the linear system:
(∂xf1)(v) = . . . = (∂xfN−d)(v) = 0 (v ∈ TxCN ) . (7.1)
Identifying TxCN with CN , we write v = (v1, . . . , vN ). Then (7.1) becomes a system of N − d
linear equations for N unknowns:
N∑
j=1
(∂jfi)(x)v
j = 0 (i = 1, . . . , N − d) . (7.2)
Since X is smooth, the matrix of this linear system has maximal rank. Since X is parallelizable,
we have TX ' O⊕dX , so there exist globally-defined holomorphic functions u1, . . . , ud : X → CN
such that uk(x) = (u
1
k(x), . . . , u
N
k (x)) (with k = 1, . . . , d) is a basis of solutions of (7.2) for any
x ∈ X. We have:
∂W = ∂W|TX =
d∑
k=1
 N∑
j=1
ujk∂jW
uk ,
where u1, . . . , ud is the dual coframe of T ∗X. Then ZW is defined by the equations:
f1 = . . . = fN−d =
N∑
j=1
uj1∂jW = . . . =
N∑
j=1
ujd∂jW = 0 . (7.3)
For a generic choice of W, this system of N equations in CN has a zero-dimensional set of
solutions, which we assume to be the case from now on (technically, we are assuming that
the N holomorphic functions appearing in (7.3) form a regular sequence, i.e. that ZW is a
zero-dimensional complete intersection in CN ). Then Proposition 7.3 shows that HPV(X,W ) is
concentrated in degree zero and isomorphic with the Jacobi algebra:
Jac(X,W ) = O(X)/〈u1(W ), . . . , ud(W )〉 ' O(CN )
/〈
f1, . . . , fN−d ,
N∑
j=1
uj1∂jW , . . . ,
N∑
j=1
ujd∂jW
〉
.
A globally-defined holomorphic frame of TX can be difficult to compute in practice, so it is
often more convenient to find r globally-defined holomorphic vector fields on X (where r ≥ d)
which generate the fibers of TX. These can be viewed as holomorphic functions v` : X → CN
(where ` = 1, . . . , r) such that v`(x) = (v
1
` (x), . . . , v
N
` (x)) generate the space of solutions of (7.2)
for all x ∈ X. Then the critical ideal J(X,W ) = 〈u1(W ), . . . , ud(W )〉 ⊂ O(X) of W (see Lemma
4.4) is generated by the elements ∂v`W|X =
∑N
j=1 v
j
`∂jW ∈ O(X) and the Jacobi algebra can
be written as:
Jac(X,W ) ' O(CN )
/〈
f1, . . . , fN−d ,
N∑
j=1
vj1∂jW , . . . ,
N∑
j=1
vjr∂jW
〉
, (7.4)
while ZW is defined by the equations:
f1 = . . . = fN−d =
N∑
j=1
vj1∂jW = . . . =
N∑
j=1
vjr∂jW = 0 . (7.5)
A particularly simple presentation of the Jacobi algebra exists for smooth hypersurfaces in CN ,
of which we will give an explicit example below. In this case, we have:
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Proposition 7.4 Let X be a non-singular hypersurface in CN defined by the equation f = 0.
Then the holomorphic tangent vector fields (vij)1≤i<j≤N defined on X through:
vkij = (∂jf)δik − (∂if)δjk (k = 1, . . . , N)
(where δ is the Kronecker symbol) generate each fiber of TX. Moreover, if W ∈ O(CN ) is a
holomorphic function, then the critical locus ZW of the restriction W
def.
= W|X is defined by the
following system of equations in CN :
f = 0
∂iW∂jf − ∂jW∂if = 0 (1 ≤ i < j ≤ N) . (7.6)
If W has isolated critical points on X, then we have:
Jac(X,W ) = O(CN )/I , (7.7)
where the ideal I of O(CN ) is generated by f and by the holomorphic functions ∂iW∂jf−∂jW∂if
with 1 ≤ i < j ≤ N .
Proof. It is clear that vij are orthogonal to (∂1f, . . . , ∂Nf) and hence tangent to X. Let A be the
N(N − 1)×N matrix having (vij)1≤i<j≤N and as (−vij)1≤i<j≤N its rows. For each 1 ≤ i ≤ N ,
this matrix has an (N − 1)× (N − 1) minor of the form11:
∆i =

∂if . . . . . . . . . 0 . . . . . . 0
0 ∂if . . . . . . 0 . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . ∂if 0 . . . . . . 0
0 . . . . . . . . . −∂if . . . . . . 0
0 . . . . . . . . . 0 −∂if . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . 0 . . . . . . −∂if

,
where the square block containing ∂if on the diagonal has size i− 1 while the block containing
−∂if on the diagonal has size N−i. The determinant of this minor is det∆i = (−1)N−i(∂if)N−1.
Since f is non-singular, these minors cannot vanish simultaneously on X. Hence A has rank N−1
on X, thus (vij(x))1≤i<j≤N generate TxX for all x ∈ X. Applying (7.4) and (7.5) gives (7.6)
and (7.7). uunionsq
Any holomorphic factorization (E,D) ofW on the ambient space CN restricts to a holomor-
phic factorization (E|X , D|X) of W on X. Since CN is Stein and contractible, the Z2-graded
holomorphic vector bundle E is necessarily trivial, so this construction produces only topo-
logically trivial holomorphic factorizations of W on X. In general, restrictions of holomorphic
factorizations defined on the ambient space do not recover all holomorphic factorizations of W ,
since an analytic complete intersection can support topologically non-trivial holomorphic fac-
torizations. Indeed, Theorem A.14 states that a Stein manifold X is parallelizable iff it admits
an embedding as an analytic complete intersection in some CN . In particular, the complement
X of any central complex affine hyperplane arrangement A (see Subsection 7.4) can be realized
as an analytic complete intersection. When rkA ≥ 2, the discussion of Subsection 7.4 assures
us that H2(X,Z) 6= 0, which by the construction of Subsection 5.5 shows that there exist an-
alytic complete intersections which admit topologically non-trivial holomorphic factorizations.
An explicit holomorphic factorization of this type is given in Example 7.4 below.
11 We give the form of this minor for the case 2 < i < N ; the cases i = 1 and i = N are similar.
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Example 7.3. Consider the non-singular hypersurfaceX defined in C3 by the equation f(x1, x2, x3) =
x1e
x2 +x2e
x3 +x3e
x1 = 0. LetW ∈ O(C3) be the holomorphic function given byW(x1, x2, x3) =
xn+11 + x2x3 (where n ≥ 1) and W ∈ O(X) be the restriction of W to X. The critical locus of
W coincides with the origin of C3, which lies on X. As a consequence, ZW contains the point
(0, 0, 0) ∈ X. In this example, we have:
∂1f = e
x2 + x3e
x1 , ∂2f = e
x3 + x1e
x2 , ∂3f = e
x1 + x2e
x3 .
The vector fields of Proposition 7.4 are given by:
v23 = (0, ∂3f,−∂2f) =
(
0, ex1 + x2e
x3 ,−ex3 − x1ex2
)
v13 = (∂3f, 0,−∂1f) =
(
ex1 + x2e
x3 , 0,−ex2 − x3ex1
)
(7.8)
v12 = (∂2f,−∂1f, 0) =
(
ex3 + x1e
x2 ,−ex2 − x3ex1 , 0
)
and the defining equations (7.6) of ZW take the form:
x1e
x2 + x2e
x3 + x3e
x1 = 0
(n+ 1)xn1 (e
x1 + x2e
x3)− x2(ex2 + x3ex1) = 0
x3(e
x1 + x2e
x3)− x2(ex3 + x1ex2) = 0 (7.9)
(n+ 1)xn1 (e
x3 + x1e
x2)− x3(ex2 + x3ex1) = 0 .
The O(X)-algebra HPV(X,W ) is concentrated in degree zero and isomorphic with the Jacobi
algebra Jac(X,W ) = O(C3)/I, where I ⊂ O(C3) is the ideal generated by the four holomorphic
functions appearing in the left hand side of (7.9). Numerical study shows that, for generic
n ≥ 1, the transcendental system (7.9) admits solutions different from x1 = x2 = x3 = 0, so
the restricted superpotential W generally has critical points on X which differ from the origin.
Table 7.1 shows a few such points for small values of n.
n x
1 (0.512,−0.505, 1.957) , (2.048,−2.114, 2.017) ,
(0.450 + 0.985 i,−0.241− 0.613 i,−0.848 + 0.747 i) , . . .
2 (−0.435,−0.109, 2.314) , (−0.385, 0.315, 0.207) , (0.604,−0.553, 1.960) ,
(−0.338− 0.599 i, 0.056 + 0.370 i, 0.050 + 0.678 i) , . . .
3 (0.658,−0.583, 1.963) ,
(0.112− 0.298 i,−0.075 + 0.122 i,−0.089 + 0.121 i) , . . .
Table 7.1: Some non-zero critical points of W on X for low values of n (4 significant digits).
As explained above, any holomorphic factorization of W on the ambient space C3 induces by
restriction a topologically trivial holomorphic factorization ofW onX. For any k ∈ {0, . . . , n+1},
an example of holomorphic (in fact, algebraic) factorization (E,Dk) of W on C3 is given by (see
[44]) E0ˆ = E1ˆ = O⊕2C3 with:
Dk =
[
0 bk
ak 0
]
, where ak =
[
x2 x
n+1−k
1
xk1 −x3
]
and bk =
[
x3 x
n+1−k
1
xk1 −x2
]
.
This induces a holomorphic factorization (E|X , Dk|X) of W upon restriction to X.
Remark 7.1. For any k ∈ {1, 2, 3}, let Xk be the open submanifold of X defined by:
Xk
def.
= {x ∈ X | (∂kf)(x) 6= 0}
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and consider the vector fields e
(k)
1 and e
(k)
2 defined on Xk through:
e
(1)
1 =
v13
∂1f
= (
∂3f
∂1f
, 0,−1) , e(1)2 =
v12
∂1f
= (
∂2f
∂1f
,−1, 0) ,
e
(2)
1 =
v23
∂2f
= (0,
∂3f
∂2f
,−1) , e(2)2 =
v12
∂2f
= (1,−∂1f
∂2f
, 0) ,
e
(3)
1 =
v13
∂3f
= (1, 0,−∂1f
∂3f
) , e
(3)
2 =
v23
∂3f
= (0, 1,−∂2f
∂3f
) .
Then e
(k)
1 , e
(k)
2 form a globally-defined holomorphic frame of TXk. Since each Xk is paralleliz-
able and Stein (being the complement of an analytic hypersurface inside the parallelizable Stein
manifold X), the three pairs (Xk,Wk) (where Wk
def.
= W |Xk) define restricted B-type Landau-
Ginzburg models. Since X is non-singular, the partial derivatives ∂kf cannot vanish simultane-
ously on X, which implies that X1, X2 and X3 give an open cover of X. One can think of the
model corresponding to (X,W ) as being “glued” from these three “smaller” models.
Example 7.4. Let X ' (C∗)2 be the complement of the 2-dimensional Boolean hyperplane ar-
rangement (see Example 7.2 of Subsection 7.4). As explained there, X can be embedded in C3
as the analytic hypersurface given by the equation x1x2x3 = 1 and we have Picalg(X) = 0 but
Pican(X) ' H2(X,Z) ' Z. One of the two generators of H2(X,Z) is realized by a non-algebraic
holomorphic vector bundle L which has the property that the circle bundle defined by any Her-
mitian metric on the restriction of L to the real 2-torus T 2 = {(x1, x2) ∈ (C∗)2
∣∣ |x1| = |x2| =
1} ⊂ X generates the group PrinU(1)(T 2) ' H2(T 2,Z) of isomorphism classes of principal U(1)-
bundles on T 2. Then the opposite generator of H2(X,Z) is realized by the dual line bundle L−1.
The construction of Subsection 5.5 shows that X supports projective analytic factorizations
which are not free.
To describe L explicitly, notice that X can be written as the quotient C2/Z2, where Z2 acts
on C2 by:
(n1, n2) · (z1, z2) def.= (z1 + n1, z2 + n2) , ∀(z1, z2) ∈ C2 , ∀(n1, n2) ∈ Z2 .
The canonical surjection pi : C2 → X = (C∗)2 is given explicitly by:
x1 = e
2piiz1 , x2 = e
2piiz2 .
The restriction of pi to the two-dimensional real subspace V0 ⊂ C2 defined by the equations
Imz1 = Imz2 = 0 induces a bijection between V0/Z2 and T 2 = {(e2piiθ1 , e2piiθ2) | θ1, θ2 ∈ R};
under this bijection, θ1 and θ2 can be viewed as real coordinates on V0. Consider the surjective
maps ϕ± : C2 → C given by:
ϕ±(z1, z2) = z1 ± iz2 ,
which restrict to different bijections ϕ±0 between V0 and C:
ϕ±0 (θ1, θ2) = θ1 ± iθ2 .
Consider the lattice Λ := Z ⊕ iZ ⊂ C. Then ϕ± descend to well-defined surjections ϕ± : X →
X0, where X0 := C/Λ is an elliptic curve of modulus τ = i. In turn, these maps restrict to
diffeomorphisms ϕ±0 : T
2 → X0 which allow us to pull-back the complex structure of X0 to two
mutually opposite complex structures on T 2 and hence to view the latter in two different ways
as an elliptic curve of modulus τ = i which is biholomorphic with X0. Explicitly, the complex
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coordinate z on the covering space C of X0 is given by z = ϕ±0 (θ1, θ2) = θ1 ± iθ2 in terms of
the real coordinates θ1 and θ2 of the covering space V0 of T
2. It is easy to see that ϕ+ and ϕ−
are homotopy retractions of X onto X0. Hence ϕ
± induces two isomorphisms from H2(X0,Z) to
H2(X,Z) which differ by sign. Since ϕ± are holomorphic and H2(X,Z) ' Z classifies holomorphic
line bundles on X, it follows that the ϕ± pullback of any topologically nontrivial holomorphic
line bundle defined on X0 is a topologically non-trivial holomorphic line bundle defined on X.
More precisely, pullback by ϕ± induces an isomorphism:
ϕ± : NS(X0)→ H2(X,Z) ,
where NS(X0)
def.
= Pican(X0)/Pic
0
an(X0) = Picalg(X0)/Pic
0
alg(X0) ' H2(X0,Z) is the Neron-
Severi group12 of X.
Holomorphic line bundles L on the elliptic curve X0 are classified by their factors of au-
tomorphy, which by the Appell-Humbert theorem [45] are determined by pairs (H,χ), where
H is a Hermitian pairing on C whose imaginary part takes integer values on the lattice Λ
and χ is a semicharacter of Λ relative to H. Let p0 ∈ X0 be the modΛ image of the point
z0 =
1+i
2 ∈ C. Then the holomorphic line bundle L = OX0(p0) on X0 has positive unit degree
degL = ∫X0 c1(L) = +1 and is described by the data H(z, z′) = zz′ and χ(n1 + in2) = (−1)n1n2 ,
where we used the fact that the modulus of X0 equals the imaginary unit. Up to multiplication
by a non-zero complex number, there exists a unique holomorphic section of OX0(p0) which
vanishes at p0. A conveniently normalized section s0 is described by the Riemann-Jacobi theta
function (traditionally denoted ϑ00 or ϑ3) at modulus τ = i:
ϑ(z) = ϑ00(z)|τ=i =
∑
n∈Z
e−pin
2+2piinz ,
which satisfies:
ϑ(z + 1) = ϑ(z) , ϑ(z ± i) = epi∓2piizϑ(z)
and vanishes at the points 1+i2 + λ with λ ∈ Λ. The class of L modulo Pic0an(X0) generates the
Neron-Severi group of X0. Hence the pullbacks L± := (ϕ±)∗(L) are holomorphic line bundles
defined on X such that each of c1(L+) and c1(L−) generates the group H2(X,Z) ' Z. Since ϕ+
and ϕ− differ by composition with the map (x1, x2)→ (x1, x−12 ) (which induces an orientation
reversal of T 2), we in fact have c1(L−) = −c1(L+) and hence L− ' L−1+ . Notice that the
restriction of L+ to T
2 has positive degree with respect to the complex structure induced by the
diffeomorphisms ϕ+0 while the restriction of L− to T
2 has positive degree with respect to the
opposite complex structure, which is induced by the diffeomorphisms ϕ−0 . The ϕ
±-pullbacks of
s0 give global holomorphic sections s± ∈ H0(L±). These are described by the Z2-quasiperiodic
holomorphic functions f± ∈ O(C2) defined through:
f±(z1, z2)
def.
= ϑ(z1 ± iz2) =
∑
n∈Z
e−pin
2+2piin(z1±iz2) .
The zero divisors D± of s± on X meet the 2-torus T 2 ⊂ X at the single point given by x1 =
x2 = −1, which corresponds to the point p0 of X0 through each of the diffeomorphisms ϕ±0 . The
tensor product s+ ⊗ s− ∈ H0(L+ ⊗ L−) is described by the holomorphic function f ∈ O(C2)
given by:
f(z1, z2)
def.
= f+(z1, z2)f−(z1, z2) ,
12 Notice that Pican(X0) = Picalg(X0) by the GAGA correspondence since X0 is a projective variety.
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which satisfies:
f(z1 + 1, z2) = f(z1, z2) , f(z1, z2 + 1) = e
2pi+4piz2f(z1, z2) .
The isomorphism L+ ⊗ L− ' OX is realized on Z2-factors of automorphy defined on C2 by the
holomorphic function S : C2 → C∗ given by:
S(z1, z2)
def.
= e−2piz
2
2 ,
which satisfies S(z1,z2)S(z1,z2+1) = e
2pi+4piz2 . The section s+ ⊗ s− ∈ H0(L+ ⊗ L−) corresponds through
this isomorphism to an element W ∈ H0(OX) = O(X) whose lift to C2 is the Z2-periodic
function:
W˜ (z1, z2)
def.
= S(z1, z2)f(z1, z2) = e
−2piz22ϑ(z1 + iz2)ϑ(z1 − iz2) .
Applying the construction of Subsection 5.5 with L := L+, L
−1 ' L− and u = s+, v = s− gives a
topologically non-trivial elementary holomorphic factorization (E,D) of W , where E = OX⊕L+
and D =
[
0 s−
s+ 0
]
.
Remark 7.2. In [46], Eisenbud and Peeva studied the infinite minimal free resolution of finitely-
generated modules M over local complete intersection rings R = S/〈f1, . . . , fd〉, where S is a
regular local ring and f1, . . . , fd is a regular sequence of elements of R, showing that sufficiently
high syzygies of M are determined by “higher matrix factorizations”. This extends the corre-
spondence of [47] from local hypersurfaces to local complete intersections. For an affine algebraic
LG pair (Xalg,Walg) (namely Xalg is an affine manifold and Walg is a regular function defined
on Xalg), the result of [47] combines [48] with the Buchweitz correspondence [49] to give an
equivalence between the category of algebraic matrix factorizations of Walg over C[Xalg] and the
category of singularities of the quotient C[Xalg]/〈Walg〉, where C[Xalg] is the affine coordinate
ring of Xalg. This setting is quite different from our non-Noetherian situation, which concerns
holomorphic matrix factorizations of a single holomorphic function W over a Stein manifold X.
While this subject lies outside the scope of the present paper, notice that the results of [46]
could be applied in our holomorphic setting when X is a Stein manifold which is locally an
analytic complete intersection. However, relating the category of holomorphic factorizations of
a Stein LG pair (X,W ) to an appropriate holomorphic version of the category of singularities of
W seems to require an appropriate generalization of the Buchweitz-Orlov correspondence (see
[48,49]) to our non-Noetherian situation.
7.6. Complements of anticanonical divisors. There is a simple way to produce many examples
of Stein manifolds to which our results can be applied.
Proposition 7.5 Let Y be a non-singular complex projective Fano variety and D be a smooth
anticanonical divisor on Y . Then the complement X := Y \D is a non-compact Stein Calabi-Yau
manifold.
Proof. The vanishing of the first Chern class follows from the adjunction formula. The Stein
property follows since the complement of D is affine and since (the analytification) of any affine
variety is Stein. uunionsq
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The Stein manifolds produced by Proposition 7.5 are analytifications of non-singular affine va-
rieties. Notice, however, that the Landau-Ginzburg models considered here on such manifolds
differ from the algebraic Landau-Ginzburg models considered in [48]. In particular, the super-
potential W is a holomorphic (rather than a regular algebraic) function and our category of
topological D-branes is described by holomorphic (rather than algebraic) matrix factorizations
of W .
Remark 7.3. Mirror symmetry for the A-model defined on complements X of anticanonical di-
visors was studied in [50]. By contrast, the examples of this section concern the B-type Landau-
Ginzburg model defined on such complements.
Example 7.5. Let Pd be the d-dimensional projective space with d ≥ 2. In this case, we have
KPd = OPd(−d− 1). Let Z be an irreducible smooth hypersurface of degree d+ 1 in Pd. Notice
that Z defines an anticanonical divisor in Pd (which is a Fano manifold). The complement
X = Pd \Z is a Stein Calabi-Yau manifold. In this example, we have H1(X,Z) = Zd+1 (see [37,
Proposition 4.1, page 61]). By the universal coefficient theorem [51, Section 3.1] we conclude
that the torsion part of H2(X,Z) is isomorphic with Ext1(H1(X,Z),Z) = Ext1(Zd+1,Z) ' Zd+1.
Thus X admits non-trivial holomorphic line bundles and, by the construction of Subsection 5.5,
it also admits topologically non-trivial elementary holomorphic factorizations.
7.7. Total space of a holomorphic vector bundle. Let Y be a Stein manifold and pi : E → Y be a
holomorphic vector bundle. Then the total space X of E is Stein (see [52, Chap. V.1., Exercise
2]). The complex tangent bundle T X of X is an extension:
0→ pi∗E → T X → pi∗T Y → 0 ,
hence the Chern polynomial ct(T X) equals pi∗ (ct(E)) · pi∗(ct(T Y )). The projection pi is a homo-
topy equivalence since each fiber of E is contractible to a point; hence pi∗ : H(Y,Z)→ H(X,Z) is
an isomorphism of groups. In particular, the first Chern class of X vanishes iff c1(E)+c1(Y ) = 0
(i.e. c1(E) = c1(KY )), in which case X is a Stein Calabi-Yau manifold.
Remark 7.4. Suppose that KY is non-trivial. Then the holomorphic line bundle L
def.
= pi∗(KY )
on X is non-trivial with first Chern class c1(L) = pi
∗(c1(KY )).
A particular case of this construction is obtained by taking E to be the canonical line bundle
KY of Y . In this case, the first Chern class of X vanishes automatically. For example, let Y ⊂ Pn
be the complement of an algebraic hypersurface Z ⊂ Pn. Then the total space X of KY is Stein
and Calabi-Yau.
Example 7.6. Consider the (non-anticanonical) hypersurface Z = {[x, y, z] ∈ P2 |x2+y2+z2 = 0}
in P2. Then the complement Y def.= P2 \Z is Stein but not Calabi-Yau (see [43]). Moreover, it is
shown in loc. cit that H2(Y,Z) ' Z2 and that c1(Y ) = γ, where γ is the generator of H2(Y,Z).
Thus KY is non-trivial with c1(KY ) = −γ. Applying the construction above, consider the total
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space X of KY . Then X is Stein and Calabi-Yau. Moreover, Remark 7.4 shows that the pull-back
L of KY to X has non-trivial first Chern class. By the construction of Subsection 5.5, it follows
that the Z2-graded holomorphic vector bundle E = OX⊕L supports holomorphic factorizations
of some non-zero function W ∈ O(X), whose associated projective analytic factorization has
non-free underlying O(X)-supermodule.
8. Conclusions
Since the mathematical formalism used in the present paper may be unfamiliar to some
readers, it may be useful to recall its physics origins. It is well-known (see, for example [53,
54]) that non-anomalous B-type topological Landau-Ginzburg (LG) models in two dimensions
can be defined for any non-constant holomorphic superpotential W : X → C, where X is a
non-compact Ka¨hlerian manifold with trivial holomorphic line bundle 13.
For any such pair (X,W ), this was extended in [1,2] (see [6] for a mathematically rigorous
treatment) to the open-closed case, by constructing explicitly the boundary coupling of B-type
topological D-branes to the worldsheet bulk action, verifying BRST invariance and studying the
corresponding topological correlators. As shown in [2], this physics construction allows one to
recover the abstract formalism of open-closed topological field theories [3,4] upon performing a
“partial localizaton” of the path integral, thus leading to the expressions which form the basis
of the rigorous treatment given in [6].
In this paper, we considered the special case when X is a Stein manifold, showing how the
basic objects of the open-closed topological field theory simplify in this situation. Notice that
X need not be (affine) algebraic. Indeed, a Stein manifold is biholomorphic with the vanishing
set of a finite collection of holomorphic functions defined on some complex affine space CN , but
these functions need not be polynomial. Even when X is affine algebraic, there generally is no
reason (in models without scale invariance) to require W to be a regular function (consider the
case X = Cd, with W an entire function which is not a polynomial function).
Our motivation for considering such models comes from the commonly held belief (which
originated with [55] and was later extended in [54,56] to the case of models which need not be
scale-invariant) that mirror symmetry can fruitfully be understood as an equivalence between
certain pairs of 2-dimensional topological field theories. At least when W is holomorphic Morse,
it is generally expected that the mirror of an LG model of the type considered in [6] and in
this paper should be the A-type non-linear sigma model (NLSM) defined by a Fano manifold X˘.
When X˘ is toric, this A-type model admits a linear sigma model description [57] and the Abelian
duality argument of [56] applied to the latter shows that the B-type LG model defined by (X,W )
is of the special kind considered in [54] (see [58] for a mathematically rigorous construction). The
situation is much less clear when X˘ is Fano but not toric, since the A-type NLSM defined by
X˘ does not immediately admit a toric description14. In this case, the mirror B-type LG model
should belong to the general class considered in [1,2,6,7]. Notice that toric Fano varieties are
meager among all Fano varieties, just like the special models of [54] are meager among general
B-type LG models.
While the impetus for developing the general theory of B-type LG models was that of going
beyond the linear sigma model framework, it is natural to ask whether the approach pursued in
[6] and in this paper can shed light on some aspects of the latter, such as giving a precise effective
13 As in [54], the corresponding ‘untwisted’ models need not be scale-invariant, so they need not possess a U(1)V
R-symmetry. However, they do possess a non-anomalous U(1)A R-symmetry.
14 Though a description as a complete intersection of hypersurfaces in a toric variety may sometimes be possible.
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description to the “hybrid models” of [57]. It is likely that a connection to hybrid models does
exist in the more general setting of [6], which allows the critical set ZW to be compact but
non-discrete. However, hybrid models with finite-dimensional on-shell state spaces cannot fit
the more restrictive setting of the present paper for the following reason. Finite-dimensionality
of the on-shell bulk and boundary state spaces of the general B-type LG models discussed in
[1,2,6,7] requires ZW to be compact. In the setting of the present paper, compactness of ZW
and the Stein condition on X imply that ZW must be finite (see Remark 2.1). As a result, the
classical vacua of the topological LG model form an isolated set, which implies that Stein LG
models cannot correspond to the “hybrid models” of [57], if one requires finite-dimensionality
of on-shell state spaces.
A. Stein manifolds
In this Appendix, we recall the definition and some properties of Stein manifolds. For more
information on Stein manifolds and Stein spaces we refer the reader to [18,21,22,25,43,52,59,
60].
Let X be a complex manifold. We say that holomorphic functions separate points of X if for
every pair of distinct points x 6= y in X, there exists a holomorphic function f ∈ O(X) such
that f(x) 6= f(y). The holomorphic (or analytic) hull of a compact subset K ⊂ X is defined
through:
KˆO(X)
def.
= {x ∈ X|∀f ∈ O(X) : |f(x)| ≤ max
y∈K
|f(y)|} ,
where O(X) = OX(X) is the C-algebra of complex-valued holomorphic functions defined on X.
Definition A.1 [59] A complex manifold X is called holomorphically convex if KˆO(X) is compact
for any compact subset K ⊂ X.
Definition A.2 [59] Let X be a complex manifold with dimCX = d. We say that X is Stein if
the following three conditions are satisfied:
(1) Holomorphic functions separate points of X.
(2) X is holomorphically convex.
(3) For every point x ∈ X there exist globally-defined holomorphic functions f1, ..., fd ∈ O(X)
whose differentials ∂fj are linearly independent at x over C.
Definition A.3 A complex manifold X is called K-complete if for every point x ∈ X there
exists a holomorphic map f : X → CN for some N such that x is an isolated point of the fiber
f−1(f(x)).
Theorem A.4 A complex manifold X is Stein iff it satisfies the following properties:
(1) Holomorphic functions separate points on X.
(2) X is holomorphically convex.
(3) X is K-complete.
Theorem A.5 A complex manifold is Stein iff it is biholomorphic to a closed complex subman-
ifold of CN for some N .
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Theorem A.6 [59, page 337] Every Stein manifold of dimension d > 1 admits a proper holo-
morphic embedding into CNd for Nd =
[
3d
2
]
+ 1 and a proper holomorphic immersion into CMd
for Md =
[
3d+1
2
]
.
Remark A.1. The C-algebra O(X) of complex-valued holomorphic functions defined on a Stein
manifold X need not be finitely-generated. It is known [60] that O(X) is finitely-generated iff
X can be embedded as a closed polynomially convex subset of CN for some N .
A.1. Cartan-Serre theorems and the Oka-Grauert principle.
Theorem A.7 (Cartan) [18, page 124] For every coherent analytic sheaf F on a Stein mani-
fold X, the following statements hold:
A. For any x ∈ X, the stalk Fx is generated as an OX,x-module by global sections of F .
B. Hi(X,F) = 0 for all i > 0.
Since Hi,j(X) = Hj(X,∧iTX), this implies:
Corollary A.8 On any Stein manifold X the Dolbeault cohomology groups Hi,j(X) vanish for
all i ≥ 0 and j ≥ 1.
The following result is known as the “Oka-Grauert principle”:
Theorem A.9 [21] The holomorphic and topological classifications of holomorphic vector bun-
dles over a Stein manifold coincide.
Corollary A.10 Let X be a Stein manifold. Then X is Calabi-Yau iff c1(TX) = 0.
Proof. X is Calabi-Yau iff its canonical line bundle KX is holomorphically trivial. Since X is
Stein, the Oka-Grauert principle shows that KX is holomorphically trivial iff it is topologically
trivial, i.e. iff c1(KX) = 0. Since c1(KX) = −c1(TX), this amounts to the condition c1(TX) = 0.
A.2. Holomorphically parallelizable Stein manifolds. A special class of Stein manifolds consists
of those complex manifolds which can be embedded as analytic complete intersections in some
complex affine space. Such Stein manifolds are always Calabi-Yau. In fact, they coincide with
the class of holomorphically parallelizable Stein manifolds, by the results of [43] recalled below.
Definition A.11 A complex manifold X with dimCX = d is called holomorphically paralleliz-
able if the holomorphic tangent bundle TX is holomorphically trivial, i.e. it is isomorphic with
the trivial holomorphic vector bundle of rank d in the category of holomorphic vector bundles
over X.
It is a consequence of the Oka-Grauert principle [21,22] that a Stein manifold X is holomor-
phically parallelizable iff TX is topologically trivial (see [43]). Notice that any holomorphically
parallelizable manifold is Calabi-Yau. The following results were established in [43]:
A d-dimensional analytic submanifold X of CN is called an analytic complete intersection in
CN if the ideal IN (X) ⊂ O(CN ) of all holomorphic functions defined on CN and which vanish
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identically on X can be generated by N − d independent elements, i.e. if there exist N − d
holomorphic functions f1, ..., fN−d : CN → C such that:
X = {x ∈ CN | f1(x) = . . . = fN−d(x) = 0}
and such that the rank of the matrix (∂fi(x)∂xj ) ∈ Mat(N − d,N,C) equals N − d at every point
x ∈ X.
Theorem A.12 A Stein manifold is holomorphically parallelizable iff it is biholomorphic with
an analytic complete intersection in CN for some N .
Lemma A.13 Let X be a complex-analytic submanifold 15 of CN with dimCX = d. Then the
following statements hold:
(i) If the normal bundle of X is trivial, then X is holomorphically parallelizable.
(ii) If X is holomorphically parallelizable and N ≥ 3d2 , then the normal bundle of X is trivial.
Theorem A.14 Let X be an analytic submanifold of CN with dimCX = d.
(i) If X is an analytic complete intersection in CN , then it is holomorphically parallelizable.
(ii) If X is holomorphically parallelizable and N ≥ 3d2 +1, then X is a complete intersection in
CN .
Corollary A.15 Let X be an analytic submanifold of CN with dimCX = N − 2. Then X is
holomorphically parallelizable iff the first Chern class c1(X) vanishes.
Corollary A.16 Let N ≤ 7. Then an analytic submanifold X of CN is a complete intersection
in CN iff X is holomorphically parallelizable.
Since for a d-dimensional Stein manifold we have Hi(X,Z) = 0 for all i > d, one can express
holomorphic parallelizability of low-dimensional Stein manifolds completely in terms of Chern
classes. For example:
Proposition A.17 [43] Let X be a Stein manifold with dimCX ≤ 5. Then X is holomorphically
parallelizable iff c1(X) = c2(X) = 0.
Theorem A.18 [18, page 126] Every d-dimensional Stein manifold can be biholomorphically
mapped onto a closed complex submanifold of C2d+1.
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