ensors have been with us for a very long time, but recently they've been used more extensively in almost every industry sector and application-for example, agriculture, manufacturing, healthcare, biophysical and environmental sciences, and smart cities. Two technological trends-Internet of Things (IoT) and cloud computing-are pushing for even wider sensor deployment. IoT is bringing new sensor use cases, while cloud computing is becoming the de facto hosting and processing platform for sensor-generated data. Additionally, advances in nanotechnologies are enabling the deployment of nanosensors, allowing us to collect data at very fine granular scales. The bottom layer is the sensor network layer, which senses and collects large sets of data in real or semi-real time. Above that is the middleware layer, which includes the engines for processing the collected big data sets. Previous "Blue Skies" departments provided details about the components of this layer.
shows a conceptual architecture for a sensor-based big data cyberinfrastructure consisting of three layers. 1 The bottom layer is the sensor network layer, which senses and collects large sets of data in real or semi-real time. Above that is the middleware layer, which includes the engines for processing the collected big data sets. Previous "Blue Skies" departments provided details about the components of this layer. 2, 3 The top layer is the application layer, which includes a variety of applications depending on the specific use case and can range from precision agriculture to personalized healthcare. 4, 5 Here, we'll concentrate on the middleware tools and technologies needed to facilitate efficient management of interoperations within the sensor network layer (highlighted in green in Figure  1 ). We'll also highlight some of the research gaps related to, for example, deployment, interoperations, provenance, and data processing of sensor-based cyberinfrastructures.
Challenges
Today we can store and process large-scale datasets in the middleware layer using a mix of software and hardware resources offered by the advancement of cloud and big data technologies. However, these applications' success critically depends on the integration of and access to information collected by sensors. We outline several key challenges in the design and implement next-generation sensor-based big data cyberinfrastructures. The first challenge is the lack of tools to aid in the design of sensor-based data collection applications. Several key factors need to be considered when designing applications that acquire sensor data. For example, in precision agriculture, unforeseen soil variations (such as fertility, texture, pH, and water status) increase the statistical variance of an individual plant's phenotypic measurements. It's therefore difficult to come up with a sensor placement Building Sensor-Based Big Data Cyberinfrastructures strategy to accurately detect meaningful differences among biological treatments for different sensor types.
The second challenge is the lack of tools to aid in the deployment and monitoring of sensors. Continuous monitoring of sensors is essential to prevent data loss. In many cases, sensor data isn't recoverable if the loss occurs because of inefficient caching and communication protocols. If the lost data is critical to understanding the performance of experimental applications (for example, crop yield within a field-based genetic test), the entire experiment can be lost for that year. For this reason, continuous monitoring and early detection and correction of failures are critical.
Another challenge is the heterogeneity in sensor capabilities and wireless link quality. Several issues related to communication protocols need to be addressed. For example, in precision agriculture, current sensors implement a myriad of communication protocols, and the wireless communication links are affected by weather and crop canopies. Another issue related to communication includes the design of energy-efficient protocols because batteries in sensors might not be easily replaceable.
The last challenge we'll address is the lack of provenance and metadata tools for sensors. Provenance is essential for keeping track of which data was collected and/or aggregated for which sensors, and conveying contextual information about sensor deployment and life cycle. Conventional approaches require collection and transmission of large data volumes. We thus need new techniques that reduce the size and enhance the efficiency of provenance and metadata collection, recording, and transmission. Addressing these gaps requires developing cyberinfrastructures to automate the efficient collection, normalization, curation, measurement, and sharing of sensor data. The following sections elaborate on key requirements of such infrastructures as well as approaches and research directions to address some these requirements.
Sensor Deployment and Management
First, we need to develop techniques that can support sensor localization, which is achieved through georeferencing sensor data. Supporting tools are therefore needed for the automatic georeferencing of sensors.
Second, we need to develop suitable sensor placement techniques. For example, in precision agriculture, sensors are placed with the soil being measured to generate a soil property map of the entire field. Sensors are used to monitor the growth of crops, and different crops have different sensitivities to soil conditions and are planted at different densities. Therefore, to effectively place sensors, we must consider
• domain-specific knowledge, • sensor failure and attack probability, and • wireless link quality.
We also need tools to support optimal application-dependent sensor placement.
Third, we need mechanisms for optimal configuration of the duty cycling and sleep/wake scheduling of sensors. In precision agriculture, during a particular season some sensor data might be important and other data might not be, depending on the crop life cycle. Hence, the cyberinfrastructure needs to include a decision support system that can dynamically and minimally adjust the push/pull rates for each sensor, according to the real-time data processing needs. A reactive programming approach can let programmers define a set of rules for each sensor for how frequently and on which conditions data should be reported to the base station.
Fourth, we need techniques that will ensure robust communications under 
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poor link quality. Wireless link quality changes over time due to seasonal changes in foliage size and extent; plant density variations; weather, wind, and moisture; and seasonal changes in crop canopy height and density. This can result in reliability degradation, redundant transmissions, and increased contention among node transmissions. We can exploit link correlation to eliminate the overhead of explicit control packets in networks with high correlation, and use network coding to pipeline transmission of multiple packets, attempting to utilize only a single timer per node for increased scalability. Finally, we need mechanisms for continuously monitoring sensors to verify that they work as expected. Sensor monitoring is a complex task because multiple factors-calibration errors, environmental conditions, attacks, decay of sensor energy, and so on-can lead to sensor malfunctions. Different monitoring techniques might thus have to be combined and deployed, ranging from simple, such as profiling sensor baseline behavior, to complex, such as fine-grained diagnosis techniques for sensors. 6 
Sensor Provenance
Provenance of sensor data is critical in many applications because it
• plays a key role in assessing and ensuring data trustworthiness; • aids in preventing data losses; and • ensures the repeatability of scientific experiments and processes.
Provenance must be fine grained to be able to track which sensors acquired and/or transmitted specific data items. Provenance information should include location and time of the data acquisition as well as all processing steps executed on data, such as conversion, integration, and aggregation. These steps can be executed on different subsystems within the middleware, including sensor deployment and management systems, relational database management systems, stream-processing systems, distributed in-memory data stores, and NoSQL databases. The hard research challenge is to capture such provenance operations across multiple, heterogeneous big data processing technologies and subsystems. Finally, provenance must be secured to prevent provenance information from being tampered with or lost.
Provenance Model An important step in the development of tools for managing provenance information is developing an expressive provenance model capable of representing the provenance of data objects with various semantics and granularity. Such a model should be able to capture data provenance in a structured way as well as to encapsulate the knowledge of both the application semantics and the system. At the same time, it should support provenance interoperability. Figure 2 shows one such model. 7 This model addresses various requirements, including expressive power, flexible level of provenance granularity, and security, and is compatible with existing provenance standards. 7 In this model, data creation or manipulation is performed by a sequence of operations initiated by a process. 7 A process can be a service or activity in a workflow, a user application, or an operating-system-level process (for example, Unix). An operation executes specific tasks and causes manipulation of some system or user data. Thus, the operations generate or modify not only persistent data but also intermediate results or system configurations. Communication represents the interaction (such as dataflow) between two processes or between two operations in a process. Web services, user applications, and Unix processes are examples of processes; statements within an executable function or command line exemplify the operations; and dataflow, copy/paste, interprocess communication in Unix, and so on, represent the communication between operations or processes. An operation might take data as input and output some data. Each data object is associated with a lineage record that specifies the immediate data objects used to generate the data. Lineage is particularly helpful for producing a data object's data dependency graph. Processes, operations, and communications are operated by actors, which can be human users, workflow templates, and so on. When data provenance is used to detect intrusion or system changes, knowledge of a user role or the workflow template might be helpful. Environment refers to the operational state, parameters, and system configurations that also affect an operation's execution and thus the output data. This additional provenance information is crucial for understanding the performance of the operation and the nature of the output. In addition, the model supports the specification of granularity policies, allowing users to specify the level of detail for the provenance information to be captured and stored. It also includes, as part of provenance, information on the access control policies under which data have been accessed, which is crucial when investigating data breaches.
A relevant open research direction concerning the use of such a model within cyberinfrastructures for sensor management is the definition of services to be associated with the provenance data. To effectively use the provenance information, the model must support various types of provenance queries (on entity attributes, invocations, lineage, provenance, and so on). Historical dependencies as well as subsequent uses of a data object should be easy to track. If a data object is processed across multiple big data processing technologies and subsystems (see Figure 1) , an administrator might want to see a highlevel machine, system, or domain view of the provenance graph. In addition, to find relevant information from large provenance graphs, one should be able to filter, group, or summarize all or portions of the provenance graphs and generate tailored provenance views. Thus, the model should be able to distinguish the provenance generated from different systems and construct specialized views of provenance graphs.
Provenance Transmission
In a multihop sensor network, data provenance allows a base station to trace the source and forwarding path of an individual data packet from its generation. However, the limited resources and bandwidth constraints of the sensor nodes make collecting data provenance for each packet challenging.
Lightweight data provenance schemes have been developed to address these limitations. 8, 9 In these schemes, data provenance is represented as a directed graph, where each vertex represents node's provenance record and each edge the direction of data transmissions between nodes. One major issue with these schemes is that the provenance size increases with the number of nodes in the dataflow path. Therefore, we need lightweight provenance solutions for each data packet that don't introduce significant overhead.
A more recent approach uses arithmetic coding to compress the dataflow path. 10 Arithmetic coding is a lossless data compression technique that assigns short code words to more probable events and longer code words to less probable events. 11 In such a scheme, each sensor represents an event and its occurrence probability is used for provenance encoding and decoding. Such schemes achieve a provenance compression ratio that approaches Shannon's theoretical entropy bound and thus outperforms the better-known Huffmancoding-based compression schemes. However, the deployment of such a scheme in sensor networks requires addressing several additional issues, such as handling dynamic wireless sensor networks, handling cases in which When data provenance is used to detect intrusion or system changes, knowledge of a user role or the workflow template might be helpful. W W W. CO M P U T E R . O R G /C LO U D CO M P U T I N G BLUE SKIES packets are routed in more than one node at a time, and providing secure sensor location information.
Sensor Security
Many scenarios of interest to sensorbased applications require assuring data integrity and confidentiality as well as authentication among different sensors and other parties. Sensors are vulnerable to malicious attacks such as impersonation, interception, capture, or physical destruction, due to their unattended operative environments and lapses of connectivity. 12 To address security issues, encryption key management protocols need to be deployed. Current approaches, such as those based on symmetric key encryption, elliptic curve public key cryptography, and identity-based public key cryptography, suffer from one or more of the following drawbacks:
• high communication and storage overhead, • vulnerability to impersonation and key compromise attacks, • certificate management overhead and computational overhead for pairing operations, and • inability to support mobility.
A novel pairing-free certificateless public key cryptography-based key management (CL-EKM) scheme for dynamic wireless sensor networks (WSNs) addresses the drawbacks of previous approaches. 13 In certificateless public key cryptography (CL-PKC), 14 a party's full private key is a combination of a partial private key generated by a key generation center (KGC) and the party's own secret value. The CL-EKM scheme supports the establishment of four types of keys for each sensor node:
• a certificateless public/private key pair for the sensor,
• an individual key shared with the base station, • a set of pairwise keys for each sensor node in the same sensor cluster, • a cluster key shared among all the neighboring nodes.
However, we still need extensive experimental evaluations using different types of sensors and networks as well as encryption schemes that support data aggregation and processing at the sensor network level. Techniques for securing the software running on the sensors 15 and for quickly responding to security incidents 16 are also needed.
Sensor Streamed Data Processing Techniques
Two main strategies can be devised for processing the data acquired from sensors.
Data Warehousing
This approach involves shipping raw sensor readings from the sensor network to a central repository stored in a cloud for subsequent analysis. It's most appropriate when all data needs to be kept and there's sufficient energy to transmit the data outside the sensor network or collection.
A number of open source data streaming tools are available to be used in this approach. These include Apache Samza, Esper, Spark Streaming, Apache Storm, and Apache S4. In-Sensor Network Processing This approach involves executing certain data operations in the sensor network itself and shipping outside the results of these operations. Examples include computing some simple aggregated functions, such as computing the maximum among a set of sensor readings and performing outlier detection. This approach is most appropriate in cases where energy saving can be gained by locally processing the data and data quality can be increased by locally implementing data cleansing actions. Clearly, both approaches need to be supported by cyberinfrastructures used depending on the requirements of specific applications. Approaches like Cougar, which provides in-network query processing, are needed for processing streaming data. 17, 18 Fog computing, another emerging technology that has potential to support in-sensor-network processing, 20 is a virtualized platform located at the edge of the network that provides compute, storage, and network services between the end devices and the cloud datacenters. Its characteristics such as low latency, location awareness, support for large number of nodes, and widespread geographical distribution make it suitable for streaming and real-time applications, and thus represents a potential solution for in-network processing for sensor-based applications. 19 loud technology provides a foundation for emerging data-intensive applications. Cloud-based infrastructure services support the data life cycle from ingestion to analysis to storage. However, building cyberinfrastructure for such applications is still challenging. Here, we've discussed a few recent approaches and outlined open research directions. We believe that current technology trends in IoT and embedded systems will further push the need for cloud-based cyberinfrastructures for sensor-based applications.
