Abstract In this paper, we present a general purpose network clustering algorithm based on a novel clique relaxation concept of k-community, which is defined as a connected subgraph such that endpoints of every edge have at least k common neighbors within the subgraph. A salient feature of this approach is that it does not use any prior information about the structure of the network. By defining a cluster as a k-community, the proposed algorithm aims to provide a clustering of a network into k-communities with varying values of k. Even though the algorithm is not designed to optimize any particular performance measure, the computational results suggest that it performs well on a number of criteria that are used in literature to evaluate the quality of a clustering.
Introduction
Network (graph) based data mining is an emerging field that studies network representations of data sets generated by an underlying complex system in order to draw meaningful conclusions regarding the system's properties. In a network representation of a complex system, the network's nodes typically denote the system's entities, while the edges between nodes represent a certain kind of similarity or relationship between the entities. Network clustering, aiming to partition a network into clusters of similar elements, is an important task frequently arising within this context. The form of each cluster in the partitioning is commonly specified through a predefined graph structure. Since a cluster is typically understood as a "tightly knit" group of elements, the graph theoretic concept of a clique, which is a subset of nodes inducing a complete subgraph, is a natural formalization of a cluster that has been used in Anurag Verma, Sergiy Butenko Texas A&M University, College Station, TX, USA. e-mail: anuragverma@tamu.edu, butenko@tamu.edu many applications. This results in partitioning into "ideal" clusters, with the highest possible level of cohesiveness one can hope for.
The flawlessness of the clique structure as a theoretical formalization of a cohesive cluster turns into a "curse of perfection" when it comes to practical applications. Since each node in a clique is required to be connected to all other nodes in the clique, a highly cohesive structure might not get identified as a cluster by the mere absence of a few edges. In real life data sets, this is of critical importance because some edges could be missing either naturally or due to erroneous data collection. Moreover, given that networks arising in many important applications tend to be very large with respect to the number of nodes and very sparse in terms of the relative number of edges, the clique clustering usually results in meaninglessly large number of clusters in such situations. In addition, computing large cliques and good clique partitions are computationally challenging problems, as finding a maximum clique and a minimum clique partition in a graph are classical NP-hard problems [8] .
To circumvent these drawbacks of cliques, researchers in several applied fields, such as social network analysis and computational biology, have defined and studied structures that relax some of the properties of cliques, and hence are aptly called clique relaxations. Some of the popular clique relaxations include s-plexes, that require each vertex to be connected to all but s other vertices [11] ; s-clubs, that require the diameter of the induced subgraph to be at most s [2] ; and γ-quasi-cliques, which require the density of the induced subgraph to be at least γ [1] . It should be noted that each of 1-plex, 1-club and 1-clique represents a clique. By relaxing the properties of a clique, namely the degree, diameter, and density, these clique relaxations capture clusters that are strongly but not completely connected. However, like the clique model, these clique relaxations still suffer from the drawback of being computationally expensive.
In 1983, Seidman [10] introduced the concept of a k-core that restricts the minimum number k of direct links a node must have with the rest of the cluster. Using k-cores to model clusters in a graph has considerable computational advantages over the other clique clique relaxation models mentioned above. Indeed, the problem of finding the largest k-core can be easily solved in polynomial time by recursively removing vertices of degree less than k. As a result, the k-core model has gained significant popularity as a network clustering tool in a wide range of applications. In particular, k-core clustering has been used as a tool to visualize very large scale networks [4] , to identify highly interconnected subsystems of the stock market [9] , and to detect molecular complexes and predict protein functions [5, 3] . On the downside, the size of a k-core may be much larger than k, creating a possibility of a low level of cohesion within the resulting cluster. Because of this, a k-core itself may not be a good model of a cluster, however, it has been observed that k-cores tend to contain other, more cohesive, clique relaxation structures, such as s-plexes, and hence computing a k-core can be used as a scale-reduction step while detecting other structures [6] .
Most recently, the authors of the current paper proposed yet another clique relaxation model of a cluster, referred to as k-community, that aims to benefit from the positive properties of k-cores while ensuring a higher level of cohesion [12] . More specifically, a k-community is a connected subgraph such that endpoints of every edge have at least k common neighbors within the subgraph. The k-community structure has proven to be extremely effective in reducing the scale of very large, sparse instances of the maximum clique problem [12] . This paper explores the potential of using the k-community structure as a network clustering tool. Even though the proposed clustering algorithm does not aim to optimize any of the quantitative measures of clustering quality, the results of numerical experiments show that it performs quite well with respect to most of such measures available in the literature.
The remainder of this paper is organized as follows. Section 2 provides the necessary background information. Section 3 outlines the proposed network clustering algorithm. Section 4 reports the results of numerical experiments on several benchmark instances, and Section 5 concludes the paper.
Background
In this paper, a network is described by a simple undirected graph G = (V, E) with the set V = {1, 2, . . . , n} of nodes and the set E of edges. We call a pair of nodes u and v such that (u, v) ∈ E adjacent or neighbors. For a node u, let N G (u) = {v :
given by the number of elements in N G (u). Let δ (G) denote the minimum degree of a node in G. For a subset C of nodes, G[C] = (C, E ∩ (C ×C)) denotes the subgraph induced by C. Next we define two clique relaxation concepts that play a key role in this paper.
Given a positive integer k, both of these structures are in essence trying to find a cluster of vertices that satisfies some minimum node degree requirements. In the case of k-core, the presence of each node has to be supported by the presence of at least k neighbors, while in the case of k-community, the presence of each edge has to be supported by the presence of at least k alternative edge-disjoint paths of length two. It is instructive to note that every k-community is also a (k + 1)-core, but the converse is not true. Given a positive integer k, all k-communities of a graph G can be easily computed as outlined in Algorithm 1.
for every (i, j) ∈ E do 6:
if i, j have ≥ k common neighbors in G=(V,E) then 7:
E ← E ∪ {(i, j)} 8:
end if 9:
end for 10: until E = E 11: return All the connected components of G (V, E ) as the k-communities.
Clustering Algorithm
The algorithm described in this section is based on the idea of finding k-communities for large k and placing them in different clusters. To this end, we identify the largest k such that the k -community of G is non-empty, and place all k -communities formed in distinct clusters. Once this has been done, all the nodes that have been placed in clusters are removed from G and the whole procedure is repeated till either k becomes small or no vertices are left to cluster. If any vertex is left to cluster, we attach it to the cluster that contains the most neighbors of that vertex. The procedure is described in Algorithm 2.
In this algorithm, we stop when k becomes small enough so that a k-community becomes meaningless. For example, any set of vertices that induce a tree will form a 0-community. While in some cases this might be the best possible option (the original graph is a forest), for most clustering instances we would like the vertices in a cluster to share more than just one edge with the remaining nodes. To get a good sense of what this small enough value should be, we evaluate how good the clustering is when the least k is in the range [l, u], and pick the best one out of those. For the results in this paper, the values of u and l used were 8 and 0 respectively.
In Algorithm 2, we can replace k-community in step 5 with k-core, with the remaining steps of the algorithm as they are, to obtain a core-based clustering.
It should be noted that the clustering can further be improved by using a local search on any criteria provided such as modularity, performance, aixe and aixc as described in the DIMACS 2011 challenge [7] . However, in this algorithm we only provide results obtained from a general approach that is not designed to optimize any of these measures. Furthermore, another advantage of this method is that it does not use any prior information about the graph such as the number of clusters, degree distribution, etc. This makes it a very general approach that is applicable even when no information about the structure of the graph is available.
Some illustrations of clusterings found by the k-core and k-community approach described in this section are provided in Figure 1 . It should be noted that, although k-communities are strictly stronger relaxations, the clustering formed by the core-Algorithm 2 k-Community Clustering(G): Algorithm to find clusters in G
k ← highest integer such that k-community(G ) is non-empty.
5:
Find all the k-Communities in G and add them to C . 6:
Find the set of vertices L that are not yet clustered.
for every v ∈ L do 11:
Add v to the cluster C k ∈ C k which maximizes |N(v) ∩C k |.
12:
end
Add v to the cluster C ∈ C which maximizes |N(v) ∩C|. 17: end for 18: C ← arg max C k modularity(C k ). 19: return C based approach can in some cases be better than that obtained using the communitybased approach.
Computational Results
In this section we provide some computational results obtained by using the kcommunity and k-core clustering on the graph sets provided in the DIMACS 2011 challenge [7] . We have targeted the test sets clustering and walshaw for our experiments. Table 1 presents the modularity and number of clusters of the clustering formed by the k-core and k-community clustering for 19 clustering and 18 walshaw graphs. For each graph, the higher of the two modularities as found be the two methods is highlighted in bold. It should be noted that the k-community clustering is better on 25 of the 37 graphs tested. A specially noteworthy graph is the football graph, in which each college plays more or less the same number of games, with games between different conferences also present. As a result, the whole graph is identified as a 7-core and placed in one single cluster. On the other hand, the k-community clustering is able to identify 13 conferences and sub-conferences as clusters. The second graph illustrated in Figure 1 is similar in structure to the football graph.
In addition, Table 1 also reports the time taken by the two approaches on each of the graphs. It can be seen that our approach is effective even for large graphs with more than 200, 000 vertices. Table 2 presents the coverage, mirror coverage and performance for the same clusterings that were presented in table 1. For each graph, the table highlights the Fig. 1 : Clustering found by the k-core and k-community approaches on some illustrative graphs. The checkmark indicates that the expected clustering was found.
higher performance entry amongst k-core and k-community clustering, subject to the condition that the coverage and mirror coverage were more than 0.5. Again, it should be noted that k-community clustering performs better than k-core clustering for 23 out of the 37 graphs tested.
Conclusion
This paper introduces k-community partitioning, which can be thought of as something between k-core clustering and clique partitioning. The use of polynomially computable k-community not only provides a faster approach, but also provides a Table 1 : Modularity of clustering found by using the community based and core based approaches. The modularity that is higher between the two methods is highlighted in bold. Table 2 : Performance value of clustering found by using the community-based and core-based approaches. The performance that is higher between the two methods given that the coverage and mirror coverage are higher than 0.5 is highlighted in bold. The clustering used is the same as the one used in Table 1 . more effective clustering method by being able to identify cohesive structures that might not be cliques. k-Community clustering also provides advantages over k-core clustering due to the more cohesive nature of a k-community. As our computational results show, both the k-core and k-communities perform well for certain graphs, but k-community approach outperforms the k-core approach in general.
