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Abstract
We consider the Budgeted Submodular Maximization problem, that seeks to maximize an
increasing submodular function subject to budget constraints. Extending a result of Khuller, Moss,
& Naor [5] for the Budgeted Coverage problem, Sviridenko [7] showed that the greedy algorithm
combined with guessing 3 most profitable elements of an optimal solution has approximation ratio
α = 1− 1
e
≈ 0.632. We show that just 2 guesses suffice to achieve ratio α, 1 guess suffices to achieve
ratio 0.899α ≈ 0.568, while ratio 0.68α ≈ 0.43 can be achieved without any guessing. We note
that ratio α−  can be achieved using (1/)O(1/4)n logn value oracle calls [3], but this algorithm
is impractical already for large values of . Among practical algorithms, our is the currently best
known one.
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1 Introduction
Let f be a set function over a groundset V . f is increasing (or non-decreasing) if f(A) ≤ f(B)
whenever A ⊆ B. f is submodular if
f(A+ u) + f(A+ v) ≥ f(A) + f(A ∪ {u, v}) whenever u, v /∈ A .
Let f be an increasing submodular function on a groundset V with costs {c(v) : v ∈ V }.
The Budgeted Submodular Maximization problem (a.k.a. Submodular Function
Maximization with Knapsack Constraints problem) is max{f(S) : S ⊆ V, c(S) ≤ B}.
Let α = 1 − 1e ≈ 0.63. For simplicity of notation we will identify the set {v} with the
element v, and write S+v and S−v meaning S∪{v} and S \{v}, respectively. Given S ⊆ V
and v ∈ V \S the quantity f(S+v)−f(S)c(v) is called the density of v w.r.t. S. Algorithm Plain
Greedy starts with S0 = ∅ and at iteration i obtains Si by adding to Si−1 a maximum density
element vi in the set Vi = {v ∈ V \Si−1 : c(v) ≤ B−c(Si−1)}; the algorithm terminates when
this set becomes empty; this algorithm uses O(n2) value oracle calls. Nemhauser, Wolsey &
Fisher [6] showed that for unit costs this algorithm has approximation ratio α. For arbitrary
costs, it is known that Plain Greedy cannot guarantee any constant approximation ratio.
Algorithm Greedy chooses the better among Plain Greedy outcome and the best single
element solution. It is known that Greedy ratio α/2 ≈ 0.32. Wolsey [8] presented a modified
greedy algorithm with ratio roughly 0.35.
An important particular case is the Budgeted Coverage problem, where the goal is to
find a collection of sets of cost at most a given budget B while maximizing the profit f(·) of
the elements covered by the sets. Khuller, Moss & Naor [5] showed that guessing 3 most
profitable sets of some optimal solution and applying the greedy algorithm on the residual
problem gives ratio α. This ratio is best possible, as otherwise we could get ratio ln1− n
for Set Cover, for some  > 0. Cohen & Katzir [2] showed that Greedy achieves ratio
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α
1+α > 0.61α ≈ 0.385. Sviridenko [7] showed that the Khuller, Moss, & Naor [5] algorithm
for Budgeted Coverage applies to Budgeted Submodular Maximization while using
O(n5) value oracle calls.
Later algorithms with worse ratio α−  improved the theoretical time complexity, but
became much more involved. Even the currently best algorithm of Ene & Nguyen [3] that
needs (1/)O(1/
4)
n logn oracle calls is not practical already for large values of , e.g.,  = 0.1;
see also an earlier work of Badanidiyuru & Vondrák [1].
This paper is motivated by an attempt to improve the running time and approximation
ratio analysis of simple practical algorithms, such as Greedy. Among other advantages,
such algorithms can be used to design better streaming and online approximation algorithms.
Specifically, we will consider the following questions. Can we guess less than 3 elements to
achieve ratio α? And what ratio can be achieved without guessing?
Given U ⊆ V , the residual instance has groundset V \U , budget B−c(U), and residual
function g(S) = f(U ∪ S); note that the g-density of v w.r.t. S equals the f -density of v
w.r.t. S ∪ U . Algorithm Greedy(k) picks each set of size ≤ k into the solution and runs
Greedy on the residual instance; then, among the solutions computed it returns one of
the highest f -value. Note that Greedy(0) coincides with Greedy, while Greedy(1) runs
Greedy on the residual instance for initial choice of every singleton, and chooses the best
outcome. It is easy to see that Greedy(k) can be implemented using nk+2 value oracle calls.
We prove the following.
I Theorem 1. For k ≤ 2, Greedy(k) admits the following approximation ratios:
α
1+α > 0.61α for k = 0,
α
1/2+α > 0.88α for k = 1, and α for k = 2.
We note that [5, 7] considered a slightly different version of Greedy(k), by using Plain
Greedy (instead of Greedy) with a comparison to the best k (instead of k + 1) element
solution. It can be shown that the performance of this algorithm is not worse than that of
our Greedy(k), but we don’t need this stronger version to establish the ratios in Theorem 1.
Algorithm Greedy+ is the following extension of Greedy. At iteration i, before adding
vi to Si−1, among elements of cost ≤ B − c(Si−1) we find an element ai that maximizes
f(Si−1 + ai). Among the sets Si−1 + ai the algorithm finds one of the highest f -value. It
returns the better among Si−1 + ai and the best pair solution. It is easy to see that these
additional operations do not increase the running time, thus Greedy+ has the same running
time as Greedy and can be implemented using O(n2) value oracle calls. But we can show
for Greedy+ much better ratio than the Theorem 1 ratio 0.61α shown for Greedy.
I Theorem 2. Greedy+ admits approximation ratio 0.6817α.
Finally, we will consider the One Guess Greedy+ algorithm, that picks each item
into the partial solution, executes Greedy+ on the residual instance, and returns the best
outcome. This algorithm can be implemented using O(n3) oracle calls. Let γ = 0.6817α be
the approximation ratio of Greedy+ guaranteed by Theorem 2. We will prove the following.
I Theorem 3. One Guess Greedy+ admits approximation ratio 1+γ−γ/α2α−γ > 0.899α.
Summarizing, we show that without “guessing” we can achieve ratio 0.68α, 1 guess
suffices to achieve ratio 0.899α, while 2 guesses already guarantee ratio α. We note that using
threshold techniques [1, 3] can be used to further improve the time complexity. For simplicity
of exposition, we leave this for future work, but note that the running time improvements
presented in this paper were already used by Feldman & Karbasi [4] for the continuous
version of the problem.
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2 Performance of the greedy algorithm (Theorem 1)
Let S∗ be an optimal solution and let f∗ = f(S∗). Let S ⊆ V with c(S) < B and f(S) < f∗
(so S∗ \ S 6= ∅). Since f is increasing submodular∑
v∈S∗\S
[f(S + v)− f(S)] ≥ f(S ∪ (S∗ \ S))− f(S) ≥ f∗ − f(S) .
By an averaging argument there exists v ∈ S∗ \ S such that
f(S + v)− f(S)
c(v) ≥
f∗ − f(S)
c(S∗ \ S) . (1)
The quantity on the l.h.s. of (1) is the density of v w.r.t. S. Recall that Plain Greedy
starts with S0 = ∅ and at iteration i obtains Si by adding to Si−1 a maximum density
element vi in the set Vi = {v ∈ V \ Si−1 : c(v) ≤ B − c(Si−1)}; the algorithm terminates
when this set becomes empty. Let ` be the smallest index i such that no maximum density
element in S∗ \ Si belongs to Vi. Note that (1) holds for Si−1, vi for i = 1, . . . , `. Assuming
S∗ \ S` 6= ∅, we let v∗ be an element in S∗ \ S` that satisfies (1) w.r.t. S` (e.g., a maximum
density element in S∗ \S`). Only in this section, just for the analysis, we ignore the elements
picked from iteration ` and on, if any, and denote v∗ by v`+1. We also let S`+1 = S` + v`+1.
By the definition of `, S`, v`+1 we have:
I Corollary 4. v`+1 ∈ S∗ \ S`, c(S`+1) > B, and (1) holds for S`, v`+1.
The following lemma was proved in [5] for a coverage function f ; the proof for an arbitrary
submodular increasing f is identical, but we provide a proof sketch for completeness of
exposition.
I Lemma 5. Let fi = f(Si) and ci = c(vi). Then fif∗ ≥ 1− e−c(Si)/B for all i ≤ `+ 1.
Proof. By (1), fi−fi−1ci ≥
f∗−fi−1
B , and this holds also for i = `+ 1, by Corollary 4. This is
equivalent to
fi
f∗
≥
(
1− ci
B
) fi−1
f∗
+ ci
B
. (2)
We claim that:
fi
f∗
≥ 1−
i∏
j=1
(
1− cj
B
)
. (3)
The proof of (3) is by induction on i. For i = 1 this follows from (2). From (2) we get that
(3) holds for i ≥ 2 if it holds for i− 1:
fi
f∗
≥
(
1− ci
B
) fi−1
f∗
+ ci
B
≥
(
1− ci
B
)1− i−1∏
j=1
(
1− cj
B
)+ ci
B
= 1−
i∏
j=1
(
1− cj
B
)
.
This implies
fi
f∗
≥ 1−
i∏
j=1
(
1− cj
B
)
≥ 1−
(
1− c(Si)/B
i
)i
.
The first inequality is by (3). The second inequality follows from the fact that for x1, . . . , xi ≥ 0
with
∑i
j=1 xj = C, the function
∏i
j=1
(
1− xjB
)
achieves its minimum when x1 = x1 = · · · =
xi = Ci . The last inequality is since f(i) = 1 −
(
1− ai
)i is decreasing in i and has limit
1− 1ea as i approaches infinity. J
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I Corollary 6. f`+1 > αf∗ and f` ≥ αf(S∗ − v`+1) ≥ α(f∗ − f(v`+1)).
Proof. The first inequality is by Corollary 4 and Lemma 5. For the second inequality
consider the instance with budget B′ ← B − c(v`+1) and groundset V ′ ← V − v`+1. Then
S′ = S∗ − v`+1 is an optimal solution for this instance of value f ′ = f(S′). Note that
v1, . . . , v` is a sequence of consecutive best density elements for the new instance as well,
hence for every i = 1, . . . , `, (1) holds for S = Si and S∗ = S′, namely
f(Si−1 + vi)− f(Si−1)
c(vi)
≥ f
′ − f(Si−1)
c(S′ \ Si−1) i = 1, . . . , ` .
By Corollary 4, c(S`) ≥ B′. Thus by Lemma 5 f` ≥ αf ′ ≥ α(f∗ − f(v`+1)). J
Recall that Greedy chooses the better among Plain Greedy outcome and the best
single element solution. Algorithm Greedy(k) picks each set of size ≤ k into the solution and
runs Greedy on the residual instance. E.g., Greedy(0) coincides with Greedy. Greedy(1)
runs Greedy on the residual instance for initial choice of every singleton, and chooses the
best outcome.
Following [5, 7], let S∗ = {u1, u2, . . .} be an optimal solution such that x = f(u1)f∗ is maxi-
mum, y = f({u1,u2})−f(u1)f∗ is maximum subject to choosing u1, and z =
f({u1,u2,u3})−f({u1,u2})
f∗
is maximum subject to choosing u1, u2.
Let x′ = f(v`+1)f∗ . Note that 1 ≥ x ≥ x′ ≥ 0. By Corollary 6, Plain Greedy achieves ratio
α(1−x′) ≥ α(1−x), while u1 gives ratio x. Thus Greedy achieves ratio max
x∈[0,1]
{α(1−x), x}.
The worse case is when α(1− x) = x which gives ratio x = α1+α > 0.61α.
Consider the case when we guess u1 and run Greedy on the residual instance with
groundset V − u1 and budget B − c(u1). Then S∗ − u1 is an optimal residual instance
solution of value f(S∗ − u1) ≥ (1− x)f∗. For this Greedy, let v`+1 be defined as before.
Let y′ = f(v`+1)f∗ be the fraction of this v`+1 in the original optimum. By Corollary 6, this
greedy algorithm has ratio x+ α[1− (x+ y′)]. The pair {u1, u2} achieves ratio x+ y. Let
D = {(x, y) : x ≥ y ≥ 0, x + y ≤ 1} and D′ = {(x, y, y′) : (x, y) ∈ D, y ≥ y′}. Then
Greedy(1) achieves ratio
min
(x,y,y′)∈D′
max{x+ α[1− (x+ y′)], x+ y} = min
(x,y)∈D
max{x+ α[1− (x+ y)], x+ y} .
The minimum is attained when x has the lowest possible value, which is x = y. Thus we have
ratio ρ = minx∈[0,1] max{x+ α[1− 2x], 2x}. The worse case is determined by the equation
x+ α(1− 2x) = 2x. Specifically:
If 2x ≥ x+ α(1− 2x) then x ≥ α1+2α and ρ ≥ 2x ≥ α1/2+α .
Otherwise, x ≤ α1+2α and ρ ≥ α− x(2α− 1) ≥ α− α(2α−1)1+2α = α1/2+α .
Consider the case when we guess u1, u2. Then S∗−{u1, u2} is an optimal residual instance
solution of value f(S∗ − {u1, u2}) ≥ f(S∗)− f({u1, u2}) = f∗(1− x− y). When we run the
Greedy on the residual instance, let v`+1 be defined as before. Let z′ = f(v`+1)f∗ be the fraction
of this v`+1 in the original optimum. This gives ratio x+y+α[1− (x+y+z′)], by Corollary 6.
The triple {u1, u2, u3} gives ratio x+y+z. Let D = {(x, y, z) : x ≥ y ≥ z ≥ 0, x+y+z ≤ 1}.
Similarly to the previous case we have ratio
min
(x,y,z)∈D
max{x+y+α[1−(x+y+z)], x+y+z} = min
(x,y,z)∈D
max{α+(x+y)(1−α)−αz, x+y+z} .
Since α < 2/3, (x+ y)(1− α) ≥ αz for (x, y, z) ∈ D, hence α+ (x+ y)(1− α)− αz ≥ α. An
equality holds iff (x+ y)(1− α) = αz, namely, iff x+ y = α1−αz = (e− 1)z.
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3 Modified greedy (Theorem 2)
Recall that Greedy+ is the following extension of Greedy. At iteration i, before adding vi
to Si−1, we do the following: among elements of cost ≤ B − c(Si−1), we let ai be one that
maximizes f(Si−1 + ai). Among the sets Si−1 + ai the algorithm finds one of the highest
f -value. It returns the best solution among the found solutions Si−1 + ai and the best pair
solution.
Here we prove that Greedy+ admits ratio 0.6817α. For that, we will consider the
contribution of both S` and of the elements picked after iteration `. Here we denote by v∗
the first element of S∗ that failed to be added to S`, and now v`+1 denotes the first element
that is added to S`, if any. Let us use the following notation:
x = f(v
∗)
f∗
y = f(S`)
f∗
q = c(S`)
B
Z = S∗ \ (S` + v∗) β = α1 + α
Note that we can achieve each one of the following three ratios:
ρ1 = y = 1− 1
eq
Lemma 5
ρ2 = y ≥ α(1− x) Corollary 6
ρ3 = x Most profitable item
In particular, using the first ratio we have the following.
I Corollary 7. If q ≥ 35 then Greedy+ achieves ρ1 ≥ 1− 1e3/5 > 0.71α.
Hence we will assume that q < 35 . To estimate the contribution of the elements added
after iteration `, we will consider the residual function g
g(A) = f(S` ∪A)− f(S`) A ⊆ V \ (S` + v∗)
Note that g is increasing submodular if f is, and that S∗ − v∗ ⊆ S` ∪ Z. Thus
g(Z) = f(S` ∪ Z)− f(S`) ≥ f(S∗ − v∗)− f(S`) ≥ (1− x− y)f∗ (4)
The residual problem (w.r.t. S`) is max{g(A) : A ⊆ V \ (S` + v∗), c(A) ≤ B − c(S`)} .
3.1 The case q ≤ 12 : ratio 0.69α
I Lemma 8. If q ≤ 1/2 then Greedy+ achieves ratio y + β(1− x− y).
Proof. Since q ≤ 12 , c(v∗) ≥ B − c(S`) = (1− q)B. Thus
c(Z) ≤ B − c(v∗) ≤ B − (1− q)B = qB ≤ (1− q)B .
The last inequality is since q ≤ 12 . We compute a β-approximate solution S′ to the residual
problem, thus by (4)
f(S` ∪ S′)− f(S`) = g(S′) ≥ βg∗ ≥ βf∗(1− y − x) ,
Consequently
f(S` ∪ S′) = f(S`) + (f(S` ∪ S′)− f(S`)) ≥ f(S`) + β(1− y − x)f∗
The lemma follows by dividing both sides by f∗. J
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I Corollary 9. If q ≤ 12 then Greedy+ achieves ratio 2α1+3α > 0.69α.
Proof. By Lemma 8, we can achieve ratio y(1− β) + β(1− x). By Corollary 6, y ≥ α(1− x).
From this we get that for q ≤ 12 we can achieve ratio
y(1− β) + β(1− x) ≥ α(1− x)(1− β) + β(1− x) = (1− x)(α− αβ + β) = (1− x) 2α1 + α .
Recall also that we can achieve ratio x (most profitable item). Thus we can achieve ratio
which is the maximum among x and (1− x) 2α1+α . The worse case is when these two bounds
are equal which gives ratio
x =
2α
1+α
1 + 2α1+α
= 2α1 + 3α =
2e
4e− 3α > 0.69α .
J
3.2 The case 12 ≤ q ≤ 35 : ratio 0.6817α
Here we will show that there exists a subset S′ ⊆ Z or an element z ∈ Z such that one of
f(S` ∪ S′), f({v∗, z}) is large enough. In the analysis, we will split the range [ 12 , 35 ] of q into
two subranges [ 59 ,
3
5 ] and [
1
2 ,
5
9 ]. E.g., in the next lemma case (i) is used for the first range
and case (ii) for the second range.
I Lemma 10. Let S be a set of items of maximum size s and of total size Σ.
(i) If s ≤ 1 and Σ ≤ 32 then all items can be packed into 2 bins of capacity 1 each.
(ii) If s ≤ 12 and Σ ≤ 54 then S partitions into 3 sets such that the total size of any two of
them is at most 1.
Proof. We prove (i). Apply the first-fit algorithm with unit size bins. All bins but one are
more than half full. This implies that in case (i) there are at most 3 bins. If there are at
most 2 bins we are done. Otherwise, let C1, C2, C3 be the sum of the sizes of the items in the
bins. Since we use the first-fit algorithm, C1 +C2 > 1, C1 +C3 > 1, C2 +C3 > 1. Summing
these inequalities gives 2(C1 + C2 + C3) > 3, contradicting that Σ ≤ 3/2.
For (ii), let k be the number of bins produced by the first fit algorithm with bins capacities
1/2. All bins but maybe one are more than 1/4 full, hence 3 ≤ k ≤ 5. Let ci be the size of the
items in bin i, where c1 ≥ c2 ≥ · · · . The case k = 3 is obvious. If k = 4 then form three groups
of items with total sizes c1, c2, c3 + c4. Since c2 > 14 , c2 + c3 + c4 ≤ c1 + c3 + c4 ≤ 54 − c2 ≤ 1,
and clearly c1 + c2 ≤ 1. If k = 5 then the three groups have sizes c1, c2 + c5, c3 + c4. Then
c1+(c3+c4) ≤ 54−c2 ≤ 1 and c1+(c2+c5) ≤ 54−c3 ≤ 1. Also, (c2+c5)+(c3+c4) ≤ 54−c1 ≤ 1,
concluding the proof of (ii). J
Let pi = 12 if
5
9 ≤ q ≤ 23 and pi = 23 if 12 ≤ q ≤ 59 .
I Lemma 11. If 12 ≤ q ≤ 35 then one of the following holds:
(i) For some S′ ⊆ Z, c(S′) ≤ (1− q)B and g(S′) ≥ pi(1− x− y)f∗.
(ii) For some z ∈ Z, c(Z − z) ≤ (1− q)B and f({z, v∗}) + g(Z − z) ≥ (1− y)f∗.
Proof. Note that:
If 59 ≤ q ≤ 23 and c(v) ≤ (1 − q)B for all v ∈ Z, then by Lemma 10(i) there is S′ ⊆ Z
such that c(S′) ≤ (1− q)B and g(S′) ≥ 12g(Z).
If 12 ≤ q ≤ 59 and c(v) ≤ (1 − q)B/2 for all v ∈ Z, then by Lemma 10(ii), Z partitions
into 3 sets S1, S2, S3 such that c(Si ∪Sj) ≤ (1− q)B for all 1 ≤ i 6= j ≤ 3. Then for some
i, j and S′ = Si ∪ Sj we will have g(S′) ≥ 23g(Z).
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Thus g(S′) ≥ pig(Z) and applying (4) gives the bound in (i).
Otherwise, c(Z − z) ≤ (1− q)B for some z ∈ Z. Since S∗ ⊆ {z, v∗} ∪ S` ∪ (Z − z),
f({z, v∗}) + g(Z − z) = f({z, v∗}) + f(S` ∪ (Z − z))− f(S`) ≥ f(S∗)− f(S`) = f∗(1− y) ,
arriving at case (ii) of the lemma. J
I Lemma 12. If 12 ≤ q ≤ 35 then for any 0 ≤ θ ≤ pi Greedy+ achieves one of the following
approximation ratios:
(i) y + θβ(1− x− y) = y(1− θβ) + θβ(1− x).
(ii) (1− θ)(1− y) + θx.
Proof. In Lemma 11(i) case we compute a β-approximate solution A for the residual problem,
hence by (4) g(A) ≥ βg(S′) ≥ piβ(1− x− y)f∗. Consequently
f(S` ∪A) = f(S`) + (f(S` ∪A)− f(S`)) = f(S`) + g(A) ≥ (y + piβ(1− x− y)) f∗ .
In Lemma 11(ii) case, c(Z − z) ≤ (1 − q)B and f({z, v∗}) + g(Z − z) ≥ (1 − y)f∗. If
g(Z − z) ≥ θ(1 − x − y)f∗ then we compute a β-approximate solution A for the residual
problem, hence by (4) g(A) ≥ βg(Z − z) ≥ βθ(1− x− y)f∗. Consequently
f(S` ∪A) = f(S`) + (f(S` ∪A)− f(S`)) = f(S`) + g(A) ≥ (y + θβ(1− x− y))f∗ .
Else, g(Z−z)f∗ < θ(1− x− y), and then the best pair solution achieves ratio
f(z, v∗)
f∗
≥ (1− y)− g(Z − z)
f∗
> (1− y)− θ(1− x− y) = (1− θ)(1− y) + θx .
J
I Corollary 13. If Lemma 12(i) case holds then Greedy+ achieves ratio 1−
1
eq
(1−θβ)
1+θβ .
Proof. Let δ = θβ. By Lemma 5, y ≥ 1− 1eq . Thus by Lemma 12(i) we can achieve ratio
y(1− δ) + δ(1− x) ≥
(
1− 1
eq
)
(1− δ) + δ(1− x) .
The best singleton solution gives ratio ≥ x. The worse case is when these two bounds are
equal, namely when
(
1− 1eq
)
(1− δ) + δ(1− x) = x. Solving for x we get
x =
(
1− 1eq
)
(1− δ) + δ
1 + δ =
1− 1eq (1− δ)
1 + δ
as required. J
I Corollary 14. If Lemma 12(ii) case holds, then Greedy+ achieves ratio αθ−αθ+2α .
Proof. By Lemma 12(ii) we can achieve ratio (1− θ)(1− y) + θx. We can also achieve ratio
y. The worse case is when y = (1 − θ)(1 − y) + θx, namely, when x = 1 − y + 2y−1θ . By
Corollary 6, we can achieve ratio y ≥ α(1− x). Substituting we get
y ≥ α(1− x) = α
(
y − 2y − 1
θ
)
.
Solving for y gives y ≥ αθ−αθ+2α . J
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3.3 Summary
We have the following:
If q ≥ 35 then Greedy+ achieves ρ1 ≥ 1− 1e3/5 > 0.71α, by Corollary 7.
If q ≤ 12 then Greedy+ achieves ratio 2α1+3α > 0.69α, by Corollary 9.
The case 59 ≤ q ≤ 35 : ratio 0.7063α
In this case 1− 1eq ≥ 1− 1e5/9 and pi = 12 . We choose θ such that the ratios in Corollaries 13
and 14 are (almost) equal. Specifically, we choose θ = 0.41155 ≤ 12 . For this θ we have
1− 1
e5/9
(1− θβ)
1 + θβ > 0.7063α
α
θ − αθ + 2α > 0.7063α
The case 12 < q ≤ 59 : ratio 0.6817α
In this case 1− 1eq ≥ 1− 1√e . We choose θ such that the ratios in Corollaries 13 and 14 are
(almost) equal. Specifically, we choose θ = 0.550814 ≤ 23 . For this θ we have
1− 1√
e
(1− θβ)
1 + θβ > 0.6817α
α
θ − αθ + 2α > 0.6817α
The lowest ratio is 0.6817α, concluding the proof of Theorem 2.
4 Modified one guess greedy algorithm (Theorem 3)
Recall that One Guess Greedy+ algorithm picks each item into the partial solution,
executes Greedy+ on the residual instance, and returns the best outcome. Here we prove
that One Guess Greedy+ admits approximation ratio 1+γ−
γ
α
2α−γ > 0.899, where γ = 0.6817α
be the ratio guaranteed by Theorem 2.
Let u ∈ S∗ be an element of maximum f -value. Consider the pick of u into the partial
solution. The residual problem has budget B − c(u) and groundset V − u, and the objective
function is h(A) = f(A+ u)− f(u). We run Greedy+ on this instance. We will use for this
residual problem a similar notation used for the original problem: v∗ is the first element
from S∗ − u that was rejected, and S` is the set of items picked before v∗ was considered.
We let s = f(u)f∗ and x =
f(v∗)
f∗ be the fraction of u and v∗ in the original problem optimum.
Note that s ≥ x.
I Lemma 15. One Guess Greedy+ admits ratio s+ γ(1− s).
Proof. We compute a γ-approximate solution A to the residual problem, hence
f(A+ u)− f(u) = h(A) ≥ γh(S∗ − u) = γ(f((S∗ − u) + u)− f(u)) = γ(f(S∗)− f(u)) .
Thus f(A+ u) = f(u) + γ(f∗ − f(u)). The lemma follows by dividing both sides by f∗. J
I Lemma 16. One Guess Greedy+ admits ratio s+ α(1− s− x).
Proof. By Corollary 6
h(S`) ≥ αh((S∗ − u)− v∗) = α(f(S∗ − v∗)− f(u)) ≥ α(f∗ − f(v∗)− f(u)) .
Thus f(S`+u) = f(u)+h(S`) ≥ f(u)+α(f∗−f(v∗)−f(u)). The lemma follows by dividing
both sides by f∗. J
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Summarizing, we can achieve ratios s(1− γ) + γ and s(1− α) + α(1− x). Since s ≥ x,
for any x, the minimum is attained for the lowest possible value of s, which is s = x. Thus
the ratio is lower bounded by
min
x∈[0,1]
max{x+ γ(1− x), x+ α(1− 2x)}
The worse case is when these two bounds are equal, namely, when we have γ(1−x) = α(1−2x).
Solving for x gives x = α−γ2α−γ , and substituting we get
x+ α(1− 2x)
α
= x
α
+ 1− 2x = α− γ
α(2α− γ) + 1−
2α− 2γ
2α− γ =
1 + γ − γ/α
2α− γ > 0.899 .
This concludes the proof of Theorem 3.
Acknowledgment. The first author thanks Moran Feldman for very useful discussions on
submodular maximization problems.
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