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INTRODUCTION 
A full development of a watershed is commonly related to, 
and to some extent dependent on, its water resources. Predic­
tion of runoff hydrographs and total water and sediment yield 
are essential information for a variety of engineering appli­
cations. These predictions are required for water supply, 
control and/or disposal either in the watershed itself or in 
another area under development that is hydraulically related. 
Similar information is also required for large projects of 
irrigation, drainage, flood protection, hydropower, recreation 
and road design. 
The science of hydrology has used the computer as a major 
tool to simulate the characteristics of a real system under 
given conditions. With the use of a mathematical model pro­
grammed for a computer, parameters can be varied and different 
scenarios and situations studied in a very short time. 
Recently, most of the effort in hydrologie research has 
been focused on the development of better hydrologie computer 
simulation models and in the improvement of some of the func­
tions in the existing models in order to better understand and 
simulate the rainfall-runoff process from a watershed. A 
characteristic, common to most of the more recent advanced 
simulation computer models, is the requirement of a large 
amount and variety of information (data base) for calibration 
and validation. Under these conditions, a computer with a 
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large memory capacity is required to handle complicated and 
extensive programs. Unfortunately, computers with vast 
memory capacity are generally found only in large institu­
tions of education, research or major consulting companies. 
The purchase or use cost makes it prohibitive for individuals 
or small firms engaged in consulting service to use. 
With the recent advent of the microcomputer, a powerful 
new tool is available for use by engineers and hydrologists. 
Some attractive characteristics of these microprocessor-based 
computer systems are the language used for programming (BASIC), 
its simplicity of operation, low cost, small size and easy 
transport to the office, laboratory or field for both data 
acquisition and model simulation. 
Because the use of microcomputers in the field of hy­
drology is a new technique, little work has been done in order 
to provide the user with the required software. This involves 
new programs or adapting some of the existing simulation models 
to a variety of conditions according to the characteristics 
and specifications of these small machines. 
In the near future, an expected increase in interest, de­
mand and use of microcomputers is anticipated. Based on this 
trend and the impact that this new technology will have in the 
engineering field, the overall purpose of this research was to 
investigate the possibility of adapting a simulation model 
previously developed for a large computer to the capability of 
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a microcomputer. 
The specific objectives of this research were as follows: 
1. To adapt the hydrologie part of the Kentucky Watershed 
Model to the specific operational characteristics of 
an Apple II-Plus microcomputer with 48 K bytes and 
using BASIC as the programming language. 
2. To apply the resulting simulation model to an agricul­
tural watershed in Iowa where the required information 
is available. 
3. To determine by a sensitivity analysis technique which 
of those parameters used by the model are the most 
relevant for the simulation process. 
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SIMULATION OF HYDROLOGIC SYSTEMS 
Some of the most critical problems faced by hydrologists 
had been the estimation of flow from ungaged watersheds and 
the extension of outflow records in gaged streams. In the 
past, these problems were solved first by intuition and later 
with the use of models. Among the early models, special 
attention was given to the rational formula, the unit hydro-
graph method and statistical regression and correlation 
equations. 
Since 1950, the digital computer has become available in 
sufficient numbers to be widely used in hydrologie research and 
application. The ability of the computer to perform a large 
number of operations in a very short time has permitted the hy­
drologists to become involved in more complex studies. These 
studies included large correlation problems, derivation of the 
unit hydrograph from multiple storms, flood routing and reser­
voir operation. 
The continuous increase in memory capacity and computation 
speed of the computers gave the hydrologists an opportunity to 
attack the hydrologie problem by using a different strategy. 
This relatively new technique has been named "hydrologie sys­
tem simulation". Some useful concepts are included in the 
next sections. 
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Definitions' 
Gordon (1978) defined system as "an aggregation or 
assemblage of objects joined in some regular interaction or 
interdependence." This definition is broad enough to include 
static and dynamic systems. In water resources, the dynamic 
systems where the interactions cause changes over time are 
the most important. Another more specific definition is given 
by Hillel (1977). According to him, "a system is a part of 
the universe which can be distinguished from its surrounding 
environment by either physical or conceptual boundaries." 
From these definitions, it appears that the boundaries of a 
system are arbitrary and composed of interacting parts. 
With respect to hydrologie systems, Clarke (1973) gives 
the following definition. "Hydrologie system is a set of 
physical, chemical and/or biological processes acting upon an 
input variable or variables, to convert it (them) into an out­
put variable or variables." In this definition, variable is 
understood to be a characteristic of a system which may be 
measured, and which assumes different values when measured at 
different times. 
Field information of hydrologie parameters usually is 
incomplete, not reliable and sometimes inappropriate. As a 
consequence, engineers rely on simulation techniques as a 
tool in rationalizing decisions. Hall and Dracup (1970) de­
fine simulation as "the representation of the essence of a 
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system without reproducing the system itself." Hillel (1977) 
defines it as "a numerical technique for conducting hypotheti­
cal experiments on mathematical models describing the quanti­
tative behaviour of dynamic systems." Hydrologie simulation 
is, then, the description of a hydrologie water resources 
system from a series of events during a selected time period 
(Viessman et al., 1977). 
Usually, simulation has come to mean a model which is de­
scribed using arithmetic and algebraic relationships along 
with some logical processes developed to analyze different 
types of systems. Thus, simulation is an experimental problem-
solving technique which is used to study complex systems which 
cannot be directly analyzed by using formal analytical 
methodologies. 
Types of Simulation Models 
Models used in system studies have been classified in 
many ways. One of the earliest and most common classifications 
differentiates primarily among physical and mathematical 
models. Physical models are those based on analog techniques 
and principles of similitude applied to small-scale models 
(i.e., electrical, mechanical, hydraulic). Mathematical 
models, on the contrary, are based on mathematical equations 
and logic to reproduce the system. Based on their behavior 
with respect to time, we recognize both static and dynamic 
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models. Mathematical models are further subdivided based on 
the methodology used to solve the model. We differentiate be­
tween analytical and numerical techniques. Figure 1 shows the 
different types of models just described. 
During the last decade, mathematical models received 
preferential attention mainly due to the availability of 
digital computers. As a consequence, the effect of the com­
puter impact was that mathematical models become highly 
sophisticated and accompanied by a proliferation of an exten­
sive and complex terminology (Fleming, 1979). Mathematical 
models have been defined as: 
A simplified representation of a complex system in which 
the behaviour of the system is represented by a set of 
equations, perhaps together with logical statements, 
expressing relations between variables and parameters 
(Clark, 1973). 
Fleming (1975) defined it as: 
A numerical system inter-relating in a given time refer­
ence a sample of input, cause or stimulus of matter, 
energy or information and a sample of output, effect or 
response of information, energy or matter. 
The degree of knowledge of these inputs and outputs cre­
ate a full spectrum of mathematical models ranging from "black 
box models" to "white box models". Black box type models are 
those where inputs and outputs are specified but the mathe­
matical model of the system is unknown. In the white box 
type, models inputs, outputs and the interrelationships among 
them are known and defined by specific mathematical expres­
sions. Karplus (1977) indicates that hydrological models 
MODELS 
PHYSICAL 
/ \ 
STATIC DYNAMIC 
MATHEMATICAL 
/ \ 
STATIC DYN, 
/\ /\ 
AMIC 
NUMERICAL ANALYTICAL NUMERICAL 
I 
SYSTEM SIMULATION 
Figure 1. Model classification (after Gordon, 1978) 
Mathematical models 
Deterministic Statistical 
r 
Component 
processes 
Linear or 
nonlinear 
Optimum search 
models 
Empirical Conceptual Correlation Stochastic 
Integrated 
processes 
Systems 
analysis 
Decision 
theory 
Lumped or 
distributed 
Discrete or 
continuous 
Figure 2. Mathematical model classification (after Fleming, 
1979) 
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fall in the center of this spectrum. Mathematical models have 
been classified in different ways by different authors. Clarke 
(1973), Dawdy (196 9), Fleming (1979), Hillel (1977), Overton 
(1977) and Viessman et al. (1977) provide detailed descrip­
tions and definitions. Figure 2 shows a classification of 
mathematical models. 
A deterministic model is one which treats the process as 
if it formed part of a determinate system. No random variables 
are recognized. For given inputs, the model always produces 
the same output. A typical example is the Stanford Watershed 
Model IV and most of its new versions. 
Statistical models are those which treat the system as 
governed by the theory of statistics. They can be further 
subdivided into correlation and stochastic models if they are 
ruled by correlation or probability theory, respectively. 
A typical example of this category is the Markov chain models. 
Optimum search models are those which assess the best 
plan to satisfy a certain objective given a set of constraints. 
They are based on the application of system analysis and 
operation research theory. Fleming (1979) indicates the 
Fiering model as typical of this group. 
Purpose of Simulation Models 
Dawdy (1969) pointed out that the trend towards the de­
velopment of mathematical simulation models in hydrology re-
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suited from two basic assumptions: first, the belief that a 
properly designed and calibrated model will summarize the 
hydrology of any particular system; second, the belief that 
the model can be used for prediction, either on a short- or 
long-term basis, to extend the available data base. Askew 
et al. (1978), Fleming (1979) and Linsley (1976) agree that 
the use of models in hydrology falls into the following cate­
gories: (1) as assessment of the existing state of the water 
resources based on historical, meteorological and hydrological 
records; (2) as a prediction of man's action due to urbaniza­
tion, agriculture intensification, climate changes or any 
other alteration; and (3) as a teaching and research tool that 
evaluates the weight of different parameters representing the 
system and its incidence in the model. 
The use of hydrologie models for prediction purposes 
arises basically because of the limited and inadequacy of 
hydrologie data for design purposes. Under these conditions, 
the use of mathematical models previously calibrated and 
validated for a given watershed may allow the extension of 
streamflow records. 
The increasing effect of human activities on the different 
elements of the watershed (soil, crop, water, management, etc.) 
will tend more and more to make obsolete the streamflow data 
actually available. Under these conditions, the model may be 
used to anticipate the effect on the system under a given set 
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of input conditions. This information is of particular inter­
est to the people who need to make decisions. 
Problems in Using Simulation Models 
Viessman et al. (1977) indicate that because simulation 
entails a mathematical abstraction of real world systems, some 
degree of misrepresentation of system behavior can occur. 
Verified models have some limitations that should be con­
sidered when used for water resources planning and analysis. 
These limitations are the difficulty encountered in using the 
models to generate optimal plans for development and manage­
ment (the plans must be generated by other techniques), the 
inflexibility of changing the operating procedures for poten­
tial or existing components of the system being simulated 
(operating procedures must be programmed and incorporated into 
the model), and the potential overreliance on sophisticated 
outputs when hydrologie and/or economic input are inadequate 
(unreliable data base). 
Simulation models are not fully accepted by decision 
makers. Basically, the problem arises because of high expec­
tations for the performance and results given by the models. 
Barrett and Peart (1980) pointed out: 
Now we (the U.S. researchers) are attacking the more 
difficult problems of better validation, of better es­
timation of errors, of user acceptance and of transfer 
of information to the production managers who control 
the use of the resources. 
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Biswas (19 81) recognized a need for better communication and 
understanding between decision makers and modelers and the 
involvement by the user in the development process of a model. 
A number of possible solutions to overcome this problem are 
given in the literature. Biswas (1981) indicates that these 
solutions may include an increase in simple but effective 
models software, more participation of the decision makers in 
the development of a model, conduction of short courses 
oriented to potential users and development of new techniques 
for displaying model results in a simple, understandable form. 
The increasing availability of microcomputers and their 
simplicity in programming language and operation may help 
considerably in solving this problem by bringing the modeling 
process closer to the users. The microcomputer version of the 
Stanford Watershed Model is expected to be a contribution to 
the solution of the problem. 
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THE STANFORD AND KENTUCKY MODELS 
Research on simulation of the rainfall-runoff process 
from a watershed was initiated by Crawford and Linsley at 
Stanford University in 1959 and resulted in the development 
of four models, each an improvement of the preceding one. 
In 1966, the research culminated with the publication of the 
well-known Stanford Watershed Model IV, widely published and 
applied all over the world under a broad variety of conditions. 
It is a continuous digital simulation model of the deter­
ministic type with lumped representation of the different 
parameters and classified as general purpose. It operates on 
15-minute time loop when calculating the detailed division of 
the water between the various zones and alternative paths 
throughout the watershed. Figure 3 shows a flowchart of the 
Stanford Watershed Model IV according to Fleming (1979). 
As shown in Table 1 (Fleming, 1975), a total of 34 physi­
cally based parameters are included in the original version of 
the model. If snow accumulation and melt parameters are not 
included in the simulation process, the number of parameters 
reduces to 25. Four of these (UZSN, LZSN, CB and CC) are 
particularly difficult to assess from measurements and their 
determination may imply a trial and error and/or parameter 
optimization procedures. The remaining parameters are cal­
culated from maps, field survey or existing hydrologie data. 
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Figure 3, Flowchart of the Stanford Watershed Model IV 
(after Fleming, 1979) 
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Table 1. Parameters used in the Stanford Watershed Model; 
variable names according to the original version 
from Crawford and Linsley, 1966 (after Fleming, 
1975) 
Variable 
name Parameter 
K1 Ratio of average segment rainfall to average 
gauge rainfall 
IMPV Impervious area (fraction) 
EPXM Interception storage (maximum value) 
UZSN Nominal upper zone soil moisture storage 
LZSN Nominal lower zone soil moisture storage 
CB Infiltration index 
CC Interflow index 
K3 Areal cover of deep-rooted vegetation 
K24L Seepage to deep (or inactive) groundwater 
K24EL Evaporation from groundwater within reach of 
vegetation 
L Length of overland flow (feet) 
SS Overland flow slope 
NN Manning's "N" for overland flow 
IRC Daily interflow recession rate 
KK24 Daily groundwater recession rate 
KV Groundwater recession variable rate 
POWER Exponent of the infiltration curve equation 
UZS Actual upper zone soil moisture storage at start 
LZS Actual lower zone soil moisture storage at start 
SGW Groundwater storage volume 
GWS Groundwater slope parameter 
RES Surface detention storage 
SRGX Interflow detention storage 
SCEP Interception storage volume 
AEPI Antecedent potential évapotranspiration index 
RADCON Radiation melt parameter 
CONMELT Convection-condensation melt parameter 
SCF Snow correction factor 
ELDIF Elevation difference in thousands of feet 
IDNS Index density of new snow 
F Forest cover index 
DGM Daily ground melt (inches) 
WC Water content of snow at saturation (fraction) 
MPACK Water equivalent of snow-pack for complete areal 
coverage (inches) 
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David (1972) pointed out that the original version of the 
Stanford Watershed Model shows two basic characteristics 
which limit its use. These limitations are the programming 
language (Balgol) and the complicated program logic. 
To overcome this problem, James (1970) and his collabora­
tors at the University of Kentucky translated the Stanford 
Model to FORTRAN. They called their version the Kentucky 
Watershed Model, The work, published in three parts, was 
reported by Liou (1970), Ross (1970) and James (1970), each 
one analyzing different parts of the model development and 
use. Another important contribution done by this group was 
the development of a self-calibration program (OPSET) which 
determines most of the parameters required by the model. 
In 1972, David adapted this model to Iowa conditions to 
predict sheet erosion. He also modified the program by in­
troducing simpler writing statements. Kwun (1980) used it to 
predict rill and interrill erosion. 
In the following sections, a discussion of some of the 
basic characteristics of the Stanford and Kentucky Watershed 
Models are included. For further details, the reader may 
refer to Crawford and Linsley (1966), David (1972), James 
(1970), Kwun (1980), Magette et al. (1976) and Ross (1970). 
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Model Description 
The modeling process is based on the solution of the 
water balance equation which can be written as (Fleming, 
1979)« 
(P - E = R + AS)^ (1) 
where: 
P = precipitation (mm/unit area) 
E = évapotranspiration (mm/unit area) 
R = runoff (mm/unit area) 
AS = changes in storage (mm/unit area) 
t = time step 
In order to do the computations in a 15-minute interval, 
this equation is broken down into detailed components. The 
different functions used are based on the physical character­
istics of the watershed. 
The hydrologie cycle, as described in the model, is 
governed by the relative magnitude of two nondimensional 
storage reservoirs, the upper and lower zones. A nominal 
lower zone 'storage index is entered as input and, from the 
ratio between the actual lower zone and this index, the dis­
position of incoming moisture is allocated to upper zone 
storage, infiltration, overland flow detention storage, inter­
flow detention storage, lower zone storage and groundwater 
storage (Shanholtz et al., 1972). 
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Table 2 shows the different processes represented by the 
model and how they are calculated or estimated. A brief dis­
cussion of each program parameter, using the symbols developed 
for the current Applesoft version of the Kentucky Watershed 
Model, follows. 
Interception storage 
Interception is defined as the process whereby precipita­
tion is retained on the leaves, branches and stems of the 
vegetation and on the litter covering the ground. From there 
it is evaporated without adding water to the soil. 
In the model, interception is an input parameter repre­
sented as a storage of finite capacity (VM). This capacity 
is a function of canopy density, which in turn is a function 
of the type and distribution of the vegetation and the season 
of the year. Any excess rain above this storage capacity 
overflows and becomes available for infiltration and/or over­
land flow. From here it is assumed that evaporation takes 
place at the potential rate. 
Crawford and Linsley (1966) suggest the following values 
according to the watershed cover: 
Watershed cover VM 
Grassland 
Moderate forest cover 
Heavy forest cover 
0.10 
0.15 
0 . 2 0  
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Table 2. Hydrologie processes simulated by the Stanford 
Watershed Model (after Fleming, 1975) 
Processes represented 
Land surfaces 
Interception storage 
Impervious area 
Infiltration 
Overland flow 
(detention storage) 
Evapotranspiration 
Snow accumulation and 
melt 
Sub-surfaces 
Interflow 
Soil moisture; two 
storage zones 
(1) upper zone 
(2) lower zone 
Percolation 
Groundwater storage 
and flow 
Inactive groundwater 
Evapotranspi ration 
Channels 
Basin configuration 
Flow routing: channels 
Time interval of 
calculation 
Input parameter 
Direct runoff per unit time for 
directly connected impervious 
areas 
Simplified conceptual equation 
Continuity and modified Chezy-
Manning equations 
Water balance based on measured 
potential 
Based on theoretical melt equa­
tions and energy budget 
approach 
Lumped uniform units 
Routing based on the continuity 
equation and a derived time-
delay histogram for individual 
catchments 
15 minutes 
Water balance function 
Nominal capacity concept assigned 
parameter levels 
General water balance functions 
used to represent gain and loss 
from storage 
Function based on soil moisture 
storages and infiltration 
equations 
Storage is an input parameter and 
flow based on recession equation 
Based on a fixed loss rate 
function 
Moisture loss from soil—based on 
"opportunity" concept 
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Impervious areas 
Impervious areas are defined as the land surface with an 
infiltration capacity equal to zero (Fleming, 1975). Some 
runoff from impervious areas may flow over sections of pervi­
ous land before reaching a channel system. When this occurs, 
the overland flow from impervious areas is a function of the 
soil moisture conditions in the watershed. The infiltration 
functions of the model determine the amount of overland flow 
which reaches the streams coming from these impervious areas. 
In the model, the percentage of impervious areas over 
the entire watershed (FI) is an input. This parameter is 
usually zero for rural or agricultural areas unless there are 
large paved or unpaved roads or large areas of exposed rocks. 
Infiltration 
The model assumes the infiltration process as composed of 
direct and delayed infiltration. Shanholtz et al.(1972) defines 
direct infiltration as the net water entering the soil im­
mediately upon contact with the surface, and delayed infil­
tration as the water that moves through the soil profile from 
depression storage and overland detention storage. 
As rainfall begins, inflow to surface depressions, soil 
fissures and loose soil can occur at very high rates. When a 
heavy rainfall persists, these areas of temporary storage be­
come filled and are less effective in moisture absorption 
(Ligon et al., 1959). 
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Direct infiltration controls runoff volume throughout 
the watershed and areal variations in infiltration capacity 
will affect the behavior of the basin with respect to runoff. 
Figures 4 and 5 show the relationships between infiltration 
and overland flow for a given mean moisture supply (PB). 
Figure 5 shows the idealized straight line function as used in 
the model. 
Crawford and Linsley (1966), Ligon et al. (1969) Shanholtz 
et al. (1972), among others, provide a complete description of 
the conceptual and mathematical interrelationships between 
direct and delayed infiltration. Kwun (1980) includes the 
FORTRAN equations which describe the different steps followed 
in the Kentucky Watershed Model. By using Appendix A of this 
report, the reader may identify the equations used in this 
version. 
Overland flow 
Overland flow is defined as the water movement over the 
land surface towards the stream channel system. As a conse­
quence of the interactions between infiltration and overland 
flow, a continuous evaluation of the detention storage and 
outflow from this storage is required to obtain accurate 
results. 
The following equations are used by the model in order to 
continuously calculate the detention storage in the watershed. 
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Figure 4. Cumulative frequency distribution of infiltration 
capacity, theoretical (adapted from Ligon et al., 
1969) 
•S 
Overland flow 
Interflow 
Moisture/supply/(i 
Infiltration 
CMACI 
0 25 50 75 100 
Percent of area with an infiltration capacity 
equal to or less than the indicated value 
Figure 5. Cumulative frequency distribution of infiltration 
capacity, model (adapted from Ligon et al., 1969) 
(CI = current interflow volume multiplier; CM = 
current maximum infiltration rate during period; 
PB = precipitation excess before infiltration) 
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. 0.000818 jO'G 
e - gO.3 
where : 
Dg = surface detention (cfs) 
i = supply rate (in./hr) 
S = land slope (ft/ft) 
L = length of the overland flow (ft) 
n = Manning's coefficient (dimensionless) 
The rate of discharge from overland flow, based on the 
Chezy-Manning equation, is; 
q = yO'G (3) 
where: 
q = discharge (cfs) 
Y = depth of water (ft) 
After some mathematical manipulations (Crawford and 
Linsley, 1966; Fleming, 1975; Shanholtz et al., 1972), the 
equation for overland flow discharge rate in cfs becomes: 
q = S°-5 (S)5/3 [1,0 4. (B )3-|5/3 (4) 
n ij Dg •' 
The current level of surface detention (D) is continuous­
ly estimated by solving the continuity equation: 
D2 = Di + ad - q At (5) 
where : 
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Dg = detention storage in present time interval 
= detention storage in previous time interval 
q = the overland flow entering the channel system 
during the time interval At 
AD = increment added to surface detention storage, equal 
to the difference between the total rain reaching 
the land surface and the volume of infiltrated water. 
Figure 6 shows a typical overland flow hydrograph indi­
cating the main three phases of the entire process; transi­
tion, equilibrium, and recession. 
Evapotranspiration 
Evapotranspiration is the loss of water from the land 
and water surfaces of the watershed due to the combined process 
of evaporation and transpiration. To simulate évapotranspira­
tion, the model considers annual (EE) and daily (DP) potential 
évapotranspiration as input parameters estimated from U.S. 
class A pan evaporation. Current actual évapotranspiration 
(EP) is dependent on moisture conditions and it is calculated 
by using the proper coefficients according to the vegetation 
existing in the watershed. 
As the surface moisture supply nears depletion, actual 
évapotranspiration becomes a function of the "évapotranspira­
tion opportunity". Evapotranspiration opportunity is defined 
as the maximum amount of water available for a given time in­
terval from a specific point in the watershed. Figure 7 shows 
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1975) 
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tion opportunity, model (adapted from Ligon et al., 
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a typical plotting of cumulative distribution for évapotran­
spiration opportunity as used in the model. The computational 
scheme performed by the model is based on Figure 7. Evapo­
transpiration opportunity for a given time interval is assumed 
to be a linear function of the ratio of current lower zone 
storage (LS) to nominal value (LC) and average watershed 
évapotranspiration coefficient. 
Interflow 
Interflow is the amount of water which moves through the 
upper soil layer to the channel system. This factor is highly 
dependent on the geology of the area. Eventually, interflow 
may reappear on the soil surface to join overland flow. Like 
the other components of the Stanford and Kentucky Models, the 
amount of water available for interflow is also computed 
based on moisture levels and the local infiltration rate. 
Water is allocated to interflow as a function of; 
f^ = f + f(c-l) (6) 
where: 
f^ = total mean infiltration capacity 
f = mean infiltration capacity of the area 
c = interflow component 
In the model, the current interflow volume is computed 
by using the following expression: 
CI = BV * (7) 
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where: 
CI = current interflow volume 
BV = basic interflow volume factor 
LS = current lower zone storage 
LC = lower zone storage capacity 
Figure 8 shows the result of plotting equations 5 and 7. 
The cumulative volume of infiltrated water, interflow and sur­
face detention, as described by Crawford and Linsley (1966), 
are shown in this figure. 
Water entering interflow storage (IS) is assumed to enter 
the stream channel system at a rate based on a recession rate 
obtained from analysis of recorded streamflows. The model 
computes this in a 15-minute time interval according to an 
equation of the following form: 
q^ = [l.O - (IR)1/9G^ IS (8) 
where: 
q^ = interflow volume entering the channel system 
IR = interflow recession constant 
Soil moisture storage and movement 
This process involves the accumulation of water in the 
soil profile and its three-dimensional movement. Figure 9 
shows the different components and the interactions between 
saturated and unsaturated zones. 
As indicated by Fleming (1975), Crawford and Linsley 
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volume, interflow and surface detention (after 
Fleming, 1975) 
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divided the unsaturated part of the soil profile into two 
zones, the upper and lower zones. The upper zone soil stor­
age (UZ) may be considered as the top few inches of soil which 
react immediately to rainfall and which control the fraction 
of overland flow. The lower zone storage (LS) represents the 
soil moisture storage capacity from just below the surface 
down to the capillary zone. In the model, both are input 
parameters and their estimation must be based on trial and 
error, optimization procedures or empirical relationships. 
When rainfall occurs, moisture is divided between surface 
detention and gross infiltration. The gross infiltration in­
cludes water assigned to interflow and to the lower zone. 
Some of the water assigned to surface detention enters the 
upper soil moisture storage. This fraction is computed 
based on the ratio of actual soil moisture in the upper zone 
to the nominal soil moisture in the same zone. The correspond­
ing equations used to compute each component are fully de­
scribed by Crawford and Linsley (1966), Shanholtz et al. 
(1972), and Fleming (1975). Figure 10 shows the relationship 
between percent of the increase in surface detention retained 
by the upper zone and the upper zone soil moisture ratio. 
The difference in the values between the two curves is a result 
of the equations used to compute the fraction of moisture re­
tention (FM) and the percolation to groundwater (PG). From the 
upper zone, water is lost by evaporation to the atmosphere and 
by percolation to the lower zone and groundwater storage. 
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Groundwater 
Groundwater storage and flow involve the accumulation of 
water in the groundwater storage zone and its discharge as 
groundwater outflow (base flow) and deep percolation. Deep 
percolation reaching the inactive groundwater storage does 
not contribute to the watershed outflow discharge (see 
Figure 9). 
The percentage of either direct or delayed infiltration 
that enters the groundwater storage is a function of a dimen-
sionless parameter called "lower zone storage ratio (LR)" (see 
Figure 11). This parameter is defined as the ratio between 
the actual lower zone storage (LS) and the lower zone storage 
capacity (LC). 
Percolation to deep or inactive groundwater storage is 
modelled by allowing a fixed fraction of the flow to ground­
water to bypass the active storage that contributes to stream-
flow. Crawford and Linsley (1966) indicated that this input 
parameter may be estimated from observed or assumed ground­
water levels in situations where percolation to deep inactive 
storage is suspected. 
Channel translation and routing 
Originally, Crawford and Linsley proposed the use of a 
channel time-area delayed histogram to be used in the model. 
However, as indicated by Ross (1970), travel times are dif­
ficult to compute with a degree of precision that this 
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theoretical refinement is seldom worth the trouble from 
the viewpoint of better flood hydrograph modelling. Conse­
quently, in the Stanford and Kentucky Models, the time re­
quired for runoff to travel downstream is computed by 
lagging flows through the use of a time-area histogram 
according to a simplified procedure proposed by Clark (1943). 
The time-area histogram separates the watershed into zones 
by isochrones of equal travel time to the outlet (see Figure 
12a). The number of isochrone zones within the watershed is 
dependent upon the time increment used in routing and the time 
of concentration of the watershed. Therefore, the time-area 
curve represents only the time of flow in the channel system. 
The time of concentration may be computed by the Kirpich 
equation which is written as; 
T^ = 0.0078 s-0.385 (g) 
where: 
T^ = time of concentration (min) 
L = channel length (ft) 
S = channel slope (ft/ft) 
The average velocity of the movement of the flood wave 
through the watershed is calculated by dividing the time of 
concentration by the length of the channel. The velocity is 
then multiplied by the desired isochrone time increment yield­
ing the stream distance for separating isochrones in the map 
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of the watershed. The area bounded by each pair of isochrones 
is planimetered and the fraction of the total watershed con­
tained between each pair is computed. The resulting time-
area histogram (Figure 12b) is a tabulation of these frac­
tions proceeding in an upstream direction (Ross, 1970). 
The outflow hydrograph produced by channel translation 
is then routed throughout a storage to simulate attenuation in 
the channel system. _ This procedure is done by solving the 
continuity equation: 
1 = 0 +  d S / d t  ( 1 0 )  
where: 
I = inflow 
0 = outflow 
S = storage 
t = time 
Model Use and Capabilities 
The Stanford Watershed Model and its FORTRAN version, the 
Kentucky Watershed Model, has been used by many researchers. 
Other versions are also available. Some of these versions 
are the Hydrocomp Simulation Program (Hydrocomp International 
Inc., 1968), the Ohio State University Model (Ricca, 1972), 
the Texas Model (Claborn and Moore, 1970), the Clemson Uni­
versity Model (Ligon et al., 1969), the Kentucky self-
calibrating model, OPSET (Liou, 1970) and the National 
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Weather Service Forecasting Model (USNWS, 1972). In all of 
them, however, the basic structure of the original model is 
essentially the same. 
Fleming (1975) pointed out that the Stanford Watershed 
Model can be used in different fields and for different pur­
poses. Some of these uses are in civil engineering design 
(flood frequency, data acquisition, forecasting, reservoirs 
operation, etc.), in agricultural engineering (irrigation, 
drainage, crop water requirements, land use, sediment trans­
port, etc.), in research and in teaching. Some typical ex­
amples of the use of the model cited in the literature in 
each of these fields are: (L) study conducted at the South 
Creek Watershed, New South Wales, Australia, to assess the 
rainfall-runoff mechanisms for an ephemeral stream where the 
rainfall records available were larger than the streamflow 
records (Fleming, 1979); (2) study of water management on rice 
paddy areas in Korea conducted by the Food and Agricultural 
Organization of the United Nations, for a continuous assess­
ment of the water balance (Fleming, 1975); (3) study on the 
evaluation of the effectiveness of the Stanford Model for 
synthesizing streamflows in two small agricultural watersheds 
in Virginia (Shanholtz et al., 1972). 
In the field of education, Linsley (1969) reports the 
significant impact that the development of the model had on 
hydrologie education at Stanford University. It permitted 
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organizing the instruction around the flow diagram of the 
model, better opportunity for the students to explore hydro-
logic processes via digital simulation and as a base for a 
variety of research projects in hydrology. 
Based on the versatility of the model, more and varied 
applications may be expected in the future. With the avail­
ability of this new microcomputer version of the Kentucky 
Watershed Model, its features and capabilities, it is ex­
pected that new possibilities may be open in teaching and 
engineering applications. 
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USE OF MICROCOMPUTERS 
Camp et al. (1979) defines microcomputer as "a module 
which has as components a microprocessor chip, some amount of 
memory, input/output interface chips, a clock and other logics 
such as buffers and drivers all mounted on a printed circuit 
board." Cassell (1978) defines it as "a combination of micro­
processor, support circuitry (clock and control circuits), 
memories and circuits. It is a true computer that has been 
built around a microprocessor input/output." Both of the 
previous definitions are developed like the microcomputer 
itself, i.e., around the word microprocessor. By definition, a 
microprocessor is the central semiconductor integrated circuit 
which contains registers, data path and control logic which 
permits execution of conventional machine language. Often 
this element is embodied in a single silicon chip. 
Some basic characteristics common to most of the micro­
computers which are available in the market are its small 
size, low cost and somewhat limited processing capability. 
This limited processing capability, however, must not be under­
estimated since it surpasses many minicomputers of only a few 
years vintage. 
From an operational viewpoint, a microcomputer, 
like any other computer, is a machine which manipulates 
binary numbers (data) following an organized sequence of 
steps (program) defined by a specific set of instructions. 
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In the following sections, a discussion is given about the 
general organization or architecture of a microcomputer and 
the description of the main features of the Apple II micro­
computer used in this research. Some of the current applica­
tions of these machines in the field of hydrology are also 
presented. 
Microcomputer Architecture 
The design of most of the microcomputers available today 
are organized about classical lines having three main parts: 
memory unit, central processor unit (CPU) and input/output 
units (Cassell, 1978). The memory has the capability to store 
binary numbers which describe, in detail, the instructions 
given to the computer. It also stores data in the same form 
compatible with the computer's operation. 
The heart of the microcomputer is the microprocessor. 
It contains a central processing unit (CPU) which contains 
the circuitry required to access the appropriate location in 
memory and interpret resulting instructions. The CPU con­
tains the arithmetic/logic unit (ALU), a control section and 
various data registers for temporary storage and manipulation 
of data and instructions. 
The input units convert input signals into the proper 
binary form for the microprocessor. On the other hand, output 
units convert the binary outputs into a useful and understand­
able form for the user. 
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The different building blocks of the microcomputer are 
interconnected by a group of lines called "buses". The vari­
ous components of the CPU are connected together by the in­
ternal buses and with the rest of the computer by the external 
buses. 
Figures 13 and 14 illustrate two different forms of pre­
senting the block diagram of a microcomputer containing the 
basic parts previously indicated. From these figures, we can 
conclude that the working process of a microcomputer is as 
follows. Program and data are first stored into the memory 
unit via the input units. The individual instructions of the 
program are then entered, one at a time, into the control 
unit where they are interpreted and executed. This execution 
process usually requires data to be stored into the arithmetic/ 
logic unit where the circuitry necessary for manipulating the 
data is contained. Finally, during the computation process 
or at its completion (depending upon the instructions), the 
results are sent to the output units and eventually reach the 
user. 
In the following sections, a review of the main charac­
teristics of each unit is presented. Detailed description 
can be found in the specialized literature cited. 
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The memory unit 
Program steps and data must be stored and recalled at the 
proper time in order for the computer to perform its function. 
This is the task of the memory unit. Program and data are 
stored into substorages called registers each capable of 
holding one computer word. Each register has a specific lo­
cation in the memory which is identified by an address desig­
nating a unique substorage unit. In a broad sense, the 
memory may be divided into two main classes: the Random 
Access Memory (RAM) and the Read-Only Memory (ROM). 
Random Access Memory, more properly called a Read/Write 
Memory, is used for temporary storage of both program and data 
which may be subject to change during the computation process. 
The RAM is also known as a high-speed memory because the 
microprocessor can fetch or store a word in about a millionth 
of a second. A basic characteristic of RAM memories is the 
volatility of its content which is lost when power is turned 
off. This content can also be accidentally altered by 
transients and/or other electrical incidents (Cassell, 1978). 
Read-only Memories can, as its name implies, only be 
read. Once its contents are set, they cannot be changed. 
Its contents are not volatile. They are not lost when 
power is removed and they are less susceptible to accidental 
alterations. 
As a result of new technologies, RAM and ROM memories 
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are available in different forms according to the technique 
used in their manufacture or by the technique used for storing 
information. Hilburn and Julich (1976), Grillo and Robertson 
(1979) and Camp et al. (1979) provide a very good description 
of each of these types of memory. 
The control unit 
The main function of the control unit is to oversee the 
operation of the computer. It automatically receives the in­
structions, one at a time, from the memory unit. Then it de­
codes each instruction and generates the necessary signals to 
provide for its execution. Normally, these instructions are 
in sequential order and their location is indicated by a 
proper counter within the control unit (Givone and Roesser, 
1980). Another important function of the control unit is 
maintaining synchronization between the various computer parts. 
This task is achieved by means of a clock. Several clock 
periods are needed to handle an instruction. 
In general, an instruction may be fetched from memory, 
decoded and then executed. This may be done in several time 
intervals. Each of these intervals, involving one or more 
clock periods, is called a machine cycle. The entire period 
associated with fetching, decoding and executing of an instruc­
tion is called an instruction cycle. 
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The arithmetic/logic unit 
The arithmetic/logic unit (ALU) is where most of the 
data manipulation occurs. As indicated by its name, this unit 
performs arithmetic and logical operations on the contents of 
the working registers, the program counter and/or locations in 
the main memory. The results are stored in the place indi­
cated by the instructions (Gibson and Liu, 1980). 
Typically, the most important register in the arithmetic 
unit is the accumulator. This register normally contains one 
of the operands prior to a computation and the result after 
the computation takes place. In addition, several auxiliary 
registers frequently appear in the arithmetic unit to facili­
tate the writing of programs (Givone and Roesser, 1980). 
Also included in the arithmetic/logic unit are flag bits. 
These bits provide status-type information that can be impor­
tant for determining the course of the computation. 
Input/output units 
The final two units of a microcomputer are the input and 
output units. These provide contact with the user and are 
the mechanisms by which external control is provided. These 
units act as buffers, translating information between the 
different languages with the computer and user or other sys­
tems. The input unit receives data and instructions from out­
side (user or peripheral devices) which eventually enter in 
the memory unit. The output units receive the computed 
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results and communicate them to the operator or to another 
system. For most microcomputers, input/output units are 
organized by ports. They are small groups of l/o lines that 
are read or written in parallel between the central processing 
unit and input/output logic. 
Figure 14 indicates that input/output units communicate 
directly with the arithmetic unit. This is not the only 
possible organization. To obtain a greater overall speed in 
a computer, it is desirable to allow the input and output 
units to access the memory directly rather than via the 
arithmetic unit. This is known as Direct Memory Access (DMA) 
(Givone and Roesser, 1980). 
There are a wide variety of peripheral (or I/O) devices 
that can be connected to a microcomputer. Typical devices are 
disk drives, display monitors, tape recorders, cassette or 
cartridges, printers, plotters, etc. Most of the time, the 
number and type of peripheral devices attached to a microcom­
puter are a function of its intended use. An excellent review 
of peripheral devices is provided by Flores and Terry (1982). 
The buses 
In modern microcomputer architecture, the central proces­
sor, memories and input/output subsystems are logically con­
nected by a set of buses. Figure 15 shows the four major sec­
tions in each bus structures address, data, control and power. 
The address bus is used to specify the memory location 
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(1978) 
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or I/o ports at which data are being read or written. The 
data bus transfers the data being handled from one subsystem 
to another. The control bus transfers data functions and sig­
nals used to maintain timing and status information. The 
power bus is used to distribute power from the system power 
supply to the various subsystems of the microcomputer (Cassell, 
1978). 
Finally, with respect to microcomputer architecture, we 
can say that the different components are physically packed 
on one or more printed circuit boards. There may be smaller 
boards that include various subsystems and which can be inter­
connected to assemble computers of different sizes. 
The Apple II Microcomputer 
In the next paragraphs, a discussion of the main archi­
tectural characteristics of the Apple II microcomputer is 
given. Detailed information can be found in Apple Computer 
Inc. (1981a,b) and Poole et al. (1981). 
The microprocessor 
Apple microcomputers are provided with a 6502 microproces­
sor, model MCS 6502/SY 6502 manufactured by MOS Technology 
Inc. In the machine, it runs at a rate of 1,023,000 machine 
cycles per second and can do over 500,000 addition and sub­
traction operations in one second. Its repertory includes 56 
instructions with 13 addressing modes. 
47 
The microprocessor has a 16-bit address bus and an 8-bit 
bi-directional data bus. Data from the microprocessor are 
put in the bus about 300 nanoseconds after the phase one 
system clock, and the read/write signals both drop to zero. 
At all other times, the microprocessor is either listening 
to or ignoring the data bus (Apple Computer Inc., 1981a). 
The 6502 microprocessor can directly reference a total 
of 65,536 (256 * 256) distinct memory locations. This is 
analogous to a book of 256 pages with 256 memory locations 
on each page. Since the microprocessor uses two 8-bit bytes 
to form the address of any memory location, we can think of 
one of these bytes as the page number and the other as the 
location within the page. 
The memory 
The Apple microcomputer memory can be subdivided into 
three categories: Random Access Memory (RAM), Read-Only 
Memory (ROM) and Input/Output locations (I/o). This implies 
that different areas of the memory are dedicated to different 
functions. Figure 16 shows the basic memory map of a standard 
Apple II microcomputer. 
The microcomputer can hold from 4 K (4,096 bytes) to 48 K 
(49,152) of Random Access Memory on its main board. The inte­
grated circuits are located in the center of the board, in 3 
rows of 8 sockets, inside an area marked by a white square 
(Figure 17). 
48 
Page Number 
Decimal Hex 
0 $00 
1 $01 
2 $02 
. . RAM (48K) 
190 $BE 
191 $BF 
192 $C0 
193 $01 
. . 
I/O (2K) 
198 $C6 
199 $C7 
200 $C8 
201 $C9 
. . I/O ROM (2K) 
206 $CE 
207 $CF 
208 $D0 
209 $D1 
. . 
ROM (12K) 
254 $FE 
255 $FF 
Figure 15, Basic system memory map of an Apple II micro­
computer (after Apple Computer Inc., 1981b) 
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Figure 17. Representation of the main board of an Apple II 
microcomputer 
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Most of the RAM memory is available for storing programs 
and data. However, some locations in RAM are reserved for use 
of the System Master, various languages and other system func­
tions, This is shown in Table 3, indicating computer page 
number and the respective use of that memory page. 
The Read-only Memory of the Apple microcomputer is formed 
by 1 to 6 integrated circuits located just below the micro­
processor (see Figure 17). In its standard stage, the machine 
can hold from 2 K (2,048 bytes) to 12 K (12,288 bytes) of ROM 
on its main board. 
Many programs are available in ROM. This package may 
include the System Monitor, the Apple Autostart Monitor, the 
Apple Integer Basic, the Applesoft II Basic and the Apple 
Programmer's Aid #1 utility subroutine. The available pro­
grams depend upon the type of machine and the accessories that 
are connected to it. Table 4 shows the ROM organization and 
usage. 
I/O locations 
Four K (4,096 bytes) memory location (16) pages of the 
Apple memory map are designated to input and output functions 
(see Figure 16). The on-board I/O functions are controlled 
by 128 memory locations shared by 27 different functions. 
These 128 locations fall into five types: keyboard data in­
puts, flag inputs, strobe outputs (utility strobe, clear key­
board strobe and game controller strobe), toggle switches and 
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Table 3. Random Access Memory (RAM) organization and usage 
in Apple II microcomputers (after Apple Computer 
Inc., 1981b) 
Paae number 
Decimal Hex Used for: 
0 $00 System programs 
1 $01 System stack 
2 $02 GETLN input buffer 
3 $03 Monitor vector locations 
4 $04 
5 $05 Text and lo-res graphics 
6 $06 Primary page storage 
7 $07 
8 $08 
9 $09 Text and lo-res graphics 
10 $0A Secondary page storage 
11 $0B FREE 
12 $0C 
through 
31 $1F RAM 
32 $20 Hi-res graphics 
through Primary page 
63 $3F Storage 
64 $40 Hi-res graphics 
through Secondary page 
95 $5F Storage 
96 $60 
through 
191 $BF 
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Table 4. Read-Only Memory (ROM) organization and usage in 
Apple II microcomputers (after Apple Computer Inc., 
1981b) 
Page number 
Used for: Decimal Hex 
208 $D0 
212 $D4 Programmer's Aid #1 
Applesoft 
II 
BASIC 
216 $D8 
220 $DC 
224 $E0 
228 $E4 
232 $E8 
235 $EC 
240 $F0 
Integer BASIC 
244 $F4 Utility subroutines 
248 $F8 
252 $FC Monitor ROM Autostart ROM 
soft switches. 
A number of out-board or peripheral I/O devices can be 
plugged in special slots provided for such purposes. Each 
one reserves a total of 280 bytes locations in the memory 
map. In addition, the machine reserves 2 K bytes of common 
area which can be shared by any device. 
The Apple II-Plus 
The Apple II-Plus (48 K bytes) used in this research is 
a standard Apple II computer which includes a Revision 1 board 
(a redesign board), an Autostart Monitor ROM and the Applesoft 
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II Basic language in ROM in lieu of the Apple Integer Basic. 
Other features of a standard Apple II, which include the Mini-
Assembler, the Floating-Point package and the SWEET-16 inter­
preter, stored in the Basic ROM, are not available on the 
Apple II-Plus Read/only memory. 
Microcomputers in Hydrology 
Shortly after the appearance of the microcomputers in 
the market, they became very popular for a wide variety of 
uses ranging from technical instruments and toys to home 
entertainment. With the continued increase in memory capacity 
and sophistication in the peripheral devices, they became 
suitable machines for use in business, accounting, word 
processing and engineering. Butalla (1982) indicates that 
labelling a microcomputer as a personal "game" computer is to 
mislabel a valuable tool. He mentions that, according to 
Datapro Research Corporation, 
The trend toward lower prices, higher performance and 
increasing utilization continue unabated in the micro­
processor field. Microprocessors are becoming true 
computers on a chip, and it is increasingly clear that 
they have an almost unlimited range of applications. 
At the technological and scientific level, microcomputers 
are becoming increasingly more popular at almost every educa­
tional or research center as well as at every small or large 
consulting firm. Butalla (1982) pointed out that smaller 
firms see the computer as an in-house solution of their 
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computing needs. Large firms can use them to increase overall 
computing efficiency within the firm by complementing their 
main frame. 
Unlike other areas, the technological and scientific 
field seems to have a limited amount of software available. 
Consequently, most of the engineers and scientists have to 
write their own programs. However, some important contribu­
tions have been done. Croley (1980) indicates that today 
a need exists for programs in hydrology and hydraulics for 
microcomputers to be used by practicing engineers. To par­
tially satisfy these needs, he wrote a book containing 21 
selected problems in the computation of flow rates. The pro­
grams, highly documented, are written in BASIC. He used an 
Ithaca Intersystem DPS 1 for their development. With slight 
modifications, these programs can be used in almost any micro­
computer if memory capacity is sufficient. Similarly, Golding 
(1980) published a set of 19 programs written in the same 
language and in the same field of expertise. Besides a pro­
gram listing and sample problems, he includes step-by-step 
user instructions which make them very easy to use. 
In the Civil Engineering magazine, another important con­
tribution is currently carried on. A number of articles have 
already been published including typical problems in struc­
tural engineering (Carroll, 1981), planning (Whitehouse, 
1981), flood routing (Golding, 1981) and water quality 
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(Hughto and Schreiber, 1982). A characteristic common to all 
of the programs included in the previous references is that 
they represent the straightforward solution to specific prob­
lems, No special manipulation of the program or the data were 
required. The results are almost instantaneous. 
Hydrologie modelling has been a task usually accomplished 
by using large computers that are able to handle extensive and 
complicated problems with large amounts of data. Few refer­
ences exist about the use of microcomputers in this field. 
In the next paragraphs, a short review of the few studies 
published is included. 
Mido (1980) used an HP 9825-A microcomputer with 15,036 
bytes memory capacity for a groundwater basin modelling study 
conducted at Raymond Basin in Los Angeles County, California. 
The use of the matrix inversion method for the solution of the 
set of simultaneous equations limited the model to 18 nodes. 
The determination of the groundwater levels for a 10-year 
period took about 40 seconds. The results, tested against a 
previous modelling work conducted by the California Department 
of Water Resources, were basically the same. The small dis­
crepancies were attributed to the different time interval used 
for simulation with each model. The author postulated that, 
by using a Gauss-Seidel method of successive displacement, a 
79-node model could be solved in about 10 minutes. He con­
cludes that, by employing methods of solution such as Gauss 
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elimination and Gauss-Jordan elimination and a special method 
of banded diagonals, finite difference and finite element 
models with several hundred nodes could also be processed by 
a microcomputer. 
Risner (1980) used, on site, an TRS-80 microcomputer with 
64 K bytes of memory capacity for water level and discharge 
data acquisition and modelling of an aquifer. To test the 
system, he used the Prickett (Prickett and Lonnquist, 1971) 
finite difference model ancTTiis own version for the solution 
of the Theis equation. Using Gauss elimination technique, 
he indicated that a maximum of 3,000 nodes could be simulated. 
Briz-Kishore and Avadhanulu (1981, 1982) indicate that, 
as far as aquifer modelling is concerned, the software pro­
grams hitherto developed are intended for large computers with 
more than 128 K bytes or for minicomputers with magnetic disc 
facilities. Based on these considerations, and in order to 
accomplish the same task with a microcomputer, they restruc­
tured the entire organization of the three-dimensional 
groundwater model developed by Trescott to simulate aquifers 
with heterogeneous, anisotropic characters having irregular 
boundaries. To evaluate the accuracy of their model, they 
used a sample problem formerly solved using an IBM/320, 100 K 
bytes memory capacity and FORTRAN G level 21 system. After 
running the restructured program in an EC-1030, 10 K bytes 
microcomputer, they found essentially the same results, 
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although a greater number of iterations were required to 
converge to the correct solution. 
Previously, no research had been published concerning 
the use of microcomputers to simulate the rainfall-runoff 
process in a watershed. The objective of this research was 
to show that microcomputers can also be used successfully in 
this field. To achieve this objective, the Kentucky Watershed 
Model, the FORTRAN version of the Stanford Watershed Model, 
was restructured and modified to be compatible with the 
Apple II-Plus microcomputer. 
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THE APPLE-KWM MODEL 
Figures 18 and 19 show a generalized operational block 
diagram of the hydrologie part of the Kentucky Watershed Model 
(KWM) ahd its Applesoft version, herein called Apple-KWM model. 
By comparing the figures, it becomes clear that both models 
have the same basic structure and that the main difference 
refers to the way the data base information is treated and the 
absence of subroutines in the Apple-KWM model. Although the 
KWM was executed with and without the snowmelt subroutine, no 
attempt was made to include this subroutine in the present 
version due to the poor performance for other than the cali­
bration year. 
The Apple-KWM, listed in Appendix B, is written in Apple­
soft II-Basic, the language designed for Apple Microcomputers 
(Apple Computer Inc., 1981b). The main disadvantage of this 
language is that the computer recognizes only the first two 
letters of each variable name. The resulting name, when 
using only two letters, is not self-explanatory. Appendix A 
includes a full description of each variable in the program 
and its equivalence with the original variable names as de­
scribed by Kwun (1980). This will help the reader in inter­
preting the program. 
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Read options and variables 
If snowmelt subroutine not used GOTO 110 
Read snowmelt parameters 
—*•110 Read Watershed parameters 
Initialize variables 
If evaporation data not read every 10 days 
GOTO 125 
Read evaporation data every 10 days 
GOTO 133 
-»125 Read daily recorded evaporation data 
133 Read recorded streamflows 
If snowmelt subroutine not in use GOTO 139 
Read radiation, minimum and maximum temperature 
-*139 Read hourly rainfall data for each rainy day 
If number of storage gage rainfall days equal 
zero GOTO 150 
CALL DAYNXT 
150 Begin day loop 
Figure 18. Generalized operational logic of the Kentucky 
Watershed Model, Kwun's version (1980); DAYNXT 
= determines number of next day of the year, 
SNOMEL = determines snowmelt, PREPRD = divides 
hourly precipitation totals among periods for 
small basins, DAYOUT = prints table of daily flows, 
REGC = determines regression analysis 
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—^ 150 Begin day loop 
If snowmelt subroutine not in use GOTO 153 
Compute snow evaporation 
CALL SNOMEL 
={:153 Beginning of hour loop 
^ Beginning of 15 minutes loop 
CALL PREPRO 
Main computation block 
If storm output not requested GOTO 187 
Storm output 
=Sri87 End of 15 minutes loop 
Moisture accounting 
End of hour loop 
Monthly summary storage 
End of day loop 
Annual summary 
CALL DAYOUT 
CALL REGC 
STOP 
Figure 18. (Continued) 
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Read variables and input options 
If daily option in use GOTO 560 
If no detailed output for a given date required 
GOTO 450 
Input date 
450 Read Watershed parameters 
GOTO 860 
560 Read routing increments 
Read daily parameters 
Read unrouted flows 
Input hourly rainfall for current date 
GOTO 960 
'860 Read first Date-Rainfall record 
960 Variables initialization 
Beginning of day loop 
If daily basis option in use GOTO 1580 
Read hourly rainfall for current day 
Read next Date-Rainfall record 
GOTO 1610 
1580 Input pan evaporation data for current date 
GOTO 1710 
•1610 Select evaporation data for other than recorded 
date 
•1710 Compute actual évapotranspiration 
Figure 19. Generalized operational logic of the Apple-KWM 
Model 
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^ Begin hour loop 
^ Begin 15 minutes loop 
Main computation block 
If daily basis not in use GOTO 3210 
If detailed output for current date not 
required GOTO 3210 
Print detailed outputs (15 minutes interval) 
If no other detailed output required GOTO 3230 
Enter new date 
;3210 End 15 minutes loop 
"3230 Moisture accounting 
End of hour loop 
If daily basis not in use GOTO 4100 
If no daily parameters required to be stored 
GOTO 6040 
Store daily parameters and unrouted flows 
GOTO 6040 
•4100 Monthly summary 
4300 End of day loop 
Annual summary 
Print annual outputs 
Read recorded streamflows 
Compute regression/correlation analysis 
Print recorded flows and statistic results 
6040 STOP 
Figure 19. (Continued) 
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Model Structure 
The Apple-KWM hydrologie simulation model consists of a 
single program and a number of files containing input/output 
data. The program is written in an interactive form such 
that the user must answer some questions as the computation 
progresses. 
The model 
The program consists of 606 lines (see Appendix B) from 
lines 100 to 6160 numbered in a lO-unit step size. However, 
in most of them there has been included more than one state­
ment representing a common or sequential type of computation. 
By using this strategy, it is expected to speed the instruc­
tion cycle due to the fact that the microcomputer reads the 
program from the first line every time it finds a GOTO state­
ment. The total number of statements is of the order of 1500. 
Line 160 includes a command (REM.' ) which identifies the 
integer variables used in the program as counters in the 
FOR.... NEXT and increment statements. This instruction is 
recognized by the computer only when it is run in a compiled 
form by using the Microsoft Applesoft Compiler, TASC (Micro­
soft Inc., 1981). Otherwise, the computer considers this 
line as a single remark and, as such, is not used during 
computation. 
Lines 180 to 220 read different variables included on 
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DATA statements at the end of the program. The value of most 
of these variables must be modified according to the actual 
requirements of the user. An identification of each variable 
can be found by using Appendix A. 
Since the program has been written in an interactive 
form, a number of questions must be answered by the operator 
in order to run the program. This is done by typing 1 (yes) 
or 0 (no). The next section includes a full description of 
the use and capability of each option. The available options, 
listed in lines 260 to 340, are: 
1. Routing period one hour or 15 minutes 
2. Computation performed on a daily or yearly basis 
3. Detailed output for a single day or not 
4. Printout of daily recorded flows and/or regression/ 
correlation analysis 
5. Printed results or screen display. 
From lines 360 to 1050, the program reads and initializes 
many variables needed for computation. These variables include 
watershed parameters, daily watershed parameters, current time 
routing increments and the first rainfall event of the water 
year with the date of occurrence. The type of variables being 
read is a function of the option. This block of lines also 
includes a set of functions (DBF FN) used for rounding up the 
results during the printing process. 
In line 1070 (beginning of year), the water balance com­
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putation process is begun and continues to line 4420 (end of 
annual summary). The program listing includes a number of 
remarks to help the reader in recognizing the different 
processes simulated by the model. Figures 18 and 19 and 
Appendix B show that two main modifications to the original 
program have been included in this block. First, rainfall 
data are read every day a rain occurs. The computer always 
keeps stored in memory one set of rainfall data. The current 
computation day (DY) is compared with the date of rainfall 
(RD). When RD = DY, the computer uses the stored values and 
reads a new record which goes to a temporary storage (array 
SW). This process is described in lines 1260 to 1500. Second, 
pan evaporation data are read daily from a file only when the 
current Julian day is equal to the first day of pan evapora­
tion data that are available from field observations. At any 
other time, the computer uses a predefined constant daily 
evaporation factor. 
By introducing these two modifications, most of the com­
puter memory is available for computation instead of storing 
data. The relatively limited memory of the computer used 
(48 K bytes) and the intention of making the most efficient 
use of the memory indicates that this was the most efficient 
method of inputing rainfall and evaporation data. 
The writing process of daily watershed parameters and 
unrouted flows into the file, when the program is run on a 
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daily basis, is included in lines 3900 to 4070. A detailed 
description on the operation of this option is given in the 
next section, model operation. 
From line 4440 until the end of the program are included 
all instructions for writing outputs either on a printer or 
through the monitor screen. Three main features deserve 
special attention. First, during the computation process, 
only two big one-dimensional arrays of 366 storage spaces are 
used (see line 170 DIM statement). One stores the daily 
average streamflow discharge (DS) and the other one stores 
the daily lower zone storage (DZ). Second, recorded runoffs 
are read and stored in the computer memory only at this stage 
of the program execution (see line 5650), These values go to 
the DZ array and replace the previous content. Third, to 
satisfy the printing format, only one two-dimensional array 
AA(12,31) is used repeatedly (see lines 4520, 5430 and 5830). 
Once again, the outlined procedure was followed with the 
intention of saving computer memory space for computation in­
stead of being used for storing data. In the results and 
discussion section of this report, an analysis is made to 
quantify the effectiveness of this procedure and the per­
formance of the computer. 
The last operation done by the computer is printing the 
results of the daily correlation analysis between recorded 
and synthesized flows. The last three lines of the program 
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are subroutines used for formating outputs. These subrou­
tines allow different spaces between columns (6, 7 or 8 
spaces) from left to right. 
Files 
Apple microcomputers are able to operate with two dif­
ferent kinds of files which can be used to store data (num­
bers) or strings (words) according to user requirements. 
These are the Sequential and the Random-Access Files. A 
Sequential Text File stores information as one long series 
of characters which is a chain of fields with no gaps left 
between them. Sequential files are particularly useful when 
all information contained in the file is to be retrieved in 
a linear fashion from the beginning to the end of the file. 
Random-Access Text Files, on the contrary, are like a collec­
tion of equal-sized cells in a honeycomb. Some cells may be 
full and others may be empty. Each cell is called a record 
and the records must have a predetermined length. These files 
are particularly useful when application requires fast access 
to a single or consecutive record. Each record content is 
retrieved individually and sent to the computer memory 
(Apple Computer Inc., 1981a). 
Both types of files were used in the development of the 
present program model. The next section, model operation, 
includes a description of each file and how they can be 
constructed. 
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In order to run the program, 7 different files are re­
quired. All of them must be available on the same disk. 
The file name and type as used here are: 
1. Parameters, Sequential file 
2. Daily Parameters, Sequential file 
3. Routing Increments, Sequential file 
4. Unrouted Flows, Sequential file 
5. Recorded Flows, Sequential file 
6. Date-Rainfall, Random-Access file 
7. Evaporation Data, Random-Access file. 
Model Operation 
Insufficient documentation is a common deficiency in 
interpreting simulation model reports. Biswas (1981) indi­
cates that a lack of communication between the modeler and 
the potential user is one of the main factors leading to a 
relatively limited use of models for practical purposes. A 
detailed description about input, options and file construc­
tion is included in the next paragraphs with the hope that 
this may contribute to a better understanding of the present 
simulation program. 
Inputs are entered to the computer by three ways: data 
statements, through a keyboard and through files. These 
three categories are somewhat arbitrary but are designed to 
provide maximum possible efficiency. This is particularly 
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true when the program is operated in its compiled form where 
it is not possible to modify any previous instruction or data 
and any alteration implies a new compilation process. 
Data inputs 
Data input (lines 6090 to 6130) includes D, DF, DL, MC, 
MM$, MW, NT, T$, Y1 and Y2. The reader must refer to Appen­
dix A to find the meaning of each variable. Some of these 
variables are data and some are words and strings used only 
for printing purposes. If the program is going to be applied 
for an area different than Four Mile Creek, lines 6120 and 
6130 must be completely modified. 
Options 
Model computations start the first day of the water year. 
Consequently, this is the first instruction (Julian day) that 
must be entered to the computer via the keyboard. The 
choices are: 
1. If year-1 (Yl) is a leap-year, enter 274. 
2. If year-2 (Y2) is a leap-year, enter 275. 
3. If no leap-year is present, enter 274. 
The current version of the KWM has been written in such a way 
that the user can run it basically in two different forms. 
Like all other options, this is done by answering yes (1) or 
no (0) to option number 2. 
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Yearly basis Under this condition, the simulation 
process starts the first day (October 1, year-1) and ends the 
last day (September 30, year-2) of the water year. No fur­
ther instructions are needed until after completion of the 
full year computation when printing instructions are required. 
Under this alternative, the outputs provided by the computer 
are daily average streamflow discharge, monthly value of many 
watershed parameters (cfs), lower zone storage at the end of 
each day (inches), annual summary table and regression analy­
sis between daily recorded and synthesized streamflows (see 
output example, Appendix D1). 
Daily basis Under this condition, the user can run 
the program "today" by inputing hourly rainfall (line 750) 
and pan evaporation data (line 1560) of "yesterday". Daily 
watershed parameters and unrouted flow values for the previ­
ous day must also be known and stored in the right file. The 
daily output printout in a 15-minute interval shows rainfall, 
upper zone storage, lower zone storage, groundwater storage, 
overland flow storage, synthesized overland flow, synthesized 
base flow and synthesized total flow, all in inches. Total 
flow is also shown in cubic feet per second, cfs (see sample 
output Appendix D2). To run the daily option in a noncompiled 
form of the program may take about 3 to 5 minutes depending 
on the amount and distribution of the rain. 
The daily basis option is considered to be the major 
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modification introduced into the original version and the 
most useful when working with a microcomputer. The user can 
have up-to-date information of the streamflow discharges 
from a watershed. If forecasted rainfall values are used, 
the model predicts streamflow for the next day by assuming a 
certain hourly distribution based on previous experience. 
Upon request, the daily values can be saved for consecutive 
computations. Otherwise, the current value may be used re­
peatedly for new trials. 
Option 1 (line 260) allows the user to run the program 
in 1 hour or 15-minute routing time intervals. Whatever the 
option selected, the routing time interval must agree with 
the computations derived from the time-area histogram accord­
ing to the procedure indicated on page 32. Option 1 is com­
patible with all other options available. 
Option 3 (line 300) generates a detailed daily output 
in the same fashion as option 2 (daily basis) for any day of 
the water year. Daily outputs can be obtained repeatedly 
as many times as needed by inputing the date required (month 
and day) at the end of each individual output. This option 
is consistent with all others except when used on daily 
basis. 
Option 4 (line 320) generates a table with daily re­
corded streamflows and/or a regression analysis. In either 
case, daily recorded streamflows must be available for 
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statistical analysis. If the program is run on a daily-
basis, this option cannot be used. 
Option 5 (line 340) provides the instructions to the 
printer. If the user does not have a printer or does not 
want a hard copy, all outputs go to the monitor screen. Be­
cause all outputs are written for 80 columns of printout, 
each row is wrapped around the screen becoming somewhat dif­
ficult to read. This option is compatible with all others. 
Files 
As indicated in the previous section, the Apple-KWM model 
requires 7 files in order to operate using any of the avail­
able options. A description of each file follows. 
The files "Parameters" and "Daily Parameters" are exactly 
the same, each one containing 35 values. A difference exists, 
however, in the way they are used by the program. The file 
"Parameters" is read only once at the beginning of the com­
putation each time the program is run. Its content remains 
unchanged and independent of the number of times the program 
is executed. The file "Daily Parameters"' is read at the be­
ginning of the computation and may or may not be written at 
the end of the computed day depending upon the user wishes. 
Consequently, its content may or may not change. This file 
can be created by using a program like the one shown in 
Appendix CI, by entering sequentially the value of each vari­
able in the order shown in lines 460 through 520 of the main 
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program. 
The "Routing Increments" file contains the value derived 
from the time-area histogram. Each value must be expressed 
in a decimal form and its addition must be equal to unity. 
As in the previous case, the file may be created as shown 
in Appendix CI, by using the proper file name and data 
statements. 
The "Unrouted Flows" file, like the "Daily Parameters" 
file, is only used under a daily basis computation. Its con­
tent represents the amount of flow remaining in the channel 
system at the end of each day and which should be added to 
the next day's runoff. The amount of storage required is a 
function of the routing time increment and must agree with 
the storing spaces in UA array, i.e., if routing time equals 
15 minutes, it implies 95 increments per day and the file 
must have 96 storages available. This file is created in a 
similar fashion as the previously described sequential files. 
The "Recorded Flows" file stores the daily recorded 
streamflows from the watershed. The file is created similar­
ly to the other sequential files. To satisfy printing re­
quirements of the program, the file stores flow values start­
ing on January 1 through September 30 of year two (Y2) and 
continues with values on October 1 until December 31 of year 
one (Y1). 
The "Date-Rainfall" file is a Random-Access file. It 
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includes the following parameters: year (YR), month (MO), 
day (DT), index to indicate A.M. or P.M. (CN) and 12 hourly 
rainfall values, all in one record. The first record must 
contain the date and rain of the first event of the water 
year. Random-Access files may be created by using a program 
as the one included in Appendix C2. After being created, 
date and rainfall distribution can be written to the file by 
using the program shown in Appendix C3 which provides the 
right loop to introduce 16 variables per record. The total 
number of records of this file varies from year to year 
according to rainfall occurrence and distribution. To satisfy 
the program requirements, the last record must read: 10,1,1, 
1,0,0,0,0,0,0,0,0,0,0,0,0,0. 
The "Evaporation Data" is also a Random-Access file and, 
according to the procedure followed here, may contain 365 or 
366 records depending upon the number of days included in a 
water year. Since the program starts reading the file when 
DY = DF, the recorded pan evaporation data should start at 
that specific record number and must end when DY = DL. All 
other records may contain only zeros. After the file is cre­
ated by using the program in Appendix C2, its content is 
filled by using the program included in Appendix C4 which 
writes only one value per record. 
Appendices C5 and C6 include two useful programs which 
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permit correcting any record in the Random-Access files with 
multiple and single values, respectively. This avoids the 
tedious process of writing the entire file every time there 
is a typing mistake. 
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DESCRIPTION OF THE AREA 
The Basin 
As shown in Figure 20, the Four Mile Creek Watershed is 
contained within the Iowa-Cedar River Basin in the eastern 
part of Iowa. The watershed flows east into Wolf Creek, which 
in turn flows east to the Cedar River (USDA, 1976). 
The climate of the entire Cedar Basin is of the conti­
nental type. At Waterloo near the center of the basin, the 
annual mean precipitation is 31.5 in. (800 mm), the average 
annual temperature is 47.2°F (8.5°C), the average growing 
season is 153 days and the annual snowfall is 28.6 in. 
(726 mm), with nearly three-fourths of the annual precipita­
tion occurring during the growing season. 
The average annual runoff of the basin varies from 5 
inches (12.5 cm) in the north to 8 inches (20 cm) in the 
south. On the larger streams, the highest annual flows fre­
quently come from snowmelt. 
The part of the basin where Four Mile Creek is located 
corresponds to Land Resources Area 108, the Illinois and Iowa 
Deep Loess Drift. Much of the basin has rolling to hilly 
topography, but some extensive level to undulating uplands 
exist in areas away from the larger streams. Most of the 
soils are moderately to highly productive. The Iowa-Cedar 
Basin agriculture land use is dominantly row-crop grain 
JOWA CONSERVANCY DISTRICTS 
J 
FOUR MILE CREEK 
-v] 
Figure 20. Location of Four Mile Creek Watershed within the Iowa-Cedar River 
Conservancy District (after Johnson and Baker, 1982) 
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production. About 72% of the area is cropped. Out of this, 
60% is corn and soybean. Pasture and timberland areas repre­
sent 8 and 4% of the land, respectively. 
The Study Area 
Four Mile Creek watershed is located in northwest Tama 
County, with its centroid at 42°12' N latitude and 92°35' W 
longitude (Johnson and Baker, 1982). The watershed, which 
has a northwest-southeast orientation, is about 1.56 miles 
(2.5 km) wide and about 9.4 miles (15 km) long, with an area 
of 19.51 square miles (50 sq, km), as shown in Figure 21. 
The topographic features of the watershed are related to 
glaciation. Glacial deposits (Kansian till) mantle the bed­
rock to a maximum thickness of about 110 m. An overlying 
loess mantle (Wisconsin loess) covers most of the till as 
much as 10 m deep along the drainage divide, but thins along 
the valley side. The watershed is typical of the heavily 
cropped regions of Iowa in which drainage is well developed 
(Kwun, 19 80). 
According to the U.S. Geological Survey, the average 
water yield for the 17 years of record (1962-1980) is 21 cm, 
with an average discharge of 11.9 cfs (0.337 cubuc m/sec) or 
8620 acre-ft/yr (10.63 ha-m/yr). The extremes for the period 
of record are: maximum discharge 1450 cfs (41.1 m/sec) on 
March 18, 1979 and no flow for many days in 1977. 
Gagi ng Stati on 
Rain Gauge Location 
T i l e  O u t l e t  L o c a t i o n  
Cooperator * s Farm and ISU «leather 
Station 
18 19 Channel Measurement Station 
isy \ 
.'33 
V' 
2 Î 
iBROOt^ 
Figure 21. Four Mile Creek Watershed instrumentation (after Johnson and Baker, 
1982) 
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Watershed Instrumentation 
Figure 21 shows the location of most of the meteorologi­
cal instruments in the study area. A weather station is lo­
cated at the cooperator's farm and precipitation, maximum and 
minimum temperature, humidity, pan evaporation and solar 
radiation were recorded daily until 1980 (Johnson and Baker, 
1982). 
Recording rain gages are set up at five locations to 
record precipitation during the runoff season. During the 
winter months, precipitation is measured by snow gages at 
site 1 and the weather station. 
For the requirements of the model used in this research, 
an average hourly precipitation was computed by using the 
Thiessen Polygon Method with the area weighting factors indi­
cated in Table 5. 
Table 5. Area weighting factors for Thiessen method 
Rain gage Area factor {%) Area (sq.mi.) 
31 20.7 4.04 
32 24.9 4.86 
33 16.1 3.14 
34 24.6 4.80 
35 13.7 2.67 
Totals 100.0 19.51 
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Streamflows and runoff are monitored at eight sites 
within the Four Mile Creek watershed. Sites 4, 5 and 6 
(Figure 21) were constructed in 1962 and have been maintained 
continuously (except during 1975) by the U.S. Geological 
Survey. The stations consist of concrete control structures 
with metal weir plates. Rating curves are established and 
updated periodically by the U.S.G.S. The five additional 
stations for monitoring surface runoff were constructed and 
maintained by Iowa State University personnel. 
The simulated runoff generated by the present computer 
model represents the total runoff of the watershed and, for 
this reason, is compared with the total outflow measured at 
the lower end of the watershed, near Traer (site 4). Accord­
ing to the U.S.G.S., the records from this site are fair, 
except during the winter period when the accuracy is less. 
82 
RESULTS AND DISCUSSION 
To achieve the objectives of this research, the Apple-
KWM model was executed using data from the Four Mile Creek 
watershed during water years 1975, 1977, 1979 and 1980. 
Geographical and climatological characteristics of the water­
shed are given in the previous section. Watershed parameters 
were initially calibrated by David (1972) using 1970 meteoro­
logical data. Further revisions of the recorded flows at 
Traer by the U.S Geological Survey induced Kwun (1980) to 
recalibrate the watershed parameters using 1976 water year 
data. The Apple-KWM uses the Kwun calibrated values. The 
model parameters and their calibrated values are shown in 
Table 6. 
Table 6 includes parameters which are obtained directly 
from field observations or map interpretation (A, CC, OL, 
etc.), others require calibration (BM, LC, VM, etc.) and some 
are climatic data (EE, EL, NL). These parameters are the 
ones that must be included in the "Parameters" and "Daily 
Parameters" files mentioned previously. However, when 
executing the program on a daily basis, the number of time 
routing increments remaining to be routed (NR) must be equal 
to 99 (see array UA in line 170 main program). 
To use the Apple-KWM requires knowledge of the average 
rainfall over the entire watershed and the daily pan evapora­
tion. Except for water year 1976, hourly rainfall data were 
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Table 6. Watershed parameter values for Four Mile Creek, 
near Traer, Iowa 
Parameter Value Parameter Value Parameter Value 
A 19.51 FI 0.025 05 0.15 
B1 1.00 FS 0.975 06 0.015 
BC 0.963 FW 0.00 OG 0.05 
BM 10.00 GI 5.00 OL 600.00 
BU 0. 80 GF 0.00 RB 1.00 
BV 0.50 GS 0.10 RF 250.00 
BX 0,025 IC 0. 35 SO 4.00 
CC 350.00 IS 0.00 SF 0.00 
CS 0.975 LC 9.10 SU 2.50 
EE 31.00 LS 3.00 UZ 0.10 
EL 0.30 NL 75.00 VM 0.10 
EV 0.20 NR 0.00 
collected directly from 5 gages located inside the watershed 
(see Figure 21). Precipitation varies considerably with time 
and space. As reported by Johnson and Baker (1982), the de­
parture from normal average precipitation (32 inches) for 
water years used in this research is of the order of 20-25%. 
Monthly average precipitation for the study area is indicated 
in Table 7. From the table it may be concluded that 1976 and 
1977 water years were dry, 1979 was wet and 1980 was an 
average year. 
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Table 7. Average monthly precipitation (inches) from 5 gages 
located inside Four Mile Creek Watershed (after 
Johnson and Baker, 1979, 1982) 
Water years 
Month 1976 1977 1979 1980 
Oct 0.25^ 1.25 1.39 4.96 
Nov 3.36^ 0.00 3.78 1,65 
Dec 0.37^ 0.35 1.02 0.67 
Jan 0.16 0.24 1.18 1.83 
Feb 2.05 0.51 0. 30 0. 87 
Mar 3.14 3.82 3.54 1.14 
Apr 5.55 2.59 3.91 0.75 
May 3.11 1.71 2.43 3.57 
Jun 3.40 1.65 5.82 4.06 
Jul 1.44 4.50 5.98 1.64 
Aug 0.57 7.53 5.43 7.23 
Sep 0.87 4.69 0. 87 3.09 
Totals 24.05 2 8. 84 35.65 31.46 
^Estimated from Kwun's (1980) thesis. 
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Average hourly precipitation inputed to the model was 
derived by applying Thiessen polygon methodology to hourly 
values from each gage. These values were calculated by using 
a computer program that reads the time and amount recorded 
at each breakpoint on a recording chart. The procedure used 
may account for the differences found in the annual totals 
indicated in Table 7 and those used with the Apple-KWM pro­
gram. Source and time distribution of meteorological parame­
ters are shown in Table 8. 
Streamflow Results 
Daily recorded and synthesized streamflows are shown in 
Figures 22 to 25 and Appendices E to H for water years 1976, 
1977, 1979 and 1980. Appendices E to H also include simu­
lated streamflows calculated by using Kwun's model with and 
without the snowmelt subroutine. These values were used to 
evaluate the performance of the Apple-KWM model which did not 
include the snowmelt simulation. 
From the figures and Appendices, it can be observed that 
both the Apple-KWM and Kwun (without snowmelt) models give 
essentially the same numerical result for daily runoff. Both 
models perform reasonably well in simulating streamflows for 
water years 1976 and 1977, but very poorly for water years 
1979 and 1980. Large deviations from recorded flows are ob­
served for both models during the winter and the beginning of 
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Table 8. Climatologie data used by Kwun and Apple-KWM models 
and their sources^ 
Month 
Data Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Se; 
Water year 1975-76 
Evaporation I I I I I I I 
Ma. temp. G G G G G G 
Min. temp. G G G G G G 
Radiation A A A A A A 
Rec. flows T T T T T T T T T T T T 
Rainfall T T T T T T T T T T T T 
Water year 1976-77 
Evaporation I I I I I I I 
Max. temp. G G G G G I 
Min. temp. G G G G G I 
Radiation A A A A A I 
Rec. flows T T T T T T T T T T T T 
Rainfall F F F F F F F F F F F F 
Water year 1978-79 
Evaporation I I I I I I I I 
Max. temp. I I G G G I 
Min. temp. I I G G G I 
Radiation A F A A I I 
Rec. flows T T T T T T T T T T T T 
Rainfall F F F F F F F F F F F F 
Water year 1979-80 
Evaporation I I I I I I I I 
Max. temp. G G G G G I 
Min. temp. G G G G G I 
Radiation A A A A A I 
Rec. flows T T T T T T T T T T T T 
Rainfall F F F F F F F F F F F F 
= ISU weather station; G = Grundy Center; T = Traer; 
F = Four Mile Creek. 
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Figure 22. Mean daily recorded and synthesized streamflows for the Four Mile 
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Figure 23. Mean daily recorded and synthesized streamflows for the Four Mile 
Creek Watershed, near Traer, Iowa; water year 1977 
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Figure 24. Mean daily recorded and synthesized streamflows for the Four Mile 
Creek Watershed, near Traer, Iowa; water year 1979 
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Figure 25. Mean daily recorded and synthesized streamflows for the Four Mile 
Creek Watershed, near Traer, Iowa; water year 1980 
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spring periods. Small differences in the values computed by-
each model were observed. The differences could be attributed 
to a different moisture accounting process used in the two 
models. 
The inclusion of a snowmelt subroutine into Kwun's model 
did not substantially reduce the difference between the syn­
thesized and recorded values. In fact, for some days it did 
not make any difference at all. For this reason, no attempt 
was made to include snowmelt simulation subroutine into the 
Apple-KWM model. In order to obtain better simulation re­
sults during the winter and spring, a revision of the snow­
melt subroutine should be made in order to adapt it to the 
climatic conditions in Four Mile Creek Watershed. 
For the 1976 water year, simulated streamflows are gen­
erally lower than recorded (see Figure 22). Recorded peak 
discharge occurs on March 12, 1975. The model gives the 
peak discharge on March 11. This fact may indicate that the 
model has a quicker response than the watershed to rainfall 
input in a given day. No extreme discharges were recorded 
during thawing. This may explain the relatively good simula­
tion obtained with the model. 
During the 1977 water year (see Figure 23), which was a 
dry year with numerous light rainfall events (less than 0.1 
inches), the simulated values are higher than the recorded 
flows during most of the year. From the figure, it becomes 
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evident that the model shows almost an immediate response to 
any rainfall input. The watershed, on the contrary, does not 
react in the same fashion as it stores the small inputs into 
the soil moisture zone. Based on the results of this water 
year, it seems appropriate to review the infiltration process 
simulated by the program. 
The agreement between the simulated and recorded flows 
is very poor for the water years 1979 and 1980 (see Figures 
24 and 25). A considerable number of low values were obtained 
with the model, particularly during winter and spring. Those 
low values obtained could be attributed to the small value 
used as lower zone storage capacity (LS) and a failure to in­
clude all precipitation equivalent input as snow. New runs of 
the program were performed with new values of LS for water 
years 1979 and 1980 based on field estimations and corrected 
values of precipitation. These results are shown in Table 10b. 
From the table, it can be concluded that the models (Kwun's 
with and without snowmelt subroutine and the Apple-KWM models) 
fail to do a good simulation even under these new conditions 
for the indicated water years. 
Simulation tends to improve during the summer but still 
the differences are too great to be considered acceptable. 
The poor performance during the first part of the water year 
is attributed to different antecedent moisture conditions 
existing in the watershed than that used in the model. Based 
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on this consideration, it may be better to run the program 
with the actual watershed parameters obtained by the model at 
the end of the previous water year instead of using estimated 
values. The features of the Apple-KWM would permit this to 
be done by introducing slight modifications to the program. 
A correlation analysis was performed on the results from 
both models (Kwun and Apple-KWM) at the end of the water year. 
The resulting daily correlation coefficients between simu­
lated and recorded flows are shown in Table 9. From the 
table, it appears that these coefficients range from 0,75 to 
0.60 for water years 1975 and 1977, respectively. No improve­
ment is shown by using Kwun's model with the snowmelt sub­
routine, except for 1976, the calibration year, A "t" test 
at 1% probability shows no significant difference between 
models. 
Tables 10a and 10b show the monthly recorded and synthe­
sized streamflows using the same models. Accumulated monthly 
synthesized flows compared favorably with recorded ones, es­
pecially for water years 1976 and 1977. However, the models 
fail to predict the recorded runoff for the water years 1979 
and 1980, particularly at the beginning of the snowmelt peri­
od, independently of the lower zone storage (LS) used. The 
values in Table 10b were generated using a higher value of LS 
and some additional precipitation as compared., to the condi­
tions existing for the development of the values in Table 10a. 
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Table 9. Correlation coefficients for daily recorded and 
synthesized streamflows using Kwun and Apple-KWM 
models 
Models^ 
Water year K1 K2 A 
1976 0.766 0.589 0.634 
1977 0.684 0.676 0.675 
1979 0.283 0.296 0.297 
1980 0. 389 0.331 0. 379 
K1 = Kwun's model with snowmelt subroutine; K2 = 
Kwun's model without snowmelt subroutine; A = Apple-KWM 
model. 
98a 
Table 10a. Monthly recorded and synthesized streamflows 
using Kwun's and Apple-KWM models during water 
years 1976, 1977, 1979 and 1980 
Month R® K1 K2 A 
Water year 1976 
Oct 38. 2 38.4 38.4 38.5 
Nov 52.5 58. 2 63.0 62.7 
Dec 64.3 81.2 58.8 58.0 
Jan 26.5 32.4 20.2 20.0 
Feb 193. 8 123.1 27. 3 26.7 
Mar 384.4 288. 2 153.9 127.4 
Apr 728.7 375.9 270.0 275.7 
May 420.4 436.7 357.4 352.6 
Jun 322.6 259.0 221.7 211.9 
Jul 76.5 119.1 102.8 97.0 
Aug 13. 8 40.3 34.9 32.8 
Sep 6.3 18.7 17.0 16.0 
Year 2328.0 1871.2 1365.0 1319.4 
Water year 1977 
Oct 6.0 45.4 45.4 45.4 
Nov 6.3 11.3 11. 3 11.3 
Dec 0.0 3.7 3.7 3.7 
Jan 0.0 1.1 1.1 1.1 
Feb 0.2 1.2 0.4 0.4 
Mar 29.3 2.8 2.7 2.7 
Apr 23.3 26.4 25.5 25.5 
May 5.3 14.6 13. 7 13.7 
Jun 0. 8 14.7 14.4 14.4 
Jul 7.7 48.2 48.0 48.0 
Aug 37.5 87.1 86.1 86.1 
Sep 118.6 81.3 75.6 75.2 
Year 235.0 337.7 327. 8 327.5 
^ = recorded; K1 = with snowmelt subroutine; K2 = 
without snowmelt subroutine; A = Apple-KWM model. 
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Table 10a. (Continued) 
Month R K1 K2 A 
Water year 1979 
Oct 256.7 48.0 48.0 48.4 
Nov 434.7 42.2 41. 8 41.6 
Dec 238.7 19.9 13.0 12.9 
Jan 146,0 7.4 4.1 4.1 
Feb 110.3 7.0 1. 2 1.2 
Mar 3192.7 11.3 8. 2 8.3 
Apr 1082.0 53.6 38. 2 38.1 
May 745.0 89. 3 49.6 49.2 
Jun 774.0 103. 5 82.3 82.0 
Jul 1238.1 192.7 134. 2 132.4 
Aug 436.6 138.9 104.0 102.9 
Sep 101.4 49.3 31.7 31.2 
Year 8756.2 763.3 556. 3 552.0 
Water year 1980 
Oct 274.1 121.8 121.8 114.7 
Nov 253.7 101.5 94.0 100.0 
Dec 171.0 53.3 44.0 47.0 
Jan 403.5 39.1 16. 2 17.1 
Feb 436.4 13.4 4.4 4.7 
Mar 694.5 13. 5 2. 3 2.4 
Apr 255.3 10.1 5.3 5.7 
May 553.9 27.4 25.5 36.1 
Jun 811.2 70. 8 60. 8 71.8 
Jul 98.4 31.6 26. 5 32.0 
Aug 309.5 104.4 99.1 98.3 
Sep 64.6 48.0 44.1 44.7 
Year 4326.1 634.9 543.9 574.5 
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Table 10b. Monthly recorded and synthesized streamflows 
using Kwun's and Apple-SWM models during water 
yeats 1979 and 1980; modified snow inputs and 
lower zone storage (LS) equal to 8.6 (1979 and 
7.8 (1980) 
Month K1 K2 A 
Water year 1979 
Oct 256.7 53.8 53.8 53.7 
Nov 434.7 122.2 119.4 117.6 
Dec 238.7 152.1 92.2 92.2 
Jan 146.0 50.7 174. 5 174.0 
Feb 110. 3 44. 3 72.4 71.7 
Mar 3192.7 720. 3 336.0 334.7 
Apr 1082.0 493.3 142.0 110.3 
May 745.0 440.7 312.3 277.2 
Jun 774.0 254.2 211.6 201.4 
Jul 1238.0 476. 8 431.4 419.4 
Aug 436.6 287.2 265.8 259.7 
Sep 101.4 120.4 110.2 107.5 
Year 8756.2 3216.2 2321.7 2219.5 
Water year 1980 
Oct 274.1 356.7 356.7 325.7 
Nov 253.7 373.1 343.9 369.0 
Dec 171.0 208.7 175.6 188.9 
Jan 403.5 603.7 602.6 603.7 
Feb 436.4 131.4 179.9 181.4 
Mar 694.5 337.6 156.8 120.6 
Apr 255.3 100.2 32.1 33.6 
May 553.9 59.4 35.9 48.7 
Jun 811.2 151.9 116.3 151.0 
Jul 98.4 70.7 54.1 72.7 
Aug 309.5 145.2 128.4 133.6 
Sep 64.6 76.6 65.4 69.9 
Year 4326.1 2615.2 2247.7 2298.9 
= recorded; K1 = with snowmelt subroutine; K2 = 
without snowmelt subroutine; A = Apple-KWM model. 
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Sensitivity Analysis 
A sensitivity analysis is a useful tool in mathematical 
model studies in order to determine the degree of interde­
pendence among simulated values and model parameters. Even­
tually, sensitivity analysis may also permit the detection 
of sources of error of the model and the identification of 
the type of parameters to which the model is most sensitive. 
A sensitivity analysis of the Apple-KWM model to a given 
parameter was performed by making several runs of the program 
while changing the value of one single parameter. The result­
ing change in simulated flows with respect to the flow ob­
tained using the calibrated parameters is an indication of 
the model sensitivity to that particular parameter. The 
analysis was carried out using the 1976 water year data. 
Table 11 shows the results of the model sensitivity to 
annual discharge. Annual streamflows were compared when the 
parameter value was increased or decreased 50% with respect 
to the original calibrated value. The percent of change, 
either positive or negative, indicates the degree of 
sensitivity. 
Out of nine parameters studied, the results indicate 
that the model is most sensitive to variations in the lower 
zone storage capacity (LC). An inverse relationship exists 
between lower zone storage capacity and the annual discharge. 
Increasing the LC value 50% implies a reduction in streamflow 
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Table 11. Results of sensitivity analysis for nine water­
shed parameters at Four Mile Creek Watershed, 
near Traer, Iowa 
Variable , Variable Annual 
name Condition value discharge % change 
BM 1 15.00 1286.8 - 2 
2 5.00 1475.0 + 11 
BU 1 1.20 1296.7 - 2 
2 0.40 1346.5 + 2 
BV 1 0.75 1357.5 + 3 
2 0.25 1319.4 0 
IC 1 0.53 1319.4 0 
2 0.18 1319.4 0 
LC 1 13.65 772.7 -41 
2 4.55 2721.0 + 52 
LS 1 4.50 1710.9 + 23 
2 1.50 1040.5 -21 
SO 1 6.00 1319.6 0 
2 2.00 1303.5 - 1 
SU 1 3.75 1105.6 -16 
2 1.25 1740.7 +24 
UZ 1 0.15 1326.4 + 1 
2 0.05 1314.0 - 1 
^BM = basic maximum infiltration rate within watershed; 
BU = basic upper zone storage capacity factor; BV = basic 
interflow volume factor; IC = interflow recession constant; 
LC = lower zone storage capacity; LS = current lower zone 
storage; SO = seasonal infiltration adjustment constant; 
SU = seasonal upper zone storage capacity factor; UZ = cur­
rent upper zone storage capacity. 
^1 = 50% increase in variable value with respect to 
calibrated; 2 = 50% decrease in variable value with respect 
to calibrated. 
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of about 41%. By decreasing LC 50%, the model-generated-
annual runoff is 52% greater. 
The model can be considered to have a medium sensitivity 
to initial lower zone storage capacity (LS) and seasonal 
upper zone storage capacity factor (SU). Increasing or de­
creasing their values by 50% causes about a 20% change in 
annual streamflow discharge. A direct relationships exists 
between the lower zone storage capacity and annual runoff. 
The seasonal upper zone storage capacity factor, however, is 
inversely related. 
Little or no significant change in total runoff occurs 
when basic maximum infiltration rate (BM), basic upper zone 
storage capacity factor (BU), basic interflow volume factor 
(BV), interflow recession constant (IC), seasonal infiltra­
tion adjustment constant (SO) and upper zone storage (UZ) 
are varied. An exception to the above is the basic maximum 
infiltration rate (BM). When its value decreases 50% with 
respect to the calibrated, the discharge increases about 11%. 
The previous result indicates that greater attention 
should be paid to LC, LS and SU during the calibration 
process. The other parameters analyzed here may be deter­
mined with less care without affecting the simulation process. 
Total annual recorded runoff from Four Mile Creek during 
1976 water year was 2328 cfs. Table 11 shows that the closest 
discharge (2721 cfs) was obtained when a lower zone storage 
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capacity equal to 4.55 was used. New runs were performed 
for water year 1976, using this value to study the response 
of the model. The results are shown in Figure 26. The 
plotted values indicate that monthly synthesized flows are 
closer to recorded ones using a value of 4.55 than 9.10 
or 13.65, especially during winter and spring time. However, 
an overestimation of the streamflow occurs early in the fall 
and late in the summer. 
Encouraged by the previous results, new runs of the 
model were worked out for the other water years. These re­
sults are shown in Table 12. The results indicate that, in 
fact, a better simulation was obtained for water year 1977 
especially on a daily basis. Daily correlation coefficient 
for this year improved from 0.675 to 0.705. However, once 
again a very poor simulation was obtained for water years 
1979 and 1980. 
The overall simulation process indicates that the Apple-
KWM model works equally as well as other models for Four Mile 
Creek Watershed. The deficiencies in simulating values for 
some water years are common to both models and as such cannot 
be considered as a result of using microcomputers. 
Computer Performance 
When using extensive and complex simulation programs in 
microcomputers, it is important to know their performance in 
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three different values of the lower zone storage 
capacity (LC) watershed parameter; water year 1976 
Table 12. Monthly recorded and synthesized streamflows for Four Mile Creek 
Watershed using a lower storage capacity (LC) equal to 4.55; water 
year 1976 
1976 1977 1979 1980 
Month R^SRSR SRS 
Oct 38.2 38.5 6.0 45.9 256.7 49.8 274.1 223 
Nov 52.5 152.3 6.3 11.8 434.7 69.6 253.7 327 
Dec 64.3 176.9 0 3.9 238.7 45.2 171.0 179 
Jan 26.5 61.8 0 1.2 146.0 14.6 403.5 63 
Feb 193.8 96.1 0.2 0.4 110.3 4.3 436.4 19 
Mar 384.4 360.7 29.3 2.8 3192.7 9.8 694.5 8 
Apr 728.7 673.5 23.3 25.9 1082.0 44.2 255.3 8 
May 420.4 584.5 5.3 14.0 745.0 105.7 553.9 37 
Jun 322.6 344.1 0.8 14.5 774.0 120.7 811.2 81 
Jul 76.5 158.9 7.7 48.0 1238.1 287.2 98.4 37 
Aug 13.8 52.0 37.5 86.6 436.6 198.1 309.5 100 
Sep 6.3 21.7 118.6 95.8 101.4 78.4 64.6 46 
Annual 2328.0 2721.0 235.0 350.6 8756.2 1027.6 4326.1 1132 
1 
8 
7 
0 
8 
0 
3 
1 
6 
8 
1 
4 
7 
^ = recorded; S = simulated. 
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terms of memory usage, execution time and disk requirements. 
These needs are particularly important when introducing modi­
fications in order to add new features and capabilities. 
Greene (1981) indicates that under conditions of extensive 
programs with large data arrays, memory conflicts may occur, 
especially if high resolution graphics are added. To prevent 
this problem, it is necessary to know the location and length 
of the program and its variables. 
In order to do this analysis, a short execution file 
(MEMAP) developed by Greene (1981) to create memory maps of 
Applesoft programs without altering the memory content was 
used. This text file cannot be used when programs are 
executed in its compiled or machine language form. The file 
is created by running a program listed in the original pub­
lication. 
Table 13 shows the parameters and values obtained when 
MEMAP is executed for water year 1975 and the conditions 
specified in the footnotes of the table. A 48 K Apple micro­
computer has an upper memory capacity of 49,152 bytes (Apple 
Computer Inc., 1981b). The Disk Operation System (DOS) re­
sets high memory (HIMEM) to 38,400 to protect its operation 
instructions. The starting point for program storage is at 
2049. Low memory (LOMEM) varies and is set at the end of the 
program. All spaces between HIMEM and LOMEM are available 
for program variables. Program variables are allocated only 
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Table 13. Amount of memory (bytes) occupied by the Apple-
KWM program and its elements into a 48 K Apple 
microcomputer 
Before 
loading 
Apple-
KWM 
After 
loading 
Apple-
KWM 
Executina proaram 
Element 
Daily 
basis^ 
Full 
year^ 
HI MEM 38400 38400 38400 38400 38400 
Strings 0 0 3 3 3 
Free memory 36351 19767 9941 9906 9745 
Arrays 0 0 8745 8745 8745 
Variables 0 0 1078 1113 1274 
LOMEM 2049 18633 18633 18633 18633 
Program 0 16584 16584 16584 16584 
Program start 2049 2049 2049 2049 2049 
Exec, time^ - - 6' 3' 5 hr 30' 
Printing time® — - 9' 6' 11' 
^Applies only to first day of the water year 1976. 
^Detailed output any day. 
^Full year computation. 
^Output throughout monitor screen. 
^Output throughout printer (Epson MX-80). 
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after running the program. 
Before executing, the program total memory available is 
the difference between HIMEM and LOMEM. Under this condi­
tion, Table 13 shows that there are 19,767 bytes available 
for computation purposes. The Apple-KWM program occupied 
16,584 bytes of memory which represents about 46% of the 
total available. After executing the program, free memory is 
the difference between HIMEM and the sum of strings, arrays 
and variables. 
The performance of the computer was evaluated on a daily 
basis and full year with and without daily detailed output 
using 1976 water year data. In the first two situations, 
October 1, 1975 was used as a testing day. When using daily 
basis computation (option number 2), the amount of memory 
occupied by variables is less than during a single day com­
putation (option number 3). This is due to the fact that in 
the second situation the computer follows a different path 
reading and defining variables which are not used on a day-
by-day basis. 
After a full-year computation, the total free memory is 
9,745 bytes. The number of variables had increased to 1,274 
bytes but arrays and strings remained unchanged. This result 
had proved that microcomputers can be used very successfully 
with simulation programs and that no memory conflicts arise 
as long as the data are adequately inputed. 
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Execution time varies considerably when the program is 
executed on a daily basis as compared to a detailed single 
day requested basis or if the output goes to a monitor screen 
as compared to a printer. Table 13 shows that execution time 
increased 3 minutes when going from a single day to daily 
basis, regardless if the output goes to the screen or printer. 
When using an Epson MX-80 printer, 3 extra printing minutes 
are required as compared with screen display. 
Execution time for a full year's simulation was moni­
tored by using the Applesoft and the compiled (TASC) versions 
of the Apple-KWM model. The results indicate that executing 
the program with 1976 water year data takes 5 hours and 30 
minutes of execution time and 11 minutes for printing in its 
Applesoft version (noncompiled version). The total execution 
time in the compiled form reduces to 40 minutes and printing 
takes 7 minutes. The previous result indicates that the 
printing speed is, in general, slow regardless whether the 
program is in its Applesoft or compiled form. 
Clatur (1982) indicates that Microsoft Inc. claims that 
their compiler program (TASC) will produce an increase in the 
program's execution speed of up to 20 times over that of its 
Applesoft counterpart. The results shown here indicate that 
the compiler increases the execution speed by 9 times. No 
extra speed was obtained by using the Integer Arithmetic 
package option (REM.') of the compiler. Compilation of the 
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Apple-KWM program takes 18 minutes using two disk drives and 
reduces to 11 minutes when using one drive in the same disk 
that contains the compiler program. 
As mentioned earlier, the Apple-KWM requires 7 text 
files to operate with any of the available options. Alto­
gether, these 7 files use 51 disk sectors. The program uses 
56 sectors in its Applesoft form and 87 in the compiled form. 
Consequently, files, programs to create the files, programs 
to dump files, both versions of the program and some other 
useful programs can all be stored in a single disk. 
Valadares (1975) pointed out that he could not use the 
Stanford Watershed Model in a research that he performed be­
cause the model required powerful computer facilities equal 
to an IBM 370, which was not available to him. The result 
of this research indicates that this is not true. Microcom­
puters with limited memory capacity can be successfully used 
in executing extensive simulation programs if the data in­
puts and outputs are handled properly. Computation time with 
microcomputers, which far exceeds the time used by large 
computer frames, is not a problem because the operator has 
full control of the machine and it usually is available at 
his working place, permitting him to do something else while 
the computation takes place. 
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CONCLUSIONS AND RECOMMENDATIONS 
The following conclusions can be drawn from this study: 
1. The Apple II-Plus (48 K bytes) microcomputer is a 
powerful tool that can successfully be used in hydrologie 
simulation studies by providing appropriate means of handling 
data inputs and outputs, 
2. The use of microcomputers in mathematical simulation 
studies provides reasonable computer resources to engineers 
involved in practical designs in situations where they do not 
have access to large and expensive computer systems. It 
provides immediate access to computer power and total control 
over it. 
3. Current hydrologie simulation programs can easily 
be translated to BASIC language in order to be used by micro­
computers. 
4. Although BASIC is not as suitable as FORTRAN for 
engineering computations, especially due to its slow execut­
ing process, the language does not have any major limitation 
that may interfere with mathematical simulation programs. In 
fact, it proves to be very convenient in spite of the longer 
computation time. 
5. This study proves that the efficiency and precision 
of a simulation process when using microcomputers are as good 
as those from using large computer systems. 
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6. To overcome memory limitations of the microcomputer, 
the available peripheral devices must be used efficiently. 
This involves the use of disks or tapes to store data inputs 
and/or outputs in order to leave the maximum amount of memory 
available for computational purposes. 
7. The current Applesoft version of the Kentucky Water­
shed Model gives essentially the same simulated results as 
the original FORTRAN version developed by Kmin when applied 
to Four Mile Creek Watershed, near Traer, Iowa. 
8. Inclusion of the snowmelt subroutine, as designed for 
the Kentucky Watershed Model, into the Kwun program, does not 
substantially improve the results for other than the calibra­
tion year, 
9. Snowmelt was not included in the present program due 
to the poor simulation results computed by the subroutine 
used by the Kentucky Watershed Model. 
10. The Apple-KWM model is highly sensible to lower 
zone storage capacity (LC) and intermediate sensible to lower 
zone storage (LS) and seasonal upper zone storage capacity 
factor (su). The calibration of these watershed parameters 
should be done carefully because any change in their values 
may cause considerable variation in annual discharge from 
the watershed. 
11. The Apple-KWM program requires about 16 K bytes 
memory. On a yearly basis computation, 1.2 K bytes are needed 
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for variables, 8.7 K for arrays and only 3 bytes for strings. 
Almost 10 K are still available for further modifications 
and/or additions. 
12. Execution time can be speeded considerably by using 
a compiled, machine language form of the program. By using 
the compiler program TASC, computation time is reduced 9 
times as compared to its Applesoft counterpart. 
13. Disks prove to be a very convenient form of handling 
programs and files. Applesoft and compiled forms of the pro­
gram, text files containing data input and/or outputs for a 
full year, programs to create the files and other utility 
programs can all be stored in a single disk. 
14. The Apple-KWM program permits one to calculate the 
streamflow from a watershed on a day-by-day basis. This al­
ternative gives the designer an up-to-date information of 
the runoff process. This new feature of the model can be 
used advantageously in forecasting flood discharges. 
Based on the previous results and considerations, the 
following recommendations are suggested for further studies 
in this field: 
1. A study should be conducted in order to develop a 
better snowmelt subroutine to make a good simulation of the 
thawing process under freezing conditions. This new feature 
can be introduced into the current program using the available 
memory. 
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2. Execution time can be further decreased by using 
other high level computer languages. However, languages as 
PASCAL or FORTRAN require a considerable amount of computer 
memory. A study could be conducted to see if, when using 
another language, this program can still be executed in a 
microcomputer with only 48 K memory capacity. 
3. The experience obtained with this research could be 
used to promote further adaptations of other computer programs 
related to hydrology, irrigation or other engineering fields. 
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APPENDIX A. GLOSSARY OF VARIABLES USED IN THE 
APPLE-KWM WATERSHED MODEL 
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Variable names 
APPLE KWM Description 
A Area Watershed area 
A$ Input command from keyboard 
AA Two-dimensional array for printing data 
AE ANET Annual net évapotranspiration 
AF ABFV Annual base flow volume 
AI AIFV Annual interflow volume 
AM AMBER Annual moisture balance error 
ÂO AOFV Annual overland flow volume 
AP APREC Annual precipitation 
AR ARHF Accumulated routed hydrograph flow 
AU APET Annual potential évapotranspiration 
AV ASEV Annual stream evaporation volume 
B Dummy variable to enter formating subroutine 
B1 BFNLR Base flow nonlinear recession adjustment factor 
B2 BFNRL Base flow nonlinear recession logarithm 
BC BFRC Base flow recession constant 
BF BYIFS Beginning of year interflow storage 
BG BYGWS Beginning of year groundwater storage 
BI BMIR Dummy variable to store BM 
BL BFRL Base flow recession logarithm 
BM BMTR Basic maximum infiltration rate within watershed 
BS BYLZS Beginning of the year lower zone storage 
BU BUZC Basic upper zone storage capacity factor 
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BV BIVF Basic interflow volume factor 
BX BFNX Current value of base flow nonlinear recession 
index 
BZ BYUZS Beginning of the year upper zone storage 
C Dummy variable to enter formating subroutine 
CB CBF Current base flow 
CC CHCAP Channel capacity-indexed to basin outlet 
CD Coefficient of determination. Regression 
analysis 
CI CIVM Current interflow volume multiplier 
CM CMIR Current maximum infiltration rate during period 
CN CN Index to identify AM (1) and PM (2) 
CP PRD Current period of the hour 
CS CSRX Channel storage routing index 
CT CTRI Current time routing increments 
D DPY Days per year 
D$ String to define CHR$(4) 
DO Dummy variable for printing current date 
D1 Last day with no pan evaporation data 
D2 First day with no pan evaporation data 
DD Date requested with detailed output 
DF NDFM First day of pan evaporation data available 
DH DRHP Dated recorded hourly precipitation 
DL NDIM Last day of pan evaporation data available 
DP DPET Dated potential évapotranspiration 
DS DSSF Dated synthesized streamflows 
DT DATE Current day of the month 
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DY DAY Current day of the year 
DZ EDLZS End of day values of LZS 
E Dummy variable to enter formating subroutine 
El AEX-90 Antecedent evaporation index, decay rate=0.90 
E2 AEX-96 Andecedent evaporation index, decay rate=0.96 
E3 EQDF Equilibrium depth factor for overland flow 
E4 EQDFIS Equilibrium depth factor for overland flow, 
impervious surfaces 
E5 EQDIS Equilibrium depth of overland flow, impervious 
surfaces 
EC EMUZC End of month upper zone storage capacity 
ED EQD Equilibrium depth of overland flow 
EE EPAET Estimated potential annual évapotranspiration 
EF EMIFS End of month interflow storage 
EG EMGWS End of month groundwater storage 
EI AETX Annual évapotranspiration index 
EL ETLF Evapotranspiration loss factor 
EP PET Current daily potential évapotranspiration 
ER EMBFNX End of month base flow nonlinear recession index 
ES EMSIAM End of month seasonal infiltration adjustment 
multiplier 
EV EXQPV Exponent of flow proportional to velocity 
EY EMLZS End of month lower zone storage 
EZ EMUZS End of month upper zone storage 
F1 Variable to print one decimal in DEF FN 
F2 Variable to print two decimals in DEF FN 
F3 Variable to print three decimals in DEF FN 
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F4 Variable to print four decimals in DBF FN 
FD First day of the water year (Julian day) 
FI FIMP Fraction of the watershed being impervious 
FM FMR Fraction of moisture retention 
FP FPER Fraction of the watershed being pervious 
FS FSRX Floodplain storage routing index 
FW FWTR Fraction of the watershed being water 
GF GWETF Groundwater évapotranspiration factor 
GI GFIE Index of the effect of groundwater freezing on 
the infiltration capacity 
GS GWS Current groundwater storage 
GT GWET Current hourly groundwater évapotranspiration 
HR HOUR Current hour of the day 
HS HSE Current hourly stream evaporation 
I Counter in FOR Next statements 
IC IFRC Interflow recession constant 
IE EID Exponent of infiltration rate decay with in­
creased soil moisture content 
IL IFRL Interflow recession logarithm 
IR IFPRC Interflow period recession constant 
IS IFS Inferflow storage 
J Counter in FOR Next statements 
KD KRD Counter for reading data arrays 
KT KTRI Counter for time routing increments 
LI First counter for columns in AA array 
L2 Last counter for columns in AA array 
LC LZC Lower zone storage capacity 
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LR LZSR Current lower zone storage ratio (LZS/LZC) 
LS LZS Current lower zone storage 
LX LZRX Lower zone moisture retention index 
M Counter for month of the year 
MO Dummy variable for printing current month 
Ml First counter for printing headings 
M2 Last counter for printing headings 
MB AMBF Accumulated monthly base flow 
MC MEDCY Month and dates—calendar year 
ME AMNET Accumulated monthly net évapotranspiration 
MF AMIF Accumulated monthly interflow 
MM$ String data statement used in printing 
statements 
MO MONTH Current month of the year 
MP AMEREC Accumulated monthly precipitation 
MQ TFMAX Maximum total flow during current day 
MS AMSE Accumulated monthly stream evaporation 
MT AMSTF Accumulated monthly synthesized total flow 
MU AMPET Accumulated monthly potential évapotranspiration 
MW MEDWY Month end dates—water year 
NL NDTUX Approximate date in which thawing of upper soil 
surface begins 
NN CONOPT Control options 
NR NRTRI Number of time routing increments remaining to 
be routed 
NT NCTRI Number of current time routing increments 
01 OFRF Overland flow routing factor 
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03 OFR 
04 OFRIS 
05 OFMN 
06 OFMNIS 
07 OFUS 
08 OFUSIS 
02 OFRFIS Overland flow routing factor, impervious 
surfaces 
Current overland flow runoff 
Current overland flow runoff, impervious 
surfaces 
Overland flow Manning's factor 
Overland flow Manning's factor, impervious 
surfaces 
Current overland flow unrouted storage 
Current overland flow unrouted storage, 
impervious surfaces 
OG OFSS Overland flow surface slope 
OL OFSL Overland flow surface length 
OS OFS Overland flow storage 
PI PMOUZS Period moisture entering upper zone storage 
P2 PMEOFS Period moisture entering overland flow storage 
P3 PMEIFS Period moisture entering interflow storage 
P4 PMELZS Period moisture entering lower zone storage 
PA PEAI Precipitation excess after infiltration 
PB PEBI Precipitation excess before infiltration 
PC PPI Precipitation passing interception 
PG PGW Percolation to groundwater 
PH PRH Precipitation recorded per hour 
PI PEIS Precipitation excess on impervious surfaces 
PP PEP Precipitation estimated per period 
PT Period potential évapotranspiration 
PZ PLZS Percolation to lower zone storage 
QP Ratio 1.0/96,0 
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QX Ratio 1.0/24.0 
R Record number in Random Access files 
RO RHFO Preceding routed hydrograph flow 
R1 RHFl Current routed hydrograph flow (excluding base 
flow) 
RB RGPMB Recording gage precipitation multiplier—basic 
RC RHFMC Routed hydrograph flow at minimum cutoff 
RD Rainy day 
RF RMPF Requested minimum daily peak flow to be printed 
RM RGPM Recording gage precipitation multiplier 
RS RSPTF Routed synthesized period total flow 
RW RWPD Hourly precipitation in input data 
50 SIAC Seasonal infiltration adjustment constant 
51 SPBF Synthesized period base flow 
52 SPDR Synthesized period direct runoff 
53 SPIF Synthesized period interflow 
54 SPOF Synthesized period overland flow (including 
channel precipitation) 
55 SPTF Synthesized period total flow 
SE SET Current hour soil évapotranspiration 
SF SUBWF Subsurface water flow out of the basin 
SK SATFVI Synthesized annual total flow volume (inches) 
SM SIAM Seasonal infiltration adjustment multiplier 
SS SSRT Square root of overland flow surface slope 
SU SUZC Seasonal upper zone storage capacity factor 
SV SATFV Synthesized annual total flow volume (cfs) 
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sw Array for temporary storage of 12 values of 
hourly rainfall 
SX SRX Current storage routing index; also sum of x's 
in regression analysis 
SY Sum of y's in regression analysis 
T$ Title 
Tl TDSF Total daily streamflow 
T2 TFCFS Current total flow 
T3 THGR Total hourly gross runoff 
T4 THSF Total hourly streamflow 
T5 TRHF Current time routed hydrograph flow 
TB TMBP Totals of monthly base flow 
TF TOFR Current total overland flow runoff 
TI TDSF Total daily streamflow 
TM TMOF Totals of monthly overland flow 
TN TMNET Totals of monthly net évapotranspiration 
TP TMPREC Totals of monthly precipitation 
TS TMSE Totals of monthly stream evaporation 
TT TMSTF Totals of monthly synthesized total flow (cfs) 
TU TMPET Totals of monthly potential évapotranspiration 
TY TMSTFI Totals of monthly total flow (inches) 
UA UHFA Unrouted hydrograph flow array 
UC UZC Upper zone storage capacity 
UH URHF Current unrouted hydrograph flow 
UL UZINLZ Upper zone infiltration to lower zone 
UR UZRX Upper zone moisture retention index 
UX UZINFX Upper zone infiltration index 
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UZ UZS Current upper zone storage 
vc VINTCR Vegetative interception—current rate per period 
VM VINTMR Vegetative interception—maximum rate 
VW VWIN Volume of an inch of runoff from watershed 
W Variable in DBF FN 
WC WCFS Watershed cfs equalling one inch per hour 
WG WSIFS Water entering interflow storage 
WI WI Water infiltration 
X Variable in DBF FN; also X's in regression 
analysis 
xs X's square 
XY Product of X times Y 
Y Variable in DEF FN; also Y's in regression 
analysis 
Y1 First year of the water year 
Y2 Last year of the water year 
Y3 Printing variable for current year 
YR YEAR Current year 
YS Y's square 
Z Variable in DEF FN 
ZA Printing variable for PP 
ZB Printing variable for UZ 
ZC Printing variable for LS 
ZD Printing variable for GS 
ZE Printing variable for OS 
ZF Printing variable for S4 
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ZG Printing variable for SI 
ZH Printing variable for RS 
ZI Printing variable for T2 
ZJ Printing variable for monthly values 
ZK Printing variable for annual summary 
ZL Printing variable for daily lower zone storage 
ZW Function name 
ZX Function name 
ZY Function name 
ZZ Function name 
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APPENDIX B. LISTING OF THE APPLE-KWM WATERSHED 
SIMULATION MODEL 
lOO 
110 
120 
130 
140 
150 
160 
170 
ISO 
190 
200 
210 
220 
230 
240 
250 
260 
270 
280 
290 
300 
REM HYDROLœiC WATERSHED SIMAJ^ TION 
REM APPLESOFT VERSION OF THE KENTUCKY WATERSHED 
MODEL (1970), BASED CHM KMJN'S MODEL (1980) 
REM (WRITTEN BY LUIS 6. SALSADO -1982, FW fflVI 
REM APPLE II-PLUS , 48K) 
REM 
REM ! INTEGER CN,CP,D,DT,DY,FD,HR,I,J,KD,L1,L2,M,M1,M2,M],R,RD,YR 
DIM AA(12,31),CT(99),DH(24),DS(366),DZ(366),EC(12),EF(12),EG(12),ER(1 
2),ES(12),EY(12),EZ(12),MC(12),MM$(14),MW(13),NN(5),RW(12),SW(12),T4( 
24) ,T$(50),TB(12),TI (12) ,TM<12) ,TNtl2) ,TP(12) ,TS(12),TT(12),TU(12) ,TY 
(12) ,UA(99) 
FOR I = 1 TO 12: READ MC(I): HEXT I 
FOR I = 1 TO 12: READ MW(I): NEXT I 
FOR I = 1 TO 14: READ MM$(I): NEXT I 
READ Y1,Y2,NT,D,DL,DF 
READ T$ 
PRINT : PRINT  ^
HOME : PRINT "IN CHRDER TO RIM THIS MYOGRAM YCHJ MUST ANSWER THE FOLLOW 
ING QUESTIONS: ": PRINT : INPUT "FIRST DAY OF THE WATER YEAR IS: ";FD 
PRINT : PRINT "YOU MAY CHCM}^  BETWEEN DIFERENT ALTERNATIVES, BY IWUT 
ING: ": PRINT : PRINT "YES = 1": PRINT "NO = O": PRINT : PRINT "THE 
AVAILABLE OPTIONS ARE:": PRINT 
PRINT "DO YOU WANT ROUTING PERIOD EQUAL TO 1 HOUR (OTHERWISE THE ROJT 
ING IS DONE EVERY 15 Mli^ JTES)": IWUT NN:NN(1) = HH 
IF NN < >1 AND MM < >0 THEN GOTO 260 
PRINT : PRINT "DO YOU WANT TO RUN THE PRCKRAM ON A DAILY BASIS?, (OTH 
ERWISE WILL RUN FOR A FULL YEAR)": IIWUT NN:M\I(2) = NN 
IF NN < >1 AND NN < >0 THEN GOTO 280 
PRINT : PRINT "DO YOU WANT A DETAILED OJTPUT (EVERY 15 MINUTES) FOR A 
NY PARTICULAR DAY?": INPUT hM:M\|(3) = NN 
IF NN < >1 AND NN < >0 THEN KXTO 300 
PRINT : PRINT "DO YOU WANT A TAH_E WITH RECORDED FLOtfô AND/OR A E^ S^ E 
SION ANALISIS BETWEEN DAILY RECORDED AND SYNTHESIZED FLOWS? INPUT 
NN:NN(4) = NN 
IF NN < >1 fasiD NN < >0 THEN GOTO 320 
340 PRINT : PRINT "DO YOU WANT TFffi RE^ JLTS TO BE PRINTED OUT (PAPER COPY) 
INPUT NN:IWI(5) = NN 
: S S O  IF NN < >1 fWm hOM < >0 THEN «3T0 340 
360 IF NN(2) = 1 Th£N GOTO 540 
370 IF NN(3) < >1 THEN KITO 430 
380 HOME : PRINT "ENTER TtS DATE FOR WHICH YOU REQUIfŒ DETAILED OUTPUTS": 
PRINT : IWUT "PKAITH = ";M0: IMMJT "DAY = "iDT 
390 MO = MO:DO = DT 
400 IF MO > = 10 THEN Y3 = Y1 
410 IF MO < =9 THEN Y3 = Y2 
420 DD = MC(MO) + DT 
430 D$ = CHR$ (4) 
440 PRINT D$;"OPEN P#«AMETERS" 
450 PRINT D$;"READ PARA^ TERS" 
460 INPUT RF: INPUT RB: INPUT A: IWUT FI: IWUT FW 
470 INPUT VM: IWUT K): INPUT SU: IKSnJT LC: IWUT EL 
480 INPUT SF: IWUT GF: INPUT SO: INPUT BM: INPUT BV 
490 INPUT OL: INPUT CC: INPUT OG: INPUT 05: INPUT 06 
500 INPUT IC: INPUT CS: Il«^  FS: IWUT EV: INPUT B1 
510 IhPUT BC: INPUT GS: INPUT UZ: INPUT LS: INPUT BX 
520 IWUT IS: INPUT Gi: irffHJT NL: IWUT EE: INPUT NR 
530 PRINT D$;"CLOSE " 
540 D$ = Cm$ (4) 
550 PRINT D$;"OPEN ROUTING INCREMENTS" 
560 PRINT D$;"READ ROUTING INCREMENTS" 
570 FOR KD = 1 TO NT: INPUT CT(KD): NEXT KD 
580 PRINT D$;"CLOSE " 
590 IF NN(2) < >1 THEN GOTO 820 
600 PRINT D$;"OPEN DAILY PARWETERS" 
610 PRINT D$;"READ DAILY PARAMETERS" 
620 INPUT RF: INPUT RB: IWUT A: IWUT FI: INPUT FW 
630 INPUT VM: INPUT BU: INPUT SU: INPUT LC: IWUT EL 
640 INPUT SF: INPUT GF: IWUT SO: INPUT K1: IhPUT BV 
650 INPUT OL: INPUT CC: INPUT OG: INPUT 05: INPUT 06 
660 INPUT IC: INPUT CS: IWUT FS: IWUT EV: IWUT B1 
670 INPUT BC: INPUT GS: INPUT UZ: IWUT LS: INPUT BX 
680 INPUT IS: INPUT 61: IWUT W_: INPUT EE: INPUT NR 
690 PRINT D*;"CLOSE" 
700 PRINT D$;"OPEN INWOUTED FLOWS" 
710 PRINT D$;"READ WBKHJTED FLOWS" 
720 FOR KD = 1 TO 99: IWUT UA(KD): hEXT KD 
730 PRINT D$;"CLOSE" 
740 PRINT : PRINT "" 
750 HCHiE : PRINT "ON A DAILY BASIS COMPUTATION YOU MUST IMPUT THE CURRENT 
DATE .WHICH MUST BE CONSECUTIVE OF T(£ ONE STORED ON T^  DAILY PARAM 
ETERS MRRAY": PRINT 
760 PRINT : IWUT "MONTH= "SW3: INPUT "DAY = ";DT: PRINT "IW>UT HEkmLY 
RAINFALL:": FOR I = 1 TO 24: PRINT "DH(";I;") =";: INPUT DHd): NEXT 
I 
770 MO = MO:DO = DT 
780 IF MO > = lO THEN Y3 = Y1 
790 IF MO < = 9 THEN Y3 = Y2 
800 DY = MC(MO) + DT 
810 SOTO 920 
820 R = 1 
830 PRINT D$;"OPEN DATE-RAIWALL" ; " , L80" 
840 PRINT D$;"READ DATE-RAINFALL";",R";R 
850 INPUT YR,MO,DT,CN 
860 FOR I = 1 TO 12: INPUT RW(I): NEXT I 
870 PRINT D*;"CLOSE" 
880 RD = MC(MO) + DT 
890 FOR I = 1 TO 12:SW(I) = RW(I): NEXT I 
900 IF NR = 0 THEN GOTO 920 
910 FOR KD = 1 TO NR: READ UA(KD): NEXT KD 
920 DEF FN ZW(W> = SGN (W) * INT ( ABS (W) * F1 + 0.50) / F1 
930 DEF FN ZX(X) = SSM (X) * INT ( ABS (X) * F2 + 0.50) / F2 
940 DEF FN ZY(Y) = SGN (Y) * INT ( ABS (Y) • F3 + 0.5) / F3 
950 DEF FN ZZ(Z) = SGN (Z) * INT ( ABS (Z) * F4 + 0.5) / F4 
960 F1 = 10:F2 = 100:F3 = 1000:F4 = 10000:QX = l.O / 24.0:OP = 1.0 / 96.O: 
BL = - LOG (BC QX):B2 = 0.0 
970 IF B1 < 0.00001 OR B1 > 0.9999 THEN GOTO 990 
980 B2 = - LOG (B1 QX) 
990 IR = IC " ES=>:FP = 1.0 - FI - FW:IL = - LOG (IR) 
1000 VC = 0.25 * VM 
lOlO 03 = 0.0:04 = 0.0:07 = 0.0:08 = 0.0:MF = 0.0:ME = 0.0:MU = 0.0:T5 = 
.0:52 = o.o:Pi = o.o:HS = 0.0:R0 = o.o:iM = o.o 
1020 CB = GS * BL * (1.0 + B2 * BX) 
1030 VW - 26.8888 * A:WC = 24.0 * VW:RC = 0.025 / WC:T2 = CB * WC:SX = CS 
SS = SQR (08) 
1040 01 = 1020.O * SS / (05 * 0L):02 = 1020.0 * SS / (06 * OL) 
1050 E3 = 0.00982 * ((05 • OL / SS) " 0.6):E4 = 0.00982 * ((06 * OL / SS) 
0.6) 
1060 REM 
1070 REM BEGINNIG OF YEAR 
1080 REM 
1090 BZ = UZ:BS = LS:EG = GS:BF = IS 
1100 RM = RB:EI = 24.0 * EE / 365.0 
mo IF E2 < > 0.0 THEN GOTO 1130 
1120 El = 0.3 * EI:E2 = 1.2 • EI:SM = 1.2 SO 
1130 UC=aj*El+BU* EXP ( - 2.7 • LS / LC) 
1140 IF UC < 0.25 THEN UC = 0.25 
1150 IF NN(2) < >1 aiTO 1180 
1160 T1 = 0.0:MQ = 0.0:BI = BM 
1170 BOTO 1540 
1180 MP = 0.0:MB = 0.0:MS = 0.0:MT = 0.0 
1190 M = 1:DY = FD 
1200 REM 
1210 REM BEGIN DAY LOOP 
1220 REM 
1230 T1 = 0.0:MQ = 0.0:BI = BM 
1240 FCtfl HR = 1 TO 24:DH(HR) = 0.0: hEXT HR 
1250 IF DY < > RD T&CN GOTO 1580 
1260 PRINT D$;"OPEN DATE-RAINFALL';",L80" 
1270 IF CN = 2 TtEN KITO 1420 
1280 FOR HR = 1 TO 12:DH(HR) = 94(HR): ISEXT HR 
1290 R = R + 1 
1300 PRINT D$;"READ DATE-RAIhFALL";",R";R 
1310 INPUT YR,MO,DT,CN 
1320 FOR I = 1 TO 12: INPUT RW(I): NEXT I 
1330 RD = MC(MO) + DT 
1340 IF DY < > RD THEN «1T0 1490 
1350 FOR HR = 13 TO 24:DH(HR) = RUim - 12): NEXT HR 
1360 R = R + 1 
1370 reiNT D$; "READ DATE-RAI WALL" ; ", R" ; R 
1380 INPUT YR,MO,DT,CN 
1390 FOR I = 1 TO 12: INPUT RW(I): NEXT I 
1400 FOR I = 1 TO 12:SW(I) = RW(I): NEXT I 
1410 RD = MC(MO) + DT: GOTO 1500 
1420 FCK HR = 13 TO 24:DH(W» = SW(HR - 12): NEXT W? 
1430 R = R + 1 
1440 raiNT D$; 'READ DATE-RAIhFALL"; ",R";R 
1450 INPUT YR,MO,DT,CN 
1460 FC« I = 1 TO 12: INPUT RW(I): NEXT I 
1470 FOR I = 1 TO 12:SW(I) = RW(I): NEXT I 
1480 RD = rff:(MO) + DT 
1490 FOR I = 1 TO 12:SW(I) = RW(I): NEXT I 
1500 PRINT D$;"CLOSE" 
1510 REM 
1520 REM READING EVAPORATION DATA 
1530 REM 
1540 IF NN(2) < >1 KITO 1580 
1550 PRINT : PRINT "" 
1560 HOME : PRINT : IWUT "IWUT PMl EVAPORATION IW»TA 
1570 GOTO 1680 
1580 D1 = DF - 1:D2 = DL + 1 
1590 IF DY > =1 AND DY < =60 THEN DP = 0.03 
1600 IF DY > 60 AND DY < = D1 THEN !*> = O.15 
1610 IF DY > = D2 AND DY < = D THEN DP = 0.03 
1620 IF DY > = DF AND DY < = DL THEN OTTO 1640 
1630 GOTO 1680 
1640 PRINT D$;"OPEN EVAPORATIOM DATA"J",L5" 
1650 PRINT D$;''READ EVAPORATION DATA" Î " , R" ; DY 
1660 INPUT DP 
1670 PRINT D$;-CLOSE-
1680 
1690 
1700 
1710 
1720 
1730 
1740 
1750 
1760 
1770 
1780 
1790 
1800 
1810 
1820 
1830 
1840 
1850 
1860 
1870 
1880 
1890 
1900 
1910 
1920 
1930 
1940 
1950 
1960 
1970 
1980 
1990 
2000 
2010 
2020 
IF DY 
IF DY 
IF DY 
IF DY 
IF DY 
IF DY 
IF DY 
IF DY 
IF DY 
IF DY 
90 CM? DY > ^ 8 TItN EP = 0.35 * DP 
= 90 AND DY < 105 THEN EP = 0.37 * DP 
= 105 AND DY < 
= 151 AND DY < 
= 181 AND DY < 
= 196 AND DY < 
= 212 AND DY < 
= 243 AND DY < 
= 258 AND DY < 
= 273 AND DY < 
THEN BI = BM 
151 TFEN EP = 0.41 « DP 
181 TœN EP = 0.43 * DP 
196 THEN EP = 0.68 « DP 
212 THEN EP = 0.74 * W» 
243 TItN EP = 0.80 * DP 
258 THEN EP = 0.72 * DP 
273 THEN EP = 0.56 * DP 
= 2œ TfEN EP = 0.41 • 
/ 61 
DP 
* EP) / 12.0 
IF DY 
REM 
REM BEGIN M3UR LOOP 
REM 
FC« HR = 1 TO 24 
IF HR = 9 THEN HS = (FW 
IF HR = 21 THEN HS = O.O 
PH = RM * DH(HR):IV> = MP + PH 
TF = 0.0:AR = O.O 
REM 
REM 15 MINUTES ACCOUNTING AND ROUTING LOOP 
REM 
FOR CP = 1 TO 4 
PB = o.o:PC = 0.0:03 = 0.0:04 = o.o:wi = o.o:WG = o.o:Pi = o.o:P2 = o 
.0:P3 = 0.0:P4 = 0.0:PP = 0.25 * PH:LR = LS / LC 
GOTO 2020 
GOTO 2140 
GOTO 2540 
GOTO 2660 
00 UD 
> 
> 
> 
> 
.0 
> 
O.O T»£N 
0.0 TICN 
THEH 
TKEN 
O 
O 
IF PP 
IF 07 
IF IS 
IF m 
T5 = O. 
IF RO 
GOTO 2870 
Rsn 
REM RAIINFALL UPPER 
REM 
IF PP > = VC THEN 
0.0 TfCN GOTO 2760 
ZONE INTERACTION 
WTQ 2060 
2030 uz = uz + pp:vc = vc - PP:PC = O.O:PB = o.o:PI = PP 
2040 IF 07 >0.0 T&CN GOTO 2140 
2050 KITO 2540 
2060 PC = PP - vc:uz = UZ + vc:vc = o.oo:uc = su * E1 + BU * EXP ( - 2.7 * 
LR) 
2070 IF UC < 0.25 THEN UC = 0.25 
2080 UR = 2.0 • ABS (UZ / UC - l.O) + l.OZFM = (l.O / (1.0 + l«)) " UR 
2090 IF UZ > UC THEN FM = l.O - FM 
21<X> PB = PC * FM: PI = PP - PB:UZ = UZ + PC - PB 
2110 REM 
2120 REM LOWER ZONE AND «RCRfNDWATER IWILTRATION 
2130 REM 
2140 IE = 4.0 * LR 
2150 IF LR < = 1.0 THEN GOTO 2190 
2160 IE = 4.0 + 2.0 * (LR - 1.0) 
2170 IF LR < = 2.0 THEN «1T0 2190 
2180 IE = 6.0 
2190 PB = PB + 07 
2200 CM = 0.25 * SM * BI / (2.0 IE):CI = BV * 2.0 LR 
2210 IF CI < 1.0 THEN CI = 1.0 
2220 PA = PB * PB / (2.0 * CM * CI):WI = PB * PB / (2.0 * CM) 
2230 IF PB > = CM TŒN WI = PB - 0.5 • CM 
2240 IF PB > = (CM * CI) THEN PA = PB - 0.5 * CM * CI 
2250 WG = WI - PA 
2260 IF PB < = 07 THEN GOTO 2280 
2270 P2 = PA * ((PB - 07) / PB):P3 = WG * ((PB - 07) / PB):P4 = (PB - WI) * 
((PB - 07) / PB) 
2280 IF (PA - 07) > O.O THEN GOTO 2300 
2290 ED = (07 + PA) / 2.0: GOTO 2310 
2300 ED = E3 * ((PA - 07) 0.6) 
2310 IF (07 + PA) > (2.0 * ED) TICN ED = 0.5 * (07 + PA) 
2320 IF (07 + PA) < = O.OOl TIEN GOTO 2350 
2330 03 = 0.25 # 01 * (((07 + PA) • 0.5) 1.67) * ((1.0 + 0.6 • ((07 + PA 
) / (2.0 * ED)) ^  3.0) ^  1.67) 
2340 IF 03 > (0.75 • PA) THEN 03 = 0.75 * PA 
2350 IF FI = O.O TFEN «DTO 2440 
2360 PI = PC + 08 
2370 IF (PI - C») >0.0 1TEN «3X0 2390 
2380 E5 = (08 + PI) / 2.0: GOTO 2400 
2390 E5 = E4 * ( (PI - 08) 0.6) 
2400 IF (08 + PI) > (2.0 * E5) THEN E5 = 0.5 * (08 + PI) 
2410 IF (08 + PI) < = O.Ol TŒN GOTO 2440 
2420 04 = 0.25 * 02 * (((08 + PI) * 0.5) 1.67) * ((1.0 + 0.6 * ((08 + PI 
) / (2.0 * E4)) 3.0) ^  1.67) 
2430 IF 04 > PI THEN 04 = PI 
2440 TF=TF+03*FP+04*FI+PC*FH 
2450 07 = PA - 03:08 = PI - 04 
2460 IF 07 > = 0.001 THEN GOTO 2480 
2470 LS = LS + 07:04 = 04 + 08:07 = 0.0:08 = O.O 
2480 LX = 1.5 * ABS (LB / LC - 1.0) + 1.0 
2490 FM = (1.0 / (1.0 + LX)) LX 
2500 IF LS < LC TFEN FM = 1.0 - FM * (LS / LC) 
2510 PZ = FM * (PB - WI) 
2520 PG = (1.0 - FM) * (PB - HI) • (1.0 - SF) * FP h 
2530 GS = GS + PG:BX = BX + PG:LS = LS + PZ:IS = IS + WG * FP 
2540 S3 = IL * IS:MF = MF + S3:IS = IS - S3 
2550 IF IS > = 0.0001 TICN GOTO 2570 
2560 LS = LS + IS:IS = 0.0 
2570 UA(1) = 03 * FP + 04 * FI + PC * FW + S3 
2580 S2 = UA(1) 
2590 REM 
2600 MEM ROUTING 
2610 REM 
2620 IF Wl(l) = O.O THEN GOTO 2660 
2630 IA4 = UH + 0.25 « UA(1) 
2640 IF CP < >4 THEtt K3T0 2760 
2650 UA(1) = UH 
2660 T5 = 0.0:KT = NT 
2670 UH = UA(KT) 
2680 IF UH < = 0.0 THEN GOTO 2700 
2690 T5 = T5 + UH * CT(KT):UA(KT + 1) = UH: GOTO 2710 
2700 UA(KT + 1) = 0.0 
2710 KT = KT - 1 
2720 IF KT > =1 THEN GOTO 2670 
2730 IF UH < = 0.0 THEN S3T0 2750 
2740 NR = NT 
2750 NR = MR - 1:UA(1) = 0.0:UH = 0.0 
2760 IF SX < = ES THEN SX = CS 
2770 R1 = T5 - SX * (T5 - RO):RO = R1 
2780 IF RO < RC TL^  RO = 0.0 
2790 T2 = (4.0 * R1 + CB - HS) * WC 
2800 IF T2 < = (0.5 * CC) THEN SX = CS 
2810 IF T2 > (0.5 * CC) AND T2 < (2.0 * CC) TFEN SX = CS + (FS - CS) * (( 
T2 - 0.5 * CC) / (1.5 • CC)) 3.0 
2820 IF T2 > (2.0 * CC) THEN SX = FS 
2830 IF T2 < = MQ TTOI GOTO 2850 
:%40 MQ = T2 
2850 AR = AR + R1 
6^0 IF WL(2) = 1 THEN GOTO 2%0 
2870 IF DY < > DD THEN OTTO 3160 
2880 IF HR = 1 AND CP = 1 TICN HJTO 2930 
2890 GOTO 3000 
2900 REM 
2910 FEM PRINTING DAILY OUTPUTS 
2920 MEM 
2930 PRINT : PRINT "" 
2940 PRINT "READY TO PRINT DAILY VAUES" : PRINT : PRINT "PÏ^ SS RETWN TO 
CONTINIE": INPUT A$ 
2950 IF NN(5) < > 1 THEN GOTO 2970 
2960 PRINT : PRINT CM* (4);"PR#1" 
2970 HWE : PRINT TAB( 13) "DAILY OUTPUTS (15 MINUTES INTERVM-) FOR ";MO; 
"/"îD0;"/";Y3: PRINT : PRINT 
2980 PRINT TAB( 22) "ACCUM. MISTUFS BY ZCN»E"; SPC( 2) "FLOD ORIGIN"; »»C( 
2)"OUTFLCW TOT." 
2990 PRINT TAB( 10)"HR"; SPC( 1)"PR"; SPC( 1)"RAIN"; SPC( 2)"UZS"; SPC( 
3)"LZS"; SPC( 3)"GWS"; SPC( 3)"0FS"; SPC( 3)"SFV"; SPC( 3)"SBF"; SPC( 
4)"(IN)"; SPC( 4)"(CFS)": PRINT 
3000 OS = 07 * FP + 08 * FI:S4 = 03 * FP + 04 * FI + PC * FWZSL = 0.25 • ( 
CB - HS) 
3010 IF SI < O.O THEN SI = O.O 
3020 35 = SZ + Sl;S2 = 0.0 
3030 IF RO < = 0.0 THEN T2 = (CB - HS) * WC 
3040 RS = 0.25 * T2 / WC 
3050 ZA = FN ZY(PP):ZB = FN ZY(UZ):ZC = FN ZY(LS):ZD = FN ZY(GS):ZE » 
FN ZY(OS):ZF = FN ZY(S4):ZG = FN ZZ(S1):ZH = FN ZZ(RS):ZI = FN Z 
X(T2) 
3060 PRINT TAB( 10)WR; TAB( 13)CP; SPC( 2);:B = ZA: KiajB 6140:B = ZB: œsim 
6140:B = ZC: GOSUB 6140:B = ZD: GOSUB 6140:B = ZE: GOSUB 6140:B = ZF: 
KeUB 6140:C = ZG: GOSUB 6160:C = ZH: GOSUB 6160:C = ZI: GOSUB 6160: 
PRINT 
3070 IF W = 24 AND CP = 4 AND NN(2) = 1 THEN GOTO 3250 
3080 IF HR = 24 fWO CP = 4 THEN PRINT : PRINT : PRINT "DO YOU WMfT DETAI 
LED OUTPUTS Ft« ANOTKER DAY? (Y/N)": MITO 3100 
3090 GOTO 3160 
3100 IWUT A$: IF LEFT* (A$,l) < > "Y" WID LBHT» (AS, I) < > "N" TICN 
3090 
31lO IF LEFT* (A$,l) = "N" THEN GOTO 3160 
3120 PRINT : IWUT "MOMTH = ";M0: IWUT "DAY = ";DT:DD = + DT 
3130 MO = MO:DO = DT 
3140 IF MO > =10 T*CN Y3 = Y1 
3150 IF W3 < = 9 TICN Y3 = Y2 
3160 IF VC < (0.25 * VM) THEN GOTO 3180 
3170 GOTO 3190 
3180 PT = DP / 96.0:VC = VC + PT 
3190 hEXT CP 
3200 REM 
3210 END OF 15 MIMJTES LOW 
3220 REM 
3230 REM ADDING «WUNDWATER FLCM 
3240 REM 
3250 CB = GS * BL * (l.O + B2 * BX):GS = GS - CB:T3 = #« + CB:MB = MB + CB 
3260 IF HS > T3 THEN HS = T3 
3270 MS = hS + HS:T4(HR) = (T3 - HS) * liK::Tl = T1 + T4(W) 
3^0 KM 
3290 REM DRAINING OF UPPER ZONE STORAGE 
3300 REM 
3310 UX = (UZ / UC) - (LS / LC) 
3320 IF UX < = 0.0 TfEN GOTO 3420 
3330 LR = LS / LC:UL = 0.003 * BI * UC * UX ^  3.0 
3340 IF UL > UZ THEN UL = UZ 
3350 UZ = UZ - UL:LX = 1.5 * ABS (LR - 1.0) + 1.0:FM = (l.O / (1.0 + LX)) 
LX 
3360 IF LS < LC THEN FM = l.O - FM * LR 
3370 PG = (1.0 - FM) * UL * (1.0 - SF) * FP 
3380 PZ = FM * UL:LS = LS + PZ:GS = GS + PGZBX = BX + PG 
3390 REM 
3400 REM 4 PM ADJUSTMENTS 
3410 
3420 IF m < > 16 THEN GOTO 3760 
3430 El = 0.9 * (El + EP):E2 = 0.96 » (E2 + EP) 
3440 REM  ^
3450 REM INFILTRATION CORRECTION 
3460 REM 
3470 SM = (E2 / EI) SO 
3480 IF SM < 0.33 THBM SM = 0.33 
3490 BX = 0.97 * BX 
3500 IF EP < = O.O THEN «3T0 3760 
3510 REM 
;a20 REM CALCULATE ET LOSS FROM UPPER ZOfE STORAK 
3530 REM 
3540 IF EP > = UZ THEN KITO 3560 
3550 MU = MU + EP:UZ = UZ - EPZhE = IC + EP; GOTO 3760 
3560 EP = EP - UZ:ME = »E * UZ:UZ = O.O 
3570 REM 
3580 REM CALCULATE ET LOSS FROM LOWER ZONE STORAGE 
3590 REM 
3600 LR = LS / LC 
3610 IF EP > = (EL * LR) T»CN GOTO 3640 
3620 SE = EP * (1.0 - EP / (2.0 * EL * LR)) 
3630 GOTO 3650 
3640 SE = 0.5 * EL * LR 
3650 EP = EP - SE 
3660 IF EP > = 0.0 THEN GOTO 3680 
3670 SE = SE + EP:EP = 0.0 
3680 LS = LS - SE:ME = FC + SE 
3690 IF EP = 0.0 TIEN GOTO 3760 
3700 REM 
3710 REM EVAPOTRM^ I^RATICM LOSS FROM GRCHMDWATER 
3720 REM 
3730 GT=GS*6F*EP*FP 
3740 GS = 6S - 6T:BX = BX - ST 
3750 IF BX < O.O THEN BX = 0.0 
3760 NEXT HR 
3770 I^ M 
3780 REM END OF HOUR LOOP 
3790 REM 
3800 IF NN(2) < > 1 THEN GOTO 4090 
3810 PRINT : PRINT "" 
3820 HOME : PRINT "DO YOU MMIT TO SAVE OH FILE T(£ CURRENT DAILY PARMCTE 
RS TO BE USED WITH HEXT DAY DATA? <Y/N)" 
3830 ILSFFNJT A$: IF LEFTS (A$,L) < > "Y" AND LEFT* (AS,1> < > "N" THEN 
GOTO 3830 
3840 IF LEFT* (A$,L) = "Y" THEN GOTO 3890 
3Œ0 PRINT : PRINT "DO YOU WANT TO RIW TIC PROGRAM AGAIN? (Y/N) " 
3860 IWUT A$: IF LEFT* (A$,L) < > "Y" «MD LEFT* (A*,L) < > "N" TJCN 
GOTO 3860 
3870 IF LEFT* (A*,L) = "Y" THEN ®JTO 160 
3880 KITO 6080 
3890 MR = 99 
3900 PRINT D$;"OPEN DAILY PARAMETERS" 
39LO PRINT D*5"DELETE DAILY PARAFETERS" 
3920 PRINT D*;"OPEN DAILY PARAMETERS" 
3930 PRINT D*;"WRITE DAILY PARAMETERS" 
3940 PRINT RF: PRINT RB: PRINT A: MRINT FI: PRINT FW 
3950 PRINT VM: PRINT BU: PRINT SU: PRINT LC: PRINT EL 
3960 
3970 
3980 
3990 
4000 
4010 
4020 
4030 
4040 
4050 
4060 
4070 
4080 
4090 
4100 
41 LO 
4120 
4130 
4140 
4150 
4160 
4170 
4180 
4190 
4200 
4210 
4220 
4230 
4240 
4250 
4260 
4270 
4280 
4290 
4300 
4310 
PRINT SF: 
PRINT OL: 
PRINT IC: 
PRINT BC: 
PRINT IS: 
PRINT so: 
PRINT 06: 
PRINT FS; 
PRINT uz: 
PRINT NL: 
PRINT BM: 
PRINT 05: 
PRINT EV: 
PRINT LS: 
PRINT EE: 
MT + DS(DY):DZ(DY) = LS 
<0.1 THEN GOTO 4170 
PRINT GF: 
PRINT CC: 
PRINT CS: 
PRINT GS: 
PRINT GL: 
F«INT D$;"CLOSE" 
PRINT D$; "OPEN IMRIXJTED FLCMS" 
PRINT D$;"DELETE UNROUTED FLOWS" 
PRINT D$; "OPEN UIWOUTED FLCWS" 
reiNT D$;"WRITE UhKOUTED FLOWS" 
FOR KD = 1 TO 99: PRINT UA(KD): NEXT KD 
PRINT D$;"CLOSE" 
GOTO 6080 
DS(DY) = T1 / 24.0:MT = 
IF ( ABS (DY - nW(M))) 
DY = DY + 1 
IF DY > D THEN DY = DY - D 
GOTO 4320 
REM 
REM MONTHLY SUMMARY STORAGE 
REM 
DY = DY + 1 
IF DY > D THEN DY = DY - D 
ER(M) = BX 
TT(M) = MT:MT = 0.0 
TP(M> = = O.O 
TB(M) = MB:MB = 0.0 
TI(M) = »FzrF = 0.0 
TS(M) = MS:MS = O.O 
TU(M) = MU:MU = O.O 
TN(M) = ME:ME = 0.0 
EG(M) = GS 
UC = SU * El + BU * 
IF UC < 0.25 THEN UC = O.!^  
EC(M) = uc:EZ (M) = UZ:ES(M> = AI:EY(M) 
M = M + 1 
PRINT BV 
PRINT 06 
PRINT B1 
PRINT BX 
PRINT NR 
EXP ( - 2.7 * LS / LC) 
LS:EF(M) 
4320 IF DY < > FD THEN GOTO 1230 
4330 REM 
4340 REM END OF DAY LOOP 
4350 REM 
4360 REM ANNUAL SIAWARY 
4370 REM 
4380 sv = o.oifiP = O.O:AF = 0.0:AV = o.o:AE = 0.0:AU = O.O:AI » o.o 
4390 FOR M = 1 TO 12 
4400 SV = SV + TT(M):AP = AP + TP(M):#^  = AF + TB(M) 
4410 AV = AV + TS(M):AE = AE + TN(M):AU = AU + TU(M):AI = AI + TL(M) 
4420 HEXT M 
4430 
4440 PRINTOUT STATEKENTS 
4450 REM 
4460 PRINT : PRINT "" 
4470 FTTBE : MTLNT "READY TO PRINT ANNUAL RESULTS": PRINT "PRESS RETWN TO 
CONTINUE": INPUT A$ 
4480 IF MM(5) < >1 THEN GOTO 4SOO 
4490 PRINT : PRINT CHK* (4);"PR#1" 
4500 DY = FD 
4510 FOR I = 1 TO 12: FOR J = 1 TO 31 
4520 AA(I,J) = DS(DY) 
4530 DY = DY + 1 
4540 IF DY > D THEN DY = 1: GOTO 4570 
4550 IF DY > MW(I) THEN GOTO 4570 
4560 HEXT J 
4570 NEXT I 
4580 Ml = 1:M2 = 7:L1 = 1:L2 = 6 
4590 HOME : PRINT TAB( 18) "HYWOLOGIC SIMULATICW STREAWLOW" 
4600 PRINT TAB( 15)T$; SPC( 7)"HATER YEAR ";Y1;"/";Y2: PRINT : M%INT : PRINT 
4610 PRINT TAB( 33)"SYNTHESIZED FLOW": PRINT : PRINT 
4620 PRINT SPC( 20): FOR I = Ml TO M2 
4630 PRINT MM$(I);" 
4640 ISEXT I: PRINT 
4650 FOR J = 1 TO 31 
4660 PRINT SPC( 20)J;: PRINT TAB( 28) 
4670 FOR I = LI TO L2:ZJ = FN ZW(AA(I,J)) 
4680 E = ZJ: GOSUB 6150 
4690 NEXT I: PRINT 
4700 hEXT J 
4710 PRINT TAB( 10)"TOTAL (CFS)"; TAB( 28) 
4720 FOR I = LI TO L2:ZJ = FN ZWCTTd) ):E = ZJ: GOSUB 6150 
4730 NEXT I: PRINT 
4740 FOR I = LI TO L2:TY(I) = TT(I) / VW: hEXT I 
4750 PRINT TAB( lO)"TOT«_ (IN)"; TAB( 28) 
4760 FCR I = LI TO L2:ZJ = FN ZX(TY(I)):E = ZJ: GOSUB 6150 
4770 hEXT I: PRINT 
4780 FOR M = LI TO L2:TM(M) = TY(M) - TI(M) - TB(M) + TS(M) 
4790 IF TM(M) < 0.0 THEN TM(M) = O.O 
4800 tEXT M 
4810 PRINT TAB( lO) "OVERFU** (IN)»; TAB( 28) 
4820 FOR I = LI TO L2:ZJ = FN ZX(TM(I)):E = ZJ: GOSUB 6150 
4830 NEXT I: PRINT 
4840 PRINT TAB( 10)"INTERFLOW (IN)"; TAB( 28) 
4K0 FOR I = LI TO L2:ZJ = FN ZX(TI(I)):E = ZJ: GCGUB 6150 
4860 hEXT I: PRINT 
4870 PRINT TAB( lO)"BASEFLOW (IN)"; TAB( 28) 
4880 FOR I = LI TO L2:ZJ = FN ZX(TB(I)):E = ZJ: GOSUB 6150 
4890 NEXT I: PRINT 
4900 reiNT TAB( 10)"ST.EVAP. (IN)"; TAB( 28) 
4910 FOR I = LI TO L2:ZJ = FN ZX(TS(I)):E = ZJ: GOSUB 6150 
4920 hEXT I: PRINT 
4930 PRINT TAB( lO)"RAINFALL (IN)"; TAB( 28) 
4940 FOR I = LI TO L2:ZJ = FN ZX(TP(I)):E = ZJ: GOSUB 6150 
4950 ÏEXT I: PRINT 
4960 PRINT TAB( 10)"hET ET. (IN)"; TAB( 28) 
4970 FOR I = LI TO L2:ZJ = FN ZX(TN(I)):E = ZJ: GOSUB 6150 
4980 NEXT I: PRINT 
4990 PRINT TAB( 10)"POT.ET (IN)"; TAB( 28) 
5000 FOR I = LI TO L2:ZJ = FN ZX(TU(I)):E = ZJ: GOSUB 6150 
5010 NEXT I: PRINT 
5020 PRINT TAB( 10)"STO. - UZ (IN)"; TAB( 28) 
5030 FOR I = LI TO L2:ZJ = FN ZY(EZ(I)):E = ZJ: BC^ UB 6150 
5040 NEXT I: PRINT 
5050 PRINT TAB( 17) "LZ (IN)"; TAB( ^ ) 
5060 FW I = LI TO L2:ZJ = FN ZY(EY(I)):E = ZJ: «3SIJB 6150 
5070 NEXT I: PRINT 
5080 PRINT TAB( 17)"IF (IN)"; TAB( 28) 
5090 FOR I = LI TO L2:ZJ = FN ZY(EF(I)):E = ZJ: «3SUB 6150 
5100 NEXT I: PRINT 
5110 PRINT TAB( 17)"GW (IN)"; TAB( 28) 
5120 FW I = LI TO L2:ZJ = FN ZY(EG(I>):E = ZJ: GOSUB 6150 
5130 NEXT I: PRINT 
5140 PRINT TAB( 10)"IND. - EC (IN)"; TAB( 28) 
5150 FOR I = LI TO L2:ZJ = FN ZY(EC(I)):E = ZJ: GOSUB 6150 
5160 NEXT I: PRINT 
5170 PRINT TAB( 17)"ER (IN)"; TAB( 2B} 
5180 Fm I = LI TO L2:ZJ = FN ZY(ER(I)):E = ZJ: GOSUB 6150 
5190 NEXT I: PRINT 
5200 PRINT TAB( 17)"ES (IN)"; TAB( 28) 
5210 FOR I = LI TO L2:ZJ = FN ZY(ES(I)):E = ZJ: «3SUB 6150 
5220 hEXT I: PRINT : PRINT : PRINT : PRINT : PRINT 
5230 IF LI = 7 AND L2 = 12 THEN GOTO 5270 
5240 Ml = Ml + 7:M2 = M2 + 7:L1 = LI + 6:L2 = L2 + 6 
5250 GOTO 4610 
5260 PRINT : PRINT : PRINT 
5270 PRINT TAB( 33)"AMMUAL SUMMARY TABLE": PRINT : PRINT 
5280 ZK = FN ZY(SV): PRINT TAB( 25)"SYNTHESIZED FLOW VOL. (CFS)";: PRINT 
TAB( 15)ZK 
5290 SK = SV / VW:ZK = FN ZY(SK) 
5300 PRINT TAB( 25)"SINTHESIZED FLOW VOL.(IN)";: PRINT TAB( 15)ZK 
5310 AO = SK - AI - + AV: IF AO < 0.0 THEN AO = 0.0 
5320 ZK = FN ZY(AO): PRINT TAB( 25)"OVERLAND FLOW VOLUTE (IN)";: PRINT TAB( 
15) ZK 
5330 ZK = FN ZY(AI): PRINT TAB( 25)"INTEMT_W VOLIAE (IN)";: PRINT TAB( 
15) ZK 
5340 ZK = FN ZY(AF): PRINT TAB( 25)"BASE FLOW VOLUME (IN)";: PRINT TAB( 
15) ZK 
5350 
5360 
5370 
5380 
5390 
5400 
5410 
5420 
5430 
5440 
5450 
5460 
5470 
5480 
5490 
5500 
5510 
5520 
5530 
5540 
5550 
5560 
5570 
5580 
5590 
5600 
5610 
5620 
5630 
5640 
ZK = 
15) ZK 
ZK = 
)ZK 
ZK = 
TAB( 
ZK = 
TAB( 
AM = 
FN ZY(AV): PRINT TAB( 25) "STREAM EVW. VfM-UME (IN)";: PRINT TAB( 
FN ZY(AP); PRINT TAB( 25)"PRECIPITATION (IN) PRINT TAB( 15 
FN ZY(AE): 
15) ZK 
FN ZY(AU): 
15) ZK 
(LS - BS + 
PRINT TAB( 25)-NET EVAPOTRANSPIRATION (IN)";: PRINT 
PRINT TAB( 25)"POT. EVAPOTRANSPIRATION (IN)";: PRINT 
+ (UZ - BZ + 6S - BS) • (1.0 - FW) + SV 
/ W + AE * FP 
Ml = FN ZY(AM): 
IS - BF) * FP 
+ AV - AP 
PRINT TAB( 25) "AWUAL BM.ANCE (IN)";: PRINT TAB( 1 
PRINT : PRINT 
FOR J = 1 TO 31 
1: GOTO 5480 
GOTO 5480 
5)AM: PRINT 
DY = FD 
FOR I = 1 TO 12: 
AA(I,J) = DZ(DY) 
DY = DY + 1 
IF DY > D TŒN DY = 
IF DY > MW(I) THEN 
NEXT J 
NEXT I 
Ml = 1:M2 = 7:L1 = 1:L2 = 6 
PRINT TAB( 33) "DAILY LOWER IGNE STORAŒ 
PRINT SPC( 20): FOR I = Ml TO M2 
PRINT MM$(I);" "; 
HEXT I: PRINT 
FOR J = 1 TO 31 
PRINT SPC( 20)J;: PRINT TAB( 28) 
FOR I = LI TO L2:ZL = FN ZW(AA(I,J)) 
E = ZL: GOSUB 6150 |\EXT I: PRINT 
RCXT J: PRINT : PRINT : PRINT : PRINT 
IF LI = 7 AND L2 = 12 THEN GOTO 5630 
Ml = Ml + 7:M2 = M2 + 7:L1 = LI + 6:L2 
GOTO 5500 
IF NN(4) = 1 THEN GOTO 5650 
GOTO 6080 
(IN)": PRINT : PRINT 
L2 + 6 
5650 PRINT D$;"OPEN RECORDED FLOWS" 
5660 PRINT D$;"READ RECORDED FLOWS" 
5670 Fœ I = 1 TO D: IWUT DZ(I): NEXT I 
5680 PRINT DS;"CLOSE" 
5690 SX = 0.0:SY = O.OZXS = O.OZYS = O.OZXY = 0.0 
5700 FOR I = 1 TO D 
5710 SX = SX + DS(I);SY = SY + DZ(I):XS = XS + (DS(I)) ^  2.0:YS = YS + (DZ 
(I)) ^  2.0:XY = XY + DS(I) * DZCI) 
5720 NEXT I 
5730 B = (D * XY - SX * SY) / (D * XS - SX ^  2.0):A = (SY - B * SX) / D:SX 
= B * (XY - SX * SY / D):YS = YS - SY ^  2.0 / D 
5740 SY = YS - SX:CD = SX / YS:CC = SQR (CD):SE = SQR (SY / (D - 2)) 
5750 PRINT : PRINT "" 
5760 HOfC : PRINT "DO YOU WANT A TABLE WITH RECCMDED FLOWS? (Y/N)" 
5770 INPUT A$: IF LEFTS (A$,1) < > "Y" AND LEFT* (A$,l) < > "N" THEN 
GOTO 5770 
5780 IF LEFTS (A$,l) = "N" THEN GOTO 6020 
5790 IF NN(5) < >1 THEN GOTO 5810 
5800 PRINT : PRINT CHR$ (4);"PR#1" 
5810 DY = FD 
5820 FOR I = 1 TO 12: FOR J = 1 TO 31 
5830 AA(I,J) = DZ(DY) 
5840 DY = DY + 1 
5850 IF DY > D THEN DY = 1: «JTO 5OT0 
5860 IF DY > MW(I) THEN GOTO 5880 
5870 NEXT J 
5880 NEXT I 
5890 Ml = 1:M2 = 7:L1 = 1:L2 = 6 
59<X> PRINT TAB( 33)"RECORDED FLOWS": PRINT : PRINT : PRINT SPC( 20): FOR 
I = Ml TO M2 
5910 PRINT MM$(I);" 
5920 NEXT I: PRINT 
5930 FOR J = 1 TO 31 
5940 PRINT SPC( 20)J;: PRINT TAB( 28) 
5950 FOR I = LI TO L2:ZJ = FN ZW(AA(I,J)):E = ZJ: GOSUB 6150 
5960 NEXT I: PRINT 
5970 
5980 
5990 
6000 
6010 
6020 
6030 
6040 
6050 
6060 
6070 
6080 
6090 
6100 
6110 
6120 
6130 
6140 
6150 
6160 
NEXT J: PRINT : PRINT : PRINT : PRINT 
IF LI = 7 AND L2 = 12 THEN GOTO 6020 
Ml = Ml + 7:M2 = M2 + 7:L1 = LI + 6:L2 = L2 + 6 
GOTO 5900 
PRINT : PRINT : PRINT : PRINT : PRINT 
A = FN ZY(A):B = FN ZY(B):CD = FN ZY(CD):CC = FN ZY(CC):SE = FN 
ZY(SE) 
10)"THE RESULT OF THE REGRESION ANALISIS FOR DAILY RECOR 
TAB( 10) "Aim SYNTieSIZEO FLOWS PRINT 
10)"REGRESION EQIMTION: »;"F<X) = ";BS" + ("fAf" 
PRINT TAB( 
DED PRINT 
PRINT TAB< 
*  X ) "  
PRINT TAB( 
PRINT TAB( 
PRINT TAB( 
END 
DATA 
DATA 
DATA 
JIM 
10)"COEFFICIENT OF CORRELATION = ";CC 
10)"COEFFICIENT OF DETERMINATIŒI = ";CD 
10)"STANDARD ERROR OF ESTIMATES = ";SE 
O,31,60,91,121,152,182,213,244,274,305,335 
305,335,366,31,60,91,121,152,182,213,244,274 
"DAY" , "OCT" , "NOV" , "DEC" , "JAN" , "FEB" , "MM*" , "DAY" , "<TF»R" , "MAY" , " 
',"JUL","AUG","SEP" 
DATA 75,76,27,366,315,91 
DATA FOUR MILE CREEK - IOWA 
X = B: PRINT x;:zz = LEN ( STR$ (X)>:zz « 6 - ZZ: IF ZZ > O.O THEN PRINT 
SPC( ZZ): RETURN 
X = E: PRINT x;:zz = LEN ( STR* (X)):zz = 7 - ZZ:  IF ZZ > O.O TI«N PRINT 
SPC( ZZ): FSTURN 
X = C: PRINT x;:zz = LEN ( STR$ (X) ) :ZZ  =  8 -  ZZ:  IF ZZ >  0.0 THEN PRINT 
SPC( ZZ): RETURN 
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APPENDIX C. APPLESOFT COMPUTER PROGRAMS TO GENERATE 
AND MODIFY TEXT FILES 
154 
Appendix Cl. Sample program to create a sequential file; the 
A$ variable defines the file name 
100 REM PROGRAM LISTING 
105 REM 
110 REM 
120 A$ = "PARAMETERS":D» = CHR$ (4) 
130 PRINT D$;"OPEN";A$ 
140 PRINT D$;"DELETE";A$ 
150 PRINT D*;"OPEN";A* 
160 PRINT D*;"WRITE";A* 
170 NP = 35 
180 FOR I = 1 TO NP 
190 READ W: PRINT W 
200 NEXT I 
210 PRINT D*;"CLOSE";A* 
220 END 
230 DATA 250.0,1.0,19.51,0.025,0.0 
240 DATA 0.10,0.80,2.5,9.1,0.30 
250 DATA 0.0,0.0,4.0,10.0,0.50 
260 DATA 600.0,350.0,0.05,0.15,0.015 
270 DATA 0.35,0.975,0.975,0.20,1.00 
280 DATA 0.963,0.10,0.10,3.00,0.025 
290 DATA 0.0,5.0,75.0,31.00,0.00 
Appendix C2. Sample program to create a random-access file; 
the F$ variable defines the file name 
100 REM PROGRAM LISTING 
110 REM 
120 REM 
130 D$ = CHR$ (4) 
140 INPUT "FILE NAME ";F$ 
150 INPUT "RECORD LENGTH = ";L 
160 PRINT D$;"OPEN";F$;",L";L 
170 PRINT D$;"WRITE";F$;",RO" 
180 PRINT O 
190 PRINT D$;"CLOSE" 
200 END 
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Appendix C3. Program for inputing multiple values (16) per 
record to a random-access file 
100 REM PROGRAM LISTING 
110 REM 
120 REM 
130 DIM V$(16) 
140 HOME :D$ = CHR$ (4) 
150 INPUT "FILE NAME=";F$: PRINT 
160 INPUT "RECORD LENGTH=";L 
170 PRINT : PRINT D$;"OPEN";F$;",L";L 
180 PRINT D$;"READ";F$;",R0" 
190 INPUT M 
200 PRINT D$ 
210 PRINT "LAST RECORD WAS NO.=";M 
220 PRINT "PRESS ANY KEY TO CONTINUE": GET Z$ 
230 HOME 
240 PRINT "INPUT DATA FOR RECORD NO.=";M + 1 
250 PRINT "PRESS RETURN TO END INPUT" 
260 FOR I = 1 TO 16 
270 INPUT V$(I) 
280 IF V$(I) = "" THEN 370 
290 NEXT I 
300 PRINT : PRINT D$;"WRITE";F$;",R";M + 1 
310 FOR I = 1 TO 16 
320 PRINT V$(I) 
330 NEXT I 
340 M = M + 1 
350 PRINT : PRINT D$ 
360 GOTO 240 
370 PRINT : PRINT D$;"WRITE";F$;",R0" 
380 PRINT M 
390 PRINT : PRINT D*;"CLOSE" 
400 PRINT "FILE CLOSED" 
410 END 
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Appendix C4. Program for inputinq single value per record to 
a random-access file 
100 REM PROGRAM LISTING 
110 REM 
120 REM 
130 HOME :D$ = CHR$ (4) 
140 INPUT "FILE NAME = ";F$ 
150 INPUT "RECORD LENGTH = ";L 
160 PRINT : PRINT D$;"OPEN";F$;",L";L 
170 PRINT D$;"READ";F$;",RO" 
180 INPUT M 
190 PRINT D$ 
200 PRINT "LAST RECORD WAS NO.";M 
210 PRINT "PRESS ANY KEY TO CONTINUE": GET Z$ 
220 HOME 
230 PRINT "INPUT DATA FOR RECORD ";M + 1 
240 PRINT "PRESS RETURN TO END INPUT" 
250 INPUT V$ 
260 IF V$ = "" THEN 340 
270 PRINT D$;"WRITE";F$;",R";M + 1 
280 PRINT V$ 
290 M = M + 1 
300 PRINT D$;"WRITE";F$;",R0" 
310 PRINT M 
320 PRINT D$ 
330 GOTO 230 
340 PRINT D$"CLOSE" 
350 PRINT : PRINT "FILE CLOSED AND PROGRAM ENDED" 
360 END 
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Appendix C5. Program to change a record with multiple values 
(16) in a random-access file 
100 REM PROGRAM LISTING 
110 REM 
120 REM 
130 DIM B$(16),V$(16),C$(16) 
140 HOME :D$ = CHR$ (4) 
150 INPUT "FILE NAME=";F$: PRINT 
160 INPUT "RECORD LENGTH=";L 
170 PRINT : PRINT D$;"OPEN";F$;",L";L 
180 PRINT "INPUT RECORD NO. TO BE CHANGED (0 TO STOP)" 
190 INPUT R 
200 IF R = O GOTO 340 
210 PRINT D$;"READ";F$;",R";R 
220 FOR I = 1 TO 16: INPUT B$(I): NEXT I 
230 PRINT D$ 
240 PRINT : FOR I = 1 TO 16: PRINT B$(I): NEXT I: PRINT 
250 PRINT "ENTER THE NEW DATA" 
260 PRINT "PRESS RETURN AFTER EACH DATA ENTRY" 
270 FOR I = 1 TO 16 
280 INPUT C$(I) 
290 IF C$ > "" THEN 300 
300 NEXT I 
310 PRINT D$;"WRITE";F$;",R";R 
320 FOR I = 1 TO 16: PRINT C$(I): NEXT I 
330 PRINT D$ 
340 PRINT D$"CLOSE" 
350 PRINT : PRINT "FILE CLOSED" 
360 END 
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Appendix C6. Program to change a record with a single value 
in a random-access file 
100 REM PROGRAM LISTING 
110 REM 
120 REM 
130 HOME :D$ = CHR$ (4) 
140 INPUT "FILE NAME=";F$: PRINT 
150 INPUT "RECORD LENGTH=";L 
160 PRINT ; PRINT D$;"OPEN";F$;",L";L 
170 PRINT "INPUT RECORD NO. TO BE CHANGED <0 TO STOP) 
180 INPUT R 
190 IF R = 0 GOTO 340 
200 PRINT D$;"READ";F$;",R";R 
210 INPUT B$ 
220 PRINT D$ 
230 PRINT : PRINT B$: PRINT 
240 PRINT "ENTER THE NEW DATA" 
250 PRINT "PRESS RETURN TO CANCEL CHANGES" 
260 INPUT C$ 
270 IF C$ > "" THEN 300 
280 PRINT "RECORD ";R;" UNCHANGED' 1 
290 GOTO 170 
300 PRINT D$;"WRITE";F$;",R"5R 
310 PRINT C$ 
320 PRINT D$ 
330 GOTO 170 
340 PRINT D$"CLOSE" 
350 PRINT : PRINT "FILE CLOSED" 
360 END 
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APPENDIX D. SAMPLE OUTPUTS FROM THE APPLE-KWM 
WATERSHED SIMULATION MODEL 
160 
Appendix Pl. Computer output after full year computation 
SYNTHESIZED FLOW 
DAY OCT NOV DEC JAN FEB MAR 
1 1.9 .6 3.7 1 .3 .4 
2 1.9 3. 1 2.4 1 .3 .4 
3 1.8 3.7 2.3 1 .3 .4 
4 1.7 1.1 2.2 .9 .3 36 
5 1.7 .5 2.1 .9 .3 30.6 
6 1.6 .5 2.1 .9 .3 4.3 
7 1.5 .5 2 .8 .3 1.9 
8 1.5 .5 1.9 .8 .2 1.7 
9 1.4 1.6 1.9 .8 .2 1.6 
10 1.4 2.7 1.8 .7 .2 1.6 
11 1.3 .6 1.7 .7 .2 6.2 
12 1.3 .4 1.7 .7 .2 4.9 
13 1.2 .4 1.6 .7 .2 2. 1 
14 1.2 .4 5.3 .6 .2 1.8 
15 1.1 .4 2.5 .6 2 1.7 
16 1.1 .4 1.8 .6 1.2 1.7 
17 1.1 .4 1.8 .6 .6 1.6 
18 1 .4 1.7 .5 .2 1.6 
19 1 .4 1.7 .5 .2 1.5 
20 .9 4.5 1.6 .5 .2 1.4 
21 .9 1.9 1.6 .5 .2 1.4 
22 .9 .6 1.5 .5 .2 1.3 
23 .8 .5 1.4 .4 .2 1.3 
24 2.5 3.2 1.4 .4 .2 1.2 
25 1.4 2.2 1.3 .7 .2 1.2 
26 .8 1.3 1.3 .9 7.5 1.1 
27 .7 2 1.2 .4 8.8 1.1 
28 .7 .8 1.2 .4 1.2 1.1 
29 .7 9.3 1.2 .4 .4 3.7 
30 .7 17.6 1.1 .3 0 8.5 
31 .6 0 1.1 .3 0 2 
TOTAL (CPS) 38.5 62.7 58 20 26.7 127.4 
TOTAL (IN) .07 .12 .11 .04 .05 .24 
OVERFLOW (IN) 0 .09 .01 0 .04 . 16 
INTERFLOW (IN) 0 0 0 0 0 0 
BASEFLOW (IN) .07 .03 .1 .04 .01 .08 
ST.EVAP. (IN) 0 0 0 0 0 0 
RAINFALL (IN) .25 3.56 .37 .17 .78 3.19 
NET ET. (IN) 1.27 .39 .33 .33 .3 1.62 
POT.ET (IN) .25 .37 .33 .31 .2 1.62 
STO. - UZ (IN) 0 .562 .201 .044 .421 .915 
LZ (IN) 2.082 4.557 4.924 4.926 4.988 5.842 
IF (IN) 0 0 0 0 0 0 
GW (IN) .031 . 116 .053 .017 .021 .06 
IND. - EC (IN) 1.571 .496 .424 .422 .418 1.266 
ER (IN) .01 .112 . 063 .025 .026 .071 
ES (IN) .443 .33 .33 .33 .33 .33 
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SYNTHESIZED FLOW 
DAY APR MAY JUN JUL AUG SEP 
1 1.2 14.6 7.1 4.4 1.5 .5 
2 1.1 19.4 6.8 4.2 1.4 .4 
3 1.1 15.8 6.6 4.1 1.4 .4 
4 1 14.5 6.3 3.9 1.3 .4 
5 1 13.9 6.1 3.8 1.3 .4 
6 1 13.4 5.9 3.6 1.2 .4 
7 .9 12.9 5.6 3.5 1.2 4^ 
8 .9 12.4 5.4 3.4 1.1 .4 
9 .9 12 5.2 3.2 1.1 .3 
10 .8 11.5 10 3.1 1 .3 
11 .8 11.1 6.2 3 1.8 .3 
12 .8 10.7 6.1 2.9 3 .3 
13 .7 12.7 12.8 2.8 1.1 .3 
14 .9 10.7 22.6 2.7 .9 .3 
15 8.1 10.3 7.9 2.6 .9 .3 
16 1.5 14.3 6.3 2.5 .8 .3 
17 8.9 12.7 6.4 2.4 2.7 .3 
18 20.1 9.9 7.7 2.3 1.2 .2 
19 5.4 9.3 6 2.2 .8 5.2 
20 9.7 9 5.6 2.6 .7 2.5 
21 16.6 8.6 5.4 3.3 .7 .4 
22 11.1 10.5 5.2 2.1 .7 .2 
23 26.6 10.9 6.1 1.9 .7 .2 
24 50 8.4 9.1 1.9 .6 .2 
25 23.4 7.8 7 1.8 .6 .2 
26 17.6 7.5 5.2 1.7 .6 .2 
27 16.6 7.2 4.9 1.7 .6 .2 
28 16.2 7 4.7 12.4 .5 .2 
29 15.7 16.1 6.5 3.6 .5 .2 
30 15.2 9.9 5.1 1.7 .5 .2 
31 O 7.5 0 1.5 .5 0 
TOTAL (CFS) 275.7 352.6 211.9 97 32.8 16 
TOTAL (IN) .53 .67 .4 .18 .06 .03 
OVERFLOW (IN) .22 .06 .08 .03 .01 .01 
INTERFLOW (IN) O 0 0 0 0 0 
BASEFLOW (IN) .3 .61 .32 .16 .05 .02 
ST.EVAP. (IN) O O 0 0 0 0 
RAINFALL (IN) 6.61 3.07 3.85 1.36 .59 .84 
NET ET. (IN) 2.13 2.76 3.79 4.4 3.25 2.05 
POT.ET (IN) 2.04 2.76 3.79 1.76 .66 .69 
STO. - UZ (IN) 1.623 1.401 1.06 .379 0 0 
LZ (IN) 8.514 8.817 9.033 6.673 4.388 3.18 
IF (IN) 0 0 0 0 0 0 
GW (IN) .752 .364 .226 .075 .024 8E-03 
IND. - EC (IN) 1.655 1.902 2.945 4.19 5.035 2.456 
ER (IN) .802 .454 .302 .123 .048 .02 
ES (IN) .33 .762 3.156 16.199 28.384 7.065 
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DAILY LOWER ZONE STORAGE (IN) 
DAY APR MAY JUN JUL AUG SEP 
1 5.8 8.5 8.8 9 6.7 4.3 
2 5.8 8.6 8.8 9 6.7 4.2 
3 5.8 8.6 8.8 9 6.6 4.2 
4 5.8 8.6 8.8 9 6.4 4. 1 
5 5.8 8.6 8.8 9 6.3 4 
6 5.8 8.6 8.8 8.9 6.2 4 
7 5.8 8.6 8.8 8.8 6.1 3.9 
8 5.8 8.6 8.8 8.6 6 3.8 
9 5.8 8.6 8.8 8.5 5.9 3.8 
10 5.8 8.6 8.8 8.4 5.8 3.7 
11 5.8 8.6 8.8 8.2 5.8 3.7 
12 5.8 8.6 8.8 8.1 5.8 3.6 
13 5.8 8.6 9 8 5.8 3.6 
14 5.8 8.6 9 7.8 5.7 3.5 
15 5.8 8.6 9 7.7 5.6 3.5 
16 5.8 8.7 9 7.6 5.5 3.4 
17 5.9 8.7 9 7.5 5.5 3.3 
18 6.4 8.7 9 7.4 5.4 3.3 
19 6.4 8.7 9 7.3 5.4 3.3 
20 7 8.7 9 7.2 5.3 3.3 
21 7.2 8.7 9 7.2 5.2 3.3 
22 7.3 8.7 9 7.2 5. 1 3.3 
23 7.9 8.7 9 7.1 5 3.3 
24 8.3 8.7 9 6.9 4.9 3.3 
25 8.4 8.7 9 6.9 4.8 3.3 
26 8.5 8.7 9 6.8 4.8 3.3 
27 8.5 8.7 9 6.7 4.7 3.3 
28 8.5 8.7 9 6.7 4.6 3.3 
29 8.5 8.8 9 6.7 4.5 3.2 
30 8.5 8.8 9 6.7 4.5 3.2 
31 0 8.8 0 6.7 4.4 0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
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RECORDED FLOWS 
OCT NOV 
1.3 1.3 
1.2 1.3 
1.2 1.4 
1.3 1.5 
1.2 1.4 
1.2 1.4 
1.1 1.4 
1.2 1.3 
1.2 1.8 
1.2 2.2 
1.2 1.4 
1.3 1.3 
1.2 1.2 
1.2 1. 1 
1.2 1.3 
1.2 1.2 
1.2 1.2 
1.3 1.2 
1.3 1.1 
1.3 1.6 
1.3 1.4 
1.3 1 
1.3 1.1 
1.2 1. 1 
1.2 1 
1.2 1. 1 
1.3 1 
1.3 1.2 
1.2 6 
1.2 10 
1.2 0 
DEC JAN 
4.9 1.5 
3.5 1.2 
3 1 
2.8 .7 
3.1 1 
2.2 .9 
2.5 .7 
2.3 .6 
2.2 .7 
2.1 1 
2 1.2 
1.8 1.1 
2.1 1 
3.2 .9 
2.1 .8 
2 .7 
1.3 .6 
.8 .5 
1.3 .6 
1.9 .7 
1.9 .8 
1.8 .8 
1.8 .9 
1.7 .9 
1.7 1 
1.7 .7 
1.6 .4 
1.4 .6 
1.2 .9 
1.1 1. 1 
1.3 1 
FEB MAR 
.8 7.2 
.7 4.3 
.8 2 
1 3.4 
1.5 5 
2.5 2.7 
1.8 6.2 
1.6 6.2 
1.4 22 
1.3 17 
1.2 14 
1.1 111 
1.1 27 
1 14 
1 11 
1 9.9 
1 8.3 
.9 8.2 
.9 8.4 
.9 9.5 
.9 8.5 
1 7.6 
1.2 7.2 
1.7 6.8 
3.5 6.3 
20 6. 1 
87 5.5 
39 5.2 
16 5.9 
0 16 
0 12 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
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RECORDED FLOWS 
APR MAY JUN JUL AUG SEP 
9.8 22 11 5.3 .8 .3 
8.3 24 9.9 5 .7 .2 
7.4 20 9.2 4.7 .7 .2 
6.4 18 8.6 4.4 .6 .3 
5.9 17 8 4.2 .6 .2 
5.4 15 7.8 4 .6 .2 
4.9 14 7.4 3.8 .5 .2 
4.6 14 6.9 3.5 .5 .1 
4.3 13 4.7 3.3 .5 .2 
4.2 13 5.8 2.9 .4 .1 
4 12 6.8 2.7 .4 .1 
3.7 12 6.4 2.5 .7 .1 
3.8 12 16 2.4 .8 .1 
3.9 11 58 2.2 .4 .2 
5.6 11 21 2 .5 .2 
4.5 13 16 1.9 .3 .2 
18 15 13 1.8 .3 .2 
79 14 12 1.7 .5 .2 
42 12 11 1.6 .5 .4 
42 11 9.8 1.9 .3 .5 
66 10 9.1 1.9 .4 .2 
42 10 8.7 1.6 .5 .2 
72 11 8 1.5 .7 .1 
69 11 8.4 1.2 .4 .1 
52 9.8 7.5 1. 1 .2 .2 
42 9.9 6.9 1 .3 .3 
36 8.4 6.4 1 .3 .2 
31 8.3 6.3 2.3 .2 .2 
27 23 6.3 1.2 .1 .3 
24 14 5.7 1 .1 .3 
0 12 0 .9 0 0 
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ANNUAL SUMMARY TABLE 
SYNTHESIZED FLOW VOL. (CFS) 1319.396 
SINTHESIZED FLOW VOL.(IN) 2.515 
OVERLAND FLOW VOLUME (IN) .718 
INTERFLOW VOLUME (IN) 0 
BASE FLOW VOLUME (IN) 1.797 
STREAM EVAP. VOLUME (IN) O 
PRECIPITATION (IN) 24.64 
NET EVAPOTRANSPIRATION (IN) 22.606 
POT. EVAPOTRANSPIRATION (IN) 14.777 
ANNUAL BALANCE (IN) -.101 
THE RESULT OF THE REGRESION ANALISIS FOR DAILY RECORDED 
AND SYNTHESIZED FLOWS ARE: 
REGRESION EQUATION: F(X) = 1.444 + (1.154 * X ) 
COEFFICIENT OF CORRELATION = .634 
COEFFICIENT OF DETERMINATION = .402 
STANDARD ERROR OF ESTIMATES = 9.793 
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Appendix D2. Daily outputs (15-minute intervals) for 11/29/75 
ACCUM. MOISTURE BY ZONE FLOW ORIGIN OUTFLOW TOT. 
HR PR RAIN uzs LZS GWS OFS SPF SBF (IN) (CFS) 
1 1 0 .471 3. 186 .037 0 0 0 0 .73 
1 2 0 .471 3. 186 .037 0 0 0 0 .73 
1 3 0 .471 3. 186 .037 0 0 0 0 .73 
1 4 0 .471 3. 186 .037 0 0 0 0 .73 
2 1 0 .47 3. 187 .037 0 0 0 0 .73 
2 2 0 .47 3.187 .037 0 0 0 0 .73 
2 3 0 .47 3. 187 .037 0 0 0 0 .73 
2 4 0 .47 3.187 .037 0 0 0 0 .73 
3 1 0 .469 3. 188 .037 0 0 0 0 .73 
3 2 0 .469 3.188 .037 0 0 0 0 .73 
3 3 0 .469 3.188 .037 0 0 0 0 .73 
3 4 0 .469 3. 188 .037 0 0 0 0 .73 
4 1 0 .468 3. 189 .037 0 0 0 0 .73 
4 2 0 .468 3. 189 .037 0 0 0 0 .73 
4 3 0 .468 3. 189 .037 0 0 0 0 .73 
4 4 0 .468 3.189 .037 0 0 0 0 .73 
5 1 0 .467 3. 19 .037 0 0 0 0 .73 
5 2 0 .467 3. 19 .037 0 0 0 0 .73 
5 3 0 .467 3. 19 .037 0 0 0 0 .73 
5 4 0 .467 3. 19 .037 0 0 0 0 .73 
6 1 0 . 466 3. 191 .037 0 0 0 0 .73 
6 2 0 .466 3.191 .037 0 0 0 0 .73 
6 3 0 .466 3. 191 .037 0 0 0 0 .73 
6 4 0 .466 3. 191 .037 0 0 0 0 .73 
7 1 0 .465 3. 192 .037 0 0 0 0 .73 
7 2 0 .465 3. 192 .037 0 0 0 0 .73 
7 3 0 .465 3. 192 .037 0 0 0 0 .73 
7 4 0 .465 3. 192 .037 0 0 0 0 .73 
8 1 0 .464 3.193 .037 0 0 0 0 .73 
8 2 0 .464 3. 193 .037 0 0 0 0 .73 
8 3 0 .464 3. 193 .037 0 0 0 0 .73 
8 4 0 .464 3. 193 .037 0 0 0 0 .73 
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ACCUM. , MOISTURE BY ZONE FLOW ORIGIN OUTFLOW TOT. 
HR PR RAIN UZS LZS GWS OFS SPF SBF (IN) (CFS) 
9 1 0 .463 3. 194 .037 0 0 0 0 .73 
9 2 0 .463 3.194 .037 0 0 0 0 .73 
9 3 0 .463 3.194 .037 0 0 0 0 .73 
9 4 0 .463 3. 194 .037 0 0 0 0 .73 
10 1 0 .462 3. 195 .037 0 0 0 0 .73 
10 2 0 .462 3.195 .037 0 0 0 0 .73 
10 3 0 .462 3. 195 .037 0 0 0 0 .73 
10 4 0 .462 3.195 .037 0 0 0 0 .73 
11 1 3E-03 .463 3.196 .037 0 0 0 0 .73 
11 2 3E-03 .466 3. 196 .037 0 0 0 0 .73 
11 3 3E-03 .468 3.196 .037 0 0 0 0 .73 
11 4 3E-03 .471 3. 196 .037 0 0 0 0 .73 
12 1 .018 .487 3.197 .037 0 0 0 0 .73 
12 2 .018 .499 3.202 .037 0 0 0 0 .73 
12 3 .018 .512 3.207 .037 0 0 0 0 .73 
12 4 .018 .524 3.213 .037 0 0 0 0 .73 
13 1 .025 .538 3.223 .038 0 LE-03 0 0 .74 
13 2 .025 .554 3.232 .038 0 LE-03 0 0 .74 
13 3 .025 .569 3.241 .038 0 LE-03 0 0 .74 
13 4 .025 .583 3.251 .039 0 LE-03 0 0 .85 
14 1 .025 .593 3.266 .039 0 LE-03 0 0 1.01 
14 2 .025 .606 3.277 .04 0 LE-03 0 0 1. 17 
14 3 .025 .619 3.289 .04 0 LE-03 0 0 1.36 
14 4 .025 .631 3.302 .041 0 LE-03 0 0 1.58 
15 1 .07 .657 3.341 .043 3E-03 LE-03 0 0 1.88 
15 2 .07 .684 3.381 .044 3E-03 3E-03 0 0 2. 18 
15 3 .07 .708 3.424 .046 5E-03 LE-03 0 LE-04 2.55 
15 4 .07 .729 3.47 .049 5E-03 3E-03 0 LE-04 2.99 
16 1 .022 .725 3.5 .05 0 LE-03 0 LE-04 3.63 
16 2 .022 .731 3.516 .051 0 LE-03 0 LE-04 4. 16 
16 3 .022 .737 3.532 .052 0 LE-03 0 LE-04 4.71 
16 4 .022 .742 3.548 .052 0 LE-03 0 LE-04 5.29 
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ACCUM. MOISTURE BY ZONE FLOW ORIGIN OUTFLOW TOT. 
HR PR RAIN UZS LZS GWS OFS SPF SBF (IN) (CFS) 
17 1 .07 .737 3.604 .055 6E-03 lE--03 0 lE-04 6.02 
17 2 .07 .753 3.655 .058 6E-03 3E--03 0 lE-04 6.72 
17 3 .07 .767 3.707 .061 8E-03 lE--03 0 lE-04 7.54 
17 4 .07 .779 3.76 .064 7E-03 3E--03 0 2E-04 8.45 
18 1 . 102 .782 3.846 .069 .017 2E--03 0 2E-04 9.62 
18 2 . 102 .797 3.924 .074 .019 5E--03 0 2E-04 10.68 
18 3 . 102 .81 4.003 .079 .022 3E--03 0 2E-04 11.81 
18 4 . 102 .822 4.084 .084 .023 6E--03 0 3E-04 13.07 
19 1 .028 .805 4.143 .088 4E-03 lE--03 0 3E-04 14.86 
19 2 .028 .808 4.167 .09 2E-03 lE--03 0 3E-04 16.28 
19 3 .028 .811 4.19 .092 2E-03 lE--03 0 4E-04 17.79 
19 4 .028 .814 4.213 .093 2E-03 lE--03 0 4E-04 19.32 
20 1 .03 .797 4.256 .096 2E-03 lE--03 0 4E-04 21. 13 
20 2 .03 .8 4.281 .098 2E-03 lE--03 0 5E-04 22.71 
20 3 .03 .803 4.306 . 1 2E-03 lE--03 0 5E-04 24.35 
20 4 .03 .807 4.33 . 102 2E-03 lE--03 0 5E-04 25.97 
21 1 0 .787 4.35 .104 0 lE--03 0 6E-04 27.79 
21 2 0 .787 4.35 . 104 0 0 0 6E-04 29.34 
21 3 0 .787 4.35 .104 0 0 0 6E-04 30.75 
21 4 0 .787 4.35 . 104 0 0 0 6E-04 32.06 
22 1 0 .769 4.366 . 105 0 0 0 7E-04 33.39 
22 2 0 .769 4.366 . 105 0 0 0 7E-04 34.6 
22 3 0 .769 4.366 . 105 0 0 0 7E-04 35.82 
22 4 0 .769 4.366 . 105 0 0 0 7E-04 36.89 
23 1 3E-03 .756 4.381 . 106 0 0 0 8E-04 37.99 
23 2 3E-03 .757 4.382 . 106 0 0 0 8E-04 38.93 
23 3 3E-03 .758 4.384 . 106 0 0 0 8E-04 39.74 
23 4 3E-03 .758 4. 386 . 106 0 0 0 8E-04 40.26 
24 1 0 .743 4.4 . 107 0 0 0 8E-04 40.65 
24 2 0 .743 4.4 .107 0 0 0 8E-04 40.87 
24 3 0 .743 4.4 .107 0 0 0 8E-04 41 
24 4 0 .743 4.4 . 107 0 0 0 8E-04 40.93 
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APPENDIX E. DAILY RECORDED AND SIMULATED STREAMFLOWS 
FOR FOUR MILE CREEK WATERSHED, NEAR TRAER, 
IOWAJ WATER YEARS 1976, 1977, 1979 AND 1980 
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Water year 1976^  
October November 
Day R K1 K2 •A R K1 K2 A 
1 1.3 1.9 1.9 1.9 1.3 0.6 0.6 0.6 
2 1.2 1.9 1.9 1.9 1.3 3.0 3.0 3.1 
3 1.2 1.8 1. 8 1.8 1.4 3.8 3.8 3.7 
4 1.3 1.7 1.7 1.7 1.5 1.2 1.2 1.1 
5 1.2 1.7 1.7 1.7 1.4 0.5 0.5 0.5 
6 1.2 1.6 1.6 1.6 1.4 0.5 0.5 0.5 
7 1.1 1.5 1.5 1.5 1.4 0.5 0.5 0.5 
8 1.2 1.5 1.5 1.5 1.3 0.5 0.5 0.5 
9 1.2 1.4 1.4 1.4 1.8 1.6 1.6 1.6 
10 1.2 1.4 1.4 1.4 2.2 2.6 2.6 2.7 
11 1.2 1.3 1.3 1.3 1.4 0.6 0.6 0.6 
12 1.3 1.3 1.3 1.3 1.3 0.4 0.4 0.4 
13 1.2 1.2 1.2 1.2 1.1 0.4 0.4 0.4 
14 1.2 1.2 1.2 1.2 1.1 0.4 0.4 0.4 
15 1.2 1.1 1.1 1.1 1.3 0.4 0.4 0.4 
16 1.2 1.1 1.1 1.1 1.2 0.4 0.4 0.4 
17 1.2 1.1 1.1 1.1 1.2 0.4 0.4 0.4 
18 1.3 1.0 1.0 1.0 1.2 0.4 0.4 0.4 
19 1.3 1.0 1.0 1.0 1.1 0.4 0.4 0.4 
20 1.3 0.9 0.9 0.9 1.6 4.5 4.5 4.5 
21 1.3 0.9 0.9 0.9 1.4 1.8 1.9 1.9 
22 1.3 0.9 0.9 0.9 1.0 0.7 0.6 0.6 
23 1.3 0.8 0.8 0.8 1.1 0.5 0.5 0.5 
24 1.2 2.4 2.4 2.5 1.1 1.4 3.3 3.2 
25 1.2 1.4 1.4 1.4 1.0 1.5 2.2 2.2 
26 1.2 0.8 0.8 0.8 1.1 0.7 1.3 1.3 
27 1.3 0.7 0.7 0.7 1.0 0.6 2.1 2.0 
28 1.3 0.7 0.7 0.7 1.2 0.6 0.8 0.8 
29 1.2 0.7 0.7 0.7 6.0 9.1 9.4 9.3 
30 1.2 0.7 0.7 0.7 10.0 18.1 17.7 17.6 
31 1.2 0.6 0.6 0.6 - - - -
^ = recorded; K1 = Kwun's model with snowmelt; K2 = 
Kwun's model without snowmelt; A = Apple-KWM, 
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Water year 1976 
December January 
Day R K1 K2 A R K1 K2 A 
1 4.9 4.3 3.7 3.7 1.5 1.6 1.0 1.0 
2 3.5 2.4 2.4 2.4 1.2 1.6 1.0 1.0 
3 3.0 2.2 2.3 2.3 1.0 1.5 1.0 1.0 
4 2.8 2.2 2.2 2.2 0.7 1.4 0.9 0.9 
5 3.1 2.4 2. 2 2.1 1.0 1.4 0.9 0.9 
6 2.2 3.7 2.1 2.1 0.9 1.3 0.9 0.9 
7 2.5 3.8 2.0 2.0 0.7 1.3 0.8 0.8 
8 2.3 2.5 1.9 1.9 0.6 1.2 0.8 0.8 
9 2.2 2.4 1.9 1.9 0.7 1.2 0.8 0.8 
10 2.1 2.3 1.8 1.8 1.0 1.2 0.7 0.7 
11 2.2 2.2 1.7 1.7 1.2 1.1 0.7 0.7 
12 1.8 2.2 1.7 1.7 1.1 1.1 0.7 0.7 
13 2.1 2.2 1.6 1.6 1.0 1.0 0.7 0.7 
14 3.2 7.2 5.3 5.3 0.9 1.0 0.6 0.6 
15 2.1 3.7 2.5 2.5 0. 8 1.0 0.6 0.6 
16 2.0 2.8 1.9 1.8 0.7 0.9 0.6 0.6 
17 1.3 2.7 1.8 1.8 0.6 0.9 0.6 0.6 
18 0.8 2.6 1.7 1.7 0.5 0.9 0.5 0.5 
19 1.3 2.6 1.7 1.7 0.6 0.8 0.5 0.5 
20 1.9 2.5 1.6 1.6 0.7 0.8 0.5 0.5 
21 1.9 2.4 1.6 1.6 0.8 0.8 0.5 0.5 
22 1.8 2.3 1.5 1.5 0. 8 0.8 0.5 0.5 
23 1.8 2.2 1.5 1.4 0.9 0.7 0.5 0.4 
24 1.7 2.2 1.4 1.4 0.9 0.7 0.4 0.4 
25 1.7 2.1 1.4 1.3 1.0 1.0 0.7 0.7 
26 1.7 2.0 1.3 1.3 0.7 1.3 0.9 0.9 
27 1.6 1.9 1.3 1.2 0.4 0.8 0.4 0.4 
28 1.4 1.9 1.2 1.2 0.6 0.8 0.4 0.4 
29 1.2 1.8 1.2 1.2 0.9 0.7 0.4 0.4 
30 1.1 1.7 1.1 1.1 1.1 0.7 0.4 0.3 
31 1.3 1.7 1.1 1.1 1.0 0.7 0.3 0.3 
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Water year 1976 
February March 
Day R K1 K2 A R K1 K2 A 
1 0.8 0.7 0.3 0.3 7.2 1.2 0.5 0.4 
2 0.7 0.6 0. 3 0.3 4.3 1.2 0.5 0.4 
3 0.8 0.6 0.3 0.3 2.0 1.1 0.5 0.4 
4 1.0 0.6 0. 3 0.3 3.4 8.6 49.9 36.0 
5 1.5 0.6 0.3 0.3 5.0 10.8 39.8 30.6 
6 2.5 0.6 0. 3 0.3 2.7 2.4 5.3 4.3 
7 1.8 0.5 0. 3 0.3 6.2 1.7 2.2 1.9 
8 1.6 0.5 0.3 0.2 6.2 1.6 1.9 1.7 
9 1.4 0.5 0.2 0.2 22.0 1.6 1.8 1.6 
10 1.3 0.5 0.2 0.2 17.0 1.5 1.7 1.6 
11 1.2 0.5 0. 2 0.2 14.0 98.8 6.2 6.2 
12 1.1 0.5 0. 2 0.2 111.0 80.4 5.0 4.9 
13 1.1 0.4 0.2 0.2 27.0 9.8 2.2 2.1 
14 1.0 0.4 0.2 0.2 14.0 5.6 1.9 1.8 
15 1.0 0.4 2.0 2.0 11.0 5.8 1.8 1.7 
16 1.0 1.0 1.2 1.2 9.9 3.6 1.8 1.7 
17 1.0 0.9 0.6 0.6 8.3 3.4 1.7 1.6 
18 0.9 0.5 0.2 0.2 8.2 3.3 1.6 1.6 
19 0.9 0.5 0.2 0.2 8.4 3.2 1.6 1.5 
20 0.9 0.5 0.2 0.2 9.5 .3.1 1.5 1.4 
21 0.9 0.6 0.2 0.2 8.5 3.0 1.5 1.4 
22 1.0 0.7 0.2 0.2 7.6 2.9 1.4 1.3 
23 1.2 0.7 0.2 0.2 7.2 2.8 1.4 1.3 
24 1.7 0.7 0.2 0.2 6.8 2.7 1.3 1.2 
25 3.5 0.7 0. 2 0.2 6. 3 2.6 1.3 1.2 
26 20.0 46.4 7.7 7.5 6.1 2.5 1.2 1.1 
27 87.0 54.4 9.1 8.8 5.5 2.4 1.2 1.1 
28 39.0 5.9 1.2 1.2 5.2 2.3 1.1 1.1 
29 16.0 1.6 0. 5 0.4 5.9 4.9 3.7 3.7 
30 - - - - 16.0 9.9 8.5 8.5 
31 - - - - 12.0 3.4 2.0 2.0 
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Water year 1976 
April May 
Day R K1 K2 A R K1 K2 A 
1 9.8 2.6 1.2 1.2 22.0 18.2 14.6 14.6 
2 8.3 2.5 1.1 1.1 24.0 23. 8 19.8 19.4 
3 7.4 2.4 1.1 1.1 20.0 19.9 16.1 15.8 
4 6.4 2.3 1.1 1.0 18.0 18.3 14.7 14.5 
5 5.9 2.2 1.0 1.0 17.0 17.6 14.2 13.9 
6 5.4 2.1 1.0 1.0 15.0 15.9 13.6 13.4 
7 4.9 2.0 1.0 0.9 14.0 16.3 13.1 12.9 
8 4.6 2.0 0.9 0.9 14.0 15.7 12.6 12.4 
9 4.3 1.9 0.9 0.9 13.0 15.1 12.2 12.0 
10 4.2 1.8 0.8 0.8 13.0 14.6 11.7 11.5 
11 4.0 1.8 0.8 0.8 12.0 14.0 11.3 11.1 
12 3.7 1.7 0.8 0.8 12.0 13.5 10.9 10.7 
13 3.8 1.6 0.8 0.7 12.0 15.3 12.7 12.7 
14 3.9 1.8 0.9 0.9 11.0 13.3 10.8 10.7 
15 5.6 9.1 8.2 8.1 11.0 12.8 10.4 10.3 
16 4.5 2.4 1.6 1.5 13.0 17.3 14.9 14.3 
17 18.0 9.7 8.8 8.9 15.0 15.7 13.3 12.7 
18 79.0 24.5 20.0 20.1 14.0 12.5 10.1 9.9 
19 42.0 7.5 5.5 5.4 12.0 11.8 9.5 9.3 
20 42.0 12.1 9.6 7.7 11.0 11.4 9.2 9.0 
21 66.0 19.9 16. 1 16.6 10.0 10.9 8.8 8.6 
22 42.0 14.8 11.1 11.1 10.0 12.4 10.3 10.5 
23 72.0 50.9 29.7 26.6 11.0 12.4 10.4 10.9 
24 69.0 65.3 42.0 50.0 11.0 10.4 8.4 8.4 
25 52.0 30.1 23.2 23.4 9.8 9.8 7.9 7.8 
26 42.0 22.0 17.5 17.6 9.9 9.4 7.6 7.5 
27 36.0 20.6 16.5 16.6 8.4 9.1 7.3 7.2 
28 31.0 20.0 16.1 16.2 8.3 8.7 7.0 7.0 
29 27.0 19.5 15.6 15.7 23.0 18.1 16.2 16.1 
30 24.0 18.8 15.1 15.2 14.0 11.9 10.0 9.9 
31 - - - - 12.0 9.4 7.6 7.5 
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Water year 1976 
June July 
Day R K1 K2 A R K1 K2 A 
1 11.0 8. 8 7.2 7.1 5.3 5.6 4.7 4.4 
2 9.9 8.5 6.9 6.8 5.0 5.4 4.6 4.2 
3 9.2 8.2 6.6 6.6 4.7 5.2 4.4 4.1 
4 8.6 7.9 6.4 6.3 4.4 5.0 4.2 3.9 
5 8.0 7.6 6.2 6.1 4.2 4. 8 4.1 3.8 
6 7.8 7.3 5.9 5.9 4.0 4.6 3.9 3.6 
7 7.4 7.0 5.7 5.6 3.8 4.5 3.8 3.5 
8 6.9 6.8 5.5 5.4 3.5 4.3 3.6 3.4 
9 4.7 6.5 5.3 5.2 3.3 4.1 3.5 3.2 
10 5.8 11.1 9.9 10.0 2.9 4.0 3.4 3.1 
11 6.8 7.4 6.3 6.2 2.7 3.8 3.2 3.0 
12 6.4 7.8 6.2 6.1 2.5 3.7 3.1 3.9 
13 16.0 14.0 12.8 12.8 2.4 3.6 3.0 2.8 
14 58.0 25.1 23.6 '22.6 2.2 3.4 2.9 2 . 7  
15 21.0 10.0 8.6 7.9 2.0 3.3 2.8 2.6 
16 16.0 8.3 6.9 6.3 1.9 3.2 2.7 2.5 
17 13.0 8.3 7.0 6.4 1.8 3.1 2.6 2.4 
18 12.0 9.7 8.4 7.7 1.7 3.0 2.5 2.3 
19 11.0 7.8 6. 5 6.0 1.6 2.8 2.4 2 . 2  
20 9.8 7.4 6.2 5.6 1.9 3.1 2.7 2.6 
21 9.1 7.1 5.9 5.4 1.9 3.6 3.2 3.3 
22 8.7 6. 8 6.7 5.2 1.6 2.6 2.2 2.1 
23 8.0 7.7 6.6 6.1 1.5 2.5 2.1 1.9 
24 8.4 10.7 9.6 9.1 1.2 2.4 2.0 1.9 
25 7.5 8.5 7.5 7.0 1.1 2.3 1.9 1.8 
26 6.9 6.6 5.6 5.2 1.0 2.2 1.9 1.7 
27 6.4 6.3 5.3 4.9 1.0 2.1 1.8 1.7 
28 6.3 6.0 5.1 4.7 2.3 12.7 12.4 12.4 
29 6.3 7.8 6.9 6.5 1.2 4.0 3.7 3.6 
30 5.7 6.4 5.5 5.1 1.0 2.1 1.8 1.7 
31 - - - - 0.9 1.9 1.6 1.5 
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Water year 1977 
August September 
Day R K1 K2 A R K1 K2 A 
1 0 1.6 1.6 1.5 7.6 4.7 4.6 4.6 
2 0.7 9.9 9.9 9.9 2.6 0.9 0.8 0.8 
3 0.5 0.9 0.9 0.9 1.6 1.4 1.3 1.3 
4 0.1 0.1 0.1 0.1 1.0 1.3 1.2 1.2 
5 0.2 4.6 4.6 4.6 0.8 0.5 0.4 0.4 
6 1.2 2.9 2 . 9  2.9 0.7 0.5 0.4 0.3 
7 0.4 0.3 0.2 0.2 0.5 0.4 0.3 0.3 
8 1.5 9.4 9.4 9.4 0.4 0.4 0.3 0.3 
9 1.5 5.1 5.1 5.1 0.4 1.0 0.9 0.8 
10 1.3 1.3 1.3 1.3 0.3 0.6 0.5 0.5 
11 0.4 0.1 0.1 0.1 0.2 0.4 0.3 0.3 
12 0.2 0.1 0 0 0.2 0.9 0.8 0.8 
13 0.1 1.5 1.4 1.4 0.2 0.5 0.4 0.4 
14 0.1 0.5 0.5 0.5 0.2 0.4 0.3 0.3 
15 0.2 4.1 4.1 4.1 0.2 0.8 0.7 0.7 
15 7.6 13.7 13.7 13.7 0.2 0.5 0.4 0.4 
17 6.8 1.6 1.5 1.5 7.9 9.0 8 . 9  8 . 9  
18 3.0 0.3 0.2 0.2 37.0 22.6 22.3 2 2 . 3  
19 1.3 2.2 2.2 2.1 15.0 4.4 4.1 4.1 
20 0.5 0.8 0.7 0.7 7.4 1.7 1.4 1.4 
21 0.4 0.4 0.4 0.4 4.6 1.5 1.2 1.2 
22 0.2 0.2 0.2 0.2 3.2 1.5 1.2 1.2 
23 0.2 0.2 0.1 0.1 3.0 4.1 3.8 3.7 
24 0.2 0.2 0.1 0.1 5.6 5.8 5.4 5.4 
25 0.1 1.1 1.0 1.0 4.4 2.1 1.8 1.8 
25 0.2 5.5 5.4 5.4 3.3 1.7 1.4 1.3 
27 1.1 1.8 1.8 1.8 2 . 6  1.7 1.3 1.3 
28 2.5 9.6 9.6 9.6 2.1 1.6 1.3 1.3 
29 2.2 1.9 1.8 1.8 1.9 1.6 1.3 1.2 
30 1.7 0.4 0.3 0.3 3.5 6.9 6.5 6.5 
31 1.0 5.0 4.9 4.9 - - - -
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Water year 1979 
October November 
Day R K1 K2 A R K1 K2 A 
1 8.6 1.9 1.9 1.9 5.5 0.6 0.6 0.6 
2 9.7 3.6 3.6 3.6 5.7 0.6 0.6 0.6 
3 11.0 3.4 3.4 3.4 5.5 0.6 0.6 0.6 
4 10.0 1.9 1.9 1.9 5.5 0.6 0.6 0.6 
5 9.7 1.7 1.7 1.7 5.7 0.5 0.5 0.5 
6 8.6 1.6 1.6 1.6 5.2 0.5 0.5 0.5 
7 8.1 1.6 1.6 1.6 5.2 0.5 0.5 0.5 
8 8.1 1.5 1.5 1.5 5.3 0.5 0.5 0.5 
9 8.9 3.7 3.7 3.7 5.2 0.5 0.5 0.5 
10 13.0 5.3 5.3 5.3 5.0 0.4 0.4 0.4 
11 12.0 1.7 1.7 1.7 4.7 0.4 0.4 0.4 
12 11.0 1.3 1.3 1.3 5.2 13.3 13.3 13.3 
13 9.7 1.3 1.3 1.3 27.0 8.0 8.0 8.0 
14 9.2 1.2 1.2 1.2 20.0 1.6 1.6 1.6 
15 9.2 1.2 1.2 1.2 15.0 1.0 1.0 1.0 
16 8.4 1.1 1.1 1.1 14.0 1.0 1.0 1.0 
17 8.1 1.1 1.1 1.1 51.0 1.0 1.0 1.0 
18 7.9 1.0 1.0 1.0 37.0 1.0 0.9 0.9 
19 7.5 1.0 1.0 1.0 29.0 0.9 0.9 0.9 
20 7.5 1.0 1.0 1.0 25.0 0.9 0.9 0.1 
21 7.5 0.9 0.9 0.9 20.0 0.9 0.9 0.9 
22 7.0 2.0 2.0 2.0 19.0 0.9 0.8 0.8 
23 6.6 1.9 1.2 1.2 18.0 0.9 0.8 0.8 
24 6.8 0.8 0.8 0.8 15.0 0. 8 0.8 0.8 
25 7.0 0.7 0. 8 0.8 15.0 0.8 0. 8 0.8 
26 6. 2 0.8 0. 8 0.8 15.0 0.8 0.7 0.7 
27 6.2 0.7 0.7 0.7 13.0 0. 8 0.7 0.7 
28 5.9 0.7 0.7 0.7 13.0 0.7 0.7 0.7 
29 5.9 0.7 0.7 0.7 13.0 0.7 0.7 0.7 
30 5.9 0.7 0.7 0.7 12.0 0.7 0.6 0.6 
31 5.5 0.6 0.6 0.6 - - - -
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Water year 1979 
February March 
Day R K1 K2 A R K1 K2 
1 4.1 0.1 0.1 0.1 4.5 0.3 0 0 
2 4.3 0.1 0.1 0.1 4.6 0.3 0 0 
3 4.2 0.1 0.1 0.1 5.4 0.3 1.1 1.1 
4 3.9 0.1 0.1 0.1 15.0 0.3 0.4 0.4 
5 3.4 0.1 0.1 0.1 50.0 0.2 0 0 
6 4.2 0.1 0. 1 0.1 47.0 0.2 0 0 
7 4.2 0.1 0.1 0.1 40.0 0.2 0 0 
8 3.9 0.1 0.1 0.1 29.0 0.2 0 0 
9 3.7 0.1 0.1 0.1 20.0 0.2 0 0 
10 4.0 0.1 0 0 17.0 0.2 0 0 
11 4.0 0.1 0 0 16.0 0.2 0 0 
12 3.9 0.1 0 0 15.0 0.2 0 0 
13 3.8 0.1 0 0 40.0 0.2 0 0 
14 4.2 0.1 0 0 140.0 0.2 0 0 
15 3.9 0.1 0 0 71.0 0.2 0 0 
16 3.6 0.1 0 0 146.0 0.2 0 0 
17 3.7 0.1 0 0 281.0 0.2 0 0 
18 3.7 0.1 0 0 1030.0 0.2 0 0 
19 3.8 0.1 0 0 335.0 0.2 0 0 
20 3.9 0.1 0 0 54.0 0.2 0 0 
21 4.0 1.5 0 0 37.0 0.2 0 0 
22 3.8 1.7 0 0 33.0 0.2 0 0 
23 4.1 0.4 0 0 86.0 0.8 0.6 0.6 
24 3.8 0.3 0 0 26.0 1.1 2.2 2.2 
25 3.8 0.3 0 0 42.0 1.1 0.6 0.6 
26 3.9 0.3 0 0 30.0 0.2 0 0 
27 4.1 0.3 0 0 25.0 0.2 0 0 
28 4.4 0.3 0 0 45.0 0.3 0.4 0.4 
29 - - - 284.0 1.7 2.0 2.0 
30 - - - - 169.0 0.6 0.4 0.4 
31 - - - - 55.0 0.3 0 0 
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Water year 1979 
April May 
Day R K1 K2 A R K1 K2 A 
1 41.0 3.6 3. 3 3.3 29.0 1.3 0.5 0.5 
2 37.0 1.4 1.0 1.0 43.0 8.2 6.9 6.9 
3 36.0 0.5 0.1 0.1 60.0 9.1 7.1 7.1 
4 36.0 0.5 0 0 46.0 3.8 1.9 1.8 
5 36.0 0.5 0 0 42.0 3.2 1.4 1.4 
6 51.0 0.5 0 0 38.0 3.1 1.3 1.3 
7 26.0 0.5 0 0 35.0 3.0 1.3 1.3 
8 25.0 0.5 0 0 35.0 3.6 1.9 1.9 
9 21.0 0.5 0 0 32.0 2.9 1.3 1.3 
10 20.0 0.4 0 0 26.0 3.6 2.0 2.0 
11 19.0 0.4 0 0 24.0 3.3 1.7 1.7 
12 24.0 0.4 0 0 23.0 2.6 1.1 1.1 
13 22.0 0.4 0 0 22.0 2.5 1.1 1.0 
14 20.0 0.4 0 0 20.0 2.4 1.0 1.0 
15 19.0 0.4 0 0 20.0 2.3 1.0 1.0 
16 18.0 0.4 0 0 19.0 2.2 0.9 0.9 
17 17.0 0.3 0 0 19.0 2.1 0.9 0.9 
18 16.0 0.3 0 0 18.0 2.1 0.9 0.9 
19 23.0 3.8 3.5 3.5 19.0 3.9 2.7 2.7 
20 136.0 14.7 14.1 14.1 17.0 2.2 1.0 1.0 
21 84.0 5.2 4.6 4.6 16.0 1.9 0.8 0.8 
22 51.0 1.3 0.6 0.6 16.0 1.8 0. 8 0.8 
23 41.0 0.9 0. 3 0.3 15.0 1.7 0.7 0.7 
24 36.0 0.9 0.3 0.3 15.0 1.7 0.7 0.7 
25 39.0 4.4 3.7 3.7 14.0 1.6 0.7 0.7 
26 49.0 4.5 3.7 3.7 15.0 2.0 1.1 1.1 
27 40.0 1.5 0.7 0.7 14.0 3.2 2.3 2.3 
28 35.0 1.2 0.5 0.5 13.0 1.6 0.7 0.7 
29 34.0 1.7 0.9 0.9 14.0 2.9 2.1 2.1 
30 30.0 1.4 0.6 0.6 13.0 1.9 1.1 1.1 
31 - - - - 13.0 1.3 0.6 0.6 
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Water year 1979 
June July 
Day R K1 K2 A R K1 K2 A 
1 12,0 1.3 0.5 0.5 16.0 2.2 1.1 1.1 
2 12.0 1.2 0.5 0.5 15.0 2.1 1.1 1.1 
3 12.0 1.2 0.5 0.5 378.0 23.7 22.0 21.9 
4 15.0 3.2 2.6 2.6 62.0 13.2 11.1 11.1 
5 15.0 4.1 3.5 3.4 31.0 4.8 2.9 2.9 
6 12.0 1.3 0.7 0.7 23.0 3.9 2.1 2.1 
7 12.0 1.0 0.4 0.4 18.0 3.7 2.0 2.0 
8 12.0 2.4 1.8 1.8 14.0 3.6 1.9 1.9 
9 15.0 6.7 6.2 6.2 12.0 3.4 1.9 1.8 
10 17.0 3.4 2.9 2.9 9.5 3.8 2.3 2.2 
11 14.0 1.1 0.6 0.6 7.8 4.4 1.9 1.8 
12 57.0 5.1 4.5 4.5 6.7 3.1 1.7 1.6 
13 104.0 16.0 15.3 15.3 19.0 8.2 6.7 6.6 
14 31.0 2.6 1.9 1.9 375.0 28.6 25.8 25.7 
15 24.0 1.3 0.7 0.6 35.0 9.2 6.5 6.4 
16 19.0 1.2 0.6 0.5 26.0 6.1 3.4 3.4 
17 18.0 1.1 0.5 0.5 22.0 5.6 3.1 3.0 
18 26.0 4.9 4.2 4.2 19.0 5.4 2.9 2.9 
19 18.0 4.3 3.6 3.6 17.0 5.7 3.4 3.3 
20 32.0 4.2 3.5 3.5 16.0 5.2 2.9 2.8 
21 19.0 1.7 1.0 1.0 14.0 4.8 2.7 2.6 
22 16.0 1.4 0.7 0.7 13.0 4.7 2.6 2.5 
23 14.0 1.3 0.7 0.7 12.0 4.5 2.5 2.4 
24 12.0 1.3 0.7 0.7 11.0 5.5 3.6 3.5 
25 12.0 1.2 0.6 0.6 11.0 4.6 2.7 2.6 
26 12.0 1.2 0.6 0.6 10.0 4.1 2.2 2.2 
27 144.0 17.9 16.6 16.6 9.4 3.9 2.1 2.1 
28 27.0 5.0 3.8 3.8 9.1 3.8 2.1 2.0 
29 22.0 2.6 1.5 1.4 9.0 4.2 2.5 2.5 
30 19.0 2.3 1.2 1.1 9.3 4.3 2.7 2.7 
31 - - - - 8.3 3.6 2.0 2.0 
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Water year 1979 
August September 
Day R K1 K2 A R K1 K2 A 
1 8.1 3.3 1.8 1.8 6.0 2.1 1.2 1.1 
2 7.7 3.2 1.7 1.7 5.6 2.0 1.1 1.1 
3 7.2 3.1 1.7 1.6 5.1 1.9 1.1 1.0 
4 6.7 2.9 1.6 1.6 4.9 1.9 1.0 1.0 
5 6.1 2.8 1.5 1.5 4.7 2.0 1.2 1.2 
6 5.8 2.7 1.5 1.5 4.8 5.2 4.4 4.5 
7 5.3 2.6 1.4 1.4 4.1 2.1 1.3 1.3 
8 5.5 3.3 2.1 2.1 4.0 1.7 0.9 0.9 
9 7.6 10.8 9.6 9.6 3.8 1.6 0.9 0.9 
10 6. 5 6.0 4.9 4.7 3.7 1.5 0.9 0.8 
11 5.6 2.7 1.6 1.6 3.4 1.5 0.8 0.8 
12 5.2 2.3 1. 3 1.2 3.3 1.4 0.8 0.8 
13 5.1 2.2 1.2 1.2 3.4 1.4 0.8 0.7 
14 5.1 2.1 1.2 1.1 3.2 1.3 0.7 0.7 
15 4.7 2.0 1.1 1.1 3.1 1.3 0.7 0.7 
16 4.6 2.0 1.1 1.1 3.0 1.2 0.7 0.7 
17 4.4 1.9 1.0 1.0 2.8 1.2 0.7 0.6 
18 4.0 1.8 1.0 1.0 2.7 1.1 0.6 0.6 
19 27.0 18.8 17.9 17.9 2.7 1.1 0.6 0.6 
20 52.0 17.0 15.9 15.8 2.7 1.1 0.6 0.6 
21 80.0 6.5 5.4 5.4 2.5 1.0 0.6 0.6 
22 69.0 14.8 13.5 13.4 2.3 1.0 0.5 0.5 
23 25.0 4.2 2.9 2.8 2.3 0.9 0.5 0.5 
24 16.0 2.9 1.6 1.6 2.8 5.2 4.8 4.8 
25 12.0 2.7 1.5 1.5 2.9 2.3 1.9 1.9 
26 11.0 2.6 1.5 1.4 2.4 1.0 0.6 0.6 
27 9.8 2.5 1.4 1.4 2.3 0.8 0.5 0.5 
28 8.6 2.4 1.4 1.3 2.3 0.8 0.5 0.4 
29 7.8 2.3 1.3 1.3 2.3 0.8 0.4 0.4 
30 6.8 2.3 1.3 1.2 2.3 0.8 0.4 0.4 
31 6.4 2.2 1.2 1.2 - - - -
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Water year 1980 
October November 
Day R K1 K2 A R K1 K2 A 
1 2.6 2.9 2.9 2.9 11.0 4.9 4.9 4.8 
2 2.6 2.6 2.6 2.6 9.4 3.3 3.3 3.3 
3 2.5 1.8 1.8 2.3 8. 8 3.1 3.1 3.1 
4 2.4 1.7 1.7 1.9 8.4 3.0 3.0 3.0 
5 2.4 1.7 1.7 1.7 8.6 5.4 5.4 5.5 
6 2.4 1.6 1.6 1.6 11.0 5.4 5.4 5.7 
7 2.3 1.6 1.6 1.6 11.0 3.4 3.4 3.6 
8 2.2 1.5 1.5 1.5 10.0 3.1 3.1 3.4 
9 2.2 1.4 1.4 1.4 9.1 3.1 3.1 3.3 
10 2.2 1.4 1.4 1.4 8.1 3.0 3.0 3.2 
11 2.4 2.1 2.1 2.0 7.8 2.9 2.9 3.1 
12 2.4 1.5 1.5 1.5 7.8 3.0 3.0 3.9 
13 2.2 1.2 1.2 1.2 7.4 4.1 3.7 3.5 
14 2.2 1.2 1.2 1.2 7.2 3.5 3.1 3.3 
15 2.3 1.1 1.1 1.1 7.2 3.5 3.0 3.3 
16 2.2 1.1 1.1 1.1 6.9 3.5 3.0 3.2 
17 3.8 1.1 1.1 1.1 7.0 3.4 2.9 3.1 
18 2.3 1.1 1.1 1.1 6.7 3.3 2.8 3.1 
19 5.3 9.5 9.5 9.5 6. 5 3.2 2.7 3.0 
20 3.7 2.0 2.0 2.0 6.2 3.1 2.7 2.9 
21 2.8 1.0 1.0 1.0 6.7 3.2 2.7 2.9 
22 66.0 33.5 33.5 31.0 13.0 3.3 2.9 3.1 
23 40.0 14.8 14.8 12.4 11.0 3.3 2.9 3.1 
24 26.0 4.7 4.7 4.1 9.5 3.2 2.8 3.1 
25 19.0 3.7 3.7 3.3 9.0 3.1 3.8 3.0 
26 15.0 3.6 3.6 3.2 8.7 3.0 2.7 2.9 
27 13.0 3.5 3.5 3.2 7.9 3.0 2.6 2.8 
28 11.0 3.4 3.4 3.1 7.3 2.9 3.5 2.7 
29 9.7 3.3 3.3 3.0 6.9 2.8 2.4 2.6 
30 9.0 3.2 3.2 2.9 6.6 2.7 2.4 2.5 
31 10.0 7.0 7.0 6.8 - - — - -
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Water year 1980 
December January 
Day R K1 K2 A R K1 K2 A 
1 6.3 2.6 2. 3 2.5 4.8 0.9 0.7 0. 8 
2 6.6 2.6 2 . 2  2.4 4.7 0.9 0.7 0.8 
3 7.0 2.6 2.2 2.3 4.2 0.8 0.7 0.7 
4 6. 8 2.5 2.1 2.2 4.5 0.8 0.7 0.7 
5 7.1 2.4 2.0 2.2 4.6 0.8 0.6 0.7 
6 6.4 2.4 2.0 2.1 3.4 0.7 0.6 0.7 
7 6.3 2.3 1.9 2.0 0.8 0.7 0.6 0.6 
8 5.4 2.2 1. 8 1.9 1.0 0.7 0.6 0.6 
9 6.2 2.1 1. 8 1.8 2.7 0.7 0.5 0.6 
10 6.2 2.1 1.7 1.8 4.5 0.6 0.5 0.6 
11 6.0 2.0 1.6 1.7 8.6 0.6 0.5 0.5 
12 4.8 1.9 1.6 1.7 11.0 0.6 0.5 0.5 
13 5.3 1.8 1.5 1.6 6.4 0.6 0.5 0.5 
14 5.1 1.8 1.5 1.5 6.0 0.6 0.5 0.5 
15 5.7 1.7 1.4 1.5 6.4 0.6 0.4 0.5 
16 3.7 1.6 1. 3 1.4 178.0 12.8 2.0 2.1 
17 3.9 1.6 1.3 1.4 60.0 4.6 0.9 0.9 
18 4.6 1.5 1. 2 1.3 16.0 1.2 0.4 0.4 
19 5.4 1.5 1.2 1.3 10.0 0.9 0.4 0.4 
20 5.3 1.4 1.2 1.2 8.7 0.8 0.4 0.4 
21 5.4 1.4 1.1 1.2 8.2 0.8 0.4 0.4 
22 5.8 1.3 1.1 1.1 6.6 0.8 0.4 0.4 
23 6.0 1.3 1.0 1.1 5.7 0.8 0.3 0.4 
24 5.6 1.2 1.0 1.1 5.2 0.8 0.3 0.3 
25 5.0 1.2 1.0 1.0 5.0 0.8 0.3 0.3 
26 5.0 1.1 0.9 1.0 4.7 0.7 0.3 0.3 
27 4.8 1.1 0.9 0.9 4.7 0.7 0.3 0.3 
28 4.7 1.0 0.9 0.9 4.6 0.7 0.3 0.3 
29 4.8 1.0 0.8 0.9 4.4 0.7 0.3 0.3 
30 5.0 0.9 0. 8 0.8 4.2 0.7 0.3 0.3 
31 4.8 0.9 0.8 0.8 4.0 0.6 0.3 0.3 
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Water year 1980 
February March 
Day R K1 K2 A R K1 K2 A 
1 3.9 0.6 0.2 0.3 5.6 0.5 0.1 0.1 
2 3.8 0.6 0.2 0.2 6.5 0.5 0.1 0.1 
3 3.7 0.6 0.2 0.2 5.7 0.5 0.1 0.1 
4 3.5 0.6 0.2 0.2 5.1 0.5 0.6 0.6 
5 3.4 0.5 0.2 0.2 3.4 0.5 0.2 0.2 
6 3.4 0.5 0.2 0.2 3.8 0.6 0.1 0.1 
7 3.4 0.5 0.2 0.2 4.1 0.6 0.1 0.1 
8 3.4 0.5 0.2 0.2 4.1 0.5 0.1 0.1 
9 3.4 0.5 0.2 0.2 16.0 0.5 0.1 0.1 
10 3.3 0.5 0.2 0.2 89.0 0.5 0.1 0.1 
11 3.3 0.5 0.2 0.2 31.0 0.5 0.1 0.1 
12 3.2 0.4 0.2 0.2 14.0 0.5 0.1 0.1 
13 3.2 0.4 0.2 0.2 7.5 0.5 0.1 0.1 
14 3.2 0.4 0.1 0.2 50.0 0.5 0.1 0.1 
15 3.3 0.4 0.1 0.2 253.0 0.5 0.1 0.1 
16 3.3 0.4 0.1 0.1 69.0 0.5 0.1 0.1 
17 3.3 0.4 0.1 0.1 18.0 0.5 0 0.1 
18 3.3 0.4 0.1 0.1 13.0 0.4 0 0 
19 3.5 0.4 0.1 0.1 12.0 0.4 0 0 
20 4.7 0.4 0.1 0.1 11.0 0.4 0 0 
21 194.0 0.4 0.1 0.1 8.9 0.4 0 0 
22 114.0 0.4 0.1 0.1 8.8 0.4 0 0 
23 27.0 0.4 0.1 0.1 8.0 0.4 0 0 
24 9.1 0.4 0.1 0.1 7.9 0.3 0 0 
25 2.2 0.4 0.1 0.1 6.6 0.3 0 0 
26 2.3 0.4 0.1 0.1 5.3 0.3 0 0 
27 6.4 0.4 0.1 0.1 5.3 0.3 0 0 
28 5.9 0.5 0.1 0.1 5.4 0.3 0 0 
29 6.0 0.5 0.1 0.1 5.8 0.3 0 0 
30 - - - - 5.9 0.3 0 0 
31 - - - - 5.6 0.3 0 0 
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Water year 1980 
June • July 
R K1 K2 A R K1 K2 A 
30.0 1.5 1.4 1.6 5.7 0.8 0.5 0.9 
240.0 6. 8 6.6 5.7 5.5 0.7 0.5 0.8 
78.0 11.0 10.6 9.8 5.2 0.7 0.5 0.8 
40.0 2.5 2.2 2.3 5.0 0.7 0.5 0.8 
29.0 1.2 0.8 1.1 4.7 0.7 0.4 0.8 
25.0 1.4 1.1 1.5 4.4 0.6 0.4 0.7 
43.0 6.1 5.7 6.1 4.3 0.6 0.4 0.7 
22.0 1.9 1.5 2.0 4.0 0.6 0.4 0.7 
19.0 1.0 0.7 1.2 3.9 1.3 1.1 1.5 
17.0 1.0 0.6 1.2 3.7 0.7 0.6 0.9 
16.0 0.9 0.6 1.1 3.6 0.5 0.4 0.6 
15.0 0.9 0.6 1.1 3.5 0.5 0.3 0.6 
16.0 1.8 1.4 1.9 3.4 0.5 0.3 0. 6 
30.0 6.9 6.5 7.6 3.2 0.5 0.3 0.5 
50.0 6.6 6.2 6. 8 2.9 0.5 0.3 0.5 
16.0 2.2 1.8 2.4 4.6 0.5 0.3 10.6 
14.0 1.1 0.7 1.3 2.8 2.3 2.1 2.1 
13.0 2.0 1.7 2.2 2.9 1.8 1.7 1.7 
13.0 3.1 3.7 2.7 2.8 0.8 0.6 0.7 
10.0 1.3 0.9 1.4 2.7 0.4 0.3 0.5 
9.5 1.1 0.7 1.3 2.5 0.4 0.3 0.4 
9.0 1.1 0.7 1.2 2.3 0.4 0.3 0.4 
8.6 1.1 0.7 1.2 2.1 0.4 0.2 0.4 
8.1 1.0 0.7 1.1 1.9 0.4 0.2 0.4 
7.5 1.0 0.7 1.1 1.7 1.1 0.9 1.1 
7.0 0.9 0.6 1.1 2.0 0.7 0.6 0.7 
7.0 0.9 0.6 1.0 1.9 0.4 0.3 0.4 
6. 6 0.9 0.6 1.0 1.7 0.3 0.2 0.3 
6.0 0.8 0.6 0.9 1.4 0.3 0.2 0.3 
5.9 0.8 0.5 0.9 1.1 0.3 0.2 0.3 
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Water year 1980 
August September 
R K1 K2 A R K1 K2 A 
0.9 0.3 0.2 0.3 1.6 1.0 0.8 
0.9 0.3 0.2 0.3 1.5 0.7 0.5 
0.8 0.3 0.2 0.3 2.2 0.6 0.5 
0.7 0.8 0.7 0.9 4.5 12.4 12.2 
0.7 0.4 0. 3 0.4 2.4 2.6 2.5 
141.0 29.5 29.4 29.8 3.9 3.0 . 2.9 
18.0 5.0 4.9 5.1 3.7 2.6 2.4 
14.0 0.8 0.7 0.8 3.5 0.8 0.6 
12.0 5.4 5.3 5.6 3.0 2.5 2.3 
9.6 6.4 6.2 5.4 1.7 1.0 0.8 
28.0 10.7 10.5 10.6 1.6 0.6 0.4 
5.8 2.9 2.7 2.8 3.3 4.3 4.2 
3.5 1.0 0. 8 0.8 2.4 2.6 2.5 
2.3 0.8 0.6 0.6 2.0 1.0 0. 8 
1.8 0.8 0.6 0.6 1.9 0.5 0.4 
19.0 14.1 13.9 12.3 1.9 0.5 0.4 
9.6 6.8 6. 6 6.0 1.8 0.5 0.4 
5.6 1.6 1.4 1.4 1.5 0.5 0.3 
7.5 3.2 2.9 2.9 1.6 0.4 0.3 
4.0 1.4 1.2 1.2 2.5 3.8 3.6 
3.1 1.0 0. 8 0.8 1.8 2.4 2.3 
2.6 1.0 0. 8 0.8 2.5 0.9 0. 8 
2.4 1.0 0.7 0.8 1.6 0.4 0.3 
2.2 0.9 0.7 0.7 1.6 0.4 0.3 
2.1 0.9 0.7 0.7 1.5 0.4 0.3 
2.1 0.9 0.7 0.7 1.4 0.4 0.3 
2.0 0.8 0.6 0.7 1.4 0.4 0.3 
1.9 0. 8 0.6 0.6 1.5 0.4 0.3 
1.9 0.8 0.6 0.6 1.4 0.3 0.2 
1.8 2.1 1.9 2.0 1.5 0.3 0.2 
1.7 1.7 1.6 1.6 - - -
