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Resumo
Estudamos através da solução do modelo de Blume–Emery–Griffiths na rede
de Bethe, o efeito da coordenação da rede no comportamento multicrítico do modelo ferro-
magnético (𝐽 > 0) na região de acoplamentos biquadráticos repulsivos, analisando o caso
particular 𝐾/𝐽 = −3,5. O estudo foi feito para duas coordenações diferentes (𝑧 = 4, 6)
e a campo nulo (𝐻 = 0). Durante a análise do mapeamento surgiram órbitas de período
2 e por esse motivo foi feita uma divisão da rede em duas sub-redes interpenetrantes.
Nesta região o diagrama de fases apresentou quatro fases termodinâmicas distintas: para-
magnética, ferromagnética, quadrupolar alternada (ou antiquadrupolar) e ferrimagnética.
Além disso, o diagrama de fases apresentou regiões de coestabilidade numérica que foram
investigadas pelo cálculo da energia livre. A expressão analítica da energia livre foi obtida
através do engenhoso método de Gujrati.
Para a coordenação 𝑧 = 4 a transição entre as fases ferrimagnética e qua-
drupolar alternada é sempre contínua, enquanto a transição das fases ferromagnética e
ferrimagnética é descontínua a baixas temperaturas, tornando-se contínua para tempera-
turas acima do ponto tricrítico. Por outro lado, para a coordenação 𝑧 = 6 a transição
entre as fases ferromagnética e ferrimagnética é sempre contínua. No entanto, a transição
entre as fases ferrimagnética e quadrupolar alternada é descontínua para temperaturas
abaixo do ponto tricrítico e contínua para temperaturas maiores, em concordância com
os diagramas de fases obtidos na aproximação de campo médio.
Palavras-chave: Física estatística, transições de fase, modelo na rede.
Abstract
We studied through the solution of the Blume–Emery–Griffiths model on the
Bethe lattice, the effect of the lattice coordination on the multicritical behavior of the
ferromagnetic model (𝐽 > 0) in the region of repulsive biquadratic couplings, analyzing
the particular case 𝐾/𝐽 = −3,5. The study was performed for two different lattice coor-
dinations (𝑧 = 4, 6) and zero magnetic field (𝐻 = 0). During the mapping analysis, 2-cicle
orbits arose and therefore a division of the lattice into two interpenetrating sublattices was
implemented. In this region the phase diagram displayed four distinct thermodynamic
phases: paramagnetic, ferromagnetic, staggered quadrupolar and ferrimagnetic. In addi-
tion, the phase diagram displayed regions of numerical co-stability, that were investigated
by calculating the free energy. The analytical free-energy expression was obtained by the
inventive Gujrati’s method.
For coordination 𝑧 = 4 the transition between the ferrimagnetic and the stag-
gered quadrupolar phases is always continuous, while the transition of the ferromagnetic
and ferrimagnetic phases is discontinuous at low temperatures, turning into continuous
for temperatures above the tricritical point. On the other hand, for coordination 𝑧 = 6
the transition between the ferromagnetic and the ferrimagnetic phases is always contin-
uous. However, the transition between the ferrimagnetic and the staggered quadrupolar
phases is discontinuous for temperatures below the tricritical point and continuous for
higher temperatures, in agreement with the phase diagrams obtained in the mean-field
approximation.
Keywords: Statistical physics, phase transitions, lattice model.
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1
Introdução
1.1 Transições de fase
Transições de fase têm importância crucial em todas as áreas da física, desde a
matéria condensada até a cosmologia. Sua compreensão, tanto do ponto de vista da des-
crição fenomenológica, quanto do ponto de vista mais básico de mecanismos que as regem
e suas origens, tem uma importância central. Elas ocorrem em uma enorme variedade de
de sistemas: fluidos simples e misturas de fluidos, ligas metálicas, materiais ferroelétricos,
superfluidos, supercondutores, cristais líquidos, materiais magnéticos, etc.
Um dos objetivos centrais da física estatística é caracterizar e predizer as condi-
ções para a ocorrência de transições de fase em modelos teóricos distintos. Ao nível termo-
dinâmico, transições de fase são matematicamente caracterizadas pela não-analiticidade
de funções termodinâmicas do sistema como função de algum parâmetro. Ocorrem dois
tipos de transições de fases, que podem ser classificadas da seguinte maneira, de acordo
com Ehrenfest [1]:
• A transição de primeira ordem ocorre se a primeira derivada da energia livre for
descontínua.
• A transição de segunda ordem é caracterizada por uma descontinuidade na segunda
derivada da energia livre.
Embora essa classificação não seja a mais atual, ela ainda é válida de acordo
com o Gold Book IUPAC. [2]. Uma classificação mais moderna [3, 4]:
• Transições descontínuas (primeira ordem) são caracterizadas por uma variação des-
contínua no parâmetro de ordem e calor latente não nulo.
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• Transições contínuas (segunda ordem) são caracterizadas por calor latente nulo e o
parâmetro de ordem se anula continuamente.
Parâmetro de ordem é uma variável termodinâmica que toma valores não nulos na fase
ordenada e se anula na fase desordenada. Para atender à possibilidade da ocorrência
de distintos estados ordenados, consideramos que o parâmetro de ordem possui vários
componentes, que definem um espaço vetorial, de modo que cada um desses estados
ordenados em coexistência é representado por um ponto nesse espaço.
1.2 Condições de estabilidade/instabilidade termodi-
nâmicas
Toda a informação termodinâmica sobre um sistema pode ser obtida a partir de
sua relação fundamental, isto é, a entropia 𝑆 como função das demais variáveis extensivas
do sistema (𝑈, 𝑉,𝑁 ). O mesmo, alternativamente, para a função energia interna 𝑈 ,
dependente da entropia 𝑆 e demais variáveis extensivas (𝑉,𝑁 ), ou ainda, para algum dos
potenciais termodinâmicos definidos por transformadas de Legendre de 𝑈 , em função de
suas variáveis naturais [5].
A relação fundamental obedece a certas condições decorrentes do princípio de
máxima entropia para que possa expressar os estados termodinâmicos de um sistema.
Este princípio exige, para os estados termodinâmicos, além de d𝑆 = 0, que a entropia
seja uma função côncava de suas variáveis extensivas (𝑈, 𝑉,𝑁 ). Tais condições sobre a
concavidade da função entropia definem os chamados critérios de estabilidade local. Estes
critérios também se aplicam na representação de energia interna: 𝑈 deve ser uma função
convexa de suas variáveis extensivas (𝑆, 𝑉,𝑁 ) para todo e qualquer estado de equilíbrio,
o que equivale a um princípio de mínima energia interna. Para as transformadas de
Legendre* de 𝑈 , como, por exemplo, a energia livre de Gibbs, os critérios de estabilidade
*Uma transformação de Legendre converte uma função convexa em côncava e vice-versa, em relação
à variável substituída na transformação.
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onde𝑁𝑗 ≡ (𝑁1, · · · , 𝑁𝑗−1, 𝑁𝑗+1, · · ·),𝑁𝑖𝑗 ≡ (𝑁1, · · · , 𝑁𝑖−1, 𝑁𝑖+1, · · · , 𝑁𝑗−1, 𝑁𝑗+1, · · ·). Por-
tanto, do princípio de maximização da entropia ou, equivalentemente, do princípio de mi-
nimização da energia interna, decorre que a energia livre de Gibbs é uma função côncava
de suas variáveis intensivas (𝑇, 𝑃 ), mas permanece uma função convexa em relação às
suas variáveis extensivas 𝑁 .
A partir de cálculos teóricos da mecânica estatística, ou interpolação de dados
experimentais, obtém-se uma função para um potencial termodinâmico. Tais potenciais
devem ser funções convexas em relação a suas variáveis extensivas e funções côncavas em
relação a seus campos termodinâmicos intensivos, definindo uma superfície em um espaço
de variáveis adequado. No entanto, sobre esta superfície, determinados pontos podem vi-
olar os critérios de estabilidade, representando, neste caso, estados termodinamicamente
instáveis‡. Pontos globalmente estáveis são aqueles que, além de obedecerem os critérios
de estabilidade do potencial termodinâmico em questão, representam pontos de mínimo
globais, cuja fase termodinâmica associada é dita estável. Estados que satisfazem os crité-
rios de estabilidade com relação a uma dada variável, mas que correspondem a um ponto
de mínimo local, mas não global, são associados aos chamados estados metaestáveis, uma
vez que, nas mesmas condições termodinâmicas, existe um outro estado estável de menor
energia livre. Novamente, tal correspondência é efetuada, em geral, baseada em soluções
aproximadas do tipo campo médio [7], que é o caso do modelo a ser abordado neste tra-
balho. Assim, associado a regiões de instabilidades globais da relação fundamental, ou,
equivalentemente, de um potencial termodinâmico, temos o surgimento de uma transição
de fase, a fim de evitar a possível violação dos critérios de estabilidade.
†Via de regra, os critérios de estabilidade podem ser rastreados primordialmente até a propriedade
concavidade da entropia. Relações de estabilidade também podem ser desenvolvidas ao exigir que um
sistema permaneça no potencial local mínimo com relação a perturbações simultâneas em mais de uma
variável natural daquela particular representação [6].
‡Estados termodinamicamente instáveis estão ausentes dos cálculos rigorosos de mecânica estatística,
mas surgem quando utiliza-se, por exemplo, a aproximação de campo médio [7].
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Uma equação de estado pode ser obtida a partir de derivadas parciais de uma
relação fundamental. Por exemplo, no caso de sistemas magnéticos, a equação de estado
da magnetização 𝑀 = 𝑀(𝐻,𝑇 ) é uma relação funcional entre as variáveis de estado do
sistema 𝐻 (campo magnético) e temperatura 𝑇 , que reduz o número de graus de liberdade
independentes na sua descrição.
Diagramas de fases são uma maneira esquemática de representar as mudanças
de estado físico de substâncias, onde são apresentadas as fronteiras de uma dada fase.
Os diagramas de fases mais comuns, no caso de fluidos simples, são do tipo pressão em
função da temperatura. No caso de nosso interesse, materiais magnéticos, os diagramas
são geralmente do tipo campo magnético𝐻 em função da temperatura 𝑇 , que representam
projeções no plano 𝐻−𝑇 dos pontos em que o sistema sofre transição de fase e/ou onde há
coexistência de diferentes fases. Apesar dos diagramas de fases apresentados nos próximos
capítulos não serem desse tipo, eles são análogos por empregarem a temperatura 𝑇 e
campos intensivos.
1.3 Magnetismo
O magnetismo é um dos campos de pesquisa da Física da Matéria Condensada.
O estudo dos fenômenos magnéticos representam uma aplicação complexa de diversas
áreas de pesquisa: mecânica quântica, física estatística e eletromagnetismo. Além disso,
os materiais magnéticos desempenham um papel importante na tecnologia moderna. Os
principais objetivos da pesquisa nesta área são: a compreensão das origens microscópicas
das propriedades magnéticas dos materiais; a descoberta de novos materiais e fenôme-
nos; o estudo das propriedades termodinâmicas e das excitações dinâmicas dos sistemas
magnéticos; e o desenvolvimento de novas aplicações tecnológicas [8].
Um aspecto realmente importante desta área é a proximidade que existe entre
pesquisa básica e pesquisa aplicada. Isto decorre da crescente sofisticação que existe nas
aplicações tecnológicas de materiais magnéticos. Esses materiais desempenham um papel
de destaque na tecnologia moderna, pois encontram aplicações em um grande número de
produtos e processos industriais nos mais variados setores. Estas aplicações vão desde
ímãs permanentes que são usados em fechaduras, motores elétricos, balanças eletrônicas,
sensores de posição, etc., até componentes sofisticados que são usados na indústria de
computadores e de sistemas de comunicação. Atualmente, a mais importante dessas
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aplicações está na área de gravação e leitura magnética de dados, tecnologia na qual
se baseia os discos rígidos. No setor eletro-eletrônico os materiais magnéticos só são
suplantados em volume de aplicações pelos semicondutores. Por exemplo, atualmente os
discos rígidos magnéticos estão sendo substituídos pela nova tecnologia solid-state drive
(SSD).
Os fenômenos críticos que ocorrem associados às transições de fase são de
grande interesse da física estatística. O magnetismo é o campo da física de maior aplica-
ção da mecânica estatística. Foi principalmente neste campo que poderosas ferramentas
desenvolvidas nas últimas décadas foram postas a prova. Este é o caso das expansões
em altas temperaturas, da teoria de grupo de renormalização (que deu o Prêmio Nobel a
K.Wilson em 1982) e dos métodos de simulação por computador [8].
Os diagramas de fases que serão obtidos nesta dissertação apresentam o que
é denominado comportamento multicrítico, isto é, a presença de vários pontos especiais
no diagrama de fases onde várias linhas (ou superfícies) de transições contínuas e/ou
descontínuas se encontram. Dois exemplos são dados na Figura 1.1, que apresenta um
diagrama de fases experimental para o fluoreto de manganês e um diagrama teórico na
aproximação de campo médio para um antiferromagneto anisotrópico.
(a) MnF2 com um campo para-
lelo ao eixo de anisotropia, di-
agrama de fases experimental
com ponto bicrítico.
(b) Representação esquemática de um dia-
grama de fases para um antiferromagneto ani-
sotrópico com ponto tetracrítico.
Figura 1.1: As figuras (a) e (b) representam diagramas de fases, experimental e teórico
respectivamente, do campo magnético externo aplicado em função da temperatura. As
figuras (a) e (b) foram extraídas da Ref. [9].
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1.4 Objetivos
Aqui estamos interessados em transições de fases em materiais magnéticos. A
transição ordem-desordem ferromagnética tem sido explicada, desde o início do século
XX, por uma teoria fenomenológica proposta por Pierre Curie, e desenvolvida por Pierre
Weiss [10]. Teorias dessa natureza são conhecidas como teorias clássicas das transições
de fases, têm sido utilizadas para descrever qualitativamente os aspectos de vários tipos
de transições de fases.
No nosso estudo será utilizado o modelo de Blume–Emery–Griffiths (BEG)
[11], proposto originalmente na investigação do comportamento multicrítico de misturas
de 3He e 4He. O modelo também é utilizado para descrever fluidos simples [12], misturas
binárias [13] e misturas ternárias [14]. Tal modelo é uma generalização para spin 1 do
modelo de Ising, com interações entre primeiros vizinhos e acoplamentos biquadráticos. O
nosso objetivo é investigar o efeito da coordenação 𝑧 da rede no comportamento multicrí-
tico do modelo BEG ferromagnético na região de acoplamentos biquadráticos repulsivos
(negativos), com o intuito de obter diagramas de fases magnéticas do modelo. Para isso
será necessário o uso de técnicas de aproximação, as quais serão apresentadas no decor-
rer da dissertação. Nesta região do diagrama de fases do modelo investigado se prevê,
na aproximação de campo médio, a ocorrência de quatro fases termodinâmicas distin-
tas [15]: paramagnética, ferromagnética, quadrupolar alternada (ou antiquadrupolar) e
ferrimagnética.
Apesar de já haver diversos trabalhos da solução do modelo BEG na rede de
Bethe na literatura [16, 17], bem como outros utilizando cálculos de grupo de renorma-
lização [18, 19] e simulações de Monte Carlo [19], ainda há espaço para se explorar o
efeito da coordenação 𝑧 da rede no comportamento multicrítico do sistema no regime
ferromagnético e de acoplamentos biquadráticos repulsivos. Por exemplo, nos cálculos de
grupo de renormalização [18, 19], que vão além da aproximação de campo médio, a fase
ferrimagnética está ausente no modelo em duas dimensões.
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2
Aproximação de campo médio para o mo-
delo Blume–Emery–Griffiths (BEG)
Diversos métodos de aproximação foram amplamente utilizados por muitos
anos antes de qualquer resultado exato em modelos bidimensionais se tornarem dispo-
níveis. As aproximações de campo médio consistem em resolver o problema original
desprezando-se as correlações entre spins distintos. Isso pode ser feito através de uma
modificação no hamiltoniano do sistema, como não mais considerar interações de curto
alcance entre spins individuais, e sim interações entre um spin e a média do valor de
todos os demais spins do sistema (aproximação de Curie–Weiss–Kac [20], e até certo
ponto, aproximações através da desigualdade de Gibbs–Peierls–Bogoliubov [21]), ou tam-
bém através da hipótese de que spins distintos não possuem correlação (aproximação de
Bragg–Williams [22], ao considerar ⟨𝑆𝑖𝑆𝑗⟩ ≈ ⟨𝑆𝑖⟩ ⟨𝑆𝑗⟩, ou seja, desprezar as flutuações
das funções de correlação, o que permite a simplificação do problema de contagem de
estados).
Essas implementações são consideradas aproximações de ordem zero, uma vez
que suas propriedades não dependem de nenhum modo da estrutura topológica da rede.
Em 1935, Bethe–Peierls–Weiss [23] introduziram um aprimoramento desta aproximação, o
qual é considerado de primeira ordem por preservar a correlação de pares. A aproximação
de Bethe–Peierls consiste em resolver exatamente o problema para uma camada de 𝑧
primeiros vizinhos ao redor de um sítio qualquer, e tratar as camadas subsequentes em
campo médio, isto é, considerar os primeiros vizinhos submetidos a um campo efetivo
adicional que representa o resto da rede.
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2.1 Solução de campo médio para o modelo Blume–
Emery–Griffiths (BEG)
Nossa intenção neste capítulo é apresentar os diagramas de fases multicríticos
obtidos por Hoston e Berker [15] para o modelo Blume–Emery–Griffiths (BEG) com aco-
plamentos biquadráticos repulsivos e interação entre primeiros vizinhos na aproximação
de campo médio.
Partimos do hamiltoniano efetivo do modelo BEG [11] em uma rede de 𝑁 sítios
H = −𝐽 ∑︁
(𝑖,𝑗)
𝑆𝑖𝑆𝑗 −𝐾
∑︁
(𝑖,𝑗)
𝑆2𝑖 𝑆
2
𝑗 +𝐷
𝑁∑︁
𝑖=1
𝑆2𝑖 −𝐻
𝑁∑︁
𝑖=1
𝑆𝑖, 𝑆𝑖 = −1, 0, 1, (2.1.1)
composto respectivamente, de contribuições envolvendo interações bilineares, biquadráti-
cas e de campo cristalino. As somas (𝑖, 𝑗) são apenas sobre os sítios primeiros vizinhos.
Agora para introduzir sua versão de campo médio, ao invés de considerarmos
um sistema de spins com interações apenas entre seus 𝑧 primeiros vizinhos dadas pelos
parâmetros 𝐽 e 𝐾, estamos considerando um sistema onde todos os spins interagem
entre si, mas com as constantes de acoplamento reescaladas dependentes do tamanho do
sistema, dadas por 𝐽𝑧/2𝑁 e 𝐾𝑧/2𝑁 . Além disso, estamos desprezando as flutuações das
funções de correlação, o que permite a simplificação do problema de contagem. Então o
hamiltoniano de campo médio é dado por
−𝛽H = 𝑧2𝑁
∑︁
𝑖,𝑗
[︁
𝑗 (⟨𝑆𝑖⟩𝑆𝑗 + 𝑆𝑖⟨𝑆𝑗⟩ − ⟨𝑆𝑖⟩⟨𝑆𝑗⟩) + 𝑘
(︁
⟨𝑆2𝑖 ⟩𝑆2𝑗 + 𝑆2𝑖 ⟨𝑆2𝑗 ⟩ − ⟨𝑆2𝑖 ⟩⟨𝑆2𝑗 ⟩
)︁]︁
+
𝑁∑︁
𝑖=1
(︁
ℎ𝑆𝑖 − 𝑑𝑆2𝑖
)︁
= − 𝑧𝑁2 (𝑗𝜇
2 + 𝑘𝜃2) + (𝑧𝑗𝜇+ ℎ)
𝑁∑︁
𝑖=1
𝑆𝑖 + (𝑧𝑘𝜃 − 𝑑)
𝑁∑︁
𝑖=1
𝑆2𝑖 , (2.1.2)
onde agora as somas 𝑖, 𝑗 são sobre todos os pares de sítios da rede, utilizamos a invariância
translacional das variáveis auxiliares 𝜇 ≡ ⟨𝑆𝑖⟩, 𝜃 ≡ ⟨𝑆2𝑖 ⟩, 𝑧 é a coordenação da rede original
e definimos os acoplamentos adimensionais
𝑗 ≡ 𝛽𝐽, 𝑘 ≡ 𝛽𝐾, ℎ ≡ 𝛽𝐻, 𝑑 ≡ 𝛽𝐷, (2.1.3)
onde 𝛽 = (𝑘𝐵𝑇 )−1, 𝑘𝐵 é a constante de Boltzmann, 𝑇 é a temperatura absoluta.
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A versão de campo médio da função de partição no ensemble magnético de
Gibbs 𝒴(𝑇, ℎ, 𝑑;𝜇, 𝜃) ≡ Tr e−𝛽H = e−𝑁𝛽𝛾(ℎ,𝑑;𝜇,𝜃) e o funcional da energia livre de Gibbs
por sítio 𝛾(ℎ, 𝑑;𝜇, 𝜃) são dadas por*
𝒴(𝑇, ℎ, 𝑑;𝜇, 𝜃) = exp
[︂
−𝑧𝑁2 (𝑗𝜇
2 + 𝑘𝜃2)
]︂
Tr
𝑁∏︁
𝑖=1
exp
(︁
𝜉𝜇𝑆𝑖 + 𝜉𝜃𝑆2𝑖
)︁
= exp
[︂
−𝑧𝑁2 (𝑗𝜇
2 + 𝑘𝜃2)
]︂
(1 + 2e𝜉𝜃 cosh 𝜉𝜇)𝑁 , (2.1.4)
𝛽𝛾(ℎ, 𝑑;𝜇, 𝜃) = 𝑧2(𝑗𝜇
2 + 𝑘𝜃2)− ln
(︁
1 + 2e𝜉𝜃 cosh 𝜉𝜇
)︁
, (2.1.5)
𝜉𝜇 ≡ 𝑧𝑗𝜇+ ℎ, (2.1.6)
𝜉𝜃 ≡ 𝑧𝑘𝜃 − 𝑑. (2.1.7)
Mantendo a temperatura fixa, vemos que estamos procurando por um mínimo global, em
relação a 𝜇 e 𝜃, do funcional 𝛽𝛾(ℎ, 𝑑;𝜇, 𝜃). Portanto, a energia livre de Gibbs por sítio é
tal que 𝑔(ℎ, 𝑑) = 𝛾(ℎ, 𝑑;𝜇0, 𝜃0) = min
𝜇,𝜃
𝛾(ℎ, 𝑑;𝜇, 𝜃), onde 𝜇0 e 𝜃0 são associados ao mínimo
de 𝛽𝛾(ℎ, 𝑑;𝜇, 𝜃). Extremando o funcional 𝛾 com relação a 𝜇 e 𝜃, temos
𝜕𝛽𝛾(ℎ, 𝑑;𝜇, 𝜃)
𝜕𝜇
⃒⃒⃒⃒
⃒𝜇=𝜇0
𝜃=𝜃0
= 𝑧𝑗𝜇0 − 2𝑧𝑗e
𝜉𝜃0 senh 𝜉𝜇0
1 + 2e𝜉𝜃0 cosh 𝜉𝜇0
= 0, (2.1.8)
𝜕𝛽𝛾(ℎ, 𝑑;𝜇, 𝜃)
𝜕𝜃
⃒⃒⃒⃒
⃒𝜃=𝜃0
𝜇=𝜇0
= 𝑧𝑘𝜃0 − 2𝑧𝑘e
𝜉𝜃0 cosh 𝜉𝜇0
1 + 2e𝜉𝜃0 cosh 𝜉𝜇0
= 0, (2.1.9)
e obtemos equações transcendentes acopladas para 𝜇0 e 𝜃0, consequência da extremização
de 𝛽𝛾(ℎ, 𝑑;𝜇, 𝜃) em relação a 𝜇 e 𝜃:
𝜇0 =
2e𝜉𝜃0 senh 𝜉𝜇0
1 + 2e𝜉𝜃0 cosh 𝜉𝜇0
, (2.1.10)
𝜃0 =
2e𝜉𝜃0 cosh 𝜉𝜇0
1 + 2e𝜉𝜃0 cosh 𝜉𝜇0
. (2.1.11)
A partir das derivadas parciais de 𝑔(ℎ, 𝑑) = 𝛾(ℎ, 𝑑;𝜇0, 𝜃0) podemos obter as expressões
*Esses resultados são idênticos aos obtidos na aproximação de Curie–Weiss–Kac [20] utilizando a
identidade gaussiana, de modo que temos um funcional para a energia livre 𝛽𝛾(ℎ, 𝑑;𝜇, 𝜃) que depende
das variáveis contínuas 𝜇 e 𝜃.
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para os parâmetros de ordem termodinâmicos,
𝑚(ℎ, 𝑑) ≡ ⟨𝑆𝑖⟩ = 1
𝑁
(︃
𝜕 ln𝒴
𝜕ℎ
)︃
𝑑
= −
(︃
𝜕𝛽𝑔
𝜕ℎ
)︃
𝑑
= −
(︃
𝜕𝛽𝛾
𝜕𝜇0
)︃
𝜃0,ℎ,𝑑
(︃
𝜕𝜇0
𝜕ℎ
)︃
𝜃0,𝑑
−
(︃
𝜕𝛽𝛾
𝜕𝜃0
)︃
𝜇0,ℎ,𝑑
(︃
𝜕𝜃0
𝜕ℎ
)︃
𝜇0,𝑑
−
(︃
𝜕𝛽𝛾
𝜕ℎ
)︃
𝜇0,𝜃0,𝑑
= 2e
𝜉𝜃0 senh 𝜉𝜇0
1 + 2e𝜉𝜃0 cosh 𝜉𝜇0
, (2.1.12)
𝑞(ℎ, 𝑑) ≡ ⟨𝑆2𝑖 ⟩ = −
1
𝑁
(︃
𝜕 ln𝒴
𝜕𝑑
)︃
ℎ
=
(︃
𝜕𝛽𝑔
𝜕𝑑
)︃
ℎ
=
(︃
𝜕𝛽𝛾
𝜕𝜇0
)︃
𝜃0,ℎ,𝑑
(︃
𝜕𝜇0
𝜕𝑑
)︃
𝜃0,ℎ
+
(︃
𝜕𝛽𝛾
𝜕𝜃0
)︃
𝜇0,ℎ,𝑑
(︃
𝜕𝜃0
𝜕𝑑
)︃
𝜇0,ℎ
+
(︃
𝜕𝛽𝛾
𝜕𝑑
)︃
𝜇0,𝜃0,ℎ
= 2e
𝜉𝜃0 cosh 𝜉𝜇0
1 + 2e𝜉𝜃0 cosh 𝜉𝜇0
. (2.1.13)
Analisando em conjunto as expressões (2.1.10)–(2.1.13), vemos que𝑚(ℎ, 𝑑) = 𝜇0 e 𝑞(ℎ, 𝑑) =
𝜃0. Portanto, as equações de estado para 𝑚 e 𝑞 são:
𝑚(ℎ, 𝑑) = 2e
𝜉𝑞 senh 𝜉𝑚
1 + 2e𝜉𝑞 cosh 𝜉𝑚
, (2.1.14)
𝑞(ℎ, 𝑑) = 2e
𝜉𝑞 cosh 𝜉𝑚
1 + 2e𝜉𝑞 cosh 𝜉𝑚
. (2.1.15)
Essas equações de estado concordam com os resultados de campo médio do trabalho
original de Blume, Emery e Griffiths [11] de 1971, que foram utilizados por Hoston e
Berker [15] para obter os diagramas de fases com acoplamentos biquadráticos repulsivos
𝐾/𝐽 < 0 a campo nulo (𝐻 = 0), representados na Figura 2.1.
Esses parâmetros de ordem só descrevem fases de comportamento homogêneo.
Portanto, não descrevem as fases ferrimagnética e quadrupolar alternada. Para conseguir
descrever tais fases é necessário dividir o sistema em duas sub-redes de modo a obter
quatro parâmetros de ordem [15b]: 𝑚𝑎, 𝑞𝑎, 𝑚𝑏, 𝑞𝑏, onde os índices 𝑎 e 𝑏 representam as
duas sub-redes.
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Figura 2.1: Diagramas de fases de campo médio do modelo BEG a campo nulo (𝐻 = 0),
para alguns valores negativos típicos da razão 𝐾/𝐽 : (a) −0,15; (b) −0,5; (c) −1; (d) −1,5;
(e) −3; (f) −3,5. As fases termodinâmicas são identificadas através das abreviaturas: pa-
ramagnética (P); ferromagnética (F); quadrupolar alternada (SQ, ou antiquadrupolar);
ferrimagnética (Fi). Linhas tracejadas e linhas contínuas representam, respectivamente,
transições de fase descontínuas (de primeira ordem) e transições contínuas (de segunda
ordem). Os pontos especiais apresentados nos diagramas são‡: tricrítico (T); crítico (C);
ponto crítico terminal (E); ponto crítico a temperatura nula (Z); ponto altamente dege-
nerado a temperatura nula (S); bicrítico (B); multicrítico (A); tetracrítico (M). Adaptado
da Figura 1 da Ref. [15b].
O diagrama de fases para 𝐾/𝐽 = −0,15, Figura 2.1 (a), apresenta uma reen-
trância dupla próxima ao ponto tricrítico T. Já no diagrama com a constante𝐾/𝐽 = −0,5,
Figura 2.1 (b), ocorre um ponto crítico terminal E e uma linha de transição de primeira
ordem inserida na fase ferromagnética, terminando em um ponto crítico C. Portanto,
nesse caso, a fase ferromagnética exibe configurações coexistentes no segmento de altas
temperaturas da linha de transição de primeira ordem. Na Figura 2.1 (c) com 𝐾/𝐽 = −1
surge uma linha crítica que a alcança a temperatura zero no ponto Z e a estrutura interna
da fase ferromagnética colapsa nesse ponto.
Para 𝐾/𝐽 < −1, Figuras 2.1 (d)-(f), aparecem duas novas fases ordenadas,
‡A classificação dos pontos especiais dos diagramas de fase segue a nomenclatura padrão apresentada
na Ref. [24].
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ferrimagnética e quadrupolar alternada, que têm quebra de simetria de sub-rede. Quando
𝐾/𝐽 = −1,5, Figura 2.1 (d), as fases F e SQ são separadas da fase P por duas linhas
de transições contínuas que se encontram no ponto bicrítico B, enquanto que a fase SQ
é separada das fases F e Fi pela linha de transições descontínuas que termina no ponto
bicrítico B. As fases ferromagnética e ferrimagnética são separadas por outra linha de
transições contínuas que termina no ponto crítico terminal E sobre a linha de primeira
ordem, e na outra extremidade a temperatura nula no ponto S altamente degenerado.
Quando 𝐾/𝐽 = −3, Figura 2.1 (e), o ponto crítico terminal E e o ponto bicrítico B se
fundem e originam o ponto multicrítico A, onde três linhas de segunda ordem e uma de
primeira ordem se encontram. Já para 𝐾/𝐽 = −3,5, Figura 2.1 (f), um ponto tetracrítico
M aparece no encontro de quatro linhas de segunda ordem diferentes. A linha de segunda
ordem Fi/SQ termina, a baixa temperatura, em um ponto tricrítico T abaixo do qual a
transição passa a ser de primeira ordem.
A ocorrência da fase alternada SQ pode ser prevista a partir da análise do
estado fundamental do modelo BEG. Na Figura 2.2 temos um diagrama esquemático do
estado fundamental do modelo para temperatura e campos nulos. As linhas separam as
fases de menor energia.
-2 -1 0 1 2 3
D/Jz
-2
0
2
4
K
/J F
P
SQ
Figura 2.2: Diagrama de fases do estado fundamental do modelo BEG para temperatura
nula e campo magnético nulo. A linha tracejada é fronteira de transição de primeira or-
dem, definida pela equação 𝐾/𝐽 = 2𝐷/𝐽𝑧−1. A linha traço-ponto é uma linha altamente
degenerada (S), definida pela equação 𝐾/𝐽 = 𝐷/𝐽𝑧 − 1. A linha sólida (𝐷 = 0) repre-
senta uma linha crítica a temperatura nula (Z). A nomenclatura das fases termodinâmicas
é a mesma empregada na Figura 2.1.
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3
O modelo BEG na árvore de Cayley
A elaboração de modelos estatísticos na árvore de Cayley constitui uma al-
ternativa para ir além dos resultados de campo médio tradicionais, permitindo ainda um
tratamento que leve em conta algumas correlações de curto alcance. Os cálculos para o
modelo de Ising na árvore de Cayley são bem conhecidos [25]: o problema estatístico pode
ser formulado em termos de um mapeamento não linear, cujos atratores correspondem
às soluções físicas, em geral idênticas a uma aproximação de Bethe–Peierls [26]. Apre-
sentaremos aqui a definição da árvore de Cayley com algumas de suas características e
a formulação do modelo Blume–Emery–Griffiths (BEG) com interação entre primeiros
vizinhos dos sítios que compõem esta árvore.
3.1 A árvore de Cayley
Considere o grafo construído da seguinte maneira: comece com um sítio central
na geração 𝑛 = 𝑁 , e adicione 𝑧 pontos, todos conectados ao sítio central da geração 𝑛 = 𝑁 .
Nomeie este primeiro grupo de 𝑧 pontos de camada 𝑛 − 1. Agora crie a camada 𝑛 − 2,
tomando cada ponto na camada 𝑛− 1 e conectando 𝑧− 1 novos pontos a ele. Procedendo
iterativamente desta maneira, construa as camadas 𝑛− 3, 𝑛− 4, . . . , 0. Isto resultará num
grafo análogo ao mostrado na figura 3.1, chamado árvore de Cayley.
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Figura 3.1: Árvore de Cayley com número de coordenação 𝑧 = 3 e 𝑁 = 5 gerações, sendo
a geração do spin central denotada por 𝑛 = 𝑁 = 5 e a última geração, da superfície, por
𝑛 = 0. Note que os sítios da última geração possuem apenas um vizinho, correspondente
a um sítio da penúltima geração (𝑛 = 1).
Normalmente a razão entre o número de sítios na superfície e o número de sí-
tios no interior de uma rede regular é desprezível no limite termodinâmico de um sistema
grande. Aqui isso não é verdade, pois o número de sítios superficiais cresce exponenci-
almente, fato que ocasiona o surgimento de algumas patologias termodinâmicas. É fácil
notar que o número de sítios de superfície em uma árvore de 𝑁 gerações é dado por
𝑁𝑠 = 𝑧
𝑁−1 vezes⏞  ⏟  
(𝑧 − 1) . . . (𝑧 − 1) = 𝑧(𝑧 − 1)𝑁−1,
enquanto que o número total de sítios na árvore é
𝑁𝑡 = 1 + 𝑧
𝑁−1∑︁
𝑛=0
(𝑧 − 1)𝑛 = 1 + 𝑧
[︃
(𝑧 − 1)𝑁 − 1
𝑧 − 2
]︃
= 𝑧(𝑧 − 1)
𝑁 − 2
𝑧 − 2 . (3.1.1)
Podemos observar que no limite termodinâmico 𝑁 →∞
lim
𝑁→∞
𝑁𝑠
𝑁𝑡
= lim
𝑁→∞
𝑧(𝑧 − 2)(𝑧 − 1)𝑁−1
𝑧(𝑧 − 1)𝑁 − 2 =
𝑧 − 2
𝑧 − 1 ,
de maneira que, exceto no caso unidimensional (𝑧 = 2), os efeitos de superfície se ma-
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nifestam mesmo no sistema de tamanho infinito. Para superar estes problemas iremos
considerar somente propriedades locais de sítios localizados nas camadas mais profundas
do grafo, isto é, infinitamente distantes da superfície no limite 𝑛 → ∞. Tais sítios são
todos equivalentes, com número de coordenação 𝑧. Assim, as grandezas calculadas nos
sítios com estas características são grandezas calculadas na rede de Bethe, região central
de uma árvore de Cayley no limite 𝑁 →∞.
3.2 Função de partição do modelo BEG na árvore de
Cayley
O modelo Blume–Emery–Griffiths [11] na árvore de Cayley é definido pelo
hamiltoniano
H = −𝐽 ∑︁
(𝑖,𝑗)
𝑆𝑖𝑆𝑗 −𝐾
∑︁
(𝑖,𝑗)
𝑆2𝑖 𝑆
2
𝑗 +𝐷
∑︁
𝑖
𝑆2𝑖 , 𝑆𝑖 = −1, 0, 1, (3.2.1)
composto respectivamente, de contribuições envolvendo interações bilineares, biquadráti-
cas e de campo cristalino. Os somatórios em (𝑖, 𝑗) são sobre os sítios primeiros vizinhos
em uma árvore de Cayley de coordenação 𝑧.
Para posterior obtenção de equações de estado a partir da energia livre, vamos considerar
a presença de um campo magnético 𝐻, com isso o hamiltoniano passa a ser definido por
H = −𝐽 ∑︁
(𝑖,𝑗)
𝑆𝑖𝑆𝑗 −𝐾
∑︁
(𝑖,𝑗)
𝑆2𝑖 𝑆
2
𝑗 +𝐷
∑︁
𝑖
𝑆2𝑖 −𝐻
∑︁
𝑖
𝑆𝑖, (3.2.2)
com o campo 𝐻 atuando sobre todos os sítios da árvore.
A função de partição do modelo no ensemble de Gibbs magnético* é dada por
𝒴 = ∑︁
{𝑆𝑖}
e−𝛽H =
∑︁
{𝑆𝑖}
exp
⎛⎝𝑗∑︁
(𝑖,𝑗)
𝑆𝑖𝑆𝑗 + 𝑘
∑︁
(𝑖,𝑗)
𝑆2𝑖 𝑆
2
𝑗 − 𝑑
∑︁
𝑖
𝑆2𝑖 + ℎ
∑︁
𝑖
𝑆𝑖
⎞⎠ , (3.2.3)
onde {𝑆𝑖} indica que a soma é realizada sobre todos os microestados possíveis, 𝛽 =
(𝑘𝐵𝑇 )−1, 𝑘𝐵 é a constante de Boltzmann, 𝑇 é a temperatura absoluta, 𝑗 ≡ 𝛽𝐽 , 𝑘 ≡ 𝛽𝐾,
𝑑 ≡ 𝛽𝐷, ℎ ≡ 𝛽𝐻.
*Aqui cabe lembrar que 𝑍(𝑇,𝑚, 𝑞,𝑁𝑡) seria a função de partição canônica, mas estamos utilizando a
função de partição 𝒴(𝑇,𝐻,𝐷,𝑁𝑡) associada ao ensemble de Gibbs magnético, a fim de evitar o vínculo
gerado na contagem de estados quando tomamos a magnetização 𝑚 e o momento de quadrupolo 𝑞 como
constantes, o que impõe mais obstáculos ao cálculo.
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A função de partição do modelo BEG formulado em uma árvore de Cayley de
𝑁 gerações com sítio central na geração 𝑛 = 𝑁 é dada por
𝒴𝑁 =
∑︁
𝑆
𝒴(𝑆)𝑁 , (3.2.4)
onde 𝒴(𝑆)𝑁 (𝑆 = 0,±1) é a função de partição parcial obtida com spin central 𝑆.
Notemos que as funções de partição parciais 𝒴(𝑆)𝑁 (de toda a árvore) dependem
das funções de partição parciais dos 𝑧 ramos ligados ao sítio central. Dessa forma podemos
escrever
𝒴(𝑆)𝑁 = e−𝑑𝑆
2+ℎ𝑆
⎡⎣∑︁
𝑆
e𝑗𝑆𝑆+𝑘𝑆2𝑆2𝑄(𝑆)𝑁
⎤⎦𝑧 , (3.2.5)
onde 𝑄(𝑆)𝑁 é a função de partição parcial de um ramo com 𝑁 camadas quando o sítio mais
interno tem spin 𝑆. Essa diferenciação explícita entre as funções de partição de toda a
árvore 𝒴𝑁 e dos ramos 𝑄𝑁 é necessária para tratarmos o modelo iterativamente. Uma
árvore de Cayley completa, de 𝑁 gerações e com coordenação 𝑧, é obtida ligando 𝑧 ramos
de 𝑁 gerações ao sítio central. Já um ramo na geração 𝑛 dessa árvore de 𝑁 gerações é
obtido ligando 𝑧− 1 ramos com uma geração a menos (𝑛− 1), ao sítio mais interno de tal
ramo. Assim é possível escrever as funções de partição parciais desse ramo por meio das
relações de recorrência [17]
𝑄
(𝑆)
𝑛+1 = e−𝑑𝑆
2+ℎ𝑆
⎡⎣∑︁
𝑆
e𝑗𝑆𝑆+𝑘𝑆2𝑆2𝑄(𝑆)𝑛
⎤⎦𝑧−1 , (3.2.6)
que relaciona gerações mais internas em função das mais externas, onde definimos 𝑆 na
geração mais interna, 𝑆 na geração mais externa. A diferença entre 𝒴𝑁 e 𝑄𝑁 reside apenas
no expoente do fator à direita, 𝑧 → 𝑧 − 1.
Agora definimos as razões
𝑥𝑛+1 ≡ 𝑄
(1)
𝑛+1
𝑄
(0)
𝑛+1
= eℎ−𝑑
(︃
𝑥𝑛e𝑗+𝑘 + 𝑦𝑛e−𝑗+𝑘 + 1
𝑥𝑛 + 𝑦𝑛 + 1
)︃𝑧−1
= 𝑋(𝑥𝑛, 𝑦𝑛), (3.2.7)
𝑦𝑛+1 ≡ 𝑄
(−1)
𝑛+1
𝑄
(0)
𝑛+1
= e−𝑑−ℎ
(︃
𝑥𝑛e−𝑗+𝑘 + 𝑦𝑛e𝑗+𝑘 + 1
𝑥𝑛 + 𝑦𝑛 + 1
)︃𝑧−1
= 𝑌 (𝑥𝑛, 𝑦𝑛), (3.2.8)
obtendo o mapa dinâmico, bidimensional, por se tratar de um sistema de spin 1.
Nosso problema consiste na análise das duas relações de recorrência não line-
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ares 3.2.7 e 3.2.8. As soluções fisicamente aceitáveis na rede de Bethe correspondem aos
pontos fixos desse problema de mapeamento que são dinamicamente estáveis. Os pontos
fixos são soluções da forma
𝑥𝑛+1 = 𝑋(𝑥𝑛, 𝑦𝑛) = 𝑥𝑛 = 𝑥, 𝑦𝑛+1 = 𝑌 (𝑥𝑛, 𝑦𝑛) = 𝑦𝑛 = 𝑦. (3.2.9)
No entanto, iterando o mapa dinâmico em busca das soluções estáveis foi possível observar
uma bifurcação das soluções de pontos fixos, conhecida como bifurcação de duplicação de
período (órbita ciclo-2), que será apresentada na próxima seção. Os pontos que formam
esse ciclo obedecem à seguinte relação de recorrência
𝑥𝑛+1 = 𝑋(𝑋(𝑥𝑛−1, 𝑦𝑛−1), 𝑌 (𝑥𝑛−1, 𝑦𝑛−1)) = 𝑋(2)(𝑥𝑛−1, 𝑦𝑛−1), (3.2.10)
𝑦𝑛+1 = 𝑌 (𝑋(𝑥𝑛−1, 𝑦𝑛−1), 𝑌 (𝑥𝑛−1, 𝑦𝑛−1)) = 𝑌(2)(𝑥𝑛−1, 𝑦𝑛−1). (3.2.11)
Portanto são pontos fixos de 𝑋(2)(𝑥, 𝑦) e 𝑌(2)(𝑥, 𝑦), ou seja, eles são soluções da equação
𝑋(2)(𝑥, 𝑦) = 𝑥 e 𝑌(2)(𝑥, 𝑦) = 𝑦, mas com 𝑥 ̸= 𝑋(𝑥, 𝑦), 𝑦 ̸= 𝑌 (𝑥, 𝑦).
A presença de uma órbita sugere a quebra de simetria de sub-rede. Como nosso
mapeamento apresenta uma órbita de período 2, será necessária a divisão do sistema em
duas sub-redes interpenetrantes para poder descrevê-la.
3.2.1 Divisão em duas sub-redes
Nosso mapeamento apresenta uma órbita de período 2, portanto será neces-
sária a divisão do sistema em duas sub-redes interpenetrantes para poder descrevê-la
corretamente. O primeiro passo para obter as equações no caso com duas sub-redes é
modificar a equação (3.2.2), de modo a obter o hamiltoniano
H = −𝐽 ∑︁
(𝑖,𝑗)
𝑆𝑖𝑆𝑗 −𝐾
∑︁
(𝑖,𝑗)
𝑆2𝑖 𝑆
2
𝑗 +𝐷𝑎
∑︁
𝑖
𝑆2𝑖 −𝐻𝑎
∑︁
𝑖
𝑆𝑖 +𝐷𝑏
∑︁
𝑗
𝑆2𝑗 −𝐻𝑏
∑︁
𝑗
𝑆𝑗, (3.2.12)
onde 𝐻𝑎 e 𝐻𝑏 são os campos magnéticos que atuam nas sub-redes 𝑎 e 𝑏 respectivamente,
enquanto 𝐷𝑎 e 𝐷𝑏 são as interações de campo cristalino nas sub-redes 𝑎 e 𝑏.
Agora podemos obter uma expressão para as relações de recorrência para a função de
partição parcial para cada uma das sub-redes, semelhantes às obtidas anteriormente em
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(3.2.6). Para sítios na geração 𝑛+ 1 na sub-rede 𝑎 e na geração 𝑛 na sub-rede 𝑏, temos
𝑄
(𝑆𝑎)
𝑛+1 = e−𝑑𝑎𝑆
2
𝑎+ℎ𝑎𝑆𝑎
⎡⎣∑︁
𝑆𝑏
e𝑗𝑆𝑎𝑆𝑏+𝑘𝑆2𝑎𝑆2𝑏𝑄(𝑆𝑏)𝑛
⎤⎦𝑧−1 , (3.2.13)
𝑄
(𝑆𝑏)
𝑛+2 = e−𝑑𝑏𝑆
2
𝑏+ℎ𝑏𝑆𝑏
⎡⎣∑︁
𝑆𝑎
e𝑗𝑆𝑎𝑆𝑏+𝑘𝑆2𝑎𝑆2𝑏𝑄(𝑆𝑎)𝑛+1
⎤⎦𝑧−1 , (3.2.14)
onde 𝑑𝑎 = 𝛽𝐷𝑎, ℎ𝑎 = 𝛽𝐻𝑎,𝑑𝑏 = 𝛽𝐷𝑏, ℎ𝑏 = 𝛽𝐻𝑏, 𝑗 = 𝛽𝐽 , 𝑘 = 𝛽𝐾 e 𝛽 = (𝑘𝐵𝑇 )−1.
A função de partição total para uma árvore de 𝑁 gerações quando o sítio central encontra-
se na sub-rede 𝑎 é definida por
𝒴(𝑆𝑎)𝑁 = e−𝑑𝑎𝑆
2
𝑎+ℎ𝑎𝑆𝑎
⎡⎣∑︁
𝑆𝑏
e𝑗𝑆𝑎𝑆𝑏+𝑘𝑆2𝑎𝑆2𝑏𝑄(𝑆𝑏)𝑁
⎤⎦𝑧 , (3.2.15)
𝒴𝑎𝑁 =
∑︁
𝑆𝑎
𝒴(𝑆𝑎)𝑁 . (3.2.16)
Trocando 𝑎 e 𝑏 temos a função de partição total quando o sítio central encontra-se na
sub-rede 𝑏.
Conhecendo as funções de partição parciais, podemos obter o mapa dinâmico do sistema,
analogamente ao das equações (3.2.7) e (3.2.8), para sítios na geração 𝑛 + 1 na sub-rede
𝑎 e na geração 𝑛 na sub-rede 𝑏,
𝑥𝑎𝑛+1 ≡
𝑄
(1𝑎)
𝑛+1
𝑄
(0𝑎)
𝑛+1
= eℎ𝑎−𝑑𝑎
(︃
𝑥𝑏𝑛e𝑗+𝑘 + 𝑦𝑏𝑛e−𝑗+𝑘 + 1
𝑥𝑏𝑛 + 𝑦𝑏𝑛 + 1
)︃𝑧−1
, (3.2.17)
𝑦𝑎𝑛+1 ≡
𝑄
(−1𝑎)
𝑛+1
𝑄
(0𝑎)
𝑛+1
= e−𝑑𝑎−ℎ𝑎
(︃
𝑥𝑏𝑛e−𝑗+𝑘 + 𝑦𝑏𝑛e𝑗+𝑘 + 1
𝑥𝑏𝑛 + 𝑦𝑏𝑛 + 1
)︃𝑧−1
, (3.2.18)
𝑥𝑏𝑛+2 ≡
𝑄
(1𝑏)
𝑛+2
𝑄
(0𝑏)
𝑛+2
= eℎ𝑏−𝑑𝑏
(︃
𝑥𝑎𝑛+1e𝑗+𝑘 + 𝑦𝑎𝑛+1e−𝑗+𝑘 + 1
𝑥𝑎𝑛+1 + 𝑦𝑎𝑛+1 + 1
)︃𝑧−1
, (3.2.19)
𝑦𝑏𝑛+2 ≡
𝑄
(−1𝑏)
𝑛+2
𝑄
(0𝑏)
𝑛+2
= e−𝑑𝑏−ℎ𝑏
(︃
𝑥𝑎𝑛+1e−𝑗+𝑘 + 𝑦𝑎𝑛+1e𝑗+𝑘 + 1
𝑥𝑎𝑛+1 + 𝑦𝑎𝑛+1 + 1
)︃𝑧−1
. (3.2.20)
Aqui as órbitas de ciclo-2 acontecem quando 𝑥𝑎𝑛+1 = 𝑥𝑎𝑛−1 = 𝑥𝑎, 𝑦𝑎𝑛+1 = 𝑦𝑎𝑛−1 = 𝑦𝑎,
𝑥𝑏𝑛 = 𝑥𝑏𝑛−2 = 𝑥𝑏, 𝑦𝑏𝑛 = 𝑦𝑏𝑛−2 = 𝑦𝑏, para 𝑥𝑎 ̸= 𝑥𝑏, 𝑦𝑎 ̸= 𝑦𝑏.
As fases termodinâmicas resultantes da divisão em sub-redes serão caracteri-
zadas por quatro parâmetros de ordem calculados no centro da árvore (rede de Bethe)
𝑚𝑎 ≡ ⟨𝑆𝑎⟩ , 𝑞𝑎 ≡
⟨
𝑆2𝑎
⟩
, 𝑚𝑏 ≡ ⟨𝑆𝑏⟩ , 𝑞𝑏 ≡
⟨
𝑆2𝑏
⟩
, (3.2.21)
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onde 𝑎 e 𝑏 referem-se às duas sub-redes, ⟨𝑆𝑎⟩,
⟨
𝑆2𝑎
⟩
, ⟨𝑆𝑏⟩,
⟨
𝑆2𝑏
⟩
representam médias ter-
modinâmicas no ensemble de Gibbs magnético para o centro da árvore, que serão obtidas
explicitamente no próximo capítulo, Eqs. (4.1.1)–(4.1.6). As fases termodinâmicas que es-
tamos interessados podem ser, então, caracterizadas a partir dos valores dos parâmetros
de ordem a campo nulo:
• fase paramagnética (P): 𝑚𝑎 = 𝑚𝑏 = 0, 𝑞𝑎 = 𝑞𝑏 ̸= 0;
• fase ferromagnética (F): 𝑚𝑎 = 𝑚𝑏 ̸= 0, 𝑞𝑎 = 𝑞𝑏 ̸= 0;
• fase quadrupolar alternada ou antiquadrupolar (SQ): 𝑚𝑎 = 𝑚𝑏 = 0, 𝑞𝑎 ̸= 𝑞𝑏;
• fase ferrimagnética (Fi): 𝑚𝑎 ̸= 𝑚𝑏, 𝑞𝑎 ̸= 𝑞𝑏.
3.3 Análise de estabilidade numérica
A estabilidade linear dos pontos fixos do mapa dinâmico bidimensional dado
pelas equações (3.2.7) e (3.2.8), pode ser caracterizada pelos expoentes de Lyapunov
𝜆𝑖 = ln |Λ𝑖|, onde Λ𝑖 são os autovalores da matriz jacobiana calculada no ponto fixo,
J(𝑥, 𝑦) =
⎛⎜⎜⎜⎝
𝜕𝑋(𝑥𝑛, 𝑦𝑛)
𝜕𝑥𝑛
𝜕𝑋(𝑥𝑛, 𝑦𝑛)
𝜕𝑦𝑛
𝜕𝑌 (𝑥𝑛, 𝑦𝑛)
𝜕𝑥𝑛
𝜕𝑌 (𝑥𝑛, 𝑦𝑛)
𝜕𝑦𝑛
⎞⎟⎟⎟⎠
(𝑥𝑛,𝑦𝑛)=(𝑥,𝑦)
. (3.3.1)
Se Λ1,2 são números reais, (𝑥, 𝑦) é um ponto fixo assintoticamente estável se |Λ1,2| < 1;
e é instável caso um ou os dois autovalores estejam fora desse intervalo. No caso de
Λ1,2 serem números complexos, então são necessariamente complexos conjugados e têm o
mesmo módulo. Quando |Λ1,2| < 1, o ponto é assintoticamente estável, caso contrário é
instável [27]. Portanto, em uma situação estável todos os expoentes de Lyapunov {𝜆𝑖}
são negativos. Como basta que apenas um dos autovalores tenha módulo maior que 1
para que o ponto fixo seja instável, vamos analisar apenas o autovalor de maior módulo,
que chamaremos de Λ1.
O método apresentado acima permite caracterizar a estabilidade de um ponto
fixo simples, mas também precisamos caracterizar a estabilidade de uma órbita composta
de pontos fixos das relações de recorrência iteradas, que surge quando ocorre a quebra
de simetria de sub-rede. Olhando com um pouco mais de critério para as relações de
recorrência (3.2.10) e (3.2.11) no caso de uma órbita de período 2, é possível notar que
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estudar a estabilidade da órbita ciclo-2 equivale a estudar a estabilidade dos pontos fixos
de 𝑋(2)(𝑥, 𝑦) e 𝑌(2)(𝑥, 𝑦) e assim podemos escrever uma matriz jacobiana semelhante a
matriz J(𝑥, 𝑦) da equação (3.3.1). Contudo, 𝑋(2)(𝑥, 𝑦) e 𝑌(2)(𝑥, 𝑦) são composições de
funções. Aplicando a regra da cadeia e com um pouco de trabalho algébrico, é fácil ver
que essa nova matriz jacobiana para a órbita é igual ao produto de duas matrizes J(𝑥, 𝑦)
calculadas em cada ponto da órbita, considerando nossa divisão em sub-redes calculadas
em (𝑥𝑎, 𝑦𝑎) e (𝑥𝑏, 𝑦𝑏). Assim a matriz de estabilidade de um ciclo-2 é definida por
J𝑐 =
⎛⎜⎜⎜⎝
𝜕𝑋(𝑥𝑛, 𝑦𝑛)
𝜕𝑥𝑛
𝜕𝑋(𝑥𝑛, 𝑦𝑛)
𝜕𝑦𝑛
𝜕𝑌 (𝑥𝑛, 𝑦𝑛)
𝜕𝑥𝑛
𝜕𝑌 (𝑥𝑛, 𝑦𝑛)
𝜕𝑦𝑛
⎞⎟⎟⎟⎠
(𝑥𝑎,𝑦𝑎)
⎛⎜⎜⎜⎝
𝜕𝑋(𝑥𝑛, 𝑦𝑛)
𝜕𝑥𝑛
𝜕𝑋(𝑥𝑛, 𝑦𝑛)
𝜕𝑦𝑛
𝜕𝑌 (𝑥𝑛, 𝑦𝑛)
𝜕𝑥𝑛
𝜕𝑌 (𝑥𝑛, 𝑦𝑛)
𝜕𝑦𝑛
⎞⎟⎟⎟⎠
(𝑥𝑏,𝑦𝑏)
= J(𝑥𝑎, 𝑦𝑎)J(𝑥𝑏, 𝑦𝑏), (3.3.2)
utilizando o fato de que, no final dos cálculos 𝑑𝑎 = 𝑑𝑏 = 𝑑, ℎ𝑎 = ℎ𝑏 = 0.
Nesse caso devemos calcular os autovalores da matriz J𝑐, ou seja, os autova-
lores do produto das matrizes jacobianas calculadas nos pontos da órbita. Tais autova-
lores seguem as mesmas condições de estabilidade que os calculados para um ponto fixo.
Portanto, os expoentes de Lyapunov são sempre negativos para órbitas numericamente
estáveis.
Cada ponto fixo está associado a uma região de estabilidade (numérica) e a
uma fase termodinâmica bem definida no diagrama de fases. A sobreposição de regiões de
estabilidade numérica associadas a atratores distintos (ou seja, coestabilidade) indica a
ocorrência de uma transição de primeira ordem entre fases termodinâmicas coexistentes.
Os limites de estabilidade numérica são definidos quando o maior expoente de Lyapunov
é nulo [17], ou seja, quando |Λ1| = 1, sendo análogos aos limites de estabilidade (linhas
espinodais [2, 4a]) da solução de campo médio.
Com essas informações podemos proceder a resolução numérica do mapea-
mento para a construção de diagramas de bifurcação e dos diagramas de fase do tipo
(𝛽𝐽𝑧)−1 versus 𝐷/𝐽𝑧 no caso de acoplamento bilinear ferromagnético (𝐽 > 0), acopla-
mentos biquadráticos repulsivos com 𝐾 < 0 e a campo nulo 𝐻 = 0, para diferentes valores
da coordenação da rede 𝑧.
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3.4 Diagramas de bifurcação e de fases
Nosso problema numérico consiste basicamente em iterar o mapa dado pelas
equações (3.2.7) e (3.2.8) em busca de pontos fixos ou de órbitas que, nesse trabalho, são
de período-2. No entanto, com o intuito de fornecer uma interpretação física mais direta e
de limitar as variáveis do nosso mapa para obter os diagramas de bifurcação, definiremos
as variáveis auxiliares
𝑚𝑛+1 ≡ 𝑥𝑛+1 − 𝑦𝑛+11 + 𝑥𝑛+1 + 𝑦𝑛+1 = 𝑚𝑛+1(𝑚𝑛, 𝑞𝑛), (3.4.1)
𝑞𝑛+1 ≡
𝑥𝑛+1 + 𝑦𝑛+1
1 + 𝑥𝑛+1 + 𝑦𝑛+1
= 𝑞𝑛+1(𝑚𝑛, 𝑞𝑛), (3.4.2)
e investigaremos pontos estáveis 𝑚𝑛+1 = 𝑚𝑛 = 𝑚 e 𝑞𝑛+1 = 𝑞𝑛 = 𝑞 e órbitas ciclo-
2. Vale ressaltar que os pontos fixos numericamente estáveis 𝑚 e 𝑞 não correspondem
aos parâmetros de ordem termodinâmicos, magnetização 𝑚 e momento de quadrupolo 𝑞
respectivamente, que devem ser definidos no centro da árvore (rede de Bethe) e são dados
pelas médias termodinâmicas na região central da árvore de Cayley
𝑚 ≡ ⟨𝑆⟩ ≠ 𝑚, 𝑞 ≡
⟨
𝑆2
⟩
̸= 𝑞. (3.4.3)
Os diagramas de bifurcação que serão aqui apresentados foram escolhidos pro-
positalmente para mostrar o comportamento em diferentes regiões dos diagramas de fases.
Durante o trabalho foram escolhidas duas coordenações diferentes 𝑧 = 4 (baixa coorde-
nação) e 𝑧 = 6 (alta coordenação), já a razão 𝐾
𝐽
= −3,5 foi mantida constante. Os
mapeamentos foram feitos mantendo a temperatura adimensional 𝑡 = (𝛽𝐽𝑧)−1 constante
e variando a razão 𝐷
𝐽𝑧
. Para simplicidade a partir de agora iremos nos referir a 𝑡 apenas
como temperatura.
Analisando a situação de baixa coordenação (𝑧 = 4) foi possível obter os
diagramas de bifurcação representados nas figuras 3.2 e 3.3 abaixo.
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Figura 3.2: Diagramas de bifurcação das variáveis auxiliares 𝑚 e 𝑞 em função do parâ-
metro 𝐷
𝐽𝑧
para 𝑡 = (𝛽𝐽𝑧)−1 = 0,3, 𝐾/𝐽 = −3,5 e 𝑧 = 4. As fases termodinâmicas são
identificadas através das mesmas abreviaturas que as utilizadas na Figura 2.1.
3. O modelo BEG na árvore de Cayley 34
−2,51 −2,505 −2,5 −2,495 −2,49
D/Jz
0
0,2
0,4
0,6
0,8
1
m_
F
Fi
SQ
−2,51 −2,505 −2,5 −2,495 −2,49
D/Jz
0,94
0,95
0,96
0,97
0,98
0,99
1
q_
Figura 3.3: Diagramas de bifurcação das variáveis auxiliares 𝑚 e 𝑞 em função do parâ-
metro 𝐷
𝐽𝑧
para 𝑡 = (𝛽𝐽𝑧)−1 = 0,15, 𝐾/𝐽 = −3,5 e 𝑧 = 4. A terminologia das fases
termodinâmicas é a mesma empregada na Figura 2.1. A linha tracejada representa um
ramo instável da solução das relações de recorrência.
Na figura 3.2 aparecem duas transições contínuas próximas às abscissas −2,524
(transição da fase ferromagnética para a fase ferrimagnética) e −2,517 (transição da fase
ferrimagnética para quadrupolar alternada), que são caracterizadas por bifurcações das
soluções estáveis. A fase SQ apresenta uma solução do tipo ciclo-2, mas isso não fica
evidente ao analisar o diagrama da variável 𝑚, pois os dois pontos da órbita têm valores
nulos. A órbita da fase SQ fica mais evidente ao se analisar o diagrama de 𝑞.
Na figura 3.3 superior aparece um ramo instável da solução das relações de
recorrência, representado pela linha tracejada. Tal ramo não é obtido diretamente da
iteração do mapa dinâmico, contudo também é solução numérica do problema de ma-
peamento. Ao redor da região de abscissa −2,50 é possível notar no diagrama de 𝑚 a
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coestabilidade numérica de um ramo estável, solução da equação de ponto fixo perten-
cente à fase ferromagnética com𝑚 em torno de 0,9 e dois ramos estáveis, solução da órbita
ciclo-2 pertencentes à fase ferrimagnética com 𝑚 abaixo de 0,9, para os mesmos valores de
𝐷/𝐽𝑧. Os ramos estáveis pertencentes às diferentes fases são obtidos mudando a condição
inicial fornecida ao mapeamento. Como era de se esperar, o mesmo ocorre no diagrama
inferior de 𝑞 ao redor de 𝐷/𝐽𝑧 = −2,5, embora seja menos evidente. A superposição de
soluções numericamente estáveis (coestabilidade) indica a existência de uma transição de
fase descontínua, nesse caso entre as fases F e Fi. Devido ao surgimento dessas soluções
instáveis, olharemos com mais cuidado para os autovalores da matriz jacobiana. A Figura
3.4 mostra o comportamento dos autovalores de maior módulo associados a essa região.
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Figura 3.4: O valor absoluto do autovalor de maior módulo da matriz jacobiana em função
de 𝐷
𝐽𝑧
com 𝑡 = 0,15, 𝐾/𝐽 = −3,5 e 𝑧 = 4. A nomenclatura das fases termodinâmicas é
a mesma empregada na Figura 2.1. A linha sólida representa as soluções numericamente
estáveis, a linha tracejada representa um ramo numericamente instável da solução e indica
a ocorrência de uma transição descontínua entre as fases ferromagnética e ferrimagnética.
Já a linha pontilhada delimita |Λ1| ≤ 1, o ponto com |Λ1| = 1 denotando uma transição
contínua entre as fases ferrimagnética e quadrupolar alternada.
Aqui fica evidente uma sobreposição de duas regiões de estabilidade numérica,
formando uma região de coestabilidade numérica entre as fases F e Fi, o cruzamento dos
expoentes ocorre próximo ao ponto (−2,503, 0,99). Os atratores e repulsores do mapea-
mento estão diretamente ligados aos ramos estáveis e instáveis do diagrama de bifurcação
representado na Figura 3.3.
Claramente através da iteração do mapeamento da rede é possível obter diagra-
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mas de bifurcações para outros valores de temperatura, mas eles não foram representados
aqui por terem comportamentos semelhantes aos diagramas já mostrados.
Para o caso de altas coordenações (𝑧 = 6) ao estudar o problema de mapea-
mento foram obtidos os diagramas de bifurcação das figuras 3.5 e 3.6.
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Figura 3.5: Diagramas de bifurcação das variáveis auxiliares𝑚 e 𝑞 em função do parâmetro
𝐷
𝐽𝑧
para 𝑡 = 0,4, 𝐾/𝐽 = −3,5 e 𝑧 = 6. A terminologia das fases termodinâmicas é a
mesma empregada na Figura 2.1.
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Figura 3.6: Diagramas de bifurcação das variáveis auxiliares𝑚 e 𝑞 em função do parâmetro
𝐷
𝐽𝑧
para 𝑡 = 0,1,𝐾/𝐽 = −3,5 e 𝑧 = 6. A identificação das fases termodinâmicas é a mesma
empregada na Figura 2.1. A linha tracejada representa um ramo instável da solução das
relações de recorrência. A escolha de uma escala logarítmica para 𝑞 foi motivada visando
uma melhor visualização dos perfis, visto que eles se acumulam muito próximos a 𝑞 = 1.
Na Figura 3.5 apresentam-se duas transições contínuas próximas às abscissas
−2,56 (transição da fase ferromagnética para a fase ferrimagnética) e −2,535 (transição
da fase ferrimagnética para quadrupolar alternada), associadas a bifurcações das soluções
estáveis. A fase SQ apresenta uma solução do tipo ciclo-2, mas isso não fica evidente ao
analisar o diagrama da variável 𝑚, pois os dois pontos da órbita têm valores nulos, tal
como ocorreu para 𝑧 = 4, ficando mais evidente a órbita dessa fase no diagrama de 𝑞.
Na Figura 3.6 aparece um ramo instável da solução das relações de recorrên-
cia, representado pela linha tracejada. Esse ramo é solução numérica do problema de
mapeamento, mas não é obtido diretamente da iteração do mapa dinâmico. Na região
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delimitada pelas abscissas −2,52 e −2,49 é possível notar nos diagramas de 𝑚 e 𝑞 a coes-
tabilidade de dois ramos numericamente estáveis, soluções de órbita ciclo-2 pertencentes
à fase ferrimagnética com 𝑚 acima de 0,7 e dois ramos numericamente estáveis, soluções
de órbita ciclo-2 pertencentes à fase antiquadrupolar com 𝑚 = 0, para os mesmos valores
de 𝐷/𝐽𝑧. Os ramos estáveis pertencentes às diferentes fases e de mesmas abscissas são
obtidos mudando as condições iniciais fornecidas ao mapeamento. No diagrama para 𝑞
os ramos estáveis superiores das diferentes fases estão muito próximos da ordenada 1,
dificultando a visualização da separação de seus valores nas diferentes fases. Para facilitar
a visualização, o diagrama foi reescalonado tomando o módulo do logaritmo na base 10
da diferença 1− 𝑞, mostrando como os ramos estáveis pertencentes à fase ferrimagnética
se conectam através de ramos instáveis aos ramos estáveis da fase SQ. A sobreposição
das soluções numericamente estáveis (coestabilidade) indica a existência de uma transi-
ção de fase descontínua, nesse caso entre as fases Fi e SQ. Novamente motivados pelo
aparecimento dessas soluções instáveis, olharemos com mais cuidado para os autovalores
da matriz jacobiana. A Figura 3.7 mostra o comportamento dos autovalores de maior
módulo associados a essa região.
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Figura 3.7: O valor absoluto do autovalor de maior módulo da matriz jacobiana |Λ1| em
função de 𝐷
𝐽𝑧
com 𝑡 = 0,1, 𝐾/𝐽 = −3,5 e 𝑧 = 6. A nomenclatura das fases termo-
dinâmicas é a mesma empregada na Figura 2.1. A linha sólida representa as soluções
numericamente estáveis, a linha tracejada representa um ramo numericamente instável
da solução e indica a ocorrência de uma transição descontínua entre as fases ferrimagné-
tica e antiquadrupolar. Já a linha pontilhada delimita |Λ1| ≤ 1, o ponto com |Λ1| = 1
denotando uma transição contínua entre as fases ferromagnética e ferrimagnética.
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Fica explícita a sobreposição de duas regiões de estabilidade numérica, região
de coestabilidade numérica entre as fases Fi e SQ, com o cruzamento dos expoentes
ocorrendo próximo ao ponto (−2,50, 0,8). Cabe ressaltar que esse ponto não está associado
à estabilidade termodinâmica das fases. Os atratores e os repulsores do mapeamento
estão diretamente relacionados aos ramos estáveis e instáveis do diagrama de bifurcação
representado na Figura 3.6.
Entendido o comportamento do nosso problema de mapeamento e sabendo
que o limite da estabilidade ocorre quando o maior expoente de Lyapunov é nulo, ou
seja, quando temos |Λ1| = 1, podemos obter os diagramas de fases tanto para baixas
coordenações (𝑧 = 4) quanto para altas (𝑧 = 6). Para transições de fase contínuas
(segunda ordem) os limites de estabilidade numérico e termodinâmico coincidem. Para
isso resolveremos um sistema de equações acopladas, no caso de pontos fixos devemos
resolver as equações de ponto fixo (3.2.9), a equação secular da matriz J(𝑥, 𝑦) definida
em (3.3.1), garantindo que um dos autovalores de J(𝑥, 𝑦) tenha módulo 1, assim, nesse
caso o problema consiste em resolver um sistema de 3 equações não lineares. Já no caso
de órbitas ciclo-2 devemos resolver o problema de pontos fixos das duas sub-redes, ou
seja, encontrar 𝑥𝑎𝑛+1 = 𝑥𝑎𝑛−1 = 𝑥𝑎, 𝑦𝑎𝑛+1 = 𝑦𝑎𝑛−1 = 𝑦𝑎, 𝑥𝑏𝑛+2 = 𝑥𝑏𝑛 = 𝑥𝑏, 𝑦𝑏𝑛+2 = 𝑦𝑏𝑛 = 𝑦𝑏, a
equação secular da matriz J𝑐 definida em (3.3.2), garantindo que um dos autovalores de J𝑐
tenha módulo 1, então, aqui será necessário resolver um sistema de 5 equações. Faremos
isso mantendo a temperatura 𝑡 constante e encontrando os valores de 𝐷
𝐽𝑧
para os quais
os sistemas de equações são satisfeitos. Quando tal condição for satisfeita a temperatura
será variada e um novo valor de 𝐷
𝐽𝑧
será encontrado. Repetindo esse processo poderemos
obter numericamente os diagramas de fases para as diferentes coordenações. Realizando
exatamente o processo descrito acima obtivemos os diagramas de fases para 𝑧 = 4 e 𝑧 = 6
que são apresentados na Figura 3.8.
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Figura 3.8: Limites de estabilidade numérica e regiões de coestabilidade (hachuradas) das
fases ordenadas do modelo BEG com interações biquadráticas negativas (𝐾/𝐽 = −3,5) e
diferentes valores de coordenação da rede: (𝑎) 𝑧 = 4; (𝑏) 𝑧 = 6. A nomenclatura das fases
termodinâmicas e dos pontos especiais é a mesma empregada na Figura 2.1. No diagrama
(a) correspondente a coordenações menores, a transição Fi/SQ seria contínua, enquanto
a coestabilidade numérica das fases F e Fi a baixas temperaturas indica que a transição
F/Fi seria descontínua nesta região, tornando-se contínua a temperaturas acima do ponto
tricrítico T. Já no diagrama (b) associado a coordenações mais elevadas, a transição F/Fi
é sempre contínua, enquanto a transição Fi/SQ seria descontínua a baixas temperaturas
(revelada pela coestabilidade numérica das fases Fi e SQ), passando a ser contínua ao se
aumentar a temperatura além do ponto tricrítico T.
Os resultados apresentados na Figura 3.8 já eram conhecidos do artigo de Ta-
mashiro e Salinas [17], mas foram reobtidos durante a realização desse trabalho. O fato
desses resultados já serem conhecidos influenciou na escolha das temperaturas adimen-
sionais 𝑡 para a obtenção dos diagramas de bifurcação apresentados nas figuras 3.2, 3.3,
3.5 e 3.6. Tais escolhas foram motivadas para visualizar as regiões mais largas dos limites
de estabilidade e das regiões de coestabilidade. As regiões de coestabilidade numérica
revelam a ocorrência de uma transição de fase descontínua, mas para a sua localização
é necessário conhecer a energia livre. Até aqui não apresentamos nenhum método para
calcular a energia livre, assunto que será abordado no próximo capítulo.
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Energia livre
Nesse capítulo será realizado o cálculo da energia livre de Gibbs por sítio do
modelo BEG na rede de Bethe (região central de uma árvore de Cayley infinita), para os
casos homogêneo e heterogêneo (com divisão em sub-redes). Esse cálculo é inédito e será
realizado através do método de Gujrati [28].
4.1 Rede de Bethe, parâmetros de ordem termodi-
nâmicos
Através da equação (3.2.4) e das relações de recorrência (3.2.6) é possível
determinar a função de partição no ensemble de Gibbs magnético para a árvore de Cayley
completa, o que poderia nos deixar tentados a definir a energia livre como
𝐺𝑁 = − 1
𝛽
ln𝒴𝑁 ,
mas esta definição não é útil aqui, uma vez que os efeitos da superfície da árvore de
Cayley se manifestam no limite termodinâmico 𝑁 →∞, como dito no capítulo anterior.
De modo que, separando a energia livre 𝐺(𝑇,𝐻) do modelo BEG na árvore de Cayley em
duas contribuições: uma relativa à superfície da árvore 𝐺𝑠 e outra relativa ao volume 𝐺𝑣,
mesmo no limite termodinâmico temos 𝐺𝑣
𝐺𝑠
= 0. A energia livre na rede de Bethe provém
apenas da contribuição 𝐺𝑣, portanto será necessário separar as duas contribuições. Isso
seria possível utilizando a aproximação de Bethe–Peierls tradicional [26] para determinar
os parâmetros de ordem termodinâmicos a partir dos pesos de Boltzmann, de modo a
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obter as equações de estado no centro da árvore de Cayley
𝑚 ≡ ⟨𝑆⟩ =
∑︀
𝑆
𝑆𝒴(𝑆)𝑁∑︀
𝑆
𝒴(𝑆)𝑁
=
[︁
e𝑗+𝑘(𝑥+ 𝑦) + 1
]︁
(𝑥− 𝑦)
e𝑗+𝑘(𝑥2 + 𝑦2) + 2(e−𝑗+𝑘𝑥𝑦 + 𝑥+ 𝑦) + 1 , (4.1.1)
𝑞 ≡
⟨
𝑆2
⟩
=
∑︀
𝑆
𝑆2𝒴(𝑆)𝑁∑︀
𝑆
𝒴(𝑆)𝑁
= e
𝑗+𝑘(𝑥2 + 𝑦2) + 𝑥+ 𝑦 + 2e−𝑗+𝑘𝑥𝑦
e𝑗+𝑘(𝑥2 + 𝑦2) + 2(e−𝑗+𝑘𝑥𝑦 + 𝑥+ 𝑦) + 1 , (4.1.2)
para o caso de ponto fixo (𝑥, 𝑦) (sem divisão em sub-redes). Já no caso em que ocorre a
divisão em sub-redes, temos
𝑚𝑎 ≡ ⟨𝑆𝑎⟩ =
∑︀
𝑆𝑎
𝑆𝑎𝒴(𝑆𝑎)𝑁∑︀
𝑆𝑎
𝒴(𝑆𝑎)𝑁
= e
𝑗+𝑘(𝑥𝑎𝑥𝑏 − 𝑦𝑎𝑦𝑏) + e−𝑗+𝑘(𝑥𝑎𝑦𝑏 − 𝑥𝑏𝑦𝑎) + 𝑥𝑎 − 𝑦𝑎
e𝑗+𝑘(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏) + e−𝑗+𝑘(𝑥𝑎𝑦𝑏 + 𝑥𝑏𝑦𝑎) + 𝑥𝑎 + 𝑥𝑏 + 𝑦𝑎 + 𝑦𝑏 + 1
,
(4.1.3)
𝑞𝑎 ≡
⟨
𝑆2𝑎
⟩
=
∑︀
𝑆𝑎
𝑆2𝑎𝒴(𝑆𝑎)𝑁∑︀
𝑆𝑎
𝒴(𝑆𝑎)𝑁
= e
𝑗+𝑘(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏) + 𝑥𝑎 + 𝑦𝑎 + e−𝑗+𝑘(𝑥𝑎𝑦𝑏 + 𝑥𝑏𝑦𝑎)
e𝑗+𝑘(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏) + e−𝑗+𝑘(𝑥𝑎𝑦𝑏 + 𝑥𝑏𝑦𝑎) + 𝑥𝑎 + 𝑥𝑏 + 𝑦𝑎 + 𝑦𝑏 + 1
,
(4.1.4)
𝑚𝑏 ≡ ⟨𝑆𝑏⟩ =
∑︀
𝑆𝑏
𝑆𝑏𝒴(𝑆𝑏)𝑁∑︀
𝑆𝑏
𝒴(𝑆𝑏)𝑁
= e
𝑗+𝑘(𝑥𝑏𝑥𝑎 − 𝑦𝑏𝑦𝑎) + e−𝑗+𝑘(𝑥𝑏𝑦𝑎 − 𝑥𝑎𝑦𝑏) + 𝑥𝑏 − 𝑦𝑏
e𝑗+𝑘(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏) + e−𝑗+𝑘(𝑥𝑎𝑦𝑏 + 𝑥𝑏𝑦𝑎) + 𝑥𝑎 + 𝑥𝑏 + 𝑦𝑎 + 𝑦𝑏 + 1
,
(4.1.5)
𝑞𝑏 ≡
⟨
𝑆2𝑏
⟩
=
∑︀
𝑆𝑏
𝑆2𝑏𝒴(𝑆𝑏)𝑁∑︀
𝑆𝑏
𝒴(𝑆𝑏)𝑁
= e
𝑗+𝑘(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏) + 𝑥𝑏 + 𝑦𝑏 + e−𝑗+𝑘(𝑥𝑎𝑦𝑏 + 𝑥𝑏𝑦𝑎)
e𝑗+𝑘(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏) + e−𝑗+𝑘(𝑥𝑎𝑦𝑏 + 𝑥𝑏𝑦𝑎) + 𝑥𝑎 + 𝑥𝑏 + 𝑦𝑎 + 𝑦𝑏 + 1
,
(4.1.6)
onde (𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏), são os pontos fixos dos mapas dinâmicos das sub-redes 𝑎 e 𝑏, Eqs.
(3.2.17)–(3.2.20).
Conhecendo as equações de estado, é possível, em princípio, obter a energia
livre através da integração delas [25], mas não é o que faremos, visto que o problema é
multidimensional. Aqui lançaremos mão do engenhoso método de Gujrati [28].
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4.2 Método de Gujrati
A ideia do método de Gujrati consiste em calcular a energia livre dos sítios
mais profundos da árvore de Cayley (rede de Bethe) subtraindo de maneira inventiva a
contribuição dos sítios da sua superfície. Para a descrição do método vamos considerar
inicialmente que a energia livre de uma árvore completa com 𝑁 gerações seja
𝐺𝑁 = − 1
𝛽
ln𝒴𝑁 , (4.2.1)
em que 𝒴𝑁 é a função de partição da árvore completa definida na relação (3.2.4). Agora,
devido à simetria da árvore, vamos considerar que todos os sítios pertencentes à 𝑛-ésima
geração possuem a mesma energia livre por sítio definida por 𝑔(𝑁)𝑛 , o que não acarreta
nenhuma contradição, uma vez que um ramo é totalmente equivalente a outro de mesma
geração. Então a energia livre total para uma árvore que vai da geração 𝑁 (mais interna)
até a geração 0 (mais externa) é dada por
𝐺𝑁 = 𝑔(𝑁)𝑁 +𝑧𝑔
(𝑁)
𝑁−1+𝑧(𝑧−1)𝑔(𝑁)𝑁−1+ · · ·+𝑧(𝑧−1)𝑁−1𝑔(𝑁)0 = 𝑔(𝑁)𝑁 +𝑧
𝑁−1∑︁
𝑛=0
(𝑧−1)𝑁−1−𝑛𝑔(𝑁)𝑛 ,
(4.2.2)
sendo os coeficientes dos termos 𝑔(𝑁)𝑛 o número de sítios da 𝑛-ésima geração do grafo de
Cayley. Se considerarmos agora uma árvore de Cayley com uma geração a menos 𝑁 − 1,
temos
𝐺𝑁−1 = 𝑔(𝑁−1)𝑁−1 + 𝑧
𝑁−2∑︁
𝑛=0
(𝑧 − 1)𝑁−2−𝑛𝑔(𝑁−1)𝑛 . (4.2.3)
A engenhosidade do método de Gujrati está em identificar que 𝑧 − 1 árvores
de Cayley de 𝑁 − 1 gerações possuem o mesmo número de sítios de superfície que um
grafo com 𝑁 gerações. Podemos assim escrever
(𝑧 − 1)𝐺𝑁−1 = (𝑧 − 1)𝑔(𝑁−1)𝑁−1 + 𝑧
𝑁−2∑︁
𝑛=0
(𝑧 − 1)𝑁−1−𝑛𝑔(𝑁−1)𝑛 . (4.2.4)
Tomando o limite termodinâmico 𝑁 → ∞, as energias livres por sítio na superfície das
árvores com 𝑁 ou 𝑁 − 1 gerações devem se tornar iguais, 𝑔(𝑁)0 = 𝑔(𝑁−1)0 . Na realidade
esperamos que 𝑔(𝑁)𝑛 − 𝑔(𝑁−1)𝑛 → 0 para todos os valores de 𝑛. Então temos
𝐺𝑁 − (𝑧 − 1)𝐺𝑁−1 → 𝑔(𝑁)𝑁 + 𝑔(𝑁−1)𝑁−1 . (4.2.5)
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Lembrando que 𝑔(𝑁)𝑁 é a energia livre associada ao sítio central de uma árvore de Cayley
com 𝑁 gerações e considerando 𝑁 →∞, as propriedades termodinâmicas desse sítio são
governadas pelos pontos fixos das relações de recorrência (3.2.7) e (3.2.8). Então podemos
escrever
lim
𝑁→∞
𝑔
(𝑁)
𝑁 = lim
𝑁→∞
𝑔
(𝑁−1)
𝑁−1 ≡ 𝑔, (4.2.6)
onde 𝑔 é a energia livre por sítio na rede de Bethe. Finalmente das equações (4.2.1) e
(4.2.5), temos
𝑔 = − 12𝛽 lim𝑁→∞ ln
(︃ 𝒴𝑁
𝒴𝑧−1𝑁−1
)︃
. (4.2.7)
Fazendo o uso das relações (3.2.4), (3.2.5) e (3.2.6) e tomando o limite termodinâmico,
estamos aptos para escrever uma expressão para a energia livre por sítio, que depende
dos atratores (𝑥, 𝑦) do mapeamento das equações (3.2.7) e (3.2.8). Assim temos no limite
𝑁 →∞
𝑔 = 𝛽𝑔 = −(𝑧−1) ln(𝑥+ 𝑦 + 1)+12
{︁
(𝑧 − 2) ln
[︁
e𝑗+𝑘
(︁
𝑥2 + 𝑦2
)︁
+ 2𝑥+ 2𝑦 + 1 + 2e−𝑗+𝑘𝑥𝑦
]︁}︁
.
(4.2.8)
Com o intuito de confirmar a consistência termodinâmica da energia livre por sítio obtida,
fizemos as derivadas parciais
𝑚 = −
(︃
𝜕𝑔
𝜕ℎ
)︃
𝑑
= −𝜕(𝑔, 𝑑)
𝜕(𝑥, 𝑦)
𝜕(𝑥, 𝑦)
𝜕(ℎ, 𝑑) , (4.2.9)
𝑞 =
(︃
𝜕𝑔
𝜕𝑑
)︃
ℎ
= 𝜕(𝑔, ℎ)
𝜕(𝑥, 𝑦)
𝜕(𝑥, 𝑦)
𝜕(𝑑, ℎ) , (4.2.10)
expressas em termos de produtos de determinantes jacobianos, reobtendo as equações
(4.1.1) e (4.1.2) encontradas utilizando-se a aproximação de Bethe-Peierls tradicional [26],
de modo que a energia livre obtida está correta.
As expressões de ℎ(𝑥, 𝑦) e 𝑑(𝑥, 𝑦) são obtidas a partir das equações (3.2.7) e (3.2.8), na
situação de ponto fixo (𝑥𝑛+1 = 𝑥𝑛 = 𝑥 e 𝑦𝑛+1 = 𝑦𝑛 = 𝑥), e são dadas por
ℎ(𝑥, 𝑦) = 12(𝑧 − 1) ln
(︃
𝑥e−𝑗+𝑘 + 𝑦e𝑗+𝑘 + 1
𝑥e𝑗+𝑘 + 𝑦e−𝑗+𝑘 + 1
)︃
+ 12 ln
(︃
𝑥
𝑦
)︃
, (4.2.11)
𝑑(𝑥, 𝑦) = 12(𝑧 − 1)
[︃
ln
(︃
𝑥e−𝑗+𝑘 + 𝑦e𝑗+𝑘 + 1
𝑥+ 𝑦 + 1
)︃
+ ln
(︃
𝑥e𝑗+𝑘 + 𝑦e−𝑗+𝑘 + 1
𝑥+ 𝑦 + 1
)︃]︃
− 12 ln (𝑥𝑦) .
(4.2.12)
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De posse da energia livre, podemos localizar a linha de transição de fase des-
contínua. No entanto, a energia livre obtida em (4.2.8) sem a divisão em sub-redes interpe-
netrantes permite caracterizar apenas as fases homogêneas (paramagnética e ferromagné-
tica). Contudo, para poder caracterizar as fases termodinâmicas alternadas (quadrupolar
alternada e ferrimagnética) será necessária esta divisão.
A energia livre por sítio com divisão em sub-redes também foi obtida utilizando
o método de Gujrati [28], mas agora teremos que subtrair duas árvores que devem ter
sítios centrados em sub-redes diferentes, de modo que a energia livre por sítio é definida
por
𝑔 = − 12𝛽 lim𝑁→∞ ln
⎡⎢⎣ 𝒴𝑎𝑁+1(︁
𝒴𝑏𝑁
)︁𝑧−1
⎤⎥⎦ . (4.2.13)
Portanto a energia livre por sítio na rede de Bethe com duas sub-redes interpenetrantes,
com sítio central em 𝑎, é dada por
𝑔 = 𝛽𝑔 = 12(𝑧 − 2) ln
[︁
e−𝑗+𝑘(𝑥𝑎𝑦𝑏 + 𝑥𝑏𝑦𝑎) + e𝑗+𝑘(𝑥𝑎𝑥𝑏 + 𝑦𝑎𝑦𝑏) + 𝑥𝑎 + 𝑥𝑏 + 𝑦𝑎 + 𝑦𝑏 + 1
]︁
− 12(𝑧 − 1) [ln(𝑥𝑎 + 𝑦𝑎 + 1) + ln(𝑥𝑏 + 𝑦𝑏 + 1)] , (4.2.14)
que se reduz à equação (4.2.8) ao fazermos 𝑥𝑎 = 𝑥𝑏 = 𝑥 e 𝑦𝑎 = 𝑦𝑏 = 𝑦, como era esperado.
É trivial notar que a expressão (4.2.14) é invariante por permutação dos índices 𝑎 e 𝑏, de
modo que a expressão da energia livre com sítio central em 𝑏 é exatamente igual à equação
(4.2.14). No entanto a equação (4.2.13) não é trivialmente simétrica com relação a 𝑎 e
𝑏, por esse motivo durante a execução do trabalho a energia livre também foi calculada
permutando 𝑎 e 𝑏 em (4.2.13) e, como esperado (devido à simetria oculta), a expressão
encontrada para a energia livre é a mesma que (4.2.14).
Com o intuito de verificar a consistência termodinâmica da expressão para a
energia livre por sítio na rede de Bethe, os parâmetros de ordem foram obtidos a partir
das seguintes derivadas parciais da energia livre por sítio:
𝑚𝑎 = −2
(︃
𝜕𝑔
𝜕ℎ𝑎
)︃
𝑑𝑎,ℎ𝑏,𝑑𝑏
= −2 𝜕(𝑔, 𝑑𝑎, ℎ𝑏, 𝑑𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(ℎ𝑎, 𝑑𝑎, ℎ𝑏, 𝑑𝑏)
, (4.2.15)
𝑞𝑎 = 2
(︃
𝜕𝑔
𝜕𝑑𝑎
)︃
ℎ𝑎,ℎ𝑏,𝑑𝑏
= 2 𝜕(𝑔, ℎ𝑎, ℎ𝑏, 𝑑𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(𝑑𝑎, ℎ𝑎, ℎ𝑏, 𝑑𝑏)
, (4.2.16)
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𝑚𝑏 = −2
(︃
𝜕𝑔
𝜕ℎ𝑏
)︃
ℎ𝑎,𝑑𝑎,𝑑𝑏
= −2 𝜕(𝑔, ℎ𝑎, 𝑑𝑎, 𝑑𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(ℎ𝑏, ℎ𝑎, 𝑑𝑎, 𝑑𝑏)
, (4.2.17)
𝑞𝑏 = 2
(︃
𝜕𝑔
𝜕𝑑𝑏
)︃
ℎ𝑎,𝑑𝑎,ℎ𝑏
= 2 𝜕(𝑔, ℎ𝑎, 𝑑𝑎, ℎ𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏)
𝜕(𝑑𝑏, ℎ𝑎, 𝑑𝑎, ℎ𝑏)
, (4.2.18)
obtendo novamente as equações (4.1.3)–(4.1.6). O fator 2 que surge no lado direito das
equações (4.2.15)–(4.2.18) vem do fato de termos 𝑁𝑡/2 sítios (𝑁𝑡 é o número total de sítios
da árvore) em cada uma das sub-redes.
As expressões de ℎ𝑎(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏) e 𝑑𝑎(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏) são obtidas a partir das
equações (3.2.17) e (3.2.18), na situação de órbita de ciclo-2, e são definidas por
ℎ𝑎(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏) =
1
2(𝑧 − 1) ln
(︃
𝑥𝑏e−𝑗+𝑘 + 𝑦𝑏e𝑗+𝑘 + 1
𝑥𝑏e𝑗+𝑘 + 𝑦𝑏e−𝑗+𝑘 + 1
)︃
+ 12 ln
(︃
𝑥𝑎
𝑦𝑎
)︃
, (4.2.19)
𝑑𝑎(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏) =
1
2(𝑧 − 1)
[︃
ln
(︃
𝑥𝑏e−𝑗+𝑘 + 𝑦𝑏e𝑗+𝑘 + 1
𝑥𝑏 + 𝑦𝑏 + 1
)︃
+ ln
(︃
𝑥𝑏e𝑗+𝑘 + 𝑦𝑏e−𝑗+𝑘 + 1
𝑥𝑏 + 𝑦𝑏 + 1
)︃]︃
− 12 ln (𝑥𝑎𝑦𝑎) . (4.2.20)
As expressões de ℎ𝑏(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏) e 𝑑𝑏(𝑥𝑎, 𝑦𝑎, 𝑥𝑏, 𝑦𝑏) são semelhantes às acima, apenas
permutando os índices 𝑎 e 𝑏 no lado direito das equações. Da mesma forma, tomando-se
𝑥𝑎 = 𝑥𝑏 = 𝑥, 𝑦𝑎 = 𝑦𝑏 = 𝑦 recuperam-se as equações (4.2.11) e (4.2.12).
Agora sabemos como calcular tanto a energia livre por sítio das fases homogê-
neas (F e P), bem como das fases heterogêneas (Fi e SQ) e com isso podemos determinar
a localização das transições descontínuas nos diagramas de fases representados na Figura
3.8.
4.3 Diagramas de fases BEG - Transições descontí-
nuas
Investigando a energia livre nas regiões de coestabilidade numérica sombreadas
apresentadas nos diagramas de fases da Figura 3.8, podemos encontrar as linhas de transi-
ção de primeira ordem. Os pontos de transição de primeira ordem são encontrados quando
ocorre o cruzamento das energias livres de soluções estáveis diferentes, ou seja, quando
soluções de fases distintas têm o mesmo valor de energia livre. Portanto, para localizar
a transição descontínua, teremos de resolver um sistema de equações não lineares. Para
o caso de baixas coordenações 𝑧 = 4, onde temos uma região de coestabilidade numérica
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entre as fases F/Fi, teremos de resolver as equações de ponto fixo para a fase ferromag-
nética, ou seja, encontrar pontos fixos estáveis do problema de mapeamento dado pelas
equações (3.2.7) e (3.2.8), e simultaneamente resolver o problema de mapeamento nas
sub-redes dado pelas equações (3.2.17) até (3.2.20), ou seja, encontrar 𝑥𝑎𝑛+1 = 𝑥𝑎𝑛−1 = 𝑥𝑎,
𝑦𝑎𝑛+1 = 𝑦𝑎𝑛−1 = 𝑦𝑎, 𝑥𝑏𝑛+1 = 𝑥𝑏𝑛−1 = 𝑥𝑏, 𝑦𝑏𝑛+1 = 𝑦𝑏𝑛−1 = 𝑦𝑏. Além disso, devemos garantir que
a energia livre calculada nos valores do ponto fixo associado à fase ferromagnética seja
igual à energia livre calculada nos pontos estáveis da órbita ciclo-2 pertencentes à fase
heterogênea ferrimagnética, de modo que, nesse caso, temos de resolver um sistema de 7
equações não lineares acopladas.
Já para altas coordenações 𝑧 = 6, temos uma região de coestabilidade numé-
rica entre as duas fases heterogêneas Fi/SQ, assim teremos de resolver o problema de
mapeamento nas sub-redes dado pelas equações (3.2.17) até (3.2.20), ou seja, encontrar
𝑥𝑎𝑛+1 = 𝑥𝑎𝑛−1 = 𝑥𝑎, 𝑦𝑎𝑛+1 = 𝑦𝑎𝑛−1 = 𝑦𝑎, 𝑥𝑏𝑛 = 𝑥𝑏𝑛−2 = 𝑥𝑏, 𝑦𝑏𝑛 = 𝑦𝑏𝑛−2 = 𝑦𝑏, para encontrar
simultaneamente as órbitas ciclo-2 pertencentes às fases ferrimagnética e antiquadrupo-
lar. Além disso, devemos garantir que a energia livre calculada nos pontos estáveis da
órbita da fase ferrimagnética seja igual à energia livre calculada nos pontos estáveis da
órbita pertencentes à fase antiquadrupolar, de modo que, nesse caso, temos de resolver
um sistema de 9 equações não lineares acopladas.
Resolvemos os sistemas de equações acopladas mantendo a temperatura 𝑡 cons-
tante e encontrando os valores de 𝐷
𝐽𝑧
para os quais eles são satisfeitos. Quando tal condi-
ção for satisfeita, a temperatura é variada e um novo valor de 𝐷
𝐽𝑧
é encontrado. Repetindo
esse processo, podemos obter numericamente a linha de transição de primeira ordem. É
possível obter os ramos de energia pertencentes às soluções das diferentes fases e da so-
lução instável, escolhendo as mesmas temperaturas que aquelas definidas para as figuras
3.4 e 3.7 para 𝑧 = 4 e 𝑧 = 6, respectivamente, obtendo os diagramas abaixo.
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-2,504 -2,503 -2,502 -2,501
D/Jz
-5,26
-5,258
-5,256
-5,254
-5,252
-5,25
g
F
Fi
(a) Energia livre para 𝑧 = 4 e 𝑡 = (𝛽𝐽𝑧)−1 = 0,15.
-2,52 -2,51 -2,5 -2,49 -2,48
D/Jz
-7,85
-7,8
-7,75
-7,7
-7,65
g
Fi
SQ
(b) Energia livre para 𝑧 = 6 e 𝑡 = (𝛽𝐽𝑧)−1 = 0,1.
Figura 4.1: Ramos da energia livre obtidos para a faixa mais larga das regiões de coesta-
bilidade dos diagramas da Figura 3.8, com 𝐾/𝐽 = −3,5. As linhas sólidas representam
a energia livre calculada para as diferentes fases estáveis, a linha tracejada representa
a energia livre calculada para as soluções instáveis. O ponto onde os ramos estáveis de
energia livre se encontram, indicado pelas setas, determina a transição de primeira ordem.
A partir da Figura 4.1 (a) é possível notar (𝑧 = 4) que as energias livres
das duas fases coexistentes se cruzam próximas à abscissa de −2,5028. A partir da 4.1
(b) podemos observar (𝑧 = 6) que os ramos das energias livres pertencentes às duas
fases coexistentes se cruzam próximo à abscissa de −2,50. Devido à largura da região de
coestabilidade ser grande e a diferença de energia livre entre os ramos instáveis e estáveis
ser pequena, é difícil visualizar o comportamento dos diferentes ramos. Na Figura 4.2
apresentamos um diagrama esquemático do comportamento dos ramos da energia livre,
para o caso no qual ocorre transição descontínua, para permitir uma melhor compreensão.
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D/Jz
g
Figura 4.2: Diagrama esquemático do comportamento dos ramos da energia livre de
Gibbs por sítio 𝑔 para uma região de coexistência e transição descontínua (de primeira
ordem). A linha tracejada representa o ramo instável e as linhas sólidas os ramos estáveis
(delgada: metaestável, espessa: termodinamicamente estável). O círculo negro representa
a localização da transição de primeira ordem e os triângulos negros o limite de estabilidade
dos ramos estáveis, que definem a linha espinodal [2, 4a, 29]. Adaptado da Figura 9.10
da Ref. [30].
A energia livre de Gibbs por sítio 𝑔 = 𝐺/𝑁𝑡 é uma função côncava das variáveis
intensivas (𝑇,𝐻,𝐷), lembrando que 𝐺 é uma transformada de Legendre da energia in-
terna 𝑈 . A energia interna 𝑈 é uma função convexa em relação a suas variáveis extensivas
(𝑆,𝑀,𝑄), cujos critérios de estabilidade termodinâmica estão vinculados ao princípio de
mínima energia. Estados termodinamicamente instáveis, representados na Figura 4.2 pela
linha tracejada, correspondem a condições em que perturbações infinitamente pequenas
no sistema resultam numa diminuição da energia livre 𝑔 e, portanto, violam as condições
de estabilidade termodinâmica da energia livre de Gibbs. Apesar dos estados representa-
dos pelas linhas contínuas delgadas na Figura 4.2 satisfazerem os critérios de estabilidade
termodinâmica, eles não representam mínimos globais, mas são mínimos locais e são as-
sociados a estados metaestáveis. Tanto estados instáveis como estados metaestáveis não
podem ser obtidos através de cálculos exatos de física estatística [7], mas aparecerem, por
exemplo, em soluções aproximadas de campo médio. A curva definida pelos limites de
estabilidade dos estados metaestáveis é chamada curva espinodal [29]. Em última análise,
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no entanto, estados metaestáveis atingirão o equilíbrio global (termodinâmico) no limite
de tempo infinito, enquanto que estados termodinamicamente estáveis, representados pe-
las linhas espessas na Figura 4.2, além de obedecerem as condições de estabilidade do
potencial termodinâmico, estão associados diretamente a mínimos globais da energia livre
de Gibbs.
Também foram obtidos os ramos de energia para uma região onde ocorrem
apenas transições contínuas, escolhendo as mesmas temperaturas das figuras 3.2 e 3.5
para 𝑧 = 4 e 𝑧 = 6, respectivamente, obtendo os diagramas abaixo.
-2,53 -2,52 -2,51 -2,5
D/Jz
-5,7
-5,65
-5,6
-5,55
g
F
Fi
SQ
(a) Energia livre para 𝑧 = 4 e 𝑡 = (𝛽𝐽𝑧)−1 = 0,3.
-2,6 -2,58 -2,56 -2,54 -2,52 -2,5 -2,48
D/Jz
-9
-8,9
-8,8
-8,7
-8,6
g
F
Fi
SQ
(b) Energia livre para 𝑧 = 6 e 𝑡 = (𝛽𝐽𝑧)−1 = 0,4.
Figura 4.3: Ramos da energia livre obtidos para uma faixa de parâmetros onde ocorrem
transições contínuas nos diagramas da Figura 3.8, com 𝐾/𝐽 = −3,5. A linha tracejada
é apenas uma linha de referência, enquanto que a linha sólida representa a energia livre
calculada nas soluções estáveis. As setas indicam os pontos de transição de fase cotínua,
obtidos pelo critério sobre o maior expoente de Lyapunov.
Devido ao fato das derivadas das energias livres calculadas no ponto de tran-
sição contínua serem iguais para as diferentes fases, é difícil observar uma mudança no
comportamento dos ramos de energia livre apresentados na Figura 4.3. No entanto, a
segunda derivada é diferente e isso nos permite observar uma sutil diferença entre os ra-
mos associados a regiões distintas. Com o intuito de tornar a observação mais fácil foi
colocada a linha tracejada e as setas indicando os pontos onde ocorrem tais transições.
Utilizando o processo descrito anteriormente, complementou-se os diagramas
de fases apresentados na Figura 3.8 para (𝑧 = 4) e (𝑧 = 6) com as linhas de transições
descontínuas, levando aos diagramas de fases apresentados na Figura 4.4.
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(a) 𝑧 = 4.
-2,6 -2,56 -2,52 -2,48
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0
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1
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0,24
0,26
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t=
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z)-
1
T
PM
T
S
SQF Fi
   Fi
+SQ
   Fi
+SQ
(b) 𝑧 = 6.
Figura 4.4: Diagramas de fases do modelo BEG com interações biquadráticas negativas
(𝐾/𝐽 = −3,5) e diferentes valores de coordenação da rede: (𝑎) 𝑧 = 4; (𝑏) 𝑧 = 6. As
regiões sombreadas em cinza correspondem a zonas de coestabilidade numérica. A linha
tracejada é a localização das transições descontínuas e as linhas contínuas são as transições
contínuas. A nomenclatura das fases termodinâmicas e dos pontos especiais é a mesma
que a empregada na Figura 2.1.
As linhas tracejadas representam a localização das transições de primeira or-
dem, ou seja, linhas onde há coexistência de duas fases termodinâmicas distintas, caracte-
rizadas por parâmetros de ordem diferentes e mesma energia livre de Gibbs por sítio. No
diagrama (a) correspondente a coordenações menores, a transição Fi/SQ é sempre con-
tínua, enquanto que a transição F/Fi é descontínua a baixas temperaturas, tornando-se
contínua a temperaturas acima do ponto tricrítico T. A linha de transição de primeira or-
dem se aproxima da fronteira de coestabilidade conforme se aproxima do ponto tricrítico
T. Já no diagrama (b) associado a coordenações mais elevadas, a transição F/Fi é sempre
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contínua, enquanto a transição Fi/SQ é descontínua a baixas temperaturas, passando a
ser contínua ao se aumentar a temperatura além do ponto tricrítico T. O inset feito na
Figura 4.4 (b) mostra que as linhas de transição de primeira e de segunda ordem são tan-
gentes no ponto tricrítico T. Podemos observar que o resultado para altas coordenações
é consistente com o resultado obtido na aproximação de campo médio apresentado na
Figura 2.1 (f), onde também temos 𝐾/𝐽 = −3,5.
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5
Conclusões e Perspectivas
Conclusões
Analisamos através da solução do modelo BEG na rede de Bethe, o efeito da
coordenação da rede no comportamento multicrítico do modelo ferromagnético (𝐽 > 0)
na região de acoplamentos biquadráticos repulsivos, no caso particular 𝐾/𝐽 = −3,5. A
análise foi feita para duas coordenações diferentes (𝑧 = 4, 6) e a campo magnético externo
nulo (𝐻 = 0). Nessas condições obtivemos a função de partição parcial do modelo BEG
na árvore de Cayley, a partir da qual definimos variáveis auxiliares e obtivemos o mapa
dinâmico bidimensional.
Iterando as relações de recorrência do mapa dinâmico em busca dos pontos
fixos (atratores) ocorreram bifurcações do tipo duplicação de período (órbita ciclo-2).
Devido ao aparecimento de uma órbita ciclo-2 foi necessária a introdução de duas sub-
redes interpenetrantes. Essa divisão possibilitou descrever o comportamento heterogêneo
das fases ferrimagnética e quadrupolar alternada. Claramente, a divisão em duas sub-
redes foi necessária porque surgiu uma órbita de período 2. Caso aparecessem órbitas
com períodos maiores deveríamos dividir a rede em mais sub-redes, de modo a considerar
um número de sub-redes igual ao período da órbita.
O método de Gujrati [28] possibilitou a obtenção de uma expressão analítica da
energia livre de Gibbs, na aproximação de Bethe–Peierls, sem a necessidade da integração
das equações de estado. Utilizando o método foram obtidas expressões da energia livre
para os casos de ordenamento homogêneo (nesse trabalho, fases ferromagnética e para-
magnética) e de ordenamento heterogêneo (fases ferrimagnética e quadrupolar alternada).
Como esperado a expressão na situação de ordenamento heterogêneo se reduz à expres-
são de ordenamento homogêneo considerando as sub-redes indistinguíveis. A consistência
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termodinâmica da energia livre (na aproximação de Bethe) foi verificada realizando de-
rivadas parciais da energia livre, de modo que as equações de estado na aproximação de
Bethe tradicional foram reobtidas.
Verificamos que, no regime de interações biquadráticas repulsivas (𝐾/𝐽 =
−3,5) e a campo nulo (𝐻 = 0) para baixa coordenação (𝑧 = 4), a transição entre as fases
ferrimagnética e quadrupolar alternada é sempre contínua (de segunda ordem), enquanto
a transição das fases ferromagnética e ferrimagnética a baixas temperaturas é descontínua,
tornando-se contínua para temperaturas acima do ponto tricrítico T.
No mesmo regime, mas para o caso de alta coordenação (𝑧 = 6) verificamos
que a transição entre as fases ferromagnética e ferrimagnética é sempre contínua, no
entanto, a transição entre as fases ferrimagnética e quadrupolar alternada é descontínua
(de primeira ordem) para temperaturas abaixo do ponto tricrítico T, tornando-se contínua
para temperaturas acima de tal ponto. Comparando essa região com os resultados na
aproximação de campo médio obtidos por Hoston e Berker [15], pudemos verificar a
consistência dos nossos resultados com aqueles.
Perspectivas
Nessa dissertação buscamos estudar o modelo BEG a campo nulo com o intuito
de obter diagramas de fases. Seria natural a partir de agora estudar os efeitos de um
campo externo aplicado ao sistema e obter diagramas de fases do tipo 𝐻 − 𝑇 , os quais
possuem uma comparação mais direta com diagramas de fases construídos a partir de
medidas experimentais, visto que, em princípio, não se dispõe de controle experimental
sobre os parâmetros de interação, ao contrário do campo magnético externo 𝐻. As regiões
mais interessantes para se investigar são aquelas que têm valores de 𝐷/𝐽𝑧 pertencentes
às regiões de coestabilidade de fases, em que pelo menos uma delas é heterogênea, para
as diferentes coordenações (𝑧 = 4, 6).
Durante o trabalho foram obtidos dois diagramas de fases relacionados às duas
coordenações. Outro passo a ser dado é estudar como o diagrama de baixa coordenação
muda continuamente para o diagrama de alta coordenação, talvez obter um diagrama
para a coordenação intermediária 𝑧 = 5.
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