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Abstract 
In this paper we add a new member to the family of adaptive multiresolution schemes. These schemes employ adaptive 
data-dependent reconstruction techniques which use the expensive ENO (essentially nonoscillatory) interpolation only 
near discontinuities and a simple central stencil everywhere lse. In addition, by recursive diadic coarsening of the 
original fine grid, in smooth regions the fluxes can be interpolated from the coarser mesh, instead of being computed 
directly. We first present semi-discrete v rsions of Harten's muitiresolution schemes (Harten (1994; to appear)), compare 
their performance in the nonlinear cases to their fully discrete counterparts, and then test them in the linear case as well. 
For the latter we find an unexpected oscillatory behavior, which, after a closer examination, is shown to be related to the 
linear smearing of discontinuities. 
We shall therefore discuss numerical issues related to the original adaptive multiresolution schemes. In doing so, we 
propose a new switch between ENO and central interpolation, which provides a truly "tolerably oscillatory" interpola- 
tion. The resulting algorithm is termed the modified adaptive multiresolution scheme. The new second order central/ENO 
switch is also proved to ensure that wherever the central stencil is used, it will still result is an essentially nonoscillatory 
interpolation. 
Keywords: Generalized wavelets; Multiresolution schemes; ENO interpolation; Conservation laws 
1. Introduction 
For a long time second-order TVD (total variation diminishing) numerical schemes [1, 8] have 
been the most popular methods for solving the equations of conservation laws. Their nonoscilla- 
tory nature and relative efficiency made them especially attractive for shock computations. With 
the advent of ENO schemes [6, 7], uniformly high-order accurate nonoscillatory schemes became 
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a high-quality but high-cost alternative. In most practical problems, however, the solution is 
overresolved in much of the domain, even on nonuniform grids. Thus, in smooth regions, ENO is 
unnecessarily increasing the computational cost. If a robust and efficient procedure xisted to 
detect and predict all the discontinuities of the solution, then ENO would only be used at those 
localities. 
Harten, after introducing the concept of generalized wavelets [4], also explored the ideas of 
multiresolution analysis to describe the regularity of the solution. In a series of papers [4, 5, 3] 
he has developed a set of "sensors" used for detecting discontinuities of a function and presented 
the corresponding adaptive multiresolution algorithms. For a typical solution with few discontinu- 
ities, these adaptive schemes use the ENO flux computation i only the immediate neighborhood 
of such irregularities, central flux computation in a larger neighborhood, and no direct 
flux evaluations in most of the domain. In the smooth regions the multiresolution analysis 
provides an efficient method to obtain the fluxes from the coarser levels by inexpensive (central) 
interpolation. The number of direct flux evaluations can thus be reduced by as much as five or six 
times. 
In this paper we implement the multiresolution algorithms of I-5, 3] in a semi-discrete s tting. 
The encoding and decoding modules are the same as those of [5], but the Lax-Wendroff type 
time-space discretization is replaced by a time-continuous scheme, where a Runge-Kutta time 
stepping is employed instead. For the adaptive schemes a fourth-order method was used in time in 
order to avoid the instability associated with second order Runge-Kutta methods when combined 
with central space discretization. On the other hand, for the full multiresolution scheme the 
second-order Runge-Kutta method was adequate. 
Results for the linear wave equation expose a problem with the original adaptive algorithm 
which did not exist in the nonlinear case. To be able to later handle contact discontinuities for 
the equations of gas dynamics, it is important hat we understand the multiresolution process 
in the linear case as well. We therefore modify the original adaptive multiresolution scheme so 
as to guarantee that linearly moving (and smearing) irregularities are detected. It will also be 
proved that everywhere lse the central interpolation will also give a "tolerably oscillatory" 
reconstruction. 
Throughout this paper we shall assume that the reader is familiar with the basic concepts and 
properties of ENO schemes. For a comprehensive analysis the reader is referred to [6, 7, 2-]. On the 
other hand, as our version of multiresolution analysis is a relatively new topic of research, many 
ideas from [.5, 2-] will be reviewed briefly and its aspects more emphasized. Most of the algor- 
ithms - -  both the older and the new modules - -  are also simple enough for inclusion in the main 
text of the paper. In Section 2 we give a brief overview of the numerical setting for solving the 
equations of conservation laws. In Section 3 the full multiresolution scheme (without he adaptive 
switch) is presented, and results for the linear wave equation and Burgers' equation are analyzed. 
These results are the semi-discrete equivalents of those shown in [-5] and they are mainly included 
as a basis for comparison in later sections. Section 4 outlines Harten's original adaptive multi- 
resolution scheme and points out its difficulty in detecting smeared iscontinuities. We show this 
for both the semi-discrete and fully discrete schemes. In Section 5 we propose a fix for the problem 
of the previous ection, and prove the key properties of the new scheme: its essentially nonoscilla- 
tory behavior uniformly throughout the domain. Finally, in Section 6 we show numerical i lustra- 
tions using the new adaptive scheme. 
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2. The general framework 
We are solving the initial value problem for the scalar hyperbolic onservation laws in one space 
dimension: 
u, +f(u)x = 0, (2.1a) 
u(x, O) = Uo(X). (2.1b) 
Here f is the scalar flux function. We assume that x ~ [ - 1, 1"1 and Uo(X) is periodic with period 2, 
thus we use periodic boundary conditions in all computations. 
Let E(t) be the time evolution operator, so that 
u(., t) = E(t)'Uo. (2.2) 
Then the finite volume scheme can be written in the standard conservation form 
,+1 " - 2(fi+ 1/2 -f~_½) = (g,(~)" v"); (2.3) Vj = Vj 
where En is the discrete analog of E, z is the time step, and fj+ 1/2 is the numerical f ux, a function of 
2K variables: 
- -  - -  n n 
f j+  1/2 - - f (Vj -K+ 1, " " ,  Oj+K)" (2.4) 
Here vj' is an approximation to the average of the exact solution u(x, t) in the cell [xj_ 1/2, x j+ 1/z], 
j =0 , . . . ,N -  1: 
1 ~x..2 
v'] ,~ -~ j:,, .... u(x, t.) dx , (2.5) 
with t. = n~ and h = 2/N, N being the number of (uniform) cells in the interval [ - 1, 1]. 
Consider now the semi-discrete form of (2.3): 
1 - 
(Vj)t = --  ~(fj+ 1/2 - - f j -1 /2 ) "  (2.6) 
To update the cell averages v; at each time step we start by first computing the numerical f ux at 
each cell interface (either by using a Riemann solver, or by "central flux" - -  to be defined in Section 
4, or by interpolating). The right-hand side of (2.6) is then formed and the v; are advanced in time 
using a Runge-Kutta scheme. 
3. The full multiresolution scheme 
First, perhaps, some clarification of terminology is in order. By full multiresolution scheme we 
mean the time-continuous version of the basic algorithm of [5] which uses only one switch: the 
fluxes are either computed irectly using ENO, or are interpolated from coarser levels, as described 
in this section. The adaptive multiresolution scheme, on the other hand, uses two switches, and is 
presented in detail in [31 and outlined in Section 4. A version of this scheme (also called simplified 
ENO or "SENO") with only one switch between ENO and central fluxes is also available. Finally, 
278 B.L. Bihari, A. Harten /Journal of Computational nd Applied Mathematics 61 (1995) 275-321 
what we call modified adaptive multiresolution scheme and modified SENO are the previous chemes 
with the fix for the ENO/central switch. 
In this section we describe the semi-discrete version of the first member of the family of 
multiresolution schemes. The multiresolution modules presented below are due to Harten I-5] and 
we include them here as a background for the new scheme to be described in later sections. We shall 
also briefly summarize the most important concepts and how they fit into the framework of the 
numerical scheme presented in Section 2. 
3.1. Algorithmic description 
Following [5], we construct our multiresolution scheme by first computing the multiresolution 
representation ~ of the cell averages v~' of (2.3): 
vgt = (dl,d2,... ,d E, ~L)X, (3.1) 
~=Mv ~, (3.2) 
where the d k are the coefficients and fiL is the cell average array on the coarsest grid corresponding 
to level L. This procedure, the "encoding" M, gives much information about the regularity of the 
function v. The size of the coefficients d k, among other things, can be used to predict our success in 
obtaining the fluxes fj÷½ from coarser levels by central interpolation instead of the direct flux 
computation of (2.4). The d's that fall below a certain prescribed tolerance are truncated to zero; 
these are the localities where interpolation from the next coarser level is accurate enough. 
Everywhere lse the fluxes must actually be evaluated. 
For the direct flux computations, we also need the approximate values of the cell averages v, 
obtained by the "decoding" using the truncated values of the d's. Symbolically, this corresponds to
an operation M-  t (if the multiresolution i terpolation uses a fixed stencil, M and M- 1 are constant 
matrices): 
/3" = M-  113", (3.3) 
with 
~n=tr ( f~) ,  (3.4) 
where tr is the aforementioned truncation operation. 
The numerical flux computations start on the coarsest level L where the fluxes are evaluated 
directly, using (2.4). On each level thereafter a decision is made at each cell face whether to compute 
the flux directly or interpolate. Once the fluxes on the finest level are all computed, we are ready to 
perform the first stage of a second-order Runge-Kutta (RK2) time stepping on the finest grid. The 
procedure then repeats for the second stage of the RK2 method. 
The algorithm can be summarized in operator form as follows (to be carried out in a right-to-left 
order): 
v~,+ 1 =/~)M-  t trM E~)M - 1 t rMv" ,  (3.5) 
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where /~ and/~ are the two-stage quivalents of the evolution operator Eh in (2.3). For 
completeness, we show a pseudo-code form of the entire algorithm. We shall later use this as 
a reference when modifications of the method will be presented. 
0 n,O Assuming we are given the values of the cell averages vj = vj on the finest grid, at time level n, 
we perform the following steps to get the cell averages at the next time level n + 1. 
Step 1 Encoding M: 
DO for k = 1,2, . . . ,L  
DO fo r j  = 0, 1 .... ,Nk  - -  1 
k 1 k -1  k - I  
Uj -~ 2(V2j + VEj+I ) 
ENDDO 
DO for j  = 0, 1, . . .  ,Nk  - -  1 
k s -  k k 
Vp, = vj + El= 7t(vj+l -- 1.)j_l) 
d k = vk~ -1 --/)pr 
ENDDO 
ENDDO (3.6) 
Here f = 2s - 1 is the order of accuracy of the interpolation for obtaining Vpr, the predicted value 
of v, and 7~ are the coefficients obtained when central, odd-order interpolation is used for cell 
averages. For example, when s = 2 then 71 = -Is,  and when s -- 3, 71 = - 22/128, 72 = 3/128. 
NR is the number of cells at a certain level k. For our sequence ofdiadic grids, we have Nk-  1 = 2NR. 
For efficiency's sake, Harten only uses odd-order - -  thus symmetric - - central interpolation i [5]. 
In this paper, we have used only the third-order version of the encoding (and decoding) procedure. 
Step 2 Truncation tr: 
.k (i) Initialize the tj 
~0----£ 
DO for k = 1,2,. . . ,L 
DO for j  = O, I,  . . . , NR - -  1 
"k ~0 lj 
ENDDO 
ENDDO 
(ii) Truncate the d R and set the i k 
DO for k = 1,2 . . . . .  L 
•k ~ ½Bk- 1 
DO for j  = 0,1,. . . ,Nk -- 1 
IF (Idk[ ~< ek) THEN 
d =0 
ELSE 
DO for l = - 1,0,1 
i~ - t= l 
ENDDO 
(3.7a) 
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IF ([d~] >/2~ek AND k > 1) THEN 
i~j-' = 1 
• k -  1 
12j+ 1 = 1 
ENDIF  
ENDIF  
ENDDO 
ENDDO (3.7b) 
• k is a flag whose value is 1 if the flux is to be computed irectly at a locationj on level k, and Here tj
0 otherwise. In this module we account for the creation of irregularities, like shocks for example, 
which will in turn lead to new, finer scales of resolution. We must also consider the propagation of 
these discontinuities with a finite speed. For further details on the motivation for the logic of this 
routine, the reader is referred to I-5]. 
Step 3 Decoding M-  1: 
DO for k = L ,L -  1 .... ,1 
DO for j  = 0, 1 . . . . .  Nk -- 1 
k s -1  k k 
= -- Vj_l)  vp~ vj +Yt=tyl(vj+t
k- I  k 
V2j =Vpr+dj  
k-1  = 2vk k -1  V2j+ 1 ~ 1)2j 
ENDDO 
ENDDO (3.8) 
Step 4 Flux computation: 
(i) Compute the fluxes fs k on the coarsest level L, using ENO reconstruction 
DO for j  = 0,1,. . . ,NL -- 1 
I = (j  + 1)2 L -  1 
fit. _fENO(vO , vO+K) 
- -  - K + I ,  " "  
ENDDO 
(ii) Compute the fluxes on the finest level 0, using ENO or multiresolution i terpolation 
DO for k = L,L - 1 .... ,1 
DO for j  = 0, 1 . . . . .  Nk -- 1 
k-1  k 
f2 j+ l  =f j  
• k 1 THEN IF t; = 
l = (2j + 1)2 k- 1 __  1 
f~- ,  ~ENO, 0 vO+K) 
=J  I V I -K+ 1, . . . ,  
ELSE 
f2kj - '  = ~[=~ fl(fJ'+,_~ +f ) - , )  
ENDIF  
ENDDO 
ENDDO 
(3.9a) 
(3.9b) 
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K and s are as defined in (2.4) and (3.6), respectively. When s = 1, fll = ½; for s = 2 we have 
fll = 9/16,//2 = - 1/16; and for s = 3 we get fll = 150/256, f12 = - 25/256, f13 = 3/256, using 
standard interpolation results. Note that in this module, every other flux value is copied from the 
coarser grid onto the finer one, since the multiresolution i terpolation of the flux values is done in 
the sense of point values. On the other hand, the multiresolution analysis of the solution v itself is 
done in the sense of cell averages (see [3, 41). 
Step 5 Time stepping: 
o in time using a second-order Runge-Kutta  procedure (RK2) Advance the solution vj 
CALL Steps 1-4 with v ° 
DO for j  = 0, 1, ... ,No - 1 
qj = v ° + ½T" RHj 
ENDDO 
CALL Steps 1-4 with q 
DO for j  = O, 1, . . . ,No - 1 
v ° = v ° + z 'RH j ;  
ENDDO (3.10) 
Here RH i corresponds to the right-hand side of (1.6), and in the algorithm's notation, it is 
computed as; 
1 
RH~= _~( fo  _ fO l )  ' 
requiring all fluxes fo .  Thus, in this case, Steps 1-4 are performed twice per time step. 
3.2. Numerical results 
As in all our numerical experiments to follow, we shall use the following standard notation for 
errors: 
e~ = max Iv ° ' " -wT I ,  (3.11a) 
0~<j~No-1 
ep = j , p = 1,2; 
j=O 
(3.11b) 
where w~' is the solution obtained using ENO flux computations everywhere, since we mainly want 
to measure the deviation caused by skipping numerous ENO flux evaluations. For the linear case, 
where the exact solution is available, we also define 
1 No-  1 
E, = N--oo F'o Ivy'" - u(xj, t)l, (3.11c) 
with u(xj, t) being the exact solution. 
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As a measure of the "speed-up" achieved using multiresolution analysis we adopt the efficiency 
/~ defined in [5] as: 
No (3.12) 
/~=No 
2--r + ID"l 
where 
D"= {i k, k = 1 ,2 , . . . , L ; j  =0 ,1 , . . . ,Nk - -  11i k = 1} (3.13) 
• k defined by (3.7b). No = 256, L = 5, e = 10-3 were parameters used in all computations with zj
throughout this paper. For all the results we also used CFL = 0.5, and s = 2 (thus ~ = 3). 
A. The linear case 
We are solving the linear wave equation, namely f(u) in (2.1a) is 
f (u) = u, 
with initial condition (2.1b) being 
Uo(X)=~'l i f - l~<x~<0,  (i) 
i f0<x~<l  
(3.14) 
(3.15) 
or  
1 if - l~<x~<-¼,  
(ii) Uo(X) = -sin(4rtx) if -¼ < x ~< 0, (3.16) 
0 i f0<x~<l  
or  
(iii) Uo(X) = 2 + sin(rex), -1  ~< x ~< 1. (3.17) 
Results using each of (i), (ii) and (iii) are shown in Figs. 1 (a), 2(a) and 3(a), respectively, where the 
solid line shows the exact solution u(x, t). Figs. 1 (b), 2(b) and 3(b), on the other hand, show the level 
k of the elements of D" versus their spatial location. Table 1 shows the efficiency and the various 
errors. 
For the IC (initial condition) (3.15), where there are two discontinuities we see a deterioration of 
the efficiency in time, mainly due to the smearing of discontinuities. At sharp discontinuities there is 
a narrow stencil, where all scales exist, and this stencil widens in time, with most scales still 
remaining for a long time. As t ~ ~,  we expect he solution to smoothen out completely, where the 
finer scales will disappear and/~ will increase. For IC (3.16), there are three discontinuities, and this 
is certainly reflected by the lower/~ value. Again, we loose efficiency as time increases. Finally, for 
(3.17), the solution has no discontinuities, and its remains smooth, where, in fact,/~ is somewhat 
enhanced by the further smoothing effect of the ENO reconstruction. 
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Fig. 1 (a). Full multircsolution scheme; wave equation; IC (3.15); n = 100. (b) Multiresolution analysis for Fig. 1 (a). 
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Fig. 2(a). Full multiresolution scheme; wave equation; IC (3.16); n = 100. (b) Multiresolution analysis for Fig. 2(a). 
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Fig. 3(a). Full multiresolution scheme; wave equation; IC (3.17); n = 100. (b) Multiresolution analysis for Fig. 3(a). 
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Table 1 
Full mult i resolut ion scheme; l inear wave equat ion 
IC n # e~ et e2 E1 
1 4.00 0.00 0.00 0.00 4.39 x 10- 3 
(3.15) 100 2.98 1.47 x 10- 3 2.49 x 10- 4 4.00 x 10- 4 1.98 x 10- 2 a 
1000 2.67 8.00 x 10 -4 1.39 x 10 -4 2.14 x 10 -4 4.34 x 10 -2 
(3.16) 
(3.17) 
1 2.56 7.46x 10 -4 5.94x 10 -4 1.61 x 10 -4 4.51 x 10 -3 
100 1.83 1.47 x 10 -3 4.06 x 10 -4 5.60 x 10 -4 2.53 x 10 -2a 
1000 1.83 9.60 × 10 -3 1.88 x 10 -3 2.75 x 10 -3 7.46 x 10 -2 
1 4.00 6.77 x 10 -5 4.92 x 10 -6 1.13 x 10 -5 5.02 x 10 -6 
100 4.13 2.04 x 10 -4 2.89 x 10 -4 5.32 x 10 -4 2.90 x 10 -4a 
1000 4.27 8.11 × 10 -3 2.27 x 10 -3 3.17 x 10 -3 2.47 x 10 -3 
a See figure(s) for this case. 
B. The nonl inear case 
We used Burgers' equation as our prototype nonlinear conservation law, wheref(u) in (2.1a) is 
f (u )  = ½ u 2 , (3.18) 
with initial conditions (3.15), (3.16) and (3.17), as in the linear case. Figs. 4(a), 5(a) and 6(a) show the 
solution using the above initial conditions, in that order. As before, the "b" counterpart of each 
figure locates each element of set D" by cell j and level k. 
Our first observation is that, in contrast with the linear case, the efficiency increases in time (see 
Table 2). This happens because of the automatic sharpening mechanism due to the physics of the 
problem. The multiresolution algorithm seems to give fairly good compression ratios for functions 
with few, but very sharp discontinuities, and very smooth functions. Note, for example, the very 
distinguishable "spikes" in Fig. 5(b), corresponding to each of the three discontinuities of the 
solution (Fig. 5(a)). In Fig. 6(a), on the other hand, one can see the creation of a shock, which 
corresponds to a spike in Fig. 6(b), but by redistributing the coefficients d~ that are larger than the 
allowed value, the efficiency will, in fact, increase. 
As seen from Table 2, our results in the nonlinear case compare well with those of [5], where 
a fully discrete Lax-Wendroff type scheme was used. In the next section we shall take the goal of 
reducing the computational effort one step further and introduce a way of eliminating even more of 
the ENO calls. 
4. Adaptive muitiresolution schemes 
We now turn to show the application of the original adaptive switch of [3], to select from among 
the direct flux computations the ones that indeed require an ENO reconstruction. This idea was 
applied for two scenarios: implified ENO, or SENO, where the adaptive switch was used at all cell 
faces, and the adaptive multiresolution scheme, where, in addition to using a full multiresolution 
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Fig. 4(a). Full multiresolution scheme; Burgers' equation; IC (3.15); n --- 150. (b) Multiresolution analysis for Fig. 4(a). 
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Fig. 5(a). Full multiresolution scheme; Burgers' equation; IC (3.16); n = 200. (b) Multiresolution analysis for Fig. 5(a). 
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Fig. 6(a). Full multiresolution scheme; Burgers' equation; IC (3.17); n = 300. (b) Multiresolution analysis for Fig. 6(a). 
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Tab le  2 
Ful l  mu l t i reso lu t ion  scheme; Burgers '  equat ion  
IC n # e~ et e2 
(3.15) 
(3.16) 
(3.17) 
50 3.46 1.01 x 10 -3 7.32 x 10 -5  1.87 x 10 -4  
150 3.37 1.08 x 10 -3  1.94 x 10-*  3.12 x 10 - *a  
500 6.56 2.80 × 10 -3  4.30 × 10 -4  5.46 x 10 -4  
100 2.81 1,19 × 10 -3 1.93 x 10 -4  3.22 x 10 -4  
200 3.16 1.91 x 10 -3  1.93 x 10-*  3.15 x 10 -4a  
600 4.65 1.08 x 10 -3  2.90 x 10 -4  3.79 x 10 -4  
50 4.00 1.26 × 10 -3 1.05 x 10 -4  2.07 x 10 -4  
300 3.88 2.80 x 10 -3  3.59 x 10-*  6.65 x 10 -aa  
700 5.22 1.20 x 10 -3  3.55 x 10-*  4.48 x 10 -4  
a See figure(s) for this case. 
scheme described above, the adaptive switch was used at only those cell faces where a direct flux 
evaluation was required. The adaptive switch should choose ENO reconstruction and uses 
a Riemann solver wherever the predicted error is above tolerance, and a simple central interpola- 
tion where it can be guaranteed that at most it may create oscillations maller than the prescribed 
tolerance value. 
For both the SENO and adaptive multiresolution schemes, first the multiresolution modules 
used in [3] are presented, then their embedding into a Runge-Kutta time stepping is shown, 
and finally numerical results are included for each case. We attempt o understand the results 
through some simple illustrations, which will then lead us to a fix to the problem of oscillations in 
Section 5. 
4.1. Simplif ied ENO 
We now algorithmically describe the time-continuous version of the SENO scheme of I-3], to 
o v °'" at which the reader is again referred for details and motivation. Starting with cell averages v~ = 
0 the nth time level, the following steps are performed to get v~ on the (n + 1)st time level. (We are 
using the notation of the algorithm of Section 3.) 
Step 1 Regularity analysis: 
DO for j  -- O, 1,...,N1 
1 I o vy+l) Vj ~--- 2(V2 j  --I- 
ENDDO 
DO for j  = 0,1,... ,Nx 
dJ = v°j - Vpv 
ENDDO 
DO for j  = 0, 1 .... ,No 
• 0 ~0 zj 
(4.1a) 
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ENDDO 
DO for j = 0, 1 . . . .  , N1 
IF (IdJl > eo~¢) THEN 
• o 1 
l j _  1 = 
• o 1 lj 
i°÷1 = 1 
ENDIF  
ENDDO (4.1b) 
Note that one level of encoding of the type (3.6) is included in this regularity analysis. The errors 
d) are used as the regularity "sensors". When the sensor at a particular location is large enough, the 
immediate neighbors on both sides are also flagged for ENO. This is explained by the width of 
third-order central stencil: wherever the stencil "touches" the irregularity, ENO will be turned on. 
Step 2 Flux computation: 
Compute the fluxes, using ENO or central interpolation 
DO for j  = 0, 1, ... ,No - 1 
IF i ° = 1 THEN 
s ° . . . ,  
ELSE 
f? =fCTR(v?-K+I,...,V?+K) 
ENDIF  
ENDDO (4.2) 
Step 3 Time stepping: 
Advance the solution v ° in time using a fourth-order Runge-Kutta procedure (RK4) 
CALL  Steps 1-2 with v ° 
DO for j  = 0, 1 .... ,No - 1 
q)O) = z" RHj 
ENDDO 
CALL  Steps 1-2 with v ° + ½q~O) 
DO for j  = 0,1 .... ,No - 1 
qjl) = z. RH i 
ENDDO 
CALL  Steps 1-2 with v ° + ½q~l~ 
DO for j  = 0,1 .... ,No - 1 
qJ2) = z 'RH j  
ENDDO 
CALL  Steps 1-2 with v ° + qt2~ 
DO for j  = 0, 1 .... ,No - 1 
q~a) = z" RHj; ~3)) 
vj o = vj o + ~(q~O)+ q~,,+ q~2) + . 
ENDDO (4.3) 
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This method oes not use the full L-level multiresolution analysis of Section 3; it only goes one 
level deep and uses the d 1 array to determine whether or not ENO flux should be used. No 
decoding is needed and the truncation operation is reduced to setting the flags i °. Note also that 
because of the unconditional instability of RK2 (and RK1) used in conjunction with central 
differencing in space, we replaced RK2 with the classical fourth-order Runge-Kutta time stepping, 
called RK4. 
Working with second order interpolation of the primitive function constructed using the cell 
averages v~, vj+ 1, we define the central flux fCa'R of (4.2) simply as: 
fCTR(V~, V~+ 1) = ½ f (vj, V j+ 1). (4.4a) 
Note that no Riemann solver is used here, thereby further reducing the computational cost. The 
ENO flux f ~No in the second-order case is: 
"~ENOIv , ROE - + =f  (vj+½, vj+½) (4.4b) J t j ,  t~j+ 1) 
where 
vi÷ ½ = vj + ½m(vj+ 1 - vj, vj - vj_ 1), (4.4c) 
v~-+½ = vj+ 1 - ½m(vj+ 2 - vi+ 1, vi+ 1 - vj), (4.4d) 
with 
{:  if ,al ~<lbl, (4.4e) 
m(a,b) = if lal > Ibl. 
Here fRoE corresponds to the numerical flux obtained by using Roe's approximate Riemann 
solver: 
fROE//./ U ~ ~--- L, a, ½[ f (Uz)  +f (uR)  - - la (uL ,  uR)I(u  - UL)], (4.4f) 
where 
f (uR) - f (uz )  if UL V~ UR, 
a(m., uR) = (uR -- UL) (4.4g) 
f ' (UL) if UL = U~. 
Note that for the linear case where f (u )  = u, (4.4f) simplifies to fROE(UL, U~) = UL. 
4.1.1. Oscil lations in the l inear case 
Using (3.14) again to define the flux and IC (3.15), one is perhaps surprised at first to see 
oscillations developing after a number of time steps, as shown in Figs. 7(a)-(c). These oscillations 
are due to the fact that the SENO scheme does not seem to catch all the localities where ENO 
should be used. Namely, in some cells, the I dJI are below the allowable value, but, in fact, the ENO 
flux computation should be turned on. The oscillations eem to grow linearly in time (see Table 3) 
until they smooth out the solution to the point where no ENO is needed at all, but the actual 
solution has lost all accuracy. 
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Fig. 7(a). SENO scheme; wave equation; IC (3.15); n = 100. (b) SENO scheme; wave equation; IC (3.15); n = 200. 
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Fig. 7(c). SENO scheme; wave equat ion;  IC (3.15); n = 1000. 
Tab le  3 
Accumulat ion  of  osci l lat ion errors us ing  the (original) SENO scheme; l inear wave 
equat ion  
rt e ,  el e2 E1 
100 1.02 x 10-2  8.86 x 10 -4  2.20 x 10-a  
200 2 .76x  10 -2  3.11 x 10 -3  7.02 x 10 -3 
300 5.66 x 10-  2 6.04 x 10-  3 1.43 x 10-  2 
400 7.86 x 10 -2 8.75 x 10 -3  2.05 x 10 -2 
500 9.49 x 10 -2  1.15 x 10 -2  2.60 x 10 -2  
1000 0.144 2.35 x 10 -2 4.64 x l0  -2  
2000 0.208 4.24 x 10-  2 7.06 x 10-  2 
3000 0.235 5.77 x 10-  2 8.56 x 10-  2 
4000 0.243 7.04 × 10 -2  9.63 x l0 -2  
5000 0.259 7.99 × 10 -2  0.105 
10000 0.260 0.111 0.133 
100000 0.516 0.213 0.249 
1.96 x 10 -2a  
2.53 x 10 -2a  
2.82 x 10 -2  
3.11 x 10 -2  
3.39 x 10 -2 
4.62 x 10 -2a  
6.80 x 10-  2 
8.54 x 10-  2 
0.101 
0.110 
0.148 
0.300 
a See figure(s) for this case. 
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Fig. 8. Interpolation from coarse grid to fine grid; f = 3. 
For a simple illustration, using Fig. 8, let us compute the multiresolution coefficient at an 
arbitrary location, sayj  = 1. This coefficient, d~, is the difference between the actual cell average at 
v2 and its predicted value v2: 
dl = v2 v2 v2 - (18v~ + vl - ± ' -- = 8v2), (4.5) 
where the superscripts 1 on v indicate the cell averages of v on the coarser grid (k - 1) which are 
defined by: 
V 1 : ½(Vo -'l'- /)1), /)l = ½(/-)2 + /)3), /)1 = ½(/)4 "['- /)5)" 
So d~ becomes 
dl = - ½[Xa(Vo +/),)  + (vs - Vz) - ~(v4 + vs)]. (4.6) 
According to the algorithm, in order to avoid oscillations, whenever d~ is "tolerably large", there 
should be no need for a nonoscil latory interpolation, hence the central flux could be used. In the 
second order reconstruction case this means that a small d~ should imply that the central stencil 
should provide smaller slope than the upwind stencil. That is: 
Id]l ~< eo~o (4.7) 
should imply: 
I/)3 -- /321 ~ IV2 -- /)X[ + 2Sosc. (4.8) 
This, unfortunately, is not always true. Consider the following two counterexamples. 
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Example (a): 
Vo = Va = v2  = M, I) 3 = 2M, 
M > eos~. 
Now, (4.7) is satisfied since 
IdOl --- 0  oso, 
but (4.8) is not, since 
[1)3 - -  1)2] = M :~  [1)2 - -  1)11 ~-~ O.  
v4 = 4M, v5 = 6M, 
This example is a realistic scenario when the linear wave equation is solved with the step function 
(3.15) as initial data (see Fig. 9(a)). 
Example (b): 
1)0 = 1)1 = 1)2 = 5M, / )3 = 4M, 
M > Cost. 
Again, (4.7) is satisfied since 
Idll = 0  oso, 
but (4.8) is violated, since: 
Iv3 -- vzl = M ~lv2 - vi i - -  O. 
v4 = 2M, v5 = 0, 
Shown in Fig. 9(b), this example is another combination of values that is likely to occur with the 
step function as initial condition. 
These examples were suggested by the above numerical experiment using the step function as 
initial data. Fig. 7(a) shows the oscillations at the beginning of their development exactly at the 
locations predicted by Examples (a) and (b). 
However, when the order of the multiresolution i terpolation is reduced from third order to first 
order, the "wiggles" are bounded by 2gosc, as intended. Relation (4.7) becomes: 
IdOl = ½Iv3 - v21 ~< Sosc, 
which now trivially implies (4.8). Fig. 10 shows the solution after the same number of time steps as 
that of Fig. 7(a). Indeed, the size of the maximal oscillations i  much less, however, the number of 
ENO fluxes also increased considerably. 
When a fully discrete Lax-Wendroff scheme (that of [3]) was run, the oscillations remained, at 
the same localities (see Fig. 11 (a)). This problem is not related to the semi-discrete formulation 
presented, but it seems to be an independent phenomenon requiring a fix for the adaptive switch. 
As shown by Examples (a) and (b), the oscillations only develop after the sharp initial discontinui- 
ties have sufficiently smeared so that condition (4.7) is satisfied. This observation offers a simple fix 
for the problem: if we use a mechanism that keeps the discontinuities sharp, the smearing, and 
therefore the oscillations will be avoided. To test the idea, we replaced the slope m of (4.4e) 
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Fig. 9(a). The lower-left corner example. (b) The upper-right corner example. 
corresponding to the ENO reconstruction with a "compressive" slope c defined as follows: 
0, if ab <~ O, 
c(a, b) = 2ab (4.9) 
otherwise. 
a+b 
The reconstruction that uses this slope has the following properties: 
(i) It "chops" local extrema if slopes a and b are of opposite signs, and in that sense behaves 
similar to TVD schemes. 
(ii) If a and b are of the same sign, then it can be easily verified that min([al,[bl)~< 
[c(a,b)[ ~ max(lal, Ibl). That is, Icl will be bounded by [al and Ibl; at the same time, it will yield 
a "steeper" slope than m, since Im(a,b)t = min(lal, Ibl). 
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Fig. 10. SENO scheme; wave equat ion;  IC (3.15); n = 100; f = 1. 
Our expectations were confirmed: when the same Lax-Wendroff scheme was run using the 
compressive slope, the oscillations practically disappeared, as shown in Fig. 11 (b). The new but 
small extrema t the upper left and lower right corners can now be controlled by adjusting eosc. For 
the linear case this modification seems to avoid the large oscillations and it even preserves the 
discontinuity better. However, the ENO property being a key ingredient for most problems, we 
attempt o find a more general approach to controlling the oscillations, and return to using the 
ENO reconstruction of (4.4e). 
As we have seen, reducing the order of the multiresolution i terpolation from f = 3 to f = 1 also 
works, but it seems too restrictive in the general case, since we would be using ENO whenever the 
derivative is not almost zero. Using a second-order adaptive switch may be an appropriate 
compromise between a test that is too strict and one that does not detect all failure modes. This 
idea will be presented and analyzed in Section 5 and tested in Section 6. 
4.1.2. The nonlinear case 
We now turn to present results for the original SENO scheme in the nonlinear equation case: the 
flux is defined by (3.18). Using eo~c = 10- 3 as in the linear case, the results for IC (3.15) and (3.17) are 
comparable to those of [3]. The sharper the discontinuity in the solution, the fewer ENO calls are 
made. Table 4 summarizes the errors as well, where the most meaningful indicator of accuracy, el, 
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Fig. ! l (a). The Lax-WendroffSENO scheme; wave equation; n = 300. (b) "Compressive" Lax-WendroffSENO scheme; 
wave equation; n = 300. 
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Table 4 
SENO scheme; Burgers' equation 
IC n ENO e~ el e2 
(3.15) 
(3.17) 
50 14 2.99 x 10 -4 8.56 x 10 -6 4.33 x 10 - s  
150 12 1.07 x 10 -4 1.17 x 10 - s  2.67 x 10 -5 
500 9 5.05 x 10 -4 3.35 x 10 -5 7.87 x 10 -Sa 
50 0 1.96 x 10 -~ 1.10 x 10 -4 2.74 x 10 -4 
300 11 4.29 x 10 -2 1.05 × 10 -3 3.77 x 10 -3a 
700 11 3.01 x 10 -3 3.02 x 10 -4 4.56 x 10 -4 
a See figure(s) for this case. 
seems to be well within eos¢. Since the shocks are kept sharp, the problems of the linear case are not 
manifested (Figs. 12 and 13). 
4.2. Adaptive multiresolution algorithm 
We now combine the full multiresolution algorithm of Section 3 with the SENO method 
presented above. The gain in computational speed we hope to achieve is then due to using an 
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0 .789  
0 .  592 
U 
0.394 
0 .197  
-0 .  155g-03  
-1 .00  -0 .600  -0 .200  0 .200  0 .600  
X 
Fig. 12. SENO scheme; Burgers' equation; IC (3.15); n = 500. 
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Fig. 13. SENO scheme; Burgers' equation; IC (3.17); n = 300. 
adaptive multiresolution scheme in computing the numerical fluxes. By switching between 
(1) a flux computed using a Riemann solver and an ENO reconstruction, 
(2) a flux computed using a fixed stencil, central reconstruction, and 
(3) a flux obtained by interpolating from neighboring fluxes, 
we improve computational efficiency without changing the quality of the numerical results. 
4.2.1. Algorithmic description 
Using the previous algorithms, the adaptive multiresolution scheme performs the following steps. 
Step 1: Encoding: Step 1 of Section 3.1 (Module (3.6)). 
Step 2: Truncation: Step 2 of Section 3.1 (Module (3.7)). 
Step 3: Regularity analysis: Step 1 of Section 4.1 (Module (4.1b)). 
Step 4: Decoding: Step 3 of Section 3.1 (Module (3.8)). 
Step 5: Flux computation: 
(i) on the coarsest grid: replace fENO of Step 4(i) of Section 3.1 (in Module (3.9a)) by the "IF" 
statement of Step 2 of Section 4.1 (in Module (4.2)); 
(ii) on the finest grid: replace fENo of Step 4(ii) of Section 3.1 (in Module (3.9b)) by the "IF" 
statement of Step 2 of Section 4.1 (in Module (4.2)); 
Step 6: Time stepping: Step 3 of Section 4.1 (Module (4.3)). 
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It is now apparent that this algorithm can also be viewed as a full multiresolution scheme where 
each direct flux computation call invokes the adaptive switch, which in turn chooses either an ENO 
or a central flux evaluation. Because of the (possibly many) central flux evaluations, our numerical 
experiments show that in many cases an RK4 time stepping is again necessary. 
4.2.2. Numerical results 
We turn to describe briefly the numerical results in both the linear and nonlinear cases. In the 
linear case, we expect o have oscillations wherever the adaptive switch is used. Indeed, rerunning 
the step function with the adaptive multiresolution scheme yields the profiles of Figs. 14(a)-(c). 
These correspond to the time levels of Figs. 7(a)-(c). Again, the oscillations are present because of 
the adaptive switch, for the reasons mentioned in Section 3. 
In Fig. 15 we show the solution corresponding to the same time level as that of Fig. 12. Fig. 16 
shows the solution corresponding to IC (3.17) at a later time than Fig. 13, to demonstrate he small, 
but visible oscillations introduced by the original adaptive switch. The "b" part of these figures 
shows the elements of the set D" as before, but with the added feature of displaying the localities of 
ENO flux computations on the zeroth level. Although the adaptive switch performed well in the 
nonlinear case with the SENO scheme, we make the following interesting observation in the 
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Fig. 14(a). Adaptive multiresolution scheme; wave quation; IC (3.15); n= 100. 
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Fig. 14 (b). Adaptive multiresolution scheme; wave equation; IC (3.15); n = 200. (c) Adaptive muitiresolution scheme; 
wave equation; IC (3.15); n = 1000. 
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Fig. 15(a). Adaptive multiresolution scheme; Burgers' equation; IC (3.15); n = 500. (b) Multircsolution analysis for 
Fig. 15(a). 
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Fig. 16(a). Adaptive multiresolution scheme; Burgers' equation; IC (3.17); n = 700. (b) Multiresolution analysis for Fig. 
16(a). 
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Table  5 
Adapt ive  mul t i reso lu t ion  scheme; Burgers '  equat ion  
IC n /~ ENO/CTR e~ el e2 
(3.15) 
(3.17) 
50 3.24 14/65 9.89 × 10 -4  7.66 × 10 -5 1.82 × 10 -4  
150 2.98 12/74 1.02 x 10 -3 1.75 × 10 -4  2.82 × 10 -4  
500 3.05 10/74 6.33 × 10 -3 5.02 × 10 -~ 7.80 × 10 -4a  
50 4.00 0 /64  2.02 × 10 -3  1.38 x 10 -4  2.87 × 10 -4  
300 2.84 11/79 4.25 × 10 -2 1.08 × 10 -3  3.71 × 10 -3 
700 2.27 11/102 2.92 × 10 -3  5.01 × 10 -4  6.72 × 10 -4a  
a See figure(s) for this case. 
present case. While the accuracy was comparable to the full multiresolution and the SENO 
algorithms (comparing Tables 2, 4 and 5), and the number of ENO calls was almost identical to 
that of the SENO runs (compare Tables 4 and 5), the efficiency/~ showed a noticeable decrease in 
time, where #, in fact, should increase as the solution sharpens. Note also the uncharacteristic 
multiresolution diagrams (Figs. 15(b) and 16(b)). We explain this behavior by the inability of the 
adaptive switch to detect certain types of irregularities, which may not necessarily correspond to 
smearing, as in the SENO linear case. The examples of Section 4.1.1 were only a few combinations 
of values which lead to a violation of the "tolerably oscillatory" property; infinite number of other 
scenarios exist. This anomaly further motivated us to develop a more robust adaptive switch, to be 
presented next. 
5. The modified adaptive switch 
Having tried out third- and first-order adaptive switches, we now propose a new, second- 
order switch. In seeking a solution to the problem of oscillations, an important criterion for an 
acceptable fix was the ability to prove its suitability for all situations, and beyond numerical 
experimentation. While we have seen that for many nonlinear problems the third-order 
adaptive switch performs reasonably well, we have not been able to estimate the size of the possible 
oscillations. In fact, it can be proven that no such estimate xists, also suggested by the counter- 
examples and even nonlinear cases (with the adaptive multiresolution algorithm). The second- 
order or modified switch will be proven to be essentially nonoscillatory in the sense of [6], and the 
numerical i lustrations also show promise with respect o the efficiency achieved. 
5.1. Algorithmic description 
To obtain a second-order switch, we interpolate the cell averages from the coarse (k = 1 level) 
grid onto the fine (k = 0 level) grid using a two-point stencil. Unlike the odd-order interpolations of
the previous ections, where the interpolation had to be done at only every other cell, the second- 
order interpolation needs to be done at each cell on the fine grid. To keep the stencil "as central as 
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possible", the stencil's orientation itself has to change at every other cell. We thus need to introduce 
multiresolution coefficients on the fine grid as well, denoted by d °. Now, instead of using the d) to 
decide whether or not ENO flux should be used, we use the d ° as the regularity "sensor". An 
important consequence of the change in orientation is that it gives us two different ests for 
regularity, and if both are passed, together they guarantee the essentially nonoscillatory behavior 
of the solution. The regularity analysis (4.1) of Section 4.1 is thus modified to second-order 
interpolation i the following module: 
Regularity analysis: 
DO for j = 0, 1 .... , N1 
, = ½(v°j + v° j+, )  vj
ENDDO 
DO for j = 0, 1 . . . . .  N1 
dO_, = v°j_ l - X ll=o ~l _lV)_,_ l 
d°j = v° j -  ~~/l=o~lVl l_l 
ENDDO (5.1a) 
DO for j  = 0, 1 .... ,No 
"0 ~O tj 
ENDDO 
DO for j = 0, 1 .... , N1 
IF (Id°jl > 6) THEN 
i°i- i = 1 
• 0 1 12j = 
ELSE IF ([d°j_l I > ~) THEN 
iOj_l ----- 1 
i°j= 1 
ENDIF 
ENDDO (5.1b) 
The ~ coefficients come from standard interpolation results for the second-order case, and are 
given as 
 1=¼. 
6 is a function of eosc and its exact value is to be defined later. Note that the criterion for using 
central fluxes is that both dO and d2 °_  1 must be small, whereas for ENO fluxes it is enough that 
only one of the conditions fail. The motivation for this sort of testing will become clear from the 
proof of the essentially nonoscillatory property. Except for the new switch, both the SENO and the 
adaptive multiresolution algorithms tay the same. 
5.2. Essentially nonoscillatory behavior 
We now turn to show that if the size of eosc is on the order of the local truncation error, the 
modified switch guarantees the essentially nonoscillatory behavior. In order to prove that, we first 
state and prove two related theorems. 
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Theorem 1. l f  for each j = 2jl, 0 <~ j l  <<. N1 - 1, d ° and d°_ l are defined by 
d o_ o = v°~, ¼(3v), + vl) (5,2a) 1 ~ d2 j~- I  -1  - -1  , 
d ° = d°j, = vOj ,  - -  ¼(Vl,-I "l- 3V),), (5.2b) 
then, given eos¢, there exist 61 = 61(eo~c) and 62 = 62(eo~c) such that the conditions 
I ° dj- l l  ~< 61 (5.3a) 
and 
Id°l ~< 62 (5.3b) 
tooether imply 
o ivO_l eo~c, Iv ° - v~_ l  I <~ - v° -21  + (5.4a) 
and 
0 I v° v°-i I + (5.4b) I v~+l -v° l~< - ~o~o. 
Proof. For brevity of notation, throughout his section, we omit the 0 superscript from the v's on 
the finest level. We shall first prove (5.4a) using both (5.3a) and (5.3b). Using the following 
relationship between cell averages on neighboring levels 
vl, = ½(V2jl "]- V2jl + 1) = ½(Vj Jr- Vj+ 1), (5.5) 
we rewrite assumptions (5.3a) and (5.3b) as 
Id°-ll = ~s1-3vj -2 + 5v~-1 -(v~ + vj+0l ~< 61, (5.6a) 
Id°l : lsl5vj - 3vj+l - (v~-2 + vj-  1)1 <~ 62. (5.6b) 
Expand these to obtain: 
-861  <~ - 3vj-2 + 5v~-1 - (vj + vj+O ~< 861, (5.7a) 
-862 <~ 5v~- 3v~+1 - (vj-2 + v~-l) ~< 862. (5.7b) 
Adding (5.7a) and (5.7b), and substracting (5.7a) from (5.7b) yields: 
-2(61 + 62) ~< - (vj+l - v r) + (vj-1 - vj-2) <~ 2(61 + 62), (5.8a) 
and 
-4(~ 1 -~- 62) ~ 3(vj - Vj_l) - (vj+ 1 - / ) j -  2) ~ 4(61 + ~2), (5.8b) 
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respectively. Applying the triangle inequality for each of these relations, we obtain: 
IVj+I -- /)j[ ~ Ivj-1 -- vj-2[ + 2(61 + 52), (5.9a) 
31vj - vj - l l  <~ [Vj+l - vj-2[ + 4(6, + 62) 
<~ [vj+l - vj[ + [v j -  vj- l[ + [vj-~ - vj-2[ + 4(61 + J2). (5.9b) 
Substituting (5.9a) into the right-hand side of (5.9b), we finally obtain: 
[v j -  vj- l[  <~ [vj-1 - vj-2[ + 3(61 + 52) (5.10a) 
which proves (5.4a) with 
61 + 52 = ~ Cost. (5.10b) 
To prove (5.4b), we first use the triangle inequality on (5.6b): 
3[Vj - -  Vj+I[ ~ 2[Vj - -  (V j _  I -~  Vj-2)I -1- 862, 
and further 
3[v j -  vj+l[ <~ 2[v j -  vj- l[  + [vj-1 - Vj-z[ + 862. (5.11) 
But (5.8a) also implies that 
[vj-I - vj-2[ ~< [vj+l - v~[ + 2(51 + 52). (5.12) 
Inequalities (5.11) and (5.12) clearly show now that 
[vj+l - vj[ <~ [v j -  vj- l[  + 61 + 562, (5.13a) 
Thus (5.4b) holds with 
61 -Jr" 562 = •ose, (5.13b) 
and the proof is completed. [] 
Remark 1. (i) This theorem can be proven by manipulating the given inequalities in different ways, 
thus arriving at different values for 61 and 62. Out of the few approaches we have tried, the one used 
above seems to give the sharpest estimate. 
(ii) Estimates (5.10b) and (5.13b) actually tell us what the 5's should be for a given value of Cost. 
These are 
61 = 62 = 16 eos¢ = 6,  (5.14) 
which were used in the code itself. 
Theorem 2. I f  for a given j, 0 <~ j <~ No - 1, either 
[d°_ll ~< 6 and Id°l ~<6 (5.15a) 
or 
Id°l ~< 6 and Id°÷ll ~< 6 (5.15b) 
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hold, then 
TVtxj_,x~l(R(v,')) <~ TVtxj_,.xjl(v) + O(h 2) + ½eosc, (5.16) 
where TVta.bl(g ) is the total variation of function g on interval [a, hi, R(o,x)  is the piecewise linear 
reconstruction of the grid function g at x given by the adaptive multiresolution algorithm of Section 
4.2.1, and, as throughout his paper, h = 2~No. 
Proof.  By the definit ion of R in the piecewise l inear case we have: 
R(v,x) = vi + S ix  - ___.____ 2 for Ix - xil < ½ h and 0 ~< i ~< No - 1 (5.17a) 
h 
where, if either of pairs (5.15a) or (5.15b) hold for i, we have a central stencil 
Si = Vi+l - vi, (5.17b) 
otherwise we use an ENO reconstruct ion: 
yVi+ 1 - -  V i if IVi+l -- Vii ~< Ivi -- V i - l ] ,  
S~ (5.17c) 
v i -v i -1  if I v i+a-v i l> lv i -v i -x l .  
Also by definition, 
TVtx,_,,xjl(R(v, ")) = IR(v, x i -  1/2) - R(v, xj_ 1)1 + IR(v, xT-t/2) - R(v, xj-_ t/2)l 
+ I R(v, x j) - R(v, x~-_ 1/2)1. (5.18) 
Subst i tut ing (5.17a) into (5.18), we obtain: 
TV[x~_,.x~l(R(v,')) = ½(ISj-ll + ISjl) + I-vj-  + vj - ½(Sj_  + Sj)l. (5.19) 
At cell i = j (5.17b) holds, but at i = j  - 1, however, two cases have to be discussed. 
If Id °_ 11 ~< fi, then at cel l j  - 1 (5.17b) applies, and using (5.19) also, the total variat ion becomes: 
TVtx~_,.xjl(R(v, ")) = ½(Ivj - vj_ x I + Ivj+ 1 - vii) 
+ l -v j -  + vj - ½( -v j _  + v +l)l. (5.20) 
Writ ing (5.20) in the form 
TVtxj_,.~jI(R(v, ")) = ½(Ivj - vj_ 11 + Ivj+ 1 - vii) 
+ -~ I l v j -1 -  2vj + vj+ OI , 
we observe that the term within brackets approximates -u:,x(xj) to second order. Thus: 
TVtxj_,xjl(R(v, ")) = ½(Ivj - -  v j _  11 + [vj+ 1 -- vjl) -- ½ h2(uxx(Xj) q- O(h2) ) .  
Finally, using Theorem 1 (inequality (5.4b)), and 
TVtxj_,.xjl(v ) = [vj -- vj- 11, 
(5.21) 
(5.22) 
B.L. Bihari, A. Harten /Journal of Computational nd Applied Mathematics 61 (1995) 275-321 311 
we have 
TVtx , , .x~](R(v ,  .)) ~ TVtxj_,,xj] (v) + O(h 2) -t-½/;ose, (5.23) 
which concludes this case. 
When Id°_ll > 6, then at cell j - 1 we use (5.17c), where again there are two subcases. If 
I vj - v j_  11 ~< lv j-1 - v j_ 21 then Sj is given by the first branch of (5.17c), and we revert to the first 
case already discussed. If Ivj - vj_ 11 > Iv;-  1 - vj-2l then (5.19) becomes 
TVtxj_,.x~l(R(v, ")) = ½(Iv j -  1 -- v j -  2l "q- ]Vj+ 1 - -  V j l )  
"~ ] - -V j -  1 -~- Vj - -  ½(V j -  1 - -  l ) j -  2 "4- V j+ 1 - -  V j )  I . (5.24) 
This equality can also be written as: 
TV[xj_,,x~j(R(v," )) = ½([vj_ 1 - vj_ 2[ + [vj+ 1 - vj[) 
+ ~hal l -v j - z+3Vj - lh  3 -3v~+ v j+, ) , l  , (5.25) 
where the term within the brackets now approximates -Uxxx(Xj-1/2) to second order. That is, 
h 3 
TV[~j_I.xjI(R(v,')) = ½(Ivj-1 - v j -2 l  + Ivj+l - vjl) - "-~(Uxxx(Xj-1/2) + O(h2)). (5.26) 
Using Theorem 1 and the assumption of this subcase, we get 
TVtx~_,,xjI(R(v,-)) ~< TVtxj_~.xjl(v) + O(h 3) -t- ½eosc, 
which completes the proof. [] 
(5.27) 
Remark 2. (i) The local gain of one order of accuracy shown in (5.27) is a typical phenomenon 
associated with ENO schemes. This happens only at local extrema of the first derivative, and 
because normally Uxx only vanishes at a few localities, it does not increase the global accuracy of the 
solution. 
(ii) The assumptions (5.15a) and (5.15b) are necessary because they guarantee that at an 
arbitrary location j the regularity analysis (5.1b) will choose a central flux. Theorem 2 therefore 
shows that module (5.1) will give a locally essentially nonoscillatory reconstruction, provided that 
eosc is chosen to be the appropriate size. 
We are now ready to show the ENO property of the modified adaptive switch. Suppose 
inequalities (5.3a) and (5.3b) are satisfied at some cells {j~}, l = 0, 1, ... , J  ~< No - 1, and let M be 
the set of such indices j l .  Let P be the complement of M with respect o the set {0, 1,..., No - 1}. 
Hence, P is the set of indices where ENO flux computations are performed. Then for an interval 
[a,b] ,  a = x_1 /2 ,  b = XNo-1/2 we can write 
TVt . .b I (R(v , ' ) )  = ~ TVtxj_,,x~l(R(v,')) + ~ TVtxj_, ,x~l(R(v, ' ) )  • 
j eM j~P  
(5.28) 
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For the first sum above, we invoke Theorem 2and use (5.16) IMI times, whereas for the second sum, 
we invoke the definition of the ENO property itself (see [7-1). Thus: 
TVta, bl(R(v, ")) = TVta,bj(v) + ½IMI eo~c + O(h), (5.29) 
since IMI + IPI = No = (b - a)/h. Finally, if we choose eo~c to be on the order of the local 
truncation error, eos~ = O(h2), then we are guaranteed that 
TVt~,bl(R(v,.)) = TVta,bl(V ) + O(h). (5.30) 
If the number of central fluxes I M[ is relatively small compared to No, then the relation 
IMI = O(1/h) is not valid, and the estimate eosc= O(h 2) can be relaxed to eos¢ = O(h) for 
(5.30) to still hold. In general, however, for functions with few discontinuities, I M[ will be 
close to No. 
6. Numerical illustrations 
The modified SENO and modified adaptive multiresolution schemes were run for both the linear 
and nonlinear cases. The algorithms of Sections 4.1 and 4.2 are modified so as to include the 
regularity analysis (5.1(a), (b)), where the modified switch was used. In all our numerical experi- 
ments with the modified adaptive switch we used eosc= 2 x 10 -3. This way (5.16) guaranteed to 
limit the local increase in total variation by 10- 3, and thus all our results can be compared to the 
calculations based on the original switch. 3 was chosen according to (5.14). 
6.1. Results for  modified SENO 
A. The linear case 
We use (3.14) and IC (3.15) to show the performance of the modified adaptive switch in the 
linear case. Figs. 17(a)-(c) show the time evolution of the step wave (3.15) and demonstrates 
the improvement over the original switch of Figs. 7(a)-(c). The comparison between Tables 3 and 
6 show about an order of magnitude decrease in all errors. Oscillations do exist, but their 
magnitude can be directly controlled by choosing an appropriate eos¢. The price we pay for the less 
oscillatory solution is the increased number of ENO flux evaluations (Table 7), which now 
approach those of the full multiresolution scheme of Table 1. 
B. The nonlinear case 
Figs. 18 and 19, when compared to Figs. 12 and 13, respectively, show little change xcept for the 
increase in the number of ENO fluxes, which also causes the accuracy to improve somewhat. This 
again happens because of our more rigorous testing for regularity in the modified version. 
Table 8 summarizes the results, to be compared against Table 4. 
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6.2. Results for the modified adaptive multiresolution scheme 
A. The linear case 
As we would expect after the modification of the adaptive switch, the oscillations of Fig. 14(a) 
have practically disappeared in Fig. 20(a), which is now very similar to Fig. 17(a). Table 9 shows an 
efficiency comparable to that of the full multiresolution scheme (Table 1), but with the added 
benefit of reducing the number of ENO calls in the latter by about 30%, on the average. The 
multiresolution diagram (Fig. 20(b)) shows that ENO is used not just at cells which are located in 
(a) 
+0.769E-03  e e . 
-~ .00  -0 . I00  -0 .300  0 .200  O. lO0  1 .00  
i I 
*0 .300  0 .200  0 .600  
-O .1) ,Z -O+ + 
(b) . . . . . . . . . . . . . . .  
Fig. 17(a). Modified SENO scheme; wave equation; IC (3.15); n= 100. (b) Modified SENO scheme; wave equation; IC 
(3.15); n = 200. 
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(c) 
A 
-0+$081+03 i i 
- l . o0  -O . lo0  -0 .300  0 ,300  O.60O l .  O0 
Fig. 17(c). Mod i f ied  SENO scheme; wave equat ion;  IC (3.15); n = 1000. 
Tab le  6 
Accumulat ion  of  a l lowed osci l lat ion errors  us ing  the modi f ied  SENO scheme; l inear wave 
equat ion  
n ENO e+ el e2 Et 
100 44 1.09 x 10 -3  1 .15x 10 -4  2 .10x  10 -4  
200 60 1.74 x 10 -3  2.29 x 10 -4  3.95 x 10 -4  
300 60 2.56 x 10-  3 3.56 x 10 -4  6.20 x 10 -4  
400 68 3.25 x 10-3  4.90 x 10 -4  8.44 x 10 -4  
500 68 4.01 x 10 -3 6.27 x 10 -4  1.06 × 10 -3 
1000 80 6.94 x 10 -3  1 .34x 10 -3  2.12 x l0  -3  
2000 90 1.20 x 10-2  2.86 x 10-3  4.27 x 10-3  
3000 92 1.65 x 10 -2 4.43 × 10 -3 6.47 x 10 -3  
4000 94 2.09 × 10 -2  6.12 x 10 -3  8.69 × 10 -3 
5000 94 2.50 × 10 -2 7.69 x 10-  3 1.09 x 10 -2  
10 000 68 4.36 x 10-  2 1.69 x 10-  2 2.23 x 10-  2 
1.94 x 10 -23 
2.48 x 10-  2 a 
2.87 x 10-  2 
3.17 x 10 -2  
3.43 x 10 -2 
4.39 x 10 -23 
5.62 × 10 -2 
6.51 x 10 -2  
7.23 x 10 -2  
7.83 x 10 -2 
9.89 x 10 -2  
a See figure(s) for this case. 
Tab le  7 
Modi f ied  SENO scheme; l inear wave equat ion  
IC n ENO e~ el e2 El  
1 12 0.00 0.00 0.00 4.39 x l0  -3"  
(3.15) 100 44 1.09 x 10 -3  1.15 x 10 -4  2.10 x 10 -4  1.94 × 10 -23  
1000 80 6 .94x  10 -3 1 .34x 10 -3 2 .12x  10 -3 4 .39x  10 -23 
See figure(s) for this case. 
B.L. Bihari, A. Harten/Journal of Computational and Applied MathemaHcs 61 (1995) 275-321 
0.986  7 
U 
0.592  
0 .394  
0.197  
-0 .229K-12  ~w- I I f z 
-1 .00  -0 .600  -0 .200  0 .200  0 .600  1 .00  
315 
x 
Fig. 18. Modified SENO scheme; Burgers' equation; IC (3.15); n = 500. 
the immediate neighborhood of the discontinuity, but also at cells which are located in the 
immediate neighborhood f the discontinuity, but also at cells corresponding to elements of the set 
D which are at lower resolution levels k. The fact that the errors d o are not symmetric about the 
discontinuity, unlike the d k, k > 0, is due to the nonsymmetric nature of the oscillations in general, 
also shown by Examples (a) and (b) of Section 4.1.1. Wherever these small allowable oscillations are 
created, after they accumulate for some time, they may become large enough for ENO to be turned 
on again. 
B. The nonlinear case 
In the nonlinear case, a significant improvement in the efficiency/~ is observed by comparing 
Tables 5 and 10. In all cases, the modified adaptive multiresolution algorithm also gives a more 
accurate solution. By comparing Figs. 15(a) and 21 (a), for example, one can even visually detect the 
removal of the noise present with the original adaptive multiresolution solution. The reason for 
these improvements is the new adaptive switch, which turned on the ENO fluxes at more cells than 
previously. The saving in ENO fluxes due to the adaptive switch is about 30-50% now, but 
because of the high data compression ratios, the total number of ENO fluxes is still relatively low. 
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Fig. 19. Modi f ied SENO scheme; Burgers '  equat ion;  IC (3.17); n = 300. 
Tab le  8 
Modi f ied  SENO scheme; Burgers '  equat ion  
IC n ENO eo~ el e2 
(3.15) 
(3.17) 
50 24 2.55 x 10 -4  1 .44x 10 - s  
150 20 2.67 x 10 -4  4.13 x 10 - s  
500 10 3.07 x 10 -4  8.15 x 10 - s  
50 56 1.77 x 10 -3  1.02 x 10 -4  
300 30 4 .44x  10 -3  4 .10x  10 -4  
700 14 2 .80x  10 -3  1 .30x 10 -4  
4.27 x 10-  5 
7.06 x 10-  5 
1.02 x 10 -4  a 
2.54 x 10 -4  
9.01 x 10 -4a  
2.83 x 10 -4  
a See figure(s) for this case. 
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O.O00g÷O0"  
,mu l l  
-1 .20  
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Fig. 20(a). Modified adaptive multiresolution scheme; wave equation; IC (3.15); n = 100; (b) Multiresolution analysis for 
Fig. 20(a). 
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Table 9 
Modified adaptive multiresolution scheme; linear wave equation 
IC n # ENO/CTR e~ el e2 E1 
1 4.00 12/52 8 .14x  l0  -5  1.29 x l0 -6  8.43 x l0 -4  4.39 x 10 -3 
(3.15) 100 2.94 67 /20  8.72 x l0 -4  1.99 x l0  -4  2.93 x 10 -4  1.95 x 10 -2 a 
1000 2.61 64 /34  8.51 x 10 -3 1.48 x 10 -3  2.37 x 10 -4  4.29 × 10 -2 
a See figure(s) for this case. 
Table 10 
Modified adaptive multiresolution scheme; Burgers' equation 
IC n # ENO/CTR eo~ el e2 
(3.15) 
(3.17) 
50 3.46 34/40 1.01 x 10 -3 7.49 x 10 -5 1.78 x 10 -4  
150 3.41 32/43 8.50 x 10 -4  1.55 x 10 -4  2.49 x 10 -4  
500 6.10 24/18 1.67 x 10 -3 3.25 x 10 -4  3.97 x 10 -4a  
50 4.00 17/47 1.98 x 10 -3 1.47 x 10 -4  2.86 x 10 -4  
300 4.00 33/31 4.83 x 10 -3 4.43 x 10 -4  8.39 x 10 -4a  
700 5.69 31/14 4.06 x 10 -3  3.60 x 10 -3 5.25 x 10 -4  
a See figure(s) for this case. 
7. Summary 
We have shown semi-discrete formulations of full and adaptive multiresolution schemes applied 
to the numerical solution of hyperbolic conservation laws. First, the full multiresolution scheme 
was implemented, for which the efficiencies and errors obtained in the nonlinear case were similar 
to those reported in I-5,]. For the linear case, for which no comparison was available, the efficiencies 
were also significant, especially in the smooth initial data case. 
As in [-3, 5-], we assume that the direct flux computations are considerably more expensive than 
central interpolation from coarser grids, and thus a significant reduction in computational effort 
was achieved by performing multiresolution analysis on the cell averages of the solution. By using 
an adaptive switch, the efficiency was further increased by selectively replacing the ENO flux 
calculations with central fluxes. The original version of the scheme then needed to be modified to 
provide a method of controlling the size of the allowable oscillations. This was especially necessary 
in the linear case, but we obtained noticeable improvements in some nonlinear cases as well. 
Because this modification is a more restrictive test, it will increase the number of ENO fluxes 
used; on the other hand, it guarantees an essentially nonoscillatory reconstruction everywhere. In 
future research, we hope to extend the ideas reviewed and introduced in this paper to two 
dimensions. 
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Fig. 21 (a). Modified adaptive multiresolution scheme; Burgers' equation; IC (3.15); n = 500. (b) Multiresolution analysis 
for Fig. 21(a). 
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Fig. 22(a). Modified adaptive multiresolution scheme; Burgers' equation; IC (3.17); n = 300. (b) Multiresolution analysis 
for Fig. 22(a). 
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