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Abstract 
Kageyama, S., The family of block designs with some combinatorial properties, Discrete 
Mathematics 116 (1993) 17-54. 
The family of block designs is of importance in statistical design theory because of its appealing 
combinatorial and statistical properties. Block designs have opened up many interesting and 
challenging problems in combinatorial mathematics. This survey focuses on block designs with the 
properties of connectedness, classification and balancing, resolvability, and inequality and charac- 
terization from a combinatorial point of view. 
0. Introduction 
The principles of experimental designs as we know it today were formulated by 
Sir Ronald Fisher in his famous book ‘Statistical Methods for Research Workers’ [40] 
and in his paper ‘The arrangement of field experiments’ [41]. The design of such 
statistical experiments often used combinatorial structures that yielded simple calcu- 
lation of estimates and/or symmetric variances and covariances often leading to 
optimality properties. Typical examples are block designs with some balancing. 
Incomplete block designs are widely used for field trials with large numbers of 
varieties (treatments). In fact, over the past half century, there has been a considerable 
amount of research activity devoted to the invention of experimental designs of 
a certain kind, such as balanced incomplete block (BIB) designs, 2-associate partially 
balanced incomplete block (PBIB) designs, square and rectangular lattice designs and 
cyclic designs. In particular, much work on problems of general designs itself stems 
from the surge of activity that arose in BIB design theory over the past half century. 
The current development of the theory of combinatorics into a broad and important 
area of mathematics stems from the study of such designs. 
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The use of BIB designs in statistical experimentation was first initiated by Frank 
Yates [145]. Fisher and Yates [42] listed all BIB designs with some range of parameters 
and explained their use. Though interest in these designs was greatly enhanced by their 
use in statistical experimentation in 1936, examples of these designs appear much earlier 
in mathematical literature ([SS, 901) as Steiner systems. Historically, Steiner systems, as 
BIB designs with constant coincidence number being one, were defined for the first time 
by Woolhouse [142] who proposed the problem of their existence. The first partial 
answer was given by Kirkman [SS]. They are the first contributors of such BIB designs. 
But, Steiner [135] and researchers in the late nineteenth and early twentieth century 
were unaware of the works by Woolhouse and Kirkman. Nowadays, Steiner system is 
the commonly accepted name for such a BIB design and its generalization (t-designs). 
Recent developments in the theory of Steiner systems have been surveyed in books 
edited by Colbourn and Mathon [32], and Lindner and Rosa [94]. The family of block 
designs having constant coincidence number is one of the most important families of 
statistical designs. Their importance is due to their statistical optimalities, desirable 
symmetries for analyses and interpretations, and their usefulness for constructing other 
important designs and combinatorial structures, such as PBIB designs, Youden designs, 
fractional factorial designs, weighing designs, error detecting and correcting binary 
codes, balanced arrays, combinatorial filing systems, Hadamard matrices, weighing 
matrices, variance-balanced designs, efficiency-balanced designs, balanced bipartite 
block designs, finite projective and affine planes, strongly regular graphs, and so on. 
Research in the area of block designs has been steadily and rapidly growing, especially 
during the last four decades. Hence, it is a good time to present a paper which provides 
a systematic and self-contained account of construction, analysis and applications of 
block designs. This paper focuses on combinatorial properties of block designs, namely, 
connectedness, classification and balancing, resolvability, and inequality and character- 
ization. These properties are discussed for unequal-blocksized designs. Other properties, 
e.g., dualization, cyclic, nestedness, are not treated here. This does not mean that the 
properties are less significant. We mention them in passing, for example, a paper by 
Jimbo in this chapter is devoted to nested BIB designs with cyclic structure. In general, 
the theory of discrete designs is intimately related to many other areas of combinatorial 
theory. Block designs have opened up many interesting and challenging problems in 
combinatorial mathematics. 
More full treatments of combinatorial design theory appear in recent texts by Beth, 
Jungnickel and Lenz [9], by Hughes and Piper [Sl], by Street and Street [136], and by 
Wallis [139]. A wide survey on combinatorial applications of block designs can be 
found in Colbourn and van Oorschot [33]. 
1. Connectedness 
In a block design, let u treatments be applied to experimental units arranged in 
b blocks of sizes ki, . . . , kb, and let the i-th treatment occur in ri blocks, i= 1, . . . , v. 
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A block design is defined to be connected (cf. Bose [14], Ogawa [105]) if, given any 
two treatments i and j, it is possible to construct a chain of treatments 
. 
1=10,11, . . . , i,=j such that every consecutive two treatments in the chain occur 
together in a block. This definition is equivalent to the following statement: A block 
design is said to be connected if all elementary treatment contrasts are estimable. This 
fact shows the usefulness of connected block designs in statistical analysis. Connected- 
ness of designs plays an important role in comparative experiments. 
A portion of a block design is said to be connected if it is connected in the 
above sense with regard to the corresponding submatrix of the u x b incidence matrix 
of the original design. Any block design must break up into a number of connected 
portions such that any treatment belonging to one portion is disconnected from every 
treatment belonging to any of the other portions. That is, in terms of the incidence 
matrix, the original design N may be expressed as N =diag{N,, Nz, . . . , N,} where 
Ni’s correspond to connected portions for all i= 1,2, . . . , g (2 2). If we want to 
make this N connected, then we need at least g- 1 units, each with a suitable 
treatment being applied, such that any two treatments belonging to two different 
connected portions get connected consequently. The problem of determining the 
minimum number of total experimental units, for an experiment to be connected 
under given v and b, can be restricted to the case of a binary block design, i.e., one 
whose incidence matrix has elements 0 and 1 only. In other cases of p-ary block 
designs with p > 2 this minimum number necessarily increases. Therefore, only binary 
designs are considered here. {In a p-ary block design, the i-th treatment occurs in the 
j-th block nij times, where nij can take any of the values, 0, 1, . . . , or p - 1. When p = 2, 
the design is binary.} 
Theorem 1.1. In an incomplete block design with parameters u, b, ri, kj (U > kja2) for 
i= 1, . . . , v; j= 1, . . , b, the minimum of the total number of experimental units for the 
design to be connected is v+ b- 1, when v and b are given. 
Proof. When u and b are given, then from an incidence pattern of the decomposition 
of the original design N (its v x b incidence matrix) into connected portions, we can 
arrive at the following form 
1 
ik, - 1 
N= 
0 
1 
L-l 
(1.1) 
after of the of the 1, an 
s-dimensional v kI + Is= (kj lj), 
where lj is the of units (j - 1)-th andj-th in the 
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above pattern for j=2, . . . . b. Since the total number of experimental units is 
n=~~,,kj,itfollowsthatiflj~1forallj,thenn=v+~~_Zlj~u+(b-1),andiflj~=O 
for some j’, then the design becomes disconnected. The proof is complete. 0 
As a refinement of Theorem 1.1, Baksalary and Tabis [S] show that when a block 
design exists for given r’i)s and kj’s, n > u + b - 1 is a necessary and sufficient condition 
for the design to be connected. They also present two general methods of constructing 
such designs. We describe such minimum designs following the procedure of 
Kageyama [72]. 
1.1. Characterization of minimum connected designs 
We characterize some connected designs with parameters v, b, ri, kj having min- 
imum number v + b - 1 of experimental units, which we call a minimum connected 
design. 
The following can be obtained by negating the starting assumption. 
Theorem 1.2. If b > v, there does not exist a minimum connected design with parameters 
V, b,ri, kj(n>kj32), i=l,..., v;j=l,..., b. 
Theorem 1.2 implies that the number of blocks must be less than the number of 
treatments to be compared. This is very significant when compared with the Fisher 
inequality for some block designs. 
Next, we consider three cases depending on the behaviour of ri and kj. These three 
results are expressed in terms of relations among the parameters. 
Theorem 1.3. There does not exist a minimum connected block design with parameters v, 
b, r and k. 
Theorem 1.4. Each of the following conditions is necessary for the existence of a min- 
imum connected block design with parameters v, b, ri and k 2 2 (i = 1, . . . , u): 
(i) b(k- l)=u- 1; 
(ii) v > b + 1. 
Theorem 1.5. Each of the following conditions is necessary for the existence of a min- 
imum connected block design with parameters v, b, r and kj (j= 1, . . . , b): 
(i) v(r-l)=b-1; 
(ii) bau+ 1. 
Theorems 1.2 and 1.5 yield the following immediately. 
Corollary 1.1. There does not exist a minimum connected block design with parameters 
v,b,r,kj(v_l>kj>2,j=l,...,b). 
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1.2. Construction of minimum connected designs 
We present construction methods for minimum connected block designs with 
parameters v, b, ri, kj (v > kjZ2), i= 1, . . . , v; j= 1, . , , b, given v and b. A number of 
methods are discussed in Kageyama [72]. 
From Theorem 1.2 it suffices to consider the case where u>b for any such 
construction. Let v-s = b, then we can construct a required design, with b - 1 blocks 
of size two and with the last block of size s+ 1, having incidence matrix 
b 
0 
1 
1 1 
0’ 1 _. E 
By Theorem 1.3, there does not exist a connected block design which is proper and 
equireplicate. Therefore, we consider other cases. 
Case A: Proper designs of block size k. 
(1) For an integer k( b 2), the incidence pattern (1.1) kI = ... = kb = k yields a min- 
imum connected block design with parameters v, b, ri = 1 or 2, k = 1 + (v - 1)/b. 
(2) When b=2ri, for some i’, the incidence pattern 
N= o ’ ik-I 0 .l 
1 I:+-1 0’ 
Ik-l 1 
ik-I 0 1 0 
yields a minimum connected block design with parameters v, b=2rj,, ri= 1,2 or ri,, 
k = 1 + (v - 1)/b. 
Case B: Equireplicate designs with replication number r. 
We consider blocks whose sizes satisfy v - 1 b kj > 2 for all j = 1,2, . . . , b. In this case, 
by Corollary 1.1, there does not exist a minimum connected block design with 
parameters u, b, r, kj. However, if we violate the restriction kj> 2 for all j, that is, 
we allow some blocks to be of size one, then the transpose of any of the designs of 
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Case A yields a minimum design. These designs are useful in later discussions (while 
using method (5)). 
Case C: Designs with both ri and kj varying. 
Approaches similar to Cases A and B lead to the following constructions: 
(3) The incidence pattern (1.1) yields a minimum connected block design 
parameters V, b, ri = 1 or 2, kj. 
(4) The incidence pattern 
[ ;:I: ::::I 
yields a minimum connected block design with parameters v=2(b- l), b, ri= 1 
kj=2 or b- 1. 
(5) Let Ni be minimum connected block designs for i = 1,2. Then 
with 
or 2, 
is also a minimum connected block design, where E is a matrix of an appropriate 
order in which all elements are zero except one element which is unity. 
In method (5), taking designs from methods (1) to (4) as basic designs Ni, other 
minimum connected block designs can be obtained. In this method, as basic designs 
Ni, we may use connected block designs with some blocks of size one. 
Remark 1.1. There are several classes of optimal block designs and most of them 
satisfy the Fisher inequality b 3 v. On account of Theorem 1.2, however, there do not 
exist such minimum designs. Though in a PBIB design the Fisher inequality does not 
hold in general, Theorem 1.3 shows the non-existence of a PBIB design with the 
minimum number v+ b - 1 of experimental units. Thus, we cannot consider these 
optimal block designs as minimum designs in the above sense. 
1.3. Connectedness of PBIB designs 
We take a proper block design which is also equireplicate. Another condition for 
the connectedness of such a block design is the following: a block design is connected 
if and only if rank(rl, - (l/k) NN’) = v - 1. Since this necessary and sufficient condition 
is not stated in terms of design parameters, it may not be easy to check the condition 
in some cases. 
A BIB design is always connected. Consider a 2-associate PBIB design, based on an 
association scheme of two associate classes, with parameters v, b, r, k, Al, &, p;,, 
i, j, l= 1,2. Kageyama [69] and Mohan [loo] have shown the following. 
Theorem 1.6. A necessary and suficient condition for a 2-associate PBIB design to be 
connected is that: 
(i) when ,I, >I,, AZ and ptl should not both be zero; 
(ii) when il <&, A1 and pi2 should not both be zero. 
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This is very useful because a necessary and sufficient condition for connectedness is 
expressed only in terms of the parameters of PBIB designs. The connectedness of 
%-associate PBIB designs based on various association schemes was investigated by 
Kageyama [69], without considering the block structure. 
Mohan [loo] proved Theorem 1.6 by a direct method. However, the result can also 
be shown by considering the meaning of pfr and & in a %-associate PBIB design. 
Similar conditions can be presented for PBIB designs with more associate classes. 
Some necessary and sufficient conditions for the connectedness of an m-associate 
PBIB design have been derived by Baksalary and Tabis [6], Ogawa, Ikeda and 
Kageyama [106], and Saha and Kageyama [127]. 
It is finally noted that some investigation of the connectedness of BIB designs or 
2-associate PBIB designs under loss of one block or one treatment would be interest- 
ing from a point of view of robustness. See Chapter 3 of this Volume for such topics. 
2. Classification and balancing 
Consider a block design with the usual v x b incidence matrix N. Let rl, . . . , rv be the 
replication numbers and k,, . . . , kb be the block sizes. Let 
R=diag(r,, . . ..rv}. K=diag{k,, . . ..k*}. r=R1,, n=fl,, 
R”* = diag (ri’*, . . . , rti2 }, R-'P=(R'P-1, 
J=lolL, C=R-NK-‘N’. 
The matrix C defined above is well known as the C-matrix of block designs and is very 
useful in studying experimental designs. In the literature, there are two different 
approaches to the problem of classifying block designs. The first is based on combina- 
torial properties of block designs and is aimed at classifying equireplicate and proper 
block designs only. In this most popular classification, incomplete block designs are 
divided into two groups: BIB designs and m-associate PBIB designs. The 2-associate 
PBIB designs are further classified by Bose and Shimamoto [16]. A general classifica- 
tion of m-associate PBIB designs for m>2 has not yet been made. Some incomplete 
block designs cannot be classified using this approach. The second approach is based 
on the efficiency of block designs for estimable contrasts of treatment parameters 
under the usual linear model. Pearce [ 1071 shows a classification of block designs 
which incorporates both of these two approaches. The basis for his classification is to 
consider various patterns of Tocher [ 1381’s matrix Sz- ’ = R - NK - ‘N’ + &/n. Again, 
not all available incomplete block designs are covered by this classification. 
In the context of a block design, various kinds of balancing, e.g., variance-balance, 
efficiency-balance, partially efficiency-balance, etc., are well known (cf. Calinski, 
Ceranka and Mejza [24], Kageyama [67], Puri and Kageyama [112], Puri, Nigam 
and Narain [ 1151). Das and Ghosh [35] considered generalized efficiency-balanced 
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(GEB) designs which are the same as D - l-balanced designs introduced by Calinski 
[22]. Recently, Kageyama, Saha and Mukerjee [SS] introduced D-‘-partially 
efficiency-balanced designs to unify these different notions of balancing. A description 
of this new concept follows. 
In the following, for any diagonal matrix D with diagonal elements d,, . . . , d,, all 
positive, we write D l” = diag {di”, . . . , dt”}. 
Definition 2.1. Given a diagonal matrix D with diagonal elements all positive, a block 
design is called a D-‘-partially efficiency-balanced design with m e@ciency classes, or 
simply a D- 1 -PEB(m) design, if the matrix D -1’2CD-1’2 has exactly m distinct 
positive eigenvalues. 
Note that the matrix D- 112CD-1/2 is a generalization of the matrix F used by 
Pearce, Calinski and Marshall [llO]. Clearly for any positive definite D, every 
connected block design is a D- ‘-PEB(m) design with some m 6 v - 1 (cf. Calinski and 
Ceranka [23]). Here, we deal only with D-‘-PEB(m) designs with ~$2. From 
a practical point of view, such designs have nice statistical properties (cf. Calinski [22], 
Gupta [45], Pearce [109]). 
The class of D- r-PEB(m) designs with varying D but even m<2 is fairly large. In 
fact, this class includes the following block designs which cover all the available block 
designs involving some statistical balancing: 
(1) Variance-balanced (VB) design when D = I, due to Rao [122]; 
(2) BIB design when D = I and the design is proper; 
(3) Efficiency-balanced (EB) design (or totally balanced design) when D = R, due to 
Jones [56], Calinski [21], and Puri and Nigam [113]; 
(4) 2-Associate PBIB design when D = I; 
(5) Partially efficiency-balanced (PEB) design when m < 2 and D = R, due to Puri 
and Nigam [ 1141; 
(6) Generalized efficiency balanced design (or D-‘-balanced design) with any D, 
due to Das and Ghosh [35], and Calinski [22]. This is precisely the D-‘-PEB(l) 
design; 
(7) C-design when D= R, due to Calinski [21], Puri and Nigam [114], and 
Saha [ 1261. 
A characterization for D-’ -PEB(m) designs with m < 2 is given. 
Theorem 2.1. For a matrix D=diag{d,, . . . . d,} with positive di, a block design is 
aD_’ -PEB(m) design with m<2 ifand only ifthere exist constants y, 6(6>0) such that 
W2--yW+6(1-d;1d1’2&‘2’)=0 (2.1) 
where W=D-‘12CD-1/2, d,=tr(D), d1’2=(dii2, . . ..dii2)‘. 
Proof. SufJiciency. Let g( #Q) be any eigenvector of W orthogonal to d,“2d ‘j2, 
which is a normalized eigenvector of W corresponding to the eigenvalue 0. Further let 
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;1 be the eigenvalue corresponding to the eigenvector 4. Then post-multiplying 
both sides of (2.1) by 4 we have A2 -yA+6 =O. This shows that the non- 
negative definite matrix W can have at most two distinct positive eigenvalues. 
Furthermore, if 6 20, then both the roots of A* -1-y +6 =0 are positive, and it 
follows that every eigenvector of W which is orthogonal to d; 1’2d1’2 corres- 
ponds to a positive eigenvalue. Hence rank( W)=u- 1. This completes the proof of 
sufficiency. 
Necessity. Suppose the design is a D -I-PEB(m) design with m,<2. Then the 
spectral decomposition of D -1i2CD-1’2 (= W) yields W=cclA, +xZA2, where c(i and 
a2 are positive not necessarily distinct and where A, = d, ’ d’j2cj li2’, Al, A2 are 
symmetric idempotent such that 
&+A,+A*=Z, A~A,=A,A,=A,A,=o, (2.2) 
with do and d1j2 being defined as before. We obtain W-a,([-A0)=(cr2-ccl)A2. 
Squaring both sides and using (2.2) to simplify, we get W2 - y W+ 6(Z -A,) = 0, where 
y =a1 +a2 and 6 =c1ic1~. This proves the necessity. 0 
The following gives a compact formula for a g-inverse of the C-matrix in a D-l- 
PEB(m) design with m ~2. This result can be checked directly. 
Theorem 2.2. Consider a D- ’ -PEB(m) design with m <2. Let y, 6(6 >O) be 
such that 
W2-y W+s(Z-d,‘d”2d1~21)=0, 
g-inverse 
analyzing 
necessary of 
W and Theorem 2.2 is enough to yield an explicit expression g-inverse 
resulting simplicity 
have the property of a simple Unfortunate- 
C-designs there are many 
2-associate In this regard, the concept of 
D- ‘-PEB(m) designs with m62 is helpful, since it extends the class of to 
a much wider class, while simplicity analysis. 
procedures properties 
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2.1. D-‘-PEB(l) designs 
In this case, Definition 2.1 implies that 
C=r(D-&dd’), CC>O, d=Di,, d,=tr(D). 
Statistical properties of these designs are discussed by Calinski [22]. As mentioned in 
the above classification, (1) if d = 1”) the design is VB; (2) if 4 = r, the design is EB. In 
this sense, these two concepts are included in the present construction. Construction 
of these designs have been discussed by Das and Ghosh [35], and Kageyama and 
Mukerjee [77], who propose a method of reinforcement of BIB designs. We explain 
such a method of constructing D-‘-PEB(l) designs below. 
Let kc be a BIB design with parameters u, b, r, k, A, having incidence matrix No. To 
avoid trivialities, we assume ,%> 0. Suppose t( > 1) treatments are added, each p (20) 
times, to each block of ho. Then n( 3 0) more blocks are taken, in each of which, each 
of the original u treatments occurs u1 (20) times and each of the t new treatments 
occurs u2 (b 0) times. The resulting design k with new parameters t, p, n, ul, u2 is said 
to have been obtained through reinforcement of k,. Note that if n = 0 (in this case the 
resulting design is called a supplemented design, see e.g., Calinski and Ceranka [23], 
Puri, Nigam and Narain [ 115]), then u1 = u2 =O; otherwise, at least one of u1 and u2 is 
positive. Also (p, n) #(O, 0), otherwise, k is the same as ho. 
Here, the construction of VB, EB and D-‘-PEB(l) designs based on reinforcement 
of a BIB design is considered. The objective is to develop a unified theory considering 
all possible choices of t, p, n, u1 and u2. 
2.1.1. The case n=O 
Theorem 2.3. If n=O, then k cannot be a VB or an EB design. 
Theorem 2.4. (i) If n = 0 and t B 2, then k cannot be a D- ‘-PEB(l) design. 
(ii) Ifn=O and t= 1, then k is always a D-‘-PEB(l) design. 
2.1.2. Construction of VB and EB designs (n >O) 
We deal with construction problems when n >O. Then (p, uz)#(O, 0) and 
(ui, u2)#(0, 0). The C-matrix of the design k, obtained through reinforcement, is 
given by 
-(u1u+u2t)-1 
u:nJ,, u1u2nJvf 
ulu2nJfu 1 u:nJ,, ’ 
J,,. = 1 s i S, . 
The following theorem results. 
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Theorem 2.5. (i) If n > 0, t > 2, then h cannot be a VB design. 
(ii) If n >O, t = 1, then h is a VB design if and only if 
Remark 2.1. It is interesting to consider whether Theorem 2.5(ii) can be employed to 
generate binary VB designs. In order for h to be binary, each of p, u1 , u2 must be 0 or 1. 
Since (p, u2) # (0, 0), (ur , u2) # (0, 0), we have the following possibilities: 
(A) p=q=O, u,=l, 
(B) p=O, u1 =u2= 1, 
(C) p=l, ur=o, u*=l, 
(D) p=u, = 1, uz=O, 
(E) p=u1=u2=1. 
It is easy to verify that under the possibilities (A), (B), (C) and (E), the condition 
stated in Theorem 2.5(ii) cannot hold. In the case of (D), the condition reduces to 
n=u(r-A)/(k+ 1). 
Theorem 2.6. (i) If n > 0, t 2 2, then h cannot be an EB design. 
(ii) Zf n > 0, t = 1, then h is an EB design if and only if 
uln(pbu,-ru,)/(u,v+u,)=[rp(r+uln)--(pb+uzn)l/(k+p). 
Remark 2.2. Let us investigate the derivation of binary EB designs from Theorem 
2.6(ii). As in Remark 2.1, consider the possibilities (A)-(E). It is easy to see that under 
(A) the condition stated in Theorem 2.6(ii) cannot hold. Under (B) the condition 
becomes Y = 21, and there are many choices of ho in this case. In particular, the series of 
BIB designs with u=b=4s+3, r=k=2s+2, l=s+l, where 4s+3 is a prime or 
a prime power, satisfies I = 22. Under (C) the condition reduces to n = (r’ - bi)/l, and 
construction is possible if (r’- bi)/A is a positive integer. This integrality condition is 
seen to hold for many choices of ho, in particular it holds for every ho with II= 1. 
Similarly, under (D) the condition in Theorem 2.6(ii) becomes n = r-2, and construc- 
tion is possible for every choice of ho. Finally, under (E) the condition in Theorem 
2.6(ii) simplifies to n = r(u + l)/(v -2k - l), and construction is possible provided 
r(u + l)/(u - 2k - 1) is a positive integer. There are again many choices of ho satisfying 
this integrality condition. For example, some possible choices of ho are v= 6, b= 15, 
r=5,k=2,~=1;u=7,b=21,r=6,k=2,/1=1;v=15,b=35,r=7,k=3,~=1;andso 
on. Observe that if the integrality condition under (C) or (E) is satisfied by some BIB 
design ho, then the same condition is satisfied by the BIB design obtained by repeating 
h, several times. 
Theorems 2.3, 2.5(i) and 2.6(i) show that it is impossible to construct a VB or an EB 
design in u+2 or more treatments through reinforcement of a BIB design in v treat- 
ments. The result is fairly strong because these theorems also imply the impossibility 
of such construction extends to the case when nonbinary designs are allowed. 
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2.1.3. Construction of D-i-P,%(l) designs (n>O) 
With n >O, we explore the situations under which h can be a D-I-PEB(l) design. 
Some argument analogous to the one used in Theorems 2.4(ii) and 2.5 yield the 
following. 
Theorem 2.7. (i) Zf n>O, t = 1, then h is always a D- ‘-PEB(1) design. 
(ii) If n > 0, t 3 2, then h is a D- ‘-PEB(1) design if and only if 
[a/(k+pt)+u:n/(ulu+#2t)][p2b/(k+pt)+u~n/(uIv+u2t)] 
=[rp/(k+pt)+ulu2n/(uIv+u2t)]2. 
Remark 2.3. Theorems 2.4(ii) and 2.7(i) show that if a single new treatment is added 
then the reinforcement of a BIB design always leads to a D-l-PEB(l) design. 
Furthermore, if the condition in Theorem 2.5(ii) or that in Theorem 2.6(ii) holds then 
this D- ‘-PEB( 1) design is actually VB or EB. In Theorem 2.7(ii), starting from a BIB 
design with u treatments we cannot obtain through reinforcement a VB or an EB 
design in u+2 or more treatments, however, D-‘-PEB(l) designs in u+2 or more 
treatments can be constructed in abundance and this is true even if we restrict 
ourselves only to binary D- ‘-PEB(l) designs. This shows that reinforcement is 
a powerful tool in the construction of D- ‘-PEB(l) designs. 
2.2. D- ‘-PEB(2) designs 
Most of these results can be proved by direct calculation. 
A. Truncation. Along the line of Cheng [30], we state the following: Let h be a block 
design with constant block size k( 2 3). Then for any k’(2 < k’ <k) the k’-th truncation 
of h is defined as a design obtained from h by replacing each block of h by a set of (:) 
blocks, considering all possible selections of k’ treatments from the k treatments in 
a block. 
Theorem 2.8. Every truncation of a binary D - ‘-PEB(2) design of constant block size 
k( >3), with other parameters v, b, ri(i= 1, . . . . v), is a D-‘-PEB(2) design with param- 
eters v*=v,b*=b(i,), rT=ri(,$I\) and k*=k’. 
Theorem 2.8 is helpful in constructing new D - ‘-PEB(2) designs simply by consider- 
ing the truncations of an available binary D- ‘-PEB(2) design having a constant block 
size. It is easy to extend Theorem 2.8 to D-‘-PEB(m) designs in general. 
B. Supplementation. Let h* be a connected block design with parameters v, b, r, k. Let 
C* be the C-matrix of h*. Assume that C* has at most two distinct positive eigen- 
values, say I$ and M;, with respective multiplicities gl and g2 (gl + g2 = u - 1). To each 
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block of h* add one new treatment and apply it p( 3 1) times in each block. The 
resulting design, say A**, involving v + 1 treatments is called a supplemented design (cf. 
Calinski and Ceranka [23], Puri, Nigam and Narain [115]) obtained from h*. 
Theorem 2.9. If a: #a: then the supplemented design h** is a D-I-PEB(2) design with 
ai=(rp+ kaF)/(k +p), i=l,2. 
In Theorem 2.9, we consider only one additional treatment. If t (2 1) treatments are 
added to each block of h*, then the resulting design is not necessarily a D-‘-PEB(2) 
design. However, we can derive simple sufficient conditions under which the resulting 
supplemented design is a D- ‘-PEB(2) design. This is omitted here. 
C. Reinforcement. This is analogous to the method of supplementation. Let h* be as 
in Section B. Take t( 3 1) new treatments. Apply each of these new treatments p( 2 0) 
times in each block of h*. Take g( > 1) additional blocks. To each of these additional 
blocks, apply each of the v treatments of h* u1 times, and each of the new t treatments 
u2 times. Here u1 20, u2 30, (ui, u2)#(0, 0) and (p, ul)#(O, 0). The resulting design, say 
6, is called a design obtained through reinforcement of ho. The following result may be 
proved proceeding along the line of the proof of Theorem 2.9. 
Theorem 2.10. If t= 1 and a: #c$, then the design his a D-‘-PEB(2) design with 
D= I” 0 
[ 1 0’ u ’ ai=(rp+ka*)/(k+p)+ulg, 
where 
)i( 
Theorem 2.11. Let t32. Then: 
(i) Zf a: = CC:, then h is a D- ‘-PEB(m) design, m < 2, 
i=l,2, 
with 
D= I” 0 
[ 1 0 Ml, ’ a, =(rpt+ kaT)/(k+pt)+u,g, G(2=u -‘(pb+uzg), 
where 
ka; vu:g 
k+pt +ulv+u2t ’ 
Here tfcxl =cc~, then his a D-‘-PEB(1) design and tfal #cc2, then his a D-‘-PEB(2) 
design. 
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(ii) Zf MT #a; but r=aT and ru2 =pbu,, then L is a D-‘-PEB(2) design with 
D= 
I” 0 
[ 1 
aI=r+uIg, ~1~=(rpt+kcc:)/(k+pt)+u~g, 
0 ul, ’ u=(pb+u2g)l(r+ulg). 
Corollary 2.1. If h* is a BIB design then, for every t (3 2) and every p, n, ul, u2, t? is 
a D-‘-PEB(m) design with mf2, where D,al,a2, are as in Theorem 2.11(i). 
D. Some other methods. In the preceding sections, we have described some general 
methods for the construction of D- '-PEB(m) designs with m d 2. The resulting designs 
are not necessarily proper or equireplicate. In this section, we describe a method using 
Kronecker product, which is less general but may have some utility in specific 
practical situations. 
Theorem 2.12. Let N be the incidence matrix of an equireplicate C-design and h, be 
a design with incidence matrix N @ A. Then: 
(i) h, is a C-design and 
(ii) iJ in addition, the design given by N is binary and proper, then every truncation of 
h, is a D-I-PEB(m) design with m<2, where D =I. 
Although the above result is simple, it has interesting applications. In particular, it 
may be employed to construct PBIB designs, with more than two associate classes, 
which are D- ‘-PEB(2) designs. For example, let N represent a connected singular or 
semi-regular GD design, which is a C-design. Now, if h, is formed as in Theorem 2.12, 
then h,, or any truncation thereof, will be a D-‘-PEB(2) design with D=I. Note that 
in general h, and its truncations are 3-associate PBIB designs. Thus, we get PBIB 
designs with more than two associate classes which are D-‘-PEB(2) designs 
with D = 1. 
We have restricted ourselves to the case m,< 2 in D- ‘-PEB(m) designs from 
a practical point of view. A study of D- ‘-PEB(m) designs for larger values of m may be 
made from a purely mathematical perspective. 
The class of D-‘-PEB(m) designs is useful because it includes most of the statis- 
tically balanced designs as special cases. Other types of balanced designs have also 
been investigated. For example, when some of the data are missing due to unforeseen 
circumstances, whereas the remaining structure still has the property of statistical 
balance, then two designs, robust designs and resistant designs, may result and these 
are discussed in Ghosh [43] and Hedayat and John [47]. Chapter 3 discusses such 
designs from a different point. 
On the other hand, there are other combinatorially balanced designs that may have 
some statistical advantage, as follows: 
(1) Pairwise balanced designs, due to Bose and Shrikhande [17]; 
(2) t-Designs, due to Woolhouse [142], Kirkman [SS], Steiner [135], and 
Carmichael [25]; 
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(3) (r, %)-Systems, due to Stanton and Mullin [138]; 
(4) Balanced bipartite block designs, due to Nair and Rao [104], and Corsten [34]; 
(5) Symmetrical unequal-block arrangements with two unequal block sizes, due to 
Kishen [91] and Raghavarao [118]. 
The construction problems for these designs are interesting in both the combina- 
torial and the statistical sense (cf. Kageyama and Sinha [80], Raghavarao [120]). 
They are not discussed here in detail. 
3. Resolvability 
The concept of resolvability introduced by Bose [12] was generalized to 
a-resolvability by Shrikhande and Raghavarao [131] in a combinatorial sense. The 
concept of a-resolvability can be further generalized to (c(i) . , a,)-resolvability as 
follows. 
Definition 3.1. A block design is said to be (ai, . , a,)-resolvable if the blocks can be 
separated into t sets of fii (3 2) blocks such that the set consisting of /?i blocks contains 
every treatment exactly ~i( > 1) times, i.e., the set of pi blocks forms an ai-replication 
set of each treatment (i= 1, . . . . t). Furthermore, when c(r = ... =CI, (=a, say), it is 
simply called cx-resolvable for CI 3 1. 
Note that this definition of a-resolvability corresponds to that of a-resolvability 
introduced by Shrikhande and Raghavarao [131]. A l-resolvable block design is 
simply called resolvable in the sense of Bose [12]. One of the earliest examples of 
a resolvable BIB design is the Kirkman school girl problem formulated in 1850 and 
pursued further in another paper [90]. A teacher wants to arrange 6t + 3 girls in 2t + 1 
rows of 3, for 3t + 1 successive days. The problem is to find different row arrangements 
such that any pair of girls belong to the same row exactly one day. This is equivalent 
to finding a resolvable solution of the BIB design with parameters v= 6t + 3, 
b =(2t + 1)(3t + l), r = 3t + 1, k = 3, /z = 1. Kirkman himself gave some solutions and 
many mathematicians worked on this problem in the late 19th and early 20th 
centuries. A good bibliography can be found in Eckenstein [38]. However, no 
complete solution was known until Ray-Chaudhuri and Wilson [123] completely 
solved the problem. 
We consider a BIB design with parameters v= 16, b=40, r= 15, k= 6, A= 5. This 
design is not resolvable since v is not divisible by k, but this design is (3,6,6)-resolvable 
since it can be generated by the blocks [(0, 1,3,8,9,11) (1,2,4,9,10, 12) 
(2,3,5, lO,ll, 13) (3,4,6, 11,12, 14) (4,5,7, 12, 13, 15) (5,6,8, 13 14,0) (6,7,9, 14,15,1) 
(7,8, 10, 15,0,2)] [(O, 1,3,5,9, 12) (0, 1,2,3,6,12) mod 161. This example shows the 
usefulness of (cI~, .. . , a,)-resolvable BIB designs. For practical applications, refer to 
John [55] and Kageyama [63]. 
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The parameters v, b, r, k of an (ai, . . , cl,)-resolvable design satisfy 
b= i Pi, 
f 
r= 1 cli, vr = bk, 
i=l i=l 
VCli = pi k, bai=j?ir, i=l,2 ,..., t. 
Note that the above definition of (ai, . . . . a,)-resolvability can also be applied to 
a general block design which is balanced in several possible senses, as described in 
Section 2. The definition of ‘affine’ resolvability, however, must be given in a different 
way. 
We consider only those (al, . . . , CC,)-resolvable block designs which have a constant 
block size within each set. The constant block size within the l-th set is denoted by 
k: for 1= 1, . . . , t (see Mukerjee and Kageyama [loll). 
Definition 3.2. An (c(~, . . , a,)-resolvable design with a constant block size in each set is 
said to be affine (czl, . . . , cxt)-resolvable if: 
(i) for 1= 1, . . . , t, every two distinct blocks from the I-th set intersect in the same 
number, say qLl, of treatments; 
(ii) for 1 #I’ = 1, . . , t, every block from the I-th set intersects every block of the l’-th 
set in the same number, say qu,, of treatments. 
It is evident that for affine (c~i, .. . . a,)-resolvable designs 
qu(Pi-l)=kl”@-l), qll,/?l,=k;c+ (I#l’=l, . . ..t). (3.1) 
We first derive a fundamental bound on the number of blocks for an (ai, . . . . a,)- 
resolvable VB design, i.e., a design for which rl,-NK-‘N’=p{Z,-(l/v).l,,} and 
p cr. (In general, p d r holds, and p = r if and only if the VB design is a complete block 
design. Thus, the assumption, p <r in a VB design is reasonable.) 
Theorem 3.1. For an (a 1, . . . , a,)-resolvable VB design with parameters v, b =I:= 1 pi, 
r=Ci_,ai and kj(j=l,..., b), the following inequality holds 
b>v+t-1. 
Proof. Let N be the incidence matrix of the present (cc~, . . , a,)-resolvable VB design. 
Then 
NK-‘N’=(r-p)Z,+(p/v)J,,. (3.4 
Now let a (v + t) x (b + 1) matrix N 1 be 
I 
N 1 _” 
ki, ...,kbl 
N1= kfi,+,,...,kP,+b, 0 
1. 
(3.3) 
0 ‘.. 0 _f 
kbp,*+,, . . ..k. 
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Then, from (3.2) and 
BL+-,+B,?,+Bi 
Vcli= c kj (i= 1, ...) t with j&=0), 
J=fl,+“‘+fl,_,+l 
we can calculate 
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N, diag{K-‘, 1) N; = 
(~--P)~,+{(Plu)+ l>J”” E’O I, 
go1: udiag{cc,, . . ..M.} 1 =A, 
say, c(=(cI~,...,c(~)’ whose determinant is ~A~=v”l(r-~)“-la,~~~cx,, which is 
obviously positive, since p cr. In this case the matrix A is nonsingular. Then 
o+t=rank(A)=rank(N,)db+ 1. Hence, bav+t-1. q 
As special cases, Theorem 3.1 yields known results given in Hughes and Piper [SO], 
Kageyama [59,63,65,71], Raghavarao [117,120] as follows. 
Corollary 3.1. The inequality b > v + t - 1 holds for each class of the following designs: 
(i) cr-resolvable BIB designs (CI~ = ... =a,=~(); 
(ii) cr-resolvable VB designs (a, = ... =a,=~); 
(iii) (c(~, . . . , a,)-resolvable BIB designs. 
In particular, an (cxl, . . . , cr,)-resolvable BIB design with b = v + t - 1 is afine a-resolvable 
with CI~ = . . . = a, = cc. 
When b=u+t-1, the matrix N;’ can be found for N1 in (3.3) such that 
N,N,l=I v+f’ Furthermore, using the upper left-hand corner of both sides of 
N;‘N -I l- b+l> we obtain an expression for N’N, the diagonal elements of which are 
kj=(l/u)kj2+(r-o)kj-{(r-o)/(vNt)}kjZ 
suchthatwhenj=p,+...+Pi-,+1,pl+...+Bi-1+2,...,P1+...+Bi_1+Pi,al=cli 
for i=l,2, . . . . t with j&=0. Since p=(ur-b)/(v-1) and b=v+t-1, we get 
{(v-l)(~t-l)+r-t}kj=vat(r-t). (3.4) 
Thus we have the following. 
Theorem 3.2. In an (aI, . . . , cc,)-resolvable VB design with b = v + t - 1 except when 
x1 z.z . . . =a*= 1, block sizes of blocks belonging to the same set are mutually equal. 
Theorem 3.3. An a-resolvable VB design with parameters v, b, r =~lt, kj satisfying 
b = v + t - 1 for a 3 2 is an affine cx-resolvable BIB design. 
Proof. If c(~ = ... =CI, (=a, say), where ~(22, then from (3.4) the kj are constant 
(= k, say), and ucll = Bjk implies that the jIj are also constant. It is known that a VB 
design with a constant block size is a BIB design (Kageyama [60]) and further that an 
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a-resolvable BIB design satisfying b = u + t - 1 is affine a-resolvable (Shrikhande and 
Raghavarao [131]). The proof is complete. 0 
Note that Theorem 3.3 is derived in Kageyama and Tsuji [S2] by a different lengthy 
method. Theorem 3.3 is an interesting result similar to the theorem due to Rao Cl213 
that an equireplicate binary VB design with b= v is a symmetric BIB design. It is 
remarkable that Theorem 3.3 shows that there does not exist an a-resolvable VB 
design with unequal block sizes satisfying b = u + t - 1 for a positive integer CI B 2; the 
result gives a complete solution to the open problem proved by Kageyama [60; 
p. 6101. Note that there exists a l-resolvable VB design with unequal block sizes 
satisfying b = v + t - 1. 
By a direct calculation due to Shrikhande and Raghavarao [ 1311, the following can 
be shown. 
Theorem 3.4. For an ct-resolvable incomplete block design involving b blocks in t sets 
and v treatments with a constant block size, any two of the following imply the third: 
(a) aflne cr-resolvability, 
(b) VB, 
(c) b=v+t-1. 
The next two theorems present generalizations of some of the ideas in Theorem 3.4, 
in the context of (cI~, .. , cc,)-resolvable designs. 
Theorem 3.5. An (cxl, . . . , a,)-resolvable VB design with parameters v, b = v + t - 1 = 
CIpI, r =Ctc~t, k: (I= 1, . . . , t) must be afine (c(,, . . . , cr,)-resolvable with 
q~~=(k:2/v)C1-(b-r)l(~~(v-1))l 
provided /3,b2, and 
q,,,=k:k;/v (l#l’=l, . . . . t). 
Theorem 3.6. An incomplete block ajine (a,, . . . , a,)-resolvable VB design must have 
b=o+t-1. 
Theorems 3.5 and 3.6 extend respectively the two implications ‘(b), (c) imply (a)’ and 
‘(a),(b) imply (c)’ contained in Theorem 3.4. Thus, Theorem 3.4 can be partially 
extended to (a,, . , a,)-resolvable block designs. The result ‘(a), (c) imply (b)’ of 
Theorem 3.4 cannot, however, be extended in general. That is, an incomplete block 
affine(crl, . . . . a,)-resolvable design with b = v + t - 1 is not necessarily VB. This point is 
illustrated by the following example. 
Example 3.1. Consider an affine (2,2,1,1)-resolvable incomplete block design with 
parameters u = 9, b = 12, r = 6, ky = kz = 6, k: = kz = 3, t = 4, given by the following 
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incidence matrix. Clearly, here b = v + t - 1, but the design is not VB, as can be checked 
easily; see also Corollary 3.3 below. In fact, 
N= 
011 011 100 100 
011 101 010 010 
011 110 001 001 
101 011 010 001 
101 101 001 100 
101 110 100 010 
110 011 001 010 
110 101 100 001 
110 110 010 100 
In view of the above example, it is interesting to determine necessary and sufficient 
conditions under which an incomplete block (a 1, . . . , a,)-resolvable design with 
b = v + t - 1 becomes VB. One such condition is given by the following result. 
Theorem 3.7. An incomplete block a&e (a,, . . . , a,)-resolvable design satisfying 
b=v+t-1 is VB ifand only if 
(aI-l)/(fl[-l)=(r--)/(v-1), l=l,...,t. (3.5) 
From Theorem 3.5 and the necessity of Theorem 3.7, the following corollary is 
immediate. 
Corollary 3.2. A necessary condition for the existence of an incomplete block (aI, . . . , clt)- 
resolvable VB design with parameters v, b = v + t - 1 = XI p,, r = x1 CQ, k: (l= 1, . . , t) is 
that (3.5) holdsfor each 1, in which case (r- t) (/I1 - l)/(v - 1) = ozl - 1 must be integralfor 
each 1. 
The above corollary may be used to prove non-existence results. In particular, by 
(3.5), (IX- I)/(/?- 1) is constant over 1 and hence CQ= 1 for some 1 implies 
m1 = . . . =a,= 1. Thus, we have established the following. 
Corollary 3.3. There does not exist an incomplete block (aI, . . . , a,)-resolvable VB design 
withparametersv,b=v+t-1,r=~,al,k~(l=1,...,t)andhavingal=1,a,~>lforsome 
l#l’=l,...,L 
The conclusion of Example 3.1 follows also from Corollary 3.3. 
In the setting of Corollary 3.2, if CQ = ... = ~1, >2, then by (3.5), p1 = .. = Dr. Conse- 
quently, by the relation CQ v= k: j3[ (l= 1, . . . , t), the design must be a BIB design. Thus 
Theorem 3.3 follows as a corollary. The following example of an incomplete block 
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affine l-resolvable VB design with unequal block sizes and b = u + t - 1, however, 
shows that the last observation cannot be extended to the situation txl = ... =a,= 1. 
N= 
1000 10 10 10 10 
0100 10 01 10 01 
0010 10 10 01 01 
0001 10 01 01 10 
1000 01 01 01 01 
0100 01 10 01 10 
0010 01 01 10 10 
0001 01 10 10 01 
In general, given a set of parameters, the construction of resolvable block designs 
with unequal block sizes, having some balancing property, is not so simple. 
There is not much in the literature devoted to designs with unequal block sizes. 
A paper on such designs by Ceranka, Kageyama and Mejza [27] presented four 
different techniques for constructing a-resolvable C-designs. The four construc- 
tion techniques are based on dualization; merging of treatments and dualization; 
complementation; and juxtaposition. For a class of block designs with a constant 
block size, Shrikhande Cl303 gave an excellent survey of known combinatorial 
results on affine resolvable BIB designs. For resolvable t-designs, we refer the reader 
to, for example, Sprott [132], Hedayat and Kageyama [48], Kageyama [62], 
Kageyama and Hedayat [74], Kimberley [87], Lindner and Rosa [94, Ch. 41, and 
Mavron [98]. 
4. Inequality and characterization 
There has been some discussion about lower bounds on the number of blocks for 
a block design. Almost all bounds are given for equireplicate block designs (cf. 
Kageyama and Tsuji [81,82], Raghavarao [120]). Some of them are presented for 
unequal-replicate block designs with special structure like a VB design or a partially 
VB design (cf. Kageyama [60]). Little attention has been given to bounds for unequal- 
replicate block designs. We present a mathematical expression of a bound on the 
number of blocks for a p-ary block design. The approach is mainly based on 
properties of the C-matrix. Some characterization of designs attaining the bound is 
given. 
4.1. Mathematical expression of inequality 
For a p-ary connected block design with parameters v, b, ri and kj (i= 1, . . . , v; 
j=l, . . . . b), having incidence matrix N and C-matrix C = R - NK’N’ of 
rank(C)=v- 1. It is known (cf. Yamamoto and Fujikoshi [143]) that the minimum 
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eigenvalue 0 of R - “*CR - “’ is simple and other eigenvalues, &, say, satisfy 0 < & < 1. 
Thus, as a’special expansion of R-1i2CR-1’2 we have 
R-‘/2CR-‘/*=I,_R-‘/2NK-‘NtR-‘/*= (4.1) 
I=1 
where P[ and P, are the projections corresponding to nonzero distinct eigenvalues 
&(O < & d 1) and zero, respectively, and 4 d v - 1 and If= 1 rank(P,) = v - 1. 
Theorem 4.1. For a p-ary block design with parameters V, b, ri, kj (i= 1, . . . , v; 
j=l , . . . , b), the following inequality holds: 
b3v-B, 
where /I is the multiplicity of the maximum eigenvalue, 1, of the matrix R-1i2CR-‘12. In 
particular, the equality sign holds if and only zf the projection corresponding to the 
eigenvalue zero of R _ ‘I2 CR- ‘I* is a zero matrix. In this case, 
where the summation extends over all the integers m satisfying 1 - 8, > 0 for m = 1, . . . , q 
(<v-l). 
Proof. Let p be the multiplicity of the maximum eigenvalue 1 of CR-‘; If 1 is not an 
eigenvalue, then let @ = 0. From (4.1) we have 
R-‘/*NK-‘N’R- “2=PO+ i: (l-B[)Pl 
1=1 
which implies that 
v-~=rank(R-“2NK-‘N’R-“2)=rank(N)db, 
(4.2) 
(4.3) 
i.e., the inequality b b v - /? holds. Furthermore, since 
R-‘/*NK-‘N’R- l/*=(R-1/*NK-‘/2)(R-‘/*NK-1/*)‘, 
we get, from (4.2), a spectral expansion of K- ‘I*N’R- ’ NK- ‘I* as 
K - 1/2NlR - 1 NK-‘/*=(K-‘/*N’R-‘/*)Po(R-‘/*NK-’/*) 
+cu -&I) 
m 
~(K-1i2N'R1~2)P,(R-1~2NK-':*) 
m 
where Q. is the projection corresponding to 0, the summation 1, extends over all the 
integers m satisfying l-0,>0 for m=l,...,q (<v-l), and rank(QO)=b-(v-p). 
Furthermore, it follows that b = v-p if and only if Q. = 0, in which case 
K - ‘/ZN’R - ‘/2PoR - “2NK - l/2 (K-‘/ZN’R-‘12) 
x PAR -1’*NK-“2)=Ib, 
38 S. Kageyama 
This completes the proof. Cl 
Letting /I=0 in Theorem 4.1, we obtain the following. 
Corollary 4.1. For a p-ary block design with parameters v, b, ri and kj (i= 1, . . . , v; 
j = 1, . . , b) having 8t (I= 1, . . . , q) as nonzero eigenvalues ofR - “‘CR - ‘I’, if& < 1 for all 
I= 1, . , q (bv- l), then the inequality b >v holds. 
The theory developed here for the Fisher inequality b>v, first known for a BIB 
design with parameters v, b, r, k, II, is the most general in the sense that it includes 
bounds on the number of blocks for unequal-replicate block designs. Of course, 
Theorem 4.1 and Corollary 4.1 include a number of the results known for various 
block designs. The mathematical expression of the inequality derived here appears to 
be the best for a wide class of block designs. 
Except for block designs with special structure, all the known results regarding 
bounds on the number of blocks have been given only for equireplicate block designs. 
We shall take various special cases of the above results. These cases are important 
especially when a design is binary. Two classes of incomplete block designs are 
considered here. 
Case I: Equireplicate p-ary block designs in which rl = ... =r”=r, say. 
We can get PO = (l/v) J,, . Furthermore, from (4.1) the eigenvalue !3i can be replaced 
byp,/rforl=l,..., q (<v - l), where p<s are nonzero distinct eigenvalues of C. Hence, 
/I is equal to the multiplicity (= cc, say) of the maximum eigenvalue, r, of C. In this case 
Theorem 4.1 yields the following results which comprise the main content of 
Kageyama and Tsuji [82]. 
Corollary 4.2. For an equireplicate p-ary block design with parameters v, b, r, kj 
(j=l , . . . , b) in which C = rl, - NK - ‘N’ = CT= 1 pi Pi, the following holds: b 2 v - CI, 
where the Pi’s are projections corresponding to the eigenvalues pi of C and c( is the 
multiplicity of the eigenvalue r of C. In particular, equality holds if and only if the 
projection corresponding to the zero eigenvalue of K-‘t2N’NK-‘i2 is a zero matrix. In 
this case 
where the summation extends over all integers m satisfying r - pm>0 for m = 1, . . . , q 
(<v-l). 
Thus, note that when the design is binary and proper, Corollary 4.2 leads to 
Theorem 1.1 of Kageyama and Tsuji [81]. Further note that the first part of 
Corollary 4.2 essentially corresponds to Theorem 18.3 of Kageyama [60] for a 
partially balanced block (PBB) design, provided the design is binary. 
Corollary 4.1 yields the following. 
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Corollary 4.3. For an equireplicate p-ary block design with parameters v, b, r, kj 
(j=l , . . . , b) having p, (I= 1, . . , q) as nonzero eigenvalues of C, ifp, < r for all I= 1, . . . , q 
(<v- l), then the inequality b >v holds. 
It is known (cf. Kageyama [60]) that when C has only one nonzero eigenvalue with 
multiplicity v- 1, the design becomes VB, in which C= p1 {I,-(l/v)J,,}. Then, note 
that for an equireplicate p-ary VB design with parameters v, b, r and kj (j = 1, . . , b), if 
a nonzero eigenvalue of the C-matrix is less than r, then b 3 v holds. This fact leads to 
the result of Dey [36]. If the equireplicate VB design is binary, then p1 =(vr - b)/(v- I), 
which implies that if p1 =r, then N =Jvb. Thus, an equireplicate binary VB design 
satisfying p1 =r is a complete block design. For equireplicate binary VB designs, we 
usually consider designs satisfying p1 cr. 
Following Section 3, if the design is a-resolvable (r = at), it is obvious that for the 
incidence matrix N, rank(N),< b-(t - 1). Hence, it follows from (4.3) that 
b > v --a + t - 1 holds. Moreover, we can characterize a case where the equality 
b = v - CI + t - 1 holds. Lines of proof similar to those found in Theorem 4.1 can 
establish the following. 
Theorem 4.2. For an equireplicate u-resolvable p-ary block design with parameters 
v, b, r = cct and kj (j= 1, . . . , b) with r a-replication sets for each treatment, in which 
C=rI,-NK-‘N’= i piQi, 
i=l 
the inequality 
b>v-y+t-1 
holds, where the Qi’s are projections corresponding to eigenvalues Pi of C and y is the 
multiplicity of the eigenvalue r of the C-matrix. In particular, equality holds tfand only zf 
the projection corresponding to the zero eigenvalue of K-1’2N’NK-1/2 is 
In this case 
K=;NfJG,N+zi 
i r-Pi 
N’QiN+kK[,o-kJb,]K, (4.4) 
where the summation extends over all integers j satisfying r -Pj>O for j= 1, . . . , q 
(<v-l), and D,=diag{J,,p,, . . . . J,,,,}. 
When N is the incidence matrix of a design with kl = ... = kb (= k, say) and 
p1 = ... =Pt (=fi, say), (4.4) reduces to 
Zb=$(It 0 J,,)+xL 
j k(r-Pj) 
N’Qj N. 
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Note that when the design is binary and proper, Theorem 4.2 leads to Theorem 1.4 of 
Kageyama and Tsuji [Sl]. Further note that Theorem 4.2 also corresponds to the 
second part of Theorem 18.3 of Kageyama [60] for a PBB design, provided the design 
is binary. 
Letting y = 0 in Theorem 4.2, we have the following. 
Corollary 4.4. For an equireplicate a-resolvable p-ary block design with parameters 
v,b,r=ut and kj (j=l, . . . . b) having pi (i= 1, . . . . q) as nonzero eigenvalues of the 
C-matrix of the design, $ oi<r for all i= 1, . . . . q (<u- l), then the inequality 
b>v+t- 1 holds. 
As an application of Corollary 4.4 when q= 1, we get the following. 
Corollary 4.5. For an equireplicate cc-resolvable p-ary VB design with parameters 
v,b,r=at,k,(j=l,..., b), if a nonzero eigenvalue of the C-matrix is less than r, then the 
inequality b > v + t - 1 holds. 
This corollary shows that the result due to Dey [36] can be improved to the 
inequality bav + t - 1 for any equireplicate a-resolvable p-ary VB design with pa- 
rameters v, b, r = cct and kj. 
Furthermore, when the design considered in Theorem 4.2 is a binary VB design 
which is not of type Jo,,, we have y = 0, q = 1 and Qi = I, - (l/v) J,, . In this case, when 
b = v + t - 1 we obtain, after a comparison of the i-th diagonal element of both sides 
of (4.4) 
1 
ki=iki+p 
1 
kid- 
r-o, v(r-PI) 
k;+;k;-; k;. 
If CI= 1, then (4.5) gives ki= ki. If ~~32 and ki#O, then (4.5) yields 
ki=va(r-o,-l)/(r-op,-_)=vr/b for all i=l,...,b, where pl=(vr-b)/(v-l), and 
necessarily /3i = ..a =/It. Hence the design is an a-resolvable design with the constant 
block size. Thus, from Theorem 4.2 and the facts that a VB design with a constant 
block size is a BIB design and that an tx-resolvable BIB design with b = u + t - 1 is 
affine c+resolvable (cf. Corollary 3.1), we can also get Theorem 3.3. 
Class II: Equireplicate and proper p-ary designs in which rl = ... =r”=r and 
k, = ... =k,=k, say. 
Since it is clear that the multiplicity of the eigenvalue r of C (= rZ,--(l/k)NN’) 
coincides with the multiplicity of the zero eigenvalue of NN’, Theorem 4.1 
yields, from Class I, a generalization of Theorem 1.1 of Kageyama and Tsuji [Sl] as 
follows. 
Corollary 4.6. For a p-ary block design with parameters v, b, r, k, the inequality b > v - y 
holds, where y is the multiplicity of the zero eigenvalue of NN’. In particular, equality 
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holds if and only if the projection corresponding to the zero eigenvalue of N’N is a zero 
matrix. In this case 
Ih’bJ~,+&k(~& 
m 
) N’P,N, 
where the summation extends over all integers m satisfying r-p,,, >O for m = 1, . . . , q 
(<v-l). 
Note that if all the eigenvalues of NN’ for a block design are nonzero, then the 
Fisher inequality b>v holds. Sufficient conditions for the validity of the Fisher 
inequality for various block designs are treated in Baksalary, Dobek and Kala [3], 
Ceranka and Mejza [28,29], Kageyama [66,67], and Kageyama and Tsuji [83,84]. 
Recently Baksalary and Puri [4] discussed comprehensively criteria for the validity of 
the Fisher inequality for balanced block designs. The results of Kageyama and Tsuji 
[83,84] are strengthened by replacing sufficient conditions found in them by neces- 
sary and sufficient conditions. 
Note that Class II includes well-known BIB designs and PBIB designs. The 
approach adopted above was based on the spectral expansion of R-“ZCR-“2. 
Regarding general bounds for the number of blocks of incomplete block designs, it is 
known (Corollaries 4.5 and 4.6) that for an m-associate PBIB design with parameters 
v, b, r, k, j-i (i = 1, . . . , m), the inequality b > v-y holds, and that for an a-resolvable m- 
associate PBIB design with parameters v, b = fit, r = cxt, k, 3.i (i = 1, . . . , m), the inequality 
b 3 v + t-y - 1 holds, where y is the multiplicity of the zero eigenvalue of NN’ for the 
incidence matrix N of the design. The conditions for attaining the bounds in special 
cases of the above inequalities, for some 2- or 3-associate PBIB designs and tl- 
resolvable 2- or 3-associate PBIB designs, have been derived under certain restrictions 
by several authors (Agrawal [2], Kageyama [64], Kapadia [86], Raghavarao 
[116,120], Roy and Laha [125], Shah [128,129], Shrikhande and Raghavarao 
[131]). The designs dealt with there, were singular and semi-regular GD designs, 
2-associate PBIB designs with triangular and Li association schemes, and 3-associate 
PBIB designs with a rectangular association scheme. 
Using ideas similar to those discussed above, Kageyama and Tsuji [81] characterized 
in various ways PBIB designs attaining the bounds in Theorem 4.2 and Corollary 4.2. 
4.2. Bounds for t-designs 
The following three inequalities are especially well known for a t-(v, k, ;I) design {for 
other bounds, refer to Hughes [49], Kageyama [61,68], Ho and Mendelsohn [52], 
Majindar [96], Mann 1971, Wilson [140]): 
(1) (Raghavarao [119]) If kfv-1, then b>(t-l)(v-t+2). 
(2) (Wilson and Ray-Chaudhuri [141], Ray-Chaudhuri and Wilson [124]) 
(i) If t=2s and v>k+s, then b>,(i). 
(ii) If t=2s+ 1 and u>k+s+l, then b>2(“;‘). 
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(3) (Dey and Saha [37]) If v>k+t-1, then b>2’-‘(u-t+2). 
Though these bounds can be compared among themselves (cf. Gross [44], Kageyama 
[61]), we first treat the bound (2) which is fundamental and combinatorially more 
appealing. Designs attaining the bound in (2) are said to be tight. 
In the case of tight 2s-designs in which b=(i), it is known that: 
(a) when s = 2, the only nontrivial tight 4-designs are the 4-(23,7,1) design and its 
complement (Ito [53,54]), Enomoto, Ito and Noda [39], Bremner [19]); 
(b) when s = 3, there does not exist a nontrivial tight 6-design (Peterson [ill]); 
(c) for each fixed s > 4, there exist at most finitely many nontrivial tight Zs-designs 
(Bannai [7,8]). 
On the other hand, for a tight (2s + 1)-design in which b = 2 (“; ’ ), Carmony [26] 
showed that all tight 3-designs are Hadamard 3-designs and that there does not exist 
a nontrivial tight 5-design. A general result follows. 
Theorem 4.3. There does not exist a nontrivial tight (2s+ 1)-design for ~32. 
We need two lemmas to prove the theorem. 
Lemma 4.1 (Kageyama and Nishii [78]). If there exists a tight (2s + 1)-(v, k, A) design 
with v22k and b=2(“i1), then v=2k. 
Lemma 4.2 (Peterson [ill]). If there exists a tight 2s-(v, k, A) design with s B 2, then 
v#2k+ 1 and v#2k-1. 
Proof of Theorem 4.3. The contraction of a tight (2s + 1)-(v, k, A) design with v = 2k is 
a tight 2s-(v- 1, k- 1,i) design with v=2k. Furthermore, Lemma 4.2 implies that 
v- 1 #2(v- l)+ 1, i.e., v#2k which contradicts the condition that v=2k in a tight 
2s-(v - 1, k - 1,A) design in Lemma 4.1. This completes the proof. 0 
From (ii) of (2), we get the inequality b 3 (v - 1) (v - 2) for v 3 k + 3 for a 5-design. 
Carmony [26] proved the non-existence of a 5-design with b =(v- l)(v-2). 
Kageyama [68] improved the bound to b > (v - l)(u - 2) for a 5-design and character- 
ized the 5-design attaining the improved bound as follows. 
Theorem 4.4. In a 5-(v, k, L) design with v~2k, the inequality b>v(v- 1) holds. 
Theorem 4.5. An S(5,6,12) is the unique 5-design with b = v(v- l), up to 
complementation. 
Note that Theorems 4.4 and 4.5 completely solve the open problem suggested by 
Carmony [26]. 
Finally, we consider BIB designs (i.e., 2-designs) with parameters v, b, r, k, 1,. There 
are several characterizations (cf. Raghavarao [120]) and in particular Kageyama and 
Kuwada [76] showed that certain relations among parameters determine completely 
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inner structures of BIB designs or permissible types of the parameters. a-Resolvable 
BIB designs are dealt with here. Some inequalities for a-resolvable BIB designs are 
discussed by Bose [12], Kageyama [57,59], Mikhail [99], and Stanton [133]. For 
example, it is well known that if there exists a resolvable BIB design with parameters 
u, b, r, k, A, then b> u+r- 1 (see also Corollary 3.1) and that the necessary and 
sufficient condition for a resolvable BIB design to be affine resolvable is that 
b = v + r - 1 and k2/u is an integer. Note that b 3 v + r - 1 holds if and only if r 3 k + A 
holds. The problem of improving the inequality b av+r- 1 when b #v+r- 1 arises. 
An interesting result is described as follows. 
Theorem 4.6. In a BIB design with parameters v = sk, b, r, k, A, where s is a positive 
integer, if b > v + r - 1, then r > 2k + A and vice versa. 
The proof follows from the identity b -(u + r - 1) = (v - l)(r - k -1*)/k. 
The following is an immediate consequence. 
Corollary 4.7. In a resolvable BIB design which is not afJine resolvable, the inequality 
b32v+r-2 holds. 
Example 4.1. Consider a resolvable BIB design with parameters v = 28, b = 63, r = 9, 
k=4, i. = 1 which is not affine resolvable (cf. Kageyama [SS]). Then b3 v+r- 1 
implies 63 2 36 and b > 2v + r - 2 implies 63 B 63. 
In 1982, Beutelspacher and Porta conjectured that the inequality r > k + c( is valid 
for an affine a-resolvable BIB design with parameters u, b = fit, r = at, k, L for t 3 2 in 
which q1 = k-r + 3, is the constant block intersection number of any two blocks 
belonging to the same replication set. Mukerjee and Kageyama [102] proved the 
validity of the inequality using an approach based on divisibility among design 
parameters. Incidentally, they also presented six inequalities equivalent to r B k + CI: 
(1) 2241 +a, 
(2) k?Pa, 
(3) t>P+l, 
(4) b-vbi3, 
(5) a@- 1)3k, 
(6) r* 3 k* + CC*, 
where r* = (P-cc)t, k* = v - k, CC* = /?- LX are parameters corresponding to the com- 
plement of the original affine a-resolvable BIB design. 
4.3. Group divisible designs 
The largest, simplest and perhaps most important class of 2-associate PBIB designs 
is the class of GD designs. The following are characterizations of GD designs with the 
usual parameters v=mn, b, r, k, AI, A2 (cf. Kageyama and Tsuji [Sl]). 
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Theorem 4.1. A GD design is singular if and only if k/n is an integer and every block 
contains exactly k/n groups of the association scheme. 
Theorem 4.8. A GD design is semi-regular ifand only ifklm is an integer and every block 
contains k/m treatments from each group of the association scheme. 
Theorem 4.7 also follows from Theorem 2 of Bose and Connor [15]. Note that the 
necessity part of Theorem 4.7 is shown by Kapadia [S6] using a different method, and 
that the necessity part of Theorem 4.8 is found in Bose and Connor [15]. 
In a GD design, the eigenvalues of NN’ where N is the incidence matrix of the 
design satisfy r - %I 20 and rk - &v 30. A GD design with AZ = A1 + 1 is one of the 
most important classes from the standpoint of statistical optimality. We consider 
characterizations of GD designs satisfying A2 = A1 + 1. It seems to be difficult, however, 
to characterize a regular CD design (in which r--I, > 0 and rk-i,u>O) satisfying 
A2 =A1 + 1, without further restrictions on parameters. So we take a regular GD 
design satisfying rk - &v = 1 and A2 = A1 + 1. This is just a critical case of regular GD 
designs. Bhagwandas, Kageyama and Mukerjee [l l] succeeded in expressing the 
parameters of such regular GD designs in terms of only two integral parameters. First 
they proved the following result. 
Theorem 4.9. Let m, s( 22) bejxed positive integers. Then the equation 
mx* - msxy + sy2 = 1 
does not have a positive integer-valued solution (x, y). 
Some argument on divisibility among design parameters and relations rk - 2,~ = 1 
and L2 = A1 + 1, through Theorem 4.9, will show the symmetry (i.e., b = v) of the design 
as v=b=mn, r=k=n+A2, k*-L2v=l, A2=A1+1. Then, introducing the Pell equa- 
tion on m, n, v, k, an expression of the design parameters can be obtained. As special 
cases, we can present the following series of regular GD designs. 
(i) v=b=41, r=k=21-1, i,=l-2, ;/*=1-l, m=4, n=l for 122; 
(ii) v=b=cc(a+2), r=k=cl+l, I,=O, &=l, m=c(+2, n=Cr for a>2; 
(iii) v=b=(cl+2)(cr*-l), r=k=a’+a-1, i,=cr-1, ;~*=cI, m=c(+2, n=a’-1 
for ~32. 
Using a method found in Theorem 8.6.2 of Raghavarao [120], it can be shown that 
the existence of the series (ii) is equivalent to the existence of an affine plane of order 
a + 1. Hence a design of the series (ii), with LX = 5, does not exist. As far as we know, all 
the existing regular GD designs with rk - Ib2 v = 1 and A2 = i1 + 1 belong to one of the 
above three series. Thus, for the existence of a regular GD design with rk - ,I20 = 1 and 
A2 = i, + 1, it is necessary but not sufficient that the parameters are of the above form. 
This leads to a problem of identifying the values of 1 and a for which a GD design with 
the parameters as above exists. This appears to be an extremely hard problem which is 
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analogous to the following: For an affine resolvable BIB design to exist it is necessary 
that the parameters are of the form 
v=c?{(a-1)1+ I}, b=cc{&+a+ l}, r=a21+a+1, 
k=cc((cr- 1)1+1}, A=cxl+ 1 for 1x22 and 120. 
Is this sufficient? It is hard to identify the values of c( and 1 for which such a 
2-design actually exists (cf. Shrikhande [130]). Similarly, it is extremely difficult 
to enumerate the values of tl, 1 for which a GD design with parameters as above 
exists. 
From the same point of view as above, as a natural classification of semi-regular 
GD designs with A2 =A1 + 1, their parameters can be expressed in a closed form in 
terms of at most four integral parameters. This was done quite recently by Mukerjee 
and Kageyama [103]. 
5. Related unsolved problems 
The following are fundamental problems on block designs from a combinatorial 
point of view. 
Existence: For what values of parameters, does there exist a block design? 
Uniqueness: When there exists a block design, is the design uniquely determined by 
the parameters, up to isomorphisms? 
Extendability: Can a block design be extended to yield a larger structure of the 
same kind? 
Characterization: Can any relations of design parameters determine the block 
structure? 
Most of the problems on block designs with the exception of group-theoretical 
problems belong to one of the above categories. Recently, very nice methods for 
constructing t-designs with t 2 6 were discussed by Magliveras and Leavitt [95], and 
Teirlinck [137]. Unsolved problems on t-designs are given in Kageyama and Hedayat 
[74], Lindner and Phelps [92], Lindner and Rosa [93,94], and Shrikhande [130]. For 
example, Section 4.3 of this paper states some difficult unsolved problems. We 
consider ‘balanced’ block designs which are not proper. 
We present four problems. In Section 4.2, the validity of the inequality r B k + a for 
an affine a-resolvable BIB design was demonstrated. Originally this inequality was 
proved by Beutelspacher and Porta [lo] under the condition CI/ k. The following is an 
open problem. 
Problem 5.1. In an affine a-resolvable BIB design with parameters v, b = /3t, r = cct, k 
and A, are relations M 1 k and PI k always valid? 
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A short historical note is appropriate. Recall that in the affine a-resolvable BIB 
design 
vr=bk, L(v-l)=r(k-1), b>v, r>k, b=pt, r=at, 
(5.1) 
vcc=fik, ba=pr, b=v+t-1, q,=k-r+i, q2=k2/v 
where q1 (q2) is the block intersection number of any two blocks belonging to the same 
(different) a-replication set(s), respectively. There are two possible lines of investiga- 
tion. The first is combinatorial, while the second is number-theoretic. Obviously 
the second one is easier. In a number-theoretic approach, the first thing to be done 
is to identify some integer-valued expressions. To that effect, consider (5.1). Note 
that v=bk/cr and q2 =ak/fl have to be integers. Further, b= us t- 1 so that 
v-l=b-t=t(&l). Hence A=r(k-l)/(v-l)=cc(k-l)/(b-1). This shows that 
a(k- l)/(B- 1) must be an integer. In addition, from the relation v- 1 = t(/3- l), we 
have t = (pk - cz)/[cc(b - l)] which must also be integer-valued. To summarize, each of 
the quantities fik/a, ak/b, a(k - l)/(p - 1) and (j?k - cc)/[a(fi - l)] must be an integer. It 
is easy to see that if these quantities are integers, then all the parameters underlying 
the design are integer-valued. In other words, for all the parameters in the design to be 
integer-valued it is necessary and sufficient that the four quantities above are all 
integer-valued. Thus, in a number-theoretic approach we have to show that if each 
of pk/a, ak/P, M(k-l)/(P-1) and (flk-a)/[cc(fi-l)] is an integer, then k must be 
an integral multiple of both c( and fi. Consider the following counterexample: 
k = 5635, tl= 10, p =46. Then pk/a = 25921, ctk/fi = 1225, a(k - l)/(p - 1) = 1252, 
(pk- a)/[@- l)] = 576. Thus all these quantities are integer-valued although k is 
neither a multiple of b nor CL The parameters of the resulting design are given by 
v=25921, b=26496, r=5760, k=5635, h:=1252, t=576, b=46, cr=lO, q,=1127, 
q2= 1225 and it is easy to see that all the relations in equation (5.1) are satisfied. It 
must be emphasized, however, that this does not disprove our problem but only serves 
to show that the number-theoretic technique will not work. This is simply because an 
affine a-resolvable design with the above parameters may be non-existent. Hence 
a combinatorial approach should be adopted although it is likely to be much more 
involved. The above design is, anyway, very large. It is possible to show that our 
problem is true for smaller designs using a number-theoretic approach. 
Considering solely the integrality of the parameters fails to solve the problem. 
Deeper combinatorial considerations regarding the inner structure of the design are 
needed in order to prove or disprove the problem. This task appears to be quite 
difficult. 
The literature of block designs contains many articles exclusively related to VB 
designs. Kageyama and Tsuji [83] have shown that for a binary VB design, barring 
orthogonal designs, the Fisher inequality bav holds. Saturated designs (i.e., with 
b = v) may be important in some statistical and/or combinatorial sense. It is known 
(Rao [ 1211) that an equireplicate and binary VB design with b = v is a symmetric BIB 
design. Furthermore, it is also known (cf. Kageyama [60]) that a proper and binary 
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VB design is a BIB design. Thus, the existence of a VB design with b=v having 
unequal replication numbers and unequal block sizes should be investigated as a next 
problem. Since such a nonbinary design exists (Kageyama [70]), the existence prob- 
lem should be considered only for binary designs. Since 1979, there have been several 
developments on this problem. They are mostly derivations of sufficient conditions for 
the non-existence of such a design (cf. Hedayat [46], Kageyama [70], Kageyama and 
Kajitani [75]). But, recently Bridges [20] has solved this problem completely as 
follows: There does not exist a nontrivial binary VB design with b = v having unequal 
replication numbers and unequal block sizes. Note that his Corollary 1.2 along with 
Theorem 4.6 in Kageyama [70] derives the same result. Then, for our construction 
problem, we can pick up a VB design with b = v + 1. However, its non-existence for the 
equireplicate case has been shown by Kageyama and Nishii [79]. Thus, the construc- 
tion should be considered for designs with unequal replication numbers. Unfortun- 
ately, only a few individual examples are available. 
We deal only with connected designs in which rank(C)=v- 1. Though in general 
p d ri for all i and 1~ kj d v for all j, to exclude the trivial cases, we should consider the 
present existence problem under 
p<ri for all i and l<kj<v for allj. 
Our problem can now be stated as follows: 
Problem 5.2. Construct a series of nontrivial binary VB design with b = v + 1, ri(ri # ri’, 
for some i, i’) and kj (1 < kj < V; kj # kj8, for some j, j ‘). 
The importance of VB and resolvability in the context of experimental planning is 
well known; the former yields optimal designs apart from ensuring simplicity in the 
analysis and the latter is helpful, among other respects, in the recovery of interblock 
information. Also, practical situations sometimes demand designs with varying block 
sizes (Pearce [lOS]) or resolvable designs with unequal replication numbers between 
sets of blocks. For a practical example, see Section 3. These considerations indicate 
the importance of (~1~) ., z,)-resolvable VB designs with possibly varying block sizes 
and having c(~, .. . . c(, possibly not all equal. 
The literature of block designs contains many articles exclusively related to VB 
designs with resolvability. Some discussion on the topic is found in Section 3. 
As a characterization of the saturated case of Theorem 3.1, it is further shown that in 
an (cur, . , a,)-resolvable VB design with b =v+ t - 1, except for the case 
a1= . . . = CI, = 1, sizes of blocks belonging to the same set are always equal (Theorem 
3.2). Whether the above holds for the case CI~ = ... = CI, = 1 as well, is an open problem. 
See the following. 
Problem 5.3. Does there exist an incomplete block l-resolvable VB design with 
b= v+r- 1, having unequal block sizes within a set? 
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Remark 5.1. When CI~= ... =c+= 1, the design is l-resolvable. For a l-resolvable 
design, t = Y. Furthermore, it is clear that a l-resolvable VB design with b = u + r - 1 is 
binary and even if there are some complete blocks, the design obtained by deleting 
these complete blocks will again be a l-resolvable VB design with the same property. 
Therefore, without loss of generality, attention will be restricted to incomplete block 
designs, so that each set involves at least two blocks. 
This problem makes Mukerjee and Kageyama [loll consider various characteriza- 
tions of (ai , . . . , cr,)-resolvable VB designs satisfying b = v + t - 1. Regarding the 
Problem 5.3, Mukerjee and Kageyama gave two equivalent problems in the context of 
fractional factorial plans as follows. 
Problem 5.3.1. Does there exist a saturated proportional frequency plan for main 
effects with unequal replication numbers for the levels of at least one factor? 
Problem 5.3.2. Does there exist a saturated orthogonal main effect plan with unequal 
replication numbers for the levels of at least one factor? 
It should be clarified that ‘orthogonality’ in the last problem is in the sense 
of Addelman [l]. Note that there is another definition of orthogonality (Yamamoto, 
Shirakura and Kuwada [144]), which is not being adhered to here. Trivially, if 
v is a prime, then kjkj’lv cannot be an integer, and hence non-existence follows. 
Also, the existing methods of construction for proportional frequency plans involve 
the technique of collapsing of levels (Addelman [l]) and cannot lead to a plan 
as stated in Problem 53.1. Therefore, in order to find an example, satisfying 
the conditions of Problem 53.1 or equivalently the other problems, if it exists, 
we should look for a method for constructing proportional frequency plans without 
applying the collapsing technique of Addelman. However, falling back on combi- 
natorics and statistics, the problem is that there does not exist a VB design 
envisaged in Problem 5.3 or, equivalently, a fractional factorial plan as in 
Problems 5.3.1 and 5.3.2. 
Problem 5.4. Find one more construction method for affine resolvable VB designs in 
the sense of Section 3. 
In the class of equireplicate VB designs, there are only three existing methods of 
constructing affine resolvable designs with unequal block sizes so far. More construc- 
tion methods should be devised. One of them is the simple method of combining an 
affine resolvable BIB design and a complete block (cf. Kageyama [60]). The problem 
of constructing affine resolvable VB designs with b = u + t - 1 is very important as seen 
in Section 3. Under the condition 26 kj<v- 1, the remaining two construction 
methods are explained following Kageyama [73]. 
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Method I. The existence of an affine resolvable BIB design with parameters 
u* = 2k*, b* = 2(2k* - l), r* = 2k* - 1, k*, A* = k* - 1 implies the existence of an affine 
resolvable VB design with parameters 
v=4k* > b = 6k*, r=2k*+ 1, kj=2 or v*, p = 2k*, 
ql[=o (/=l, . . ..Y). qi1=1 (l-2, . . ..r). 
qzr=k* (1=3, . . ..r). qrrS=k* (1#1’=3, . . ..r). 
This is given by the pattern 
[ 
I,. Au* 0,. N 
I,. 0,. AC* JL,eb* - N 1 
for the incidence matrix N of the starting affine resolvable BIB design. Using affine 
resolvable BIB designs of Bose [13], we have the affine resolvable VB designs when k* 
is even and 2k* - 1 is a prime or a prime power. 
Method II. The existence of an affine resolvable semi-regular GD design with 
parameters v* = mn, b*, r*, k*, AI, &, satisfying k* = n(& -AI) implies the existence of 
an affine resolvable VB design with parameters 
v=v*, b=v*+r*, r=r*+l, kj=k* or n, p=r*, 
qrr=O (/=l,...,r*+l), qu,=k*2/v* (I, 1’=1, . . ..r*. l#l’) 
qr*+,,=k*/m (l=l, . . ..r*). 
This is given by [N: I, @ in] for the incidence matrix N of the starting affine 
resolvable semi-regular GD design. For such affine resolvable semi-regular GD 
designs satisfying k* = n(& -AI) and k* fn, we have from Clatworthy [31] five 
designs as SR 36, SR 72, SR 92, SR 95, SR 102. For instance, SR 72 produces an affine 
resolvable VB design with parameters v= 18, b=24, r= 7, kj=3 or 6, as in [N: 
I, @ j3]. When s is a prime or a prime power, Bose, Shrikhande and Bhattacharya 
[18] constructed an affine resolvable semi-regular GD design with parameters 
v*=b*=s3 > r*=k*=s2 
A1 =o, &=s, m=s2, n=s 
which satisfies k* =n(A2 -A,). Then Method II shows that there always exists an 
affine resolvable VB design with parameters 
v=s3, b=s2(s+ l), r=s2+1, kj=s or s2, 
q[[=o (I= 1, . ...?+ l), qa,=s @,I’= 1, . ..) s2; l#l’), 
qs2+11=1 (I= 1, . . ..s2) 
where s is a prime or a prime power. 
50 S. Kageyama 
Usually, combinatorial problems on discrete designs can be tackled by using 
a number-theoretic approach and/or a combinatorial approach including group- or 
coding-theoretic approach. But, sometimes the problems are very deep, even though 
the representation of the problem looks simple. It seems that the problems presented 
here belong to this category. 
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