Abstract-The problem of real-time motion generation to a target with obstacle avoidance is considered. A second-order dynamical system having the target as a unique globally asymptotically stable equilibrium is modified in the presence of obstacles by an additive signal whose design is based on the prescribed performance control methodology. It is proved that obstacle avoidance and dynamical system stability are guaranteed and that the target remains asymptotically stable. Simulations are utilized to reveal the cases where the proposed scheme outperforms the modulated dynamical system and the constrained optimization priority framework. Experimental results further validate the theoretical findings.
I. INTRODUCTION
A S ROBOTS are progressively coming out of the structured industrial setting and into less predictable environments operating close to humans, it is imperative to control them efficiently so that they react in real time to unexpected changes. To this direction, dynamical systems have offered an alternative to precomputed trajectories as they generate a trajectory during motion from a differential equation. Instead of a single trajectory, a dynamical system offers a flow field which can guarantee convergence to the target as well as automatically adapt to perturbations that are captured by external sensors, for e.g. a change in the desired target pose [1] , [2] . Dynamical systems may be further used to encode rich motion patterns learned by demonstrations [3] , [4] .
The robustness of the dynamical systems has also been exploited against perturbations for reactive obstacle avoidance [5] , [2] . Obstacle avoidance has been investigated since the 80's within the motion planning techniques which compute a collision free trajectory to the target, assuming a perfect model of the robot and the environment. This assumption is relaxed in reactive obstacle avoidance which introduces obstacles as they are perceived by sensors during the robot motion and subsequently adapt to avoid collisions [6] . In the dynamical system-based approach of [5] , obstacle avoidance is addressed by locally modifying the original first order dynamics via a modulation matrix which deflects the velocity field along the tangent plane away from the obstacle without affecting system stability. Saddle points or local minima may occur on the obstacle's boundary and at points multiple obstacles intersect the methods fails to provide a solution [5] . In [2] an additive term is applied to a dynamic movement primitive (DMP) to stir the motion away from the obstacle. The method is however restricted to point mass obstacles. In a multiple task priority framework generalized for inequality tasks [7] , obstacle avoidance is expressed as one sided inequality constraints on the robot's velocities. In this framework a constrained minimization of a quadratic function under equality and inequality constraints is formulated and solved by a general purpose optimization algorithm (HQP). The solution does not avoid local minima. Moreover, the computational cost of such generalized solution is high despite improvements of the solver reported in [8] . The elementary form of constraints like the joint limits and obstacles calls for their explicit consideration which could lead to computationally more efficient algorithms, for example and in the case of joint limits, the works of [9] , [10] .
In this work, an additive term is utilized for the purpose of obstacle avoidance with a second order dynamical system having the target as a unique stable equilibrium as in [2] . In contrast to [2] however, an obstacle is assumed to be contained in a convex region defined by a generalized ellipsoid. Moreover, the obstacle avoidance signal is designed following the prescribed performance control methodology (PPC) introduced in [11] . PPC has been applied in the design of robot position controllers [12] , [13] and as it allows the designer to impose bounds on the output signals of nonlinear systems has already been successfully utilized to impose spatial and joint limit constraints, [14] , [10] . In this work, it is proved using Lyapunov's theory that obstacle avoidance and modified system stability is guaranteed and that the target remains asymptotically convergent. It is illustrated in simulation for non-convex scene cases in which it outperforms the method of dynamical system modulation (MDS) of [5] and HQP [8] . Experimental results utilizing a KUKA LWR4+ are also provided to illustrate the method's performance. to be provided as input by a perception module. Let the initial position be p 0 = p(0) ∈ 3 and consider the case of free space motion. A dynamical system having a globally asymptotically stable equilibrium at p T can generate motion p(t) towards the target p T with velocity v(t). We assume the availability of a dynamical system described by a second order differential equation with a unique stable equilibrium at the target, e.g a DMP, and focus on the adaptation of such a system for obstacle avoidance. Without loss of generality consider the linear dynamical system model described by the differential equation p = −αṗ − β(p − p T ) where α, β ∈ + are positive constant gains. A bio-inspired example of such a system is VITE [15] . It is straightforward to show that this second order dynamical system has a unique stable equilibrium at the target. Similarly to [2] we consider an additive control input. Our aim is to design this signal in a way that guarantees obstacle avoidance while retaining the asymptotic stability at the desired target. The system in state space is written as:
where u h (t) ∈ 3 is the obstacle avoidance signal. Consider now an obstacle which is assumed to be contained in a 3D convex region centered at
T and enclosed by the surface:
with
where a, b, c ∈ and m ∈ N + . The above equation includes spheres, ellipsoids and for m ≥ 2, shapes that approximate cuboids.
Let us define the current end-effector distance from the center of the obstacle: 
It is clear that f (p) < 1, ∀t ≥ 0 means an evolution of p outside the obstacle. We further specify an upper bound for d(p), which is defined such that the distance between this upper bound and d(p) remains constant:
where
with μ a positive control parameter specifying the allowed overshoot at the initial or target position. Notice that γ is defined by either the first or the second line of (9) given an initial state involving a stationary obstacle. Next, let us define the following distance which will serve as an additional scalar attractor for the system:
Notice that d m (p T ) = d T and hence the target belongs to this attractor. These scalar quantities are illustrated for the two cases identified in (9) in Fig. 2 . Further define the distance from this attractor as a new scalar variable σ(t) on which we will impose bounds utilizing the PPC methodology:
Specifically, we seek to enforce the following inequality:
It is straightforward to ascertain that (12) is equivalent to
Notice that by construction σ(0) satisfies (12) . By defining the open set,
we can guarantee obstacle avoidance if σ(t) ∈ Ω ∀t ≥ 0. To this aim, a transformed variable is utilized:
where the transformation function T (·) is a smooth, strictly increasing function defining a bijective mapping:
A suitable transformation based on the natural logarithm is illustrated in Fig. 1 (a) and given by:
According to the PPC methodology it is sufficient to ensure the boundedness of ε(t) in order to guarantee the evolution of
Taking into account (11), (10), the time derivative of (17) yields:ε
The time derivative of (5) and (7) respectively yieldsḋ(p)
is the normal vector of the level set h(p) = c, for some constant c ∈ , at the current position. Substituting the above into (18), taking into account (7) and
where:
p−p h n h (p) . Notice that owing to the definition of n h (p) (19) and h(p) (4), 0 < cos φ ≤ 1 ∀ p, and since f (p) > 0, w 2 (p) > 0. Moreover, f (p) < 1 outside the obstacle, hence 1 > w 1 (p) ≥ 0 having the value of zero on the obstacle's surface. For spheres
We are now ready to propose the following signal for obstacle avoidance:
with k h > 0 a control parameter. Notice that k h can be used to regulate the flatness of the transformed error away from the boundaries and thus tune the strength of attraction to d m (p) in a proportional way [see Fig. 1(a) ]. So by tuning this gain it is possible to avoid the formation of local minima and induce motions that may not temporarily advance towards the target, as shown in the cases presented in the Section III. Further notice that ξ determines the acting direction of the obstacle avoidance signal and is in general the resultant of two vectors (21). In fact, its norm, 1 + f 2 (p) tan 2 φ ≥ 1, amplifies the obstacle avoidance signal as we come closer to the obstacle surface to a level dependent on the vicinity of the current position to the main ellipsoidal axes (governing the value of cos φ ); its direction forms angle tan −1 (f (p) tan φ) with p − p h , hence on the surface (f (p) = 1) is in the direction of n h coming closer to p − p h as we move away.
We are now ready to state the main stability result: Theorem 1: Consider the obstacle p h , a, b, c. The obstacle avoidance signal (23) applied to the dynamical system (1), (2) guarantees i) σ(t) ∈ Ω ∀t ≥ 0 and hence obstacle avoidance ii) asymptotic convergence to a stationary state iii) asymptotic convergence to an invariant set containing the target iv) the boundedness of all closed loop signals.
Proof. Consider the generalized state
and the candidate Lyapunov function:
with the latter term representing the potential field induced by (23) which can be viewed as a barrier Lyapunov function [see Fig. 1(b) ]. It is easy to establish that the derivative of (25) yields:
The latter implies a bounded transformed variable, i.e. ε(t) ∈ L ∞ and hence σ(t) ∈ Ω ∀t ≥ 0 [11] ; moreover, lim t→∞ṗ = 0 leading to a stationary state. Invoking Lasalle's invariance principle, it is clear that the system solution will converge to the following stationary invariant set:
This set is consisted of the desired target p T which clearly satisfies (27) since at p = p T , σ(t) = 0 = ε(t) from (11), (10) Remark 2: Notice that all methods for real time obstacle avoidance suffer from the existence of local equilibria in the form of saddle points or local minima [6] ; when the solution is trapped in one, algorithmic mechanisms are utilized to enforce the solution to escape from it.
A. Extension to Multiple Obstacles
It is straightforward to extend the proposed solution to more than one obstacles by superimposing control signals as the one defined in (23). In particular, for avoiding κ obstacles centered at p hi the obstacle avoidance signal is given by:
The stability proof follows the same line involving now additional potential terms for each ε i in the Lyapunov function. The second term of the equilibrium set (27) is for multiple obstacles the sum of the obstacle avoidance signals in (28). Notice that when an obstacle is dynamically introduced, a new term is added in (28). On the other hand when the desired target is changed during the motion of the robot, (28) should be recomputed for all obstacles. The potential fields induced by each term of (28) are defined inside the barriers (σ i , σ i + γ i ) where Fig. 1(b) ] that are affected by the choice of μ i via γ i (9) . Fig. 3(a) illustrates level sets of potentials for 3 obstacles in 2D from high levels close to the obstacle surface to the lowest level for each scalar attractor containing p T , getting high again beyond the attractor and towards the upper barrier. These potential fields define a constrained space depicted in Fig. 3(b) . Notice that the proposed methodology ensures by construction that the initial position belongs to all these potentials [see Fig. 3(b) ]. Due to the dynamic nature of the problem it is possible for a local minimum to occur if the constrained space is not connected, as it is in this example the case of μ = 0.015 [see Fig. 3(c) ]. However, parameter μ i can be utilized to avoid such cases [see Fig. 3(b) ]. In practice, when a local minimum is detected (i.e. the velocity becomes zero and the position is not at the target), increasing of k hi and μ i leads to the solution's escape.
Remark 3: As the proposed signal for obstacle avoidance affects the dynamical system by its additional attraction it is desirable to reduce its effect for obstacles that are left behind or are at a far distance. Algorithmic mechanisms can be used again for this purpose. These can either take the form of direct deactivation (refer to the simulation example) or smooth elimination e.g. by utilizing the distance from the lower bound d(p) − d(p) in a multiplicative exponential term. 
B. Extension to the Configuration Space
The proposed method can be extended to the n-dimensional configuration space (p ∈ n ) given that obstacles are mapped to C-space obstacle regions that should subsequently be fitted within n-dimensional ellipsoids. As an example consider a 2 dof planar robotic arm [see Fig. 4(a) ] moving from the initial configuration q 0 to the target q T in the presence of two obstacles mapped to two C-space obstacle regions [see Fig. 4(b) ]. Fig. 4(a) and (b) include the path generated by the robot's motion with and without the proposed obstacle avoidance signal, shown in solid red line and dashed gray respectively. Notice that the obstacle ellipsoids are avoided in the configuration space, hence no collision will occur with any of the links of the robot and the obstacles.
III. SIMULATION RESULTS
Simulations are performed, utilizing the kinematic model of KUKA LWR4+ 7dof manipulator [16] with the proposed method, the MDS [5] as well as the HQP method [8] for comparison purposes. At all cases and in order to be robust to algorithmic singularities, a closed loop inverse kinematics scheme was utilized to map the generated end-effector motion to the joint space. The end-effector motion is generated by numerically integrating (1), (2) in real time, initialized with the measured state of the robot at t = 0 s, utilizing α = 8.5 and β = 1, in order to produce the next desired state. In MDS, (1), (2) with u h = 0 serves as the original dynamical system from which the velocity v(t) is generated and subsequently modulated. In HQP two different priority levels are constructed; on the second priority level resides the task equality J(q)q = v r , with v r calculated by integrating (2) T m at t = 4s is included. For the obstacle avoidance signals μ = 0.1 while k h1 = 0.01, k h2 = 0.02 is used. For the MDS method the safety factor is set to 1.1 while the reactivity factor at ρ = 2. The generated path with the proposed method is shown in Fig. 6 for both cases of constant (blue line) and changed target (magenta line) with different time instances from the motion of the arm in the former case depicted in Fig. 5 . Fig. 6 also shows the path generated by MDS (green line) and HQP (red line), which are close to each other. The path generated by the proposed method when the obstacle is introduced at t = 2 s is not included as it is similar to the one with all obstacles present from the start of the motion. However, end-effector velocity for these two cases depicted in Fig. 7 shows the velocity change at t = 2 s (subplots).
In order to reveal the different operation and advantages of our proposed method, we next constructed a non-convex scene utilizing four spherical obstacles of radius r = 10 cm. Fig. 8 show the trapped HQP and MDS algorithms while the proposed method adapts the dynamical system so that it finds a feasible path. Notice how the path generated by the proposed solution is even turned slightly backwards by the action of the additional to the target scalar attractor to circumvent the obstacles. The reason why HQP and MDS cannot in this case escape the local minimum is that these methods generate motions that always advance towards the target. In the case of MDS increasing the reactivity factor is proved ineffective since this factor amplifies the modulated field up to a bound and not proportionally. The end-effector velocity of the proposed scheme is shown in Fig. 9 . Furthermore, Fig. 8 shows the path generated (orange line) with obstacle avoidance signal deactivation with the first deactivation occurrence denoted by the asterisk. The mechanism utilized for ensuring that the obstacle is left behind is the simultaneous satisfaction of inequalities n Tṗ > 0 and
; the first ensures a motion away from the obstacle and the second ensures that the distance to the target is less than the target's distance from a point on the obstacle surface related to the current position.
IV. EXPERIMENTAL RESULTS
Experimental verification is conducted utilizing a KUKA LWR4+ 7dof manipulator with the proposed methodology implemented in C++ utilizing ROS and the FRI library with a 2 ms control cycle. Ellipsoids are fitted around obstacles captured by an RGB-D camera. The control parameters of the original dynamical system are: α = 10.5, β = 4, while for the obstacle avoidance signal we have utilized μ = 0.1, k h = 0.1 for every obstacle. Five objects were placed on the supporting surface as shown in the camera view Fig. 10 with the fitted ellipsoids shown in Fig. 11(a) and (b) in side and top view where three ellipsoids are used for the lamp. The supporting surface T m. Notice that the initial configuration of the robot is selected (with elbow up) to minimize the probability that a collision with any link will occur in the scene, since the method was implemented solely for the motion of the end-effector in 3D space. Moreover, similarly to the simulations the numerical integration of the dynamical system is done on-line, initialized with the measured state of the robot at t = 0 s; the closed loop inverse kinematics solution is utilized to map the end-effector state to joint state. The path of the end-effector is shown in Fig. 11 (a) and (b) for both cases of motion generation with and without the obstacles presence.
Translational velocity of the end-effector is shown in Fig. 12 while the obstacle avoidance signal is shown in Fig. 13 . Notice that translational velocities are calculated by simple numerical differentiation of the position provided by KUKA software. Notice the effectiveness and the smoothness of the motion achieved by the proposed method.
V. CONCLUSION
In this paper we propose an obstacle avoidance signal designed according to the prescribed performance control methodology, which affects the motion generated by a second order dynamical system having the target as a unique stable equilibrium. The proposed scheme, utilizing generalized ellipsoids for the obstacles, is proved to guarantee collision avoidance and system stability retaining the asymptotic stability of the target. It is shown in simulations to avoid traps in non convex scenes as opposed to dynamical system modulation and priority level constraint optimization techniques. Experimental results with KUKA LWR4+ demonstrate its smooth effective performance in an environment involving a variety of obstacles.
