Introduction
Markov-switching models have become increasingly popular in the modelling of economic or financial variables since the publication of Hamilton's (1989) influential paper. As shown in Timmermann (2000) , these models are flexible enough to capture some well-known characteristics of economic or financial variables such as serial correlation, asymmetry, and fat tail behaviour.
To estimate Markov-switching models, a key problem that arises in applications is that the number of states is often unknown a priori. This leads to a breakdown of regularity conditions that prevents the use of the likelihood ratio test in the traditional framework of standard maximum likelihood theory. Another problem is that the order of autoregressive parameters is also unknown if the true model is believed to be a Markov-switching autoregressive model. The standard practice in applied econometrics is that these two problems are dealt with in a two-step procedure.
Step One selects the order of autoregressive parameters using some kind of information criterion. Then Step Two determines the number of states accordingly. This procedure is problematic in the following sense:
First, the efficacy of Step Two hinges upon the validity of the result of Step One. Second, in principle, one may start off with any one of the two problems first and then solve the remaining one later. But the result could be very different. For example, one may find the optimal autoregressive order being two in Step One and then the number of states being two in Step Two; if the procedure is reverse, it is likely that the number of states is two while the optimal autoregressive order is one.
In this situation, one needs additional information as to which results one may count on.
Recently, Psaradakis and Spagnolo (2006) (hereafter called PS (2006) ) propose a new procedure that gets around the limitations of standard practice. The new procedure combines two steps to one single step where an information criterion is used consistently in joint determination of the number of states and the autoregressive order. Based on simulation evidence, they show that complexitypenalised likelihood criteria like AIC, BIC, and HQC can accurately identify the correct model Similar to AIC, BIC, and HQC, this criterion is also based on Kullback-Leibler divergence. Even though MSC is primarily designed for Markov-switching static models, they provide some (limited) simulation evidence that MSC also works well for some Markov-switching autoregressive models.
In particular, only models with autoregressive order of two or four are considered in their simulation studies. It is interesting to see whether the same result can be carried over to other general settings. 1 The purpose of this paper is to compare whether MSC is better than standard information criteria such as AIC, BIC, and HQC using simulation studies. In particular, we deal with the following issues:
1. PS (2006) are concerned with Markov-switching autoregressive models only while SNT (2006)'s MSC is derived and based on Markov-switching static models. It is interesting to see whether PS (2006)'s procedure also works well in Markov-switching static model or not.
2. As far as the usefulness of AIC is concerned, there is apparently inconsistent result between SNT (2006) and PS (2006) . SNT (2006) argue and present simulation evidence that AIC is misleading in the sense that it retains too many states and variables than the true model, resulting in reduction in accuracy of estimated parameters and precision of model forecasts.
However, the results in PS (2006) reveal that AIC is the most successful criterion in terms of the frequency of correct model identification, followed closely by BIC and HQC (p. 761) . This paper sheds light on resolving this apparent conflict. (2006) is on the absolute performance of MSC even though it also discusses briefly the over-selection problem of using AIC. When it comes to applications, it is important to know about the relative performance of MSC over other standard information criteria. This paper aims to provide direct evidence on this issue.
The primary focus of SNT
The simulation results suggest that BIC performs well in Markov-switching models, regardless of whether the model is static or autoregressive. Consistent with SNT (2006), we find evidence that AIC retains too many states and variables than the true model and that MSC outperforms AIC in identifying the correct model structure. To our surprise, BIC is the best criterion in terms of the frequency of correct model identification while AIC is the least successful one. This result is in sharp contrast with that of PS (2006) and provides new evidence on the usefulness of BIC and MSC.
The reminder of the paper is organised as follows. Section 2 presents the class of Markov-switching models under consideration and discusses MSC and other standard information criteria to be examined. Section 3 presents the set up of Monte Carlo studies and their results. Section 4 concludes the paper.
Models and assumptions
This paper considers the Markov-switching models of the following form: 
where e t is independent and identically distributed random variables such that E(e t ) = 0 and 2 Autoregressive model is used here for illustration purpose only. To get the equation for static model, just replace the set of lagged y t variables by the same number of exogenous variables, x t . s t are unobservable random variables that take values in the finite set {1, 2, …, r} and are independent of e t .
The random variables s t (hereafter referred to as regime variables) are assumed to be a temporally homogeneous first-order Markov chain on {1, 2, …, r} with transition matrix P = p ij , i and j ∈ {1, 2, …, r}, where p ij = Prob(s t+1 = j|s t = i). It is also assumed that s t is periodic and irreducible. Notice that s t may or may not be stationary. If the stationarity assumption is imposed, the above conditions guarantee a unique row-stochastic vector π = (π 1 , π 2 , …, π r )′ such that πP = π and π i = Prob(s t = i) > 0 for all i ∈ {1, 2, …, r} and all t. Under these assumptions, the model could be referred as a r-
In this paper, it is assumed that both the autoregressive order, p, and the regime dimension, r, of the MS(r)-AR(p) model are unknown, so the interesting issue is to estimate both p and r on the basis of a finite segment y n = (y 1 , y 2 , …, y T ) of length T from Equation (1). This paper identifies both r and p by using the following four complexity-penalised likelihood criteria.
where L and T are the maximised log likelihood value and the total observations, k is the number of estimated parameters in the case of AIC, BIC, and HQC; for Markovswitching static models, it is the number of exogenous variables, including an intercept term, S i is the smoother probabilities at regime i.
Expectation Maximisation algorithm is used to obtain maximum-likelihood estimates of the model parameters. To implement MSC, we closely follow SNT (2006) to set δ i and λ i to 1 and the total number of regimes (or r) since they show that the performance of the Monte Carlo simulation with this setting is reasonably satisfactory. Therefore, MSC is calculated as follows:
Simulation and results

Simulation setup
Here, the simulation settings and selection procedure are described as follows: (ii) Markov-switching autoregressive model with small/large coefficient: this paper considers variation from the setting in (i). First, this paper changes the autoregressive coefficient for both regimes to the same value: (iii) Markov-switching autoregressive model with high/low transition probability: this paper also considers variations from the setting (i) and (ii) by changing the transition probability p 11 from 0.6 to 0.9 and p 22 from 0.4 to 0.1 and the initial probabilities from (0.4, 0.6) to (0.5, 0.5). To examine the impact of persistence in {s t }, the transition probabilities p 11 and p 22 are also set to 0.9 so that their sum is greater than one.
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(iv) Markov-switching autoregressive model with small/large sample and high/low noise: the following variations from the setting in (i), (ii), (iii), and (iv) are considered. First, to examine the impact of sample size on performance, this paper conducts the above simulations using T = 100, 400, and 500, respectively. Second, ) ( t s σ will be set to (1.0, 1.0) and (0.5, 1.0) for all T to understand the effect of a change in noise level. (vi) Markov-switching static model: the paper also uses the same setting from the autoregressive model in (i) through (v) to examine the performance of the four information criteria applied to Equation (1) where l lagged y t variables are replaced by the same number of exogenous variables, x t . These variables are independent and identically distributed random variables with zero mean and unit variance.
The simulations proceed by first generating an artificial time series y t (and exogenous variables, x t , in the case of static model) of length 500+T according to the setting (i) and (v) and setting initial values to zero. The first 500 pseudo-data points then are discarded in order to eliminate start-up effects, while the remaining T points are used to determine both r and p by minimising the AIC, BIC, HQC, and MSC over r regimes and p lags (r = 1, 2, 3; p = 1, 2, 3). Since computations are very intensive, 1000 Monte Carlo replications are carried out for each setting to assess how often the information criteria select the true model. 3 We would like to thank an anonymous referee for suggesting this persistence scenario for us to examine. 
Simulation results
Static Models Results
Tables 1 to 3 report the frequency of correct state and variable selection for Markov-switching static model with one exogenous variable for different sample size and noise level. Common to these three tables are the assumptions that the number of regimes is two and that initial and transition probabilities are kept constant at (0.4, 0.6) and (0.6, 0.4), respectively. Notice that Table 1 allows for change in regression coefficient induced by regime change only. In particular, if s t = regime 1, then the regression coefficient is 0.3; if s t = regime 2, then it is 0.9. Table 2 allows for change in intercept term the value of which can be either 0 or 1 depending on whether the regime variable is in state 1 or state 2. Table 3 considers both cases together.
Two main observations can be made before we get into the details of each of these tables. First, BIC consistently outperforms other information criteria regardless of sample size and noise level. The performance of MSC is generally comparable to that of HQC, while AIC seems to be the inferior one. Second, consistent with SNT (2006)'s observation, the frequency of correct states and variables identification for MSC is always higher than that for AIC and the latter has a tendency to retain too many states and variables.
Given that only change in regression coefficient is allowed, Table 1 suggests that BIC is the best and that AIC is always the worst. In a setting where the sample size is 200 with low noise level, for example, the frequency of incorrectly identifying the true model of BIC is 59 (out of 1000) while the relevant frequencies of AIC, HQC, and MSC are 274, 113, and 85, respectively. In addition, BIC has the lowest frequency of identifying the wrong number of variables. An increase in sample size generally leads to better performance. For example, with low noise level and increase in sample size from 100 to 500, the frequency of correct states and variables selection for BIC goes up from 920 to 988, while it also increases from 700 to 805 (AIC), 860 to 945 (HQC), and 893 to 955 Tables 1 and 2. Compared to Table 1 , however, Table 3 shows that the performance of all the information criteria is generally poorer. In the case of 400 observations with low noise level, for instance, the frequencies of correct states and variables selection for BIC, AIC, HQC, and MSC are 852, 722, 766, and 799 respectively in Table 3 . These numbers are much lower than that in Table 1 because the corresponding numbers are 976, 759, 916, and 946, respectively. Despite this, BIC still stands out from other information criteria with AIC being the worst one. Table 4 differs from Table 1 in that the transition probabilities change from (0.6, 0.4) to (0.9, 0.1).
This change seems to make the results noisier but it does not have any significant impacts on the main conclusions. Table 5 shows that the change in initial probabilities from (0.4, 0.6) to (0.5, 0.5) generally leads to a lower performance as well. This paper also considers the case where the sum of diagonal probabilities of transition matrix is greater than one (p 11 + p 22 > 1), allowing for persistence in {s t }. In this case, the probabilities of regime 1 and regime 2 (or p 11 and p 22 ) are set to Page 10 of 24 0.9. This change generally lowers the frequency of the true model identification, as reported in Table 6 . However, it does not alter the main conclusions.
Autoregressive models results
For Tables 7 to 12 , the data generating process is a two-regime Markov-switching autoregressive model of order one for different sample size, regression coefficient, and noise level. A set of assumptions similar to that of static model is also employed. In particular, Table 7 shows the benchmark case where the initial state probability of state 1 and state 2 are set to 0.4 and 0.6 respectively and the transition probability of moving from state 1 (2) to state 2 (1) is set to 0.4 (0.6).
Notice that Table 7 allows for change in regression coefficient only. The case allowing for change in intercept term is presented in Table 8 . Table 9 allows for both intercept term and regression coefficient to be regime-specific. Table 10 considers the case where there is a change in transition probabilities from (0.6, 0.4) to (0.9, 0.1) while Table 11 deals with a change in the initial probabilities. Table 12 shows the results for the case where {s t } is allowed to be persistent.
Allowing for change in regression coefficient only, Table 7 shows that BIC is the best among the four information criteria. For example, if the sample size is 100 and the noise level is low, the number of times that BIC correctly identifies the true model is 852 (out of 1000) while the relevant frequencies of AIC, HQC, and MSC are 696, 733, and 772, respectively. When the noise level increases, the performance becomes worse; however, this effect is not significant. BIC is still the best choice while MSC is as good as HQC. AIC comes last because it is too generous in retaining many regimes and variables. In addition, an increase in sample size does help improve the performance. For instance, the frequency of correct model identification for BIC, AIC, HQC, and MSC increases from 844, 600, 694, and 644 to 948, 706, 859, and 907 respectively when the sample size increases from 100 to 500 and the noise level is high. Table 7 shows that the performance is always better than that in Table 8 when allowing for regimechange in variance, despite that its overall results are broadly similar to that of Table 8 . With 500 observations and switch in noise level, for instance, the frequency of correctly selecting the true model for BIC, AIC, HQC, and MSC decreases from 986, 784, 921, and 945 as in Table 7 to 964, 750, 865, and 901 as in Table 8 , respectively. Compared to Table 7 , Table 9 shows that the performance of all the information criteria becomes slightly worse when both intercept term and regression coefficient are allowed to be regime switching. All of these tables clearly indicate that as far as performance is concerned, BIC always comes first, closely followed by MSC and HQC, and then AIC.
Change in transition probabilities from (0.6, 0.4) to (0.9, 0.1), as shown in Table 10 , generally leads to a slightly improved performance. The comparison between Tables 7 and 11 reveals that change in the initial probabilities from (0.4, 0.6) to (0.1, 0.9) leads to a marginally deteriorated performance but it does not change main conclusions. In addition, persistence in {s t } generally lowers the frequency of selecting the true model as depicted in Table 12 . However, the main conclusions are still the same.
Conclusions and practical recommendation
The simulations have shown that in the context of jointly determination of number of states and number of variables in Markov-switching models BIC has better performance over MSC, HQC, and The initial probabilities are set to 0.4 and 0.6 with the transition probabilities as p11 = 0.6; p22 = 0. 
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