This paper considers combining forecasts generated from the same model but over different estimation windows. It develops theoretical results for random walks with breaks in the drift and volatility and for a linear regression model with a break in the slope parameter. Averaging forecasts over different estimation windows leads to a lower bias and root mean square forecast error than forecasts based on a single estimation window for all but the smallest breaks. An application to weekly returns on 20 equity index futures shows that averaging forecasts over estimation windows leads to a smaller RMSFE than some competing methods.
Introduction
A sizable literature exists on the merits of combining forecasts obtained from different models, reviewed by Clemen (1989) , Stock and Watson (2004) , and, more recently, by Timmermann (2006) . Bayesian and equal weighted forecast combinations are being used increasingly in macroeconomics and finance to good effects. In this literature, the different forecasts are typically obtained by estimating a number of alternative models over the same sample period. Pesaran and Timmermann (2007) argue that the forecast averaging procedure can be extended to deal with other types of model uncertainty, such as the uncertainty over the size of the estimation window, and propose the idea of averaging forecasts from the same model but computed over different estimation windows. Using
Monte Carlo experiments these authors show that this type of forecast averaging reduces the mean square forecast error (MSFE) in many cases when the underlying economic relations are subject to structural breaks.
The idea of forecast averaging over estimation windows has been fruitfully applied in macroeconomic forecasting. Assenmacher-Wesche and use average forecasts based on different vector autoregressive models with weakly exogenous regressors (VARX*) of the Swiss economy estimated over different estimation windows and observe that averaging forecasts across windows result in improvements over averaging of forecasts across models. Similar results are obtained by Pesaran, Schuermann and Smith (2009) who apply the forecast averaging ideas to global VARs composed of 26 individual country/region VARX* models. Schrimpf and Wang (2009) apply averaging over estimation windows to forecasts of GDP growth based on the yield curve. It is, therefore, of interest to see if some theoretical insights can be gained in support of these empirical findings.
In this paper, we derive theoretical results for the average windows (AveW) forecasting procedure. First, we consider a random walk model. The most interesting case is when the break occurs in the drift term but we also allow for simultaneous breaks in the drift and volatility of the random walk. We consider single and multiple breaks. We then extend the analysis to a linear regression model where the slope coefficient is subject to a break and show that the results from the random walk model carry over to the linear regression model.
We compare the AveW forecasting procedure with an alternative method sometimes employed in the literature where the past observations are down-weighted exponentially such that the most recent observations carry the largest weight in the estimation. Gardner (2006) provides a recent review. We refer to this as the exponential smoothing (ExpS) forecast. In practice, the performance of this approach crucially depends on the choice of the parameter to down-weight the past observations. Initially focussing on a random walk model, we show that in the presence of breaks the AveW and ExpS forecasting methods always have a lower bias than forecasts from a single estimation window. While the mean square forecast error (MSFE) depends on the time and the size of the breaks, the MSFE of the AveW and ExpS forecasts are smaller than those of the single window forecasts for all but the smallest of break sizes.
An attractive feature of these methods is that no exact information about the structural break is necessary. This contrasts with the conventional approach of estimating the break points, using methods such as those of Bai and Perron (1998, 2003) , and then basing the forecasts on the post-breaks observations. However, as pointed out by Pesaran and Timmermann (2007) , it is not always optimal to base forecasts only on the post-break data. Using pre-break data biases the forecast, but at the same time it reduces the forecast error variance. The overall effect of using pre-break data on the MSFE is ambiguous and depends on the size and the point of the break. To optimally exploit information concerning parameter breaks in forecasting one needs to know the point and the size of the latest break. Even if the point of the last break can be estimated with some degree of confidence, it is unlikely that the size of the break can be estimated accurately, since it involves estimating the model over the pre-and the post-break periods. If the distance to break (measured from the date at which forecasts are made) is short the post-break parameters are likely to be poorly estimated relative to the ones obtained using pre-break data. In contrast, if the pre-and post-break samples are both relatively large, it might be possible to estimate the size of the break reasonably accurately, but in such cases the break information might not be that important. Results from Monte Carlo experiments and from the application to financial time series confirm this intuition.
Closely related to our approach is the suggestion by Clark and McCracken (2009) that averaging expanding and rolling windows can be useful for forecasting in the presence of structural breaks. This can be seen as a limited version of AveW forecasts where forecasts from only two different windows are combined.
A further reason for considering the random walk model with drift and volatility instability is that it is generally thought to describe the stochastic properties of many macroeconomic and financial time series. In this paper, we apply the AveW procedure to forecasting weekly returns on futures contracts for twenty world equity markets. Com-pared to a range of competing approaches, such as forecasts from rolling windows, expanding windows, ExpS forecasts, and forecasts based on post-break observations with breaks estimated by the sequential procedure of Bai and Perron (1998, 2003) , the AveW forecast has the lowest RMSFE on average. However, in many cases the differences were not statistically significant, largely reflecting the highly volatile nature of weakly returns.
The rest of the paper is organized as follows: Section 2 sets out the model and Section 3 develops the AveW forecasting procedure and establish its properties. Section 4 considers the ExpS forecast procedure. Section 5 reports the results of the applications to weakly returns on equity futures. Section 6 concludes. Mathematical details are in Appendix A.
Basic Model and Notations
Consider the following time-varying regression model
which is defined over the sample period t = 1, 2, . . . , T + 1 and where the exogenous variable, x t , is assumed to follow a covariance stationary process with mean µ x and autocovariances, γ x (s) that are absolute summable,
Assume further that the slope parameter, β t , and the standard deviation, σ t , are subject to a break at
The aim is to forecast y T +1 based on the observations (y 1 , y 2 , . . . , y T ) and (
When it is known with certainty that the parameters have not been subject to breaks, the forecast based on the ordinary least squares (OLS) estimates using all the available observations is most efficient in the mean squared error sense. However, when the parameters are subject to breaks more efficient forecasts can be obtained. As pointed out earlier, Pesaran and Timmermann (2007) show that there is typically a trade off between bias and variance of forecast errors. For example, when there is a break in the slope parameter the use of the full sample will yield a biased forecast but will continue to have the least variance. On the other hand, a forecast using parameter estimates based on the post-break sample, {y t , x t } T t=T b +1 , is unbiased but for recent breaks could be inefficient due to a higher variance compared to the full sample estimate. A third option is to use the optimal window length as suggested by Pesaran and Timmermann (2007) . Calculating the optimal window relies, however, on the time and the size of the last break. If the break is close to the point of forecast reliable estimates of the size of the break cannot be obtained even if the time of the break can be determined with accurately. The estimated length of the window is therefore likely to be suboptimal.
In the absence of reliable information on the point and the size of the break(s) in β t and σ t , a forecasting procedure that is reasonably robust to such breaks will be of interest.
In similar fashion to model averaging, which improves forecasts when the optimal model is uncertain, Pesaran and Timmermann (2007) consider the use of different sub-windows to forecast and then to average the outcomes, either by means of cross-validated weights or by simply using equal weights.
To this end, consider the sample 
so that w i ∈ [w min , 1]. Clearly, w m = 1 corresponds to using the full sample. The number of estimation windows, m, can be kept fixed as T changes or can be allowed to increase with T . In both cases we must have m ≤ T (1 − w min ) + 1. The maximum number of possible windows is set by m = T (1 − w min ) + 1. For this choice of m we have
Similar to the window size, define the distance to the break by b = (T − T b )/T , with b ∈ (0, 1). The forecast outcomes depend on whether b is a fixed fraction or changes with T . In the former case,
that is, the number of post-break observations is large when T is large. In this case, the point and size of the break can be estimated consistently as shown by Bai (1997) . Under the latter, we consider the case
is small even when T is large. In this case, which is the focus of this paper, the small number of post-break data is likely to lead to imprecise estimates of the point and the size of the break.
Given that we consider one-step ahead forecasts, we assume that no structural breaks occur in the forecast period. For forecasting with structural breaks over the forecast period see Pesaran, Pettenuzzo and Timmermann (2006) and Maheu and Gordon (2008) .
Average Window Forecast
The AveW forecast is defined by the simple forecast combination rulê
whereŷ T +1 (w i ) is the forecast from a given estimation window w i , and forecasts from all windows are given equal weights.
The first object of interest in this paper is to compare the single-window forecast, y T +1 (w), and the AveW forecasts,ŷ m,T +1 , in the mean squared error sense. In the case of the single window forecast we focus on the most frequently encountered case where all observations in a given sample are used. In recursive estimation the single window can be an expanding or a rolling window, and AveW forecasts can be obtained by averaging over sub-windows within the given expanding or rolling window. Therefore, the AveW procedure is not an alternative to rolling forecasts and can be used irrespective of whether rolling or expanding windows are used in recursive forecasting.
Random Walk with Drift
Initially, we will focus on a simple version of (1), where µ y = µ x = 0, x t = 1, ∀t, and β t = µ t is subject to a single break at time T b , that is,
where
The simplicity of this model allows us to obtain exact finite sample results for a single break in mean, multiple breaks in mean, and joint breaks in mean and error variance.
However, the model is also a forecasting tool for a random walk with drift instability,
3.1.1 Single Break in Drift and Volatility
In the first instance assume that a single break occurs at date, T b , 1 < T b < T , and suppose that only the mean of the process is subject to the break, namely µ (1) = µ (2) , and σ (1) = σ (2) = σ. In this simple case the one-step ahead forecast of y T +1 based on a given window of size wT (from t = T ) is given bŷ
where I (c) is an indicator function which is unity if c > 0 and zero otherwise. It is clear that if w ≤ b the forecast will have mean µ (2) and will be unbiased. There is, however, a
Hence, the forecast bias is
0, the direction of the bias depends on the sign of (µ (2) − µ (1) ). Scaling the forecast error by σ, we have the decomposition
represents the future uncertainty which is given and unavoidable, the second term is the 'bias' that depends on the size of the break, λ, and the distance to break, b, and the last term represents the estimation uncertainty that depends on T w. The (scaled) mean squared forecast error (MSFE) for a window of size w is given
Consider now the forecast from averaging over estimation windows based on m successive windows of sizes from the smallest window fraction w min to the largest possible one, w m , where each forecast is of the form given in (6). The (scaled) one step ahead forecast error associated with the average forecast is
Hence, the bias of the AveW forecast is given by
and as before the sign of the bias depends on the sign of (µ (2) − µ (1) ). In this case the computation of the variance of the forecast error is complicated due to the crosscorrelation of forecasts from different windows.
, for all i, j = 1, 2, . . . , m, and therefore
The scaled MSFE in this case is therefore given by
with B m,T +1 and Var(ŷ m,T +1 ) as defined above.
The difference between the scaled MSFE of the single window forecast (9) and that of the AveW forecast (12) is
It depends on a number of parameters, including the size of the single window, w a . Con- In particular,
if w i < w a for at least one i.
In contrast, the difference between the variance terms is ambiguous. Hence, there may be a trade-off between bias reduction and an increase in the variance. Whether the AveW forecast has a lower MSFE depends on the length of the single window forecast, w a , and the minimum window, w min , which are chosen by the forecaster, and the break parameters, namely the size and the distance to break, λ and b. a smaller m. However, the size of this effect depends on b and w min . Overall the numerical examples in the first two panels show that the effects of b, w min and m are of second order importance compared to the gains from averaging forecasts over estimation windows.
The bottom two panels, which compare the AveW forecast using all T = 100 observations and the single window of length w min , show that for small breaks the forecast from the short single window has a much larger MSFE than the AveW forecast due to the large estimation uncertainty associated with the small single window. Even for larger λ a single window that is too small leads to an inferior forecast due to the large estimation uncertainty. However, when λ is large and the single window not too small using only post-break data can improve the forecast. But this procedure still requires a priori knowledge of the break point, or its estimation by means of statistical techniques. The table reports the difference between the MSFE of the forecast based on post-break data, where the break date is estimated using the sequential procedure proposed by Bai and Perron (1998, 2003) , MSFE(ŵ a (BP); λ, b), and that of the AveW forecast, namely MSFE(m, w min ; λ, b). The MSFEs are computed using Monte Carlo experiments with 10, 000 replications. Data were generated using DGP (5) with σ t = 1, ∀t, and T = 100. The Bai and Perron test procedure was conducted with up to three beaks, trimming of 0.05, and a 5% significance level. Forecasts were then based on observations after the last detected break. The AveW forecast used w min = 0.02, windows separated by one observation, and w m = 1.
To investigate the implications of estimating the break point for the relative performance of the two forecast procedures, we carried out a Monte Carlo experiment that compares the AveW forecast with w min = 0.02 to forecasts obtained from using data after the break date estimated by the sequential procedure proposed by Bai and Perron (1998, 2003) . We search for up to three break points and use the observations after the last statistically significant break date to generate one-step ahead forecasts. We set the trimming parameter to 0.05, the significance level to 5%, and allowed for heterogeneous covariance matrices across segments-the results were robust to varying these settings. The data were generated using model (5) with T = 100 and σ t = 1, ∀t, for 10, 000 replications.
The results in Table 2 show that the MSFE of the AveW forecasts is smaller than that of the forecasts based on post-break observations when λ < 1, but when λ = 1 the postbreak data forecasts have a lower MSFE. This contrasts with the results in the bottom two panels of Table 1 where the post-break data forecast had a lower MSFE for λ = 0.75.
The uncertainty of the time of the break leads to a deterioration of the forecast precision and favors the AveW forecast, which does not use estimates of the break dates.
Now consider additionally a break in the error variance. For simplicity of exposition assume that drift and volatility break at the same time. The one-step ahead forecast error for a window of size w is given by
The scaled MSFE for the single window forecast is
where λ = (µ (2) − µ (1) )/σ (2) and κ = σ (1) /σ (2) . Similarly, for the AveW forecasts over m The table reports the difference in the exact MSFE of the single window forecast with wa = 1 given in (15) and the AveW forecast with w m = 1 given in (16) estimation windows the scaled MSFE is Table 3 gives numerical examples of the difference in MSFEs when the DGP contains a break in the mean and in the error variance, that is, the difference of (15) and (16). Here, we concentrate on forecasts with w a = 1 and m = T (1 − w min ) + 1. The results depend on whether the error variance increases or decreases after the break. In the former case, the MSFEs are not much affected by the break in volatility. The outcome is, however, very different when the error variance decreases after the break. When distance to break, b, is small, many of the estimation windows in the AveW procedure cover periods of high variances, which results in large MSFEs. However, as b increases more of the estimation windows in the AveW procedure fall in the low variance part of the sample, and AveW offers large improvements over the single window forecast.
Multiple Breaks in Drift
Consider a random walk model where the drift term is subject to n different breaks.
Denote the break points by b i , i = 1, 2, . . . , n, such that b 1 > b 2 > . . . > b n , and let the means of the process over these segments be µ (1) , µ (2) , . . . , µ (n+1) . Specifically,
such that if the sample period is mapped to the unit interval the mean from t = 1 to t = b 1 T is given by µ (1) , and the mean from t = b 1 T + 1 to t = b 2 T is µ (2) , and so forth.
To simplify the analysis initially assume that n = 2, and note that the one-step ahead forecast of y T +1 based on the window of size wT (from t = T ) is given bŷ
The one-step ahead forecast error is
which after some algebra, and noting that I(w − b 1 )I(w − b 2 ) = I(w − b 1 ), can be written as
From the above results, it is clear that for the case of n breaks we have
For a single window estimation with w = 1, the forecast bias per break will bē
In contrast, the bias of the AveW forecast is
The variance term is unaffected by the possibility of multiple breaks in the mean.
In the case where λ (1) , λ (2) , . . . , λ (n) are distributed independently of the break points, 
Break in the Slope Parameter
Now consider the more general model (1) and assume that a single break occurs in the slope parameter of the process at date, T b , 1 < T b < T , whereas the error variance is constant, namely β (1) = β (2) , and σ (1) = σ (2) = σ. In this case, the conditional (on x T +1 ) one-step ahead forecast of y T +1 based on a given window of size wT iŝ
whereȳ ( 
Under the assumption that x t is a covariance stationary process with mean µ x and absolute summable autocovariances,
Similarly,ȳ
see Appendix A. The estimate of the slope coefficient can be written aŝ
where the first term on the right hand side of (22) can be rewritten as
and x = (x 1 , x 2 , . . . , x T ) . Conditional on x and x T +1 the bias in estimating β (2) byβ(w) using the estimation window, w, is given by
In general, θ (x, w, b) varies with the particular set of the regressors realized over the estimation window. To simplify the analysis, θ (x, w, b) can be replaced by its mean computed with respect to the assumed distribution of the regressors. When 
Then, conditionally on x T +1 , for fixed w and b the (scaled) forecast error is
Using the above result we also note that
Consider now the forecast based on averaging the forecasts over the different windows, w 1 , w 2 , . . . , w m ,
It follows that the error of the AveW forecast is ξ m,
Lemma 2 Suppose that the DGP in (1) holds with β t subject to a single break. Consider the forecast error of the AveW forecasts based on m estimation windows, defined by (26) and (19). Let ζ(w
i ) = [(w i − b)/w i ]I(w i − b), and λ = (β (2) − β (1) )/σ. Then conditional on x T +1 ,
for fixed m, w min and given b as T → ∞, the scaled AveW forecast error is
We are This follows directly from the arguments in Bai (1997) . Clearly, under such circumstances averaging over estimation windows will not improve the forecast accuracy.
However, our focus is on the case where W b remains small as T → ∞. In this case, the forecast using only post-break data will still be unbiased but the terms of order O p
will be large when W b is small, and the the variance of the forecast error might be quite high. As shown by Pesaran and Timmermann (2007) , in such circumstances a larger estimation window might be more appropriate. Accordingly, in what follows we compare a single window forecast with the window size of w a > b, to the AveW forecast based on m windows starting with w 1 and ending with w m = w a . In this set up we have
Proposition 3 This follows since the difference in square brackets in (29) is positive, which follows from Proposition 1.
Forecasts from Time-varying Parameter Models
As an alternative to averaging forecasts over estimation windows we consider time varying parameter models. Recently, Branch and Evans (2006) consider a number of variations on this class of models and show that a particularly simple form, known as the 'constant gain least squares', works reasonably well in forecasting US inflation and GDP growth.
Constant gain least squares is equivalent to discounting past observations at a geometric rate, γ (Branch and Evans 2006, p.160) . In order to analyze this forecasting method we return to the simple model (5) with a break in mean. We denote the constant gain least square or exponential smoothing (ExpS) forecast bŷ
Consider now the case where the mean of y t is subject to a single break at date, T b ,
The bias of the one-step ahead
(Pesaran and Pick 2008).
Since, 0 < γ < 1, the sign of the forecast bias is the same as the sign of µ (2) − µ (1) .
The forecast error variance is given by Var
. It is interesting to note that for all values of γ ∈ (0, 1) the sampling variance of the forecast error, the second part in square brackets, does not vanish even for T sufficiently large.
Therefore, the exponential down-weighting of the past observations can work only through bias reduction.
The scaled one-step ahead MSFE in then given by
where λ = µ (2) − µ (1) /σ. It can be shown that for a sufficiently large T there is a unique γ that minimizes the MSFE. However, choosing the optimal down-weighting parameter γ will depend on λ and b, which are typically unknown. Table 4 The table reports the difference in the exact MSFE of the ExpS forecast given in (31) MSFE for small breaks whereas the ExpS forecast has a lower MSFE for larger breaks.
This comparison is reversed when γ = 0.99.
To understand these numerical results we can express the AveW model as a 'forgetting factor' model. Forgetting factor models weigh observations {y t } T t=1 by factors {k T −t } T t=1 (Hannan and Deistler 1988, Brailsford, Penm and Terrell 2002) . The ExpS model fits naturally into this framework. Using (3) and (4) the AveW forecast can be expressed aŝ
where we use the AveW forecast with windows increasing by one observation. Hence, each observation y t , t = 1, 2, . . . , T receives the weight Figure 1 plots the weights attached to each observation in AveW and ExpS forecasts using the minimum windows and down-weighting parameters used in the numerical example above. We consider two different choices of the minimum windows, namely w min = 0.1 and 0.2, in the construction of the weights for the AveW forecast. The weights implied by the AveW forecasts vary much less than the weights implied by the ExpS forecasts.
When γ = 0.99 the observations are weighted more evenly than the weights of AveW for both minimum windows but when γ = 0.95 past observations are discounted much more heavily. This largely explains the results in Table 4 . The figure plots the weights attached to each observation in a sample of T = 100. The number in brackets are the minimum window, wmin, in the case of the AveW weights and the down-weighting parameter, γ, in the case of the ExpS weights.
Applications to Financial Time Series
We will now consider the application of the AveW forecasting procedure to weekly returns on futures contracts for twenty equity indices. Our sample ends on November 24, 2008 and thus covers the highly volatile episodes associated with the credit crunch. Details of the data are given in Appendix B.
We recursively compute one-week ahead forecasts using various forecasting methods for the mean model (5). The baseline forecast uses the observations after the last break identified by the sequential procedure of Bai and Perron (1998, 2003) , denoted BP, where we search for up to eight breaks, set the trimming parameter to 0.1 and the significance level to 5%. While Pesaran and Timmermann (2007) show that forecast accuracy can be improved by using some pre-break observations, we use only post-break observations as this is the more common procedure followed in practice because exploiting the biasvariance trade-off requires knowledge of the break size, which also would introduce further complications into the comparative forecasting exercise.
We compare the BP post-break forecasts with two versions of the AveW forecasts. The first averages forecasts from sub-windows within a rolling window of 156 weeks (equal to three years) using w min = 0.1. This yields W min = 15. The second AveW forecast averages forecasts from sub-windows in an expanding window using the same number of minimum observations, W min = 15. We use m = 10 windows. The results are qualitatively similar if a larger number of estimation windows is used. We also included forecasts from expanding and rolling windows in our comparisons. For the rolling windows we considered a rolling window of size W a = 156 and a minimum rolling window of size W min = 15. Also, since it could be argued that the AveW forecasts are performing better as they are effectively based on a smaller average window (when compared to W a ), we also considered a third rolling window forecasts based on an (average) effective window size of W = 85, computed as the integer part of W a (1/10 + 2/10 + . . . + 10/10)/10. Finally, we computed ExpS forecasts using two down-weighting parameters, γ = 0.95 and 0.99.
For each of the series we calculate the absolute bias, the root mean square forecast error (RMSFE), and tests for predictive performance of Diebold and Mariano (1995) .
More precisely, RMSFE = 1 n n t=1 ξ 2 t 1/2 , where ξ t = y t+1 −ŷ t+1|t , the one-week ahead forecast,ŷ t+1|t , is based on the observations up to t, and n is the number of forecasts.
We also report the RMSFE and the relative RMSFE, that is for, say, the AveW(W min ) forecast we report RMSFE[AveW(W min )]/RMSFE(BP), where BP denotes the forecast from the baseline forecast using the observations after the break date estimated by the Table 5 shows the fraction of series where the test of Diebold and Mariano (1995) rejects equal predictive accuracy and the forecast method in the respective column has the lower RMSFE.
The results show that the forecasts based on the post-break sample have a smaller average bias than the AveW forecasts but that the average RMSFE is larger than that of the AveW forecasts. Using DM tests we find that the AveW forecasts are statistically significantly more accurate in 40% of the series when the AveW forecasts are computed within rolling windows, and 45% of the series if the AveW forecasts are based on expanding windows.
Comparing the AveW forecasts to the forecasts based on the corresponding single windows, we find that, as predicted by our theory, the AveW forecasts have a lower bias and RMSFE. The forecasts from the single rolling window of length W min , in contrast, have a lower bias than the AveW forecasts as they are less likely to include breaks in The forecast methods are: (i) Using the observations after the last break point estimated by the Bai and Perron (1998, 2003) the estimation window. However, due to the small number of observations used in the estimation, the RMSFE is larger that that of the AveW forecasts. The AveW forecasts are significantly more accurate in about half of the series, whereas the short single rolling window is never significantly more accurate than the AveW forecasts. Comparing the AveW forecasts with the forecasts based on rolling windows of size, W , shows that averaging over the different sub-windows leads to a reduction in bias beyond the implied reduction in sample size. The average RMSFE is reduced even if this difference is not statistically significant.
The ExpS forecast with γ = 0.95, which discounts past observations at a faster rate compared to the ExpS forecasts with γ = 0.99, has a lower average bias than the AveW forecasts and-with the exception of the shortest rolling window-all other forecast procedures. However, the fast discounting leads to a larger RMSFE than the AveW forecasts and all other forecast procedures with the exception of the shortest rolling window and the post-break window forecast. The ExpS forecast with γ = 0.99 has a smaller average bias than the AveW forecast within the expanding window and most of the other forecast methods but a larger bias than the AveW forecast within the rolling window. While the RMSFE is larger than that of the AveW forecasts within the rolling window, it is smaller than that of most other forecast methods.
Overall it appears that the large variances of the series relative to the size of possible breaks implies that break points are difficult to estimate and forecast based on such estimates are less precise. Equally, using only short rolling windows increases the estimation uncertainty, which eliminates the benefits from the reduction in forecast bias. The same is true of down-weighting observations when the weights decay too rapidly. Using slower decaying weights tends to improve forecast accuracy in the MSFE sense. Overall, for the data considered here the best results are obtained from averaging forecasts over estimation windows within a rolling window.
Conclusion
We have shown that averaging forecasts over estimation windows reduces the forecast bias and, despite a potential increase in the variance, overall it will reduce the MSFE for all but the smallest breaks. We have also compared it to the forecast obtained from exponential down-weighting of past observations. Both can be cast in the framework of forgetting factor models. However, the exponential smoothing forecast is more sensitive to the down-weighting parameter than the averaged forecast is to the choice of the minimum estimation window. Monte Carlo results and the application to time series of returns on equity futures show that averaging forecasts over estimation windows can improve forecast accuracy compared to forecasts from post-break samples when the variance of the process is relatively large compared to the break size. Averaging of forecasts over different estimation windows offers a simple approach to generating forecasts that are reasonably robust to structural breaks of unknown break dates and sizes. It is likely to be particularly effective when the last break date is relatively close to the point of the forecast and the break is of moderate magnitude. Whilst our theoretical analysis has been confined to point forecasts for the random walk and the linear regression model, averaging forecasts over estimation windows will likely improve forecast accuracy in many settings, such as richer models or density forecasts, but we leave these topics for future research.
A Mathematical Appendix
Proof Let u t = x t − µ x , and note that x t is assumed to be exogenous with respect to ε t for all t and t , and the break point of β t is also exogenously given, and therefore given independently of ε t and x t .
Then Var[1/(T w)
