Many pathogenic microbes have multiple virulence factors that can cause damage to the host and thus contribute to an overall virulence phenotype for that organism. Although current techniques are suitable for demonstrating that a particular microbial characteristic contributes to virulence, no formal approach for defining the relative contributions of multiple virulence factors to overall virulence has been proposed. This paper describes the use of multivariate linear regression to estimate the relative contributions of virulence factors to the overall phenomenon of virulence. The approach is illustrated here with sample calculations of the relative contributions of individual Cryptococcus neoformans and Bacillus anthracis virulence factors to the overall virulence phenotype. These calculations were derived from a small underpowered experimental data set for the fungus and two larger sets of randomly generated data for both microbes. The major limitation of this method is a requirement for large data sets of microbial strains that differ in virulence and virulence factor expression. Multivariate linear regression can be used to identify the relative levels of importance of virulence factors in virulence studies, and this information can be used to prioritize antigen identification for vaccine development and the design of antimicrobial strategies that target virulence mechanisms.
While the literature contains an abundance of papers describing microbial determinants (virulence factors) that contribute to microbial virulence, no methodology has been proposed for determining the relative contributions of individual virulence factors to the overall virulence phenotype. For example, the pathogenic yeast Cryptococcus neoformans has a number of virulence factors that are thought to contribute to virulence, such as capsule (2, 12) , melanin synthesis (13, 26) , and a variety of secreted enzymes (6, 7, 14, 22) . We have investigated the use of multivariate linear regression as a tool to rank the virulence factors in disease importance. Multivariate linear regression is a well-established statistical tool that has been used to analyze the relative contributions of different parameters in other fields, including the shape of coronary arteries on the presence, extent, and severity of disease (8) , trace metal levels in tannery effluents in relation to soil and water (24) , and the quality of stimulation in the family environment and a child's cognitive development (1) . Here we demonstrate how this approach can be applied to a variety of microbes with more than one virulence factor. Indeed, many pathogenic microbes possess adhesion molecules, enzymes, and toxins, each of which can be shown to influence virulence in experimental systems. However, such experiments almost always involve the evaluation of a single virulence factor at a time, despite the fact that virulence is the result of their combined effects. Since new virulence factors are being identified for many microbes (9, 11, 19, 25) , there is an urgent need for a systematic approach to determine the relative contributions of virulence factors in pathogenesis. Targets for vaccine and drug design could be selected from this information.
MATERIALS AND METHODS
When considering how each individual virulence factor contributes to an overall virulence phenotype, one must first identify a measure of virulence. Virulence has been defined as the relative capacity of a microbe to cause damage in a host (5) . Although virulence is universally considered to be a microbial characteristic, it is expressed only in susceptible hosts and its readout involves the measurement of a host-related parameter (4) . Some commonly used measures of virulence are mortality, microbial burden on tissue, or lifetime reproductive success of infected hosts versus uninfected hosts (21) . Additional measurements of virulence could include different measures of host damage and the immune response (5) .
To obtain an estimate of the relative contributions of various virulence factors by using multivariate linear regression for a given microbe requires (i) a set of related strains that differ in virulence factor expression in a manner that can be quantified and (ii) a system for comparing the relative levels of virulence of these strains. When considering this approach, it is important to have an adequate definition for the word "strain." A strain has been defined as "a group of organisms of the same species, having distinctive [phenotypic] characteristics but not usually considered a separate breed or variety" (http://www.thefreedictionary .com/strain).
The data set used for multivariate linear regression should conform to all statistical assumptions, including an adequate sample size (10, 15) (Table 1) , normality, screening for univariate and multivariate outliers, and independent variables that are linear and homoscedastic (exhibit similar levels of variance across the range of the outcome variable) (23) .
Initially, a data set involving 18 strains (16) was used for the C. neoformans analysis. However, due to the small sample size, it was underpowered. Because data sets of sufficient power for C. neoformans or Bacillus anthracis were not available, we generated demonstration data sets using RandGen (17) . RandGen is a computer program that can generate random data with specified distributions and with specified correlations among the variables. The gamma distribution was used to ensure generation of data with means, skewnesses, lower bounds, and standard deviations similar to those seen in actual data sets. RandGen provided random data sets with correlations of predictors to the outcome variable and between the various predictor variables similar to those that might be seen in naturally occurring data sets. For the C. neoformans data, actual data from 18 strains (16) were used for the parameters entered into RandGen. RandGen uses these parameters, together with user-entered parameters, to control correlations among variables and to create random data sets. For B. anthracis, the data set was generated in the same manner as for C. neoformans, except the input parameters for RandGen were completely fabricated. These data sets were randomly generated solely to increase the sample size and statistical power in order to illustrate the approach. The subsequent analysis using these data sets should not be interpreted to have any biological meaning for C. neoformans or B. anthracis.
In the present analysis, the virulence factors used as the predictor variables for C. neoformans were capsule size, melanin production, glucuronoxylomannan (GXM) release, urease production, and growth rate (doubling time), because these factors were determined a priori to contribute to virulence. For B. anthracis, the virulence factors used as the predictor variables were capsule, toxin, and anthralysin. Predictor variables were entered into the regression equation to determine the unique contribution of each virulence factor to the outcome variable (time to death). Analysis was done via standard, multivariate hierarchical regression using SPSS v.13 for Windows.
RESULTS
The approach used to apply the method of multivariate linear regression to a pathogenic microbe is illustrated in Fig. 1 . For C. neoformans, multivariate hierarchical linear regression was initially performed on a set of 18 strains for which experimental data were available (16) ( Table 1) . Even with this relatively small set, the capsule size in vitro emerges as the dominant virulence factor but the other parameters do not reach statistical significance. Because this was a small sample size and was severely underpowered, RandGen was used to generate a larger demonstration data set that had sufficient power for multivariate hierarchical linear regression. Although this data set in the subsequent analysis was hypothetical, the values used were generated within constraints imposed by the experimental values listed in Table 1 and, consequently, are not completely random. By varying the specification of the correlation between predictors, it was possible to demonstrate the impact of these correlations on power (Table 2 ). In naturally occurring data sets, the various virulence factors would certainly have some correlation with each other due to the fact that they are often linked by underlying mechanisms, such as coordinate gene regulation. To the extent that the researcher seeks relatively uncorrelated predictors, sample sizes may be markedly reduced. As Table 2 indicates, a lower correlation between the predictors (r xx ) yields a reduction in required sample size (number of strains) to obtain acceptable power. Thus, two demonstration data sets were created for C. neoformans. One was based on high intercorrelations between the predictors, necessitating a large sample size. The second was based on low correlations between the predictors, allowing a great reduction in the sample size, as suggested in Table 2 . Therefore, to find the large effects of five predictors of time to death for C. neoformans (capsule size, melanin production, GXM release, urease production, and growth rate) when the correlation between predictors is high, the randomly generated sample size is 279 (see Table S1 in the supplemental material). When the correlation between predictors is small in comparison to the effect size, a smaller sample size of 39 (see Table S2 in the supplemental material) can suffice to find the large effects of the predictors. The regression summary of five predictors of time to death for C. neoformans when the correlation between predictors is high is given in Table 3 . Results of the regression indicated that capsule size and melanin production significantly accounted for 19.0% and 10.5% of the variance of time to death, respectively. In vitro growth rate (doubling time) accounted for 1.4% of the variance of time to death, after accounting for the previously entered variables of interest. Urease production and GXM release did not account for a significant portion of the variance for this demonstration data set.
The regression summary of five predictors of time to death for C. neoformans when the correlation between predictors is small is given in Table 4 . Results of the regression indicated that capsule size and melanin production significantly accounted for 41.4% and 16.2% of the variance of time to death, respectively. GXM release, in vitro growth rate (doubling time), and urease production did not account for a significant portion of the variance of time to death for this demonstration data set.
To illustrate the method for a microbe with fewer identified virulence determinants, we fabricated a randomly generated sample set for B. anthracis by using three predictors of virulence (capsule, toxin, and anthralysin), with a sample size of 150 (see Table S3 in the supplemental material). This is the sample size suggested in Table 2 to find larger effects of predictors that have low correlation with each other. The regression summary of three predictors of time to death for B. anthracis is given in Table 5 . For this hypothetical data set, capsule, anthrax toxin, and anthralysin significantly account for 20.8%, 19.9%, and 2.0% of the variance of time to death, respectively. Notably, anthralysin was moderately correlated with time to death, yet the small correlation with other predictors makes it possible to expose its contribution. If the correlation with other predictors were higher, a larger number of strains would be required. Therefore, researchers are advised to be sensitive to the degree of correlation between virulence factors when determining the sample size (number of strains) for a study.
DISCUSSION
Assuming that a measurement for virulence that produces quantitative data for all measures of strain virulence exists and that a strain set that expresses various virulence factors in different measurable proportions is available, then multivariate linear regression can be used to estimate the relative contribution of each virulence factor to the overall virulence phenomenon. In addition, multivariate linear regression can also be used to determine if there are undiscovered virulence factors that contribute to the overall phenomenon of virulence.
There are three different types of multivariate linear regression: standard multiple regression, sequential (hierarchical) regression, and statistical regression. The choice of which regression method to employ is dependent on the nature of the research question (23) . In standard multiple regression, all variables are entered into the same block so that they are each assessed at the same time. Thus, standard regression illustrates how much of the outcome variable is explained by all of the variables at once. Standard regression is an assessment of a complete model when there is no intention of examining the contributions of individual predictors. In hierarchical regression, the variables are entered in different blocks in a specific order, with the order of entry resulting from theoretical or logical importance. Thus, hierarchical regression illustrates the unique contribution of each predictor variable to the variance in the outcome variable, while taking into account the contribution of previously identified significant predictors. In statistical regression, the variables are entered or removed in different blocks in an order that is specified by statistical criteria. Therefore, statistical regression is an exploratory method use- ful for selecting which variables best predict the outcome variable when there is no theoretical rationale for a priori prioritization (23) . To answer the question of how multiple virulence factors contribute to overall virulence, hierarchical regression is the best type of linear regression to use when the researcher has an a priori expectation about the relative importance of each virulence factor, as in the case of C. neoformans. Statistical regression is appropriate when the researcher has no a priori expectations or when there are numerous factors that may or may not contribute to virulence. In that case, statistical regression can be utilized to remove factors that do not contribute to virulence. When considering multivariate linear regression analysis, it is essential to use an adequate sample size. The sample size (number of strains) required is a function of the number of virulence factors measured and the questions asked. To determine the dominant virulence factor (a large effect), a relatively small number of strains is needed. Conversely, to determine the virulence factor that contributes the least to pathogenesis (a small effect), a relatively large number of strains is needed. The number of strains required can be estimated from a power analysis or the use of a general rule of thumb. A good explanation of the parameters needed for a power analysis can be found at the website http://www.statsoft.com/textbook/stpowan .html. If a power analysis cannot be done, as a general rule of thumb, 10 datum points are required for each predictor variable in the regression, although Maxwell (15) suggests that this is overly optimistic. Maxwell recognized that the correlation among the predictors has a powerful effect on the power to find even large effect sizes. Reduction of the magnitude of the correlation between predictors results in smaller sample sizes to obtain equivalent power (Table 2) .
Using two microbial examples and a demonstration data set of strains that differ in virulence factor expression, we show the usefulness of multivariate linear regression analysis to determine the relative levels of importance of virulence factors in microbial pathogenesis. The method relies on established statistical principles and uses readily available commercial software. Comparing the results from the small experimental data set and the larger randomly generated data set based on experimentally derived input parameters shows that, even with a small sample size, C. neoformans capsule contributes most to virulence (Table 1) .
Because the sample size requirement can be quite large and the number of strains available often limits researchers, we recognize the practical limitations involved in using this method. Thus, one alternative to a larger sample size is to select for comparison virulence factors that are relatively uncorrelated (independent) with each other. If predictor variables that are relatively uncorrelated with each other and with the most virulent predictor are used, fewer strains are needed because each variable is allowed to uniquely contribute to the variance in the dependent variable and fewer variables are used in the model. Another alternative is to decrease the number of virulence factors tested, either by deleting one variable or by combining two or more variables into one variable. Unfortunately, this can sometimes lead to specification error and biased parameter estimates (15) . Finally, another alternative is to conduct the regression analysis with the strains available and describe any significant results as preliminary findings (due to the small sample size used). However, note that a significant result may be harder to find with a small sample size, due to problems with power, which makes it more difficult to detect significant results.
While this method will identify the virulence factor most significantly related to the outcome variable (time of death, in our simulations), the greatest limitation is the requirement for increasingly large numbers of different strains as the virulence factors multiply. In fact, the investigator would have to not only generate the strains but also test them in a suitable system to measure virulence, which could prove prohibitive with regard to animal costs. However, this second limitation may be mostly overcome in those situations with the use of signature-tagged mutagenesis (18, 20) or the use of alternative hosts, such as amoebae, slime mold, and Caenorhabditis elegans, to measure relative levels of virulence (3). However, while these alternate hosts would be extremely useful in measuring virulence, their use adds another limitation to the method in that even though many microbial virulence factors may be evolutionarily conserved and can cause damage in multiple hosts, there may be a limited correlation to real human disease.
Another way to use multivariate regression analysis that would be perhaps more related to real human disease would be to collect clinical microbial strains from patients and try to correlate virulence factor expression and clinical disease. Results from these kinds of analyses would be very important in vaccine and antimicrobial drug design. However, due to differences in virulence factor expression among microbes, the method may have greater relevance for vaccine design, especially if an effective vaccine requires a cocktail of multiple virulence factor antigens.
In summary, we demonstrate how one can estimate the relative contributions of virulence factors to the overall virulence phenotype by applying multivariate regression analysis. The method requires only an appropriate sample size and a system that yields quantitative measures of virulence. Since the greatest limitation of the method is that the amount of independent measurements rises rapidly as the virulence factors multiply, knowledge of this relationship may promote the development of high-throughput techniques for measurement of virulence.
