In this letter we analyse the impact of VBR video traffic characteristics on broadband network performance. In particular, we compare in a queue the behaviour of several models that adjust different statistical parameters of two real MPEG traces. We prove that a good fit of the probability density function (pdf) is essential to approximate queuing behaviour while the effects of short range dependence (SRD) have a secondary importance and those of long range dependence (LRD) could be neglected for practical purposes if realistic scenarios, with strict QoS requirements, are considered.
INTRODUCTION
Among the different services that will be conveyed by Broadband Integrated Services Digital Network (B-ISDN), video applications are expected to be major sources. Video signal can be encoded and compressed in two ways: with variable quality and constant bit rate (CBR) or otherwise, with constant quality at the price of changing the bit rate. These Variable Bit Rate (VBR) video signals will benefit from statistical multiplexing that networks such as ATM provide, optimising the utilization of the available bandwidth. But in order to evaluate network performance and management policies, such as bandwidth allocation, policing functions or admission controls, accurate models of video sources are required. In this letter we analyse the impact of different video traffic characteristics on queuing performance. We compare the behaviour of different models to determine which statistical properties are fundamental for modelling purposes and which could be neglected despite of their actual existence in video signals. We show that under high channel utilization and large buffer sizes, long range dependence (LRD) is the most relevant property to match. On the contrary, with small buffers and low levels of channel occupation, probability density function (pdf) and, secondarily, short range dependence (SRD) must be captured to approximate Quality of Services (QoS) requirements, essentially losses, average delay and jitter.
VBR VIDEO TRAFFIC MODELLING
The aim of a video compression scheme is to reduce the bandwidth requirements for the video traffic by removing part of the temporal and spatial redundancies that an uncompressed video signal exhibits. The consequence of VBR encoding is that video traffic is strongly related to the underlying mechanisms in the generation of video sequence. The most relevant characteristics that video nature incorporates to the generated traffic are:
-A huge variability in the bit rate, which is determined by the variability in the image complexity and the degree of motion of the filmed objects and the camera. This phenomenon can be detected analysing the pdf of the bits generated by the encoder within a fixed period of time (e.g.: a frame) -Short term correlation, motivated by the resemblance between the contents of frames within the same scene. This effect is reflected in high values of the first autocorrelation coefficients of the sequence.
-Long term correlation between frames belonging to separated scenes with similar levels of motion and image complexity. This LRD are reflected in a slow (hyperbolic) decay of the autocorrelation function, which is significant even for lags longer than several minutes.
The bibliography proposes several models to adjust these characteristics: 1. The simplest solution to approximate the pdf is generating a gaussian noise with the same mean and variance of the video sample to imitate. As the pdf of video signals is normally skewed to the left (lowest values) Gamma, Weibull, Lognormal and Pareto distribution functions have also been proposed [1] for a more accurate matching of the shape of the pdf. Finally, empirical models perform a better fit at the expense of needing a wide set of parameters. These models project a white noise, uniformly distributed between 0 and 1, on the inverse distribution function (PDF) to match, which must be previously calculated by estimating the histogram of the signal. So, the fit will be as accurate as the estimation of the histogram.
2. To cope with the SRD, Markov chains [2] , Autorregresive (AR) and Autorregresive Moving Average (ARMA) filters [3] have been normally utilized. In general, these models are characterized for an exponentially (quick) decaying autocorrelation which fits that of the real series just for the first lags. SRD and pdf are simultaneously matched by Transform Expand Sample (TES) and Projected Autorregresive (PAR) models [3] in which an autocorrelated signal is projected on the target pdf to achieve an accurate fit of the 0th order statistics.
3. The LRD of a signal [4] can be defined via a single value called the Hurst parameter, which is related to the decay rate of the autocorrelation function when lags tend to infinity. The range of possible values for H is [0. 5 1] , where 0.5 indicates that there is no LRD while the degree of LRD (or self-similarity) in the signal increases as H approximate to 1.
The only method to generate pure self-similar signals, with a desired value of H, is the fractal gaussian noise (FGN) [1] . Fractional integrated ARMA (FARIMA) models are commonly used to adjust both LRD and SRD. As in the case of TES or PAR models, FARIMA or FGN signals can be projected to improve the fit of the pdf at the cost of a slight deformation of the correlation properties.
On the other hand, scene oriented models [3] [5] constitute an specific approach to video traffic modelling. These structuralist models analyse traffic belonging to different scene types separately, so that they usually consist of two layers: a higher layer models scene durations and switching between scenes, whereas a lower layer imitates the traffic within each particular scene. Statistically these models could be situated between SRD and LRD modelling, as they just capture LRD for a finite range of time scales. Despite of this large variety of video traffic models, no thorough comparisons between them have been performed in the literature. In order to evaluate the impact of each statistical characteristic in network performance, we analyse the behaviour in a queue of all these types of modelling when compared with those of two real MPEG traces.
COMPARISON OF MODEL PERFORMANCES
For comparison purposes, we choose two real MPEG sources. The first one is the whole film "Star Wars" which is widely used in the literature [1] [3] to evaluate modelling and management schemes. The other series is a large trace of several 30 minute sequences of different video signals, containing TV programs, news, films, sports and cartoons, compressed with the same MPEG encoder in the University of Wurzburg (Germany). For both traces we considered the GOP or Group of Pictures (about 12 frames) as the time scale of the series. To study the influence of the different statistics we utilize the following models:
-A white (uncorrelated) noise projected on the target pdf, which is estimated using a histogram of 30 bins.
-An improved PAR model of first order, proposed by the authors in [3] .
-A scene oriented model, also proposed in [3] , which takes into account 3 different types of scenes. The traffic within each scene is generated following a SRD model.
-A FGN with the same mean, variance and H parameters of the actual series. A value of 0.90 was estimated for H in the case of "Star Wars", while for the signal from Wurzburg H was found to be 0.95. These results indicate that the traces own a high degree of LRD.
-A FARIMA model with gaussian output, adjusting the mean, the variance, H and the autocorrelation for the first lag of the series.
-We also propose to project the two previous models (FGN and FARIMA) to approximate the target pdf.
More than 2·10 6 samples (GOPs) were generated for each model and buffered in a simulated queue with deterministic time service. The bit loss probabilities for all the models adjusting the series "Star Wars" are depicted in figures 1.a and 1.b for channel occupations of 40% and 70% respectively. Under low occupations those models that accurately adjust the pdf perform a good fit of the losses while FARIMA and FGN, which only adjust correlation properties, seriously underestimate them. Only when buffer size increases projected FARIMA and projected FGN improve the fitting of PAR and projected white noise. On the other hand, under high occupations and large buffer sizes, figure 1.b proves that LRD becomes the most determinant statistics to match, independently of the shape of the pdf. Nevertheless it must be observed that projected FARIMA exhibit the best fitting under all conditions. In all cases scene oriented model occupies intermediate position between SRD and LRD models. Identical conclusions can be drawn when considering the series from Wurzburg (figures 2.a and 2.b) or if we analyse jitter or mean delays (not depicted here). It must be pointed out that most video services, specially real-time applications, will demand strict QoS requirements, that is, very small loss rates and very low jitters (in the order of some msec.). This implies that small buffers and low occupations correspond to a realistic scenario of a video service transmission. Consequently, just projected or SRD models will be enough to fully characterize VBR video traffic.
CONCLUSIONS
In this letter we have classified all the existing VBR video traffic models into three groups, depending on the statistical characteristics that they match. By using two real MPEG traces we have compared the queuing performance of several types of models proving that under realistic conditions (low losses, small buffers) 0th order statistics, which are included in the pdf, are the most relevant characteristics to match while SRD has a secondary importance and LRD or selfsimilarity could be neglected. 
