We use the adjoint method to compute sensitivity maps for the limit-cycle frequency and amplitude of the Bénard-von Kármán vortex street in the wake of a circular cylinder. The sensitivity analysis is performed in the frame of the semi-linear self-consistent model recently introduced by Mantič et al. (Phys. Rev. Lett. 2014; vol.113; 084501), which allows to describe accurately the effect of the control on the mean flow, but also on the finite-amplitude fluctuation that couples back nonlinearly onto the mean flow via the formation of Reynolds stress. The sensitivity is computed with respect to arbitrary steady and synchronous time-harmonic body forces. For small amplitude of the control, the theoretical variations of the limit-cycle frequency predict well those of the controlled flow, as obtained from either self-consistent modeling or direct numerical simulation of the Navier-Stokes equations. This is not the case if the variations are computed in the simpler mean flow approach overlooking the coupling between the mean and fluctuating components of the flow perturbation induced by the control. The variations of the limitcycle amplitude (that falls out the scope of the mean flow approach) are also correctly predicted, meaning that the approach can serve as a relevant and systematic guideline 2 P. Meliga, E. Boujo and F. Gallaire to control strongly unstable flows exhibiting non-small, finite amplitudes of oscillation.
Introduction
The vortex shedding instability leading to the Bénard-von Kármán vortex street in the wake of a circular cylinder is a well-known example of hydrodynamic limit cycle:
above the critical Reynolds number Re c = 47 (built from the free stream velocity and the cylinder diameter), a self-sustained pattern of regularly alternated vortices is shed at a well-defined frequency. This instability is very robust and the essentially periodic nature of vortex shedding persists up to the turbulent regime (Williamson 1996 ).
An interesting feature of this instability is that, except in the very vicinity of the threshold, the main space and time properties of the flow oscillations (frequency, amplitude) cannot be captured by classical linear and weakly nonlinear analyses performed on the base flow (i.e., the steady solution of the Navier-Stokes equations (NSE) that becomes unstable at Re c ). For instance, Barkley (2006) shows that the frequency prediction issuing from a linear global stability analysis fails by a large amount, even at Reynolds numbers as low as Re = 80. In the same fashion, the Stuart-Landau amplitude equation describing the onset of limit-cycle oscillations, albeit derived rigorously from the NSE using a multiple-scale expansion (Stuart 1960 , see also Sipp & Lebedev 2007; Meliga et al. 2009a Meliga et al. , 2012a for an application to spatially developing flows) fails to provide correct amplitude and frequency corrections at Reynolds numbers above the bifurcation threshold by only 10%. This is because these approaches are perturbative in nature, and build all oscillating fields as successive-order corrections to the eigenmode feeding on the neutrally stable base flow, whose spatial structure differs considerably from that of the saturated nonlinear oscillation (Dušek et al. 1994; Noack et al. 2003) . Barkley (2006) reports that a linear global stability analysis can still satisfactorily predict the shedding frequency well above the instability threshold provided it is performed on the time-averaged mean flow, not the base flow. This is somehow reminiscent of Hammond & Redekopp (1997) and Pier (2002) , who early noticed that a linear criterion applied to the mean flow was remarkably successful in predicting the frequency of the unsteadiness in the frame of local stability analyses. In addition, Barkley (2006) shows that the mean flow is almost neutrally stable. Such results have been rationalized by Sipp & Lebedev (2007) analyzing the nonlinear interactions contributing to the Landau coefficient of the amplitude equation. The authors conclude that (i) the mean flow being neutrally stable and (ii) its eigenfrequency being a good predictor of the nonlinear frequency are due to the fact that base flow modifications dominate the flow nonlinearity over the generation of higher harmonics, which produces close-to-harmonic oscillations.
This can be seen as a theoretical proof, valid in the vicinity of the instability threshold, of the general picture used to describe the mechanism for nonlinear saturation in the cylinder wake and related flows : perturbations feed on the unstable base flow, grow, modify the base flow via the formation of Reynolds stress, which in turn reduces their growth rate up to the point where it becomes zero. At this stage, the unstable base flow has been distorted into the neutrally stable mean flow, and perturbations stop growing and saturate (Maurel et al. 1995; Zielinska et al. 1997) . Note, this idea of an instability saturating itself through nonlinear terms leading to a neutrally stable mean flow has been early formulated by Malkus (1956) In a seminal experiment, Strykowski & Sreenivasan (1990) investigate experimentally the flow around a circular cylinder perturbed by a smaller circular cylinder positioned in the near wake. For various Reynolds numbers and diameter ratios of the two cylinders, they measure the influence of this secondary control cylinder in terms of sensitivity maps showing the regions around the main cylinder where shedding is most affected. For specific locations, Strykowski & Sreenivasan (1990) report a stabilization of the wake accompanied by a decrease of the shedding frequency that could go towards complete suppression of unsteadiness. They also provide experimental evidence that suppression of vortex shedding is correlated with negative growth rates of the instability. Since then, the prohibitive cost of producing exhaustive sensitivity maps under traditional procedures -which requires systematical experimental measurements, or numerical simulations to be performed over large ranges of parameter spaces -has motivated the development of more systematical approaches relying on theoretical analysis to map quickly the best positions for placement of the control cylinder. Hill (1992) has pioneered the use of Lagrangian-based adjoint methods to compute theoretical sensitivity maps capable of assessing (within one single calculation) the effect of given control upon the stability properties of the base flow. Hill (1992) models the presence of the control cylinder by a point-wise supply of momentum equal and opposite to the anticipated drag. He uses the adjoint method to compute the sensitivity of the unstable eigenmode (representing mathematically the variational derivative of its eigenvalue to a body force or a wall velocity), whereafter he ultimately retrieves the structure of the experimental sensitivity maps without ever having calculated the actual controlled states. Such an approach (herein referred to as the base flow approach) offers an attractive alternative to bottleneck "trial and error" procedures, as it allows exhaustive coverage of large parameter spaces at very low computational costs. It has sparked renewed interest in the last decade, through a substantial body of work focusing on steady and unsteady effects modeling the presence of the control cylinder (Giannetti & Luchini 2007; Marquet et al. 2008a) , and is now routinely applied to a variety of flow configurations (Meliga et al. 2010; Pralits et al. 2010; Alizard et al. 2010) and control targets, including optimal transient growth and optimal harmonic response (Brandt et al. 2011; Boujo et al. 2013) , recirculation length or aerodynamic forces (Meliga et al. 2014) .
Of course, the method is bound to fail if the stability analysis is not predictive for the main features of the unsteadiness, hence the low Reynolds numbers (Re ∼ 47 − 60) considered in Hill (1992) and other aforementioned studies. Another approach is thus needed to predict similarly how the control affects the finite-amplitude vortex shedding prevailing at Reynolds numbers well above the instability threshold. Meliga et al. (2012b) have proposed to analyze similarly the sensitivity of the mean flow stability properties, a so-called mean flow approach that has yielded promising results (Meliga et al. 2012b; Camarri et al. 2013; Meliga et al. 2014 ), but is not entirely satisfactory though : first, because its scope is limited to the vortex shedding frequency, as mean flow stability analyses do not predict the amplitude of the oscillation. Second, because it relies on a so-called An elegant approach to analyze the sensitivity of the shedding frequency has been proposed by Luchini et al. (2009) , computing first the nonlinear periodic state by DNS, then scaling the time variable on the period of the limit-cycle to bring it out as an explicit unknown, and finally computing the sensitivity by marching adjoint equations backwards in time. Such an approach has the advantage of correctness, but it is computationally very demanding because the adjoint simulation must be run long enough for a timeperiodic state to show up and for the adjoint solution to reach statistical equilibrium.
Moreover, the DNS solution must be available at all adjoint time-steps, which turns to be very costly, either in terms of storage resources if one saves all DNS time steps to disk beforehand, or in terms of CPU-time if one saves only a few check-points and recalculates the missing time-steps on the fly. It is proposed here to use the model of Mantič-Lugo et al. (2014) to compute self-consistent approximations to this exact sensitivity, which we believe stands as a valuable alternative : first, all sensitivities come at a low computational cost, solving iteratively a couple of equations independent of time. Next, the model is expected to yield improved theoretical predictions at Reynolds numbers not necessarily close to the instability threshold, since it embeds the two-way coupling necessary to describe the mean flow modification induced by the growth of unstable disturbances and the nonlinear saturation of these disturbances as the mean flow becomes neutrally stable.
Finally, the approach addresses similarly the sensitivity of the oscillation amplitude. This could be done also with a time-marching adjoint method (to the best of our knowledge, no such results have been reported in the literature) but the detrimental computational costs would then accumulate.
In order to avoid any confusion, we point out that the present research compares three different levels of modeling : linear, semi-linear, and nonlinear (in ascending order, and starting from the lowest level of approximation). On the one hand, nonlinear refers to data obtained by DNS of the NSE. On the other hand, semi-linear and linear refer respectively to data obtained from self-consistent modeling of the NSE, and to their linear approximation computed in the frame of the current sensitivity analysis. The paper is thus organised as follows : in section 2, we recall the main features of the self-consistent theory, and demonstrate its ability to capture accurately the nonlinear limit-cycle frequency and amplitude of controlled cylinder flows of interest. In section 3, we analyze theoretically the sensitivity of the frequency to a steady force in the mean flow equations, and to a synchronous time-harmonic force at the fundamental frequency in the perturbation equations. The wavemaker region responsible for the selection of the nonlinear frequency is identified from the effect of a localized feedback proportional to the flow velocity. We also consider application to open-loop control by means of a small control cylinder, for which we provide comparison with semi-linear and nonlinear results of the two-cylinder system. Section 4 addresses the sensitivity of the limit-cycle amplitude, and follows the same organization. In concluding the paper, we discuss the ability of the approach to predict complete suppression of vortex shedding.
Self-consistent model
We investigate the two-dimensional, incompressible flow past a spanwise infinite circular cylinder of diameter D. We use a Cartesian coordinate system with origin at the cylinder center. We denote by U = (U, V ) the velocity field of components U and V in the streamwise x and cross-stream y directions. P is the pressure, and x = (x, y) T is the position vector. Assuming constant kinematic viscosity ν, the sole parameter is the Reynolds number Re = U ∞ D/ν, where U ∞ is the free-stream velocity. The flow is governed by the nonlinear Navier-Stokes equations (NSE) written in compact form as 1) where N(U) is the Navier-Stokes operator defined by
2) whose dependency on P is omitted to ease the notation. For the same reason, we omit the continuity equation ∇ · U = 0, as it is understood that all velocity fields considered in the following must be divergence free because of incompressibility.
Description of the model
The self-consistent theory originates from the Reynolds decomposition of the velocity In the self-consistent approach, the mean flow is not taken as a given, but comes instead as an output of a semi-linear approximation of (2.3) meant for the perturbation structure to be the one that forces the mean flow by its Reynolds stress in a manner such that the mean flow generates exactly the aforementioned perturbation. Expanding the perturbation into time-harmonic eigenmodes u of linear growth rate σ and eigenfrequency ω, retaining the dominant eigenmode and forcing its growth rate to zero for the mean flow to be neutrally stable yields
where || · || is the norm induced by the L 2 inner product ( · | · ) on the computational domain, A is the real amplitude of the unit-norm eigenmode, ψ(u) = 2ℜ(u * · ∇u) is the Reynolds stress divergence, and ℜ(·) and * indicate respectively the real part and the conjugate of a complex quantity. The nonlinearity in u has been neglected in (2.3b) because vortex shedding is assumed to be dominated by a single harmonic frequency.
This is the key difference with linear stability analyses featuring an eigenvalue problem identical to (2.4b) on behalf of a small-amplitude assumption. If the nonlinearity is neglected in both (2.3a) and (2.3b), the approach is equivalent to classical stability analysis, as the mean flow reduces to the base flow U b , solution to the steady NSE
computed a priori and supposedly unaffected by the growth of unstable disturbances.
Conversely, the approach reduces to mean flow stability analysis if the nonlinearity is neglected only in (2.3b), but taken in account in (2.3a), in which case the mean flow can be computed exactly a priori, averaging in time the instantaneous solution of a direct numerical simulation (DNS) of the NSE. There is however a certain lack of consistency in doing so because the Reynolds stress in (2.3a) is that of the finite-amplitude vortex shedding coming from the DNS, not that of the small-amplitude eigenmode. According to Barkley (2006) , the results must be properly interpreted as applying in the case where the Reynolds stress itself is unperturbed at the order of the perturbation, thereby defining the so-called frozen Reynolds stress assumption.
Numerical methods
In the following, we obtain all semi-linear results relaxing the neutral stability condition and increasing the value of A up to the point where σ = 0 (which we assume is achieved to a sufficient degree when |σ| 10 −6 ). For given amplitude, the self-consistent solutions are computed iteratively with a finite element method adapted from Meliga et al. (2014) , to which the reader is referred for further details. At each iteration, the mean flow is computed with the Newton-Raphson method, together with boundary conditions consisting of a uniform free-stream at the inflow, symmetric conditions at the transverse boundaries and a stress-free outflow condition. The perturbation is computed with the Arnoldi method, together with boundary conditions linearized about the mean quantities. This repeats until the difference between two consecutive iterations of U m is less than 10
in L 2 norm, which requires to under-relax the corrections made at each iteration.
In the following, we also report DNS results obtained using a second-order CrankNicholson scheme, with time step ∆t = 0.05. At the outflow, a more suitable advective condition is imposed, together with zero pressure at the upper-right corner of the domain. All simulations are carried out until the solution settles down to a periodic state, whereafter it is advanced in time over 500 time units (between 75 and 100 shedding cycles depending on the Reynolds number) sufficiently large to extract accurate frequency and amplitude information.
Uncontrolled flow
In this section, we briefly revisit the self-consistent modeling of the natural ( 
Relevance to vortex shedding control
It is the fundamental premise of our research that the self-consistent theory applies to controlled flows of practical interest. While this is a point that should be addressed on a case-by-case basis for arbitrarily large control amplitudes, we expect that it generally holds true for small to moderate amplitudes. As an illustration, we mimic here the approach of Strykowski & Sreenivasan (1990) , insert a control cylinder of diameter d = 0.1 at various positions in the flow, and recompute the limit-cycle frequency and amplitude of the two-cylinder system using a mesh of the modified computational domain flows satisfy the real-zero imaginary-frequency (RZIF) property (Turton et al. 2015) and that the self-consistent theory does apply.
The effect on the frequency is illustrated in figure 1(a) for the control cylinder placed at x c = (1.2, 1.0). For this case, the critical Reynolds number is Re c = 77.8 (as predicted by linear stability analysis; see figure 2(a)), whereupon the frequency is reduced by approximately 20%. With the above key assumptions fulfilled, the self-consistent approach predicts accurately not only the frequency shift (as seen from the filled squares and circles showing the semi-linear and nonlinear results, respectively), but also the spatial structure of the controlled mean flow and Reynolds stresses, as documented in figure 3 . In contrast, the leading eigenfrequency of the base flow (shown as the dashed line in figure 1(a) ) is
Sensitivity of the limit-cycle frequency
We assess here the effect of a control in the bulk upon the limit-cycle properties of the self-consistent system
where the action of the control is taken into account by a steady body force F acting as a source term in the mean flow equation (3.1a), and a (complex) harmonic body force f oscillating at the same frequency as the fundamental eigenmode, and acting as a source term in the perturbation equation (3.1b). From a physical standpoint, F and f can be viewed as the mean and fluctuating components of the total (real) body force acting onto the flow, expressed as
This type of forcing is particularly appropriate to model open-loop control by means of a small passive device inserted in the flow, which induces both steady and oscillating forces, as further discussed in the following. Both forces modify the mean flow (directly for the mean component F, indirectly for the fluctuating component f that changes the Reynolds stress feeding back on the mean flow) and its stability properties. This is rigorously taken into account in the present analysis, with section 4 assessing the change in the amplitude δA needed for the mean flow to return to neutral stability, while the present section addresses the resulting change in the limit-cycle frequency δω.
Theoretical framework
In the limit of infinitesimal control amplitudes, the linear estimate of the limit-cycle frequency variation can be expressed as the inner product between the control forces and sensitivity functions representing the variational derivatives of the frequency to sources of momentum in the flow. This amounts to invoking the first-order Taylor expansion around zero of ω viewed as a function of F and f , given that only the sensitivity, not the variation, depends on the choice of the inner product structure. We derive here an analytical expression of the sensitivity functions ∇ F ω and ∇ f ω such that
using a variational technique based on the computation of Lagrange multipliers. We use the body forces {F, f } as control variables, the self-consistent quantities {U m , u, σ, ω, A}
co-state or adjoint variables) and define the functional
whose gradient with respect to any variable s is
The adjoint fluctuation u † is complex, while the adjoint mean flow U † and the adjoint scalar parameters α † (ensuring neutral stability) and β † (ensuring unit norm of the eigenmode) are real, which results in L being real as well.
Assuming all partial derivatives with respect to the direct and adjoint variables to be zero (∂L/∂U m = . . . ∂L/∂β † = 0), the total variation of the Lagrangian reads 6) where the last equality follows from the derivatives with respect to the adjoint variables being zero, which ensures that the direct variables are solutions to the self-consistent system (3.1) and that the Lagrangian reduces to the limit-cycle frequency (L = ω).
Comparing relations (3.3) and (3.6), the sensitivities deduce as
Using integration by part to cancel the partial derivatives with respect to the direct variables, the adjoint variables come as the solutions to the self-consistent system
where L † is the adjoint of the linearized Navier-Stokes operator. At this stage, a compatibility condition must be enforced to guarantee the existence of a solution to the adjoint fluctuation equation (3.8b) . This is because there exists a non-trivial solution to
for σ = 0 and ω equal to the limit-cycle frequency, on behalf of u being a solution to eigenvalue problem (2.4b). Said condition is derived taking the inner product of equation (3.8b) with the eigenmode u and integrating by parts the left-hand side (LHS), which yields (3.10) since the operators are by definition such that
ther integrating by parts the first term in the right-hand side (RHS) and retaining the real part, we obtain
and ultimately 12) using (3.8d). Since we investigate the sensitivity of the natural limit cycle (f = 0), the self-consistent adjoint system reduces to
Both problems (3.13a)-(3.13b) for the adjoint mean flow and fluctuation must be solved simultaneously, together with normalisation condition (3.13c) and compatibility condition (3.13d). The boundary conditions are such that the the bilinear concomitant arising on the outer boundary of the domain during the integration by part is zero, which yields classical homogeneous conditions at the inflow, symmetric conditions at the transverse boundaries, and an adjoint stress-free outflow condition (Marquet et al. 2008a ).
Since system (3.13) is independent of time, we obtain the adjoint fields U † and u † and the adjoint parameter α † using an iterative method detailed in appendix A.1. Suffice it to say that convergence is achieved within a few tens of iterations, which takes less than an hour on a regular sequential workstation. The computational cost is thus essentially that of solving the self-consistent system of the uncontrolled flow, which is less than that of performing the DNS on the same mesh in the range of Reynolds number considered herein (by more than 80% at Re = 60 and roughly 50% at Re = 100). The sensitivity of the limit-cycle frequency to a steady control force ( Relation (3.7) carries over to the base and mean flow approaches, provided the adjoint fields are redefined as the solutions to
with U being either the base flow or the time-averaged mean flow obtained by DNS. 
Effect of a localized feedback, wavemaker
In this section, we consider the effect of a 'force-velocity' coupling under the form of a steady force proportional to the mean velocity and a fluctuating force proportional to the eigenmode velocity. If spatially localized, such a forcing can also be viewed as a feedback induced by an actuator located at the same station x c as the sensor. Both force components can be expressed as
16) where δ(x) stands for 2D Dirac delta function, b 1,2 is the amplitude of the feedback, and the frequency variation follows straightforwardly as
The Reynolds number is set to Re = 100 in the remainder of the section. For several locations of the feedback force, figure 6 compares the linear variation δω of the limit-cycle frequency computed in the frame of the present self-consistent sensitivity analysis (red lines), whose correctness and numerical accuracy is carefully assessed in appendix A.2, to those obtained by the base and mean flow approaches (dashed and dash-dotted lines).
To do so, all delta functions are smoothed out numerically into Gaussians; see Meliga A bound for the frequency variation induced by the present feedback force can be obtained applying classical Cauchy-Schwartz and triangular inequalities to the RHS of (3.17), which yields
Equation (3.18) readily expresses that δω is non-vanishing only in the flow region where the product of the modulus of the self-consistent direct and adjoint fields is not zero.
The associated overlapping region can thus be considered as the 'wavemaker' responsible for the selection of the nonlinear frequency, thereby extending the concept introduced by Giannetti & Luchini (2007) for the leading eigenvalue of the unstable base flow.
We show in figure 7(a) 
Application to control by a small circular cylinder
We now use knowledge of the sensitivity as a systematic guideline on where to insert a small device in the attempt to modify the limit-cycle frequency. This can be of practical interest for fluid-induced vibration problems because the only dangerous flow instabilities are those whose frequencies match the frequencies of the structural eigenmodes, meaning that shifting the threatening flow frequencies can be sufficient to prevent the onset of synchronized regimes. Following Hill (1992) , the presence of a small control cylinder at
given position x c is modeled by the force it exerts on the flow, defined conveniently as the pointwise reacting force localized at the same location where the control cylinder is placed, equal and opposite to the force that would act on a fictitious cylinder of same diameter invested by a uniform flow at the local velocity. We build here on previous studies focusing on steady and unsteady effects modeling the presence of the control cylinder (Giannetti & Luchini 2007; Marquet et al. 2008a,b; Meliga et al. 2010 Meliga et al. , 2014 , and decompose the latter force into steady and fluctuating components reading 19b) where C d is the drag coefficient of the control cylinder and | · | denotes the norm induced by the dot product. The frequency variation follows straightforwardly as
Of course, this cylinder force model stands as a first approximation derived in the limit of small control cylinders. On the one hand, it assumes the diameter of the control cylinder to be much smaller than the local inhomogeneity length scale, which results on the force acting on the control cylinder being pure drag (as a non-uniform flow would otherwise exert an additional lift force proportional to the local shear). On the other hand, it assumes negligible inertia effects and thus the force acting on the cylinder at each time instant to be identical to the force that would act if the upstream flow at the same instant was a steady one (quasi-static assumption). This in particular is expected to hold because the advection time scale in the vicinity of the control cylinder is much smaller than the vortex shedding period, a regime where the drag coefficient C d is essentially equal to its value for steady flow, and thus depends only on the local Reynolds number
The model also assumes the fluctuating force to be harmonic at the fundamental frequency while overlooking the effect of the higher harmonics, which is expected to hold as long as a self-consistent description of the controlled flow remains relevant. We show in the following that even such a basic modeling can guide appropriate placement of the control cylinder in the sense that the localization of the sensitive regions can be safely inferred with good accuracy despite the not-so-high degree of approximation used to represent the control cylinder itself.
We show in figure 8 a map of the variation of the limit-cycle frequency δω induced by a control cylinder of diameter d = 0.1 at Re = 100, for which the local Reynolds number is below 10 and the drag coefficient C d is approximated using the three-parameter power law defined in Meliga et al. (2014) . It exhibits only negative variations (as indicated by the blue hue) corresponding to a decrease of the frequency, the maximum effect being achieved in a region originating from the shear layers and surrounding the mean recirculating streamline. Weaker yet significant decrease is noticeable further upstream, not sufficiently to compensate for the large decrease induced by the mean force at this location, hence the overall frequency reduction in figure 8 . All in all, the mean force produces larger variations, but because of this disjointness in the sensitive regions, the dominant contribution can be driven by either component, depending on the location of the control cylinder.
We return now to the experimental results of Strykowski & Sreenivasan (1990) , whom we recall report a control cylinder of diameter d = 0.1 placed at at x c = (1.2, 1.0) to suppress vortex shedding for Re < 80 and to reduce the oscillation frequency by approximately 30% afterwards. In figure 10(a) , we report the various semi-linear (blue) and nonlinear (red) data used in figure 1(a) to evidence that this effect is well captured by the self-consistent theory. We now use blue shades to superimpose the effect of the control cylinder, as theoretically predicted from (3.20), with the dark (resp. light) blue shade representing the effect of the mean (resp. the fluctuating) component of the model force. For this position, marked by the grey circle in figure 8, both components contribute significantly to the frequency reduction, with the variation induced by the mean force being roughly twice as large as that induced by its fluctuating counterpart. The theoretical results exhibit a satisfactory agreement with the semi-linear and nonlinear data, meaning that the approach provides both qualitative and quantitative predictions. There does exist a discrepancy that we attribute to our cylinder force model being excessively simple for such non-small control cylinder, as the agreement is almost perfect in figure 10(b) reporting the same results for a smaller control cylinder of diameter d = 0.02.
Sensitivity of the limit-cycle amplitude

Theoretical framework
We analyze now similarly the effect of the control upon the limit-cycle amplitude. No comparison is made with the base and mean flow approaches, since those are simply unable to predict the saturation amplitude. In the following, we ease the presentation of the theoretical framework using the squared amplitude A 2 (physically representing the amplitude of the Reynolds stress in the mean flow equation) as convenient direct variable.
An analytical expression of the sensitivity functions ∇ F A 2 and ∇ f A 2 , such that
as in Section 3.1, except that it reduces now to
6) using (4.4d). Since we investigate the sensitivity of the natural limit cycle (f = 0), the self-consistent adjoint system ultimately becomes
The boundary conditions to be used are those defined in section 3.1, namely homogeneous conditions at the inflow, symmetric conditions at the transverse boundaries, and adjoint stress-free conditions at the outflow.
The numerical method used to compute all adjoint quantities of interest is presented in appendix B.1, together with validation data documented in appendix B.2. The sensitivity of the limit-cycle amplitude to a steady control force (∇ F A 2 = U † ) shown in Figure 11 (a)
at Re = 100 exhibits large magnitudes close to the cylinder, at the mean separating points, as well as in the inner recirculation region, close to the centerline, which constitute noticeable differences with respect to the frequency; see figure 4(a). In contrast, the sensitivity to an oscillating control force (∇ f A 2 = u † ) is shown at the same Reynolds number in Figure 11 (b) is the largest close to the separation points and (in a lesser extent) in the inner recirculation region, i.e., the same regions where the frequency is most sensitive; see figure 4(b). 
Effect of a localized feedback, wavemaker
We return here to the localized feedback force 
Control by a small circular cylinder
We use now the sensitivity as a systematic path to guide the best positions for placement of a control cylinder in view of alleviating the shedding activity. We show in figure 13 a map of the variation of the limit-cycle amplitude δA 2 induced by a control cylinder of diameter d = 0.1 at Re = 100. Interestingly, the control cylinder can increase or decrease the amplitude (while it has been shown to decrease exclusively the frequency in fashion. In contrast, the present approach is best suited to guide proper control strategy meant to alleviate finite-amplitude vortex shedding at Reynolds number well above the instability threshold, which constitutes a promising achievement in view of controlling efficiently turbulent flows at practically meaningful high Reynolds numbers.
Conclusion
We use the adjoint method to compute sensitivity maps of the limit-cycle frequency and amplitude in the cylinder wake flow above onset of the Bénard-von Kármán vortex street. All calculations are performed in the frame of the semi-linear self-consistent model recently introduced by Mantič-Lugo et al. (2014) , which allows to describe accurately the effect of the control on the mean flow, but also on the finite-amplitude fluctuation that couples back nonlinearly onto the mean flow via the formation of Reynolds stress. The approach is valid as long as the self-consistent theory applies, which requires the limitcycle of the controlled flow to be close to harmonic. It provides a valuable alternative to time-marching adjoint methods such that used by Luchini et al. (2009) to derive the sensitivity of the limit-cycle frequency.
The wavemaker regions responsible for the selection of the nonlinear frequency and amplitude are identified from the effect of a localized feedback proportional to the flow velocity. We also apply the method as a systematic guideline to insert a small secondary circular cylinder, whose presence in the flow is modeled by a reacting force localized at the same location where the control cylinder is placed, equal and opposite to the anticipated drag. In doing so, we predict well not only the frequency measured experimentally by Strykowski & Sreenivasan (1990) , but also the fluctuation amplitude extracted from in-house DNS calculations. However, the method has difficulty in predicting complete suppression of vortex shedding because non-small control amplitudes can change the underlying bifurcation structure from supercritical to subcritical, which challenges the interpretation of flow stabilization in terms of the self-consistent variables. The approach however serves as a relevant source of information in view of controlling finite-amplitude vortex at Reynolds numbers well above the instability threshold, which cannot be done using the base and mean flow approaches. Reynolds & Hussain (1972) , so that two levels of mean flow-perturbations are involved.
So far, most efforts have focused on the role of the incoherent small-scale turbulence modelled by an eddy viscosity, ranging from simple models in which the eddy viscosity is used only in the mean flow computation (Butler & Farrell 1993) The agreement remains satisfying up to moderate feedback amplitudes of order b ∼ 0.01, whereupon nonlinearities come into play. This results in increasing discrepancies, the effect of the control being systematically overestimated by the sensitivity analysis. We also report in figure 18 the linear sensitivity predictions obtained retaining either the mean (black lines) or the fluctuating (blue lines) feedback, as well as the corresponding semi-linear values obtained solving system (3.1) with either b 2 or b 1 to zero (black/blue symbols). The same excellent agreement is observed for the smallest feedback amplitudes.
For both positions, both components of the feedback are cooperative in the sense that they induce variations of the same sign (negative). At x c = (1.6, 0.5), the mean and fluctuating components of the feedback contribute almost equally to the total variation ( figure 18(a) ). Conversely, at x c = (1.0, 0.8), the contribution of the fluctuating feedback is much weaker and the total variation is almost entirely due to the mean component ( figure 18(b) ). This suggests that nonlinearities tend to cushion the effect of the control on both the frequency and the amplitude. We also show in figure 19 the results obtained retaining either the mean or the fluctuating part of the feedback, which follow the same general behavior. For both positions, these two components are competitive in the sense that they induce variations of opposite signs. At x c = (1.6, 0.5), both contributions are of the same order of magnitude, but the overall decrease in the amplitude is due to the effect of the fluctuating feedback being larger ( figure 19(a) ). Conversely, at x c = (1.0, 0.8), the contribution of the fluctuating part is much weaker and the total variation is driven almost entirely by the mean feedback ( figure 19(b) ).
