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Quadrature formulae for the positive real axis in
the setting of Mellin analysis: Sharp error
estimates in terms of the Mellin distance
Carlo Bardaro, ∗ Paul L. Butzer, † Ilaria Mantellini, ‡
Gerhard Schmeisser§
Abstract. The general Poisson summation formula of Mellin analysis can be
considered as a quadrature formula for the positive real axis with remainder. For
Mellin bandlimited functions it becomes an exact quadrature formula. Our main
aim is to study the speed of convergence to zero of the remainder for a function f
in terms of its distance from a space of Mellin bandlimited functions. The resulting
estimates turn out to be of best possible order. Moreover, we characterize certain
rates of convergence in terms of Mellin–Sobolev and Mellin–Hardy type spaces that
contain f . Some numerical experiments illustrate and confirm these results.
Keywords: Mellin transforms, Mellin–Poisson summation formulae, polar-
analytic functions, quadrature formulae
AMS Subject Classification. 41A80, 65D30, 65D32, 26A33.
1 Introduction
The general Poisson summation formula (see, e.g., [17], [13]) is a fundamental math-
ematical tool, being interconnected with pivotal theorems of Fourier analysis, signal
theory, numerical analysis and number theory. In particular, it is an important
formula in the study of shift-invariant spaces (see [6] and [22, Chap. 13, Sect. 7]).
Furthermore it can be interpreted as a quadrature formula with remainder over the
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whole real line. In fact, it is the compound trapezoidal rule on R. When appro-
priately scaled, it is exact for bandlimited functions for which it has features of a
Gaussian quadrature formula (see [34], [36], [37], [38], [18, § 2.11.2]). Recently pre-
cise estimates of the remainder in terms of a new metric have been established (see
[20] which continues earlier results in [24]).
For functions f defined on the positive real axis the following elegant formula∫ ∞
0
f(x)dx =
1
σ
∞∑
k=−∞
f(ek/σ)ek/σ +Rσ[f ] (σ > 0)
was proposed in [40]. It was deduced from the compound trapezoidal rule on R by
a conformal transformation that maps a strip symmetrical to the real line of the
complex plane onto a sector symmetrical to the positive real axis. Furthermore,
estimates for the remainder Rσ[f ] were obtained in the case when f extends to an
analytic function on that sector. Employing Mellin transform arguments, the above
formula was studied in depth and generalized in [39]. This formula has features of
a Gaussian quadrature formula on R+, in which the role of polynomials is taken
by Mellin bandlimited functions (see [39, Sec. II–III]). For some interesting contri-
butions to quadrature on R+ involving the classical Gaussian quadrature formulas,
namely the ones with respect to polynomials, see [25], [32], [33].
In the present paper we extend the Fourier results of [20] to the case of functions
belonging to the space Xc := {f : R+ → C : (·)c−1f(·) ∈ L1(R+)}, c being a fixed
real constant. Our approximate quadrature formula is then of the form∫ ∞
0
f(x)xc−1dx =
1
σ
∞∑
k=−∞
f(ek/σ)ekc/σ +Rc,σ[f ] (1)
with σ > 0. Now the starting point is the Mellin–Poisson summation formula, the
Mellin counterpart of the Poisson summation formula, first stated in [15].
Just as in Fourier analysis, the Mellin–Poisson summation formula is an exact
quadrature formula for Mellin bandlimited functions. We study estimates of Rc,σ[f ]
in Mellin–Sobolev spaces, also of fractional type, and in certain Hardy type spaces,
both in terms of the distance functional dist∞(f, B
1
c,σ) introduced in [3]. The fi-
nal results give some interesting equivalence theorems which characterize function
spaces in terms of the speed of convergence to zero of the remainders in (1). This
generalizes and completes the results given in [39] by employing a modified notion
of analyticity introduced in [5], called “polar-analyticity”, and a generalization of
the Paley–Wiener theorem in the Mellin frame, also established in [5] (also see [2]
and [4]).1
1The definition of polar analyticity of a complex-valued function f(r, θ) on a domain in R+×R,
presented in Definition 1, arises by treating the polar coordinates as cartesian coordinates, and
it leads to the classical Cauchy-Riemann equations when written in their polar form. Although
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The characterizations are obtained by two different approaches (see Section 4):
The first one applies to the so-called Mellin-even part of f and makes use of the
Mo¨bius inversion formula—a tool of number theory first used in numerical analysis
by Lyness [28], Brass [9] and Loxton–Sanders [29], [30] for deducing properties of
a function f from its remainders in a quadrature formula. The second approach is
based on a Mellin–Parseval formula (see [16, Theorem 3.2, formula (45)]) and leads
to equivalence theorems which involve the translated functions τ chf in place of f .
Here τ ch is the Mellin translation operator.
Section 2 has been designed for the reader’s convenience. We recall basic no-
tions of Mellin analysis and some earlier results that will be employed later on. In
Section 3, we establish estimates of the remainder Rc,σ[f ] in Mellin–Sobolev spaces
of both, integer and fractional order. Section 4 is devoted to the announced equiv-
alence theorems. In Section 5, we illustrate the previous results by applying them
to several novel examples. The final section is devoted to a short biography of the
late Professor Helmut Brass who significantly promoted the theory of quadrature by
inspiring research articles, books and Oberwolfach conferences conducted by him.
2 Basic notions and preliminary results
In this section we present some basic definitions and preliminary results concerning
the Mellin transform and the Poisson summation formula.
2.1 The Mellin transform and related concepts
Let C(R+) be the space of all continuous complex-valued functions defined on R+,
and C(r)(R+) be the space of all functions in C(R+) with a derivative of order r in
C(R+). Analogously, we write C∞(R+) for the space of all infinitely differentiable
functions. By L1loc(R
+), we denote the space of all measurable functions which are
integrable on every bounded subinterval of R+.
For 1 ≤ p < +∞, let Lp(R+) be the space of all Lebesgue measurable and p-
integrable complex-valued functions defined on R+. This space is endowed with the
usual norm ‖ · ‖p. Analogous notations are used for functions defined on R.
For c ∈ R, we introduce the space
Xc = {f : R+ → C : f(·)(·)c−1 ∈ L1(R+)}
others may have come across this concept too, it does not seem to have been used in a systematic
way as yet. In Mellin analysis it turns out to be very helpful as an efficient approach which
is independent of Fourier analysis. In particular, it leads to a precise and simple analysis for
functions defined over the complex logarithm, via the helicoidal surface. The counterpart of the
anchor-theorem of complex analysis, Cauchy’s integral formula, has already been established for
polar-analytic functions, see [4, Proposition 3.3]. It would indeed be a worthwhile project to
develop a complete, independent complex analysis in which polar analyticity plays the central role
of classical analyticity.
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endowed with the norm
‖f‖Xc := ‖f(·)(·)c−1‖1 =
∫ ∞
0
|f(u)|uc−1du
(see [15]). More generally, for 1 < p <∞, we denote by Xpc the space of all functions
f : R+ → C such that f(·)(·)c−1/p ∈ Lp(R+); for p = 2, see [16]. For p = ∞, we
define X∞c as the space comprising all measurable functions f : R
+ → C such that
‖f‖X∞c := supx>0 xc|f(x)| <∞.
For f : R+ → C, the Mellin translation operator τ ch, h ∈ R+, is defined by
(τ chf)(x) := h
cf(hx) (x ∈ R+).
Setting τh := τ
0
h , we have (τ
c
hf)(x) = h
c(τhf)(x) and ‖τ chf‖Xc = ‖f‖Xc .
The pointwise Mellin differential operator Θc, c ∈ R, is introduced as
Θcf(x) := xf
′(x) + cf(x) (x ∈ R+)
provided that f ′ exists a.e. on R+ (see [14]). It is extended to order r ∈ N by
defining recursively Θ1c := Θc, Θ
r
c := Θc(Θ
r−1
c ). For convenience, we set Θ
r := Θr0
and Θ0c := I with I denoting the identity operator.
The Mellin transform of a function f ∈ Xc is the linear and bounded operator
defined by (see, e.g., [31], [26], [15])
Mc[f ](s) ≡ [f ]∧Mc(s) :=
∫ ∞
0
us−1f(u)du (s = c+ it, t ∈ R).
The inverse Mellin transform M−1c [g] of a function g ∈ L1(c+ iR) is given by
M−1c [g](x) :=
x−c
2π
∫ ∞
−∞
g(c+ it)x−itdt (x ∈ R+),
where in general Lp(c + iR), for p ≥ 1, will mean the space of all functions g :
c+ iR→ C such that g(c+ i·) ∈ Lp(R).
The Mellin transform M2c of f ∈ X2c is given by (see [16, Definition 2.1])
M2c [f ](s) ≡ [f ]∧M2c (s) = l.i.m.ρ→+∞
∫ ρ
1/ρ
f(u)us−1du (s = c + it)
in the sense that
lim
ρ→+∞
∥∥∥∥M2c [f ](c+ it)− ∫ ρ
1/ρ
f(u)uc+it−1du
∥∥∥∥
L2(c+iR)
= 0.
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Analogously, we define the inverse Mellin transform of a function g ∈ L2(c+ iR)
by
lim
ρ→+∞
∥∥∥∥M2,−1c [g](x)− 12π
∫ ρ
−ρ
g(c+ it)x−c−itdt
∥∥∥∥
X2c
= 0.
For any f ∈ X2c , there holds the inversion theorem
M2,−1c [M
2
c [f ]](x) = f(x) (a.e. on R
+);
see [16, Theorem 2.9].
For f ∈ Xc ∩ X2c , we have the important “consistency” property of the Mellin
transform, namelyMc[f ](c+ it) = M
2
c [f ](c+ it) for almost all t ∈ R; see [16, Lemma
2.5].
In the following, we find it convenient to write X1c := Xc, M
1
c := Mc and
M1,−1c := M
−1
c . For c ∈ R, σ > 0 and p ∈ {1, 2}, the Mellin–Paley–Wiener spaces
Bpc,σ comprises all functions f ∈ Xpc ∩ C(R+) such that [f ]∧Mpc (c + it) = 0 for all|t| > σ when p = 1 and for almost all |t| > σ when p = 2. The Mellin–Paley–Wiener
space Bpc,σ is a subspace of the so-called Mellin inversion class Mpc comprising all
functions f ∈ Xpc ∩ C(R+) such that [f ]∧Mpc ∈ L1(c+ iR); see [3].
One of the fundamental results for our theory is the following Mellin–Poisson
summation formula, which was established in [15]. Denoting by
Mc[f ](c+ ik) :=
∫ epi
e−pi
f(u)uc+ik−1du (k ∈ Z)
the Mellin-Fourier coefficients of f , we have (see [15, Theorem 7.3]):
Theorem A. Let f ∈ Xc, where c ∈ R, be continuous on R+ and let∑
k∈Z
|Mc[f ](c+ ik)| < +∞.
If the series
f c(x) :=
∑
k∈Z
f(e2πk)e2πkc (x ∈ R+)
converges uniformly for x ∈ [e−π, eπ], then
f c(x) =
1
2π
∑
k∈Z
Mc[f ](c+ ik)x
−ik−c (x ∈ R+). (2)
As a basic space in our considerations we recall the Mellin–Sobolev space
W r,pc (R
+). For r ∈ N and p ≥ 1, it is defined as the set of all functions f ∈ Xpc
for which there exists a function g ∈ C(r−1)(R+) such that f = g a.e. and
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g(r−1) ∈ ACloc(R+) with Θrcg ∈ Xpc . Here ACloc(R+) denotes the space of all lo-
cally absolutely continuous functions on R+. Briefly we may write
W r,pc (R
+) = {f ∈ Xpc : Θrcf ∈ Xpc }.
As a consequence of Theorem A, we obtain the following statement, which is
substantial for our purposes (see [15, Corollary 7.5]).
Corollary 1. Let f ∈ W 1,1c (R+) be a continuous function on R+ such that for
some σ > 0 ∑
k∈Z
|[f ]∧Mc(c+ 2πiσk)| <∞.
Then ∑
k∈Z
f(ek/σ)ekc/σ = σ
∑
k∈Z
[f ]∧Mc(c+ 2πiσk). (3)
If f ∈ B1c,2πσ, then the above equality reduces to
σ[f ]∧Mc(c) =
∑
k∈Z
f(ek/σ)ekc/σ
or, equivalently, ∫ ∞
0
f(x)xc−1dx =
1
σ
∞∑
k=−∞
f(ek/σ)ekc/σ, (4)
which can be interpreted as an exact quadrature formula.
If f 6∈ B1c,2πσ, this quadrature formula is no longer exact but it holds with a
remainder term. Indeed we can rewrite (3) as∫ ∞
0
f(x)xc−1dx− 1
σ
∞∑
k=−∞
f(ek/σ)ekc/σ = −
∑
k∈Z,k 6=0
[f ]∧Mc(c+ 2πiσk).
Thus, defining
Rc,σ[f ] := −
∑
k∈Z,k 6=0
[f ]∧Mc(c+ 2πiσk), (5)
we obtain the approximate quadrature formula∫ ∞
0
f(x)xc−1dx =
1
σ
∞∑
k=−∞
f(ek/σ)ekc/σ +Rc,σ[f ]. (6)
In the next section we will study estimates for the remainder Rc,σ[f ] when the
function f belongs to suitable function spaces.
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2.2 Polar analytic functions, Mellin–Hardy spaces and Paley–
Wiener type results
Let H := {(r, θ) ∈ R+×R} be the right half-plane and let D be a domain in H. For
a > 0 denote by Ha the set
Ha := {(r, θ) ∈ R+×]− a, a[}
and call it a strip in H.
We begin with the following notion first introduced in [4, Definition 3.1].
Definition 1. We say that f : D → C is polar-analytic on D if for any (r0, θ0) ∈
D the limit
lim
(r,θ)→(r0,θ0)
f(r, θ)− f(r0, θ0)
reiθ − r0eiθ0 =: (Dpolf)(r0, θ0)
exists and is the same howsoever (r, θ) approaches (r0, θ0) within D.
For a polar-analytic function f , we define the polar Mellin derivative as
Θcf(r, θ) := re
iθ(Dpolf)(r, θ) + cf(r, θ). (7)
Remark 1. This modified notion of analyticity, arising by treating polar coor-
dinates as cartesian coordinates, leads naturally to the classical Cauchy-Riemann
equations when written in their polar form, i.e. f = u + iv with u, v : D → R is
polar-analytic on D if and only if u and v have continuous partial derivatives on D
that satisfy the differential equations
∂u
∂θ
= −r∂v
∂r
,
∂v
∂θ
= r
∂u
∂r
. (8)
For the derivative Dpol, we easily find that
(Dpolf)(r, θ) = e
−iθ
[
∂
∂r
u(r, θ) + i
∂
∂r
v(r, θ)
]
=
e−iθ
r
[
∂
∂θ
v(r, θ)− i ∂
∂θ
u(r, θ)
]
.
Also note that Dpol is the ordinary differentiation on R
+. More precisely, if ϕ(·) :=
f(·, 0), then (Dpolf)(r, 0) = ϕ′(r). Moreover, for θ = 0 we recover from (7) the
known formula
Θcϕ(r) = rϕ
′(r) + cϕ(r).
When g is an entire function, then f : (r, θ) 7→ g(reiθ) defines a function f on H
that is polar-analytic and 2π-periodic with respect to θ. The converse is also true.
However, there exist polar-analytic functions on H that are not 2π-periodic with
respect to θ. A simple example is the function L(r, θ) := log r + iθ, which is easily
seen to satisfy the differential equations (8).
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Definition 2. For c ∈ R, T > 0 and p ∈ [1,+∞[ the Mellin–Bernstein space
B
p
c,T comprises all functions f : H→ C with the following properties:
(i) f is polar-analytic on H;
(ii) f(·, 0) ∈ Xpc ;
(iii) there exists a positive constant Cf such that
|f(r, θ)| ≤ Cfr−ceT |θ| ((r, θ) ∈ H).
The Paley–Wiener theorem for the space B2c,T is the following statement (see [4,
Theorem 4]):
Theorem B (Paley-Wiener). A function ϕ ∈ X2c belongs to the Mellin–Paley–
Wiener space B2c,T if and only if there exists a function f ∈ B2c,T such that f(·, 0) =
ϕ(·).
For c ∈ R and p ∈ [1,+∞[, we recall ([14], [16]) that the norm in Xpc is defined
by
‖ϕ‖Xpc =
(∫ ∞
0
|ϕ(r)|prcp−1dr
)1/p
.
The Mellin–Hardy spaces for polar-analytic functions are defined as follows (see [4]
for the definition and properties).
Definition 3. Let a, c, p ∈ R with a > 0 and p ≥ 1. The Mellin–Hardy space
Hpc (Ha) comprises all functions f : Ha → C that satisfy the following conditions:
(i) f is polar-analytic on Ha;
(ii) f(·, θ) ∈ Xpc for each θ ∈ ]− a, a[;
(iii) there holds
‖f‖Hpc (Ha) := sup
0<θ<a
(‖f(·, θ)‖p
Xpc
+ ‖f(·,−θ)‖p
Xpc
2
)1/p
< +∞.
The links with the classical Hardy type spaces considered in [19] are explained
in [4].
In order to state a generalization of the Mellin–Paley–Wiener theorem that char-
acterizes the space of all functions such that their Mellin transform decays expo-
nentially at infinity, we introduced in [5, Defintion 3.4] the following space H∗c (Ha),
which lies between two Mellin–Hardy spaces.
8
Definition 4. Let a, c ∈ R with a > 0 be fixed numbers. The class H∗c (Ha),
comprises all functions f : Ha → C with the following properties:
(a) f is polar-analytic on Ha;
(b) limr→0+ r
cf(r, 0) = limr→+∞ r
cf(r, 0) = 0;
(c) for every ε ∈]0, a[ there exists a constant K(f, ε) such that
|f(r, θ)| ≤ r−cK(f, ε)
for all (r, θ) ∈ Ha−ε;
(d) for every θ ∈]− a, a[ and all t ∈ R,
Ic(f, θ, t) := lim
R→+∞
∫ R
1/R
f(r, θ)rc+it−1dr
exists and |Ic(f, θ, t)| ≤ K(f) with a constant depending on f only.
We showed that H∗c (Ha) becomes a normed linear space by endowing it with
‖f‖H∗c (Ha) := sup{|Ic(f, θ, t)| : θ ∈]− a, a[, t ∈ R}.
As proved in [5, Proposition 3], if f : Ha → C satisfies conditions (a)–(c) of Definition
4, then
lim
r→0+
rcf(r, θ) = lim
r→+∞
rcf(r, θ) = 0
uniformly with respect to θ on all compact subintervals of ]− a, a[.
Example 1. For µ > 0, let f(r) := exp(−rµ). It is easily seen that
F (r, θ) := exp
(
− rµeiµθ
)
is a polar-analytic extension of f to H. Furthermore it can be verified that F ∈
H∗c (Ha) for all c > 0 and a ∈]0, π/(2µ)[. However F 6∈ H∗c (Ha) when a ≥ π/(2µ).
Subsequently, for a function f ∈ H∗c (Ha), we set φ(r) := f(r, 0) and
M∗c [φ](c+ it) := Ic(f(r, ·), 0, t) (t ∈ R).
The following generalization of the Paley–Wiener theorem for the Mellin transform
holds (see [5, Theorem 3.2]):
Theorem C. A continuous function φ : R+ → C is the restriction to R+ of a
function f ∈ H∗c (Ha) if and only if M∗c [φ] exists and
|M∗c [φ](c+ it)| ≤ Ce−a|t| (t ∈ R) (9)
with a constant C that may be taken to be ‖f‖H∗c (Ha).
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3 Quadrature over the positive real axis
In this section our chief aim is to estimate the series (5) defining the remainder Rc,σ,
a core part of our paper. We first introduce a basic class of functions for which the
Mellin–Poisson summation formula holds (see [39, Definition 3.1])
Definition 5. Let c ∈ R and s > 0. Then the class Kc(s) comprises all functions
f ∈ Xc ∩ C(R+) such that
∞∑
k=−∞
|f(ek/σ)|ekc/σ < +∞ and
∞∑
k=−∞
|[f ]∧Mc(c+ i2πkσ)| < +∞
for all σ ≥ s.
The new results to be deduced here give estimates for the remainder of the
quadrature formula (6) when the involved functions belong to the class Kc(s).
We divide this section in two parts. In the first one we give estimates of the
remainder in Mellin–Sobolev type spaces of integer order and in the second one we
discuss a fractional case.
3.1 Estimates in Mellin–Sobolev spaces of integer order
In the Mellin setting, the notions of modulus of smoothness and Lipschitz classes
are introduced as in the classical case (see, e.g., [22, Chap. 2, Sects. 7 and 9]) except
that the role of the difference operator ∆h is now taken up by the Mellin translation
operator. More precisely, we define the difference of integer order r ∈ N of a function
f ∈ Xc as
(∆r,ch f)(u) :=
r∑
j=0
(−1)r−j
(
r
j
)
f(hju)hjc.
It is needed for introducing the modulus of smoothness
ωr(f, δ,Xc) := sup
| log h|≤δ
‖∆r,ch f‖Xc , δ > 0,
which in turn is used for defining the Mellin–Lipschitz classes
Lipr(α,Xc) := {f ∈ Xc : ωr(f, δ,Xc) = O(δα), δ → 0+},
where α ∈]0, r]. In this setting the remainder Rc,σ[f ] of the quadrature formula (6)
can be estimated asymptotically as follows.
Theorem 1. Let f ∈ Lipr(α,Xc) ∩ C(R+) with r ≥ 2 being an integer and
1 < α ≤ r. Then
|Rc,σ[f ]| = O(σ−α) (σ → +∞). (10)
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Proof. As shown in the proof of [3, Theorem 3], the hypotheses imply that
|[f ]∧Mc(c+ iv)| ≤
1
2r
ωr
(
f,
π
|v| , Xc
)
.
Therefore, by (5),
|Rc,σ[f ]| ≤
∑
k∈Z,k 6=0
|[f ]∧Mc(c+ 2πiσk)| ≤
∑
k∈Z,k 6=0
1
2r
ωr
(
f,
1
2σ|k| , Xc
)
.
Since f ∈ Lipr(α,Xc), there exists a constant C > 0 such that for sufficiently large
σ > 0 we have
|Rc,σ[f | ≤ 1
2r−1
∞∑
k=1
ωr
(
f,
1
2σk
,Xc
)
≤ C
2r−1
∞∑
k=1
1
(2σk)α
=
C
2r+α−1σα
ζ(α) = O(σ−α) (σ → +∞),
which implies (10). Here ζ(·) denotes the Riemann zeta function. ✷
Under the existence of higher orders of derivatives, the previous asymptotic
estimate can be improved.
Theorem 2. Let f ∈ W j,1c (R+) be such that Θjcf ∈ Lipr(α,Xc), where α ∈ ]1, j[.
Then
|Rc,σ[f ]| = O(σ−α−j) (σ → +∞). (11)
Proof. For f ∈ W j,1c (R+) one has (see [14, Proposition 6])
[Θjcf ]
∧
Mc(c+ iv) = (−iv)j [f ]∧Mc(c+ iv) (v ∈ R)
or
[f ]∧Mc(c+ iv) = (−iv)−j [Θjcf ]∧Mc(c+ iv),
and so
|[f ]∧Mc(c+ iv)| = |v|−j|[Θjcf ]∧Mc(c+ iv)| ≤
1
2r
|v|−jωr
(
Θjcf,
π
|v| , Xc
)
.
Therefore
|Rc,σ[f ]| ≤
∑
k∈Z,k 6=0
|[f ]∧Mc(c+ 2πiσk)| ≤
1
2r
∑
k∈Z,k 6=0
1
(2πσk)j
i ωr
(
Θjcf,
π
2πσ|k|Xc
)
=
1
2r+j−1(πσ)j
∞∑
k=1
1
kj
ωr
(
Θjcf,
1
2σk
,Xc
)
.
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Since Θjcf ∈ Lipr(α,Xc), there exists a constant C > 0 such that for sufficiently
large σ we have
|Rc,σ[f ]| ≤ 1
2r+j−1(πσ)j
∞∑
k=1
C
kj(2σk)α
=
C
2r+j+α−1πjσj+α
ζ(j + α) = O(σ−α−j) (σ → +∞),
which is (11). ✷
3.2 Estimates in Mellin–Sobolev spaces of fractional order
Now we discuss the fractional case. Let α > 0 be a fixed real number. In the
following, powers of order α are defined with the help of the principal value of the
logarithm. In particular, (−1)α := exp(iαπ) and for v ∈ R,
(iv)α := |v|α exp(iα(π/2)sgn(v)) = iαvα.
For f : R+ → C, the Mellin difference of order α is defined by the series
∆α,ch f(x) :=
∞∑
j=0
(
α
j
)
(−1)α−jτ chjf(x) (x > 0, h > 0).
It is known that for f ∈ Xc and any h > 0 the fractional difference exists a.e. and
‖∆α,ch f‖Xc ≤ ‖f‖Xc
∞∑
j=0
∣∣∣∣( αj
)∣∣∣∣
with a convergent series on the right-hand side (see [1, Proposition 1] and [21, page
124]).
Definition 6. We define the (pointwise) Mellin fractional derivative of order
α > 0 at a point x by the limit
lim
h→1
∆α,ch f(x)
(h− 1)α =: Θ
α
c f(x)
provided that it exists.
In [1] the strong fractional derivative for functions f ∈ Xc is introduced as
s-Θαc f := g with g satisfying the formula
lim
h→1
∥∥∥∥∆α,ch f(·)(h− 1)α − g(·)
∥∥∥∥
Xc
= 0.
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Moreover,
[s-Θαc f ]
∧
Mc(c+ iv) = (−iv)α[f ]∧Mc(c+ iv) (v ∈ R).
Hence, if f ∈ Xc has a strong fractional derivative of order α and also a pointwise
fractional derivative Θαc f ∈ Xc, then
[Θαc f ]
∧
Mc(c+ iv) = [s-Θ
α
c f ]
∧
Mc(c+ iv) = (−iv)α[f ]∧Mc(c+ iv). (12)
For p ∈ {1, 2}, we now define the Mellin–Sobolev space W α,pc (R+) of fractional order
α as
W α,pc (R
+) := {f ∈ Xpc : Θαc f exists a.e. and Θαc f ∈ Xpc } .
We recall the following proposition (see [5, Proposition 2.1]):
Proposition 1. Let p ∈ {1, 2}, c ∈ R, f ∈ Mpc, and let α > 0. Define ϕ(v) :=
[f ]∧
Mpc
(c + iv). If vαϕ(v) ∈ L1(R), then Θαc f exists and
Θαc f(x) =
(−i)α
2π
∫ ∞
−∞
vαϕ(v)x−c−ivdv (x > 0).
For the remainder Rc,σ[f ], we can now deduce the following asymptotic estimate.
Theorem 3. Let f ∈ M1c ∩ W α,1c (R+), where α > 0 and c ∈ R. If Θαc f ∈
Lipr(β,Xc) for some β > 0 such that α + β > 1 and r ∈ N, then
|Rc,σ[f ]| = O(σ−α−β) (σ → +∞).
Proof. By using (12), the proof can be performed analogously to that of Theo-
rem 2. ✷
For the space of all functions f : R+ → C that have a representation
f(x) =
∫ ∞
−∞
ϕ(v)x−c−ivdv, (13)
where ϕ ∈ L1(R) ∩Lq(R), we introduced in [3, page 301] a metric distq, induced by
the Lq(R) norm of ϕ. This metric is of special interest in Mellin analysis. Indeed,
if f belongs to a Mellin inversion class, then a representation (13) holds with ϕ
being a Mellin transform of f . Here we want to employ this concept for estimates of
the remainder Rc,σ[f ] in terms of the distance of f (or its Mellin derivatives) from
the Mellin–Paley–Wiener space B1c,σ. We shall need this metric only for the Mellin
inversion class M1c and with q =∞. In this case it can be introduced as
dist∞(f, g) := sup
v∈R
∣∣[f ]∧Mc(c+ iv)− [g]∧Mc(c+ iv)∣∣ (f, g ∈M1c).
As a special case of [3, Theorem 1, Corollary 1], we obtain the following formulae
for distances from B1c,σ.
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Corollary 2. Let f ∈M1c. Then
dist∞(f, B
1
c,σ) = sup
|v|≥σ
∣∣[f ]∧Mc(c+ iv)∣∣ .
If, in addition, α > 0 and (·)α[f ]∧Mc(c+ i·) ∈ L1(R) ∩ C(R), then Θαc f exists and
dist∞(Θ
α
c f, B
1
c,σ) = sup
|v|≥σ
∣∣vα[f ]∧Mc(c+ iv)∣∣ .
Concerning the remainder in (6), we can now state the following result.
Theorem 4. Let f ∈M1c ∩W α,1c (R+) with α > 1. Then
|Rc,σ[f ]| ≤ 2ζ(α)
(2πσ)α
dist∞(Θ
α
c f, B
1
c,2πσ). (14)
This estimate is best possible in the sense that it is no longer true if the right-hand
side is multiplied by a positive constant less than 1.
Proof. Obviously, we have
|Rc,σ[f ]| ≤
∑
k∈Z,k 6=0
1
|2πkσ|α |(2πkσ)
α[f ]∧M(c + i2πkσ)|
≤ 2ζ(α)
(2πσ)α
sup
|v|≥2πσ
|vα[f ]∧M(c+ iv)| ≤
2ζ(α)
(2πσ)α
dist∞(Θ
α
c f, B
1
c,2πσ),
which is (14). Example 4 in Section 5 shows that the right-hand side cannot be
diminished in the described sense. ✷
Remark 2. For the estimate corresponding to (14) in the Fourier case, the au-
thors [20, Sec. 9] have shown by a sophisticated construction that for each σ > 0 and
each α > 1 there exists a function φα,σ for which equality is attained. One can show
that this stronger form of sharpness also holds for (14) by modifying the extremal
function φα,σ suitably.
The estimate of Theorem 4 also holds when the remainder functional on the
left-hand side is applied to a Mellin translation of f .
Corollary 3. Under assumptions of Theorem 4 we have
|Rc,σ[τ chf ]| ≤
2ζ(α)
(2πσ)α
dist∞(Θ
α
c f, B
1
c,2πσ)
for every h > 0.
Proof. By using the formula (see [14, Lemma 3])
[τ chf ]
∧
Mc(c+ it) = h
−it[f ]∧Mc(c+ it),
we can procede as in the previous proof. ✷
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4 Equivalence theorems
The results of Section 3 show that high regularity of the function f yields rapid
convergence to zero of the remainders of the quadrature formula (6) as σ → +∞.
One may ask if the converse is also true. Does rapid convergence to zero of the
remainders imply high regularity of the function? The answer is no for a simple
reason. Due to certain symmetries of the function f, the remainders may be zero
even if the graph of f is very erratic as far as regularity is concerned. In fact, we
shall see subsequently that f can be split into two parts, called the Mellin-even and
the Mellin-odd part, such that the remainders of the Mellin-odd part are always
zero. In order to eliminate this phenomenon, there are two possibilities: One may
either study the remainders in terms of the Mellin-even part only or, alternatively,
one may require that a certain rate of convergence not only holds for f itself but
also under the action of the Mellin translation operator τ ch on f with values of h near
to 1, which will destroy possible symmetries. Both approaches will be considered in
this section. We mention that some basic results of this kind were obtained in [24],
[35] for quadrature formulae over the whole real axis and in [39] for the positive real
axis.
First we characterize the speed of convergence of the remainders in terms of dis-
tances from Mellin–Bernstein spaces. Then, using certain results proved in [5], which
characterize distances from Mellin–Bernstein spaces by functions spaces guarantee-
ing a certain regularity, we can deduce a characterization of the speed of convergence
by specific function spaces.
4.1 Characterization of speed of convergence by distances
4.1.1 Case of the Mellin-even part
For f : R+ → C, we define (see [39, Section IV])
fc+(x) :=
1
2
(xcf(x) + x−cf(1/x)), fc−(x) :=
1
2
(xcf(x)− x−cf(1/x)) (x > 0),
so that f(x) = x−c(fc+(x) + fc−(x)) for every x > 0. We call fc+ and fc− the c-
Mellin-even and the c-Mellin-odd part of f, respectively. Moreover, for any function
f ∈ Xc, we have fc+, fc− ∈ X0 and, for t ∈ R,
[fc+]
∧
M0
(±it) = 1
2
(
[f ]∧Mc(c+ it) + [f ]
∧
Mc(c− it)
)
and
[fc−]
∧
M0
(it) =
1
2
(
[f ]∧Mc(c+ it)− [f ]∧Mc(c− it)
)
.
As was observed in [39, Proposition 4.1], the remainders in (6) satisfy the following
relations.
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Proposition 2. Let f ∈ Kc(s). Then
Rc,σ[f ] = R0,σ[fc+]
and R0,σ[fc−] = 0 for all σ ≥ s.
This leads us to the representation
Rc,σ[f ] = −2
∞∑
k=1
[fc+]
∧
M0
(i2πkσ). (15)
Using the so-called Mo¨bius function µ : N→ {−1, 0, 1}, defined by
µ(k) =

1, k = 1,
(−1)n, k = p1 · · · pn, with distinct primes pi,
0, k, is divisible by a square of a prime,
we can invert formula (15). In fact, we have (see [39, Lemma 5.1]):
Lemma 1. Let f ∈ Kc(s). If
∞∑
n=1
|Rc,nσ[f ]| < +∞ (16)
for some σ ≥ s, then
[fc+]
∧
M0(i2πnσ) = −
1
2
∞∑
k=1
µ(k)Rc,nkσ[f ] (17)
for all n ∈ N. In particular
|[fc+]∧M0(i2πσ)| ≤
1
2
∞∑
k=1
|Rc,kσ[f ]|. (18)
Next we describe an important situation where condition (16) is satisfied.
Lemma 2. Let f ∈ Kc(s) and α > 1. Under the assumptions of Theorem 4 we
have
∞∑
n=1
|Rc,nσ[f ]| < +∞.
Proof. Taking into account that for every n ≥ 1 one has B1c,2πσ ⊂ B1c,2πnσ, we
deduce from the estimate in Theorem 4 that
||Rc,nσ[f ]| ≤ 2ζ(α)
(2πnσ)α
dist∞(Θ
α
c f, B
1
c,2πσ).
Now the assertion follows immediately. ✷
We are now ready for the main result of this subsection.
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Theorem 5. Let f ∈ Kc(s). Let λ be a non-negative, nonincreasing function on
an interval [t0,+∞[ with t0 > 0, and let the assumptions of Theorem 4 be satisfied.
Then, for α > 1, the following statements are equivalent:
(i) dist∞(Θ
αfc+, B
1
0,2πσ) = O(λ(σ)) (σ → +∞);
(ii) Rc,σ[f ] = O(σ−αλ(σ)) (σ → +∞).
Proof. Suppose that (i) holds. Since fc+ satisfies the same assumptions as
f, but with c = 0, we see that (ii) follows from Theorem 4 in conjunction with
Proposition 2.
Conversely, suppose that (ii) holds. Then there exist a constant C > 0 and
σ0 > t0 such that for every σ ≥ σ0 we have, by Proposition 2,
|Rc,σ[fc+]| = |Rc,σ[f ]| ≤ C λ(σ)
σα
(σ ≥ σ0).
Since Lemma 1 is applicable, we obtain with the help of (18) that
|[fc+]∧M0(i2πσ)| ≤
1
2
∞∑
k=1
|Rc,kσ[f ]| ≤ C
2
∞∑
k=1
λ(kσ)
(kσ)α
.
Therefore, by the hypotheses on the function λ,
|(2πσ)α[fc+]∧M0(i2πσ)| ≤
C
2
(2π)αζ(α)λ(σ),
for every σ ≥ σ0. This implies that
sup
|v|≥2πσ
{|v|α|[fc+]∧M0(iv)|} ≤
C
2
(2π)αζ(α)λ(σ) (σ ≥ σ0),
and (i) follows by Corollary 2. ✷
4.1.2 Case of the translated function τ chf
Now we establish a characterization of the speed of convergence of the remainder for
the translated function τ chf in terms of the distance dist∞(f, B
1
c,2πσ). As a counterpart
of Lemma 1 for remainders of translated functions, we state the following auxiliary
result.
Lemma 3. Let f ∈ Kc(s). Then∣∣[f ]∧Mc(c± i2πσ)∣∣ ≤ sup{|Rc,σ [τ chf ]| : e−1/(2σ) ≤ h ≤ e1/(2σ)}
for σ > s.
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Proof. For short, we write the Mellin translation as fh := τ
c
hf. We recall that
[fh]
∧
Mc(c+ it) = h
−it[f ]∧Mc(c+ it),
which implies by (5) that
Rc,σ[fh] = −
∑
k∈Z,k 6=0
h−i2πkσ[f ]∧Mc(c+ i2πkσ).
Setting x := h2πσ, we may rewrite this equation as
−x
−c
2π
Rc,σ[fx1/(2piσ)] =
x−c
2π
∑
k∈Z,k 6=0
[f ]∧Mc(c+ i2πkσ)x
−ik.
The right-hand side is a Mellin–Fourier series in x (see [15, Section 5]). When h tra-
verses the interval [e−1/(2σ), e1/(2σ)], then x traverses the interval [e−π, eπ]. Therefore,
by [16, Theorem 3.2], we have∑
k∈Z,k 6=0
∣∣[f ]∧Mc(c+ i2πkσ)∣∣2 = 12π
∫ epi
e−pi
|Rc,σ[fx1/(2piσ) ]|2
dx
x
. (19)
From this we deduce that∑
k∈Z,k 6=0
∣∣[f ]∧Mc(c+ i2πkσ)∣∣2 ≤ sup{|Rc,σ [fh]|2 : e−1/(2σ) ≤ h ≤ e1/(2σ)} .
Now, considering on the left-hand side the terms for k = ±1 only, we obtain the
assertion. ✷
As an analogue of Theorem 5, we have:
Theorem 6. Let f ∈ K(s). Let λ be a non-negative, non-increasing function on
[t0,+∞[ with t0 > 0, and let the assumptions of Theorem 4 be satisfied. Then, for
α > 1, the following assertions are equivalent:
(i) dist∞(Θ
α
c f, B
1
c,2πσ) = O(λ(σ)) as σ → +∞;
(ii) Rc,σ[τ
c
hf ] = O(σ−αλ(σ)) as σ → +∞ uniformly for h ∈ [e−1/(2σ), e1/(2σ)].
Proof. If (i) holds, then Corollary 3 implies immediately that (ii) is true.
Conversely, if (ii) holds, then, by Lemma 3,
[f ]∧Mc(c± i2πσ)| = O
(
σ−αλ(σ)
)
as σ → +∞, which implies that
dist∞(Θ
α
c f, B
1
c,2πσ) = sup
|v|≥2πσ
|vα[f ]∧Mc(c+ iv)| = O(λ(σ)) (σ → +∞),
and so (i) holds. ✷
18
4.2 Characterizations of distances by function spaces
Our aim is to determine function spaces which guarantee a prescribed rate of con-
vergence of remainders. For this we will employ results obtained in [5] which char-
acterize distances from Mellin–Paley–Wiener spaces by specific function spaces. For
the reader’s convenience, we reproduce the former theorems as propositions. We
start with [5, Theorem 4.1].
Proposition 3. (Exactness) Let f ∈M1c . Then
f ∈ B1c,σ ⇐⇒ dist∞(f, B1c,ρ) = 0 (∀ ρ > σ).
The next result can be deduced from Theorem C; for details see [5, Theorem 4.2].
We reproduce it in a concise form.
Proposition 4. (Exponential rate) Let ϕ ∈M1c . Then
f ∈ H∗c (Ha)
f(·, 0) ≡ ϕ
}
⇐⇒ dist∞(ϕ,B1c,σ) = O(e−aσ) (σ → +∞).
In [3] we proved that functions from a Mellin–Sobolev space of order r have
distances fromB1c,σ that behave likeO(σ−r). However, as remarked in [5], the familiar
Mellin–Sobolev spaces are not appropriate for characterizing this rate of convergence.
The following modified space will accomplish the desired equivalence trivially.2
For r ∈ N0 and α > 0, define
W r+α,∗c (R
+) :=
{
f ∈ Xc : sup
v∈R
|vr[Θαc f ]∧Mc(c+ iv)| < +∞
}
=
{
f ∈ Xc : sup
v∈R
|vr+α[f ]∧Mc(c+ iv)| < +∞
}
.
We note that W r+α,1c (R
+) ⊂ W r+α,∗c (R+). Now the following proposition, stated in
[5, Theorem 4.3], is a simple consequence of [3, Theorem 5].
Proposition 5. (Polynomial rate). Let f ∈M1c . Then
f ∈ W r+α,∗c (R+) ⇐⇒ dist∞(Θαc f, B1c,σ) = O(σ−r) (σ → +∞).
Remark 3. By inspection of its proof, it is easily seen that Theorem 4 remains
true if in its hypotheses W α,1c (R
+) is replaced by the larger space W α,∗c (R
+). As a
consequence, Lemma 2 as well as Theorems 5 and 6 hold with the assumptions of
Theorem 4 being modified accordingly.
2The rate characterized by the Mellin–Sobolev space W r,20 (R
+) was determined in [39, Theo-
rem 6.8].
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4.3 Characterization of the speed of convergence by func-
tion spaces
Combining the results of Subsection 4.1 with those of Subsection 4.2, we obtain a
characterization of the speed of convergence by function spaces.
4.3.1 Case of the Mellin-even part
The following statement is obtained by combining Proposition 2, Lemma 1 and
Proposition 3.
Proposition 6. Let ϕ ∈ Kc(s) ∩M1c . Then
ϕc+ ∈ B10,2πσ ⇐⇒ Rc,ρ[ϕ] = 0 for all ρ > σ.
Next we characterize exponential rate of convergence.
Proposition 7. Let ϕ ∈ Kc(s) ∩M1c . Then for a > 0, we have
f ∈ H∗0 (Ha)
f(·, 0) ≡ ϕc+
}
⇐⇒ Rc,σ[ϕ] = O(e−2πaσ) (σ → +∞).
Proof. Let f ∈ H∗0 (Ha) such that f(·, 0) ≡ ϕc+. Then, by Proposition 4, we
have dist∞(ϕc+, B
1
0,2πσ) = O(e−2πaσ) as σ → +∞. Hence there exist σ0 > 0 and
C > 0 such that
sup
|v|≥2πσ
∣∣[ϕc+]∧M0(iv)∣∣ ≤ Ce−2πaσ (σ ≥ σ0).
This implies that ∣∣[ϕc+]∧M0(i2πkσ)∣∣ ≤ Ce−2πakσ
for all k ∈ N and σ ≥ σ0. Now, using (15), we readily conclude that Rc,σ[ϕ] =
O(e−2πaσ) as σ → +∞.
Conversely, if Rc,σ[ϕ] = O(e−2πaσ) as σ → +∞, then there exist σ0 > 0 and
C > 0 such that
|Rc,kσ[ϕ]| ≤ Ce−2πakσ (k ∈ N, σ ≥ σ0).
Therefore Lemma 1 applies, and (18) yields
[ϕc+]
∧
M0
(i2πσ) = O(e−2πaσ) (σ → +∞).
Hence dist∞(ϕc+, B
1
0,σ) = O(e−aσ) as σ → +∞. Now Proposition 4 yields the
desired assertion. ✷
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Proposition 7 completes and generalizes a result in [39, Theorem 6.5]. The latter
theorem needed the restriction a ∈]0, 2π2] in order to avoid the use of Riemann
surfaces. With our concept of polar-analytic functions this restriction on a does not
arise.
Combining Theorem 5 with Propositions 2 and 5, and taking Remark 3 into ac-
count, we arrive at the following characterization of polynomial rate of convergence.
Proposition 8. Let ϕ ∈ Kc(s) ∩M1c . Then, for r ∈ N0 and α > 1, we have
ϕc+ ∈ W r+α,∗0 (R+) ⇐⇒ Rc,σ[ϕ] = O(σ−r−α) (σ → +∞).
4.3.2 Case of the translated function τ chf
The propositions of Subsection 4.2 in conjunction with the results in § 4.1.2 lead us
to the following characterizations:
Proposition 9. Let ϕ ∈ Kc(s) ∩M1c . Then we have
ϕ ∈ B1c,2πσ ⇐⇒
{
Rc,ρ [τ
c
hϕ] = 0
for all ρ > σ, h ∈ [e−1/(2ρ), e1/(2ρ)].
Proposition 10. Let ϕ ∈ Kc(s) ∩M1c . Then we have
f ∈ H∗c (Ha)
f(·, 0) ≡ ϕ
}
⇐⇒
{
Rc,σ [τ
c
hϕ] = O(e−2πaσ) (σ → +∞)
uniformly for h ∈ [e−1/(2σ), e1/(2σ)].
Proposition 11. Let ϕ ∈ Kc(s) ∩M1c . Then, for r ∈ N0 and α > 1, we have
ϕ ∈ W r+α,∗c (R+) ⇐⇒
{
Rc,σ [τ
c
hϕ] = O(σ−r−α) (σ → +∞)
uniformly for h ∈ [e−1/(2σ), e1/(2σ)].
5 Numerical examples
In this section we give some examples illustrating the theory developed in previous
sections. Computations were performed with the help of Maple 16.
Example 1: A Mellin-bandlimited integrand
For m ∈ N, we consider
f2m(r) :=

(
sin(π log r)
π log r
)2m
if r 6= 1,
1 if r = 1.
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We want to compute the integral
I2m :=
∫ ∞
0
f2m(r)
dr
r
.
Its exact value is given by (see [27, p. 494, § 3.836/2])
I2m =
m
22m−3
m−1∑
j=0
(−1)j (2m− 2j)
2m−2
j!(2m− 1− j)! .
In particular,
I2 = 1, I4 =
2
3
, I6 =
11
20
, I8 =
151
315
.
Note that f2m is a 0-Mellin-even function which is Mellin-bandlimited to [−2πm, 2πm].
The quadrature formula (6) now yields
I2m =
1
σ
(
1 + 2
∞∑
k=1
f2m
(
ek/σ
))
+R0,σ[f2m] (20)
for any positive σ. According to the discussion in Subsection 2.1, we have R0,σ[f2m] =
0 as soon as σ ≥ m. However, in computations we have to truncate the series in
(20), and so there is always a truncation error
Tm,σ,K :=
2
σ
∞∑
k=K
f2m
(
ek/σ
)
.
By standard estimates and the integral comparison method, we find that
Tm,σ,K ≤ 2
σ
∞∑
k=K+1
( σ
πk
)2m
≤ 2σ
2m−1
π2m
∫ ∞
K
x−2mdx =
2
(2m− 1)π
( σ
Kπ
)2m−1
.
Thus, in order to guarantee that the truncation error does not exceed 10−ℓ, say, we
should choose
K ≥ σ
π
(
2 · 10ℓ
(2m− 1)π
)1/(2m−1)
.
The total error is given by
Em.σ,K := I2m − 1
σ
(
1 + 2
K∑
k=1
f2m
(
ek/σ
))
.
For m = 4 and ℓ = 12 computations provided the results shown in Table 1. It is
clearly seen that the total error reduces to the truncation error as soon as σ ≥ 4.
22
Table 1: Example 1 for m = 4
σ K E4,σ,K
0.50 6 −1.520635e+ 00
1.00 12 −5.206349e− 01
1.50 18 −1.884456e− 01
2.00 24 −4.761905e− 02
2.50 30 −6.755332e− 03
3.00 36 −3.968254e− 04
3.50 41 −3.100198e− 06
4.00 47 2.329011e− 13
4.50 53 2.267646e− 13
5.00 59 2.266369e− 13
5.50 65 2.266218e− 13
6.00 71 2.266187e− 13
6.50 77 2.266178e− 13
7.00 82 2.267143e− 13
7.50 88 2.266709e− 13
8.00 94 2.266480e− 13
Example 2: Integrand with a branch point
We modify the function f8 of the previous example by multiplying it with a square
root, which creates a branch point. More precisely, for a > 0, we introduce
ga(r) := f8(r)
√
a2 + (log r)2.
We want to compute the integral
Ja :=
∫ ∞
0
ga(r)
dr
r
.
First we look for a polar-analytic extension of ga. It is easy to see that
f˜8(r, θ) :=

(
sin(π(log r + iθ))
π(log r + iθ)
)8
if (r, θ) ∈ H \ {(1, 0)},
1 if (r, θ) = (1, 0)
is a polar-analytic extension of f8 to H. Therefore g˜a, defined by
g˜a(r, θ) := f˜8(r, θ)
√
a2 + (log r + iθ)2,
is the right candidate for a polar-analytic extension of ga. The expression under
the root vanishes if and only if (r, θ) = (1,±a). Hence Ha is the largest strip in
H on which g˜a is polar-analytic. Now it is easily verified that g˜a belongs to the
Mellin–Hardy space H10 (Ha), which is a subspace of H
∗
0 (Ha), but it does not belong
to H∗0 (Hb) for b > a.
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Since ga ∈ X0, we have M∗0 [ga](it) ≡M0[ga](it). This allows us to conclude with
the help of Theorem C that ga ∈ K0(s) ∩M10 for any positive s. Hence the theory
established in Sections 3–4 is applicable to ga.
We note that ga is again a 0-Mellin-even function. By the quadrature formula
(6) we have
Ja =
1
σ
[
a+ 2
∞∑
k=1
f8(e
k/σ)
√
a2 + (k/σ)2
]
+R0,σ[ga].
The exact value of Ja is not known. For numerically given a, we used Maple for
gaining Ja up to 40 decimal places. The total error in our computation by formula
(6) will be
Ea,σ,K := Ja − 1
σ
[
a+ 2
K∑
k=1
f8(e
k/σ)
√
a2 + (k/σ)2
]
= R0,σ[ga] + Ta,σ,K ,
where
Ta,σ,K :=
2
σ
∞∑
k=K+1
f8(e
k/σ)
√
a2 + (k/σ)2
is the truncation error. Since
f8(e
k/σ) ≤ 1
(πk/σ)8
and
√
a2 + (k/σ)2 ≤ k
σ
+
a2σ
2k
,
we find by using the integral comparison method that
Ta,σ,K ≤ 2
π8
∫ ∞
K
[(σ
x
)7
+
a2
2
(σ
x
)9] dx
σ
=
1
π8
[
1
3
( σ
K
)6
+
a2
8
( σ
K
)8]
.
Proposition 7 tells us that R0,σ[ga] = O(e−2πaσ) as σ → +∞. Hence, in order
that the truncation error does not exceed the remainder asymptotically, we choose
K such that
1
3
( σ
K
)6
+
a2
8
( σ
K
)8
≤ π
8
10
e−2πaσ.
The asymptotic result for the remainder and the choice of K for controlling the
truncation error suggest that
Ea,σ,K ≈ C e−2πaσ
for large σ. In our numerical experiments we check this behavior in two ways by
computing
C := Ea,σ,K e
2πaσ and rate := − log |Ea,σ,K |
σ
. (21)
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While C should remain bounded, the rate should approach 2πa as σ → +∞. As an
immediate consequence of (21), we have
rate = 2πa− log |C|
σ
.
Hence for bounded σ, say 2 ≤ σ ≤ 15, the numbers rate can be close to 2πa only if
|C| is close to 1. This explains the behavior of the numbers in the last two columns
of Tables 2–4. In view of Theorem C, we expect that C depends on ‖ga‖H∗0 (Ha). It
seems that this expression is growing considerably when a moves from 1/2 to 1.
Table 2: Example 2 for a = 1
2
, rate → π = 3.141592 . . .
Ja = 0.2552373684721620868389158816136888733878
σ K Ea,σ,K C rate
2 8 −1.385e− 02 −7.415e+ 00 2.139842
3 4 4.441e− 04 5.503e+ 00 2.573168
4 9 6.830e− 06 1.959e+ 00 2.973533
5 19 1.453e− 07 9.641e− 01 3.148914
6 37 4.117e− 09 6.321e− 01 3.218038
7 73 1.274e− 10 4.526e− 01 3.254852
8 141 4.216e− 12 3.467e− 01 3.274013
9 267 1.478e− 13 2.812e− 01 3.282555
10 500 5.372e− 15 2.365e− 01 3.285766
11 927 1.995e− 16 2.033e− 01 3.286429
12 1707 7.525e− 18 1.774e− 01 3.285687
13 3122 2.883e− 19 1.573e− 01 3.283862
14 5675 1.120e− 20 1.414e− 01 3.281298
15 10264 4.400e− 22 1.285e− 01 3.278358
Table 3: Example 2 for a = 5
8
, rate → 5π
4
= 3.926990 . . .
Ja = 0.3123770437749010235851625171708586776416
σ K Ea,σ,K C rate
2 3 −2.172e− 02 −5.596e+ 01 1.914666
3 6 2.043e− 04 2.671e+ 01 2.831941
4 15 1.962e− 06 1.302e+ 01 3.285439
5 36 1.730e− 08 5.827e+ 00 3.574493
6 81 2.082e− 10 3.558e+ 00 3.715444
7 182 2.856e− 12 2.478e+ 00 3.797346
8 400 4.219e− 14 1.858e+ 00 3.849564
9 865 6.546e− 16 1.463e+ 00 3.884719
10 1849 1.051e− 17 1.192e+ 00 3.909403
11 3912 1.733e− 19 9.976e− 01 3.927212
12 8212 2.916e− 21 8.520e− 01 3.940341
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Table 4: Example 2 for a = 1, rate → 2π = 6.283185 . . .
Ja = 0.4876105654991947134580915823151850342698
σ K Ea,σ,K C rate
2 5 −4.256e− 02 −1.220e+ 04 1.578402
3 19 −1.580e− 04 −2.426e+ 04 2.917691
4 71 1.248e− 07 1.026e+ 04 3.974063
5 250 7.809e− 11 3.438e+ 03 4.654642
6 854 8.050e− 14 1.898e+ 03 5.025082
7 2838 9.886e− 17 1.248e+ 03 5.264689
8 9241 1.333e− 19 9.014e+ 02 5.432688
9 29625 1.907e− 22 6.905e+ 02 5.556805
10 93800 2.841e− 25 5.509e+ 02 5.652030
Example 3: An integral representing the gamma function
For complex arguments z with Re z > 0 the gamma function was defined by Euler
(see, e.g., [27, p. 942, § 8.310]) as
Γ(z) =
∫ ∞
0
e−rrz−1dr. (22)
Writing f(r) := e−r and z = c+it with c > 0, t ∈ R, we see that Γ(z) = [f ]∧Mc(c+it).
We note that f˜ , defined by
f˜(r, θ) := exp
(−reiθ) = e−r cos θe−ir sin θ, (r, θ) ∈ H,
is a polar-analytic extension of f . It can be easily verified that for any a ∈]0, π/2[,
we have f˜ ∈ H1c (Ha) but f˜ 6∈ H∗c (Hπ/2) since condition (d) of Definition 4 fails.
As in the previous example, we can conclude with the help of Theorem C that
f ∈ Kc(s) ∩M1c for every positive s. Now Proposition 10 yields that
Rc,σ[f ] = O(e−2πaσ) (σ → +∞)
for each a ∈]0, π/2[. For c = 1/2 the quadrature formula (6) reads as∫ ∞
0
f(r)r1/2
dr
r
=
1
σ
∞∑
k=−∞
exp
(−ek/σ) ek/(2σ) +R1/2,σ[f ]. (23)
By (22), the left-hand side is equal to Γ(1/2) =
√
π. This time the integrand is not
Mellin-even. Therefore we prefer an appropriate asymmetric trunction of the series
in (23), which gives a total error
Eσ,N,K :=
√
π − 1
σ
K∑
k=−N
exp
(−ek/σ) ek/(2σ).
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By standard estimates using the integral comparison method, we find that the
choice
N :=
⌈
2π2σ2 + 2σ log
15
4
⌉
, K :=
⌈
σ log
N
2σ
⌉
will produce a truncation error that does not exceed the remainder asymptotically.
Here ⌈·⌉ denotes the ceiling function mapping x to the least integer that is greater
than or equal to x. Analogously to the previous example, we also compute
C := Eσ,N,K e
π2σ and rate := − log |Eσ,N,K |
σ
.
By our theory, the numbers rate should become larger than 2πa for any a < π/2 as
σ → +∞. On the other hand, it can be shown that the 1/2-Mellin-even part f1/2+
does not have an extension belonging to H∗0 (Hπ/2). Therefore Propositions 7 and 10
imply that the numbers rate must converge to π2 as σ → +∞.
Table 5 shows that for small values of σ and, consequently, with relatively short
sums, we obtain already satisfactory approximations to the integral. However, the
numbers rate are still considerably smaller than π2. Therefore we continued with
larger values of σ, setting Maple’s environment variable Digits := 80 in order to
suppress round-off errors. Table 6 shows that the approximations to the integral
become excellent and the numbers rate get much closer to π2.
Table 5: Example 3 for small σ, rate < π2 = 9.869604 . . .
σ N K Eσ,N,K C rate
0.25 2 1 −3.038e− 01 −3.583 4.765302
0.50 7 1 −3.125e− 02 −4.346 6.931166
0.75 14 2 2.746e− 03 4.502 7.863614
1.00 23 3 −1.219e− 04 −2.356 9.012572
1.25 35 4 1.160e− 05 2.644 9.091811
1.50 49 5 −1.103e− 06 −2.966 9.144985
1.75 66 6 1.600e− 07 5.090 8.941767
2.00 85 7 −1.100e− 08 −4.200 9.162685
Example 4: Integrand belonging to a Mellin–Sobolev space
Consider the function g : R+ → R defined by
g(r) =
{
r log2 r, 0 < r < 1,
r−1 log2 r, r ≥ 1.
It is seen to be 0-Mellin-even. By a straightforward calculation, we find that
[g]∧M0(iv) = 4
1− 3v2
(1 + v2)3
(v ∈ R),
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Table 6: Example 3 continued, rate → π2 = 9.869604 . . .
σ N K Eσ,N,K C rate
2 85 7 −1.135e− 08 −4.242 9.147070
3 186 11 −2.546e− 13 −1.840 9.666308
4 327 15 −2.862e− 17 −3.999 9.523119
5 507 20 −1.539e− 22 −0.416 10.045137
6 727 25 −1.680e− 26 −0.877 9.891425
7 986 30 4.948e− 30 4.996 9.639809
8 1285 36 1.358e− 34 2.651 9.747734
9 1623 41 5.354e− 39 2.021 9.791439
10 2001 47 5.676e− 43 4.142 9.727498
11 2418 52 2.957e− 47 4.171 9.739769
12 2875 58 −1.102e− 51 −3.007 9.777868
13 3371 64 −7.861e− 57 −0.415 9.937342
14 3906 70 2.173e− 60 2.215 9.812793
15 4481 76 −9.514e− 65 −1.875 9.827685
and so ∫ ∞
0
g(r)
dr
r
= [g]∧M0(0) = 4.
Since we know g and its Mellin transform explicitly, we can readily verify that g ∈
K0(s) ∩M10 for any positive s. Furthermore, it can be shown that g ∈ W 4,10 (R+) ⊂
W 4,∗0 (R
+) but g 6∈ W 4+α,∗0 (R+) for α > 0.
The remainder of the quadrature formula (6) can now be written as
R0,σ[g] =
∫ ∞
0
g(r)
dr
r
− 1
σ
∞∑
k=−∞
g(ek/σ)
= 4− 2
σ
∞∑
k=1
(
k
σ
)2
e−k/σ
= 4− 2
σ3
· e
−2/σ + e−1/σ
(1− e−1/σ)3 .
An expansion of the right-hand side yields
R0,σ[g] =
1
60 σ4
− 1
756 σ6
+O (σ−8) (σ → +∞). (24)
Next, from Theorem 4, we deduce that
|R0,σ[g]| ≤ 2ζ(4)
(2πσ)4
dist∞(Θ
4
0g, B
1
0,2πσ)
=
2ζ(4)
(2πσ)4
sup
|v|≥2πσ
∣∣∣∣4v4 1− 3v2(1 + v2)3
∣∣∣∣ = 160 σ4 .
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Now comparison with (24) shows that the estimate (14) is best possible in the sense
described in Theorem 4.
The precision of this estimate is illustrated in Table 7. The third column shows
that the upper bound in (14) becomes very close to the true value of the remainder
as σ grows. Consequently, the factor of overestimation, defined by
overestimation :=
upper bound
remainder
=
1
60σ4
R0,σ[g]
,
becomes very close to 1. The fifth column shows C := R0,σ[g] σ
4, which converges
rapidly to 1/60 as σ → +∞.
Table 7: Example 4: C → 1
60
= 0.01666 . . .
σ R0,σ[g] upper bound (14) overestimation C
2 1.021267e− 03 1.041667e− 03 1.019974824393 0.016340272591
4 6.478229e− 05 6.510417e− 05 1.004968650783 0.016584265244
8 4.063969e− 06 4.069010e− 06 1.001240599981 0.016646015620
16 2.542343e− 07 2.543132e− 07 1.000310052376 0.016661500729
32 1.589334e− 08 1.589457e− 08 1.000077506994 0.016665374984
64 9.933915e− 10 9.934107e− 10 1.000019376367 0.016666343733
128 6.208787e− 11 6.208817e− 11 1.000004844068 0.016666585933
256 3.880506e− 12 3.880511e− 12 1.000001211016 0.016666646483
512 2.425318e− 13 2.425319e− 13 1.000000302754 0.016666661621
1024 1.515824e− 14 1.515825e− 14 1.000000075688 0.016666665405
2048 9.473903e− 16 9.473903e− 16 1.000000018922 0.016666666351
4096 5.921189e− 17 5.921189e− 17 1.000000004731 0.016666666588
8192 3.700743e− 18 3.700743e− 18 1.000000001183 0.016666666647
6 A short biography of Helmut Brass 1936–2011
Helmut Brass (originally written as Braß) was born in Hannover, Germany, in 1936.
After completing Oberrealschule, he worked in a firm that produced and recycled
copper cables. Since already as a schoolboy he was very interested in chemistry, he
then enrolled for this subject at the University of Hannover. But soon after he had
started, he realized that his true talent was mathematics and turned to it. In 1962
he graduated with a diploma in mathematics and continued as a Scientific Assistant
under the supervision of Wilhelm Quade. In 1965 Brass received his doctoral degree
in mathematics with a thesis on approximation by a linear combination of projection
operators. In 1968 he acquired Habilitation and became a University Dozent.
In 1970, Brass was appointed as a professor at the Technical University of
Clausthal and in 1974 he followed the offer of a chair at the University of Osnabrck,
but already in 1977 he accepted a chair at the University of Braunschweig where he
stayed until his retirement in 2002.
29
The research field of Helmut Brass comprised interpolation and approximation
with special emphasis on quadrature. In particular, he studied optimal and nearly
optimal quadrature formulae for various classes of functions, properties of the re-
mainder functional such as positivity and monotonicity, best or asymptotically best
error estimates for classical quadrature formulae and exact rates of convergence
under side conditions on the involved function such as periodicity, convexity or
bounded variation. He published about 50 research papers and two distinguished
books: Quadraturverfahren in 1977 [8] and (with K. Petras) Quadrature Theory in
2011, a product of almost 20 years of joint work. Brass also edited two Proceed-
ings of Oberwolfach Conferences on numerical integration. Furthermore he wrote a
fascinating booklet with eleven lectures on Bernoulli polynomials designed for the
training of students in Proseminars.
Brass had twelve research students who graduated with a doctoral degree under
his supervision. Four of them acquired the Habilitation degree and one was also
awarded with the title of a University Professor.
In 1963, Brass married Gisela Lueder. They had studied together in Hannover.
She was a Gymnasium teacher of mathematics and chemistry. They had two sons,
Stefan and Peter, both now being professors of computer science, one in Halle (Ger-
many), and the other in New York.
In 2008 a stroke of fate met the whole family, when Mrs. Gisela Brass died all of
a sudden, a shock from which Helmut never recovered. He passed away in Halle on
October 30, 2011 in the house of his elder son Stefan.
I (G. S.) met Helmut Brass for the first time in Oberwolfach in 1977 at a confer-
ence on Numerical Methods in Approximation Theory and again in Oberwolfach in
1978, 1981, 1987, 1992 and 2001 at conferences on Numerical Integration, as well as
on a few other occasions.
A few months preceding our first meeting in 1977, Brass’ book [8] had appeared. I
was impressed by its systematic composition and the wealth of results. There I found
an open problem for which I had an idea. When I contacted Brass, we maintained
scientific correspondence over a period of more than two years that resulted in two
joint papers [11], [12].
Later I profited from work of Brass [10] in my collaboration with Q. I. Rahman,
when we characterized the speed of convergence of the trapezoidal formula and
related quadrature methods in terms of function spaces; see, e.g., [35].
In 1979 Brass visited me in Erlangen and gave a talk in our Mathematical Col-
loquium. He reciprocated by inviting me to a colloquium talk in Braunschweig in
1981.
I (P.L.B.) invited Wilhelm Quade (1898–1975), a discoverer of splines, to my
first conference at Oberwolfach (1963). He brought along with him his research
assistant Helmut Brass, at the time a shy young man. I also invited Brass on the
recommendation of my colleague Rolf Nessel to my Oberwolfach conference in 1980.
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The final time I met him was ca. 1988 when he invited me to give a colloquium
lecture at the Technische Hochschule Braunschweig. I accepted his kind invitation
although I had turned down all similar foregoing invitations in Germany for some
twenty years.
Applications of the uniform boundedness principle of functional analysis, a chief
area of research of Lehrstuhl A fu¨r Mathematik in the eighties [23], were motivated
by three basic papers of Helmut Brass, in which he gave best possible error estimates
for quadrature rules [7], [9], [10], as well as his book [8].
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