The Weierstrass equation y 2 = x 3 4-ax + b, where a and b are rational functions of one variable, defines a fibration over P 1 , which we call a Weierstrass fibration. We consider the moduli space W of rational Weierstrass fibrations over P 1 . In this paper we determine the singular locus of W and we compute the general singularities. We work over C, but it seems possible to generalize our methods to characteristic p Φ 2, 3 .
THE MODULI OF RATIONAL WEIERSTRASS FIBRATIONS OVER P 1 : SINGULARITIES PABLO LEJARRAGA
The Weierstrass equation y 2 = x 3 4-ax + b, where a and b are rational functions of one variable, defines a fibration over P 1 , which we call a Weierstrass fibration. We consider the moduli space W of rational Weierstrass fibrations over P 1 . In this paper we determine the singular locus of W and we compute the general singularities. We work over C, but it seems possible to generalize our methods to characteristic p Φ 2, 3 .
Introduction. In [Mi] Miranda has constructed moduli spaces W N , N > 0, for Weierstrass fibrations over P 1 whose zero section has self intersection number -Nm the associated elliptic surface. Seiler has generalized and extended this work in [Sei2] and [Sei3] . For N -1, we have the moduli space of rational fibrations W =W\. The points of W parametrize isomorphism classes of rational Weierstrass fibrations over P 1 with at most rational double point singularities whose associated elliptic surface (= minimal resolution of singularities) has only reduced fibers. By passing to the associated elliptic surface, W can be viewed as parametrizing isomorphism classes of relatively minimal elliptic surfaces over P 1 admitting a section which have only reduced fibers. The basic definitions and constructions are reviewed in §1.
To determine the singular locus of W, we first find the locus S of Weierstrass fibrations that have non-negligible (= nontrivial) automorphisms. By means of the Weierstrass equation, this boils down to finding stable pairs of Weierstrass coefficients whose isotropy group with respect to the action of G = GL2/ ± / is nontrivial. This work is the content of §2 and culminates in Theorem 1 where the 7 irreducible components of S are listed.
The general singularities turn out to be cyclic quotient singularities. We compute and classify them with the help of the slice theorem and work of Prill [Pr] Let S = P 1 . Choose coordinates ί, s such that t = 1, s = 0 is the point at infinity. Call ^ the set of homogeneous functions of degree « onP 1 viewed as homogeneous forms of degree n in t, s. Call G the quotient group GL2/(±/). We use the same notation for a matrix (" £) in GL 2 and for its image in G. We also use the notation ( 
2 ) as a morphism of P 1 into P 1 . We denote by Aut J(x) the group of deck transformations of J(x): P 1 -> P 1 . For # an element of G with matrix (" |) we denote by Pg the linear fractional transformation z H-> (αz + /?)/(yz + <J), viewed as an element of PGL 2 = AutP 1 . The proof of the following easy corollary is left to the reader.
COROLLARY. Suppose that x e X has nonconstant J-invariant. The canonical group homomorphism
REMARK. In fact the homomorphism of the above corollary is bijective, but the proof is more involved.
Components of S.
Recall that π: X -• W is the canonical morphism. Define S = π{xeX\Stabx^ 1}.
By the corollary to Proposition 1, this set is the locus in moduli of Weierstrass fibrations with nontrivial automorphisms. In this section we determine the irreducible components of the closed set S.
Let the group Γ operate on the set E. Let H be a subgroup of Γ. We denote E H = {xe E\xg = x for all g e H}.
For g G Γ, define E g = E^ , where (g) is the group generated by g we remark that E g is the set of REMARK. It follows from Lemma 1 that the maximal elements among the π(Invg) are the irreducible components of S. Since a Noetherian topological space has a finite number of irreducible components, the set S is closed.
Proof of Lemma 1. We have
g is a sub-vector space of K 4 x K 6 and X is open in V 4 xV^. It follows that Inv g is irreducible and closed. Consequently π(Invg) is irreducible. We have not used the fact that g is of finite order up to here. Now let C be the conjugacy class of g . Since g is of finite order it follows from [Bo, that C is closed. Moreover G acts properly on X by [GIT, p. 41, Converse 1.13 ] and the fact that π: X -* W = X/G is affine. Hence the morphism
XxG^XxX, (x,h)\-+ (xh, x)
is proper.
Denote by Ax the diagonal morphism of X into X x X. It follows that the set Aχ l (ψ(X x C)) is closed. Since
For any prime number p, let R p be a system of representatives of the equivalence classes of elements of F* -{1} = (Z/pZ) -{0, 1} with respect to the equivalence relation between elements u,v of F* -{1} defined by the condition "u = v or u = v~ι". Moreover we define
LEMMA 2. We have where g runs over the following list:
11.
The inclusion |Jπ(Inv£)c,S is obvious. Now let u € S. There are two cases:
(i). The conditions J(x) = 0 and J(x) = 1 are equivalent to x G Inv C3 and x £ Inv 1 respectively. We conclude in this case that ue\Jπ (Invg) where g = i,ζ 3 .
Case (ii). Since J(x) is nonconstant, it follows from the rationality of the Weierstrass model determined by x, that deg/(x) < 12, where deg/(x) denotes the degree of the cover J(x): P 1 -• P 1 . The following argument shows that every element φ of
which implies, since φ is an analytic function, that φ has order < j -i <d. We conclude by the corollary to Proposition 1 that every element of Stabx has order < 12. Now we notice the following facts. In Table 1 we give bases of ^-invariant monomials of Vf and Vξ for the different values of g that appear in Lemma 2 subject to the above choice of i?/s, except for the cases g = /, £3 which are trivial. We also indicate for which values of g the set Inv g is nonempty. Table 2 .
U = ^5

Γα = 0 \b = t(t-s)s(t -ms)(t -ns)(t -ps)
Suppose g and x are entries in a row of Table 2 with x an element of the general orbit over Γ = π(Inv g). Then Stab* = (g).
In Table 2 the element x = (a, b) is obtained by taking a general element of Inv g constructed from Table 1 and eliminating parameters redundant with respect to the action of G. The resulting parameters are chosen in such a way as to make explicit the zeros of a and b.
Keeping in mind the remark after Lemma 1, we first prove that the sets π(lnv g) for g in Table 2 are an irredundant decomposition of S. Among the π(Invg) in Lemma 2 the following inclusions hold: To check that there are no other inclusions we use systems of eigenvalues. More precisely, let R be the equivalence relation on C 2 generated by the relations "(V, /) = (y, x)" and "{x f , /) = (-x, -y)" both between the elements (x, y) and (x',/) of C 2 . Thus the class of (x, y) consists of the elements (x, y), (y, x), (-x, -y) and (-y, -x) . The system of eigenvalues of an element of finite order g e G will be considered as an element of C 2 /R. For a subgroup of finite order H of G we denote by Eigenval(//) the set of systems of eigenvalues of elements of H.
Clearly Eigenval(//) depends only on the conjugacy class of H.
Let gι, g 2 appear in Table 2 and suppose that π(Inv^1)cπ(Inv^2) Suppose X\ is the element of the general orbit over π (Inv g\), given in Table 2 . Then π(x\) e π(lnvg 2 ), which implies that X\ G \rwh~xg 2 h for some h. By (ii) it follows that The remaining cases depend on a series of lemmas. As usual, we identify P 1 with C U {oc} and automorphisms of P 1 with linear fractional transformations. Moreover, given a set E of n > 3 distinct points of P 1 , every automorphism of P 1 stabilizing the set E is determined by the induced permutation of E. We indicate such automorphisms by giving only the induced permutation. We omit the proof of the following well-known lemmas. 
and the identity e.
Now we return to the proof of Theorem 1. We omit Case B because it is similar to case A. We treat case G first.
Case G. Suppose bh = b for b = t(t -s)s(t -ms)(t -ns)(t -ps)
, m, n , p in general position and h e G. By Lemma 3, we infer that h has the matrix ( λ λ ) since the automorphism of P 1 induced by h permutes the zeros of b. Thus λ 6 = 1.
By Lemma 5 the linear fractional transformation Ph is one of (1 -l)(fc -fc), (1 fc)(-l -fc), (1 -fc)(-lλ;) or the identity. But (1 fe)(-l -fc) and (1 -k){-l k) cannot stabilize the set {m, -m 9 n, -n, p, -p} for m , π , p in general position.
Case C. Suppose ah -a for h e G. By Lemma 6, PA belongs to the tetrahedral group permuting the points 1, ζ 3 , ζ\, oo, which is isomorphic to the alternating group of the set {1, £3 , ζ 2 , 00} . Taking into account the form of the elements of this group ( [Se] , p. 41), for m, n in general position the subgroup stabilizing the set of zeros of
Singularities. In this section we prove that S is the singular locus of W and we determine the general singularities.
All the representations we consider in the following are finite dimensional linear representations over C of finite groups.
We need the notion of isomorphism of two representations p:
The definition is obvious. The representation p: H -> GL(F) is called small if no element in the image of p has 1 as eigenvalue of multiplicity dim V -1. We gather in the following proposition the results we need from [Pr] . Proof of Theorem 2. It is clear that the representations in Table 3 are faithful and small. We have to prove that they are associated to the general points of the components of S.
First of all we recall some generalities on infinitesimals of first order. Let X be an analytic space, x e X. Let C[ε] The reader can check by specialization that the underlined matrix B has det B φθ for m, n, p general enough.
