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Cap´ıtulo 1
Introduccio´n
En este trabajo estamos interesados en propiedades geome´tricas de espacios homoge´-
neos de grupos unitarios. Estos espacios homoge´neos, constru´ıdos a partir de elementos de
la teor´ıa de operadores, son variedades de dimensio´n infinita donde definimos una me´trica
de Finsler natural. Principalmente, estudiaremos aspectos concernientes a la geometr´ıa
me´trica de estos espacios homoge´neos, como la existencia y unicidad de curvas minimales
o propiedades de la distancia rectificable, y en menor medida, estudiaremos aspectos dife-
renciales, como la presencia de una estructura reductiva.
En variedades Riemannianas o de Finsler de dimensio´n finita, o ma´s au´n, en espa-
cios me´tricos de longitud localmente compactos, el Teorema de Hopf-Rinow relaciona la
existencia de curvas de longitud minimal con la completitud en la distancia rectificable.
Dado que este teorema no es va´lido en variedades de dimensio´n infinita, resulta necesario
desarrollar te´cnicas ad-hoc en cada ejemplo para hallar curvas minimales o analizar la
completitud. En particular, en los espacios homoge´neos tratados aqu´ı, este tipo de cues-
tiones me´tricas generan diversos problemas, interesantes por s´ı mismos en la teor´ıa de
operadores y que permiten observar como funciona o falla la teor´ıa finito dimensional de
variedades.
Estudiaremos dos tipos de espacios homoge´neos. El primero, dentro de un marco ge-
neral, donde la me´trica de Finsler esta´ inducida por la traza finita de un a´lgebra, y el
segundo es un ejemplo concreto acerca de isometr´ıas parciales, donde la me´trica proviene
de la norma de ideales de Banach.
1.1. El Teorema de Hopf-Rinow
En la teor´ıa me´trica de variedades Riemannianas de dimensio´n finita el Teorema de
Hopf-Rinow, establecido por primera vez en 1931 (ver [HR31]), afirma condiciones sufi-
cientes para la existencia de geode´sicas minimales. Sea X una variedad Riemanniana con
una me´trica 〈 , 〉. Dada γ : [0, 1]→ X una curva C1 en X , medimos su longitud como
L(γ) =
∫ 1
0
〈γ˙(t), γ˙(t)〉1/2γ(t) dt.
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Podemos definir una distancia intr´ınseca de la variedad, asociada a la longitud de curvas,
como es usual: dados x, y ∈ X ,
d(x, y) = ı´nf{L(γ) : γ es una curva C1 en X uniendo x e y }
Esta distancia es conocida como distancia rectificable o Riemanniana. Por otro lado, se
dice que X es geode´sicamente completa si el intervalo ma´ximo de definicio´n de cualquier
geode´sica en X es todo R. En general, la completitud de X como espacio me´trico con
la distancia rectificable implica que sea geode´sicamente completo. En dimensio´n finita se
puede probar la otra implicacio´n (versio´n extra´ıda de [La95]).
Teorema (Hopf-Rinow). Sea X una variedad Riemanniana conexa de dimensio´n finita.
Entonces son equivalentes:
1. X es geode´sicamente completa.
2. X es un espacio me´trico completo con la distancia d .
Ma´s au´n, si cualquiera de los enunciados anteriores se cumple, entonces todo par de puntos
en X pueden ser unidos por una geode´sica minimal.
Este resultado puede extenderse a variedades de Finsler de dimensio´n finita (ver [Da69],
[BCS00]). Brevemente, podemos decir que una variedad de Finsler es una variedad dotada
de una me´trica F que eventualmente no proviene de un producto interno. En una variedad
de Finsler, pueden darse definiciones ana´logas de longitudes de curvas y distancia recti-
ficable. Aunque en general esta distancia rectificable no es realmente una distancia. Una
me´trica de Finsler no es una funcio´n absolutamente homoge´nea, si no homoge´nea para
escalares positivos, entonces la distancia rectificable asociada dF puede no ser sime´trica,
o sea puede ocurrir dF (x, y) 6= dF (y, x). Esto da lugar a la nociones de completitud de X
como ‘espacio me´trico’ hacia adelante y X como variedad geode´sicamente completa hacia
adelante. Nuevamente, si la dimensio´n de X es finita, ambas nociones son equivalentes e
implican la existencia de geode´sicas minimales uniendo cualquier par de puntos dados.
Por u´ltimo, podemos abandonar completamente todo indicio de geometr´ıa diferencial,
para enunciar una extensio´n del Teorema de Hopf-Rinow dada por Cohn-Vossen en [Co35]
para espacios me´tricos. Sea X un espacio me´trico con una distancia d. Dada una curva
continua γ : [0, 1]→ X , definimos su longitud como
`(γ) = sup
k∑
i=1
d(γ(ti−1), γ(ti)),
donde tomamos el supremo con respecto particiones finitas 0 = t0 < t1 < . . . < tk = 1 de
[0, 1]. Definimos entonces la siguiente distancia: dados x, y ∈ X ,
d`(x, y) = ı´nf{ `(γ) : γ es una curva continua en X uniendo x e y }.
Decimos que X es un espacio de longitud si d = d`. Por ejemplo, las variedades Riemannia-
nas son espacios de longitud con la distancia rectificable. Referimos al lector al libro de
M. Gromov [Gr81] para la siguiente versio´n del teorema.
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Teorema (Hopf-Rinow extendido). Si (X , d) es un espacio de longitud completo y
localmente compacto, entonces
1. Las bolas cerradas son compactas, o equivalentemente, cada dominio acotado y cerra-
do es compacto.
2. Cada par de puntos puede ser unido por una geode´sica minimal.
Una observacio´n importante es que todos los resultados poseen una hipo´tesis comu´n,
dada de manera expl´ıcita o impl´ıcita en la dimensio´n de la variedad, a saber: compacidad
local de la bola.
En el caso que nos interesa en este trabajo, cuando las variedades son de dimensio´n
infinita, la situacio´n cambia. En variedades de Hilbert-Riemann de dimensio´n infinita, es
decir, variedades modeladas sobre espacios de Hilbert, el Teorema de Hopf-Rinow deja de
valer. Ma´s precisamente, hay ejemplos de variedades de Hilbert-Riemann completas donde
existen dos puntos que no pueden ser unidos por una geode´sica minimal [Gro65], [Mc65],
o ma´s au´n, por una geode´sica [At75]. Sin embargo, es interesante mencionar que todo par
de puntos dentro de un entorno normal en una variedad de Hilbert-Riemann puede ser
unido por una geode´sica minimal (ver [Mc65]).
1.2. Precedentes en geometr´ıa de operadores
Existen numerosos precedentes en el a´rea geometr´ıa de operadores que abarca tan-
to aspectos diferenciales como me´tricos de variedades de dimensio´n infinita definidas a
partir de nociones provenientes de a´lgebras de operadores. Estas variedades se presen-
tan generalmente como espacios homoge´neos. Es decir, ba´sicamente son o´rbitas de grupos
de Lie-Banach. Por ejemplo, como grupo de Lie-Banach pueden considerarse grupos in-
versibles o unitarios de a´lgebras, y estudiarse las correspondientes o´rbitas de operadores,
representaciones, funcionales, etc. En esta seccio´n mencionamos brevemente algunos au-
tores y art´ıculos, sin pretender dar una lista exhaustiva de las referencias en el a´rea.
Entre los primeros precedentes se encuentran los trabajos [PR87a], [CPR90] y [CPR93a]
de G. Corach, H. Porta y L. Recht acerca de la geometr´ıa diferencial de idempotentes
en a´lgebras de Banach y C∗-a´lgebras. Entre otros autores, pertenecientes a la misma
escuela, podemos citar a E. Andruchow, M. Argerami, A. Maestripieri, D. Stojanoff y
A. Varela, que han estudiado la estructura de espacios homoge´neos reductivos en o´rbitas
de: operadores autoadjuntos [CPR93b], operadores positivos [CM04], medidas espectrales
[ARS92], esperanzas condicionales [AS94], [ArS99] y estados [AV96], [AV02]. En especial,
resulta interesante observar como la estructura geome´trica permite clasificar distintos tipos
de a´lgebras cuando en [ACS95] se trata con o´rbitas de representaciones y en [ArS01] con
o´rbitas de esperanzas condicionales. Para un enfoque distinto, reflejado en autores como
D. Beltit¸a˘, J. Gale´ y T. Ratiu que trabajaron con estructuras simple´ticas y Ka¨hlerianas
en espacios homoge´neos relacionados con la teor´ıa de operadores, referimos al lector a
los art´ıculos [BR05], [Ga06], [BR07a] y [BG07]. Adema´s, un estudio sistema´tico de la
geometr´ıa de espacios homoge´neos de Banach se encuentra en el reciente libro [Be06] y en
el libro de H. Upmeier [Up85].
En nuestro trabajo estamos principalmente interesados en problemas me´tricos en es-
pacios homoge´neos de grupos unitarios. Los notables trabajos [DMR04] y [DMR05] de
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C. Dura´n, L. Mata-Lorenzo y L. Recht son los primeros en esta direccio´n estudiando el
problema de hallar curvas minimales en espacio homoge´neos en la categor´ıa de C∗-a´lge-
bras. Es interesante destacar las te´cnicas exclusivamente me´tricas utilizadas, dejando de
lado tensores y ecuaciones diferenciales que a veces oscurecen la geometr´ıa.
Describamos brevemente el contexto de estos trabajos. SeaA una C∗-a´lgebra unital y B
una C∗-suba´lgebra. Bajo ciertas condiciones, el cociente entre los grupos unitarios de cada
a´lgebra O = UA/UB es un espacio homoge´neo. Una me´trica de Finsler natural proviene de
identificar el espacio tangente en x ∈ O con el cociente entre las a´lgebras de Lie de cada
grupo unitario. El a´lgebra de Lie de UA (resp. UB) son los operadores antihermitianos Aah
(resp. Bah) de A (resp. B), y en consecuencia, (TO)x = Aah/Bah. Luego la me´trica de
Finsler esta´ dada por ‖X‖x := ı´nf{ ‖z − y‖ : y ∈ Bah }, siendo X ∈ (TO)x y z ∈ Aah un
representante cualquiera de la clase de X. Con respecto a curvas minimales, existen dos
tipos de problemas:
Problema de valores iniciales: Dado X ∈ (TO)x, hallar una curva δ en O tal
que δ(0) = x, δ˙(0) = X y sea minimal en un intervalo de tiempo suficientemente
pequen˜o.
Problema de extremos fijos: Dados dos puntos en O hallar una curva minimal
uniendo tales puntos.
Estos problemas son equivalentes en variedades de dimensio´n finita. En [DMR04] se ob-
tiene una destacable caracterizacio´n de los operadores que realizan la norma cociente en
Aah/Bah. Cuando A y B son a´lgebras de von Neumann, se prueba que la norma cociente
se realiza, entonces utilizando la caracterizacio´n mencionada se resuelve el problema de
valores iniciales. Esto pone de manifiesto la estrecha relacio´n entre problemas de curvas
minimales y problemas de mejor aproximacio´n en espacios de Banach. Por otro lado, en
[DMR05] se resuelve el problema de extremos fijos para a´lgebras de von Neumann con
grupo unitario compacto en la topolog´ıa fuerte de operadores.
Sin embargo, como los mismos autores mencionan, la hipo´tesis de compacidad en la
topolog´ıa fuerte resulta demasiado restrictiva. Esto trajo aparejado la bu´squeda de nuevas
te´cnicas y el estudio de diversos ejemplos para intentar entender el problema de extremos
fijos. Una de las principales ideas se encuentra en [AR08]: Ante la ausencia de compacidad
local de la bola buscar un argumento de convexidad local. Ma´s precisamente, cuando A
es una C∗-a´lgebra finita con una traza τ , Γ : [0, 1] −→ UA una curva suave, si medimos su
longitud como
Lp(Γ) =
∫ 1
0
‖Γ˙(t)‖p dt,
siendo ‖x‖p = τ(|x|p)1/p la norma p de A y x ∈ A. Luego hay una distancia rectificable
asociada dp definida de la manera habitual. Entonces, para p par, probaron la convexidad
local de la funcio´n
fp(s) = dp(u, β(s))p, s ∈ [0, 1],
donde β(t) = etz, z ∈ Aah y u ∈ UA. El radio de convexidad esta´ dado por la condicio´n
que u, β(0) y β(1) esta´n a distancia en norma de operadores menor que
√
2−√2/2. Es
necesario mencionar que las curvas β(t) = etz, z ∈ Aah, ‖z‖ ≤ pi son minimales en UA
cuando se mide con la norma de operadores (C∗-a´lgebra cualquiera) o con las normas p ≥ 2
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(C∗-a´lgebra finita, ver [An05] y [AR06]). Es decir, son geode´sicas en el sentido me´trico de
M. Gromov en [Gr81].
Este resultado permite en [An08] probar un resultado de minimalidad local de curvas de
isometr´ıas parciales con espacio inicial fijo en un a´lgebra de von Neumann finita cuando se
mide con la norma 2. Ma´s au´n, la prueba de la convexidad local de la distancia rectificable
puede extenderse a los llamados grupos unitarios cla´sicos. Si U(H) es el grupo unitario de
un espacio de Hilbert H y Bp(H) la clase p de Schatten, los grupos unitarios cla´sicos son:
Up(H) = {u ∈ U(H) : u− 1 ∈ Bp(H) }, p ≥ 1.
Recientemente, E. Andruchow, G. Larotonda y L. Recht [ALR09] resolvieron el problema
de valores iniciales en espacios homoge´neos de la forma O = Up(H)/G, siendo G un
subgrupo de Lie-Banach de Up(H). Si g es el a´lgebra de Lie de G, la me´trica de Finsler en
este caso esta´ inducida por las normas p dadas por la traza semifinita usual de B(H), es
decir: ‖X‖p , x := ı´nf{ ‖z−y‖p : y ∈ g}, siendo X ∈ (TO)x y z ∈ Bp(H)ah un representante
cualquiera de la clase de X. Las te´cnicas utilizadas, adema´s de la convexidad mencionada,
incluyen una innovadora manera de levantar curvas de O a Up(H) isome´tricamente. Entre
otros resultados, tambie´n se demuestra que O es completo con la distancia rectificable
inducida.
Otro precedente importante para nuestro trabajo es el art´ıculo [AL09] donde se estu-
dian espacios homoge´neos del grupo unitario Fredholm. Este grupo consiste en unitarios
que son perturbaciones de la identidad por operadores compactos. En particular, se re-
suelve el problema de valores iniciales para la o´rbita unitaria (Fredholm) de: operadores
autoadjuntos de rango finito, proyecciones de rango infinito y nilpotentes.
Un ejemplo donde el problema de extremos fijos puede ser resuelto es la o´rbita unitaria
de una proyeccio´n (ortogonal) en una C∗-a´lgebra (ver [PR87b]). Si A es una C∗-a´lgebra,
p una proyeccio´n, entonces tal o´rbita consiste en {upu∗ : u ∈ UA }. En este caso, la
norma de operadores y la norma cociente coinciden en los espacios tangentes. En [AR06]
se demuestra que el problema de extremos fijos puede resolverse cuando A es un a´lgebra
de von Neumann finita y se mide con las normas p ≥ 2.
Otro espacio homoge´neo interesante surge de considerar la o´rbita con unitarios en
U2(H) de una proyeccio´n de rango infinito:
Gr0res(p) = {upu∗ : u ∈ U2(H) }.
Esta o´rbita coincide con la componente conexa de la Grassmanniana de Sato (o Grass-
manniana restringida) que contiene a p. En [PS86], [BR07b] y las referencias all´ı dadas
pueden hallarse mu´ltiples aplicaciones de la Grassmanniana de Sato en f´ısica, sistemas
de ecuaciones, sistemas dina´micos, etc. En el trabajo [AL08] se muestra que todo par de
proyecciones p0, p1 ∈ Gr0res(p) pueden unirse por una curva minimal, y que tal curva es
u´nica si ‖p0 − p1‖ < 1. Adema´s, Gr0res(p) es un espacio me´trico completo con la distan-
cia rectificable inducida. Otro hecho curioso acerca de este ejemplo es que existen curvas
minimales de longitud arbitrariamente grande.
La geometr´ıa me´trica de isometr´ıas parciales es uno de los ejemplos a entender despue´s
las proyecciones. En [ARV07] se estudia la siguiente o´rbita de una isometr´ıa v:
{uv : u ∈ U(H) }
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Nuevamente, en este caso la me´trica de Finsler cociente inducida por la norma de ope-
radores y la misma norma de operadores coinciden. El problema de valores iniciales pudo
resolverse para cualquier isometr´ıa v. Mientras que el problema de extremos fijos so´lo pudo
resolverse en algunos casos particulares, en especial cuando v posee rango finito.
En general, si buscamos que las o´rbitas coincidan con las componentes conexas del
conjunto I de isometr´ıas parciales caracterizadas en [HM63] por las dimensiones del nu´cleo,
rango y corango, debemos considerar mover tambie´n el espacio inicial de cada isometr´ıa, o
sea la accio´n sera´ U(H)×U(H)×I −→ I, (u,w)·v = uvw∗, donde u,w ∈ U(H) y v ∈ I. En
cuanto a la geometr´ıa me´trica de este conjunto, en el art´ıculo [AC05] se estudia cuando
las isometr´ıas parciales son de rango finito midiendo con la norma de Hilbert-Schmidt.
Por otro lado, existen diversos art´ıculos acerca de la topolog´ıa y geometr´ıa de isometr´ıas
parciales con la norma espectral, referimos al lector por ejemplo a [AC04], [ACM05] y
[MS02].
1.3. Principales resultados obtenidos en este trabajo
Los resultados originales expuestos en este trabajo esta´n basados en los art´ıculos
[ACL09], [Ch08], [Ch09a] y [Ch09b]. Los primeros dos art´ıculos son acerca de geometr´ıa
me´trica en espacios homoge´neos del grupo unitario de un a´lgebra de von Neumann finita. El
desarrollo de estos art´ıculos se encuentra en las Secciones 3 y 4. Los dos u´ltimos art´ıculos,
tratados en las Secciones 5 y 6, se refieren a la geometr´ıa de o´rbitas de isometr´ıas parciales
con grupos unitarios cla´sicos asociados a ideales de Banach. A continuacio´n damos una
s´ıntesis de los principales resultados obtenidos.
Espacios homoge´neos del grupo unitario de un a´lgebra finita
Sea M una a´lgebra de von Neumann finita con una traza τ fiel y normal. Estudiare-
mos geometr´ıa me´trica de espacios homoge´neos suaves O del grupo unitario UM de M.
Brevemente, esto significa que hay una accio´n transitiva suave de UM sobre O, denotada
por u · x, donde u ∈ UM, x ∈ O, y que si fijamos cualquier x ∈ O, entonces O ∼= UM/Gx,
siendo Gx el grupo de isotrop´ıa en x. Algunos ejemplos concretos de estos espacios ho-
moge´neos, que discutiremos en detalle ma´s adelante, son o´rbitas unitarias de: operadores
normales, estados, medidas espectrales, isometr´ıas parciales y esperanzas condicionales.
Las normas p inducidas por la traza, ‖a‖p = τ(|a|p)1/p, p ≥ 1, a ∈ M, pueden ser
utilizadas para medir longitudes de curvas suaves en el grupo unitario UM de M. En
efecto, el espacio tangente en u ∈ UM, se identifica con uMah, siendo Mah el conjunto
de operadores antihermitianos de M. Entonces, si Γ : [0, 1] → UM es una curva suave,
podemos medir su longitud por
Lp(Γ) =
∫ 1
0
‖Γ˙(t)‖p dt.
En particular, nos interesa la distancia rectificable asociada dada por
dp(u, v) = ı´nf{Lp(Γ) : γ es una curva suave en UM uniendo u y v },
con la cual UM es un espacio me´trico. EnO podemos definir una me´trica de Finsler cociente
del siguiente modo. Sean gx el a´lgebra de Lie del grupo de isotrop´ıa en x y X ∈ (TO)x un
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vector tangente, entonces
‖X‖x,p := ı´nf{‖z − y‖p : y ∈ gx},
donde z ∈ Mah es un representante de la clase de X, ya que podemos identificar al
espacio tangente en x como (TO)x ∼= Mah/gx. En particular, esto induce una forma de
medir curvas suaves γ en O, dada por
LO,p(γ) =
∫ 1
0
‖γ˙‖γ,p dt,
y una distancia rectificable asociada: Dados x, y ∈ O,
dO,p(x, y) = ı´nf{LO,p(γ) : γ es una curva suave en O uniendo x e y }.
Por otro lado, si identificamos a O con un cociente de grupos, a partir del espacio me´trico
completo (UM, dp) podemos definir una distancia cociente en O (pseudodistancia si Gx no
es dp -cerrado). Nuestro primer resultado, dice que esta distancia y la distancia rectificable
coinciden en O. En particular, como consecuencia de un hecho general de grupos me´tricos,
obtenemos que (O, dO,p) es un espacio me´trico completo.
Teorema I. Sean x ∈ O, u, v ∈ UM, y
d˙p(u · x, v · x) = ı´nf{ dp(uw1, vw2) : wi ∈ Gx }.
Entonces, si p > 1, se cumple d˙p = dO,p. En particular, si Gx es un subgrupo cerrado
de UM en la norma p, entonces (O, dO,p) es un espacio me´trico completo, y la topolog´ıa
inducida coincide con la topolog´ıa cociente O ∼= (UM, dp)/Gx.
Cuando 1 < p <∞, para cada z ∈Mah, la norma cociente se realiza. Aunque el operador
o´ptimo puede no estar acotado, es decir, pertenecer a la clausura del a´lgebra de Lie en
norma p. Ma´s precisamente, tenemos que existe y0 ∈ gx p tal que
‖z − y0‖p ≤ ‖z − y‖p ,
para todo y ∈ gx. Entonces, se puede probar que la correspondencia z 7→ Qp(z) := z − y0
que env´ıa a cada z a un mejor aproximante en norma p es monovaluada y continua. Nos
referiremos a esta funcio´n, que depende de p, como la proyeccio´n me´trica, debido a que
posee varias propiedades de una proyeccio´n (aunque en general no es lineal si p 6= 2).
Notemos que un operador z tiene norma p minimal si y so´lo si Qp(z) = 0.
El problema de hallar curvas minimales en O se encuentra estrechamente vincula-
do con propiedades de la proyeccio´n me´trica. Intuitivamente, resulta natural mirar a ni-
vel infinitesimal, cua´l es la direccio´n de menor norma para obtener una curva minimal.
En consecuencia, para hallar curvas minimales, fijamos hipo´tesis sobre Q. En especial,
suponemos que el mejor aproximante es un operador acotado, y ma´s au´n, que la proyec-
cio´n Q es uniformemente acotada en la norma usual de operadores. Si denotamos por ‖ . ‖
a la norma de operadores en M, esto significa que existe una constante KO,p cumpliendo
‖Qp(z)‖ ≤ KO,p‖z‖ para todo z ∈Mah.
Por u´ltimo, observemos que en la definicio´n de la me´trica cociente p, podemos cambiar
la norma p por la norma de operadores en M, dando lugar a la norma cociente infinito.
La notacio´n para la longitud de una curva γ medida con esta me´trica sera´ LO,∞(γ).
Utilizaremos esto para dar una condicio´n local sobre las curvas con las que comparamos
a nuestras candidatas a curvas minimales.
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Teorema II. Sea p un nu´mero par positivo y x ∈ O. Sea KO,p una constante tal que
‖Qp(y)‖ ≤ KO,p‖y‖ para todo y ∈ Mah. Si z ∈ Mah, ‖z‖ < pi3 y Qp(z) = 0, entonces la
curva
δ(t) = etz · x, t ∈ [0, 1],
posee longitud ma´s corta que cualquier otra curva suave γ ⊂ O uniendo x con ez ·x siempre
que LO,∞(γ) < ε, donde
ε = ε(O, p) =
√
2− 1
CO(1 +KO,p)
y CO es una constante dada por la estructura diferenciable.
Ma´s au´n, la curva δ es u´nica en el sentido que si γ ⊂ O es otra curva uniendo x con
ez · x de longitud ‖z‖p tal que LO,∞(γ) < ε, entonces γ(t) = etz · x.
Es un hecho general de la teor´ıa de espacios homoge´neos que para cada x ∈ O, existe un
suplemento cerrado Fx ⊂Mah tal queMah = gx⊕Fx. Adema´s, la aplicacio´n exponencial
en x ∈ O, dada por Fx −→ O, z 7→ ez ·x resulta un difeomorfismo local en el origen. Como
consecuencia, cuando r es suficientemente pequen˜o y la proyeccio´n Qp es uniformemente
acotada, si consideramos el conjunto
U rO := { ez−Qp(z) · x : z ∈ Fx , ‖z‖ ≤ r }
los exponentes z−Qp(z) tienen norma de operadores pequen˜a y son direcciones minimales
con la norma p ( i.e. Qp(z −Qp(z)) = 0). No obstante, observemos que U rO puede no ser
un abierto en O.
Teorema III. Sean p un nu´mero par positivo y x ∈ O. Sea KO,p una constante tal que
‖Qp(z)‖ ≤ KO,p‖z‖ para todo z ∈ Mah. Para cada x1 ∈ U rO existe z ∈ Mah tal que
ez · x = x1, Qp(z) = 0 y la curva
δ(t) = etz · x, t ∈ [0, 1],
es de longitud ma´s corta en la me´trica cociente p que cualquier otra curva suave a trozos
γ uniendo x con x1 contenida en U rO.
Ma´s au´n, la curva δ es u´nica en el sentido que si γ ⊂ U rO es alguna otra curva suave
uniendo x a x1 de longitud ‖z‖p entonces γ(t) = etz · x.
La hipo´tesis clave para la prueba de los dos teoremas anteriores de minimalidad de curvas
es que la proyeccio´n me´trica sea uniformemente acotada. Ma´s adelante, veremos varios
ejemplos donde esto se cumple. En particular, cuando O es el espacio UM/UN , siendo N
una suba´lgebra del centro deM. El Teorema III merece un comentario ma´s, notemos que
la minimalidad de curvas se obtiene cuando se compara con curvas ‘non-wandering’ , como
suelen denominarse en la literatura, es decir, curvas que no salen de U rO .
En el caso p = 2 los resultados anteriores pueden mejorarse. La proyeccio´n me´trica
es lineal, en consecuencia alcanza con suponer solamente que el mejor aproximante es un
operador acotado. Esta hipo´tesis es equivalente a la τ -ortogonalidad de gx con Fx en la
descomposicio´nMah = gx⊕Fx. En tal caso O posee una estructura diferencial extra, y lo
llamaremos espacio homoge´neo reductivo ortogonal. Adema´s, la conexio´n de Levi-Civita
puede calcularse y las curvas minimales son ahora geode´sicas. La definicio´n de U rO es la
misma, teniendo en cuenta que cuando p = 2, resulta ser un abierto de O porque Fx es el
conjunto de los operadores minimales.
Cap´ıtulo 1. Introduccio´n 9
Teorema IV. Sea O un espacio homoge´neo reductivo ortogonal. Dado x1 ∈ U rO, existe
una u´nica geode´sica en U rO dada por δ(t) = e
tz · x, z ∈ Fx, que es de longitud minimal
entre todas las curvas suaves dentro de U rO, uniendo los puntos x y x1.
Observemos que el resultado anterior acerca de la minimalidad local de geode´sicas no
puede deducirse de la teor´ıa de variedades de Hilbert-Riemann porque O no posee espacios
tangentes completos.
Variedades de Stiefel
Sean H un espacio de Hilbert separable de dimensio´n infinita, B(H) el espacio de
operadores acotados actuando en H, U(H) el grupo de operadores unitarios e I un ideal
de Banach separable en B(H). Consideremos los grupos de Lie-Banach cla´sicos definidos
por
UI(H) = {u ∈ U(H) : u− 1 ∈ I }
Sea I el conjunto de isometr´ıas parciales en B(H). Podemos definir dos acciones sobre I.
La primera, so´lo moviendo el espacio final de cada isometr´ıa, dada por UI(H)× I −→ I,
u ·v = uv, donde u ∈ UI(H) y v ∈ I. Fijada v ∈ I, denominamos a su o´rbita la I-variedad
de Stiefel asociada a v, y utilizamos la siguiente notacio´n:
SI(v) := {uv : u ∈ UI(H) }.
La segunda accio´n, moviendo los espacios iniciales y finales de cada isometr´ıa, esta´ dada
por UI(H)×UI(H)×I, (u,w) ·v = uvw∗, donde u,w ∈ UI(H) y v ∈ I. Las o´rbitas de esta
accio´n determinan la variedad de Stiefel generalizada asociada a v que indicaremos por
StI(v) := {uvw∗ : u,w ∈ UI(H) }.
Mediante un simple ca´lculo puede mostrarse que ambas o´rbitas esta´n contenidas en el
espacio de Banach af´ın v + I. En consecuencia, hay una topolog´ıa relativa en las o´rbitas
inducida por la me´trica (v0, v1) 7→ ‖v0−v1‖I. Adema´s, las o´rbitas StI(v) son exactamente
las componentes conexas de (v + I) ∩ I. Estudiaremos la geometr´ıa me´trica y diferencial
de estas variedades de Stiefel. En general, los resultados que enunciamos en este resumen
sera´n para StI(v). Todos poseen una versio´n correspondiente para SI(v), muchas veces
deducible del caso ma´s general o ma´s sencilla de probar directamente, que mostraremos
ma´s adelante con detalle.
El primer resultado es una caracterizacio´n espacial de las o´rbitas. En el caso de la
accio´n de un so´lo lado, mostramos que una isometr´ıa parcial v0 ∈ SI(v) si y so´lo si
v − v0 ∈ I y ker(v) = ker(v0). Para una caracterizacio´n similar en StI(v), es necesario
utilizar el concepto de ı´ndice de Fredholm de un par de proyecciones ortogonales. Dadas
dos proyecciones ortogonales p, q tales que el operador qp : p(H) −→ q(H) es de Fredholm,
el ı´ndice del par de proyecciones (p, q) es el ı´ndice de tal operador y se denota por j(p, q).
Teorema V. Sean v, v1 isometr´ıas parciales. Son equivalentes:
1. Existen u,w ∈ UI(H) tales que uvw∗ = v1.
2. v − v1 ∈ I y j(v∗v, v∗1v1) = 0.
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3. v − v1 ∈ I y j(vv∗, v1v∗1) = 0.
Utilizaremos el Teorema V frecuentemente. Por ejemplo, permite caracterizar las com-
ponentes conexas de (v + I) ∩ I y mostrar de manera breve que StI(v) es un espacio
me´trico completo con la distancia rectificable que daremos. El pro´ximo resultado resume
las propiedades diferenciales de la variedad de Stiefel generalizada.
Teorema VI. Sea v ∈ B(H) una isometr´ıa parcial. Entonces StI(v) es una subvariedad
anal´ıtica real de v + I y la funcio´n
piv : UI(H)× UI(H) −→ StI(v), piv((w, u)) = uvw∗,
es una sumersio´n anal´ıtica real. Ma´s au´n, StI(v) es un espacio homoge´neo reductivo del
grupo UI(H)× UI(H).
En las variedades de Stiefel podemos dar una me´trica cociente inducida por la norma ‖ . ‖I
del ideal I. Notemos que como piv0 es una sumersio´n para v0 ∈ StI(v), luego el espacio
tangente (TStI(v))v0 en v0 esta´ dado por
(TStI(v))v0 = {xv0 − v0y : x, y ∈ Iah },
donde Iah es el a´lgebra de Lie de UI(H) que consiste en los operadores antihermitianos de
I. El grupo de isotrop´ıa en v0 ∈ StI(v) de la accio´n dada es
Gv0 = { (u,w) ∈ UI(H)× UI(H) : uv0 = v0w }.
El a´lgebra de Lie de Gv0 es
gv0 = { (a, b) ∈ Iah × Iah : av0 = v0b }.
Utilizando la norma de Banach cociente de (Iah×Iah)/gv se puede definir una me´trica de
Finsler en StI(v): Dado xv0 − v0y ∈ (TStI(v))v0 ,
‖xv0 − v0y‖v0 := ı´nf{ ‖(x+ a, y + b)‖ : (a, b) ∈ gv0 }.
Aqu´ı la norma del par es ‖(x + a, y + b)‖ = Φ( ‖x + a‖I , ‖y + b‖I ), siendo Φ cualquier
norma sime´trica. Es sencillo ver que esta me´trica es invariante para la accio´n. Entonces
definimos la distancia rectificable asociada:
d(v0, v1) = ı´nf{
∫ 1
0
‖γ˙(t)‖γ(t) dt : γ ⊂ StI(v) uniendo γ(0) = v0 y γ(1) = v1 },
donde las curvas γ consideradas son suaves a trozos.
Por otro lado, en el grupo unitario UI(H)×UI(H) utilizamos la me´trica de Finsler dada
por ‖(x, y)‖ = Φ( ‖x‖I, ‖y‖I ), donde (x, y) ∈ u1Iah × u2Iah = (T (UI(H)×UI(H)))(u1,u2).
Medimos la longitud de una curva suave a trozos Γ(t) = (Γ1(t),Γ2(t)), t ∈ [0, 1], como
LI(Γ) =
∫ 1
0
‖(Γ˙1, Γ˙2)‖ dt.
Entonces el grupo UI(H)× UI(H) tiene una distancia rectificable definida por
dI((u0, w0), (u1, w1)) = ı´nf{LI(Γ) : Γ ⊂ UI(H)×UI(H), Γ(0) = (u0, w0), Γ(1) = (u1, w1) }.
El siguiente resultado muestra como la te´cnica utilizada en a´lgebras finitas tambie´n fun-
ciona en este espacio homoge´neo. Adema´s, da otra prueba del hecho que (StI(v), d) sea
un espacio me´trico completo.
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Teorema VII. Sean v una isometr´ıa parcial, u0, w0, u1, w1 ∈ UI(H), y
d˙I(u0vw∗0 , u1vw
∗
1) = ı´nf{ dI( (u0, w0) , (u1u,w1w) ) : (u,w) ∈ Gv }.
Entonces d˙I = d, donde d es la distancia rectificable en StI(v). En particular, (StI(v), d)
es un espacio me´trico completo y d metriza la topolog´ıa cociente.
Los siguientes son algunos resultados acerca de curvas minimales en la K(H)-variedad
de Stiefel generalizada asociada a v, siendo K(H) el ideal de los operadores compactos.
Denotaremos por Stc(v) a tal variedad de Stiefel que es un espacio homoge´neo del producto
cartesiano del grupo unitario Fredholm
UI(H) = {u ∈ U(H) : u− 1 ∈ K(H) }.
El primer resultado parcial se refiere al problema de valores iniciales. Nos restringimos
al caso en que v tiene rango finito para poder asegurar la existencia de operadores que
realicen la norma cociente.
Teorema VIII. Sea v una isometr´ıa parcial con rango finito. Dados v0 ∈ Stc(v) y un
vector tangente xv0 − v0y ∈ (TStc(v))v0 tales que ‖xv0 − v0y‖v0 ≤ pi/2, existen z1, z2
compactos antihermitianos tales que la curva δ(t) = etz1ve−tz2 que satisface δ(0) = v0 y
δ˙(0) = xv0 − v0y tiene longitud minimal hasta |t| ≤ 1.
Cabe destacar que el problema de valores iniciales puede ser resuelto en Sc(v), la corres-
pondiente variedad de Stiefel con la accio´n a un so´lo lado, sin condiciones sobre el rango
de v.
Ahora denotemos por Uc(H) al grupo unitario Fredholm. Consideremos la o´rbita Op
de una proyeccio´n ortogonal p ∈ B(H), es decir
Op = {upu∗ : u ∈ Uc(H) }.
La funcio´n
ϕ : Stc(v) −→ Op ×Oq , ϕ(uvw∗) = (upu∗, wqw∗),
reduce longitudes si en el producto de o´rbitas de proyecciones se toma la me´trica del
ambiente. En consecuencia, dado que las curvas minimales en o´rbitas de proyecciones son
conocidas, podemos hallar algunas curvas minimales en Stc(v).
Teorema IX. Sean v0 ∈ Stc(v) y x, y ∈ K(H)ah tales que ‖(x, y)‖ ≤ pi/2. Supongamos
que x es codiagonal con respecto a p0 = v0v∗0 e y es codiagonal con respecto a q0 = v∗0v0.
Entonces la curva δ(t) = etxv0e−ty tiene longitud minimal entre de todas las curvas suaves
en Stc(v) uniendo los mismos puntos.
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Cap´ıtulo 2
Preliminares
2.1. Operadores lineales sobre espacios de Hilbert
Comenzamos la seccio´n de preliminares dando brevemente algunas definiciones, resul-
tados y notaciones acerca de operadores sobre espacios de Hilbert. Si bien el contenido de
esta seccio´n es material esta´ndar de cualquier libro de ana´lisis funcional, hemos elegido
como referencias los libros [Con90] y [RS80].
Los espacios de Hilbert sera´n anotados usualmente con las letras H y K. En gene-
ral, trataremos con espacios de Hilbert complejos, y en caso de ser reales lo aclararemos
expl´ıcitamente. El producto interno en un espacio de Hilbert H lo denotamos por 〈 , 〉,
siendo lineal en la primera coordenada y lineal conjugado en la segunda. La norma inducida
la anotamos como ‖ξ‖ = 〈ξ, ξ〉1/2, ξ ∈ H. En algunas ocasiones, cuando sea necesario que
el espacio de Hilbert sea separable, lo diremos expl´ıcitamente.
Sean H, K dos espacios de Hilbert, un operador lineal x : H −→ K se dice acotado si
existe una constante M ≥ 0 tal que
‖xξ‖ ≤M‖ξ‖, ∀ ξ ∈ H. (2.1)
Un operador lineal es acotado si y so´lo si es continuo. El ı´nfimo del conjunto formado por
las constantes que satisfacen (2.1) es la norma del operador lineal x, y se denota por ‖x‖.
Tal norma se conoce como norma de operadores o norma espectral de x. Es sencillo
mostrar que la norma puede calcularse alternativamente como
‖x‖ = sup
‖ ξ‖=1
‖xξ‖ = sup
‖ ξ‖=‖ η‖=1
| 〈xξ, η〉 |.
Utilizaremos las letras griegas ξ, η, ζ, etc. para los vectores en H, mientras que las letras
x, y, z, a, b, u, v, w, p estara´n reservadas para operadores lineales (acotados o no). Conti-
nuado con la notacio´n, escribiremos R(x) para indicar el rango de un operador x y ker(x)
para referirnos al nu´cleo de x.
Los operadores lineales acotados de H en K son un espacio de Banach que denotaremos
por B(H,K). Cuando H = K simplemente escribiremos B(H). Observemos que B(H)
resulta una a´lgebra normada completa con la composicio´n de operadores como producto.
Adema´s, se cumple
‖xy‖ ≤ ‖x‖‖y‖, x, y ∈ B(H).
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Para cada x ∈ B(H), existe un u´nico x∗ ∈ B(H) tal que
〈xξ, η〉 = 〈ξ, x∗η〉 , ∀ ξ, η ∈ H.
El operador lineal x∗ se denomina adjunto de x. La operacio´n de tomar el adjunto de un
operador, conocida como adjuntar, satisface
(x+ y)∗ = x∗ + y∗, (λx)∗ = λx∗, (xy)∗ = y∗x∗, (x∗)∗ = x.
La norma de operadores cumple la siguiente relacio´n fundamental (identidad C∗):
‖x∗x‖ = ‖x‖2, x ∈ B(H).
En consecuencia, puede mostrarse que ‖x‖ = ‖x∗‖ para todo x ∈ B(H). Si denotamos por
1 al operador identidad en H y λ al operador λ 1 , el espectro σ(x) de x ∈ B(H), es el
siguiente conjunto:
σ(x) = {λ ∈ C : x− λ es no inversible }.
El espectro de un operador acotado resulta un subconjunto no vac´ıo y compacto de C.
Dado un subespacio cerrado S de H, hay una u´nica proyeccio´n ortogonal pS sobre
S a lo largo de S⊥ (el ortogonal de S) que cumple pS = p∗S = p2S . Rec´ıprocamente, un
operador p tal que p = p∗ = p2 es una proyeccio´n ortogonal sobre R(p). En general,
emplearemos el te´rmino proyeccio´n para referirnos a una proyeccio´n ortogonal, puesto que
no trataremos con otro tipo de proyecciones.
Un operador x se dice autoadjunto si x = x∗ y antihermitiano si x = −x∗. Los
conjuntos de los operadores autoadjuntos y antihermitianos en H los denotaremos respec-
tivamente por B(H)sa y B(H)ah. Ambos son espacios de Banach reales. A veces resulta
u´til el hecho que todo operador x ∈ B(H) pueda ser escrito como suma u´nica de dos
operadores,
x = Re(x) + iIm(x),
donde Re(x) = (x+ x∗)/2 ∈ B(H)sa es la parte real de x e Im(x) = (x− x∗)/2 ∈ B(H)sa
es la parte imaginaria de x.
Los operadores autoadjuntos y antihermitianos forman parte de una clase de opera-
dores ma´s amplia conocida como operadores normales. Un operador x es normal si xx∗ =
x∗x. Muchas cuestiones acerca de operadores normales pueden ser resueltas gracias al
teorema espectral para operadores normales. Brevemente, este teorema afirma que dado
x ∈ B(H) un operador normal con espectro σ(x), existe una funcio´n F 7→ e(F ) de la σ-
a´lgebra de los conjuntos medibles Borel en el conjunto de proyecciones en H que cumplen:
(a) e(σ(x)) = 1; (b) si F = ∪∞n=1Fn y Fn ∩ Fm = ∅ si n 6= m, entonces (e(Fn))n es una
sucesio´n de proyecciones ortogonales dos a dos disjuntas (i.e. e(Fn)e(Fm) = 0 si n 6= m)
y R(e(F )) = ⊕∞n=1R(e(Fn)); y (c) para todo ξ, η ∈ H, si eξ,η es la medida compleja finita
en σ(x) definida por eξ,η(F ) = 〈e(F )ξ, η〉, entonces 〈xξ, η〉 =
∫
λ deξ,η(λ). Estos hechos,
suelen abreviarse diciendo que e( . ) es una medida espectral definida sobre σ(x) tal que
x =
∫
λ de(λ).
El teorema espectral permite dar una definicio´n del operador f(x), siendo f una funcio´n
medible Borel en σ(x) acotada esencialmente. Ma´s precisamente, queda definido mediante
la ecuacio´n
〈f(x)ξ, η〉 =
∫
f(λ)deξ,η(λ), ∀ ξ, η ∈ H.
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Ma´s au´n, la funcio´n L∞(σ(x)) −→ B(H), f 7→ f(x) es un morfismo isome´trico de a´lgebras
tal que f(x)∗ = f(x) denominado ca´lculo funcional Boreliano. En particular, se cumple
que e(F ) = χF (x), siendo χF la funcio´n caracter´ıstica de F .
Otra clase de operadores normales, relevantes en este trabajo, son los operadores uni-
tarios. Un operador u es unitario si u∗u = uu∗ = 1. El conjunto de los operadores
unitarios U(H) es un grupo con el producto de operadores. Observemos que dado x anti-
hermitiano, el operador u = ex puede definirse por ca´lculo funcional, y resulta unitario. A
su vez, con la ayuda del ca´lculo funcional Boreliano, dado cualquier unitario u es posible
hallar un logaritmo, es decir, un x antihermitiano tal que ex = u. Ma´s au´n, si elegimos la
rama principal del logaritmo podemos tomar x cumpliendo ‖x‖ ≤ pi.
Un operador x se dice positivo si 〈xξ, ξ〉 ≥ 0, para todo ξ ∈ H. Esto equivale a que se
cumpla x = x∗ y σ(x) ⊆ [0,∞). Los operadores positivos son un cono que induce un orden
en B(H)sa si definimos: x ≤ y si y so´lo si y − x es positivo. En particular, escribiremos
x ≥ 0 para indicar que x es positivo. Cuando x ≥ 0, existe un u´nico y ≥ 0, denominado
la ra´ız cuadrada de x, tal que x = y2. La ra´ız cuadrada consiste en el operador y = f(x),
donde f(t) = t1/2, y lo denotaremos por x1/2.
Una isometr´ıa entre dos espacios de Hilbert H y K, es un operador lineal acotado
v : H −→ K que satisface ‖vξ‖ = ‖ξ‖ para todo ξ ∈ H. Dado v ∈ B(H) decimos que es una
isometr´ıa parcial si la restriccio´n de v al subespacio ker(v)⊥ es una isometr´ıa. Puede
mostrarse que los siguientes enunciados son equivalentes: (a) v es una isometr´ıa parcial,
(b) vv∗v = v, (c) v∗v es una proyeccio´n ortogonal, (d) vv∗ es una proyeccio´n ortogonal,
(e) v∗ es una isometr´ıa parcial, (f) v∗vv∗ = v∗. En cualquier caso, v∗v es la proyeccio´n
ortogonal sobre ker(v)⊥ conocida como proyeccio´n inicial y vv∗ es la proyeccio´n orto-
gonal sobre R(v) conocida como proyeccio´n final. Los espacios que resultan el rango de
tales proyecciones se denominan espacio inicial y espacio final respectivamente.
Otro resultado ba´sico es la descomposicio´n polar de un operador: Dado x ∈ B(H),
entonces hay una u´nica descomposicio´n x = uy determinada por ser u una isometr´ıa
parcial, y ≥ 0 y ker(x) = ker(y) = ker(u). El operador y ≥ 0, dado por y = (x∗x)1/2, es
conocido como mo´dulo de x y denotado por |x|.
DadosH, K dos espacios de Hilbert, un operador acotado x : H −→ K es de Fredholm
si dim ker(x) <∞, dim ker(x∗) <∞ y R(x) es cerrado. En tal caso, esta´ definido el ı´ndice
del operador como el siguiente nu´mero entero i(x) = dim ker(x)− dim ker(x∗).
Mencionaremos ahora algunos hechos acerca de operadores no acotados. Un opera-
dor (posiblemente no acotado) es una funcio´n lineal x : Dom(x) −→ H, donde Dom(x) es
un subespacio de H no necesariamente cerrado denominado dominio de x. Dados x, y dos
operadores, la suma x+y es el operador con dominio Dom(x)∩Dom(y) y la mu´ltiplicacio´n
xy es un operador con dominio y−1(Dom(x)). El operador x se dice cerrado si su gra´fico
es cerrado, i.e. Gr(x) = { (ξ, xξ) : ξ ∈ Dom(x) } es un subespacio cerrado de H⊕H.
Para un operador a densamente definido (i.e. Dom(x) = H), el adjunto x∗ esta´ defi-
nido un´ıvocamente como el operador con dominio
Dom(x∗) = { η ∈ H : ∃M > 0 cumpliendo | 〈xξ, η〉 | ≤M‖ξ‖, ∀ ξ ∈ Dom(a) },
que satisface 〈xξ, η〉 = 〈ξ, x∗η〉, para ξ ∈ Dom(x) y η ∈ Dom(x∗).
Un operador y es una extensio´n de un operador x si Gr(x) ⊆ Gr(y), o sea, si
Dom(x) ⊆ Dom(y) y xξ = yξ para todo ξ ∈ Dom(x). En tal caso, anotaremos x ⊂ y. La
ecuacio´n x = y se interpreta como x ⊂ y e y ⊂ x. Un operador x se dice clausurable si
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existe un operador cerrado y tal que x ⊆ y. Un operador clausurable x siempre admite
una extensio´n minimal x caracterizada por Gr(x) = Gr(x).
Es un hecho conocido que si x es un operador densamente definido, entonces Gr(x∗) =
{ (−xξ, ξ) : ξ ∈ Dom(x) }⊥ en H ⊕ H. Una consecuencia de esto es que un operador
x densamente definido es clausurable si y so´lo x∗ es densamente definido, y en tal caso
x = x∗∗.
La nocio´n de espectro de un operador se extiende naturalmente a operadores no
acotados. Un λ ∈ C esta´ en el espectro σ(x) de un operador x si x − λ no posee inversa
acotada, es decir, no existe y ∈ B(H) tal que y(x − λ) = 1 en Dom(x) y (x − λ)y = 1
en H. Un operador x se dice autoadjunto si x es densamente definido y x = x∗. Un
operador es positivo si 〈xξ, ξ〉 ≥ 0 para todo ξ ∈ Dom(x). En particular, se cumple
que si x es positivo y autoadjunto, entonces σ(x) ⊆ [0,∞). Los operadores autoadjuntos
son operadores normales. Un operador x es normal si es cerrado, densamente definido y
x∗x = xx∗. El teorema espectral puede formularse para operadores normales: Existe una
medida espectral e( . ) definida sobre σ(x) tal que ξ ∈ Dom(x) si y so´lo si ∫ |λ|2 deξ,ξ <∞,
en tal caso 〈xξ, η〉 = ∫ λ deξ,η, para todo η ∈ H. Esto da lugar, como en el caso acotado,
a un ca´lculo funcional x 7→ f(x), para funciones esencialmente acotadas sobre C.
Por u´ltimo, nos interesa agregar que el teorema espectral para operadores no acotados
provee una forma de definir la exponencial de un operador antihermitiano x no acotado
(i.e. x densamente definido y x = −x∗). En efecto, ex queda definido mediante el ca´lculo
funcional resultando un operador acotado, y ma´s au´n, unitario.
2.2. Ideales de Banach
Dado H un espacio de Hilbert, consideremos primero ideales bila´teros del anillo B(H)
en el sentido algebraico de la definicio´n. Como consecuencia de la descomposicio´n polar
un ideal bila´tero de B(H) es invariante por la adjuncio´n. Los operadores compactos
K(H) sobre en H, i.e. los operadores tales que la imagen de la bola unitaria de H es un
conjunto compacto de H, resultan un ideal bila´tero en B(H). Por otro lado, los operadores
de rango finito, denotados por K0(H), son otro ideal bila´tero de B(H). Un resultado de J.
Calkin [Cal41] afirma que todo ideal bila´tero de B(H) contiene a K0(H) y esta´ contenido
en K(H).
Los operadores compactos poseen diversas propiedades que utilizaremos. Mencionamos
algunas de ellas:
1. Un operador x es compacto si y so´lo si existe (xn)n sucesio´n en K0(H) tal que
‖x− xn‖ → 0.
2. x es compacto si y so´lo si x∗ es compacto.
3. Dado x ∈ K(H), el espectro σ(x) es numerable con cero como el u´nico punto l´ımite
posible. Si λ ∈ σ(x), λ 6= 0, entonces λ es un autovalor de x con multiplicidad finita.
4. Si x es compacto y normal con espectro σ(x) = { 0, λ1, λ2, . . .}, λn 6= 0, el teorema
espectral toma la forma
x =
∞∑
n=1
λnpn,
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siendo pn = χ{λn }(x), n ≥ 1, y la convergencia de la serie en norma de operadores.
Dado x ∈ K(H), los valores singulares de x son los autovalores de |x|. Enumeraremos los
valores singulares de x de manera decreciente como µ1(x), µ2(x), etc.. Puede probarse la
siguiente caracterizacio´n geome´trica de los valores singulares, donde se interpreta al valor
singular n+ 1-e´simo como la distancia a los operadores de rango menor o igual a n, o sea
µn+1(x) = mı´n{ ‖x− y‖ : y ∈ B(H), dim(R(y)) ≤ n },
para n ≥ 0. En particular, ‖x‖ = µ1(x).
Un ideal de Banach es un ideal bila´tero I de B(H) dotado con una norma ‖ . ‖I
cumpliendo:
I es un espacio de Banach con la norma ‖ . ‖I.
‖x‖ ≤ ‖x‖I = ‖x∗‖I, x ∈ I.
‖axb‖I ≤ ‖a‖‖x‖I‖b‖, a, b ∈ B(H) y x ∈ I.
A continuacio´n mostramos una manera de construir ideales de Banach. Sea cˆ el espacio
vectorial de todas las sucesiones reales (ξn)n tales que ξn 6= 0 so´lo para una cantidad finita
de valores de n. Una funcio´n gauge sime´trica es una norma Φ : cˆ −→ R que adema´s
satisface las siguientes condiciones:
Φ( (1, 0, 0, . . .) ) = 1.
Φ( (ξn)n ) = Φ( (|ξn|)n ), donde (ξn)n ∈ cˆ.
Φ( (ξn)n ) = Φ( (ξpi(n))n ), donde (ξn)n ∈ cˆ y pi : N −→ N es biyectiva.
Veremos que cada funcio´n gauge sime´trica Φ induce dos ideales de Banach IΦ y I
(0)
Φ . En
efecto, primero extendemos el dominio de Φ a sucesiones reales acotadas (ξn)n definiendo
Φ( (ξn)n ) := sup
n≥1
Φ(ξ1, ξ2, . . . , ξn, 0, 0, . . .) ∈ [0,∞].
Ahora, dado x ∈ K(H), sea
‖x‖Φ := Φ( (µn(x))n ) ∈ [0,∞].
Entonces, definimos
IΦ := {x ∈ K(H) : ‖x‖Φ <∞},
I
(0)
Φ := K0(H)
‖ ‖Φ
,
es decir, I(0)Φ es la clausura con respecto a ‖ . ‖Φ de los operadores de rango finito. Tenemos
que ‖ . ‖Φ es una norma tal que IΦ y I(0)Φ son ideales de Banach (ver [GK60]).
Un ideal de Banach I es separable si y so´lo si I = I(0)Φ para alguna funcio´n gauge
sime´trica Φ que satisface
l´ım
n→∞Φ(ξn+1, ξn+2, . . .) = 0,
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para toda sucesio´n (ξn)n tal que Φ( (ξn)n ) <∞. Adema´s, en tal caso, se cumple que IΦ y
I
(0)
Φ coinciden. Como ejemplos cla´sicos de ideales de Banach separables podemos dar los
siguientes:
a. El ideal K(H) de los operadores compactos. La funcio´n gauge sime´trica asociada esta´ da-
da por
Φ( (ξn)n ) = ma´x
n≥1
|ξn|, (ξn)n ∈ cˆ.
Cuando H es separable, puede mostrarse que K(H) es el u´nico ideal bila´tero cerrado de
B(H).
b. Para p ≥ 1, la funcio´n gauge sime´trica
Φp( (ξn)n ) =
( ∞∑
n=1
|ξn|p
)1/p
, (ξn)n ∈ cˆ,
da lugar a las clases p de Schatten, que denotaremos por Bp(H). Es decir, un operador
x ∈ Bp(H) si su norma p es finita, i.e.
‖x‖p :=
( ∞∑
n=1
µn(x)p
)1/p
<∞.
Cuando p = 1 los elementos de B1(H) se conocen como operadores traza. En particular,
si x ∈ B1(H), esta´ bien definida y es finita la traza Tr( . ), que extiende a la traza usual
de matrices y esta´ dada por
Tr(x) =
∞∑
n=1
〈xξn, ξn〉 ,
donde (ξn)n es una base ortonormal de H. El valor de Tr(x) no depende de la base
ortonormal elegida. Cuando p = 2, los elementos de B2(H) se llaman operadores de
Hilbert-Schmidt, y forman un espacio de Hilbert con la norma 2. El producto interno
esta´ dado por
〈x, y〉 = Tr(xy∗), x, y ∈ B2(H).
En general, la norma p puede calcularse como ‖x‖p = Tr(|x|p)1/p, siendo x ∈ Bp(H).
c. Dados p, q ∈ (0,∞), el correspondiente ideal de Lorentz se define como los operadores
x ∈ K(H) tales que
‖x‖q,p :=
( ∞∑
n=1
1
n
1− p
q
µn(x)p
)1/p
<∞.
En particular, cuando p = q, recuperamos la clase p de Schatten.
2.3. A´lgebras de von Neumann finitas
Un a´lgebra de Banach A es un espacio de Banach dotado de una multiplicacio´n tal
que ‖xy‖ ≤ ‖x‖‖y‖ para todo x, y ∈ A. Una involucio´n ∗ : A −→ A se define como una
aplicacio´n que satisface
(x+ y)∗ = x∗ + y∗, (λx)∗ = λx∗, (xy)∗ = y∗x∗, (x∗)∗ = x.
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Una C∗-a´lgebra A es un a´lgebra de Banach con una involucio´n que cumple
‖x∗x‖ = ‖x‖2, x ∈ A.
Para evitar ciertos detalles te´cnicos prescindibles para nuestros objetivos supondremos
que las C∗-a´lgebras son unitales (i.e. 1 ∈ A). El espacio de las funciones continuas C(Ω)
sobre un espacio compacto Ω es una C∗-a´lgebra conmutativa con la suma, producto y
conjugacio´n compleja de funciones usuales. Por otro lado, puede probarse que toda C∗-
a´lgebra conmutativa es de la forma C(Ω) para algu´n Ω compacto. Otro ejemplo de C∗-
a´lgebra (no conmutativa) es el a´lgebra B(H) de los operadores acotados sobre un espacio
de Hilbert H.
En una C∗-a´lgebra A podemos definir elementos autoadjuntos, antihermitianos, nor-
males, unitarios, proyecciones, etc. de la misma manera que en la Seccio´n 2.1 para ope-
radores acotados. Denotaremos por Asa (resp. Aah) al espacio de los elementos autoad-
juntos (resp. antihermitianos) de A. Adema´s, la nocio´n de espectro tambie´n tiene sentido,
y en consecuencia la definicio´n de elementos positivos.
El conjunto de las funciones lineales continuas sobre un a´lgebra de Banach A lo de-
notaremos por B(A). Dadas dos C∗-a´lgebras A, B, un ∗-morfismo ψ : A −→ B es una
funcio´n lineal y multiplicativa que cumple ψ(x∗) = ψ(x)∗ para todo x ∈ A. En particular,
los ∗-morfismos resultan continuos. Un ∗-morfismo se denomina ∗-automorfismo si es
un isomorfismo de un a´lgebra en s´ı misma. Mientras que una representacio´n de una
C∗-a´lgebra A en un espacio de Hilbert H es un ∗-morfismo de A en B(H).
Un funcional lineal ϕ en una C∗-a´lgebra A se dice positivo si ϕ(x) ≥ 0 para todo
x ≥ 0 y fiel si ϕ(x) = 0 y x ≥ 0 implican x = 0. Los funcionales positivos resultan conti-
nuos, y adema´s cumplen que ϕ(1) = ‖ϕ‖. Dado un funcional positivo ϕ la construccio´n de
Gelfand-Naimark-Segal (GNS) afirma que existen un espacio de Hilbert H, un vector
ξ ∈ H y una representacio´n pi : A −→ B(H) tales que
1. pi(A)ξ = H.
2. ϕ(x) = 〈pi(x)ξ, ξ〉 , x ∈ A.
Un estado es un funcional lineal de norma uno. Puede mostrarse que los estados resultan
positivos, y que siempre hay abundantes estados en una C∗-a´lgebra. Esto permite, uti-
lizando la construccio´n GNS, demostrar que toda C∗-a´lgebra se puede identificar con una
C∗-a´lgebra concreta contenida en B(H). La prueba de estos resultados y otros ejemplos
ma´s interesantes, pueden encontrarse en [Dav96].
Existen diversas topolog´ıas importantes en B(H) ma´s de´biles que la dada por la nor-
ma de operadores. Este tipo de topolog´ıas resultan u´tiles para relacionar propiedades
algebraicas y anal´ıticas de C∗-a´lgebras concretas.
La topolog´ıa fuerte de operadores (SOT) consiste en intersecciones finitas de
conjuntos de la forma
{ y ∈ B(H) : ‖(x− y)ξ‖ < 1 },
donde x ∈ B(H) y ξ ∈ H. Entonces, una red (xi)i converge SOT a un operador
x ∈ B(H) si y so´lo si l´ım ‖(xi − x)ξ‖ = 0 para todo ξ ∈ H.
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La topolog´ıa de´bil de operadores (WOT) consiste en intersecciones finitas de
conjuntos de la forma
{ y ∈ B(H) : | 〈(x− y)η, ξ〉 | < 1 },
donde x ∈ B(H) y ξ, η ∈ H. Entonces, una red (xi)i converge WOT a un operador
x ∈ B(H) si y so´lo si l´ım 〈(xi − x)ξ, η〉 = 0 para todo ξ, η ∈ H.
En general, tenemos que la topolog´ıa de la norma es ma´s fuerte que la topolog´ıa SOT y
la topolog´ıa SOT es ma´s fuerte que la topolog´ıa WOT. Adaptando el teorema de Banach-
Alaoglu, puede demostrarse que la bola unitaria de B(H) es compacta en la topolog´ıa
WOT.
Una suba´lgebra unital M de B(H) autoadjunta (i.e. M∗ = M) y cerrada en la
topolog´ıa WOT se denomina un a´lgebra de von Neumann. En particular, un a´lgebra
de von Neumann es una C∗-a´lgebra. En el caso de a´lgebras de von Neumann conmutativas,
puede mostrarse que son de la forma L∞(Ω), o sea funciones esencialmente acotadas en
algu´n espacio de medida Ω.
Las a´lgebras de von Neumann admiten una caracterizacio´n abstracta dada en [Sa71]
como aquellas C∗-a´lgebras que son el dual de un espacio de Banach. Dada M un a´lgebra
de von Neumann, un funcional lineal ϕ :M−→ C se dice normal si ϕ es continuo con la
topolog´ıa WOT (o equivalentemente SOT) en la bola unitaria de M. El espacio M∗ de
los funcionales normales esta´ contenido en el dualM∗ deM, y se identifica con el predual
de M, o sea (M∗)∗ ∼=M.
Dada A una C∗-a´lgebra (resp. a´lgebra de von Neumann) cuando digamos que B es una
C∗-suba´lgebra (resp. suba´lgebra de von Neumann) de A entenderemos que B ⊂ A
y B es una C∗-a´lgebra (resp. a´lgebra de von Neumann). Dado S un subconjunto no vac´ıo
de B(H), el conmutante de S es el conjunto
S′ = {x ∈ B(H) : xy = yx, ∀ y ∈ S }.
Tenemos que S′ es siempre un a´lgebra WOT cerrada, y si S es autoadjunto entonces S′
es un a´lgebra de von Neumann. Notemos que podemos tomar dos veces el conmutante de
un conjunto, es decir, considerar el conjunto S′′ = (S′)′. El siguiente resultado, conocido
como teorema del doble conmutante de von Neumann, es verdaderamente profundo
porque da una caracterizacio´n de las a´lgebras de von Neumann relacionando la estructura
algebraica con las topolog´ıas de´biles previamente definidas. Dicho teorema establece que
dada M una suba´lgebra de B(H) autoadjunta tal que 1 ∈M, entonces son equivalentes:
1. M es cerrada en la topolog´ıa SOT.
2. M es cerrada en la topolog´ıa WOT.
3. M =M′′.
El centro de un a´lgebra de von NeumannM es el conjunto Z(M) =M∩M′. Un a´lgebra
M se dice un factor si Z(M) = C. El intere´s de considerarar factores radica en que toda
a´lgebra de von Neumann puede descomponerse en factores, y as´ı reducir el problema de
clasificacio´n de a´lgebras al de clasificacio´n de factores.
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Un estado τ en un a´lgebra de von Neumann M tal que τ(xy) = τ(yx) para todo
x, y ∈ M se conoce como una traza. Ma´s adelante, trabajaremos especialmente con el
siguiente tipo de a´lgebras de von Neumann. Un a´lgebra de von Neumann M se dice
finita si existe una traza fiel y normal en M. Los factores finitos de dimensio´n infinita se
denominan factores de tipo II1.
Dos proyecciones p, q ∈M se dicen equivalentes si existe una isometr´ıa parcial v ∈M
tal que vv∗ = p y v∗v = q. En [Di69] se prueba que un a´lgebra de von Neumann M es
finita si y so´lo si toda proyeccio´n equivalente a 1 resulta igual a 1, o en otras palabras,
si v ∈ M y v∗v = 1, entonces v = 1. Otro hecho interesante, es que la traza es u´nica en
factores.
Veamos algunos ejemplos de a´lgebras de von Neumann finitas. Los detalles de estos
ejemplos, y otros ma´s, pueden hallarse en [Po88].
a. Sea µ una medida de probabilidad en el intervalo [0, 1] y L2([0, 1]) el espacio de Hilbert
de todas las funciones medibles g con respecto a alguna σ-a´lgebra tales que
∫ 1
0 |g|2 dµ <∞.
Consideremos el operador de multiplicacio´n Mf : L2([0, 1]) −→ L2([0, 1]), Mf (g) = fg,
donde f ∈ L∞([0, 1]). Entonces M = {Mf : f ∈ L∞([0, 1])} es un a´lgebra de von
Neumann finita que se identifica con L∞([0, 1]). La traza esta´ dada por τ(f) =
∫ 1
0 f dµ.
b. Denotemos por Mn(C) al a´lgebra de matrices con entradas complejas. Dados los nu´meros
naturales n1, n2, . . . , nk, entoncesM = Mn1(C)⊕Mn2(C)⊕ . . .⊕Mnk(C) es un a´lgebra de
von Neumann finita con la traza τ(x) = 1nTr(x), donde n =
∑
ni y Tr es la traza usual
en Mn(C). Con la misma traza, Mn(C) resulta un factor.
c. Consideremos las inclusiones:
M2n(C) ↪→M2n+1(C), x 7→
(
x 0
0 x
)
.
Sea R0 = ∪∞n=1M2n(C). Como las inclusiones son isometr´ıas, hay una norma natural
en R0: Dado x ∈ R0, existe n0 tal que x ∈ M2n0 (C), luego ‖x‖ := ‖x‖n0 . Claramente
tenemos que ‖x∗x‖ = ‖x‖2. Ahora definimos R′ = R0, donde la clausura es respecto
a la norma ‖ . ‖. Entonces R′ es una C∗-a´lgebra conocida como a´lgebra de Glimm o
a´lgebra uniformemente hiperfinita. Hay una traza natural en R0: Dado x ∈M2n0 (C),
sea τ(x) := 1n0Tr(x), donde Tr es la traza usual enM2n0 (C). Como τ(1) = 1 y τ es positiva,
entonces τ es continua en R0, y por lo tanto se extiende de manera u´nica a una traza en
R′ que seguiremos llamando τ .
Consideremos la construccio´n GNS paraR′ y τ , es decir, tenemos un espacio de Hilbert
H, un vector ξ ∈ H y una representacio´n pi : R′ −→ B(H) cumpliendo τ(x) = 〈pi(x)ξ, ξ〉
para todo x ∈ R′. Como R′ es simple, la representacio´n pi es una isometr´ıa, entonces
podemos identificar R′ y pi(R′). Sea R := R′WOT , o sea la clausura en la topolog´ıa
de´bil de R′ en B(H). Por definicio´n resulta un a´lgebra de von Neumann. La traza de
R′ se extiende a R, y puede escribirse como τ(x) = 〈xξ, ξ〉, para cada x ∈ R. Se puede
demostrar que R es un factor II1 conocido como el factor II1 hiperfinito.
d. Sea G un grupo discreto, consideremos el espacio de Hilbert
`2(G) = { ξ : G −→ C :
∑
g∈G
|ξ(g)|2 <∞}
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con el producto interno 〈ξ, η〉 = ∑g∈G ξ(g)η(g). Sea (ξg)g la base ortonormal de `2(G)
definida por
ξg(h) =
{
1 si g = h,
0 si g 6= h.
Para cada g ∈ G, denotemos por λ(g) a la representacio´n regular a izquierda de G sobre
`2(G), definida por λ(g)(ξh) = ξgh. Notemos que λ(g) ∈ B(`2(G)), y es un operador
unitario para cada g ∈ G. El a´lgebra de von Neumann LG generada por λ(G), es decir
LG = λ(G)′′, se conoce como el a´lgebra de von Neumann del grupo G. Existe una
traza (fiel) natural en LG dada por τ(x) = 〈xξe, ξe〉, donde x ∈ LG y e es el elemento
neutro de G. Por u´ltimo, mencionamos que LG resulta un factor si es un grupo con clases
de conjugacio´n infinitas, i.e. si { g g0 g−1 : g ∈ G } es un conjunto infinito para todo g0 6= e.
Para finalizar la seccio´n, introducimos un concepto ma´s. Sea A una C∗-a´lgebra y B
una C∗-suba´lgebra de A. Una esperanza condicional E : A −→ B es una funcio´n lineal
tal que E2 = E (proyeccio´n), E(yxz) = yE(x)z, x ∈ A, y, z ∈ B (morfismo de B-mo´dulos)
y E(x) ≥ 0 si x ≥ 0 (positiva). Un resultado de J. Tomiyama (ver [St81]) afirma que E es
una esperanza condicional si y so´lo si es una proyeccio´n de norma uno (i.e. ‖E(x)‖ ≤ ‖x‖,
x ∈ A). En el caso de un a´lgebra de von Neumann finita M, dada N una suba´lgebra
de von Neumann de M, no es dif´ıcil mostrar que existe una u´nica esperanza condicional
E :M−→ N que preserva la traza τ de M, es decir, satisface τ ◦ E = τ .
2.4. Espacios Lp no conmutativos
La teor´ıa de integracio´n no conmutativa, iniciada con el art´ıculo [Se53] de I. Segal,
ha tenido mu´ltiples enfoques y extensiones como consecuencia del desarrollo de diversas
teor´ıas en a´lgebras de von Neumann. Una excelente referencia que desarrolla el tema es
[PX03]. En esta seccio´n, trataremos so´lo con espacios Lp no conmutativos asociados con
a´lgebras de von Neumann finitas, siguiendo ba´sicamente el art´ıculo [Ne74] y realizando las
simplificaciones pertinentes a nuestro caso.
Sea M un a´lgebra de von Neumann finita con una traza τ normal y fiel. Un operador
x se dice afiliado a M si xu = ux, para todo unitario u ∈ M′. Por el teorema del doble
conmutante, un operador acotado x esta´ afiliado a M si y so´lo si x ∈ M. En particular,
si x =
∫
λ de(λ) es autoadjunto y afiliado a M, entonces las proyecciones espectrales
e( (−∞, λ] ) ∈M para todo λ ∈ R.
Denotemos por M˜ al conjunto de los operadores densamente definidos, cerrados y
afiliados a M. Dados x, y ∈ M˜, entonces x + y, xy y x∗ son operadores densamente
definidos y clausurables. Ma´s au´n, se cumple que x∗, x+ y (suma fuerte) y xy (producto
fuerte) son operadores en M˜. As´ı, M˜ se vuelve un a´lgebra provista de una involucio´n
cuando consideramos las operaciones de adjuntar, suma fuerte y multiplicacio´n fuerte. Es
interesante observar que cuando M = L∞([0, 1]), el a´lgebra M˜ consiste en las funciones
medibles (finitas en casi todo punto) en [0, 1].
Para 1 ≤ p <∞, la norma p inducida por la traza τ de M esta´ definida por
‖x‖p := τ(|x|p)1/p, x ∈M.
Observemos que la norma p satisface que ‖x‖p ≤ ‖x‖ para todo x ∈M. Dado un operador
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positivo x =
∫∞
0 λ de(λ) afiliado a M, podemos definir
τ(x) := sup
n
τ
(∫ n
0
λ de(λ)
)
∈ [0,∞].
En particular, esto nos permite extender la definicio´n de ‖ . ‖p a operadores en M˜. Para
1 ≤ p <∞, el espacio Lp no conmutativo asociado a M, se define como
Lp(M) := {x ∈ M˜ : ‖x‖p = τ(|x|p)1/p <∞}.
Cuando p = ∞, se define L∞(M) := M y ‖ . ‖∞ es la norma usual de operadores. Para
1 ≤ p ≤ ∞, puede probarse que Lp(M) es un espacio de Banach con la norma p que
satisface las propiedades esperadas tales como:
Dado x ∈ Lp(M), existe una sucesio´n (xn)n en M tal que ‖x− xn‖p → 0. Es decir,
Lp(M) es la completacio´n de M con la norma ‖ . ‖p .
Dualidad: Lp(M)∗ ∼= Lq(M) para p−1 + q−1 = 1, p > 1, y L1(M)∗ =M.
Desigualdad de Ho¨lder: ‖xy‖1 ≤ ‖x‖p‖y‖q, x ∈ Lp(M), y ∈ Lq(M).
Cuando p = 2, L2(M) es un espacio de Hilbert con el producto interno dado por
〈x, y〉 = τ(xy∗), x, y ∈ L2(M).
Como Lp(M) esta´ contenido en M˜, tienen sentido los operadores autoadjuntos (resp.
antihermitianos) en Lp(M) que denotaremos por Lp(M)sa (resp. Lp(M)ah). Ma´s au´n,
Lp(M)sa y Lp(M)ah son espacios de Banach reales. Adema´s, la nocio´n de operadores
positivos x ≥ 0, siendo x ∈ Lp(M), tiene el significado usual de operadores positivos
eventualmente no acotados.
Por u´ltimo, damos una nocio´n que generaliza a los valores singulares de operadores
compactos. Para t > 0, el t-e´simo valor singular generalizado de un operador x ∈ M˜
es
µt(x) := ı´nf{ ‖xe‖ : e es una proyeccio´n en M tal que τ(1− e) ≤ t }.
Como x ∈ M˜, puede mostrarse que l´ıms→∞ τ(e ((s,∞)) ) = 0, siendo e( . ) la medida
espectral de |x|, y as´ı la definicio´n de los valores singulares generalizados tiene sentido.
Es sencillo verificar que la funcio´n t 7→ µt(x) resulta no creciente y continua a derecha.
Adema´s, un x ∈ M˜ cumple que x ∈ Lp(M) si y so´lo si µt(x) ∈ Lp([0, 1]) para 1 ≤ p ≤ ∞.
En tal caso, la norma p se calcula como
‖x‖pp =
∫ 1
0
µt(x)p dt, x ∈ Lp(M).
Para un ana´lisis detallado de los valores singulares generalizados y diversos teoremas en
espacios Lp no conmutativos que generalizan a los ana´logos conmutativos referimos al
lector a [FK86].
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2.5. Mejor aproximacio´n
Sea E un espacio de Banach con la norma ‖ . ‖. Dado S ⊆ E, consideremos la distancia
de S a un elemento x ∈ E, i.e.
d(x, S) = ı´nf{ ‖x− y‖ : y ∈ S }.
En el caso especial de S un subespacio cerrado de E, notemos que d(x, S) es la norma
cociente de la clase de x en E/S. Cuando exista y0 ∈ S tal que d(x, S) = ‖x−y0‖, diremos
que y0 es un mejor aproximante en S para x ∈ E. La proyeccio´n me´trica sobre S es
la funcio´n multivaluada QS : E −→ 2S que asocia a cada x ∈ E su conjunto de mejores
aproximantes (posiblemente vac´ıo), es decir,
QS(x) = { y ∈ S : d(x, S) = ‖x− y‖ }.
Evidentemente cuestiones relacionadas con la proyeccio´n me´trica, por ejemplo la existencia
y unicidad de un mejor aproximante, dependen de la estructura espec´ıfica del espacio
de Banach subyacente. Sin embargo, referimos al lector a [Si70] para algunos resultados
generales.
A continuacio´n introducimos dos propiedades geome´tricas de la bola unitaria de un
espacio de Banach que implican propiedades adicionales sobre la proyeccio´n me´trica. Un
espacio de Banach E es uniformemente convexo si para cada  > 0, existe δ = δ() > 0
tal que si x, y ∈ E, ‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ , entonces∥∥∥∥ x+ y2
∥∥∥∥ ≤ 1− δ.
Por otro lado, la convexidad uniforme tiene una nocio´n dual asociada. El mo´dulo de
suavidad se define como
ρE(t) := sup
{ ‖x+ y‖ − ‖x− y‖
2
− 1 : x, y ∈ E, ‖x‖ = 1, ‖y‖ ≤ t
}
,
donde t > 0. Un espacio de Banach es uniformemente suave si
l´ım
t→0
ρE(t)
t
= 0.
Puede probarse que E es uniformemente convexo si y so´lo si su dual E∗ es uniformemente
suave (ver [Bea85]). Con respecto a la proyeccio´n me´trica podemos afirmar:
1. Si E es uniformemente convexo, S ⊆ E convexo y cerrado, entonces para cada x ∈ E
hay un u´nico mejor aproximante QS(x) ∈ S (ver [Bea85]). Es decir, QS : E −→ S es
una funcio´n monovaluada y un´ıvocamente determinada. En particular, cuando S es un
subespacio cerrado,
‖QS(x)‖ ≤ ‖QS(x)− x‖+ ‖x‖ ≤ ‖0− x‖+ ‖x‖ = 2‖x‖
y adema´s,
‖x−QS(x)− y‖ ≥ ‖x−QS(x)‖
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para todo y ∈ S, por lo tanto QS(x−QS(x)) = 0, o sea QS ◦ (1−QS) = 0. Tambie´n para
cualquier λ ∈ R,
QS(λx) = λQS(x).
Si llamamos Q¯S = 1−QS , tenemos
S = Q¯−1S (0) = Im(QS), Q
−1
S (0) = Im(Q¯S),
y adema´s
Q¯2S = Q¯, Q
2
S = QS , Q¯S ◦QS = QS ◦ Q¯S = 0,
lo cual muestra que QS tiene algunas propiedas de las proyecciones lineales. Aunque en
general no es lineal, au´n cuando S sea un subespacio cerrado. No obstante, es sencillo
verificar que se cumple
QS(x+ y) = QS(x) + y, x ∈ E, y ∈ S.
2. Si E es uniformemente convexo y uniformemente suave, S ⊆ E convexo cerrado, en-
tonces QS : E −→ C es continua (ver [Li99]).
Por ejemplo, dado Ω un espacio de medida, los espacios de funciones Lp(Ω) para 1 < p <∞
son uniformemente convexos y uniformemente suaves, mientras que L∞(Ω) y L1(Ω) no lo
son.
2.6. Variedades de Banach
En este trabajo trataremos con variedades de dimensio´n infinita modeladas sobre es-
pacios de Banach reales. Gran parte de las definiciones y resultados que daremos en esta
seccio´n tienen como referencia los libros [La95], [Be06] y el trabajo [Ga06].
La nocio´n de derivada de funciones entre espacios de Banach que utilizaremos es la
derivada de Fre´chet. Con respecto a esta nocio´n, dada una funcio´n f : E −→ F entre
espacios de Banach reales diremos que f es de clase Ck, C∞ o anal´ıtica real. Haremos uso
del te´rmino suave para indicar cualquiera de estos tipos de diferenciabilidad cuando no
sea necesario ser espec´ıfico.
Sea E un espacio de Banach real. Una variedad de Banach suave modelada sobre
E es un espacio topolo´gico regular X dotado con una familia maximal de homeomorfismos
{φi : Vi −→ φ(Vi) }i∈I que satisfacen:
Para cada i ∈ I, Vi es un subconjunto abierto de X y φ(Vi) es un subconjunto abierto
de E.
X =
⋃
i∈I
Vi.
Si i, j ∈ I y Vi ∩ Vj 6= ∅, entonces la funcio´n de cambio de coordenadas
φi ◦ φ−1j : φj(Vi ∩ Vj) −→ φi(Vi ∩ Vj)
es suave. Notemos que tanto φj(Vi ∩Vj) como φi(Vi ∩Vj) son abiertos del espacio de
Banach E.
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Dados Vi, φi como en la definicio´n anterior, un par (Vi, φi) se conoce como una carta
coordenada local.
No daremos la descripcio´n del espacio tangente (TX )x en x ∈ X . So´lo mencionaremos
que es un espacio de Banach isomorfo a E. En general denotaremos los vectores tangentes
por letras mayu´sculas X, Y , Z, etc. Observemos que si E es un espacio de Banach, entonces
es una variedad de Banach y el espacio tangente en cada x ∈ E se identifica con E.
La definicio´n de funciones suaves entre variedades se realiza utilizando cartas locales
igual que en variedades de dimensio´n finita. Una funcio´n suave entre variedades con inversa
suave se denomina un difeomorfismo. Si f : X −→ Y es una funcio´n entre variedades de
Banach, escribiremos
f∗x : (TX )x −→ (TY)f(x)
para indicar la diferencial en x ∈ X . En particular, la diferencial de una curva γ : I −→ X
(I intervalo real) en t ∈ I la denotaremos por γ˙(t).
Una clase importante para nosotros de funciones suaves es la siguiente. Una funcio´n
suave f : X −→ Y es una sumersio´n en x ∈ X si satisface
ker( f∗x ) es un subespacio complementado de (TX )x, i.e. existe F un subespacio
cerrado de (TX )x tal que ker( f∗x )⊕F = (TX )x.
La diferencial f∗x : (TX )x −→ (TY)f(x) es suryectiva.
Diremos que f es una sumersio´n si cumple estas condiciones para todo x ∈ X .
Sea Y un subconjunto no vac´ıo de una variedad X . Diremos que Y es una subvariedad
suave de X si para cada y ∈ Y existen una carta (V, φ) de X con y ∈ V tal que φ es un
difeomorfismo de V con un producto V1 × V2, donde Vi es un abierto en un subespacio
cerrado Ei ⊆ E para i = 1, 2 tal que E = E1 ⊕ E2, y se satisface
φ(Y ∩ V ) = V1 × {x2 }
siendo x2 ∈ E2. La funcio´n φ induce una biyeccio´n φ1 : Y∩V −→ V1. As´ı, Y es una variedad
en s´ı misma con cartas locales (Y ∩ V, φ1) obtenidas segu´n la construccio´n anterior.
Recordemos dos construcciones ba´sicas en geometr´ıa diferencial. El fibrado tangente
TX de una variedad X consiste en la unio´n disjunta de todos los espacios tangentes, i.e.
TX = ⊔x∈X (TX )x y el fibrado cotangente T ∗X es la unio´n disjunta de los duales de
todos los espacios tangentes, i.e. T ∗X = ⊔x∈X (TX )∗x. Es sencillo verificar que ambos son
variedades suaves, y adema´s poseen estructura de fibrados vectoriales (ver [La95]).
2.6.1. Grupos de Lie-Banach
Un grupo de Lie-Banach (real) es un grupo topolo´gico G que adema´s es una variedad
de Banach tal que las funciones
G×G −→ G, (u, v) 7→ uv, G −→ G, u 7→ u−1,
son suaves. El espacio tangente (TG)e en la identidad e ∈ G se denomina a´lgebra de
Lie de G y lo denotaremos por g. Una vez conocida el a´lgebra de Lie de un grupo de Lie-
Banach es posible calcular el espacio tangente en cualquier g0 ∈ G trasladando a izquierda
o derecha, es decir (TG)g0 = g0 g = g g0.
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Un subgrupo uniparame´trico de G consiste en una curva γ : R −→ G que satisface
γ(0) = e y γ(s + t) = γ(s)γ(t), para todo s, t ∈ R. Para cada X ∈ g, existe un u´nico
subgrupo uniparame´trico suave γX de G tal que γ˙X(0) = X. Esto permite la definicio´n de
la aplicacio´n exponencial dada por
expG : g −→ G, expG(X) = γX(1).
Puede mostrarse que la exponencial siempre es una funcio´n suave. En particular, estaremos
interesados en grupos de Lie-Banach que son grupos unitarios:
a. El grupo unitario UA de una C∗-a´lgebra, i. e.
UA = {u ∈ A : u∗u = uu∗ = 1 }
es un grupo de Lie-Banach con la topolog´ıa relativa inducida por norma. El a´lgebra de Lie
de UA se identifica con Aah, el conjunto de operadores antihermitianos de A. La aplicacio´n
exponencial esta´ dada por expUA : Aah −→ UA, expUA(x) = ex, que es la exponencial usual
de operadores.
b. Sea I un ideal de Banach. El conjunto de operadores unitarios que son perturbaciones
de la identidad por elementos en I, es decir
UI(H) = {u ∈ U(H) : u− 1 ∈ I },
es un grupo de Lie-Banach con la topolog´ıa inducida por (u, v) 7→ ‖u− v‖I, u, v ∈ UI(H).
Podemos calcular el a´lgebra de Lie que consiste en Iah := B(H)ah ∩ I. La exponencial
esta´ dada por expUI(H) : Iah −→ UI(H), expUI(H)(x) = ex. Este tipo de grupos se conocen
como grupos de Lie-Banach cla´sicos en la literatura (ver [dlH72] para I = Bp(H)).
Sea G un grupo de Lie-Banach con a´lgebra de Lie g. Un subgrupo H de G es un subgrupo
de Lie-Banach si satisface:
H es un grupo de Lie-Banach cuya topolog´ıa es la heredada de G.
La inclusio´n i : H −→ G es suave y cumple que i∗ e : h −→ g es un operador inyectivo
con rango cerrado.
Existe F subespacio cerrado de g tal que i∗ e(h)⊕F = g.
Por la segunda condicio´n identificaremos h con i∗ e(h). As´ı, podemos pensar a h como una
suba´lgebra cerrada de g y a la diferencial i∗ e como la inclusio´n h ↪→ g. Puede mostrarse que
un subgrupo de Lie-Banach H de un grupo de Lie-Banach G es una subvariedad cerrada.
Algunas veces, para probar que un subgrupo H es un subgrupo de Lie-Banach de un
grupo unitario UA de una C∗-a´lgebra A, nos sera´ u´til el siguiente concepto. Un subgrupo
algebraico de orden ≤ n de UA es un subgrupo H de UA tal que
H = {u ∈ UA : p(u, u∗) = 0, ∀ p ∈ P },
donde P es un conjunto de funciones polinomiales continuas sobre A × A a valores vec-
toriales. Esto significa que para todo p ∈ P existe un espacio de Banach real Ep y una
funcio´n k-lineal
ψk : (A×A)× . . .× (A×A) −→ Ep,
para k = 0, 1, . . . , n tal que p(a) = ψn(a, . . . , a) + . . .+ ψ1(a) + ψ0, para todo a ∈ A×A.
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Teorema 2.6.1 (Teorema 4.18 en [Be06]). Sea n un entero positivo, H un subgrupo
algebraico de UA de orden ≤ n, y
h := { a ∈ A : eta ∈ H, ∀ t ∈ R },
entonces h es una suba´lgebra cerrada de Aah, H es un grupo de Lie-Banach con la topolog´ıa
de la norma de A y h es el a´lgebra de Lie de H.
En el art´ıculo [HK77] puede encontrarse un ana´lisis detallado de subgrupos algebraicos.
2.6.2. Espacios homoge´neos
Sean G un grupo de Lie-Banach y X una variedad suave. Una accio´n suave de G sobre
X es una funcio´n suave G×X −→ X , (g, x) 7→ g · x, que satisface (g1g2) · x = g1 · (g2 · x)
para g1, g2 ∈ G y x ∈ X . Dada un accio´n, la o´rbita de x ∈ X , es O(x) = { g · x : g ∈ G }.
Anotaremos con pix a la funcio´n suave dada por
pix : G −→ X , pix(g) = g · x.
El subgrupo de G dado por Gx = { g ∈ G : pix(g) = x } es el grupo de isotrop´ıa en
x ∈ X . Es sencillo verificar que O(x) y G/Gx son conjuntos biyectivos para todo x ∈ X .
Una accio´n se dice transitiva si para todos x0, x1 ∈ X, existe g ∈ G tal que g ·x0 = x1.
Es decir, la accio´n es transitiva cuando X es una o´rbita.
Sea G × X −→ X una accio´n suave transitiva. Diremos que X es un espacio ho-
moge´neo suave si existe x ∈ X tal que pix sea una sumersio´n suave en e ∈ G. No es
dif´ıcil demostrar que si pix es una sumersio´n en e ∈ G para algu´n x ∈ X , entonces es una
sumersio´n en e para todo x ∈ X .
Equivalentemente, los espacios homoge´neos pueden presentarse como espacios cocientes
provistos con la topolog´ıa cociente. Es decir, si la o´rbita O(x) es un espacio homoge´neo,
entonces el grupo de isotrop´ıa Gx es un subgrupo de Lie-Banach de G y el espacio cociente
G/Gx con su topolog´ıa es un espacio homoge´neo difeomorfo a O(x). Rec´ıprocamente, to-
do cociente de un grupo de Lie-Banach por un subgrupo de Lie-Banach, es un espacio
homoge´neo con la topolog´ıa cociente (ver [Be06]). Adema´s, cuando O es un espacio ho-
moge´neo, para cada x ∈ O la funcio´n pix : G −→ O resulta un fibrado principal (ver
definicio´n de [KN96]).
La siguiente consecuencia del teorema de la funcio´n impl´ıcita en espacios de Banach
nos servira´ para probar que ciertas o´rbitas son espacios homoge´neos y subvariedades.
Teorema 2.6.2 (Ape´ndice en [Ra77]). Sea G un grupo de Lie-Banach actuando suave-
mente en un espacio de Banach E. Para un x0 ∈ E fijo, se denota pix0 : G −→ E a la
funcio´n suave pix0(g) = g · x0. Si se cumplen:
1. pix0 es una funcio´n abierta, si se considera como funcio´n de G sobre la o´rbita O(x0)
de x0 (con la topolog´ıa relativa de E).
2. La diferencial (pix0)∗ e : g −→ E satisface que su nu´cleo y su rango son subespacios
cerrados complementados.
Entonces la o´rbita O(x0) es una subvariedad suave de E y un espacio homoge´neo suave
tal que (TO(x0))x ∼= R( (pix0)∗ e) para todo x ∈ O(x0).
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En general, si pi : G −→ O es una funcio´n de un grupo de Lie-Banach G en una o´rbita
O, diremos que pi admite una seccio´n local en x ∈ O si existe un abierto U con x ∈ U y
una funcio´n σ : U −→ G tal que (pi ◦ σ)(z) = z para todo z ∈ U . Es sencillo mostrar que
si pi admite secciones locales continuas en todo punto entonces es abierta. En particular,
este hecho es u´til para verificar la condicio´n 1. del teorema anterior. Por otro lado, si O es
un espacio homoge´neo puede probarse que las funciones pix poseen secciones locales suaves
en todo punto (ver [Be06]).
Frecuentemente, los espacios homoge´neos tratados aqu´ı estara´n dotados de una es-
tructura reductiva. Para definir este tipo de estructura, nos restringiremos a espacios
homoge´neos de grupos unitarios porque son los que estudiaremos ma´s adelante, aunque es
posible dar una definicio´n para espacios homoge´neos cualesquiera.
Sea B un a´lgebra de Banach provista de una involucio´n. El grupo unitario UB se define
igual que cuando B es una C∗-a´lgebra. Supongamos que UB es un grupo de Lie-Banach con
la topolog´ıa de la norma de B. Es decir, estamos pensando en los dos ejemplos dados ma´s
arriba: el grupo unitario UA de una C∗-a´lgebra A y los grupos unitarios cla´sicos UI(H)
asociados a un ideal de Banach I. Denotemos por Bah al a´lgebra de Lie de UB, o sea los
elementos b ∈ B tales que b∗ = −b.
Sea O un espacio homoge´neo de UB. Diremos que O es un espacio homoge´neo
reductivo si para todo u ∈ UB existe un subespacio cerrado Fu de Bah que satisface:
Existe Vu subespacio cerrado de Bah cumpliendo Fu ⊕ Vu = Bah.
vFuv∗ = Fu, para todo v ∈ Gu, siendo Gu el grupo de isotrop´ıa en u ∈ UB.
La distribucio´n u 7→ Fu es suave. Esto significa: Si pu : Bah −→ Fu es la proyeccio´n
sobre Fu, la funcio´n definida de UB en los operadores acotados sobre B, dada por
u 7→ pu resulta suave.
La correspondencia u 7→ Fu define una conexio´n en O (ver [KN96]). En consecuencia,
es posible introducir las nociones de levantamiento y desplazamiento horizontal, torsio´n,
curvatura, geode´sicas, etc. Los espacios Fu consisten en los vectores horizontales de Bah y
los espacios Vu son los vectores verticales en Bah. Por lo tanto, Vu puede pensarse como
el como el a´lgebra de Lie del grupo Gx0 si pix(u) = x0. De esta manera, la idea de una
conexio´n es levantar en pix : UB −→ O los espacios tangentes en x0 ∈ O mediante un
isomorfismo a espacios horizontales que var´ıan suavemente.
Un ana´lisis detallado acerca de espacios homoge´neos reductivos de dimensio´n infinita
puede encontrarse en [MR92]. En particular, en dicho art´ıculo se muestra como tambie´n se
puede definir una conexio´n a partir de una 1-forma equivariante x 7→ sx : (TO)x −→ Bah
donde sx es el inverso a derecha de (pix)∗ e. De esta manera, los espacios horizontales se
obtienen como Fu = su·x((TO)u·x), u ∈ UB.
2.6.3. Variedades de Riemann y Finsler
Sea X una variedad de Banach. Una me´trica Riemanniana consiste en una eleccio´n
suave de productos internos sobre los espacios tangentes de X que denotaremos
〈 . , . 〉x : (TX )x × (TX )x −→ R, x ∈ X .
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Una variedad Riemanniana es una variedad provista de una me´trica Riemanniana.
En particular, cuando la variedad este´ modelada sobre un espacio de Hilbert (real) hay
una me´trica Riemanniana natural obtenida por los isomorfismos de los tangentes con el
espacio de Hilbert. En tal caso diremos que es una variedad de Hilbert-Riemann. A
continuacio´n distinguiremos entre dos tipos de variedades Riemannianas.
En variedades Riemannianas de dimensio´n finita el fibrado tangente se identifica con
el fibrado cotangente, y gracias a esto pueden probarse muchos resultados ba´sicos. En
variedades Riemannianas de dimensio´n infinita esta propiedad deja de valer dando lugar
al siguiente concepto desarrollado en [S07]. Una variedad Riemanniana X se dice:
Fuertemente Riemanniana si TX es difeomorfo a T ∗X .
De´bilmente Riemanniana si TX no es difeomorfo a T ∗X .
El difeomorfismo debe estar dado por la funcio´n TX −→ T ∗X , (x,X) 7→ 〈 . , X〉x, donde
x ∈ X y X ∈ (TX )x.
Si para n ≥ 1 denotamos por CPn al espacio proyectivo complejo en Cn+1, un ejemplo
simple de variedad de´bilmente Riemanniana es
CP∞ =
⋃
n≥1
CPn,
conocido como el espacio proyectivo completo.
En general, en variedades fuertemente Riemannianas pueden reproducirse la mayor´ıa
de los resultados de variedades Riemannianas de dimensio´n finita. Por otro lado, so´lo las
variedades de Hilbert-Riemann pueden ser fuertemente Riemannianas, aunque no todas
lo son. Nuestro intere´s en presentar la clasificacio´n precedente se vera´ en la Seccio´n 4.4,
donde trataremos con variedades de´bilmentes Riemannianas que son espacios homoge´neos
del grupo unitario de un a´lgebra de von Neumann finita. Mientras que en la Seccio´n 4.5
daremos varios ejemplos concretos.
Sin entrar en detalles, simplemente mencionemos que en una variedad Riemanniana es
posible definir una conexio´n distinguida: La conexio´n de Levi-Civita. Esta conexio´n es
la u´nica conexio´n sime´trica (torsio´n nula) y compatible con la me´trica. Referimos al lector
al libro [La95] para estos hechos.
Una me´trica de Finsler en una variedad de Banach X consiste en una eleccio´n
continua de normas en cada espacio tangente que denotaremos por
‖ . ‖x : (TX )x −→ R, x 7→ ‖ . ‖x .
Una variedad de Finsler es una variedad de Banach con una me´trica de Finsler. Observe-
mos que en variedades de dimensio´n finita es habitual requerir condiciones ma´s restrictivas
tales como homogeneidad positiva y convexidad de la me´trica ([BCS00]). La definicio´n da-
da aqu´ı es ma´s adecuada para los casos que trataremos donde no necesariamente haya
convexidad.
Cap´ıtulo 3
Espacios homoge´neos en a´lgebras
finitas
Sea M un a´lgebra de von Neumann finita con una traza τ fiel y normal. Denotemos
por UM al grupo de operadores unitarios de M. A lo largo de este cap´ıtulo asumiremos
1 < p < ∞, salvo aclaracio´n expl´ıcita. Consideramos los espacios Lp no conmutativos de
M denotados por Lp(M). Es decir, Lp(M) es la completacio´n deM con la norma p dada
por
‖x‖p = τ(|x|p)1/p, x ∈M.
Sea O un conjunto donde UM actu´a transitivamente. Adema´s, supongamos que para cada
x ∈ O, el subgrupo de isotrop´ıa Gx = {u ∈ UM : u · x = x} es un subgrupo de Lie-Banach
de UM con la topolog´ıa de la norma de operadores. En consecuencia, O puede ser dotado
de una estructura de variedad de manera tal que las funciones
pix : UM → O, pix(u) = u · x
sean una sumersio´n suave. As´ı, O es un espacio homoge´neo del grupo UM. Podemos
citar como ejemplos a las o´rbitas unitarias de un operador normal, un estado fiel, una
medida espectral, un ∗-morfismo, una esperanza condicional, una isometr´ıa parcial y ciertos
sistemas dina´micos de C∗-a´lgebras. Estos ejemplos, y otros ma´s, sera´n tratados con detalle
en el Cap´ıtulo 4.
3.1. Me´tricas cocientes
Introducimos la me´trica de Finsler que utilizaremos en el espacio homoge´neoO. La elec-
cio´n de esta me´trica resulta bastante natural y posee numerosos precedentes en geometr´ıa
de operadores como mencionamos en la Seccio´n 1.2. Recordemos que los operadores anti-
hermitianos de M, indicados por Mah, son el a´lgebra de Lie de UM. Por otro lado, para
cada grupo de isotrop´ıa Gx en x ∈ O, denotamos por gx a su correspondiente a´lgebra de
Lie.
Definicio´n 3.1.1. Dados x ∈ O y X ∈ (TO)x, la me´trica cociente p esta´ dada por
‖X‖x,p = ı´nf{‖z − y‖p : y ∈ gx},
donde z ∈Mah cumple (pix)∗1(z) = X.
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En primer lugar, observemos que como pix es suryectiva la existencia de un operador z
cumpliendo lo requerido esta´ garantizada. Adema´s, notemos que para cada x ∈ O es la
norma cociente de z en Lp(M)ah/gxp, siendo Lp(M)ah los operadores antihermitianos de
Lp(M) y gxp la clausura en norma p de gx. De hecho, dado que gx = ker(pix)∗1, si z ∈Mah
cumpliendo (pix)∗1(z) = X, entonces
‖X‖x,p = ı´nf{ ‖z‖p : z ∈Mah, (pix)∗1(z) = X }.
En adelante, cuando no sea necesario, omitiremos el sub´ındice p. Una de las principales
propiedades de esta me´trica es que resulta invariante por la accio´n del grupo. En otras
palabras, si para cada u ∈ UM fijo consideramos los difeomorfismos
`u : O −→ O, `u(x) = u · x, x ∈ O,
entonces para x ∈ O, X ∈ (TO)x y u ∈ UM se cumple
‖(`u)∗x(X)‖u·x = ‖X‖x.
Observacio´n 3.1.2. En los espacios Lp(M) valen las desigualdades de Clarkson (ver
[Ko84]): Para 1 < p ≤ 2 y 1/p+ 1/q = 1, se escriben como
‖a+ b‖qp + ‖a− b‖qp ≤ 2( ‖a‖pp + ‖b‖pp )q−1,
Si 2 ≤ p <∞, entonces
‖a+ b‖pp + ‖a− b‖pp ≤ 2p−1( ‖a‖pp + ‖b‖pp ).
para cualquier a, b ∈ Lp(M). Como consecuencia, los espacios Lp(M) y el espacio real de
los operadores antihermitianos Lp(M)ah son uniformemente convexos y uniformemente
suaves para 1 < p < ∞. Luego, para cada conjunto convexo cerrado S ⊂ Lp(M)ah, la
proyeccio´n me´trica QS,p(x) : Lp(M)ah −→ S resulta una funcio´n continua (ver Seccio´n
2.5) que asigna a cada operador z ∈ Lp(M)ah su mejor aproximante, i.e.
‖z −QS,p(z)‖p ≤ ‖z − y‖p , ∀ y ∈ S.
En especial, nos interesa cuando consideramos como conjunto convexo cerrado a gxp.
Notacio´n 3.1.3. Fijado x ∈ O, para simplificar la notacio´n, cuando este´ claro por el
contexto, llamaremos G al grupo de isotrop´ıa en x y g a su correspondiente a´lgebra de Lie.
Adema´s, denotaremos por Q a la proyeccio´n me´trica sobre gp, sin hacer referencia a su
dependencia de p.
Observacio´n 3.1.4. Si denotamos
g⊥p = Q−1(0) = {z ∈ Lp(M)ah : ‖z‖p ≤ ‖z − y‖p para todo y ∈ g},
entonces todo elemento z ∈ Lp(M)ah se descompone de manera u´nica como
z = z −Q(z) +Q(z),
donde z−Q(z) = (1−Q)(z) ∈ g⊥p y Q(z) ∈ gp. En particular, para 1 < p <∞, la me´trica
cociente de O esta´ dada por
‖X‖x := ‖z −Q(z)‖p,
donde z ∈Mah es cualquier elemento tal que (pix)∗1(z) = X.
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Denotaremos por TxOp a la completacio´n TxO relativa a la me´trica p cociente. Entonces
(pix)∗1 se extiende naturalmente a pi
p
∗ : Lp(M)ah → TxOp, porque
‖(pix)∗1(yn)− (pix)∗1(zn)‖x = ‖yn − zn −Q(yn − zn)‖p ≤ ‖yn − zn‖p
y as´ı podemos definir pip∗(z0) = l´ımn(pix)∗1(zn) sin importar la sucesio´n particular (zn)n
tal que zn → z0 ∈ Lp(M)ah.
Definicio´n 3.1.5. Dado X ∈ TxOp, un operador z0 ∈ Lp(M)ah se dice un levantado
minimal de X si pip∗(z0) = X y ‖X‖x = ‖z0‖p .
En la siguiente proposicio´n establecemos la existencia y unicidad de levantados minimales.
Proposicio´n 3.1.6. Sean 1 < p < ∞, x ∈ O y X ∈ TxOp. Un elemento z0 ∈ Lp(M)ah
tal que pip∗(z0) = X es un levantado minimal para X si y so´lo si τ(z
p−1
0 y) = 0 para todo
y ∈ g. Para cualquier X ∈ TxOp existe un u´nico levantado minimal z0 ∈ g⊥p tal que
‖z0‖p = ‖X‖x.
Demostracio´n. Supongamos que z0 sea un levantado minimal, y que para cada y ∈ g
fijo, consideremos f(t) = ‖z0 − ty‖pp. Entonces f es una funcio´n suave con un mı´nimo en
t = 0, i.e. f ′(0) = 0. Un ca´lculo sencillo nos muestra que f ′(t) = −p τ((z0 − ty)p−1y),
y as´ı τ(zp−10 y) = 0. Rec´ıprocamente, supongamos que τ(z
p−1
0 y) = 0 para todo y ∈ g y
supongamos que y0 ∈ g tal que ‖z0− y0‖p < ‖z0‖p. Entonces la funcio´n f(t) = ‖z0− ty0‖pp
no tendr´ıa un mı´nimo en t = 0. Esto es una contradiccio´n, porque f es convexa y f ′(0) = 0.
La existencia de levantados minimales fue mostrada en la Observacio´n 3.1.4.
Para probar la unicidad, si pip∗(z1) = pi
p
∗(z2) = X para z1, z2 ∈ Lp(M)ah, entonces z1−
z2 ∈ gp. Como z1 y z2 son levantados minimales, entonces ‖z1‖p ≤ ‖z1−(z1−z2)‖p = ‖z2‖p
y la desigualdad al reve´s tambie´n vale, por lo tanto ‖z1‖p = ‖z2‖p = ‖X‖x. Claramente
podemos asumir ‖z1‖p = ‖z2‖p = 1. Consideremos la siguiente funcio´n suave y convexa
dada por
g : gp → R>0, y 7→ ‖z1 − y‖pp.
Ahora g(0) = ‖z1‖pp = 1 es un mı´nimo para g, y por otro lado estamos suponiendo que
g(z1 − z2) = ‖z2‖pp = 1 es otro mı´nimo. Por lo tanto g debe ser constante en el segmento
z2 + s(z1 − z2) ∈ gp, para todo s ∈ [0, 1]. En particular, para s = 1/2,
‖1
2
(z1 + z2)‖pp = ‖z1‖pp = ‖z2‖pp = 1,
de donde deducimos z1 = z2, puesto que Lp(M) es uniformemente convexo.
3.2. Distancia rectificable
En esta seccio´n definimos de manera usual la distancia rectificable primero en el grupo
unitario UM, y luego en el espacio homoge´neo O. Anotaremos con Lp al funcional de
longitud dado por las normas p definido sobre las curvas suaves a trozos en UM, es decir
Lp(Γ) =
∫ 1
0
‖Γ˙(t)‖p dt,
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donde Γ(t) ⊂ UM, t ∈ [0, 1]. Aqu´ı suave significa C1 relativo a la topolog´ıa uniforme de
M. Entonces definimos la distancia rectificable dp en UM como
dp(u, v) = ı´nf{Lp(Γ) : Γ ⊂ UM, Γ(0) = u y Γ(1) = v },
donde las curvas Γ consideradas son suaves a trozos.
Proposicio´n 3.2.1. Sea 1 ≤ p <∞. Sean u, v ∈ UM, entonces√
1− pi
2
12
dp(u, v) ≤ ‖u− v‖p ≤ dp(u, v).
En particular, el espacio me´trico (UM, dp) es completo.
Demostracio´n. Sean u, v ∈ UM. Dado  > 0, existe Γ ⊂ UM tal que Γ(0) = u, Γ(1) = v
y Lp(Γ) < dp(u, v) + . Por otro lado, si miramos a Γ como una curva dentro del espacio
vectorial M, como el segmento que une u con v tiene longitud minimal entre todas las
curvas con los mismos puntos inicial y final, tenemos
‖u− v‖p ≤
∫ 1
0
‖Γ˙(t)‖p dt < dp(u, v) + 
Dado que  es arbitrario, tenemos la primera desigualdad. Para demostrar la otra desi-
gualdad, utilizaremos la siguiente desigualdad elemental:
(1− pi
2
12
)p/2|s|p ≤ |eis − 1|p, s ∈ [−pi, pi].
Adema´s, notemos que podemos suponer u = 1 porque ambas me´tricas son invariantes
cuando se multiplica a izquierda o a derecha. Utilizando ca´lculo funcional Boreliano, es
un hecho conocido que un unitario v posee un logaritmo en el a´lgebra. Ma´s precisamente,
existe x ∈ Msa, ‖x‖ ≤ pi tal que eix = u. Utilizando la desigualdad elemental de arriba,
como el ca´lculo funcional Boreliano es positivo,
(1− pi
2
12
)p/2|x|p ≤ |eix − 1|p.
Como la traza es un funcional positivo, ahora es evidente la desigualdad
(1− pi
2
12
)1/2‖x‖p ≤ ‖v − 1‖p.
La curva Γ(t) = eitx, t ∈ [0, 1], une 1 con v y tiene longitud ‖x‖p. Entonces,
dp(1, v) ≤ ‖x‖p ≤ (1− pi
2
12
)−1/2‖v − 1‖p ,
y nuestra afirmacio´n queda probada.
Es una consecuencia directa que (UM, dp) es un espacio me´trico completo: sea (un)n
una sucesio´n de Cauchy para la distancia dp, entonces es de Cauchy en Lp(M). Por lo
tanto, converge a un elemento u0 ∈ Lp(M). Como (un)n esta´ uniformemente acotada en
norma de operadores, se sigue que u0 ∈M, y claramente u0 ∈ UM.
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Dada una curva γ en O, diremos que una curva Γ en UM es una curva levantada de
γ, o simplemente una levantada, si Γ · x = γ. Notemos que la teor´ıa general de espacios
homoge´neos asegura la existencia de curvas levantadas suaves a trozos en UM de curvas
suaves en O debido que para cada x ∈ O fijo, la sumersio´n
pix : UM → O, pix(u) = u · x,
posee secciones locales suaves.
A continuacio´n mostraremos que la definicio´n de la longitud de una curva en O con
la me´trica cociente puede darse en te´rminos de levantadas en UM y no depende de la
levantada elegida.
Observacio´n 3.2.2. Sean x ∈ O, G el grupo de isotrop´ıa en x y g el a´lgebra de Lie.
Tomemos una curva γ ⊂ O tal que γ(0) = x. Sean Γ,Λ dos levantadas de γ ∈ O, es decir
Γ · x = Λ · x = γ. Entonces α = Γ∗Λ ∈ G y α˙ ∈ αg, o sea
Γ˙∗Λ + Γ∗Λ˙ = Γ∗Λz
para algu´n z ∈ g. Como ΓΓ∗ = 1, tenemos Γ˙∗ = −Γ∗Γ˙Γ∗, y si multiplicamos por Λ∗Γ a
derecha obtenemos
− Γ∗Γ˙ + Γ∗Λ˙Λ∗Γ = AdΓ∗Λz = z˜ ∈ g, (3.1)
donde Adu :M−→M, Adu(x) = uxu∗, u ∈ UM. Como se cumple que
‖Γ∗Γ˙−Q(Γ∗Γ˙)‖p ≤ ‖Γ∗Γ˙ + s‖p
para todo s = −Γ∗Γ˙ + Γ∗Λ˙Λ∗Γ−AdΓ∗ΛQ(Λ∗Λ˙) podemos obtener
‖Γ∗Γ˙−Q(Γ∗Γ˙)‖p ≤ ‖Λ˙Λ∗ − ΛQ(Λ∗Λ˙)Λ∗‖p = ‖Λ∗Λ˙−Q(Λ∗Λ˙)‖p.
Adema´s, como la desigualdad al reve´s tambie´n vale, tenemos una definicio´n natural de
longitudes de curvas γ ∈ O.
Si γ es una curva suave en O su longitud con la me´trica cociente p (1 < p <∞) esta´ dada
por
LO,p(γ) =
∫ 1
0
‖γ˙‖γ,p dt,
donde
‖γ˙‖γ,p = ‖Γ∗Γ˙−Q(Γ∗Γ˙)‖p
para cualquier levantada Γ ∈ UM. La distancia rectificable en O se define entonces como
dO,p(u · x, v · x) = ı´nf{LO,p(γ) : γ ⊂ O, γ(0) = u · x, γ(1) = v · x},
donde las curvas γ consideradas son suaves a trozos.
Observacio´n 3.2.3. Todos los requisitos para que dO,p sea efectivamente una distancia se
satisfacen trivialmente excepto uno. El punto clave es probar que dO,p(u·x, v·x) = 0 implica
u · x = v · x. Esto no puede ser resuelto como en geometr´ıa Riemanniana o Finsleriana
en dimensio´n finita donde esta´ garantizada la existencia de entornos normales. En el
Corolario 3.3.7 daremos una prueba de este hecho bajo una hipo´tesis natural.
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3.3. Levantadas -isome´tricas
Comenzamos esta seccio´n con una observacio´n elemental que nos ayudara´ a obtener
levantadas de curvas en O de longitud tan cercana como se quiera a la curva original.
Recordemos que estamos suponiendo 1 < p <∞.
Lema 3.3.1. Sean x ∈ O y Q la proyeccio´n me´trica de Lp(M)ah sobre gp. Para cada
Γ : [0, 1] −→ UM curva suave a trozos y  > 0, existe una curva poligonal w : [0, 1] → g
tal que ‖w(t) +Q(Γ∗(t)Γ˙(t)) ‖p < , para todo t ∈ [0, 1].
Demostracio´n. Sea α(t) = −Q(Γ∗(t)Γ˙(t)), t ∈ [0, 1]. Entonces, como Γ es C1 para la
topolog´ıa uniforme en M, luego Γ y Γ˙ son continuas para la norma p, por lo tanto la
curva α : [0, 1]→ Lp(M) es continua pues Q es continua. Notemos que α tiene su imagen
contenida en gp. Entonces podemos encontrar una curva poligonal w ⊂ g como buscamos,
ya que g es denso en gp, con el siguiente argumento: dividimos el intervalo [0, 1] en n partes
{Ik}k=1...n suficientemente pequen˜as para obtener
‖α(t)− α(s)‖p < /5 = δ
si s, t ∈ Ik. La particio´n esta´ dada por 0 = t1 < t2 < · · · < tn = 1, y llamemos αk = α(tk).
Sea {wk}k=1...n ⊂ g tal que ‖αk−wk‖p < δ, y denotemos w(t) a la poligonal en g uniendo
los dos puntos wk en el orden dado. Ahora, si t ∈ Ik, tenemos
‖wk − w(t)‖p ≤ ‖wk − wk+1‖p
≤ ‖wk − αk‖p + ‖αk − αk+1‖p + ‖αk+1 − wk+1‖p
< δ + δ + δ = 3δ,
y por lo tanto
‖α(t)− w(t)‖p ≤ ‖α(t)− αk‖p + ‖αk − wk‖p + ‖wk − w(t)‖p
< δ + δ + δ = 5δ = ,
como quer´ıamos demostrar.
Observacio´n 3.3.2. Las pruebas de los siguientes enunciados son conocidas. Un argu-
mento se puede encontrar en los preliminares del art´ıculo [DMR05].
1. La aplicacio´n exponencial expUM :Mah −→ UM resulta suryectiva.
2. La exponencial es un difeomorfismo entre los conjuntos
Mah ⊃ {z ∈Mah : ‖z‖ < pi} → {u ∈ UM : ‖1− u‖ < 2}.
3. Ma´s au´n,
expUM : {z ∈Mah : ‖z‖ ≤ pi} → UM,
es suryectiva.
Dados a, b ∈ M, denotaremos por Ra, La :M→M a los operadores de multiplicacio´n a
derecha y a izquierda respectivamente, mientras que ad a = Ra−La :M→M denotara´ el
operador adjunto.
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Lema 3.3.3. Sean a, b ∈M. Entonces
(expUM)∗a(b) =
1∫
0
e(1−t)abeta dt = ea F (ad a)(b) = F (ad a)(ea b),
donde F (z) = e
z−1
z =
∑
n≥0
zn
(n+1)! . Adema´s, la diferencial es invertible en a si y so´lo si
σ(ad(a)) ∩ {2kpii} = ∅ (k 6= 0), y entonces
(expUM)
−1
∗a (w) = e
−aF (ad a)−1(w).
En particular, si ‖a‖ < pi entonces (expUM)∗a es invertible. Si a ∈ Mah, la diferencial es
una contraccio´n, para todo p ∈ [1,∞]
‖(expUM)∗a(b)‖p ≤ ‖b‖p.
Demostracio´n. Ver Lema 3.3 en [ALR09].
En el pro´ximo resultado recopilamos varios hechos u´tiles. Algunos son sencillos de probar,
mientras que otros son adaptaciones o mejoras de resultados en [ALR09].
Teorema 3.3.4. Se cumplen los siguientes hechos:
1. Sean k ≥ 1 y w ∈ M cumpliendo ‖w‖ < pi2 . Entonces T : M −→ M dado por
T = 1 + (ad w)
2
4k2pi2
es invertible y ‖T−1‖ ≤ (1− ‖w‖2
k2pi2
)−1.
2. Sea g(r) = r sin(r)−1 tal que g(0) = 1. Entonces g : [0, pi)→ R es positiva y creciente,
y de la expansio´n de Weierstrass del sin(z) se obtiene
g(z) =
∏
k≥1
(1− z
2
k2pi2
)−1,
para todo z tal que |z| < pi. Sea F (z) = (ez − 1)z−1, w ∈M con ‖w‖ < pi2 . Entonces
‖F (adw)−1‖ ≤ g(‖w‖).
3. Sea x ∈ O y w ⊂ g una curva suave a trozos parametrizada en [0, 1]. Dada la funcio´n
G(z) = z−1(1 − e−z), entonces existe una curva suave a trozos z : [0, 1] → g con
z(0) = 0 cumpliendo
G(ad z)z˙ = w.
Si u = ez, entonces u : [0, 1]→ G ⊂ UM satisface la ecuacio´n diferencial
u˙u∗ = w.
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Demostracio´n. 1. Como ‖adw‖ ≤ 2‖w‖ < pi, el operador T es invertible y su inversa
puede calcularse utilizando la serie de Neumann (ver [RS80, p.191]).
2. La expansio´n de Weierstrass de F esta´ dada por
F (z) =
∏
k≥1
(
1 +
z2
4k2pi2
)
siendo la convergencia a F uniforme sobre compactos. Entonces F (adw) es invertible pues
‖ad(w)‖ < pi, y su inversa es
F (adw)−1 =
∏
k≥1
(
1 +
(ad (w))2
4k2pi2
)−1
.
Por lo tanto, tenemos
‖F (adw)−1‖ ≤
∏
k≥1
(
1− ‖w‖
2
k2pi2
)−1
= g(‖w‖)
debido al item anterior.
3. Asumamos primero que w es suave en todo el intervalo [0, 1]. Sea R0 = ma´x
t∈J
‖w(t)‖,
donde J es un conjunto abierto que contiene al [0, 1] donde w es diferenciable. Tomemos
0 < R < pi2 . Entonces si x ∈ g ∩ B(0, R), el operador G(adx) es invertible, su inversa es
anal´ıtica y puede ser escrita en series de potencia de adx. Por lo tanto,
G(adx)−1 : g→ g
porque g es un a´lgebra de Lie-Banach. Ma´s au´n, como g es creciente, tenemos
‖G(adx)−1‖ ≤ g(‖x‖) ≤ g(R).
Sea f : J × (B(0, R) ∩ g)→ g dada por
f(t, x) = G(adx)−1w(t).
Entonces f es continua porque w y G−1 son continuas, ma´s au´n notemos que
‖f(t, x)‖ ≤ ‖G(adx)−1‖ ‖w‖ ≤ g(R)R0 = L,
como consecuencia del item anterior. Ahora como H(adx) = G(adx)−1 es anal´ıtica en la
bola ‖x‖ < pi2 , obtenemos
‖H(adx)−H(ad y)‖ ≤ C(R)‖adx− ad y‖ ≤ 2C(R)‖x− y‖,
donde C(R) es una cota para H ′ en |z| ≤ R. Entonces,
‖f(t, x)− f(t, y)‖ ≤ 4C(R)R0‖x− y‖ = K‖x− y‖.
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Luego f satisface una condicio´n de Lipschitz uniformemente con respecto a t ∈ J , por lo
tanto por un teorema conocido de ecuaciones diferenciales ordinarias [La95, Proposicio´n
1.1 Cap´ıtulo IV], podemos afirmar que existe una solucio´n continua
z0 : (−b, b)×B(0, R/4)→ g ∩B(0, R),
de la ecuacio´n integral
z(t) =
∫ t
0
f(s, z(s)) ds, z0(0) = 0.
Aqu´ı b es cualquier nu´mero real tal que
0 < b <
R
4LK
=
sin(R)
32C(R)R20
.
Notemos que z0 es suave en realidad. Si derivamos ambos lados y multiplicamos por
F (ad z(t)) obtenemos la ecuacio´n enunciada. Hasta ahora, hemos probado que la ecuacio´n
G(ad z)z˙ = w,
posee una solucio´n local definida en un entorno del cero. Por medio de un argumento
esta´ndar, se sigue que podemos encontrar una solucio´n suave a trozos definida en todo el
intervalo [0, 1]: Sean N ∈ N tal que 1N < b y tk = kN . Entonces [tk, tk+1] para k = 0, 1, · · ·N
es una particio´n del [0, 1] tal que la ecuacio´n integral
z(t) =
∫ tk+1
tk
f(s, z(s)) ds, z0(0) = 0, zk(tk) = zk−1(tk), k ≥ 1,
tiene una solucio´n zk : [tk, tk+1] → g. Luego la curva z1#z2# · · ·#zN , es decir la con-
catenacio´n de las curvas, es una curva suave a trozos solucio´n de la ecuacio´n definida en
[0, 1]. Si w es suave a trozos en lugar de suave, podemos realizar un argumento similar en
cada uno de los intervalos donde w es suave, y usar la continuidad de w para establecer
condiciones de borde sobre z.
Si u(t) = ez(t), entonces
u˙(t) = (expUM)∗z(t)(z˙(t)) = e
z(t)F (ad z(t))z˙(t)
por el Lema 3.3.3. Entonces,
u˙u∗ = ezF (ad z)z˙e−z = G(ad z)z˙ = w.
Teorema 3.3.5. Sea γ ⊂ O una curva suave definida en un intervalo que contiene [0, 1]
tal que γ(0) = x. Entonces, para cada  > 0, γ admite una levantada suave β ⊂ UM tal
que Lp(β) < LO,p(γ) + . Llamaremos a β una levantada -isome´trica de γ.
Demostracio´n. Sea Γ ∈ UM cualquier levantada suave a trozos de γ, definida en un inter-
valo que contenga al [0, 1], y sea w : [0, 1]→ g una curva como en el Lema 3.3.1. Notemos
que como w es una poligonal, luego es continua para la topolog´ıa uniforme de M. Por el
inciso 3 del Teorema 3.3.4, existe una curva suave a trozos u : [0, 1]→ G con u(0) = 1 que
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satisface u˙u∗ = w. Ahora consideremos β = Γu. Entonces β es claramente una levantada
de γ tal que
β˙ = Γ˙u+ Γu˙ = Γ(Γ∗Γ˙ + w)u.
Por lo tanto,
‖β˙‖p = ‖Γ∗Γ˙ + w‖p ≤ ‖Γ∗Γ˙−Q(Γ∗Γ˙)‖p + ‖Q(Γ∗Γ˙) + w‖p
< ‖γ˙‖γ,p + .
De aqu´ı podemos afirmar que Lp(β) < LO,p(γ) + .
Con el u´ltimo teorema demostrado ahora podemos probar un resultado clave acerca de
la distancia rectificable en O: Esta distancia puede ser calculada como el ı´nfimo de las
longitudes de curvas en UM uniendo las correspondientes fibras.
Corolario 3.3.6. Sean u, v ∈ UM y x ∈ O. Entonces
dO,p(u · x, v · x) = ı´nf{Lp(Γ) : Γ ⊂ UM, Γ(0) · x = u · x y Γ(1) · x = v · x },
donde las curvas Γ consideradas son suaves a trozos.
Demostracio´n. Alcanza con demostrar el enunciado para u = 1. Sean d = dO,p(x, v · x)
y D = ı´nf{Lp(Γ) : Γ ⊂ UM, Γ(0) · x = x y Γ(1) · x = v · x }. Sea Γ ⊂ UM tal que
Γ(0) · x = x, Γ(1) · x = v · x. Entonces, si γ = Γ · x ⊂ O, tenemos γ(0) = x, γ(1) = v · x y
adema´s
‖ ˙γ, p‖γ = ‖Γ∗Γ˙−Q(Γ∗Γ˙)‖p ≤ ‖Γ∗Γ˙‖p = ‖Γ˙‖p,
luego d ≤ LO,p(γ) ≤ Lp(Γ). De esto se sigue que d ≤ D. Por otro lado, sea γ ⊂ O una
curva uniendo x con v · x tal que LO,p(γ) < d + . Por el teorema anterior, existe una
levantada -isome´trica β de γ. Notemos que β(0) ·x = 1 ·x = x y β(1) ·x = γ(1) = v ·x.
As´ı,
D ≤ Lp(β) < LO,p(γ) +  < d+ 2,
lo cual prueba la restante desigualdad.
Corolario 3.3.7. Sea x ∈ O ∼= UM/G. Entonces dO,p define una distancia en O si G es
un subgrupo cerrado de UM en norma p.
Demostracio´n. Como mencionamos en la Observacio´n 3.2.3, so´lo nos queda mostrar que
dO,p(x, y) = 0 implica x = y. Supongamos y = v · x para algu´n v ∈ UM y dO,p(x, y) = 0.
Entonces por el Corolario 3.3.6 para cada  > 0 existe una Γ ⊂ UM tal que Γ(0) = 1,
Γ(1) ·x = v ·x, y adema´s, segu´n nuestra suposicio´n, Lp(Γ) < . Como Γ(1) ∈ vG, entonces
dp(1, vG) ≤ Lp(Γ) < . Como  es arbitrario, tenemos que 1 ∈ vG, o equivalentemente
v∗ ∈ G. Por lo tanto, obtenemos que v ∈ G, y as´ı y = x.
Observacio´n 3.3.8. Notemos que G (isotrop´ıa en x ∈ O) es un subgrupo cerrado en
norma p si y so´lo si Gy (isotrop´ıa en y ∈ O) lo es para cualquier y ∈ O.
Observacio´n 3.3.9. Es interesante observar que cuando G es el grupo unitario de una
suba´lgebra de von Neumann de M, entonces G es cerrado en norma p en UM.
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3.4. Caracterizacio´n de la distancia rectificable
Los espacios homoge´neos de la forma H/G, donde H es un grupo topolo´gico metrizable
y G un subgrupo de H, poseen una me´trica distinguida natural. Dicha me´trica consiste
en la me´trica cociente inducida por la distancia entre clases de equivalencias hG, h ∈ H.
En esta seccio´n utilizaremos el siguiente resultado (ver por ejemplo [Ta79, p.109]):
Lema 3.4.1. Sea H un grupo topolo´gico metrizable y G un subgrupo cerrado. Si d es una
distancia en H que induce la topolog´ıa de H, H es completo con esta distancia y d es
una me´trica invariante por traslacio´n a derecha en G, i.e. d(xg, yg) = d(x, y) para todo
x, y ∈ H y g ∈ G, entonces el espacio cociente a izquierda H/G = {xG : x ∈ H } es un
espacio me´trico completo con la distancia d˙ dada por
d˙(xG, yG) = ı´nf{ d(xh, yk) : h, k ∈ G }.
Ma´s au´n, la distancia d˙ metriza la topolog´ıa cociente de grupos. Observamos ahora como
el Lema 3.4.1 se aplica a nuestra situacio´n. Tomamos H = UM, G el grupo de isotrop´ıa
en x ∈ O y O ∼= UM/G.
Teorema 3.4.2. Sea u, v ∈ UM y
d˙p(u · x, v · x) = ı´nf{ dp(uw1, vw2) : wi ∈ G }.
Entonces, si p > 1, se cumple d˙p = dO,p. En particular, si G es un subgrupo cerrado de UM
en la norma p, entonces (O, dO,p) es un espacio me´trico completo, y la topolog´ıa inducida
coincide con la topolog´ıa cociente O ' (UM, dp)/G.
Demostracio´n. Primero mostraremos que d˙p ≤ dO,p. Por el Corolario 3.3.6, para cada
 > 0, existe una curva Γ ⊆ UM que satisface Γ(0) = uw1, Γ(1) = vw2, wi ∈ G y
Lp(Γ) < dO,p(u · x, v · x) + . En consecuencia,
d˙p(u · x, v · x) ≤ dp(uw1, vw2) ≤ Lp(Γ) < dO,p(u · x, v · x) + .
Como  es arbitrario, hemos probado una desigualdad. Por otro lado, dado  > 0, existe
wi ∈ G, i = 1, 2 tal que dp(uw1, vw2) < d˙p(u ·x, v ·x) + , y adema´s existe Γ ⊂ UM tal que
Γ(0) = uw1, Γ(1) = uw2, y Lp(Γ) < dp(uw1, uw2) + . Entonces,
dO,p(u · x, v · x) ≤ LO,p(Γ · x) ≤ Lp(Γ) < dp(uw1, vw2) +  < d˙p(u · x, v · x) + 2,
lo que muestra que la otra desigualdad tambie´n se cumple. Por u´ltimo, segu´n vimos en
la Proposicio´n 3.2.1 el espacio me´trico (UM, dp) es completo, luego la completitud de
(O, dO,p) se deduce del Lema 3.4.1.
El espacio O es un espacio de longitud para p ≥ 1, o en la terminolog´ıa introducida por
M. Gromov en [Gr81], O es un space de longeur. Esto significa que la distancia dO,p (= d˙p
si p > 1) entre cualquier par de puntos en O coincide con el ı´nfimo de la longitud de las
curvas rectificables uniendo los puntos. La longitud rectificable de curvas γ : [0, 1]→ O se
define como
`p(γ) = sup
k∑
i=0
dO,p(γ(ti), γ(ti+1)),
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donde tomamos el supremo con respecto particiones finitas 0 = t0 < t1 < . . . < tk = 1 de
[0, 1]. La distancia rectificable d`,p entre x, u · x ∈ O es el ı´nfimo de las curvas γ que unen
estos puntos, donde la longitud de una curva esta´ medida como expresamos ma´s arriba.
Resulta sencillo mostrar
d`,p ≥ dO,p.
De hecho, si γ posee como puntos finales x, y ∈ O, alcanza con considerar la particio´n
trivial t0 = 0, t1 = 1. As´ı `p(γ) ≥ dO,p(x, y), y tomando el ı´nfimo sobre todas las curvas
rectificables γ obtenemos nuestra afirmacio´n. Es un hecho conocido que en dimensio´n finita
ambas me´tricas coinciden. Como no encontramos referencias adecuadas, damos una breve
prueba independiente de la dimensio´n.
Proposicio´n 3.4.3. Si γ es una curva C1 en O, entonces LO,p(γ) ≥ `p(γ). Si x, u ·x ∈ O,
entonces d`,p(x, u · x) = dO,p(x, u · x).
Demostracio´n. Sea 0 = t0 < t1 < . . . < tk = 1 una particio´n de [0, 1]. Entonces
LO,p(γ) =
k∑
i=0
LO,p(γ|[ti,ti+1]) ≥
k∑
i=0
dO,p(γ(ti), γ(ti+1)).
Si tomamos una particio´n tal que `p(γ) <
k∑
i=0
dO,p(γ(ti), γ(ti+1)) + , nuestra primera
afirmacio´n queda demostrada. Ahora sean  > 0 y Γ : [0, 1] → UM una curva suave
a trozos uniendo x, u · x tal que Lp(Γ) ≤ dO,p(x, u · x) + . Entonces por la afirmacio´n
anterior,
d`,p(x, u · x) ≤ `p(Γ · x) ≤ LO,p(Γ · x) ≤ Lp(Γ) ≤ dO,p(x, u · x) + .
As´ı d`,p(x, u ·x) ≤ dO,p(x, u ·x), y como la otra desigualdad vale siempre, tenemos nuestra
segunda afirmacio´n probada.
Cap´ıtulo 4
Curvas minimales en a´lgebras
finitas
En este cap´ıtulo estudiaremos curvas minimales en espacios homoge´neos de grupos
unitarios de a´lgebras de von Neumann finitas. Los principales resultados se basan en la
convexidad de la distancia rectificable en UM con la norma p y la existencia de levantadas -
isome´tricas. Para las normas p, p par, obtenemos dos resultados generales: uno relacionado
con el problema de valores iniciales y el otro con el problema de extremos fijos. Luego,
presentamos ejemplos de espacios homoge´neos donde se pueden aplicar. En el caso p = 2,
estamos en el contexto de variedades de´bilmente Riemannianas. Entonces la proyeccio´n
me´trica es lineal, y en consecuencia se pueden mejorar los resultados anteriores y dar una
mayor cantidad de ejemplos.
4.1. Geometr´ıa del grupo unitario
En esta seccio´n utilizaremos y completaremos algunos resultados de [AR06] acerca de
la minimalidad de curvas en UM, y probaremos un resultado de convexidad local.
La siguiente proposicio´n comprende distintos resultados acerca de curvas minimales en
norma p en el grupo unitario de M.
Proposicio´n 4.1.1. Sea 2 ≤ p <∞. Se cumplen los siguientes hechos:
1. Sea u ∈ UM y x ∈ Mah con ‖x‖ ≤ pi. Entonces la curva µ(t) = uetx, t ∈ [0, 1] es
ma´s corta que cualquier otra curva suave en UM uniendo los mismos puntos, cuando
medimos la longitud con el funcional Lp. Ma´s au´n, si ‖x‖ < pi, la curva µ es u´nica
con esta propiedad entre todas las curvas C2 en UM.
2. Sean u0, u1 ∈ UM. Entonces existe una geode´sica minimal uniendo tales puntos. Si
‖u0 − u1‖ < 2, esta geode´sica es u´nica entre todas las curvas C2.
3. El dia´metro de UM es pi para todas las normas p.
Demostracio´n. 1. La minimalidad fue probada en [AR06, Teorema 5.4]. Probaremos ahora
que si ‖x‖ < pi, entonces µ(t) = uetx, t ∈ [0, 1], es la u´nica curva minimal entre las curvas
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C2. Para la demostracio´n utilizaremos un argumento habitual usando la fo´rmula de la
primera variacio´n del funcional Fp dado por
Fp(γ) =
∫ 1
0
‖γ˙(t)‖pp dt,
donde γ(t) ∈ UM, t ∈ [0, 1].
Sea γs(t), t ∈ [0, 1], s ∈ (−r, r) una variacio´n C2 de la curva γ, es decir
1. γs(t) ∈ UM, para todo s, t.
2. La funcio´n (s, t) 7→ γs(t) es C2.
3. γ0(t) = γ(t).
Utilizaremos la fo´rmula para
d
ds
Fp(γs)|s=0
obtenida en [AR08] en el contexto de una C∗-a´lgebra con traza. Al igual que en geometr´ıa
diferencial cla´sica, llamaremos fo´rmula de la primera variacio´n a la expresio´n obtenida.
Sean
Vs =
d
dt
γs y Ws =
d
ds
γs.
Indicamos con minu´sculas a las siguientes traslaciones a izquierda
vs = γ∗sVs y ws = γ
∗
sWs.
Notemos que Vs,Ws ∈ (TUM)γs mientras que vs, ws ∈Mah. Entonces
(−1)p/2
p
d
ds
Fp(γs) = τ(vp−1s ws)|t=1t=0 −
∫ 1
0
τ(
d
dt
[vp−1s ]ws)dt.
Supongamos que γ(t) ∈ UM es una curva C2 minimal, y sea γs(t) una variacio´n con
extremos fijos γ(0) y γ(1), i.e. γs(0) = γ(0) y γs(1) = γ(1) para todo s. Entonces,
d
dsFp(γs)|s=0 = 0, y as´ı
0 = τ(vp−10 w0)|t=1t=0 −
∫ 1
0
τ(w0
d
dt
(vp−10 ))dt.
La hipo´tesis de los extremos fijos implica que el primer te´rmino se anula. Entonces,∫ 1
0
τ(w0
d
dt
(vp−10 ))dt = 0
para cualquier variacio´n γs con extremos fijos. Llamemos Z(t) = ddt(v
p−1
0 ) y A(t) = w0(t).
Luego, tanto A como Z son campos continuos en Mah. La fo´rmula para la primera
variacio´n implica ∫ 1
0
τ(A(t)Z(t))dt = 0
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para todo campo continuo A en Mah tal que A(0) = A(1) = 0. Afirmamos que esta
condicio´n implica que Z(t) = 0 para todo t.
Primero notemos que la hipo´tesis que el campo A se anule en t = 0 y t = 1 puede
quitarse: Sea fr(t) una funcio´n real constantemente igual a 1 en el intervalo [r, 1 − r] y
tal que f(0) = f(1) = 0, con 0 ≤ fr(t) ≤ 1 para todo t. Sea B(t) un campo continuo en
Mah y consideremos Ar(t) = fr(t)B(t). Entonces
∫ 1
0 Ar(t)Z(t)dt = 0, y en caso de r → 0,∫ 1
0 B(t)Z(t)dt = 0. Tambie´n es claro que la integral se anulara´ si A no es antihermitiano.
De hecho, vale si A es hermitiano, y para A general, es inmediato si descomponemos A
como suma de su parte hermitiana y antihermitiana.
Consideremos A(t) = −Z(t), entonces
0 =
∫ 1
0
‖Z(t)‖22 dt,
lo cual implica Z(t) ≡ 0. As´ı tenemos que vp−10 es constante, y como v0 es antihermitiano,
v0(t) = γ(t)∗ ddtγ(t) es constante, i.e. γ(t) = e
tx para algu´n x ∈Mah.
2. Es una consecuencia directa del primer inciso y la Observacio´n 3.3.2.
3. Todo par de unitarios u0, u1 puede ser unido por un curva de unitarios de longitud menor
o igual que pi. De hecho, existe x ∈Mah tal que ‖x‖ ≤ pi y ex = u∗0u1. Luego µ(t) = u0etx
tiene longitud minimal igual a ‖x‖p ≤ ‖x‖ ≤ pi. Entonces el dia´metro es exactamente pi
porque los unitarios 1 y −1 pueden ser unidos por µ(t) = eitpi1, cuya longitud es pi.
Hemos elegido la topolog´ıa uniforme en UM para derivar curvas. Otra eleccio´n posible, ser´ıa
derivar a una curva de unitarios con respecto a la topolog´ıa SOT, o lo que es lo mismo,
con respecto a la norma 2. Esto permitir´ıa tener un conjunto de curvas ma´s grandes
para comparar, en particular las exponenciales de la forma δ(t) = etz, t ∈ [0, 1], donde
z ∈ Lp(M)ah es un operador eventualmente no acotado. En efecto, para tales operadores la
exponencial es un unitario deM porque son operadores afiliados aM, y en consecuencia,
el ca´lculo funcional se queda en el a´lgebra. Tales curvas son derivables en la topolog´ıa SOT
por el teorema de Stone. En la Proposicio´n 4.1.1 mostramos que si el exponente de las
curvas es de norma espectral menor o igual que pi las curvas son minimales, ahora veremos
que dicha condicio´n es necesaria.
Proposicio´n 4.1.2. Sea z ∈ Lp(M)sa tal que pi < ‖z‖ ≤ ∞. Entonces la curva uni-
parame´trica del grupo unitario δ(t) = eitz, t ∈ [0, 1], no es de longitud minimal uniendo
sus puntos si se mide con la norma p.
Demostracio´n. Consideremos la funcio´n medible Borel f : R −→ [−pi, pi] dada por
f(t) =

t+ 2(k + 1)pi −2(k + 3)pi ≤ t < −(2k + 1)pi,
t −pi ≤ t ≤ pi,
t− 2(k + 1)pi (2k + 1)pi < t ≤ (2k + 3)pi,
donde k var´ıa en el conjunto de los enteros. Entonces si utilizamos el calculo funcional
Boreliano de z =
∫
λ de(λ) para obtener
< eif(z)ξ, η >=
∫
eif(λ) deξ,η(λ) =
∫
eiλ deξ,η(λ) =< eizξ, η >
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Luego, tenemos eif(z) = eiz. Ma´s au´n, notemos que f(z) ∈ Msa con ‖f(z)‖ ≤ pi. Ahora
afirmamos que la curva δ1(t) = eitf(z) es ma´s corta que la curva δ. En la Seccio´n 2.4 dimos
la definicio´n de valores singulares generalizados de un operador z ∈ M˜. Haremos uso de
los siguientes hechos (ver [FK86]):
Como la funcio´n t 7→ µt(z) es no creciente, continua a la derecha y y satisface que
l´ım
t↓0
µt(z) = ‖z‖, luego existe  > 0 tal que µt(z) > pi para todo t ∈ (0, ).
Es inmediato que µt(f(z)) ≤ pi, t > 0, pues ‖f(z)‖ ≤ pi.
Notemos que |f(t)| ≤ |t|, para todo t ∈ R. Entonces, tenemos |f(z)| ≤ |z|, lo cual
implica µt(f(z)) ≤ µt(z).
Luego,
Lp(δ1)p = ‖f(z)‖pp =
∫ 1
0
µt(f(z))p dt ≤
∫ 
0
µt(f(z))p dt+
∫ 1

µt(z)p dt
<
∫ 
0
µt(z)p dt+
∫ 1

µt(z)p dt = ‖z‖pp = Lp(δ)p,
que prueba nuestra afirmacio´n.
El pro´ximo lema elemental se usara´ en la prueba de la Proposicio´n 4.1.5. Una demostracio´n
puede hallarse en [ALR09, Lema 3.4].
Lema 4.1.3. Sean C, ε > 0, y f : (−ε, 1 + ε) → R una funcio´n no constante anal´ıtica
real tal que f ′(s)2 ≤ Cf ′′(s) para todo s ∈ [0, 1]. Entonces f es estrictamente convexa en
(0, 1).
Observacio´n 4.1.4. Sean a, b, c ∈ Mah y p par. Denotemos por Ha :Mah ×Mah → R
a la forma sime´trica bilineal dada por
Ha(b, c) = (−1)
p
2 p
p−2∑
k=0
τ(ap−2−kbakc).
Si Qa es la forma cuadra´tica asociada a Ha, entonces por [AR08, Lema 4.1] y la ecuacio´n
(3.1) en [MR00]):
1. Qa([b, a]) ≤ 4‖a‖2Qa(b).
2. Qa(b) = p‖ba
p
2
−1‖22 + p2
∑
l+m=n−2 ‖al(ab+ ba)am‖22.
En particular, Ha es definida positiva.
El siguiente resultado de convexidad sera´ fundamental para el estudio de curvas minimales
en O. Esta´ basado en un resultado ana´logo probado en [AR08], so´lo que la demostracio´n
es levemente distinta y permite obtener un radio de convexidad mayor.
Proposicio´n 4.1.5. Sean p un entero par positivo y u, v, w ∈ UM tales que
‖u− v‖ <
√
2, ‖w − v‖ <
√
2− ‖u− v‖.
Sea β una curva minimal uniendo v con w en UM. Si u no pertenece a ninguna prolon-
gacio´n de β, entonces la funcio´n fp(s) = dp(u, β(s))p, s ∈ [0, 1], es estrictamente convexa.
Cap´ıtulo 4. Curvas minimales en a´lgebras finitas 47
Demostracio´n. Primero notemos que podemos suponer u = 1 porque multiplicar por uni-
tarios resulta isome´trico. Observemos que ‖v∗w − 1‖ = ‖v − w‖ < √2 < 2, as´ı es posible
calcular z = log(v∗w) ∈ Mah, siendo log la rama principal del logaritmo (inversa de la
exponencial) segu´n la Observacio´n 3.3.2. Sea β(s) = vesz, que es una curva corta uniendo
v con w en UM ya que ‖z‖ < pi. Entonces,
‖1− vesz‖ ≤ ‖1− v‖+ ‖1− esz‖ ≤ ‖1− v‖+ ‖1− ez‖ = ‖1− v‖+ ‖v − w‖ <
√
2,
lo cual implica que β posee un logaritmo anal´ıtico, ws = log(β(s)) = log(vesz), con
‖ws‖ < pi2 . Sea γs(t) = etws , entonces γs es una curva corta uniendo 1 y β(s), de longitud
‖ws‖p = dp(1, β(s)). Entonces, fp(s) = ‖ws‖pp = τ((−w2s)
p
2 ) = (−1) p2 τ(wps), por lo tanto
f ′p(s) = (−1)
p
2 p τ(wp−1s w˙s) =
1
p− 1Hws(w˙s, ws),
donde Hws es la forma bilineal introducida en la Observacio´n 4.1.4. Como ews = vesz,
entonces e−ws (expUM)∗ws(w˙s) = z por el Lema 3.3.3, es decir,
z =
∫ 1
0
e−twsw˙setws dt. (4.1)
De este modo tenemos τ(wp−1s w˙s) =
∫ 1
0 τ(w
p−1
s e−twsw˙setws) dt = τ(zw
p−1
s ). Por lo tanto,
f ′′p (s) = (−1)
p
2 p
p−2∑
k=0
τ(wp−2−ks w˙sw
k
sz) = Hws(w˙s, z),
y nuevamente por la ecuacio´n (4.1) de arriba, si escribimos δs(t) = e−twsw˙setws , entonces
f ′′p (s) =
∫ 1
0
Hws(δs(0), δs(t)) dt.
Supongamos que para este valor de s ∈ [0, 1], R2s := Qws(w˙s) 6= 0, donde Qws es la
forma cuadra´tica asociada a Hws . Si Ks ⊂ Mah es el espacio nulo de Hws , consideremos
el cociente Mah/Ks dotado con el producto interno Hws(·, ·). Un ca´lculo elemental nos
muestra que δs(t) esta´ en la esfera de radio Rs de este pre-espacio de Hilbert, por lo tanto
Hws(δs(0), δs(t)) = R
2
s cos(αs(t)),
donde αs(t) es el a´ngulo entre δs(0) y δs(t). Luego, si lo pensamos en la esfera,
Rsαs(t) ≤ Lp(δs|[0,t]) =
∫ t
0
Q
1
2
ws(e
−tws [w˙s, ws]etws) dt
=
∫ t
0
Q
1
2
ws([w˙s, ws]) dt = tQ
1
2
ws([w˙s, ws]).
Por el inciso 1. de la Observacio´n 4.1.4,
Rsαs(t) ≤ t 2‖ws‖Rs < Rspi.
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As´ı,
cos(αs(t)) ≥ cos(2t‖ws‖),
y si integramos con respecto a la variable t,
f ′′p (s) ≥ R2s
sen(2‖ws‖)
2‖ws‖ = R
2
s C > 0, (4.2)
siendo C = sen(2‖ws‖)2‖ws‖ . Por otro lado, se cumple que
Qws(ws) = p(p− 1)‖ws‖pp ≤ p(p− 1)‖ws‖p < p(p− 1)
pip
2p
,
y as´ı obtenemos
(p− 1)2f ′p(s)2 = H2ws(ws, w˙s) ≤ Qws(w˙s)Qws(ws) ≤
p(p− 1)pip
2pC
f ′′p (s), (4.3)
siempre que Rs 6= 0. Observemos que la ecuacio´n (4.3) tambie´n se cumple si Rs = 0,
simplemente porque las dos derivadas se anulan. En efecto, por la desigualdad de Cauchy-
Schwarz para Hws , tenemos
(p− 1)|f ′p(s)| = |Hws(ws, w˙s)| ≤ RsQ
1
2
ws(ws) = 0.
Para probar que fp es estrictamente convexa utilizando el Lema 4.1.3 nos falta asegurar
que fp no es constante. Si fp es constante, afirmamos que Rs = 0 para todo s ∈ [0, 1]. De
otra manera, si existe s0 ∈ [0, 1] tal que Rs0 6= 0, entonces por la ecuacio´n (4.2) obtenemos
f ′′p (s) > 0 en un entorno de s0. Luego, f ′p(s) es estrictamente creciente en dicho entorno,
contradiciendo que fp sea constante.
Cuando fp es constante notemos que fp(s) = fp(0) = ‖ log(v)‖p para todo s ∈ [0, 1].
Ma´s au´n, por el inciso 2. de la observacio´n de arriba, Rs = 0 implica w
p
2
−1
s z = 0 y
un ca´lculo elemental usando ca´lculo funcional de operadores antihermitianos muestra que
wsz = 0. Si llamamos y = log(v), en particular tenemos que yz = 0. Como ws = log(eyesz),
luego obtenemos ws = y + sz por la fo´rmula de Baker-Campbell-Hausdorff (ver [Be06]).
Ahora como la norma p de Mah es estrictamente convexa, ws = y + sz no puede tener
norma constante excepto que y sea un mu´ltiplo de z, y en tal caso, u y β estar´ıan alineados
contradiciendo la hipo´tesis.
4.2. Curvas minimales: Caso p par
Recordemos que cada espacio tangente no resulta completo con la norma inducida.
Estamos en presencia de variedades de Finsler de dimensio´n infinita donde no hay una
herramienta general para caracterizar curvas minimales. En esta seccio´n, probaremos al-
gunos resultados acerca de minimalidad de curvas con la me´trica cociente en O para p par
bajo ciertas hipo´tesis sobre la proyeccio´n me´trica.
Primero observemos que en el espacio tangente (TO)x puede definirse tambie´n una
norma cociente infinito, esto es
‖X‖x,∞ = ı´nf{‖z − y‖ : y ∈ gx}, (4.4)
donde z ∈Mah es cualquier levantado de X ∈ (TO)x, es decir (pix)∗1(z) = X.
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Observacio´n 4.2.1. La definicio´n del funcional longitud de curvas puede ser adaptada
para la me´trica cociente infinito. Sea γ : [0, 1]→ UM una curva suave a trozos, y tomemos
Γ : [0, 1]→ UM una levantada suave a trozos γ, entonces definimos
‖γ˙(t)‖γ(t),∞ = ı´nf
z∈g‖Γ
∗(t)Γ˙(t) + z‖.
El ca´lculo en (3.1) muestra que si Λ es cualquier otra levantada de γ, entonces
ı´nf
z∈g‖Γ
∗(t)Γ˙(t) + z‖ ≤ ‖Λ∗(t)Λ˙(t) + s‖,
para todo s ∈ g. As´ı tenemos tambie´n una forma de medir longitudes de curvas en esta
me´trica cociente, es decir, podemos calcular LO,∞.
Observacio´n 4.2.2. Para cada x ∈ O, consideremos gx el a´lgebra de Lie-Banach del
grupo de isotrop´ıa Gx. Como O es un espacio homoge´neo, pix resulta una sumersio´n, i.e.
existe un suplemento cerrado Fx ⊂Mah tal que
Mah = gx ⊕Fx, x ∈ O.
Por otro lado, nuevamente por la estructura de espacio homoge´neo de O es posible construir
una seccio´n suave sx : (TO)x → Fx, (pix)∗1 ◦ sx = id(TO)x, sx ◦ (pix)∗1 = PFx, donde la
u´ltima expresio´n denota la u´nica proyeccio´n acotada en Mah con rango Fx y nu´cleo gx.
Entonces notemos que
‖sx(V )‖ = ‖sx((pix)∗1(z))‖ = ‖PFx(z)‖ = ‖PFx(z − y)‖ ≤ ‖PFx‖ ‖z − y‖
para cualquier levantado z ∈Mah de V ∈ (TO)x y cualquier y ∈ gx. As´ı,
‖sx(V )‖ ≤ ‖PFx‖‖V ‖x.
La norma de PFx no depende del punto x ∈ O porque
‖PFu · x‖ = ‖Adu ◦ PFx ◦Adu∗‖ = ‖PFx‖,
donde Adu : M −→M, Adu(z) = uzu∗. Luego, hay una constante CO que depende so´lo
de la estructura diferenciable tal que
‖sx(V )‖ ≤ CO‖V ‖x ,
para cualquier x ∈ O y cualquier V ∈ (TO)x.
Nuestro argumento para hallar curvas minimales consistira´ en comparar la longitud de
levantadas de curvas en O en el grupo unitario utilizando el resultado de convexidad y las
levantadas -isome´tricas.
Definicio´n 4.2.3. Sean x ∈ O y G el grupo de isotrop´ıa en x. Se dice que G es localmente
exponencial en UM si existen O, δO > 0 tales que si ‖u − 1‖ < O y u ∈ G entonces
existe z ∈ g cumpliendo ‖z‖ < δO y ez = u.
Si para cada u ∈ G existe un z ∈ g tal que ez = u, se dice que G es un subgrupo
exponencial de UM.
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Observacio´n 4.2.4. La suposicio´n que G sea un subgrupo de Lie-Banach de UM en la
topolog´ıa de la norma es equivalente a que G sea localmente exponencial.
En esta seccio´n supondremos que G es un subgrupo exponencial de UM. Es sencillo de-
mostrar que si esto se cumple para x ∈ O, entonces vale para cualquier u ·x ∈ O, dado que
los subgrupos de isotrop´ıa Gu·x y G = Gx son conjugados por un automorfismo interior.
La propiedad supuesta, en particular implica que G es geode´sicamente convexo: dados
v1, v2 ∈ G, entonces existe una curva corta de UM, contenida en G que une v1 y v2. Los
resultados en esta seccio´n pueden ser probados en subgrupos localmente exponenciales
utilizando un argumento local esta´ndar, pero preferimos asumir que G sea exponencial
para una mayor claridad en la exposicio´n.
Ahora supongamos que x e y se unen por una curva uniparame´trica γ(t) = etz · x en
O, siendo z ∈ Mah un levantado minimal, o sea Q(z) = 0. A continuacio´n establecemos
un resultado parcial acerca de la minimalidad de γ con la me´trica cociente p en O.
Una de las hipo´tesis es que la proyeccio´n me´trica Q env´ıe operadores acotados en
operadores acotados. Ma´s au´n, supondremos que Q es uniformemente acotada. En la
siguiente seccio´n veremos ejemplos de espacios homoge´neos O donde esto ocurra. Por
u´ltimo, mencionamos que en el Teorema 3.3.5 hemos demostrado que podemos hallar
levantadas -isome´tricas de curvas en O para p > 1. En el caso que Q sea uniformemente
acotada, el resultado se puede refinar para obtener levantadas isome´tricas.
Teorema 4.2.5. Sean p un nu´mero par positivo y x ∈ O. Sea KO,p una constante tal que
‖Q(y)‖ ≤ KO,p‖y‖ para todo y ∈ Mah. Si z ∈ Mah, ‖z‖ < pi3 y Q(z) = 0, entonces la
curva
δ(t) = etz · x, t ∈ [0, 1],
posee longitud ma´s corta que cualquier otra curva suave γ ⊂ O uniendo x con ez ·x siempre
que LO,∞(γ) < ε, donde
ε = ε(O, p) =
√
2− 1
CO(1 +KO,p)
y CO es una constante dada por la estructura diferenciable.
Ma´s au´n, la curva δ es u´nica en el sentido que si γ ⊂ O es otra curva uniendo x con
ez · x de longitud ‖z‖p tal que LO,∞(γ) < ε, entonces γ(t) = etz · x.
Demostracio´n. Sea γ una curva suave en O tal que γ(0) = x y γ(1) = ez · x. Supongamos
que LO,∞(γ) < ε. Entonces como ‖z‖ < pi3 tenemos
‖ez − 1‖ < 1 <
√
2.
Por otro lado, si Γ es una levantada suave de γ cumpliendo Γ(0) = 1, utilizando la hipo´tesis
que Q es uniformemente acotada podemos considerar la ecuacio´n diferencial en M dada
por
G(adx)x˙ = −Q(Γ∗Γ˙)
al igual que en el Teorema 3.3.4. La ecuacio´n posee una u´nica solucio´n x(t) ∈ g tal que
x(0) = 0, y si u = ex, entonces u : [0, 1] → G ⊂ UM satisface la ecuacio´n diferencial
u˙u∗ = −Q(Γ∗Γ˙). As´ı, en este caso
‖u˙‖ ≤ KO,p‖Γ˙‖.
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Por lo tanto, si β = Γu, luego β es una levantada isome´trica de γ y adema´s
‖β(1)− 1‖ ≤ ‖Γ(1)− 1‖+ ‖u(1)− 1‖ ≤
∫ 1
0
‖Γ∗Γ˙‖+
∫ 1
0
‖u˙‖ ≤ (1 +KO,p)
∫ 1
0
‖Γ∗Γ˙‖.
As´ı, si CO es la constante tal que ‖sy(V )‖ ≤ CO‖V ‖y para todo y ∈ O como en la
Observacio´n 4.2.2, entonces
‖β(1)− 1‖ ≤ CO(1 +KO,p)
∫ 1
0
‖γ˙‖γ = CO(1 +KO,p)LO,∞(γ) <
√
2− 1 <
√
2− ‖ez − 1‖.
Sea w ∈Mah cumpliendo ‖w‖ ≤ pi y ew = β(1). Entonces podemos aplicar la Proposicio´n
4.1.5. Notemos que la curva µ(t) = etz es una levantada isome´trica de δ. Sea ν(t) = ezety
la curva geode´sica UM contenida en ezG (i.e. y ∈ g) que conecta ez con ew, la cual
existe puesto que G es un subgrupo exponencial. Entonces la funcio´n f(s) = dpp(1, ν(s)) es
estrictamente convexa. Notemos que f ′(0) = (−1)p/2τ(zp−1y), y esta expresio´n se anula
debido la Proposicio´n 3.1.6, ya que z es un levantamiento minimal. Entonces, la funcio´n
f tiene un mı´nimo en s = 0,
Lp(µ)p = dpp(1, ν(0)) = f(0) ≤ f(1) = dpp(1, ν(1)) = ‖w‖pp ≤ Lp(β)p.
Por lo tanto, obtenemos
LO,p(δ) = ‖z‖p ≤ Lp(β) = LO,p(γ).
Ahora si LO,p(γ) = ‖z‖p, es decir si γ tambie´n es corta, entonces
f(0) = ‖z‖p ≤ f(1) = ‖w‖p ≤ Lp(β) = LO,p(γ) = ‖z‖p = f(0),
luego f(1) = f(0) implica z = w porque f es estrictamente convexa. En particular,
tenemos que β(1) = ez y Lp(β) = Lp(µ) = ‖z‖p. Como ‖z‖ < pi/2 < pi, la curva µ es la
u´nica geode´sica uniendo 1 con ez en UM, y as´ı debemos tener β = µ por la Proposicio´n
4.1.1, o en otras palabras, γ = δ.
Observacio´n 4.2.6. Mostremos un ejemplo de una proyeccio´n me´trica que no es uni-
formemente acotada, o ma´s au´n, no preserva operadores acotados. Las funciones a con-
tinuacio´n son todas a valores reales. Sea f ∈ L2([0, 1]) tal que ‖f‖2 = 1 y f /∈ L∞([0, 1]).
Consideremos la siguiente a´lgebra de Lie conmutativa:
g := {h ∈ L∞([0, 1]) : 〈h, f〉 = 0 } =< f >⊥ ∩L∞([0, 1]).
Entonces la proyeccio´n me´trica en norma 2 esta´ dada por
Q : L2([0, 1]) −→ g2, Q(h) = h− 〈h, f〉 f.
Claramente, por ser f no acotada, todas las funciones acotadas h son mapeadas a funciones
Q(h) no acotadas.
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Observacio´n 4.2.7. Fijemos x ∈ O y sea F = Fx el suplemento de g definido en la
Observacio´n 4.2.2. Si suponemos que Q preserva elementos acotados deM, i.e. Q(z) ∈M
si z ∈M, es interesante observar que la funcio´n
ϕ = (1−Qg)|F : F −→ g⊥p
resulta una biyeccio´n. De hecho, Q(ϕ(f)) = Q ◦ (1 − Q)(f) = 0 para cualquier f ∈ F ,
mostrando que ϕ tiene imagen contenida en g⊥p. Por otro lado, ϕ(f1) = ϕ(f2) implica
f1−f2 = Q(f1)−Q(f2) ∈ gx, y as´ı f1 = f2 si fi ∈ F , lo que nos muestra que ϕ es inyectiva.
Por otro lado, si z ∈ g⊥p, z = zg+zf con zg ∈ g y zf ∈ F , tenemos 0 = Q(z) = zg+Q(zf ).
Si tomamos f = zf ∈ F , entonces obtenemos ϕ(f) = zf − Q(zf ) = zf + zg = z, lo que
prueba que ϕ es suryectiva. La inversa esta´ dada por la proyeccio´n lineal sobre F , es decir
ϕ−1 = PF |g⊥p : g⊥p −→ F .
Notemos que mientras ϕ es continua para la norma p, ϕ−1 es continua para la norma
uniforme, hecho que remarca la diferencia entre la estructura suave y la estructura me´trica.
Es interesante mencionar que si Q es continua para la topolog´ıa uniforme de M,
entonces ϕ resulta un homeomorfismo. Ma´s au´n, debe ser uniformemente acotada, porque
si no existir´ıa una sucesio´n (xn)n de elementos de M tales que ‖xn‖ = 1 y ‖Q(xn)‖ ≥ n.
Esto contradice que Q(0) = 0, ya que
‖Q(xn
n
)‖ ≥ 1,
y la suposicio´n sobre la continuidad de Q implica Q(xnn )→ 0 en M.
Observacio´n 4.2.8. Si calculamos la diferencial en 0 ∈Mah de la aplicacio´n exponencial
en x, o sea
pix ◦ expUM : F −→ O, (pix ◦ exp)(z) = ez · x
obtenemos
(pix ◦ expUM)∗0 : F −→ (TO)x , (pix ◦ expUM)∗0(z) = (pix)∗1(z),
que es un isomorfismo. Luego por el teorema de la funcio´n inversa existe R > 0 tal que
en la bola BR(0) vale que
pix ◦ expUM : BR(0) −→ (pix ◦ exp)(BR(0))
es un difeomorfismo.
Supongamos que Q sea uniformemente acotada, es decir tenemos ‖Q(z)‖ ≤ KO,p‖z‖
para todo z ∈ Mah.Consideremos el conjunto V R⊥ := ϕ(BR(0)), que es un abierto en g⊥p
con la topolog´ıa relativa uniforme, puesto que ϕ−1 = PF es continua. Entonces, si z ∈ V R⊥ ,
tenemos z = ϕ(y) para algu´n y ∈ BR(0), por lo tanto
‖z‖ = ‖y −Q(y)‖ ≤ (1 +KO,p)‖y‖ < (1 +KO,p)R.
Llamemos
URO := (pix ◦ expUM)(V R⊥ ) = {ew−Q(w) · x : w ∈ F , ‖w‖ < R}.
Notemos que no esta´ claro si URO es un entorno abierto de x ∈ O, au´n cuando supongamos
Q es continua en la topolog´ıa uniforme.
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Ahora podemos enunciar nuestro resultado principal acerca de curvas minimales uniendo
dos puntos en O. Sean p un nu´mero par positivo, x ∈ O y supongamos que existe una
constante KO,p tal que ‖Q(z)‖ ≤ KO,p‖z‖ para cualquier z ∈Mah. Sea
r = mı´n{R, ε
2(1 +KO,p)
,
pi
3
}
donde R esta´ dado por la observacio´n anterior, y ε = ε(O, p) como en el Teorema 4.2.5.
Sean V r⊥, U
r
O ⊂ O los conjuntos definidos en la observacio´n anterior.
Teorema 4.2.9. Sean p un nu´mero par positivo y x ∈ O. Sea KO,p una constante tal
que ‖Q(z)‖ ≤ KO,p‖z‖ para todo z ∈ Mah. Para cada x1 ∈ U rO existe z ∈ Mah tal que
ez · x = x1, Q(z) = 0 y la curva
δ(t) = etz · x, t ∈ [0, 1],
es de longitud ma´s corta en la me´trica cociente p que cualquier otra curva suave a trozos
γ uniendo x con x1 contenida en U rO.
Ma´s au´n, la curva δ es u´nica en el sentido que si γ ⊂ U rO es alguna otra curva suave
uniendo x a x1 de longitud ‖z‖p entonces γ(t) = etz · x.
Demostracio´n. La existencia de tal operador z esta´ garantizada por la Observacio´n 4.2.8.
Sea γ ⊂ U rO una curva suave a trozos, podemos suponer que γ esta´ definida en el in-
tervalo [0, 1]. Consideremos la particio´n {[ti, ti+1]} de [0, 1] en N partes iguales tales que
LO,∞(γ|[ti,ti+1]) < r. Por el Teorema 4.2.5, γ|[t0,t1] es ma´s larga que la curva
δ1(t) = etz1 · x,
donde z1 ∈ V r⊥ es tal que ez1 · x = γ(t1). Adema´s, por la Observacio´n 4.2.8 tenemos
que ‖z1‖ < (1 + KO,p)r. Ahora, si recordamos que α#β denota la curva α seguida de β,
entonces
LO,∞(δ1#γ|[t1,t2]) = LO,∞(δ1) + LO,∞(γ|[t1,t2]) < ‖z1‖+ r < (1 +KO,p)2r < ε.
Sea z2 ∈ V r⊥ tal que ez2 · x = γ(t2). Entonces por el Teorema 4.2.5, la curva δ2(t) = etz2 · x
es ma´s corta que δ1#γ|[t1,t2], as´ı δ1#γ|[t2,1] es ma´s corta que γ. Iterando podemos deducir
δN (t) = etzN · x une x con y dentro de U rO y es ma´s corta que γ. Como ‖zN‖ < r, debe
suceder que zN = z.
La unicidad se obtiene observando que si en cada paso la longitud de γ es igual a ‖z‖p,
esta restriccio´n tiene longitud ‖zi‖p , y por el teorema anterior debe coincidir con δi.
4.3. Ejemplos de proyecciones me´tricas uniformemente aco-
tadas
En esta seccio´n damos ejemplos de espacios homoge´neos donde se aplican los Teo-
remas 4.2.5 y 4.2.9. El paso fundamental es demostrar que la proyeccio´n me´trica Q es
uniformemente acotada. Hasta ahora no sabemos si esto es un hecho general, ni siquiera
en el caso en que Q proyecte sobre los elementos antihermitianos de una suba´lgebra de
von Neumann. En consecuencia, presentamos pruebas ad-hoc para cada ejemplo.
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4.3.1. A´lgebras de Lie de dimensio´n finita
El ejemplo ma´s inmediato resulta de considerar aquellos casos donde el a´lgebra de Lie
g es un espacio de dimensio´n finita. Entonces la completacio´n en norma p de g es igual
a g. As´ı se vuelve trivial que la proyeccio´n Q : Lp(M)ah −→ gp = g preserva elementos
acotados.
Lema 4.3.1. Sea 1 < p < ∞ y g un a´lgebra de Lie de dimensio´n finita. Entonces la
proyeccio´n Q es continua. En particular, es uniformemente acotada.
Demostracio´n. Como g es un espacio vectorial real de dimensio´n finita, todas las normas
son equivalentes. Entonces existe una constante cp > 0 tal que cp ‖z‖ ≤ ‖z‖p ≤ ‖z‖,
para todo z ∈ g. Ahora, dado  > 0, existe δ(x, , p) tal que ‖x − y‖p < δ implica
‖Q(x)−Q(y)‖p <  debido a la continuidad de Q en norma p. Por lo tanto, si ‖x−y‖ < δ,
entonces ‖x− y‖p < δ y
‖Q(x)−Q(y)‖ ≤ c−1p ‖Q(x)−Q(y)‖p < c−1p ε.
Luego, el argumento dado en la Observacio´n 4.2.7 muestra que Q es uniformemente aco-
tada.
A continuacio´n describimos un ejemplo donde esto sucede. Sea v0 ∈ M una isometr´ıa
parcial de corango finito. Consideremos el conjunto
Iv0 = { v ∈M : v∗0v0 = v∗v },
de isometr´ıas parciales enM con proyeccio´n inicial p = v∗0v0. Hay una accio´n transitiva de
UM sobre Iv0 dada por u·v = uv, u ∈ UM, v ∈ Iv0 . El conjunto Iv0 es una subvariedad C∞
de M en la topolog´ıa de la norma y un espacio homoge´neo de UM. El grupo de isotrop´ıa
de v ∈ Iv0 con la accio´n dada es
{u ∈ UM : uv = v }.
Luego, el a´lgebra de Lie es
gv = {x ∈Mah : xv = 0 }.
Notemos que xv = 0 equivale a xvv∗ = 0. Entonces, si miramos los elementos de gv como
matrices de 2× 2 en te´rminos de la proyeccio´n vv∗, tienen la forma(
0 0
0 x
)
,
donde x es un operador de rango finito, porque actu´a en el complemento ortogonal del
rango de v. Este ejemplo esta´ estudiado en detalle en [An08] sin la hipo´tesis sobre el
corango de v, y se prueba un resultado de minimalidad de curvas con la norma 2. Por
u´ltimo, como los unitarios en el grupo de isotrop´ıa pueden ser descriptos como
u =
(
1 0
0 d
)
,
siendo d unitario, el grupo resulta exponencial. Entonces los Teoremas 4.2.5 y 4.2.9 se
pueden aplicar, y las curvas
δ(t) = etzv
con exponente z minimal son cortas minimales.
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4.3.2. Suba´lgebras del centro
En este ejemplo consideraremos una suba´lgebra N ⊆ Z(M), donde Z(M) es el centro
de M. Para probar que Q preserva elementos acotados necesitaremos el siguiente lema.
Lema 4.3.2. Sea p ≥ 2 un entero par. Sean x, y ∈ Lp(M) cumpliendo x ≥ 0, y = y∗ y
xy = yx. Entonces
‖x− y+‖p ≤ ‖x− y‖p ,
donde y = y+ − y− es la descomposicio´n de Jordan.
Demostracio´n. Denotemos por e a la proyeccio´n espectral de y correspondiente al intervalo
[ 0,∞]. Primero notemos el siguiente hecho,
(x− y+)p(1− e) =
p∑
k=0
(
p
k
)
xk(−y+)p−k(1− e) = xp(1− e).
Ana´logamente podemos probar (x−y)pe = (x−y+)pe y (x−y)p(1−e) = (x+y−)p(1−e).
Entonces tenemos
‖x− y+‖pp = τ((x− y+)pe) + τ((x− y+)p(1− e))
= τ((x− y+)pe) + τ(xp(1− e))
≤ τ((x− y+)pe) + τ((x+ y−)p(1− e)) (4.5)
= τ((x− y+)pe) + τ((x− y)p(1− e)) = ‖x− y‖pp ,
donde en la desigualdad (4.5) utilizamos que la funcio´n t 7→ tp es mono´tona de operadores
cuando los operadores en cuestio´n conmutan.
Observacio´n 4.3.3. La desigualdad anterior no es cierta para p > 2 si quitamos la
hipo´tesis que x e y conmuten. Por ejemplo, si p = 4, consideremos las siguientes matrices
x =
(
2 1
1 3
)
, y =
(
100 0
0 −1
)
.
Los autovalores de x − y+ son λ1 = 3,00990002 y λ2 = −98,00990002. As´ı, tenemos
‖x − y+‖44 = 92274175. Por otro lado, x − y posee como autovalores µ1 = 4,009802979 y
µ2 = −98,00980298. Entonces, tenemos ‖x− y‖44 = 92273986.
Hasta ahora hemos utilizado la proyeccio´n me´trica Q sobre la parte antihermitiana de
Lp(M). Si seguimos llamando Q : Lp(M) −→ Lp(N ) a la proyeccio´n me´trica sobre todo
los espacios Lp no conmutativos, resulta que extiende a nuestra anterior proyeccio´n me´trica
porque Q(x∗) = Q(x)∗. Aplicando el lema anterior a x ∈ M positivo y Q(x) ∈ Lp(N )sa
obtenemos
‖x−Q(x)+‖p ≤ ‖x−Q(x)‖p .
Por lo tanto, por la unicidad de Q(x) se sigue que Q(x) = Q(x)+. En particular, obtenemos
que la proyeccio´n Q env´ıa operadores positivos de Lp(M) en operadores positivos de
Lp(N ).
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Corolario 4.3.4. Si N ⊂ Z(M), entonces para p par la proyeccio´n Q env´ıa operadores
acotados en operadores acotados. Ma´s au´n, Q resulta uniformemente acotada:
‖Q(z)‖ ≤ 3‖z‖ para todo z ∈Mah.
Demostracio´n. Sea x ∈M un operador positivo. Notemos que ‖x‖−Q(x) = Q(‖x‖−x) ≥
0, entonces 0 ≤ Q(x) ≤ ‖x‖, es decir, Q(x) es acotado. Sea x ∈ Msa, entonces existe un
nu´mero real c > 0 tal que x+c es positivo. Como Q(x)+c = Q(x+c) es acotado, tenemos
que Q(x) es acotado, y adema´s si x ∈Msa entonces
‖Q(x)‖ = ‖Q(x+ ‖x‖ − ‖x‖)‖ = ‖Q(x+ ‖x‖)− ‖x‖‖ ≤ ‖Q(x+ ‖x‖)‖+ ‖x‖
≤ ‖x+ ‖x‖‖+ ‖x‖ ≤ 3‖x‖.
Reemplazando x por ix obtenemos el resultado para z ∈Mah.
Por lo tanto, los teoremas de minimalidad de curvas se aplican al espacio homoge´neo
O = UM/UN , donde N ⊂ Z(M). Terminamos este ejemplo con dos observaciones.
Observacio´n 4.3.5. En el caso que el a´lgebra de Lie consista en los operadores antiher-
mitianos de una suba´lgebra de von Neumann de M tenemos la cota CO ≤ 2. Esto se debe
a que PF coincide con I − E, siendo E la u´nica esperanza condicional normal sobre N
que preserva la traza.
Observacio´n 4.3.6. Sea U r⊥ ⊂ O como en el Teorema 4.2.9. Si O es el espacio homoge´neo
obtenido como UM/UN , y N ⊂ Z(M), entonces U rO es un entorno abierto de x en O. De
hecho,
U rO = {ew−Q(w) · x : w ∈ F , ‖w‖ < r} = {ew · x : w ∈ F , ‖w‖ < r},
y el u´ltimo conjunto es claramente abierto en O por nuestra eleccio´n de r.
4.3.3. A´lgebra diagonal en M⊗M2
Denotemos por M2 al a´lgebra de matrices de 2× 2. Definimos una traza finita τˆ sobre
M⊗M2 por
τˆ
(( x11 x12
x21 x22
))
=
1
2
τ(x11 + x22),
(
x11 x12
x21 x22
)
∈M⊗M2.
Es sencillo ver que Lp(M⊗M2, τˆ) = Lp(M)⊗M2.
Tomamos la suba´lgebra N de matrices de operadores diagonales, o sea
N = {
(
x11 0
0 x22
)
: x11, x22 ∈M}.
En este ejemplo podemos calcular expl´ıcitamente la proyeccio´n me´trica Q. Esto es una
consecuencia de la siguiente desigualdad.
Lema 4.3.7. Sea p ≥ 2 un nu´mero entero par y b ∈M. Entonces,∥∥∥∥( 0 bb∗ 0
)∥∥∥∥
p
≤
∥∥∥∥( a bb∗ d
)∥∥∥∥
p
,
para todo a, d ∈Mah.
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Demostracio´n. Sea p = 2k, k ≥ 1. Por la Proposicio´n 3.1.6, la desigualdad enunciada es
equivalente a la condicio´n de ortogonalidad
τˆ(
(
0 b
b∗ 0
)2k−1(
a 0
0 d
)
) = 0,
para todo a, d ∈ Mah. Notemos que es fa´cil calcular las potencias de una matriz co-
diagonal. Para k ≥ 1, tenemos(
0 b
b∗ 0
)2k
=
(
(bb∗)k 0
0 (b∗b)k
)
,
(
0 b
b∗ 0
)2k+1
=
(
0 (bb∗)kb
(b∗b)kb∗ 0
)
.
Entonces, obtenemos
τˆ(
(
0 b
b∗ 0
)2k−1(
a 0
0 d
)
) = τ(
(
0 (bb∗)2(k−1)b
(b∗b)2(k−1)b∗ 0
)(
a 0
0 d
)
) = 0.
Por lo tanto, nuestro lema queda probado.
Ahora es inmediato probar que Q : (Lp(M)⊗M2)ah −→ Lp(N )ah esta´ dada por
Q(
(
x11 x12
x21 x22
)
) =
(
x11 0
0 x22
)
.
En particular, Q preserva elementos acotados y es uniformemente acotada. Ma´s au´n, es
continua con la topolog´ıa uniforme de M.
Como un ejemplo concreto, podemos considerar la proyeccio´n en M⊗M2 dada por
e =
(
1 0
0 0
)
. Denotemos Oe a su o´rbita unitaria, es decir
Oe = {ueu∗ : u ∈ UM⊗M2 }.
Este ejemplo fue estudiado en detalle en [AR06]. All´ı se prueba que Oe es un espacio
homoge´neo de UM⊗M2 , el grupo unitario deM⊗M2. Adema´s, se muestra que el problema
de valores iniciales puede ser resuelto y que todo par de puntos puede unirse con una curva
minimal. A pesar que nuestros resultados de minimalidad de curvas sean ma´s restrictivos
en este ejemplo particular, mostraremos brevemente como pueden aplicarse los resultados
obtenidos.
El grupo de isotrop´ıa en e de la accio´n natural de UM⊗M2 esta´ dado por
Ge = {u ∈ UM⊗M2 : ue = eu }
Su a´lgebra de Lie es
ge = {x ∈ (M⊗M2)ah : xe = ex } = {
(
a 0
0 d
)
: a, d ∈Mah }.
Entonces los resultados anteriores acerca de la proyeccio´n me´trica Q son va´lidos aqu´ı, y
por lo tanto se pueden aplicar nuestros teoremas de minimalidad de curvas en Oe .
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4.3.4. Suba´lgebra diagonal especial en M⊗M2
Consideremos la siguiente suba´lgebra de M⊗M2 dada por
N = {
(
x 0
0 x
)
: x ∈M}.
Denotemos por E a la u´nica esperanza condicional sobre N que preserva la traza (con
respecto a la traza τˆ), es decir
E :M⊗M2 −→ N , E(
(
x11 x12
x21 x22
)
) =
1
2
(
x11 + x22 0
0 x11 + x22
)
.
Denotamos por Ep a la extensio´n de esta esperanza a los correspondientes espacios Lp no
conmutativos.
Lema 4.3.8. Sea
X = {
(
a b
b −a
)
: a, b ∈M}.
Si A,B ∈ X , entonces AB2 ∈ X .
Demostracio´n. Sean
A =
(
a b
b −a
)
, B =
(
d e
e −d
)
.
Entonces
B2 =
(
d e
e −d
)(
d e
e −d
)
=
(
d2 + e2 de− ed
ed− de d2 + e2
)
Como
AB2 =
(
a b
b −a
)(
d2 + e2 de− ed
ed− de d2 + e2
)
=
(
ad2 + ae2 + bed− bde ade− aed+ be2 + bd2
bd2 + be2 − aed+ ade bde− bed− ad2 − ae2
)
,
por lo tanto AB2 ∈ X como quer´ıamos probar.
Lema 4.3.9. Sea p un entero par positivo. Entonces:∥∥∥∥( (a− c)/2 bb (c− a)/2
)∥∥∥∥
p
≤
∥∥∥∥( a bb c
)
+
(
d 0
0 d
)∥∥∥∥
p
para todo d ∈M.
Demostracio´n. Notemos que(
(a− c)/2 b
b (c− a)/2
)
=
(
a b
b c
)
+
(
(−a− c)/2 0
0 (−a− c)/2
)
.
Entonces, la desigualdad del lema es equivalente a
τ˜(
(
(a− c)/2 b
b (c− a)/2
)p−1(
d 0
0 d
)
) = 0,
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para todo d ∈ M. Es suficiente que lo probemos para d ≥ 0 puesto que luego se extiende
claramente para todo d. Para p = 2 la desigualdad vale porque
τ˜(
(
(a− c)/2 b
b (c− a)/2
)(
d 0
0 d
)
)
= τ˜(
(
d1/2 0
0 d1/2
)(
(a− c)/2 b
b (c− a)/2
)(
d1/2 0
0 d1/2
)
)
=
1
4
(τ(d1/2(a− c)d1/2) + τ(d1/2(c− a)d1/2)) = 0.
Por otro lado,
X =
(
(a− c)/2 b
b (c− a)/2
)
∈ X ,
con X como en el lema anterior. Por lo tanto, por el Lema 4.3.8, X3 = XX2 ∈ X , y la
condicio´n de ortogonalidad en norma p vale para p = 2 ya que
τ˜(X3
(
d 0
0 d
)
) =
1
2
( τ(d1/2(X3)11d1/2) + τ(d1/2(X3)22d1/2) ) = 0
y X3 ∈ X implica (X3)11 = −(X3)22. Las dema´s potencias pueden ser tratadas de manera
similar, por ejemplo X5 = X3X2 ∈ X .
Si L indica el siguiente subespacio real de Mh ⊗M2 dado por
L = {
(
a b
b c
)
: a, b, c ∈Mh }
y Lp la respectiva completacio´n en norma p. Entonces, utilizando el lema anterior, es
sencillo ver que E : L −→ N y Ep : Lp −→ Lp(N ) para p par, son contractivas.
Un argumento similar podemos aplicar en el subespacio
D = {
(
0 b
b∗ 0
)
: b ∈M},
usando el Lema 4.3.7. Si p es par o p =∞, entonces QN ,p = Ep, as´ı el mejor aproximante
puede ser obtenido v´ıa la esperanza condicional en L. En particular, Q es uniformemente
acotada en L. Un argumento ana´logo muestra que Q es uniformemente acotada en D.
Por el momento no esta´ claro para nosotros si Q es uniformemente acotada en todo
M⊗M2.
4.4. Espacios homoge´neos reductivos ortogonales
En el caso que p = 2 se puede un saber un poco ma´s acerca del espacio homoge´neo O.
Estamos en el contexto de variedades de´bilmente Riemannianas porque en general los es-
pacios tangentes no son completos. Las condiciones impuestas sobre la proyeccio´n me´trica,
que nos permit´ıan probar resultados de minimalidad de curvas, pueden ser relajadas en
este caso por resultar una proyeccio´n ortogonal en el espacio de Hilbert real L2(M)ah. En
particular, si la proyeccio´n me´trica preserva acotados el espacio homoge´neo O posee una
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estructura diferencial ma´s rica, conocida como espacio homoge´neo reductivo. Daremos un
resultado acerca de la minimalidad de geode´sicas de la conexio´n de Levi-Civita que se
deduce de los teoremas anteriores. Otra cuestio´n interesante del caso p = 2, es la cantidad
de ejemplos que surgen de manera ma´s natural que en el caso general.
Como en las secciones precedentes, UM actu´a transitivamente sobre el espacio ho-
moge´neo O que posee la estructura diferencial del cociente UM/Gx, para cualquier x ∈ O.
El espacio homoge´neo es reductivo cuando los suplementos {Fx : x ∈ O } de la Obser-
vacio´n 4.2.2 son una distribucio´n suave cumpliendo
Fx ⊕ gx =Mah,
y son invariantes por la accio´n interior del grupo de isotrop´ıa Gx, es decir
uFxu∗ = Fx , x ∈ O, u ∈ Gx .
Trataremos con la siguiente clase especial de espacios homoge´neos reductivos de UM.
Definicio´n 4.4.1. Un espacio homoge´neo reductivo O es ortogonal si para cada x ∈ O
los suplementos Fx son τ -ortogonales con gx .
Observacio´n 4.4.2. Sean x ∈ O y Px : L2(M)ah → gx 2 la proyeccio´n ortogonal en el
espacio de Hilbert real L2(M)ah con rango gx 2. Dado X ∈ (TO)x y z un levantado de X
resulta inmediato que la norma
‖X‖x,2 = ı´nf{ ‖z − y‖2 : y ∈ gx }
se realiza en el operador z−Px(z) que es τ -ortogonal a z. Entonces la proyeccio´n me´trica
Qgx,2 coincide con Px, siendo en particular lineal.
Notacio´n 4.4.3. Utilizaremos la notacio´n Px para la proyeccio´n me´trica sobre gx2, para
remarcar las virtudes del caso p = 2. Cuando no sea necesario cambiar el punto x ∈ O,
simplemente escribiremos P .
Observacio´n 4.4.4. Es sencillo verificar que si O es ortogonal, entonces para cada x ∈ O
la proyeccio´n
Px :Mah −→ gx 2
satisface Px(Mah) ⊆ gx.
Ma´s au´n, la rec´ıproca es cierta en el siguiente sentido: si la proyeccio´n Px preserva
operadores acotados para algu´n x ∈ O (luego para todos), entonces Fx := (I − Px)(gx),
define una distribucio´n suave de suplementos cerrados en norma uniforme de gx que son
invariantes por la accio´n interior de Gx. De hecho, la distribucio´n es suave porque
Pu·x = Ad(u) ◦ Px ◦Ad(u∗),
donde Ad(u) : M −→ M, Ad(u)(x) = uxu∗. Para mostrar que cada Fx es cerrado en
norma, sea (yn)n una sucesio´n en Fx tal que ‖yn − y‖ → 0, entonces
‖(I − Px)(y)− yn‖2 ≤ ‖y − yn‖2 ≤ ‖y − yn‖ → 0.
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Entonces, (I − Px)(y) = l´ım yn = y, as´ı obtenemos y ∈ Fx. Por otro lado, la invariancia
de los suplementos se verifica automa´ticamente. Tenemos
Fx = { y ∈Mah : τ(yx) = 0, ∀x ∈ gx }.
Es fa´cil ver que u∗gu = g, para todo u ∈ Gx. Luego, obtenemos para y ∈ Fx, x ∈ g ,
τ((uyu∗)x) = τ(y(u∗xu)) = 0.
As´ı, tenemos uyu∗ ∈ Fx, y nuestra afirmacio´n queda probada.
En la Observacio´n 4.2.2 se definieron los isomorfismos sx : (TO)x → Fx que satisfacen
(pix)∗1◦sx = id(TO)x y sx◦(pix)∗1 = PFx , donde PFx es la u´nica proyeccio´n acotada enMah
con rango Fx y nu´cleo gx. En particular, cuando O es ortogonal, la proyeccio´n ortogonal
Px resulta una extensio´n de I − PFx a todo L2(M)ah.
Observacio´n 4.4.5. Cuando O es un espacio homoge´neo reductivo hay una me´trica Rie-
manniana natural inducida por los isomorfismos sx, x ∈ O. Dados X,Y ∈ (TO)x, el
producto interno en cada tangente es
〈X,Y 〉x = τ(sx(Y )∗sx(X)).
En particular,
‖X‖x = ‖sx(X)‖2 .
Cuando O es ortogonal, si z es un levantado de X, tenemos
‖X‖x = ‖sx(X)‖2 = ‖(sx ◦ (pix)∗1)(z)‖2 = ‖z − Px(z)‖2 = ‖X‖x,2 ,
as´ı la me´trica dada por la estructura reductiva coincide con la me´trica cociente de la norma
2. En particular, queda claro que la me´trica cociente es Riemanniana cuando p = 2.
Damos a continuacio´n la definicio´n de la conexio´n reductiva ∇k introducida en [MR92].
Supongamos que X,Y son campos tangentes en O, entonces el campo ∇kXY en x ∈ O
esta´ caracterizado por la siguiente ecuacio´n:
sx(∇kXY ) = X(Y ) + [sx(Y ), sx(X)],
donde X(Y ) indica la derivada de Y a lo largo de X. Por otro lado, introducimos como
en [MR92] la conexio´n clasificante como:
sx(∇cXY ) = (sx ◦ (pix)∗1)(X(Y )) = (I − Px)(X(Y )).
Cuando O es ortogonal podemos probar que la media entre ∇k y ∇c es la conexio´n de
Levi-Civita de la me´trica cociente en norma 2 y calcular sus geode´sicas.
Proposicio´n 4.4.6. Sea O un espacio homoge´neo reductivo ortogonal. Entonces la cone-
xio´n de Levi-Civita de la me´trica cociente esta´ dada por
∇ = 1
2
(∇k +∇c).
Ma´s au´n, γ(t) = etsx(X) ·x es la u´nica geode´sica con velocidad X ∈ (TO)x tal que γ(0) = x.
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Demostracio´n. Es sencillo probar que la conexio´n reductiva ∇k es compatible con la me´tri-
ca porque como vimos en la Observacio´n 4.4.5 la me´trica cociente coincide con la me´trica
inducida por la estructura reductiva. Para probar que ∇c es compatible, consideramos
X(t), Y (t) dos campos tangentes a lo largo de una curva α(t) en O. Como O es ortogonal,
I − Px es una proyeccio´n ortogonal en L2(M)ah que extiende a sx ◦ (pix)∗1. Entonces,〈
DcX
dt
, Y
〉
α
= τ(sα(Y )∗(I − Pα)(s˙α(X)) = τ(sα(Y )∗s˙α(X)).
Podemos tratar ana´logamente al te´rmino
〈
X, D
cY
dt
〉
α
. Entonces,
d
dt
( 〈X,Y 〉α ) =
d
dt
( τ(sα(Y )∗sα(X)) )
= τ(sα(Y )∗s˙α(X)) + τ(s˙α(Y )∗sα(X))
=
〈
DcX
dt
, Y
〉
α
+
〈
X,
DcY
dt
〉
α
.
Luego ∇c es compatible. En [MR92] se prueba que la conexio´n ∇c tiene las mismas
geode´sicas que ∇k, pero torsio´n opuesta. Entonces ∇ = 12(∇k + ∇c) es la conexio´n de
Levi-Civita. Las geode´sicas de la conexio´n reductiva, y por lo tanto las de nuestra conexio´n
de Levi-Civita, se calculan en [MR92].
El siguiente paso es comparar longitudes de curvas con sus levantadas -isome´tricas. Sin
embargo, en el caso p = 2, dada una curva γ en O, existe una levantada isome´trica. Ma´s
precisamente, si γ(t), t ∈ [0, 1], es una curva suave en O tal que γ(0) = x, entonces su
levantada horizontal es una curva Γ en UM caracterizada por ser la u´nica solucio´n de
la ecuacio´n diferencial: {
Γ˙ = sγ(γ˙)Γ,
Γ(0) = 1.
(4.6)
Entonces es fa´cil mostrar que L2(Γ) = LO,2(γ). De hecho, esto se deduce de las igualdades
‖γ˙‖γ = ‖sγ(γ˙)‖2 = ‖Γ∗Γ˙‖2 = ‖Γ˙‖2 e integrando ambos te´rminos.
Por otro lado, necesitamos comparar longitudes en la norma cociente infinito (ecuacio´n
(4.4)), para poder estimar en norma uniforme la distancia de las levantadas en el grupo
unitario UM y aplicar el resultado de convexidad de la distancia rectificable. Como ya
hemos mencionado ma´s arriba, cuando O es ortogonal, la proyeccio´n P restringida aMah
da un idempotente con rango g que resulta continuo en norma uniforme porque g es cerrado
y complementado en la topolog´ıa uniforme. As´ı, como es lineal, podemos afirmar que la
proyeccio´n me´trica P resulta uniformemente acotada. Llamaremos KO,2 = ‖P‖ = ‖Pu·x‖,
notando que este valor no depende de la eleccio´n de u.
Lema 4.4.7. Sean γ una curva suave a trozos en O y Γ su levantada horizontal. Entonces,
L∞(Γ) ≤ (1 +KO,2)LO,∞(γ).
Demostracio´n. Fijemos x ∈ O. Para z ∈ F tal que (pix)∗1(z) = X e y ∈ g , tenemos
‖z‖ = ‖(I − P )(z)‖ ≤ (1 +KO,2)‖z + y‖.
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Entonces,
‖z‖ ≤ (1 +KO,2)‖(pix)∗1(z)‖x,∞ .
Luego,
‖sx(X)‖ ≤ (1 +KO,2)‖(pix)∗1(sx(X))‖x,∞ = M‖X‖x,∞ .
Usando esta desigualdad, y el hecho que KO,2 sea independiente del punto, finalmente
obtenemos
L∞(Γ) =
∫ 1
0
‖ Γ˙(t) ‖ dt =
∫ 1
0
‖ sγ(t)(γ˙(t))Γ(t) ‖ dt
=
∫ 1
0
‖ sγ(t)(γ˙(t)) ‖ dt ≤ (1 +KO,2)
∫ 1
0
‖γ˙(t)‖γ(t) ,∞ = (1 +KO,2)LO,∞(γ).
Observacio´n 4.4.8. Como mostramos en la Observacio´n 4.2.8 existe R > 0 tal que
pix ◦ expUM : BR(0) ⊂ F −→ (pix ◦ exp)(BR(0)) ⊂ O
sea un difeomorfismo. Comparando con la Observacio´n 4.2.7, la funcio´n ϕ es la identidad
por ser p = 2, y as´ı llamamos URO = (pix◦expUM)(BR(0)). Notemos que para cada x1 ∈ URO ,
existe una u´nica geode´sica dada por (pix ◦ expUM)(tz) = etz · x uniendo x con x1 dentro de
URO , donde z satisface e
z · x = x1.
Observacio´n 4.4.9. Ahora consideremos la siguiente funcio´n
F : F ⊕ g −→ UM , F ( (z, x) ) = ezex.
Diferenciando obtenemos
F∗(0,0) :Mah −→Mah, F∗(0,0)(z, x) = z + x,
que es un isomorfismo. Entonces existe un entorno V de (0, 0) y un  > 0 tal que
F : V −→ B(1) ∩ UM ,
es un difeomorfismo. Ma´s au´n, podemos elegir V ⊆ B1(0)×B2(0) para 1, 2 tan pequen˜os
como quisie´ramos si ajustamos el . En el resto de esta seccio´n pediremos que , 1 cumplan:
1.  <
√
2−1
1+KO,2 .
2. 1 < mı´n{R , pi3 }.
Lema 4.4.10. Sea γ una curva suave en O tal que γ(0) = x y LO ,∞(γ) < /(1 +KO,2).
Sea Γ su levantada horizontal. Entonces existe z ∈ F cumpliendo:
1. Γ(1) = ezey, donde y ∈ g.
2. z ∈ BR(0) ⊂ F es u´nico tal que ez · x = γ(1).
3. ‖ez − 1‖ < √2 y ‖Γ(1)− 1‖ < √2− ‖ez − 1‖.
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Demostracio´n. 1. Recordemos que d∞ es la distancia rectificable en UM con la me´trica de
Finsler dada por la norma uniforme, entonces utilizando el Lema 4.4.7 obtenemos
‖1− Γ(1)‖ ≤ d∞(1,Γ(1)) ≤ L∞(Γ) ≤ (1 +KO,2)LO ,∞(γ) < .
Por la Observacio´n 4.4.9 existe un u´nico (z, y) ∈ F ⊕ gx tal que ‖z‖ < 1, ‖y‖ < 2 y
ezey = Γ(1).
2. Notemos que ez · x = ezey · x = Γ(1) · x = γ(1). Ma´s au´n, es u´nico porque ‖z‖ < 1 < R
y pix ◦ exp es inyectiva en la bola de radio R.
3. En el primer inciso probamos que ‖1− Γ(1)‖ <  < √2. Un ca´lculo sencillo muestra
‖ez − 1‖ =
√
2− 2 cos(‖z‖)
Por otro lado, nuestra eleccio´n de 1 implica
‖Γ(1)− 1‖+ ‖ez − 1‖ < +
√
2− 2 cos(‖z‖) <
√
2− 1 +
√
2−
√
3 <
√
2.
El pro´ximo lema es el ana´logo del Teorema 4.2.5. Notemos, que a diferencia del caso general
donde el levantando minimal estaba dado, ahora la hipo´tesis sobre la longitud de la curva
en norma cociente infinito asegura la existencia de un levantado.
Lema 4.4.11. Sea O un espacio homoge´neo reductivo ortogonal. Sea γ una curva suave
a trozos en O tal que γ(0) = x y LO,∞(γ) < /(1 + KO,2). Entonces existe una u´nica
geode´sica δ(t) = etz · x cumpliendo δ(1) = γ(1) y LO,2(δ) ≤ LO,2(γ).
Demostracio´n. Como sabemos que LO,∞(γ) < /(1 +KO,2), entonces por el Lema 4.4.10
existe z ∈ Fx, ‖z‖ < pi3 tal que ez ·x = γ(1). Luego, la curva δ(t) = etz ·x es una geode´sica
en O por la Proposicio´n 4.4.6.
Observemos que la constante CO de la Observacio´n 4.2.2 puede tomarse como 1+KO,2
porque CO = ‖PF‖ = ‖I−P‖ ≤ 1+KO,2. Luego, si volvemos al Teorema 4.2.5, se cumple
la hipo´tesis
LO,∞(γ) < /(1 +KO,2) <
√
2− 1
(1 +KO,2)2
= ε(O, 2),
y por lo tanto δ es minimal uniendo sus puntos. Por u´ltimo, la unicidad es una consecuencia
del inciso 2. en el Lema 4.4.10.
Llamaremos una poligonal geode´sica a una curva suave a trozos continua que consiste
en tramos de geode´sicas consecutivos. Una consecuencia inmediata del resultado anterior
es la siguiente.
Corolario. Sea O un espacio homoge´neo reductivo ortogonal y γ una curva suave a trozos
en O. Entonces existe una poligonal geode´sica ν tal que ν(0) = γ(0), ν(1) = γ(1) y
LO,2(ν) ≤ LO,2(γ).
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Demostracio´n. Claramente podemos suponer que γ es suave. Consideremos la particio´n
0 = t0 < t1 < ... < tn = 1 tal que LO,∞(γ|[ ti , ti+1 ]) < /(1 +KO,2). Usamos el Lema 4.4.11
para encontrar geode´sicas δi con los mismos puntos finales que los tramos γ|[ ti , ti+1 ] para
i = 0, . . . , n− 1 cumpliendo
LO,2(δi) ≤ LO,2(γ|[ ti , ti+1 ]).
Por lo tanto la curva ν obtenida de pegar las distintas geode´sicas δi es una poligonal
geode´sica ma´s corta que γ.
El siguiente es el principal resultado de esta seccio´n. Muestra como el Teorema 4.2.9 puede
mejorarse en el caso p = 2 para obtener un abierto en O donde hay curvas minimales.
Tomaremos r = mı´n{R , /2(1 +KO,2)2}.
Teorema 4.4.12. Sean O un espacio homoge´neo reductivo ortogonal y x ∈ O. Dado
x1 ∈ U rO, existe una u´nica geode´sica contenida en U rO que tiene longitud minimal entre
todas las curvas suaves a trozos contenidas en U rO uniendo x con x1.
Demostracio´n. Es una consecuencia inmediata del Lema 4.4.11 y el Teorema 4.2.9. Note-
mos que g⊥2 = F y as´ı U rO = pix ◦ expUM(Br(0)) es un abierto de O por la eleccio´n de
r ≤ R.
Observacio´n 4.4.13. Nuestra eleccio´n de r > 0 funciona para cualquier x ∈ O. Para
mostrar esto observemos que r depende so´lo de R, KO,2 y .
1. R es independiente del punto porque la accio´n es isome´trica.
2. La independencia de KO,2 fue mostrada antes del Lema 4.4.7.
3. Si consideramos la funcio´n F u : Fu·x ⊕ gu·x −→ UM, es fa´cil verificar que cumple
F u = F ◦ Ad(u). Entonces, usando que Ad(u) es un isomorfismo isome´trico obten-
emos que F u es un difeomorfismo local si y so´lo si F lo es.
4.5. Ejemplos de espacios homoge´neos reductivos ortogo-
nales
En esta seccio´n damos varios ejemplos de espacios homoge´neos reductivos ortogonales.
En estos ejemplos, el paso fundamental para asegurar que el Teorema 4.4.12 se puede
aplicar, consiste en probar la condicio´n de ortogonalidad. Frecuentemente nos encon-
traremos con la siguiente situacio´n: G es un grupo de Lie-Banach con la topolog´ıa de
la norma de operadores, y buscamos probar que es un subgrupo de Lie-Banach de UM
para darle estructura suave al cociente O = UM/G. Como hemos mencionado en la Sec-
cio´n 2.6.2 so´lo tenemos que mostrar que el a´lgebra de Lie g es complementada en Mah.
Por otro lado, para obtener la minimalidad de las geode´sicas, debemos probar la condi-
cio´n de ortogonalidad. Entonces podemos obtener ambas propiedades si chequeamos que
la proyeccio´n
P : L2(M)ah −→ g 2
satisface P (Mah) ⊆ g. Ma´s au´n, como notamos en la Observacio´n 4.4.4, esto nos provee
de suplementos invariantes bajo la accio´n interior de G, y por lo tanto, de una estructura
reductiva en O.
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4.5.1. A´lgebras de Lie que son antihermitianos de una suba´lgebra
Aqu´ı presentamos varios ejemplos que poseen en comu´n la siguiente caracter´ıstica: el
a´lgebra de Lie g del subgrupo G consiste en los operadores antihermitianos de una suba´lge-
bra de von Neumann N deM. En este caso resulta inmediato que P preserva operadores
acotados. En efecto, existe una u´nica esperanza condicional E : M → N normal e in-
variante para la traza. Dicha esperanza cumple E(Mah) = Nah = g. Luego, tomamos P
como la extensio´n de E|Mah a todo L2(M)ah , y por lo tanto, preserva operadores acota-
dos. En consecuencia, si UN es el grupo unitario de N , entonces resulta un subgrupo de
Lie-Banach de UM con la topolog´ıa inducida por la norma espectral.
O´rbita unitaria de un estado. El primer ejemplo trata de la o´rbita unitaria de un
estado. Sea SM el conjunto de estados normales fieles de M. Consideremos la accio´n
UM × SM −→ SM, u · ϕ = ϕ ◦Ad(u∗), u ∈ UM, ϕ ∈ SM.
Para ϕ ∈ SM, denotemos por Uϕ a la o´rbita unitaria de ϕ, esto es
Uϕ = {ϕ ◦Ad(u∗) : u ∈ UM }.
El a´lgebra de Lie
gϕ = {x ∈Mah : ϕ(xy) = ϕ(yx), ∀ y ∈M},
consiste en los operadores antihermitianos del centralizador de ϕ, que es una suba´lgebra
de von Neumann de M. Entonces, como observamos ma´s arriba, la proyeccio´n ortogonal
sobre gϕ preserva acotados, y as´ı el cociente UM/Gϕ posee estructura de variedad suave.
Luego dotamos a Uϕ con la estructura de variedad tal que la biyeccio´n [u] 7→ ϕ ◦ Ad(u∗)
sea un difeomorfismo para obtener un espacio homoge´neo reductivo ortogonal. Podemos
concluir que las curvas δ(t) = ϕ ◦ Ad(e−tzu∗) poseen longitud minimal entre todas las
curvas en un entorno de ϕ ◦Ad(u∗) que comienzan en este estado.
O´rbita unitaria de un operador normal. Sea a un operador normal de M. Podemos
estudiar la o´rbita unitaria de a, esto es el conjunto
U(a) = {uau∗ : u ∈ UM }.
El grupo de isotrop´ıa en a de la accio´n natural de UM esta´ dado por
Ga = {u ∈ UM : ua = au }.
Como en el ejemplo anterior, el a´lgebra de Lie del grupo de isotrop´ıa son los operadores
antihermitianos de una suba´lgebra de von Neumann
ga = {x ∈Mah : xa = ax, } = { a }′ ∩Mah .
As´ı U(a) ∼= UM/Ga es un espacio homoge´neo reductivo ortogonal, y las geode´sicas dadas
por δ(t) = etzae−tz son minimales localmente.
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O´rbita unitaria de una medida espectral. Sea Σ una σ-algebra de algu´n conjunto.
Sea e : Σ −→ M una medida espectral cuyos valores son proyecciones autoadjuntas en
M. La o´rbita unitaria de e es
U(e) = {ue( . )u∗ : u ∈ UM }.
El grupo de isotrop´ıa esta´ dado por
Ge = {u ∈ UM : ue(F ) = e(F )u, ∀F ∈ Σ }.
El a´lgebra de Lie de este grupo es
ge = {x ∈Mah : xe(F ) = e(F )x, ∀F ∈ Σ },
que consiste en operadores antihermitianos de una suba´lgebra de von Neumann. Entonces
podemos aplicar el Teorema 4.4.12 para mostrar que en el espacio homoge´neo reductivo
ortogonal U(e) ∼= UM/Ge las geode´sicas δ(t) = etze( . )e−tz son minimales localmente.
O´rbita unitaria de un ∗-morfismo Consideremos ψ :M−→M un ∗-morfismo, i.e. ψ
es lineal, multiplicativo y ψ(x)∗ = ψ(x∗) para todo x ∈ M. Nuevamente estudiaremos la
o´rbita unitaria de ψ, es decir
U(ψ) = {uψ( . )u∗ : u ∈ UM }.
La isotrop´ıa en ψ bajo la accio´n natural de UM es
Gψ = {u ∈ UM : uψ(y) = ψ(y)u, ∀ y ∈M}.
El a´lgebra de Lie consiste en una suba´lgebra de von Neumann dada por el conmutante de
ψ(M). Luego, el cociente U(ψ) ∼= UM/Gψ es un espacio homoge´neo reductivo ortogonal
donde el Teorema 4.4.12 se aplica.
4.5.2. Isometr´ıas parciales
Este ejemplo es acerca de isometr´ıas parciales enM. El conjunto de isometr´ıas parciales
de M es
I = { v ∈M : v∗v es una proyeccio´n }.
Podemos dar una accio´n del grupo unitario UM × UM de M×M sobre I moviendo los
espacios iniciales y finales de cada isometr´ıa. Esta accio´n esta´ dada por
(UM × UM)× I −→ I, (u,w) · v = uvw∗.
La accio´n es localmente transitiva, si dos isometr´ıas esta´n ma´s cerca que 1/2 en la norma
de operadores, entonces son conjugadas por un par de unitarios. En [ACM05] se prueba
que cada componente conexa, que por la transitividad local coinciden con las o´rbitas, es
un espacio homoge´neo de UM×UM y una subvariedad C∞ deM. Por lo tanto, debido a la
Observacio´n 4.4.4, para tener una estructura reductiva so´lo debemos probar la condicio´n
de ortogonalidad.
68 Cap´ıtulo 4. Curvas minimales en a´lgebras finitas
Fijemos v ∈ I, estudiaremos su o´rbita O(v). El grupo de isotrop´ıa en v es
Gv = { (u,w) ∈ UM × UM : uv = vw }.
Notemos que si (u,w) ∈ Gv, entonces u conmuta con la proyeccio´n final vv∗ y w conmuta
con la proyeccio´n inicial v∗v. Podemos calcular el a´lgebra de Lie de este grupo
gv = { (x, y) ∈Mah ×Mah : xv = vy }
= { (( x11 0
0 x22
)
,
(
v∗x11v 0
0 y22
))
: x11 , x22 , y22 antihermitianos },
donde la descomposicio´n matricial es respecto a vv∗ en la primera coordenada y respecto
a v∗v en la segunda coordenada. Notemos que en este caso el a´lgebra de Lie no son
operadores antihermitianos de una suba´lgebra de von Neumann. De hecho, el conjunto de
los pares (x, y) tales que xv = vy no es cerrado cuando adjuntamos. En un a´lgebra finita,
las o´rbitas tienen la siguiente propiedad particular.
Afirmacio´n: Sea M un a´lgebra de von Neumann finita, entonces O(v) = O(v∗v). En
particular, hay una proyeccio´n en cada o´rbita.
Para probar nuestra afirmacio´n, consideremos el conjunto de isometr´ıas parciales con es-
pacio inicial fijo. En otras palabras, si p es una proyeccio´n, miramos el conjunto
Ip = { v ∈M : v∗v = p }.
Primero demostremos que {up : u ∈ UM } = Ip. Una inclusio´n es trivial, para la otra
tomemos v ∈ Ip, y sea q = vv∗, que es una proyeccio´n equivalente con p. Como M es
finita, existe u ∈ UM tal que uqu∗ = p. Notemos que 1 − p + uv es unitario, y luego,
w = u∗(1− p) + v tambie´n es unitario. As´ı, obtenemos wp = vp = v.
Nuestra u´ltima afirmacio´n se sigue fa´cilmente. Como v ∈ Iv∗v = {uv∗v : u ∈ UM },
luego existe u ∈ UM tal que v = u(v∗v) = u(v∗v)1. Por lo tanto, tenemos O(v) = O(v∗v).
Como corolario de la afirmacio´n anterior, alcanza con estudiar el grupo de isotrop´ıa de la
proyeccio´n p. En este caso, la expresio´n del a´lgbra de Lie se reduce a
gp = {
(( x11 0
0 x22
)
,
(
x11 0
0 y22
))
: x11 , x22 , y22 antihermitianos },
donde las descomposiciones matriciales son ambas respecto a p. Entonces definimos la
siguiente proyeccio´n real acotada sobre gp por
P :Mah ×Mah −→ gp ,(( x11 x12
−x∗12 x22
)
,
(
y11 y12
−y∗12 y22
)) 7→ (( x11+y112 0
0 x22
)
,
( x11+y11
2 0
0 y22
))
Observemos que el nu´cleo de esta proyeccio´n es
ker(P ) = { (( w c12−c∗12 0
)
,
( −w d12
−d∗12 0
))
: w, c12 , d12 antihermitianos }.
Usando la traza τ de M, podemos definir una traza finita en M×M mediante
τ˜((x, y)) =
τ(x) + τ(y)
2
, x, y ∈M.
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Esto da un producto interno enM×M tal que ker(P ) es ortogonal a gp. De hecho, para
(x, y) ∈ gp , (c, d) ∈ ker(P ), tenemos
2τ˜((x, y)(c, d)) = −τ(xc)− τ(yd)
= −τ(
(
x11 0
0 x22
)(
w c12
−c∗12 0
)
)−
− τ(
(
x11 0
0 y22
)( −w d12
−d∗12 0
)
)
= −τ(
(
x11w 0
0 0
)
) + τ(
(
x11w 0
0 0
)
) = 0.
Debido a la ortogonalidad de ker(P ) con su rango, P se extiende a la proyeccio´n real
ortogonal sobre gp 2. As´ı, obtenemos queO(v) = O(v∗v) es un espacio homoge´neo reductivo
ortogonal. Luego las geode´sicas δ(t) = etz1uvw∗e−tz2 poseen longitud minimal entre todas
las curvas contenidas en un entorno de uvw∗.
4.5.3. Esperanzas condicionales
Sea N un a´lgebra de von Neumann de M y E : M −→ N la u´nica esperanza condi-
cional que preserva la traza. Nuestro siguiente ejemplo es acerca de la o´rbita unitaria de
E. Para un estudio detallado de la propiedes geome´tricas de este ejemplo en un contexto
ma´s general que a´lgebras finitas referimos al lector a los art´ıculos [ArS99] y [ArS01].
Definimos una accio´n de UM sobre el a´lgebra B(M) de operadores acotados sobre M
mediante
UM × B(M) −→ B(M), u · T = Ad(u) ◦ T ◦Ad(u∗).
Consideremos la o´rbita unitaria de E con esta accio´n
U(E) = {u · E : u ∈M}.
El grupo de isotrop´ıa en E usualmente se denomina el normalizador de E,
NE = {u ∈ UM : E(uyu∗) = uE(y)u∗, y ∈M}.
Mostraremos ahora que NE es un subgrupo algebraico de UM de orden ≤ 2 (en el sentido
de [Be06], [HK77]) del grupo de Lie-Banach UM. Para cada y ∈M definimos las siguientes
funciones bilineales
ψy : (M×M)× (M×M) −→M, ψy((a, b), (a′, b′)) = E(ayb′)− aE(y)b′.
Entonces basta con tomar los polinomios
py((a, b)) = ψy((a, b), (a, b)) = E(ayb)− aE(y)b.
En [ArS01] se prueba que para cualquier esperanza condicional fiel y normal, su o´rbita
unitaria es un espacio homoge´neo reductivo de UM. En nuestro caso, donde el a´lgebra
es finita, probaremos la condicio´n de ortogonalidad restringie´ndonos a la u´nica esperanza
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condiconal E que preserva la traza. Los argumentos utilizados esta´n adaptados a este caso
ma´s sencillo de la Proposicio´n 4.5 en [ArS01].
El a´lgebra de Lie de NE es el nu´cleo de la diferencial del fibrado
piE : UM −→ U(E), piE(u) = u · E.
En [ArS01] se observa que
gE = ker((piE)∗1) = (N +ME) ∩Mah ,
donde ME es la suba´lgebra de von Neumann de M dada por
ME = {x ∈ N ′ ∩M : E(xy) = E(yx), ∀ y ∈M}.
Llamemos F : M −→ ME a la u´nica esperanza condicional que cumple τ ◦ F = τ . Si
Z(M) es el centro deM, notemos que E(ME) = Z(N ). Entonces tenemos una esperanza
condicional E ◦ F :M−→ Z(N ) cumpliendo τ ◦ (E ◦ F ) = τ ◦ F = τ . Luego existen tres
proyecciones ortogonales e, f , g in L2(M, τ), respectivamente asociadas con E, F , E ◦ F
tales que ef = g. As´ı, obtenemos ef = fe. Si ahora llamamos
∆ = E + F − EF,
es una proyeccio´n sobreME+N satisfaciendo ∆(Mah) ⊆Mah. Entonces ∆|Mah proyecta
sobre (ME +N ) ∩Mah = gE y se extiende a la proyeccio´n ortogonal
∆|Mah : L2(M)ah −→ gE 2,
porque e conmuta con f . Por lo tanto, podemos aplicar el Teorema 4.4.12.
4.5.4. C∗-sistemas dina´micos
En la mayor´ıa de los ejemplos anteriores utilizamos el hecho que M era un a´lgebra
de von Neumann finita para garantizar la existencia de esperanzas condicionales, y luego
probar la condicio´n de ortogonalidad. Sin embargo, si volvemos sobre la prueba del Teore-
ma 4.4.12 podemos observar que podr´ıa haberse demostrado en el contexto de C∗-a´lgebras
con traza finita. En esta seccio´n damos un posible ejemplo relacionado con C∗-sistemas
dina´micos.
Sea A una C∗-a´lgebra con una traza fiel τ y (A, G, α) un C∗-sistema dina´mico. Esto
significa que G es un grupo localmente compacto y α es un morfismo continuo de G en
el grupo Aut(A) de ∗-automorfismos de A con la topolog´ıa de la convergencia puntual.
Supongamos que G es compacto y α es invariante por la traza, es decir, se cumple
τ(αt(x)) = τ(x)
para todo t ∈ G y x ∈ A. Consideremos la C∗-suba´lgebra de A dada por
AG = {x ∈ A : αt(x) = x, ∀ t ∈ G }.
Denotemos por µ a la medida de Haar a izquierda normalizada sobre G, podemos definir
E : A −→ AG, E(x) =
∫
G
αt(x) dµ(t).
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Es evidente que E es una proyeccio´n de norma uno, y por lo tanto una esperanza condi-
cional. Adema´s, E preserva la traza
τ(E(x)) =
∫
G
τ(αt(x)) dµ(t) =
∫
G
τ(x) dµ(t) = τ(x).
Entonces, el a´lgebra de Lie del grupo unitario UAG que se identifica con AGah es cerrada y
complementada. As´ı, UAG es un subgrupo de Lie-Banach de UA, entonces podemos con-
siderar el espacio homoge´neo UA/UAG . Ma´s au´n, este es un espacio homoge´neo reductivo
porque E es invariante para la traza.
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Cap´ıtulo 5
Variedades de Stiefel
Sea H un espacio de Hilbert separable de dimensio´n infinita y B(H) el espacio de
operadores acotados sobre H. Como en los cap´ıtulos anteriores denotaremos por ‖ . ‖ a la
norma de operadores, y adema´s usaremos la misma notacio´n para la norma de vectores
en H. En este cap´ıtulo, I sera´ un ideal de Banach separable dotado de una norma ‖ . ‖I.
Denotamos por U(H) al grupo unitario en H, y UI(H) al grupo de unitarios que son
perturbaciones de la identidad por un operador I, es decir
UI(H) = {u ∈ U(H) : u− 1 ∈ I }.
Es un grupo de Lie-Banach real con la topolog´ıa dada por la me´trica (u1, u2) 7→ ‖u1−u2‖I
(ver [Be06]). El a´lgebra de Lie de UI(H) esta´ dada por
Iah = { a ∈ I : a∗ = −a }.
Recordemos que la variedad de Stiefel (ortogonal) denotada por St(n, k) en Cn (k ≤ n),
consiste en
St(n, k) = { k-uplas ortonormales de vectores en Cn }.
Un elemento (v1, . . . , vk) ∈ St(n, k) se identifica con la isometr´ıa parcial que env´ıa los
primeros k elementos de la base cano´nica de Cn a los elementos de esta k-upla. A conti-
nuacio´n buscamos extender esta nocio´n a un espacio de Hilbert de dimensio´n infinita
donde las isometr´ıas parciales pueden tener rango y corango de dimensio´n infinita, aunque
tomando so´lo isometr´ıas parciales compatibles con una isometr´ıa parcial fija v y el ideal
I. Entonces definimos la siguiente o´rbita:
SI(v) := {uv : u ∈ UI(H) },
que denominaremos I-variedad de Stiefel asociada a v. Es evidente que es una o´rbita
de la accio´n a izquierda de UI(H) sobre el conjunto de isometr´ıas parciales I dada por
UI(H)×I → I, (u, v) 7→ uv. Ma´s au´n, podemos mover tambie´n el espacio inicial, entonces
es natural considerar
StI(v) := {uvw∗ : u,w ∈ UI(H) },
que llamaremos I-variedad de Stiefel generalizada asociada a v. La correspondiente
accio´n a izquierda de UI(H) × UI(H) sobre I esta´ dada por UI(H) × UI(H) × I → I,
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(u,w, v) 7→ uvw∗. Notemos que cada variedad de Stiefel esta´ contenida en el espacio
de Banach af´ın v + I, entonces hay definida una topolog´ıa obvia inducida por la me´tri-
ca (v1 , v2) 7→ ‖v1 − v2‖I. En este cap´ıtulo buscaremos entender algunos aspectos de la
geometr´ıa de SI(v) y StI(v) cuando v es una isometr´ıa parcial de rango y corango even-
tualmente de dimensio´n infinita.
5.1. Caracterizacio´n espacial
En esta seccio´n daremos una descripcio´n alternativa de las variedades de Stiefel. Recor-
demos primero la nocio´n de ı´ndice de un par Fredholm de proyecciones ortogonales
(ver por ejemplo [SV78], [ASS94]). Sean p, q dos proyecciones ortogonales en H con rangos
R(p), R(q) respectivamente. El par (p, q) es Fredholm si qp : R(p) −→ R(q) es Fredholm.
El ı´ndice de este operador es el ı´ndice del par (p, q) y lo indicaremos por j(p, q).
Necesitaremos tres lemas para la caracterizacio´n de las variedades de Stiefel. El primero
lema fue establecido por S¸. Stra˘tila˘ y D. Voiculescu en [SV78] cuando I es el ideal de los
operadores de Hilbert-Schmidt. Ma´s tarde, A. Carey lo generalizo´ en [Ca85] para cualquier
ideal de Banach separable.
Lema 5.1.1. (Carey) Sean p, q proyecciones ortogonales. Entonces p− q ∈ I y j(p, q) = 0
equivale a upu∗ = q para algu´n u ∈ UI(H).
El siguiente resultado fue probado en [ST07].
Lema 5.1.2. (Serban-Turcu) Sean H, K espacios de Hilbert separables de dimensio´n in-
finita. Sean H0, H1 subespacios de dimensio´n infinita de H y pi la proyeccio´n ortogonal
sobre cada Hi (i = 1, 2). Los siguientes enunciados son equivalentes:
Existen dos isometr´ıas parciales v1, v2 en B(K,H) con rangos H1 y H2 respectiva-
mente tales que v1 − v2 es compacto.
p1 − p2 es compacto y j(p1, p2) = 0.
El siguiente resultado puede interpretarse como un resultado de factorizacio´n para las
isometr´ıas en la I-variedad de Stiefel asociada a v.
Lema 5.1.3. Sean I un ideal de Banach separable y v, v0 isometr´ıas parciales. Entonces
son equivalentes:
1. Existe u ∈ UI(H) tal que uv = v0.
2. v − v0 ∈ I y ker(v) = ker(v0).
Demostracio´n. 1⇒ 2. Sea u ∈ UI(H) tal que uv = v0. Entonces tenemos,
v − v0 = v − uv = (1− u)v ∈ I.
Por otro lado, es inmediato que ker(v0) = ker(uv) = ker(v), y as´ı hemos probado la
implicacio´n ma´s directa.
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2⇒ 1. Sea v0 una isometr´ıa parcial cumpliendo v−v0 ∈ I y ker(v) = ker(v0). Supongamos
primero que dimR(v) =∞. Como tenemos R(v∗) = ker(v)⊥ = ker(v0)⊥ entonces
u0 := v0v∗ : R(v) −→ R(v0)
define una isometr´ıa suryectiva. Entonces dimR(v0) = ∞, y v, v0 ∈ B(ker(v)⊥,H) son
isometr´ıas tales que v−v0 es compacto. Luego podemos aplicar el Lema 5.1.2 para obtener
j(vv∗, v0v∗0) = 0. Como (1−vv∗)−(1−v0v∗0) ∈ I y 0 = j(vv∗, v0v∗0) = −j(1−vv∗, 1−v0v∗0),
por el Lema 5.1.1 existe u1 ∈ UI(H) cumpliendo u1(1 − vv∗)u∗1 = 1 − v0v∗0. Notemos que
u1 env´ıa R(v)⊥ sobre R(v0)⊥, as´ı la restriccio´n
u1 : R(v)⊥ −→ R(v1)⊥
es una isometr´ıa suryectiva. Entonces, si definimos u := u0⊕u1, resulta un unitario enH tal
que uv = v0. Adema´s, (u−1)vv∗ = v0v∗−vv∗ ∈ I y (u−1)(1−vv∗) = (u1−1)(1−vv∗) ∈ I,
as´ı podemos concluir que u ∈ UI(H).
Supongamos ahora que dimR(v) <∞. Como antes definimos una isometr´ıa de R(v) sobre
R(v0), y obtenemos dimR(v0) <∞. As´ı, dimR(v)⊥∩R(v0)⊥ = dim(R(v)+R(v0))⊥ =∞.
Sean { ηj : j ∈ N } una base ortonormal de R(v)⊥ ∩ R(v0)⊥ y { ξj : j ∈ N } una base
ortonormal de H donde los primeros n vectores formen una base de ker(v)⊥. Sean
v˜ξj =
{
V ξj , 1 ≤ j ≤ n,
ηj−n , j > n,
v˜0ξj =
{
v0ξj , 1 ≤ j ≤ n,
ηj−n , j > n.
As´ı v˜, v˜0 son isometr´ıas tal que v˜0− v˜ es compacto, luego por la primera parte de la prueba
obtenemos v˜0 = uv˜ para algu´n u ∈ UI(H). Finalmente, es fa´cil verificar que v0 = uv.
El pro´ximo resultado nos da una idea de cua´nto pueden cambiar el espacio inicial y final
de una isometr´ıa parcial en StI(v) para continuar estando en esta o´rbita.
Teorema 5.1.4. Sean I un ideal de Banach separable y v, v0 isometr´ıas parciales. En-
tonces son equivalentes:
1. Existen u,w ∈ UI(H) tales que uvw∗ = v0.
2. v − v0 ∈ I y j(v∗v, v∗0v0) = 0.
3. v − v0 ∈ I y j(vv∗, v0v∗0) = 0.
Demostracio´n. 1⇒ 2. Sean u,w ∈ UI(H) tales que uvw∗ = v0. Entonces notemos,
v − v0 = v − uvw∗ = −(u− 1)vw∗ − v(w∗ − 1) ∈ I.
Por otro lado, como v∗0v0 = (uvw∗)∗(uvw∗) = wv∗vw∗, entonces por el Lema 5.1.1 tenemos
que j(v∗v, v∗0v0) = 0.
2⇒ 1. Como suponemos que v−v0 ∈ I, entonces v∗−v∗0 ∈ I. Si multiplicamos la primera
ecuacio´n por v∗, obtenemos v∗v−v∗v0 ∈ I, y si multiplicamos la segunda por v0 nos queda
v∗v0 − v∗0v0 ∈ I. Entonces, si sumamos estas dos u´ltimas, resulta que v∗v − v∗0v0 ∈ I.
Adema´s, tambie´n estamos suponiendo que j(v∗v, v∗0v0) = 0. Entonces, nuevamente por el
Lema 5.1.1, tenemos
w(v∗v)w∗ = v∗0v0,
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para algu´n w ∈ UI(H). En particular, notemos que (v0w)∗(v0w) = v∗v y v − v0w =
v − v0 + v0(w − 1) ∈ I. Luego, v0w y v son dos isometr´ıas parciales cumpliendo las
hipo´tesis del Lema 5.1.3. Por lo tanto, exite u ∈ UI(H) tal que uv = v0w, o de otra
manera, uvw∗ = v0, como quer´ıamos demostrar.
1 ⇔ 3. Se deduce inmediatamente de la equivalencia demostrada anteriormente si reem-
plazamos v por v∗.
Observacio´n 5.1.5. Notemos que dadas dos isometr´ıas parciales tal que su diferencia
esta´ en un ideal I, si sus proyecciones iniciales poseen ı´ndice igual a cero, entonces tambie´n
sus proyecciones finales poseen ı´ndice igual a cero. Una afirmacio´n similar es va´lida cuando
reemplazamos proyecciones finales por iniciales y viceversa.
Esto no es cierto para isometr´ıas parciales arbitrarias. Por ejemplo, si v = 1 y v0 es
el shift unilateral, entonces j(v∗v, v∗0v0) = 0, pero j(vv∗, v0v∗0) = 1.
Corolario 5.1.6. Sean I un ideal de Banach separable, I el conjunto de las isometr´ıas
parciales y v ∈ I fija. Entonces:
(v + I) ∩ I =
⋃
k∈Z
{ v0 ∈ (v + I) ∩ I : j(v∗v, v∗0v0) = k },
donde los conjuntos de la derecha son sus componentes conexas. Adema´s, siempre hay
numerables componentes no vac´ıas.
Demostracio´n. Llamemos Cv0 a la componente conexa de v0 ∈ (v + I) ∩ I. Sean k ∈ Z y
v1 ∈ (v + I) ∩ I tales que j(v∗v, v∗1v1) = k. Entonces, como (v∗0v0, v∗v) y (v∗v, v∗1v1) son
pares de Fredholm, por la fo´rmula del ı´ndice de proyecciones probada en [ASS94], podemos
afirmar:
j(v∗0v0, v
∗
1v1) = j(v
∗
0v0, v
∗v) + j(v∗v, v∗1v1) = −k + k = 0.
Por otro lado, como tambie´n v − v0 ∈ I y v − v1 ∈ I, tenemos v0 − v1 ∈ I. Entonces por
el Teorema 5.1.4 obtenemos que existen u,w ∈ UI(H) cumpliendo uv0w∗ = v1. Como los
grupos UI(H) son conexos por arcos podemos concluir que v1 ∈ Cv0 .
Para probar la otra inclusio´n, consideremos P el conjunto de proyecciones ortogonales
en B(H). Dada un proyeccio´n p ∈ B(H), las componentes conexas de (p + I) ∩ P esta´n
caracterizadas en [Ca85] como ⋃
k∈Z
{ p0 ∈ P : j(p, p0) = k }
Entonces si usamos que la funcio´n
ϕ : (v + I) ∩ I −→ (p+ I) ∩ P, ϕ(x) = x∗x,
es continua, resulta sencillo probar la inclusio´n buscada.
La afirmacio´n respecto a la cantidad numerable de conjuntos no vac´ıos se desprende
de la fo´rmula para un par de proyecciones (p, q) Fredholm dada por
j(p, q) = dim(R(p) ∩ ker(q))− dim(R(q) ∩ ker(p)).
En efecto, como ker(v∗v)⊕R(v∗v) = H, entonces, alguno de los dos subespacios ker(v∗v)
o R(v∗v) posee dimensio´n infinita. Luego, se pueden construir isometr´ıas aprovechando
esto.
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Observacio´n 5.1.7. La prueba anterior tambie´n muestra que la componente conexa de
v0 ∈ (v + I) ∩ I coincide con la o´rbita StI(v0).
5.2. Estructura de espacio homoge´neo reductivo
En esta seccio´n probamos que StI(v) es una subvariedad anal´ıtica real de v + I y un
espacio homoge´neo reductivo de UI(H) × UI(H). Resultados ana´logos son va´lidos para
SI(v) y el grupo UI(H), siendo en este caso las pruebas ma´s sencillas.
Primero probamos que la accio´n de UI(H) × UI(H) sobre StI(v) admite secciones
locales continuas.
Lema 5.2.1. La funcio´n
piv : UI(H)× UI(H) −→ StI(v) ⊂ v + I, piv((w, u)) = uvw∗,
posee secciones locales continuas. En particular, es un fibrado localmente trivial.
Demostracio´n. Sea v0 ∈ StI(v) tal que ‖v0 − v‖I < 1. La idea para hallar unitarios que
dependan continuamente de v0 esta´ adaptada de [ACM05]. Recordemos que ‖ . ‖ denota
la norma usual de operadores. Llamemos p = vv∗, p0 = v0v∗0, as´ı tenemos:
‖p− pp0‖ = ‖vv∗ − vv∗v0v∗0‖ ≤ ‖v∗(1− v0v∗0)‖
= ‖(v∗ − v∗0)(1− v0v∗0)‖ ≤ ‖v∗ − v∗0‖ ≤ ‖v0 − v‖I < 1.
Luego,
‖p− pp0p‖ ≤ ‖p− pp0‖ < 1.
Entonces obtenemos que pp0p es invertible en R(p). Tomando las inversas en R(p), si
denominamos s = p0(pp0p)−1/2 = p0|p0p|−1, notemos que
s∗s = (pp0p)−1/2p0(pp0p)−1/2 = (pp0p)−1/2(pp0p)(pp0p)−1/2 = p.
El siguiente paso es probar que ss∗ = p0. Primero chequeamos que p0p = s|p0p| es en
realidad la descomposicio´n polar, probando las siguientes condiciones:
i) s|p0p| = p0|p0p|−1|p0p| = p0p.
ii) Claramente R(p) = R(pp0p) ⊆ R(pp0) ⊆ R(p), i.e. R(p) = R(pp0). As´ı,
ker(s) = ker(p) = R(p)⊥ = R(pp0)⊥ = ker(p0p).
Como s es la isometr´ıa parcial dada por la descomposicio´n polar, su espacio final coincide
con R(p0p) = R(p0) (esta´ igualdad se puede probar como en 2. cambiando los roles de p0
y p). Luego, tenemos ss∗ = p0.
Por el mismo argumento de arriba,
‖(1− p)− (1− p)(1− p0)‖ = ‖p0 − pp0‖ < 1.
Entonces existe una isometr´ıa parcial s′ : ker(p) −→ ker(p0) que implementa la equivalen-
cia entre 1− p y 1− p0. Si definimos t = s+ s′, luego satisface t ∈ U(H) y tvv∗t∗ = v0v∗0.
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Ana´logamente, podemos construir w ∈ U(H) cumpliendo wv∗vw∗ = v∗0v0.
Observemos que las isometr´ıas tvw∗ y v0 poseen los mismos espacios iniciales y finales.
Entonces, tomando r = v0(tvw∗)∗ + 1− v0v∗0, claramente tenemos r ∈ U(H). Ma´s au´n,
rtvw∗ = v0(tvw∗)∗(tvw∗) + (1− v0v∗0)tvw∗ = v0v∗0v0 = v0 .
Finalmente, si tomamos u = rt ∈ U(H), y satisface uvw∗ = v0.
Afirmacio´n: u,w ∈ UI(H).
Para mostrar esto, recordemos que v0 − v ∈ I. Entonces p0 − p ∈ I. Luego,
|p0p|2 − p = pp0p− p = p(p0 − p)p ∈ I. (5.1)
Como |p0p| y p conmutan, podemos escribir
|p0p|2 − p = (|p0p|+ p)(|p0p| − p).
Ma´s au´n, |p0p|+ p es invertible en R(p), entonces por la igualdad (5.1) obtenemos
|p0p| − p = (|p0p|+ p)−1(|p0p|2 − p) ∈ I.
En particular, esto implica
|p0p|−1 − p = |p0p|−1(p− |p0p|) ∈ I.
Luego,
s− p = p0|p0p|−1 − p = (p0 − p)|p0p|−1 + p(|p0p|−1 − p) ∈ I.
Ana´logamente podemos mostrar que s′ − (1− p) ∈ I. Entonces,
t− 1 = (s− p) + (s′ − (1− p)) ∈ I.
Por un argumento similar tenemos que w ∈ UI(H). As´ı, si tenemos en cuenta que llamamos
r = v0(tvw∗)∗ + 1− v0v∗0, obtenemos
r − 1 = v0(tvw∗)∗ − v0v∗0
= v0(w − 1)v∗t∗ + v0v∗(t∗ − 1) + v0(v∗ − v∗0) ∈ I.
Por lo tanto, u = rt ∈ UI(H).
Afirmacio´n: La funcio´n
{ v0 ∈ StI(v) : ‖v0 − v‖I < 1 } ⊆ v + I −→ UI(H)× UI(H), v0 7→ (u(v0), w(v0))
es continua.
Para demostrar la afirmacio´n escribiremos a la funcio´n anterior como composicio´n de
funciones continuas. Primero, consideremos la siguiente funcio´n:
StI(v) −→ p+ pIp, v0 7→ v0v∗0p.
Es claramente continua. Observemos que debido a ser Cp+ pIp un a´lgebra de Banach con
una involucio´n, multiplicar y tomar inversas son funciones continuas, entonces
p+ pIp −→ p+ pIp, v0v∗0p 7→ v0v∗0p |v0v∗0p |−1
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es continua. Luego, si llamamos
s : StI(v) −→ p+ pIp, s(v0) = v0v∗0p |v0v∗0p |−1,
resulta una funcio´n continua. Ana´logomente, podemos probar que
s′ : StI(v) −→ 1− p+ (1− p)I(1− p), s′(v0) = (1− v0v∗0)(1− p)|(1− v0v∗0)(1− p) |−1,
define una funcio´n continua. Sumando estas funciones, obtenemos que
t : StI(v) −→ UI(H), t(v0) = s(v0) + s′(v0)
es una funcio´n continua. Por otro lado, como w esta´ constru´ıdo de forma ana´loga a t,
tenemos que v0 7→ w(v0) es continua. Entonces, la siguiente funcio´n, que ba´sicamente
consite en multiplicar y adjuntar,
r : StI(v) −→ UI(H), r(v0) = v0(t(v0)vw(v0)∗)∗ + 1− vv∗,
es continua. Por lo tanto, podemos concluir que v0 7→ (r(v0)t(v0), wv0)) es continua.
El mismo resultado puede ser probado para SI(v).
Corolario 5.2.2. La funcio´n
piv : UI(H) −→ SI(v) ⊂ v + I, piv(u) = uv,
posee secciones locales continuas. En particular, es un fibrado localmente trivial.
Notemos que el grupo de isotrop´ıa en v0 ∈ StI(v) de la accio´n de UI(H) × UI(H) sobre
StI(v) esta´ dado por
Gv0 = { (u,w) ∈ UI(H)× UI(H) : uv0 = v0w }.
El a´lgebra de Lie es
gv0 = { (x, y) ∈ Iah × Iah : xv0 = v0y }.
Recordemos que una estructura reductiva para StI(v) es una distribucio´n suave de espacios
horizontales {Fv0 : v0 ∈ StI(v) } que son suplementos para las a´lgebras de Lie de las
isotrop´ıas: Fv0 ⊕ gv0 = Iah × Iah. Cada Fv0 debe ser invariante bajo la accio´n interior de
Gv0 . Ahora estamos en condiciones de enunciar el principal resultado de esta seccio´n.
Teorema 5.2.3. Sea v ∈ B(H) una isometr´ıa parcial. Entonces StI(v) es una subvariedad
anal´ıtica real de v + I y la funcio´n
piv : UI(H)× UI(H) −→ StI(v), piv((w, u)) = uvw∗,
es una sumersio´n anal´ıtica real. Ma´s au´n, StI(v) es un espacio homoge´neo reductivo del
grupo UI(H)× UI(H).
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Demostracio´n. So´lo debemos aplicar el Lema 2.6.2 con G = UI(H)×UI(H), X = v + I y
x0 = v. Notemos que piv es abierta por el Lema 5.2.1. La diferencial de piv en 1 esta´ dada
por
δv := (piv)∗1 : Iah × Iah −→ I, δv(x, y) = xv − vy.
El nu´cleo de esta funcio´n es el a´lgebra de Lie de la isotrop´ıa en v que puede ser expresado
como
gv = { (
(
x11 0
0 x22
)
vv∗
,
(
v∗x11v 0
0 y22
)
v∗v
) : x11, x22, y11 ∈ Iah }. (5.2)
Aqu´ı los sub´ındices vv∗ y v∗v indican que la descomposicio´n matricial es con respecto a
estas proyecciones. Un complemento cerrado para gv es
Fv = { (
(
x11 x12
−x∗12 0
)
vv∗
,
(
0 y12
−y∗12 0
)
v∗v
) : x11 ∈ Iah, x12, y12 ∈ I }. (5.3)
El argumento dado en [AC05] para mostrar que el rango es cerrado no depende de la di-
mensio´n del rango de v. Lo repetimos brevemente a continuacio´n. Consideremos la funcio´n
lineal real:
Kv : I −→ I× I, Kv = (K1,K2),
K1(a) = 14vv
∗av∗ − 1
4
va∗vv∗ + (1− vv∗)av∗ − va∗(1− vv∗),
K2(a) = −14v
∗av∗v +
1
4
v∗va∗v − v∗a(1− v∗v) + (I − v∗v)a∗v.
Entonces puede probarse que δv ◦Kv ◦ δv = δv. Luego δv ◦Kv es un idempotente en I, cuyo
rango es cerrado e igual a δv. Como la accio´n es real anal´ıtica tenemos que StI(v) es una
subvariedad anal´ıtica real de v + I y piv es una sumersio´n anal´ıtica real.
Por lo tanto, StI(v) es es un espacio homoge´neo de UI(H) × UI(H). La estructura
reductiva esta´ dada por {Fv1 : v1 ∈ StI(v) } como en (5.3). Un ca´lculo directo uti-
lizando las representaciones matriciales de arriba muestra que estos suplementos cumplen
Ad(u,w)(Fv) = Fv, para todo (u,w) ∈ Gv.
Ahora consideramos el caso SI(v). Observemos que el grupo de isotrop´ıa en v0 de la accio´n
de UI(H) sobre SI(v) esta´ dado por
Gv0 = {u ∈ UI(H) : uv0 = v0 }.
El a´lgebra de Lie es
gv0 = {x ∈ Iah : xv0 = 0 }.
Corolario 5.2.4. Sea v ∈ B(H) una isometr´ıa parcial. Entonces SI(v) es una subvariedad
anal´ıtica real de v + I y la funcio´n
piv : UI(H) −→ SI(v), piv(u) = uv,
es una sumersio´n anal´ıtica real. Ma´s au´n, SI(v) es un espacio homoge´neo reductivo de
UI(H).
Demostracio´n. Se prueba aplicando el Lema 2.6.2 con G = UI(H), X = v + I y x0 = v.
Es un corolario de la demostracio´n del Teorema 5.2.3.
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5.3. Completitud como espacios me´tricos
En esta seccio´n probamos que StI(v) y SI(v) son espacios me´tricos completos con
la distancia rectificable dada por la me´trica del ambiente y la me´trica cociente. Primero
consideraremos StI(v). Teniendo en cuenta que piv0 es una sumersio´n, el espacio tangente
de StI(v) en v0 es
(TStI(v) )v0 = {xv0 − v0y : x, y ∈ Iah }.
A continuacio´n describiremos dos me´tricas que resultan invariantes para la accio´n de
UI(H) × UI(H) sobre StI(v). Dado xv0 − v0y ∈ (TStI(v) )v0 definimos la me´trica de
Finsler del ambiente por
Fa(xv0 − v0y) := ‖xv0 − v0y‖I.
Por otro lado, podemos construir una me´trica de Finsler cociente natural. Fijada una
funcio´n gauge sime´trica Φ en R2, y dado xv0 − v0y ∈ (TStI(v) )v0 definimos la me´trica
de Finsler cociente por
Fq(xv0 − v0y) := ı´nf{ Φ( ‖x+ a‖I , ‖y + b‖I ) : av0 = v0b, a, b ∈ Iah }.
De hecho, en cada espacio tangente, resulta ser la norma cociente de (Iah × Iah)/Gv0 .
Ahora mostraremos que ambas me´tricas son equivalentes con cotas que no dependen de
v, del ideal I y de la funcio´n sime´trica Φ.
Proposicio´n 5.3.1. Sea xv0 − v0y ∈ (TStI(v))v0. Entonces:
1
4
Fq(xv0 − v0y) ≤ Fa(xv0 − v0y) ≤ 2Fq(xv0 − v0y).
Demostracio´n. Notemos que como ambas me´tricas son invariantees para la accio´n podemos
suponer v = v0. Usaremos la siguiente desigualdad elemental (ver [GK60]): Para toda
funcio´n gauge sime´trica Φ y (x, y) ∈ R2 tenemos
ma´x{ |x| , |y| } ≤ Φ(x, y) ≤ |x|+ |y|. (5.4)
Para probar la primera desigualdad, observemos que para todo (a, b) ∈ gv obtenemos
Fq(xv0 − v0y) ≤ Φ( ‖x+ a‖I , ‖y + b‖I ) ≤ 2 ma´x{ ‖x+ a‖I , ‖y + b‖I }. (5.5)
En particular, podemos elegir
a =
( −x11−vy11v∗
2 0
0 −x22
)
, b =
( −v∗x11v−y11
2 0
0 −y22
)
,
donde las descomposiciones matriciales son respecto a las mismas proyecciones que en
(5.2). Luego,
‖x+ a‖I =
∥∥∥∥( x11−vy11v∗2 x12−x∗12 0
)∥∥∥∥
I
≤
∥∥∥∥( x11−vy11v∗2 0−x∗12 0
)∥∥∥∥
I
+
∥∥∥∥( 0 x120 0
)∥∥∥∥
I
=
∥∥∥∥( x11v−vy112 0−x∗12v 0
)∥∥∥∥
I
+
∥∥∥∥( 0 x12v0 0
)∥∥∥∥
I
≤ 2
∥∥∥∥( x11v − vy11 0−x∗12v 0
)∥∥∥∥
I
≤ 2
∥∥∥∥( x11v − vy11 vy12−x∗12v 0
)∥∥∥∥
I
= 2 ‖xv − vy‖I.
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Un argumento similar muestra que ‖y + b‖I ≤ 2 ‖xv − vy‖I. Por lo tanto, por (5.5)
obtenemos
1
4
Fq(xv0 − v0y) ≤ Fa(xv0 − v0y).
Para probar la otra desigualdad, fijemos  > 0 y tomemos (a, b) ∈ gv tal que
Φ(‖x+ a‖I , ‖y + b‖I ) < Fq(xv − vy) + .
Entonces por (5.4) tenemos
Fa(xv − vy) = ‖xv − vy‖I = ‖(x+ a)v − v(y + b)‖I
≤ ‖x+ a‖I + ‖y + b‖I ≤ 2Φ( ‖x+ a‖I , ‖y + b‖I )
< 2Fq(xv − vy) + 2.
Por lo tanto, podemos concluir
Fa(xv − vy) ≤ 2Fq(xv − vy),
y la proposicio´n queda demostrada.
Observacio´n 5.3.2. Cuando consideramos los operadores de Hilbert-Schimidt B2(H) y la
funcio´n sime´trica es la norma eucl´ıdea en R2 tenemos que
Fa(xv0 − v0y) =
√
2Fq(xv0 − v0y). (5.6)
En este caso, la norma cociente puede ser expl´ıcitamente calculada como mostramos a
continuacio´n. Definamos la proyeccio´n real acotada sobre gv0 por
Pv0 : B2(H)ah × B2(H)ah −→ gv0 ,
Pv0
(( x11 x12
−x∗12 x22
)
,
(
y11 y12
−y∗12 y22
))
=
(( x11+vy11v∗
2 0
0 x22
)
,
(
v∗x11v+y11
2 0
0 y22
))
.
Es fa´cil ver que Pv0 es la proyeccio´n ortogonal sobre gv0 si uno considera en B2(H)×B2(H)
el producto interno inducido
〈(a1, b1), (a2, b2)〉 = Tr(a1a∗2) + Tr(b1b∗2),
donde Tr denota a la traza usual. Luego, la expresio´n de la norma cociente se reduce a
Fq(xv0 − v0y) = ‖ (1− Pv0)((x, y)) ‖2,
donde ‖ . ‖2 es la norma de Hilbert-Schmidt en B2(H)×B2(H) dada por el producto interior
de ma´s arriba. Ahora la igualdad enunciada en (5.6) resulta de un ca´lculo directo.
Medimos la longitud de una curva suave a trozos γ(t) en StI(v) definida en 0 ≤ t ≤ 1 por
La(γ) =
∫ 1
0
Fa(γ˙(t)) dt.
Luego, la distancia rectificable esta´ dada por
da(v1, v2) = ı´nf{La(γ) : γ es una curva suave a trozos uniendo γ(0) = v1 con γ(1) = v2 }.
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Observacio´n 5.3.3. Como estamos en una variedad de Finsler de dimensio´n infinita,
deber´ıamos probar que da( . , . ) es una me´trica en StI(v). El u´nico hecho no trivial es
chequear que da(v1, v2) = 0 implica v1 = v2. Sea γ una curva suave en StI(v) uniendo
v1 y v2, entonces como la recta es la curva de menor longitud en todo espacio vectorial
normado,
‖v1 − v2‖I ≤
∫ 1
0
Fa(γ˙(t)) dt.
Luego, obtenemos
‖v1 − v2‖I ≤ da(v1, v2), (5.7)
que claramente prueba nuestra afirmacio´n.
Sea p ∈ B(H) una proyeccio´n ortogonal y I cualquier ideal de Banach, llamaremos la I-
Grassmanniana Gr(p)I correspondiente a la polarizacio´n H = R(p)⊕R(p)⊥ a la o´rbita
dada por
Gr(p)I = {upu∗ : u ∈ UI(H) }.
Cuando p posee rango y corango de dimensio´n infinita e I es el ideal de los operadores de
Hilbert-Schmidt esta o´rbita coincide con la componente conexa de la Grassmanniana
de Sato que contiene a p (ver [AL08], [BR07b], [PS86]).
Por el Lema 5.1.1 tenemos que q ∈ Gr(p)I si y so´lo si p − q ∈ I y j(p, q) = 0. Ahora
necesitamos mostrar que Gr(p)I es cerrada con la norma del ideal.
Lema 5.3.4. Sea p ∈ B(H) una proyeccio´n ortogonal. Sea (pn)n una sucesio´n en Gr(p)I
tal que l´ım
n→∞‖pn − p0‖I = 0. Entonces p0 ∈ Gr(p)I.
Demostracio´n. Es inmediato que p0 es una proyeccio´n ortogonal cumpliendo p − p0 ∈ I.
So´lo debemos probar que j(p0, p) = 0. Fijemos n ≥ 1 cumpliendo ‖p0 − pn‖I < 1. Como
j(pn, p) = 0, si utilizamos la fo´rmula para el ı´ndice probada en [ASS94], obtenemos
j(p0, p) = j(p0, pn) + j(pn, p) = j(p0, pn).
El hecho que j(p0, pn) 6= 0 es equivalente con dim(ker(p0)∩R(pn)) 6= dim(ker(pn)∩R(p0)).
Supongamos que dim(ker(p0) ∩ R(pn)) > dim(ker(pn) ∩ R(p0)), en particular existe ξ ∈
ker(p0) ∩R(pn), ‖ξ‖ = 1. Luego, tenemos una contradiccio´n porque
1 = ‖ξ‖ = ‖(p0 − pn)ξ‖ ≤ ‖p0 − pn‖ ≤ ‖p0 − pn‖I < 1.
El mismo argumento sirve para el caso dim(ker(p0)∩R(pn)) < dim(ker(pn)∩R(p0)).
Utilizando la caracterizacio´n espacial de StI(v) dada en la Seccio´n 5.1 probaremos breve-
mente que es un espacio me´trico completo con la distancia rectificable.
Teorema 5.3.5. StI(v) es un espacio me´trico completo con la distancia rectificable da.
Demostracio´n. Sea (vn)n una sucesio´n de Cauchy en StI(v) para la me´trica da. Por la
desigualdad (5.7), (vn)n≥1 es tambie´n de Cauchy para la norma ‖ .‖I. Como I es un
espacio de Banach, existe v0 ∈ v + I tal que ‖vn − v0‖I → 0. Utilizando el Lema 5.3.4
obtenemos que v0 ∈ StI(v).
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En el Lema 5.2.1 probamos que piv0 : UI(H) × UI(H) −→ StI(v) posee seciones lo-
cales continuas. Por lo tanto, para n ≥ 1 suficientemente grande existen un, wn ∈ UI(H)
cumpliendo vn = unv0w∗n, ‖un − 1‖I → 0 y ‖wn − 1‖I → 0. Como UI(H) es un grupo
de Lie-Banach, la funcio´n exponencial es un difeomorfismo local (prueba como en la Ob-
servacio´n 4.2.8), entonces existen xn, yn ∈ Iah tales que vn = exnv0e−yn , ‖xn‖I → 0 y
‖yn‖I→ 0. Tomando las curvas γn(t) = etxnv0e−tyn , conclu´ımos que
da(vn, v0) ≤ La(γn) ≤ ‖xn‖I + ‖yn‖I→ 0,
y el teorema queda demostrado.
En SI(v) podemos probar el mismo resultado. Como la funcio´n piv0 : UI(H) −→ SI(v) es
una sumersio´n, el espacio tangente de SI(v) en v0 esta´ dado por
(TSI(v) )v0 = {xv0 : x ∈ Iah }.
La me´trica de Finsler cociente en SI(v) se reduce a la siguiente expresio´n:
‖xv0‖v0 = ı´nf{ ‖x+ a‖I : av0 = 0, a ∈ Iah }.
Corolario 5.3.6. SI(v) es un espacio me´trico completo con la distancia da.
Demostracio´n. Es suficiente mostrar que SI(v) es da-cerrado en StI(v). Ma´s au´n, pro-
baremos que SI(v) es ‖ .‖I-cerado en StI(v). Sea (vn)n una sucesio´n en SI(v) tal que
‖vn−v0‖I→ 0, donde v0 ∈ StI(v). Basta con probar que ker(v0) = ker(v). Sea ξ ∈ ker(v0),
‖ξ‖ = 1. Para todo n ≥ 1,
‖vnξ‖ = ‖(vn − v0)ξ‖ ≤ ‖vn − v0‖ ≤ ‖vn − v0‖I→ 0.
Como vn ∈ SI(v), existe un ∈ UI(H) cumpliendo vn = unv. Entonces,
‖vξ‖ = ‖u∗nvnξ‖ = ‖vnξ‖,
lo que implica
‖vξ‖ = l´ım
n→∞‖vnξ‖ = 0.
Para probar la otra inclusio´n sea ξ ∈ ker(v) = ker(vn), ‖ξ‖ = 1. Observemos que
‖v0ξ‖ ≤ ‖(v0 − vn)ξ‖ ≤ ‖v0 − vn‖ ≤ ‖v0 − vn‖I→ 0,
entonces tenemos ξ ∈ ker(v0), y la prueba esta´ completa.
Notemos que hay una distancia rectificable d inducida por la me´trica de Finsler cociente
Fq cuando medimos la longitud las curvas suaves a trozos γ(t) en StI(v) por
L(γ) =
∫ 1
0
Fq(γ˙(t)) dt.
El siguiente resultado es inmediato de la Proposicio´n 5.3.1.
Corolario 5.3.7. SI(v) y StI(v) son espacios me´tricos completos con la distancia recti-
ficable d.
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5.4. Caracterizacio´n de la distancia rectificable
En esta seccio´n damos una caracterizacio´n de la distancia rectificable en StI(v) como la
distancia cociente de grupos. Dotamos a UI(H) con la me´trica de Finsler del ambiente, es
decir, ‖(x, y)‖ = Φ( ‖x‖I, ‖y‖I ) para (x, y) ∈ u1Iah × u2Iah = (T (UI(H)×UI(H)))(u1,u2).
Aqu´ı nuevamente Φ es una norma sime´trica en R2.
Medimos la longitud de una curva suave Γ(t) = (Γ1(t),Γ2(t)), t ∈ [0, 1], como
LI(Γ) =
∫ 1
0
‖(Γ˙1, Γ˙2)‖ dt.
Esto induce una distancia rectificable en UI(H)× UI(H) dada por
dI((u0, w0), (u1, w1)) = ı´nf{LI(Γ) : Γ ⊂ UI(H)×UI(H), Γ(0) = (u0, w0), Γ(1) = (u1, w1) }.
El siguiente resultado prueba que la distancia rectificable en StI(v) puede ser aproxi-
mada levantando curvas al grupo UI(H) × UI(H). Esta prueba esta´ adaptada de [AL09]
con la diferencia que utilizamos cualquier norma de Banach y no asumimos que la norma
cociente se realice.
Lema 5.4.1. Sean v0, v1 ∈ StI(v). Entonces
d(v0, v1) = ı´nf{LI(Γ) : Γ ⊂ UI(H)× UI(H), piv0(Γ(0)) = v0, piv0(Γ(1)) = v1 },
donde las curvas Γ consideradas son continuas y C1 a trozos.
Demostracio´n. Consideremos Γ una curva C1 en UI(H)×UI(H) cumpliendo piv0(Γ(0)) = v0
y piv0(Γ(1)) = v1. Observemos que como la funcio´n
piv0 : UI(H)× UI(H) −→ StI(v), piv0((u,w)) = uv0w∗,
es una sumersio´n anal´ıtica real siempre hay de estas curvas. Ahora notemos que la funcio´n
anterior reduce la longitud de curvas con las me´tricas previamente definidas en cada va-
riedad. Como la accio´n es isome´trica, basta con chequear que la diferencial en la identidad
δv0 : Iah × Iah −→ (TStI(v))v0 , δv0((x, y)) = xv0 − v0y.
es contractiva. Aunque esto resulta inmediato de la definicio´n de la me´trica cociente en
StI(v). Por lo tanto, tenemos d(v0, v1) ≤ L(piv0(Γ)) ≤ LI(Γ).
Para terminar la prueba, debemos probar que dada γ en StI(v) podemos aproximar
L(γ) con longitudes de curvas en UI(H)×UI(H) uniendo las fibras de v0 y v1. Fijemos  > 0.
Sea 0 = t0 < t1 < . . . < tn = 1 una particio´n uniforme de [0, 1] (∆ti = ti − ti−1 = 1/n) tal
que se cumpla:
1. ‖γ˙(s)− γ˙(s′)‖I < /4 si s, s′ esta´n en el mismo intervalo que [ti−1, ti].
2. |L(γ)−∑n−1i=0 ‖γ˙(ti)‖γ(ti)∆ti | < /2.
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Por otro lado, para cada i = 0, . . . , n − 1, existen xi , yi ∈ Iah tales que δγ(ti)((xi, yi)) =
γ˙(ti) y ‖(xi, yi)‖ ≤ ‖γ˙(ti)‖γ(ti) + /2.
Consideremos la siguiente curva Γ en UI(H)× UI(H):
Γ(t) =

(etx0 , ety0) t ∈ [0, t1)
(e(t−t1)x1et1x0 , e(t−t1)y1et1y0) t ∈ [t1, t2)
. . . . . .
(e(t−tn−1)xn−1 . . . e(t2−t1)x1et1x0 , e(t−tn−1)yn−1 . . . e(t2−t1)y1et1y0) t ∈ [tn−1, 1]
Entonces Γ es continua, suave a trozos, Γ(0) = (1, 1) y
LI(Γ) =
n−1∑
i=0
‖(xi, yi)‖∆ti ≤
n−1∑
i=0
‖γ˙(ti)‖γ(ti)∆ti + /2 ≤ L(γ) + .
Afirmamos ahora que piv0(Γ(1)) esta´ cerca de v0. Para ser ma´s claros en la prueba, denote-
mos α(t) = piv0(e
tx0 , ety0)− γ(t), entonces α(0) = 0, y usando el teorema del valor medio
en espacios de Banach,
‖piv0(et1x0 , et1y0)− γ(t1)‖I = ‖α(t1)− α(0)‖I ≤ ‖α˙(s1)‖I ∆t1,
para algu´n s1 ∈ [0, t1]. Expl´ıcitamente,
‖piv0(et1x0 , et1y0)− γ(t1)‖I ≤ ‖es1x0δv0((x0, y0))e−s1y0 − γ˙(s1)‖I ∆t1.
Notemos que δv0((x0, y0)) = γ˙(0), y adema´s
‖es1x0 γ˙(0)e−s1y0 − γ˙(s1)‖I ≤ ‖es1x0 γ˙(0)e−s1y0 − γ˙(0)‖I + ‖γ˙(0)− γ˙(s1)‖I
El segundo sumando esta´ acotado por /4. El primer sumando puede ser acotado del
siguiente modo:
‖es1x0 γ˙(0)e−s1y0 − γ˙(0)‖I = ‖(es1x0 − 1)γ˙(0)− γ˙(0)(e−s1y0 − 1)‖I
≤ ‖γ˙(0)‖I ‖(es1x0 − 1, e−s1y0 − 1)‖ ≤M∆t1
donde M := ma´xt∈[0 , 1] ‖γ˙(t)‖I. As´ı,
‖piv0(et1x0 , et1y0)− γ(t1)‖I ≤ (M∆t1 + /4)∆t1
A continuacio´n necesitamos estimar ‖piv0( (e(t2−t1)x1et1x0 , e(t2−t1)y1et1y0) )− γ(t2)‖I que es
menor o igual que
‖e(t2−t1)x1et1x0v0e−t1y0e−(t2−t1)y1 − e(t2−t1)x1γ(t1)e−(t2−t1)y1‖I +
‖e(t2−t1)x1γ(t1)e−(t2−t1)y1 − γ(t2)‖I .
El primer sumando puede ser acotado por
‖e(t2−t1)x1(et1x0v0e−t1y0 − γ(t1))e−(t2−t1)y1‖I = ‖et1x0v0e−t1y0 − γ(t1)‖I
≤ (M∆t1 + /4)∆t1.
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La segunda diferencia puede ser tratada ana´logamente a la primera diferencia ma´s arriba,
‖e(t2−t1)x1γ(t1)e−(t2−t1)y1 − γ(t2)‖I ≤ (M∆t2 + /4)∆t2 = (M/n+ /4)/n.
Por lo tanto obtenemos
‖piv0( Γ(t2) )− γ(t2)‖I ≤ 2(M/n+ /4)/n.
Entonces por induccio´n tenemos
‖piv0(Γ(tn−1))− v1‖I ≤M/n+ /4 < /2,
si elegimos n lo suficientemente grande. La prueba puede completarse utilizando que piv0
tiene secciones locales continuas, entonces podemos unir Γ(tn−1) con la fibra de v1 con
una curva de longitud arbitrariamente pequen˜a.
Observacio´n 5.4.2. La funcio´n exponencial exp : Iah −→ UI(H), expUI(H)(z) = ez es
suryectiva. Ma´s au´n, tenemos que
expUI(H)({ z ∈ Iah : ‖z‖ ≤ pi }) = UI(H).
Inclu´ımos brevemente un argumento para probar tal afirmacio´n. Sea u ∈ UI(H), entonces
utilizando ca´lculo funcional Boreliano es posible hallar x = x∗ tal que ‖x‖ ≤ pi y eix = u.
Cualquier ideal bila´tero esta´ contenido en el ideal K(H) de los operadores compactos,
entonces eix = 1 + a, a ∈ I ⊂ K(H). Un argumento estandar muestra que x ∈ K(H).
Luego el espectro de x consiste en una cantidad numerable de autovalores no nulos de
multiplicidad finita y el cero.
Por otro lado, tenemos la acotacio´n
(1− pi
2
12
)1/2|t| ≤ |eit − 1|, (5.8)
para t ∈ [−pi, pi]. Como el ca´lculo funcional es positivo
(1− pi
2
12
)1/2|x| ≤ |eix − 1|.
Entonces, si µn( . ) denota los valores singulares de un operador, obtenemos la correspon-
diente desigualdad para los valores singulares (1− pi212 )1/2µn(x) ≤ µn(eix − 1), para n ∈ N.
Por la propiedad de dominacio´n (ver [GK60, p.82]), y el hecho que eix − 1 ∈ I, podemos
concluir que x ∈ I.
Lema 5.4.3. Sean u0, u1, w0, w1 ∈ UI(H), entonces
(1− pi
2
12
)1/2dI((u0, u1), (w0, w1)) ≤ Φ(‖u0 − w0‖I, ‖u1 − w1‖I) ≤ dI((u0, u1), (w0, w1)).
En particular, (UI(H) × UI(H), dI) es un espacio me´trico completo y Gv es un subgrupo
dI-cerrado.
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Demostracio´n. Claramente podemos suponer que u0 = u1 = 1 ya que la multiplicacio´n
es isome´trica. Dado  > 0, existe Γ = (Γ0,Γ1) ⊂ UI(H) × UI(H) tal que Γ(0) = (1, 1),
Γ(1) = (w0, w1) y
LI(Γ) < dI((1, 1), (w0, w1)) + .
Entonces, como las rectas son curvas de longitud minimal en todo espacio vectorial, tene-
mos
Φ(‖1− w0‖I, ‖1− w1‖I) ≤
∫ 1
0
Φ(‖Γ˙0‖I, ‖Γ˙0‖I) dt = LI(Γ) < dI((1, 1), (w0, w1)) + .
La desigualdad buscada es va´lida pues  es arbitrario. Para probar la desigualdad al reve´s,
consideremos x0, x1 ∈ Iah con ‖xj‖ ≤ pi cumpliendo ex0 = w0 y ex1 = w1. Notemos que es
posible por la Observacio´n 5.4.2. Entonces la curva Γ(t) = (etx0 , etx1), t ∈ [0, 1], une (1, 1)
y (w0, w1). Luego,
dI((1, 1), (w0, w1)) ≤ LI(Γ) = Φ(‖x0‖I, ‖x1‖I).
Ahora, aplicando la cota de (5.8), y pasando a la correspondiente desigualdad entre valores
singulares, tenemos
dI((1, 1), (w0, w1)) ≤ Φ(‖x0‖I, ‖x1‖I) ≤ (1− pi
2
12
)−1/2Φ(‖1− w0‖I, ‖1− w1‖I),
lo que prueba la desigualdad que faltaba.
La completitud de (UI(H) × UI(H), dI) se sigue de las cotas halladas. En efecto, si
(un, wn)n es una sucesio´n de Cauchy con la distancia dI, tambie´n es de Cauchy para
Φ(‖ . ‖I, ‖ . ‖I). Como UI(H) es completo con la norma ‖ . ‖I, entonces exiten u0, w0 ∈
UI(H) tales que ‖un − u0‖I → 0 y ‖wn − w0‖I → 0. Es inmediato de las cotas de arriba
que (u0, w0) es el l´ımite de (un, wn)n con la distancia dI.
Por u´ltimo, el subgrupo de isotrop´ıa Gv es dI-cerrado por las cotas probadas y el hecho,
sencillo de verificar, de ser Gv un subgrupo cerrado con la norma del ideal.
El principal resultado de esta seccio´n es una versio´n del Teorema 3.4.2 para variedades
de Stiefel. La prueba muestra como se puede razonar de la misma forma y caracterizar la
distancia rectificable como la distancia cociente de grupos dada en el Lema 3.4.1 v´ıa la
identificacio´n StI(v) ∼= (UI(H) × UI(H))/Gv. A su vez, esto da una nueva prueba de la
completitud de StI(v) con la distancia rectificable.
Teorema 5.4.4. Sean v una isometr´ıa parcial, u0, w0, u1, w1 ∈ UI(H), y
d˙I(u0vw∗0 , u1vw
∗
1) = ı´nf{ dI( (u0, w0) , (u1u,w1w) ) : (u,w) ∈ Gv }.
Entonces d˙I = d, donde d es la distancia rectificable en StI(v). En particular, (StI(v), d)
es un espacio me´trico completo y d metriza la topolog´ıa cociente.
Demostracio´n. La distancia cociente d˙I esta´ bien definida porque Gv es dI-cerrado en
UI(H)×UI(H). Ma´s au´n, como multiplicar por unitarios es isome´trico, puede ser calculada
como
d˙I(u0vw∗0 , u1vw
∗
1) = ı´nf{ dI( (u0, w0) , (u1u,w1w) ) : (u,w) ∈ Gv }.
Para probar la desigualdad entre las distancias fijemos  > 0. Por el Lema 5.4.1 existe una
curva Γ en UI(H)× UI(H) cumpliendo
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1. Γ(0) = (u0, w0), Γ(1) = (u1u,w1w), con (u,w) ∈ Gv.
2. LI(Γ) < d(u0vw∗0, u1vw∗1) + .
Luego, tenemos
d˙I(u0vw∗0 , u1vw
∗
1) ≤ dI( (u0, w0) , (u1u,w1w) ) ≤ LI(Γ) < d(u0vw∗0, u1vw∗1) + .
Como  > 0 es arbitrario, obtenemos la primera desigualdad.
Para probar la otra desigualdad notemos que dado  > 0, existe (u,w) ∈ Gv cumpliendo
dI( (u0, w0) , (u1u,w1w) ) < d˙I(u0vw∗0 , u1vw∗1) + . Entonces existe una curva Γ contenida
en UI(H)× UI(H) tal que Γ(0) = (u0, w0), Γ(1) = (u1u,w1w) y
LI(Γ) < dI( (u0, w0) , (u1u,w1w) ) + .
En consecuencia, tenemos
d(u0vw∗0, u1vw
∗
1) ≤ LI(Γ) < dI( (u0, w0) , (u1u,w1w) ) +  < d˙I(u0vw∗0 , u1vw∗1) + 2.
Por lo tanto, hemos probado la igualdad d˙I = d. La completitud de (StI(v), d) y que d
metriza la topolog´ıa cociente se infieren del Lema 3.4.1.
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Cap´ıtulo 6
Curvas minimales en variedades
de Stiefel
El problema de hallar curvas minimales en la I-variedad de Stiefel claramente depende
de la norma del ideal I. El problema de valores iniciales fue resuelto en [ALR09] en el
contexto general de espacios homoge´neos de los grupos unitarios p-Schatten (p entero par).
Como la variedad de Stiefel asociada al grupo unitario p-Schatten esta´n dentro de este
contexto, el problema de valores iniciales ya esta´ entendido. Entre los problemas acerca
de curvas minimales con diferentes normas que au´n no esta´n resueltos, en esta seccio´n
nos interesamos en curvas minimales en las K(H)-variedades de Stiefel, donde K(H) es el
ideal de los operadores compactos. Denotemos por Stc(v) a la K(H)-variedad de Stiefel
generalizada asociada a una isometr´ıa parcial v. Es decir,
Stc(v) = {v0 ∈ I : v − v0 ∈ K(H), j(v∗0v0, v∗v) = 0 }.
El grupo de isotrop´ıa en v0 ∈ Stc(v) y su a´lgebra de Lie gv0 se calculan como ya hicimos en
el caso general de cualquier ideal de Banach. La me´trica de Finsler cociente de un vector
tangente xv0 − v0y ∈ (TStc(v))v0 esta´ dada por
‖xv0 − v0y‖v0 = ı´nf{ ‖(x+ a, y + b)‖ : av0 = v0b, a, b ∈ K(H)ah }.
Aqu´ı tomamos como norma del producto ‖(x, y)‖ = ma´x{ ‖x‖ , ‖y‖ }, donde ‖ . ‖ es la
norma usual de operadores. Recordemos que Stc(v) es una subvariedad anal´ıtica real de
v + K(H) y un espacio homoge´neo del grupo unitario Fredholm, el cual lo denotaremos
por
Uc(H) = {u ∈ U(H) : u− 1 ∈ K(H) }.
En el art´ıculo [AL09] se demuestran las propiedades me´tricas de este grupo que damos
a continuacio´n. La longitud de una curva Γ(t), t ∈ [0, 1], en Uc(H) esta´ medida con la
me´trica de Finsler dada por la norma de operadores dada por
L∞(Γ) =
∫ 1
0
‖Γ˙(t)‖ dt.
Las curvas Γ(t) = uetz, donde u ∈ Uc(H) y z ∈ K(H)ah tales que ‖z‖ ≤ pi son curvas
de longitud minimal a lo largo de su recorrido. Entonces dotamos a Uc(H)× Uc(H) de la
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me´trica producto inducida por la norma producto: ‖(x0, x1)‖ = ma´x{ ‖x0‖ , ‖x1‖ }, para
(x0, x1) ∈ u0K(H)ah × u1K(H)ah. El funcional longitud en Uc(H) × Uc(H) de una curva
Γ = (Γ1,Γ2) lo denotaremos tambie´n por L∞(Γ) ya que no se presentara´n confusiones con
el funcional longitud en Uc(H). Notemos que si Γ1, Γ2 son geode´sicas minimales en Uc(H),
es sencillo ver que Γ = (Γ1,Γ2) es una geode´sica minimal en Uc(H) × Uc(H), si medimos
las longitudes con la me´trica producto. Con respecto a las correspondientes distancias
rectificables en Uc(H) y Uc(H)× Uc(H), ambas las denotaremos por d∞.
6.1. Compactos y el problema de valores iniciales
En [DMR04] el problema de valores iniciales para espacios homoge´neos del grupo unitario
se resuelve en la categor´ıa de a´lgebras de von Neumann con unidad. En nuestro caso, no
podemos utilizar las mismas te´cnicas porque gv no es la parte antihermitiana de ningu´n
a´lgebra de von Neumann. En efecto, el conjunto de los pares (a, b) tales que av = vb
no es autoadjunto ni cerrado en la topolog´ıa de´bil de operadores. Sin embargo, podemos
adaptar el argumento de convexidad dado en [AL09] para hallar curvas minimales cuando
la isometr´ıa parcial v tiene rango finito.
Sean v una isometr´ıa parcial y v0 ∈ Stc(v). Un par (x1, y1) ∈ K(H)ah×K(H)ah tal que
x1v0 − v0y1 = xv0 − v0y y ‖(x1, y1)‖ = ‖xv0 − v0y‖v0 sera´ llamado levantado minimal
para el vector tangente xv0−v0y. Los levantados minimales son importantes para nosotros
porque a partir de estos podemos hallar curvas minimales. El siguiente resultado establece
la existencia de levantados minimales cuando v tiene rango finito.
Proposicio´n 6.1.1. Sea v0 ∈ Stc(v), siendo v una isometr´ıa parcial de rango finito. Sean
x, y ∈ K(H)ah, entonces existe (a, b) ∈ gv0 cumpliendo ‖xv0 − v0y‖v0 = ‖(x+ a, y + b)‖.
Demostracio´n. Como la accio´n es isome´trica podemos suponer v = v0. Podemos argumen-
tar como en el Teorema 6.1 en [DMR04] para encontrar una sucesio´n ((an, bn))n en gv tal
que (an, bn)→ (a, b) en la topolog´ıa de´bil de operadores y ‖(x+ a, y + b)‖ = ‖xv − vy‖v.
Notemos que a, b ∈ B(H)ah y av = vb, pero a, b pueden no ser compactos.
Denotamos la proyeccio´n final de v por p = vv∗ y q = v∗v la proyeccio´n inicial de v.
Para obtener operadores compactos que realicen la norma cociente, notemos que av = vb
si y so´lo si ap = pa, bq = qb y qbq = v∗av. Luego el par (a, b) puede ser escrito como:
a =
(
a11 0
0 a22
)
p
, b =
(
v∗a11v 0
0 b22
)
q
.
Aqu´ı los sub´ındices p = vv∗ y q = v∗v indican que las matrices esta´n siendo pensadas
respecto a estas proyecciones.
Recordemos la solucio´n de Krein al problema de extensio´n para un operador autoad-
junto (ver [Kr47]): Dada una matriz 2× 2 de operadores(
X Y
Y ∗ ?
)
encontrar un operador Z de manera tal que la matriz de operadores resultante posea
norma mı´nima. M. G. Krein probo´ en [Kr47] que siempre hay una solucio´n y puede no ser
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u´nica, au´n en el contexto de operadores no acotados. Ma´s recientemente, Davis, Kahan y
Weinberger [DKW82] construyeron fo´rmulas expl´ıcitas para Z. En particular, mostraron
que si la matriz incompleta tiene operadores compactos como entradas entonces existe una
solucio´n compacta Z.
Como v posee rango finito, el operador a11 tambie´n tiene rango finito. De acuerdo al
problema de extensio´n, podemos agregar un operador compacto a′22 : p(H)⊥ −→ p(H)⊥
tal que ∥∥∥∥( x11 + a11 x12−x∗12 x22 + a′22
)∥∥∥∥ ≤ ∥∥∥∥( x11 + a11 x12−x∗12 x22 + a22
)∥∥∥∥.
Si repetimos este argumento para encontrar ahora un operador compacto antihermitiano
b′22 : q(H)⊥ −→ q(H)⊥ cumpliendo∥∥∥∥( y11 + v∗a11v y12−y∗12 y22 + b′22
)∥∥∥∥ ≤ ∥∥∥∥( y11 + v∗a11v y12−y∗12 y22 + b22
)∥∥∥∥.
Ahora si llamamos
a′ =
(
a11 0
0 a′22
)
, b′ =
(
v∗a11v 0
0 b′22
)
.
Entonces se verifica
‖(x+ a′, y + b′)‖ ≤ ‖(x+ a, y + b)‖ = ‖xv − vy‖v.
Por lo tanto, hemos obtenido ‖(x+ a′, y + b′)‖ = ‖xv − vy‖v, con (a′, b′) ∈ gv.
Nuestra solucio´n del problema de valores iniciales depende del siguiente resultado de con-
vexidad de la distancia rectificable en Uc(H).
Lema 6.1.2. (Teorema 2.7 en [AL09]) Sean u ∈ Uc(H) y β : [0, 1] −→ Uc(H) una curva
minimal tal que d∞(u, β) < pi/2. Entonces g(s) = d∞(u, β(s)), s ∈ [0, 1] es una funcio´n
convexa.
Lo utilizaremos con una pequen˜a modificacio´n. En realidad, necesitamos una versio´n para
Uc(H)× Uc(H).
Lema 6.1.3. Sean u,w ∈ Uc(H) y β : [0, 1] −→ Uc(H)×Uc(H) una curva minimal tal que
d∞((u,w), β) < pi/2. Entonces g(s) = d∞((u,w), β(s)), s ∈ [0, 1] es una funcio´n convexa.
Demostracio´n. Como conocemos las curvas minimales de Uc(H), entonces podemos cons-
truir β = (β1, β2) una curva de longitud minimal en Uc(H) × Uc(H). Esta tambie´n
posee longitud minimal en Uc(H ⊕ H), que resulta ser el grupo unitario de Fredholm
de B(H⊕H). Entonces dados (ui, wi) ∈ Uc(H)×Uc(H), i = 1, 2, tenemos que la distancia
rectificable d∞((u1, w1), (u2, w2)) en Uc(H) × Uc(H) coincide con la distancia rectificable
d∞((u1, w1), (u2, w2)) en Uc(H ⊕ H). Por lo tanto, el resultado enunciado se deduce del
Lema 6.1.2 aplicado a Uc(H⊕H).
Ahora presentamos el teorema principal de esta seccio´n.
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Teorema 6.1.4. Sean v una isometr´ıa parcial de rango finito, v0 ∈ Stc(v) y xv0 − v0y ∈
(TStc(v))v0 tales que ‖xv0−v0y‖v0 ≤ pi/2. Si (z1, z2) es un levantado minimal de xv0−v0y,
entonces la curva δ(t) = etz1ve−tz2 posee longitud minimal si |t| ≤ 1.
Demostracio´n. Claramente podemos suponer v0 = v. Debido al Lema 5.4.1 alcanza con
comparar las longitudes de ∆(t) = (etz1 , etz2) y Γ, donde Γ es una curva suave a trozos en
Uc(H)× Uc(H) uniendo (1, 1) y un unitario en la fibra δ(1). Observemos que ∆ levanta a
δ y satisface
L∞(∆) = L(δ) = ‖(z1, z2)‖ < pi/2.
Si L∞(Γ) ≥ pi/2, entonces no hay nada que probar. De otro modo, tenemos Γ(1) =
(ea1 , ea2), donde a1, a2 ∈ K(H)ah y ‖(a1, a2)‖ < pi/2. Notemos que Γ y ∆ pueden tener
puntos finales distintos, sin embargo satisfacen
ea1ve−a2 = ez1ve−z2 .
Luego, obtenemos eai = eziebi , i = 1, 2, donde (b1, b2) ∈ gv. Como estamos suponiendo
‖(a1, a2)‖ < pi/2 y ‖(z1, z2)‖ < pi/2, es inmediato que ‖(b1, b2)‖ ≤ pi. Por lo tanto, la curva
β(t) = (ez1etb1 , ez2etb2) es una geode´sica de longitud minimal uniendo (ez1 , ez2) y (ea1 , ea2).
Consideremos la siguiente funcio´n:
f(t) = d∞((1, 1), β(t)) = ‖ ( log(ez1etb1), log(ez2etb2) ) ‖, t ∈ [0, 1].
Afirmacio´n: f tiene un mı´nimo en t = 0.
Como f es convexa por el Lema 6.1.3, basta con analizar las derivadas laterales en este
punto. Podemos suponer ‖(z1, z2)‖ = ‖z1‖. Por continuidad, tenemos ‖ log(ez1etb1)‖ ≥
‖ log(ez2etb2)‖ para t pequen˜o. Luego para calcular la derivada a derecha ∂+f(0) de f en
t = 0 alcanza con considerar
l´ım
t→0+
1
t
{ ‖ log(ez1etb1)‖ − ‖z1‖ }.
Por la fo´rmula de Baker-Campbell-Haussdorff tenemos la siguiente aproximacio´n lineal
log(ez1etb1) = z1 + tb1 +R(z1, tb1),
siendo l´ımt→0
‖R(z1, tb1)‖
t = 0. Entonces,
‖zi + tbi‖ − ‖Ri(zi, tbi)‖ ≤ ‖ log(ezietbi)‖ ≤ ‖zi + tbi‖+ ‖Ri(zi, tbi)‖.
Para t > 0, tenemos
1
t
{ ‖z1 + tb1‖ − ‖z1‖ } − 1
t
‖R(z1, tb1)‖ ≤ 1
t
{ ‖ log(ez1etb1)‖ − ‖z1‖ }
≤ 1
t
{ ‖z1 + tb1‖ − ‖z1‖ }+ 1
t
‖R(z1, tb1)‖.
Si tomamos el l´ımite t→ 0+, obtenemos
∂+f(0) = l´ım
t→0+
1
t
{ ‖z1 + tb1‖ − ‖z1‖ }.
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Notemos que las derivadas a derecha de arriba existen debido a la convexidad de la norma
(ver [Ph89] por ejemplo). Como (z1, z2) es un levantado minimal, se cumple ‖z1 + tb1‖ ≥
‖z1‖, para t suficientemente pequen˜o, entonces ∂+f(0) ≥ 0. Ana´logamente podemos probar
un enunciado similar para para la derivada a izquierda, i.e. ∂−f(0) ≤ 0. Por lo tanto, hemos
demostrado nuestra afirmacio´n.
As´ı f(0) ≤ f(t), para todo t ∈ [0, 1]. En particular, obtenemos
L(∆) = ‖(z1, z2)‖ = f(0) ≤ f(1) = ‖(a1, a2)‖ ≤ L∞(Γ).
Observacio´n 6.1.5. En la prueba so´lo utilizamos la hipo´tesis sobre el rango de v para
garantizar la existencia de levantados minimales. No sabemos si existen levantados mi-
nimales cuando la isometr´ıa parcial no posee restricciones sobre su rango. Una solucio´n
a este u´ltimo problema de existencia nos llevar´ıa a una solucio´n general del problema de
valores iniciales.
Cuando v es una isometr´ıa en [ARV07] se resolvio´ el problema de valores iniciales en la
o´rbita {uv : u ∈ U(H) } sin restricciones sobre el rango utilizando te´cnicas diferentes. Si
consideramos
Sc(v) = {uv : u ∈ Uc(H) },
como mencionamos en la prueba de la Proposicio´n 6.1.1, Davis et al. en [DKW82] probaron
que el operador x : vv∗(H) −→ H posee una extensio´n compacta z cumpliendo que
‖zv‖ = ‖z‖. As´ı la existencia de levantados minimales esta´ garantizada en este caso.
Entonces el problema de valores iniciales puede ser resuelto en Sc(v) sin restricciones
sobre el rango de v.
Corolario 6.1.6. Sean v una isometr´ıa parcial, v0 ∈ Sc(v) y xv0 ∈ (TSI(v))v0 tales que
‖xv0‖ ≤ pi/2. Si z es un levantado minimal de xv0, entonces la curva δ(t) = etzv0 posee
longitud minimal si |t| ≤ 1.
6.2. Algunas direcciones especiales
A lo largo de esta seccio´n no impondremos ninguna hipo´tesis sobre el rango de v.
Mostraremos algunas curvas particulares en Stc(v) que son minimales a lo largo de su
recorrido. Necesitamos primero mencionar algunas propiedades de la o´rbita Op de una
proyecio´n p por la accio´n natural de Uc(H) sobre el conjunto de proyecciones, i.e.
Op = {upu∗ : u ∈ Uc(H) }.
El espacio tangente en p0 ∈ Op esta´ dado por
(TOp)p0 = {xp0 − p0x : x ∈ K(H)ah }.
Es una subvariedad anal´ıtica real de p + K(H) y un espacio homoge´neo de Uc(H). El
a´lgebra de Lie de la isotrop´ıa en p0 ∈ Op es
gp0 = {x ∈ K(H)ah : xp0 = p0x }.
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Se puede definir una me´trica cociente ‖ . ‖p0 usando la norma de Banach de K(H)ah/gp0 ,
‖xp0 − p0x‖p0 = ı´nf{ ‖x+ a‖ : a ∈ gp0 }.
En este espacio homoge´neo la me´trica puede ser expl´ıcitamente calculada. Dada una
proyeccio´n p, una matriz de 2×2 de operadores x es codiagonal si pxp = (1−p)x(1−p) = 0.
Es un hecho conocido que las matrices codiagonales poseen norma mı´nima entre todas las
posibles matrices que se obtienen variando la diagonal. As´ı la norma cociente coincide con
la norma de operadores en cada vector tangente, i.e. ‖xp0 − p0x‖p0 = ‖xp0 − p0x‖.
Entonces si medimos la longitud de una curva suave a trozos γ en Op como
L(γ) =
∫ 1
0
‖γ˙(t)‖ dt.
En el art´ıculo [PR87b] se probo´ que las curvas δ(t) = etxp0e−tx, ‖x‖ ≤ pi/2 y x codiagonal
con respecto a p0 son geode´sicas de longitud minimal uniendo sus puntos finales en la
o´rbita unitaria de una proyeccio´n en una C∗-a´lgebra arbitraria. Como Op0 esta´ contenida
en la o´rbita unitaria de p0 en B(H), las curvas δ(t) = etxp0e−tx, ‖x‖ ≤ pi/2, x compacto y
x codiagonal con respecto a p0 poseen longitud minimal en Op0 .
Dadas dos proyecciones fijas p, q, podemos considerar la variedad producto Op × Oq.
Es un espacio homoge´neo del grupo Uc(H) × Uc(H) y una subvariedad anal´ıtica real de
(p, q) +K(H)×K(H). Damos la me´trica producto (o cociente) dada por
‖(xp0 − p0x, q0y − yq0)‖ = ma´x{ ‖xp0 − p0x‖ , ‖yq0 − q0y‖ },
donde p0 ∈ Op, q0 ∈ Oq y x, y ∈ K(H)ah. Como quedara´ claro por el contexto conservare-
mos la misma notacio´n L(γ) para la longitud de una curva γ en Op × Oq. El siguiente
resultado es evidente.
Lema 6.2.1. Sean x, y ∈ K(H)ah tales que ‖(x, y)‖ ≤ pi/2. Supongamos que x es co-
diagonal con respecto a p0 ∈ Op e y es codiagonal con respecto a q0 ∈ Oq. Entonces
δ(t) = (etxp0e−tx, etyq0e−ty) posee longitud minimal entre todas las curvas suaves Op×Oq
uniendo los mismos puntos.
Como es habitual, utilizamos las notaciones p = vv∗ y q = v∗v. Consideremos la siguiente
funcio´n:
ϕ : Stc(v) −→ Op ×Oq , ϕ(uvw∗) = (upu∗, wqw∗)
Es sencillo mostrar que ϕ esta´ bien definida y es suave. La diferencial de ϕ en v0 ∈ Stc(v)
esta´ dada por
ϕ∗v0 : (TStc(v))v0 −→ (TO)p0 × (TO)q0 , ϕ∗v0(xv0 − v0y) = (xp0 − p0x, yq0 − q0y).
En el siguiente lema probamos que esta funcio´n reduce longitudes cuando en StI(v) se
mide con la norma cociente y en Op ×Oq con la norma de operadores producto.
Lema 6.2.2. Sean v0 ∈ Stc(v) y x, y ∈ K(H)ah. Entonces
‖ϕ∗v0(xv0 − v0y)‖ ≤ ‖xv0 − v0y‖v0 .
En particular, si γ es una curva en Stc(v), entonces L(ϕγ) ≤ L(γ).
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Demostracio´n. Notemos que ϕ es equivariante para las acciones de Uc(H) × Uc(H) sobre
StI(v) y Op×Oq. Ma´s au´n, ambas acciones son isome´tricas. Entonces es suficiente probar
nuestra afirmacio´n para v0 = v, p0 = p y q0 = q.
Notemos que av = vb si y so´lo si ap = pa, bq = qb y qbq = v∗av. Entonces, tenemos
‖ϕ∗v0(xv0 − v0y)‖ = ‖(xp− px, qy − yq)‖
= ı´nf{ ‖(x+ a, y + b)‖ : ap = pa, qb = bq and a, b ∈ K(H)ah }
≤ ı´nf{ ‖(x+ a, y + b)‖ : av = vb, a, b ∈ K(H)ah } = ‖xv − vy‖v ,
y as´ı nuestro resultado esta´ probado. La afirmacio´n acerca de las curvas se deduce ahora
ra´pidamente.
Observacio´n 6.2.3. La desigualdad anterior es o´ptima. Si x, y ∈ K(H)ah tales que x es
codiagonal con respecto a p e y es codiagonal con respecto a q, entonces ambas me´tricas
alcanzan su mı´nimo en (a, b) = (0, 0). Entonces,
‖(xp− px, qy − yq)‖ = ‖xv − vy‖v .
En particular, esto implica que la curva δ(t) = etxve−ty, satisface L(δ) = L(ϕδ).
Teorema 6.2.4. Sean v0 ∈ Stc(v) y x, y ∈ K(H)ah tales que ‖(x, y)‖ ≤ pi/2. Si x es
codiagonal con respecto a p0 = v0v∗0 e y es codiagonal con respecto a q0 = v∗0v0, entonces
la curva δ(t) = etxv0e−ty posee longitud minimal en Stc(v) entre todas las curvas suaves
uniendo los mismos puntos.
Demostracio´n. Sea γ una curva en Stc(v) uniendo v0 y exv0e−y. Observemos que las
curvas ϕγ y ϕδ unen los mismos puntos en Op × Oq. Por lo tanto por el Lema 6.2.1
tenemos L(ϕγ) ≤ L(γ). Entonces, por el Lema 6.2.2 y la Observacio´n 6.2.3 obtenemos
L(δ) = L(ϕδ) ≤ L(ϕγ) ≤ L(γ),
lo que demuestra el resultado.
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