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Slow parameter drift is common in many systems (e.g., the amount of greenhouse gases in the terrestrial
atmosphere is increasing). In such situations, the attractor on which the system trajectory lies can be
destroyed, and the trajectory will then go to another attractor of the system. We consider the case where
there are more than one of these possible final attractors, and we ask whether we can control the outcome (i.e.,
the attractor that ultimately captures the trajectory) using only small controlling perturbations. Specifically,
we consider the problem of controlling a noisy system whose parameter slowly drifts through a saddle-node
bifurcation taking place on a fractal boundary between the basins of multiple attractors. We show that, when
the noise level is low, a small perturbation of size comparable to the noise amplitude applied at a single point
in time can ensure that the system will evolve toward a target attracting state with high probability. For
a range of noise levels, we find that the minimum size of perturbation required for control is much smaller
within a time period that starts some time after the bifurcation, providing a “window of opportunity” for
driving the system toward a desirable state. We refer to this procedure as tipping point control.
There is a growing concern that the observed slow
increase of greenhouse gases may lead to a sud-
den, dramatic change in the global climate sys-
tem, profoundly impacting our society. This is
but one (rather striking) example of what has
been called a “tipping point.” From the dynami-
cal systems point of view the general tipping point
scenario can be modeled as a system bifurcation
with a slowly varying parameter. In this paper,
we demonstrate that, if such a system has mul-
tiple post-bifurcation attractors, then it may be
controlled to a desirable state by a small, care-
fully chosen perturbation, applied only once at an
appropriate timing. We call this “tipping point
control.” The general mathematical framework
we employ suggests potential application not only
to climate change, but to other examples, such
as a power grid experiencing slow increase in de-
mand and a food web having a gradually decreas-
ing population of a certain species due to over-
hunting.
I. INTRODUCTION
Physical systems with a slowly varying parameter is
common in real world; take for example a climate system
experiencing gradual increase in greenhouse gases, or a
power grid subject to slow rise in demand. When vari-
ation of a parameter adiabatically pushes such a system
through bifurcation and causes a loss of the stability of
a)Electronic mail: t-nishikawa@northwestern.edu
the current attracting state (popularly often referred to
as a “tipping point”), predicting and possibly controlling
the future evolution of the system is a problem of critical
concern, which is closely related to the field of dynamical
bifurcation1–4. This could be particularly important if
multiple stable states exist after the bifurcation, and if
one of them corresponds to a catastrophic system-wide
event, such as an abrupt drop in global mean temperature
in a climate model, signifying a transition into an ice age
(see Ref. 5 for review on this and other abrupt climate
changes), or a voltage collapse in power systems6,7, which
can cause a large-scale power outage. Furthermore, for
a large system (e.g., the Earth’s climate), in order to be
feasible, one would like the control to be accomplished us-
ing relatively small perturbations. We refer to this type
of control as “tipping point control.” We emphasize that
application of the general tipping point control method
proposed and illustrated in this paper requires knowledge
of an accurate system model, which in some cases of in-
terest (e.g., climate) is not currently known (but could
become known in the future).
For some types of bifurcation, there will be a natural
stable state near the pre-bifurcation state, which the sys-
tem will robustly follow after the bifurcation. For others,
like the saddle-node bifurcation we consider here, there
will be no such state in the vicinity of the bifurcation
point, and the future course of the system trajectory will
depend on the global structure of the basins of attrac-
tion for the post-bifurcation attractors. Here a basin for
an attractor at a given time is defined as the set of all
states from which the system will evolve to the attrac-
tor. The structure of basin boundaries slowly varies with
time because of the drifting parameter. If the bound-
ary is fractal, then the bifurcation can be indeterminate,
in the sense that the fate of the system after the bifur-
cation (the final attractor) can depend on small noise
2or be extremely sensitive to the specific rate of param-
eter variation8–14. Thus, prediction of the final attrac-
tor can be difficult. The flip side of this is that, in a
well-measured and well-characterized system, relatively
small change in the system state has the potential to
change the course of system evolution dramatically. This
is similar to the fact that sensitive dependence on initial
conditions, which is a defining characteristic of chaotic
systems, allows one to control a noiseless chaotic system
with arbitrarily small perturbation15–22. When noise is
present in the parameter-drifting system, there will be a
minimum size of perturbation required for control, and
the dependence of this minimum on the noise level and
the timing of the control is the subject of this study.
Specifically, we show that the minimum size of a single
perturbation required for effective control at a specific
time is comparable to the noise amplitude. Moreover,
for a range of noise levels, the time at which the per-
turbation is applied appears to matter—there is a pe-
riod of time in which the minimum perturbation size is
much smaller—and, curiously, this preferred time win-
dow starts some time after the parameter value passes
the bifurcation point. Analogous dependence of control
effectiveness on the timing has recently been found in the
context of controlling networks23. Besides numerical ver-
ification for a specific one-dimensional map, we provide
a general argument that explains this behavior.
II. ILLUSTRATION OF TIPPING POINT CONTROL
Consider a one-parameter family of one-dimensional
maps, xn+1 = fµ(xn), n = 0, 1, . . ., which has a back-
ward saddle-node bifurcation at µ = µ∗. This means
that a pair of attracting and repelling fixed points, which
exist when µ < µ∗, coincide at x = x∗ when µ = µ∗
and disappear when µ > µ∗. Suppose that both before
and after the bifurcation (i.e., for µ ∈ (µ∗ − ε, µ∗ + ε)
for some ε > 0), there are at least two other attractors
for the system whose basins share a fractal boundary.
Suppose further that the fractal boundary contains the
saddle-node bifurcation point x = x∗ when µ = µ∗. This
situation occurs when a fixed-point attractor, located in a
basin having the so-called Wada property, disappears by
colliding with a saddle on the boundary through a saddle-
node bifurcation24. Ref. 25 argues that Wada basins are
quite common.
Now consider a slow variation of the parameter µ from
µs to µf (assuming µ∗ − ε < µs < µ∗ < µf < µ∗ + ε) at
a rate of δµ≪ 1 per iterate:
xn+1 = fµn(xn) +Aξn,
µn+1 = µn + δµ,
(1)
where µ0 = µs and ξn is white noise of unit amplitude,
〈ξnξn′〉 = δnn′ (where 〈· · · 〉 denotes the expectation value
of · · · ), so that A represents the noise intensity. To fa-
cilitate our numerical experiments, we stop varying µ as
soon as µ ≥ µf (we define nf to be the corresponding
value of n) and determine which attractor the system ap-
proaches by iterating the map fµ further with the fixed
µ = µnf for n ≥ nf , as in Refs. 12 and 13.
We consider the following control problem: given the
current state of a system that is destined to evolve into an
undesirable state, can we apply a small perturbation to
the current state, so that the system will go to a desirable
state with high probability? If such a control is possible,
how large does the perturbation need to be? Formally,
given a realization of a noisy trajectory {xn}
∞
n=0 of the
system (1) that converges to an undesirable attractor Au,
we apply a small perturbation x′nc = xnc+δx at the nc-th
iterate. Denote by {x′n}
∞
n=0 the new trajectory defined
by x′n = xn for n < nc and by the recursive application of
Eq. (1) for n > nc. We then seek the minimum size |δx|
of all such perturbations for which {xn}
∞
n=0 converges to
the desirable attractor Ad with probability larger than a
given threshold pth.
Note that applying a perturbation before the bifurca-
tion point µ∗ is not effective since the bifurcation is in-
determinate. The fine-scale structure of the fractal basin
boundary near the bifurcation point implies that, even
when the system is perturbed into the basin of the de-
sirable attractor before the bifurcation, arbitrarily small
noise can nudge the system into the basin of an undesir-
able attractor as it passes through the neighborhood of
the bifurcation point. Thus, one needs to wait at least
until the parameter µ exceeds µ∗ to apply an effective
control. We will see, however, that it is actually better
to wait a bit longer.
As an illustrative example, consider the system (1)
with fµ given by
fµ(x) = g
[3](x) + µ sin(3pix), (2)
where g[3] is the third iterate of the logistic map, g(x) =
3.832x(1 − x). This map satisfies all the assumptions
made above, and a saddle-node bifurcation occurs at
x∗ ≈ 0.15970 with µ∗ ≈ 0.00279. We set the range of
parameter sweep to be from µs = 0 to µf = 0.0045 with
a rate of δµ = 2 × 10−5. For the desirable attractor Ad,
we choose the attracting fixed point for fµf located at
x ≈ 0.49585, and the only other attractor for fµf is the
fixed point near x ≈ 0.95919, which will be the undesir-
able attractor Au. The scaling properties of this system
were studied in Ref. 13.
Note that, while, for simplicity, we consider the control
to be a state change δx at a given time, other controls
could also be considered. Examples include a one-time
change in µ or some other supposed system parameter,
a change that operates over several time steps, etc. Al-
though such different controls would change details of
what happens in a given numerical experiment, we do
not expect our general conclusions to change.
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FIG. 1. The black curves show the minimum size of perturba-
tion |δx| required for successful control along typical trajecto-
ries just passed the bifurcation point. The parameter µ passes
the bifurcation value µ∗ for the first time at n = n∗ = 140.
For a given noise amplitude A and a point n = nc on a ref-
erence trajectory {xn}
∞
n=0, the minimum value of the per-
turbation size |δx| was estimated by incrementing |δx| until
the success probability p(xnc , nc) is larger than pth = 0.9 us-
ing a variable increment size, which is initially equal to 10−3
and adaptively made smaller to ensure a relative resolution of
0.005 with respect to the computed |δx|. The estimated min-
imum was averaged over 10 realizations of a noisy reference
trajectory starting from the point x0 = x∗. The gray plots are
the corresponding theoretical prediction based on the proba-
bility estimate for basin intervals provided by Eq. (3).
III. RESULTS
To investigate the controllability of this system, we
perform the following experiment. For a given noise am-
plitude A, we generate an ensemble of noisy reference
trajectories of the system (1) that converge to the un-
desirable attractor Au, which represents typical paths of
the system slowly undergoing the bifurcation and even-
tually settling into an undesirable state. The initial con-
dition x0 is chosen to be the bifurcation point x∗. Given
δx and nc, let p(x
′
nc , nc) denote the probability that the
perturbed state x′nc = xnc+δx evolves to the desirable at-
tractor Ad under the influence of noise. We estimate the
minimum value of |δx| for which this probability exceeds
the threshold pth = 0.9. The result of this simulation is
shown in Fig. 1 for a range of noise amplitudes.
We find that the system can be controlled successfully
with perturbations of size comparable to the noise am-
plitude, as can be seen from the minima of the curves in
Fig. 1. The control-to-noise ratio for these minima ranges
from 3.3 to 9.8. Note, however, that the required pertur-
bation size is much smaller in a relatively narrow range
of time for A = 10−5 and 10−4. Thus, for a range of
noise levels, there appears to be a time window of oppor-
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FIG. 2. Basins of attraction for the system (1) with fµ given
in Eq. (2) and a slowly varying parameter µ with a sweep
speed of δµ = 2× 10−5 per iteration. The green and blue re-
gions indicate the basins of the desirable attractor Bn(Ad) and
undesirable attractor Bn(Au), respectively. A pixel with an
intermediate shade between the two colors is used to represent
the fraction of points in the two basins in the corresponding
small interval of x (of width ≈ 10−3 for the left panel and
≈ 3× 10−6 for the right panel), estimated by a random sam-
ple of 20 points in the interval. The red dashed and solid
curves indicate the saddle and node, respectively, which are
destroyed at the bifurcation point (red dot). The white rect-
angle in the left panel indicates the region blown up in the
right panel. As indicated to the right of the left panel, some
of the green stripes in the left panel correspond to the basin
intervals I
(m)
trap, I
(m,1)
trap , and I
(m,2)
trap for 0 ≤ m ≤ nf = 226.
tunity for effective, low-amplitude control. Interestingly,
the curves for A = 10−6 and 10−5 also show a second
minimum.
IV. THEORY
A key idea for understanding the above result is that
the system can in principle be controlled by perturbing its
state into the basin of the desirable attractor Ad, which
we denote by Bn(Ad). Here the basin of attraction for
Ad at time n is defined for system (1) with arbitrary fµ
as the set of all points x such that the noiseless trajec-
tory {x′k}
∞
k=n with x
′
n = x (and A = 0) converges to Ad.
For each n ≥ nf , the basin Bn(Ad) has identical fractal
structure and is composed of an infinite number of inter-
vals, since µn, and thus the map fµn , is fixed for n ≥ nf .
For 0 ≤ n < nf , the basins are determined recursively by
the relation Bn(Ad) = f
−1
µn
(
Bn+1(Ad)
)
, so each Bn(Ad)
is a union of an infinite number of intervals, which is il-
lustrated in Fig. 2 for the specific fµ given by Eq. (2).
In general, the fractal nature of Bn(Ad), which is a di-
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FIG. 3. Definition of trapping intervals I
(m)
trap and I
(m,k)
trap . The
three curves represent the graphs of fµn at three consecutive
times of n = nf − 2, nf − 1, and nf . Note that while these
are accurate graphs of fµ for some µ, the difference between
the µ values are exaggerated for clarity of presentation.
rect consequence of our assumption that fµ has a fractal
basin boundary, allows for controlling the system by an
arbitrarily small perturbation in the absence of noise.
To derive a general theory for one-dimensional sys-
tem (1) that explains the results shown as the black
curves in Fig. 1 and provides the theoretical predictions
shown as the gray curves in the same figure, we define
a characteristic subset of these basin intervals as follows.
First, there is a trapping interval for fµf , which has the
property that every trajectory that enters Itrap stays in
the interval under iterations of fµf [i.e., fµf (Itrap) ⊂
Itrap] and converges to Ad. We then define an analogous
trapping interval I
(m)
trap as the m-th pre-image of Itrap un-
der the system (1) that contains the attractor Ad. Thus,
any trajectory that starts in I
(m)
trap at time n = nf − m
will stay near Ad and eventually approach Ad. These in-
tervals have approximately the same width for each m.
Next, we define I
(m,1)
trap as the pre-image of the trapping
interval I
(m)
trap under the monotonically increasing segment
of the map fµn immediately to the right of the minimum
point associated with the saddle-node bifurcation (see
Fig. 3). Similarly, we define I
(m,k)
trap as the k-th pre-image
of I
(m)
trap using the corresponding part of the maps fµn for
k = 1, 2, . . .. The basin interval I
(m,k)
trap is thus character-
ized by the fact that a trajectory starting from it at time
n = nf − m − k will visit the sequence of k intervals,
I
(m,k−1)
trap , I
(m,k−2)
trap , . . . , I
(m,1)
trap , I
(m,0)
trap (= I
(m)
trap), stay near
the attractor Ad for m iterations until n = nf (visit-
ing I
(m−1)
trap , . . . , I
(0)
trap), and then converge to Ad. Other
basin intervals in Bn(Ad) can similarly be characterized
by pre-images of the trapping intervals defined through
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FIG. 4. Basin intervals I
(m,k)
trap and minimum perturbation
size for controlling noisy trajectories. The intervals are rep-
resented by the vertical extent of the red and green boxes.
The centers of the boxes are connected by gray lines, indicat-
ing how one interval maps to another under time evolution of
the system dynamics (1) (i.e., from I
(m,k)
trap to I
(m,k−1)
trap ). The
green (red) boxes correspond to the intervals for which the
estimated probability p(xn, n) is greater than pth = 0.9 (less
than 0.9). The probabilities were estimated using Eq. (3) with
A = 10−5. The light blue curve is one of the reference trajec-
tories used for the A = 10−5 result in Fig. 1. A blue vertical
line with a dot represents a perturbation δx of the minimum
magnitude for the corresponding point on the trajectory. The
dashed and solid black curves that meet at the intersection
of vertical and horizontal gray lines are the saddle and node
points, respectively, which undergo bifurcation at x = x∗.
different monotonic segments of fµn . We remark that the
definition of the trapping intervals applies to system (1)
with arbitrary fµ that satisfies the assumptions stated in
the first paragraph of Sec. II.
Notice that intervals are typically stretched by the ac-
tion of fµn except for those special trapping intervals
I
(m)
trap, which contain Ad, whose width is approximately
independent of m, and any subinterval of which shrinks
under the iterations of the system. This stretching is
expected for the class of systems considered here, since
the assumed fractal basin boundary is usually associated
with (transient) chaotic dynamics, which stretches small
intervals around trajectory points on average. Thus, a
given basin interval would typically be narrower if it takes
a larger number of iterates to map to the basin interval
that contains Ad. Based on this observation, we expect
that the widest basin intervals for any given n are given
by the sequence of intervals {I
(m,k)
trap |n+k+m = nf , k =
0, . . . , n}. These intervals are shown in Fig. 4 for the par-
ticular case given by Eq. (2).
These special basin intervals are relevant for deter-
mining the minimum required size of the control per-
5turbation |δx|, since the wider the basin intervals vis-
ited by the noisy trajectory, the more likely it is
to approach the desirable attractor Ad. A trajec-
tory started from x′nc in I
(m,k)
trap ∈ Bnc(Ad) would
visit the basin intervals I
(m,k−1)
trap , I
(m,k−2)
trap , . . . , I
(m,0)
trap (=
I
(m)
trap), I
(m−1)
trap , . . . , I
(1)
trap, I
(0)
trap(= Itrap), Itrap, . . ., and con-
verge eventually to Ad, but it can jump outside these
intervals at any time under the influence of noise. The
probability of such an event is determined by the ampli-
tude of noise relative to the size of the basin interval the
trajectory is visiting. For fixed nc and A, the probability
p(x′nc , nc) that a perturbed system state x
′
nc = xnc + δx
evolves under time evolution to Ad is a function of x
′
nc .
This is shown in Fig. 5 for the case of Eq. (2). This prob-
ability was shown in Ref. 13 to be a function of the scaled
variable A/δµ5/6 for a fixed x′nc . We see that in order for
p(x′nc , nc) > pth, one needs to have x
′
nc “deep enough” in
a basin interval, which is impossible if the interval is too
narrow compared to the noise amplitude. Thus, the min-
imum size of a control perturbation is determined by the
minimum distance to a basin interval that is wide enough
to make p(x′nc , nc) > pth somewhere in the interval.
How wide is wide enough? To answer this question,
we approximate the probability p(xnc , nc) by the proba-
bility that a noisy trajectory starting from xnc ∈ I
(m,k)
trap
is in Itrap at n = nf . This is valid when the noise ampli-
tude A is small enough to ignore the additional probabil-
ity associated with other basin intervals for fµf located
outside Itrap (which makes this estimate a slight under-
estimate). Let us denote the noiseless trajectory starting
from xnc ∈ I
(m,k)
trap by y0(≡ xnc), y1, . . . , yk and the width
of the interval I
(m,k−j)
trap , j = 0, 1, . . . , k by 2∆j . The dis-
tribution of the trajectory point xnc+1 at n = nc + 1
will be Gaussian with mean y1 and standard deviation
A. If we assume that the action of the dynamics on the
noise term is linear, the variable xnc+2 can be written
as the sum of two Gaussian variables: a scaled version
of the noise from the previous step (mean y2 and stan-
dard deviation Aλ2, where λ2 ≡ ∆2/∆1 is the expansion
factor from n = nc + 1 to n = nc + 2) and the newly
added noise (mean y2 and standard deviation A). Thus,
xnc+2 will be Gaussian with mean y2 and standard de-
viation A
√
λ22 + 1. Continuing in this manner until the
trajectory enters I
(m)
trap at n = nc + k, we see that the
distribution of xnc+k will be Gaussian with mean yk and
standard deviation σk, where σ
2
k = A
2(1+
∑k
i=2 L
2
i ) and
Li =
∏k
j=i λj . The probability 1−p(xnc , nc) can then be
approximated by the probability that xnc+k falls outside
the interval I
(m)
trap. This leads to the formula
p(xnc , nc) = 1−
erfc(x+) + erfc(x−)
2
, (3)
where erfc denotes the complementary error function,
x± =
∆0±xnc
A · f(λ1, . . . , λk), and f(λ1, . . . , λk)
2 =
L21/(1 +
∑k
i=2 L
2
i ). Note that it is very unlikely that the
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FIG. 5. Success probability p(x′nc , nc) as a function of x
′
nc
for a fixed nc and noise amplitude A = 10
−6, 10−5, and 10−4.
We used nc = 140, which corresponds to immediately after
the parameter µ exceeds the bifurcation value µ∗. The prob-
ability function, shown as blue curves, was estimated by the
fraction of trajectories that entered the trapping interval Itrap
using 400 noise realizations. The red curves are the theoreti-
cal prediction (3) in the vicinity of the basin intervals I
(m,k)
trap
with nc +m + k = nf = 226 (or equivalently, m + k = 85),
represented by small black bars at the top of the figure. The
gray horizontal bars at the top of each panel indicates the
condition p(x′nc , nc) > pth. The horizontal box at the top
of the figure shows the basins, color-coded with green (desir-
able attractor Ad) and blue (undesirable attractor Au). An
intermediate shade between the two colors is used to repre-
sent a mixture of the two basins in a small neighborhood of
size ≈ 3× 10−6, corresponding to a single pixel in horizontal
direction in this panel.
trajectory jumps out of the large trapping intervals, I
(j)
trap,
j = m − 1, . . . , 0, when the noise is small, and we have
thus assumed that the associated probability is negligi-
ble. Applying this method for approximating p(xnc , nc)
to the case of Eq. (2) leads to the theoretical prediction
shown in Fig. 5. We see excellent agreement with nu-
merical simulation within each interval I
(m,k)
trap for small
enough A. For A = 10−4, the noise amplitude is larger
than the width of all the intervals shown in the figure,
6and Eq. (3) gives an underestimate as expected. This un-
derestimate, however, does not play a role in determin-
ing the minimum perturbation size because the estimate
appears to be accurate whenever p(xnc , nc) is large and
close to the threshold pth.
In Fig. 4, the box indicating a basin interval I
(m,k)
trap is
colored green if p(xnc , nc) estimated by Eq. (3) is greater
than pth and red if it is less than pth. Our argument
above predicts that the minimum-size perturbation for
effective control at a given time nc on a trajectory is de-
termined by the closest green box among those associated
with n = nc. This prediction is verified by the result of
our numerical experiment shown with blue vertical lines
in Fig. 4 for a representative reference trajectory. Indeed,
our prediction for the minimum size of control perturba-
tion matches well with the numerical simulation for small
enough noise amplitude and up to the time when the
trajectories leave the neighborhood of the saddle-node
bifurcation point. This can be seen by comparing the
black plots with the corresponding gray plots in Fig. 1
for A ≤ 10−4 and n up to around 160. The rise in the
minimum perturbation size after the second minima ob-
served in Fig. 1 appears to be due to trajectories moving
away from the special basin intervals I
(m,k)
trap .
In general, the expansion factors λj by which noise is
amplified along the trajectory are also factors by which
the intervals are expanded, and thus determine the inter-
val widths 2∆j . It follows from this that p(xnc , nc) > pth
if the noise amplitude A is comparable to or smaller than
∆0, where we recall that 2∆0 is the width of the basin in-
terval I
(m,k)
trap . The width of these basin intervals are com-
parable to the distances between them, and the fractal
basin structure guarantees the existence of very narrow
basin intervals, typically much narrower than the noise
amplitude A. Hence, we expect that the minimum size
of perturbation ensuring p(xnc , nc) > pth is comparable
to A. Based on this argument, we expect that tipping
point control is generally possible with a carefully chosen
perturbation of size comparable to noise.
We also expect to observe a “window of opportunity”
for tipping point control in a wide range of systems.
To see this, note that immediately after the bifurcation
point, the assumed fractal structure of the basin bound-
ary implies that the basin intervals I
(m,k)
trap are very small
near the bifurcation point. Hence, at that time, the near-
est interval for which p(xnc , nc) > pth tends to be rela-
tively far, making the perturbation required for control
relatively large. Since these basin intervals become larger
if we wait longer after the bifurcation, the required per-
turbation size tends to decrease. However, if we do not
control the trajectory for too long after the bifurcation,
and if the trajectory is still in a basin interval of an unde-
sirable attractor (defined analogously to I
(m,k)
trap ), then a
large perturbation becomes necessary again because this
undesirable basin interval becomes too large. We thus
expect a short period of time during which the required
perturbation size remains small.
V. CONCLUSIONS
In this paper, we have studied tipping point control
in a system undergoing a saddle-node bifurcation with
slow variation of its parameter. When there are multi-
ple attractors after the bifurcation and their basins share
a fractal boundary, the arbitrarily fine-scale structure of
the interlacing basins allows one to steer an ideal, noise-
free trajectory of the system state from one basin to an-
other with an arbitrarily small perturbation. In real sys-
tems, however, dynamical noise is unavoidable, and this
determines the smallest-scale structure that can be ex-
ploited for control. A careful study of the size of the
smallest perturbative control revealed that the best time
to apply a control is some time after the bifurcation takes
place. We have provided a theoretical explanation for
this behavior by considering sequences of carefully con-
structed intervals that comprises the basin of the desir-
able attractor. We estimated the probability that a tra-
jectory stays in these intervals until it is captured by a
trapping interval for the attractor, and used it to de-
termine an appropriate perturbation for control. The
predictions derived from this calculation were verified to
agree with direct numerical simulations within the range
of validity of the approximations employed.
While the analysis was carried out for one-dimensional
systems, we expect that similar behavior would be ob-
served and the tipping point control to be effective also
for a higher-dimensional system when a parameter is
slowly varied through a saddle-node bifurcation taking
place on a fractal basin boundary. This is because the
saddle-node bifurcation is generic in systems of arbitrary
dimension and the dynamics of a system at this type
of bifurcation can be reduced to that on the associated
one-dimensional center manifold26. Starting from the in-
tersection of this center manifold and a trapping region
for a desirable attractor, one can construct sequences of
segments of the center manifold analogous to the inter-
vals I
(m,k)
trap discussed above. It should also be straightfor-
ward to extend our approach to continuous-time systems
by considering the associated Poincare´ or stroboscopic
maps.
Our results may help design an intervention for con-
trolling a system undergoing a saddle-node bifurcation
with multiple post-bifurcation attracting states, some of
which may be undesirable. They indicate that a small
intervention may be sufficient, but it is generally better
to apply it within a “window of opportunity.” Much ef-
fort has been made27 to determine whether and when the
system is approaching such a bifurcation point. We sug-
gest that knowing the bifurcation point is not the entire
story — how to design an effective, low-amplitude inter-
vention may depend non-trivially on the properties of the
bifurcation as well as on external noise. Given that the
saddle-node bifurcation is generic and that fractal basin
boundaries are common, we expect that our results will
stimulate further investigation and encourage application
to real systems.
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