The proliferation of a growing microbial colony is well characterized by the population growth rate. However, at the single-cell level, isogenic cells often exhibit different cell-cycle durations. For evolutionary dynamics, it is thus important to establish the connection between the population growth rate and the heterogeneous single-cell generation time. Existing theories often make the assumption that the generation times of mother and daughter cells are independent. However, it has been shown that to maintain a bounded cell size distribution, cells that grow exponentially at the single-cell level need to adopt cell size regulation, leading to a negative correlation of motherdaughter generation time. In this work, we construct a general framework to describe the population growth in the presence of size regulation. We derive a formula for the population growth rate, which only depends on the variability of single-cell growth rate, independent of other sources of noises. Our work shows that a population can enhance the population growth by reducing the growth rate variability, which may be the reason for the mild growth rate variability observed in many microorganisms.
For exponentially growing populations of microbes, the population growth rate Λ p characterizes the fitness of the system, measuring how fast the number of individuals N (t) increases with time t, N (t) ∼ exp(Λ p t). At the single-cell level, isogenic cells also show diverse phenotypes [1] [2] [3] [4] [5] [6] [7] , e.g., the generation time for a single cell to divide is heterogeneous in the population [8] [9] [10] [11] [12] . The mathematical relation between the heterogeneity of generation time at the single-cell level and the populationlevel growth rate was investigated initially by Powell [13] with the assumption that each cell has a fluctuating generation time independent of its mother. Powell's theory does not consider the possibility that cells in consecutive generations can be correlated, hence we refer it as the independent generation time (IGT) model. Because the generation time sets the timing of cell division, the IGT model is also called the timer model [14] . However, recent single-cell level experiments [15] [16] [17] [18] [19] demonstrate that the cell volume of many bacteria in fact grows exponentially in time, e.g., Escherichia coli, Caulobacter crescentus, Bacillus subtilis. Exponentially growing cell volume is incompatible with the assumption of the absence of correlations between mother and daughter cells. In the latter case, the random noise in the generation time will leads to divergent fluctuations in the cell volume [20] .
Using a discrete Langevin approach, we show that the IGT model is broken down in real systems where the mother-daughter generation times are correlated. Our central result is that the population growth rate is reduced due to the negative mother-daughter correlation compared with the IGT model. Importantly, in the presence of cell size regulation the population growth rate is only determined by the variability of single-cell growth rates, and is independent of the strength of size control or other sources of stochasticity in the generation time. We provide an analytic expression for the population growth rate, which we corroborate by numerical simulations. Furthermore, we reveal the intricate differences and connections between generation time distributions measured over lineages and population trees, which are experimentally testable.
The size regulation model-To make sure cell size is regulated, cells must adopt some regulation strategy [21, 22] . We assume cells attempt to divide symmetrically at the division size, v d = f (v b ). For the sizer model where there is a critical size for cells to divide [23, 24] , f (v b ) = const, while the timer model corresponds f (v b ) = 2v b since the single-cell growth is exponential. Recent experiments [12, 17, [25] [26] [27] observe that cell divisions of many microorganisms are in fact regulated by the adder model [20, 27, 28] , where cells always attempt to add a constant volume v 0 to its birth size, f (v b ) = v b + v 0 . It has been argued that the adder model is intimately related to the regulation of genome replication [20, 29] .
In the following, we choose a simple regulation model which can unify the three strategies as
where v 0 is a constant and α is the regulation parameter. It is possible to show that α = 0, 1 2 , 1 correspond respectively to the timer, adder, and sizer model [20] . Given the division size and exponential growth at the singlecell level, we can find the corresponding generation time, for which we consider two sources of noises, the growth rate fluctuations and the time-additive noise ξ, such that
where the growth rate λ is assumed to be distributed normally with mean λ 0 and variance σ 2 λ , consistent with various experiments [11, 12, 15, 21] . Similarly, the timeadditive noise ξ is assumed to satisfy a normal distribution withe zero mean and variance σ 2 ξ . Here we assume that during every cell cycle, the growth rate is arXiv:1611.07989v1 [q-bio.PE] 23 Nov 2016 a fixed value. Moreover, we assume that the growth rate is independent of growth rates of previous generations, based on the fact that the autocorrelation function of growth rates shows a correlation time less than one generation [15] . We leave the discussion on the effects of correlated growth rate between generations to the Supplemental Material(SM). We point out that the growth rate is not simply ln(2)/(mean generation time) as approximated in many cases. In principle, one may also consider size-additive noise; in the SM we show that this does not affect the main conclusion of the present work. When cell size is regulated, the correlation coefficient between the mother-daughter generation time becomes nonzero [12] , in contrast to the central assumption of the IGT model. We are able to calculate the correlation of mother-daughter generation time in the limit σ λ = 0,
where the derivation details are in the SM. For the timer case (α = 0), the mother-daughter correlation is zero and the IGT model is valid as expected. However, for α > 0, the mother-daughter generation time is negatively correlated. A finite σ λ tends to suppress this negative correlation. In the opposite limit σ ξ = 0, σ λ > 0, the cell size converges to v 0 immediately and the generation time is merely determined by the growth rate for any α, in which case the mother-daughter correlation becomes zero and the IGT model is recovered as well.
A recursive derivation of the independent generation time model.-In the IGT model, each cell has a random generation time drawn from a given probability distribution f (τ ). Imagine the population starts from a single cell at time t = 0, and after some transient stage, the number of cells increases as N (t) ∼ exp(Λ p t). One can alternatively consider the population as two independent populations initiated by the first cell's two daughters. Assuming the first cell divides at time τ , then the two sub-populations will increase with time as N 1 (t) ∼ exp(Λ p (t−τ )). The two interpretations of the population must be equivalent after we average over all possible generation times, so exp(
leading to the formula [13, 30] 
It is important to note that we have assumed that the number of cells in the subpopulations increases in the same manner as the original population, except a shift of the beginning time by the mother's generation time.
A simple case: σ λ = 0.-Consider a simpler situation without growth rate fluctuations, so all cells grow at the same rate λ 0 . One can track a single lineage for many generations, shown as the blue lines in the lineage tree in FIG. 1 . A lineage tree starting from one cell. Division events are labeled as green circles. To define the generation time distribution, one can track along a single lineage as the blue line, denoted as f (τ ). We may also take a snapshot of the population, shown as the dashed line and record all the current and past cells on the tree. Those cells which have already divided live on the branch nodes, so we denote them as branch cells (green circles), and the corresponding generation time distribution is f1(τ ). Those cells which have not divided yet live on the leaf nodes, so we denote them as leaf cells (red squares), and their generation time distribution is called f2(τ ). The same numerical protocol is used in the following numerical simulations. The population growth rate is independent of α for α > 0 with a error bar smaller than the marker size. The systematic small deviations, especially for weak size regulation (small α), is presumbly due to the finite simulation time. The volume growth rate is always exactly equal to the single cell growth rate λ0 = 1. The black solid line is the IGT model's prediction, Eq. (4). along lineages f (τ ) can be used to infer the population growth rate using the IGT model [30] . As we now show, this is incorrect when there is size regulation.
We first consider the growth of the total cell volume, with a volume growth rate
In the case without single-cell growth rate fluctuations,
so V (t) = V 0 exp(λ 0 t), where V 0 is the total volume at time t = 0. The average cell size of the instantaneous population at time t thus changes asv ∼ exp((λ 0 −Λ p )t).
Since the cell size is regulated, one can immediately obtain that Λ p = λ 0 , independent of the time-additive noise σ ξ , and the regulation parameter α. On the other hand, since the generation time distribution along lineages f (τ ) turns out to be a normal distribution with mean τ 0 = ln(2)/λ 0 , and variance σ
, we can calculate Λ p as predicted by the IGT model using Eq. (4) for the weak noise limit λ 0 σ ξ 1,
It is easy to show that Λ p (IGT ) > λ 0 if σ τ > 0. We simulate the model, starting from N 0 = 1000 cells, and compute the population and volume growth rate. Indeed, the volume growth rate Λ v is exactly equal to λ 0 always, and the population growth rate Λ p matches the volume growth rate for α > 0, shown in Fig. 2 . The IGT model's prediction exceeds the numerical results, except for α = 0 when it is exact. Because V (t) increases continuously, it is more accurate to quantify in comparison with N (t), in the following numerical results we use the volume growth rate to infer the population growth rate for α > 0.
On the generation time distribution .-Tracking a single lineage is not the only way to define the generation time distribution. Given a lineage tree, one can take a "snapshot" at any time, marked as the dashed line in Fig.  1 . To be precise, we need to differentiate two kinds of cells on the tree: (i) cells in the present snapshot (ii) cells that have divided prior to the present snapshot. Since they respectively live on the leaves and branches of the tree, we describe them as leaf cells and branch cells respectively, marked as red squares and green circles in Fig. 1 . Besides the distribution along single lineages (f (τ )), we define another three generation time distributions, respectively for the branch cells (f 1 (τ )), the leaf cells (f 2 (τ )), and all cells on the tree (f 0 (τ )). It is only when there is no mother-daughter correlation that f (τ ) = f 0 (τ ), otherwise, these four distributions are all distinct as shown in Fig. 3(a) . Compared with f 0 (τ ), the leaf cell distribution f 2 (τ ) is biased towards cells with longer generation times because they have a larger chance to be observed in a snapshot. Conversely, f 1 (τ ) is biased towards those cells with shorter generation time [13, 30, 31] . Mathematically, f 1 (τ ), f 2 (τ ) are related to f 0 (τ ) by
We provide a detailed derivation in the SM. Eqs. (7), (8) are verified for the adder model in Fig. 3(a) . Moreover, it turns out that even in the case where there is a finite mother-daughter correlation, one can still make use of the IGT model's result, and the only difference is to replace f (τ ) by f 0 (τ ) in Eq. (4), as we show in the SM. We test this prediction in the next section. variability in the single-cell growth rates. In general, the population growth rate is a function of the three variables Λ p (α, σ ξ , σ λ ), and we have shown that when σ λ = 0, Λ p (α, σ ξ , 0) = λ 0 for any σ ξ , and α > 0. Numerically, we find that Λ p is again independent of α for a finite σ λ , as shown in Fig. 3(b) . In the same way, we find that Λ p is independent of σ ξ as well, shown in Fig. 3(c) . So Λ p appears to be a function of σ λ , irrespective of σ ξ and α. Given the fact that Λ p is indeed independent of σ ξ , we are able to obtain the general expression of Λ p for real populations since Λ p (α, σ ξ , σ λ ) = Λ p (α, 0, σ λ ). As we have discussed before, the mother-daughter correlation vanishes in the limit σ ξ → 0, and the generation time is simply τ = ln(2)/λ, where λ is assumed to be drawn from a normal distribution. We can calculate the the theoretical value of Λ p using the IGT model's formula Eq. (4) for small σ λ with the saddle point approximation
verified in Fig. 3(c) . The detailed derivation is shown in the SM. Eq. (9) implies that one can infer the population fitness indirectly through the growth rate distribution along lineages, without tracking all the cells in the population. Finite growth rate fluctuations tend to decrease the population growth rate given a fixed mean value. Experimentally the coefficient of variation (CV) of single-cell growth rate, σ λ /λ 0 ≈ 7% has been reported for E.coli in different growth conditions [12, 19] , much smaller the CV of generation times(20% − 40%) [12, 30] . Our results can explain the origin of the small growth rate variability as it improves the overall fitness of the population. A recent study on the particular case of the sizer model leads to similar conclusions [32] . Surprisingly, we show here that this extends to the biologically relevant case of the adder model, and in fact, that the results are independent of the strength of size control. The IGT model predicts that the population doubling time T d = ln 2/Λ p is smaller than the mean generation time τ along lineages [30] . In the case where α > 0, the above conclusion is still valid, shown in the colored surface in Fig. 4 . However, the relative difference between the two variables is much more moderate than the IGT model's predictions due to cell size regulation.
Discussion.-In this work, we investigated the effects of cell size regulation on population growth. We extend the independent generation time(IGT) model to the more realistic scenario where cell size is controlled. We consider two sources of noises at the single-cell level: (i) growth rate fluctuations, (ii) time-additive noise. We are able to quantify the negative mother-daughter correlation and invalidate the assumption of the IGT model. As long as cells regulate their sizes, the population growth rate has to be equal to the total volume growth rate. We use this identity to prove that the population growth rate is simply equal to the single cell's growth rate in the case without growth rate fluctuations, contradicting the IGT model's predictions. This limit appears to be approximately realized in some biological scenarios [12, 19] . With finite growth rate fluctuations, we find that the population growth rate is again independent of the regulation paramter α, the strength of time-additive noise, and also size-additive noise as we show in the SM. Λ p thus only depends on the single-cell growth rate fluctuations, enabling us to calculate the general expression of Λ p . Furthermore, we clarify the connection between the generation time distributions defined on lineages and trees. Recent microfluidic experiments report a test of IGT model and the authors show that the population doubling time is reduced by a fraction consistent with the IGT model's prediction. However, the experiments are limited to the number of cells in the colonies, which is around 10 cells [30] , which make it hard to conclude how much the population growth rate is affected by the mother-daughter correlation. Our work supports that the population doubling time is indeed smaller than the mean generation time, but with a much smaller difference than the IGT model's prediction. In terms of evolution, our model suggests that microbial populations tend to reduce the growth rate noise given a constant mean growth rate, which may provide an explanation as to why the growth rate variability is small in certain cases [12, 19] .
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SUPPLEMENTAL MATERIAL

MOTHER-DAUGHTER CORRELATION OF GENERATION TIME
To make the theoretical analysis feasible, we also consider an approximate version of the regulation model [20] ,
and the corresponding generation time becomes
It is easy to show that the approximate expression of v d shares the same slope as the original model at v b = v 0 . Because the coefficient of variation of cell birth sizes are often reported to be around 10% [17] , this model provides a very good approximation of the original regulation model in the main text. As the generation number increases, the distributions of τ and v b converge to the stationary distribution. The approximate model enables us to find the distribution analytically along single lineages. Both f (τ ) and ρ(ln(v b /v 0 )) satisfy normal distributions, with mean ln 2/λ 0 , 0, and variance σ τ = 2σ
, respectively. Once we have regulation, α > 0, the assumption of no mother-daughter correlation breaks down. Here we calculate the motherdaughter correlation, using the approximate model. We first consider the case without growth rate fluctuations. At generation n + 1, τ (n + 1) is determined by v b (n) and τ (n) as
The auto-correlation between τ (n) and τ (n + 1) becomes
where
v /λ 0 , and obtain the correlation coefficient between the mother-daughter generation time as
Indeed there is negative correlation between the mother and daughter. More complicated calculations including a small but finite σ λ can be done. Importantly, finite growth rate fluctuations reduce the negative correlation.
On the other hand, in the limit σ ξ = 0, σ λ > 0, the fluctuations of cell size are completely erased: every cell is born at v 0 , and divides at 2v 0 . But the generation time is still stochastic and determined by the growth rate, so the mother-daughter correlation becomes zero. We numerically calculate C md using the original regulation model, with two parameters σ ξ , σ λ , shown in Fig. A.1 . 
DERIVATION OF THE POPULATION GROWTH RATE
In the limit σ ξ → 0, and a small but finite σ λ λ 0 , we are able to calculate the analytic expression of the population growth rate Λ p using the formula of the IGT model. In this case, τ = ln(2)/λ because the birth size v b converge to 2v 0 very quickly without time-additive or size-additive noise, and there are essentially no size fluctuations. We can redefine the variable x = ln(2)/τ , and the formula to calculate Λ p becomes
(A.6) We can rewrite the integral without the prefactor as
and use the saddle point method to calculate the integral,
x c is determined by g (x c ) = 0, from which we get
Keeping the lowest correction due to σ λ , we eventually find
EFFECTS OF SIZE-ADDITIVE NOISE
Besides time-additive noise, we also test the effects of size-additive noise in the following way,
here η is the size-additive noise, with zero mean and variance σ 
RELATIONS BETWEEN DIFFERENT GENERATION TIME DISTRIBUTIONS Two kinds of cells: branch cell and leaf cell
As shown in Fig. 1 in the main text, there are two different kinds of cells on the lineage tree, which are respectively the current generation (leaf cells) and cells from previous generations (branches cells). The following identity is very useful: N leaf = N branch + 1, true for any lineage tree with binary division. Besides the generation time distribution along a lineage f (τ ), we furthermore define f 0 (z), f 1 (z), f 2 (z) as the distributions of some cell cycle quantities z, respectively for all cells in the tree (tree distribution), only branch cells (branch distribution), and only leaf cells (leaf distribution). Because for the whole populations N leaf ≈ N branch , it is always true that
In the exponential growth phase of the population, each cell essentially plays the same role and can be considered as the leading cell of the following lineage tree. One can therefore use the tree distribution f 0 (τ ) as the generation time distribution of each cell on the tree, and if there is no mother-daughter correlation, f 0 (τ ) is equal to f (τ ). In the following, we essentially follow the same idea originally by Powell [13, 30] , and the key difference is to replace the lineage distribution f (τ ) by the tree distribution f 0 (τ ). Given f 0 (τ ), we define the survival function, which gives the probability for cells to survive at least to the age x 14) and the division rate as
We can alternatively express
µ(y)dy). For large time, the age distribution φ(x, t) will approach a stationary distribution φ(x). The number of cells at time t at age x is thus N (t)φ(x), and the probability for them to live to t + dt is 1 − µ(x)dt. In the exponential phase, the number of cells increases exponentially as N (t) ∼ exp(Λ p t), with the population growth rate Λ p . So we can find the self-consistent equation for the age distribution
so we get the equation of φ(x) as
µ(y)dy), we find the solution as φ(x) = φ 0 exp(−Λ p x)F − (x) with φ 0 to be determined. The population growth rate can be expressed as the integral of age distribution and division rate
because it is the cells' divisions that increases the number of cells. From the normalization of φ(x), we get
Combining with Eq. (A.18), we get φ 0 = 2Λ p , and
Ancestors' generation time distribution: f1(τ )
In this subsection, we derive the expression of f 1 (τ ), given tree distribution f 0 (x). Imagine we review a snapshot at some time t before the current time t, and all the cells at time t are branch cells. Let's first write down the expression of f 1 and explain its interpretation,
Here, the denominator represents the number of division events from t to t + dτ . The numerator represents cells which divide at age τ at time t . Their ratio becomes the fraction of branch cells that divide at age τ , which means that they have a generation time equal to τ . The above derivation does not apply to leaf cells, since they have not divided yet. One should note that here we are not making any assumptions about the correlation between mother-daughter generation time since we focus on one single generation, so Eq. (A.21) is a universal result. Using the expression of φ(x), we obtain
and we get the equation to extract the population growth rate Λ p from the normalization of f 1 (τ ), here the nominator means those cells who are at age y at time t and will survive until age τ and divide. Given φ(τ ), it is easy to obtain Again here we do not make any assumption about the mother-daughter correlation. From Eqs. A.22, A.25, we indeed find that
(A.26)
EFFECTS OF GROWTH RATE CORRELATIONS
To consider the effect of the correlation of single-cell growth rates between consecutive generations, we assume the daughter cell's growth rate is dependent on its mother's growth rate, and also subject to random noise, λ(n + 1) = aλ(n) + b + (A. 27) here a is a number between 0 and 1, is the growth rate noise, with variance σ 2 . The mean value of growth rate along lineages becomes λ = b/(1 − a), with variance σ 2 λ = σ 2 /(1−a 2 ). The correlation coefficient between the mother-daughter growth rates is equal to a. It is clear that if a = 0, we go back to the case without growth rate correlation, and if a → 1, the variance of growth rate diverges. So far, it is not clear what value a takes in real microorganisms, and small values of a have been reported [15] . Analytic computations are hard to do due to the finite correlation of growth rate between generations. Our numerical simulations show that a positive correlation of growth rate tends to increases the population growth rate, as shown in Fig. A.3 . When a 0.5, the population growth rate even increases as the growth rate variability increases. We expect more systematic experiments to quantify the correlation of single-cell growth rates. We cannot exclude the possibility that in some cases, a strong correlation of growth rates may favor a larger growth rate variability.
