Introduction
Random number generation has been a requirement in a wide range of applications like computer simulations, built-in self test, and cryptography 1 . Most generators are deterministic in nature, in a sense that, random numbers are generated using mathematical methods. These random numbers are the so-called pseudorandom numbers, opposing to the fact that they are not true random numbers generated by physical, non-deterministic means.
There are quite a number of pseudorandom number workhorses. Some examples are linear feedback shift register (LFSR), linear congruential generator (LCG), and cellular automata (CA). In the past decade, researchers have been focusing more on the development of CA as pseudorandom number generator (PRNG) primarily because of its easy implementation in hardware, as CA simply assumes a network of Boolean functions.
CA PRNGs have been studied extensively and for the past years, they showed outstanding performance and superiority over other PRNGs 2, 15 .
CA PRNG structures may vary in complexities given that CA can be employed in onedimensional string, two-dimensional grid, or three-dimensional solid. Complexity in CA structures increases with good performance. Likewise, complexity in hardware introduces additional implementation costs. Thus, it is considered necessary to design a CA PRNG with the least structural complexity and a cost-effective implementation. randomness performance [12] [13] [14] 19 . This paper keeps the same objective in focus.
The paper is organized as follows. Section 2 gives an overview of the cellular automata and its application as PRNGs in past works. Section 3 introduces 2-d lattice CA and some genetic algorithm as an optimization solution. Section 4 presents an approach to analyze CA PRNGs which leads to lesser cost of implementation. Section 5 concludes the paper.
Cellular Automata PRNGs

Cellular automata overview
A cellular automaton is an array of cells where each cell is in any one of its permissible states, i.e., s∈{0,1}if Boolean CA is considered. The cells in a CA array are updated synchronously at discrete time steps where f i represents the transition rule for the ith cell. In normal 2-d CA grids [16] [17] [18] , two types of neighborhood are considered: von Neumann neighborhood and Moore neighborhood. The von Neumann neighborhood is a 5-neighborhood CA, consisting of the cell along with its four immediate nondiagonal neighbors. The Moore neighborhood is a 9-neighborhood CA, consisting of the cell along with its eight surrounding neighbors. In this paper, von Neumann neighborhood is assumed so as to reduce connection costs among the cells. In this work, 2-d lattice CA is nonuniform. If a cell located at the boundary is directly connected to one cell only, periodic boundary is assumed, so as to introduce another directly connected cell. It will be seen later in the next section.
2.2.Random number feeds to randomness tests suites
Random numbers are obtained from CA by extracting the bit values of the CA cells at each time step. In some works [13] [14] , bits are sampled so as to increase the randomness quality of the CA PRNGs by avoiding correlations 22 among the pseudorandom numbers produced. Typically, cell spacing and time spacing are the sampling methods used. It has been proven that spacing improves the performance of CA PRNGs. However, efficiency of CA is neglected as some CA bits are not utilized.
In previous works [12] [13] [14] 19 where n is the total number of CA cells. This means that a string of n bits is produced by the CA X(t) at a particular discrete time step t. If the strings of n bits for all time steps are juxtaposed, thus forming t*n bits, a general equation of a CA can be defined as, 
For example, at t=0 and n=50,
Similarly, at t=1 and n=50, For an m-bit CA PRNG, pseudorandom numbers j r are generated using the equation For example, the 1st random number 0 r is generated by the first 8 bits. Recently, 2-d CA variation 19 with asymmetric neighborship properties was introduced. Asymmetric neighborship property means that a certain cell a considers cell b as its neighbor but cell b does not consider cell a as neighbor. This property is applied to the proposed 2-d CA variation, which is much simpler than a normal 2-d CA grid [16] [17] [18] .
The 2-d CA structure is a collection of several 1-d CA connected at the boundary cells.
Evolutionary algorithms were used to find the neighborship and structures of this 2-d CA variation. The paper concludes that diagonal neighbor connections are indispensable in the 2-d CA variation in order to pass all the 18 tests of Diehard. Also, the proposed 2-d
CA variation can compete with normal 2-d CA grid [16] [17] [18] in terms of performance and entails lower implementation cost. 
2-d Lattice Cellular Automata
2-d lattice CA structure
The structure of a 2-d CA variation 19 [16] [17] [18] . Initial experiments show that there are better 2-d CA structures other than these two, e.g., when 2<VL<L. This 2-d lattice CA property is further explored in the later sections of this paper.
Evolutionary approach
In our evolutionary approach to CA PRNG structures and properties [14] [15] 19 The chromosomes structure of an L*A 2-d lattice CA is divided into three parts: the location of the vertical line connection VL (maximum is L), the neighborship assignment for t-cells, and the neighborship assignment for lattice cells. In this work, four bits are assigned to choose the location of VL. Each t-cell has three directly connected neighbors.
To choose two out of three cells to act as neighbors, the neighborships of t-cells are evolved using two bits for each t-cell. Each lattice cell has four directly connected neighbors. To choose two out of four cells to act as neighbors, the neighborships of lattice cells are evolved using three bits for each lattice cell. Although von Neumann neighborhood is used here, 3-neighborhood CA is still assumed, i.e., each cell uses the previous states of itself and two of its directly connected cells to get the next state value.
Some directly connected cells although do not function as neighbors but they function as rule control cells. This demonstrates the asymmetric neighborship property of the 2-d CA variation 19 .
The general chromosome structure of a 2-d lattice CA is described in details in the Appendix. Following the example in the Appendix, the structure of a 10*5 2-d lattice CA with two vertical connections is shown in Fig. 2 . In all the experiments conducted, the input of evolution process is randomly generated by a C++ function. Population size is set at 40. The stopping criterion is the maximum stagnation steps. If the best chromosomes keep unchanged for 100 steps, the evolution is stopped. The 1-point crossover rate is set at 0.95. The bit mutation rate is set at 0.05 per chromosome. During reproduction, half of the better-performing parents and child chromosomes are copied into the next generation. The objective of fitness calculation follows the F value as described in Eq. (1). These are subjected to Diehard test for 10 initial seeds. As shown in Table 3 
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The modes of rule control cell selection are further analyzed at different number of Here, the maximum chromosome length is set to 100 bits. Table 4 and cl is the total chromosome length.
As mentioned earlier, after the evolution process of each item in Table 4 In Table 5 , the results of categorizing chromosomes show that the more number of VLs in 2-d lattice CA, the better the randomness quality based on Diehard test. But as pointed out in the previous section and some previous works, connection cost matters.
The number of vertical connections should be minimized as possible so as to entail lower implementation cost. Another observation that can be made from Table 5 
Introducing the metric #rn
CA PRNGs performance has always been attributed to the number of CA cells.
However, it seems that the results in Table 5 do not really justify this notion. For instance, a 39-cell 2-d lattice CA PRNG is better than a 40-cell based on the Diehard test.
In this section, a new metric #rn is introduced in order to explain the results of Table 5 .
As described in Section 2.2, the random word produced is 8-bit in this paper. In the following equations, is the first CA cell in this case. At the first occurrence of such condition, i.e., at minimum j, it can be said that one output cell cycle has been completed. #rn refers to the number of 8-bit random numbers generated during each output cell cycle. Thus, #rn = j.
For an n number of output cells, the ideal scenario is when, the maximum #rn is reached.
The maximum #rn is actually the total number of output cells n. For instance, if there are 45 output cells, then there are 45x8 CA bits per cycle. Thus, #rn is 45x8/8, i.e. 45.
Analyzing the metric #rn with the results in Table 5 leads to Table 6 results. Table 6 is a simplified version of Table 5 , wherein #rn is included and the substandard L*A 2-d lattice settings when A>L are disregarded. 9  5  45  2  16  45  9  5  45  5  16  45  15  3  45  5  17  45  15  3  45  9  17  45  11  4  44  2  16  11  11  4  44  7  16  11  7  6  42  2  15  21  7  6  42  5  17  21  8  5  40  3  14  5  8  5  40  5  14  5  10  4  40  3  13  5  10  4  40  7  14  5  13  3  39  4  16  39  13  3  39  8  16  39  12  3  36  3  12  9  12  3  36  8  11  9  9  4  36  3  10  9  9  4  36  7  11  9 The results of Table 6 showed that the higher the metric #rn of 2-d lattice CA is, the better the Diehard performance, provided that A>L in the 2-d lattice CA setting.
Intuitively, a larger #rn is better because it avoid correlations in some ways. Randomness tests suites take into account the sequence of random words produced by PRNGs. If random words are frequently produced by the same set of cells,
, , ,
is more probable that these random words are correlated. Accordingly, a high value for #rn implies that the random words are outputed by the same set of cell in between long intervals.
Cropping technique
A more in-depth analysis of the metric #rn is carried out by introducing a technique called cropping of cells. This is done by cropping the last cell of the 2-d lattice CA, meaning, the last cell is not used to generate output bits. By doing so, the #rn increases to its maximum. Table 7 shows the corresponding #rn before and after cropping. -15  3  45  45  -11  4  44  11  43  7  6  42  21  41  8  5  40  5  39  10  4  40  5  39  13  3  39  39  -12  3  36  9  35  9  4  36  9  35 27  -9 There are some points to be considered in Table 8 . First, although it is said that maximum #rn should be used to boost 2-d lattice CA performance, there is still a limit to the improvement it offers. It can be seen from 
Conclusion and Future Works
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