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In order to engineer less expensive and more energy-dense batteries, new materials 
that can reliably store and transport active ions must be first developed. However, these 
materials are known for their poor reversibility due to large morphological changes during 
cycling. To maximize reversibility during charge and discharge, we must be able to 
understand and control the electrochemical reaction mechanisms of these new electrode 
materials. This dissertation uses in situ experiments, primarily in situ transmission electron 
microscopy (TEM), to understand the nanoscale reaction pathways in various high-capacity 
electrode materials during reactions with Li+, Na+, and K+ ions. Upon reacting with alkali-
metal ions, these electrode materials often exhibit much higher specific storage capacities than 
conventional Li-ion battery electrode materials. In addition, these types of materials can also 
be used in lower-cost sodium- and potassium-based systems. Hence, they could replace 
electrode materials in Li-ion batteries, which would make possible engineering batteries with 
higher specific energy. However, the more substantial volumetric changes that these electrode 
materials undergo during reaction cause a significant decrease in the capacity retention. This 
decrease in the capacity retention is caused by the mechanical fracture of the active material 
and continuous growth of the solid-electrolyte interphase (SEI) on the surface of the anode 
particles, which both lead to very low cyclability of these systems.  
If these battery systems are to be improved, it is critical to understand both how the 
larger Na+ and K+ ions affect the nanoscale phase transformations during these reactions and 
how to engineer high capacity battery materials with high coulombic efficiency and longer 
xviii 
 
cycle life. As part of the research described in this dissertation, studies on the Cu2S and FeS2 
active materials were conducted to examine the effect that larger alkali metal ions have on the 
reaction mechanisms of large-volume-change materials. Evidence obtained from extensive in 
situ and ex situ experiments suggests that the larger volume changes associated with the 
sodium/potassium reactions indicate that the different reaction pathways affect the materials 
behavior. This altered reaction behavior results in a more stable morphology for the overall 
cycling of the electrode material. In an effort to aid the engineering of a high capacity battery 
material with longer cycle life, a study was conducted on Sb nanocrystal electrode materials 
that exhibited stable electrochemical behavior. This study demonstrated that small spherical 
particles naturally formed uniform internal voids that were easily filled and vacated during 
cycling. This was found to be due to the resilient lithiated oxide layer that formed after the 
first lithiation and subsequently prevented shrinkage during delithiation. A chemomechanical 
model describing the void formation was developed; this model can serve as a tool to guide 
the creation of oxide or other shells that enable alloying materials to undergo voiding 
transformations in situ. When reacting with alkali ions of different sizes, all of these materials 
(Cu2S, FeS2, and Sb) exhibited counter-intuitive phase evolution and mechanical degradation 
behavior. The findings indicate that, thanks to their high energy density, large-volume-change 
materials could make possible the development of next-generation batteries, whether they be 
Li-ion batteries or batteries with other chemistries that undergo complex morphological 
changes. 
    
1 
 
CHAPTER 1.  INTRODUCTION AND BACKGROUND 
 
As an efficient electrical energy storage system for the renewable energy market 
and as a power source for transportation, defense, aerospace and consumer electronic 
applications, Li-ion batteries have revolutionized the modern world and have become 
commonplace in developed nations since their first commercialization in 1991.1–4 However 
current Li-ion technology cannot meet the growing demand for high energy density and 
long cycle life as these markets expand.1–6 This has helped fuel the search of electrode 
materials with higher gravimetric and volumetric specific capacities in recent years while 
also lowering the high cost it takes to fabricate Li-ion batteries. However, it has been found 
that increasing the capacity generally leads to a decrease in the cyclability.7–9 Therefore, 
there must be a concerted effort to understand the chemomechanical degradation of these 
electrode materials to enable their use in alkali-metal ion battery systems. 
 
1.1 Alkali-Metal Ion Battery Electrochemistry 
Batteries are an energy storage device that store chemical energy and converts this 
to electrical energy and vice versa by shuttling ions between two electrodes during charge-
discharge cycles. An alkali-metal ion battery is composed of a positive electrode (cathode) 
and a negative electrode (anode) separated by an ionically conductive, but electrically 
insulating, liquid electrolyte, as seen in Figure 1.1. These electrodes are generally 
composite structures made of a mixture of active material particles, conductive additive, 
and polymer binder. This results in a very porous electrode with a large amount of surface 
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area available for the redox reactions to take place during cycling. These electrode films 
are adhered to metallic current collectors to ensure electrical contact. Within these 
electrodes themselves the conductive additive ensures electrical contact between the 
battery framework and the active materials. Physical separation between the electrodes is 
maintained using a polymer separator soaked in an ionically conductive liquid electrolyte. 
This liquid electrolyte generally consists of an organic solvent containing a dissolved 
alkali-metal salt. 
As the alkali-metal ions flow through the electrolyte during cycling they 
electrochemically react with the positive and negative electrodes. The chemical driving 
force across the cell that allows this flow is due to the difference in the chemical potential 
of the two electrodes. This difference in the chemical potential is directly related to the 
standard Gibbs free energy change per mol of reaction, 𝛥𝐺𝑟
∘. During the discharge process, 
electrons are taken out of the negative electrode, where the chemical potential is the 
highest. These electrons are moved through the current collector and the outer circuit, and 
then inserted into the positive electrode. The bulk charge neutrality is maintained as the 
electrochemical potential difference between the two electrodes drives the ions through the 
electrolyte from the anode, where oxidation is occurring, to the cathode, where reduction 
is occurring. The relation between the Gibbs free energy of the reaction is directly related 





   (Eq. 1.1) 
where 𝐸 is the measurable voltage between the two electrodes, 𝑧 is defined as the charge 
number of the mobile ionic species and 𝐹 is Faraday’s constant. This flow of electrons and 
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ions can be reversed in these types of cells if a high enough voltage to overcome the driving 
force of the chemical reaction is imposed on the cell in the opposite direction. This will 
result in the current to flow in the other direction, meaning the electrical energy will be 
consumed and the chemical energy will increase, and thus the cell will be recharged.10 In 
terms of voltage of the cell, as energy is extracted from the cell during discharge, the 
voltage decreases, and as the cell is recharged and energy is being reinserted into the cell, 
the voltage increases.  
 
1.2 Current Li-ion Battery Systems 
Conventional commercial Li-ion batteries traditionally make use of a graphitic 
anode, a layered transition metal lithium oxide cathode (140-160 mAh/g)1,11,12 and a 
polymer separator soaked in an organic liquid electrolyte that consists of a carbonate 
solvent and Li salts, such as LiPF6.
12,13 The particulate cathode is attached to an aluminum 
metal current collector, while the anode is spread on a copper current collector.14 A 
schematic of this battery setup can be seen in Figure 1.1. Typical negative electrode 
materials have potentials near the electrochemical potential of the Li+/Li redox reaction (at 
-3.04 V vs. the standard hydrogen potential (SHE)), usually around 0.01-0.5 V vs. Li+/Li. 
Positive electrode materials have potentials in the range of 3-4 V vs. Li+/Li. The positive 
electrode potential is maximized in order to maximize the total specific energy of the two 
electrodes, since the total energy is found by multiplying the total charge capacity by the 
voltage of the couple. 
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During operation, the redox reactions in conventional Li-ion batteries take place 
through an intercalation-type mechanism. In this reaction, lithium ions are inserted between 
atomic layers of the electrode materials into the interstitial sites with minor structural 
changes as the battery is repeatedly cycled.2,11,14 This causes relatively small volume 
changes, hence retaining capacity over repeated cycles as a stable morphology is 
maintained, which allows for a thin stable SEI to grow on the electrode surface. However, 
this lower volume expansion is directly linked to the few available sites for Li ions to be 
stored in, hence resulting in low specific capacity. For example, upon full reaction of 
lithium with graphite, the chemical compound LiC6 is formed as seen below,  
𝐿𝑖+ + 𝑒− + 6𝐶 → 𝐿𝑖𝐶6  (Eq. 1.2) 
limiting its theoretical capacity to 372 mAh/g. While intercalation-type materials are 
generally more structurally and electrochemically stable during cycling, the energy density 
of these battery systems remains an issue due to the relatively low possible alkali-metal 
concentration. One option to increase the overall capacity these battery materials can store 
is by examining different reaction mechanisms battery materials can undergo. The focus 
of this work is the development of different type of these promising materials that address 





Figure 1.1: Schematic of a Li-ion battery. The battery is made up of an anode and a cathode 
separated by a Li-containing electrolyte. The anodic active material is made of graphitic 
carbon and the cathodic active material is generally made of a transition metal lithium 
oxide material. Both of these electrode materials store lithium through intercalation of the 
Li between the layers of the material.  
 
1.3 Alloying- and Conversion-Type Battery Materials 
Most current Li-ion battery systems make use of intercalation-type materials with 
good cyclability due to minor structural changes; however, as previously stated, the energy 
density of these materials is relatively low. This has led to a great deal of research on large-
volume-change reaction materials with much larger specific capacities for use in Li+-based 
systems.15–19 Commonly they are divided into two different types of reactions, the alloying- 
and conversion-type which are defined according to the characteristics of the reaction that 
takes place.  
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Materials that alloy with lithium are an attractive candidate for negative electrodes 
of Li-ion batteries. Alloying-type reactions refer to the active materials electrochemically 
forming compound phases made of the alkali ions and metals and can be seen in Figure 
1.2a. Many materials such as silicon, germanium, aluminum, lead, silver, gold, tin, 
antimony, and others have been found to alloy with lithium at the low potentials that 
negative electrodes react at. The alloying process involves breaking the bonds between the 
host atoms, which leads to dramatic structural and volumetric changes.9,20–22 Since the 
atomic framework is destroyed in this reaction the theoretical specific capacities of alloy 
anodes are generally 2-10 times higher than that of graphite. For example, fully-lithiated 
alloyed Si forms the Li22Si5 phase with a specific capacity of 4200 mAh/g, and it 
experiences a 310% volume expansion.16–18,23,24 
A conversion-type reaction involves the reaction of an alkali metal species with a 
transition-metal compound, such as an oxide or sulfide, generally forming a mixture of 
multiple new phases, as shown in Figure 1.2b. In this mixture, one phase is a new 
compound that incorporates the alkali ion (such as Li2O or Li2S), and the other new phase 
is a stable transition metal species. The final reaction product is a nanoscale mixture of 
these two phases.19,25 A subset of these conversion-type reaction is a displacement reaction 
and can be seen in Figure 1c.19,26,27 In this reaction, the inserted ion displaces the metal 
ions, expelling them to the surface where they are reduced, resulting in a mixture of the 
alkali-metal compound and transition metal similar to a conversion-type reaction.26 The 
overall crystal structure undergoes only minor changes during this process. This reaction 
is enabled by several factors: (i) the initial and final sulfide/oxide phases of the reaction 
have similar crystal structures, (ii) the initial and final sulfide/oxide phases have similar 
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molar volumes, (iii) and the ionic conductivities of the alkali metal ion and transition metal 
ion in the initial sulfide/oxide structure are very high.19,28 For all conversion-type reaction 
materials, this formation of a two-phase mixture results in large-volume changes which 
leads to high specific capacity.  
 
Figure 1.2: Schematic of different types of large-volume-change reactions. (a) Alloying-
type reaction occurs when the active material alloys with the alkali-metal ions, generally 
resulting in the largest volume expansion and fracture. (b) Conversion-type reactions result 
in nanoscale phase separation to form the mixed metal/sulfide phases. (c) Displacement-
type reaction are a unique type of conversion reactions that occur and are distinguished by 
direct replacement of the metal with the alkali-metal ion. 
 
As previously stated, these materials experience significant volumetric and 
structural changes during both ion insertion and removal, as these materials shrink 
drastically during ion removal.29,30 This is consistent for all these types of reaction 
mechanisms and can cause major problems for electrodes made of these materials. One 
such problem is the pulverization or fracture of the particles during cycling which can result 
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in the loss of contact between the electrode framework and the active material.16–18,29,31,32 
This, in turn, can result in irreversible capacity loss as the active material is electrically 
disconnected from the framework. Additionally, the cyclic volume changes of these 
materials repeatedly break the solid-electrolyte interphase (SEI) layer. This exposes the 
surface of the active material leading to continuous SEI growth rather than the formation 
of a thin passivating SEI layer. This continuous SEI growth results in a much lower 
Coulombic efficiency (CE) and increases the overall impedance as new SEI is formed 
every cycle.9,11,33–35 Together, these effects can cause rapid capacity decay.   
To mitigate the problems caused by these drastic volume changes, advanced 
nanostructures have been developed that can accommodate large volume changes by 
maintaining a dimensionally-stable outer surface during cycling. It has been shown that 
various types of hollow nanostructures improve the stability of materials while also 
supporting fast charge/discharge rates.17,35–41 In particular the “yolk-shell” nanostructures 
have proven very successful. These structures feature an inactive outer shell that surrounds 
a smaller active material that is detached from the outer shell, leaving a void around the 
active material.17,36 This voided region is fabricated to be large enough to allow for the full 
volume expansion of the contained active material without straining the inactive shell. By 
maintaining the same outer surface during cycling, a stable, undamaged SEI can form 
resulting in higher CE and improved cycled life.17,34,36 However while these yolk-shell 
structured electrodes have shown significantly improved electrochemical properties, the 
synthesis required to fabricate these materials involves multiple complicated and expensive 
processing steps, such as uniform coatings and removal of multiple sacrificial layers on the 
nanoparticles. These processes limit the commercial application of these materials. Several 
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types of alloying materials have been shown to exhibit pore formation at the nanoscale, 
such as Sn.42,43 However the pores formed are non-uniform and still result in overall 
volume changes that lead to poor SEI formation. While internal voids have shown promise 
for nanostructured large-volume-change electrode materials, a more feasible material 
system must be found. 
 
1.4 Sodium and Potassium Battery Systems 
As the growth of technological markets, such as electric transportation and 
renewable energy production continues, electrical energy storage systems with advantages 
in cost as well as cyclability and energy density must be found.1–4 While extensive research 
has been conducted on high capacity electrode materials for lithium systems, not much is 
known about how electrochemical reactions with other ions influence phase transformation 
dynamics and mechanical degradation of these active materials.  
Sodium-ion44,45 and emerging potassium-ion46,47 batteries provide promising 
affordable alternatives to Li-ion battery systems. This reduction of cost is due to the fact 
that Na- and K-ion battery systems can make use of less expensive and lighter-weight 
aluminum, rather than copper, metal current collectors. This is due to sodium and 
potassium not forming alloys with aluminum at low potentials like lithium does.48 In 
addition to saving on manufacturing costs, sodium  and potassium are each ~1000 times 
more abundant than lithium in the Earth’s crust (Figure 1.3),4 and there is an almost infinite 
supply of sodium in the ocean. The abundance may lead to cost reduction, which makes 
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these alternative types of alkali-metal batteries of great interest for multiple technology 
markets searching for lighter and more cost-effective energy storage systems.  
 
Figure 1.3: Elemental Abundance of several elements within Earth’s crust, including Li, 
Na and K. Figure from a study by Yabuuchi et. al.4 
 
Since Li, Na and K systems feature similar electrochemistry due to their 
monovalency, previous research and the existing knowledge of Li-related systems can be 
used to guide the synthesis, characterization and testing of electrode materials for Na and 
K systems. Recent developments of a variety of anode and cathode materials for use in Na-
ion batteries have enabled the operation of these types of batteries at appropriate potentials 
with prolonged cycle life.3,4 It has been known that sodium atoms do not intercalate well 
into graphite3 due to the mismatch of the graphite interlayer distance with the larger Na+ 
ions. Breakthroughs in the development of layered sodium transition-metal oxides that 
operate through intercalation reactions have produced Na-based cathodes with energy 
density comparable to lithium systems.2,49 However, as previously stated, intercalation-
type materials do not achieve the high specific energy required of new battery systems. 
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Therefore, the use of high-capacity anode materials for Na and K systems has recently seen 
more interest, however, improved understanding of reaction mechanisms is still required. 
Preliminary results have shown that alloying and conversion-type materials show very 
promising behavior and capacity retention in Na-ion systems. In alloying materials, such 
as Sn, Ge, and Sb, and conversion materials, such as FeS2, similar electrochemical 
behavior, when compared to Li-ion systems, has been observed. In certain cases, such as 
Sb and FeS2 battery systems, capacity retention of greater than 90% has been maintained 
over thousands of cycles.3,49  
While most recent studies have placed more emphasis on the development of Na-
ion systems, K-ion batteries also provide similar cost advantages when compared to Li-ion 
systems. Furthermore, the standard potential of the K/K+ redox couple is comparable to 
that of Li/Li+ (-2.93 V and -3.04 V vs SHE, respectively), while the standard redox 
potential of Na/Na+ is -2.71 V vs. SHE. This means that, theoretically, K-ion batteries could 
deliver similar cell voltages as Li-ion batteries.46,47,50–52 However, research into potassium 
based batteries is still in its infancy, with most studies currently only investigating carbon-
based anodes.46,47,50,53 While potassium has been shown to electrochemically intercalate 
into graphite to form KC8 (theoretical capacity of 279 mAh/g), the exact mechanism by 
which potassium is stored is not fully understood and the low specific capacity of such 
electrodes is not ideal.50,53 Several studies have shown that alloying materials, such as Sb, 
Sn, and P, when made into a composite electrode with some carbonaceous materials can 
be electrochemically cycled reliably.50,53 Conversion materials such as FeS2, also have been 
found to react with potassium by using the yolk-shell electrode architecture discussed 
previously, and have reported a specific capacity of 166 mAh/g for over 1000 cycles.54  
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However, the large volume changes associated with this reaction generally result in 
capacity decay from the theoretical capacity of 894 mAh/g upon full reaction. To further 
the development and improve electrochemical behavior of these different alkali-ion 
systems, a greater understanding of the basic phase transformations of electrode materials 
is needed.  
In recent years, breakthroughs in the development of novel nanoscale architectures 
capable of controlling the large morphological changes have made these large-volume-
change electrode materials more feasible in next-generation batteries.17,55 However, due to 
the larger ionic radii of Na+ and K+ ions and the larger molar volumes of Na- and K- based 
compounds, it is expected that materials undergoing sodiation and potassiation will 
experience larger volumetric changes when compared to lithiation.50,56 Previous studies 
have shown that these larger volumetric changes can be linked to mechanical degradation 
and fracture of electrode materials which can diminish the cyclability of these 
systems.18,57,58 However, the impact of these larger ions on the structural, morphological 
and chemical evolution of these type of electrode materials is yet to be fully studied. 
Therefore, the nanoscale reaction processes in conversion and alloying battery materials 
must be investigated in detail to allow for effective use in rechargeable Na- and K-based 
battery systems. 
 
1.5 Experimental Materials Background 
Several different material systems have been investigated over the course of this 
dissertation. These consist of two different sulfide conversion-type reaction materials, 
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Cu2S and FeS2, and an alloying-type reaction material, Sb. It is worth noting that Cu2S is 
known to undergo a displacement-type reaction with lithium.19,26 Background information 
on these materials is presented in the next section. 
 
1.5.1 Copper (I) Sulfide Electrode Material 
Copper (I) sulfide was the first material examined in this dissertation work, and the 
results are presented in Chapter 3. Cu2S in this study was of the low chalcocite (LC) phase. 
This phase consists of a distorted hexagonal-close-packed sulfur sub-lattice with Cu+ ions 
occupying mainly triangular interstitial sites throughout.59–61 This results in a crystal 
structure with monoclinic symmetry (space group 𝑃21/𝑐). This chalcocite ore can be found 
naturally and makes this material relatively inexpensive compared to other materials 
needed for current battery electrodes.  
Previous work on the material has shown that Cu2S undergoes a displacement-type 
reaction with lithium.19,26  As discussed previously, this unique type of reaction is due to 
the structure of the LC Cu2S and resulting Li2S phase. In this reaction, the inserted Li
+ 
displaces the Cu+ ions within the crystal structure. Due to the very high ionic conductivities 
of both Li+ and Cu+ in the Cu2S (~10-7 cm2 s-1),19,28 the Li+ expels the Cu+ to the surface 
where the ions are reduced to Cu metal, resulting in a mixture of Li2S and Cu metal.
26 
During this reaction the overall crystal structure undergoes only minor changes as it 
converts from Cu2S to Li2S. This reaction is only possible due to the fact that the low 
chalcocite crystal structure of Cu2S is very similar to the Li2S structure, including their 
molar volumes which only have a ~2.7% volume difference. 
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From previous work it is know that Cu2S has a theoretical capacity of 335 mAh/g 
after undergoing a full reaction with both lithium and sodium through the electrochemical 
reaction seen below forming X2S, where 𝑋+is the alkali-metal ion species in question: 
𝐶𝑢2𝑆 + 2𝑋
+ + 2𝑒− → 𝑋2𝑆 + 2𝐶𝑢    (Eq. 1.3) 
A study by Jache et. al. found that Cu2S exhibits good reversibility in Li cells up to 150 
cycles with negligible capacity decay.28 However, when examining Cu2S in a sodium cell 
using a 1.0 M NaCF3SO3 tetra ethylene glycol dimethyl ether electrolyte there was a drastic 
decrease in the capacity retention where they suggest that fully sodiation does not occur 
resulting in a NaxCu2S (x<2) phase is formed.
62 This unique type of reaction, and the 
difference in the cyclability between the Li and Na cells, make it an interesting materials 
system to study the effect that larger alkali-metal ions have on structural evolution. 
 
1.5.2 Iron (II) Disulfide Electrode Material 
The iron (II) disulfide reaction with lithium, sodium and potassium is examined in 
Chapter 4. This material is an ideal candidate for study in battery systems due to its natural 
abundance, inexpensive components, and very high theoretical capacity of 894 mAh/g. 
FeS2 is known to be the prototype of the simple cubic crystallographic pyrite structure 
(space group 𝑃𝑎3̅). The unit cell of this system is composed of a face-centered cubic 
sublattice of Fe, with each Fe atom surrounded by six S nearest neighbors in a distorted 
octahedral arrangement.63 Each S is bonded to another S atom, as well as three Fe atoms, 
and the formal oxidation states of each element are Fe2+ and S2
2-. The full electrochemical 
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conversion-type reaction of FeS2 with alkali metal ions is expected to behave according to 
the following equation:  
𝐹𝑒𝑆2 + 4𝑋
+ + 4𝑒−  → 𝐹𝑒 + 2𝑋2𝑆   (Eq. 1.4) 
where X is the alkali metal of interest. The full conversion to X2S would involve 
electrochemical reduction of both the Fe2+ cation and the S2
2- species. Prior to the 
conversion reaction it has been shown that Li+, Na+ and K+ ion intercalation takes place at 
higher relative voltages, but the theoretical specific capacity of all these reactions remains 
894 mAh/g.54,64 
Since the late 1980s, FeS2 material has been in development as a potential battery 
material. Early efforts involved the use of molten salt FeS2/Li-Al batteries, which have 
since fallen out of favor.65  However, due the beneficial properties discussed above, interest 
in this material remains. Previous work has shown that FeS2 undergoes a conversion-type 
reaction with Li as the above reaction indicates.19,64,66 Nanoscale FeS2 crystals have also 
been shown to be a promising, high-capacity electrode material for multiple types of 
batteries, including primary Li cells.67 It has been reported that FeS2-based secondary cells 
have relatively long cycle life in both Li- and Na-ion batteries (utilizing either partial 
reaction via intercalation or full conversion).63,64,67–71 However several of these studies 
have shown that during cycling this material is not fully reversible in sodium cells. Yolk-
shell structures have also been implemented for use in Na/FeS2 cells and shown excellent 
cycling behavior for over 100 cycles.72 Additionally FeS2 electrodes have also shown 
promising high-capacity behavior in solid-state Li systems.66,73 These beneficial 
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electrochemical properties makes this material ideal to study the effect that different alkali-
metal ions have on nanostructured FeS2 during initial discharge of the material. 
 
1.5.3 Antimony Electrode Material  
Uniform elemental antimony nanocrystals are examined in the final study in 
Chapter 5. As an alloy anode material, Sb is known to have a high theoretical specific 
capacity of 660 mAh/g and volumetric capacity of 1890 Ah/L74–76 upon full lithiation to 
the Li3Sb phase: 
𝑆𝑏 + 3𝑋+ + 3𝑒−  → 𝑋3𝑆𝑏   (Eq. 1.5) 
It has been shown that a Li2Sb phase can form (two plateaus at 0.82 and 0.78 V), however 
in the experimental data shown in Chapter 5, and in other studies76 show the direct 
conversion from Sb to Li3Sb is possible and takes place at 1.02 V. This alloying reaction 
results in a theoretical volume expansion of the material by a factor of 2.35.76 The antimony 
used for this study has the rhombohedral structure (space group 𝑅3̅𝑚, 𝑎 = 𝑏 = 0.4307 
nm, 𝑐 = 1.1273 nm).While antimony is not as abundant as silicon, Sb remains a promising 
alloying electrode material due to the fact that it does not experience as drastic of 
volumetric changes, while still having a high specific and volumetric capacity.  
Prior electrochemical studies of Sb electrode materials have shown varying degrees 
of cyclability with in both lithium and sodium based cells.38,74,75,77,78 Additionally, as 
discussed previously, hollow nanostructures have been used with antimony to increase the 
electrochemical stability of these electrodes, with carbon “yolk-shell” structures38 and Sb 
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nanotubes77 showing exceptional cycle life and high coulombic efficiency. In a particularly 
interesting study by He et al.,74 the electrochemical behavior and cycle life of uniform 
monodisperse Sb nanocrystals (diameter of 10-20 nm) were shown to be superior to larger 
Sb particles (diameter of many microns) in both Li- and Na-based systems. Additionally, 
these materials were found to have very good capacity retention even at faster rates. This 
is a unique finding as the high surface area of small nanocrystals can often result in poor 
CE and cycling behavior.34,79 This intriguing finding, combined with the intrinsic 
advantages of antimony, makes it an interesting material to study the nanoscale reaction 
mechanisms using in situ methods. 
 
1.6 Motivation and Scope of Research 
Batteries are a part of everyday life and the growth in the electric vehicle and 
renewable energy market has called for the development of new energy storage with 
increased affordability, cyclability and/or energy density compared to current Li-ion 
systems.1–4 Current Li-ion systems make use of a graphitic carbon anode and a layered 
lithium transition-metal oxide cathode, however these types of cells are reaching their 
limits. New batteries utilizing energy-dense conversion- and alloying-type battery systems 
are a possibility, but a great deal of research is needed to understand these systems to 
optimize their performance. These materials have very high specific Li storage capacities 
and enable the use of larger, cheaper alkali-metal ion systems, such as Na- and K-ion 
batteries. However, these reactions result in substantial morphological changes and volume 
expansion. The volume changes, ranging between 100-300%, cause significant challenges 
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such as mechanical fracture of the active particles and continuous growth of solid-
electrolyte interphase (SEI).23 This results in a lower Coulombic efficiency (CE), leading 
to early battery failure as the impedance continuously increases.9,11,33–35  
Traditionally, researchers have made use of a variety of ex situ characterization 
techniques to understand battery transformations, but it is critical to understand the inner 
workings of a battery in order to engineer these new materials to overcome cycle life issues. 
As is true in all battery systems, the energy density and cycle life are heavily dependent on 
the phase transformations of active materials. In order to have complete understanding of 
how to better engineer these novel materials with higher capacity, the nanoscale reaction 
mechanisms that occur in these materials must be known. The primary objective during 
my studies was to use in situ transmission electron microscopy (TEM) to examine the 
nanoscale reactions of these materials to better understanding how these reactions affect 
the electrochemical behavior of the overall battery systems.  
This work helped determine how nanoscale reaction pathways influence the 
electrochemical behavior of battery systems that make use of different alkali metal ions. 
Additionally, this work discovered the naturally occurring behavior of an alloying material 
that forms a unique hollow nanostructure upon delithiation that remains electrochemically 
stable during cycling. In the following chapters I will discuss various experiments 
conducted on the conversion-type materials, Cu2S and FeS2, and alloying-type reaction 
material, Sb, that undergo large volumetric expansion to guide the engineering of these 
energy-dense materials for increased stability and cycle life. This research helped 
determine the effect that different alkali metal reactions have on these large-volume-change 
materials that can help lead to the development of promising Na- and K-ion battery systems 
19 
 
with potentially lower cost than Li-ion systems. This work will enable the development of 
compact energy storage devices with high energy density and operational stability using 
high capacity electrode materials not used previously.  
In Chapter 2, the various experimental techniques used for the studies on the Cu2S, 
FeS2 and Sb material are discussed. Within this chapter the specialized in situ transmission 
electron microscopy techniques used for each of these experiments are discussed along 
with the electrochemical techniques needed for the study of the battery materials. 
Additionally, other experimental techniques needed for these studies are discussed, such 
as the image processing techniques required after in situ TEM experiments. Finally, the 
syntheses required to fabricate these nanoscale electrode materials are discussed. 
In Chapter 3, I discuss the sodiation of the displacement-type Cu2S electrode 
material. For this study, a large amount of electrochemical data was collected, which 
demonstrated that the Na/Cu2S reaction can exhibit cyclability comparable to Li/Cu2S 
cells. However, the electrochemical behavior of these cells suggests different reaction 
mechanisms take place. Structural analysis of the Cu2S, using both ex situ and in situ XRD 
showed that the resulting phases for both the lithiation and sodiation are very similar. In 
situ TEM techniques were then used to demonstrate the difference in the sodiation reaction 
from the displacement reaction seen during lithiation. The resulting morphology was found 
to be more electrochemically stable than the lithiation reaction. These results illustrate that 
the large volumetric changes involved with this reaction do not necessarily lead to worse 
electrochemical behavior, as commonly believed. 
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In Chapter 4, the sulfide conversion-type material, FeS2 is studied using similar 
experimental techniques to determine the effect that Li+, Na+, and K+ ions have on the 
reaction mechanisms and morphological evolution. During the electrochemical studies it 
was found that the FeS2 material was reactive with all the alkali-metal ion and undergoes 
similar two-phase reaction mechanism. Structural analysis demonstrated that the 
crystallinity of these reacted products decreased as a function of the alkali-metal ion size, 
with the largest of which, not resulting in a complete reaction after electrochemical 
reaction. The in situ TEM experiments were conducted and show that a sharp reaction front 
forms in every reaction, and the Fe particle size decreases as the alkali-metal ion size 
increases. However, despite the larger volume changes associated with the sodium and 
potassium reaction, fracture only occurred during lithiation. Mechanical testing and 
chemomechanical modeling demonstrated that this was a result of the shape evolution of 
the crystal during the reaction, rather than the mechanical properties of the reacted material. 
The lithiation reaction was highlight anisotropic, producing more substantial mechanical 
stress than the sodiation or potassiation reaction. These results demonstrate that different 
reaction pathways influence the fracture behavior of electrode materials. 
In Chapter 5, investigation of the fundamental reaction behavior of very small 
antimony nanocrystals is presented. Using in situ TEM, it was shown that sufficiently small 
antimony nanocrystals spontaneously form uniform voids upon the delithiation of the 
material, that were then able to be reversibly filled and vacated during cycling. Structural 
analysis was performed and showed that after the first full lithiation cycle the only 
crystallinity still present is the result of the Li2O signal from the formation of a rigid oxide 
layer. During delithiation this oxide layer was found to remain intact resulting in the 
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formation of an Sb-rich amorphous coating on the interior of this oxide structure as the 
lithium was removed. This void formation was also found to be a result of the initial 
particles size and shape as this behavior was not seen in larger, more irregularly-shaped 
particles that underwent the same reaction. Electrochemical tests were then conducted on 
the small uniform Sb nanocrystals, the larger more irregular Sb nanoparticles and bulk Sb 
powder. These tests showed that the nanocrystals exhibited very stable behavior after the 
initial formation of the oxide layer structure. A simple chemomechanical model was then 
developed to explain the formation of these voids within the oxide shells that was 
analogous to a thin-walled pressure vessel. This model demonstrated the balance of internal 
strain energy that is developed during delithiation and the associated strain that accompany 
this reaction while taking the buckling stress of the external oxide shell into account. This 
model also provides insight into the development of other large-volume-change materials 
that could possibly benefit from this type of natural voiding behavior as a result of the 
formation of an oxide shell. 
In Chapter 6, I present a summary of the collective results of the studies conducted 
during the study of these large-volume-change materials. The significance of the results of 
these studies are explored, as these conversion and alloying-type materials are investigated 
as promising electrode materials for Li-, Na-, and K-ion battery systems. Future work into 
various factors of both these materials systems and others like them are discussed in order 




CHAPTER 2.  EXPERIMENTAL TECHNIQUES 
 
 In this chapter the experimental procedures used to gather data are described. In 
this dissertation work several different types of experiments were conducted. These 
included the synthesis of the nanoparticles needed for electrochemical experiments along 
with various characterization techniques, including X-ray diffraction (XRD) and 
transmission electron microscopy (TEM). Of these experiments, the primary amongst them 
were the use of electrochemical and in situ TEM techniques. By combining these types of 
experiments, direct links can be made from the changes observed on the nanoscale to the 
electrochemical behavior seen in coin-cell battery setups. 
2.1 In Situ Transmission Electron Microscopy 
 The primary experimental characterization technique used throughout these studies 
is transmission electron microscopy. Modern TEM allows for high spatial-resolution 
imaging of samples along with the ability to characterize materials using a variety of 
techniques. These include electron diffraction, energy dispersive spectroscopy (EDS), and 
electron-energy loss spectroscopy (EELS). For the work done in this dissertation, electron 
diffraction and EDS were primarily used for in situ characterization. If properly used, these 
techniques combined with the imaging capabilities allow for atomic-scale structural, 
chemical and morphological characterization.  
The TEMs used for these experiments all operate by transmitting a high-energy 
electron beam (200-300 kV) through a sample that is less than a few hundred nanometers 
thick.80 This transmitted beam is then used to form a real-space image or diffraction pattern. 
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In TEM, contrast is dependent on several factors. The first is mass-thickness contrast, 
where heavier atoms and thicker regions scatter more electrons and results in lower 
intensity in a bright-field image. The second is diffraction contrast which is the result of 
the crystallinity of the imaged sample and is therefore not observed in amorphous 
materials. This change in contrast results from the scattering that occurs at high angles of 
electron diffraction from a lattice. The final type of contrast is phase contrast which results 
from the atoms diffracting electrons in the beam as they pass through them. This results in 
the relative phase of the electrons changing upon transmission through the imaged sample 
and the associated contrast from this phenomenon allows for high-resolution imaging of a 
crystal lattice. The high-resolution imaging made possible by TEM make it the ideal 
characterization tool for studying the crystal structure, morphology and chemical 
composition of various nanomaterials. 
To make use of these TEM capabilities several experimental methods have been 
developed to observe dynamic processes in situ. While these techniques have revealed a 
great deal of phenomena,25,81–86 these experiments remain very difficult due to several 
factors such as the high vacuum environment within the microscope chamber. In addition, 
these experiments require precise and complicated sample holders along with complex 
sample fabrication techniques. However, despite these difficulties in situ TEM has 
previously been utilized to examine the dynamic structural and morphological changes in 
various battery electrode materials while undergoing electrochemical reaction. This 
technique was first used by J. Y. Huang and C.-M. Wang et. al. in 2010 to examine the 
lithiation and delithiation of SnO2 nanowires using ionic liquid electrolyte and bulk lithium 
cobalt dioxide cathode. This study demonstrated the lithiation-induced volume expansion 
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and pulverization of the electrode materials and was one of the first to provide insight in 
the mechanistic design needed for batteries making used of these materials.85 This 
technique has since been modified for use with other types of samples both making use of 
ionic liquid electrolytes as well as all-solid-state open-cell configurations used in these 
following experiments. In more recent years, a variety of studies have been conducted on 
the electrochemical lithiation of various battery nanomaterials and the resulting structural 
and chemical changes accompanying these reactions.19,25,30,87–89 These various types of 
experiments have been made possible by the use of a specialized in situ TEM holder, seen 
in Fig. 2.1, that allows for the probing of various battery nanomaterials with any alkali 
metal. The procedure to use this type of open cell probing/biasing holder for 
electrochemical cycling is described as follows. 
 
Figure 2.1: In situ TEM holder with the piezo-controlled cap and TEM half-grid. A 
schematic of the open cell probing/biasing in situ TEM holder experimental setup that 
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consists of the alkali-metal tipped tungsten probe as the counter electrode and the drop-cast 
nanocrystals as the active electrode. 
 
This holder operates through the use of two probes; on one end is a 
piezoelectrically-controlled tungsten probe and on the other is a copper TEM half-grid with 
the tested nanomaterial dispersed on it.  After coating the tungsten probe in the appropriate 
alkali metal in an argon-filled glove box, it is affixed to the piezo-controller and attached 
to the specimen holder. During the transfer of this probe to the holder, the alkali metal is 
shortly exposed to air, causing a thin oxide, hydroxide and/or nitride layer (~50 nm) to 
form at the surface of the metal, as labeled in Fig. 2.1. Once inserted into the TEM, the 
tungsten probe is then either contacted to the carbon film near a cluster of the nanoparticles 
being tested or directly contacted to the active material itself. A bias can then be applied 
between the copper TEM grid and the tungsten probe, which drives the alkali metal ions 
through the oxide/hydroxide surface layers that act as a solid electrolyte and causes them 
to be reduced on the carbon grid or tested nanomaterial allowing for the nanoparticles 
reaction with the alkali metal of choice.30,85,87 To induce the initial reaction a bias between 
–2 V and –3 V was applied to the gride with respect to the probe. Where applicable, to 
reverse the reaction a bias between +2 V and +3 V was applied. Previous work has shown 
that this provides a similar situation to the reaction process that these materials undergo in 
a conventional battery.30,88,89 The current is typically not measured in nanoparticle 
experiments due to the small changes associated with only a small number of the active 
material reacting relative to what would be seen in typical electrochemical experiments, 
however the full reaction of these materials combined with ex situ TEM experiments 
generally confirm similar reactions are taking place. The experiments discussed in this 
26 
 
dissertation have been conducted with an FEI NanoEX 3D STM/TEM specimen holder 
that allows for this physical manipulation of nanoscale samples and electrical biasing. TEM 
experiments were performed at both Georgia Tech on an FEI Tecnai F30 as well as at the 
Center for Nanophase Materials Science (CNMS) at Oak Ridge National Laboratory on a 
FEI Titan S 300kV S/TEM as a part of the user program and then during my time working 
at CNMS under the Department of Energy Office of Science Graduate Student Research 
Award from January 2019 to July 2019 working on the antimony nanocrystal lithiation 
experiments.. 
After each of the in situ TEM experiments a series of image analysis techniques 
were conducted. These methods were employed to obtain accurate physical and structural 
information from the large amount of visual data collected while recording the in situ TEM 
experiments. The first technique employed was the use of image software to extract 
structural information from high-resolution TEM images. This was done using fast-Fourier 
transforms (FFTs) of a single TEM images. Fourier analysis converts signals from the 
original image and decomposes them into components of different frequencies.90 In the 
context of a TEM image, its Fourier transform is effectively a constructed diffraction 
pattern as the frequencies from the image correspond to the crystalline planes seen in the 
image and can therefore be used to determine the structure of the imaged material. 
Additionally, these points can be isolated and an inverse FFT can be constructed from this 
resulting pattern can be made, which can be applied as a mask to the original image 
(examples of this can be seen in Figures 3.13f and 4.6b).  
Size and distribution of various particles was also information needed throughout 
every experiment to determine the volume expansion, reaction rates and the size and shape 
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effects. For every set of experiments this was done through optimizing the contrast for each 
image. Generally, for these experiments the metal particles being studied had the darkest 
contrast compared to the alkali-metal phase. This allowed for automated processes to apply 
a contrast threshold to the image to binarize the image which allowed for accurate 
measurements of the physical size, shape and structure of the reacted products. For some 
specific cases contrast correction was not enough and segmentation of processed images 
was needed to get accurate measurements. This was done through the use of a trainable 
segmentation tool within the ImageJ image analysis software.91 This allowed for the 
physical selection of areas of pixels that matched different phases within the image and 
assigning a “class” to them in the software. For example, a class would be the dark contrast 
metal particle or the vacuum/carbon background. The software then segments the rest of 
the image based on the manual selections. Based on each classifier, the probability that 
each pixel belongs to one of these defined “classes” is determined and is displayed on a 
32-bit hyperstack. The resulting probability maps can then be filtered of noise and 
binarized, leaving just the segmented particles that can be examined. This technique was 
employed in Chapter 5 (Fig. 5.5) to determine the exact volume remaining after several 
cycles of the material. These types of image analysis techniques allow for a great deal of 
valuable information to be gather from a single in situ TEM experiment. 
 
2.2 Electrochemistry 
Traditional electroanalytical methods were used to determine the electrochemical 
behavior of the tested materials and to make comparisons to the nanoscale reactions that 
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will be examined using TEM. Galvanostatic electrochemical discharge tests were 
performed on a LANDT Battery Testing System or a BioLogic VMP-3 potentiostat. The 
shapes of the galvanostatic curves and hysteresis between charge and discharge were then 
used to inform further testing of the various materials. Electrochemical impedance 
spectroscopy (EIS) was performed to determine the internal impedance of the constructed 
half-cells at different points during cycling. Cyclic voltammetry (CV) was also performed 
by sweeping the potential of the working electrode at constant rates. From these 
voltammograms, the differences in the redox reaction of the active materials with different 
alkali metals were determined. 
The electrochemical data was gathered using conventional CR2032 stainless-steel 
coin cells with working electrodes made of active materials being studied. These electrodes 
were prepared by creating a powder mixture of a polymer binder, generally polyvinylidene 
difluoride (PVDF) or sodium carboxymethyl cellulose (CMC), carbon black and the tested 
active material. These mixtures were then mixed either in a vial with N-Methyl-2-
pyrrolidone (NMP) solvent or using a ball mill and deionized water. Slurries were then 
spread on cleaned copper foil using a custom-made doctor-blade apparatus set to spread an 
even 10-15 μm thick electrode. The slurry-covered copper foil was then placed into a 
vacuum oven and heated under vacuum. Once dried the electrode disks were then punched 
out and calendared using a roll press. Coin cells were then constructed using lithium, 
sodium, or potassium metal as the counter/reference electrode. All the alkali metals were 
cleaned of all surface contamination in an argon-filled glove box by scraping with a 
polytetrafluoroethylene block before assembling the coin cell. Each cell used a glass 
microfiber disk and a polymer separator film (Celgard) soaked in the appropriate 
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electrolyte. Specific procedures followed for each electrochemical test of Cu2S, FeS2 and 
Sb will be explained in the following chapters. 
 
2.3 Materials Synthesis 
Several synthesis methods were used to make the nanoparticles tested. The 
synthetic methods conducted here at Georgia Tech all made use of a Schlenk line that 
allows for synthesis under either nitrogen or air.  
Copper(I) sulfide (Cu2S): The Cu2S nanocrystals used in Chapter 3 were 
synthesized using a high-temperature pyrolysis reaction procedure.92 A mixture of 3 mmol 
copper(II) acetylacetonate, 10 mL 1-dodecanethiol, and 20 mL oleylamine is degassed with 
nitrogen for half an hour in a three-neck round-bottomed flask. This solution is then heated 
to 250 °C slowly and held at this temperature for an hour to form the Cu2S nanocrystals. 
The nanocrystals were then precipitated in ethanol and then cleaned in a mixture of ethanol 
and toluene before being dispersed in toluene. 
Iron (II) Disulfide (FeS2): The FeS2 nanocrystals used in Chapter 4 were made 
using the following synthesis procedure. This synthesis made use of a two-step solution-
based heating process is used.93 The nucleation of iron (II) disulfide is done using a mixture 
of 10 g hexadecylamine, 96.2 mg sulfur, and 83.4 mg anhydrous FeCl2 beads degassed 
with nitrogen gas in the Schlenk line. The mixture was slowly brought to and held at 250 
ºC for 3 hours while stirring at 240 rpm. The mixture was then allowed to cool to room 
temperature and solidify. For the growth of FeS2, 15 mL oleylamine, 65.7 mg sulfur, and 
126.8 mg FeCl2 will then be added to the frozen mixture. The flask was sealed and slowly 
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brought to and held at 200 ºC for 9 hours while stirring at 750 rpm, after which the mixture 
was allowed to cool to room temperature and solidify once again. To clean the FeS2 
nanocrystals, the mixture was slowly reheated to 50 ºC, and 30 mL chloroform (anhydrous) 
was added. Centrifugation of the final cooled mixture was performed for 2 minutes at 3000 
rpm. The nanocrystals were cleaned twice more using chloroform in a dispersal and 
centrifugation process, and the final product was dispersed in chloroform and used for in 
situ TEM tests.  
Antimony (Sb): Antimony nanocrystals used for the experiments in Chapter 5 were 
synthesized to be two different average sizes for the in situ TEM. Most experiments 
investigated particles with a diameter of 15.7±2.5 nm, with the spread denoting the 
standard deviation (Fig. 5.1). For the in situ TEM experiments that involved larger 
materials, particles of non-uniform shape and size with a diameter of 33±8 nm were 
synthesized and used (Fig. 5.11). This synthesis was performed by our collaborators from 
Vanessa Wood’s group at ETH Zurich. 
In a typical synthesis of the smaller Sb nanocrystals, 10 mL of oleylamine was 
loaded into a three-neck flask and connected to a vacuum manifold setup via a condenser. 
The flask reactor was then heated to 100 °C under vacuum to remove water residues and 
air. Meanwhile, three injection mixtures were prepared in air-free glove boxes: Mixture 1 
was a solution of LiN(SiMe3)2 (0.364 g) in dried 1-octadecene (3 mL); mixture 2 was a 
solution of Sb(NMe2)3 (43.4 µL) in dried 1-octadecence (1 mL); and mixture 3 was a 1.0 
M solution of Li(C2H5)3BH in tetrahydrofuran (0.1 mL). After 1 h of oleylamine 
purification, the reaction flask was heated to 200 °C, at which the three injection mixtures 
were sequentially added with a time interval of 10 s between injections. The reaction flask 
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turned brown after injection of reducing agent (the Li(C2H5)3BH superhydride solution), 
indicating fast nucleation of Sb nanoparticles. The growth of Sb nanoparticles was allowed 
for 30 min at 200 °C, after which the reaction mixture was cooled to room temperature 
with a water bath. Sb nanoparticles were purified with a typical solvent‐nonsolvent 
protocol, adding chloroform and ethanol, followed by centrifugation and decantation. This 
purification cycle was repeated three times, and small amounts of oleic acid were then 
added to replace weakly-bonded oleylamine ligands. Finally, Sb nanocrystals were re-
dispersed in chloroform, forming a stable colloidal solution. 
To prepare the larger Sb nanoparticles, the synthesis described above was modified 
to reduce the nucleation rate and to enhance the growth of Sb nanoparticles. To reduce the 
nucleation rate, mixture 3 (a solution of reducing agent) was eliminated from the recipe. 
Mixture 2 was injected twice (10 s after mixture 1 and also after 15 min of growth of Sb 
nanoparticles) to enhance growth due to the presence of greater quantities of precursor for 
longer times. Furthermore, the reaction conditions were set to a higher temperature (280 
°C) and a longer time (1 h) to trigger Ostwald ripening mass transfer. All other conditions 
were identical to the conditions for small nanocrystal synthesis. 
 
2.4 X-ray Diffraction 
Ex situ and in situ X-ray diffraction was vital for this research to determine the 
overall phase evolution of the active materials. In situ XRD was used to study battery 
electrodes during reaction with the alkali ions, while ex situ XRD was used to confirm that 
the expected reaction had occurred. X-ray diffraction is caused by the elastic scattering of 
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x-rays by atoms in a periodic lattice, as can be seen in Figure 2.2. The scattered 
monochromatic x-rays from this structure that are in phase with each other lead to the 
constructive interference. This develops a pattern that corresponds to the lattice spacings 
which can be derived using Bragg’s law which is defined as, 
2𝑑 sin 𝜃 = 𝑛𝜆    (Eq. 2.1) 
where d is the spacing between diffracting planes, 𝜃 is the incident angle, n is an integer 
called the order of reflection, and 𝜆 is the wavelength of the incident x-ray beam. Using 
this d-spacing, and pre-existing knowledge of what elements would be present, the 
structure of the tested material can be determined through the use of an extensive 
international database made by the International Center for Diffraction Data (ICDD). 
Reference files from this service were used in order to characterize the synthesized 





Figure 2.2: Schematic representation of Bragg’s Law with the incident beam coming from 
the upper left of the frame. This figure was taken from reference94. 
 
XRD scans for the following experiments were generally performed using a 
PANalytical Empyrean instrument with a Cu Kα radiation source (λKα1 = 1.54 Å), unless 
otherwise stated in the following chapters. For ex situ experiments, after lithiation, 
sodiation, or potassiation, electrodes were removed from their coin cells and rinsed with 
the appropriate solvent in an Ar-filled glove box. The electrode material was then scraped 
from the copper metal foil onto a glass slide and covered by a thin Mylar layer to avoid 
atmospheric exposure during the X-ray experiment. This Mylar layer allowed for the 
transmission of the X-rays with minimal signal damping outside of the large peak seen at 




CHAPTER 3.  DISTINCT NANOSCALE REACTION PATHWAYS IN 
CONVERSION BATTERY MATERIAL 
 
3.1 Introduction 
 As discussed in Chapter 1, new materials need to be developed in order to satisfy 
the growing demand for cost effective battery system with long cycle life and high energy 
density.1–6 Previous research has looked at using high-capacity electrode materials, such as 
conversion-type Cu2S with a theoretical specific capacity of 335 mAh/g, to replace current 
materials. Additionally, this material is reactive with sodium, which lowers the cost of the 
full battery cells made of this material by substituting aluminum for copper current 
collectors. In this study, which was published in the Journal of Materials Chemistry A in 
2017, in situ TEM and in/ex situ XRD combined with ex situ electrochemical methods 
revealed the nanoscale-to-macroscale transformation mechanisms of Cu2S with Na.
25 
During the slow sodiation, Cu2S was observed to form a continuous Na2S phase with Cu 
metal particles contained within the Na2S phase. It was found that the larger associated 
volume changes associated with the sodiation of Cu2S nanocrystals induces a different 
reaction pathway to occur when compared to lithiation. This different resulting 
morphology was found to not cause accelerated capacity decay when used in standard 
electrochemical cells. This result of a stable Na/Cu2S battery emphasizes the importance 
of understanding the detailed reaction mechanisms and morphological evolution of 
electrode materials in different alkali-metal batteries, which is critical for the engineering 
of high-capacity batteries with long cycle life. 
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3.2 Cu2S Electrochemistry 
3.2.1 Comparison of Li vs Na Cells 
Metal sulfide materials are an attractive class of electrode materials for Na-ion 
batteries. The higher standard electrochemical potential of the Na/Na+ redox couple 
compared to the Li/Li+ couple makes some sulfides more appropriate as anode materials in 
Na cells compared to Li cells.45,95 Pyrite FeS2 has recently been shown to exhibit excellent 
cycle life and high capacity in Na cells, especially when using glyme-based electrolytes.70–
72,96 Cu2S has demonstrated good reversibility in Li cells (>150 cycles with negligible 
capacity decay),28 but only limited cycle life in Na cells (~20 cycles).62 Thus, Cu2S has 
been selected as a model material for examining fundamental reaction mechanisms with 
both Na and Li in an effort to determine the direct reason for this difference in 
electrochemical stability. 
Preliminary electrochemistry data can be seen in Fig. 3.1 showing the difference in 
behavior of the Cu2S material during electrochemical reaction with Li and Na. Electrodes 
were prepared using 80 wt% Cu2S, 10 wt% SuperP conductive carbon, and 10 wt% 
polyvinylidene difluoride (PVDF) binder mixed in N-Methyl-2-pyrrolidone (NMP) solvent 
and applied to copper foil. In Fig. 3.1a, the galvanostatic curves show the initial discharge 
and charge of the Cu2S/Li and Cu2S/Na cell, and Fig. 3.1b and c show cyclic 
voltammograms from the Li and Na half cells. The curves in Fig 3.1a. are plotted with 
different potential scales with respect to the standard potentials of Li/Li+ (-3.04 V vs. SHE) 
or Na/Na+ (-2.71 V vs. SHE). Both ions are expected to exhibit a theoretical specific 




+ + 2𝑒− → 𝑋2𝑆 + 2𝐶𝑢    (Eq. 3.1) 
where X is the alkali metal in the half-cell. The Na/Cu2S initial discharge capacity was 
higher than this theoretical specific capacity due to the formation of a solid-electrolyte 
interphase layer that occurred at the lower potentials of the sodium half-cell. During the 
initial cycle the different shapes of the Cu2S/Li and Cu2S/Na galvanostatic curves in Fig. 
3.1a indicate different reaction mechanisms. The shape of the lithiation galvanostatic curve 
shows a long, flat plateau during discharge and then two plateaus during charge (the higher 
plateau generally associated with the CuS/Li reaction), while the cell undergoing sodiation 
shows two moderately sloping regions during discharge and a charge curve with multiple 
steps. These differences in the initial cycle can be further seen in the differences of the 
peaks seen in the cyclic voltammetry (CV) plots in Fig. 3.1b and c, where the Li/Cu2S CV 
shows sharper peaks associated with the flatter plateaus observed in their discharge/charge 
curves. 
 
Figure 3.1: (a) Galvanostatic curves for the Cu2S electrodes in Na and Li half cells during 
the first cycle at a slow C/20 rate (full charge or discharge in 20 hours). (b and c) Cyclic 
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voltammograms of the first cycle of the Li/Cu2S half cell (b) and the Na/Cu2S half cell (c), 
with a voltage sweep rate of 0.1 mV/s. 
 
From past work on the lithiation of Cu2S, it is known to undergo a displacement 
reaction, which is a conversion-type reaction.19,26,27 In this reaction, the inserted Li+ 
displaces the Cu+ ions, expelling them to the surface where they are reduced to Cu metal 
which results in a mixture of Li2S and Cu metal.
26 The overall crystal structure undergoes 
only minor changes during this process. This reaction is enabled by several factors: (i) the 
low chalcocite crystal structure of Cu2S (which consists of a hexagonal sulfur sub-lattice 
with Cu+ ions distributed throughout59–61) is very similar to the Li2S structure, (ii) the Cu2S 
and Li2S phases have similar molar volumes with a difference of only ~2.7% volume, (iii) 
and the ionic conductivities of Li+ and Cu+ in the Cu2S structure are very high (~10-7 cm2 
s-1).19,28 Previous in situ studies on the lithiation of Cu2S by McDowell et al. showed that 
the exact morphology of the Cu2S is maintained as it transforms to Li2S through this 
displacement-type reaction.19 This is unique because most sulfide materials’ initial crystal 
structure is destroyed during reaction, resulting in a nanoscale phase-separated mixture. 
The fast ion diffusion associated with the displacement reaction is thought to contribute to 
the low hysteresis seen in the lithiation case. Meanwhile, in the Na/Cu2S system the 
galvanostatic curves show a much more substantial hysteresis further suggesting that a 




3.2.2 Cycling Behavior of Cu2S/Na 
 Examination of the electrochemical cycling behavior of a typical Na/Cu2S cell 
showed outstanding cyclability in an electrolyte of 1.0 M NaPF6 in diglyme solvent. Figure 
3.2a shows that the Cu2S electrode in a Na cell was stable for >400 cycles, which is superior 
to any previously reported copper sulfides for Na-ion batteries. After around 300 cycles, 
the coulombic efficiency (CE) increases beyond 100%, which could be the result of the 
shuttle effect which has commonly been observed in lithium-sulfur batteries.97 The shuttle 
effect is mainly caused by the dissolution and then migration of polysulfide in the organic 
liquid based electrolyte during cycling, all of which then leads capacity fade over time.98 
However, since the CE remains near 100% for hundreds of cycles suggests that this effect 
is not a major factor. From Fig. 3.2b, the galvanostatic charge/discharge curves for the 1st, 
2nd, 10th and 20th cycles show that the curves change shape over the first few cycles before 
settling around the 10th cycle. This indicates that the reaction processes change initially as 
the specific capacity levels out to ~270 mAh/g. Fig. 3.2c shows that the electrochemical 
behavior was also found to be consistent over different cycling rates. Even at the relatively 




Figure 3.2: (a) The specific capacity (red) and coulombic efficiency of a Na/Cu2S half-
cell undergoing galvanostatic cycling at a rate of 1C. (b) The discharge curves of the 1st 
(black), 2nd (blue), 10th (red) and 20th (green) discharge/charge curves tested at C/20. (c) 
Cycling rate tests at 1C (black), C/5 (blue) and C/20 (red). 
 
3.2.3 Effect of Different Electrolytes on Cu2S Electrochemistry 
 A comprehensive study was also performed on various types of electrolytes used 
for both the Na/Cu2S and Li/Cu2S based on what has been used in other systems. In the 
first attempt it was found that Na/Cu2S cells using monoglyme solvents exhibit good 
cyclability which can be seen in Fig. 3.3. However, using a carbonate electrolyte (EC/DEC) 
common for Li-ion batteries, the cycling stability seen in Figure 3.4 was significantly 




Figure 3.3: Galvanostatic discharge/charge curves of a Na/Cu2S cell with an electrolye 
consisting of monoglyme solvent with 1.0 M NaPF6 salt at a rate of C/20. 
 
 
Figure 3.4: Galvanostatic cycling (the first, second, and fifth cycle) of a Na/Cu2S cell with 
EC/DEC solvent and 1.0 M NaClO4 salt at a rate of C/20. 
 
Other recent work has shown that ether-based solvents (such as the glymes used 
here) also allow for outstanding cycle life of other Na-ion battery materials, including FeS2 
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and Na metal.64,70,96,99–102 This is thought to be due to the protective nature of the solid-
electrolyte interphase (SEI) layer formed when using glyme solvents and Na salts.100 
Although almost all previous studies of Cu2S cells with either Li or Na have shown capacity 
decay with cycling,103 one recent report on Li/Cu2S cells using a mixed 
dioxolane/monoglyme electrolyte showed excellent cycle life (>150 cycles with negligible 
capacity decay).28 The following data in Figures 3.5 confirms that the use of this 
dioxolane/monoglyme electrolyte in Li/Cu2S cells (Fig. 3.5) also enhances cycle life when 
compared to the EC/DEC electrolyte (Fig. 3.6). It is shown here that unprecedented cycling 
stability can also be attained during cycling of Na with Cu2S when using ether-based 
(glyme) solvents, despite the significant differences in the electrochemical curves.  
 
Figure 3.5: Galvanostatic cycling of a Li/Cu2S half-cell using an electrolyte consisting of 
1.0 M LiTFSI in DOL/DME. The cell was cycling at a rate of C/20. (a) Discharge/charge 





Figure 3.6: Galvanostatic cycling (the first, second, and fifth cycle) of a Li/Cu2S with 
EC/DEC solvent and 1.0 M LiPF6 salt at a rate of C/10. 
 
3.3 Phase Evolution of Cu2S Sodiation 
 To determine the overall phase evolution of the Cu2S active material within these 
electrodes, ex situ and in situ X-ray-diffraction (XRD) was utilized for both Na/Cu2S and 
Li/Cu2S cells. 
 
3.3.1 Ex Situ XRD of Na/Cu2S and Li/Cu2S 
Fig. 3.7 shows ex situ XRD traces of pristine Cu2S which corresponds to the Bragg 
peaks of the low chalcocite Cu2S and djurleite Cu1.97S phases, which both have monoclinic 
structures. These phases are often found intermixed and have similar crystals structures 
and diffraction patterns due to both featuring a hexagonal-close-packed sulfur sublattice, 
with different interstitial copper ordering.59 In Fig. 3.7a, a scan of a fully lithiated Cu2S 
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electrode was taken and the Bragg peaks corresponding to Cu metal and Li2S can clearly 
be seen with minor peaks from Li2O and unreacted Cu2S, as previously reported.
103 Other 
oxide and sulfide materials that undergo conversion-type reactions with lithium often form 
very small metal crystals, usually less that ~5 nm in diameter, upon full reaction.19,31,104 
Particles this small are generally difficult to detect with standard XRD, indicating that the 
intense Cu Bragg peaks are the result of the formation of relatively large metal Cu crystals 
in the electrode. 
Meanwhile the ex situ XRD scan of the sodiated Cu2S half cells can be seen in Fig. 
3.7b. The scan clearly shows Cu peaks along with Na2S peaks that are convoluted with 
peaks of other phases such as Na2O. These lower intensity peaks are an indication of poorly 
crystalline and/or small crystallite size. These scans indicate that, while the sodiated 
product shows lower relative intensity, the reacted products of each case are similar. Cu2S 
electrodes in both Li and Na cells undergo phase transformations that result in a similar 
alkali metal sulfide and copper metal.  
 
Figure 3.7: Ex situ XRD of Cu2S/Li (a) and Cu2S/Na (b) half cells showing the (111) and 
(200) Cu Bragg peaks after reaction. The partially visible large peak at 2θ = ~26° is a result 
of the polymer cover used for these scans. In both (a) and (b) the “Before” plot was 
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confirmed to be primarily made up of the low chalcocite phase (JPCDS no. 04-007-1284), 
with a minority component of djurleite (JPCDS no. 00-023-0959). 
 
3.3.2 In Situ XRD of Na/Cu2S and Li/Cu2S 
 To further investigate the phase transformation mechanisms during the beginning 
of the discharge process, in situ XRD was carried out using a laboratory X-ray instrument 
and the resulting scans can be seen in Figure 3.8a and b. These experiments were performed 
with a Bruker D8 Advance X-ray Diffractometer that uses a beryllium window that allows 
for X-ray transmission. The Cu2S electrodes were fabricated on Al current collectors rather 
than Cu for these tests, since the growth of Cu within the electrode was intended to be 
measured using these experiments. Let it be known that the in situ XRD electrochemical 
cells exhibited similar discharge potentials and shapes, but the specific capacity values 
were lower (~175 mAh/g, Fig. 3.8c and d). The Li cell also featured a longer initial plateau 
at ~2 V vs. Li/Li+ (above the primary plateau), during which the Bragg peaks of Cu2S did 
not change (this was likely caused by more substantial side reactions in this in situ cell).  
Figure 3.8a and b show a small portion of the XRD traces collected during the 
lithiation and sodiation, respectively. This region of the XRD traces contains two peaks 
associated with Cu2S peaks, a large peak associated with the Al foil current collector, along 
with the Cu {111} peak that grows during discharge. From these in situ XRD experiments 
the key finding is that the Cu2S peaks in both the Na and Li cells start to shift to lower 2θ 
values near the beginning of the reaction process. This shift suggests intercalation of Na+ 
and Li+ ions within the Cu2S structure which slightly increases the volume. For both Li and 
Na, this peak shift occurs near the beginning of the reaction, approximately at the potential 
45 
 
of the primary plateau for the Li/Cu2S reaction (~1.8 V vs. Li/Li
+) and at the beginning of 
the long sloping region for the Na/Cu2S reaction (~1.0 V vs. Na/Na
+). The shift of the Cu2S 
peaks is followed by a gradual diminishment in intensity, with corresponding growth in 
intensity of the Cu (111) peak. Thus, it appears that both Na+ and Li+ first intercalate into 
Cu2S, followed by gradual disappearance of the Cu2S phase and growth of Cu metal. The 
intercalation process causes a volume expansion of ~1.5% in both cases. Initial lithium 
insertion has also been observed to precede conversion reactions in other materials, such 
as MoS2 and CuS.
105 It is difficult to detect such a subtle change with ex situ XRD alone, 
and the combination of ex situ and in situ XRD here is helpful in revealing these 
transformation processes. 
 
Figure 3.8: In situ XRD traces during the initial discharge of (a) a Li/Cu2S half-cell at 
C/30, and (b) a Na/Cu2S half-cell at C/20. In both cells, the discharge process sees a slight 
shift of the Cu2S peaks to lower diffraction angles seen in between the red and green traces, 
an increase in Cu (111) Bragg peak intensity and a decrease in the intensity of the Cu2S 
peaks. (c) The initial discharge that is associated with the Li/Cu2S in situ XRD scan seen 
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in (a). (d) The initial discharge that is associated with the Na/Cu2S in situ XRD scan seen 
in (b). 
 
3.4 Electron Microscopy Analysis of the Cu2S Reactions 
 From the previous data the structural changes during the reaction of Li and Na with 
Cu2S appear to be quite similar. As stated previously however, it is critical to understand 
the morphological changes, since the nanoscale morphological evolution and phase 
distribution can determine the overall reversibility of a reaction in large-volume-change 
electrode materials. 
 
3.4.1 Ex Situ Scanning Electron Microscopy of First Cycle 
Ex situ scanning electron microscopy (SEM) was used to examine morphological 
changes in discharged and charged electrodes, as shown in Figure 3.9 and 3.10. This 
experiment made use of coin cells cycled to the discharged or charged state, which were 
then disassembled inside an Ar-filled glove box. The electrodes were then cleaned, 
mounted onto SEM stubs and loaded into a Zeiss Ultra 60 Field Emission SEM where the 
imaging was conducted. From these images it can be seen that after discharge, the Li- and 
Na-reacted electrodes have significantly different morphologies, with the lithiated 
electrode featuring long, one-dimensional Cu metal structures in addition to larger sulfur-
containing particles which are identified using EDS color mapping in Figure 3.10. The 
sodiated electrodes do not show these dendrite-like Cu structures. These one-dimensional 
Cu metal structures have been shown to grow during the displacement reaction of Cu2S 
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with Li;26 interestingly, Cu+ can diffuse between neighboring Cu2S particles to form these 
dendrite-like Cu crystals.19 The lack of such structures in the sodiated electrode again 
suggests that Cu2S is sodiated via a different reaction process. 
 
Figure 3.9: Ex situ SEM images of Cu2S electrodes in the pristine state (a), after discharge 
in lithium (b) or sodium (c) cells, and after charge in lithium (d) or sodium (e) cells. 
 
 
Figure 3.10: (a) Magnified SEM image of the lithiated Cu2S electrode from Figure 3.9b. 
(b) The same image colorized with EDS signal emitted from different parts of the sample. 
Red corresponds to sulfur EDS signal, and green corresponds to Cu EDS signal. From the 
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morphology and the EDS signal, it is clear that the Cu2S material has phase separated after 
lithiation. 
 
3.4.2 In Situ TEM of Cu2S Sodiation 
 The differences of the morphology between the sodiation and lithiation of the Cu2S 
were further examined using in situ TEM to examine the sodiation process of Cu2S. In 
order to perform TEM experiments, electron transparent Cu2S nanocrystals were 
synthesized using the process discussed in Chapter 2.3. The in situ TEM experiments were 
performed using the procedure previously discussed in Chapter 2 using Na metal coated 
with an oxide/hydroxide layer was attached to the one probe.15,88 Figure. 3.11a-d show 
snapshots from a video of a group of Cu2S nanocrystals undergoing sodiation. In this 
experiment the nanocrystals near the Na probe react first, and the sodiation reaction front 
travels further with time as the Na diffuses along the carbon grid. Sodiation of these 
particles causes the formation of Cu metal (the darker phase) and Na2S (the lighter phase 
dispersed throughout). These phases were confirmed through the use of selected area 
electron diffraction (SAED). The indexed pattern of this region can be seen in the SAED 
pattern in Figure 3.11e. Some of the Cu particles are larger than Cu2S particles, which 
indicates that Cu+ ions diffuse through the contacting Cu2S particles to grow at single 
locations. This behavior is likely enabled by the known fast Cu+ diffusion in Cu2S,
106 and 
is reminiscent of the growth of Cu nanowires observed after lithiation which was seen in 
Figures 3.9 and 3.10 and has also been previously observed with in situ TEM by McDowell 
et. al.19 Most of the Cu2S particles in these images, however, undergo a local phase 
separation during sodiation that results in the formation of intermixed Na2S and Cu on the 
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nanoscale. Statistical analysis of the Cu particle size after sodiation shows that most of the 
particles are below ~5 nm in width, but that a substantial fraction of particles exist that are 
between ~7 and ~50 nm in width, as shown in the histogram in Figure 3.12.  
 
Figure 3.11: (a-d) Snapshots of the sodiation reaction of a group of Cu2S nanocrystals on 
a thin amorphous carbon layer. (a) Before reaction, the Na/Na2O is seen at the bottom right 
of the frame. (b) Sodiation has begun at the point of contact, a distinct reaction front (in 
red) separates the reacted and unreacted material. (c) The reaction front continues to move 
up the group of Cu2S. (d) The entirety of the particle group has reacted, leaving the phase-
separated regions of Na2S and Cu metal. (e) The SAED pattern after full sodiation confirms 





Figure 3.12: Histogram of the measured area of Cu particles after sodiation of the Cu2S 
nanocrystals from the data in Figure 3.11. 
 
 To examine this transformation at the single-nanocrystal scale, further experiments 
were undertaken at higher levels of magnification. Figure 3.13 shows a series of images 
taken from a recording of a smaller group of nanocrystals reacting with Na. These 
nanocrystals are located further from the Na source than those in Figure 3.11, and therefore 
Na is introduced more slowly and uniformly into this group of particles comparatively. At 
the start of the reaction process and thin ~5 nm coating with light contrast grows around 
all the particles (Fig. 3.13b). After the growth of the outer coating, a small Cu metal particle 
nucleates and grows to about ~15 nm in diameter on the surface of one of the Cu2S particles 
in the upper left region of the frame. At this point, the particles are still not fully reacted. 
The last step of the reaction process involves the sodiation of the remaining Cu2S within 
some of the particles, which causes Cu metal to grow in the particle interior, expanding 
against the compressive action of the shell material in the process (Fig. 3.13c and d). At 
this time, the shell material begins to crystallize and the antifluorite lattice of Na2S become 
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visible in the shell (the image and associated Fourier-filtered image can be seen in Fig. 
3.13e and f). The difference in mass contrast between the darker Cu (higher atomic number) 
and lighter Na2S (lower average atomic number) is also evident. Thus, the final phase 
distribution features a continuous Na2S phase with Cu particles distributed within and on 
the surface of the Na2S, as shown by the schematic in Fig. 3.13g. It is hypothesized that 
the Na2S shell that forms hinder the diffusion of the Cu species to the exterior surface of 
the particles during sodiation. This is likely the reason why Cu metal grows within the 
interior of many of the particles near the end of the sodiation reaction process. If the Cu 
species could easily diffuse through the shell, it would be more energetically favorable for 
the Cu metal to grow on into the external free volume available at the surface rather than 
growing internally. This Na2S shell growth was seen over multiple experiments and the 
final reacted morphology remained consisted whether the material was exposed to the 
electron beam during reaction. This indicates that the development of this morphology is 
not changed due to exposure from the electron beam. This type of similar surface layer 
formation was also reported in a study conducted on the sodiation of NiO performed by He 
et. al.,107 although the layer formed was an oxide, rather than sulfide species. In this study, 




Figure 3.13: (a–d) Higher-magnification in situ TEM imaging during the sodiation of a 
small group of Cu2S nanocrystals. (a) Before sodiation. (b) Initial sodiation has occurred, 
causing the formation of an amorphous surface layer surrounding the Cu2S crystals. (c) 
Further sodiation results in the growth of the surface layer, as well as the nucleation and 
growth of Cu metal particles inside the surface layer and on the surface. (d) After complete 
sodiation, darker Cu metal regions have further expanded in the interior of the surface 
layer, and the surface layer has crystallized to form Na2S. (e) Magnified view of the boxed 
region in panel (d), showing the darker Cu metal surrounded by lighter Na2S. (f) Colorized 
Fourier-filtered image of panel (e), where {111} Na2S planes are shown in red, and 
overlapping {111} and {200} Cu planes are shown in blue. The colored planes only appear 
in certain sections of the phase regions because these sections happen to be aligned 
correctly for lattice imaging. (g) Schematic of the lithiation and sodiation process of Cu2S 
causing different structural/morphological evolution. 
 
 In the first sodiation process seen in Figure 3.11 it is evident that many of the Cu 
particles nucleate and grow on the surface of the Cu2S particles which is in contrast to the 
results seen in Figure 3.13 where much of the Cu grows inside the Na2S shell. This is likely 
the result of the much faster sodiation process seen in Figure 3.11 compared to Figure 3.13. 
53 
 
In the reaction observed in Figure 3.11 a group of particles ~800 nm in size is completely 
sodiated in ~120 seconds, while the reaction in Figure 3.13 a group of particles ~100 nm 
in size reacted in approximately the same amount of time. Because of the fast-moving 
sodiation front in Figure 3.11 and the relatively sharp Na concentration gradient associated 
with it, individual Cu2S particles are likely exposed to non-uniform Na concentrations 
across their width. This is expected to result in sodiation of one side of a particle before a 
uniform Na2S shell can grow across the entire particle, which would allow for Cu
+ species 
to escape to the surface and be reduced to Cu metal. This even causes Cu+ ions to diffuse 
between Cu2S particles across longer distances, as evidenced by the growth of the larger 
Cu particle beyond the reaction front in Fig. 3.11c. The growth of this larger particle is 
similar to the growth of the large one-dimensional Cu structures in the lithiated electrode 
seen in Figure 3.12. However, since active materials in real battery electrodes are 
surrounded by Na+-containing liquid electrolyte, it is expected that the sodiation process in 
such electrodes will proceed in a manner more akin to that shown in Figure 3.13 (where a 
conformal Na2S shell grows). This is supported by the ex situ SEM imaging of sodiated 
electrodes, which did not show the growth of large Cu crystals, as was observed in the 
lithiated electrodes as seen in seen in Figure 3.9 and 3.10.  
 This data allows for detailed comparison of the sodium and lithium reaction 
processes. As shown in a recent study19 and previously discussed, the displacement 
mechanism during lithiation of Cu2S is enabled by the similar crystal structures and molar 
volumes of the Cu2S and Li2S phases. The displacement mechanism allows for Cu2S 
crystals to be transformed directly into Li2S crystals by replacing the cations around a 
nearly invariant sulfur sublattice; this results in Li2S crystals with nearly exactly the same 
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size and morphology as the initial Cu2S crystals (Fig. 3.13g). While Na2S has the same 
cubic crystal structure as Li2S (antifluorite, space group 𝐹𝑚3̅𝑚), the molar volume of Na2S 
is 1.5 times larger than that of Li2S. Therefore, the larger volume expansion required during 
the Cu2S/Na2S transformation prevents a displacement mechanism from being active. 
Rather the Cu2S crystal structure is destroyed during the growth of the Na2S phase on the 
surface as can be seen in the snapshots of Figure 3.13a – e and the schematic in Fig. 3.13g. 
Thus the sodiation reaction can be better described by the more general conversion reaction 
mechanism, but there are still significant differences when comparing the final morphology 
of the sodiated Cu2S to conventional conversion materials.
105 As mentioned previously, 
conventional conversion materials (FeS2, Co3S4, NiO, etc.) undergo phase separation on 
the nanometer scale to form mixed metal/sulfide (or oxide) phases with metal particle size 
< ~5 nm.19,88,107 However the sodiation of Cu2S causes much larger Cu particles to grow 
both on the surface and in the interior of the original nanocrystals. This is likely caused by 
the much faster diffusion of Cu+ in the Cu2S structure compared to the metal ion species 
diffusion rate in other conversion-type reaction materials. Furthermore, the high mobility 
of Cu+ compared to other transition metals may play a key role in ensuring good 
reversibility during cycling with Na.  
 As a last note it is critical to compare the initial electrochemical discharge curves 
to the newly revealed morphological changes observed in the in situ TEM experiments to 
get a whole picture of the reaction taking place within these battery systems. In the first 
discharge curve of the lithium cells, a constant potential plateau that corresponds to the 
continuous growth of Cu metal and transformation of Cu2S to Li2S is observed. However, 
the first Na discharge curve is sloping and shows two distinct regions with a steeper slope 
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in between. It is speculated that the region at lower potential may coincide with the growth 
of Cu metal within the particles. This is likely due to the higher associated overpotential 
caused by the expansion against mechanical constraint when compared to the near-surface 
growth seen in during lithiation. However, this conclusion requires further investigation of 
the influence of mechanical stress on the sodiation process. In addition, the changes in the 
galvanostatic curves of the Na cells over the first few cycles are likely due to changes in 
morphology and/or structure of the active material during cycling, which is implied by the 
destruction of the Cu2S lattice during the first discharge (Fig. 3.13). This contrasts with the 
reaction of Cu2S with Li, where the active material maintains a similar structure and 
morphology during discharge and shows similar potential plateaus during cycling (Fig. 
3.5–6). The higher potential of the Li discharge process makes it a candidate as a positive 
electrode in Li cells (the related material CuS has previously been utilized for primary Li 
cells),108 while the lower potential for the Na discharge would make it ineffective as a 
positive electrode. In Na cells, Cu2S may be useful as an anode, but further work must be 
pursued to decrease the voltage hysteresis between charge and discharge.  
 
3.5 Conclusions 
In this chapter, the study on Cu2S revealed the nanoscale-to-macroscale 
transformation mechanisms during reaction of Cu2S nanocrystals with Na using in situ 
TEM and in situ XRD combined with ex situ and electrochemical methods. During slow 
sodiation, Cu2S was observed to form a continuous Na2S phase with Cu metal particles 
contained within the Na2S as well as on the surface. This is fundamentally different than 
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the lithiation reaction of the same material, which features the growth of large one-
dimensional Cu metal structures. Despite the significant structural and morphological 
changes during sodiation/desodiation, it was found that Cu2S exhibits excellent cycle life 
in Na batteries when cycled in a glyme-based electrolyte. Thus, the larger atomic radius of 
Na compared to Li, and therefore the more substantial volume changes during reaction, 
does not necessarily cause accelerated capacity decay, but causes the reaction to proceed 
via a different pathway. The results from these experiments emphasize the importance of 
understanding the detailed reaction mechanisms and morphological evolution that 
conversion-type materials undergo for Na batteries, which is critical for engineering next-




CHAPTER 4.  FRACTURE BEHAVIOR IN CONVERSION MATERIAL WITH 
LARGER ALKALI-METAL IONS 
 
4.1 Introduction 
The previous chapter focused on understanding the effect that sodium alkali-metal 
ions have on the reaction pathways of a conversion-type material. However, this Cu2S 
material undergoes a unique displacement-type reaction with lithium that is not typical for 
conversion-type sulfide material. To explore the effect of cation size on a typical 
conversion material that is of interest, the reaction of FeS2 with lithium, sodium, and 
potassium was explored. FeS2 has previously been shown to be a promising high-capacity 
electrode material for primary Li batteries,67 and it also has a relatively long cycle life in 
other Li+- and Na+-based systems.63,64,67–69,73 While this material is known to undergo a 
conversion-type reaction during lithiation,19,64,66 the reaction pathways involved with the 
sodiation and potassiation remain unknown.  
Here in this study that was published in Joule in 2018, the dynamic nanoscale 
reaction mechanisms of FeS2 with three alkali-ion species (Li
+, Na+, and K+) was 
investigated using a combination of in situ TEM and electrochemistry, similar to the study 
conducted on Cu2S, however modeling, and mechanical testing was conducted with the 
help of collaborators here at Georgia Tech. This work shows that the conversion reaction 
is active for all three alkali metal ions and that the phase transformation during discharge 
proceeds by a similar two-phase mechanism in each case. However, the mechanical 
integrity of individual FeS2 nanocrystals was found to sharply diverge when reacting with 
different alkali metals. Interestingly, although lithiation causes smaller volume expansion 
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than the reaction with Na+ or K+, fracture only occurred during reaction with Li+. Modeling 
of the reaction-induced deformation showed that this unexpected behavior is due to 
fundamental differences in the evolution of the reaction front shape during reaction with 
the alkali ions and could also be influenced by different mechanical properties of the 
reacted phases. These results indicate that despite larger volume changes, unforeseen 
nanoscale reaction pathways may mitigate mechanical degradation and allow for the 
effective use of conversion and alloying materials for rechargeable Na- and K-based 
batteries.31 
 
4.2 Electrochemical Behavior of FeS2 
The discharge behavior of FeS2-based active electrodes in electrochemical half 
cells was examined for comparison to the later in situ TEM results. These cells were 
fabricated with alkali metal counter electrodes and commercial FeS2 powder in the working 
electrodes, along with organic electrolytes containing different alkali metal salts. This was 
done using the experimental procedure described previously. In this study the electrolytes 
used for the tests are as follows: 1.0 M LiPF6 in 1:1 v/v ethylene carbonate/diethyl 
carbonate, 1.0 M NaPF6 in diethylene glycol dimethyl ether, and 1.0 M KPF6 in a 1:1 v/v 
mixture of ethylene carbonate/diethyl carbonate. For these experiments the lower voltage 
limits were 0.6 V vs. Li/Li+ for Li/FeS2 cells, 0.5 V vs. Na/Na
+ for Na/FeS2 cells, and 0.5 
V vs. K/K+ for K/FeS2 cells. Figure 4.1 shows the galvanostatic discharge curves from Li, 
Na, and K half cells. The electrochemical conversion reaction of FeS2 with alkali metal 




+ + 4𝑒−  → 𝐹𝑒 + 2𝑀2𝑆   (Eq. 4.1) 
where M is the alkali metal of interest. The full conversion to M2S would involve 
electrochemical reduction of both the Fe2+ cation and the S2
2- species.  
All three discharge curves show relatively flat initial plateaus at different potential 
values, followed by sloping sections. The Li discharge behavior is consistent with prior 
studies, some of which have also reported an additional higher-potential plateau at slow 
discharge rates.67 The discharge of the Li cell shows the longest plateau, while the Na and 
K cells exhibit shorter plateaus. These flat potential plateaus in all three cases indicate two-
phase reactions, which correspond to the two-phase reactions and sharp reaction fronts. 
The standard potentials of Li/Li+, Na/Na+, and K/K+ are -3.04 V, -2.71 V, and -2.93 V vs. 
SHE, respectively. Since the initial plateaus in the galvanostatic curves are at different 
potentials in Fig. 4.1, this suggests that the energetics of the two-phase reaction are similar 
for all three cases, with the varying standard potentials of the alkali metal redox couples 
influencing the positions of the plateaus. The two-phase mechanism is active for all three 
cases. Finally, the theoretical specific capacity for the reaction of FeS2 to form Fe and the 
associated alkali metal sulfide is 894 mAh g-1 in all three cases. Figure 4.1 shows that the 
Li cell comes the closest to this theoretical capacity, and as the size of the alkali metal ion 
increases, the specific capacity decreases. This may be due to kinetics limitations due to 




Figure 4.1: Galvanostatic discharge curves for FeS2 electrodes in Li, Na, and K half cells 
at a rate of C/20 (full discharge in 20 h). The discharge curves are plotted on the same 
graph with different potential (E) scales, where A/A+ corresponds to Li/Li+, Na/Na+, and 
K/K+. 
 
4.3 Phase Evolution of FeS2 
 The overall phase evolution of the FeS2 active material in these electrochemical 
cells was examined next using ex situ XRD. Figure 4.2 shows ex situ x-ray diffraction 
(XRD) data from a pristine electrode and electrodes after discharge in Li, Na, and K cells. 
The pristine commercial FeS2 material (black trace) displayed Bragg peaks corresponding 
to cubic pyrite, as well as a minor FeS phase component. After lithiation (Fig. 4.2, red), all 
the sharp FeS2 peaks disappeared and broad, weak peaks associated with Li2S (ICDD 04-
008-3440) emerged, indicating that poorly crystalline Li2S was present after the reaction. 
Fe peaks were not visible due to the small size of these crystals. The XRD trace from the 
Na cell after discharge (Fig. 4.2, blue) also showed the disappearance of the FeS2 peaks, 
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but there were no observed crystalline reaction products. After discharge in a K cell (Fig. 
4.2, green), the FeS2 Bragg peaks did not completely disappear, but only decreased in 
intensity while no other peaks appeared. This indicates that the active material did not fully 
react in the K cell, which is supported by the lower specific capacity of this cell compared 
to the other two. However, the decreased intensity of the peaks still shows that the 
electrochemical reaction of FeS2 occurred in the K cell, which has not been reported before. 
The FeS2 active material is likely undergoing a conversion reaction under electrochemical 
conditions. 
 
Figure 4.2: Ex situ XRD of FeS2 electrodes before and after discharge in Li, Na, and K 
half cells. 
 
4.4 In Situ TEM of FeS2 Nanoscale Reaction Mechanisms 
FeS2 nanocrystals used for in situ TEM investigations were synthesized using the 
synthesis method described in Chapter 2.3. This synthesis produces cube-shaped 
nanocrystals with relatively uniform size. These nanocrystals were used as the active 
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material for the in situ TEM experiments utilizing the experimental setup seen in Figure 
4.3a, and previously discussed in Chapter 2. An unreacted FeS2 nanocrystal is shown in 
Fig. 4.3b, and the associated fast Fourier transform (FFT) is displayed in Fig. 4.3c. The 
FFT shows that the material is cubic pyrite (ICDD 04-004-6511, space group Pa3̅), and 
the crystal is viewed along the [100] zone axis. Thus, the faces of these cube-shaped 
nanocrystals are the {100} crystallographic planes. A selected area electron diffraction 
(SAED) pattern from a collection of pristine FeS2 nanocrystals is shown in Fig. 4.4e. 
Lithium conversion reaction processes are known to produce biphasic structures with finely 
interspersed metal and sulfide or oxide phases after reaction.19,25,88,89 While Li+ and Na+ 
are known to react with FeS2 via a conversion mechanism,
19,68 the mechanism during 
reaction with K+ has not been reported. 
 
Figure 4.3: (a) Schematic of the in situ TEM experimental setup. (b) High resolution TEM 
image of an individual unreacted cubic FeS2 crystal. (c) The fast Fourier transform (FFT) 
of the unreacted FeS2 crystal in (b) showing that the material is cubic pyrite viewed along 




4.4.1 In Situ TEM of FeS2 Lithiation 
 First the nanoscale lithiation reaction of FeS2 was examined. Figure 4.4a-d shows 
two cubic FeS2 nanocrystals reacting with Li
+. The key feature of this reaction the existence 
of a sharp reaction front between the internal FeS2 crystal (the darker region) and the outer 
reacted mixture phase with the expanded volume (the lighter region). This reaction 
progress can be tracked as the sharp front moves inward until the end of the reaction. The 
shape of the shrinking internal FeS2 crystal during the reaction process remains 
approximately cubic regardless of size, as seen in Figure 4.4a-d where two different sized 
particles can be seen. At a certain point as the internal particle is consumed, a crack is seen 
to nucleate in the bottom right corner of the larger particle and top left of the smaller (Fig. 
4.4c). At this point the reaction proceeds very quickly as the crack grows, exposing more 
of the internal FeS2 crystal. Additionally, the particle begins to fracture at multiple places 
and by the end of the reaction, only a cluster of several fragments of the reacted phase 
remain (Fig. 4.4d). It is also worth noting that in the image of the fully reacted particle in 
Figure 4.4d, the middle of the larger particle only exhibits darker contrast due to it being 
thicker than the other regions. 
 The lithiated phase that formed during the reaction process is a biphasic structure 
consisting of Li2S and Fe phases intermixed at the nanoscale. This structure is evident in 
the speckled contrast of the reacted region in Figure 4.4a-d; the darker specks correspond 
to nanoscale Fe particles, in agreement with prior work.19 Before the reaction, sharp FeS2 
diffraction spots were produced by the pristine material (Fig. 4.4e). The SAED pattern of 
lithiated FeS2 in Fig. 4.4f shows broad rings that arise due to diffraction from Li2S, but no 
diffraction spots from body-centered-cubic Fe were detected. A recent study by Butala et. 
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al. used X-ray diffraction and pair distribution function analysis to conclude that the small 
Fe clusters produced through this electrochemical conversion reaction are in fact 
disordered,109 which aligns with our observations. The detection of Li2S was confirmed by 
the XRD performed earlier which detected poorly crystalline Li2S after full reaction. The 
theoretical volume expansion for the full conversion reaction is 2.6 (i.e., the volume of the 
final Li2S and Fe phases together is 2.6 times that of FeS2). It was difficult to estimate the 
volume expansion of most of the particles because of morphology changes due to fracture, 
but measurement of nine particles that did not fracture yielded an observed volume 
expansion of 1.8±0.4 after lithiation. The discrepancy between observed and theoretical 
volume expansion potentially arises due to incomplete reaction of the sulfur species. 
Finally, a plot that shows the occurrence of fracture as a function of particle size is shown 
in Fig. 4.4g. Fracture was observed during lithiation for all sizes tested (between 20 nm 
and 100 nm), but some particles with initial size <50 nm did not fracture. In an effort to 
provide statistical relevance to these results, many experiments were performed and 
another such experiment showing similar fracturing behavior in smaller particles can be 




Figure 4.4: (a-d) Snapshots of the lithiation of two FeS2 nanoparticles. (a) The particles 
prior to reaction with lithium. (b) Lithiation has begun, and a sharp reaction front is visible 
between the internal FeS2 crystal and the reacted mixture of Li2S and Fe. (c) Cracks have 
formed at the bottom right corner of the larger crystal and the top left corner of the smaller 
crystal. (d) The frame after full lithiation of the larger particle (the small particle still has 
FeS2 within the interior); additional cracks have initiated and grown. (e) The selected area 
electron diffraction (SAED) pattern of a group of pristine FeS2 particles. (f) The SAED 
pattern of the lithiated FeS2 crystals showing broad rings corresponding to Li2S. (g) A plot 






Figure 4.5: (a-d) Snapshot images from an in situ TEM experiment of the reaction of a 
group of particles with lithium. 
 
High-resolution imaging of the reacted material revealed Li2S lattice fringes, and 
the Fe particles were embedded within this Li2S matrix (Fig. 4.6). In Figure 4.6a a sample 
high-resolution image can be seen after full lithiation. Using the image processing 
software, ImageJ, a fast Fourier transform (FFT) was performed on this image, the 
crystalline Li2S {111} planes were then isolated. From this an inverse FFT was performed, 
resulting in the Fourier-filtered crystallinity map seen in Fig. 4.6b. The size and distribution 
of these Fe particles were then analyzed. To determine the average size of the Fe particles 
after reaction, the contrast threshold was changed to only highlight the Fe particles due to 
their darker contrast, and then the image was binarized. Using the command “Analyze 
Particles” in the software, the area of any continuous group of black pixels was 
automatically recorded, allowing for calculation of the average particle size and standard 
deviation. Figure 4.6c shows a map of the analyzed Fe particles associated with the image 
of the lithiated FeS2 in Fig. 4.6a. The spatial distribution of Fe particles was found by 
calculating the FFTs of material that had been fully reacted, as well as FFTs of the lithiated 
carbon grid. The FFT of the reacted carbon grid was then subtracted from the FFT of the 
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reacted particles. This resulting image then contained the characteristic rings and spots 
associated with the planar spacing of the sulfide reaction products, as well as a tight diffuse 
ring that corresponded to the average spacing of the Fe particles in the reacted product 
mixture. From these images, the average size of the Fe particles in the matrix was found to 
be 1.0±0.25 nm, and the separation between Fe particles was ~2.5 nm. Particles of these 
size are consistent with previous studies on conversion-type material reaction products 
including the previous work that confirmed the disordered nature of the Fe particles.109 
 
Figure 4.6: (a) High-resolution TEM (HRTEM) image of FeS2 after reaction with Li. (b) 
Inverse FFT showing the lattice fringes that correspond to {111} Li2S planes in (a). (c) 
Map of Fe particles in (a). 
 
4.4.2 In Situ TEM of FeS2 Sodiation 
 In situ TEM results from the sodiation of FeS2 nanocrystals are shown in Figure 
4.7. In Figure 4.7a, crystals in the bottom right of the frame had already begun to react, 
since the Na ions were diffusing along the carbon support from this direction from a source 
that was ~1 micron away. Similar to the previous section on the lithiation of this material 
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sharp reaction fronts are visible between the interior FeS2 regions and the reacted regions 
in Figure 4.7b and c during sodiation. The FeS2 crystals in the interior of the particles did 
not retain cubic shapes during the reaction. Instead, the initially cubic FeS2 crystals 
transformed to spherical or ellipsoidal shapes, as shown in the magnified inset of Figure 
4.7c. This is in contrast to the lithiation case seen in the previous section in which crystals 
retained cubic shapes during the reaction. After the reaction was complete, the sodiated 
particles were observed to merge together (Fig. 4.7d). However, unlike the lithiation case, 
fracture did not occur despite a larger measured average volume expansion of 2.7±0.3. The 
theoretical volume expansion for the formation of Na2S and Fe is 3.8, which again suggests 
that some of the material undergoes incomplete reaction. After reaction (Fig. 4.7d), contrast 
due to the two-phase mixture of Na2S and Fe particles was evident. The SAED pattern after 
sodiation in Fig. 4.7e features weak rings corresponding to Na2S, indicating that the Na2S 
was present but had poor crystallinity. This poor crystallinity was likely not detected by 
the ex situ XRD performed due to the small crystallite size of the reacted Na2S. The 
resulting Fe particles were found to be approximately 0.58±0.15 nm in size, which is 
smaller than the lithiation case. The average Fe-Fe particle separation within the matrix 
was also smaller, at ~1.8 nm. Once again additional experiments were performed and 




Figure 4.7: Snapshots of the sodiation of a group of FeS2 particles. (a) Four unreacted FeS2 
particles are in the upper half of the frame, and the sodiation front is approaching from the 
lower-right corner of the frame. (b) The particles are shown in the midst of sodiation, and 
a sharp reaction front is visible between the unreacted crystals and the reacted phase. (c) 
Continuation of the sodiation reaction. The internal FeS2 crystals within the particles have 
lost their initial shapes, and they have formed spherical or oblong shapes, as seen in the 
magnified inset. (d) All particles have reacted and the sodiated particles have merged 
together. (e) SAED pattern of the sodiated material showing diffuse rings that indicate the 
presence of Na2S and Na2O, which likely arises due to reaction of oxygen-containing 





Figure 4.8: (a-d) Snapshot images from an in situ TEM experiment of the reaction of a 
group of particles with sodium. 
 
4.4.3 In Situ TEM of FeS2 Potassiation 
The reaction of FeS2 with K
+ was also examined with in situ TEM, and data from 
a typical experiment are shown in Figure 4.9. Figure 4.9a shows two overlapping FeS2 
crystals on the edge of the carbon support; the K probe is visible at the top of the frame. It 
was found that potassiation required direct contact to be made between the oxide/hydroxide 
layer on the surface of the K probe and the FeS2 crystal, as shown in Figure 4.9b. This 
contact requirement was likely due to the slow diffusion of K+ ions through the carbon 
support film, which is in contrast to the Li+ and Na+ cases. During contact and biasing in 
Figure 4.9a-b, the reaction initially progressed rapidly before slowing in Figure 4.9c-d. A 
sharp reaction front formed between the FeS2 crystals and the reacted phase, which is 
similar to the lithiation and sodiation process. During potassiation, the “rounding-off” of 
the corners of the FeS2 crystal was also evident, as shown in Figure 4.9c. After full reaction 
(Fig. 4.9d), fracture did not occur despite the large average volume expansion of 3.1±0.6, 
as measured across many experiments. As in the lithiation and sodiation cases, this 
observed volume expansion is lower than the theoretically-predicted value of 5.4. The 
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SAED pattern of the final reacted phase in Figure 4.9e shows a diffuse ring that corresponds 
to an amorphous product, which is consistent with the XRD performed. No image contrast 
from separate Fe and potassium sulfide phases was evident, indicating a single-phase 
amorphous product that contains K, Fe, and S. Once more additional experiments required 
direct contact and led to an expanded amorphous reacted product as seen in Figure 4.10. 
 
Figure 4.9: (a-d) Snapshots of the potassiation of FeS2. (a) A pristine FeS2 particle with a 
smaller overlapping particle on the right side. (b) Potassiation has begun after contact and 
biasing, and a sharp reaction front between the lighter reacted phase and the FeS2 crystal 
is evident. (c) An image after further reaction; the edges of the FeS2 crystal are blunted. (d) 






Figure 4.10: (a-c) Snapshot images from an in situ TEM experiment of the reaction of a 
particle with potassium. In the images, the FeS2 particle is on the left, and the potassium 
electrode is on the right. 
 
4.4.4 Comparison of the In Situ TEM of FeS2  
This investigation of the reaction process with all three alkali ions under similar 
conditions allows for valuable comparisons to be made regarding reaction mechanisms. 
For each case a sharp reaction front is observed which is consistent with the 
electrochemistry performed. Multiple aspects of these reactions behave according to 
rational trends when moving from Li+ to K+. For instance, it was found that the average 
size of the Fe particles in the product phase decreased as the alkali ion size increased. In 
tandem with this observation, the crystallite size of the alkali sulfide product also decreased 
with increasing alkali ion size. In all cases, the particle size in the product phase did not 
change after initial reaction, and it did not depend on FeS2 crystal size. The formation of 
the product phase at the reaction front likely involves the short-range migration of Fe atoms 
to form clusters as the alkali sulfide is formed around it. The decrease in Fe particle size 
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when reacting with larger ions therefore indicates that the size and/or mobility of the alkali 
ion influences the extent to which Fe is able to migrate within the reacted phase to form 
clusters, with the smallest ion (Li+) enabling the easiest migration. In addition to this trend, 
the magnitude of volume expansion increased with alkali ion size, as expected. Finally, it 
was observed that all three alkali ion species reacted with FeS2 via a two-phase reaction 
with an associated sharp reaction front; this indicates that the reaction kinetics is controlled 
by short-range interactions and bond-breaking near the reaction front. Two-phase reactions 
also occur in other large-volume-change battery materials such as Si and Ge.15,23,87,110 
 
4.5 Linking Fracture to Phase Transformation Processes 
 While the trends mentioned in the previous section can be easily explained by the 
increase in the size and mobility of the alkali ions, the morphology changes and fracture 
processes observed in these experiments are difficult to rationalize using these criteria 
alone. In the dozens of particles studied for each alkali species, fracture during reaction 
only occurred during lithiation. Fracture did not occur during either sodiation or 
potassiation despite the larger volumetric expansion associated with these reactions and 
regardless of particle size (the largest particles that were tested were ~120 nm). This is 
counter-intuitive, as larger volume expansion is generally associated with greater stress 
values that could more effectively drive crack formation. Since fracture has been linked to 
electrochemical degradation processes in batteries,111–113 these observations have 
implications for the beneficial use of FeS2 in Na- and K-based systems. However, the 
question remains regarding the cause of this divergent fracture behavior. Several factors 
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were explored in depth in the following sections, including the effect of the mechanical 
properties of the reacted phase and the effect of the shape evolution that took place during 
reaction. 
 
4.5.1 Mechanical Properties of the Reacted Phase  
In an attempt to make sense of this fracture behavior the mechanical properties of 
the lithiated, sodiated, and potassiated materials were measured. If the sodiated and 
potassiated materials properties are drastically different from the lithiated this could 
influence fracture characteristics. While the mechanical properties (e.g., yield strength, 
elastic modulus) of a number of different lithium alloy materials have been 
measured,18,111,114–116 the mechanical properties of conversion materials, as well as Na and 
K electrode materials, have been less-studied.  
To gain a basic understanding of the mechanical properties of electrochemically 
reacted FeS2, nanoindentation experiments were carried out with the help of our 
collaborators in Prof. Shuman Xia’s group here at Georgia Tech. The result of these 
experiments can be seen in Figure 4.12. FeS2 thin films with thicknesses between 200 and 
400 nm were grown by sulfurizing sputtered Fe films. Fe films were sputtered onto Ta foil 
substrates, and sulfurization was carried out in a tube furnace by heating the Fe films to 
500 C while exposing them to sulfur vapor entrained in Ar flow, a sample image of this 
pristine film can be seen in Figure 4.11. Sulfur powder was placed upstream of the Fe films 
in the tube furnace, and Ar was flowed at 40 sccm while the pressure was maintained at 
1200 mTorr.117 These films were then directly used as working electrodes in Li, Na, and K 
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half-cell-type coin cells. Discharge was performed using currents of C/20 with 0.6 V as the 
cell potential cutoff value (Figure 4.13 shows typical thin-film discharge curves). After 
discharge, the working electrodes were removed in an Ar-filled glove box with <0.1 ppm 
H2O and O2 content, and the films were indented in the same glove box using a Hysitron 
nanoindentation system with a Berkovich indenter tip. Residual liquid electrolyte was 
immediately removed from the film surfaces using Kimwipe tissues after extraction of the 
samples from the coin cells. All films were tested without washing with extra solvent to 
avoid delamination of films and to minimize the chance of excessive side reactions. Surface 
scanning with the indentation tip was utilized to identify relatively smooth regions for 
accurate indentation measurements. It is worth noting that the grain size effects would 
likely affect the overall mechanical properties through the Hall-Petch relationship, but 
multiple indentation tests were used to limit this effect. Additionally, the inverse Hall-Petch 
relationship tells us there is a critical grain-size past which the hardness decreases with 
decreasing grain size. Therefore, the general trend from these studies relative to each other 
are the key finding from these experiments. The pristine and reacted films demonstrated 
similar topographic morphology, suggesting minimal presence of a solid electrolyte 





Figure 4.11: SEM image of the FeS2 film on the Ta foil sulfurized at 500°C prior to 
electrochemical reactions in half-cells. 
 
A peak load of 40 N at a constant loading/unloading rate of 8 μN·s-1 was used 
during nanoindentation tests. The loading/unloading curves can be seen in Figure 4.12a, 
where the lithiated, sodiated, and potassiated curves are found to be very similar. Using 
this plot, the reduced modulus can be found and is plotted in Figure 4.12b. From the peak 
load, 𝑃𝑚𝑎𝑥, used for these tests and the resulting contact area, 𝐴𝑐, of the indent left the 
hardness values, 𝐻𝑐, was obtained using the following equation, 𝐻𝑐 = 𝑃𝑚𝑎𝑥 𝐴𝑐⁄ . The 
hardness value for these reacted films is compared to a pristine film in Figure 4.12c. For 
each film, data were collected from at least five indents conducted at different locations on 




Figure 4.12: Nanoindentation experiments performed on electrochemically reacted FeS2. 
(a) Representative force vs. displacement indentation curves of lithiated (red), sodiated 
(blue), and potassiated (green) FeS2 films; the lithiated film shows the most significant 
displacement. (b) A bar chart showing the elastic modulus of each of the reacted films 
compared to pristine FeS2. (c) A bar chart showing the hardness of each of the reacted films 
compared to pristine FeS2. Each of the reacted films have similar hardness. 
 
 
Figure 4.13: Galvanostatic discharge curves for ~400 nm thick FeS2 thin film electrodes 
from Li (red), Na (blue), and K (green) half cells. These thin film electrodes were used for 
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nanoindentation tests. The cells were discharged at a rate of 15 μA/cm2, with the 
discharge capacities normalized to the area of each electrode. 
 
As shown in Figure 4.12, the lithiated FeS2 film exhibited slightly lower elastic 
modulus but similar hardness compared to the sodiated and potassiated material. Thus, the 
three materials should flow at similar stress values. Since lithium was the only alkali ion 
to induce fracture in the nanocrystals during reaction, these findings suggest that the 
differences in mechanical properties are not the result of the mechanical properties of the 
reacted phase. It is worth noting that comprehensive mechanical investigation of these 
materials must be undertaken to fully understand the effects of mechanical properties; for 
instance, measurement of fracture toughness is necessary. 
 
4.5.2 Shape Evolution Effect on Fracture Behavior 
  One factor that likely contributes to the observed differences in fracture behavior is 
the evolution of the shape of the reaction front during reaction. During lithiation, the 
internal crystalline FeS2 generally maintained a square or rectangular shape throughout the 
reaction process; in other words, the {100} planes of the crystal structure were maintained 
at the reaction front. As previously discussed, the corners of the FeS2 crystals became 
blunted during sodiation and potassiation, leading to crystals that were circular or oblong 
(in projection) during reaction. This indicates that the {100} planes did not preferentially 
exist at the reaction front. To provide statistical evidence for these observations across 
many tested particles and to quantify the extent of crystal shape changes, Figure 4.14 is a 
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plot that captures the shape of the internal FeS2 crystals during reaction as a function of 
particle size. Each data point in the plot is from a distinct particle, which illustrates the 
generality of the observations presented in the previous in situ TEM figures. These points 
are from the subset of particles in which the internal crystal shape during the reaction was 
able to be measured. The “crystal shape descriptor” is plotted on the y-axis; this value is 
defined as the rectangular area in which the crystal is inscribed, divided by the actual area 
of the FeS2 crystal. Based on the inset schematics in Fig. 4.14 for crystals surrounded by 
reacted material, the crystal shape descriptor Y would be calculated as  
Y = wh/A,   (Eq. 4.2) 
where wh is the square or rectangular area in which the crystal is inscribed, and A is defined 
as the actual FeS2 crystal area. Thus, for crystals that retain a rectangular shape during 
reaction, the shape descriptor would remain close to 1.0. For crystals that transform into 
spherical or oval shapes, the shape descriptor would be larger. The plot in Fig. 4.14 shows 
the maximum crystal shape descriptor during the reaction, and each data point corresponds 




Figure 4.14: Statistical plot that quantifies the change of the FeS2 crystal shape during 
reaction with each of the alkali ions. The crystal shape descriptor, Y, is defined as Y=wh/A, 
where wh is the rectangular area that the crystal is inscribed within and A is the actual 
remaining FeS2 crystal area. A crystal descriptor greater than 1.0 indicates a more oval or 
spherical crystal shape. 
 
The data in Figure 4.14 show that, across all experiments, reaction with different 
alkali species resulted in quantitatively different internal crystal shapes. Lithiation resulted 
in crystal shape descriptor values that were close to 1.0 (generally less than 1.35) across all 
sizes, which indicates that the crystals retained shapes that were close to rectangular or 
square. The crystal shape descriptor values for sodiation were higher than lithiation 
(ranging between ~1.25 and ~2.25), while the values for potassiation fell between the other 
two cases (ranging between ~1.10 and ~1.70). Thus, sodiation featured the most extensive 
transformation to oval and circular crystal shapes. It should be noted that irregular oval 
shapes led to high crystal shape descriptor values around 2.0. Finally, for the lithiation case, 
crystals that evolved to take either convex or concave shapes were observed (see the 
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schematic inset in Fig. 4.14). The concave shape only appeared when particles exceeded 
about 42 nm in size.  
It is clear that the different alkali ions caused different internal crystal shapes to 
evolve during reaction. These variations can be attributed to differences in the atomic-scale 
dynamics of bond-breakage at the reaction front between the reacted material and the FeS2 
crystal. The square or rectangular shapes during lithiation are due to preferential reaction 
of the {100} planes of the FeS2 crystal, which results in the retention of these facets at the 
reaction front. This suggests that the kinetics of the reaction in these small particles is 
interface-limited, as is seen in other large-volume-change materials, such as silicon.23 The 
preferential lithiation of the {100} planes likely occurs due to a favorable atomic 
arrangement at these planes that promotes reaction with Li+. In contrast, the lack of sharp 
facets during reaction with Na+ and K+ indicates that the {100} planes do not react 
preferentially, even though the kinetics are likely still interface limited. The “rounding-off” 
or blunting of corners during sodiation and potassiation could be caused by higher 
concentrations of alkali ions available for reaction near the corners/edges due to increased 
ion transport pathways from the particle surface at these locations, which could influence 
interfacial reaction rates. This suggests that blunting of corners naturally arises in the 
absence of planes of preferential reaction in such two-phase transformation processes.  
 Based on this collected data the evolution of crystal shape and the occurrence of 
fracture are likely related. Fracture was observed only during reaction with lithium, and 
lithiation was the only case in which the internal crystal shape remained as a square or 
rectangle. Interestingly, cracks were often observed to initiate at corners of the nanocrystals 
during lithiation. These observations suggest that the highly anisotropic expansion of the 
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FeS2 during lithiation is related to the fracture process. The preferential expansion at cube 
faces during lithiation causes tensile stress concentrations at the surface between reacting 
faces (i.e., at the corners), which could cause cracks to preferentially initiate at the corners. 
Prior work has been performed to describe the stress state within particulate battery 
materials during two-phase, large-volume-change reactions such as that observed here in 
FeS2.
16,18,57,58,118 These studies show that the reacted product phase near the reaction front 
experiences significant compressive stress, while the surface of the particle experiences 
tensile stress. While these studies were generally conducted on alloying-type materials, the 
stress has been found to be generated in these materials if the volume changes occur via an 
inhomogeneous route, i.e. through a sharp reaction front, as is the case with the FeS2 
nanocrystals. This sharp reaction front allows for the formation of a concentration gradient 
within the structure, leading to internal strain. Since this type of reaction occurs during the 
lithiation of the FeS2 nanocrystals these findings are applicable.  
Previous work has also demonstrated that anisotropic expansion of a material 
during electrochemical reaction can dramatically influence the fracture behavior. 
Specifically, fracture preferentially occurred at the surface of crystalline Si nanopillars 
between preferentially-expanding crystal facets.15,16,55 In contrast, amorphous Si has been 
observed to undergo isotropic expansion, and it is much more resistant to fracture.30 This 
observation of anisotropic behavior in an amorphous material is similar to the behavior 
seen in the sodiation and potassiation of FeS2. The more amorphous nature of the reacted 
product could result in isotropic expansion effect, however in both of these reactions a 
sharp reaction front is still seen, unlike in amorphous Si nanoparticles, leading one to 
conclude that this is not solely responsible for the fracture resistance observed. Overall, 
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our observation of fracture at the corners of FeS2 cubes during lithiation is consistent with 
prior work, but the differences among different alkali ions has not been observed.  
 
4.5.3 Effect of Rate and Particle Size on Fracture Behavior 
 These experiments also provide information related to rate and size effects on 
fracture. The fracture process for the two-phase reactions reported here appears to be 
insensitive to reaction rate or phase transformation kinetics. This is because the evolved 
stress depends primarily on the extent of reaction, since the concentration of alkali ions in 
the reacted phase is approximately constant.58 Reaction rates were generally faster for 
lithiation compared to sodiation and potassiation, but rates also varied among different 
particles for a given alkali ion as shown in Figure 4.15 which shows plots of reaction 
kinetics. However, only lithiation (with varying reaction rates) resulted in fracture, 
indicating that reaction kinetics do not play a significant role in the fracture process. 
Regarding size effects on fracture, some smaller lithiated FeS2 crystals avoided fracture (as 
shown by the statistics in Fig. 4.4g). This is consistent with prior research, as a similar size 
dependence for fracture during the first lithiation has also been reported for nanoscale 
crystalline Si particles and wires. For Si, however, fracture can be avoided altogether for 
sizes < ~150 nm.16,119 In general, smaller particles contain less total deformation-induced 
strain energy to drive the formation of new crack surfaces, which reduces the probability 
that the particles will fracture. This analysis suggests that regardless of the active ion used, 
there will be a critical size above which fracture will occur. For the sodium and potassium 
experiments discussed here, the critical size was evidently not reached. Beyond avoiding 
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mechanical degradation, the use of very small (~5 nm) FeS2 crystals has previously been 
suggested to be beneficial for long-term cycling because the particle size is on the same 
length scale as the diffusion length of Fe during reaction, enabling facile conversion.64 
Thus, both chemical and mechanical aspects of electrochemical reactions must promote 
stability for effective long-term cycling. 
 
Figure 4.15: Measurements of the size of the internal FeS2 crystal during reaction of 
individual particles with Li+ (a), Na+ (b), and K+ (c). The measurements do not go to zero 
in most cases because the internal crystal size was not able to be measured after a certain 
extent of reaction (e.g., due to fracture and/or rotation of the particle). Na+ and K+ reactions 
were generally slower than Li+ reactions; however, for a given alkali ion, the reaction rates 
varied from particle to particle. Reaction rates in these in situ experiments can depend on 
various factors, such as the distance of the particle from the ion source. 
 
4.6 Modeling Stress Evolution During Reaction 
To quantify the effects of crystal shape evolution on stress during reaction, 
chemomechanical simulations were carried out using the finite element method to model 
concurrent ion transport, reaction front migration, volume expansion, and stress generation 
with the help of collaborators at Georgia Tech. These simulations captured the two-phase 
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reaction at sharp phase boundaries through the use of concentration-dependent diffusivity, 
as previously demonstrated.120 To specifically compare the effects of reaction front shape 
on stress evolution, simulations were carried out with the same volumetric expansion 
(using a representative volume expansion value of 2.2) but with different reaction front 
shapes. Since the magnitude of volume expansion influences stress evolution, simulating 
the same volume expansion enables direct comparison of the effects of reaction front shape. 
More details on the simulation model constructed can be seen in Appendix A.1.  
Chemomechanical simulation results are shown in Figure 4.16 for a cubic particle 
in the midst of reaction. Considering the symmetry of reaction and stress generation with 
respect to the {100} cube faces, we only modeled one-eighth of a cube, as schematically 
shown in Fig. 4.16a. Here, the red outer boundary represents the particle surface and the 
blue internal boundary approximates the position of the reaction front; the solid red lines 
denote the boundary of the modeled region. Figure 4.16b-c show simulation results for the 
case of lithiation, in which the reaction front is aligned with the {100} facets and the 
unreacted crystalline core has sharp corners. The contour plot of the normalized Li 
concentration in Fig. 4.16b shows that there is a sharp increase in Li concentration at the 
reaction front, and three mutually perpendicular {100} reaction fronts intersect to form a 
sharp corner of the unlithiated core. A contour plot of the lithiation-induced hydrostatic 
tensile stress is shown in Fig. 4.16c. Note that the hydrostatic tension becomes the in-plane 
tension near free surfaces, such that its contour plot can effectively reveal the three-
dimensional, symmetric distribution of surface tensile stresses around a corner of the cubic 
particle. Figure 4.16c shows that large tensile stress concentrations arise around the surface 
locations that coincide with the underlying sharp corner of the unlithiated core, and they 
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are induced by the large expansion near the intersecting {100} reaction fronts during 
lithiation. Such stress concentrations can drive fracture at the edge or corner of FeS2 
particles, as observed during in situ TEM experiments. In contrast, Fig. 4.16d-e show 
simulation results for the case of reaction front evolution with a “blunted” reaction front 
shape (as is the case with sodiation and potassiation). The contour plot of the normalized 
Na/K concentration (Fig. 4.16d) shows that the corner of the unreacted crystal core has 
been rounded off to feature a less-sharp reaction front angle. The corresponding contour 
plot of the hydrostatic tensile stress is shown in Fig. 4.16e. Comparing Fig. 4.16c and e, 
the stress concentrations at the particle surfaces are weaker for the rounded reaction front 
(sodiation or potassiation) compared to the sharper corner (lithiation). This manifests as 
tensile stress that is more spatially distributed and lower in magnitude (Fig. 4.16e). These 
simulations are consistent with the TEM observation of fracture in lithiated FeS2 particles 
as opposed to the lack of fracture in sodiated and potassiated FeS2 particles. Table 4.1 
contains values of the maximum tensile stress during reaction for both cases, and these data 




Figure 4.16: Chemomechanical finite element simulation results showing stress generation 
during reaction of a cubic FeS2 particle with different reaction front shapes. (a) Schematic 
of two-phase lithiation/sodiation, with a sharp reaction front (colored in blue) between a 
cubic unreacted core and a lithiated/sodiated/potassiated shell (colored in red). Only one-
eighth of the cubic particle is modeled (outlined by the solid red lines), given the symmetry 
of the reaction and stress generation processes. The “o” symbol marks the center of the full 
cubic particle. (b, c) Simulation results of the reaction when the inner crystal retains a cubic 
shape with a sharp corner (i.e., the lithiation case). A contour plot of Li concentration CLi 
(normalized by the concentration of Li at the full extent of lithiation) at a representative 
cross section is shown in (b), and a contour plot of hydrostatic tensile stress σh (normalized 
by Young’s modulus) is shown in (c). The position of the cross section in (b) is marked by 
the black lines in (c). (d, e) Simulation results of the reaction when the inner crystal 
develops a rounded-off or blunted corner (i.e., sodiation or potassiation). A contour plot of 
ion concentration CNa/K at a representative cross section is shown in (d), and a contour plot 
of hydrostatic tensile stress σh (normalized by Young’s modulus) is shown in (e). The cross 





Table 4.1: Maximum surface hydrostatic stress at varying extents of reaction for the two 
modeling simulations considered: 1) an internal crystal with a cubic shape and 2) an 
internal crystal with a rounded shape. The extent of reaction is defined as the ratio of the 
volume of the reacted region to the total volume, in which the reacted region is defined as 
where the normalized ion fraction is greater than 50% of the maximum. These hydrostatic 
stress quantities are given as fractional values of the Young’s modulus. The cubic crystal 
with sharper corners shows larger stress values in all cases. 
 
Extent of Reaction 
0.14 0.18 0.21 0.25 0.28 
Cubic, σh 0.0146 0.0216 0.0307 0.0329 0.0332 
Rounded, σh 0.0002 0.0024 0.0114 0.0204 0.0279 
 
4.7 Conclusions 
Similar to the previous chapter, this study has revealed the different nanoscale 
reaction pathways that occur during lithiation, sodiation, and potassiation of FeS2 using a 
combination of in situ TEM, chemomechanical modeling of stress evolution, 
electrochemistry, and mechanical testing. FeS2 nanocrystals were observed to undergo 
conversion-type reactions via a two-phase mechanism with the movement of a sharp 
reaction front in all cases. The key result of this study is that despite significantly larger 
volume changes during sodiation and potassiation, particles were only observed to fracture 
during lithiation. This result runs counter to conventional wisdom that suggests that larger 
volume changes in battery materials necessarily lead to larger stresses and more significant 
mechanical degradation. The shape of the reaction front was quantified and was found to 
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contribute to these differences in mechanical failure; the reaction front during lithiation 
was found to maintain a rectangular shape with {100} facets, while the reaction front 
during sodiation and potassiation evolved to an oval shape with blunted corners. 
Chemomechanical modeling of stress evolution showed that a rectangular phase front 
should lead to higher tensile stresses at the corners/edges of particles, which leads to 
fracture as observed in the lithiation case. It is also possible that differing fracture 
toughness of the various product phases contribute to the divergent fracture behavior.  
Similar to the study conducted on the Cu2S conversion-type material, FeS2 
nanocrystals demonstrated behavior that was drastically changed by the increase in the 
alkali-metal ion size. In both cases the increase of the ion alters the reaction pathway, both 
leading to a new morphological evolution process. Interestingly, while the volumetric 
expansions were a great deal larger in the sodiation/potassiation reaction, the difference in 
the structural evolution leads to more stable morphologies. These findings are important 
since they indicate that even though high-capacity alloying and conversion materials 
exhibit larger volume changes in Na-ion and K-ion battery systems, these volume changes 
may be manageable and do not necessarily induce particle failure. As demonstrated herein, 
it is critical to understand how detailed nanoscale reaction mechanisms influence 
morphological changes; this information can then be used to tailor the shape, size, and 
structure of materials for batteries. The discovery of the different nanoscale reaction 
pathways in FeS2 crystals and how these pathways influence fracture is a critical step 




CHAPTER 5.  SPONTANEOUS AND REVERSIBLE HOLLOWING OF 
ALLOYING MATERIAL WITH LITHIUM 
 
5.1 Introduction 
As has been previously discussed, high-capacity anode materials for Li-ion 
batteries have long been held back by limited cyclability caused by large volume changes 
during ion insertion and removal. Previous chapters have examined the nanoscale reaction 
mechanisms that these types of materials undergo in effort to better understand the effect 
these large-volume-changes have on the cyclability. However, these materials undergo the 
displacement and conversion-type reaction mechanism. In this chapter the high-capacity 
alloying material antimony was examined during reaction with lithium. Antimony is 
known to have a theoretical specific capacity of 660 mAh/g after full reaction of the Li3Sb 
which occurs at around 1.0 V, other phases are possible and are discussed in section 1.5, 
however this study observed the direct reaction to Li3Sb.
74–76 Previous studies have found 
that monodispersed Sb nanocrystal electrode leads to better cycle life that larger Sb 
nanocrystals.74 However, the mechanistic reasons underlying this improved cycling 
behavior remain unclear, as the high surface area of small nanocrystals can often result in 
poor CE and cycling behavior.34,79  
Here in this study, in situ transmission electron microscopy (TEM) was used to 
demonstrate that solid Sb nanocrystals spontaneously form uniform voids during lithium 
removal, and that these voids are reversibly filled and vacated during further 
electrochemical cycling. Void growth was found to be due to the presence of a thin and 
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resilient native oxide shell that accommodates the initial particle expansion but acts as a 
mechanical constraint to prevent shrinkage of the particle upon delithiation. This 
spontaneous hollowing was found to be size-dependent, with Sb particles <~30 nm forming 
voids but with larger particles simply shrinking and mechanically buckling or crumpling 
the shell. A chemomechanical model was developed that explained both the hollowing 
behavior and the observed size dependence, and conventional electrochemical tests 
confirm that this behavior results in improved CE and cyclability. These new findings 
demonstrate that small Sb particles exhibit transformation mechanisms that are 
fundamentally superior to those of many other alloy anode materials, and this behavior 
may obviate the need for complex nanoscale processing for next-generation, high-energy 
battery anodes. These results emphasize the importance of understanding the nanoscale 
reaction mechanisms of these types of large-volume-change electrode materials. 
 
5.2 In Situ TEM of Lithiation and Delithiation 
5.2.1 Cycling Behavior 
 For this study Sb nanocrystals with a 15.7±2.5 nm diameter were synthesized using 
a liquid-phase organometallic synthesis described in Chapter 2 by my collaborators from 
ETH Zurich.74 After synthesis TEM images and XRD was performed on the nanocrystals 
(Figure 5.1a and b), and a histogram of the particles was also taken to find the average size 
of the synthesized particles. Figure 5.1b shows an ex situ XRD trace of the synthesized 





Figure 5.1: (a) TEM image of the smaller Sb nanocrystals. (b) XRD trace of the smaller 
particles showing the 𝑅3̅𝑚 rhombohedral structure. The Gauss fit of the main Bragg 
reflection reveals that the average size of the Sb crystalline domain is 11 nm. (c) Histogram 
of the synthesized particles showing the distribution of particle size, including oxide layer. 
 
In situ TEM was carried out to observe the nanoscale reaction mechanisms of these 
Sb nanocrystals with Li.85 These experiments utilized a probing-biasing TEM specimen 
holder, in which a tungsten probe covered with metallic lithium was brought into contact 
with a TEM half-grid on which Sb nanocrystals were dispersed (Fig. 5.2a). A bias was then 
applied to drive Li+ through the oxide layer on the surface of the lithium metal, and the 
ions were reduced and diffused through the carbon film on the half grid to react with the 
Sb nanocrystals (see Chapter 2 for details).25,31  As seen in the previous chapters these type 
of in situ TEM techniques have been used to investigate the reaction mechanisms of large-
volume-change battery materials with various alkali ions.29,31,42,88,104,119,121–123 
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Figure 5.2b-e shows morphological transformations of a group of Sb nanocrystals 
during cycling. In this experiment, the Li probe contacted the edge of the carbon support 
film less than 1 m from the bottom of the image frame. The pristine Sb nanocrystals (Fig. 
5.2b) are spherical or oval and have a ~2 nm thick native oxide. A high resolution TEM 
image of a pristine Sb nanocrystal and this oxide layer can be seen in Fig. 5.9b later in 
section 5.2.3. Fig. 5.2c shows the same nanocrystals after lithiation, which involved a 
measured volume expansion of the Sb by a factor of 2.4±0.2. The contrast of the lithiated 
particles is lighter because of the uptake of Li, and the oxide shells on the particles also 
grew in thickness (from ~2 nm to ~5 nm) due to reaction with Li. The bias was then 
reversed to remove Li, and the delithiated particles are shown in Fig. 5.2d. The delithiated 
particles exhibit a unique morphology that consists of a hollow shell of Sb at the inner 
surface of the oxide layer. Instead of simply shrinking in size during delithiation, as 
observed in other alloy materials,29,30 a single void formed within the center of most 
particles, while the oxide layer did not appreciably change dimensions. The spontaneous 
formation of voided particles during delithiation was observed across all experiments (>10 
experiments and hundreds of particles visualized). Some particles in Fig. 5.2d show two or 
three voids separated by Sb ligaments, but 92% of particles formed single voids over all 
experiments. Interestingly, upon the second lithiation (Fig. 5.2e), the outer ring of Sb 
expanded to fill the interior void in each of the particles without mechanically disrupting 





Figure 5.2: (a) Schematic of the in situ TEM experimental setup. (b-e) TEM images of a 
group of Sb nanocrystals during cycling with Li. (b) Sb nanocrystals prior to reaction, (c) 
after lithiation, (d) after delithiation, and (e) after second lithiation. These images and the 
schematics below the images show the expansion of the particles during lithiation (c), the 
formation of a hollow Sb shell at the inner surface of the surface oxide during delithiation 
(d), and expansion into the void during relithiation (e). 
 
Additional experiments were performed during which the particles were cycled up 
to six times, revealing that the cyclic void formation and filling persisted during further 
cycling up to six full cycles in Figure 5.3. Throughout the six cycles performed within the 
TEM, no substantial changes in the overall volume occur after the after the initial 
expansion. Thus, after the first delithiation step, the Sb within these particles is able to 
expand and contract within the outer oxide shell without the shell substantially changing 
dimensions. This easily reversible hollowing behavior is ideal for stable SEI growth 




Figure 5.3: Morphology evolution of a larger group of Sb nanocrystals during repeated 
cycling. (a) Group of pristine Sb crystals before cycling. (b) The same cluster after the first 
lithiation (i) and delithiation (ii). (c) After the second lithiation/delithiation. (d) After the 
third lithiation/delithiation. (e) After the fourth lithiation/delithiation. (f) After the fifth 
lithiation/delithiation. (g) After the sixth lithiation/delithiation. Some particles in the large 
group are not fully lithiated or delithiated each cycle, resulting in a lack of volume change 
or hollowing behavior during that cycle. 
 
5.2.2 Delithiation Process Analysis 
To understand how the void formation during delithiation occurs further analysis 
was performed. Figure 5.4a-d shows a series of TEM images from a different experiment 
than those in Figure 5.2. The particles in Fig. 5.4a begin lithiated and most particles are 
completely solid, but some have small remaining voids from previous cycling. During 
delithiation in Fig. 5.4, particles visible across the frame begin to form voids at different 
times as Li is removed from them. During the initial 30 s of delithiation (Fig. 5.4b), voids 
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form and grow steadily in some particles, while other particles remain solid. After about 
35 s of the experiment, voids have formed in many of the remaining particles (Fig. 5.4c), 
and these voids grow faster than those nucleated previously. After 63 s (Fig. 5.4d), almost 
all the particles are fully delithiated and feature the Sb layer at the inner surface of the outer 
oxide shell; these delithiated particles did not noticeably shrink in overall volume. The 
oxide shell remaining after delithiation is particularly visible in Fig. 5.4d on the particles 
at the top of the frame along the edge of the carbon support. Only a few particles remain 
void-free and lithiated at this point.  
Individual void nucleation and growth events in the three characteristic particles 
are shown in the image snapshots in Fig. 5.4e-g. In the particles in Fig. 5.4f and 5.4g, voids 
are observed to grow completely within ~5 s after nucleation via the expansion of the dark 
Sb-rich ring near the void surface. The growth of the darker ring indicates that Li is mostly 
removed from a region within a few nanometers of the void surface, and this delithiated 
layer propagates into the Li-Sb. Voids likely nucleate at the interface between the Li-Sb 
and the oxide shell, as seen in Fig. 5.4e and f, but this is difficult to determine conclusively 





Figure 5.4: Analysis of the delithiation process of a group of Li-Sb nanocrystals. (a-d) 
Time-series of delithiation. Voids nucleate and grow in the particles at various times, 
resulting in the final sample (d) in which almost all particles have formed hollow singly-
voided structures. (e-g) Magnified snapshots of three different particles, as denoted by the 
colored boxes in (a) and colored datasets in (e, f), showing the nucleation and growth 
process of the void in each particle. (h) Plot of the measured void area within each particle 
in the frame as a function of time. The three colored datasets correspond to the particles 
with colored boxes in (a), and these are fit and overlaid with a sigmoidal growth function. 
(i) Time required for delithiation of each of the particles extracted from each sigmoidal fit 
as a function of the delay from the beginning of the experiment; this plot shows that faster 
void growth occurs in particles that delithiate later. The gray shaded trajectory is a guide 




Figure 5.4h displays a plot of the measured void area within each of the particles 
with time. Each of these void growth trajectories was found using segmentation analysis. 
The segmentation analysis workflow is detailed in Figure 5.5. First, contrast was optimized 
in each frame using the MATLAB “imadjust” function (Fig. 5.5a). Next, ImageJ software 
was used to segment the pixels in the image as either belonging to the Sb-rich material, the 
oxide shells, or the vacuum/carbon background using the trainable Weka segmentation 
tool.91,124 This was done by manually assigning different sample regions a “class” in the 
software, which then segments the image based on the manual selections (Fig. 5.5b). Based 
on each classifier, the probability that each pixel belongs to one of these defined “classes” 
is determined and is displayed on a 32-bit hyperstack.91 The resulting probability map was 
then filtered of noise and binarized (Fig. 5.5c and d), leaving just the segmented delithiated 






Figure 5.5: Example process flow for segmentation analysis of the data in Fig. 5.4. (a) 
TEM image of delithiated particles. (b) Overlay of a color map on the with three segmented 
categories: The dark Sb phase (red), the oxide shells (pink), and the background of vacuum 
and carbon (green). (c) Color map of the three segmented categories. (d) Probability map 
derived from the color map of the Sb classifier; this map shows only the Sb phase with 
some errors at the edge of the carbon grid. (e) The probability map from (d) after 
thresholding and binarization. (f) A pixel count was performed on the binarized image to 
obtain the particle size measurements. This was done automatically using ImageJ “Analyze 
Particles” function which counts the number of pixels that makes up each individual 
cluster, which it then labels as an individual “particle” and marks on the map in (f). 
 
These segmented regions were then used for the measurements in Fig. 5.4h and Fig. 




+ 𝐴2,    (Eq. 5.1) 
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where 𝑦 is the void area at a given time, 𝐴1 and 𝐴2 are the minimum and maximum void 
area, 𝑥 is the time, 𝑥0 is the time of the inflection point where 𝑦 =
𝐴2−𝐴1
2
, and 𝑝 is the power 
parameter that represents the steepness of the growth function. To estimate delithiation 
time and time delay, we fitted a line to the growth region of the sigmoidal function 
(Equation 5.1). For the linear fits, we used three points, corresponding to 20%, 50%, and 
80% of overall growth. The delithiation time delays thus correspond to the times where the 
linear fits are equal to 𝐴1 parameters of the respective sigmoidal growth functions and the 
delithiation time delays correspond to a difference between times when linear fits are equal 
to the 𝐴2 and 𝐴1 parameters of the respective sigmoidal growth functions (both are shown 
plotted against each other in Fig. 5.4i). Several characteristic trajectories were selected and 
are shown overlaid as the colored trajectories in Fig. 5.4h. The selected particles’ 
delithiation processes are individually shown in Fig. 5.4e-g. Fitting enabled quantification 
of the delithiation velocity of each particle, as represented by the power parameter p in the 
sigmoidal function (Fig. 5.6). This analysis showed that voids that formed earlier grew 




Figure 5.6: Plot of the power parameter, p, vs. the position of the inflection point (in 
seconds), x0, from the sigmoidal growth curves in Fig. 5.4h. The fitting equation is Eq. 5.1. 
Each point corresponds to the growth trajectory of an individual void within a particle in 
Fig. 5.4h. Higher power parameters correspond to a steeper sigmoidal function and faster 
void growth. This plot shows that voids that form later in the experiment grow faster. The 
colored points correspond to the colored traces in Fig. 5.4h. The gray shaded trajectory is 
a guide for the eye. 
 
Finally, Fig. 5.7 shows a plot of the volume of the Sb shell after delithiation vs. the 
volume of the initial lithiated Sb for each particle in the frame. These data reveal an average 
volume ratio of the Li-Sb to the delithiated Sb of 2.0±0.1, which is close to the theoretical 
value of 2.35. The average area of the initial Li-Sb cores was found to be only ~9% larger 
than the total areal contained within the delithiated shell. These measurements confirm that 
this darker shell is in fact delithiated Sb and that the overall particle size is largely 




Figure 5.7: Plot of the volume of the delithiated Sb vs. the initial volume of the lithiated 
Sb for each particle in the frame in Figure 5.4. The volume of the delithiated Sb shells and 
the Li-Sb particles was estimated by assuming the shape of a spherical shell and sphere, 
respectively. The red line is a linear fit to the data. 
 
 From the detailed segmentation and analysis of these image data discussed above 
it was concluded that there was seemingly no preferred void nucleation site within particles 
and no effect of particle shape on void nucleation. Furthermore, there is no obvious 
dependence of the void nucleation events on the position of the particles with respect to 
the counter electrode (which was to the upper right of the frame) or with respect to each 
other. Without further information regarding local potential or mass loss from the particles, 
it is difficult to conclusively determine the origin of the faster delithiation of particles later 
in the reaction process. Since these particles do not form voids until later during this 
process, it is probable that more Li has been removed from these particles while they still 
retain their initial volumes. This would result in greater strain energy and a larger effective 
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driving force for void formation, which could influence void growth kinetics. More details 
related to the void growth mechanism will be discussed in the following sections 
 
5.2.3 Structural Evolution During Reaction 
 Next the structural evolution of the Sb nanocrystals as they were lithiated and 
delithiated was examined. During in situ TEM cycling, SAED data was collected and 
several patterns at different points during the reaction can be seen in Figure 5.8. Plots of 
the integrated diffraction intensity vs. the scattering vector Q (nm-1) taken from the patterns 
in Figure 5.8 are shown in Figure 5.9a. The plot from the unreacted particles shows 
diffraction peaks arising from the rhombohedral Sb structure (Fig. 5.8a and Fig. 5.9a, black 
trace). A typical pristine Sb particle with the non-crystalline native oxide layer is shown in 
Fig. 5.9b. After full lithiation, the crystalline Sb signal has disappeared, and peaks 
associated with the Li3Sb phase have arisen, along with a strong Li2O peak at ~3.75 nm
-1 
(Fig. 5.9a, red trace). The Li3Sb phase is the thermodynamically expected phase for full 
lithiation of Sb. Li2O is present because the initially amorphous Sb-oxide shell reacts via a 
conversion reaction to form Li2O and Li-Sb phases. These observations are consistent with 
previous electrochemical studies which have reported the formation of Li3Sb and Li2O 
from Sb nanocrystals.74 Upon delithiation (blue trace in Fig. 5.9a and SAED pattern in Fig. 
5.8c), only peaks from Li2O are visible. Thus, the surface oxide remains at least partially 
as Li2O after delithiation; we also note that there may be Li2O formed on the surface of the 
carbon grid.31 Regardless, this indicates that the dark-contrast Sb shells that remain after 




Figure 5.8: Selected area electron diffraction (SAED) patterns from an in situ SAED 
experiment with Sb particles along with the corresponding images. (a) SAED pattern of 
the pristine Sb nanocrystals with crystalline rings corresponding to the rhombohedral Sb 
structure (space group 𝑅3̅𝑚, ICDD 04-007-9028). The (012) ring corresponds to a d-
spacing of 3.00 Å and the (104) ring corresponds to 2.13 Å. (b) SAED pattern after 
lithiation showing diffraction rings (3.80 Å and 2.32 Å) corresponding to the cubic Li3Sb 
phase (space group 𝐹𝑚3̅𝑚, ICDD 96-153-7887), as well as another ring (1.66 Å) from 
polycrystalline Li2O (space group 𝐹𝑚3̅𝑚, ICDD 04-004-4918). (c) SAED pattern of the 
delithiated cluster of nanocrystals with only the ring from Li2O visible. (d) SAED pattern 
corresponding to the relithiated particle with no detectable Li3Sb rings present, but with 
the Li2O phase remaining. 
 
 
Figure 5.9: Structural evolution of nanocrystals and larger nanoparticles. (a) Integrated 
intensity of SAED patterns of the group of nanocrystals in Fig. 1 at various stages during 
cycling. (b) High-resolution TEM image of a pristine Sb nanocrystal; the FFT inset shows 
intensity resulting from the crystalline Sb phase. (c) High-resolution TEM image of a 
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delithiated nanocrystal; the darker ring is the Sb layer, which is surrounded by the lighter 
oxide layer. The visible lattice fringes in this layer and the inset FFT confirm that Li2O is 
present. 
 
To determine the composition of the dark-ring within the oxide layer, high-
magnification images of a delithiated particle were taken and are shown in Figure 5.9c. 
This image shows the amorphous Sb layer inside the outer oxide shell, in which a Li2O 
crystallite is visible. The Sb ring was found to be 4.1±0.9 nm thick when averaged over 
the 37 delithiated particles seen the image in Fig. 5.4d. To confirm that Sb was still present 
within the shell morphology, ex situ energy-dispersive X-ray spectroscopy (EDS) was 
conducted on particles delithiated using the same cycling conditions (See Fig. 5.10). The 
STEM-EDS was conducted on an aberration-corrected JEOL 2200FS S/TEM at 200kV at 
Oak Ridge National Laboratory following in situ TEM cycling experiments with a FEI 
Titan S 300kV S/TEM using a similar probing/biasing specimen holder (Nanofactory 
Instruments). After cycling the Sb particles, the holder was removed from the microscope 
and placed in an argon-filled purge box. Samples were removed from the probing/biasing 
holder and loaded into a standard specimen holder for the JEOL instrument, which was 
sealed with an O-ring and then loaded into the TEM. The cycled specimen was exposed to 
air for less than 1 min during this transfer process. EDS HyperMaps were acquired using a 




Figure 5.10: Ex situ scanning TEM energy dispersive X-ray spectroscopy (EDS) of 
delithiated Sb particles. (a) BF-STEM image of a cluster of unreacted Sb nanocrystals. The 
inset of (a) shows STEM-EDS data of the pristine Sb nanocrystal highlighted with the red 
box in (a). The EDS data show strong Sb signal (green) within the interior of the particle. 
(b) BF-STEM image of a particle that was lithiated and delithiated using in situ TEM, then 
removed from the microscope and moved through air to the STEM (the thicker morphology 
of the voided particles was consistently observed to be due to exposure to air). The inset of 
(b) shows STEM-EDS data of the delithiated particle within the red box. A slightly weaker 
Sb signal was detected within the interior where the void was formed, and the Sb is still 
present. 
 
This analysis confirmed that Sb made up the darker region of the delithiated 
particles. This thin ring was concluded to be amorphous in nature due to the fact that no 
diffraction signal not crystalline planes could be seen after multiple tests. It was 
hypothesized that the thin nature of the Sb ring along with its adhesion to the outer oxide, 
as well as possible Li or O dopants, are likely responsible for its amorphous structure. 
Additional cycling was performed on the cluster of nanocrystals from which the SAED 
data were collected, and the Li3Sb phase was not detected after the second and subsequent 
107 
 
lithiation steps (Fig. 5.8). Instead, only Li2O was detected, suggesting that the oxide layer 
structure remains unaffected by any subsequent cycling. Frustrated crystallization of the 
Li3Sb phase may be due to sub-stoichiometric lithiation, even though imaging showed 
significant volume expansion during subsequent lithiation steps (Fig. 5.2). 
 
5.2.4 Particle Size Effect 
To examine the effect that particle size has on the reaction process, larger Sb 
particles were synthesized and electrochemically cycled using similar TEM experiments. 
These particles were prepared with significantly wider size and shape distribution due to 
deliberate changes in the synthetic procedure and can be seen in Figure 5.11 to still be the 
same pristine Sb material. 
 
Figure 5.11: (a) TEM image of the larger Sb nanoparticles used for in situ TEM. (b) XRD 
trace showing that the larger Sb particles have the same structure as the smaller Sb 
nanoparticles. The Gauss fit of the main Bragg reflection reveals that the average size of 
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the Sb crystalline domain is 24 nm. (c) Histogram showing the distribution of particle sizes 
for the larger particles. 
 
Figure 5.12a and b show a SAED pattern and an image of a cluster of larger Sb 
particles; After lithiation, these particles expanded to form the alloy phase, which has a 
lighter contrast due to the high Li content and also has an oxide layer visible on the surface 
(Fig. 5.12c). After delithiation (Fig. 5.12d), voids are observed within the interior of the 
smallest particles in the upper part of the image. However, most of the larger sections of 
these particles contracted and densified without forming interior voids, as seen in the 
middle particles in Fig. 5.12d. Figure 5.12e shows that much of the Sb was amorphous 
after delithiation, similar to the smaller particles (although a few diffraction spots are 
visible). These findings indicate that a critical size exists below which void formation is 
favored rather than particle contraction. 
 
Figure 5.12: (a) SAED of larger pristine Sb nanoparticles supported at the edge of the 
carbon TEM grid. (b) Image of larger Sb particles of various non-uniform sizes and shapes. 
(c) The same group of larger particles after lithiation and volume expansion. (d) The same 
particles after delithiation. Most portions of the particles contract and remain dense, while 
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regions of initial size less then ~30 nm show evidence of hollow void formation. (e) SAED 
after delithiation, in which a few Sb diffraction spots remain. 
 
Additional ex situ TEM experiments were also performed with the smaller Sb 
nanocrystals to determine whether the in situ cycling conditions contributed to the 
morphological changes.  Here, Sb nanocrystals were deposited on a Cr-coated TEM grid 
and were cycled once as the active electrode in a conventional Li half-cell with a liquid 
electrolyte. To perform these experiments Cr was sputtered on carbon grids using a Unifilm 
Sputtering system. DC magnetron sputtering was performed under Ar plasma with a 
current of 0.045 A and a voltage of approximately 98 V using a 3-inch Cr source (Kurt 
Lesker, 99.95%). The base pressure was below 8×10-6 Torr and the process pressure was 
5×10-3 Torr. The deposition rate was fixed at 0.1 nm/min, and the final thickness was 
around 20 nm. The Sb nanoparticles were then drop-cast onto the Cr-coated TEM grids 
inside an Ar-filled glove box. 
Electrochemical tests used for the ex situ TEM were performed using CR2032 
stainless-steel coin cells (MTI Corp.). The Cr-coated TEM grids on which the Sb 
nanocrystals were deposited were used as the active electrode with a stainless-steel current 
collector. Lithium metal (Sigma-Aldrich, 99.9%) was scraped clean of surface oxides, 
attached onto a stainless-steel current collector and used as the counter/reference electrode. 
A polymer separator film (Celgard) was soaked in electrolyte (1.0 M LiPF6 1:1 v/v ethylene 
carbonate/diethyl carbonate, EC/DEC, battery grade, Sigma-Aldrich) and used in each cell. 
These cells were assembled within an Ar-filled glove box (Vigor) with H2O and O2 levels 
<0.5 ppm and <0.1 ppm, respectively. The electrochemical tests were conducted on a Bio-
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Logic VMP3 potentiostat at room temperature. The voltage was swept from open circuit 
to 200 mV at a rate of 1 mV/sec and held for 3 h. The voltage was then swept up to 2.0 V 
at the same rate and held there for an additional 3 h. This process caused lithiation and 
delithiation of the very small Sb mass on the working electrode. The cycled cells were then 
opened in the glove box and the grids were cleaned using 1,2-dioxolane (Sigma-Aldrich) 
and allowed to dry.  
After a complete cycle, the TEM grid with the Sb nanocrystals deposited on it was 
removed from the coin cell in an Ar-filled glove-box and washed prior to being imaged. 
Ex situ imaging, seen in Figure 5.13, suggested that hollow void structures were also 
formed in these particles. Although the images feature poor contrast due to the relatively 
thick underlying Cr layer (20 nm) that was necessary to ensure electrochemical reaction 
and SEI growth, many of the particles show apparent void morphologies. The three 
particles at the bottom of the circled region have similar hollow morphologies to the 
particles shown in Fig. 5.10b, which was an in situ sample that was also transported through 
air for imaging; the air exposure slightly changed the morphology compared to in situ 
samples. The speckled contrast on the grid is the Cr layer. These results are important 
because they show that the hollowing transformation can occur even in the presence of 
liquid electrolyte and with SEI formation. Finally, void formation was observed in in situ 
TEM experiments in areas that had never been exposed to the electron beam, indicating 




Figure 5.13: Ex situ TEM image of Sb particles that were electrochemically lithiated and 
delithiated within a conventional liquid-electrolyte coin cell with a lithium metal counter 
electrode. 
 
5.3 Effect on Electrochemical Cycling 
After confirming that the morphological changes that took place during the in situ 
TEM experiments occurred in electrochemically cycled lithium half-cells a series of ex situ 
electrochemical experiments were conducted to understand the effect these changes have 
on the cycling behavior. Sb-based working electrodes were constructed using three 
different forms of antimony active material for further comparison. These electrodes 
consisted of either small monodisperse Sb nanocrystals (~15 nm, including oxide layer), 
larger polydisperse nanoparticles (randomly distributed between 40 and 140 nm, see Fig. 
5.14) or “bulk” Sb (325 mesh). The nanocrystals and nanoparticles to be used in the 
electrochemical studies first underwent ligand exchange.125 10 mL of Sb nanocrystals or 
larger nanoparticles in chloroform (~20 mg/mL) was mixed with 10 mL of K2S (95%, 
Strem Chemicals) in formamide (99.5%, Sigma-Aldrich, ~5 mg/mL). The mixture was 
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stirred at room temperature for 1 h to allow complete phase transfer of the Sb material from 
chloroform to formamide. The formamide phase was then separated using a centrifuge and 
re-dispersed three times in toluene (99.5%, Sigma-Aldrich). The Sb material was then 
precipitated in ~10 mL of acetonitrile (99.5%, VWR) through centrifuging, and then re-
dispersed in deionized water for use in the electrode slurries. 
 
Figure 5.14: Characterization of larger nanoparticles synthesized via multiple injections 
for use in conventional electrochemical testing. (a) TEM image showing polydispersity. 
(b) X-ray diffraction shows that the material is single-phase Sb. (c) Histogram of particle 
size showing that the size is randomly distributed from 40 nm to 140 nm. 
 
 Electrode slurries were fabricated using 64 wt % active material, 21 wt % carbon 
black (Super P, TIMCAL), and 15 wt % sodium carboxymethyl cellulose binder (CMC, 
Sigma-Aldrich). These values were chosen to ensure sufficient electronic and ionic 
transport. The overall mass loading of active material was between 0.5 and 1.0 mg cm-2 in 
each cell. Slurries were made using deionized water and then spread onto a copper foil that 
was first cleaned using acetone, methanol, and isopropanol. After spreading the slurry, the 
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foils were heated at 80 °C in an oven for 12 h to dry. Electrode disks were punched and 
calendared using a roll press (MTI Corp.). Half cells with Sb working electrodes and Li 
foil counter electrodes were constructed using CR3032 stainless-steel coin cells (MTI 
Corp.) within an Ar-filled glove box (Vigor). Glass microfiber disks (GE Healthcare) were 
used as separators. The electrolyte was a 1.0 M LiPF6 solution in a 1:1 v/v mixture of 
ethylene carbonate and dimethyl carbonate (EC/DMC, 99%, Sigma-Aldrich) with 3 wt % 
of fluoroethylene carbonate (FEC, 99%, Sigma-Aldrich). These cells were sealed with a 
hydraulic press within the glovebox. Galvanostatic electrochemical tests were performed 
using a Landt Battery Testing System at room temperature with voltage limits set between 
0.05 V and 2.0 V versus Li/Li+. 
 Figure 5.15a-c show galvanostatic discharge/charge curves for each type of 
electrode at a rate of 66 mA g-1 (C/10). All three samples show an initial discharge plateau 
at ~0.8 V vs. Li/Li+ and a charge plateau at ~1.0 V vs. Li/Li+. These features are ascribed 
to the lithiation of Sb and crystallization into the Li3Sb phase, followed by two-phase 
removal of Li during delithiation. The small nanocrystals show a higher plateau (~0.8-1.4 
V vs. Li/Li+) during the initial discharge that corresponds to the conversion of the surface 
oxides to a lithiated phase (Fig. 5.15a). This feature is also observed in the data from the 
larger nanoparticles (Fig. 5.15b), but with a lower associated specific capacity because of 
the lower surface area of the larger particles. The oxide reaction is barely visible in the bulk 
particles (Fig. 5.15c). The oxide reduction process is clearly not reversible in the 
nanocrystals (Fig. 5.15a), with a first-cycle CE of 61%. This provides further evidence that 
the oxide shells retain their composition after the first lithiation (i.e., the Li in the shells is 
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not removed during delithiation), in agreement with the in situ TEM experiments that 
showed that the lithiated shells maintained their thickness and morphology during cycling.  
 
Figure 5.15: (a-c) Galvanostatic curves obtained at a current of 66 mA g-1 (C/10) from 
electrodes containing (a) 15 nm monodisperse nanocrystals, (b) 40-140 nm polydisperse 
nanoparticles, and (c) “bulk” particles (black: first cycle; red: second cycle; blue: 25th 
cycle). 
 
To determine how the Sb nanocrystal electrode batteries compare to other antimony 
cells long cycle tests were performed. With cycling, both the small nanocrystals and larger 
nanoparticles exhibited specific capacity near the theoretical value (660 mAh g-1) over 
>100 cycles, while the bulk particles showed steady capacity decay (Fig. 5.16a). Several 
sample corresponding galvanostatic curves at 1C shown in Fig. 5.16b-d and show the fast 
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capacity decay of the bulk antimony electrodes while the nanocrystals settle into a 
reversible galvanostatic profile even at these relatively fast rates of 1C. Both the 
nanocrystals and the larger nanoparticles consistently showed good cyclability when tested 
at a variety of rates (Fig. 5.17 shows data from many cells). This enhanced cycle life of 
nanoscale vs. bulk particles agrees with prior work by He et al which demonstrated that 
nanocrystal Sb electrodes exhibit this high rate capability and capacity retention 
demonstrated in this work as well.74 
 
Figure 5.16: (a) Specific capacity with cycling at a current of 660 mA g-1 (1C) for the three 
types of electrodes. (b-d) Galvanostatic curves at a rate of 1C (660 mA g-1) for Sb-based 
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electrodes corresponding to the specific capacity plots in (a). (b) Small ~15 nm 
monodispersed nanocrystals, (c) large 40-140 nm polydisperse nanoparticles, and (d) bulk 
325 mesh particles.  
 
 
Figure 5.17: Specific capacity with cycling of Sb-based electrodes from multiple cells 
showing consistently long cycle life of the nanocrystals and larger nanoparticles. The 
electrodes were tested at 1C (triangles) or C/2 (circles). 
 
The key new finding of these electrochemical investigations is related to the 
differences in CE with cycling of the different electrodes, and particularly the small 
nanocrystals vs. the larger nanoparticles. Figure 5.18 shows how the CE evolves with 
cycling at a charge/discharge rate of 660 mA g-1 (1C) for each of the three types of Sb 
electrodes. Critically, the smallest nanocrystals show consistently higher CE after the first 
few cycles compared to the larger nanoparticles. After ~30 cycles, the CE stabilizes with 
the smallest particles showing an average CE of 99.4%. After ~50 cycles, the larger 
nanoparticles begin to stabilize and show an average CE of 98.7%, almost a full percentage 
point lower than the smaller particles which show more reliable hollowing behavior. Both 
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types of smaller particles have higher CE than the bulk particles. Even though both the 
small and larger nanoparticles show excellent capacity retention during cycling in half 
cells, this higher CE value for the smallest particles means that an electrode would last 
approximately twice as many cycles before 80% capacity decay in full cells when 
compared to the larger nanoparticles. Further increases in CE could be achieved by 
tailoring electrolyte composition. This data represents the average of at least five cells to 
show the generality of these observations. 
 
Figure 5.18: Coulombic efficiency of the three types of electrodes over 100 cycles at 1C. 
Each dataset is averaged over multiple cells (9 cells for the small nanocrystals, 7 cells for 
the large nanoparticles, and 5 cells for the bulk particles), with error bars representing the 
standard deviation for each cycle. The inset shows the same data but with an expanded 
range to show the CE of the first cycle. 
 
The hollowing/refilling transformation observed with in situ TEM in the smallest 
particles (but not in the larger particles) likely plays a key role in enabling the higher 
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observed CE. After the first lithiation, the static outer surfaces of the smallest particles 
allow for the SEI to stabilize, while the continuous dimensional changes of the surfaces of 
the larger particles continue to promote SEI growth over many cycles, resulting in lower 
CE values. This result is particularly striking given the higher surface area of the smallest 
crystals; if SEI was growing at the same rate in the small and larger nanoparticles, the CE 
of the small particles would be expected to be much lower because of the higher surface 
area upon which SEI can grow. The high CE of these small nanocrystals is impressive 
when compared to a wide variety of other alloy anode materials; as an example, other small 
alloying nanoparticles exhibit rapid capacity decay when used without modification as can 
be seen in a study by Liu et. al.36 that showed untreated silicon nanocrystals around the 
same size, after only a few cycles, experienced capacity retention of less than 50% the 
material initial discharge capacity. The unique hollowing/refilling process observed in the 
smallest Sb nanocrystals is clearly useful to enable superior cycling stability. 
 
5.4 Chemomechanical Model of Void Formation 
 In order to explain these experimental observations of void growth a 
chemomechanical model was created by our collaborators in Prof. Ting Zhu’s group here 
at Georgia Tech. This model specifically describes how the mechanical constraint of the 
oxide layer cause the smaller particles to form the voids seen during delithiation, while the 
larger particles experience buckling and collapse of the oxide layers to allow for particle 
shrinkage without void formation. A schematic showing these two possible reaction 
pathways can be seen in Figure 5.19, with pathway 1 representing the smaller particle 
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reaction and pathway 2 representing the buckling seen for the larger particle reaction. As 
Li is removed from the fully-reacted Li-Sb alloy particles, the Li-Sb phase in the core 
begins to shrink in volume, theoretically resulting in compressive stress within the outer 
oxide layer. In turn, the oxide layer applies increasing tension to the internal Li-Sb phase, 
which is approximately hydrostatic due to the uniform removal of Li at these small length 
scales. In the early stages of this process (i.e., before void nucleation or oxide layer 
buckling), this situation can be considered to be similar to a spherical pressure vessel 
containing negative pressure. 
 
Figure 5.19: Schematic of two possible morphological trajectories during delithiation. As 
Li+ is removed from the Li-Sb phase under constraint from the oxide (top), the Li-Sb alloy 
experiences hydrostatic tensile stress (𝜎ℎ,𝑐𝑜𝑟𝑒) while the oxide shell experiences 
compressive stress 𝜎𝑠ℎ𝑒𝑙𝑙. As these stresses increase during delithiation, the morphological 
result can either be a hollow void that grows within the Li-Sb (pathway 1) or the buckling 




5.4.1 Strain Energy Inducing Void Formation 
In this situation, void formation within the Li-Sb phase can be energetically 
advantageous because it relieves strain energy within the particle core. However, void 
formation also involves the creation of new Sb surfaces, which results in an energy penalty 
equal to the void surface area multiplied by the surface energy s. Here, the strain energy 
within the Li-Sb core of the particle changes was derived as a function of volumetric strain 
within the core. This analysis is purely linear-elastic and therefore does not capture plastic 
deformation/flow during Li removal. However, it does provide an estimate for the elastic 
strain energy magnitude expected in particles of different sizes early in the Li removal 
process, which is the pertinent aspect for our analysis. We first write the differential 
internal energy 𝑑𝑈 for the Li-Sb particle core as 
𝑑𝑈 = −𝜎ℎ𝑑𝑉,    (Eq. 5.2) 
where 𝜎ℎ is the hydrostatic stress and 𝑑𝑉 is the differential volume. We can further write 
𝜎ℎ as 
𝜎ℎ = −𝐵 [
∆𝑉
𝑉0
] = −𝐵 [
𝑉−𝑉0
𝑉0
].   (Eq. 5.3) 
Here, 𝐵 is the bulk modulus (we use 42 GPa, which is the value for pure antimony),126,127 
and ∆𝑉/𝑉0 is the volumetric strain. We define 𝑉0 as the initial volume of the fully alloyed 
Li-Sb core of the particle. 𝑉 is the ideal strain-free volume of the core after a certain amount 
of Li is removed (i.e., the core shrinks); this theoretical volume change is shown in Figure 
5.20a, b. In our model, hydrostatic tensile stress 𝜎ℎ arises because the core is constrained 
to retain the same volume 𝑉0 by the external shell even as Li is removed (Fig. 5.20c). We 
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note that with this convention, 𝑉 < 𝑉0 during delithiation, resulting in a positive value for 
tensile stress in Eq. 5.3.  
 
Figure 5.20: Schematics illustrating the origin of hydrostatic tensile strain within a 
spherical Li-Sb alloy particle during delithiation. (a) Schematic of reacted Sb particle after 
full lithiation. The volume V0 of the Li-Sb core with initial radius 𝑟0 is shown. (b) During 
the first stages of lithium removal from the Li-Sb particle, the Li-Sb core would shrink if 
we assume it is unconstrained by the oxide shell. As shown in this panel, this would result 
in a smaller spherical particle with radius r and volume V. In this theoretical case 
(unconstrained by the oxide shell), the Li-Sb remains free of elastic strain if we assume 
diffusion is very fast such that the particle shrinks uniformly. (c) In the experimental case, 
we observe that the oxide shell prevents contraction of the Li-Sb particle during 
delithiation. To model this effect, we can apply an artificial volumetric tensile strain to the 
Li-Sb core in (b) to expand the volume to V0, as in (c). Thus, the end result is a hydrostatic 
tensile strain within the Li-Sb core. 
 
By combining Eqs. 5.2 and 5.3, we can then write the differential internal energy 
as a function of elastic volumetric strain in the core: 
𝑑𝑈 = − [−𝐵 (
𝑉−𝑉0
𝑉0
)] 𝑑𝑉.   (Eq. 5.4) 
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Integrating Eq. 5.4 gives the following for the internal energy as a function of strain-free 
volume: 
𝑈 = 𝐵 (
𝑉2
2𝑉0
− 𝑉 + 𝐶),    (Eq. 5.5) 
where 𝐶 is an integration constant. By considering the initial conditions 𝑉 = 𝑉0 when 𝑈 =
𝑈0, we can write 






)   (Eq. 5.6) 
Equation 5.6 gives the “strain energy,” or the change in internal energy ∆𝑈 due to strain, 
as a function of the ideal strain-free volume of the core 𝑉. The strain energy ∆𝑈 increases 
due to the increase in volumetric strain within the core because the core is prevented from 
shrinking by the shell even as Li is removed.  For a spherical particle, Eq. 5.6 can be written 









3)   (Eq. 5.7) 
Given either expression for strain energy as a function of strain-free radius 𝑟 or strain-free 
volume 𝑉, we can then find the strain at which strain energy and surface energy of newly-
formed pores is equal. We approximate the surface energy of the void in a particle with 
initial radius 𝑟0 as 
𝐸 = 4𝜋𝑟0
2𝛾𝑠,    (Eq. 5.8) 
where 𝛾𝑠 is the total surface energy (for this model a 𝛾𝑠 of 0.23 J m
-2 for pure antimony was 
used).128 The surface area used here is slightly different than the true void surface area, 
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which would be the internal surface of the void, but this approximation captures the radius-
squared dependence that dominates the total surface energy.  
Based on this model, a void is favored to form when the total elastic strain energy 
in the constrained core exceeds the total surface energy of the new void. The energy 
required to form new void surfaces scales with the square of the particle radius, and thus 
larger particles require larger total strain energy to create new void surfaces. By setting Eq. 
5.7 equal to Eq. 5.8, the critical volumetric strain required for the strain energy in the core 
to overcome the void surface energy can be found, which is the condition necessary for 
void formation. The critical strain required for a range of particle sizes can be seen in Figure 
5.21 as the blue trace.  
 
Figure 5.21: Plot of the critical strain required for void formation during delithiation as a 
function of initial particle diameter (blue curve, left axis) for a shell thickness of 5 nm. In 
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the same plot, the resulting stress in the oxide shell at this critical strain is shown as a 
function of particle size (red curve, right axis). 
 
5.4.2 Stress in Oxide Shell 
As mentioned at the beginning of the section 5.4, this situation can be modeled as 
a spherical pressure vessel in the early stages. Using the well-known mechanics of a thin-
walled spherical pressure vessel,129 we next estimate the stress within the oxide shell as a 










)].    (Eq. 5.9) 
This equation relates the biaxial stress in the oxide shell 𝜎𝑠ℎ𝑒𝑙𝑙 to the hydrostatic stress 
within the Li-Sb core 𝜎ℎ,𝑐𝑜𝑟𝑒. The initial Li-Sb core radius is given by 𝑟0 and the oxide 
thickness is 𝑡 (Fig. 5.19). The stress within the core is expanded in Equation 5.9 using the 
bulk modulus B of the metal (chosen to be 42 GPa based on that of pure Sb126,127) and 
volumetric strain Δ𝑉 𝑉0⁄ . Equation 5.9 shows that the stress in the shell increases as particle 
radius 𝑟0 and volumetric strain increase when the shell thickness 𝑡 is constant. Plotting 
Equation 5.9 for a variety of particle sizes and an oxide shell thickness 𝑡 = 5 nm shows that 
larger particles generate much larger shell stresses (Fig. 5.21 and 5.22). This simple model 
provides a general understanding of how particle size affects stress within the shell even 
though the thin-wall criterion (𝑟0/𝑡 ≥ 10) is not met for the smallest Sb particles, where 




We predict that void growth will occur in particles that exhibit sufficient volumetric 
strain energy to overcome the void surface energy without causing stresses to exist in the 
shell that are large enough to induce buckling. Prior theoretical work on elastic buckling 
of thin spherical shells under external pressure has shown that the critical shell stress 






,    (Eq. 5.10) 
where 𝐸 is the Young’s modulus of the shell and 𝜈 is Poisson’s ratio. Thus, particles with 
greater radius 𝑟0 can sustain lower shell stresses before buckling.  
 
Figure 5.22: Plot of the calculated stress in the oxide shell with thickness of 5 nm as a 





By comparing Equations 5.9 and 5.10, the tradeoff between void formation and 
shell buckling as a function of particle size for three different oxide layer thicknesses is 
shown in Figure 5.23 (𝑡 = 2, 5, and 8 nm). This plot shows the shell stress above which 
voids will form (𝜎𝑠ℎ𝑒𝑙𝑙,𝑣) as dotted lines, as calculated from Equation 5.9 and the volumetric 
strain values in Fig. 5.21. The plot also displays the shell stress above which the shell will 
buckle (𝜎𝑠ℎ𝑒𝑙𝑙,𝑏) as solid lines, from Equation 5.10. For smaller particles, the shell stresses 
at void formation 𝜎𝑠ℎ𝑒𝑙𝑙,𝑣 are lower than the critical buckling stresses 𝜎𝑠ℎ𝑒𝑙𝑙,𝑏 for a given 
shell thickness, leading to void growth during delithiation. For larger particles, on the other 
hand, the buckling stresses are lower than the stresses at void formation, which would favor 
shell buckling and particle shrinkage. The critical size below which void formation will 
occur is given by the crossover point of each pair of curves. This analysis leads to the 
conclusion that smaller particles can generate enough strain energy to drive the formation 
of new void surface area without generating enough stress to buckle the oxide shell, as 
observed experimentally. It is noted that plasticity effects could potentially shift the size-
dependence of these results or reduce the maximum stresses experienced, but they would 





Figure 5.23: Plot of the shell stress above which voids will form (𝜎𝑠ℎ𝑒𝑙𝑙,𝑣) as a function of 
particle diameter for three different oxide thickness values (dotted lines), as well as the 
shell stress above which shell buckling will occur (𝜎𝑠ℎ𝑒𝑙𝑙,𝑏) as solid lines. For particle sizes 
below the crossover point of each pair of curves, void formation is favored. The 𝜎𝑠ℎ𝑒𝑙𝑙,𝑏 
curves are calculated with 𝐸 = 100 GPa and 𝜈 = 0.2 for the Li2O-Li3Sb shell; these are 
estimates since the properties of this composite phase are not known, but the relevant trends 
hold for a range of chosen properties. The thin-walled pressure vessel criterion only applies 
when the radius of the vessel is significantly larger than the wall thickness. For this reason, 
the region for each oxide thickness where 𝑟0/𝑡 < 5 is plotted in a lighter shade; non-
uniform stresses within the shell are expected in these regions, but the general trends should 
remain. 
 
Beyond explaining these experimental observations, this model provides useful 
predictions for development of high-performance alloy anode materials. Specifically, as 
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the oxide thickness 𝑡 increases in Fig. 5.23, the critical size below which void formation is 
expected also increases. This is because thicker oxides can sustain higher stresses and can 
more effectively constrain the core. We note that shell thickness would need to be balanced 
with any impedance increases due to the thicker shells. For our nanocrystals, 
electrochemical impedance spectroscopy (EIS) results show that lithiation of the shell 
slightly increases charge transfer resistance, which then decreases after cycling (Fig. 5.24). 
Beyond shell thickness, shell materials that are stiffer and/or stronger would effectively 
raise the critical shell buckling stresses in Fig. 5.23 and could enable larger particles to 
undergo void formation. Buckling of spherical shells at the macroscale is known to be quite 
sensitive to imperfections and defects in the shell, which reduces the critical shell stress for 
buckling.130 This could play a role in the observed shrinkage of the larger particles with 
non-uniform shapes in Fig. 5.12b-d, and it suggests that careful control over particle 
sphericity and shell structure/defects is necessary to promote void growth. Although this 
theoretical analysis is performed only considering elasticity, the size-dependence of void 
formation and buckling is expected to hold regardless of the precise shape of the buckling 
curves. Finally, this chemomechanical mechanism is distinct from the commonly-observed 
nanoscale Kirkendall effect, in which hollow nanocrystals can form due to differences in 




Figure 5.24: (a) Electrochemical impedance spectroscopy (EIS) of a nanocrystal-based 
working electrode in a half cell at different states of charge. The color of each EIS curve 
corresponds to the marker where it was collected during galvanostatic cycling in panel (b). 
Each curve features a single semicircle that was fit with a parallel resistor/capacitor 
equivalent circuit. We attribute this feature to the charge transfer process, and the extracted 
resistance is reported here. The black spectrum is from the pristine electrode (20.9 ), the 
red spectrum is from the electrode after initial lithiation of the surface oxide (24.8 ), the 
blue spectrum is after full discharge (28.0 ), the green spectrum is after full charge (27.7 
), and the pink spectrum is after six cycles (13.0 ). 
 
5.5 Comparison to Other Material Systems 
While the discovery of these transformations in nanoscale Sb appear to be in 
contrast to results on many other alloy materials which simply shrink upon delithiation and 
therefore support unstable SEI growth,29,30 our chemomechanical model suggests that 
particle size and the mechanical properties of the oxide layer are critical for enabling this 
spontaneous void formation. Non-uniform pore formation has also been observed within 
Sn particles, but these pores were not within every particle and were at the oxide surface,29 
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perhaps indicating a non-ideal oxide layer. Previous studies have shown that porous 
structures can form during delithiation of other alloy materials (such as Si) which are 
confined by native oxide layers,42,43 but this process results in a porous network and there 
is still overall volume change of the material. Critically, this random pore formation was 
not shown to be reversible, and the resulting dimensional changes of the outer surfaces 
during volume changes are expected to lead to reduced CE.  
Our model further suggests that voiding transformations will not be limited to Li-
ion systems. Since the mechanical properties of a sodiated oxide layer are likely similar to 
the lithiated oxide, we carried out additional experiments to investigate the behavior of Sb 
during reaction with Na rather than Li. As shown in Fig. 5.25, similar void morphologies 
were observed upon desodiation of reacted particles, but with less uniformity and 
consistency compared to Li. The morphology of the delithiated and desodiated particles is 
similar. In Fig. 5.25, it is clear that there is some merging of the oxide shells between 
particles after the reaction process, which is especially clear for the desodiation case in Fig. 
5.25b. The metal regions within the oxide shells remain distinct, however. This is in 
contrast to prior reports on alloy anode materials with larger particle size (such as tin29), in 
which the metal can directly contact and merge together or sinter over time. Interestingly, 
delamination of Sb thin films from a substrate during sodiation has previously been 
observed to cause pore formation,78 but this mechanism is distinct from the hollowing 
observed here. These experiments on Na, along with prior results on other alloy materials, 
support our model and indicate that these findings could be applicable to a variety of alloy 




Figure 5.25: Comparing in situ TEM sodiation/desodiation of Sb nanocrystals to 
lithiation/delithiation. (a) TEM image of a group of Sb nanocrystals that have undergone 
sodiation. (b) Image of a different group of Sb nanocrystals that have been desodiated. (c) 
TEM image of a group of Sb nanocrystals that have undergone lithiation, and (d) the same 
group after delithiation.  
 
5.6 Conclusions 
 This investigation has shown that Sb nanocrystals below a critical size 
spontaneously evolve to form hollow structures during delithiation that can be reversibly 
filled and vacated within the internal void space during cycling. The correlated ex situ TEM 
experiments also provides evidence that this hollowing process occurs in real 
electrochemical cells with liquid electrolytes. This unique behavior was only observed in 
nanoscale electrode materials and, as was found in the previous two chapters, this 
difference in size of the active material led to a change in the reaction pathway. However, 
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unlike the previous two studies, the difference in behavior was caused by the development 
of a naturally occurring oxide, not by the difference in the alkali-metal ion. These small 
uniformly-shaped internal particles did not cause this oxide to buckle during delithiation, 
which allowed for stable cycling. Such behavior is highly desired for alloy anodes that can 
exhibit long-term stability,38,40,77 since the dimensionally-stable outer surface of such 
particles can enable passivating and self-terminating SEI growth. Indeed, the conventional 
electrochemical experiments show consistently higher CE for electrodes made from the 
smallest nanocrystals compared to larger nanoparticles. These results provide important 
insight into the stable electrochemical cycling performance of small Sb nanocrystals,74 
which is uncommon for unaltered alloy anode materials.18,34 The reversible hollowing 
process during reaction of Sb nanocrystals is likely a key factor that enables stable SEI 
growth and the observed long-term electrochemical stability of this material.  
Intensive research efforts in recent years have focused on designing synthetic 
hollow nanostructures with outer shells made of carbon and other materials to enable 
repeatable cycling of alloy materials with high specific and volumetric capacity.17,36–38 
While these efforts have often involved complex procedures that include removal of 
sacrificial material and require precise control of composition and structure,38,77 our 
findings show that Sb nanocrystals naturally and spontaneously evolve to form very similar 
hollow nanostructures during electrochemical cycling. The ability to form hollow materials 
in situ presents the potential for cost savings and easier manufacturing of stable, high-
capacity battery electrodes. 
Finally, these results and the developed model can serve as a tool to guide the 
creation of oxide or other types of shells that enable alloying materials to undergo voiding 
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transformations in situ. In contrast to the generally held view that a native surface oxide is 
detrimental, this work shows that it is instead a critical feature that enables unique 
transformation mechanisms in high-capacity materials. Even in alloy materials that do not 
form robust oxide layers, it may be possible to tailor SEI structure through the use of 
electrolyte additives or electrochemical formation steps to create mechanically resilient 
SEI shells that also enable voiding transformations. Thus, by controlling surface layer 
properties and nanocrystal size, simplified nanoscale alloy materials could be created to 




CHAPTER 6.  CONCLUSIONS AND FUTURE WORK 
 
This dissertation has examined the effect that alkali-metal ions have on several 
different high-capacity large-volume-change electrode materials. To this end, in situ TEM 
was used to understand the nanoscale transformation pathways during reaction with Li+, 
Na+, and K+ ions and then to connect these nanoscale reaction pathways to the 
electrochemical behavior of these electrode materials. This technique made it possible to 
identify connections between the size and shape of the nanostructured materials and the 
structural and volumetric changes that occurred during the reaction both with Li+ and with 
the large alkali metal ions. Understanding gained through these experiments can be used 
to engineer more cost-effective, high-capacity battery materials characterized by high 
Coulombic efficiency and longer cycle lives. 
The study on the displacement-type Cu2S electrode material showed that glyme-
based electrolyte enabled stable cyclability in the Na/Cu2S. The stable cycling occurred 
despite the significant morphological changes that this material undergoes during the 
sodiation reaction. Real-time observation revealed that this reaction proceeded via an 
unknown nanoscale reaction pathway that was completely different from the reaction 
pathway in the lithiation case. It was found that during slow sodiation, a thin film forms 
around the nanocrystals, which then prevent the Cu from diffusing out to the surface. This 
morphology was found to be much more electrochemically stable than the lithiation case 
and was the result of the large sodium ion.  
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Further study of this material system can include the examination of the mechanical 
stress that this Cu2S material undergoes during cycling as the large Cu forms within the 
interior of the particles. Additionally, although cycling these materials during in situ TEM 
experiments has proven difficult in the past, the desodiation and resodiation reaction must 
be examined to understand the stable cycling behavior this material shows in 
electrochemical cells. This could be done by developing all-liquid electrochemical cells 
that make use of in situ liquid cell TEM specimen holders. However, the experiments must 
be designed carefully so as to ensure proper electrochemical behavior and to avoid electron 
beam effects interacting with the electrolyte. 
In chapter 4 a promising conversion-type material, FeS2, was studied to determine 
the effect that the size of different alkali-metal ions has on the reaction mechanisms and 
morphological evolution. In situ TEM experiments revealed that, while each reaction had 
a sharp two-phase reaction front, the smaller volume changes associated with lithiation 
resulted in fracture, while the much larger volume expansions that took place during 
sodiation and potassiation did not cause fracture. Nanoindentation tests performed on the 
reacted materials showed that the hardness and reduced modulus of the materials were 
found to be similar, so the mechanical properties of the reacted materials were likely not 
the central cause for the difference in fracture behavior. The different shape evolution 
during the reaction was found to be the major cause of particle fracture, since 
chemomechanical finite-element modeling demonstrated that the anisotropic lithiation led 
to a greater accumulation of stress than the in the more isotropic reaction with sodium and 
potassium. Overall, these results demonstrate that the different reaction pathways can 
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influence the fracture behavior and, therefore, the overall stability of these types of 
electrode materials.  
Further study of this material system could, through the use of in situ TEM, 
investigate the cycling behavior. Additionally, more in-depth mechanical testing of the 
reacted material must be conducted to determine the extent to which the mechanical 
properties affect the fracture behavior. In particular, the fracture toughness of the reacted 
material will be required to fully understand the fracture behavior of these two-phase 
mixtures. Finally, while the size of the FeS2 nanocrystals was found to affect the concavity 
of the reaction front, the effect of the shape remains unknown. We could examine the effect 
that the particle shape by synthesizing FeS2 nanocrystals to be spherical to see if the 
lithiation of this material always preferentially reacts the {100} planes, even when the 
nanocrystal is not cubic. 
In addition to studying the effects that alkali metals have on conversion-type 
materials, in situ TEM techniques were used to discover the unique behavior of antimony 
nanocrystals as it underwent an alloying-type reaction. The uniform shape and sufficiently 
small size of the Sb nanocrystals were found to spontaneously form voids within an oxide 
shell matrix upon delithiation. These voids could be reversibly filled and vacated over 
numerous cycles. During cycling, as lithium was removed, the Sb was found to remain 
within the interior of the voided oxide structure; upon relithiation, with no change in the 
external surface, the voids were filled. This morphology, resulting from the natural 
formation of the oxide in the first discharge, was found to lead to exceptional 
electrochemical properties with high capacity retention and coulombic efficiency. Finally, 
a simple chemomechanical model was developed to explain the formation of the voids 
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within the oxide shell that can be applied to other types of alloying materials in future 
studies. The model was based on a thin-walled pressure vessel and demonstrated the 
balance between the strain that develops during delithiation and the stress the oxide layer 
must withstand in order to not lead to the buckling of the oxide. This model also 
demonstrated that this void formation behavior was dependent on the size of the internal 
lithiated particle and the thickness of the oxide layer. Further study of this material needs 
to be conducted to determine the effect of sodiation and potassiation on this voiding 
behavior. While initial sodiation tests have been conducted on this material, we still need 
to figure out how to improve the void formation within these materials and thus to improve 
their electrochemical performance. 
 As a whole, these studies showed that Cu2S, FeS2, and Sb nanocrystals all 
demonstrated counter-intuitive morphological evolution and mechanical degradation 
behavior during electrochemical reaction. All of these naturally-occurring morphologies 
were found to lend themselves to more beneficial cycling behavior than most other high-
capacity alloying/conversion-type electrode materials. These findings indicate that these 
types of large-volume-change materials could exhibit stable cycling performance that 
would make possible cost-effective, high-capacity next-generation battery systems. 
This experimental technique, when applied to various battery materials, can open 
up numerous promising areas for further study. In these types of in situ experiments, large 
amounts of visual and diffraction data are collected, and, while some phenomena can seem 
obvious once the experiment is concluded, subtle changes and overall trends can be hard 
to notice, and the aid of a computer is necessary. By combining aspects of machine 
learning, important aspects of the materials evolution can be collected that would otherwise 
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go unnoticed. Improved data analytics could be a great boon in the further development of 
these types of experiments. In addition, these types of experiments can be further conducted 
on batteries with different chemistries, such as those relying on solid-electrolyte systems. 
These types of materials have recently seen a dramatic increase in attention because – 
compared to traditional Li-ion battery systems – batteries containing Li metal anode may 
be potentially safer and have higher energy density.133 These materials use a solid ceramic 
electrolyte to shuttle ions between the anode and cathode rather than a liquid electrolyte 
soaked polymer. However, the interface between these solid electrolytes and the anodes 
and cathodes have proven to cause significant challenges relating to the charge transfer and 
chemo-mechanical degradation of the solid electrolyte.124,134–136 During the research 
described in this dissertation, additional work was conducted using in situ TEM probing 
experiments on a solid-electrolyte material.137 However, this issue needs to be further 
studied with the help of even more precise techniques as even subtle changes to the 
interphase between these materials can have a significant impact. Overall, the future of 
these types of experiments on battery materials remains bright as further understanding of 







A.1 FeS2 Chemomechanical Simulation Model 
In Chapter 4, a chemomechanical model was used to determine the effect the shape 
of the reaction front had on the development of the stress concentration within the reaction 
particle and the reaction product mixture. This model was developed by our collaborators 
in Prof. Ting Zhu’s group here at Georgia Tech. The chemomechanical model was 
developed to study the concurrent ion transport, reaction front migration, volume 
expansion, and stress generation in a cubic FeS2 particle. These models were numerically 
implemented using the commercial finite element package ABAQUS. This model 
demonstrated that the difference in the shape evolution lead to an increase in the hydrostatic 
tensile stress the lithiated particles experienced, which could have contributed to the 
fracture behavior observed. 
To capture the  two-phase reaction at sharp phase boundaries, a non-linear diffusion 
model was employed with the concentration-dependent diffusion coefficient 𝐷0(𝐶), where 
𝐶 is the alkali ion concentration normalized by the full capacity limit, as described in detail 
in previous work.138 That is, the diffusivity of alkali ions in the  reacted phase 
(corresponding to 𝐶 ≈ 1)  is set to be 104 times that of the unreacted phase. As a result, 
diffusion of alkali ions is fast in the reacted shell and becomes much slower in the unreacted 
core (𝐶 ≈ 0), leading to an abrupt change of the alkali ion concentration at the react front 
(i.e., the core-shell interface). This concentration-dependent diffusion coefficient is used 
to model the lithiation process involving reaction fronts at {100} facets that intersect to 
form the sharp corners of the unreacted core. To simulate the rounded corners of the 
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unreacted core in the case of sodiation and potassiation, orientation-dependent diffusivity 
is utilized. It should be noted that diffusivity in the biphasic/amorphous reacted phase is 
expected to be effectively isotropic. However, anisotropic diffusivity is adopted to enable 
orientation-dependent mobility of the reaction front to create a curved surface, as 
demonstrated in our previous work.15,120 Specifically, the diffusivity 𝐷 is set to be 
dependent on the local material orientation according to 
𝐷 = 𝐷0(cos 𝜃𝑥 + cos 𝜃𝑦 + cos 𝜃𝑧)
4
,   (A1.1) 
where 𝐷0(𝐶) is the concentration-dependent diffusion coefficient described above, and 
cos 𝜃𝑥, cos 𝜃𝑦, and cos 𝜃𝑧 are the direction cosines between the three coordinate axes and 
the local unit vector that links the origin of the Cartesian coordinate system located at the 
center of the particle to the current position of the material point. Given the coordinate 
(𝑥, 𝑦, 𝑧) of the material point, these direction cosines are calculated as 𝑥/𝑟, 𝑦/𝑟, and 𝑧/𝑟, 
where 𝑟 = √𝑥2 + 𝑦2 + 𝑧2. As a result, the diffusivity along the <100>, <110>, and <111> 
directions are 𝐷0, 4𝐷0, and 9𝐷0 (respectively). These diffusivity values cause anisotropic 
mobility of the reaction front to be attained, thereby enabling the simulation of rounded 
edges and corners during sodiation/potassiation. The non-linear diffusion models for 
lithiation and sodiation described above were numerically implemented by using 
temperature as a surrogate for ion concentration in ABAQUS since the governing transport 
equations are identical. A user subroutine UMATHT in ABAQUS was developed to 
implement the concentration and orientation-dependence of diffusivity. 
To model the stress generation during reaction, an elastic and perfectly plastic 
model was used to describe the reaction-induced deformation, which is similar to our 
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previous model of the lithiation of silicon.138  That is, the total strain increment tensor is 
subdivided into chemical, elastic, and plastic components, 
𝑑 𝑖𝑗 = 𝑑 𝑖𝑗
𝑒 + 𝑑 𝑖𝑗
𝑝 + 𝑑 𝑖𝑗
𝑐   (A1.2) 
In Eq. (A1.2), the increment of elastic strain 𝑑 𝑖𝑗
𝑒  obeys the linear elastic Hooke’s law. The 
increment of plastic strain 𝑑 𝑖𝑗
𝑝
 obeys the classic J2-flow rule. The yield stress is assumed 
to be 0.05E, where E is Young’s modulus of the unreacted phase. The Poisson’s ratio is 
taken as the typical value of 0.3. The crystalline core is modeled as an isotropic, elastic 
material; the reacted material is isotropic, elastic, and perfectly plastic, so as to enable 
plastic flow behavior for accommodating large volume changes at the sharp reaction front. 
The increment of the chemical strain 𝑑 𝑖𝑗
𝑐  is proportional to the increment of the normalized 
alkali ion concentration dc according to 𝑑 𝑖𝑗
𝑐 = 𝛽𝑖𝑗𝑑𝑐, where 𝛽𝑖𝑗 represents the isotropic 
expansion coefficient. Based on the experimentally observed volume expansion of 1.8 for 
lithiation and 2.7 for sodiation, we use a representative volume expansion value of 2.2, and 
correspondingly 𝛽𝑖𝑗 = 0.26𝛿𝑖𝑗, where 𝛿𝑖𝑗 is 1 when 𝑖 = 𝑗 and 0 otherwise. The 
concentration maps of the lithiation and the sodiation/potassiation reaction and their 
resulting hydrostatic tensile stress can be seen in Figure 4.15. Slices from the hydrostatic 





Figure A1.1: Chemomechanical finite element simulation results showing stress 
generation during reaction of a cubic FeS2 particle with different reaction front shapes. (a) 
Simulation results of the reaction when the inner crystal retains a cubic shape with a sharp 
corner (i.e., the lithiation case) showing a contour plot of hydrostatic tensile stress σh 
(normalized by Young’s modulus). Different slices are taken from this contour plot and 
shown in (i-iii) (b) Simulation results of the reaction when the inner crystal develops a 
rounded-off or blunted corner (i.e., sodiation or potassiation) showing a contour plot of 
hydrostatic tensile stress σh (normalized by Young’s modulus). Different slices are taken 
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