Ken-ichi IWATA †a) and Yasutada OOHAMA † †b) , Members SUMMARY This paper clarifies a necessary condition and a sufficient condition for transmissibility for a given set of general sources and a given general broadcast channel. The approach is based on the informationspectrum methods introduced by Han and Verdú. Moreover, we consider the capacity region of the general broadcast channel with arbitrarily fixed error probabilities if we send independent private and common messages over the channel. Furthermore, we treat the capacity region for mixed broadcast channel.
Introduction
The study of multi-terminal channels was started from Shannon's paper in 1961 [1] . The broadcast channel is one of the typical multi-user channels, which was introduced by Cover [2] in 1972. For the surveys of broadcast channels, we can refer to [3] and its references. Han and Costa [4] have considered the matching problem for the transmission of sources and a broadcast channel. These problems are still far from being completely understood.
In this paper, we confine our discussion to a class of block codes, and consider matching problem for the transmission of a set of general sources and a general broadcast channel. These results are based on a generalization of Feinstein's lemma [5] and a generalization of Verdú-Han's lemma [6] , [7] , and are related to the extension of some results obtained by [8] . Theorem 1 in Sect. 3 clarifies a sufficient condition for transmissibility for a given set of general sources and a general broadcast channel, and Theorem 2 clarifies a necessary condition of the transmissibility for the same one.
One of the fundamental problems for the channel coding is to find the amount of information that we can transmit reliably over the channel. However, the capacity region of the broadcast channel has not been clarified yet even in general. We derive upper and lower bounds for the region of the broadcast channels in Sect. 4.1 as a special case of Theorem 1 and Theorem 2 if arbitrarily fixed error probabilities are permitted. We treat the capacity region for mixed channel of two general broadcast channels in Sect. 4.2. Proofs of the main results are described in Sect. 5 based on the information-spectrum methods devised by Han [7] .
General Source and General Broadcast Channel
Let S k , k ∈ K be source alphabet which may be countable infinite set, where K denotes a set of all integers from 1 to its cardinality |K|, 1 ≤ |K| < ∞. We use calligraphic letters to indicate a set and use |K| to denote the cardinality of K. Let us denote the n-th Cartesian product of an alphabet S k by S n k for each k ∈ K and n ∈ N, where N denotes a set of all positive integers, N = {1, 2, . . . }. For k ∈ K, let the kth general source defined by S k = {S . Let us use s K as an abbreviation for the sets of outputs (s k ) k∈K ∈ S → C n ⊂ X n , where the channel input alphabet X n may be countable infinite set. The channel input
depends on source outputs and {ϕ n } n∈N , and X n is defined by
for all x ∈ X n . Let us call the sequence
a general channel with one input terminal and |J| output terminals. Let us denote W n j (y j |x), the conditional probability of the jth output terminal for given input of the channel
and we define
Hence, this system satisfies the following property:
for all j ∈ J, n ∈ N, and (
On the jth output terminal of the channel for each j ∈ J, the receiver can observe the output y j ∈ Y n j via the channel W n , and can not see any one of the other terminals. He or she tries to reproduce the full or partial information of the set S K of sources that he or she wants to know. We denote the reproduced information on the jth output terminal by
Thus K j denotes the index set of information that each receiver wants to know among K. We denote the decoder at the jth output terminal by ψ
n is deterministic mapping, and satisfies the relation D ) k∈K , K ≡ {1, 2, . . . , |K|} and broadcast channel W n of 1 input terminal and |J| output terminals, and the jth output terminal decodes S n
∅ denotes empty set. If we want to show these relations in figure then we obtain a sketch of Fig. 1 .
For output information s K ∈ S n K from S K , we define the error probability ε
where
We define the error probability ε
n on the jth terminal by
for each j ∈ J and n ∈ N. Hereafter, we call a set (ϕ n , (ψ ( j) n ) j∈J ) of one encoder and |J| decoders with a set of error probabilities (ε
If ε j = 0 for all j ∈ J on the above definition then we say that a set S K of sources is transmissible over a channel W , and there exists a sequence of (ϕ n , (ψ
We consider the conditions of transmissibility for a set of general sources and a general channel in the next section.
Some Conditions for Joint Source-Channel Coding Problem
We describe some conditions for the joint source-channel coding problem such that a set S K of general sources is (ε j ) j∈J -transmissible over a general channel W . For a given set S K of general sources, we use the following abbreviation. We define collections of random vari-
A j ∅, where A c j denotes the complement set of A j with respect to K j ⊂ K. For any subset A j ⊂ K j , A j ∅, and each j ∈ J, we define (conditional) mutual information density rate, and (conditional) entropy density rate as 
for ∀ γ > 0, ∀ j ∈ J, then the set S K of sources is (ε j ) j∈J -transmissible over the channel W , where A j ⊂K j ,
Theorem 2 (Converse theorem): If a set S K of sources is (ε j ) j∈J -transmissible for a channel W , then it holds that
for ∀ γ > 0 and ∀ j ∈ J, where Y J denotes output sequences from the channel W corresponding to a channel input sequence X, and (S K , X, Y J ) satisfies property a).
We also obtain the following corollaries for transmissible from the above theorems.
Corollary 1: For a set S K of sources and a channel W , let X be a channel input sequence, and let Y J be output sequence from the channel W corresponding to X, where (S K , X, Y J ) satisfies property a). If it holds that
for ∀ γ > 0, ∀ j ∈ J, then the set S K of sources is transmissible for the channel W , where A j ⊂K j ,
Corollary 2: If a set S K of sources is transmissible for a channel W , then it holds that
Remark 1:
The difference between (5) on Corollary 1 and (6) on Corollary 2 only appears in the signs of γ. If we neglect this difference of the signs, we may say that the combination of the above two corollaries essentially provides a necessary and sufficient condition for a set S K of sources is transmissible over a channel W .
Remark 2:
If we consider the special case of Theorem 1 with
or, by using the notation of the channel input X,
where (S K , X, Y 1 ) satisfies property a), and
Because of the nonnegativity of the spectral conditional infmutual information rate
with the notation of [7] , we have lim sup
. Thus, by replacing γ with a sequence {γ n } n∈N , which satisfies
Theorem 1 can be reduced to Theorem 3.8.5 in [7] . Through the same argument, Theorem 2 is also reduced to Theorem 3.8.6 in [7] by using the relation (4) with
Hence these results are generalizations of joint source-channel coding problem with one input terminal and one output terminal.
Capacity Region of Broadcast Channels
The results in the foregoing sections increase the understanding of transmission of information of a set of general sources through a general broadcast channel by using information-spectrum methods. One of the fundamental problems with the broadcast channels is to find a characterization of the capacity region defined by the set of all achievable rates. In this section, we now consider the capacity region of broadcast channels with two output terminals as a special case of the general channel W . We now assume that two private and one common independent messages are transmitted over this channel, and the each receiver decodes both the private and common messages. Hence, by using previous notations J, K, K j and etc., we define J = {1, 2},
, and K 2 = {2, 3}, and three sources S n k , k = 1, 2, 3 in accordance with the uniformly and independent distributed on the message sets M
n is a common message set for both the first and the second receivers, and M (1) n and M (2) n is a private message set for the first receiver and the second receiver, respectively. The codebook C n is defined by
, and we call C n with the error probability ε
n of the jth output terminal for j = 1, 2 the (n, (|M
n is defended by (2) . Let (R k ) k=1,2,3 be any nonnegative real numbers. We say that the set of rates (R 1 , R 2 , R 3 ) is (ε 1 , ε 2 )-achievable for W if there exists a sequence of (n, (|M
If ε j = 0 for j = 1, 2 on the above definition then we say that the set of rates (R 1 , R 2 , R 3 ) is achievable for W . The set of all (ε 1 , ε 2 )-achievable rate is called the (ε 1 , ε 2 )-capacity region for W , and denoted it by
We use B W as an abbreviation for B W (0, 0), and B W is called the capacity region for W .
(ε 1 , ε 2 )-Capacity Region of the Broadcast Channels
In order to describe the (ε 1 , ε 2 )-capacity region B W (ε 1 , ε 2 ) of the broadcast channel W , we define
where Y n j denotes the random variables on the jth output terminal of the channel W n induced by the X n for n ∈ N. Moreover, we define the following sets
where Cl() denotes the closure operation, and P * denotes the set of all (U 1 , U 2 , U 3 , X) satisfying property b) below:
n has Markov chain property for n ∈ N, and U
holds for all n ∈ N and all (u 1 ,
We have following theorem for (ε 1 , ε 2 )-capacity region B W (ε 1 , ε 2 ).
Theorem 3:
The (ε 1 , ε 2 )-capacity region B W (ε 1 , ε 2 ) of broadcast channel W is bounded by
In cast that (ε 1 , ε 2 ) = (0, 0), B W can be rewritten as
and
The proof of Theorem 3 is given in Sect. 5.3.
Remark 3:
We obtain Theorem 3, but, to bound the range of the auxiliary random variables U j , j = 1, 2, 3 are still unsolved problem for general broadcast channel. Theorem 2 and its comment of Han and Costa [4] give the partial result to bound the range of the auxiliary random variables for the discrete memoryless stationary broadcast channel.
Remark 4:
On the above theorem, the inner bound and the outer bound of B W (ε 1 , ε 2 ) are not identical for ε 1 > 0 and/or ε 2 > 0. A stricter result for B W (ε 1 , ε 2 ) is still an unsolved problem. If W is discrete memoryless case and one of the private message rate is equal to 0 then Körner and Marton [9] obtain B W (ε, ε) for all 0 < ε < 1. But, for general W , the inner bound and the outer bound of B W (ε 1 , ε 2 ) may not be identical.
Capacity Region of Mixed Broadcast Channel
In this subsection, let us turn our attention to finding the capacity region of mixed broadcast channels as an application example of Theorem 3 based on the approach devised by Han(cf. [7] 
for all n ∈ N, x ∈ X n , y 1 ∈ Y n 1 , y 2 ∈ Y n 2 , where α 1 > 0, α 2 > 0 are constant such that α 1 + α 2 = 1. In order to establish a capacity formula for the mixed channel, let
} n∈N , and X = {X n } n∈N , be arbitrary auxiliary and input processes, respectively, and
n } n∈N the corresponding the output processes be defined by (9) and
, and y 2 ∈ Y n 2 . For these relations, we have following lemma.
Lemma 1:
The proof of this lemma follows from Lemma 7.9.1 and Lemma 3.3.1 in [7] .
From Theorem 3 and Lemma 1, we obtain the following capacity formula for the mixed broadcast channel.
Theorem 4:
The capacity region of the mixed broadcast channels W , which is defined by (11), is given by
Proofs of Theorems

Proof of Theorem 1
Theorem 1 is obtained from the following Lemma 2.
Lemma 2: For a set S K of sources and a channel W , let X be a channel input sequence, and let Y J be output sequence from the channel W corresponding to X, such that (S K , X, Y J ) satisfies property a). Then there exists a (ϕ n , (ψ
for S n K , W n , n ∈ N, j ∈ J, where γ > 0 is an arbitrary constant.
[Proof of Lemma 2]:
It suffices to prove the existence of a sequence of block codes which satisfies (12) by using the random coding methods.
Generation of Codebook : For each s K ∈ S
n K , we independently generate ϕ n (s K ) ∈ X n randomly according to the conditionally probability P X n |S n K (·|s K ), and define ϕ n (s K ) as a codeword for s K . Both the encoder and every decoder are also assumed to know the codebook. Thus, we define the encoder ϕ C n :
The encoder ϕ C n can see s K from the correlated sources S K , and send ϕ C n (s K ) as the input of the broadcast channel. Decoding ψ
The jth decoder receives the jth output of the broadcast channel W n . In order to define the jth decoder ψ
If there exist no such s K j or exist more than one such s K j then let us fixŝ K j ∈ S n K j and declare ψ C n (y) = s K j . We suppose that s K ∈ S n K is a set of source outputs, and ϕ C n (s K ) is sent from the encoder, and output sequence y j is observed at the jth terminal, according to a probability W n j for j ∈ J. If (s K j , y j ) holds the following both conditions:
, then the value s K j is uniquely determined on S n K j without decoding error. Let us define the probability of error P
e n (C n ) at the jth terminal for a encoder and decoder pair (ϕ C n , ψ Then, the P ( j) e n (C n ) can be bounded, and we have
We now evaluate the expectation of (13) with respect to the random selection over codebooks. Let P C n denote the probability distribution on the set of C n . We estimate the expectation of the decoding error probability with respect to the code. For the first term on the right-hand side of (13), we have
For the second term of the right-hand side of (13), we repeat the same technique, and we have the following chain:
(15)
, we have
. Substitution of the above inequality into (15) gives
Using (13), (14), and (16), we obtain
e n (C n ) is bounded for each j ∈ J, the above random coding argument shows the existence of at least one good (ϕ n , (ψ
for all j ∈ J, simultaneously. This can be understood in the following way. If there is no (ϕ n , (ψ
n ) j∈J )-code that satisfies (17) for all j ∈ J, then we have a contradiction. Lemma 2 is proved.
Proof of Theorem 2
Theorem 2 is obtained from the following Lemma 3.
Lemma 3:
∀ n ∈ N, 
on the output alphabet for the jth output terminal of the channel by
n for each j ∈ J. Then we have
Using the above notation, we have
for each j ∈ J, where the first inequality follows from the definition of (ϕ n , (ψ
On the second term on the right-hand side of (20), we define β
We have
where the last inequality comes from (18) 
where the second inequality is due to (18), (19), and the fact that
is given. Combining this and (21), we have
for each j ∈ J. Finally, substitution of the above into (20) provides us
for all j ∈ J, and Lemma 3 is proved.
Proof of Theorem 3
Theorem 3 is established by proving both direct part and converse part. Let us show the proof of the direct part at first. It suffices to show that any rate (
To this end, we use Lemma 4 below.
Lemma 4:
For a channel W with two output terminals, let X be a channel input sequence, and let (U 1 , U 2 , U 3 , X) satisfy property b). and let (Y 1 , Y 2 ) be output sequence from the channel W corresponding to X, Then there exists a (ϕ n , (ψ
for W n , n ∈ N, and j = 1, 2 where γ > 0 is an arbitrary constant.
[Proof of Lemma 4]:
In order to prove Lemma 4, it is sufficient to show that there exist a block (n, (|M
Generation of codebook:
(·|u m (1) , u m (2) , u m (3) ). Both the encoder and every decoder are also assumed to know the codebook. We denote the codeword set C n ⊂ X n as
To transmit the message set (m (1) , m (2) , m
n , the encoder sends the corresponding codeword ϕ n (u m (1) , u m (2) , u m (3) ). We define the encoder ϕ C n : M
n for j = 1, 2. To define the decoding set for y j , we define the set T
n without decoding error. Let us define the probability of error P ( j) e n (C n ) at the jth terminal for a encoder and decoder pair (ϕ C n , ψ
where Y n j denotes the corresponding channel output at the jth terminal via W n j due to the channel input
e n (C n ) can be bounded, and we have
We now evaluate the expectation of (23) with respect to the random selection over codebooks. Let P C n denote the probability distribution on the set of C n . We estimate the expectation of the decoding error probability with respect to the code. For the first term on the right-hand side of (23), we repeat the same technique to obtain (14), and we have the following:
n , m (1) , m (2) , m (3) ))
For the second term on the right-hand side of (23), we repeat the similar technique to obtain (15) and (16), and we have the following:
n , m (1) , m (2) , m (3) )) ≤ 2e −nγ .
From (23), (24), and the above relation, we obtain
n } + 2e −nγ .
Since C n P C n (C n )P
e n (C n ) is bounded for j = 1, 2, the above random coding argument shows the existence of at least one good (n, (|M for j = 1, 2, simultaneously, and Lemma 4 is proved. We go to the proof of the direct part of Theorem 3. We consider an arbitrary (U 1 , U 2 , U 3 , X) ∈ P * for given broadcast channel W with one input terminal and two output terminals. For an arbitrary rate (R 1 , R 2 , R 3 ) satisfying (R 1 , R 2 , R 3 ) ∈ R W ( However, by definition of the spectral conditional infmutual information rate I(Y j ; U j |U 3 ), the probability on the right-hand side of the above relation cannot vanish asymptotically, therefore this contradicts the assumption lim n→∞ ε ( j) n = 0. Hence we obtain R j ≤ I(Y j ; U j |U 3 ). Similarly, R j ≤ I(Y j ; U 3 ) can be shown in a similar manner by using (31). We establish the converse part of Theorem 3 for (ε 1 , ε 2 ) = (0, 0).
Conclusions
This paper derived a necessary condition and a sufficient condition for a set of general sources to be transmissible without distortion over the broadcast channel by a class of block codes. This is an extension of several previous works. Moreover, if we send independent private and common messages to receivers over the broadcast channel then we obtain the upper and lower bound solutions for the capacity region of broadcast channels with arbitrarily fixed error probabilities in Sect. 4, we also derive the capacity region of mixed broadcast channel. But, for general broadcast channel, to bound the range of the auxiliary random variables is still unsolved problem.
