Introduction.
Throughout this paper the function f{t, u) is assumed to to be Lebesgue integrable over the square Q { -w, it; -it, tt) and to have period 2ir in each variable. The double Fourier series of / is denoted by cr(J) and the rectangular partial sums of a(J) are denoted by smn{x, y;f). To say that a method of summability S possesses the localization property means that if / vanishes in a neighborhood of {x, y) then 5 sums <r(/) at {x, y) to 0. It is well known that the Cesäro method (C, 1, 1), for example, does not possess the localization property. G. Grünwald [2] (1) has shown that at any point {x, y) of continuity of / the square partial sums snn{x, y; /) are summable {C, 1) to/(x, y). Thus {C, 1) applied to the square partial sums possesses the localization property.
We show in §5 that this is the best possible result.
In this paper we shall apply Nörlund means to <r(j). To define the Nörlund mean of {snn{x, y;f)} let {p"} be any sequence of constants.
Let P" =32*=oPk 5^0. The Nörlund mean is 1 S
(1-01) tn{x, y;f) = -~yj pn-kSkk{x, y,f).
Pn k-0
If tn{x, y;f) tends to a limit as w-> oo the sequence {s"n(x, y;f) \ is said to be summable Np to this limit. We shall consider only regular Nörlund methods of summability.
The conditions of regularity for Np are (2) n , (1.02) JJ| pk\ = 0(| Pn\), Pn/Pn^O as n-^n.
Cesäro (C, a), a>0, is clearly a regular Nörlund method. We shall also consider a double Nörlund transform of [smn{x, y;f)}. Let {pn*} (*=1, 2) be two sequences of constants.
Let P^ = Yi^0pf ^0. Then the double Nörlund transform is (1.03) tmn{x, y;f) = £ P™iP™kSik(x, y; f).
PWP}2' j,k-0 m n
We shall restrict the manner in which m, w-> oo . If, for any X = 1, tmn{x, y;f) tends to a limit when m, n-* oo in such a manner that m/n=\, n/m = \, this
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(') The numbers in square brackets refer to the bibliography at the end of the paper. limit being independent of X, then a(J) is said to be restrictedly summable Np at (x, y) to this limit. (C, a, ß) is clearly a double Norlund method.
In § §5 and 6 of this paper local conditions are imposed on the function whose double Fourier series is under consideration in order to discover which of these methods of summability possess the localization property and which do not. In § §7 to 11 methods of summability which sum <j(J) almost everywhere to/are studied. Theorem 5 is a generalization of and includes the result of Marcinkiewicz and Zygmund [6] . When the present paper had been prepared for publication the author received a copy of a paper just published by Grünwald [3] in which it was shown that the sequence {snn(x, y; /)} is summable (C, 1) almost everywhere to/(x, y). However, by Corollary 6.1 of the present paper, this result is true also for (C, a), <x>0. Both Corollary 6.1 and Theorem 6 from which it follows were established several months before the appearance of Grünwald's paper. Indeed the result of Corollary 6.1 was known much earlier, for, on reading the proofs of a paper of Marcinkiewicz [5] in which it was shown that the sequence {snn(x, y;f)} is summable (C, 2) almost everywhere to/(x, y), Zygmund pointed out that the result could be extended to (C, <x),a>0. But Marcinkiewicz did not wish to change his paper and so the result was not published.
2. Basic formulas. The following notation will be employed throughout this paper. Let (2.01) <PxV(t, u) = f(x + t, y + u) + f(x + t, y -u) + f(x -y + u) + f(x -t, y -u) -4/(x, y).
It is well known that 1 (2.02) «•»<*. y,f) =-I I f(x + t,y + u)Dm(t)Dn{u)dt& u where Dm(t) denotes the Dirichlet kernel. Then (2.03) tn(x, y,f)=\ I f{x + t, y + u)K"(t, u)dtdu
Clearly Kn{t, u) is an even-even function of t and u and It follows that 4>xv(t, u)Kn{t, u)dtdu.
In order to obtain alternative forms for Kn(t, u) we set n n n (2.06) <$M) = Z pkeikt = Z pk cos kt + pk sin kt = £"(/) + »©"(*).
Substituting in (2.04) we have
If we apply the mean value theorem to this we obtain Forming the double Nörlund transform of 5™"(x, y;/) we have (2.09) tmn(x, y;f) = j J f(x + t, y + u)N™{t)Nn\u)dtdu where
is an even function of / and
We easily deduce that *«,(/, «)#» (m)^m. j Defining ^'(t), (S^(t), ®f(t) analogously to (2.06) and proceeding as in the deduction of (2.07) we obtain (2.12) Nn\t) = (2xpr sin sin (n + §)/ -Bn'(t) cos (n + *)*}, £ = 1, 2.
3. Estimates of the kernels. We require estimates for K"(t, u) and N"k\t). We shall assume throughout this section that the sequences {pn} and {pnk) } (k=l, 2) satisfy (1.02) and that n\pn\ =0(| P"\), n\p?\ = 0(\P"k)\). All {pn} and {pnk)} used in our theorems satisfy these conditions.
Since \Dk{t)\ g/fe + 1/2, it follows from (2.04) that(3) (3.01)
Also from (2.04) we have (3.02)
In the same way from (2.10) we obtain (3. In order to obtain further estimates for the kernels we need to estimate %(t) and (/). We put Proceeding as on p. 768 of the paper of Hille and Tamarkin [4] and noting that t~lr{\/t) =AR(l/t) we have
If we set (3.08) I #"(*, w) I ^ AItu, 0</, »£ *,
Let D\ be the part of the domain under consideration in which t -2/n,u = 2/n, Ds that part in which t>2/n, u = \/n, Dt the part in which O^t -u^l/n, t>2/n, u>\/n, Z?6 the part in which t>2/n, l/n<u^t/2, Ds the part in 4. Preliminary lemmas. The following lemmas concerning the Nörlund coefficients pn and P" will be useful. Lemma 1. // YZ-Mpk-pk-i\=0(\Pn\), then n\pn\ = 0(\P"|) and £Z-o|p*| =0(| P"|).
Lemma 2. If nJJ;.^\pk-pt-x| = 0(| P"|), thenn = 0{\ Pn\) andj^l,i\Pt\/k = 0(|P"|).
It is clear that the hypothesis of Lemma 2 implies that of Lemma 1. These lemmas follow easily from the relations
We may also easily establish the following analogue of Abel's partial sum formula. 
5. Local results making use of square partial sums. Our first theorem extends the result of Grünwald [2 ] in two directions and also includes his result. 
as h, k-+0 simultaneously but independently, the sequence {snn(x, y\f)} is summable Np tof(x, y).
It should be noted that the second condition on the function at (x, y) is similar to the first. The first is applied to rectangles along the axes, the second to rectangles along the bisectors of the angles between the axes. The factors 2~i/2 are not essential, but are introduced for convenience. Jo (1 + n*iW2)2 ~ Jo + Ji/n~ n n3'2+ n3J 1/n w3'2 = n5'2
Hence, since n8>2, we easily obtain Jn -At. Applying the transformation t = 2~ll2(t' -u'), u = 2~ll2(t'-\-u') to Ji» and proceeding as above we get
JugAe. Thus J1 = Ae. Next let Bi be that part of Bs in which t=8, u^8'< 5/4, B2 the domain Fixing 5', we see that, on account of (3.14), K\{t, u)->0 uniformly in Bt. Thus for all sufficiently large n we have J2 <2eand consequently | t\{x, y;/) -f(x, y) \ fsiAe. That is, t\{x, y; f)-*f(x, y) as n-» °o. This completes the proof of the theorem. Corollary 1.1. Let Np be a regular Nörlund method of summability satisfying (5.01). Then Np applied to the square partial sums of the double Fourier series possesses the localization property.
For iff vanishes in a neighborhood of (x, y), <pxy{t, u) satisfies (5.02). Before showing that (5.01) is also partly necessary in order that Np applied to the square partial sums should possess the localization property we prove the following lemma. Proof. To prove the necessity we first note that n/Pn is non-decreasing since pn is non-increasing.
Then in order that Np applied to the square partial sums should possess the localization property^we must have n/Pn bounded by Theorem 2. The condition (5.01) is an immediate consequence of this.
The case in which pn = 0, pn non-increasing, is especially important as it includes Cesäro (C, a), 0 <a = 1. Because of the simplicity of the result in this case we state it separately. Corollary 2.2. Under the hypotheses of Corollary 2.1, a necessary and sufficient condition that Np applied to the square partial sums of the double Fourier series should possess the localization property is n = 0(P").
From this it follows that (C, a) applied to the square partial sums possesses the localization property if and only if a= 1. Thus Grünwald's [2] result is the best possible in the sense that it cannot be extended to (C, a), a < 1.
6. Local properties of restricted summability.
We turn now to restricted double Nörlund summability of the rectangular partial sums of the double Fourier series. The results are similar to those in §5. 
is bounded in the domains of integration of J2 and .TV Thus we can find 5' such that 0< 5' < 5 and so small that ( Jo JT + /,'/')' *xv(t' W"®1**^*) I dudt is uniformly small. In the remainder of the domains of integration of J2 and J3, A7^)(/)A7"2)(w)^0 uniformly and thus J2+J3 is small for all sufficiently large m and n such that m/n ^\,n/m=\. Before showing (6.01) is also partly necessary in order that restricted Np possess the localization property we prove the following lemma.
Lemma 5. Let Np be a double Nörlund method of summability with p^^Q, p^n non-increasing (k = l, 2). Then (6.11) I Ni%) I ^ (plk) -tF)f2*P?, I ivf J(0) I = n/2ir, k = 1,2.
Proof. From (2.10) we have
The first inequality of (6.11) follows immediately. Also from (2.10)
But since P^' is non-decreasing we have {P^-^IoPf ^n and thus 0 = B-w2Lpt =7^2:(Pn -p. )-t^E 2./.
Substituting this in (6.12) we obtain the second inequality of (6.11).
Theorem 4. Let Np be a double Nörlund method of summability with pnK) ^ 0, p"*] non-increasing (k = l, 2). Suppose pi)<p<o>, w/P^->« as n-><x> fork=l or 2 or both. Then there exists f vanishing in a neighborhood of (0, 0) such that lim supn," I tnn(0, 0; /) I = + «>.
The proof is analogous to that of Theorem 2, using Lemma 5 instead of Lemma 4 .
'
As in §5 we may prove the following corollaries: In the case of f*(x, y) the proof was given by Marcinkiewicz and Zygmund [6] . For the case oif**{x, y) the proof can be carried through in the same way. In order to sum these terms we shall need the following: Substituting in the left side of (8.09), reversing the order of the summations and denoting the greatest integer less than or equal to 2 + log2 (s -1) by g(s),
s -Ps-l I 2«
= 2 yj I p. -p..!-+ 2 (1 + 2 )\p1 -p0
. . a r-i i-a I 1.2) (.2) I S An 2^S I #>. -fV-i| Then (8.09) follows from (8.01).
Summing (8.06) from r = 0 to k -\, considering separately the cases j = k and j<&, and using (8.07)-(8.09) we get (8.10) Pik(x, y) = A\"f*"(x, y).
In the same way we obtain (8.11) Qik(x,y)=A\"f*"(x,y).
Next from (3.12) we have Each term of this sum consists of 9 parts each of which may be summed by making use of (8.07)-(8.09) and the analogue of (8.09). For example, let us consider that part arising from M^Ki)(u).
The general term in this sum does not exceed
Considering the case j ä; k we have
Rm Rn .
The case k>j can be treated similarly. Thus it follows that (8.12) Rjk(x, y) ^ A]\"f*'(x, y). 9. Restricted Nörlund summability almost everywhere. We are now ready to prove our first theorem on almost everywhere summability. Proof. As in Lemma 9 we may suppose 0 <a < 1. Let k be an integer such that 2h^n<2k+1. Let L> be the part of Q (-ir, tt; -*, tt) in which *, m^O. Let D(0> be the part of Q in which t, u>ir/2. Divide L>-D(0) into 9 domains -D^' (t = l, 2, 3, ■ • • , 9) as in the proof of (3.16), the only difference being that in all the inequalities defining the regions 1/n is replaced by 7r2~*-1. We shall evaluate separately the integrals This may be done by methods similar to those used in the evaluation of Pjk(x, y) and so on in Lemma 9. First of all from (3.01), (7.01) and (7.04) we get (10.06) A? Ik Af*\x, y).
In we note that u^t/2, t-u^t/2^w2-k~1>l/n, l/n^t + u^2t. Applying (3.11) and using the relations (8.07)-(8.09) we easily get (10.07) AT g Af*\x, y).
In Dki}, t^u^t/2, t + u^2t^.4u. Applying (3.02) and making the transformation t = 2-u2(t'-u'), u = 2-1'2(t' + u') we have Ak ^AY,! du / H-, y-\-)\t-2dt r0 c'21rt I / t -u t + u\ I + A du / H-» yH-)U By (7.02) and (7.05) and taking account of (8.08) we have (10.08) A? * Af**\x, y).
Ht.
In Df\ u^t/2, t-u^t/2^7r2-k-l>l/n,
