In this paper we investigate two generalizations, in fuzzy logic, of classical scheme of reduction to absurdity. We compare them with two possible generalizations of classical hypothetical syllogism (in fuzzy logic) and we show that generalized hypothetical syllogism is more general. We present new results concerning solutions of an inequality and an equation connected directly with generalization of scheme of reduction to absurdity in fuzzy logic.
Introduction
There are many reasoning schemas (rules of inferences) in classical logic, like modus (ponendo) ponens, modus (tollendo) tollens, scheme of disjunctive reasoning, law of contraposition, etc. They are also applied in the terms of fuzzy logic. Namely, they are used in approximate reasoning and/or fuzzy control. Recently, we have investigated generalized hypothetical syllogism in fuzzy logic [2] (see also [7] ). This notion can be introduced from a T -transitivity in the following way T (I(x, z), I(z, y)) ≤ I(x, y), x, y, z ∈ [0, 1], (HS) where T is a t-norm and I a fuzzy implication. However, involving Zadeh's compositional rule of inference (CRI) [8] we can receive the following functional equation, satisfied for all x, y ∈ [0, 1], sup z∈[0 ,1] (T (I(x, z), I(z, y))) = I(x, y).
(GHS)
In this paper we investigate different scheme -reduction to absurdity (in Latin "reductio ad absurdum"). In general we can write it in fuzzy logic as follows
where A, B are fuzzy sets that represent some properties. Based on rules from the Boolean algebra and important investigations from [6] , where some generalizations of classical schemes of reasoning were examined in fuzzy logic, we can write the following inequality, which corresponds with the reduction to absurdity, where N is a fuzzy negation, T a t-norm and I a fuzzy implication.
The main goal of this article is to compare written above inequalities and equations for generalized hypothetical syllogism and generalized scheme of reduction to absurdity in fuzzy logic. Moreover, we give some new results concerning particular solutions of (RA) and (GRA).
The paper is organised as follows. Section 2 contains some important facts and definitions used in the sequel, while in Section 3 we present some properties regarding (RA) and some solutions of (RA) and (GRA) for several families of fuzzy implications. We also present some new results concerning (GHS).
Preliminaries
To make this work more self-contained, we place some of basic definitions concerning fuzzy connectives here. Note that the family of all increasing bijections ϕ : [0, 1] → [0, 1] will be denoted by the symbol Φ.
Definition 2.1 (see [3, 5] 
Definition 2.2 (see [5] ). A function S : [0, 1] 2 → [0, 1] is called a triangular conorm (t-conorm in short), if it satisfies, for all x, y, z ∈ [0, 1], the following conditions:
(S1) S(x, y) = S(y, x),
The Lukasiewicz t-conorm,
S LK (x, y) = min(x + y, 1), x, y ∈ [0, 1].
Definition 2.4 (see [1, 5] 2. The least negation N D1 is given by Now, we recall the definition and some important properties of fuzzy implications.
Definition 2.7 (see [1, 3] The family of all fuzzy implications will be denoted by FI.
Definition 2.8 (see [1] ). We say that a fuzzy implication I satisfies
(ii) the left neutrality property, if 
is called the natural negation of I.
Let us also recall definitions of two families of fuzzy implications. 
If I is generated from a t-norm T , then it will be denoted by I T . If I is generated from a t-conorm S and a fuzzy negation N , then it will be denoted by I S,N .
3 Properties of (RA) and (GRA)
Let us start with some general properties of triplets (T, I, N ) satisfying (RA). 1. If I satisfies (NP), then (T, N ) satisfies (LC).
If
for all x, y ∈ [0, 1].
6. If I 1 ∈ FI, T 2 is a t-norm such that T 2 ≤ T and I 1 ≤ I, then (T 2 , I 1 ) satisfies (RA).
Proof. 1. It is enough to take x = 0. Hence we have 0 ≤ T (N (y), I(1, y)) = T (N (y), y) ≤ 0, for all y ∈ [0, 1].
2. If we take y = 0 and we assume N I is injective, then for every x ∈ [0, 1] we obtain
3. It is immediate from the point 1. and from the formula of N T (negation induced by T ) given by
4. If N = N D1 , then there exists x ∈ (0, 1) such that N (x) > 0. Hence from the point 1. T has zero-divisors because (T, N ) satisfies (LC).
, then every such x is a zero-divisor of T . Moreover, the only continuous t-norm such the set of zero-divisors is (0, 1) is
.10]).
6. It is straightforward from the following inequalities, Of course we can find some solutions of (RA), where T is non-continuous. Therefore (GHS) is true for the pair (T, I).
However, the above condition is not necessary. 
On the other hand, from our assumption we obtain sup y∈[0,1]
Therefore (GRA) is true for the triplet (T, I, N −1 ). satisfies (RA). From the above result we know that this triplet satisfies also (GRA). Proposition 3.10. Let T be a t-norm, I ∈ FI and let N I be a strong negation.
2. This proof is similar to that above.
Therefore, in some cases we can apply the following theorem valid for R-implications.
Theorem 3.11 ([2, Theorem 4.12]). Let T * be a tnorm and T be a left-continuous t-norm. Then the following statements are equivalent.
(i) The pair (T * , I T ) satisfies (GHS).
(ii) T * ≤ T . (ii) =⇒ (i) If T * ≤ T , then from Theorem 3.11 we know that the pair (T * , I T ) satisfies (GHS). Thus in virtue of Proposition 3.10 we obtain that the triplet (T * , I T , N I T ) satisfies (GRA).
Moreover, we have also the following fact. Remark 3.15. We know that if I T satisfies (L-CP) with a negation N , then N = N I T is strong (see [1, Proposition 2.5 .26]). However it is not equivalent with left-continuity of T . Indeed, the Fodor implication given by
which satisfies (L-CP) with N C can be generated from the non left-continuous t-norm T nM * given by T nM * (x, y) = 0, x + y < 1, min(x, y), otherwise.
One of sufficient conditions in such cases for T to be left-continuous can be satisfying (RA) by the triplet (T, I T , N I T ). Proof. Assume that the triplet (T, I, N ) satisfies (GRA). From Theorem 3.2 we know that T = (T LK ) ϕ and N ≤ (N C ) ϕ , for some ϕ ∈ Φ.
Assume now that T = (T LK ) ϕ , N ≤ (N C ) ϕ and S ≤ (S LK ) ϕ , for some ϕ ∈ Φ. Thus, for x, y ∈ [0, 1], we obtain T (N (y), I(N (x), y)) = (T LK ) ϕ (N (y), S(x, y)) = ϕ −1 (max(ϕ(N (y)) + ϕ(S(x, y)) − 1, 0)) ≤ ϕ −1 (max(ϕ((N C ) ϕ (y)) + ϕ((S LK ) ϕ (x, y)) − 1, 0)) ≤ ϕ −1 (max(−ϕ(y) + min(ϕ(x) + ϕ(y), 1), 0)) ≤ ϕ −1 (max(min(ϕ(x), 1 − ϕ(y)), 0)) ≤ ϕ −1 (ϕ(x)) = x, which proves that the triplet (T, I, N ) satisfies (RA). However, N I = N and N is the strong negation. From Proposition 3.8 we obtain the thesis.
Let us finish with the following example which illustrates the last theorem. Thus, I is the Kleene-Dienes implication (it is an (S, N )-implication, cf. [1, Table 2 .4]), T = (T LK ) ϕ and N 1 = (N C ) ϕ , where ϕ(x) = x 2 , for all x ∈ [0, 1]. From the above theorem the triplet (T, I, N ) satisfies (GRA), where N = N C ≤ (N C ) ϕ .
Conclusions
We have investigated the scheme of reduction to absurdity (GRA) and generalized hypothetical syllogism (GHS). We presented some similar results for both of them. Also we shown that in some cases (GHS) is more general. Moreover, we presented conditions when (RA) is equivalent to (GRA).
