Abstract. The modeling of human mobility is adopting new directions due to the increasing availability of big data sources from human activity. These sources enclose digital information about daily visited locations of a large number of individuals. Examples of these data include: mobile phone calls, credit card transactions, bank notes dispersal, check-ins in internet applications, among several others. In this study, we consider the data obtained from smart subway fare card transactions to characterize and model urban mobility patterns. We present a simple mobility model for predicting peoples' visited locations using the popularity of places in the city as an interaction parameter between different individuals. This ingredient is sufficient to reproduce several characteristics of the observed travel behavior such as: the number of trips between different locations in the city, the exploration of new places and the frequency of individual visits of a particular location. Moreover, we indicate the limitations of the proposed model and discuss open questions in the current state of the art statistical models of human mobility.
Introduction
Models of human mobility have a wide range of applications. Some can be direct approaches such as traffic forecasting [1] , activity based modeling [2] , and the design of transportation networks [3] , while some others require more simplified models of human mobility such as the spreading of viruses and the evolution of epidemics [4, 5, 6, 7, 8] , measuring human exposure to air pollutants [9] , and simulating mobile networks of wireless devices [10] . In order to develop models of human mobility, conventionally, information is extracted from travel surveys [11, 12, 13, 14, 15] . These questionnaires provide us with the detailed itinerary of individual travels. They are designed to gather rich information about travel choices but are expensive to distribute over the entire population, covering typically, only a very limited time span and number of individuals. As an alternative, rich amount of information containing individual's coordinates is automatically recorded each time a person makes a call, sends an email, uses a credit card, or travels using a public transport smart card [16, 17, 18] . This traces of coordinates are recorded over months or even years. These data sources offer us the unique opportunity to understand and characterize the patterns of human travel behavior at a massive scale, unimaginable before. These big data sources contains incomplete information about individuals trips; which brings particular challenges to relate individual mobility to conventional models [11, 12, 13, 14, 15] . In general, these data sources lack the demographic information of individuals, the traces of their locations are not continuously collected and there is no detailed information about the specific choices of the individuals daily activities. In consequence, discrete choice models and transportation forecasting models [19, 20, 21] cannot be directly applied. In the light of this massive data availability, methods of analysis and modeling based in statistical physics are a suitable alternative. Our framework of analysis seeks to develop simple models and to gain understanding of the key features and difficulties involved in modeling complex socio-technical systems [22] . In this context, mobility studies, from a statistical physics perspective, started by analyzing animal trajectories, where the trajectories were approximated by scale-free random walks known as Lévy flights [23, 24] . Extending these results to human mobility, using data of half-a-million bank notes, the distribution of traveling distances on a high spatial scale (between 10 − 3200km) decays as a power law suggesting that human trajectories are best modeled as a continuous-time random walk [25] . Later in Ref. [26] , it is shown that when analyzed with the appropriate techniques mobile phone data offers the possibility of characterizing human trajectories over time. They found that human trajectory shows a high degree of spatial regularity; and its distribution follows a truncated power law form that is the result of differences in the characteristic distance traveled by individuals. An intrinsic limitation of the study was that the data collected over time depends on the bursty pattern of calling activity [27, 28] , thus the coordinates of each user are recorded only when he or she initiates or terminates a call. In these previous studies there is no systematic characterization of individual's longitudinal mobility patterns from alternative big data sources. This lack of characterization limits the understanding of the duration of stays at each destination.This is a very important aspect for developing models of individual mobility. In this work, we consider the data set obtained from smart subway fare card transactions to characterize the urban human mobility patterns. We explicitly incorporate both the temporal and spatial variations of human mobility to develop a modeling framework that reproduces two non-trivial observations on the data: First, the frequency of visiting different locations by an individual decays with its rank of preference similar to a Zipf's law. Second, there is a slowly increasing probability with time that individuals explore new locations. Finally, we reproduce also the heterogeneous flow among stations measured in the entire subway network. This paper is organized as follows. In Section 2, we describe the subway data source and present the observed spatial mobility patterns. In Section 3, we introduce a simple model reproducing some key observation in the data. In Section 4, we compare both model and data results as well as showing the limits of such kind of modeling approach. Finally, we conclude our findings and give an outlook for future work.
Empirical Observations

Data Source
For this study, we analyze the smart card transactions over a three-month period of 626 anonymous public transport users of London, UK [29] . Smart cards (called Oyster cards in London) are owned by the individual riders and generally record the time and place of every transaction that the card-owner makes on the public transportation system (e.g., subway station entry and exit). In London, more than seven million Oyster cards are regularly used, generating about 57 million weekly journeys (Transport for London, 2010). This constitutes records of about 80% of all the public transport services offered by Transport for London (TfL). Each record in the raw data collected from the Oyster smart card readers represents a transaction such as boarding on the bus or entering into or exiting from an underground subway station. Thus individual time resolved locations are found by tracking the smart card transactions in different stations in the public transport system network. Initially, the transactions of 1000 users are collected for our analysis; however some of the users have incomplete journey information as some of their trips are made either by bus or rail. In these cases, we have only information where and when people get into the bus but no information about when and where they get off it. Hence, a lower threshold is selected: at least seventy percent of their recorded trips are made by subway. As shown in Fig. 1 we capture with this criterion the typical urban subway riders in London. A too small threshold would add users with limited information, while a too high threshold would include only unique users. In contrast to [18] we focus on a small group of regular users observed during three months, instead of analyzing the entire subway usage for fewer days.
Spatial Mobility Patterns: the Influence of Urban Contexts
In order to find the existence of the influence of urban geography on its peoples' mobility patterns, we first define for each individual the ranking of different places (i.e. subway station) based on the number of times the individual visits this place. For each individual we extract the different number of visited stations, and count the number of total visits to each of them. Then for each station we count the frequency that people had it as the most visited place and second most visited place during the entire period of observation. Figure 2a presents the distribution of most visited stations, it indicates that people's most visited places are scattered over the city with some subway stations having higher concentration. However, if we look at the similar distribution for the second most visited place (see Fig. 2b ) then an interesting pattern is revealed. The second most visited places have higher concentrations around the center of the city except one in the eastern part of the city which contains several office complexes. These two figures suggest that for most of the users the most visited place and second most visited place are actually their daily commuting options, likely capturing home and work respectively. A third distribution can be derived by observing the frequency of visiting other ranked places in the city. Figure 2c presents the likelihood of visiting a place as 'other' place (not the most or second most visited place) for an individual. In general, these places represent those that people usually visit for recreational and social purposes; and the higher the likelihood the more popular a place is. Figure 2c shows that most of these popular places are actually located within the central part of the city in agreement with previous results [18] . 
Temporal Mobility Patterns-Trip Length Distribution
To uncover the temporal regularity of peoples' mobility we first investigate the distribution of displacements or trip length. We define a displacement in terms of the time spent to travel from one place to another. One advantage of this approach is that we can easily measure all the users' displacements into a common frame of reference. Moreover, it is realistically closer to urban subway users' perception of distance as most of the people consider the amount of time to be taken to move from one place rather than the actual distance between the two places. As an intrinsic advantage, this data provides us with individual's actual trip length. In [25] , the observed displacements could be the combinations of two or more individual's displacements. On the other hand, in [26] although individual's displacements are captured, the phone activity limit the observation of trip lengths. Each displacement could be a combination of two or more displacements if no calls are made in the intermediate places. Figure 3a presents the displacement distributions for trips between the most visited places and trips from or to other places. We measure that, over the entire data, the typical trip time is about 25 minutes, while the average trip time between the most visited places is 15% shorter. The distributions of trip times show a central tendency around these values. In contrast, in previous studies [25, 26] , power law distributions were observed for the trip length for larger scale of displacements. The deviation from power-law in our results might be due to two reasons: presence of a boundary on the subway network and the presence of a single transportation mode. The urban boundary restricts the observations to the intracity scale, while in previous studies the measurements are made on larger boundaries and without transportation mode restrictions.
Temporal Mobility Patterns-Stay Time Distribution
Another important characteristic regarding temporal patterns for urban human mobility is the stay time distribution. Stay time here is defined as the amount of time an individual spends at a particular place. We observe in the dataset that for an individual there might be incomplete information of stay times due to the bus trips; therefore we restrict our analysis only for those stays for which we have the information of both the beginning and the end times of the stays. For measuring the distributions, we differentiate stay time in terms of staying at the most visited place, at the second most visited place and at all other places. Figure 3b presents the stay time distribution at the two most visited places. For the most visited location two distinct peaks exist at approximately 9 hour and 14 hour. These two peaks captures two characteristic durations of stays at the most visited place. However, the stay time distribution at the second most visited place has a distinct peak at about 9 hour, which can be considered as the stay time for most of the people at their work place. A mixture of distributions might approximate both distributions. Observing the typical durations found in these two observations, it can be inferred that for most individuals the most visited location and the second most visited location represent individual's fixed destinations such as home and work place respectively. We also observe the probability distribution of stay time at other places (see Fig. 3c ). In contrast, this distribution has no characteristic durations and the tail has a power law behavior representing the fact there exists a non-ignorable probability for people staying longer durations; such stays can represent vacations and international business trips. These findings deviate from that of the existing literature on waiting time distributions. Previous studies [25, 26] reported that waiting time distributions follow P (∆t) ∼ |∆t| −1−β where 0 < β ≤ 1; we find that this waiting or stay time distribution is not generally true for all types of locations. Stay times at the most-visited place and the second-most visited places do not follow fat-tailed distributions.
Visitation Frequency and Zipf 's law
To find the probability of visiting a place we rank (L) each individual's visited places based on the number of times one visits the places over the three-month period. For instance, rank 1 represents the most visited place; rank 2 the second most visited place and so on. Then we calculate the frequency of each of these ranked places. Individuals are grouped based on the total number of different places they visit (N ). Figure 4a shows the probability of visiting different places versus their corresponding ranks. This figure suggests two interesting features: a) Most of the times people pay visits only to a few locations (two most visited places) and the probability of visiting the most visited place and the second most visited place are close to each other in value; this indicates most individuals' regular routine pattern of movements between their home and work location. Note that less active users tend to have higher frequency in the first ranked locations, for example p(1) + p(2) = 0.82 for users with N = 10 locations while p(1) + p(2) = 0.53 for those with N = 40. b) People spend their remaining time at 3 to 43 different places that are visited with diminished regularity. We observe that the distributions in Fig. 4a follow a Zipf's law with an exponent that depends on the total number of visited locations. Figure 4b (inset) shows the observed relation of the measured exponent and the number of visited locations: η ∼ N −0.63 . By using this relationship, we observe that p(L) vs. L collapses into a single distribution (see Fig. 4b ). Our observations deviates from the classical Zipf's law in which the locations with rank 1 and 2 belong to the distribution, only locations with higher rank (L > 2) seem to follow this pattern.
Modeling Individual's Mobility Patterns
In previous sections, we have described temporal and spatial aspects of individual mobility patterns. In terms of spatial patterns we observe two important facts: first, people select their destinations in such a way that there are typically two fixed locations which have characteristic stay times. Second, the other places are selected with diminishing probability following a Zipf's law. The second observation tells us that people do not select the location of their non-home or non-work destinations randomly; rather they select these places based on the popularity of the corresponding place. From the modeling perspective, this means that if more people select a place it is more likely that other people will select it. Inspired by the observations we propose a simple model of urban movement. We model two different choices that an individual makes when making mobility decisions: a) which places to visit, and b) how long to stay at each of these places. First, to incorporate the frequency of visits into the modeling framework we assume that there exists a fixed probability for a person to visit his home and work locations and these two locations are fixed for each agent and uniformly distributed within the city. At each time step each person selects home and work with fixed probabilities and other places only if these two (2) most visited locations (could be thought as home and work) are selected with fixed probability α and β respectively while the other places are selected with probability 1 − α, 1 − β or 1 − α − β depending on the place of origin. Stay times are modeled by a duration function h(t) that also depends on the current origin and uses the empirical observations. locations are not selected. Figure 5 shows a schematic representation of the selection process in which the probabilities selecting home and work are α and β respectively. A second important aspect is how to model the stay times at different locations. We adopt a hazard based duration modeling approach mainly to overcome the difficulties to sample from the distribution of stay time at different kind of places [30] . The hazard function, h(t), is the instantaneous probability that a visit ends after time t, given that it has lasted until time t. If T is a non-negative random variable that represents the duration of a visit, h(t) is a conditional probability that can be expressed in terms of the density function, f (t), and the cumulative density function, F (t), of T .
Then, P r[T ≥ t] = 1 − F (t) is the survival distribution, or the probability to survive until time t, also known as endurance probability [30] . The duration function depends on the elapsed time of an activity t as:
where h(t) is the conditional probability that an individual will stay at a location between time t and t + dt given that the individual has not left the location until time t; and f (t) and F (t) are the corresponding density function and cumulative probability function of stay time respectively, which are measured from the data. We estimate three separate duration functions for the stay times at (1) home, (2) work place and (3) other visited places based on the corresponding stay times from the empirical observations. Finally, we want to incorporate the non-uniform selection of the non-home and non-work destinations. To do so, we exploit the idea of preferential attachment into the location selection process. Basically, we find the probability p(i) of selecting a particular place i as a function of the number of visits v i that have already been made to that place by all individuals:
In order to run the simulations of the model, we first fix an arbitrary number of agents N a and number of stations for the model N s . We randomly assign to each agent two different stations as its most visited and second-most visited location with a fixed probability of P (L) for L = 1, 2; specifically α = 0.4 and β = 0.3. At each time step, based on its current location each agent makes a movement according to probabilities shown in Fig.  5 and the duration of stay has ended, by inspecting Eq. (2). We rank all the station as its initial popular ranking (v i = i, i = 1, .., N s ). Once an agent selects a station other than his most or second-most visited place we update the ranking of this place by counting an additional visit to this location. At each time step of the model each agent makes the location choice until the simulation time limit T is reached (for our simulation we select T = 3 months).
Model Results and Limitations
Notice that the proposed model is related to the model recently proposed by Song et al. [31] , in terms of the preferential selection of locations depending on the number of visits, it has some subtle but important distinct characteristics. First, we do not restrict the jump size following a distribution (e.g. P (∆r) ∼ |∆r| −1−α ); instead we give each of the location an arbitrary contextual label. Our agents select their destinations according to their popularity, defined as the number of visits by all the agents, and not by the individual number of visits. Second, our stay time distributions do not follow P (∆t) ∼ |∆t| −1−β where 0 < β ≤ 1 for all locations; instead we use the empirical distributions depending on the agent's individual rank of the destination. Third, Song et al. [31] introduced exploration and preferential return to find whether an agent will visit a new place or an already visited place as its next destination, with P new = ρS −γ , and P ret = 1 − P new , where S is the number of previously visited locations by the agent and ρ as well as γ are parameters. Instead, we assign specific probabilities of moving to another place, depending on the type of the current location, leading to regular commuting between the two most visited locations. Note that new places can only be visited, if the agent move to another place and the agent did not visited that place yet, thus we have an upper limit N s of new locations. The crucial difference is that the slow increase in number of locations by the agents is not based on P new decaying with the individual S, but due to the tendency of the agents to select popular places in the network. We generate the sequences of locations and times of visiting those locations for a particular number of agents following the described model. After generating these sequences we analyze the data using the same approach we followed for analyzing the data set of subway fare card transactions. Figure 6a shows the flow distribution between any two given locations, for both data and our model. This suggests that the preferential selection of destinations for non-flexible activities is sufficient to reproduce the broad heterogeneous flows among stations. More interestingly, this selection conditions the number of different locations S an agent will choose as a function of time as shown in Fig. 6b . This number increases sub linearly with time as S(t) ∼ t µ , for both data and our model, presenting also an interesting agreement with previous observations with mobile phone data, with µ = 0.6 [31] . These are surprising results for us as this model captures the aggregate mobility patterns and some aspects of the individual choices for the population despite the absence of many different factors for individual movements.
In consequence of the similarities in S(t), the frequency of visitation of locations with different rankings obtained from our model and the data show very similar pattern for agents that have several visited locations during the three months, i.e. N = 30 The probability p(t) to find an user in the most and second most visited location at a given time of the day t. While the model shows the introduced average value with few fluctuations, the real data is highly time-dependent with a characteristic circadian rhythm.
as shown in Fig. 6c . In this case the model generates an exponent η = 1.2 close to the saturation value of the data, and similar to the results from the mobile phone observations [31] . The simplicity of the models rises two main limitations that could be overcome in future extensions: first, it does not generate the heterogeneity of individuals in selecting the total number of locations N . Second, the selection of trips is independent of the time of the day. Figure 7a shows that the distribution of N is much broader for real users than in the model, nevertheless heterogeneity in the population could be introduced by selecting from a distribution of α and β instead of using the same fixed values for all agents. In Fig. 7b we show that the decisions of visiting a location for the users is independent on the time of the day, which could be corrected by introducing a temporal dependency on the selection of trips. In Fig. 8-10 , we show individuals trajectories vs. time for both the data and the model. Figure 8 shows a user with 39 visited locations, which qualitatively compares well with a simulated agent in Fig. 9 with N = 38, except for the circadian restrictions to choose a particular time of the day when to travel. In contrast, a user with only N = 7 during the entire three months, as the one depicted in Fig. 10 , cannot be trivially modeled with the proposed scheme.
Summary and Conclusions
This paper presents the spatial and temporal patterns of individual's mobility in a city using the data from smart subway fare card transactions. The empirical findings from this study give us some useful insights on human mobility patterns within a city. Regarding spatial mobility we observe two interesting facts: First, the two most frequent locations can be modeled with fixed probabilities; and second, when people select their other destinations that are not either most-visited or second-most visited location they mostly select popular places in the city. In terms of temporal patterns we observe characteristic stay time distributions at the most visited place, second-most visited place and the other places. We present a mobility model that utilizes the idea of preferential selection to popular places in the city for modeling the spatial distribution of individual's movements for selecting non-home and non-work destinations. It is able to generate the heterogeneous flows among locations at the aggregated level and it reproduces the frequency of visitation to other places as well as the sub lineal increase of number of different locations visited as a function of time at the individual level. Although our simulation model has several simplistic assumptions, several contextual details of a particular city can be added to the model like a distribution of the residential areas or business places. This will capture the realistic distributions of home and work places for individuals in the city. In addition, the incorporation of trip selection depending on the time of the date and heterogeneity in the visits of locations must be incorporated. Our model is a good and simple approximation of urban mobility. It can be easily implemented in simulations for diseases spreading [4, 8, 32] within a city.
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