Abstract-This letter develops a distributed algorithm for relay pairing in bandwidth exchange (BE) based cooperative forwarding scenarios, where each node can delegate a fraction of its allocated resources to a neighboring node as an incentive for relaying. Determining the relay pairs that maximize the overall network utility yields a non-bipartite matching problem, which incurs a considerable computational load when implemented in a centralized way. To resolve this challenge, we use a message-passing framework to develop an efficient distributed solution. Simulation results verify that the proposed algorithm outperforms existing approaches.
I. INTRODUCTION
C OOPERATIVE communication has received sustainable attention in the last decade as a breakthrough in wireless network systems [1] . In particular, cooperative forwarding (CF) is expected to facilitate major enhancements in network throughput and connectivity [2] . To maximize the benefits of CF in wireless cellular environments, various studies have proposed rewarding mechanisms that encourage mobile users to participate in CF [3] - [5] . However, the dynamic nature of wireless environments and the associated complexity of their operations render CF among mobile users considerably challenging to implement in wireless networks. In commercial Long-Term Evolution systems, only operator-installed relay is employed as a simplified form of CF to enhance coverage [6] .
A bandwidth exchange (BE) mechanism recently explored in [2] , [7] , [8] seems very promising in this sense. In a BEenabled network, two nodes form a CF pair where one node delegates a fraction of its allocated bandwidth resources to the other node as an immediate incentive for relaying its data to a base station (BS). Unlike previous rewarding mechanisms, the BE mechanism offers simultaneous increases in throughput for both users when forming a cooperative pair, which strongly attracts the user participation. In this context, a subset of nodes (referred to as sources) request the other subset (referred to as relays) to forward their data to ensure the service of the required throughput. Identifying such pairs that lead to the maximal network utility immediately poses an essential challenge for the BE-based CF. According to [8] , [9] , this challenge, where the objective is to maximize the overall network utility, is provably split into two independent subproblems of the resource allocation within a pair and the network-wide source-relay pairing: The former boils down to a low-dimensional convex optimization and the latter to a maximum weighted matching in a non-bipartite graph. The resource allocation that determines the best fraction of the resource to delegate within a pair can be solved locally within each possible pair. Therefore, we focus on the network-wide relay pairing in this work. Given the computational complexity and signaling overhead incurred by the centralized control, several distributed algorithms have been developed [7] , [8] , [10] . However, the basic mechanism of previous distributed algorithms is that candidate pairs are selected in a sequential and greedy manner, which clearly results in a local solution. Therefore, we introduce a message-passing framework which has been proved useful in finding the optimal assignment in various applications [9] , [11] . In [9] , message-passing algorithm (MPA) is used in the context of cognitive-radio networks to find efficient pairing in a bipartite graph with two designated groups of primary and secondary users. While it is closely related to this work in the sense of finding multiple pairs simultaneously, this work addresses the pairing in a non-bipartite graph, which is much more challenging because no set for candidate partners is designated and the roles of the two nodes in the pair can be switched. MPA can also be applied for data clustering [11] . Interestingly, the similarity in structure with [11] can facilitate understanding the results of this work by providing new interpretations for source node, relay nodes, and stand-alone nodes.
II. SYSTEM MODELS AND FORMULATION
Consider the uplink of an N-user single-cell network. Each user node transmits the data to the BS with transmit power P. For data transmission, wireless resources are exclusively allocated to all nodes without causing interference to one another. User node i ∈ {1, 2, . . . , N} is initially allocated a bandwidth of W i for direct transmission to the BS (denoted by node 0). The link gain between node i and j is modeled as transmits the data to the BS with the help of a relay node, while a stand-alone node communicates directly with the BS. We consider the BE decode-and-forward scenario [2] , [8] . Relay node j performs two-hop half-duplex decode-and-forward CF for source node i by using a portion w i j of the resource W i allocated to source i as a reward for relaying. To be specific, source i uses the resource of W i − ω i j to transmit its data to relay j and the BS, and relay j can use the resource of W j + ω i j to transmit the data of its own and source i. The rate that can be achieved with resource W and link gain G is given by
. Without cooperation, the initial rate achieved in the link from source i to the BS is R in i = C(W i , G i0 ). The BE-based CF is enabled only when G i j > G i0 . In such a case, the rates deliverable to the BS and relay j from source i are
, respectively. Furthermore, the rate achieved in the link between relay j and the BS is given by R be j0
If source i transmits at rate R be i j , relay j can recover the data, whereas the BS cannot because R be i j > R be i0 . There is still uncertainty corresponding to R be i j − R be i0 at the BS to recover the data of source i. Thus, relay j allocates R c within its rate R be j0 to forward the data of source i such that R be i j − R be i0 ≤ R c ≤ R be j0 to resolve the uncertainty. In [2] , [8] , the rates achieved via BE are given by
In this scenario, it is desirable to develop an optimization formulation for the resource allocation with the objective of maximizing the overall network utility. To characterize the improvement of the BE strategy over the direct transmission, the overall utility gain (denoted by γ i j (ω i j )) is defined as
where U(·) is a utility function. Different choices of the utility function correspond to different fairness strategies: Linear-type and log-type utility functions imply sum-rate maximization and proportional fairness, respectively [8] . It holds that γ ii (ω ii ) = 0 for any i. For concrete definition, integer variable x i ∈ {1, 2, . . . , N} is introduced to specify the node for which node i relays the data. Note that x i = i corresponds to the case where node i transmits its original data instead of relaying the data for others. In addition, indicator function χ i (x j ) is defined to yield one, if node j serves node i as its relay, and zero, otherwise. Since at most one node performs relaying for a communication link, a constraint is imposed such that the number of relay links should not exceed the number of communication links. Therefore, a formulation for the joint determination of the best relay-pair set and its best resource allocation is given by
where B(i) denotes the set of all nodes that are adjacent to node i. For x i = i, the constraint forces someone else to serve node i, if the equality holds, and leaves node i alone, if the inequality holds. For x i = i, node i becomes a relay and nobody serves node i. Therefore, each node should either act as a relay for others or make only the direct connection. The determination of the best rate pair (R be i , R be j ) involves ω i j only and can proceed independently of the resource allocation. In fact, (3) is split into two independent subproblems, as proved in [8] , [9] . The subproblem of the relay-pair selection can use the result of the following resource allocation problem as its weight
Compared to the concave formulation in [8] , this is of lower dimension and still concave. The solution is readily found by simple binary search instead of descent optimization techniques. For simplicity, we denote that
Solving the combinatorial problem in (3) places computationally intractable load on the BS with a centralized control policy, which highlights the need for a simple distributed approach. As a viable alternative, MPA is useful for distributed optimization tasks that involve wireless network management with local interactions. In MPA, real-valued messages that evidence the best solution are exchanged iteratively among network nodes. The solution associated with the converged messages is optimal in tree-like networks. Although the messages do not necessarily always converge to the optimal solution for general loopy-network problems, MPA can provide provably optimal solutions for a class of linear-assignment problems [9] , which includes the relay-pair selection in (3).
III. DISTRIBUTED ALGORITHM
We develop MPA for the relay-pair selection. To this end, (3) is reformulated as an unconstrained problem
where X i = {x j : j ∈ B(i)}, and F i (X i ) is defined to enforce the constraint in (3) as
The contribution of variable x i to the objective is expressed as
Subsequently, a graphical model associated with (4) can be obtained. The graphical model is a visual representation for an optimization task via a bipartite graph consisting of two groups of vertices associated with variables (denoted by circles) and functions (denoted by boxes) interconnected by the set of edges. Fig. 2(a) illustrates a graphical model for a network with four nodes. MPA solves (4) via message exchanges over the graphical model, thereby yielding a distributed solution. Since messages are exchanged along all edges in two opposite directions, two different types of messages are defined in Fig. 2(b) . These messages, in principle, represent preferences of the best value that x j takes.
Algorithm 1 Proposed distributed algorithm
Set t ← 1 and λ
i j using (5) and send to neighbors. Update λ (t+1) i j using (6) and send to neighbors. t ← t + 1. until All messages converge or max iterations reached. Computex (t) i using (7). Ifx The relay pairing problem in (3) can be interpreted as a clustering problem [11] , but with the constraint of at most two members: A cluster head node becomes either a standalone node, if it forms a singleton cluster, or a source in the source-relay pair, otherwise. On the other hand, a member node becomes a relay. Thus, a similar derivation as in [11] is used to obtain new message-update rules that solve (3). Two different types of messages are exchanged between variable x j and function F i . Messages sent from variables and from functions are denoted by λ i j and µ i j , respectively, and defined as the difference between the preferences for two cases where node j relays node i and where node j relays one of other nodes. Letμ i j andλ i j denote the preferences for the former cases, whereas the preferences for the latter cases are denoted byμ i j andλ i j . According to the max-sum rule for variables [11] , the message transferred from x j to F i is given by the preference of node j relays node i minus the maximum among preferences of node i served by others, which is obtained using
On the other hand, the message transferred from F i to x j differs according to whether i = j or not. If i = j, the message is defined as the difference between the maximal preference (corresponding toμ ii ) that at most one neighbor of node i relays node i andμ ii indicating no neighbors relaying. Therefore, the message is simply given by
If i = j,μ i j is associated with the case where node j relays the data of node i and no other neighbors are relaying. In addition,μ i j corresponds to either of two cases where node i does not transmit data or where another node acts as a relay for node i. The corresponding message is derived as
The overall iterative message-update rules are given by
where (·) + ≡ max(·, 0). The relay pair can be determined bŷ
and the corresponding decisions are made such that (i) ifx ji to node j and vice versa at time instant t. As mentioned previously, the algorithm might not converge within the given number of iterations because the associated graphical model is loopy. To ensure the convergence, the damping technique [11] can be applied, where a new version of the message is generated from a linear combination with the previous message using positive parameters δ and 1 − δ. Furthermore, to avoid oscillations, a small perturbation ε i j can be added to obtain a new weight γ i j + ε i j , which makes the objective function diverse for tiebreaking possibly multiple solutions. Upon the convergence of messages, techniques in [9] is used to prove the global optimality of the solution, because both algorithms have logical equivalence that multiple pairs are chosen albeit in graphs of different structures, and the proof can proceed similarly.
Here are economic interpretations of the messages: Suppose a double-auction scenario where node i and node j make a trade, i.e., a relay (node j) buys the product of a source (node i). The weight γ i j can be considered the nominal value of node i's product to node j. Message λ (t) i j corresponds to the additional value gain that node j earns from the trade with node i over those with others. Thus, node j can pay up to this amount to node i as a premium to achieve priority over others' bids. For negative λ (t) i j , node j will not buy the product of node i. If this is the case for all neighbors of source node i, only λ
ii is positive and no trade is made. Therefore, λ
ii can be considered an admission fee to obtain a chance for the bid. By contrast, message µ (t) i j represents a discount that node i can offer to attract i j is likely to be the customer of node i. In this case, node i will not give a discount to others, i.e., small µ (t) ik for k ∈ B(i) \ j. Therefore, the sum of the two messages, µ (t) i j and λ (t) i j , corresponds to the overall value gain from trading between pair (i, j) over not trading, and the trade is encouraged as it becomes larger.
IV. SIMULATION RESULTS AND CONCLUSION
We compare the performance of the proposed algorithm (denoted as "MPA") with existing techniques which this work is originally motivated from: distributed matching algorithm, developed previously for solving this problem (denoted as "DMA") [7] , [8] and distributed energy-pair algorithm, performing the same task in the context of energy-saving networks (denoted as "EPA") [10] . For simulation, a single-cell network with N nodes (N ∈ [10, 80] ) uniformly distributed within a 1 km circle around the BS is considered. The bandwidth and power are set to W i = 1 MHz and P = 20 dBm, respectively. For the path loss model, κ = 6 × 10 6 and ν = 3 are used [2] , [8] . The allowed number of iterations is 30. Any change in parameters affects γ i j only. Since the algorithmic structures are invariant with γ i j , main results remain similar. Table I and Fig. 3 show the average utility gain and its cumulative distribution, respectively. The results are presented with the linear utility (U(R) = R) and log utility (U(R) = log R) which relieves the concentration of the load to nearest neighbors. The utility gain improves gradually as the number of nodes increases. MPA outperforms the others consistently with all node-number ranges. For N = 80, MPA shows 8% (13%) and 7% (20%) improvements with linear (log) utility, compared to DMA and EPA, respectively. In addition, the cumulative distributions show that MPA provides higher utility gain in all percentile. This is because MPA aims to examine all possible pairings simultaneously to determine the best solution, whereas the other algorithms basically make greedy choices. Indeed, MPA establishes a necessary condition for the global optimality of the solution. Thus, after MPA converges, the fixed points are more likely to obtain an improved performance. Table II shows the convergence performance of MPA. It is measured by the frequency of events that all messages reach one of fixed points within the allowed number of iterations. Extensive simulations verify that MPA converges consistently for almost all cases. MPA performs the message exchange at each iteration. As derived in (5) and (6), messages are simply scalar quantities, which consume little bandwidth for transmission. In addition, the computational complexity is kept as small as O(N max i |B(i)|) = o(N 2 ) because the message update consists mainly of the comparison among neighbors. One possible drawback of MPA is that iterative message updates may incur latency issues. From low user-mobility nature in relay-assisting wireless scenarios, relay pairing is normally re-established in a long-term basis. In such cases, the latency is not critical.
Our simulation results verify that the proposed algorithm offers the performance improvement up to 20% compared to existing algorithms, thereby demonstrating it suitable for practical deployment.
