We discuss several properties of eigenvalues and eigenfunctions of the p-Laplacian on a ball subject to zero Dirichlet boundary conditions. Among main results, in two dimensions, we show the existence of nonradial eigenfunctions which correspond to the radial eigenvalues. Also we prove the existence of eigenfunctions whose shape of the nodal set cannot occur in the linear case p = 2. Moreover, the limit behavior of some eigenvalues as p → 1+ and p → +∞ is studied.
Introduction
In the present article we consider the nonlinear eigenvalue problem
where B 1 is an open unit ball in R N , N ≥ 2, and ∆ p u := div(|∇u| p−2 ∇u) is the p-Laplacian, p > 1.
The structure of the set of all eigenvalues for the problem (1.1) is not known if p = 2. On the other hand, it is well known that (1.1) admits several infinite sequences of variational eigenvalues obtained by Ljusternik-Schnirelman theory via topological indexes such as Krasnosel'skii genus (cf. [11] ), or the sequences of variational eigenvalues proposed in [9] and [25] . We denote the sequence from [9] as {λ k (B 1 ; p)} k∈N (see Section 2 below) for further use. Let us stress that it is a long-standing open problem if the above mentioned sequences coincide and characterize all eigenvalues of the problem (1.1). Furthermore, the behavior of eigenfunctions corresponding to these sequences for general p > 1 is studied rather rarely and little is known in contrast to the linear case p = 2. For instance, it is not known if all these eigenfunctions inherit any symmetries from the ball B 1 . Nevertheless, the radiality of B 1 allows to construct some special sequences of eigenvalues and corresponding eigenfunctions. One of them consists of radial eigenvalues, i.e., numbers µ k (p), k ∈ N, for which the radial version of (1.1), Let us note that λ 1 (B 1 ; p) = µ 1 (p) and λ 2 (B 1 ; p) < µ 2 (p) (the last inequality has been proved in [4] for the two-dimensional case and generalized in [3] to higher dimensions; for related results concerning the second eigenvalue of the p-Laplacian with Neumann boundary conditions see [5] ). In general, for all p > 1 and k ≥ 2 it can be easily shown (see Lemma 2.1 below) that λ k (B 1 ; p) ≤ µ k (p). However, generalizing the result of [3] we prove that actually the strict inequality is valid. Theorem 1.1. λ k (B 1 ; p) < µ k (p) for all p > 1 and k ≥ 2.
In other words, none of eigenfunctions corresponding to λ k (B 1 ; p) can be a radial function with a number of nodal domains greater than or equal to k (or, equivalently, with a number of zeros greater than or equal to k − 1) whenever k ≥ 2. However, we emphasize that there can exist a radial eigenfunction corresponding to λ k (B 1 ; p) with lower number of nodal domains, as it is for the linear case p = 2 (for example, if N = 2, then λ 6 (B 1 ; 2) = µ 2 (2), see below).
Note that the result of Theorem 1.1 carries over to the sequence of Krasnosel'skii eigenvalues [11] , since the kth Krasnosel'skii eigenvalue for the problem (1.1) is less than or equal to λ k (B 1 ; p) for any p > 1 and k ∈ N, see [9, p. 195] .
Another sequence of symmetric eigenvalues {τ k (p)} k∈N for the problem (1.1) was recently constructed in [3] in the following way. Let us fix k ∈ N and consider the first eigenpair (λ 1 (B π/k 1 ; p), ψ p ) of the p-Laplacian with zero Dirichlet boundary conditions on a spherical wedge of B 1 with the dihedral angle π/k, which we denote by B π/k 1 . Then we construct a function Ψ k in B 1 by gluing together rotated and reflected copies of ψ p , and set τ k (p) = λ 1 (B π/k 1 ; p). In [3, Theorem 1.2] it is proved that (τ k (p), Ψ k ) is indeed an eigenpair for the problem (1.1) for any k ∈ N. By construction, Ψ k has precisely 2k nodal domains and, as a consequence, λ 2k (B 1 ; p) ≤ τ k (p) for any p > 1, see Lemma 2.1 below. Remark 1.2. The sequence {τ k (p)} k∈N can be easily generalized. Let us define a sequence {τ k,n (p)} k,n∈N such that for any k, n ∈ N the corresponding eigenfunctionΨ k,n is constructed as Ψ k above, but the initial "building block" is taken to be any nth variational eigenfunction in B π/k 1 (instead of the first one), andτ k,n (p) = λ n (B π/k 1 ; p). (Here for simplicity we use the eigenvalue sequence of type [9] , but we can take an ordered union of all known variational sequences as well.) Then, the proof of [3, Theorem 1.2] can be applied without any changes to show thatΨ k,n is indeed an eigenfunction in B 1 which corresponds to the eigenvalueτ k,n (p).
To formulate our next results, we consider the problem (1.1) on the planar disk, and below in this section we always assume N = 2. For visual convenience we will denote the eigenvalues τ 1 (p), τ 2 (p) and τ 3 (p) as λ ⊖ (p), λ ⊕ (p) and λ ⊛ (p), respectively. For the same reason, the second radial eigenvalue µ 2 (p) will be denoted as λ ⊚ (p).
In the special case p = 2 the problem (1.1) becomes linear and corresponding eigenfunctions can be given explicitly in polar coordinates through the Bessel functions:
where n ∈ N∪{0}, k ∈ N, a, b ∈ R, J n is the Bessel function of order n and α n,k is the kth positive zero of J n . The eigenvalue corresponding to ϕ n,k is α 2 n,k . It follows easily that α 2 0,k = µ k (2) and α 2 n,1 = τ n (2) for any k, n ∈ N, by construction. In general, orthogonality and completeness of the set of eigenfunctions (1.3) in L 2 (B 1 ) imply that {α 2 n,k } n,k∈N = {τ m,l (2)} m,l∈N . On the other hand, the ordered set of all eigenvalues, counting multiplicities, of the problem (1.1) for p = 2 can be defined via the classical minimax variational principles. It is not hard to show that this set coincides with {α 2 n,k } n∈N∪{0},k∈N and {λ k (B 1 ; 2)} k∈N . As a consequence, its properties can be studied much easier than for general p > 1. For instance, it is known that
At the same time, for general p > 1 it holds (see Lemma 2.4 below)
The main observation of this article consists in the fact that λ ⊚ (p), as a function of p, is not squeezed between λ ⊕ (p) and λ ⊛ (p) for all p > 1 as in (1.4), see Fig. 1 .
Let us remark that since λ ⊖ (p), λ ⊕ (p) and λ ⊚ (p) are continuous with respect to p > 1 (see Lemma 2.3 below), the inequalities (1.4) immediately imply the assertion (ii) in a neighborhood of p = 2. Let us also mention that in the limit case p = 1 there holds λ ⊖ (1) = λ 2 (B 1 ; 1), see [24, 10] .
Note that for p = 2 the basis property of eigenfunctions (1.3) along with the fact that α n,k = α m,l (cf. [26, §15.28] ) implies that each radial eigenvalue µ k (2) has only one linearly independent eigenfunction, that is, the multiplicity one, while all other eigenvalues have exactly two linearly independent eigenfunctions, and, consequently, the multiplicity two. On the other hand, considering the multiplicity of an eigenvalue for general p > 1 as a number of linearly independent eigenfunctions, we can only guarantee that the multiplicity of µ k (p) is at least one, and the multiplicity of any other eigenvalue is at least two. Indeed, if an eigenfunction ϕ p of the problem (1.1) is not radial, then there exists its rotation ϕ p which is linearly independent of ϕ p and also is an eigenfunction of (1.1) by virtue of the rotational invariance of the p-Laplacian.
At the same time, due to the continuity of the considered eigenvalues with respect to p > 1, Theorem 1.3 yields the following fact.
have the multiplicities at least three.
Indeed, it is not hard to see that a nonradial eigenfunction Ψ 2 corresponding to λ ⊕ (p 2 ), its appropriate rotation Ψ 2 , and a radial eigenfunction Φ 2 corresponding to λ ⊚ (p 2 ) are mutually linearly independent. We emphasize that the result like in Corollary 1.4 is impossible for p = 2, where the maximal multiplicity of eigenvalues on a disk is two. Moreover, this fact gives the negative answer to the open problem (3) from [3] : "Is it true that all the eigenfunctions corresponding to the second radial eigenvalue λ ⊚ (p) are radial?" 
Figure 1: Dependence of several lower eigenvalues raised to the power 1/p on p > 1.
The following asymptotic result will be among the main ingredients in the proofs of the above-mentioned facts.
Clearly, this proposition implies that lim 
From the exact formula (1.3) it can be readily deduced that the nodal set of any eigenfunction of the Laplace operator with zero Dirichlet boundary conditions on a disk has to be of one of the following types:
3. Combination of cases 1 and 2. Corresponding eigenvalues are
We show that for general p > 1 there might exist eigenfunctions of (1.1) whose nodal set cannot be described by the above-mentioned types of curves.
Theorem 1.8. There exists p * > 1 such that for any p > p * the nodal set of an eigenfunction Ψ 4,2 defined in Remark 1.2 is not of either type 1, 2 and 3. Namely, the nodal set ofΨ 4,2 is a combination of diameters and a noncircular set.
Preliminaries
Let Ω ⊂ R N , N ≥ 2, be a bounded domain with the Lipschitz boundary ∂Ω. Denote by λ k (Ω; p) the kth eigenvalue of type [9] for the p-Laplacian on Ω subject to homogeneous Dirichlet boundary conditions on ∂Ω, that is,
Here
, where h : S k−1 → S is a continuous and odd function },
Proof. We give the proof only for the first inequality, since the arguments rely solely on the number of nodal domain of an eigenfunction corresponding to µ k (p) or τ k (p). Let Φ k be the radial eigenfunction corresponding to µ k (p). It is known that Φ k has exactly k nodal domains
where each Φ i k is the first eigenfunction of the p-Laplacian on the ith nodal domain of Φ k extended by zero to the rest part of B 1 . Let us normalize Φ k such that Φ i k L p = 1 for all i ∈ {1, 2, . . . , k}, and consider the set A and the map h given by
, and h is odd. Therefore, A ∈ F k . On the other hand,
is the first eigenpair of the p-Laplacian on each ith nodal domain. Therefore, by (2.1),
Let us give a characterization of µ k (p) which is useful in order to estimate µ k (p) from above.
Lemma 2.2. For any p > 1 and k ≥ 2 the eigenvalue µ k (p) can be characterized as
(p) is the first (radial) eigenvalue of −∆ p on the spherical shell with inner radius r i and outer radius r i+1 , i ≥ 1, respectively, that is,
Proof. Fix arbitrary p > 1 and k ≥ 2 and let {r n 1 , . . . , r n k−1 } n∈N be a minimizing sequence of partitions of interval (0, 1) for the problem (2.2) such that 0 < r n 1 < · · · < r n k−1 < 1 for n ∈ N. We set r n 0 = 0 and r n k = 1, n ∈ N. Since the sequence of r n 1 is bounded, there exists a convergent subsequence r n j 1 , j ∈ N. Next, from the bounded sequence r n j 2 we can also extract a convergent subsequence r n j l 2 , l ∈ N, etc. Finally, passing to suitable subsequence (k − 1)-times, we find a tuple (r 1 , . . . , r k−1 ) such that (r n 1 , . . . , r n k−1 ) → (r 1 , . . . , r k−1 ) as n → +∞, and 0 ≤ r 1 ≤ · · · ≤ r k−1 ≤ 1. Let us show that for any i ∈ {0, 1, . . . , k − 1} there exist c i > 0 and N i > 0 such that
for some i. Recalling that 0 < r n i < r n i+1 < 1, we obviously get µ (r n i ,r n i+1 ) 1 (p) → +∞. This implies that the sequence {r n 1 , . . . , r n k−1 } n∈N is not a minimizing sequence, a contradiction. As a consequence, we get 0 < r 1 < · · · < r k−1 < 1.
Let us show now that µ
(p). Assume, without loss of generality, that the second alternative occurs. It is not hard to prove that µ (r i−1 ,r) 1 (p) and µ (r,r i+1 ) 1 (p) are continuous with respect to r ∈ (r i−1 , r i+1 ). (Indeed, it follows, e.g., from the general result [12, Theorem 1] by choosing appropriate diffeomorphisms.) Hence, the strict domain monotonicity of the first eigenvalue of the p-Laplacian (cf. [2, Theorem 2.3]) implies the existence of r 0 i < r i such that
If the maximum in (2.2) is achieved only for one i, then we get a contradiction, since we found better partition with r i replaced by r 0 i . Otherwise, we apply such procedure for other index i and eventually obtain a tuple (r 0 1 , . . . , r 0 k−1 ) which optimizes (2.2) better than (r 1 , . . . , r k−1 ). Let ϕ
where a i ∈ R are chosen to get ϕ p ∈ C 1 [0, 1]. Notice that such a i exist. Indeed, first we choose
. Analogously, we choose a 2 , etc. Let us remark that ϕ p (r) has k − 1 zeros, by construction.
we derive that ϕ p is a solution of (1.2) with the eigenvalue µ = µ
On the other hand, a unique (up to a multiplier) nonzero solution of (1.2) with k − 1 zeros must correspond to µ k (p), cf. [8, Proposition 4.1]. Therefore, we obtain the desired result. 
Let us recall several facts concerning the limit behavior of eigenvalues as p → 1+ and p → +∞. In [18, Corollary 6] it has been shown that
3)
where h(Ω) denotes the so-called Cheeger constant of Ω ⊂ R N which can be defined as
Here the infimum is taken over all smooth domains A compactly contained in Ω; |∂A| is the (N − 1)-dimensional Hausdorff measure of ∂A and |A| is the Lebesgue measure of A. Any minimizer of (2.4) is called Cheeger set of Ω.
Lemma . In particular, lim
for all k ∈ N, and lim
Proof. Let us fix an arbitrary k ∈ R such that k ≥ 1. According to (2.3), we need to find h(B π/k 1 ). Notice that the theory of Cheeger constants and sets in the plain is reasonably welldeveloped, cf. [18, 19, 20] and references therein. Although the statement of the lemma can be proved in several ways, we use the fact that sector B π/k 1 is convex for any k ∈ R, k ≥ 1, which allows us to apply the characterization of the corresponding Cheeger constant from [19] . Namely, for any r ≥ 0, let us define the following set (see Fig. 2) :
We see that B 
The limit behavior as p → +∞ has been studied in [17] , and in [17, Lemma 1.5] it was proved that
where r Ω is the radius of a maximal ball inscribed in Ω ⊂ R N .
Lemma 2.6. Let N = 2 and k ∈ R, k ≥ 1. Then lim
. In particular,
Proof. These facts easily follow from (2.6) and the corresponding formula for the radius of a maximal disk inscribed in sector B π/k 1 .
Proof of the main results

Proof of Theorem 1.1
The proof crucially relies on the proof of [3, Theorem 1.1] and appears to be its direct generalization to the case of higher radial eigenvalues. As in the proof of Lemma 2.1,
be the radial eigenfunction corresponding to µ k (p) and each Φ i k be of a constant sign. We may assume that (µ k (p), Φ 1 k ) is the first eigenpair of the p-Laplacian on a ball B r 1 and (µ k (p), Φ i k ) is the first eigenpair of the p-Laplacian on a spherical shell B r i \ B r i−1 , i = {2, 3, . . . , k}, and each Φ i k is extended by zero outside of its support. Moreover, we normalize all Φ i k to satisfy Φ i k L p = 1. All balls B r i are concentric and assumed to have the center at the origin. Let us now shift the ball B r 1 along the coordinate vector e 1 = (1, 0, . . . , 0) on value t n , where t n → r 2 − r 1 as n → +∞. Due to translation invariance of the p-Laplacian, the first eigenvalue of the shifted ball B r 1 (t n e 1 ) is equal to µ k (p) and the corresponding eigenfunction u n coincides with Φ 1 k up to a translation. Next, denote by (κ n , v n ) the first eigenpair of the p-Laplacian on the eccentric spherical shell B r 2 \ B r 1 (t n e 1 ), n ∈ N. By the result of [6] it holds κ n ≤ µ k (p). To make the notations closer to [3, Section 3] we denote by u n and v n the zero extensions of u n and v n to the entire B 1 , respectively. Finally, the rest of the components Φ i k , i = {3, . . . , k}, remains fixed. Now, for every n ∈ N ∪ {0}, we consider the set
By construction, A n ⊂ S. Moreover, arguing as in the proof of Lemma 2.1 it can be shown that A n ∈ F k and sup u∈An B 1 |∇u| p dx = µ k (p) for all n ∈ N ∪ {0}. Then, the proof of [3, Lemma 3.2] can be applied without major changes to prove the existence of n 0 ∈ N such that A n 0 does not contain any critical point of B 1 |∇u| p dx on S. Therefore, [3, Proposition 2.2] implies the existence of A n 0 ∈ F k such that
which leads to the desired conclusion.
Proof of Proposition 1.6
First we show that lim p→1+ µ k (p) = 2k. Since µ 1 (p) = λ 1 (B 1 ; p), the result for k = 1 follows from formula (2.3) and the fact that h(B 1 ) = 2, cf. [18] . Fix arbitrary k ≥ 2 and consider the following function from W p 0 (0, 1):
where ε ∈ (0, 1/2). Let u ε,i (r) := v ε (kr − i) be series of translates and dilates of v ε (r), where
k ) and characterization (2.2) implies that
The straightforward calculations yield
Therefore, choosing, for example, ε = p − 1 < 1/2, we obtain lim sup
for any i ∈ {0, 1, . . . , k − 1}, and hence lim sup
Suppose, by contradiction, that lim inf p→1+ µ k (p) < 2k. Let us take a sequence {p n } n∈N such that p n → 1+ as n → +∞ and lim n→+∞ µ k (p n ) < 2k. Denote by {r n 1 , . . . , r n k−1 } the set of zeros of Φ k corresponding to µ k (p n ) and put r n 0 = 0, r n k = 1. Arguing as at the beginning of the proof of Lemma 2.2 it can be shown that (r n 1 , . . . , r n k−1 ) converges to some tuple (r 1 , . . . , r k−1 ) as n → +∞, up to an appropriate subsequence, and 0 ≤ r 1 ≤ · · · ≤ r k−1 ≤ 1. Using the lower estimate for the first eigenvalue λ 1 (Ω; p) from [21] and the explicit value of the Cheeger constant for annuli (see, for instance, [20, Section 4]), we get
for any n ∈ N and i ∈ {0, 1, . . . , k − 1}. Our assumption and a passage to the limit as n → +∞ imply that
Therefore, r i+1 − r i > 
By direct calculations, we obtain
On the other hand,
and
Therefore, Lemma 2.2 implies that
Raising to the power 1/p and passing to the limit as p → +∞, we derive that lim sup
Suppose, contrary to our claim, that lim inf
As above, we take a sequence {p n } n∈N such that p n → +∞ as n → +∞ and lim
. . , r n k−1 } the set of zeros of Φ k and put r n 0 = 0, r n k = 1. Furthermore, (r n 1 , . . . , r n k−1 ) converges to (r 1 , . . . , r k−1 ) as n → +∞, up to an appropriate subsequence, and 0 ≤ r 1 ≤ · · · ≤ r k−1 ≤ 1. Formally speaking, now we want to apply (2.6) to conclude that
for i = 0, and
for i ∈ {1, 2, . . . , k − 1}. However, (2.6) is valid only for fixed domains. Therefore, to prove (3.1) and (3.2) we need some sort of continuity with respect to a change of a domain. Note that simple scaling gives
Therefore, if i = 0, then (2.6) yields lim
, which implies that r 1 > 1 2k−1 , by the assumption. Let i ∈ {1, 2, . . . , k − 1}. Denote for simplicity ρ n := r n i /r n i+1 . Since 0 < r n i < r n i+1 , ρ n is bounded and can be assumed monotonically convergent to ρ := r i /r i+1 as n → +∞, up to an appropriate subsequence. Suppose first that ρ n is decreasing, that is,
for all n, m ∈ N such that m < n. Then the domain monotonicity of the first eigenvalue of the p-Laplacian implies that
Raising to the power 1/p n , multiplying by 1/r n i+1 , passing to the limit as n → +∞ and using formula (2.6), we arrive at
for all m ∈ N. Taking now the limit as m → +∞, we conclude that (3.2) holds, i.e., r i+1 − r i > 2 2k−1 for i ∈ {1, 2, . . . , k − 1}. If the sequence ρ n is increasing, we proceed analogously. Finally, using the obtained estimates, we derive that 1 =
Proof Theorem 1.3
First we prove statement (i). Since (1.5) is satisfied for any p > 1 and inequality λ ⊖ (p) < λ ⊚ (p) is, in fact, proved in [4] , it remains to prove the existence of p 0 ∈ (1, 2) such that λ ⊚ (p) < λ ⊕ (p) for all p ∈ (1, p 0 ). In view of the continuity of λ ⊚ (p) and λ ⊕ (p) with respect to p > 1 (see Lemma 2.3), it becomes sufficient to get
However, this inequality directly follows from Proposition 1.6 and Lemma 2.5.
Similarly, to prove statement (ii) it is sufficient to obtain
This inequality follows from Proposition 1.6 and Lemma 2.6.
Proof of Theorem 1.5
Let us put n(k) = ⌊π(k − 1)⌋ − 1 ∈ N for each integer k ≥ 3 (see the table below for its first several values), where ⌊π(k − 1)⌋ denotes the integer part of π(k − 1). The idea of the proof is to show that µ k (2) < τ n(k) (2) and lim
Then, the continuity of µ k (p) and τ n(k) (p) with respect to p > 1 will imply the existence of p k such that First we prove that µ k (2) < τ n(k) (2) . Recall that α m,l denotes the lth positive zero of the Bessel function of order m (see Section 1), where, in general, m ∈ R and l ∈ N. By construction, µ k (2) = α 2 0,k and τ n(k) (2) = α 2 n(k),1 , and hence it is sufficient to obtain α 0,k < α n(k),1 . It can be easily checked that this inequality is valid for k = 3, 4, 5. Indeed, the corresponding values of n(k) are 5, 8, 11, respectively, and and l = k, we get the upper bound α 0,k < πk − 1/2 for all k ∈ N, see [15, (4.9) ]. On the other hand, taking m 1 = n(k), m 2 = 14 and l = 1, we get the lower bound α n(k),1 > 4.8 + n(k) for any n(k) ≥ 14, since α 14,1 ≈ 18.89999 > 18.8. Hence, in order to establish (3.3) , it is enough to verify that πk − 1/2 < 4.8 + n(k) for all k ≥ 6 (or, equivalently, n(k) ≥ 14). But this inequality follows from
Summarizing, we have µ k (2) < τ n(k) (2) for all k ≥ 3.
Let us show now that lim
n(k) (p). Due to Proposition 1.6 and Lemma 2.6 this inequality reads as 2k
, that is, sin
. Using the Taylor series for the sine and the fact that n(k) ≤ π(k − 1) − 1, it becomes sufficient to obtain
for all k ≥ 3, or, equivalently, for all n(k) ≥ 5. However, the straightforward simplification and further analysis of the corresponding quadratic polynomial for n(k) imply that this inequality holds true. This completes the proof.
Proof of Proposition 1.7
Let k, n ∈ N. Then Proposition 1.6 and Lemma 2.6 imply that equality lim . This is equivalent to the equation sin
However, Niven's theorem [22, Corollary 3.12] states that if x/π and sin x are rational simultaneously, then sin x can take only values 0, ±1/2 and ±1. In our case, the only possible value is 1/2 and it is achieved by k = 2. Consequently, n = 3, which is the desired conclusion. 
where r 2 is a maximal radius of two equiradial disjoint disks inscribed in B π/4
1 . It is not hard to see that the optimal configuration for r 2 is as in Fig. 3 ρn , and the second eigenfunction ψ pn has exactly two nodal domains [7] , we conclude that, without loss of generality, ψ pn = ψ + pn in B On the other hand, any eigenfunction except the first one has to be sign-changing [1] . Thus, the only possibility is Since ρ n ∈ (0, 1) for all n ∈ N, we can find a monotone subsequence, denoted again by {ρ n } n∈N , and a number ρ ∈ [0, 1], such that ρ n → ρ as n → +∞. From (3.5) we immediately deduce that ρ ∈ (0, 1). Assume that ρ n is increasing, that is, B ρ ; p n ).
Passing to the limit as n → +∞ and using formulas (2.6) and (3.6) we get . If ρ n is decreasing, we proceed analogously and derive the same equality. Likewise, we can obtain that r 2 = r The same arguments can be applied to prove that the nodal set N p does not contain a radial line of B 1 for all p sufficiently large. Indeed, the domain monotonicity implies that the best choice for this line is to be a bisector of B π/4
1 . Nevertheless, the maximal radius of a disk inscribed in B π/8 1 is given by r rad = sin(π/16) 1+sin(π/16) ≈ 0.16324 which is again strictly less than r 2 . This is a contradiction and the proof is finished.
Remark 3.1. The behavior of the nodal set of the second eigenfunction in a sector with angle π/4 described in the proof of Theorem 1.8 is reminiscent of the numerical results for an isosceles triangle with base 1 and height 1, which were obtained in [13] .
