ABSTRACT Epilepsy is one of the most common neurological disorders generally characterized by sudden and recurrent unprovoked seizures, which is commonly diagnosed through visual inspection of electroencephalography (EEG) signals. However, since EEG signals are highly complex, nonlinear and nonstationary in nature, both visual inspection and the existing computed aid detection approaches fail to capture the intrinsic dynamics of seizure events, leading to unsatisfactory detection performance. Therefore, an accurate computer-aided automatic epileptic seizure diagnosis system is valuable and urgently needed in clinical application. In this study, we propose an automatic classification method using nonlinear dynamics features and nonlinear classifiers for determining whether the EEG signals are in interictal or ictal activities, respectively. The main novelty of this paper is that investigating the performance of discernable entropybased nonlinear dynamics features used for automatic diagnosis of an epileptic seizure. First, the discrete wavelet transform is applied to obtain de-noised and sub-band signals. Second, the nonlinear dynamics features are extracted based on information entropy theory. Subsequently, one-way analysis of variance and forward sequential feature selection technique are employed to identify the most explainable features for seizure detection. Then the selected features are fed to six different classifiers, namely, least squaresupport vector machine (LS-SVM), K-nearest neighbors, logistic regression, linear discriminant analysis, Naive Bayes classifier, and random forest, for automatic diagnosis of the epileptic seizure. Finally, a public EEG dataset from Bonn University, Germany, is utilized to investigate the performance of the proposed method. The experimental results show that the LS-SVM yields the optimal performance with an accuracy of 99.50%, a sensitivity of 100.00%, and a specificity of 99.40%. Our proposed method shows great potential for real-time diagnosis of the epileptic seizures, which can be deployed in hospitals to assist clinicians in accurate diagnosis of seizures.
I. INTRODUCTION
Epilepsy is a chronic neurological disorder of the central nervous system that occurs in the brain, which is generally characterized by the sudden and recurrent unprovoked seizures [1] , [2] . Approximately 50 million people worldwide are affected by epilepsy, and more than 200,000 new cases are diagnosed every year, constituting the condition as the third most common neurologic disorder after Alzheimer's disease and stroke [3] - [5] . During an epileptic seizure,
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the usual pattern of neuronal activity becomes disturbed, causing a disturbance in movement, control of bowel or bladder function, loss of consciousness [6] . As a consequence, seizure could increase the epileptic patients' risk of experiencing scalds, fracture, and even sudden unexpected death [7] . If the epileptic seizure could be timely and accurately diagnosed before the ictal state, then unwanted consequences could be prevented.
Electroencephalography (EEG) is widely used in monitoring the nonlinear electrical function of the brain's nerve cells [8] , [9] and is a valuable tool for the epilepsy evaluation and treatment [10] . As for seizure detection, clinically, it is critical to decide whether or not a patient is in normal, ictal or interictal seizure activities through EEG signal monitoring. At present, the general method for seizure detection of epileptic activity is mainly based on visual inspection of huge amounts of EEG signals by physicians, which commonly is time consuming and error prone [11] , [12] . Therefore, a robust and reliable computer-aided automatic seizure detection system must be developed to discriminate normal (period do not contain any seizure), ictal (actual seizure period), and interictal (period between seizures) activities in EEG signals [13] . However, EEG signals are highly complex, nonlinear, and nonstationary in nature due to the complexity of interconnection between billions of neurons in the brain [14] . In this regard, how to effectively diagnose epileptic seizures using EEG signals remains of a great challenge.
Numerous works have focus on automatic characterization of seizures by using various features derived from EEG signals in combination with multiple classifiers [15] , [16] . These methods can be divided into three categories: time domain-based methods [10] , [17] , [18] , frequency domainbased methods [19] - [21] , and time-frequency domain-based methods [22] - [25] . In the time domain, Minasyan et al. [17] used amplitude-based signals and duration of half-waves extracted from EEG signals to obtain time-domain feature vectors; the method obtained a sensitivity of 100% and a false positive rate of 0.023 per hour for seizure detection. Meier et al. [18] computed seven different time-domain features, such as mean sliding variance, and number of zero-crossing; the experimental results indicated that the detection accuracy was 96% with a mean false alarm rate of 0.5 per hour. Solaija et al. [10] presented dynamic mode decomposition technique for epileptic seizure detection from scalp EEG recordings, for which a sensitivity of 87% and a specificity of 99% were achieved. In the frequency domain, extensive researches opted for applying different wavelet filters to capture seizure dynamics. Güler and Übeyli [19] proposed an adaptive neuro-fuzzy inference system for EEG signal classification, with a classification accuracy of 98.68%, a sensitivity of 98.63%, and a specificity of 99.72%. Subasi [21] applied discrete wavelet transform based mixtureof-experts model to detect seizure, providing a classification result of 94.5%, 94% and 95% in terms of the accuracy, specificity and sensitivity, respectively. With regard to timefrequency domain methods, sign periodogram transform [22] , dual density wavelet transform [23] , Hilbert-Huang transform [24] , Directed Transfer Function [25] have been adopted to extract features from EEG signals. Though the aforementioned methods received certain extend of attention in seizure detection research, neither time domain nor frequency domain method can effectively discriminate epileptic seizure activities from normal events, since both of these methods suffer from linearity and stationarity assumptions and fail to represent highly complex and nonlinear dynamics in EEG signals [26] .
In addition to time, frequency, and time-frequency domainbased features, nonlinear dynamics features extracted from EEG signals have received considerable attention for detecting seizure in recent years. In particular, entropy-based nonlinear analysis has been proved effective and offers accurate detection results in the diagnosis of epilepsy [11] , [27] . Entropy is a group of numerical measures used to represent nonlinear dynamics and randomness of a signal and reflect distinguishable variations between normal and abnormal biomedical signals [28] . Entropy-based features may track the dynamics of the brain activity and detect the presence of nonlinear trends from the signals well. During epileptic seizure, a massive group of neurons in the cerebral cortex suddenly begin to discharge in a highly organized rhythmic pattern [28] . This rhythmic pattern causes a decreased entropy value during epileptic seizures, which indicates a reduction from intra-cortical information flow because epileptic seizures are emergent synchronous states whose dimensionality is reduced compared to non-epileptic activity [29] . Thus, the nonlinearity and the dynamic nature of the EEG signals can be evaluated efficiently using entropy-based features, and the proposed feature extraction method with a consideration of entropy changes could effectively help to improve the performance of epileptic seizure diagnosis. Entropy-related variants have been widely investigated to discriminate abnormal events of different disease types based on biomedical signals [29] , [30] . However, few studies have investigated the performance of entropy ensembles used for seizure detection since each type of entropy measures only represents a specific aspect of signal information. In this study, we present an automatic approach for epileptic seizure events detection in EEG signals by using nonlinear dynamics features extracted by eight different entropy algorithms. The contributions of the study can be divided into three folds. First, discernable entropy-based nonlinear dynamics features are extracted from EEG signals and subjected to systematic assessment to reveal hidden complexities in the signals and provide insights for other similar research. In seizures, a sudden jump in the neural discharge causes an increasing EEG variability, leading to an abrupt change of entropy values of the EEG signals. Thus, using entropy-based features may characterize the EEG signal patterns. Second, we propose a novel scheme for automatic epileptic seizure diagnosis to enable more rapid and accurate diagnosis of seizure. To make the proposed scheme more suitable in clinics, we compared a series of benchmark classification algorithms and chose the best classifier through real clinical studies. Third, systematic comparison between the state-of-the-art methods and our approach is conducted through a well-known public EEG dataset to demonstrate the performance of our proposed model. The results indicate that our proposed method delivers superior diagnostic accuracy, sensitivity, and specificity, which demonstrates as a suitable candidate for applying in clinical environment and in routine diagnostic protocols of epilepsy centers.
The schematic of the proposed automatic epileptic seizure diagnosis system is shown in Fig. 1 . The EEG signals are divided into a training dataset and a testing dataset, which are used to establishing the structure of the FIGURE 1. Schematic of the proposed automatic epileptic seizure diagnosis system. models and evaluating the performance of method. In the training phase, an offline system is used to build a classifier for diagnosis of EEG signal segment in the following steps. First, discrete wavelet transformation (DWT) is applied for EEG signals pre-processing to decompose EEG signals into six sub-band signals. Second, eight different entropy measures, which are representative in entropy ensemble, namely Approximate entropy (ApEn), Spectral entropy (SE), Fuzzy entropy (FE), Sample entropy (SampEn), Permutation entropy (PE), Shannon entropy (ShanEn), Conditional entropy (CondEn), and Corrected conditional entropy (CCE) are extracted from the sub-band signals reconstructed from the detail and approximate coefficients. Third, feature ranking and selection method using one-way analysis of variance (ANOVA) and forward sequential feature selection (FSFS) are applied to select features according to their significance and enhance the performance of the classifier. Finally, significant features and annotations (ictal or interictal) labeled by physicians are used to train the classifier. In the testing phase, characteristic features are extracted from new test samples and all the classifier parameters estimated in the training phase are used to resolve the class label. Classification performance for each classifier is evaluated by measures of accuracy, sensitivity, and specificity.
The remaining sections are organized as follows. Section II describes the dataset used and the detailed framework of the proposed method, including signal pre-processing (DWT), entropy extraction the feature ranking (ANOVA), feature selection (FSFS), classification method (LS-SVM), and performance evaluation measures. Section III states the results, and Section IV provides a discussion. Finally, Section V presents the conclusions.
II. MATERIALS AND METHODS

A. MATERIALS
The EEG dataset employed in this study was obtained from Department of Epileptology, Bonn University, Germany and contain five subsets of EEG segments (labeled as Z, O, N, F, and S) from healthy and epileptic subjects [31] . Each subset contains 100 equal-length segments divided from single-channel EEG recordings, where each segment with duration of 23.6 s contains 4096 sampling points. These single-channel EEG segments were selected and cut out from continuous multichannel EEG recordings after visual inspection for artifacts caused by muscle activity or eye movements. Sets Z and O were recorded from five healthy subjects with eyes closed (Z) and eyes open (O). Set N was recorded from the hippocampal formation of the opposite hemisphere of the brain. Set F was recorded within the epileptogenic zone during a seizure-free interval. Set S was recorded during seizure that only contained ictal activity. All EEG signals were recorded at a sampling rate of 173.61 Hz with a 128-channel amplifier system. The band pass filter of the system was set to 0.53-40 Hz.
Samples from Set S (ictal) and F (interictal) were chosen for our study in two folds. First, the discrimination between ictal and interictal EEG signals addresses the clinical diagnosis procedure of seizure.Second, the morphologies of EEG signals in ictal and interictal statuses are highly similar, which imposes a great difficulty in distinguishing the onsets of seizure events.
B. SIGNAL PRE-PROCESSING
Many signals like EEG having the non-stationary and transient characteristics, in such condition ideally Fourier transform may not be applied directly. In recent years, some advanced artifact removal methods have been widely studied for denoising the EEG signals, such as online recursive ICA (ORICA) [32] , multivariate empirical mode decomposition and canonical correlation analysis (MEMD-CCA) [33] , and independent vector analysis (IVA) [34] . In this study, we applied DWT to denoise the EEG signals. DWT contains a large number of different basis functions, which provides a variety of choices for EEG signals in different states that could match the characteristics of EEG signals during seizure. Through applying DWT, the single-channel EEG signals could be decomposed into several sub-band signals. Then, more features could be extracted from these subband signals, which could improve the accuracy of epilepsy diagnosis. Furthermore, the original EEG dataset has little artifacts because it had been preprocessed when it was collected. Considering the above reasons, we chose the most well accepted DWT algorithm in this section.
Two EEG datasets (S and F) are decomposed into six subband signals through DWT using Daubeches-4 (DB4), leading to a residual signal (a5) and five detail signals (d1-d5). Residual and detail coefficients of the sample EEG epochs taken from datasets S (ictal EEG) and F (interictal EEG) are shown in Fig. 2. and Fig. 3 . The residual signal (a5) represents 0-3 Hz, and the detail signals represent 50-100 Hz (d1), 25-50 Hz (d2), 12-25 Hz (d3), 6-12 Hz (d4), and 3-6 Hz (d5). According to clinical practice, the human EEG rhythms include: δ (< 4 Hz), θ (4-8 Hz), α (8-13 Hz), β (13-30 Hz), γ (> 30 Hz). A pattern could be found from the correspondence between those DB4 bands and EEG rhythm, and that two DB4 bands always cover one EEG rhythm. Thus, we chose DB4 for decomposing EEG signals. The frequency of seizure EEG signals is commonly between 3 and 25 Hz. The frequency of the detail signals d1 and d2 is outside the frequency range of EEG signals during epileptic seizures. According to our previous study [12] , detail signals with 3, 4, and 5 channels could well represent the characteristics of EEG signals during seizures while keeping high real-time performance of the algorithm. Thus, we use the channels 3, 4, and 5 (d3, d4, and d5) to calculate entropy features in the following section.
C. FEATURE EXTRACTION
Entropy is a group of nonlinear measures used to represent complexity and randomness existing in the time series. These nonlinear measures are adopted to describe the dynamics of EEG signals by considering their non-stationary and nonlinear nature. Eight entropy-related features are extracted from each sub-band EEG signal (d3, d4, and d5). A brief description of these entropy algorithms is given in the following sections.
1) APPROXIMATE ENTROPY (ApEn)
ApEn could reliably classify deterministic, chaotic, and stochastic signals in the underlying episodic behavior [35] and reflects the likelihood that similar patterns of observations will not be followed by additional similar observations. A high ApEn value manifests high irregularity in the time series while a low ApEn value indicates a time series with numerous similar patterns. Given a time series X = {x i , i = 1, 2, . . . , N }, where N is the length of the time series, ApEn is computed with several procedures. First, a sequence of m-dimensional phase space vectors with delays is constructed as follows:
where m ∈ Z + and τ ∈ Z + are the embedding dimension and the time delay, respectively. For each i, 1 ≤ i ≤ N − m + 1, the correlation integral C m i (r) can be formed as:
where θ ( ) is the standard Heavyside function [θ (x) = 1 for x > 0, θ (x) = 0, otherwise], r is the tolerance and d(x m (i) , x m (j)) is the distance measure defined by:
we then define ∅ m (r) as (4) for fixed m, r, andτ , ApEn is given by:
Typically, m is chosen as 2 or 3 and r depends greatly on the application. In this study, we choose m = 2, r = 0.2 times the standard deviation of EEG signals, and τ = 1, based on suggestions by Pincus [35] .
2) SPECTRAL ENTROPY (SE)
SE measures the degree of signals' disorder incorporated in the frequency distribution of the power spectrum amplitude components of a signal [36] . When the power of the signals is concentrated on a single frequency, SE is minimum. SE could be mathematically represented as follows:
where f is the frequency, and p f is the power spectral density at frequency f obtained from Fourier transform.
3) FUZZY ENTROPY (FE)
FE estimates ambiguous uncertainties of signals with robustness to noise, which is strongly sensitive to changes in the information content [37] . FE can obtain robust estimates using a short signal. Given a time series X = {x i , i = 1, 2, . . . , N }, where N is the length of the time series, a sequence of m-dimensional phase space vectors can be written as [38] x m (i)
in which x(i) 0 is the average value defined in the following equation:
The distance d m ij between two vectors x m (i) and x m (j), is defined as
The similarity degree D m ij between two vectors x m (i) and x m (j), is defined as
where the fuzzy membership function µ(d m ij , n, r) is an exponential function with a gradient of n and a width of r.
The function ∅ m (n, r) is defined as
x m+1 (i) is formed and the function ∅ m+1 (n, r) is obtained:
Finally, fuzzy entropy for the time series with a sequence length of N can be expressed as
where m is the dimensions of phase space, and r is the similarity tolerance. In this study, we choose m = 2, r = 0.25× the standard deviation of signals [37] .
4) SAMPLE ENTROPY (SampEn)
SampEn is a modification of ApEn and is used to assess the complexity of physiological time series signals and diagnose disease states. SampEn outperforms ApEn with two advantages, namely data length independence and relative troublefree implementation. Specifically, SampEn is defined as [27] :
where A is the total number of vector pairs having d (x m+1 (i) , x m+1 (j)) < r of length (m + 1) and B is the total number of vector pairs having d (x m (i) , x m (j) < r) of length m. In this study, we choose the value of m as 2 [27] .
5) PERMUTATION ENTROPY (PE)
PE is a measure of non-stationary signals based on analysis of permutation patterns. PE measures information based on the occurrence or absence of certain permutation patterns of the value ranking in signals. By applying PE, a given signal is transformed into a series of ordinal patterns. And each pattern describes the sequential relationship between the current and a fixed number of equidistant past values at a given time. PE has the advantages of low computational complexity and robustness against noisy data. To compute the PE for a given time series, we first define the order of permutation k and form the possible patterns π j , j ∈ {1, 2, . . . , k!}. We then calculate the relative frequency of all permutations π j existing in the time series. Finally, PE is calculated from the relative frequency of each permutation order given by the following equation [39] :
where p j is the relative frequency of the permutation pattern π j , and k represents the permutation order (k ≥ 2). In this study, we choose k = 3 [39] .
6) SHANNON ENTROPY (ShanEn)
ShanEn is proposed by Shannon [40] as a part of information theory in the late 1940s. Given a time series X = {x i , i = 1, 2, · · · , N }, ShanEn is defined as [40] :
where p (x i ) is the probability distribution function of X with
7) CONDITIONAL ENTROPY (CondEn)
CondEn quantifies the amount of information required to describe the outcome of a random variable in the case of the value of another known random variable. CondEn might distinguish the difference between periodic patterns and aperiodic dynamics [41] . 
where p m−1 represents the joint probability of the pattern x m−1 (i) and p m|(m−1) denotes the conditional probability of the mth sample of the pattern x m (i) given the previous (m-1) ones. To overcome this limitation, CCE is proposed and given by [42] :
where perc (m) represents the frequency of single points in the m-dimensional phase space and p 1 denotes the joint probability of the pattern Fig. 4 . shows the box plots of eight entropy measures extracted from the d3 coefficients by using the ictal and interictal datasets. For each boxplot, the top and bottom of each rectangular box denote the first and third quantiles, respectively, with the median shown inside the box.
D. FEATURE RANKING AND SELECTION
In this study, we compute 24 features by using eight different entropy algorithms based on three sub-band EEG signals. The feature sets might contain numerous irrelevant features and outliers; hence, one-way ANOVA [43] is first adopted to rank the significance of the 24 features and select the important features of epileptic seizure. F-values of the features are computed using ANOVA with datasets of two groups (ictal and interictal groups). In general, features with higher F-values are more significant to the final classification.
FSFS is further applied to select the most relevant and significant subset of the ranked features [44] . The FSFS forms the optimal feature subset by sequentially selecting features from the ranked 24 features in their order. By adding every new feature to the new subset of features in each step, the misclassification rate of the designed model is observed. When the objective function cannot be further decreased by adding a new feature, the subset of features is considered as the optimal subset. The size of the optimal features subset is smaller than the original features set, thereby reducing the possibility of overfitting and improving the generalization ability of the classifiers. In this study, the optimal feature set only contains the top 18 features. 
E. CLASSIFICATION AND CROSS VALIDATION 1) LEAST SQUARES SUPPORT VECTOR MACHINE (LS-SVM)
After applying ANOVA and FSFS, the optimal feature subset is subjected to LS-SVM to classify ictal and interictal epochs. Support vector machine (SVM) is a widely used machine technique in classification task due to its robustness and satisfactory performance. However, classic SVM has been criticized for high computational burden with regards to the convex quadratic optimization objective. Therefore, LS-SVM is proposed to overcome this limitation by solving a set of linear equations instead of a quadratic programming problem, which minimizes the classification error by locating an optimal separating hyperplane.
Given a training set {x i , y i } N i=1 of N data points, x i ∈ R n is the ith input features and y i ∈ Z is the class label of ith observation, where y i ∈ {−1, +1}. The decision function of the LS-SVM classifier is formulated as f (x) = ω T ϕ (x i )+β, which satisfies the following conditions [45] :
which is equivalent to
where ϕ ( ) is the nonlinear function that maps the input space into a higher dimensional space, ω = {ω 1 , ω 2 , · · · · · · , ω n is the coefficient vector, and β is the intercept of a real constant. For linearly non-separate cases, we optimize the following optimization problem [45] :
where γ is the regularization parameter, and e = {e i } N i=1 is the vector of slack variables that are needed to allow misclassifications. The Lagrangian transformation can be further defined for the above optimization problem as:
where α = {α i ∈ R, i = 1, 2, . . . , N }is the Lagrangian multiplier.
The conditions for the optimality are given by:
After elimination of ω and e, we can obtain the solution Mercer's condition is applied within = ZZ T with
where K x i , x j : R n → R n h is the kernel function that calculates the hyper-dimensional distance between x i and x j . The mathematical representation of the LS-SVM classifier is constructed as follows:
Several possible kernels K (., .) include linear kernel, polynomial kernel, multilayer perceptron (MLP) kernel and radial basis function (RBF) kernel. This study uses the RBF kernel, which has been approved to produce the best results in seizure detection [12] . The mathematical representation of the RBF kernel is as follows:
where σ is a free parameter.
2) BENCHMARK ALGORITHMS FOR COMPARATIVE ANALYSIS
We use several benchmark algorithms with their standard implementations and compare their performance to that of LS-SVM.
• K-Nearest Neighbors (KNN): KNN is an instance-based classifier where a new instance is classified according to the nearest training samples present in the feature space [46] . The new observation is assigned to a class that is closest among its K neighbors. In this study, we select K = 2.
• Logistic Regression (LR): LR maps the weighted linear combination of eigenvalues to real values between 0 and 1 interpreted as probabilities by using the logistic function [47] . By setting the threshold value and determining the output of logistic regression is greater or less than the threshold to execute binary classification.
• Linear Discriminant Analysis (LDA): LDA is used to construct a linear classification model which creates a linear boundary between two groups [48] . LDA is very popular because its linearity enables easy estimation of the posterior probability for each group.
• Naive Bayes Classifier (NB): NB is a probabilistic classifier based on Bayes theorem with the assumption that the predictor variables are independent random variables [46] . The NB classifier is capable of computing probabilities required by the Bayes formula from even a small training dataset [28] .
• Random forest (RF): RF is a bagging technique that combines the performance of numerous decision tree algorithms for classification or regression [49] . When a new instance comes, RF ensembles K classification trees and classifies the results by majority voting or average policy for a given training area.
3) K -FOLD CROSS VALIDATION
In order to avoid possible overfitting of the model and obtain a reliable performance of the proposed model, We apply k-fold cross validation (CV) technique to all the classifiers [50] . The entire dataset testing is randomly divided into k folds of equal size. For each fold, the k − 1 subsets are applied for training and the remaining one subset is applied for testing. This process is repeated for k − 1 more times. The overall performance of each classifier is evaluated by calculating the average result of k folds. In this study, we select k = 10 [50]. 
F. PERFORMANCE EVALUATION
Three indices, namely, accuracy, sensitivity and specificity, are selected for performance evaluation of the models. The formulas for calculation are defined as follows:
where FN (False Negative) represents the number of seizure epochs incorrectly detected as non-seizure, TP (True Positive) represents the number of seizure epochs correctly detected as seizure, FP (False Positive) represents the number of non-seizure epochs incorrectly detected as seizure, and TN (True Negative) represents the number of non-seizure epochs correctly detected as non-seizure.
III. RESULTS
The proposed method was validated using EEG signals of ictal and interictal groups (sets F and S), with a total of 200 segments and each group accounting for 50% of the total sample size. First, the ictal and interictal EEG signals were decomposed into an residual signal and five detail signals by applying DB4, which are shown in Fig. 2 . and Fig. 3 . Subsequently, eight different entropy features were extracted from each sub-band EEG signal (d3, d4, and d5); ANOVA and FSFS were then conducted to rank and select the optimal features set from the 24 entropy features. Finally, an optimal feature set containing only the top 18 features was fed into six different classifiers to diagnose epileptic seizures. Benchmark algorithms with their standard implementations were compared with LS-SVM, and the performances of these classifiers were investigated in this section. The testing accuracy, sensitivity, and specificity for each classifier are tabulated in Table 1 . The experimental results indicate that the detection accuracies are 99.50%, 97.90%, 99.00%, 99.00%, 91.00%, and 97.00% when using LS-SVM, KNN, LR, LDA, NB, and RF models, respectively. Except for NB, all the other classifiers exhibit satisfactory performance, with accuracy exceeding 97.00%, which demonstrates that the features extracted based on nonlinear dynamics entropy are effective for seizure detection. Furthermore, LS-SVM provides the best performance, with an accuracy of 99.50%, a sensitivity of 100.00%, and a specificity of 99.40%.
IV. DISCUSSION A. COMPUTATION SPEED TO CALCULATE THE ENTROPY FEATURES
An optimal feature set containing the top 18 entropy features was selected from the total 24 entropy features after applying the one-way ANOVA and FSFS. In this section, the selected 18 entropy features extracted from interical and ictal EEG signals are further investigated in computation speed. In this study, all the implementations of the proposed seizure-detection algorithm were done using MATLAB 9.4 and a common personal computer: Intel Core i5-7400, CPU 3.00 GHz, and 8.00 GB of RAM.
The average total calculation time of these selected 18 entropy features for a single-channel EEG epoch (including 4096 sampling points) was ∼1.213 s, which allows the real-time diagnosis of epileptic seizure. The run time can be further reduced by employing low-level programming languages such as C/C++, more powerful processors, as well as multiprocessing techniques.
B. COMPARISON WITH EXISTING STATE-OF-THE-ART WORK
The performance of the proposed seizure diagnosis method was compared with four other existing state-of-the-art methods [9] , [51] - [53] using the same dataset. As shown in Table 2 , the proposed method shows superior performance with the highest accuracy, competitive sensitivity and specificity over the state-of-the-art methods.
C. COMPARISON OF DIFFERENT LENGTHS OF THE EEG SIGNAL SEGMENT
To realize real-time online diagnosis, we constructed windows with different time lengths by resampling the original signals. Five windows were formed by using 4096, 2048, 1024, 512, and 256 sampling points, respectively, to divide each original EEG segment into 1, 2, 4, 8, or 16 short segments. For each window, the performance of the proposed method was evaluated (Table 3) . From Table 3 , we can see that the classification accuracy, sensitivity, and specificity increase with increasing signal length (number of sampling points). It is worth pointing out that the performance of the proposed method remains robust even for short detection length, which is suitable for clinical applications.
V. CONCLUSIONS
In this study, we developed an automatic epileptic seizure diagnosis method coupled with different nonlinear dynamics entropy features in EEG signals. Our proposed method provides a compact seizure diagnosis tool by employing DWT, eight entropies, ANOVA, FSFS, and LS-SVM to discriminate ictal and interictal states of EEG signals. The performance of the proposed approach was compared with traditional machine learning models and state-of-the-art approaches. The comparison showed that our approach achieved superior performance in terms of classification accuracy, sensitivity, and specificity. The automatic epileptic seizure diagnosis system can be deployed in hospitals to assist clinicians in accurate diagnosis of seizures, which would reduce the burden of clinicians in detecting seizures. Importantly, our proposed method can be employed to diagnose related carious abnormalities and disorders using other biomedical signals such electromyogram (EMG), electrocardiogram (ECG), and magnetoencephalogram (MEG). In the future, the proposed method will be validated using a larger dataset with more epileptic patients to improve the generalization ability.
