Let Γ be a Coxeter graph, let (W, S) be its associated Coxeter system, and let (A, Σ) be its associated Artin-Tits system. We regard W as a reflection group acting on a real vector space V . Let I be the Tits cone, and let E Γ be the complement in I + iV of the reflecting hyperplanes. Recall that Charney, Davis, and Salvetti have constructed a simplicial complex Ω(Γ) having the same homotopy type as E Γ . We observe that, if T ⊂ S, then Ω(Γ T ) naturally embeds into Ω(Γ). We prove that this embedding admits a retraction π T : Ω(Γ) → Ω(Γ T ), and we deduce several topological and combinatorial results on parabolic subgroups of A. From a family S of subsets of S having certain properties, we construct a cube complex Φ, we show that Φ has the same homotopy type as the universal cover of E Γ , and we prove that Φ is CAT(0) if and only if S is a flag complex. We say that X ⊂ S is free of infinity if Γ X has no edge labeled by ∞. We show that, if E ΓX is aspherical and A X has a solution to the word problem for all X ⊂ S free of infinity, then E Γ is aspherical and A has a solution to the word problem. We apply these results to the virtual braid group V B n . In particular, we give a solution to the word problem in V B n , and we prove that the virtual cohomological dimension of V B n is n − 1.
Introduction
We start with some basic definitions on Coxeter groups and Artin-Tits groups. Let S be a finite set. A Coxeter matrix over S is a square matrix M = (m s,t ) s,t∈S indexed by the elements of S, such that m s,s = 1 for all s ∈ S, and m s,t = m t,s ∈ {2, 3, 4, . . . , ∞} for all s, t ∈ S, s = t. Such a Coxeter matrix is usually represented by its Coxeter graph, denoted Γ. This is a labeled graph whose set of vertices is S, where two vertices s and t are joined by an edge if m s,t ≥ 3, and where this edge is labeled by m s,t if m s,t ≥ 4.
The Coxeter system of Γ is the pair (W, S) = (W Γ , S), where W is the group W = S s 2 = 1 for all s ∈ S (st) ms,t = 1 for all s, t ∈ S, s = t, and m s,t = ∞ .
The group W is called the Coxeter group of Γ.
If a, b are two letters and m is an integer greater or equal to 2, we set prod(a, b : m) = (ab)
if m is even, and prod(a, b : m) = (ab) m−1 2 a if m is odd. We take Σ = {σ s ; s ∈ S}, a set in one-to-one correspondence with S. The Artin-Tits system of Γ is the pair (A, Σ) = (A Γ , Σ), where A is the group A = Σ | prod(σ s , σ t : m s,t ) = prod(σ t , σ s : m s,t ) for s, t ∈ S, s = t, and m s,t = ∞ .
The group A is called the Artin-Tits group of Γ.
The map Σ → S which sends σ s to s for all s ∈ S induces an epimorphism θ : A → W . The kernel of θ is called the colored Artin-Tits group of Γ and is denoted by CA = CA Γ . On the other hand, θ : A → W has a "natural" set-section τ : W → A defined as follows. Let w ∈ W . Let w = s 1 s 2 · · · s l be a reduced expression for w. Then τ (w) = σ s 1 σ s 2 · · · σ s l . Tits' solution to the word problem for Coxeter groups (see [40] ) implies that the definition of τ (w) does not depend on the choice of the reduced expression.
The Coxeter group W has a faithful linear representation W ֒→ GL(V ), called canonical representation, where V is a real vector space of dimension |S|. The group W , viewed as a subgroup of GL(V ), is generated by reflections, and acts properly discontinuously on an convex open cone I, called Tits cone (see [10] ). The set of reflections in W is R = {wsw −1 ; s ∈ S and w ∈ W }, and W acts freely and properly discontinuously on I \ (∪ r∈R H r ), where, for r ∈ R, H r denotes the hyperplane of V fixed by r. Set
This is a connected manifold of dimension 2|S| on which the group W acts freely and properly discontinuously. One of the main result in the subject is the following.
Theorem (Van der Lek [35] ). π 1 (E Γ ) = CA Γ , π 1 (E Γ /W ) = A Γ , and the exact sequence associated to the regular cover E Γ → E Γ /W is 1 → CA Γ → A Γ → W → 1.
type K(π, 1) (see [23] ). They are also of importance in the study of other sorts of Artin-Tits groups.
For X ⊂ S, set M X = (m s,t ) s,t∈X , denote by Γ X the Coxeter graph of M X , by W X the subgroup of W = W Γ generated by X, set Σ X = {σ s ; s ∈ X}, and denote by A X the subgroup of A = A Γ generated by Σ X . By [10] , the pair (W X , X) is a Coxeter system of Γ X , and, by [35] , the pair (A X , Σ X ) is an Artin-Tits system of Γ X . A new proof of this last result will be given in Section 2. The subgroup W X is called standard parabolic subgroup of W , and A X is called standard parabolic subgroup of A.
Two families of subsets of S will play a major role in the paper. The first family, denoted by S f , is made of the subsets X ⊂ S such that W X is finite. For X ⊂ S, we say that Γ X is free of infinity if m s,t = ∞ for all s, t ∈ X. The second family, denoted by S <∞ , is made of the subsets X ⊂ S such that Γ X is free of infinity. Note that S f ⊂ S <∞ .
We say that Γ (or A Γ ) is of FC type if S f = S <∞ . In other words, Γ is of FC type if S f , viewed as an abstract simplicial complex over S, is a flag complex (note that FC stands for "flag complex"). FC type Artin-Tits groups form another family of extensively studied Artin-Tits groups. One of the main results concerning this family is about a cube complex Φ = Φ(Γ, S f ) constructed by Charney and Davis in [19] : it is proved in [19] that Φ has always the same homotopy type as the universal cover of E Γ , and that Φ endowed with its cubical structure is CAT(0) if and only if Γ is of FC type. It is well-known that CAT(0) metric spaces are contractible (see [12] ), thus this implies that FC type Artin-Tits groups are of type K(π, 1). The cubical structure on Φ is also used by Altobelli and Charney [4] to solve the word problem in FC type Artin-Tits groups.
We say that a family S of subsets of S is complete and K(π, 1) if (1) S is closed under inclusion (that is, if X ∈ S and Y ⊂ X, then Y ∈ S), (2) Γ X is of type K(π, 1) for all X ∈ S, (3) S f ⊂ S. The starting idea in the present paper consists on replacing the family S f in the study of Charney and Davis by a complete and K(π, 1) family. To such a family S we associate a cube complex Φ = Φ(Γ, S), we prove that Φ has always the same homotopy type as the universal cover of E Γ , and we show that Φ is CAT(0) if and only if S, viewed as an abstract simplicial complex over S, is a flag complex.
If Γ X is of type K(π, 1) for all X ∈ S <∞ , then S <∞ is complete and K(π, 1) and is a flag complex. Reciprocally, if S is a complete and K(π, 1) family and is a flag complex, then S <∞ ⊂ S and Γ X is of type K(π, 1) for all X ∈ S <∞ (this is explained in more details in Section 4). So, the study of the families of subsets of S that are complete and K(π, 1) and that are flag complexes can be restricted without lost of generality to the study of S <∞ under the assumption that Γ X is of type K(π, 1) for all X ∈ S <∞ .
In Section 5 we assume that Γ X is of type K(π, 1) and A X has a solution to the word problem for all X ∈ S <∞ , and we use the geometry of Φ = Φ(Γ, S <∞ ) to solve the word problem in A.
In the last section we apply the previous results to the virtual braid group V B n . It is known that V B n is a semi-direct product V B n = K n ⋊ S n of an Artin-Tits group K n with the symmetric group S n (see [38] , [8] ). Let Γ V B,n denote the Coxeter graph of K n and let S <∞ be the set of subsets X ⊂ S such that (Γ V B,n ) X is free of infinity. We prove that (Γ V B,n ) X is of type K(π, 1) and (K n ) X has a solution to the word problem for all X ∈ S <∞ . We deduce that the cohomological dimension of K n is n − 1, the virtual cohomological dimension of V B n is n − 1, and V B n has a solution to the word problem.
Although our work is inspired by [19] and [4] , most of our proofs are different. For some results we prefer to provide new proofs that we think are simpler. However, for other results, the proofs in [19] and/or in [4] cannot be extended because they are based on results on spherical type Artin-Tits groups that are wrong for the other Artin-Tits groups. To overcome this problem we develop new tools in Section 2.
In Section 2 we start with a simplicial complex Ω = Ω(Γ), introduced by Charney and Davis [20] and, independently, by Salvetti [39] , which has the same homotopy type as E = E Γ . If T ⊂ S, then Ω(Γ T ) embeds in a natural way into Ω(Γ). The main tool of this paper, proved at the beginning of Section 2, is the following.
The study of this retraction gives rise to some results on standard parabolic subgroups of A Γ . Firstly, a straightforward consequence of the existence of this retraction is the following result, which, curiously, was unknown before: if T ⊂ S and Γ is of type K(π, 1), then Γ T is also of type K(π, 1) (see Corollary 2.4). We also give new proofs of some known results by Van der Lek [35] : for T ⊂ S, (A T , Σ T ) is an Artin-Tits system of Γ T , and, for R, T ⊂ S, we have A R ∩ A T = A R∩T (see Theorem 2.5). Finally, under the assumption that A has a solution to the word problem, we give an algorithm which, given T ⊂ S, α ∈ A, and a word ω ∈ (Σ ⊔ Σ −1 ) * which represents α, decides whether α ∈ A T , and, if yes, determines a word κ T (ω) ∈ (Σ T ⊔ Σ −1 T ) * which represents α (see Proposition 2.7).
The paper is organized as follows. In Section 2 we study the retraction π T : Ω(Γ) → Ω(Γ T ) and its different applications. In Section 3 we define the complex Φ = Φ(Γ, S) and prove that, if S is a complete and K(π, 1) family of subsets of S, then Φ has the same homotopy type as the universal cover of E Γ (Theorem 3.1). In Section 4 we define a cubical structure on Φ and we show that Φ is a CAT(0) cube complex if and only if S is a flag complex (Theorem 4.2). In Section 5 we prove that the group A Γ has a solution to the word problem if Γ X is of type K(π, 1) and A X has a solution to the word problem for all X ∈ S <∞ (Theorem 5.6). In Section 6 we apply the previous results to the virtual braid groups.
Topology and combinatorics of parabolic subgroups
We keep the notations of Section 1. So, Γ is a Coxeter graph, (W, S) is the Coxeter system of Γ, and (A, Σ) = (A Γ , Σ) is the Artin-Tits system of Γ. We assume W to be embedded into GL(V ) via the canonical representation, where V is a real vector space of dimension |S|. Let I be the Tits cone (see [10] for the definition), let R = {wsw −1 ; s ∈ S and w ∈ W } be the set of reflections in W , and let
where, for r ∈ R, H r denotes the hyperplane of V fixed by r. Recall that, by [35] , CA is the fundamental group of E and A = A Γ is the fundamental group of E/W . Define the length of an element w ∈ W to be the shortest length of a word on S representing w. It will be denoted by lg(w). Let X, Y be two subsets of S, and let w ∈ W . We say that w is (X, Y )-reduced if it is of minimal length among the elements of the double-coset W X wW Y . On the other hand, recall that S f denotes the set of X ⊂ S such that W X is finite. We define a relation ≤ on W × S f by:
It is easily checked that ≤ is an order relation. The chains in W × S f form an (abstract) simplicial complex called derived complex of W × S f and denoted by (W × S f ) ′ . The geometric realization of (W × S f ) ′ is the Charney-Davis-Salvetti complex. It will be denoted by Ω = Ω(Γ). As mentioned before, this complex has been introduced by Charney and Davis in [20] , and independently by Salvetti in [39] (Salvetti's construction is for spherical type Artin-Tits groups, but it can be easily extended to the general case).
Theorem 2.1 (Charney, Davis [20] , Salvetti [39] ). There exists a homotopy equivalence Ω → E which is equivariant under the action of W , and which induces a homotopy equivalence
The main result of the present section, which will be also the main tool in the remainder of the paper, is the following. Theorem 2.2.
1. Let T be a subset of S. Then the embedding Ω(Γ T ) ֒→ Ω(Γ) admits a retraction π T : Ω(Γ) → Ω(Γ T ) which is equivariant under the action of W T .
2. Let R and T be two subsets of S. Then the restriction of π T to Ω(Γ R ) coincides with
The following lemma is a preliminary to the proof of Theorem 2.2. It is well-known and widely used in the study of Coxeter groups. It can be found, for instance, in the exercises of [10, Chap. 4] .
Lemma 2.3.
1. Let X, Y be two subsets of S and let w ∈ W . Then there exists a unique (X, Y )-reduced element lying in the double coset W X wW Y .
2. Let X ⊂ S and w ∈ W . Then w is (∅, X)-reduced if and only if lg(ws) > lg(w) for all s ∈ X, and lg(ws) > lg(w) for all s ∈ X if and only if lg(wu) = lg(w) + lg(u) for all u ∈ W X .
3. Let X ⊂ S and w ∈ W . Then w is (X, ∅)-reduced if and only if lg(sw) > lg(w) for all s ∈ X, and lg(sw) > lg(w) for all s ∈ X if and only if lg(uw) = lg(u) + lg(w) for all u ∈ W X .
Proof of Theorem 2.2. In order to prove the first part, it suffices to determine a set-map
which satisfies the following properties.
•
We obviously have π T (u, X) = (u, X) for all (u, X) ∈ W T × S f T , and π T is equivariant under the action of W T . So, it remains to show that, if (u, X),
and w is (∅, X)-reduced. We should show that X 0 ⊂ Y 0 , w 0 ∈ W Y 0 , and w 0 is (∅, X 0 )-reduced. We argue by induction on the length of w. It is easily shown that, if w = 1, then u 0 = v 0 and X 0 ⊂ Y 0 , hence π T (u, X) ≤ π T (v, Y ). So, we can assume that lg(w) ≥ 1 plus the inductive hypothesis.
We write w = sw ′ , where s ∈ Y , w ′ ∈ W Y , and lg(w ′ ) = lg(w) − 1.
On the other hand, by Lemma 2.3, there exists t ∈ T such that lg(tv 1 s) < lg(v 1 s). We also have lg(tv 1 ) > lg(v 1 ) because v 1 is (T, ∅)-reduced. By the exchange condition (see [16] , Page 47), these inequalities imply that tv 1 = v 1 s. Then we have
. It remains to show that w 0 is (∅, X 0 )-reduced. Suppose not. Then we have lg(w 0 ) = lg(tw ′ 0 ) > lg(w ′ 0 ), otherwise w 0 would be (∅, X 0 )-reduced because w ′ 0 is. On the other hand, by Lemma 2.3,
By the exchange condition, it follows that tw ′ 0 = w ′ 0 x = w 0 . Thus:
This contradicts the fact that w is (∅, X)-reduced (recall that lg(w ′ ) < lg(w)). So, w 0 is (∅, X 0 )-reduced and, therefore,
In order to prove the second part of the theorem, it suffices to show that the restriction of
This shows that π R∩T (u, X) = (u 0 , X 0 ). Theorem 2.2 immediately implies the following, which, curiously, was unknown before. 2. Let R and T be two subsets of S.
Proof. Let T be a subset of S. We have the following commutative diagram, where the lines are exact sequences.
The homomorphism CA Γ T → CA Γ is injective by Theorem 2.2, and the homomorphism W Γ T → W Γ is injective by [10] . We conclude by the five lemma that the homomorphism A Γ T → A Γ is injective, too.
For a subset T ⊂ S we set CA T = CA ∩ A T . Clearly, CA T is the colored Artin-Tits group of Γ T . Let R and T be two subsets of S. In order to prove the second part of the theorem, it suffices to show the inclusion
. By construction, we have α 0 ∈ A R∩T . Let β = αα −1 0 . We have β ∈ CA and β ∈ A R ∩ A T , thus β ∈ CA R ∩ CA T . We have π T * (β) = β since β ∈ CA T . On the other hand, by Theorem 2.2, π T * (β) = π R∩T * (β) ∈ CA R∩T since β ∈ CA R . Thus β ∈ CA R∩T , therefore α = βα 0 ∈ A R∩T .
We turn now to combinatorial questions on Artin-Tits groups, and, more precisely, on parabolic subgroups of Artin-Tits groups. Our goal for the remainder of the section is to show that there exists an algorithm which, given a subset T ⊂ S and a word ω ∈ (Σ ⊔ Σ −1 ) * , decides whether the element of A represented by ω belongs to A T , and, if yes, determines an expression κ T (ω) of this element in (Σ T ⊔ Σ −1 T ) * (we will need, of course, to assume that A has a solution to the word problem). We start with an explicit calculation of the homomorphism π T : CA → CA T induced by the map π T : Ω(Γ) → Ω(Γ T ). (Note that, from now on, in order to avoid unwieldy notations, we use the same notation for the map Ω(Γ) → Ω(Γ T ) as for the induced homomorphism CA → CA T .)
For w ∈ W and s ∈ S such that lg(ws) > lg(w), we set
where τ : W → A is the set-section of θ : A → W defined in Section 1. It is easily seen that δ(w, s) ∈ CA for all w ∈ W and s ∈ S such that lg(ws) > lg(w), and that the set {δ(w, s); w ∈ W, s ∈ S, and lg(ws) > lg(w)} generates CA. Moreover, there exists an algorithm which, given an element α ∈ CA and an expression ω ∈ (Σ ⊔ Σ −1 ) * of α, determines w 1 , . . . , w m ∈ W , t 1 , . . . , t m ∈ S, and µ 1 , . . . , µ m ∈ {±1}, such that lg(w i t i ) > lg(w i ) for all 1 ≤ i ≤ m, and
The proof of this last fact is left to the reader.
Let Υ be an abstract simplicial complex. A combinatorial path in Υ is defined to be a sequence
. . , v n ) be a combinatorial path in Υ. Let a i be the edge in the geometric realization |Υ| which links v i−1 to v i and to which we attribute an orientation from v i−1 to v i . Then |γ| = a 1 a 2 · · · a n is a path in |Υ| from v 0 to v n . It is called the geometric realization of γ.
We denote by p : Ω → Ω/W the natural projection. We set x 0 = (1, ∅) ∈ Ω andx 0 = p(x 0 ). For all s ∈ S we define the combinatorial path
It is easily deduced from [20] and [39] that the natural isomorphism
Lemma 2.6. Let T be a subset of S. Let w ∈ W and s ∈ S such that lg(ws) > lg(w).
Proof. For w ∈ W and s ∈ S we denote by γ(w, s) the combinatorial path γ(w, s) = ((w, ∅), (w, {s}), (ws, ∅)) .
Note that γ(w, s) = w · γ s . In order to avoid unwieldy notations, we will still denote by γ(w, s) the geometric realization of γ(w, s). We start calculating π T (γ(w, s)) and π T (γ(ws, s)), under the assumption that lg(ws) > lg(w). Write w = w 0 w 1 , where w 0 ∈ W T and w 1 is (T, ∅)-reduced.
We have two cases, depending on whether w 1 s is (T, ∅)-reduced or not.
1 ∈ T , otherwise it would exist t ∈ T such that w 1 s = tw 1 , and this would mean that w 1 s is not (T, ∅)-reduced. It follows that
Suppose that w 1 s is not (T, ∅)-reduced. Then there exists t ∈ T such that lg(tw 1 s) < lg(w 1 s). Furthermore, we have lg(w 1 s) > lg(w 1 ) and lg(tw 1 ) > lg(w 1 ) (since w 1 is (T, ∅)-reduced), thus
So, π T (γ(w, s)) = γ(w 0 , t) and π T (γ(ws, s)) = γ(w 0 t, t) .
Now, we assume that lg(ws) > lg(w), and we calculate π T (δ(w, s)). Write w = w 0 w 1 , where w 0 ∈ W T and w 1 is (T, ∅)-reduced. Let w 0 = s 1 · · · s r be a reduced form for w 0 , and let w 1 = s r+1 · · · s n be a reduced form for w 1 . For 0 ≤ i ≤ n we set u i = s 1 · · · s i . By the above, we have
where cst (w 0 ,∅) denotes the constant path on (w 0 , ∅). On the other hand,
Suppose that w 1 s is not (T, ∅)-reduced. As shown before, there exists t ∈ T such that w 1 s = tw 1 . Then, by the above,
There is an algorithm which, given w ∈ W , determines w 0 , w 1 ∈ W such that w = w 0 w 1 , w 0 ∈ W T , and w 1 is (T, ∅)-reduced. In particular, this algorithm decides whether w is (T, ∅)-reduced or not. There is also an algorithm which, given w 1 ∈ W and s ∈ S such that w 1 is (T, ∅)-reduced and w 1 s is not (T, ∅)-reduced, determines t ∈ T such that w 1 s = tw 1 . These algorithms can be easily derived from the classical combinatorial theory of Coxeter groups (see [1] , [10] , [16] , or [22] , for instance). By Lemma 2.6, it follows that there exists an algorithm which, given α ∈ CA, a word ω ∈ (Σ⊔Σ −1 ) * which represents α, and a subset T ⊂ S, determines a wordπ
T ) * which represents π T (α). Thanks to this, we can now prove the following.
Proposition 2.7. Assume that A has a solution to the word problem. Then there exists an algorithm which, given α ∈ A, a word ω ∈ (Σ ⊔ Σ −1 ) * which represents α, and T ⊂ S, decides whether α ∈ A T and, if yes, determines a word
Proof. Set w = θ(α). If w ∈ W T , then α ∈ A T . So, we can assume that w ∈ W T . Recall that there exists an algorithm which determines a reduced form w = s 1 · · · s n for w (see [16] for example). Furthermore, we have w ∈ W T if and only if
We have α ∈ A T if and only if β ∈ CA ∩ A T = CA T , we have β ∈ CA T if and only if π T (β) = β, and we have π T (β) = β if and only ifπ T (ωτ (w) −1 ) and ωτ (w) −1 represent the same element in A. Applying a solution to the word problem in A, we can check whetherπ T (ωτ (w) −1 ) and ωτ (w) −1 represent the same element in A. Moreover, if they represent the same element, then
T ) * which represents α.
Charney-Davis-Deligne Complex
The main tool in the study of the K(π, 1) problem in [19] is a simplicial complex (which admits a cubical structure, but this will be seen later) having the same homotopy type as the universal cover of the space E defined in Section 1. This complex is a CAT(0) cube complex if (and only if) the Coxeter graph is of FC type. It is also CAT(0) if the Coxeter graph is so-called of dimension 2, but with a metric different from its cubical metric. By standard arguments, in both cases, the existence of a CAT(0) metric on Φ implies that Φ is contractible and, therefore, that E is an Eilenberg MacLane space. This complex is defined as follows.
Recall that S f denotes the set of X ⊂ S such that W X is finite. We denote by A = A(Γ, S f ) the set of cosets αA X with α ∈ A and X ∈ S f , which we order by inclusion. Then the CharneyDavis-Deligne complex is Φ = Φ(Γ, S f ) = |A ′ |, the geometric realization of the derived complex of A.
In order to prove that Φ has the same homotopy type as the universal cover of E, Charney and Davis strongly use some Deligne's result [23] which says that all spherical type Coxeter graphs are of type K(π, 1). Our idea in the present section is to construct such a space Φ replacing the family S f by some family S of subsets of S satisfying: (1) If X ∈ S and Y ⊂ X, then Y ∈ S, (2) Γ X is of type K(π, 1) for all X ∈ S. For some technical reason, we should also add the condition: (3) X ∈ S if Γ X is of spherical type (otherwise our space Φ would not have the same homotopy type as the universal cover of E). A family S of subsets of S which satisfy (1), (2) and (3) will be called complete and K(π, 1).
Let S be a complete and K(π, 1) family of subsets of S. We denote by A = A(Γ, S) the set of cosets αA X with α ∈ A and X ∈ S, which we order by inclusion. Then the Charney-DavisDeligne complex relative to S is Φ = Φ(Γ, S) = |A ′ |, the geometric realization of the derived complex of A. The main result of the present section is the following.
Theorem 3.1. Let S be a complete and K(π, 1) family of subsets of S. Then Φ = Φ(Γ, S) has the same homotopy type as the universal cover of Ω = Ω(Γ).
Our proof of Theorem 3.1 is independent from the proof of Charney and Davis (see [19] ) for the case S = S f . Actually, we do not know how to extend the proof of Charney and Davis to the general case.
We start with the description of the universal cover of Ω. We define a relation ≤ on A × S f by: (α, X) ≤ (β, Y ) if X ⊂ Y and β −1 α is of the form β −1 α = τ (w), where w ∈ W Y and w is (∅, X)-reduced. It is easily verified that this relation is an order relation. Then we denote bỹ Ω =Ω(Γ) the geometric realization of the derived complex of (A × S f , ≤).
Lemma 3.2. We haveΩ/CA = Ω. In particular, since π 1 (Ω) = CA,Ω is the universal cover of Ω.
Proof. Observe that the quotient of A × S f by CA is equal to W × S f as a set. Let p : (A × S f ) → (W × S f ) be the quotient map. Then, in order to show the equalityΩ/CA = Ω, it suffices to prove the following three claims.
The proofs of these three claims are left to the reader. Now, the proof of Theorem 3.1 is a direct application toΩ of the following result. This is a straightforward and well-known consequence of some Weil's classical result (see [41] ).
Theorem 3.3. Let Υ be a simplicial complex. Let U be a family of simplicial subcomplexes of Υ satisfying the following properties.
• ∪ U ∈U U = Υ.
• For all x ∈ Υ, the set of U ∈ U such that x ∈ U is finite (we say that U is locally finite).
• Every U ∈ U is contractible.
We order U by the inclusion, and we denote by Φ = |U ′ | the geometric realization of the derived complex of U . Then Φ has the same homotopy type as Υ.
Proof of Theorem 3.1. Let Υ be a simplicial complex, and let X be a set of vertices of Υ. Then the full subcomplex of Υ generated by X is defined to be the simplicial complex over X formed by all the simplices of Υ having their vertices in X.
Let X ∈ S. The inclusion A X × S f X ֒→ A × S f induces an embeddingΩ(Γ X ) ֒→Ω. Let α ∈ A and X ∈ S. To the coset αA X one can associate the subcomplex U (αA X ) = αΩ(Γ X ) ofΩ. Note that U (αA X ) is the full subcomplex ofΩ generated by αA X × S f X . In particular, the definition of U (αA X ) does not depend on the choice of α ∈ αA X , and we have U (αA X ) = U (βA Y ) if and only if αA X = βA Y . Now, in order to apply Theorem 3.3, we need to show the following:
is finite.
We start proving (1) . Observe that, if X is a subset of S, then
is the full subcomplex generated by αA X ×S f X and U (βA Y ) is the full subcomplex generated by
The set of vertices of U (αA X ) being αA X × S f X and the set of vertices of
Finally, the hypothesis "S is complete and K(π, 1)" implies that U (αA X ) = αΩ(Γ X ) is contractible for every coset αA X ∈ A.
Cubical
we denote byx the corresponding point inγ i . We say that the triangle T is CAT(0) if, for every pair x, y of points in T , the distance between x and y is less or equal to the distance betweenx andȳ. A geodesic metric space (E, d) is called CAT(0) if all its triangles are CAT(0). The study of CAT(0) spaces and the discrete groups acting on them is an active domain in mathematics. We refer to [12] for a complete and detailed account on this theory. We just recall here that CAT(0) spaces are contractible.
A cube complex is a polyhedral cell complex E such that each cell is isometric to some standard cube [0, 1] n in a Euclidean space, and such that the gluing maps are isometries. We should specify here that E must be regular, in the sense that two different facets of a cube cannot be glued together. If the dimension of the cubes is bounded, then such a space is a complete geodesic metric space (see [11] ).
Let E be a cube complex, and let v be a vertex of E. The link of E in v is the set link(v, E) = {x ∈ E; d(v, x) = ε} of points in E at distance ε from v, where ε is a real number strictly less than 1 2 . The cellular decomposition of E induces a cellular decomposition of link(v, E), where each cell is naturally a simplex, but this decomposition is not necessarily a triangulation (in the sense that this is not necessarily a simplicial complex). For example, if we glue two squares along their boundaries, then the link of the space at any vertex is not a simplicial complex. We say that E is locally regular if link(v, E) is a simplicial complex for every vertex v of E.
Let E be a locally regular cube complex, and let v be a vertex of E. Then link(v, E) is the geometric realization of an abstract simplicial complex Link(v, E) defined as follows. (1) The vertices of Link(v, E) are the vertices u of E such that [u, v] is an edge of E; (2) {u 0 , . . . , u p } is a simplex of Link(v, E) if there exists a cube (cell) in E containing {v, u 0 , u 1 , . . . , u p } in its set of vertices.
Let Υ be an (abstract) simplicial complex, and let V be its set of vertices. A subset ∆ of V is called a presimplex if {u, v} is an edge (i.e. a 1-simplex) for all u, v ∈ ∆, u = v. We say that Υ is a flag complex if every presimplex is a simplex.
The following is a simple a useful criterion for a cube complex to be CAT(0). Theorem 4.1 (Gromov [30] ). Let E be a simply connected finite dimensional cube complex. Then E is CAT(0) if and only if it is locally regular and Link(v, E) is a flag complex for every vertex v of E. Now, we turn back to the situation where Γ is a Coxeter graph, (W, S) is its associated Coxeter system, and (A, Σ) = (A Γ , Σ) is its associated Artin-Tits system. We assume given a complete and K(π, 1) family S of subsets of S, and we set Φ = Φ(Γ, S). Note that this family, being closed under inclusion, can (and will) be considered as a simplicial complex over S.
We start endowing Φ with a structure of locally regular cube complex.
We set S = {s 1 , . . . , s n }. Let K n = [0, 1] n denote the standard cube of dimension n, and let P(S) denote the set of subsets of S. There is a bijection v from P(S) to the set of vertices of K n defined as follows. Let T ∈ P(S). Then v(T ) = (ε 1 , . . . , ε n ), where ε i = 1 if s i ∈ T , and ε i = 0 if s i ∈ T . With every pair (R, T ) of subsets of S such that R ⊂ T , one can associate a face of K n , denoted by K(R, T ), whose vertices are of the form v(U ) with R ⊂ U ⊂ T . It is easily seen that every face of K n is of this form. Assume P(S) to be endowed with the inclusion relation. Then the geometric realization |P(S) ′ | of the derived complex of P(S) is a simplicial decomposition of
For α ∈ A and R, T ∈ S such that R ⊂ T , there is a map from K(R, T ) to Φ which sends a simplex ∆(R, U 1 , . . . , U p−1 , T ) to the simplex ∆(αA R , αA U 1 , . . . , αA U p−1 , αA T ) of Φ. It is easily checked that this map is injective and that its image is a cube which depends only on the cosets αA R and αA T . This cube will be denote by C(αA R , αA T ). Note that every face of C(αA R , αA T ) is of the form C(αA U 1 , αA U 2 ), where R ⊂ U 1 ⊂ U 2 ⊂ T . We leave to the reader to check that the set of cubes of the form C(αA R , αA T ), with α ∈ A and R, S ∈ S, R ⊂ T , endows Φ with a structure of locally regular cube complex. From now on, we will always assume Φ to be endowed with this cubical structure.
The main result of this section is:
Theorem 4.2. Φ is CAT(0) if and only if S is a flag complex.
Remark. Recall that S <∞ denotes the set of subsets X ⊂ S such that Γ X is free of infinity. Let S be a set of subsets of S which is complete and K(π, 1), and which is a flag complex. Let X ∈ S <∞ . We have {s, t} ∈ S f ⊂ S for all s, t ∈ X, s = t, thus X ∈ S. So, S <∞ ⊂ S. It is easily seen that S <∞ is closed under inclusion, contains S f , and is a flag complex. Moreover, as S <∞ ⊂ S, Γ X is of type K(π, 1) for all X ∈ S <∞ . So, the construction of the complex Φ = Φ(Γ, S) is interesting in its own for any (complete and K(π, 1)) family of subsets of S, but Theorem 4.2 is useful essentially in the case S = S <∞ . However, it gives a new proof to the following result due to Ellis and Sköldberg. [26] ). Γ is of type K(π, 1) if and only if Γ X is of type K(π, 1) for all X ∈ S <∞ .
Corollary 4.3 (Ellis, Sköldberg
The case S = S f in Theorem 4.2 is one of the main results in [19] . Actually, our proof is substantially the same as the proof in [19] except in one point. As in [19] , we will show that, for every vertex v of Φ, Link(v, Φ) can be decomposed as the join of a finite simplicial complex with some Artin-Tits complex (see Proposition 4.9). This "Artin-Tits complex" is always a flag complex (see Proposition 4.5), thus Link(v, Φ) is a flag complex if and only if the finite part in the decomposition is a flag complex. In their work [19] , Charney and Davis need to consider only Artin-Tits complexes of spherical type, and, in order to prove that these complexes are flag complexes, strongly use the combinatorial study of spherical type Artin-Tits groups made by the first author in [17] and [18] . This study cannot be extended to the other Artin-Tits groups, and our proof of Proposition 4.5 use different tools such as those introduced in Section 2.
We start the proof of Theorem 4.2 with the study of what we call "Artin-Tits complexes".
For s ∈ S, we set W s = W S\{s} . The Coxeter complex of Γ, denoted by Cox = Cox(Γ), is the (abstract) simplicial complex defined by the following data. (1) The set of vertices of Cox is the set of cosets {wW s ; s ∈ S, w ∈ W }. (2) A family {w 0 W s 0 , w 1 W s 1 , . . . , w p W sp } is a simplex of Cox if the intersection w 0 W s 0 ∩ w 1 W s 1 ∩ · · · ∩ w p W sp is nonempty. For X ⊂ S, X = ∅, we set W X = W S\X . Let X ⊂ S, X = ∅, and w ∈ W . With the coset wW X we can associate the simplex ∆(wW X ) = {wW s ; s ∈ X} of Cox. Every simplex of Cox is of this form, and we have ∆(uW X ) = ∆(vW Y ) if and only if uW X = vW Y . We refer to [1] for a detailed study on Coxeter complexes. We just mention here that these complexes are flag complexes (see [1] , Exercise 3.116). This will be used in the proof of Proposition 4.5. For X ⊂ S, X = ∅, we set A X = A S\X . Let X ⊂ S, X = ∅, and α ∈ A. With the coset αA X we can associate the simplex ∆(αA X ) = {αA s ; s ∈ X} of Art. As for the Coxeter complexes, we have the following. Let α ∈ A and X ⊂ S, X = ∅. We have ∩ s∈X A s = A X (see Theorem 2.5), thus ∩ s∈X αA s = αA X . Since {αA s ; s ∈ X} is the set of vertices of ∆(αA X ), this shows that ∆(αA X ) determines αA X . 
Proof. Let β ∈ CA X ∩ αCA Y . Write α = βγ, where γ ∈ CA Y . By Theorem 2.2, we have π X (γ) = π X∩Y (γ). In particular, π X (γ) ∈ CA X∩Y ⊂ CA Y . Thus,
Lemma 4.7. Let α 1 , α 2 , α 3 ∈ A, and let X 1 , X 2 , X 3 be three subsets of S.
Proof. Let β 1 , β 2 , β 3 ∈ CA, and let X 1 , X 2 , X 3 be three subsets of S such that
Now, let α 1 , α 2 , α 3 ∈ A, and let X 1 , X 2 , X 3 be three subsets of S such that α i A X i ∩ α j A X j = ∅ for all i, j ∈ {1, 2, 3}. Set u i = θ(α i ) for all i = 1, 2, 3. We have u i W X i ∩ u j W X j = ∅ for all i, j ∈ {1, 2, 3}, thus, since Cox is a flag complex, the intersection
Without loss of generality, we can assume that θ(α i ) = w (i.e. u i = w) for all i = 1, 2, 3. Set β i = τ (w) −1 α i for all i = 1, 2, 3. Note that β i ∈ CA for all i ∈ {1, 2, 3}, and β i A X i ∩ β j A X j = ∅ for all i, j ∈ {1, 2, 3}. Now, we show that β i CA X i ∩ β j CA X j = ∅ for all i, j ∈ {1, 2, 3}. By the previous observation, this implies that
Proof of Proposition 4.5. Let U = {α 0 A s 0 , α 1 A s 1 , . . . , α p A sp } be a family of vertices of Art such that α i A s i ∩ α j A s j = ∅ for all i, j ∈ {0, 1, . . . , p}. We show that ∩ p i=0 α i A s i = ∅ by induction on p. The case p = 1 is trivial and the case p = 2 is proved in Lemma 4.7, thus we can assume that p ≥ 3, plus the inductive hypothesis.
Now, we turn back to the study of the Charney-Davis-Deligne complex.
Let Υ 1 and Υ 2 be two simplicial complexes, and let V 1 and V 2 be their respective sets of vertices. The join of Υ 1 and Υ 2 is the simplicial complex Υ 1 * Υ 2 defined by: Recall that, for α ∈ A and R, T ∈ S, R ⊂ T , we denote by C(αA R , αA T ) the cube of Φ union of the simplices ∆(αA U 0 , αA U 1 , . . . , αA Up ) such that R = U 0 ⊂ U 1 ⊂ · · · ⊂ U p = T . For α ∈ A and T ∈ S, we set x(αA T ) = C(αA T , αA T ). This is a vertex of Φ (viewed as a cube complex), and every vertex of Φ is of this form. On the other hand, for T ∈ S, we denote by L(T ) = L(T, S) the simplicial complex defined as follows. The vertices of L(T ) are the elements s ∈ S \ T such that T ∪ {s} ∈ S. A subset X ⊂ S \ T is a simplex of L(T ) if T ∪ X ∈ S. The key point in the proof of Theorem 4.2 is the following.
Proposition 4.9. Let α ∈ A and T ∈ S. Then
Proof. We denote by V (Υ) the set of vertices of a given simplical complex Υ. Consider the map f :
It is easily seen that f is well-defined and is a one-to-one correspondence. So, it remains to show that f induces a bijection between the set simplices of L(T ) * Art(Γ T ) and the set of simplices of Link(x(αA T ), Φ).
Consider the cube C = C(αβA T \Y , αA T ∪X ) of Φ. Then x(αA T ) is a vertex of C, f (s) is a vertex of C for all s ∈ X, and f (βA t T ) is a vertex of C for all t ∈ Y , thus f (∆) is a simplex of Link(x(αA T ), Φ).
Let ∆ be a simplex of Link(x(αA T ), Φ). Since f is a bijection, there exist s 1 , . . . , s p ∈ V (L(T )) and t 1 ) , . . . , f (β q A tq ) are the vertices of ∆. By definition, there exists a cube C of Φ such that x(αA T ) is a vertex of C, and f (s 1 ), . . . , f (s p ), f (β 1 A t 1 ) , . . . , f (β q A tq ) are vertices of C. There exist γ ∈ A and X, Y ∈ S, 
Word problem
In [4] Altobelli and Charney use the geometry of Φ(Γ, S f ) to determine a solution to the word problem in the FC type Artin-Tits groups. In a similar way, we turn now in this section to use the geometry of Φ = Φ(Γ, S <∞ ) to determine a solution to the word problem in A, when Γ X is of type K(π, 1) and A X has a solution to the word problem for all X ∈ S <∞ . Our solution is inspired by that of Altobelli and Charney, but is different in the details. Indeed, Altobelli and Charney use several results on spherical type Artin-Tits groups from [17] , [18] , and [3] , and these results cannot be extended to the other Artin-Tits groups. To overcome these difficulties, we will use other tolls including those developed in Section 2.
Let E be a CAT(0) cube complex. The star of a cube C, denoted by Star(C), is defined to be the union of all the cubes of E that contain C. On the other hand, we say that two cubes C 1 and C 2 span a cube if there exists a cube in E containing both, C 1 and C 2 . In that case, the smallest cube of E containing C 1 and C 2 is called the cube spanned by C 1 and C 2 , and is denoted by Span(C 1 , C 2 ). Let x and y be two vertices of E. A cube path of length n from x to y is a sequence (C 1 , . . . , C n ) of n cubes of E such that (1) x is a vertex of C 1 , and y is a vertex of C n , (2) C i ∩ C i+1 = ∅ for all 1 ≤ i ≤ n − 1. If x = y, we admit there is a (unique) cube path of length 0 from x to x. We say that a cube path
Theorem 5.1 (Niblo, Reeves [36] ). Let E be a CAT(0) cube complex, and let x and y be two vertices of E. Then there exists a unique normal cube path from x to y in E. Now, let Γ be a Coxeter graph, let (W, S) be its associated Coxeter system, and let (A, Σ) be its associated Artin-Tits system. We assume that Γ X is of type K(π, 1) and A X has a solution to the word problem for all X ∈ S <∞ . We set Φ = Φ(Γ, S <∞ ), which is supposed to be endowed with its cubical structure. So, by Theorem 4.2, Φ is CAT(0). We start with some technical preliminaries (Lemmas 5.2 -5.4).
be two cubes of Φ. Then:
In that case,
where R is the smallest subset of S satisfying
2. C 1 and C 2 span a cube if and only if α 1 A R 1 ∩ α 2 A R 2 = ∅ and T 1 ∪ T 2 ∈ S <∞ . In that case,
where α is any element in
Suppose that C 1 , C 2 span a cube. Let C = C(αA R , αA T ) be a cube containing C 1 and C 2 . Then
It is easily checked that, in this case, we have
Lemma 5.3. There exists an algorithm which, given X, Y, Z ∈ S <∞ , an element α ∈ A Z , and a word ω ∈ (Σ Z ⊔Σ −1 Z ) * which represents α, decides whether αA X ∩A Y = ∅ and, if yes, determines a word
Proof. Assume given X, Y, Z ∈ S <∞ , α ∈ A Z , and ω ∈ (Σ Z ⊔ Σ −1 Z ) * which represents α. Set w = θ(α). Write w = w 0 w 1 , where w 0 ∈ W Y and w 1 is (Y, ∅)-reduced. Recall that there is an algorithm which determines this decomposition. Note also that w 0 , w 1 ∈ W Z , since w ∈ W Z and lg(w) = lg(w 0 ) + lg(w 1 ).
First, we show that wW X ∩ W Y = ∅ if and only if w 0 ∈ wW X . Clearly, if w 0 ∈ wW X , then 
We have w 0 ∈ wW X if and only if w −1 0 w = w 1 ∈ W X , and, as said before, there exists an algorithm which decides whether w 1 ∈ W X . Clearly, if wW X ∩ W Y = ∅, then αA X ∩ A Y = ∅. So, we can (and do) assume that
We compute reduced expressions w 1 = s 1 · · · s n and w 0 = t 1 · · · t m , and we setτ (
By the above,
Recall that there is an algorithm which, given an element γ ∈ CA Z and a word µ ∈ (Σ Z ⊔ Σ −1 Z ) * which represents γ, determines a wordπ Y ∩Z (µ) which represents π Y ∩Z (γ) (this algorithm can be found just after the proof of Lemma 2.6). Set
Z ) * which represents γ, and we have γ ∈ CA X∩Z if and only if π X∩Z (γ) = γ. Finally, we can check whether π X∩Z (γ) = γ applying to µ andπ X∩Z (µ) a solution to the word problem in A Z .
Suppose that
Lemma 5.4. There exists an algorithm which, given two cubes
• decides whether C 1 and C 2 span a cube, and, if yes, determines a word µ ∈ (Σ R 1 ∩X ⊔ Σ −1
, where α is the element of A represented by ω 1 µ. Lemma 5.2) . It is easy to check whether
Recall that A X has a solution to the word problem (since X ∈ S <∞ ), thus, by Proposition 2.7, there is an algorithm which decides whether β ∈ A T 1 ∩T 2 ∩X . So, there exists an algorithm which decides whether C 1 ∩ C 2 = ∅.
We have β ∈ A R if and only if β ∈ A R ∩ A X = A R∩X , and, by Proposition 2.7, there is an algorithm which decides whether β ∈ A R∩X . So, there exists an algorithm which determines the smallest R ∈ S <∞ such that R 1 ∪ R 2 ⊂ R ⊂ T 1 ∩ T 2 and β ∈ A R . By Lemma 5.2, this R satisfies
By Lemma 5.2, C 1 and C 2 span a cube if and only if
It is easy to check whether T 1 ∪ T 2 ∈ S <∞ or not. We have α 1 A R 1 ∩ α 2 A R 2 = ∅ if and only if A R 1 ∩ βA R 2 = ∅. By Lemma 5.3, there is an algorithm which decides whether
Let n ≥ 1. A cube prepath of length n ≥ 1 is defined to be a sequence of n words ω 1 , ν 2 , . . . , ν n ∈ (Σ ⊔ Σ −1 ) * together with 2n + 2 elements of S <∞ , R 1 , . . . , R n , T 1 , . . . , T n , X, Y ∈ S <∞ , such that
Such a cube prepath is denoted by
A cube prepath of length 0 is a word ω ∈ (Σ ⊔ Σ −1 ) * together with an element X ∈ S <∞ . This cube prepath is denoted by P = ((ω), (), (), (X, X)).
For 1 ≤ i ≤ n, we denote by α i the element of A represented by ω 1 ν 2 · · · ν i , and we set C i = C(α i A R i , α i A T i ). We also set x = x(α 1 A X ) and y = x(α n A Y ). By Lemma 5.2, we have C i ∩ C i+1 = ∅ for all 1 ≤ i ≤ n − 1, thus C = (C 1 , . . . , C n ) is a cube path in Φ from x to y. We say that C is the geometric realization of P, and that P is a cube prepath from x to y. We say that P is normal if C is normal. If P is of length 0, then x = y and C = () is the constant cube path on x.
The following theorem is the main result of this section. Our solution to the word problem in A will be a straightforward consequence of it.
Theorem 5.5. There exists an algorithm which, given two vertices x and y in Φ, and a cube prepath P from x to y, determines a normal cube prepath P ′ from x to y.
Proof. For ω ∈ (Σ ⊔ Σ −1 ) * , we denote byω the element of A represented by ω. We assume given a cube prepath
We set α i =ω 1ν2 · · ·ν i and C i = C(α i A R i , α i A T i ) for all 1 ≤ i ≤ n. We also set x = x(α 1 A X ) and y = x(α n A Y ). So, P is a cube prepath from x to y. Our aim is to make an effective construction of a normal cube prepath
Then this construction also provides a word
Y ) * which represents (α ′ m ) −1 α n (this word will be used in the inductive step). We argue by double induction, on n = lg(P), and on dim(C n ). The case n = 0 being trivial, we can and do assume n ≥ 1.
, then x = y and P ′ = ((ω 1 ), (), (), (X, X) ) is a normal cube prepath from x to y = x. In this case we set µ ′ = 1. Suppose that X = Y . Then C ′ = (C ′ 1 ) is a normal cube path from x to y. Set
. Then P ′ is a (normal) cube prepath whose geometric realization is C ′ . We also set µ ′ = 1 in this case.
Suppose n ≥ 2 and dim(C n ) = 0, plus the inductive hypothesis (on n). Then R n = Y = T n and y = x(α n−1 A Y ). We also have ν n ∈ (Σ T n−1 ∩Tn ⊔ Σ −1
Then P (1) is a cube prepath from x to y. By induction, we can construct a normal cube prepath
This construction also provides a word
Now, we assume that n ≥ 2, dim(C n ) ≥ 1, plus the inductive hypothesis. The remainder of the construction is divided into 4 steps.
• In Step 1 we prove that our study can be reduced to the case where
• In Step 2 we prove that our study can be reduced to the case where C n = Span(x n−1 , y) (plus the conditions of Step 1).
• In Step 3 we consider a vertex z ′ of C n such that Span(x n−2 , z ′ ) is nonempty and of minimal dimension, and we prove that we can reduce our study to the case where C n−1 = Span(x n−2 , z ′ ) and C n = Span(z ′ , y) (plus the conditions of Steps 1 and 2).
• In Step 4 we prove that, under the conditions of the previous steps, we have Star(C n−1 ) ∩ C n = {z ′ }.
Step 1. Choose a vertex z in C n−1 ∩ C n . Let Z be the element of , ν 2 , . . . , ν n−1 ), (R 1 , . . . , R n−1 ), (T 1 , . . . , T n−1 ), (X, Z)) .
Then P (1) is a cube prepath of length n − 1 from x to z. By induction, we can construct a normal cube prepath
1 , ν
2 , . . . , ν
m−1 ), (R
1 , . . . , R
m−1 ), (T
1 , . . . , T
2 · · ·ν (2) m−1 . Then this construction also provides a word µ (2) 
. By Proposition 2.7, there is an algorithm which determines a word ν
Then P (3) is a cube prepath from x to y. Moreover,ω
2 · · ·ν
By induction, we can suppose that m = n, and, up to replacing P by P (3) , we can assume that:
, where x 0 = x and x n−1 = z,
Step 2. Set C
By Proposition 2.7, there is an algorithm which determines a word ν
Then P (1) is a cube prepath from x to y. Furthermore, α n =ω 1ν2 · · ·ν n−1ν
(1)
n . So, up to replacing P by P (1) , we can assume that C n = Span(z, y).
Step 3. Consider the set of vertices x(α n A U ) of C n such that Span(x n−2 , x(α n A U )) is nonempty. In other words, consider the set U = {U ∈ S <∞ ; R n ⊂ U ⊂ T n and Span(x n−2 , x(α n A U )) = ∅}. This set is nonempty since it contains Z. Choose Z ′ ∈ U such that the dimension of Span(x(α n A Z ′ ), y) ⊂ C n is minimal, and set
n−1 , C
n ) . Note that C (1) is a cube path from x to y. Note also that, thanks to Lemma 5.4, it is easy to determine in an algorithmic way the set U as well as the element Z ′ ∈ U .
Since C n−2 ∩ C n−1 = {x n−2 }, by Lemma 5.2, we have R n−2 ∪ R n−1 = T n−2 ∩ T n−1 and
there is an algorithm which determines a word µ (1) 
), where α 
T n−1 ∩Tn ) * and represents (α 
Then P (1) is a cube prepath whose geometric realization is C (1) . Moreover, we have α n = ω 1ν2 · · ·ν n−2ν
(1) n−1ν
(1) n .
If z ′ = z, then C (1) n = Span(z ′ , y) is a proper face of C n = Span(z, y). In that case, we can conclude using the induction on dim(C (1) n ). So, we can and do assume that z ′ = z. Then C n = Span(z, y) = C (1) n , and C n−1 = Span(x n−2 , z) = C (1) n−1 .
Step 4. Now, we show that, under the hypothesis deduced from the previous steps, P is a normal cube prepath. By Step 1, we have
• dim(C i ) ≥ 1 for all 1 ≤ i ≤ n − 1,
• C i ∩ C i+1 is a vertex, denoted by x i , for all 1 ≤ i ≤ n − 2,
• C i = Span(x i−1 , x i ) for all 1 ≤ i ≤ n − 1, where x 0 = x and x n−1 = z,
• Star(C i ) ∩ C i+1 = {x i } for all 1 ≤ i ≤ n − 2.
We also have C n = Span(z, y) (by Step 2) and dim(C n ) ≥ 1 (by induction). It remains to show that Star(C n−1 ) ∩ C n = {z}.
Recall that U = {U ∈ S <∞ ; R n ⊂ U ⊂ T n and Span(x n−2 , x(α n A U )) = ∅}. Recall also that, according to Step 3, Z = Z ′ is such that the dimension of Span(x(α n A Z ), y) is minimal among the dimensions of Span(x(α n A U ), y), with U ∈ U . If U ∈ U , then R n ⊂ U ⊂ T n , thus
By minimality of the dimension of Span(x(α n A Z ), y), it follows that Z ∩ Y = U ∩ Y and Z ∪ Y = U ∪ Y , thus U = Z. So, U = {Z}. Now, if x(α n A U ) is a vertex in Star(C n−1 ) ∩ C n , then U ∈ U = {Z}, thus x(α n A U ) = z. Theorem 5.6. The group A has a solution to the word problem.
Proof. Let ω = σ ε 1 s 1 · · · σ εn sn be a word in (Σ ⊔ Σ −1 ) * . Set α =ω. We would like to determine whether α = 1 or not. Set x = x(1A ∅ ) and y = x(αA ∅ ). We have α = 1 if and only if x = y. On the other hand, we have x = y if and only if the unique normal cube path in Φ from x to y is of length 0.
Set ω 1 = 1, X = ∅, and Y = ∅. For 1 ≤ i ≤ n, set ν 2i = σ ε i s i , R 2i = ∅, and T 2i = {s i }. For 2 ≤ i ≤ n, set ν 2i−1 = 1, R 2i−1 = ∅, and T 2i−1 = {s i }. Set R 1 = ∅, and T 1 = {s 1 } (there is no ν 1 ). Then P = ((ω 1 , ν 2 , . . . , ν 2n ), (R 1 , . . . , R 2n ), (T 1 , . . . , T 2n ), (X, Y ))
is a cube prepath from x to y. By Theorem 5.5, there is an algorithm which determines from P a normal cube prepath P ′ from x to y. Then α = 1 if and only if P ′ is of length 0.
Virtual braid groups
The virtual braid group on n strands, denoted V B n , is defined by the presentation with generators σ 1 , . . . , σ n−1 , τ 1 , . . . , τ n−1 , and relations τ 2 i = 1 if 1 ≤ i ≤ n − 1 σ i σ j = σ j σ i , σ i τ j = τ j σ i , and τ i τ j = τ j τ i if |i − j| ≥ 2 σ i σ j σ i = σ j σ i σ j , σ i τ j τ i = τ j τ i σ j , and τ i τ j τ i = τ j τ i τ j if |i − j| = 1 Virtual braids can be viewed as braid diagrams that admit virtual crossings of the same type as the virtual crossings in the virtual links. They were introduced by Kauffman in [32] at the same time as the virtual links. Like for the classical links and braids, every virtual link is the closure of a virtual braid, and the closures of two virtual braids are equivalent if and only if the braids are related by a finite sequence of moves called virtual Markov moves (see [31] and [33] ).
Let S n denote the symmetric group of {1, . . . , n}. There is an epimorphism θ : V B n → S n which sends σ i to 1 and τ i to (i, i + 1) for all 1 ≤ i ≤ n − 1. This epimorphism admits a section ι : S n → V B n which sends (i, i + 1) to τ i for all 1 ≤ i ≤ n − 1. Let K n denote the kernel of θ : V B n → S n . Then, by the above, V B n is a semidirect product K n ⋊S n . A precise description of this semidirect product was determined by Rabenda in his Mémoire de DEA (Master degree thesis) [38] (see also [8] ).
Remark. There is another "natural" epimorphism θ ′ : V B n → S n which sends σ i and τ i to (i, i + 1) for all 1 ≤ i ≤ n − 1. This epimorphism also admits a section ι ′ : S n → V B n which sends (i, i + 1) to τ i for all 1 ≤ i ≤ n − 1. The kernel of θ ′ is called the virtual pure braid group, and is denoted by V P n . It is different from the group K n studied in the present section (see [8] ). Proposition 6.1 (Rabenda [38] ). For 1 ≤ i < j ≤ n, we set δ i,j = τ i τ i+1 · · · τ j−2 σ j−1 τ j−2 · · · τ i+1 τ i δ j,i = τ i τ i+1 · · · τ j−2 τ j−1 σ j−1 τ j−1 τ j−2 · · · τ i+1 τ i
Proof. The fact that K n has a solution to the word problem is a straightforward consequence of Theorem 5.6 and Proposition 6.2. Since K n is a finite index subgroup of V B n , it follows that V B n has also a solution to the word problem.
Let d = max{|X|; X ∈ S f }. By Corollary 4.3 and Proposition 6.2, the Coxeter graph Γ V B,n is of type K(π, 1). By [19] , Corollary 1.4.2, it follows that K n has a classifying space of dimension d (which is Ω/W ), and the cohomological dimension of K n is d. It remains to show that d = n − 1.
Let X ∈ S f . We say that a given i ∈ {1, . . . , n} occurs in X if there is some j ∈ {1, . . . , n}, j = i, such that either x i,j ∈ X, or x j,i ∈ X. Observe that an i ∈ {1, . . . , n} cannot occur in X more than twice, and that there exists an i ∈ {1, . . . , n} which either occurs once, or never occurs (otherwise all the vertices of Γ X would be of valence 2). This implies that |X| ≤ n − 1. On the other hand, Y = {x 1,2 , x 2,3 , . . . , x n−1,n } ∈ S f and |Y | = n − 1.
The third part of Corollary 6.3 is a straightforward consequence of the second one.
Remark. Bardakov announced in [7] a solution to the word problem for virtual braid groups. However, Lemma 6 in [7] , which is the key point in the algorithm (as well as in the paper) is false. On the other hand, another solution to the word problem for virtual braid groups will appear in the forthcoming paper [29] .
Remark. A classifying space QC n for the pure virtual braid group V P n is constructed in [9] . This space is a CW complex of dimension n − 1, thus the cohomological dimension of V P n is ≤ n − 1, and V P n is torsion free. On the other hand, V P n contains the Artin pure braid group P n whose cohomological dimension is known to be n − 1, thus the cohomological dimension of V P n is exactly n − 1. This gives an alternative proof to Corollary 6.3.3.
