Spectral analysis and multidimensional stability of traveling waves for nonlocal Allen–Cahn equation  by Bates, Peter W. & Chen, Fengxin
J. Math. Anal. Appl. 273 (2002) 45–57
www.academicpress.com
Spectral analysis and multidimensional
stability of traveling waves for nonlocal
Allen–Cahn equation
Peter W. Bates a,1 and Fengxin Chen b,∗
a Department of Mathematics, Brigham Young University, Provo, UT 84602, USA
b Division of Mathematics and Statistics, University of Texas at San Antonio,
San Antonio, TX 78249, USA
Received 4 April 2001
Submitted by R. Torres
Abstract
In this paper, the spectrum of linearized operator about a traveling wave for the nonlocal
Allen–Cahn equation is estimated and the result is applied to study multidimensional
stability of planar waves.
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1. Introduction
Much attention has been paid to traveling wave solutions of the nonlocal
Allen–Cahn equation
ut = J ∗ u− u+ f (u). (1.1)
Here J ∈ C1(R) is a nonnegative function with ∫
R
J (y) dy = 1; J ∗u= ∫
R
J (x−
y)u(y) dy is the convolution of J and u; f is a smooth function with three zeros,
±1 and a ∈ (−1,1) satisfying f ′(±1) < 0 and f ′(a) > 0. A typical example
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is f (u) = (u − a)(1 − u2) for some a ∈ (−1,1). It is well known that there
exists a traveling wave solution of the form u(x, t) = φ(x − c0t) satisfying
φ(±∞) = ±1, where φ is a monotone function and if φ is continuous, c0 =∫ 1
−1 f (u) du/
∫∞
−∞(φ
′(z))2 dz; if c0 
= 0, the traveling wave solution is smooth
unique modulo a spatial shift and it is uniformly and asymptotically stable (see
[4,5,7]). If the unique speed c0 = 0, the wave may be discontinuous but monotone
waves are still unique up to a spatial shift.
Suppose u(x, t) = φ(x − c0t) is a traveling wave solution of (1.1) satisfying
φ(±∞)=±1. Let ξ = x − c0t . Then (φ, c0) satisfies
c0φ
′ + J ∗ φ − φ + f (φ)= 0 and φ(±∞)=±1 (1.2)
for all ξ ∈ R. The main concern of this paper is the spectrum of the linearized
operator of Eq. (1.2) about a traveling wave φ. Let L= L(φ, c0) be the linearized
operator about the traveling wave φ, defined by
Lψ = c0ψ ′ + J ∗ψ −ψ + f ′(φ)ψ (1.3)
for ψ ∈ D(L), where D(L) = H 1(R) ⊂ L2(R). We prove that the spectrum of
L consists of 0, the principle eigenvalue due to the translation invariance of the
traveling waves, and the rest of it is located in the left half plane bounded away
from the imaginary axis.
The immediate consequence of this result is the global exponential stability
of traveling wave solutions, which is proved in [7] using the moving plane
method, applicable due to a comparison principle which holds for (1.1). As
another application, we consider stability of planar traveling wave solutions of
the multidimensional nonlocal Allen–Cahn equation
ut =Au+ f (u), (1.4)
where Au=∑ni=1Aiu and Aiu= ∫R Ji(y)u(x1, . . . , xi − y, . . . , xn) dy − u(x1,
. . . , xn), x ∈ Rn; Ji ∈ C1(R) is a nonnegative function with unit integral. It is
pointed out in [2,3] that the Laplacian operator ∂xxu in one space dimension
may be considered as the first-order approximation of the operator (J ∗ u− u).
The operator A can be considered as a generalized version of the Laplacian
operator ∆. The multidimensional stability of Eq. (1.1) with A replaced by ∆
is studied in [10] and [11].
Traveling wave solutions of (1.4) are solutions of the form φ(ξ)= φ(k ·x−ct)
and φ(±∞) = ±1, where k ∈ Sn−1 is a unit vector. Assume k = (1,0, . . . ,0).
Then φ(k · x − ct)= φ(x1 − ct) satisfies (1.2) with J replaced by J1. Therefore
the existence of such planar traveling wave solutions can be derived from the
one-dimensional case. Our main concern is the multidimensional stability.
The global exponential stability in one space dimension is due to the spectral
gap. In the multidimensional case, however, the gap disappears due to the effects
of the transverse diffusion along the planar wave front and there may exist
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continuous spectrum all the way up to zero. In this paper we modify the ideas
in [11] to establish the global asymptotic stability for n 4.
The paper is organized as follows. In Section 2, we will study the spectrum
of L. In Section 3, we apply the spectral result to prove the multidimensional
stability.
2. Spectrum of L
In this section we study the linearized operator L about a traveling wave
solution (φ, c0) satisfying (1.2). Let L2(Rn) denote the square integrable
functions on Rn with inner product (· , ·). The norm induced by the inner product
is denoted by ‖ ·‖. Denote Hm(Rn) the Sobolev space of all functions which have
weak derivatives up to order m which are square integrable. We use ‖u‖Hm(Rn) =
{∑|α|m ‖∂αu‖2}1/2 to denote the norm in Hm(Rn). We consider the operators
L defined by (1.3) on L2(R) with domain D(L)=H 1(R).
Let us define a normal point for an operator L on a Banach space to be any
complex number which is in the resolvent set ρ(L) or is an isolated eigenvalue
of L of finite multiplicity. The complement of the set of normal points is called
the essential spectrum of L and is denoted by σess(L). The following is the main
result of this section.
Theorem 2.1. If c0 
= 0, then
(i) {λ: Reλ 0, λ 
= 0} ⊂ ρ(L)};
(ii) 0 is an algebraically simple eigenvalue with a positive eigenfunction φ′;
(iii) there exists γ0 > 0 such that σess(L)⊂ {λ: Reλ <−γ0}.
An immediate consequence of this is (see [9])
Corollary 2.2. (i) If c0 
= 0, the traveling wave solution φ(x − c0t) is globally
exponentially stable in L2(R).
(ii) There exist positive constants γ and C such that
‖eLtu‖ Ce−γ t‖u‖.
for all u in the range of L.
Remark 2.1. (i) Notice that when c0 = 0, there may exist discontinuous traveling
wave (standing wave) solutions with some jumps. In this case φ′ has δ-function
type discontinuities and so φ′ is not in L2(R).
(ii) If c0 
= 0, since φ′ > 0, from |c0|(φ′, φ′) = |(φ − J ∗ φ − f (φ),φ′)| 
2(2 + maxu∈[−1,1] |f (u)|), we deduce that φ′ ∈ L2(R). Hence, if f ∈ Cm, it
follows that φ′ ∈Hm(Rn) from induction arguments.
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Therefore, in the sequel, we assume that c0 
= 0. We divide the proof of the
theorem into several lemmas. Let ζ be a smooth function satisfying ζ(x) = 0
for x  −1, ζ(x) = 1 for x  1 and ζ ′(x) > 0 for x ∈ (−1,1), and let s(x) =
f ′(−1)(1 − ζ(x)) + f ′(1)ζ(x). Define an operator L0 on L2(R) with domain
D(L0)=H 1(R) by L0ψ = c0ψ ′ + J ∗ψ −ψ + s(x)ψ for ψ ∈D(L0). Then we
have
Lemma 2.3. {λ: Reλ > max{f ′(−1), f ′(1)}} ⊂ ρ(L0).
Proof. Let λ ∈ C with Reλ > max{f ′(−1), f ′(1)}. Since |Jˆ (ξ)|  ∫
R
J (x) dx
= 1, from the definition of Fourier transform, we have Re(u − J ∗ u,u) =∫
R
(1 − Re Jˆ (ξ))|uˆ(ξ)|2 dξ  0 for all u ∈ L2(R). Therefore, if (λ − L0)u = 0
for some u ∈D(L0), then
0=Re((λ−L0)u,u)
=Re((λ− s(x))u,u)+Re(u− J ∗ u,u)− c0 Re(u′, u)

(
Reλ−max{f ′(−1), f ′(1)})‖u‖2,
where we have used the fact 2 Re(u′, u)= ∫
R
(|u|2)′ dx = 0. Therefore, u= 0 and
λ−L0 is one-to-one.
To prove λ − L0 is surjective, choose a constant ρ satisfying max{f ′(−1),
f ′(1)} < ρ < Reλ and consider two operators L1 and L2 on L2(R) defined
by L1ψ = (λ − ρ)ψ + ψ − J ∗ ψ − c0ψ ′ for ψ ∈ D(L1) = H 1(R), and
L2ψ = (ρ − s(x))ψ for ψ ∈D(L2) = L2(R), respectively. It is easy to see that
Re(L1ψ,ψ) (Reλ− ρ)‖ψ‖2. Therefore L1 is a monotone operator. Moreover,
for any g ∈L2(R), u(x)=F−1((λ−ρ+1− Jˆ (ξ)+ ic0ξ)−1gˆ(ξ)) in the solution
for L1u = g, where we use F−1(u) to denote the inverse Fourier transform.
Moreover, ‖u‖ = ‖uˆ‖ = ‖(λ−ρ+1− Jˆ (ξ)+ ic0ξ)−1gˆ(ξ)‖ (Reλ−ρ)−1‖g‖.
Therefore u ∈ H 1(R) from the equation and L1 is hypermaximal monotone.
Obviously,L2 is a homeomorphism on L2(R) andL2 is also monotone. Therefore
λ− L0 = L1 + L2 is hypermaximal monotone and, in particular, it is surjective
(see [8]). Therefore (λ − L0)−1 exists. It is easy to see that (Reλ − ρ)‖(λ −
L0)−1f ‖ C‖f ‖ and so λ ∈ ρ(L0). ✷
Suppose q ∈ L∞(R) with lim|x|→∞ q(x) = 0 and define a bounded linear
operator B on L2(R) by Bu= qu for u ∈ L2(R). Then we have
Lemma 2.4. Let λ ∈ ρ(L0). Then B(λ−L0)−1 is a compact operator on L2(R).
Proof. Let C be a bounded closed set in L2(R). Since ‖(λ − L0)−1f ‖Hm(R) 
C‖f ‖ and m 1, (λ−L0)−1C is bounded in H 1(R) and therefore it is compact
in L2([−n,n]) for all n > 0. We can use a diagonal argument to get a sequence
{uk} ⊂ (λ− L0)−1C such that uk converges to some u in L2([−n,n]) for each
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fixed n. Since limx→±∞ q(x)= 0, it easily follows that Buk converges to Bu in
L2(R). ✷
Now take q(x)= f ′(φ(x))− s(x) and note that L= L0 +B . By Theorem A.1
in [9, p. 136], we deduce that the half plane {λ | Reλ > max{f ′(−1), f ′(1)}}
consists entirely of normal points of L. This establishes the claim (iii) of
Theorem 2.1. Parts (i) and (ii) will follow from Lemmas 2.5–2.7 below.
Lemma 2.5. {λ: Reλ 0, λ 
= 0} ⊂ ρ(L).
Proof. First notice that every eigenfunction is at least C1, since c0 
= 0. Suppose
λ = α + iβ satisfying α  0 and β 
= 0 is an eigenvalue with eigenfunction
u= u1(x)+ iu2(x) 
= 0. Consider the Cauchy problem
vt = Lv − αv, (2.1)
v(x,0)= u1(x). (2.2)
It has a solution v(x, t)= u1(x) cosβt − u2(x) sinβt .
Note that v(x, t)  |u(x)| for all x ∈ R and t  0. We claim that there is a
τ > 0 such that v(x, t)  τφ′(x) for all x ∈ R and t  0. To prove this claim,
let θ0 be a constant satisfying 0 < θ0 < min{−f ′(−1),−f ′(1)} and choose M
large enough such that f ′(φ(x))  −θ0 for all |x|  M and such that |u| is
positive at some point x ∈ [−M,M]. Since φ′(x) > 0, there exists a constant
τ > 0 such that |u(x)| τφ′(x) for |x|M . We prove that the claim holds with
this choice of τ . Since lim±x→∞ u(x)= 0, there exists a constant 1 > 0 such that
v(x, t)  τφ′(x) + 1 for all x and t  0. Let 10 = inf{1: v(x, t)  τφ′(x) + 1,
for all x ∈ R and t  0}. We prove that 10 = 0. Consider the function w(x, t) =
τφ′(x)+ 10e−θ0t . We have
wt −Lw+ αw = 10
(−θ0 − f ′(φ))e−θ0t + αw
 10
(−θ0 − f ′(φ))e−θ0t  0 (2.3)
for all |x|>M and t > 0. Therefore w is a super-solution of (2.1) on |x|>M .
Notice that w(x, t)  v(x, t) for |x| M and t > 0 and w(x,0)  v(x,0) for
all x . The comparison principle (see [1,5]) yields w(x, t)  v(x, t) for all x and
t > 0. Therefore v(x, t) = v(x, t + 2nπ/β)  τφ′(x)+ 10e−θ0(t+2nπ/β), for all
n ∈ Z+, x ∈ R and t > 0. Letting n→∞, we get v(x, t)  τφ′(x) for all x .
Therefore 10 = 0 and the claim is proved.
Clearly τ0 can be chosen such that |u(x)| τ0φ′(x) for all |x|M and there
is a point x0 ∈ [−M,M] such that |u(x0)| = τ0φ′(x0). By the strong comparison
principle, we deduce that v(x, t) < τ0φ′(x) for all x and t > 0. If we choose t such
that u(x0)/|u(x0)| = e−iβt , then v(x0, t) = |u(x0)| = τ0φ′(x0) > v(x0, t), which
is a contradiction. Therefore u(x)= 0 for all x and λ is not an eigenvalue.
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Now assume that λ > 0 is an eigenvalue with an eigenfunction u(x). Without
loss of generality, we may assume u is real and there is a point where u is
positive. Let M be chosen as before, choose τ large enough such that w(x; τ )≡
τφ′(x)− u(x) 0 for |x|M . Then w(x; τ ) 0 for all x . In fact, if not, there
exists a point x0 with |x0|>M such that w(x0; τ )=minx∈R{w(x; τ )}< 0. Then,
0 >−λτφ′(x0)= Lw− λw −λw(x0; τ ) > 0
which is a contradiction. Therefore, there is a constant τ > 0 such that
w(x; τ ) 0. Let τ0 = inf{τ : w(x; τ ) 0, for all x ∈ R}. We claim that τ0 = 0.
In fact, if τ0 > 0 and τn < τ0 is a sequence such that limn→∞ τn → τ0, for
each n, w(x, τn) has a negative value at some point. Let xn be the minimum
point of w(x, τn), that is, w(xn, τn) = minx∈Rw(x, τn) < 0. Then, from the
equation Lw − λw =−λτnφ′, we deduce that |xn|M . Therefore, there exists
a subsequence of xn, which we label the same way, such that limn→∞ xn = x¯
for some x¯. Taking limits along xn and τn in the equation Lw − λw =−λτnφ′,
we reach a contradiction since w(x¯; τ0)= 0. Therefore τ0 = 0 and u 0, which
contradicts the assumption. We conclude that λ > 0 is not an eigenvalue. ✷
Lemma 2.6. 0 is a simple eigenvalue of L with positive eigenfunction φ′.
Proof. We know that φ′ is an eigenfunction corresponding to eigenvalue 0. Let
ψ ∈H 1(R) be another eigenfunction. Without loss of generality, we may assume
ψ(x) > 0 at some point. As in the proof of Lemma 2.5, one finds that there exists
a constant τ > 0 such that ψ(x) τφ′(x) for all x . Let τ0 = inf{τ : τφ′(x) u(x)
for all x}. Again, following the proof of Lemma 2.5, one can show that τ0φ′(x)=
ψ(x) for all x . ✷
Let
L∗ψ =−c0ψ ′ + J ∗ψ −ψ + f ′(φ)ψ (2.4)
with domain D(L∗)=H 1(R) be the formal adjoint operator of L. Then we have
Lemma 2.7. The equation L∗v = 0 on H 1(R) has a positive solution. It is unique
modulo a constant multiple.
Proof. Since 0 is a simple eigenvalue of L, by the Fredholm theory, L∗v = 0 has
a nonzero solution v and it is unique modulo a constant multiple. For any solution
v of L∗v = 0 in H 1(R), v(x) must have the same sign for all x . For otherwise, if
v changes sign, we can find a continuous function f ∈L2(R) such that f (x) > 0
for all x and (f, v)= 0. Let u be a solution of Lu= f , which exists by Fredholm
theory. Choose τ such that τφ′(x) u(x) and τφ′(x0)= u(x0) for some x0. Then
L(τφ′ − u)(x0) 0, which contradicts the fact Lu(x0)= f (x0) > 0. ✷
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3. Multidimensional stability
In this section, we apply results obtained in Section 2 to study multidimen-
sional stability of planar traveling waves. Without loss of generality, we may
assume J1 = J2 = · · · = Jn = J and J ∈ C1(R) is a nonnegative function with∫
R
J (y) dy = 1. We assume furthermore that J is an even function; that is,
J (−x)= J (x) for all x and xJ (x), x2J (x) ∈ L1(R). For simplicity, we assume
f (u)= (u− a)(1− u2) for some a ∈ (−1,1) with a 
= 0. From the result in the
one-dimensional case, we deduce that Eq. (1.4) has a traveling wave solution of
the form u(t, x)= φ(x1 − c0t) satisfying φ(±∞)=±1, where φ is smooth and
c0 
= 0. It can be seen from (1.2) that φ ∈ Hm(R) for all m ∈ Z+. Notice that a
traveling wave solution is translation invariant. We fix one such traveling wave
solution (φ, c0) and study the asymptotic stability of the planar traveling wave
φ(x1 − c0t) under multidimensional perturbation. We have the following result.
Theorem 3.1. Let u(t, x) be the solution of (1.4) with initial condition u(0, x)=
φ(x1) + v0(x). Assume that v0 ∈ Hm(Rn) ∩ L1(Rn) with n  4 and integer
m n+ 1. Then there exist constants 1 > 0 and C > 0 such that if ‖v0‖Hm(Rn)+
‖v0‖L1(Rn) < 1, then∥∥u(t, x)− φ(x1 − c0t)∥∥Hm(Rn) C(1+ t)−(n−1)/4 (3.1)
for t  0.
To prove the theorem, we first introduce some notations and lemmas. Let
L be defined as in (1.3) and the formal adjoint operator L∗ of L be defined
as in (2.4). From Lemma 2.7, 0 is an simple eigenvalue of L∗ with a positive
eigenfunction φ∗. We normalize φ∗ so that
∫
R
φ′(x)φ∗(x) dx = 1 and let P¯ v =∫
R
vφ∗ dξ for v(ξ, y) ∈L2(Rn). Define two projection operators on L2(Rn) by
Pv = φ′P¯ v (3.2)
and
Qv = v⊥ = v− Pv. (3.3)
Then, (Qv,φ∗)= 0.
Suppose u(0, x)= φ(x1) + v0(x), where v0(x) is small in some sense to be
made clear. Write the solution u(t, x) of (1.4) with initial value u(0, x) as
u(t, x)= φ(x1 − c0t)+ v(t, x). (3.4)
Then v(t, x) satisfies
vt =Av + f (φ + v)− f (φ), (3.5)
v(0, x)= v0(x). (3.6)
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If we work in the traveling wave frame and let ξ = x1−c0t and y = (x2, . . . , xn) ∈
Rn−1, then (3.5) becomes
vt = Lv +Bv+R(v,φ), (3.7)
where B =∑ni=2Ai and R(v,φ) = f (φ + v)− f (φ)− f ′(φ)v. To solve (3.7),
we decompose v in (3.7) as v = Pv +Qv and apply the projection operators P
and Q on both sides of (3.7). Then (3.7) becomes
v⊥t = Lv⊥ +Bv⊥ +QR(v,φ), (3.8)
pt = Bp+ P¯R(v,φ), (3.9)
where p = p(t, y) = P¯ v. We are going to solve (3.8) and (3.9) with the initial
data v⊥|t=0 =Qv0 and p|t=0 = P¯ v0. First we need the following lemma.
Lemma 3.2. Let u be the solution of the initial value problem
ut =Au, (3.10)
u|t=0 = u0, (3.11)
where u0 ∈ Hm(RN) ∩ L1(RN) for some N  1. Then there exist positive con-
stants β and C = C(β) such that∥∥∂αx u∥∥L2(RN)  e−βt∥∥∂αx u0∥∥L2(RN)
+C(1+ t)−N/4−|α|/2‖u0‖L1(RN), (3.12)
for all α ∈ ZN+ with |α|m.
Proof. By the assumptions for J , we know that the Fourier transform Jˆ is well
defined. Moreover, Jˆ (0) = ∫
R1 J (x) dx = 1 and Jˆ ′(0) = −i
∫
R1 xJ (x) dx = 0
since J (x) is even. By the continuity of Jˆ ′′(η) and the fact that Jˆ ′′(0) =
− ∫
R1 x
2J (x) dx < 0, there exist constants δ > 0 and θ > 0 such that Jˆ ′′(η) 
−θ < 0 for all η with |η| δ. Therefore,
Jˆ (η)− 1 =
1∫
0
Jˆ ′′(tη)(1− t) dt η2 −θ
2
η2 (3.13)
for |η|  δ. On the other hand, since Jˆ (η) = 2 ∫∞0 J (x) cos(xη) dx , we see that
lim|η|→∞ Jˆ (η)= 0. Therefore there exists a positive constant C(δ) such that
1− Jˆ (η) C(δ) (3.14)
for all |η| δ/√N .
First let us prove the lemma for α = 0. Taking Fourier transforms in (3.10) and
(3.11), we get
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uˆt (t, η)=
N∑
k=1
(
Jˆ (ηk)− 1
)
uˆ(t, η) and uˆ(0, η)= uˆ0(η). (3.15)
It follows that
uˆt (t, η)= exp
(
N∑
k=1
(
Jˆ (ηk)− 1
)
t
)
uˆ0(η). (3.16)
Therefore
‖u‖2
L2 = ‖uˆ‖2L2 =
∫
RN
exp
(
2
N∑
k=1
(
Jˆ (ηk)− 1
)
t
)∣∣uˆ0(η)∣∣2 dη
= I+ II, (3.17)
where I = ∫|η|δ k(η) dη, II= ∫|η|δ k(η) dη, k(η)= exp(2∑Nk=1(Jˆ (ηk)−1)t)×
|uˆ0(η)|2 and δ is chosen as above. For I, we have
I=
∫
|η|δ
exp
(
2
N∑
k=1
(
Jˆ (ηk)− 1
)
t
)∣∣uˆ0(η)∣∣2 dη
 e−2C(δ)t
∫
|η|δ
∣∣uˆ0(η)∣∣2 dη e−2C(δ)t‖u0‖2, (3.18)
where we have used (3.14).
For II, we have
II=
∫
|η|δ
exp
(
2
N∑
k=1
(
Jˆ (ηk)− 1
)
t
)∣∣uˆ0(η)∣∣2 dη

∥∥uˆ0(η)∥∥2L∞(RN)
∫
|η|δ
exp
(
2
N∑
k=1
(
Jˆ (ηk)− 1
)
t
)
dη

∥∥u0(η)∥∥2L1(RN)
[ δ∫
−δ
e2(Jˆ (η)−1)t dη
]N

∥∥u0(η)∥∥2L1(RN)
[ δ∫
−δ
e−θη2t dη
]N
, (3.19)
where we have used (3.13). It is easy to see that there exists a constant C = C(θ)
such that
∫ δ
−δ e−θη
2t dη  C(1 + t)−1/2. Estimate (3.12) follows from (3.18) and
(3.19) for the case α = 0. For the general case, by taking Fourier transforms, we
have
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∥∥∂αx u∥∥2L2(RN) = ‖ηαuˆ‖2L2(RN)
=
∫
RN
exp
(
2
N∑
k=1
(
Jˆ (ηk)− 1
)
t
)∣∣ηαuˆ0(η)∣∣2 dη,
and the required estimate (3.12) can be obtained similarly. ✷
Lemma 3.3. Suppose h(t, ξ, y) ∈Hm(Rn), for all t > 0, and satisfies supt0(1+
t)α‖h‖Hm(t) <∞, for some constant α > 0. If w is the unique solution of the
following initial value problem:
wt = Lw+Bw+Qh, (3.20)
w|t=0 = 0, (3.21)
then supt0(1 + t)α‖w‖Hm(t)  C supt0(1 + t)α‖h‖Hm(t), where C is some
constant depending only on φ, φ∗, m and α.
Proof. First, the local existence and uniqueness of the solution w follows from
the classical semigroup theory since A is a bounded operator on Hm(Rn).
Multiplying both sides of (3.20) by φ∗ and integrating over ξ , we get
(P¯w)t = (Lw,φ∗)+ (Bw,φ∗)+ (Qh,φ∗)= B(P¯w). (3.22)
Therefore P¯w = 0 for all t > 0 and all y ∈ Rn−1, since P¯w|t=0 = 0. Therefore,
Pw = 0. Since ˆBw = ∑ni=2(Jˆ (ηi) − 1)wˆ, taking the Fourier transform for
y = (x2, . . . , xn) on both sides of (3.20) yields
wˆt = Lwˆ+
n∑
i=2
(
Jˆ (ηi)− 1
)
wˆ+ Qˆh, (3.23)
where wˆ = wˆ(t, ξ, η′) and η′ = (η2, . . . , ηn). Solving (3.23) with initial data
wˆ|t=0 = 0, we get
wˆ =
t∫
0
e(t−s)
(L+∑ni=2(Jˆ (ηi)−1))Qhˆds,
where we have used the fact Qˆh = Qhˆ. By Corollary 2.2, there exist positive
constants γ and C such that ‖eLtu‖L2(R)  Ce−γ t‖u‖L2(R) for all u ∈ {φ∗}⊥ ⊂
L2(R). Since Jˆ (ηi) 1, we have
‖wˆ‖L2ξ  C
t∫
0
e−γ (t−s)‖Qhˆ‖L2ξ (s) ds.
By the Minkowski inequality and the conditions on h, we have
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‖w‖L2(Rn) =
( ∫
Rn−1
∥∥wˆ(ξ, η)∥∥2
L2(R) dη
)1/2
C
∥∥∥∥∥
t∫
0
e−γ (t−s)‖Qhˆ‖L2ξ (s) ds
∥∥∥∥∥
L2(Rn−1)
C
t∫
0
e−γ (t−s)‖Qh‖L2(Rn) ds
C sup
τ0
(1+ τ )α‖h‖L2(Rn)(τ )
t∫
0
e−γ (t−s)(1+ s)−α ds
C(1+ t)−α sup
τ0
(1+ τ )α‖h‖L2(Rn)(τ ). (3.24)
Therefore the lemma holds for m = 0. Notice that ∂kyiw satisfies the same
equations (3.20) and (3.21) with Qh replaced by Q(∂kyi h). Therefore we can
get estimates for ‖∂kyiw‖L2(Rn) similarly. Now we need to estimate ‖∂kξ w‖L2(Rn).
Let v(t, ξ, y) = ∂ξw. Since (Lw,φ∗)L2(R) = (w,L∗φ∗)L2(R) = 0, we have
c0(wξ ,φ∗)L2(R) =−(J ∗w−w+ f ′(φ)w,φ∗)L2(R). Therefore
‖Pwξ‖L2(Rn) 
∣∣c−10 ∣∣‖φ′‖L2(R)‖P¯w‖L2(Rn−1y )  C‖w‖L2(Rn), (3.25)
where C is a constant depending only on c0, the L1 and L2 norm of φ′, φ∗ and J .
Taking the derivative with respect to ξ in Eq. (3.20) and projecting ontoQL2(Rn),
for v =wξ , we get
v⊥t = Lv⊥ +Bv⊥ +Q
(
f ′′(φ)φ′w
)+Q(Qh)ξ . (3.26)
Since ‖(f ′′(φ)φ′w)‖L2(Rn)  C(‖φ′‖H 1(R))‖w‖L2(Rn), from estimate (3.24), we
see that h˜ = f ′′(φ)φ′w + (Qh)ξ satisfies same assumption as h for the case
m= 0. Therefore we can repeat the procedure for the estimate of ‖w‖L2(Rn) and
get
‖Qwξ‖L2(Rn) C
(‖φ′‖H 1(R),‖φ∗‖H 1(R))(1+ t)−α
× sup
τ0
(1+ τ )α‖h‖H 1(Rn)(τ ). (3.27)
Combining (3.27) with (3.25), we get the estimate for ‖wξ‖L2(Rn). A similar
argument gives estimates for higher derivatives. ✷
Lemma 3.4. Suppose v0(ξ, y) ∈ Hm(Rn) and w is the unique solution of the
following initial value problem:
wt = Lw+Bw and w|t=0 =Qv0.
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Then there exist constants γ > 0 and C > 0 such that ‖w‖Hm(Rn)  Ce−γ t ×
‖Qv0‖Hm(Rn) for all t  0.
The proof of the lemma is similar to that of Lemma 3.3. We omit it.
Proof of Theorem 3.1. We try to solve (3.8) and (3.9) by a contraction principle.
For this purpose, let n 4, m n+ 1 and let α = (n− 1)/4. Define
Xα =
{
v(t, ξ, y) ∈Hm(Rn) for all t  0: sup
t0
(1+ t)α‖v‖Hm(Rn)(t) <∞
}
.
We endow Xα with the norm ‖v‖α = supt0(1+ t)α‖v‖Hm(Rn)(t). Then Xα is a
Banach space. For w ∈Xα , consider the following equations:
v⊥t = Lv⊥ +Bv⊥ +QR(w,φ), (3.28)
pt = Bp+ P¯R(w,φ), (3.29)
with the initial data v⊥|t=0 =Qv0 and p|t=0 = P¯ v0. Let v = v⊥+φ′p and define
an operator K on Xα by Kw = v. For δ > 0, let Bδ = {w ∈Xα : ‖w‖α  δ}. We
claim that K is a contraction map on Bδ if δ and d0 ≡ ‖v0‖Hm(Rn) + ‖v0‖L1(Rn)
are small enough.
First |R(w,φ)|  C(|w3| + |w2|) for some constant C depending only on
‖φ′‖Hm . The Sobolev imbedding theorem implies that∥∥R(w,φ)∥∥
Hm(Rn)
 C
(‖w‖2Hm(Rn) +‖w‖3Hm(Rn))
for another constant C. Since v⊥ = e(L+B)tQv0 +
∫ t
0 e
(L+B)(t−s)QR(w,φ) ds,
from Lemmas 3.3 and 3.4, we deduce that
‖v‖⊥Hm(Rn)  ‖Qv0‖Hm(Rn)e−γ t +C
(‖w‖2Hm(Rn) + ‖w‖3Hm(Rn)). (3.30)
On the other hand, p = eBt P¯ v0 +
∫ t
0 e
B(t−s)P¯R(w,φ)ds. Therefore, by Lem-
ma 3.2,
‖p‖Hm(Rn−1) Ce−βt‖P¯ v0‖Hm(Rn−1) +C(1+ t)−α‖P¯ v0‖L1(Rn−1)
+
t∫
0
e−β(t−s)
∥∥P¯R(w,φ)∥∥
Hm(Rn−1) ds
+C
t∫
0
(1+ t − s)−α∥∥P¯R(w,φ)∥∥
L1(Rn−1) ds
C
{
e−βt‖v0‖Hm(Rn) + (1+ t)−α‖v0‖L1(Rn)
+ (1+ t)−2α(‖w‖2α + ‖w‖3α)
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+
t∫
0
(1+ t − s)−α(1+ s)−2α ds (‖w‖2α + ‖w‖3α)
}
C
(‖v0‖Hm(Rn) + ‖v0‖L1(Rn) + ‖w‖2α + ‖w‖3α)
× (1+ t)−α, (3.31)
where we have used the fact
∫ t
0 (1+ t − s)−α(1+ s)−2α ds  C(1+ t)−α (see [9]
or [6]). Combining (3.31) with (3.30), we have
‖v‖α  C
(‖v0‖Hm(Rn) + ‖v0‖L1(Rn) + ‖w‖2α + ‖w‖3α), (3.32)
where C is a constant only depending on ‖φ′‖Hm(R). Hence, v ∈ Bδ if δ and d0
are small enough. Similarly, for w1,w2 ∈Xα , we can deduce that
‖v1 − v2‖α C
(‖w1‖α + ‖w1‖2α +‖w2‖α + ‖w2‖2α)‖w1 −w2‖α, (3.33)
where vi = Kwi for i = 1,2. From (3.32) and (3.33), we deduce that K is a
contraction on Bδ if d0 and δ are small enough. Therefore (3.8) and (3.9) have
a unique solution v and ‖v‖Hm(Rn)  C(1 + t)−α . That finishes the proof of
Theorem 3.1. ✷
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