Image analysis and modeling of cellular organization in micropatterned environments by Linke, Marco
Dissertation
submitted to the
Combined Faculties for the Natural Sciences and for Mathematics
of the
Ruperto-Carola University of Heidelberg, Germany
for the degree of






Image analysis and modeling of
cellular organization in
micropatterned environments
Referees: Prof. Dr. Ulrich Schwarz
Prof. Dr. Heinz Horner

Bildanalyse und Modellierung der Zellorganisation in mikrostrukturierten
Umgebungen
In der experimentellen Zellbiophysik ist es mittlerweile Standard geworden die Form und
Organisation von adhärenten Zellen zu kontrollieren. Hierfür werden mikrostrukturierte
Umgebungen verwendet, die mit Methoden aus den Materialwissenschaften hergestellt
werden. Dadurch kann die zelluläre Variabilität reduziert werden, wodurch die statisti-
sche Analyse vereinfacht und einen detaillierter Vergleich mit mathematischen Modellen
ermöglicht wird. In dieser Arbeit verbinden wir Bildverarbeitung mit computergestützter
Modellierung und nutzen die Normierungseigenschaften von mikrostrukturierten Umge-
bungen um die Zellorganisation zu untersuchen. Im ersten Teil wenden wir Techniken der
Bildanalyse an, um die Form und interne Struktur von Zellen zu charakterisieren. Hierzu
analysieren wir zunächst, wie kontraktile Polymerbündel, sogenannte Stressfasern, die
Form von adhärenten Zellen in zwei und drei Dimensionen bestimmen. Dann untersu-
chen wir die detaillierte Struktur dieser Bündel und quantifizieren außerdem den Einfluss
von Stressfasern auf die zelluläre Kontraktionsdynamik. Schließlich analysieren wir, wie
sich die Normierung der Zellform auf die Organisation des intrazellulären Polymernetz-
werks der Mikrotubuli auswirkt. Im zweiten Teil der Arbeit entwickeln wir verschiedene
Ansätze der computergestützten Modellierung um ein tieferes Verständnis für das Wech-
selspiel von Zellform und Mikrotubuli-Netzwerk zu erlangen. Wir stellen Modelle auf,
die einerseits auf stochastischen Simulationen von Polymeren und andererseits auf einer
effektiven Kontinuumstheorie für Flüssigkristalle basieren. Mit diesen Modellen können
wir experimentelle Ergebnisse erklären und die interne Architektur von Zellen voraussa-
gen, die auf Mikrostruktursubstraten adhärieren.

Image analysis and modeling of cellular organization in micropatterned
environments
In experimental cellular biophysics, it has become standard practice to control the shape
and organization of adherent cells. For this purpose, micropatterned environments are
being used, which are fabricated using techniques from materials science. Thereby, cell
variability can be reduced, which facilitates statistical analysis and allows for a detailed
comparison to mathematical models. In this thesis we combine image processing with
computational modeling and use the normalization properties of micropatterned envi-
ronments to investigate cellular organization. In the first part, we apply image analysis
techniques to study cell shape and internal organization. For this, we first analyze how
contractile polymer bundles, so-called stress fibers, determine the shape of adherent cells
in two and three dimensions. Next, we investigate the detailed structure of such bundles
and quantify their influence on cellular contraction dynamics. In the second part of the
thesis we develop different computational modeling approaches to gain deeper under-
standing into the interplay between cell shape and the microtubule network. We propose
models that are based either on stochastic simulations of polymers or on an effective con-
tinuum theory for liquid crystals. With these models we can explain experimental results
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In this chapter we will give an overview of insights from multiple scientific fields that
influence biophysical research. We will discuss advanced imaging techniques that are
required to capture biological processes, about microfabrication techniques that have been
transfered to biophysical research in order to control cellular behavior, about the basics
of cellular function and organization, and about modeling approaches for cell shape that
allow researchers to gain a deeper understanding of the experimental effects and their
underlying principles.
1.1. Imaging techniques
Optical microscopy is one of the most commonly used techniques to study the detailed
structure of organisms. A large number of advances in biological, biophysical or clini-
cal research is due to observations of cellular behavior, only possible due to advances in
imaging techniques. Nowadays the most widely used sample preparation technique for
cell microscopy is the fluorescent labeling of subcellular components [1]. Such compo-
nents are marked with antibodies, small proteins that bind only to specific subgroups of
larger proteins, and these antibodies can in turn be tagged with fluorescent dyes. Another
technique is a modification of the DNA in such a way that fluorescent proteins, e.g. green
fluorescent protein (GFP), are expressed directly inside the cell.
Classical optical microscopy is limited by diffraction and Abbe’s famous formula for









states that the minimum resolvable distance between two objects is given by half the
wavelength 휆 divided by the refractive index 푛 times the sine of the aperture angle 훼.
푛 sin 훼 is also called the numerical aperture푁퐴. The Rayleigh criterion, which states that
the peaks of the diffraction pattern of two point sources can be distinguished if there is a
drop of at least 26.5% between the peaks, defines the resolution limit as 푑Rayleigh = 0.61 휆푁퐴
[2]. For typical wavelengths of 휆 = 500 nm and numerical apertures of 푁퐴 = 1.4 the
Rayleigh criterion yields 푑Rayleigh ≈ 200 nm. Many structures in the cell are larger than
this limit, but there are also small vesicles, proteins or filaments that fall below it and will
appear blurred. In fact, the resolution limit applies only to the lateral direction and for
imaging of voluminous objects there will be strong scattering along the axial direction
which severely limits sectioning in this direction.
One technique that slightly increases the lateral resolution, but has a strong effect on
axial resolution is confocal microscopy. Here, a pinhole is included in the beam path in
front of the detector that blocks out scattered light from the axial direction and creates
a very narrow depth of field of the microscope (Fig. 1.1a). Thus, the lateral and axial
resolutions can be increased to








where the axial resolution limit depends on the refractive index 푛 and is still three to four
times larger than the lateral limit [2]. Confocal microscopy allows for optical sectioning
in the axial direction and is therefore suitable for recording of volumetric images.
In the last 25 years various super-resolution microscopy techniques have emerged that
allow imaging of structures, smaller than the classic Abbe limit [5]. One category are
purely optical techniques, like 4Pi-microscopy, where light is collected by two objectives
an can increase the axial resolution [6], or structured illumination microscopy (SIM) in
which patterned illumination fields overlaid over the sample [7]. If such (sinusoidal)
patterns are overlaid over structures with fine detail, they form moiré patterns, which can
be imaged with widefield microscopy (Fig. 1.1b). The limited sampling of the reciprocal
space with a radius |퐤0| by a widefield microscope is extended to a region |퐤0|+ |퐤1| due
to the sinusoidal patterns with frequency |퐤1| (Fig. 1.1c). By rotating the illumination
pattern the reciprocal space can be sampled isotropically [8]. The fine details can then be
reconstructed by computational techniques.







































Figure 1.1.: (a) Schematic of a confocal laser scanning microscope. Pinhole removes
scattered light from the axial direction. Rotateable mirror allows for scanning of the
specimen. From [3]. (b) Principle of SIM illustrated by an overlay of two pattern with
fine details into one moiré pattern that shows the structure at a larger scale, which can be
imaged with a widefield microscope. Reconstruction of the fine details is done in post-
processing. The frequency space explorable with a widefield microscope (gray center
region) can be extended by sinusoidal illumination patterns [4]. By rotating the patterns
the frequency space can be covered uniformly. (c) Principle of STEDmicroscopy. An ex-
citation beam is combinedwith a donut-shaped STED beam that deexcites fluorophores in
all regions except its center and creates a spatially confined PSF. Deexcitation is achieved
by stimulated emission, in which the relaxation from an excited state (푆1) into the groundstate (푆0) is initiated by a an incident photon with suitable wavelength. From [5].
tion limit. The most well known techniques are stimulated emission depletion (STED)
microscopy, photoactivated localization microscopy (PALM) and stochastic optical re-
construction microscopy (STORM), of which the former two have been awarded with the
Nobel prize in chemistry in 2014 [9]. The ability of focusing a laser beam to one point
is also diffraction limited and its extent is given by the point spread function (PSF) of
the microscope, i.e. the response of the imaging system to a point source. STED uses
one focused laser beam to excite fluorophores and a second, so called STED beam, to de-
plete the in a ring around the excitation beam. Thus, an effective PSF is created that has a
much smaller extent than the original one and allows to resolve structures smaller than the
diffraction limit [10] (Fig. 1.1d). STED requires high laser intensities that can lead to de-
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struction of the fluorophores (bleaching) and not only requires to construction of suitable
optics, but also the development of dyes that are more resistant to bleaching. Nowadays,
commercially available STED microscopes can achieve resolutions below 30 nm [11].
In PALM [12, 13] and STORM [14] fluorophores are activated stochastically and to
achieve a sparse emission pattern frommolecules. The peaks of the PSFs can be estimated
with high precision and by sequentially recording many images of stochastic activation
patterns an image can be reconstructed. With these techniques lateral resolutions on the
order of 25 nm can be reached [5].
There are numerous other microscopy techniques focusing on imaging of different as-
pects of the specimen, for example light sheet microscopy to image large volumes with
high temporal resolution [15, 16]. For more information on this topic see [2, 5, 8, 17].
1.2. Micropatterning techniques
The advances in imaging techniques allow for very precise capture of cellular structure
and dynamics, but the quantification of observations is often impeded by cellular variabil-
ity. Cells are complex biological systems and already show a high degree of variability
between cells of the same type and even more between different cell lines. This becomes
especially evident if experiments are conducted on planar substrates with homogeneous
coating of proteins that allow cells to spread and migrate (Fig. 1.2a). Most experimen-
tal work is conducted on such substrates and much effort has to be put into developing
suitable analysis methods due to the high cellular variability.
With the onset high throughput screening for academic and commercial applications,
such as genome-wide specific gene silencing by RNA interference (RNAi) [18], it is even
more important to find experimental protocols that allow for fast and reliable analysis of
image data. Here, the normalization of cell shape and intracellular structure by micropat-
tern (MP) substrates can have significant impact on the screening efficiency.
Over the past two decades micropatterning (MP) techniques and specifically designed
substrates have been used to control and manipulate cellular behavior. This section will
give an overview of the techniques to fabricate such substrates in 2D and 3D geometries




In 2D, cell spreading can be controlled by limiting the adhesive area available to cells
and enforce spatial boundary conditions that should translate into a reduced variability in







Figure 1.2.: Micropatterning techniques for cell shape normalization. (a) Fluorescent
micrographs of cells adhering on a planar substrate with homogeneous protein coating
show large variability in shape and organization. Actin is colored in green, the cell nu-
cleus in blue. Image is courtesy of Vytaute Starkuviene-Erfle. (b) Square-shaped adhe-
sive islands enable the cell to adopt a predefined shape. From [20]. (c)Microdot pattern
allows for more flexibility in cell shape and the cell forms invaginated actin arcs with
discrete spanning distances. From [21]. (d) Concave MPs (top) provide normalization
in cell shape and also allows the formation of invaginated arcs at boundaries of the cell
that span non-adhesive parts of the substrate. Actin is shown in red, the focal adhesion
protein vinculin in green. From [22].
In seminal work Ingber and co-workers [23] designed substrates with adhesive islands
by transferring the protein laminin to an otherwise nonadhesive substrate by microcontact
printing [24]. Those islands confine cell spreading to a predefined geometry (Fig. 1.2b).
Microcontact printing is one technique of the field of soft lithography that is also used
to fabricate microfluidic devices, microelectromechanical systems or flexible electron-
ics [25]. Stamps for such fabrications techniques are usually created out of the optically
transparent elastomer poly(dimethylsiloxane) (PDMS). The stiffness of this elastomer
can easily be controlled over several orders of magnitude from very soft (Young’s mod-
ulus 퐸 ≈ 5 kPa) to stiffer (퐸 ≈ 2MPa) [26], but the material is still much softer than
thermoplastics such as polycarbonate (퐸 ≈ 2GPa) [27]. Typical values used for micro-
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contact printing are 퐸 ≈ 0.5MPa. The PDMS technique allows to produce stamps with
feature sizes on the order of 100 nm and masters for the stamps are usually fabricated by
photolithographic techniques or electron-beam lithography [25].
The PDMS technique allows for cost effective production of MP substrates, which is
why it is favored bymany biological and biophysical laboratories, because a clean-room is
only required for the initial production of the stampmaster. Recently, new techniques have
become available that allow fabrication of MP substrates directly by photolithographic
processes [28]. Here, a photomask is used to directly graft extracellular matrix (ECM)
proteins to a coated glass surface using the photo initiator benzophenone. Techniques
like this allow to produce MP substrates in large quantities and make them commercially
available [29].
With such MP substrates it has been shown, that cell shape rather than adhesion area is
the most important factor for long-term survival and growth of cells [30]. There are also
several studies, which were conducted using MP substrates, that suggest an influence of
cell shape on stem cell differentiation [31–33].
In a series of influential papers Bornens, Théry and co-workers advanced the use of
MP substrates to investigate intracellular organization. Using concave MPs, they related
the cellular division axis [34], the distribution of stress fibers (SFs) [22] and cellular
polarization [35] to cell shape (Fig. 1.2d).
In [35], the authors found that centrosome and Golgi position were located close to the
cell centroid (more details on cellular organization will be given in Section 1.3), whereas
the average nucleus position was off-centered towards the non-adhesive edges of the cell
(Fig. 1.3a). Due to the shape normalization properties of the MPs, cell images can be
aligned and averaged to create a spatial distribution profile of, for example, the actin





Figure 1.3.: Analysis of cellular organization using MP substrates. (a) A ◠| -shaped
MP (top) is used to enforce a regular cell shape (bottom), with actin cortex at adhesive
edges (green), SFs spanning non-adhesive regions (red), nucleus (blue) and centrosome
(orange) at well-defined positions. Dots in the upper figure symbolize positions of the
cell nucleus (blue) and centrosome (orange) measured in multiple cells. Figure modified
from [35]. (b) Cells adhering to a regular grid of MPs show normalization in cellular
organization (fluorescent staining of actin). Individual cell images are collected into an
image stack and averaging can be performed to obtain the distribution of the actin network
in a typical cell, (c). Bright colors correspond to high actin density. Images from a
collaboration with Vytaute Starkuviene-Erfle.
1.2.2. Three-dimensional scaffolds
While planar substrates have a lot of advantages in fabrication, experimental procedures
and imaging, they are also a large simplification of the ECM geometry found in vivo.
Multiple fabrication methods exist that aim at the creation of artificial ECMs by designing
3D matrices. Here, we will mention only the most general principles and point to an
extensive review for further details on the experimental procedures [36].
Perhaps the simplest method of generating a 3D matrix is to mix cells with a hydrogel
solution and initialize the gelling process by changing the physical or chemical condi-
tions [37]. Such matrigels provide a more realistic ECM to numerous cell types and can
induce behavior that resembles the cells natural function. For example, breast epithelial
cells cultured in a 3D matrix secrete milk proteins, which cannot be observed on pla-
nar substrates [38]. A drawback of matrigels is that the pore size can only be controlled
indirectly, which might hinder cell migration [36].
More controlled approaches of creating artificial ECMs include electrospinning of
fibers with controllable diameter that can be assembled into a fibrous matrix, to mimic
for example the collagen network present in many tissues. Another technique is the cre-
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ation of sponge-like matrices by gas-foaming, where compressed polymers are exposed
to CO2 under high pressure, which infiltrates the polymer and creates a porous struc-
ture [36]. Also microfluidic techniques, where bubbles of controllable size are placed
in gelatin, can be used to create very regular scaffolds [39, 40]. Due to greater control
over the pore size and interconnectivity, such materials are more suited for cell migration
assays or can be used for clinical applications such as bone tissue engineering [41].
Another group of fabrication techniques are computer-assisted methods, which can
be summarized under the general term 3D printing. Here, structures are created layer-
by-layer by either selective laser sintering of powdered materials, inkjet-like printing or
nozzle-based techniques [36]. Artificial fabrication of organs and tissues, where mixtures
of cells and ECM proteins are directly printed by the methods mentioned above, are an
area of extensive ongoing research with large potential for clinical applications (see [42]
for an extensive review).
The method of direct laser writing has large potential (Fig. 1.4a) for material science as
well as biophysical research. This technique was originally developed for the fabrication
of artificial crystals, so called photonic metamaterials, that enable magnetism at optical
frequencies [43, 44]. A magnetic permeability of 휇 ≠ 1, or even 휇 < 0 can be induced
by such materials, which can lead to a negative refractive index [45]. Such metamateri-
als find application in antennas with precise directional control [46], could be used for
superlenses that can overcome the diffraction limit [47] or cloaking devices that redirect
the electromagnetic field around an object in such a way that it cannot be detected in the
far field [48].
For applications focusing on mechanical properties of cells, DLW can be used to create
microscaffolds for controlled cell adhesion. Here, a photoresist is exposed to focused
laser light and polymerization is induced by two-photon absorption [49]. Such structures
can be functionalized by either using two-component photoresists [50] or by applying
surface chemical methods in a second round of exposure to laser light [51] (Fig. 1.4a,b).
Structures like this have been used for example to study the mechanical behavior and
reinforcement processes of the CSK upon external deformation [52]. They can also be
used to study cell shape in 3D (Fig. 1.4c,d).
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(b)(a)
(c) (d)
Figure 1.4.: Fabrication of micro scaffolds by direct laser writing. (a) Focused laser light
initiates polymerization of a photo resist to write structures. (b) Electron microscopy
image of fabricated scaffolds with one of the functionalized cuboids highlighted in red.
(c) Reconstruction of an image obtained by confocal microscopy showing a cell (green)
adhering inside the scaffold. (d) Reconstruction of a cell (green) with cell nucleus (blue)
adhering in a pentagonal structure (gray) at functionalized cuboids (red). Images are
courtesy of the group of Martin Bastmeyer.
1.3. Organelles and compartmentalization
On the cellular level, the living world can be divided into two categories: Procaryotes and
eucaryotes [1]. The main difference between the former and the latter is, that eucaryotes
enclose their DNA in a compartment called the nucleus, while in procaryotes no such
compartment exists. While procaryotes are exclusively single-celled organisms (bacteria
and archaea), eucaryotes exist as single- or multi-celled organisms.Procaryotes are easier
to study due to their simpler internal organization and smaller genome [53], but the more
diverse role of eucaryotic cells and especially the relevance for clinical applicationsmakes
it highly desirable to investigate their structure and function.
Eucaryotic cells have a more hierarchical intracellular structure than procaryotes with









Figure 1.5.: Internal structure of an eu-
caryotic cell. The cell nucleus carries the
genetic material in form of decondensed
chromosomes and is enclosed by the nu-
clear envelope. Endoplasmic reticulum lo-
calizes around nucleus and is involved in
protein and lipid synthesis. Golgi appara-
tus is involved in protein synthesis and in-
tracellular trafficking. Mitochondria are the
main energy generators in the cell. Mi-
crotubules are anchored at the centrosome
and form the mitotic spindle during cell di-
vision. Other compartments are shown in
blue, but might differ in size, function and
internal structure. For more details on the
function of the compartments and the cycle
of cell division see main text. Figure mod-
ified from [54].
lows for more complex cellular functions necessary for higher organisms.
The nucleus is the largest and most prominent intracellular compartment as it stores
the genetic material of the organism, but it occupies only 6% of the cellular volume in
comparison to 22% for numerous smaller mitochondria, which are responsible for energy
conversion in cells by phosphorylation of Adenosine diphosphate (ADP) to Adenosine
triphosphate (ATP) [1]. Other compartments of varying size, like the endoplasmic retic-
ulum, the Golgi apparatus or various endosomes are involved in functions like protein
synthesis, degradation and sorting. Not all eucaryotic cells show the compartmentalized
structure discussed above. Red blood cells, for example have no cell nucleus or other
compartments [1].
1.4. The cytoskeleton
The extracellular environment in higher organisms is very diverse and therefore mecha-
nisms and structures are needed to enable eucaryotic cells to adapt to these environments.
An important element is the extracellular matrix (ECM), which is mixture of various pro-
teins and polysaccharides and determines the mechanical properties of tissue and also
enables cellular signaling [1].
The cell is not just a passive membrane shell with compartments floating around in it,
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but rather it should be considered as an active system that has to resist external stresses
and strains due to changes in the ECMand it needs to be able to exert forces onto the ECM,
move through it, or modify it. Such mechanical interactions are mediated by the CSK,
an assembly of various types of filaments, molecular motors as well as crosslinking and
regulatory proteins. The CSK provides mechanical integrity for the cell by reinforcing the
otherwise fragile cell membrane, it helps the cell to sense its extracellular environment,
enables individual cells to move or arrays of cells to generate macroscopic movement of
muscles, or allows neurons to extend dendrites and axon to form connections [55]. Apart
from mechanical functions, the CSK also serves the function of directed intracellular



















Figure 1.6.: Schematic drawing of the three different types of filamentous proteins con-
stituting the CSK. All filaments mutually interact via various crosslinkers and molecular
motors. Cell nucleus is shown in blue. Figure adapted from [1, 56].
The three main components of the CSK are the polymers actin filaments (AFs), micro-
tubules (MTs) and intermediate filaments (Fig. 1.6). Though their function and mechan-
ical properties are very distinct, they all consist of smaller protein subunits that polymer-
ize and disassemble dynamically. Individual components are held together only by weak
noncovalent interactions, which allows the cell to rapidly adapt to changes in the extracel-
lular environment. For example to change its direction of movement by disassembling the
CSK filaments at one side of the cell and initiate polymerization at another part. It also
means that there are no CSK filaments that are static over extended periods of time and
turnover rates range from milliseconds, during polymerization of AF and microtubules,
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up to hours for the recycling of intermediate filaments [56].
The diameter of the filamentous polymer of the CSK is on the order of 10 nm and there-
fore is small compared to the range of filament length of 퐿 ≈ 0.1 − 10 µm. A commonly
used quantity to describe fluctuations in the shape of polymers is the persistence length
푙푝. It sets an arc length 휉 of a polymer, on which significant bending fluctuations occur.
One can define the persistence length in terms of the correlation function 푔 of the tangent
vectors 흉 [57]
푔(휉) = ⟨흉(휉) ⋅ 흉(0)⟩ = 푒−휉∕푙푝 . (1.4)
CSK filaments can be considered as elastic inextensible rods with a bending Hamilto-
nian
bend = 휅2 ∫
퐿
0
||||d흉d휉 ||||2 d 휉, (1.5)
where the flexural rigidity 휅 = 퐸퐼 is the product of the Young’s modulus E and the
geometric moment I. For an elastic rod with constant radius of curvature 푅 and length 퐿





With typical values for the flexural rigidity of AFs, 휅actin ≈ 7 ⋅10−26Nm, and the filament
length, 퐿 ≈ 1 µm, a bending energy on the order of 푘B푇 ≈ 4 ⋅ 10−21 J corresponds to a
radius of curvature of 푅 ≈ 3 µm. Using Eq. (1.5) and the equipartition theorem, in three
dimensions, the persistence length 푙푝 can be defined as the ratio between flexural rigidity





A more detailed discussion of this will be given in Section 8.1. CSK filaments can be
considered as semiflexible polymers in the sense that their contour length is on the order
of their persistence length and they are neither completely straight rods nor very flexible
chains.
1.4.1. Actin
Actin is the most common protein in mammalian cells [59] and was also the first CSK
component to be discovered. The first attempts of extracting actin from muscle cells date
back to the late 19th century [60] and the first isolation of pure actin is credited to Straub
and Szent-Györgyi [61]. Straub and Feuer [62] also discovered the involvement of ATP
in actin polymerization. Actin monomers (G-actin) polymerize into AF (F-actin), which
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are flexible, two-stranded polymers with a diameter of 5-9 nm and a persistence length
of 푙actin푝 ≈ 17 µm [63]. These filaments can be characterized by a fast growing end (plus-
end or barbed end) and a slow growing end (minus-end or pointed end) with different


























Figure 1.7.: (a) Schematic drawing of the various components of the actin CSK. (b)
Detailed structure of actin networks and actin bundles with the most important proteins
highlighted. For more details about structure and function see main text. Figure modified
from [64].
Actin filaments can form crosslinked, contractile networks if they are combined with
the myosin family of molecular motors. These proteins perform step-like motion along
AFs by ATP hydrolysis and can generate a force on the order of 1 pN per myosin head
[57]. Myosins can be categorized into plus-end targeting and minus-end targeting motors
and can also act as crosslinkers by connecting adjacent AFs . Such networks can be
found for example at the cell cortex, where the plasma membrane is reinforced from the
inside and maintenance as well as changes of cell shape can be established (Fig. 1.7a). At
the lamellopodium, which forms at the leading edge of a migrating cell, a branched and
crosslinked actin network pushes the cell membrane outwards by polymerizing against it
[65]. Here, other passive crosslinkers like the Arp2/3 complex are involved in connecting
individual AFs (Fig. 1.7b).
Actin filaments can also form larger linear bundles like SFs and filopodia. Here, one
usually distinguishes between parallel structures (e.g. filopodia), where all the plus-ends
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are directed towards the cell membrane to form finger-like protrusions, which are impor-
tant for cell migration and cellular sensing, and anti-parallel bundles (e.g. SFs) that carry
the ability to actively contract [64]. The contractile bundles can be categorized into SFs
and transverse arcs. The former are linked to the cells surrounding environment by focal
adhesions (FAs) [66] (then often termed ventral SFs) and can thereby exert forces on the
order of 10 nN per FA (purple dots in Fig. 1.7) onto the substrate [67, 68]. Transverse
arcs form parallel to the leading edge of a migrating cell, but are not connected to the
ECM [69].
Contractile SFs contain myosin motors as force generating elements and individual
filaments are linked by crosslinking proteins such as 훼-actinin (Fig. 1.7b). This makes
them similar to the structure of muscle myofibrils, with which they share the internal
organization consisting of periodic subunits (sarcomeres), although with less order than
muscle cells [70]. To generate forces, each of these sarcomeres contracts by a small
amount, in sum leading to macroscopic contraction of the whole fiber.
1.4.2. Microtubules
The second major component of the CSK are microtubules, which are stiff, tubular fil-
aments with a diameter of 24 nm and a persistence length on the order of several mil-
limeters [63]. MTs are generated by polymerization out of the protein tubulin, which was
discovered 50 years ago [72, 73]. In the mid 1980s the molecular motors kinesin [74–76]
and dynein [77, 78] were identified, which can walk along MTs Most motors from the
kinesin family target the plus-end and dyneins moves towards the minus-end (Fig. 1.8a).
Microtubules grow with dynamic instability and can alternate between a state of slow
growth and rapid disassembly [79]. 훼-tubulin and 훽-tubulin form heterodimers that as-
semble into protofilaments, which in turn make up the microtubule (Fig. 1.8b). Both
tubulin subunits contain GTP and after polymerization the GTP-molecule in 훽-tubulin
eventually gets hydrolyzed to GDP, which weakens the bond between them, but still keeps
훽-tubulin enclosed inside the filament. As long as hydrolysis occurs far away from the
growing plus-end of the MT, a GTP-cap ensures persistent growth. If however, the hy-
drolysis catches up to the plus-end, the weakened 훼-tubulin–훽-tubulin bond will lead to
rapid depolymerization of the MT (Fig. 1.8b). This process of often called a MT catastro-
phe. The GTP-cap can be regained and the MT is “rescued” from the catastrophe, which
reinitializes growth [1].
MTs play an essential role in cellular division by forming the mitotic spindle that me-
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Figure 1.8.: (a) Typical layout of the MT CSK in a cell adhering to a planar substrate.
MTs (purple) plus ends grow outwards from the centrosome, which acts as a microtubule
organizing center (MTOC). MT network provides a frame of reference by locating the
centrosome at the cell center. Transport of vesicles towards the cell membrane is me-
diated by plus-end targeting kinesin motors and transport to the perinuclear region by
minus-end targeting dynein motors. (b) Microtubules grow by polymerizing from tubu-
lin heterodimers in the GTP-bound state (green). Hydrolysis of GTP to GDP weakens
the bond between the heterodimers, but MT remains intact as long as the GTP cap is suf-
ficiently large. Kinesin and dynein motors are sketched, which transport vesicular cargo
along the MTs. If hydrolysis catches up to the MT tip, rapid depolymerizing occurs. Fig-
ure modified from [1]. (c), (d) Alternative arrangements of MTs for different functions
or in different cell types. Figure taken from [71].
newly formed daughter cells the MT network positions the centrosome, which acts as
a microtubule organizing center (MTOC) and provides a point of reference for intracel-
lular organization (Fig. 1.8a) [80, 81]. MTs also serve as tracks in which intracellular
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vesicles are transported from the cell periphery to the cell center and vice versa. One
prominent example is the reformation of the Golgi complex after cell division, during
which it is split into multiple smaller vesicles and dispersed throughout the cytoplasm.
After mitosis, when the centered microtubule network has reformed, the Golgi vesicles
are transported towards the nucleus by dynein motors, where they are assembled again
into the larger Golgi complex [82].
Another important process where MTs are involved is the regulation of focal contacts
and cell adhesion [83]. By transport of the APC protein towards the plus end, seeding
of new focal contacts at the cells leading edge can be induced and there is evidence that
certain MT binding guanine nucleotide exchange factors (GEFs) are involved in the mod-
ulation of acto-myosin activity [84] via the Rho pathway (see Section 1.4.5). MTs have
also been shown to dissociate FAs [85] and also to be stabilized by FAs [86].
Mature FAs with actin SFs attached to them can be targeted by growing MTs that are
guided along the SFs by CSK crosslinking proteins. Once FAs are reached, MTs can be
stabilized by so called and thereby transport pathways targeting FAs can be established
[84].
MTs do not only serve as tracks for intracellular transport, but they also play a role
in CSK mechanics. In neurons for example, microtubules reinforce axons, dendrites and
synapses. In axons they are organized as short filaments in a parallel fashion, with the
plus-ends pointing towards the axon tip (Fig. 1.8c,d). During axonal growth, there is
important interplay between actin and MTs, as a contractile actin cap bundles advancing
MTs, which leads to enhanced mechanical stability and the ability to follow guidance
cues. Once the actin cap is lost, the MT bundle splays and the growth cone branches,
enabling it to explore a larger region [87]. The currentmodel for the formation of synapses
is, that MTs curl and form loops, creating blebs and inflating presynaptic terminals [87].
Neurons are the cell type where MTs have the most dramatic influence on mechan-
ical properties and development, but also in most other cells they are involved in the
formation of membrane protrusions at the leading edge of migrating cells. It was found
that the majority of MTs cannot pass through the densely crosslinked actin mesh at the
lamellopodium [88], but individual MTs might advance into this area and facilitate the
formation of protrusions due tomechanical interactions or by their transport and signaling
properties [83].
MTs also represent the central mechanical component of cilia and flagella, which are
hair-like appendages that enable for example sperm cells to swim or are found in the
human respiratory tract, where they beat in a synchronous fashion to transport mucus or
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bacteria out of the lungs [1].
1.4.3. Intermediate filaments
The third class of CSK fibers are intermediate filaments, which are rope-like polymers
and form a heterogeneous group with variabilities in protein composition, function and
occurrence. Mostly, IFs are associated with the physical strengthening of cells and tissues
and are often found in cells which are subject to external stresses [1]. In contrast to
AFs and MTs, they are not polarized and less dynamic. For this thesis intermediate
filaments are only of secondary importance and will not be discussed in more detail.
A comprehensive review on intermediate filaments is given [89].
1.4.4. Cytoskeletal crosstalk
In the last sections it has become evident that the various CSK components cannot be
considered individually and, that there is substantial crosstalk between all constituents.
In vitro experiments with a reconstituted actin CSK showed that such a network is able
to deform MTs in the presence of myosin motors [90]. Similar observations have been
made in vivo, where MTs showed bending predominantly on small length scales of ≈
3 µm and had an effective persistence length of 푙푝 ≈ 30 µm [91]. This is two orders of
magnitude lower than the persistence length of 푙푝 ≈ 5.2mm observed in vitro [63], when
only thermal fluctuations act on MTs. By depleting cells of ATP, and thereby inducing a
strong decrease in the activity of myosin and other molecular motors, it was also shown
that the bending is of nonthermal origin, because fluctuations were absent in the depleted
cells [91].
In vivo, it is less clear where the interactions originate, but numerous crosslinkers and
molecular motors have been identified that mediate interactions between CSK filaments
(Fig. 1.9) [56].
Important for the interaction of MTs with other CSK components is the heterogeneous
group of plus-end tracking proteins [92]. One example is EB1, which mediates interac-
tions with the cell cortex and other compartments. EB1 can also be used to study the
dynamics of MTs, because it is easy to tag with fluorescent markers [93].
Additionally, biological engineered crosslinking proteins have been shown to facili-
tate interactions between actin bundles and MTs [95] and could induce the alignment of
large parts of MTs with actin bundles (zipping). Similar effects of MT guidance by AFs



















Figure 1.9.: Crosstalk between the actin CSK and MTs can occur for all AF sizes and is
mediated by either dynamic molecular motors or static crosslinkers. Modified from [94].
influence the guidance of MTs by intracellular SFs [97].
The interaction between the actin CSK and the MT network is not unidirectional and
the dynamics of both filament types is intertwined [98]. Recent research suggest that the
centrosome [99] and microtubule plus-end can initiate actin polymerization [100].









Figure 1.10.: (a)Micrograph of serum-starved Swiss 3T3 cells with fluorescent labeling
of actin that display almost no SFs. (b) After injection of RhoA the formation of SFs sets
in. (c) Pathway of Rho activation leading to cell contractility. Figures (a) and (b) from
[101].
Polymerization dynamics of the actin CSK and the formation of SFs are closely linked
to the GTP-binding protein RhoA as was shown in seminal work by Ridley and Hall
[101, 102]. In those experiments, cells were serum-starved, i.e. cultured in a medium
lacking typical growth factors, which resulted in cells with very few SFs and actin mainly
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distributed as small filamentous structures (Fig. 1.10a). After injection of RhoA, the actin
CSK underwent drastic remodeling and formation of SFs could be observed (Fig. 1.10b).
New FAs were found to assemble by the addition of RhoA [101].
Nowadays, the pathway leading to this structural changes is well understood [103].
In mammalian cells about 20 Rho GTPases exist, which are not only important for the
dynamics of the actin CSK, but also play a role in microtubule organization, intracel-
lular vesicle trafficking and the regulation of the cell cycle [104]. Rho GTPases act as
molecular switches and they can cycle between an active, GTP-bound state (Rho-GTP)
and an inactive, GDP-bound state (Rho-GTP) [105]. During activation, Rho GTPases
are recruited to the plasma membrane and the switching from an inactive to an active
state is mediated by various GEFs, whereas the process of inactivation is governed by
a family of GTPase-activating proteins (GAPs). Rho-GTP leads to downstream activa-
tion of Rho-associated kinase (ROCK) and formins. Thereby actin polymerization and
the phosphorylation of the myosin light chain is induced, which then promotes myosin
activity [106]. Those active acto-myosin complexes enable the formation of SFs and cell
contraction (cf. Fig. 1.10c).
1.5. Cell adhesion and cell shape
Cells establish connections to the ECM mainly through the integrin family of transmem-
brane proteins. Initial small focal complexes that form underneath the lamellopodium
of migrating cells can be linked to the actin CSK by various anchor proteins such as
훼-actinin, talin, filamin or vinculin (Fig. 1.11). It has been shown that there are some in-
tegrins whose bond lifetimes increase under force [107]. Such a catch-bond behavior can
stabilize the connection between the actin CSK and the ECM and thereby focal complex
can recruit additional integrins to mature into a FA. Focal adhesions have been shown
to transmit force on the order of 5 nN∕µm2=5 kPa to the substrate [67, 68] and that they
grow under external forces [108]. By such mechanisms, FAs enable the cell to sense
its environment [109]. Various proteins, such as formins or zyxin, have been shown to
contribute to force dependent actin polymerization and also translate extracellular cues
to intracellular signals via the Rho pathway.
In mammalian cells, the family of integrin proteins consists of 24 distinct integrin
dimers that are formed by 훼 and 훽-subunits [110]. Integrins are not only involved in the
formation of adhesions sites, but also control a range of other essential cellular processes,












Figure 1.11.: (a) Shape and internal organization of a cell adhering to a planar substrate.
Focal adhesions are formed by the family of integrin transmembrane proteins (orange)
and various linking proteins (dark red) that connect them to SFs (green, bold). MTs
(purple) can target FA by guidance along SFs by crosslinking proteins and molecular
motors (pink). (b) Simplified structure of FAs. Integrins are formed by 훼 and 훽-subunits.
Integrins are not exclusively bound to the cell membrane, but can be internalized by en-
docytosis and transported throughout the cytoplasm inside vesicles or can be distributed
at the membrane (exocytosis) for inside-out signaling.
membrane proteins, integrins function as bidirectional signaling molecules that link the
extracellular to the intracellular environment and vice versa (outside-in and inside-out
signaling) [111]. The process of FA formation is an example of an outside-in signal,
but also the reverse process of inside-out signaling plays a role in a number of cellular
processes. The adhesion of leukocytes (white blood cells) to sites of inflammation, for
example, is controlled by surface bound integrins that can be activated if chemoattractants
are sensed. This enables the leukocyte to firmly adhere to sites of inflammation [112].
Integrins are not only linked to inflammatory responses, but also play a role in a number
of diseases, such as thrombosis and cancer. A highly important aspect for the progression
of cancer is the ability of cells to migrate through tissue and form metastasis [113]. Here,
integrins play a major role in the invasion of cells from a primary tumor to neighboring
tissue or the blood stream, e.g. by the the formation of invasive pseudopods that penetrate
dense tissue and can initiate cell migration [114, 115].
1.6. Models for cell shape
In this section we discuss the shape of adherent cells and will mention experimental re-
sults in conjunction with theoretical models.
Adhesive cells show invaginations of their membrane between sites of adhesion [116]
and a decrease in the concentration of polymerized actin increases these invaginations
[117]. Even stronger inhibition of the actin cortex leads to the formation of tubular pro-
trusions that resemble a shape like a chain of pearls [117]. This pearling effect is a result
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of the Plateau–Rayleigh instability of tubes under tension [118]. Such observations can
be explained by a model in which a line tension 훾 between adhesion sites balances a sur-
face tension 휎 of the membrane [117]. Following the Laplace law, this force balance can
be expressed as [21, 117]




with the surface normal 𝝂, the surface tangent 흉 , the contour coordinate 휉 and the radius
of curvature 푅, which leads to 푅 = 휆∕휎 (Fig. 1.12b).
(a) (b) (c)
(d) (e) (f)
Figure 1.12.: (a) Cell on microdot pattern shows invaginated circular arcs between ad-
hesion sites. (b) Definition of spanning distance 푑 and arc radius푅 of inward-curved cir-
cular arcs. Simple tension model based on a Laplace law with line tension 휆 and surface
tension 휎. (c) Fits of the tension-elasticity model to experimental data. (d) Disordered
cable network yields same shape as the tension-elasticity model. (a)-(d) modified from
[21]. (e) Cellular Potts model for cell shape and dynamics on MP substrates. From [119].
(f) Phase field model for migrating keratocytes. From [120].
Théry et al. [22] noted that SFs between adhesions show an increase in the radius of cur-
vature, caused by an increased contractility of the fibers during reinforcement. Bischofs
et al. [21] investigated circular arcs formed by cells adhering to a microdotted substrate
(Fig. 1.12a) and found that for larger spanning distances radii of curvature were higher.
This contradicts Eq. (1.8), which predicts a constant radius, but can be explained by the








퐸퐴 is the rigidity of the contour, 퐿−퐿0
퐿0
the relative deformation with arc length 퐿 and
resting length 퐿0. By this modification an implicit equation for the radius of curvature











푙푓 = 퐸퐴∕휎 is a length scale defined by the ratio of rigidity to surface tension and
훼 = 퐿0∕푑 is a rest-length parameter. This model is able to quantitatively explain the
experimental findings of increasing radius of curvature for increasing spanning distance
(Fig. 1.12c) [21].
The effects described above can also be explained by models based on contractile cable
networks, that were studied in 2D [21, 121] and in 3D [122] (Fig. 1.12d).
Another class of models that can predict cell shape are cellular Potts models (CPM).
Here, a binary variable is defined on a lattice and its state defines if the lattice site belongs
to a cell or to the background. This definitionmakes CPMs comparable to the classic Ising
model. To simulate the shape of adherent cells, a suitable Hamiltonian has to be defined
that incorporates surface tension, line tension, as well as adhesion and cell spreading
[123] (Fig. 1.12e). Such models can also be extended to study cell migration and tissue
dynamics [119].
Recently, phase field models have been proposed for cell shape [124]. Such models
define cell shape implicitly as the isocontour Φ = 1∕2 of an abstract phase field Φ that
ranges between 0 and 1 (Fig. 1.12f). The dynamics of the phase field is coupled to other
fields, such as the polarization field of the actin CSK to study the shape of migrating cells
[120] or collective cell migration [125].
1.7. Outline of the thesis
In this thesis we connect quantitative image analysis of cell shape and internal organi-
zation with computational modeling. The unifying element for the various aspects of
cellular architecture we investigate are micropatterned substrates that normalize cellular
behavior.
The thesis is divided into two parts. In Chapter 2 we start by introducing techniques
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and algorithms for image processing, which will be applied to experimental data in the
following chapters. Those techniques include segmentation of the relevant parts of an
image from the background, detection of circular arcs at the cell boundary, measuring
the local orientation of features in the image and ways to estimate motion in a sequence
of images.
In Chapter 3 we apply the aforementioned techniques to study the actin CSK of cells
on MP substrates. By automatically detect peripheral circular actin arcs in cells adhering
to a 2DMP substrate, we measure the important parameters radius of curvature and span-
ning distance. We relate the extracted parameters to the tension-elasticity model, which
predicts an increasing radius with increasing spanning distance, and obtain very good
agreement between both. Furthermore, we extend the analysis of circular arcs to three
dimensions and study cell shape in 3D microscaffolds. Here, the measured parameters
will be compared to a computational model based on contractile cable networks. To gain
a deeper understanding in the microstructure of SFs we demonstrate a method to accu-
rately determine the position of the force generating myosin II minifilaments in the SFs
and give an outlook how this can be utilized for future modeling and experimental work.
In Chapter 4 we analyze the contraction dynamics of the actin CSK under external
stimulation, which can be induced by optogenetics. We apply an optical flow technique to
extract flow fields of the CSK from timelapse recordings and quantify how SFs contribute
to the contraction dynamics.
In Chapter 5 we continue our analysis of the structure of the CSK by measuring the
orientation field of the MT network in cells on MP substrates. We show that the MT
network is organized differently in the vicinity of SFs that freely span between adhesion
sites, compared to regions where the cell spreads over adhesive parts of the substrate.
In Chapter 6 we temporarily move away from the study of the CSK and present a
method to quantify changes in the intracellular accumulation of integrin, depending on a
knockdown of gene expression by RNAi. We utilize the normalization of cell shape by
MP substrates to extract the spatial distribution of intracellular integrin. The influence of
RNAi will be assessed with the help of statistical tests.
The second part of the thesis focuses on modeling of the organization of the MT net-
work in cells with predefined shape. In Chapter 7 we discuss the model assumptions
based on the former analysis of the MT network and give an overview of mathematical
models for the CSK.
In Chapter 8 we study the organization MT network by modeling it as a collection
of growing polymers. We simulate the growth of polymers by a persistent random walk
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or the with Brownian dynamics and predict the orientation of the MT network in cells
whose shape is determined by MP substrates. With this approach we can explain our
earlier experimental results and predict the layout of the MT network in cells for any
given shape.
In Chapter 9 we present an alternative way to model the MT network. We develop
an effective continuum description based on the theory of liquid crystals and motivate
boundary conditions according to the former analysis of experimental data. With such an
approach we can directly predict the MT orientation field for cells on MP substrates and
show that this and the previous models yield very similar results.








Image processing is the general task of applying mathematical operations to images,
while image analysis aims at the extraction of quantitative information. Image analysis
is one of the key components in the workflow of obtaining quantitative knowledge about
biological systems. It links the technical field of imaging, which is influenced by ad-
vances in physics, chemistry and biology, to more high-level fields, such as theoretical
biophysics, bioinformatics or systems biology. While the latter aim to model, classify or
interpret data, image analysis is responsible for providing quantitative information about
the systems under study. Of course, the aforementioned scenario is only one example
where image analysis provides such a link. Other fields are optical remote sensing, ma-
terials testing, medical scenarios, and many more. Image processing and analysis plays
a large role in the field of computer vision, where tasks for image understanding are exe-
cuted by computers.
In this chapter we will give an overview of the analysis methods relevant the remainder
of this thesis. Those techniques were developed and implemented with the aim to extract
quantitative information for a clearly defined research question. Nevertheless, such meth-
ods can be generalized and applied to other fields of research if similar information needs
to be extracted. One could classify the techniques discussed in the following as classic
techniques, in the sense that they were designed to extract one or more specific features
out of image data and are static, i.e. they will perform the task they were designed for,
but need to be adapted for other tasks.
Modern image analysis often involves, to more or less extend, the concept of machine
learning. Here, training data, which can be taken from existing databases or provided
by expert users, is provided to an algorithm. This algorithm then performs tasks such as
categorizing data or recognizing features. One example for such an approach is the soft-
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ware ilastik [126], in which a user provides annotations for different classes present in an
image and an algorithm generalizes the annotations and classifies features in previously
unseen images. Another example from clinical applications is the use of deep convolu-
tional neural networks [127] for automated detection of cancer in biopsy specimen to aid
pathologists [128]. The contrast between the two approaches is that in the former the user
has to provide annotations and selects image features and the algorithm then determines
their relative importance, while in the latter also the features will be generated by a neural
network.
Although machine learning algorithms are very powerful, they are dependent on the
availability of enough and suitable training data. In biophysical research one is often
confronted with difficult experiments leading to little available data and more complex
questions than simple yes-no-classification. For such data it is often already a hard task
to provide meaningful annotations and therefore classic image analysis methods, tailored
to the specific research question, are a suitable way to extract the desired information.
Image processing is usually performed in a sequential process starting from image for-
mation over image enhancement, e.g. calibration, registration or transformation, to im-
age analysis, where feature extraction, segmentation and classification takes place [129].
Also in various applications of image analysis discussed in this thesis, the same steps are
necessary and in the following sections we will discuss the methods used in more detail.
2.1. Image registration
When spatial information about structures should be extracted from multiple images, it
is necessary to find a common reference coordinate system. One way of finding such
a coordinate system is image registration, where individual images are aligned to a ref-
erence image. In clinical applications, registration tasks often involve, for example, the
alignment of data obtained from different imaging techniques such as magnetic resonance
imaging (MRI) or computed tomography (CT) or recordings taken over a longer period
to visualize the progression of a disease [130].
Compared to the task of aligning volumetric data obtained by different imaging tech-
niques, as mentioned above, the processing 2D micrographs is simpler. Micropatterned
substrates facilitate this task even more, because an adhesive micropattern can be used
as a reference to align multiple fluorescent images. Furthermore, we expect only transla-
tional and rotational mismatches between different images and no distortions that might
occur in volumetric data.
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In practice, the task of registration is performed by finding a transformation between
the images by optimizing a cost function that measures the similarity of an image and a
reference [131].
For our purpose we used open source algorithms from the Insight Segmentation and
Registration Toolkit (ITK) [132]. Mattes mutual information [133] was used as a measure
for image similarity and we chose a regular step gradient descent as suggested by several
application examples given in the ITK documentation [134]. To avoid local minima in the
optimization process usually an iterative scheme is applied where downscaled versions
of the images are registered first and then the overlap is refined further.
It turned out that Gaussian smoothing of the binary reference image is beneficial for
robust registration, because the sharp edges of non-smoothed image might lead to local
minima during the optimization process. Additionally, median filtering of the test images
was applied, because the micrographs often show bright spots in the micropattern images,
which might lead to misalignments.
Instead of directly implementing the registration with ITK in C++, there are alterna-
tives aiming for greater user-friendliness such as the command line driven software elastix
[49, 135] that is accompanied by SimpleElastix [136] to provide bindings to commonly
used scripting languages such as Python.
2.2. Segmentation
Often, the next step after image enhancement is the segmentation of important parts of the
image (foreground) from unimportant parts (background). In natural images this task is
often very difficult, e.g. segmenting a tiger from a dense vegetation background. For most
of the images used in this thesis, the segmentation task is simpler, because usual micro-
graphs of cells contain a homogeneous (often dark) background and bright, fluorescently-
labeled structures. In such images the segmentation between foreground and background
can be performed by choosing a suitable intensity threshold 휃 and classifying an intensity




0 퐼(퐱) < 휃
1 퐼(퐱) ≥ 휃. (2.1)
A suitable 휃 for intensity based thresholding can be estimated, for example from the
global histogram of intensity values or from histograms in a local neighborhood, which is
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beneficial if the background is non-homogeneous.A commonly used technique for deter-
mining 휃 is Otsu’s method, in which the histogram is split into two classes by maximiz-
ing the inter-class variance of the two clusters [137]. We found that a histogram-based
k-means clustering [138] is better suited for the segmentation of cells on micropatterned
substrates. This method can be understood as a quantization of an image with many
brightness values, i.e. 256 for 8-bit images or up to 65536 for 16-bit images, into an im-
age with only 푘 intensity levels. The algorithm is inspired by [139] and works as follows.
For an image histogram퐻 , with푁 bins defined by the number of pixels ℎ푛 belonging to
bin 푛,
1. Initiate k cluster centers 휇0
2. Assign histogram each histogram value ℎ푛 to one cluster 푐푖:
푐푖 = {ℎ푛 ∶ ||ℎ푛 − 휇푖||2 ≤ ||ℎ푛 − 휇푗||2, ∀푛, 0 ≤ 푛 < 푁, ∀푗, 0 ≤ 푗 < 푘}











where 퐼max is the maximum intensity value of the image.
4. Repeat until 휇푖 do not change any more.




, ∀푗, 0 ≤ 푘,
with 푞0 = 0, 푞푘+1 = 퐼max.
6. Quantize image according to:
퐼푞(퐱) = 푗 if 푞푗 < 퐼(퐱) ≤ 푞j+1, ∀푗, 0 ≤ 푗 < 푘.
With such a quantized image, we can still not determine background and foreground
directly, but it turned out that for most usage cases with values of 6 ≤ 푘 ≤ 8, the quan-
tization level 퐼0 corresponds to the background to be estimated (Fig. 2.1). For cells on
micropatterned substrates, usually a reference shape is available that can be obtained by
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Original image Quantized image Binary image Otsu's methodPreprocessing
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(b)










Figure 2.1.: k-means segmentation applied to two images of cells on a ◠| -shaped mi-
cropattern. (a) Image with good signal to noise ratio can be quantized and binarized
without preprocessing. Binary image is shownwith postprocessing consisting of filling of
holes and removal of small objects. Otsu’s method is shown for comparison and could be
improved by postprocessing steps to yield the same result. (b) Image with lower contrast
can be segmented robustly by applying a preprocessing step (here: Gaussian smoothing)
and k-means segmentation. Otsu’s method yields worse estimation of the cell and can
only marginally improved by postprocessing. (c) Corresponding histogram of (a) with
quantization levels indicated by red lines. (d) Same as above, for image (b).
averaging over a stack of images, to obtain an averaged image with a high signal to noise
ratio, and segmenting this image. By utilizing this reference shape, or more precisely its
area, the threshold 휃푞 of the quantized image can be chosen, such that the segmented im-
age closely matches the reference image. For low values of 푘 ≈ 6 to 8 the area difference
of 퐼푞 at the various quantization levels large enough to make this method robust.
Preprocessing steps, such as median filtering or Gaussian smoothing, can increase the
performance of the segmentation procedure as well as postprocessing steps, like filling
of holes in the binary image or removing too small objects from the segmented image 퐵
(Fig. 2.1).
31
Chapter 2. Image processing techniques
2.3. Automated detection of circular arcs
The detection of shapes and curves is one of the most fundamental tasks in image analysis
and is usually a follow-up on segmentation of image background and foreground. One of
the earliest techniques to find curves in images is the Hough transform that was developed
in 1962 by Paul Hough in order to detect straight lines [140]. Numerous refinements
of this technique were proposed over the following decades with improvements like the
detection of ellipses [141] or a generalization to arbitrary shapes [142, 143].
The basic idea of Houghwas to transform spatially extended objects in image space into
more compact objects in a parameter space, so that the recognition task can be simplified
to a peak detection task in parameter space [144]. For the detection of lines one possible
parameter space can be defined by slope 푚 and interception 푐 with the corresponding
transform f [144]
푓 ((푚, 푐), (푥, 푦)) = 푦 − 푚푥 − 푐 = 0 . (2.2)
By this, a straight line in image space is transformed into a family of straight lines in pa-
rameter space which intersect at one specific point that defines the slope and intersection
of the original line. The lines in parameter space can be discretized on a grid and for each
grid site the number of lines that pass through this site are collected into an accumulator
array. Parameter estimation of the line in image space then translates to finding maxima
in the accumulator array. The basic idea of applying a transformation from image space
to parameter space can also be extended to other parametric curves or it can be used to
match templates by using a parameter space given by rotation, translation and scaling
[142].
The classic Hough transform has some shortcomings like large memory requirements,
rather high computational time and difficult peak detection in the parameter space, es-
pecially for curves with many parameters [143]. Although memory usage and runtime
are no serious challenges for modern computers, alternative implementations of Hough’s
classic idea are possible. One of them is the randomized Hough transform (RHT) [145],
in which 푛 random points of an edge are selected and then a system of linear equations
is solved to estimate the parameters. If no linear scheme can be defined, least squares
fitting of a larger sample size can provide an estimate of the parameters [143]. Votes for
parameter values are again accumulated until a certain level is reached and this votes can
then be used to find the corresponding curve in image space.
For later applications to the analysis of the CSK in Section 3.1, we are interested in
the automated detection of circular arcs and mainly follow the algorithm of the RHT,
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Figure 2.2.: Procedure of circular arc detection by the randomized Hough transform.
Triples of points are sampled from an edge image (green, blue) and parameter votes are
collected in an accumulator array. If enough votes are accumulated, the edge images is
checked, if the votes belong to a circular arc.
outlined in [145]. Three points are sampled randomly from the edge of a segmented
object to determine the center and the radius of a circular arc. For every point (푥푖, 푦푖) the
following equation holds:
(푥푖 − 푐푥)2 + (푦푖 − 푐푦)2 = 푅2, (2.3)
with 퐜 = (푐푥, 푐푦) the center of the circle and 푅 its radius. As the radius is unknown, one
can set up the following system of equations:
(푥1 − 푐푥)2 + (푦1 − 푐푦)2 = (푥2 − 푐푥)2 + (푦2 − 푐푦)2 (2.4)
(푥2 − 푐푥)2 + (푦2 − 푐푦)2 = (푥3 − 푐푥)2 + (푦3 − 푐푦)2, (2.5)
which can be rewritten in matrix form 퐴퐜 = 퐛 as(
푥2 − 푥1 푦2 − 푦1
























Solving this linear systems of according to 퐜 = 퐴−1퐛 for det 퐴 ≠ 0 then yields the circle
center. The corresponding radius 푅 can be calculated according to
푅 =
√
(푐푥 − 푥1)2 + (푐푦 − 푦1)2 . (2.7)
For each three points sampled from the objects edge, one vote in the three-dimensional
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accumulator array is collected (Fig. 2.2). The accumulator array is discretized into bins
of size 훿 and the estimated parameters are collected into these bins. A trade-off has to be
made for the choice of 훿 between the accuracy of parameter estimation and sparseness of
the accumulator array. If 훿 is chosen too small, only very few votes will be accumulated
in each bin and the detection procedure might fail, because no bin has enough votes to be
considered as a robust detection.
Random sampling of points and vote accumulation continues until a predefined thresh-
old of votes is reached. From the estimated parameters, a check is performed in the origi-
nal image to check if the estimate corresponds to a real arc in the edge image. Edge pixels
inside a ring with the estimated center 퐜′ and radius 푅′ − 훿 ≤ 푅 ≤ 푟′ + 훿 are counted.
If a long enough arc is detected, pixels are removed from the edge image, parameters are
saved and a new detection loop is started.
2.4. Estimation of local orientation
For some application the detection of individual objects is not necessary and alternative
approaches can be pursued to extract information about the structures present in an image.
One of such approaches is to calculate the local orientation of structures in the image by a
gradient-based approach using the structure tensor. Alternative approaches for orientation
detection are steerable filters [146] or the software FilamentSensor [147] that first detects
fibers and then analyzes their orientation. For on an overview of alternative methods see
[148].
2.4.1. Structure tensor
The following derivation of the structure tensor and its properties follows the one outlined
in [149]. Let the local orientation be given by a unit vector ?̂?, perpendicular to lines of
constant gray value. To find ?̂? within a local neighborhood in the image, one tries to




The corresponding integral to be maximized in the 2-dimensional neighborhood is then
∫ 푤(퐱 − 퐱′)
(
∇퐼(푥′)푇 ⋅ ?̂?
)2 d2푥′ , (2.9)
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with a suitable windowing function 푤 that is usually chosen to be a Gaussian function.
Eq. (2.9) can be written as
?̂?푇퐉?̂?→ maximum (2.10)
and the components of 퐉 can be expressed as a convolution of the windowing function푤












The tensor 퐉 is symmetric and can be diagonalized by a suitable rotation of the coordinate
system. Utilizing this, Eq. (2.10) can be rewritten as











Without loss of generality we can assume that 퐽 ′11 ≥ 퐽 ′22 and it becomes clear, that ?̂?′ =
(1, 0) maximizes Eq. (2.12).
The maximization problem can now be solved by rotating 퐉 into its principal axis co-






cos 휗 − sin 휗





cos 휗 sin 휗
− sin 휗 cos 휗
)
. (2.13)









As in the initial assumptions, the unit-vector ?̂? = (cos 휗, sin 휗) now lies perpendicular to
lines of constant gray value and defines their orientation.
2.4.2. Coherency measure
We assumed that for the eigenvalues of 퐉, that 퐽 ′11 ≥ 퐽 ′22 and found ?̂? as the direction of
the strongest change in the intensity values. 퐉 has an orthogonal system of principle axes
and the orthogonal axis to ?̂? is related to the eigenvalue 퐽 ′11. In principle, there are now
multiple possibilities of how the eigenvalues could be related:
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퐽 ′11 = 퐽
′
22 = 0 rank(퐉)=0, local neighborhood is constant.
퐽 ′11 > 0, 퐽
′
22 = 0
′ rank(퐉)=1, gray values change only in one direction.
퐽 ′11 > 0, 퐽
′
22 > 0
′ rank(퐉)=2, gray values change along both principle axes.
The estimation of local orientation will most likely be performed for line-like features
or objects with strong edges. If images are blurred due to optical imperfections of the
imaging system, camera noise or if multiple objects overlap, one can assume, that the
gray values will not only change in direction of ?̂?, but also orthogonal to it and 퐽 ′22 > 0.
To measure how well the local orientation can be estimated in the local neighborhood,
one can define a coherency measure 푐 that allows to quantify the relations of the structure
tensor eigenvalues mentioned above [149]:
푐 =
퐽 ′11 − 퐽
′
22





(퐽22 − 퐽11)2 + 4퐽 212
퐽11 + 퐽22
. (2.15)
This measure now is 0 if there is an isotropic change in the gray values and a local
orientation cannot be defined. It reaches its maximum of 1 if the intensity changes only
in one direction and the orientation is a perfect description of the local neighborhood.
For gray value changes in both directions it will range between 0 < 푐 < 1 and allows
to measure the quality of the local orientation estimation. For a very small denominator
퐽 ′11 + 퐽
′
22 << 1, usually a cutoff 푐푐 is defined and 푐 = 0.
2.4.3. Implementation
To calculate the structure tensor for various images, we used the Vision with Generic
Algorithms (VIGRA) library [150, 151]. There, the structure tensor is implemented by
using Gaussian derivative filters to calculate the gradients and a Gaussian window func-
tion to define the local neighborhood. There are other implementations of the structure
tensor, such as the ImageJ plugin OrientationJ [148] or inside the Python library scikit-
image [152].
As an image derivative usually increases the noise level, one approach is to apply a
smoothing filter before convolution with the derivative filter. A Gaussian derivative uses
the properties of the convolution operation, by applying the derivative of a Gaussian func-
tion to the image and combining both steps.
For the windowing function푤 also a Gaussian is chosen. For both, the derivative filter
and the windowing function, the width of the Gaussian has to be defined and adjusted
to the size of the structures to which the structure tensor should be applied. A common
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approach is to define the width 휎 of the Gaussian derivative and set the width of the
windowing function as 2휎.
The parameters used for practical application of the structure tensor will be given in
the corresponding sections.
2.4.4. Circular statistics
To calculate moments from a distribution of angles or other periodic data, one has to apply
circular statistics [153]. For our purposes we only need the circular mean and circular





The circular mean is then given by
⟨훼⟩ = 휇푐 = arg(푚̄1) (2.17)
and the circular variance reads
휎2푐 = 1 − |푚̄1| . (2.18)
The variance ranges between 0 and 1 and gives information about the spread of the sam-
ples.
2.5. Motion estimation
So far, we only discussed methods to extract information out of static images. The dy-
namics of biological processes is often of great importance for understanding cellular
functions and therefore, a method to estimate motion fields within image sequences will
be discussed. In Chapter 4 this method will be applied to extract intracellular flows of
the CSK. In biological context applications for motion detection lie in estimating the
movement of tissue [154], plant growth [155] or tracking of cell nuclei in embryogenesis
[156]. The general concept of motion estimation is used in many other areas, such as
meteorology or engineering applications or computer vision tasks, like motion detection
and interpolation in natural scenes, or video compression algorithms. Also the task of
image registration discussed in Section 2.1 falls into the field of motion estimation and
similar techniques as the ones discussed in the following could be applied, but often, sim-
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pler alignment methods are sufficient, because the motion patterns are much simpler than
the ones occurring in natural scenes.
One way of estimating motion is to find the optical flow (OF), which can be defined
as "the distribution of apparent velocities of movement of brightness patterns" [157].
There are many approaches to determine OF and often different scientific communities
use different terminology for similar principles. The most commonly used methods to
determine OF are based on correlation measures or differential methods. For a general
overview see [158, 159].
Correlation-based techniques are often applied for particle image velocimetry (PIV),
which originates from the field of fluid mechanics and was originally intended for the
visualization of flow fields by tracer particles embedded into a viscous medium [160].
Here, motion patterns are estimated from two images of a sequence by computing the
cross-correlation between smaller interrogation windows of the images. The maximum
correlation coefficient then yields the particle displacement between the frames. In the
field of materials testing, correlation-based techniques are known as digital image cor-
relation (DIC) or digital volume correlation (DVC), but the underlying principles are
comparable [161]. For both application scenarios also gradient based algorithms can be
used to establish the match between images.
While correlation-based techniques assume that signals in subsequent frames are highly
correlated, an alternative assumption is that objects retain a constant brightness upon dis-
placement [162]
퐼(푥, 푦, 푡) = 퐼(푥 + 푢, 푦 + 푣, 푡 + 1). (2.19)
By linearizing Eq. (2.19) by a first order Taylor-expansion under the assumption that the
flow is small, one obtains















An issue of the OF constraint is that it consists only of one equation for the two com-
ponents of the velocity field and it is therefore an ill-posed problem. This is commonly
referred to as the aperture problem. If only a small region of an image is observed, e.g. by
looking through an aperture, and the region under observation does not show any texture
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or brightness changes then motion of such a part of the image cannot be detected [162].
Methods to solve Eq. (2.21) rely on image gradients and two well known approaches
rely either on the assumption that the OF is constant in a local neighborhood of a pixel
and then solve the OF equation for patches of the image [163] or on global smoothness
constrains and minimize a global energy function by variational techniques [157]. These
classical techniques and more advanced versions are implemented in a usage-ready form
in the OpenCV library [164].
Brox et al. [165] developed an OF method that tries to preserve spatial and temporal
smoothness, which is in contrast to the vast majority of OF methods that only preserve
spatial smoothness and therefore, might be better suited for biological application sce-
narios with a lot of noise present in subsequent images. In addition to the brightness
constancy assumption (OF constraint) Brox et al. [165] introduced a gradient constancy
assumption
∇퐼(푥, 푦, 푡) = ∇퐼(푥 + 푢, 푦 + 푣, 푡 + 1) (2.22)
and combined it with a spatiotemporal smoothness assumption to set up an energy func-
tional
퐸(푢, 푣) = ∫ΩΨ
(
(퐼(퐱 + 𝐰) − 퐼(퐱))2
) d퐱 + 훾 ∫ΩΨ (|∇퐼(퐱 + 𝐰) − ∇퐼(퐱)|2) d퐱 (2.23)
+ 훼 ∫ΩΨ
(|∇3푢|2 + |∇3푣|2) d퐱, (2.24)
with Ψ(푠2) = √푠2 + 휖2 a function enabling convex L1 optimization, 𝐰 the vector of dis-
placements and ∇3 = (휕푥, 휕푦, 휕푡) a spatiotemporal gradient. This formulation is a slight
modification of the functional proposed by Brox et al. [165] who combined the first to
terms into Ψ. By splitting the combined argument of Ψ into two integrals the functional
becomes more robust in the sense that the brightness constancy or the gradient constancy
terms can become zero independently of each other [166]. This approach was also em-
ployed by Sanchez, Monzon, and Salgado [167] who developed and published an imple-




Analysis of the actin cytoskeleton
using micropatterned environments
In this chapter we apply the aforementioned image analysis techniques to study the
actin CSK. MP environments are used for cell culturing, which leads to a normalization
of the cell shape and the internal organization. This facilitates image analysis and the
quantification of the observations. We start by estimating parameters of peripheral SFs
in a fully automated way for cells on 2D MP substrates. A similar analysis is performed
for cells in 3D microscaffolds. In both cases the parameters are fitted to mathematical
models that predict cell shape. In the last section of this chapter, we analyze how myosin
II minifilaments are distributed along SFs and give an outlook on how this information
can be incorporated into future models.
3.1. Automated fitting of circular arcs
Bischofs et al. [21] performed a systematic curvature analysis of actin SFs, which spanned
over nonadhesive regions of a MP substrate. They found a dependence of radius of cur-
vature 푅 on spanning distance 푑 and could explain this with the tension-elasticity model
(cf. Section 1.6). Their approach to image processing of fluorescent micrographs of the
actin CSK was semi-automated and required the experimenter to manually select the ad-
hesion points and some initial points along the actin arc. Precise estimation of the arc
radius was then conducted automatically by performing a least squares fit to the maxima
of radial intensity profiles.
This method of analysis has proven robust and suitable for the task of investigating
circular actin arcs, but it requires substantial manual effort. With the advances in auto-
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mated high-throughput screening and specific knockdown of genes by RNAi [18] and
related methods, it is desirable to use image processing tools that perform analysis in an
automated fashion in order to save manpower and financial resources.
In this section, we will combine the methods of automated circular arc detection in-
troduced in Section 2.3 with a subsequent optimization step to fit circles arcs to actin
SFs, visible in fluorescent micrographs. The images on which this analysis is based were
recorded in the group of Vytaute Starkuviene-Erfle at BioQuant, Heidelberg University
by Susanne Reusing and Gintare Garbenciute.
We apply our analysis procedure to fluorescent micrographs of HeLa cells, a human
epithelial cell line. The actin CSK, the cell nucleus and theMPwere fluorescently labeled
(Fig. 3.1a). The cells were cultured on planar 2D substrates with◠| -shaped and Y-shaped
adhesive MPs. The characteristic invaginated actin bundles form at edges spanning non-
adhesive regions of the substrate (Fig. 3.1a).
The cell is segmented from the background (Section 2.2) and its outline is calculated.
We then apply the RHT (Section 2.3) to find circular arcs along the cell outline. These
circular arcs correspond to SFs that are brighter than the surrounding actin CSK, due to
their higher density in F-actin. To refine the initially estimated circular arcs, we use an
intensity-based optimization process to align them with the SFs.
For this optimization process we need to fit circles to a set of points. One way of doing
this is to calculate the perpendicular bisectors of all lines connecting points to which
the circle should be fitted (Fig. 3.1b) [168]. The center of the circle is then placed at
the point (푐푥, 푐푦), where the sum of distances to each of the perpendicular bisectors is
minimal. We chose the modified least-squares (MLS) method from [168] and included
the image intensity 퐼 as a weighting factor for the fitting procedure. The cost function to
minimize then reads























are different from [168, equation (6)] and ensure that bright pixels with a
large pairwise distance are considered with a higher weight than in the original equation.
In a small band around the initial estimation of the circular arc by the RHT, we collect
pixel coordinates and the corresponding intensities to optimize the arc in an iterative
scheme. At each iteration, a new center of the arc is calculated by minimizing Eq. (3.1)
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Figure 3.1.: Automated fitting of circles to invaginated actin arcs. (a) Micrograph of
a cell on a ◠| -shaped MP with labeling of actin (grayscale), the MP (green) and the
cell nucleus (blue). Invaginated SF form at the edges spanning nonadhesive parts of the
substrate (red arrows). (b) Segmented cell outline with a fitted circle. Lines connecting
points at the boundary and the corresponding perpendicular bisectors (violet) can be used
to determine the circle center (see main text). (c) and (d) Samples of circles estimated
by the RHT (green) and fitted circles after a further optimization step (red). (e) Circles
fitted to a cell adhering to a Y-shaped MP.







(푥푖 − 푐푥)2 + (푦푖 − 푐푦)2. (3.2)
Along this newly determined circular arc, pixel coordinates and intensities are collected
within a narrow band and the minimization process is repeated.
By applying the RHT and the subsequent optimization step, circles can be fitted fully
automated to all circular arcs (Fig. 3.1c-e).
The detection method outlined above relies on a robust estimation of the initial circle
parameters by the randomized Hough transform (RHT). The postprocessing step, to fit
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circles to the fluorescent images, yields a more precise estimation of the circle parameters
and makes the procedure more robust to false-positives of the RHT. During the optimiza-
tion process duplicate multiple detections of circles at the same actin arc are beingmerged
onto the same parameter set (Fig. 3.2a).
If the arc approaches a straight line or the arc length becomes to small, i.e. the radius of
curvature is much larger than the spanning distance, the automated detection by the RHT
is not very reliable anymore. In this case the accumulator array contains to few votes for
a given parameter set or the votes are spread out too far. This leads to false-negatives and
an incomplete detection of all circular arcs in the image (Fig. 3.2b).
The Y-shaped MP shown in Fig. 3.2b provides a smaller adhesive area of only ≈ 75%
of the◠| -MP area also and the cell nucleus covers a significantly larger fraction of the cell
area (≈ 33%) compared to the◠| -shaped MP (≈ 15%). This might limit the contraction
of the SFs and could cause the large arc radii visible in Fig. 3.2b. When the aim is to
investigate invaginated SFs, the MP size is usually chosen in such a way that the arcs are
not straight lines, but show a visible curvature and the fitting method outlined above will
provide robust results.
(b)(a)
Figure 3.2.: (a) False-positives of the RHT (two green circles at bottom left) are being
merged to the same parameter set (red) during optimization. (b) Short arc length leads to
false-negatives of RHT and detection of only one arc.
3.1.1. Results
In Fig. 3.3, arc parameters extracted by the automated fitting method discussed above, are
shown. The variability in spanning distance is due to slight variations in cell shape. We












3.1. Automated fitting of circular arcs
where we chose the rest-length parameter 훼 = 퐿0∕푑 = 1. This means that a relaxed
fiber represents the shortest connection between adhesion points. The parameter to be
estimated is the length scale 푙푓 = 퐸퐴∕휎, which defines the ratio between rigidity of
the fibers and the surface tension. In Fig. 3.3 the corresponding fit with 푙푓 = 189.2 µm
is shown. Compared to previously reported values of 푙푓 ≈ 1mm [21], the fitted 푙푓 for
cells on the◠| -shaped MP is lower, which points to weaker SFs in the cells we analyzed.
Bischofs et al. [21] used fibroblasts that are known to form very strong SFs [169], while
our analysis was done for epithelial HeLa cells, so this prediction is reasonable.













Figure 3.3.: Plot of arc radius vs. spanning distance for an analysis of HeLa cells adhering
on a medium-sized◠| -shaped MP. Red line is a fit to the tension-elasticity model.
3.1.2. Discussion
Wepresented amethod to automatically detect invaginated circular arcs in two-dimensional
images of fluorescently labeled cells. We used the RHT and included a post-processing
step by fitting the detected circles to the fluorescent image. Our method is robust for
typical arc lengths and radii of curvature found within cells on MP substrates. Here, it
allows for fast analysis of large datasets to test the relationship of arc radius and span-
ning distance. Up to a certain extent the optimization method used for post processing
can deal with false-positives, for example, by mapping multiple detections onto the same
parameter set.
False negatives are more difficult to treat and missing arcs cannot easily be fitted in post
processing. Here, possible improvements would be alternative circle detection methods
that are also able to deal with short arc lengths and large radii of curvature. At this scales
however, it is already a hard task for a human expert to distinguish circular arcs from
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straight lines and automated procedures might fail as well.
Including prior information, like the number of circular arcs to be expected, might
be an option to increase the robustness of the detection by the RHT. For simple MP
substrates, where only one specific cell shape is possible, this would be an improvement.
For MP networks or patterned substrates that allow for more diverse cell shapes this prior
information would limit the flexibility of the RHT and might not be the best choice.
3.2. Analysis of circular arcs in 3D
Planar substrates are being extensively used for cell experiments and provide many ad-
vantages in terms of sample preparation and imaging. Restricting the cell to a 2D en-
vironment, however, might be an strong simplification, because the ECM often has a
3D structure, which leads to different behavior of cells cultured in 2D compared to 3D
environments.
Fibroblasts, who live in connective tissue inside a fibrous 3D ECM, are a prime exam-
ple of a cell type that shows differences in behavior depending on the ECM geometry. On
a planar substrate fibroblasts assume a flat, strongly spread shape, which is comparable to
a fried egg. They also form SFs throughout the cell, which contribute to force generation.
In 3D, the situation is different and a more elongated phenotype is found, which shows
lower numbers of SFs that are more peripherally located [169].
While there are numerousmethods to fabricate 3DECMs, as discussed in Section 1.2.2,
also a variety of challenges exist that arise from the usage of such substrates. Just as in
2D, the shape of cells in 3D matrices will have a high variability and, e.g. , the task of
relating findings about cell mechanics from one cell to the next is difficult.
Similar to 2D MP techniques, 3D microscaffolds can be fabricated to normalize cell
shape by providing precisely defined adhesion sites. Such structures can be produced by
direct laser writing [49].
Imaging of 3D structures poses greater challenges than in 2D, because the maximum
achievable resolution along the z-direction is limited to approximately three times the
resolution in the xy-direction. Here, SIM can be used to achieve resolutions below the
diffraction limit of confocal microscopes and increase the axial resolution.
The design of suitable image processing workflows is also less straight forward than it
would be with 2D substrates, because the third dimension adds considerable complexity
in the segmentation of objects and detection of features such as lines or curved structures.
In this chapter we will discuss image analysis methods to extract circular arcs from
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images of cells in 3D microscaffolds. Parameters of the arcs, such as radius and spanning
distance, will be compared to a computational model based on a triangulated network of
contractile cables [122].
The fabrication of the microscaffolds, cell culturing and imaging were performed by
Benjamin Richter and Kai Weißenbruch from the group of Martin Bastmeyer, Karlsruhe
Institute of Technology. The computational model was developed by Christoph Brand in
the Schwarz group, Heidelberg University.
3.2.1. Cell shape in 3D microscaffolds
Before we discuss image analysis techniques for cells adhering in 3D geometries, we will
give some examples for the microscaffolds used in the cell experiments.
To provide a stable adhesion geometry and to allow cells to extend into the z-direction,
microscaffolds were created that consist of 4 to 5 pillars of identical height, which were
arranged around a central pillar of lesser height (Fig. 3.4a). Thus, cells can adapt the
shape of an inverted pyramid (Fig. 3.4b). In such structures, the spanning distance of
free edges is limited to discrete values between adhesion sites in the xy-plane or between
a site at one of the larger pillars and the central one. To allow for more variability in
the spanning distances, asymmetric scaffolds can be used, in which one of the pillars is
displaced (Fig. 3.4c). Variability in the spanning distances allows to investigate if the
relation of increasing arc radius with increasing spanning distance, as predicted by the
tension-elasticity model, still holds for cells in 3D geometries.
3T3 fibroblasts adhering in such pyramidal scaffolds still form peripheral SFs between
adhesion sites, but internal SFs were less prominent and could only be observed rarely.
Due to the lower central pillar, the cell shape is asymmetric w.r.t. the z-axis. Just as
in 2D, SFs that form between adhesion sites bent inwards and have the shape of circular
arcs. Due to the extension in z-direction of the adhesive cubes, mainly three characteristic
orientations of the SFs could be observed:
• Arcs that lie in the xy-plane, parallel to the base of the scaffold and orthogonal to
the pillars.
• Arcs that have anchoring points in the xy-plane, but lie in a plane that is tilted
around the axis connecting the anchoring points.
• Arcs that span between the outer adhesion sites and the lower central pillar.
47






Figure 3.4.: 3Dmicroscaffolds for normalizing cell shape in 3D. (a) Electron microscopy
image of a scaffold with four pillars arranged around a central, lower pillar. Fibronectin
coated adhesion sites are colored in red. (b) Rendering of a pentagonal structure with
a 3T3 fibroblast adhering inside, reconstructed from a 3D image. Outer envelope of the
actin CSK (green), nucleus (blue) and adhesion sites (red) are shown. Courtesy of Ben-
jamin Richter and Kai Weißenbruch, Bastmeyer group (KIT). (Continued on next page)
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Figure 3.4 (continued): (c)Modification of pentagonal structures by displacing one pil-
lar in order to increase spanning distance between adhesion sites. (d) Reconstruction of
SFs of a 3T3 fibroblast inside a pentagonal scaffold. Circles (cyan) were fitted to invagi-
nated actin arcs. Anchoring points of arcs to adhesion sites are symbolized by spheres.
Rectangular grid has a spacing of 5 µm.
Fig. 3.4d shows a reconstruction of a cell in a pentagonal scaffold with circles fitted
to the SFs. The underlying image data was obtained by confocal microscopy. The actin
CSK (green) was segmented with the software Imaris (Bitplane AG, Zürich) in such a
way that only the brightest features, i.e. SFs, remain. Between the adhesive cubes (red)
stripe-like structures span, which are in fact formed by one SF in the xy-plane and one that
is tilted. Due to the lower resolution in z-direction, both fibers are smeared out into one
structure. By carefully examining image stacks in z-direction it is nevertheless possible
to mark points where the fibers are attached to the adhesion sites and fit circles in the
xy-plane as well as the tilted plane. The approach for circle fitting will be explained in
Section 3.2.2.
Arcs that span between the outer and the central adhesion sites were more difficult to
detect in the images due a lower arc intensity and lesser resolution in z-direction. In fact,
for 36 arcs in xy-plane and tilted planes, which could be fitted to various cells in a regular
pentagonal structure, we could only clearly estimate 3 arcs that span between the outer
and inner adhesion sites. Also image stacks obtained by SIM showed only very few of
those arcs. For this reason, we did not include such arcs into our analysis.
To estimate radii of curvature and spanning distance of the circular arcs, we had access
to micrographs obtained by laser scanning confocal microscopy with varying resolution
in the xy-plane. One of the pillars was moved with an offset between 0 µm and 7.5 µm
to extend the range of possible spanning distances. We were able to fit 189 arcs to the
micrographs and extracted the corresponding parameters. We distinguished between arcs
that lie in the xy-plane and arcs that had a tilted plane, as can be seen in Fig. 3.5.











to the extracted arc radii and spanning distances and chose 훼 = 퐿0∕푑 = 1 to estimate the
length scale 푙푓 = 퐸퐴∕휎. The best fit for the measured values of 푑 and 푅 to Eq. (3.4) is
given for 푙푓 = 37.4 µm. Fits of the tension-elasticity model to fibroblasts on 2D substrates
yield values of 푙푓 ≈ 1mm, which is significantly higher [21]. In the same paper, the
49
Chapter 3. Analysis of the actin cytoskeleton using micropatterned environments






















Figure 3.5.: Plot of arc radius versus spanning distance for 189 circular arcs extracted
from cells in pentagonal scaffolds. Arcs that lie in the xy-plane and in the tilted plane are
are shown as red or blue crosses, respectively. Black line represents a fit to the tension-
elasticity model (Eq. (3.4)) with fixed parameter 훼 = 1. The fitted parameter is 푙푓 =
37.4 µm.
authors showed that a chemical reduction of acto-myosin contractility results in values of
푙푓 ≈ 70 µm. Cells in 3D environments form less, or less bright, SFs and our estimation of
a lower 푙푓 quantifies this observation and suggests that the analyzed SFs are weaker than
their 2D counterparts. In our experiments and the experiments of [21] fibroblasts were
used, but the different cell lines (3T3 versus BRL) could explain some of this difference.
Nevertheless, we hypothesize that the 3D adhesion geometry is the dominant effect.
3.2.2. Fitting of actin arcs in 3D
To estimate arc parameters, such as radius of curvature, center, and spanning distance, we
developed a software tool that allows for manual selection of two anchoring points and
additional points along the arc. Circles are then fitted to these points by a least squares
method.
Experiments with cells in 3D microscaffolds are more complicated compared to 2D
substrates and the total number of cells suitable for analysis is significantly lower. There-
fore, we opted for manual annotation of the arcs, because an automated detection proce-
dure in 3D is a challenging task and not necessary for our purpose. Also scenarios such
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as high-throughput screens are not in the focus of this project and so there is decreased
need for automation.
The parameter estimation of the circular arcs runs in multiple steps. The first step is
to find a plane in 3D space in which the arc lies. This is achieved by annotation of two
anchoring points of the arc in the volume image and a third point that lies somewhere on
the arc. The plane spanned by these three points is now extracted from the original image
and presented to the user for further annotation. We do not only return the plane of the
arc, but a volume image centered around the plane. In this image, slices along the z-axis
represent parallel planes to the original one. Thus, the user can refine the selection of the
arc plane, in case the original annotations were slightly imprecise.
Given the initial user annotations
퐩1 =̂ 1st anchoring point
퐩2 =̂ 2nd anchoring point
퐩3 =̂ point along arc,
we define a unit-vector ?̂? pointing from 퐩1 to 퐩2, the plane normal 퐜̂, and a unit-vector 퐛̂
orthogonal to ?̂? and 퐜̂ as
?̂? =
퐩2 − 퐩1|퐩2 − 퐩1|
퐜̂ =
(퐩2 − 퐩3) × (퐩1 − 퐩3)|퐩2 − 퐩3||퐩1 − 퐩3|
퐛̂ = 퐜̂ × ?̂?.
(3.5)
These three vectors will form the coordinate axes of the extracted volume image presented
to the user for further annotations.

















In a second step, the user again selects anchoring points, now in the plane in which the
51
Chapter 3. Analysis of the actin cytoskeleton using micropatterned environments
arc lies, and additional points along the arc. With the two anchoring points and about 10
additional annotated points along the arcs, a circle is fitted by a modified least squares
method (MLS) [168].
As a last step, the annotated points and the circle parameters are transformed back into
the original coordinate system and saved for further analysis.
3.2.3. Combining experimental results with theoretical modeling
To gain further insight into the mechanical properties of cells adhering in 3D microscaf-
folds, we combined the procedure of extracting parameters of the circular arcs that form
between adhesion sites with a computational model for cell shape. In this model, a trian-
gulated network of active cables represents the cell membrane with the underlying actin
cortex and peripheral SFs.
The adhesion points of the modeled cell were fixed according to the regular pentagonal
scaffold. From an initial shape, which is generated by connecting adhesion points by
straight lines, elastic energies and active tensions were optimized to obtain an equilibrium
shape [122].
A least squares fit of the tension-elasticity model (Eq. (3.4)) to arc radii extracted only
from cells adhering in the regular pentagonal scaffolds yields 푙푓 ≈ 46 µm, which justifies
the parameter choices of the model. The rest-length parameter was 푎 = 1 and the length
scale was chosen to be 푙푓 = 50 µm.
From the experiments, radii of curvature of circular arcs in the xy-plane and in a tilted
plane were estimated as 푅xy,exp = (7.3 ± 1.4) µm and, 푅tilted,exp = (5.7 ± 0.9) µm. The
corresponding radii of the computational model are 푅xy,sim = 7.7 µm and 푅tilted,sim =
5.9 µm and show very good agreement with the experimentally measured parameters.
A comparison between a cell shape predicted by the model and a segmented cell from
experimental data is shown in Fig. 3.6. The shape of the invaginated regions of the model
closely resemble the actin structures found by segmenting experimental data (Fig. 3.6a,b).
Interestingly, the elastic tension acting on the links of the triangulated mesh is highest in
the same regions where SFs are located in the experiments (Fig. 3.6c). The highest values
can be found along arcs that lie in the tilted plane, followed by the xy-plane and lastly
between the connection of the outer to the inner adhesion sites. By this, the model can
quantitatively explain the localization of SFs in the experiments and it becomes clear that
the lower number and lower intensity of SFs between the outer and the inner adhesion
sites can be explained by lower elastic tension and thereby less need for reinforcement.
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Figure 3.6.: Comparison between a segmentation of the actin CSK (green) and the shape
of a cell obtained by computational modeling (blue). (a) View from above. Adhesive
regions of the microscaffold are shown in red. Circles fitted to actin arcs are shown in
cyan and were used for parameter estimation of the model (cf. main text). (b) View from
below. Microscaffolds are not shown. (c) Cell shape predicted by computational model
with elastic tension on the links of the triangulated network in color code.
3.2.4. Conclusion
In this section we extended the analysis of peripheral, circular actin arcs between adhesion
sites into 3D. We presented a method to fit circles to such SFs of arbitrary orientation by
extracting the plane in which the arc lies from a volume image. In this plane, circles were
fitted in a semi-automated way by estimating the center and radius from user annotations
by a least-squares method.
Our collaboration partner, the Bastmeyer group at KIT, recorded volume images of
3T3 fibroblast cells adhering in 3D microscaffolds, which were fabricated by direct laser
writing. Utilizing the precisely defined adhesion geometry of such scaffolds, we could
extract radii of curvature and spanning distances from peripheral SFs with our custom
written software. From those arc parameters we could determine the relevant length scale
푙푓 of the tension-elasticity model and could quantify that SFs forming in 3D environments
are weaker than corresponding fibers in 2D.
Furthermore, we combined the analysis of experimental data with a computational
model developed by Christoph Brand [122]. This model yields excellent agreement be-
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tween measured and simulated arc radii and also explains that circular arcs form predom-
inantly in the xy-plane and a tilted plane due to condensation of stress in this regions.
In future work on this topic one could combine dynamic experiments with advanced
computational modeling to gain further insights into cellular mechanics in 3D. By laser-
cutting of SFs or controlled detachment of the cell from one of the adhesion sites, in
combination with live-cell imaging, one could study the retraction dynamics of the tensed
fibers. In combination with a refined computational model, for example based on finite-
elements, forces in the fibers can be estimated.
3.3. Analysis of stress fiber microstructure
In Sections 3.1 and 3.2we fitted circles to arc-like peripheral SF and could explain the pos-
itive correlation between arc radius푅 and spanning distance 푑 with the tension-elasticity
model. By fitting an implicit relation between푅 and 푑, a length scale 푙푓 = 퐸퐴∕휎, i.e. the
ratio of fiber rigidity and surface tension, can be estimated. The tension-elasticity model
ignores the SF microstructure and for more detailed modeling approaches it would be de-
sirable to connect stochastic models of motor activity with predictions for fiber and cell
mechanics.
The force generating units in SFs are bipolar myosin II minifilaments that consist of
2x14 myosin molecules with a total of 58 motor heads [170]. They can generate forces in
the pN range by performing steps on actin filaments, which combine into nN forces that
SFs exert on adhesion sites. These minifilaments have a length of approximately 300 nm
[170] and therefore are very close to the diffraction limit, resolvable with confocal micro-
scopes. Recently it has been demonstrated that the N-terminal of the myosin head and the
C-terminal of the myosin tail can be labeled with different fluorophores [171]. In combi-
nation with super-resolution techniques, such as structured illumination microscopy, the
location of the minifilaments centers as well as the tails can be determined with high pre-
cision (Fig. 3.7a). By this, the location and orientation of individual minifilaments can
be measured and related to SF architecture (Fig. 3.7b).
In this section, we present a workflow to detect the location of myosin minifilaments
and extract intensity profiles along SFs that can serve as input for more detailed models
of SF contractility. The experiments were conducted by KaiWeißenbruch from the group
of Martin Bastmeyer (KIT). Two-dimensional microdot substrates, manufactured by mi-
crocontact printing, were used to allow the formation of free spanning SFs. For imaging,
structured illumination microscopy was used.
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Figure 3.7.: (a) Sketch of fluorescent labeling of myosin heads (green) and tails (red).
Structured illumination microscopy allows to resolve groups of heads or tails. Adapted
from [171]. (b) Simplified SF microstructure with myosin minifilaments as force gener-
ating elements and 훼-actining crosslinkers. Adapted from [172]. (c)Crop of a fluorescent
micrograph obtained by SIM illustrates the regular organization of myosin heads and tails
along a SF at the image diagonal. Image courtesy of Kai Weißenbruch (KIT).
3.3.1. Localization of myosin II minifilaments
The image data available for this project contains different combinations of channels
with fluorescent labeling of myosin heads, myosin tails, 훼-actinin, DNA, actin and the
fibronectin microdots. Of all those labelings up to four channels could be imaged in a
single setup and labels for actin as well as the microdot pattern were present in all micro-
graphs.
As we want to explore the microstructure of SFs, we start by detecting individual SFs.
For this, the methods of automated detection of circular arcs presented in Section 3.1 can
be used, but here we were also interested in straight, non-peripheral SFs, which cannot be
easily estimated with such a method. We therefore used the software tool FilamentSensor
[147] to detect filamentous structures in the actin channel. This software uses several line-
enhancing pre-filters and algorithms originally developed for detection of fingerprints
and was provided by Benjamin Eltzner and Florian Rehfeldt (University of Göttingen).
Manual setting of filter parameters is needed, but after this, filaments can be detected in
an automated way for multiple images.
In further post-processing steps, the chain of coordinates along the detected filaments
was fitted to the brightest region of the fiber in order to correct for slight inaccuracies
caused by the FilamentSensor.
Using those processed chains of coordinates, we extracted intensity profiles from the
various channels for further analysis. Localization of myosin tails could be achieved by
detecting peaks along an intensity profile.
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Figure 3.8.: (a) Fluorescent micrograph of a 3T3 fibroblast (actin channel is shown)
adhering on a dot micropattern (sketched in blue). Stress fibers detected with the Fila-
mentSensor are overlaid. Red fibers have been excluded from the analysis. (b) Intensity
profile along one SF of the channel with staining of myosin tails. Peaks correspond to
extracted positions of myosin tails. (c)Histogram of distances between individual myosin
minifilaments, measured as the myosin tail-tail distance. Data is aggregated from 8 cells
with a total of 78 SFs. (Continued on next page.)
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Figure 3.8 (continued): (d) Intensity profile along a SF with staining of the myosin tails
(blue) and 훼-actinin (green) shows alternating pattern of peaks. (e) Locations of peaks
can be used to translate a microscopic model of for one minifilament to the scale of the
complete SF. Figure from [173]. (f)Whole-filament model can be used to estimate force
distribution on the cellular level (red arrows).
3.3.2. Results and outlook
In Fig. 3.8 we present results of the analysis method outlined above applied to micro-
graphs of 3T3 fibroblasts adhering on a microdot substrate. We limited the initial analysis
to peripheral SFs as they usually show the highest intensity and we expect them to be the
most contractile fibers and have a high concentration of myosin minifilaments (Fig. 3.8a).
By extracting intensity profiles along the fibers of the image channel with staining of the
myosin tails, we could estimate the centers of the minifilaments by locating peaks in the
profile (Fig. 3.8b). We found that the distribution of the minifilament center-to-center
distances is strongly peaked at ≈ 456 nm (Fig. 3.8c).
The results presented above are a proof of concept for the workflow and can be used for
future modeling efforts. By localizing 훼−actinin crosslinkers, all the main components
of the SF can be extracted from images (Fig. 3.8d). This allows to assemble microscopic
models of minifilament, e.g. based on stochastic simulations [173], into a whole-fiber
fiber model with detailed microstructure (Fig. 3.8e). Such filament models can be com-
bined to compute the cellular stress distribution of a cell adhering to a microdot substrate
(Fig. 3.8f) and could be combined with traction force measurements [174] that have been




Intracellular dynamics of the actin
cytoskeleton
So far, we only investigated static recordings of the CSK. This is appropriate for the
analysis of a cell in a quasi steady state that can be achieved for example by adhesive
islands on which individual cells adhere in such a way that fluctuations in shape are min-
imized. In homeostatic epithelial tissue for example, one can also assume that changes
to the cells surrounding happen on longer timescales and the ECM stays in a steady state
[176]. Although the changes in cell shape are minor in such a steady state, the CSK
undergoes constant turnover and thus enables cells to quickly adapt to changes in the ex-
tracellular environment that might occur e.g. due to wounding of the tissue layer, where
proliferation and cell migration rates increase [177].
In order to investigate how specific components of the CSK are regulated and how
this relates to their mechanical properties, precise control of the involved pathways are
necessary, such as the RhoA regulatory pathway that controls acto-myosin contractility
(Section 1.4.5, Fig. 1.10c).
One very elegant way of manipulating intracellular signaling pathways is optogenetics.
It is a technique that combines genetic modifications of some of the regulatory proteins
and stimulation with light to control specific functions in cells [178]. Optogenetics was
first developed in the field of neuroscience to control membrane channels in neurons by
light [179, 180], but since has become widely used also in other fields of research, e.g. as
a method to precisely modulate cellular signaling [181].
Recent development of proteins that switch between two conformational states upon
stimulation with light have made it possible to manipulate cellular signaling pathways
with high spatiotemporal precision [182]. Specifically tailored versions of such proteins
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can be attached to the cell membrane and under stimulation with light, they recruit GEFs,
which promote the transition of RhoA to its active GTP-bound state. This then sets the
downstream effects of acto-myosin contractility in motion.
By using such photoactivatable constructs, cellular contractility can be controlled lo-
cally in regions of high SFs density. Snapshots of timelapse recordings with fluorescent
staining of actin or myosin II show an increase in intensity within the activation region
(marked as red boxes in Fig. 4.1), which is correlated with increased local contractility.
The activation was carried out over a period of 15minutes followed by a relaxation period
of 15minutes.
00:15 00:30 00:45 01:00 01:15
00:15 00:30 00:45 01:00 01:15
(a)
(b)
Figure 4.1.: Snapshots of timelapse recordings of 3T3 fibroblasts with (a) fluorescent
staining of actin and (b) of myosin. Red boxes mark regions of photoactivation of RhoA
leading to locally increased actin and myosin intensities and higher cellular contractility.
Multiple activations in different regions of the cell are possible. Time is given in minutes,
scale bar has a length of 10 µm.
In this chapter wemeasure cytoskeletal flow fields, induced by photoactivation, with an
optical flowmethod. By this, we can investigate how SFs and their mechanical properties
are involved cellular contraction and relaxation dynamics. The results presented in this
chapter are based on collaborative work with Patrick Oakes, Margaret Gardel, Elizabeth
Wagner and Michael Glotzer from the University of Chicago and Christoph Brand and
Dimitri Probst from the Schwarz group. A manuscript with additional results has been
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submitted and is currently under revision [183].
4.1. Validation of the optical flow method
The OF method introduced in Section 2.5 was developed and tested with the aim to apply
it to natural images such as movie sequences. To check the applicability of the algo-
rithm implemented in [167] to biological data, we created artificial test data for which
the ground truth was known and used the algorithm on this data.
By observing timelapse recordings of cells in which RhoA was locally activated we
noted that the CSK flow was predominantly converging to the region of activation, which
is in agreement with the increased myosin concentration in this region. To check whether
the OF method outlined in Section 2.5 can detect and precisely estimate such patterns,


















Here 푣0 is a constant defining the speed of the velocity field, and after a period 푇 of
constant flow the direction of the flow is inverted. This mimics the backflow that is also
observed in experimental time lapse recordings. Π(푡) is the rectangle function.
To generate an image sequence that represents movement according to the velocity
field, random spot positions were drawn and propagated in the field. From the distribu-
tion of spots, images were generated that were used for validating the OF method. We
found that the number of spots had only minor influence on the reconstruction accuracy.
This results most likely from the spatial and temporal smoothness constraints imposed
on the reconstructed velocity field. To make the synthetic data comparable to the exper-
imental recordings, we chose a number of 푁spots = 500 for an image size of 500px by
500px (cf. Fig. 4.2a). Gaussian smoothing was applied to the synthetic images and Gaus-
sian white noise with variance 휎2 was added before the OF algorithm was applied. The
size of the synthetic images and the velocities were chosen to match experimental image
sizes as well as the temporal sampling interval of 20 seconds with velocities estimated
on the order of ≈ 10 nm∕s. With a pixel size of approximately 100 nm, a displacement
of approximately 2 px can be expected.
We found that for a large range of the noise variance the OF method could reconstruct
the underlying velocity field with high precision. Only for very high values of 휎2 = 0.05
and 휎2 = 0.1 deviations from the ground truth were found (Fig. 4.2b). For 휎2 = 0.01 we
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Figure 4.2.: Validation of the OF method. (a) Test data of random speckles, which move
in a flow field parallel to the x-axis that converges towards the center of the rectangular
image (blue arrows). Reconstructed velocity fields by the OF method are averaged inside
the green box. (b)Comparison of the ground truth velocity inside the box (bold gray lines)
and the velocity in x-direction (colored, solid lines) and in y-direction (dashed lines) for
different strengths of Gaussian white noise added to the images.
estimated a signal-to-noise ratio (SNR) of the synthetic images of SNR휎2=0.01 ≈ 4, where




with 휇Data the mean intensity of the relevant objects in the image and 휎BG the stan-
dard deviation of the background. For a sample image taken from a experimental time
lapse sequence, the SNR was estimated as SNRepx ≈ 5.3, which is of the same size as
SNR휎2=0.005 ≈ 5.4 for the synthetic images.
With the OF method we are therefore able to reconstruct an underlying velocity field
with high precision from the experimental time lapse recordings provided by our collab-
oration partners.
4.2. Correlating cytoskeletal flow and stress fiber
orientation
Christoph Brand from the Schwarz group developed a computational model based on
a triangulated network of cables to simulate the effect of locally enhanced contractility
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[122]. In the triangulated network, links were modeled as a combination of a cable-
Maxwell element (series connection of a viscous element and an elastic spring) and an
active contracting element, mimicking a crosslinked actin network. SFs were embed-
ded in the network and modeled in the same fashion, but with different parameters. To
simulate local activation, the tension of the contractile elements was increased inside the
activation region. If the actively contracting elements were placed in both, the network
links and the SFs, lateral contractions towards the activation region could be observed. In
contrast to this, purely longitudinal contraction was observed if the active elements were
only distributed in the SFs.
In the time lapse recordings of real cells only the second case of longitudinal contrac-
tion could be noted. These modeling results and experimental observations indicate that
SFs are indeed one dimensional contractile elements that are embedded in a passive (or
much less contractile) acto-myosin network [183].
To quantify the longitudinal contraction along SFs predicted by the computational
model, we developed a method to correlate flow direction and local orientation of the
actin CSK. For this, the structure tensor 퐉 (Eq. (2.11)) was used to estimate the local
orientation 휗actin and the coherency 푐 from the time lapse recordings. To visualize corre-
lations between flow direction and local orientation, we defined a correlation measure 휌
휌(푥, 푦) = 퐶10










푎 푥 < 푎
푥 푎 ≤ 푥 ≤ 푏
푏 푥 > 푏
(4.4)
clips its argument between 푎 and 푏. |𝐯(푥, 푦)| is the magnitude of the velocity, |𝐯|min
and |𝐯|max minimal and maximal velocities considered for plotting (here determined by
the 10th and 95th percentiles of |𝐯(푥, 푦)|) and 휗𝐯(푥, 푦) is the direction of flow. 휌 ranges
between -1 for a flow orthogonal to the orientation of the actin CSK and 1 for parallel
flow direction and actin orientation. For visualization, 휌 was color-coded and overlaid
over the snapshots of the timelapse sequence.
63
Chapter 4. Intracellular dynamics of the actin cytoskeleton
4.3. Results
Our experimental collaboration partners conducted experiments with staining actin, myosin
and 훼-actinin. By means of actin and myosin staining, SFs and smaller filamentous struc-
tures become visible and, under 훼-actinin staining, characteristic striation patterns emerge
that visualize the sarcomeres of the SFs [70].
In Fig. 4.3a snapshots of a timelapse recording of a cell with actin staining are shown.
RhoA is photoactivated near the cell periphery (blue ellipse), which leads to the flow
pattern shown in green. Before the activation (t=00:07min) there is initial CSK flow
normal to the SFs in the lower part of the cell, which is due to initial contraction of the
cell and also caused by retrograde flow of depolymerized actin monomers away from the
cell edge. Upon photoactivation (t=00:13min) the CSK flow pattern changes direction
towards the activation region, because now myosin motors are recruited to the activation
region leading to active contractility of the SFs. The sketch in Fig. 4.3b displays how SFs
contraction leads to an increased tension. Notice that the viscous elements of the modeled
SFs are not shown for simplicity. During activation, the SFs in the lower part of the cell
are being tensed and at the end of the activation period (t=00:27min) only normal flow
w.r.t. the SFs in the lower part of the cell is visible. This indicates that the SFs is now
under high tension and is pulling the lower part of the cell inside as it is straightening
under the influence of increased myosin activity. After the photoactivation is turned off
(t=00:33min) a strong backflow is visible that is tangential to the direction of the SFs and
again some orthogonal movement can be seen in the lower part of the cell due to smaller





























Figure 4.3.: (a) Snapshots of time lapse recordings of a 3T3 cell with fluorescent staining
of actin with an overlay of the calculated CSK flow (green). Time points were chosen
before photoactivation of RhoA, at the start of the activation period (activation region
marked by blue ellipse), at the end of the 15 minute activation period and during the
relaxation of the cell. (b)Cartoons with strongly simplified layout of the actin SFs. Due to
contraction towards the activation region, SFs get stretched and tension builds up, which
is released after the photoactivation is turned off.
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Figure 4.4 (previous page): (a) Snapshots of time lapse recordings of a 3T3 cell with
fluorescent staining of myosin and an overlay of the CSK orientation (red bars) as well as
the calculated CSK flow (green). Characteristic periods of the experiment are selected:
Shortly before photoactivation of RhoA begins (00:15), when the maximum velocity is
established (00:30), shortly after the activation has stopped (00:32) and after 15 minutes
of relaxation (00:45). A second activation period starts subsequently. (b) Overlay of the
correlation 휌 (Eq. (4.3)) between flow direction and CSK orientation, which is weighted
by the magnitude of the flow velocity and the coherency 푐 extracted from the structure
tensor. Red color symbolizes parallel alignment of flow direction and CSK orientation,
blue color orthogonal alignment.
In Fig. 4.4 the correlation between SF orientation and CSK flow direction is even more
evident. Here, a more linear cell is shown with SFs oriented along the cell’s long axis
and activation is carried out in the cell center, normal to the SFs. From the CSK flow
fields in Fig. 4.4a it is evident that flow direction and SFs orientation coincide. This can
also be seen in panel Fig. 4.4b, where the correlation measure푅 (Eq. (4.3)) between flow
direction and SFs orientation is shown in color code (red: parallel, blue: orthogonal).
To quantify flow velocities during activation and relaxation, lines were placed along the
SFs and kymographs were extracted from the fluorescent images as well as the CSK flow
field, which was projected onto those lines. A kymograph is a representation of a dynamic
process in a 2D image. It can be generated by a line scan through an image (Fig. 4.5a)
and subsequent stacking of such line scans for multiple frames of an image sequence
(Fig. 4.5b). In Fig. 4.5b a kymograph of the fluorescent intensity of myosin is shown
with the temporal axis in horizontal orientation and the spatial axis in vertical direction.
During photoactivation (orange boxes) of RhoA, movement towards the activation region
can be observed that changes direction during the relaxation periods. The corresponding
CSK flow field projected onto the kymograph line is shown in Fig. 4.5c. Flow direction
is presented in color code with red color representing flow upwards along the spatial axis
and blue downwards flow. Again it is clearly visible that there is contraction towards the
activation region and a reversal for this effect during relaxation, which is indicated by a
color change. Note, that the relaxation flow velocity is lower than the contraction flow as
can also be seen in Fig. 4.4.
For further quantification, we placed multiple kymograph lines along the SFs in the
cell and averaged the CSK flow velocity over all kymographs, separately for every exper-
imental period (pre-activation, activation, relaxation) (Fig. 4.5d). Here it is again evident
that the flow changes direction between activation and relaxation with an average flow ve-
locity during activation of 3 nm/s. Notice that individual flow velocities can reach values
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(a) (b) (c) (d)
Figure 4.5.: Quantification of CSK flow velocity via kymographs. (a) Kymograph line
(green) is placed along a SF. Activation regions (orange) cover the SF. (b) Kymograph
generated from fluorescent image with time along the horizontal axis and space along the
vertical axis shows flow towards the activation region and backflow during relaxation. (c)
Cytoskeletal flow velocity projected onto the kymograph line with red color indicating
flow upwards and blue indicating flow downwards. Flow points towards the region of
activation and reverses direction during relaxation. (d) Projected flow velocity averaged
over multiple kymographs with pre-activation, activation, and relaxation periods shown
separately. Sign reversal of relaxation flow compared to activation flow is eminent. Figure
reproduced from [183].
up to ≈ 10 nm∕s.
Furthermore, experiments were performed with fluorescent staining of the protein
zyxin that is known to be responsible for retaining the mechanical integrity of SFs [184].
We observed that zyxin accumulated near the focal adhesions linked to contracting SFs
and also at sites of compression within the activation region. This leads to the picture that
zyxin is important for maintaining the connection between the focal adhesion and the SF
and for repairing SF that are under compression. Another indication for this effect could
be observed in cells that were manipulated to be depleted of zyxin. Here, the CSK flow
pattern was identical to the previously discussed case during activation, but the backflow
vanished entirely (Fig. 4.6a). By reintroducing zyxin into the cells, the backflow could
be reestablished (Fig. 4.6b).
An estimation for the changes in the mechanical properties of SFs in zyxin-depleted
cells could be achieved by the help of a 1D continuummodel developed by Dimitri Probst
[183]. This model was set up as a continuous version of the discrete network model
mentioned above and can be considered as a continuous version of the parallel connection
ofMaxwell elements and active components responsible for contractility. This model was
fitted to kymographs extracted from wild type and zyxin-depleted cells and it could be
shown that the elastic modulus had to be increased by several orders of magnitude to fit
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Figure 4.6.: (a) Cytoskeletal flow profile for zyxin-depleted cell shows no significant
backflow. (b) In a cell with reintroduced zyxin the wild type flow pattern is reestablished.
the kymographs. At the same time the viscosity was lowered by one to two orders of
magnitude. This indicates that without zyxin SFs are becoming stiffer and more viscous,
which corresponds to the removal of the elastic element in the Maxwell model. Fits of
the mechanical model to cells with reintroduced zyxin yielded parameters of the same
size as for the wild type cell [183].
4.4. Conclusion
In this chapter we presented methods to investigate intracellular CSK dynamics and ap-
plied them to cells that were locally photoactivated, which causes an increased activity
of acto-myosin complexes and thereby a contraction of the cell. We could show that SFs
are one-dimensional contractile elements that are embedded into a passive actin mesh,
which is not influenced by photoactivation of RhoA. This leads to CSK flow parallel to
the SFs orientation.
We hypothesized that elastic elements in the SFs are being stretched during photoacti-
vation of RhoA, which then causes a backflow once the light source is switched off. This
hypothesis is supported mathematical modes in which a ramped increase of contractility
during activation and a slow decrease in the relaxation phase is sufficient to explain the
experimental findings.
In a combined effort of experiments, computational models and image analysis, this
work also highlights the repair and maintenance properties of zyxin for the mechanical




Analysis of the microtubule
cytoskeleton
In earlier studies using MP substrates it was found that interaction between MTs and
SFs is characteristically different from interactions with the actin cortex. MTs are de-
flected by SFs that span over non-adhesive parts of the substrate (Fig. 5.1a) [35] or are
guided by internal SFs (Fig. 5.1b) [97]. At the cell cortex MT growth stops, most prob-
ably due to interactions with the densely crosslinked actin cortex [35]. In the following
we discuss further experimental evidence for those phenomena and quantify the resulting
organization of the MT network using MP substrates.
(a) (b)
10 µm10 µm
Figure 5.1.: (a) Tracks of growing MTs inside a cell on a ◠| -shaped MP. Growth is
stopped at the convex boundaries (upper inset) and deflection can be observed at concave
boundaries. Taken from [35]. (b)MT guidance at intracellular SFs of a cell adhering on
a triangular micropattern. Taken from [97].
All cell culturing procedures were done in the group of Vytaute Starkuviene-Erfle by
Susanne Reusing at BioQuant, Heidelberg University. For imaging, we used the mi-
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croscopes of the group of Holger Erfle at the ViroQuant-CellNetworks RNAi Screening
Facility and thank Manuel Gunkel for giving an introduction on how to operate the mi-
croscope.
5.1. Experiments
HeLa cells were cultured on coverslips with adhesive MPs of four different shapes (⚫,
◠| , H, Y) in three different sizes (small, medium, large). The different sizes should lead
to average cell sizes of 700 µm2, 1100 µm2 and 1600 µm2 respectively [185]. After 4 h of
incubation time cells were fixated on the coverslip and fibronectin, tubulin and DNAwere
fluorescently stained to visualize the micropattern, microtubules and the cell nucleus.
The dyes used for staining were Cy3, Alexa 647 and Hoechst 33342 that have emission
wavelengths in the yellow-green, red and blue part of the visible spectrum.
For imaging we selected cells that were in interphase (i.e. non-dividing), adhered indi-
vidually on a micropattern and were spread out to the full extend allowed by the pattern
geometry. Although the micropatterned substrates enforce spatial boundary conditions
on the cells and enable shape normalization, many cells had to be discarded. This is due
to non-occupied micropatterns, incomplete adhesion, multiple cells populating the same
micropattern, mitotic (dividing) cells or apoptotic (dying) cells. The micropattern shape
as well as its size influence the yield and HeLa cells tend to favor medium or large-sized
micropatterns, while the least well-adhering cells were found on the Y-shaped pattern.
Cells on the ⚫-pattern were not considered for further analysis, because here no SFs are
present that span over non-adhesive parts of the surface.
From a block of 12x12 micropatterns we found approximately 15 cells suitable for later
analysis (≈ 10% yield), which is consistent with the yield we found in Chapter 6 using
the same substrates.
According to the resolution limit for confocal microscopes (Section 1.1) we assume
a maximally achievable lateral resolution of 푑lateral ≈ 200 nm and 푑axial ≈ 600 nm in
the axial direction. In our imaging setup the voxelsize of the confocal stack was set to
120 nm × 120 nm × 250 nm. The sampling frequency does not reach the theoretical res-
olution limit, but is reasonably close.
The images were deconvoluted using the software packageHuygens (ScientificVolume
Imaging) to minimize the effects of the extended PSF and to improve image resolution.
For further analysis, the slice from the Z-stack that showed the highest contrast of the MT
network was selected in order to have the most important structural features present in a
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single image. Usually the plane of this image was close to the coverslip.
5.2. Analysis
The purpose of our study was to investigate the organization of the MT network inside
a cell with a predefined shape. The diameter of MTs, of approximately 25 nm, is below
the resolution limit of conventional microscopes and one would need super-resolution
techniques like STED or PALM to fully resolve individual MTs [186]. In practical ap-
proaches it has been shown that individual MTs can be extracted even from fluorescent
images recorded with conventional microscopes if they are sparse and not intersect other
MTs [187, 188]. Another approach is to use a fluorescent marker for the plus-end binding
protein EB1 and reconstruct the track of a growing MT from time lapse recordings [35].
We only had access to static images of the MT network and could not segment individual
filaments due to the high density of the MTs.
To investigate the cell-wide organization of the MT network, we extracted the local
orientation of the MTs from the structure tensor, as introduced in Section 2.4. We chose
width of the Gaussian derivative kernel as 휎 = 1 px = 120 nm and correspondingly the
width of the windowing function as 2휎.
Order parameter
Spread in a distribution of angles can be quantified by the circular variance (Eq. (2.18)).
Another way of to measure such a spread is to define an order parameter 푆 equivalent to
the one used in the theory of liquid crystals (Chapter 9):
푆 =
⟨
2 cos(휗̄ − 휗푖)2 − 1
⟩
. (5.1)
Here, 휗̄ is the average angle obtained by calculating the circular mean (Eq. (2.17)), 휗푖 are
the samples of the distribution of angles and ⟨… ⟩ denotes the arithmetic mean. The order
parameter 푆 ranges from 푆 = −1 (purely orthogonal orientation w.r.t. 휗̄) over 푆 = 0
(isotropic distribution of 휗푖) to 푆 = 1 (parallel or anti-parallel alignment of the 휗푖 with
휗̄).
For angular variables distributed over the interval [0, 2휋) Eq. (5.1) cannot distinguish
between parallel and anti-parallel orientations, but for angles in the interval [0, 휋) it is a
reasonable definition.
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5.3. Results and discussion
After image registration with the procedure outlined in Section 2.1, the MT network was
extracted by segmenting the tubulin channel of the slice with the highest contrast using
a K-Means–based algorithm (Section 2.2). From the segmented images we extracted the
local orientation of the MT network from the structure tensor.
To obtain an average orientation field of theMT network, the fields of all recorded cells
for each MP type were averaged with the structure tensor coherency 푐 (Eq. (2.15)) as a
weight for the averaging procedure. The local orientation 휗 extracted from the structure
tensor is defined in the interval 휗 ∈ [0, 휋). The circular mean defined in (Eq. (2.17)) as-
sumes 2휋 periodicity and to account for the 휋 periodicity of our data we need to calculate
the circular mean of 2휗 and divide the result by 2 to obtain the average orientation field.
Fig. 5.2 shows the experimental orientation fields of three different MPs (◠| -shaped,
H-shaped, Y-shaped) for a representative single cell (a), as an average over all single
orientation fields (b) and the order parameter calculated according to Eq. (5.1) (c).
By examining the individual images and the corresponding orientation fields (Fig. 5.2a),
it becomes evident that the cell’s nucleus covers a large fraction of the total cell area and
therefore has a strong influence on the organization of the MT network. Although MTs
can slightly deform the nucleus during interphase [189], they usually cannot penetrate the
nuclear envelope and will thereby be aligned or deflected during growth. Due to these
deformations inside the region covered by the nucleus, the MT orientation is very irreg-
ular. The presence of the nucleus translates into non-smooth averaged orientation fields
with a low order parameter 푆 in the center of the cell (Fig. 5.2b).
The centrosome is located close to the nucleus, near the cell centroid [35] and its po-
sition can usually be estimated by finding the brightest spot in the tubulin image if no
staining is available. Near the centrosome, we expect local radial ordering of the MTs,
but in the single cell images the alignment is not easy to extract. Due to the very high
local MT density, the local orientation is not well defined.
These two systemic effect would still be an issue if the number of cells would be in-
creased, because nucleus and centrosome are always located close to the cell center. A
larger MP size or cells with a smaller nucleus relative to their total size might decrease the
zone of non-smooth orientation fields near the cell center, but it cannot be made arbitrary
small.
Between the nuclear envelope and the convex, adhesive edges of the cell we find a
radial configuration of the MT network in single cell images and averaged orientation
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Figure 5.2.: Analysis of the MT network inside a cell with predefined shape. (a) Fluo-
rescent micrographs of the MT network (gray-scale) with the corresponding local orien-
tation (red bars) and the nucleus (blue). Plots show individual cells on three different MP
geometries (◠| large, H medium, Y medium) (b) Averaged orientation field with MP ge-
ometry in the background (gray). (c) Order parameter of the orientation fields according
to Eq. (5.1).
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Figure 5.3.: Coordination of the MT network at the cell boundary. (a) Confocal image
of MTs that grow radially towards the cell boundary (large arrow) and align tangentially
at the cell cortex, very close to edge (small arrow) of the MP (outline in red). (b) STED
image of the MT network (grayscale) and the actin CSK (green). MP was not imaged and
position is estimated. (c) Zoom into the convex boundary of the cell in (b) also shows
tangential alignment of the MT network close to the boundary of the cell. (d) Zoom into
the concave boundary of the cell shows deflection and tangential alignment of MTs at the
SF (sketched in green).
fields. Near the cell cortex, very close to the membrane, a deviation from the radial
configuration can be found in some cells and MTs tend to align tangentially with the
boundary (Fig. 5.3a). To investigate this effect further, we had access to one image of
a cell on a ◠| -shaped MP imaged by STED microscopy (Fig. 5.3b). The images was
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recorded by Johann Engelhardt in the group of Stefan Hell (DKFZ, Heidelberg). In this
super-resolution image, actin and tubulin were stained and the position of the adhesive
MP had to be inferred from the shape of the actin CSK. Near the convex parts of the cell
boundary, we again observe local tangential alignment and radial orientation of the MT
network in the central part of the cell (Fig. 5.3c). The effect of MT deflection and bending
at the concave boundaries is very obvious in the super-resolution image (Fig. 5.3d).
At the concave boundaries of the cells, where actin SF form, we find tangential orien-
tation on the level of individual cells and in the averaged orientation fields. The region of
tangential alignment in the averaged orientation fields extends further inwards than one
would expect from a local deflection of growing MTs. The two main reasons for this dis-
crepancy are the variation of the radii of curvature of the actin arcs and a localization of
the nucleus close to the actin arcs. Variability in the localization of the actin arcs will dis-
tribute the band of local tangential alignment over a larger region in the averaged fields.
If the nucleus is positioned close to the membrane, its alignment properties mentioned
earlier will also broaden the region of tangential orientation.
(a) (b) Figure 5.4.: (a) Prediction for the organiza-
tion of the MT network (purple) in a cell on
a◠| -shaped MP (gray). MTs are stabilized
at the crosslinked actin cortex (green) and
deflected at actin SFs (red), spanning non-
adhesive regions of the substrate. (b) MT
rerouting leads to centrosome location near
the cell centroid in a tension-equilibrated
configuration. Adapted from [35].
Our experimental findings and previous observations [35] lead to a prediction of the
organization of the MT network in cells on MP substrates as it is shown in Fig. 5.4a.
Compared to the earlier findings, we also found local tangential anchoring at the convex
boundaries near the cell cortex. Outside of this band of ≈ 2 µm at the convex edges,
the MT network orients radially w.r.t. the cell center. The tangential alignment might
be caused by more detailed interactions between MTs and the actin cortex than a simple
capping of growing MTs. Similar crosslinking proteins or molecular motors as for the
interaction between SFs and MTs could influence the orientation of the MT network near
the dendritic actin network of the cell cortex. The effect of such interactions might be
different due to the different organization of the actin CSK and in the super-resolution
image it is visible that only a fraction of the MTs show tangential alignment with the
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cell outline. A functional role of the deflection of MTs at the concave boundaries is that
it allows to retain a centered position of the MTOC, even if the cell is forced into an
asymmetric shape due to the MP (Fig. 5.4b).
The sketch shown in Fig. 5.4a is an idealized version of the organization of the MT
network for an averaged cell. Differences to our experimental results can be explained by
the influence of the nucleus at the cell center and natural variability of the cells, which
leads to invaginated arcs with different radii of curvature at the non-adhesive boundaries.
In future work, the image analysis method outlined above could be applied to larger
numbers of super-resolution images to estimate the MT orientation. Alternatively, indi-
vidual MTs could be tracked to analyze their shape in more detail. Furthermore, it would
be interesting to study how the effects like the suppression of motor activity or depletion
of crosslinking proteins influence the coordination of MTs and actin at the boundaries.
Approaches for this have been discussed in [97].
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Analysis of intracellular integrin
accumulation in cells on
micropatterns
Micropatterned substrates not only reduce CSK variability by cell shape normaliza-
tion, but also induce more regular arrangements of the intracellular compartments. The
centrosome, the Golgi complex and the nucleus localize close to the cell’s centroid as
was discussed in Section 1.2.1. The normalization properties of MP substrates make it
possible to calculate characteristic vesicle density maps for a given cell shape and [190]
and study the influence of cytoskeletal disruption due to different chemical compounds
in a standardized way [191, 192].
In this section we present an image analysis method to study the spatial distribution
intracellular vesicles. Conventional screening approaches are usually conducted on sub-
strates with homogeneous coating of ECM proteins. This leads to high a variability in
cell shape and differentiating between individual cells might be difficult. Due to this
effects, image analysis and determination of screening hits is often limited to the per-
inuclear region [193, 194]. With these methods, changes in the spatial distribution are
difficult to assess and the variability in cell shape requires very high cell numbers to per-
form meaningful analysis. The methods we present utilize the normalization properties
of MP substrate to obtain significant results with fewer cells.
We will apply the developed techniques to a proof-of-principle screen with small inter-
fering RNA (siRNA) mediated knockdown of genes that influence integrin endocytosis.
As was discussed in Section 1.5, integrins are important transmembrane molecules and
are involved in numerous cellular signaling processes and diseases such as cancer. This
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makes them especially interesting to study from a molecular biological as well as a clin-
ical point of view, but also a better understanding of their involvement in FA regulation
and cell migration is attractive to the biophysics community.
Thework presented herewas done in collaborationwith the groups ofVytaute Starkuviene-
Erfle and Holger Erfle at BioQuant, Heidelberg University. The experiments were con-
ducted by Susanne Reusing and Gintare Garbenciute and imaging was performed by
Manuel Gunkel. The image analysismethodswere developed in collaborationwith Philipp
Albert from the Schwarz group.
6.1. Spatial distribution maps for intracellular
compartments
The normalization of cell shape on micropatterned substrates allows to align multiple
cells and compute average density maps of intracellular vesicles by locating individual
endomembrane positions [190]. Based on individual positions, statistical tests can be
applied to identify changes in the distributions [195]. To be able to extract positional
information, images with high spatial resolution, i.e. high magnification, have to be ob-
tained, which limits the field of view to only a few or even single cells. In large-scale
screens usually lower magnifications are used in order to capture a larger fraction of the
coverslip in a single image. Therefore, the localization of individual endomembrane is a
difficult task and measurements of spatial fluorescent intensity profiles provides a good
trade-off between imaging effort and precision of the analysis.
We developed a framework in which a stack of prealigned micrographs of cells adher-
ing on a micropattern can be analyzed by defining radial bins that adapt to the shape of
the cell and allow us to compute average intensity profiles of fluorescently labeled en-
domembranes. For the generation of the bins, we used the centroid of the average cell
shape as the origin. We defined a fraction of the radius from the centroid to cell outline
to be covered by circular bins (here: 25%) and split the rest of the radius into a predefined
number of bins (Fig. 6.1a). The distance 푟 of the bin from the cell center is defined as an
azimuthal average over the distance of the bin center to the cell centroid.
An advantage of using bins that adapt to the shape of the cell is that they have the
potential to capture processes that are under the influence of cellular morphology with
higher precision. One example is the distribution of endomembranes that are localized





Figure 6.1.: Definition of radial bins for a cell on a ◠| -shaped MP (red). (a) Bins with
continuous adaptation to cell shape. (b)Concentric circular bins with equidistant spacing.
split up such a distribution into 5 different bins. This might lead to an overlay with effects
that are located more in the center of the cell. An adaptive bin-shape can capture such a
distribution in a single bin located around the outline of the cell and will therefore allow
for a more precise quantification.
6.1.1. Assessment of statistical significance
To address statistical significant differences between experimental conditions, i.e. negative
control and siRNAmediated knockdown, we used the non-parametric k-sampleAnderson-
Darling test [196] and its implementation in the kSamples package [197] of the statistics
software R. The null hypothesis of this test is that all the samples to be compared have
been drawn according to a common unspecified probability distribution. At a signifi-
cance level 푝 < 0.05 we reject this null hypothesis and assume the alternative hypothesis
that the samples arose from different distributions. The choice of this test is based on
the observation that the binned intensity distributions as well as the distribution of mean
cellular intensity were skewed to higher intensity values and the commonly used Student
T-test assumes that the samples follow the normal distribution. To assess if the average
intensity of one of the distributions is higher or lower than the other one, the median
values of each distribution will be compared.
6.2. Experimental procedure
The RNAi mediated knockdown of gene expression was conducted by transfecting HeLa
cells, a human, endothelial, cancer cell line, with 5 different siRNAs. The expression of
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Dynamin-2 (encoded in the DNM2 gene), Kinesin family member 15 (KIF15 gene), Dis-
abled homolog 2 (DAB2 gene), Clathrin heavy chain 1 (CLTC gene) and Caveolin-1
(CAV1 gene) was inhibited. As a control measurement, cells were transfected with the
AllStars negative control siRNA that has no homology to any known mammalian gene
[198]. CLTC, DNM2 and DAB2 are known for their importance in the formation of
clathrin coated pits that develop into membrane buds and their fission into vesicles [110].
Caveolin is involved in a clathrin-independent endocytotic pathway by forming invagi-
nations of the plasma membrane. Here, DNM2 is also important for the fission of those
invaginations into vesicles [110]. KIF15 is a MT plus-end directed motor and involved
in the recycling of intracellular integrin to the cell membrane [194].
For the proof-of-principle screen, CYTOO starter chips [185] with four different mi-
cropatterns (⚫,◠| , H and Y-shaped) were used similar to the experiments for the organi-
zation of the MT network in Chapter 5. We selected the medium sized micropattern with
a reference cell size of 1100 µm, because this pattern size had the highest yield of cells
suitable for analysis.
The experiments were conducted with HeLa cells, because of their good response to
RNAi [194]. After transfection with different siRNAs, the cells were seeded onto the MP
substrate to allow for attachment and normalization of shape as well as integrin endocy-
tosis. Non-internalized membrane bound integrin was washed away before fixating the
cells, such that only intracellular integrin will be fluorescently labeled.
After imaging, cells suitable for further analysis were selected based on the criteria that
they were adhered individually on a micropattern, were non-mitotic and had spread out to
the full extend allowed by the micropattern geometry. In some cases cells with a very low
average intensity had to be removed, because they were almost indistinguishable from the
background intensity level. This is most likely caused by dysfunctional endocytosis of
some cells, which is common for cancer cells [199].
The experiments were performed on different days with potential variations in fluo-
rescent staining efficacy or changes to the microscope settings. For this reason we per-
formed background estimation for each experiment separately by computing the average
background intensity over all cells selected for analysis.
6.2.1. Validation of the experimental setup
To validate our analysis method and also the experimental procedure, we checked for
overlap in the normalized intensity distributions of the control experiments. For this,
the fluorescent micrographs of stained integrin 훼2 were divided into bins that follow the
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shape of an averaged cell (Fig. 6.1a). To make sure that the spatial distribution was not
superimposed by variations in absolute intensity levels, due to variability in the experi-
mental conditions, the total fluorescent intensity of each cell was normalized to 1 before
averaging.
While the absolute intensity distributions for varied for different experiments, the nor-
malized intensity distributions agree (Fig. 6.2). For all four MPs used, the k-sample
Anderson-Darling test for each bin separately and we found no statistical significant dif-
ference between the control experiments.




































Figure 6.2.: Comparison of normalized intensity distributions for experiments with the
AllStars negative control siRNA for all four MPs. Bins were created as in Fig. 6.1a,
centered at the cell centroid. Horizontal axis represents the average distance of the bin
center from the cell centroid. Intensity distribution of each cell was normalized before
averaging. Colored curves correspond to different dates. Bold lines are median values,
shaded regions represent 25% and 75% percentiles. N is the number of cells.
6.3. Influence of knockdown on cell-wide integrin
accumulation
As a first step to assess the influence of the siRNA mediated knockdown, we checked for
differences fluorescence intensity on the level of a complete cell. We found statistically
significant differences in the distribution of cell-wide mean intensity for the majority of
MP and knockdown combinations.
In the following, we will focus on two knockdowns on two MPs to illustrate the effect
RNAi. In Fig. 6.3 box plots of the distribution of the averaged cellular intensity are shown
for the the ⚫-shaped MP and the ◠| -shaped MP with knockdowns of the DNM2 gene
and the CAV1 gene. The distributions are tested against the AllStars negative control
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siRNA (CTRL) and, except for a knockdown of CAV1 on the⚫-shaped MP, we found no
statistically significant differences in the distributions. Evaluating based on the median
values, we found that DNM2 knockdown decreases intracellular integrin accumulation

















































Figure 6.3.: (a)Box plots of the mean cellular intensity for cells on the⚫-shapedMP and
on the ◠| -shaped MP. Comparison is for the AllStars negative control siRNA (CTRL)
and a knockdown of the DNM2 gene. Boxes extend from the 25% percentile to the 75%
percentile with the median marked by a vertical line. Whiskers (dashed) represent 5% and
95% percentiles. Statistical significance is marked by an asterisk. (b) Same comparison
as in (a), but for a knockdown of the CAV1 gene. (c) Typical examples of cells from the
control experiments and the two knockdowns with outline of the segmented cell (red).
In Fig. 6.3c typical examples of cells of the different experimental conditions are shown
and one can clearly see the effect of the knockdowns. For a DNM2 knockdown intracel-
lular integrin is located more pericentral, while for the CAV1 knockdown larger clusters
form, which are located peripherally.
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6.4. Changes in the spatial distribution of
internalized integrin
From observing the different phenotypes shown in Fig. 6.3c, we expect not only changes
in the absolute levels of accumulated intracellular integrin, but also differences the spatial
distributions. Just as the for comparison of the different control experiments, we calcu-
lated spatial intensity distributions by the method outlined above and used bins that adapt


















































Figure 6.4.: Spatial inten-
sity distributions of internal-
ized integrin. (a) Radial
bins for the ⚫-MP and the
◠| -MP. (b) Median values
of binned intensity distri-
butions for the knockdown
of DNM2 (blue) are com-
pared to control measure-
ments with AllStars nega-
tive control RNAi (CTRL,
red). Shaded areas repre-
sent 25 and 75 percentiles.
Statistically significant dif-
ferences in the binned dis-
tribution are marked with
an asterisk. (c) Compari-
son of the intensity distribu-
tions for CAV1 knockdown
to control measurements.
Fig. 6.4 shows this binned intensity distributions for the cells on the ⚫-MP and the◠|
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-MP. For DNM2 knockdown (Fig. 6.4b), we found that the normalized intensity distribu-
tions are increased in the pericentral region and are decreased in the peripheral regions,
compared to the control experiments. This indicates that DNM2 not only inhibits the ac-
cumulation of integrin in the cell, but it also shifts the distribution more to the cell center.
Except for a region of 푟 ≈ 10 µm, where the two curves intersect, the binned distribution
are significantly different at the 0.05 level. The distributions within each bin were tested
separately. A knockdown of CAV1 induces the reverse effect. Here, we observed a lower
normalized intensity of the knockdown experiments in the pericentral region and higher
values in the peripheral region (Fig. 6.4c).
The observed effect can be caused by a combination of the lower expression levels due
to RNAi and the MP geometry. On the ◠| -MP both changes in the distribution are less
pronounced. This is an interesting point to investigate in further studies, by comparing
concave micropatterns, such as the◠| , with counterparts that provide a completely filled
adhesion geometry where the cell does not span over nonadhesive parts of the surface.
6.5. Conclusion
In this chapter we presented methods for the analysis of small intracellular compartments.
The usage of MP substrates intracellular organization and allows us to study how such
compartments distribute spatially and to assess changes in the distributions with statisti-
cal tests. As a proof-of-principle, we applied the method to various knockdowns of genes
that influence the endocytosis of integrin and showed the differences of a knockdown of
Dynamin-2, compared to a knockdown of Caveolin-1. Our method can be directly ap-
plied to low resolution images and differences in the distributions due to siRNAmediated







Modeling of the microtubule network
Although imaging and image analysis are very powerful tools for biophysical research,
they are sometimes limited by the sheer effort it takes to perform experiments. Due to
biology’s high complexity, the study of changes in cell behavior upon variation of the
experimental conditions is often a very hard task. Here, theoretical models and com-
puter simulations significantly extend the toolbox available to researchers. By system-
atically reducing the complexity during model formulation, the most basic mechanisms
that underlie experimental findings can be figured out. This then helps to design new
experiments to investigate the influence of those basic mechanism in real systems.
In this second part of the thesis we continue to investigate the organization of the MT
network inside cells with predefined shape. This time we use computational modeling.
Our model assumptions are based on the experimental study of the MT network in Chap-
ter 5. There, we found support for earlier experimental observations of how the MT
network interacts with the actin CSK [35] and made novel observations of MT behavior
close to the cell cortex. A reminder of the predicted layout is given in Fig. 7.1.
The underlying hypothesis for all of the followingmodels is, that the organization of the
MT network is mainly determined by interactions with the actin CSK at the cell bound-
aries. Based on our experimental findings, we expect qualitatively different behavior at
the convex and concave parts of the cell due to the different organization of the actin CSK.
At the convex part of the boundary we hypothesize that the growth of MTs is halted, for
example due to capping of the plus ends [200]. There, also a local deflection of the MTs
can occur, which leads to tangential alignment of theMTs in the immediate vicinity of the
cell boundary. Invaginated SFs that contribute to concave regions of the cell outline will
lead to different arrangement of the MTs. Here, deflection or guidance towards the adhe-
sive parts of the substrate occurs, which is mediated by steric interactions or by molecular
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(c)(b)(a)
Figure 7.1.: Predictions of the layout of the MT network (purple) in cells on MPs (gray).
MTs are stabilized at the actin cortex (green) with local tangential alignment at the convex
boundaries and are deflected at the SFs (red). (a) ◠| -shaped MP, (b) H-shaped MP, (c)
Y-shaped MP.
motors and crosslinkers acting behind the MT tip [97].
Neglecting CSK crosstalk away from the cell periphery is certainly a strong assumption
and multiple experimental studies suggest that MTs are deformed when they grow inside
the actin CSK [90, 91] (Section 1.4.4). These interactions will lead to short wavelength
deformations of the MTs on the order of ≈ 3 µm and have been quantified by an effective
filament persistence length of 푙eff푃 ≈ 30 µm. This is two orders of magnitude lower than
the persistence length of MTs if they are only subject to thermal fluctuations and can
certainly not be neglected. Growing MTs are likely to be bent either during growth by
interactions with the other components of the CSK of by the activity of molecular motors
inside the CSK, which induces the aforementioned short wavelength deformations [91].
Recently, Frey [201] developed a model for MT growth inside a fixed actin mesh with
biologically motivated interaction rules [95, 202]. One result was that the mesh geom-
etry proved to be irrelevant for the deformations of MTs and the detailed interactions
could be incorporated into a reduced effective persistence length. The reduced effective
persistence length could be linked to the density of the AFs, i.e. the mesh size, and bio-
logically plausible mesh size led to a reduced effective persistence length of the MTs of
푙eff푃 ≈ 30 µm, which agrees with in vitro experiments.
Another assumptionwemake is that the cell nucleus does not influence the organization
of the MT network. Obviously this assumption is hard to justify, but if we consider our
models as effective descriptions, valid for an average of many cells, we can nevertheless
use them to make predictions for the organization of the MT network. By utilizing MP
substrates for normalization of cell shape and internal structure, comparison between
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experiments and model predictions becomes feasible.
The second part of this thesis is organized as follows. First, we will give an overview of
establishedmodels for the cytoskeleton. As a preliminary for the discussion of the models
we propose, we discuss how to comparemodeling outcomes to either experimental results
or to other models. In Chapter 8 we introduce two computational models that are based
on the simulation of individual growing filaments and we introduce boundary interactions
based on experimental findings. In Chapter 9 we model MT organization in terms of an
effective continuum theory for liquid crystals, in which we define a free energy functional
andminimize it with the finite element method to find the correspondingminimum energy
configuration. All of the models will be compared to the experimental findings and also
to each other.
The results of the modeling part, in combination with the findings presented in Chap-
ter 5, and themodel forMT interactionwith AF developed by Felix Frey from the Schwarz
group, will be published in a combined paper.
7.1. Models for cytoskeletal organization
Due to the high complexity of the CSK, a thoroughly theoretical description of it as a
whole is an extremely difficult, if not impossible task. Even if all the molecular interac-
tions and reaction networks relevant for the CSK would be known, which is the case only
for the simplest organisms like yeast [203], one would still have to bridge length and time
scales ranging from a few nanometers and nanoseconds for the polymerization dynam-
ics of the CSK filaments up to micrometers and hours for the evolution of the filament
networks [204].
For all the mentioned length and time scales detailed models exists, ranging from
molecular dynamics simulations of the MT structure [205], over models for molecular
motor activity [206, 207], descriptions of polymer mechanics, and models for crosslinked
polymer networks [208], to continuum descriptions, such as the active gel theory [209].
Simple models for the semiflexible cytoskeletal filaments start with the wormlike chain
(WLC) model [210] (cf. Section 8.1), with mechanical properties, such as elasticity and
the force extension curve can be described. Such WLC models can also be combined to
bundles to study their mechanical properties [211].
There are numerous models to investigate the mechanical properties of crosslinked
polymer networks [208] and the simplest numerical approaches for generating such net-
works are Mikado models, where filaments are distributed randomly and crosslinked at
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their intersection [212, 213]. Such simple approaches can be extended by modeling the
individual filaments as WLCs and use Monte Carlo methods to find network configura-
tions that minimize the free energy [214].
Alternative approaches for dynamic simulations of discrete CSK components are of-
ten based on Langevin-type equations, where the velocities of filament segments or other
CSK components are proportional to incident forces, such as viscous drag, thermal forces,
bending and twisting torques and others [215]. Bending elasticity of the semiflexible
polymers can be modeled with WLC Hamiltonian. One modeling framework that im-
plements Langevin dynamics for cytoskeletal filaments is Cytosim [216]. Its underlying
principles will be discussed in more detail in Section 8.2. Models of this type have been
used to study the formation of MT vortices [217] or interaction of AFs [218].
Experimental studies for cytoskeletal organization often start from simplified extracts
of the CSK, like mixtures of MTs [219] or AFs [220] with molecular motors, but self-
organization effects can also be observed in vivo [221]. Also steric interactions of filament
can influence cytoskeletal organization [222].
For continuum descriptions, the mixture and of filaments and molecular motors that
constitute the CSK can be seen as a viscoelastic material that is driven out of equilibrium
by ATP hydrolysis [223]. In the active gel framework [209, 223–225], a hydrodynamic
theory of a polar liquid crystal is extended by active contributions due to ATP consump-
tion. Linear relations between the fluxes mechanical stress, rate of change of the polar-
ization, and rate of ATP consumption and their generalized forces are sought. These are
the velocity gradient, the orientation field and the free energy gained by ATP hydrolysis
[224].
The active gel theory has been used to understand the pattern formation of asters and
vortices [226] or to investigate changes in the actin CSK in response to differences in
substrate stiffness [227]. The contractile effects of the active gel theory can mainly be
found in acto-myosin–systems, but elements of this theory have been used to study the
alignment of MTs in the mitotic spindle [228]. Recently it was shown in vitro that MT
networks can exhibit contractile behavior as well, and active gel theory has been applied
to such systems [229].
One of the underlying principles of the description of active gels is the theory of liquid
crystals [230]. It enters the description through the free energy functional of the polar-
ization field. We will use the theory of nematic liquid crystals in Chapter 9 for modeling
the MT network. There, we will also discuss the free energy functional in more detail.
Apart from effects like the orientation of CSK filaments and contractility of filament-
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motor–mixtures, it is of interest of how the CSK influences intracellular organization.
Here, especially the positioning of the centrosome and its MT aster has been studied by
discrete models of polymerizing filaments and motor interactions [231], in terms of a
continuum theory [232], or a combination of both [233].
Although crosstalk between cytoskeletal components is an established concept, not
many models consider explicit interactions between cytoskeletal filaments. There are
some studies dealing with MT-actin coordination in neuronal growth cones [234] or in
plant cells [202] or mechanical properties of MTs connected to AFs [235]. Recently,
deflection processes ofMTs growing in a static network of AFs were studied [201], which
were motivated by recent experimental findings of MTs interacting with actin bundles by
engineered crosslinking proteins [94]
7.2. Boundary definition and analysis of the
proposed models
Before the different approaches for modeling the MT network are discussed in the next
chapter, we will make some preliminary definitions of how to compare their outcome to
experimental results and also to one another.
As was shown in Fig. 7.1, we expect growing MTs to be deflected at invaginated actin
arcs and to be anchored in convex regions of the cell boundary. From the cell outline Γ
we can compute the convex hull 퐶(Γ) and define the convex parts Γ1 and concave parts
Γ2 of the boundary by
Γ1 = 퐶(Γ) ∩ Γ (7.1)
Γ2 = Γ ⧵ Γ1 . (7.2)
For the two regions we expect qualitatively different interactions between growing MTs
and the actin CSK. We will therefore treat Γ1 and Γ2 differently in all of the models
(Fig. 7.2).
The outline of the cell used as the simulation domain can be extracted from experi-
mental images by averaging over multiple cells and using the shape of such a cell as a
reference. Alternatively, computational models, such as the cellular Potts model [119],
can be used to predict the shape of adherent cells on MP substrates. The subsequent
models can then predict the layout of the MT for a given geometry.
In the experimental analysis we determined the average orientation field as the relevant
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quantity describing the organization of the MT network. To be able to compare the com-
putational models forMT growth inside a cell with predefined shape, we need to calculate
the average orientation field from a simulation of an ensemble of filaments. In contrast
to the local orientation extracted from the structure tensor (Eq. (2.14)), which contains
no directionality information, individual filaments are defined by a starting and ending
point and thereby also the growth direction is set. Ultimately, all our computational mod-
els should be compared to the experimental findings. In order to make this comparison






Figure 7.2.: (a)Boundary definition for a◠| -shapedMP, split into convex partsΓ1 (green)and concave parts Γ2 (red). (b) Sketch of filaments oriented mostly anti-parallel towardseach other. (c) Set of anti-parallel vectors (blue, magenta) and averaged vector (black)
pointing approximately normal to the individual vector orientations. (d) Bars with same
orientation as in (b), but without directionality. Average orientation is approximately
parallel to the original bars.
For most scenarios it will not make a difference if one takes an average of vectors or
oriented bars. In one important case however, the difference is significant. If many fila-
ments grow anti-parallel or almost anti-parallel (Fig. 7.2b), an average taken over vectors
will be approximately orthogonal to the filaments (Fig. 7.2c). In contrast, the average
over oriented bars will be approximately parallel (Fig. 7.2d).
7.2.1. Comparison of simulated orientation fields to the
experiments
The experimental results were evaluated on a predefined grid and we will apply the same
grid to the simulated orientation fields to calculate the angle difference Δ휗푖 at each grid
point 푖.
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Similar to the order parameter defined earlier in Eq. (5.1) to measure the deviation of a
population of angles from its average, one can define an order parameter 푠̄ that quantifies






2 cos2Δ휗푖 − 1
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. (7.3)
Where the sum runs over all푁 grid points.
At this point we will bring forward a part of the comparison of the models to the ex-
perimental results, by considering a distribution 푝(Δ휗) of angular differences that shows
pronounced peaks at Δ휗 ≈ 0 and at Δ휗 ≈ 휋∕2 (Fig. 7.3a). While the peaks at Δ휗 ≈ 0
and Δ휗 ≈ 휋 indicate that the experimental and simulated orientation fields coincide, the
peak at Δ휗 ≈ 휋∕2 indicates that a fraction of the population is oriented perpendicular to
each other.
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Figure 7.3.: (a) Histogram of the angular difference Δ휗 between an experimental MT
orientation field and a simulated one. Set of more parallel angles 푇∥ (light gray) and setof more orthogonal angles 푇⟂ (dark gray) are shown. (b) Histogram of 2 cos2Δ휗 − 1 forthe same dataset. The distribution is bimodal with prominent peaks at ±1. Averages of
the distribution are shown as 푠̄ for the full set 푇 (solid line), 푠∥ for the set of more parallelangles 푇∥ (dashed line) and 푠⟂ for the set of more orthogonal angles 푇⟂ (dotted line).
The two peaks in 푝(Δ휗) lead to a bimodal distribution of 푠(Δ휗) = 2 cos2Δ휗 − 1 with
peaks at 푠 ≈ ±1 (Fig. 7.3b). The mean of a bimodal distribution as a single readout is not
very meaningful and in this case, one cannot distinguish between two random orientation
fields from two, with equally distributed parallel and orthogonal alignment. Both cases
will yield 푠̄ = 0. We therefore split the set T={Δ휗푖} into two subsets
푇∥ = {Δ휗푖 |Δ휗푖 ≤ 휋∕4 or Δ휗푖 ≥ 3휋∕4}
푇⟂ = {Δ휗푖 |휋∕4 < Δ휗푖 < 3휋∕4} . (7.4)
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represent the order parameters of the more parallel or more orthogonal sets. 푁∥ and 푁⟂
are the number of elements in the corresponding sets.
The best agreement between two orientation fields would be a distribution of 푠(Δ휗)
that is strongly peaked at 1. Therefore, model parameters that yield a high value of 푠̄
will also provide good agreement with the experimental results. For low values of 푠̄ one
should still check if this is caused by a bimodal distribution 푠(Δ휗), i.e. 푠 ≈ 1, 푠⟂ ≈ −1,
or by a flat distribution with 푠 ≈ 0.5 and 푠⟂ ≈ −0.5.
We do not expect perfect agreement between experimental and simulated orientation
fields and a good match would be given for 푠̄ ≳ 0.5, 푠 > 0.5 and 푠⟂ > −0.5. In this case,




Models of discrete filaments represent the most intuitive way of theoretically studying
the CSK. Various levels of complexity are possible, ranging from random assemblies of
rigid rods, also known as Mikado models, over the generation of filament configurations
by simple stochastic processes, to large-scale simulations of dynamic, interacting, semi-
flexible polymers. In this chapter we pursue two modeling approaches two investigate the
organization of the MT network in cells with predefined shape. First, we generate MT
growth trajectories by the stochastic simulation of a persistent random walk and in the
second approach, we use the software Cytosim to set up a Brownian dynamics simulation
of growing and shrinking MTs that interact with the cell boundaries.
8.1. Persistent random walk model
The WLC is a commonly used model to study semiflexible polymers. It can be defined
via a Hamiltonian for the bending energy
bend = 휅2 ∫
퐿
0
||||d흉d휉 ||||2 d 휉. (8.1)
The following discussion of theWLC follows [208]. If we restrict theWLC to a plane, the
derivative of the integrand of Eq. (8.1) becomes (휕휗∕휕휉)2 with the angle 휗 of the chain.
A discretized version of the integral is then∑푖(Δ휗푖)2∕Δ휉 and now Δ휗푖 = 휗푖 − 휗푖−1. We
can assume that theΔ휗푖 are uncorrelated, because different thermal forces act on different
parts of the filament. We use the equipartition theorem, from which follows
⟨(Δ휗푖)2⟩ = Δ휉푘B푇휅 . (8.2)
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Figure 8.1.: Generation of growth trajectories by a persistent random walk. Line seg-
ments of lengthΔ휉 are joined according to the angular incrementΔ휗푖 ∼ (0, 휎2), whichis drawn from a normal distribution. With the variance defined as 휎2 = 2Δ휉∕푙푝, a trajec-tory with a persistence length of 푙푝 is generated.





we arrive at ⟨(Δ휗푖)2⟩ = 2Δ휉푙푝 . (8.4)
This result states that the variance of the angle difference Δ휗푖 between two neighboring
segments can be defined in terms of the segment length and persistence length.
By this result, we can now sample a WLC by a process by joining line segments of
length Δ휉 and draw the angular increments Δ휗푖 from a normal distribution  (0, 휎2)
with mean zero and variance 휎2 = 2Δ휉∕푙푝 (Fig. 8.1). The angle 휗푛 of line segment n is
then given by




where Δ휗푖 ∼ (0, 2Δ휉∕푙푝)
. (8.5)
This process is a persistent random walk (PRW), which has a long tradition in bio-
physics, especially in the description of cellular motility [236, 237]. The outlined simu-
lation procedure has also been used in [91, 201]. The PRW growth algorithm can easily
be modified by stochastic switching between a state of growth and shrinkage to simulate
the dynamic behavior of MTs.
We extend the PRW simulation to arbitrary, two dimensional environments with out-
lines described by polygons. Now, at each simulation step a check is performed if the
filament tip intersects with the polygonal outline and what boundary interactions should
be applied.
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8.1.1. Boundary interactions
In experimental observations, MT growth stops at the convex parts of the boundary [35],
which can be implemented in the PRW model by simply stopping the growth algorithm
once a filament intersects a convex boundary. The PRWmodel does not include dynamic
bending, because all the vertices of the chain are fixed in space. Therefore, bending of
rigid fibers at the concave boundaries cannot be investigated. An indirect way of intro-
ducing deflection at the concave boundaries is to switch the MT to the shrinking state if it
makes contact to such a boundary. The implications of such an interaction are discussed
in the next section.
8.1.2. Partial versus complete depolymerization at concave
boundaries
Upon contact with a concave boundary there are basically two options on how to proceed:
Completely depolymerizing the MT by taking it out of the simulation and initializing a
new filament or switching to a shrinking state with a non-zero rescue rate 휔푟 that allows
the return to the growing state. The switching between states is simulated by a Pois-
son process with rate 휆, for which the waiting time distribution for an event to occur is
exponential [238]
푝(푡) = 휆푒−휆푡 . (8.6)
With rescue rate 휔푟 the expected waiting time before an rescue event is then simply given
by ⟨휏−⟩ = 1∕휔푐 . With the shrinking velocity 푣− one can estimate the average length lost
due to a catastrophe at the concave boundary as
⟨푙−⟩ = 1휔푐 푣− . (8.7)
With a depolymerization rate of 푣− ≈ 0.26 µm∕s and a rescue rate of 휔푟 ≈ 0.064 s−1 that
were chosen according to in vivo measurements [239], we find an average length loss of⟨푙−⟩ ≈ 4 µm. A full list of model parameters will be given in Appendix A.1.
There is a difference between complete depolymerization of the MTs compared to par-
tial shrinking in the sense that the concave regions tend to locally deplete the filament
density locally if the rescue rate 휔푟 is zero or close to zero. In Fig. 8.2a, b snapshots of a
simulation of MTs are shown, with a reduced effective persistence length of 푙푝 = 30 µm
and 푙푝 = 120 µm, growing inside an outline that corresponds to the shape of a cell adher-
ing on a◠| -shaped MP.
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Figure 8.2.: Comparison be-
tween complete and partial de-
polymerization ofMTs contact-
ing concave arcs (red). The cell
outline is that of a cell adher-
ing on a ◠| -shaped MP. (a)
Rescue rate 휔푟 = 0.0 s−1 leadsto complete depolymerization
upon contact with the concave
boundaries. Simulation snap-
shot of 100 MTs (top), aver-
aged MT localization for 100
simulations with 100 MTs each
(center) and averaged local ori-
entation field with order pa-
rameter 푠 in color code (bot-
tom) are shown. (b) Same as
(a), but with a nonzero rescue
rate, leading to higher filament
density close to the concave
boundaries, but also to lower
order parameters. (c) and (d)
Same catastrophe rate as in (a)
and (b), but higher persistence
length of 푙푝 = 120 µm leads tostraighter filaments and an in-
crease of the depleted regions
near the concave boundaries.
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We compare a zero rescue rate, leading to complete depolymerization and a lower fil-
ament density around the concave parts of the boundary (Fig. 8.2a, top), to a rescue rate
that is of the same order as found in experiments. With 휔푟 > 0, filaments can approach
the concave parts of the surface much closer, because upon contact they only loose ap-
proximately 4 µm of filament length (Fig. 8.2 b, top). This becomes evenmore clear if one
compares the density maps of 100 simulations with 100 MTs per simulation (Fig. 8.2a
and b, center).
In the the lower part of each panel of Fig. 8.2 the average orientation field and the
corresponding order parameter field, calculated as described in Section 5.2, are shown.
For 푙푝 = 30 µm the two orientation fields are almost identical, but in the order parameter
field two “defects” (cf. Chapter 9) with 푆 ≈ 0 form close to the concave arcs. Due to the
non-zero rescue rate, filaments can grow closer to the concave boundary and follow more
irregular trajectories. For complete depolymerization, only those filaments are selected
that grow more or less directly from the MTOC towards the convex boundaries.
With a higher effective filament persistence length of 푙푝 = 120 µm the area of filament
depletion becomes larger, but interestingly we find “effective bending” at the concave
boundaries for a nonzero catastrophe rate (Fig. 8.2 d, top).
The occurrence of catastrophes at the concave boundaries can be motivated by force-
induced catastrophes if MT polymerize against rigid walls [240]. However, along con-
cave boundaries we expect MTs to be deflected and so such force-dependent catastrophes
should be rare. The process of catastrophes and subsequent rescue events can be seen
as an indirect mechanical interaction, that cannot be simulated with the simple PRW al-
gorithm outlined above. Due to these events growth trajectories show similarities with
beams being bent at the concave boundaries. In more detailed models, filament mechan-
ics can be considered directly and such a model will be discussed in Section 8.2.
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8.1.3. Orientation fields on various micropatterns
Our implementation of the PRW model enables us to simulate the MT network in cells
with arbitrary shape. In Fig. 8.3 we present simulation results for four different MPs:
◠| -shaped, H-shaped, Y-shaped and ⟀-shaped. For the first three patterns the outline
was determined by analyzing experimental cell shapes (cf. Section 7.2), while for the
arrow-shaped MP the outline was obtained by drawing circular arcs to the non-adhesive
boundaries. For all MPs the MTOC was placed at the cell centroid which is in agreement
with experimental findings [35]. Again, we simulated 100MTs per cell and averaged over
100 different simulations. The parameters were chosen as (푙푝 = 30 µm, 휔푟 = 0.064 s−1).
(a) (b) (c) (d)
10 µm
0 0.5 1푆
Figure 8.3.: Organization of the MT network in cells with different shape, predicted by
the PRW model. (a) For a cell on a ◠| -shaped MP, (b) on a H-shaped MP, (c) on a Y-
shaped MP and (d) on a ⟀-shaped MP. Plots show one realization of the MT network
layout (upper row), the averageMT density calculated from 100 simulations (central row),
and the averaged orientation field as well as the order parameter field (lower row).
The density of filaments (Fig. 8.3, center row) shows the characteristic depletion of
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filaments in the region between the MTOC and the center of the concave arcs that was
also noticed earlier. Also the formation of "defects" in the order parameter field can be
observed for all MPs near the circular arcs.
8.1.4. Comparison to experimental results
To find a parameter set that has the highest overlap with the experimental results, we
varied the model parameters according to
PRW model Parameters Description
푙푝 ∈ [30 µm, 3000 µm] Persistence length
휔푟 ∈ {0.0 s−1, 0.064 s−1} MT rescue rate after catastrophe at
concave boundaries
The maximum overlap between the simulated and experimental orientation fields was
found for 푙푝 = 30 µm and 휔푟 = 0.064 s−1 (cf. Table 8.1 for the corresponding order pa-
rameters). Interestingly, this is the same MT persistence length that was measured as
the effective persistence length for MTs in vivo [91]. For the rescue rate 휔푟 only two
values were chosen to either simulate complete depolymerization of MTs undergoing
catastrophic shrinking or rescue with a rate comparable to in vivo measurements. Here,
the more realistic scenario of MT rescue indeed yields larger agreement with the exper-
imental results, but only by a small margin (푠̄ = 0.40 for 휔푟 = 0.0 s−1). The trend of




◠| 0.41 0.79 -0.68
H 0.46 0.79 -0.71
Y 0.72 0.86 -0.55
Table 8.1.:Average order parameters 푠, 푠∥ and 푠⟂ for the comparison of orientation fieldsobtained by experimental analysis and from the PRW model.
As shown in Fig. 8.2, 휔푟 > 0 also decreases the depletion of MTs near the concave
boundaries for higher values of 푙푝, which we think is a closer resemblance of the MT
organization in the real cell.
For the same parameter set, (푙푝 = 30 µm and 휔푟 = 0.064 s−1), the simulated orienta-
tion fields for the H-shaped and Y-shaped MPs yield similar or higher overlap with the
experimental results, with excellent agreement for the Y-shaped MP (cf. Table 8.1). The
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resulting network configuration of a single run and the corresponding densities are the
same as have already been shown in Fig. 8.3a-c.
8.2. Brownian dynamics: Cytosim
Simulating filaments by a PRW is very intuitive and although we included the dynamic
instability of MTs, fiber mechanics as a central component for a realistic description is
missing. In the PRW model, vertices of the filaments are fixed in space and forces that
might act on the tip of the filament do not have any influence on the shape of the rest of
the fiber.
A common way of describing a stochastic process under the influence of external
forces, e.g. mechanical deformation, is to formulate the problem in terms of a Langevin
equation. Originally, it was set up as an alternative approach to Einsteins description of
Brownian motion by considering Newton’s second law and modeling the specific impulse
as a viscous drag plus random fluctuations [241]
d푣 = 푣(푡 + d푡) − 푣(푡) = −훾푣(푡) d푡 +√훽2d푡 푡+d푡푡 (0, 1) . (8.8)
Here 푣(푡) is the velocity at time 푡, 훾 is the Stokes drag coefficient, 훽2 d푡 can be interpreted
as the variance of the random fluctuations and 푡+d푡푡 (0, 1) is a normally distributed ran-
dom variable in the interval 푡 to 푡 + d푡.
Biological system reside almost exclusively in the regime of low Reynolds numbers
[242] and therefore inertia can be neglected, which leads to the Smoluchowski limit,
where Langevin’s description of Brownian motion corresponds to Einstein’s [241]. In
this limit we can set d푣 = 0 and if we also include other external forces to Eq. (8.8) we
can write down an equation of motion as [216]
d퐱 = 휇퐹 (퐱, 푡) d푡 + d퐵(푡) . (8.9)
Now 퐱 contains the coordinates of multiple objects, 휇 is a matrix of mobility coefficients,
all interaction forces are incorporated into 퐹 and d퐵(푡) determines random fluctuations
leading to Brownian motion. The case of overdamped Langevin dynamics is often called
Brownian dynamics.
Software packages with which system can be simulated based on the Langevin equation
include the very flexible ESPResSo framework [243] or Smoldyn [244] and ReaDDy
[245] for particle based simulations.
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In the context of simulations of the CSK, fiber mechanics plays an important role and
a software package that implements this in combination with Brownian dynamics is Cy-
tosim [216]. With this software various components like particles, organelles, filaments
and molecular motors can easily be combined into a detailed simulation of the CSK. Cy-
tosim has been used for example for the investigation of spindle positioning in C. elegans
[246] and in Xenopus [247] and simulations of AF interactions in spatially constrained
systems [218].
The development of Cytosim has been ongoing for more than ten years, it is thoroughly
tested and simulations can be easily set up via a configuration file. This is why we decided
to use this readily available software package to implement a more detailed simulation of
the intracellular MT network.
As before filaments are considered to be non-interacting and could also be simulated
individually. Steric effects can be included in the simulation as has been shown in [218]
and could also be used to study actin-MT interaction in the cell interior, but due to the
very high computational costs they are omitted here.
MT growth starts at the MTOC with the plus-ends growing towards the cell boundary.
The MTOC is modeled as a bead with a non-zero radius that could be moving in general.
Such a setup can be used to investigate centrosome centering by systematically varying
the relevant parameters [231]. Here we chose to constrain the MTOC to a fixed position
at the cell centroid, where it has the highest probability to be located, because a motile
centrosome would add more degrees of freedom and we are mainly interested in the aver-
aged coordination of the MT network due to boundary interactions. In a recent study, in
which Cytosim was used, it has been shown that cytoplasmic dynein leads to a centering
of the MTOC in various cellular geometries [231]. A similar distribution of dynein mo-
tors in our model also leads to centrosome centering in the MP geometries under study
(results not shown).
8.2.1. Boundary interactions
To treat the stop of MT growth upon contact with the convex, adhesive boundaries we
implemented a Capper class in Cytosim. It introduces an intermediate state of halted
growth to the Fiber class, which originally could only switch between a growing and
a shrinking state. The biological mechanism of capping is thought to be the same as
discussed earlier, but now the flexibility of Cytosim allows to additionally investigate
unbinding at the convex boundaries. Upon unbinding from the cell cortex, MTs switch to
a shrinking state as it is to be expected if the corresponding plus-end stabilizing proteins
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dissociate. We introduce a binding rate 휔+푎 to the concave, adhesive parts of the cell
boundary and a corresponding unbinding rate 휔−푎 and will vary both rates systematically
to investigate their influence on the coordination of the MT network.
In Cytosim, a specific growing force can be associated to the nucleation of filaments
and so mechanical deformations become possible if growing fibers make contact with the
cell boundary. The default interaction scheme in Cytosim is non-frictional gliding along
the boundaries, but also active, motor-mediated sliding could be implemented. At the
concave parts of the cell outline we use the default gliding interaction scheme without
any active components to keep the model parameters to a reasonable level. A table with
all parameters used for the Cytosim simulations are given in Appendix A.4.
8.2.2. Binding and unbinding at the cell cortex
Before we discuss the MT orientation fields in different cell geometries we will investi-
gate how binding and unbinding rates at the cell cortex influence the organization of the
MT network. We configured the Cytosim simulations in such a way that capping proteins
are placed along the convex boundaries of the cell outline and varied the binding and un-
binding rates 휔+푎 and 휔−푎 . An unbinding event is considered if the effect of the stabilizing
proteins at the cell cortex is lost and the MT switches to the shrinking state [200].
For very low binding rates, the behavior at the convex and concave boundaries is ap-
proximately equal: Filaments are being bent upon contact with the cell borders, are being
deflected at the concave parts and are being aligned tangentially to convex parts of the
boundary. A lower persistence length facilitates close alignment with the boundaries,
but also stiffer filaments can accumulate at the convex parts if the binding rate is low
(Fig. 8.4b).
With an increased binding rate, it is more likely that filaments are stabilized upon first
contact with the convex boundary and thereby align approximately normal to it. As a
consequence, the local filament density in this region decreases, compared to a situation
of many tangential growing filaments (Fig. 8.4c). A decrease in filament density also
occurs at the concave boundaries if the fibers become stiffer and the bending extends
over the length of the whole filament and it pivots around the MTOC, away from the
concave edges (Fig. 8.4d).
To quantify these observations, an order parameter for the fiber density 휌 can be defined
by comparing the average density in the cell interior 휌푖 near the MTOC to the average
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0.0 ≤푠표푖 ≤ 1
−0.5 ≤푠표푖 ≤ 0
−1 ≤푠표푖 ≤ −0.5
Figure 8.4.:Definition of the the order parameter 푠표푖 and excerpt of the phase diagram forvariations of the binding rate 휔+푎 , the unbinding rate 휔−푎 and the MTs persistence length
푙푝 for simulations of the MT network in a ◠| -shaped cell. (a) Outer region (horizontalstripes) and inner region (vertical stripes) for measuring MT density. Both regions have
the same area. (b) Characteristic density profile for the region 푠표푖 > 0 in parameter spacewhere 휌표 > 휌푖. (c) −0.5 ≤ 푠표푖 ≤ 0. (d) −0.5 > 푠표푖. (e) For three different valuesof 푙푝 ∈ {30 µm, 125 µm, 500 µm} cuts through the phase space are shown. 휔+푎 is variedalong the vertical axis and휔−푎 along the horizontal axis. Regions of increasedMT densityat the outer rim (0.0 ≤ 푠표푖 ≤ 1), balanced density (−0.5 ≤ 푠표푖 ≤ 0) and low density(−1 ≤ 푠표푖 ≤ −0.5) are marked in the phase space cuts (cf. also Fig. 8.5 for individualrealizations of the MT network). For high binding rates and large persistence lengths
the MT density at the cell boundaries decreases. The influence of the unbinding rate can
most clearly be seen for intermediate values of 푙푝 and for the transition from a balancedto a centered MT distribution.
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The width of the outer band was chosen as 훿표 = 3 µm and the radius of a circle around
the cell centroid was chosen such that it has the same area as the outer rim (Fig. 8.4a).
The order parameter 푠표푖 ∈ [−1, 1], but the two interval limits are hardly ever reached.
푠표푖 = 1 would mean that the fiber density is entirely concentrated at the cell periphery,
which would only be possible for extremely long fibers that grow completely tangential
to the boundary. Additionally, 휌푖 has to be very small, compared to 휌표, which is difficult
to achieve as the fibers are always anchored at the MTOC.
푠표푖 = −1 can be approached more easily for stiff filaments in combination with high
binding rates and very high unbinding rates. Then, MT depolymerization is very often
induced upon first contact with the convex boundaries andMTs shrink towards the center.
From the experimental images we extracted an order parameter of 푠표푖(CB exp.) = −0.40
for the ◠| -shaped MP. A similar 푠표푖 can be obtained for (푙푝 = 60 µm, 휔+푎 = 0.2 s−1,
휔−푎 = 0.025 s
−1).
By inspecting the MT density profiles we could clearly separate the phase space into
three regions:
푠표푖 > 0 : High MT density at the boundaries. 휌표 > 휌푖 (Fig. 8.4b).
−0.5 ≤ 푠표푖 ≤ 0 : Higher density at cell centroid, but in general a more bal-
anced configuration also found in experimental results. 1
3
휌푖 ≤ 휌표 ≤ 휌푖 (Fig. 8.4c).
−0.5 > 푠표푖 : Strongly centered density profile with depletion at the convex
boundaries and for high 푙푝 also at the concave boundaries. 13휌푖 > 휌표 (Fig. 8.4d).
Fig. 8.4e shows 2D cuts through the 3D parameter space spanned by the binding rate
to the capping proteins at the convex boundaries 휔+푎 , the corresponding unbinding rate
휔−푎 and the MT persistence length 푙푝. The persistence length was varied between 30 µm
and 3000 µm, which corresponds to values of the reduced effective persistence length
observed in vivo [91] and the persistence length ofMTs in vitro [63] under the influence of
purely thermal fluctuations. In Fig. 8.4e values for the 푙푝 ∈ {30 µm, 125 µm, 500 µm} are
shown. For higher values of 푙푝 the phase diagram is qualitatively similar to 푙푝 = 500 µm,
except that the phase with 푠표푖 > 0 vanishes. Regions of different behavior, as discussed
above, are marked by diagonal patterns.
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The persistence length has the largest influence on separation of the parameter space
and a clear shift towards more centered MT density patterns (푠표푖 ≤ −0.5) can be observed
for large 푙푝. For all values of 푙푝 low values of the binding rate 휔+푎 tend to shift 푠표푖 to
higher values, which means that a significant part of the MTs are localized at the cell
boundaries. The influence of the unbinding rate 휔−푎 is less pronounced and influences the
phase-regions only for intermediate values of 푙푝 and only in the transition from balanced
to more centered density distributions.
8.2.3. Orientation fields on various micropattern geometries
a b c d
10 µm
0 0.5 1S
Figure 8.5.: Organization of the MT network in cells with different shape, predicted by
Cytosim. Figure layout is the same as in Fig. 8.3 with the top row showing single realiza-
tions of the MT network, the center row showing the averaged density and in the bottom
row the orientation field and the order parameter are displayed.
Fig. 8.5 shows the same comparison as Fig. 8.3 for four differently shaped cells with a
single realization of the MT network displayed in the top row. The MT density is shown
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in the center row and the order parameter in combination with the orientation field at the
bottom. Compared to the PRW simulations, the order parameter is generally higher in
the cell center, which means that there is less variation in filament orientation throughout
the different realizations of the MT network.
As in Section 8.1.3, we will discuss the organization of the simulated MT network in
cells with different shapes. Taking the◠| -shaped MP as a reference and considering our
discussion of the phase space, we chose (휔+푎 = 0.5 s−1, 휔−푎 = 0.1 s−1 and 푙푝 = 30 µm)
for the comparison between the different cell geometries. In Section 8.3 a more detailed
comparison between the two filament-based models will be given.
8.2.4. Comparison to the experiments
The comparison to the experimental results will be conducted on the basis of the following
range of parameters.
Cytosim Parameters Description
푙푝 ∈ [30 µm, 3000 µm] Persistence length
휔+푎 ∈ [0.025 s
−1, 1.0 s−1] Binding rate to capping protein at
convex boundaries
휔−푎 ∈ [0.025 s
−1, 0.5 s−1] Unbinding rate from capping
protein; MT goes into shrinking
state upon unbinding
With the Cytosim simulation we find high agreement for a cell on a◠| -shapedMPwith
the parameter set (푙푝 = 125 µm, 휔+푎 = 0.025 s−1, 휔−푎 = 0.2 s−1) (Table 8.2 and Fig. 8.6a).
This parameter set is in the phase of highMT density at the cell periphery (cf. Fig. 8.4). In
this phase a substantial number of MTs show tangential alignment at the convex bound-
aries due to deflection during growth, which is caused by a low binding rate휔+푎 (Fig. 8.6b).
MP
Model PRW Cytosim
푠̄ 푠∥ 푠⟂ 푠̄ 푠∥ 푠⟂
◠| 0.41 0.79 -0.68 0.51 0.76 -0.58
H 0.46 0.79 -0.71 0.58 0.80 -0.56
Y 0.72 0.86 -0.55 0.67 0.79 -0.57
Table 8.2.:Average order parameters 푠̄, 푠∥ and 푠⟂ for the comparison of orientation fieldsobtained by experimental analysis and from the PRW model and Cytosim.
In the experimental orientation fields we also find local tangential alignment close to
the convex boundaries which explains the high overlap with the parameter set mentioned
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above. Notice that the fitted parameter set is not in the same phase, because the exper-
imentally measured order parameter with 푠표푖(CB, exp) = −0.4 lies in the region of a
balanced MT intensity configuration (Fig. 8.6c,d). This however, is not surprising, be-
cause the comparison between Cytosim and the experiments relies solely on the orien-
tation fields and does not consider the intensity distribution. In Cytosim a configuration
with some tangential alignment close to the convex boundaries can only be achieved by
a higher MT density in this region.
Surprisingly, the persistence length is higher than for the PRW model, but in Cytosim
the regions of low fiber density do not decrease as rapidly as in the PRWmodel and even
more rigid MTs can still grow close to the boundaries. In the PRW model bending of
filaments at the concave boundaries influences the orientation field only in the immediate
vicinity of the outline for low values of 푙푝 (cf. Fig. 8.5a, lower row). In Cytosim this
region extends further inwards for higher persistence lengths, which explains the good
agreement with the experiments for 푙푝 = 125 µm.
For the H-shaped MP the parameter set showing the maximum overlap with the exper-
imental results is identical to the parameter set for the ◠| -shaped MP, but the measured
agreement is slightly higher.
For the Y-shaped MP, we found best agreement between experiments and the simula-
tions for (푙푝 = 1000 µm, 휔+푎 = 0.05 s−1, 휔−푎 = 0.5 s−1). This result is rather surprising,
because for such a high persistence length, there should be almost no MTs near the con-
cave boundaries (Fig. 8.6b, right). In single realizations of the simulated MT network
this is almost always the case, but sometimes MTs are bent at the outer edges of the cell
and cross the region of low filament density. Due to the averaging procedure there is still
a non-zero MT density near the concave boundaries of the Y-shaped MP and therefore
also an orientation can be defined here (Fig. 8.6c, right).
Especially for the Y-shaped MP, the experimentally measured MT density differs from
the simulated one, due to the high persistence length in the simulations that leads to
filament-depleted regions near the concave boundaries (Fig. 8.6c,d; right). In the experi-
ments, the higher MT density at those edges is most likely caused by the influence of the
cell nucleus, which causes the MTOC to be located in the vicinity of the stress fibers and
compresses MTs between its envelope and the fibers.
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8.3. Comparison of the models
Figure 8.6 (previous page): Comparison between experimental results and Cytosim sim-
ulations. (a) Experimental orientation fields (red bars) are compared to simulated fields
(blue bars). Regions, where alignment deviates by more than 휋∕4 are marked in dark
gray. Concave boundaries (red) and convex boundaries (green) define the simulation do-
main. Parameter sets for ◠| -shaped MP and H-shaped MP are identical and have been
obtained by evaluating the order parameter 푠̄ (Eq. (7.3)). (b) Single MT network con-
figuration for 100 MTs. Due to low binding rates 휔+푎 less rigid MTs can bend and growtangential to the convex boundaries. (c) Averaged simulated MT density. Depletion due
to high 푙푝 near the concave boundaries can be observed for the Y-shaped MP. (d) Exper-imental MT densities averaged over all imaged cells. Overlap with simulated densities
(c) is less pronounced, but for the parameter estimation of the model only the orientation
fields were used.
8.3. Comparison of the models
The biggest difference between the two filament-based models lies in the resulting fila-
ment density. In the PRW model interactions with the boundaries and “bending” of the
filaments is controlled by catastrophes that are induced at the concave parts of the cell.
Catastrophes reduce the density at those boundaries and can even lead to completely de-
pleted regions in the simulation domain.
In Cytosim, there is direct mechanical interaction between the filaments and the cell
outline, which leads to long range deformation of the filaments for large persistence
lengths and local bending with high radii of curvature for lower 푙푝. This type of inter-
action causes an increased MT density at the concave boundaries. For dynamic binding
and unbinding at the convex parts of the cell, a high MT density can be observed there as
well. In the phase diagram in Fig. 8.4e, this corresponds to a transition from a balanced
MT density distribution (−0.5 ≤ 푠표푖 ≤ 0) to one with high density at the boundaries
(−1 ≤ 푠표푖 ≤ −0.5). Calculating 푠표푖 for the PRW model leads to values of approximately
−0.54 ≤ 푠표푖 ≤ −0.15, so the phase of high MT density at the boundaries is almost never
reached. It is clear that the current PRW cannot yield high MT densities at the convex
boundaries, because there, the filament growth is stopped immediately.
To measure agreement between the filament-based models we defined a weighted dis-
tance 푑(푃PRW, 푃CS), given the parameter sets 푃PRW, 푃CS of the PRW model and Cytosim.
For all combinations of the parameter sets 푃PRW, 푃CS of the two models, we computed
the set of mutual order parameters 퐷.
We quantify the agreement of the orientation fields by
퐴 = 푍({1 − 푠̄(푃PRW, 푃CS)}), (8.11)
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and the absolute, spatially averaged, difference between the filament densities fields of
the two models 휌(푃PRW) and 휌(푃CS) as
퐵 = 푍
({⟨||휌(푃PRW) − 휌(푃CS)||⟩}) . (8.12)
The average ⟨… ⟩ is taken over the simulation domain. The two measures span very
different ranges and to make them comparable, we calculated the Z-score of each set by
subtracting the mean and dividing by the standard deviation. We used 1 − 푠̄(푃PRW, 푃CS),
because 푠̄(푃PRW, 푃CS) = 1 will give the best match between the two models in terms
of the orientation fields, while ⟨||휌(푃PRW) − 휌(푃CS)||⟩ = 0 means that the two simulated
densities agree.
The set 퐷 of distances between the two simulations then reads
퐷 = {퐴(푃PRW, 푃CS) + 퐵(푃PRW, 푃CS), ∀푃PRW, 푃CS}. (8.13)
The best model agreement can now be estimated by finding the minimum value of퐷 and







푃 ′CS = (푙푝 = 1000 µm, 휔+푎 = 1.0 s−1, 휔−푎 = 0.025 s−1)
푃 ′PRW = (푙푝 = 120 µm, 휔푟 = 0.064 s−1).
In Cytosim, the high binding rate to the convex boundaries of 휔+푎 = 1 agrees with the
PRW model assumption that MT growth is stopped of contact with these boundaries is
made. Also 휔−푎 = 0.025 s−1 is the lowest unbinding rate chosen for the parameter scan
in Cytosim and corresponds to the situation in the PRW model, where filaments cannot
switch to a shrinking state, once they have been stabilized at the convex boundaries.
Interestingly, the persistence lengths of the two models do not agree, but the mecha-
nism of “effective bending” at the concave boundaries in the PRW model yields similar
trajectories than the deflection and bending of growing MTs in Cytosim (Fig. 8.7a,b).








Figure 8.7.: Best match between Cytosim simulations and the PRW model. (a) Single
realization of the MT network and averaged densities are shown. Parameter set is: (푙푝 =
1000 µm, 휔+푎 = 1.0 s−1, 휔−푎 = 0.025 s−1). (b) PRW model for parameter set: (푙푝 =
120 µm, 휔푟 = 0.064 s−1). (c) Orientation fields for Cytosim (blue) and the PRW model(red) show very close agreement.
8.4. Discussion
In this chapter we discussed two modeling approaches to study the organization of the
MT network in cells with clearly defined shape.
In the first model we simulatedMT growth by a PRW and introduced simple interaction
rules at the boundaries of the simulation domain. This model is conceptually simple and
easy to implement numerically, but it has the drawback that vertices are fixed in space,
once their position has been generated by the algorithm. We could show that a mechanism
that induces shrinking of the MTs upon contact with the concave boundaries induces
an effective bending of the growth trajectories. Furthermore, we showed that the best
agreement between simulated and measured MT orientation fields for parameters with a
reduced effective persistence length 푙푝 = 30 µm and a rescue rate from the shrinking state
of 휔푟 = 0.064 s−1, which are consistent with earlier experimental estimations [91, 239].
In the second approach we carried out Brownian dynamics simulations of growing
MTs with the software Cytosim. With it, we were able to implement more detailed in-
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teractions with the boundaries of the simulated cell by introducing rates for stabilization
and shrinking of MTs upon contact with the convex parts of the boundary.
These interactions led to three characteristically different configurations of the MT
network: High density at the outer boundary of the simulation domain, balanced density
between peripheral and centered regions and pronounced density at the cell centroid. We
conducted a scan of the parameter space and found that a persistence length on the order
of 푙푝 ≈ 60 µm with an intermediate binding rate of 휔+푎 ≈ 0.2 s−1 and very low unbinding
rates yielded a similar order parameter in the simulations compared the experimental one.
These parameters are robust to some variation and multiple combinations can achieve
similar outcomes. For larger 푙푝, the range of suitable model parameters to achieve similar
order parameters as in the experiments becomes smaller, which supports the experimental
observations of a lower effective persistence length.
In terms of the orientation field, we could achieve a close match between experiments
and simulations by choosing a very low binding rate of the MT tips to the convex parts
of the boundary. This leads to deflection and tangential alignment of the simulated fibers
that we also observed in our experimental analysis. Although the origin of the tangen-
tial alignment in the experimental orientation fields cannot be linked to a single effect,
our simulations indicate that MT growth might not be stopped immediately upon con-
tact with the cell cortex, as it was suggested earlier [35]. Rather, there might be some
local interactions between MTs and the cell cortex, for example due molecular motors
or crosslinking proteins, that cause such an effect. The best matching parameters for the
persistence length were found to be on the order of 푙푝 = 125 µm, which is more than an
order of magnitude lower than one would expect from purely thermal bending.
Our models suggest to further investigate the coordination of MTs and the actin CSK
by experimental work. Here, especially MT growth dynamic would be interesting to
study. Modifications of motor proteins and crosslinkers by chemical inhibition or by
RNAi could provide further insight into the interactions of the MT tips with the cortex
of cells adhering to MP substrates. Live cell super-resolution microscopy has recently
been shown to be applicable for actin and MTs [248] and could be a way to obtain high
precision recordings of MT dynamics.
From a modeling perspective it would be interesting to include more details of cellular
architecture into the model. One could include the cell nucleus and investigate how it is
positioned depending on the interactions of MTs with the cell boundaries. Cytosim has
recently been used to study the positioning of the centrosome [231] and such approaches
could be extended by more detailed interactions of the MT network with the cell outline.
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Furthermore, it would be interesting to simulate MT based transport on such networks.
Predictions of themodels could be compared to the effects of RNAimediated knockdown,





In the last chapter we simulated ensembles of filaments and calculated orientation fields
by averaging the orientation of the individual filaments. In our experimental analysis
we did not have access to individual filaments and extracted the orientation of the MT
network from the structure tensor, which relies on image gradients. The comparison of
the experimental outcomes and the simulation results relies on the MT orientation field,
so an alternative approach is to formulate a continuum theory for the orientation field and
use it to predict the organization of the MT network
In a general field theory, the state of a system can be described by an order parameter⟨휙⟩. In the unordered phase ⟨휙⟩ = 0 and it becomes non-zero under a phase transition
into an ordered state. One way of constructing a field theory is to define the free energy
퐹 of the system under study as 퐹 = 퐸 − 푇푆, i.e. the difference of an internal energy 퐸
and the temperature 푇 times the entropy 푆 [249].
The free energy can be a complicated functional of the order parameter ⟨휙⟩. A phe-
nomenological approach of deriving an expression for 퐹 is to assume that the order pa-
rameter is small near the phase transition and expand 퐹 in terms of a power series of ⟨휙⟩
[250]. In addition, spatial variations of the order parameter will contribute to 퐹 and also
expression for this has to be derived.
The order parameter is always related to a symmetry of the system that is broken by
it. In a two-dimensional plane, the simplest continuous transformation is given by the
group of orthogonal rotations 푂2 and can be broken by a vector order parameter ⟨𝐬⟩ =
푠(cos 휗, sin 휗) [249]. Similar to the classic Ising model, with two-state spins arranged on
a lattice, one can define the xy-model with spins 𝐬푖 = 푠(cos 휗푖, sin 휗푖) on lattice cites 푖.
The Hamiltonian of the xy-model is given by = −퐽 ∑⟨푖,푗⟩ cos(휗푖 − 휗푗) and is invariant
under spatial uniform changes of 휗. In general, changes of 휗will not be spatially uniform
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and usually will manifest in an increased free energy  that can be expressed in terms of
𝛁휗 for the xy-model [249].
Based on this concepts, our modeling approach will be, to define a suitable order pa-
rameter that breaks the system’s symmetry and derive a free energy functional that incor-
porates effects of the phase transition from the unordered into an ordered state as well as
spatial variations of the order parameter.
An example for a physical system, where rotational symmetry is broken are nematic
liquid crystals (LCs). Here, a tensor order parameter can be defined in term of a unit
vector 𝐧 as [230, 249]




where 𝐧 describes the principle axis of𝐐. 푆 now denotes a scalar order parameter. Before
we argue that such an order parameter is a suitable choice for modeling theMT orientation
field, we will give a brief introduction into concepts for the description of LCs.
9.1. Introduction into liquid crystals
A LC is a mesomorphic phase that has characteristics of both a liquid and a crystal. A
crystal has a clearly defined positional order of the molecules, given by the crystal lattice,
while a liquid is isotropic above a length scale 휉, where correlations between molecules
are lost.
If we consider a medium with no positional order in any direction it could be classified
as a liquid, but if the correlation function of finding two molecules in the same orienta-
tional configuration is anisotropic, it is not an isotropic liquid anymore, but a nematic LC.
If one-dimensional positional order is found in the medium, the phase is called smectic
and for two-dimensional order in a three-dimensional medium is defined as a columnar
phase [230] (cf. Fig. 9.1).
The simplest building blocks of LCs are elongated molecules that can be rod-like with
rotational symmetry along their long axis (uniaxial LC). Alternatively, they could have
no axis of rotational symmetry, which would be the case for elongated rectangles (biaxial
LC). Other building blocks can be disk-like molecules or rigid polymers [230].
A typical phenomenon in LCs and solids are topological defects in the material. In
LCs defects create so called Schlieren textures (Fig. 9.2a), which can be observed by
a polarizing microscope [230]. A defect in a LC, also called disclination, represents a
discontinuity of the director field that can either be located at one point in 2D or along a
line in 3D. The strength 푚 of a defect (or winding number) is defined by observing the
120
9.1. Introduction into liquid crystals
(a) (b) (b)
𝐧 𝐧
Figure 9.1.: (a) Isotropic configuration of rod-like molecules. (b) Nematic order with
macroscopic orientation according to 𝐧, but no positional order. (c) Smectic configuration
with orientational order and 1D positional order in the form of layers along the vertical
axis.
rotation angle 휔 of the director on a loop around the defect core. 휔 is then a multiple of
휋
휔 = 2휋푚, (9.2)
where 푚 is integer or half integer [230]. In (Fig. 9.2b-d) defects of strength 푚 = −1∕2,
푚 = 1∕2 and 푚 = 1 are shown with the corresponding director fields. If two defects can
(a) (b) (c) (d)
Figure 9.2.: (a) Schlieren texture of a LC observed under a polarizing microscope [251].
(b) Director configuration (blue) and tangential lines (red) of a 푚 = −1∕2 defect. (c) Of
a 푚 = 1∕2 defect. (d) Of a 푚 = +1 defect.
be encircled by one loop their winding numbers add up, i.e. two 푚 = 1∕2 defects create
the same far-field as one 푚 = 1 defect [249]. The surface of a sphere has a topological
charge of 2, which means that two 푚 = 1 or four 푚 = 1∕2 defects form if it is covered
with a nematic medium.
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9.2. Applicability of a liquid crystal model to
microtubules
In vitro, MT solutions were shown to form a nematic LC like phase [252]. Active gels
can be constructed from mixtures of stabilized MTs, polymers that induce attractive in-
teractions due to depletion forces and kinesin motors that induce sliding of MTs [253].
If such active systems are confined on 2D surfaces they show rich dynamics, e.g. by the
formation and annihilation of defects in planar geometries [253, 254] or on the surface of
a sphere [255], where four +1/2 defects form. Such behavior resembles effects found in
LC solutions and experimentally underline the active gel theory (Chapter 7).
Brugués and Needleman [228] formulated a model for the mitotic spindle, based on an
active LC theory, that yielded excellent agreement between experiment and theory. One
of the reasons that this model was successful, and also that MT solutions display liquid-
crystal–like behavior, is that the density of MTs in such systems is very high. In fact, it
is significantly higher than the density of the MT network during interphase. This high
and approximately constant density makes the continuum description applicable and the
mitotic spindle can indeed be considered as a liquid-crystal–like object.
Our description of the MT network is a qualitative one, because the MT network has a
lower density during interphase and we would need to investigate the system at very large
length scales in order to formulate a quantitatively correct continuum description. Also,
a static model can only be an approximation to the highly dynamic CSK. Keeping this
limitations in mind we argue that a static continuum model based on the theory of LCs is
nevertheless suitable to investigate an averaged orientation field of the MT network.
Let us consider a single MT growing inside the cell, influenced by interactions with
the actin CSK, intermediate filaments and other intracellular compartments. It grows
towards the cell boundary, where it might get deflected or anchored. For a short period of
several minutes this MT might be stable and it could influence other MTs growing next
to it due to steric effects or mutual interactions due to crosslinkers or motors. Depending
on the strength of the interactions a newly growing MT might align with the stable one
and follow a similar growth trajectory. At some point the older MT might depolymerize
and the newer one could get stabilized or continue growing under the influence of the cell
boundaries. Due to the dynamic nature of the CSK it is likely that we can find regions
where locally there are nematic interactions of several polymers as described in [256] and
one can therefore define a local director field.
Even if one does not assume interactions between MTs that lead to similar effects as
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observed in LCs, the nematic order parameter and the corresponding free energy func-
tional can still provide the basis to model the MT orientation field. We will not derive
parameters for the LC theory from microscopic MT interactions, but rather use it as a
mathematical concept to capture the effects observed experimentally. Nevertheless, ef-
fects of liquid-crystal–like behavior can be observed in MT system, but to relate those to
the MT network of the cells we studied, further experimental work is necessary.
9.3. Mathematical description of liquid crystals
The first mathematical theories for LCs go back to Oseen, Zocher and Frank [257–259]
with the theory of Frank being the most profound [260]. Frank derived the elastic energy
of a LC in terms of a director 𝐧 and its derivatives and defined four material moduli, 푘11,
푘22, 푘33 and 푘24. Those can be related to three bulk deformation fields, splay, twist, and
bend, whose distortion energy is proportional to the corresponding modulus (Fig. 9.3).
The fourth moduli, saddle-splay, can be transformed and is usually omitted in a theory
for the bulk.
(a) (b) (c)
Figure 9.3.: Three bulk deformation modes of a LC: (a) splay, (b) twist, (c) bend. From
[261].
De Gennes extended those theories by defining a tensor order parameter[262] and used
a Landau expansion of the free energy [263] to investigate transitions from the isotropic to
the nematic phase. Furthermore, he studied the influence of electric and magnetic fields
and the hydrodynamics of LCs [230].
For the model of the MT orientation field, we will to consider only the simple case
of a LC in the nematic phase in two dimensions. A general discussion of the three di-
mensional theory can be found in [264]. In two dimensions we do not have to distinguish
between uniaxial and biaxial nematics, because all molecules lie in the plane and we have
to consider only orientational order defined by one angle.
To obtain a macroscopic description of a LC we need a to define an order parameter
that breaks the orientational symmetry and defines if the state is in a ordered or isotropic
phase. As mentioned above, a common choice is to define a symmetric, traceless order
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parameter 𝐐 as
𝐐 = 푆(2𝐧⊗ 𝐧 − 𝐈) . (9.3)
The eigenvector 𝐧 = 𝐧(푥, 푦) ∈ 1 defines the macroscopic orientation and 𝐐 is sym-
metric under the transformation 𝐧→ −𝐧. 푠 is a scalar order parameter that describes the
degree of orientation around 𝐧 [265, 266] and 𝐈 is the identity matrix.
Our following derivationswill followmainly those of Luo,Majumdar, and Erban [265].
The scalar order parameter is defined as
푆 = ⟨2 cos2 휗 − 1⟩ , (9.4)
with 휗 the angle between the LC molecules and 𝐧. It ranges from 푆 = 1 for perfect
alignment between the local molecule axis and 𝐧 to 푆 = −1 for orthogonal alignment.
For an isotropic distribution of molecule orientations 푆 = 0. Notice that 푆 is a different
quantity as 푠, which was defined in Eq. (7.3) as an spatial average for the comparison of
orientation fields.
Because 𝐐 is symmetric and traceless, in two dimensions it has only two independent































The eigenvalues of 𝐐 are 휆1,2 = ±푆 and by this in combination with the spectral
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휆3푖 = 0 . (9.10)
Now, wewill construct the free energy that is needed for the complete description of the
LC. In a general phenomenological theory multiple terms contribute to the free energy,
which are the elastic energy of distortions to the LC, the thermotropic energy that defines
if the LC is in the isotropic or nematic phase, electromagnetic energy terms resulting from
external fields and terms introduced by interactions with the surface of the LC [264].
For our model of the orientation field of theMT networkwe need to define a free energy
term el, for the distortion of the Q-tensor due to spatial variations, the thermotropic
energy n and boundary a energy term B, because of the finite size of the system. The
total free energy then is
 [𝐐] = n[𝐐] + el[𝐐] + B[𝐐] . (9.11)
9.3.1. Thermotropic energy
The thermotropic energy n defines the state (isotropic or nematic) of the LC and can be
derived by following the Landau theory of phase transitions [263]. In the isotropic phase
𝐐 = 0, which suggests to express this potential function as a power series expansion













tr (𝐐2) + 푏
3
tr (𝐐3) + 푐
4
(tr (𝐐2))2 , (9.13)
where
n = ∫Ω 푓n d퐴 . (9.14)
In general, a, b and c can be temperature dependent, but a common approach is to
approximate this dependency by setting b and c as constant and writing
푎(푇 ) = 훾(푇 − 푇 ∗) = 훾Δ푇 . (9.15)
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Now, 훾 > 0 is a constant and 푇 ∗ the critical temperature at which the transition from the
isotropic to the nematic phase occurs. In our simulations we keep the temperature fixed
and investigate the system in the nematic phase at 푇 < 푇 ∗, which is why we denote the
thermotropic energy as
n ∶= ∫Ω −
훼2
2
tr (𝐐2) + 푐2
4
(tr (𝐐2))2 d퐴. (9.16)
훼2 > 0 is temperature dependent and we have dropped the tr (𝐐3) term, because it is
zero. Using Eq. (9.9), Eq. (9.16) becomes
n ∶= ∫Ω 푐
2푆4 − 훼2푆2 d퐴 , (9.17)



















The term 푆40∕휀2 can be dropped, because it contributes only a constant to the total free
energy 
9.3.2. Elastic energy
































where the summation convention is assumed.
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(푘33 − 푘11) . (9.25)
In 2D, with the Q-tensor defined as in Eq. (9.5), Eq. (9.21) can be simplified to







+ 퐿̃2(푝푦푞푥 − 푝푥푞푦)







with 퐿̃1 ∶= 2퐿1 + 퐿2 + 퐿3 = 13푠2 (푘33 + 2푘11)
퐿̃2 ∶= 퐿2 − 퐿3 =
1
푠2
(푘11 − 푘22 − 2푘24)





Here, we use the shorthand notation 푝푖 = 휕푝∕휕푥푖. A more simplistic approach, which is
commonly applied to obtain more compact equations, is to keep only the first term of the
elastic energy density (Eq. (9.21)) and express it in an approximation with a single elastic
constant 퐿̃, i.e. 푘11 = 푘22 = 푘33. The elastic energy then assumes the form













푦) d퐴 . (9.27)
Notice that we will now drop the tildes again for the elastic constants.
9.3.3. Surface energy and boundary conditions
After having derived the two terms of the Landau–de Gennes free energy in the bulk,
we will now turn our attention towards contributions of the surface. The influence of
boundary effects might be stronger or weaker, depending on the ratio of bulk volume
to surface area. In our model, boundary contributions significantly influence the final
orientation field.
Surface effects enter the theory in two ways. Either a fixed orientation at the boundary
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is introduced, a so called strong anchoring condition. Alternatively, one defines a surface
energy term that depends on the easy direction at the boundary, which is then called weak
anchoring.
On the microscopic scale one can think of the easy direction as a preferred alignment
of the LC molecules at the surface that can be due to a specific microstructure of the
interface. Some examples to create such a microstructure include rubbing the surface or
coating it with thin films [230].
In the theoretical description of strong anchoring the eigenvector 𝐧 in Eq. (9.3) is con-
strained to a fixed value, e.g. the surface normal 𝝂 or surface tangent 흉 . The strong an-
choring case is incorporated into the theory by a Dirichlet boundary condition 𝐐 = 𝐐B.
For weak anchoring, a surface energy term is introduced for which the Rapini-Papoular






) d푎 , (9.28)
where the Q-tensor at the surface is given by𝐐B. This term penalizes any deviations from
the easy direction. For푊 →∞ it converges to the strong anchoring case [265].
9.3.4. Scaling of the Landau–de Gennes free energy
If we combine Eqs. (9.19), (9.27) and (9.28), we can write down the Landau–de Gennes
free energy in terms of the components of 𝐐 as
 [푝, 푞] = ∫Ω퐿(|∇푝|2 + |∇푞|2) + 1휀2 (푝2 + 푞2 −푆20 )2 d퐴+푊 ∫휕Ω |(푝, 푞) − 𝐠|2 d푎 (9.29)
or by utilizing the short notation according to Eq. (9.7) as
 [𝐪] = ∫Ω퐿(∇𝐪)
2 + 1
휀2
(|𝐪|2 − 푆0)2 d퐴 +푊 ∫Γ2 |𝐪 − 𝐠|2 d푎 . (9.30)





푊̃ ∶= 푊 ∕퐿
(9.31)
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which leads to a rescaled free energy
̃ [𝐪] = ∫Ω(∇𝐪)
2 + 1
휀̃2
(|𝐪|2 − 푆0)2 d퐴 + 푊̃ ∫Γ2 |𝐪 − 𝐠|2 d푎 . (9.32)
Now, the tildes will be dropped and we will use only the rescaled.
9.4. Biologically motivated choice of boundary
conditions
From Fig. 7.1 we expect the MT network to be oriented normally in the vicinity of the
convex parts of the cell outline and to be oriented tangentially near the concave circular
arcs. We include these observations into the theory by assuming strong anchoring ac-
cording to the surface normal 𝝂 on the convex parts Γ1 of the cell outline and define a
Dirichlet boundary condition






푆B is the scalar order parameter at the boundary.
On the concave parts Γ2 of the boundary we introduce a weak anchoring energy ex-
pressed according to Eq. (9.28)








which makes the surface tangent 흉 the preferred alignment direction.
Around the MTOC we expect radial alignment, because here the minus-ends of the
MTs are anchored and no direction should be preferred over another. In our model this
is included by defining a ring around the cell centroid and setting up a strong anchoring
according to Eq. (9.33) at this interior surface ΓMTOC.
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With all boundary conditions defined as above the full form of Eq. (9.32) now reads
 [𝐪] = ∫Ω(∇𝐪)
2 + 1
휀2
(|𝐪|2 − 푆20 )2 d퐴 +푊 ∫Γ2 ||𝐪 − 𝐠휏||2 d푎
𝐪 = 𝐠휈 on Γ1
𝐪 = 𝐠휈 on ΓMTOC













Our aim is to obtain a Q-tensor field that corresponds to the minimum free energy config-
uration and extract the director field from it. This director field will be compared to the
experimental orientation fields as well as the simulated fields obtained from the filament
based models.
In principle various optimization methods could be used to minimize Eq. (9.35). One
way is to discretize the simulation region and the equations on a regular, rectangular lat-
tice and use the Monte Carlo method to find the minimum energy configuration [270].
The authors of this paper noted that the discretization of the elastic energy is not straight
forward, because the discretized gradients could not be expressed as nearest neighbor
differences. Also the metropolis algorithm, applied to perform the minimization, is com-
putationally expensive if very fine discretizations and a large number of Monte Carlo
steps are used.
An alternative way of obtaining the minimum energy configuration of 𝐐 is to use the
finite-element method (FEM). The FEM is a way to discretize a PDE and thereby allow to
solve it numerically. As a starting point, the PDE is formulated as a variational problem
by finding the weak formulation, which can be achieved by multiplying it with a test
function 푣 and integrating over the spatial domain. Then, integration by parts can be
applied to obtain a linear variational problem.
An abstract formulation of such a variational problem is the following [271]. Given a
space 푉 of trial functions and a space 푉̂ of test functions, find 푢 ∈ 푉 such that:
푎(푢, 푣) = 퐿(푣) ∀ 푣 ∈ 푉̂ , (9.36)
where 푎(푢, 푣) is a bilinear form (functional) containing the trial function 푢 and a test
function 푣 and퐿(푣) a linear form. This variational problem still is infinitely-dimensional,
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because of the continuous function spaces of test and trial functions.
A discretized problem can be constructed by restricting it to a set of discrete trial and
test spaces [271]. Find 푢ℎ ∈ 푉ℎ ⊂ 푉
푎(푢ℎ, 푣) = 퐿(푣) ∀ 푣 ∈ 푉̂ℎ ⊂ 푉̂ . (9.37)
Now, 푢ℎ can be expanded into a series by a set of basis functions {휙푗}푁푗=1 and coefficients
푈푗 . {휙̂푗}푁푗=1 forms a basis of the discrete test space 푉̂ℎ. By this, the degrees of freedom
푈 of the solution 푢ℎ can be computed through solving a linear system 퐴푈 = 푏, with
퐴푖푗 = 푎(휙푖, 휙̂푗), 푖, 푗 = 1, 2,… , 푁,
푏푖 = 퐿(휙̂푗).
(9.38)
A key idea of the FEM is further to discretize the domain Ω on which the variational
problem should be solved by a set of cells with disjoint interiors that form a mesh. On
these cells local, finite-dimensional function space  can be defined that can be used to
construct the global, discretized function space 푉ℎ.
The formal definition of a finite element requires three components [271, 272]. A
domain T, a local function space  and a set of degrees of freedom . By defining a set
of nodal basis functions {휙푗}푁푗=1 for , any function 푣 ∈  can be expressed by evaluating
the function 푣 at the nodes 푥푗: 푣 = ∑푗 푣(푥푗)휙푗 . By considering smoothness constraints
between neighboring finite elements one can map the local degrees of freedom to the
global degrees of freedom and assemble the linear system in Eq. (9.38), which has to be
solved in order to solve the variational problem.
For further aspects like the mapping of deformed finite elements to a reference element
or the different classes of finite elements are the reader is pointed to [271, 272] for a more
detailed discussion.
Eq. (9.35) is nonlinear in (푞, 푝), so one cannot simply employ the formalism mentioned
above. A formulation of a nonlinear variational problem is the following. Find 푢 ∈ 푉
such that
퐹 (푢; 푣) = 0 ∀ 푣 ∈ 푉̂ , (9.39)
where 퐹 (푢; 푣) now is a semilinear form that is linear in the arguments after the semicolon.
Solving such a problem is usually done by a Newton method, where the 퐹 (푢; 푣) is lin-
earized around 푢 = 푢ℎ to obtain the linear form 퐹 ′(푢ℎ; 훿푢, 푣). Then at each newton step a
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linear variational problem is solved according to: find 훿푢 ∈ 푉ℎ,0 such that
퐹 ′(푢ℎ; 훿푢, 푣) = 퐹 (푢ℎ; 푣) ∀ 푣 ∈ 푉̂ℎ . (9.40)
훿푢 is then used to update 푢ℎ by
푢푘+1ℎ = 푢
푘
ℎ − 훿푢 . (9.41)
By the methods from the calculus of variations we can derive a minimizer for Eq. (9.35)
that satisfies the following integral
0 = ∫Ω∇𝐪∇𝐯 +
2
휀2
(𝐪 ⋅ 𝐪 − 푆20 )𝐪 ⋅ 𝐯 d퐴 +푊 ∫Γ2(𝐪 − 𝐠휏) ⋅ 𝐯 d푎 ∀ 𝐯 ∈ 퐻
1(Ω). (9.42)
𝐯 ∈ 퐻1(Ω) is a test function in the Sobolev space of L2-functions with square integrable
derivatives up to first order [265]. A full derivation will be given in the appendix (Ap-
pendix A.3).
For the numerical implementation we used the open-source FEM package FEniCS [271],
which provides algorithms for mesh-generation, discretization of minimizer, derivation
of the Jacobian of Eq. (9.42) and for automated solution of the nonlinear variational prob-
lem by a Newton method. Some alternative FEM software packages are COMSOL Mul-
tiphysics [273], deal.II [274] or DUNE [275].
A weakness of Newton’s method is that it strongly depends on initial conditions [265].








퐫 − 퐫ퟎ||퐫 − 퐫ퟎ|| . (9.44)
퐫ퟎ is the position of theMTOC and the center of radial orientation. The surface anchoring
parameter푊 was increased iteratively and at each step theminimum energy configuration
was computed. This configuration was then used as the initial condition for the next
iteration.
9.6. Influence of the parameters 휀 and 푊
Due to the scaling by the elastic constant퐿 in Eq. (9.35), the elastic energy term now sets
a reference and the thermotropic energy as well as the surface energy are scaled relative
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to it. Due to the 1∕휀2 scaling of the thermotropic energy, low values of 휀 force the system
into the nematic regime and the term 1
휀2
(|𝐪|2 − 푆20 )2 in Eq. (9.35) acts as a regularization
term enforcing |𝐪|2 = 푆20 throughout the simulation domain [265]. For high values of 휀
the thermotropic potential is very shallow and |𝐪|2 ≠ 푆20 can easily be achieved.
In a scan of the parameter space we observed two different kinds of behavior. The first
one is a predominantly radial configuration with local tangential alignment at the bound-
aries, which is very similar to the experimental findings (Fig. 9.4a, lower left region). For
an increase in 푊 , 푚 = −1∕2 defects start to form at the convex boundaries that move
into the bulk, a short distance away from the boundaries (푊 = 2, 휀 = 2 in Fig. 9.4a).
In the second case, for higher values of 푊 and 휀, one of the defects detaches from
the convex boundaries and migrates fully into the bulk, which leads to asymmetric con-
figurations (푊 = 2.5, 휀 = 2 in Fig. 9.4). If both defects detach from the boundary the
configuration is even more unstable and both 푚 = −1∕2 defects will annihilate with the
푚 = 1 defect that is fixed at the cell centroid to mimic the MTOC. The resulting orienta-
tion field then obtains an up-down configuration and the local radial alignment around to
the MTOC does not get transmitted to the cell boundaries. The winding number around
the outline of a cell on a◠| -shapedMP is푚 = 0, so it is to be expected that two푚 = −1∕2
defects form and also the annihilation with the 푚 = 1 defect at the centroid can be under-
stood in this way.
For the H and Y MP, similar patterns were found and 푚 = −1∕2 defects appear near
the convex parts of the boundary and then move into the bulk. In the case of the Y MP,
a 푚 = −1∕2 defect is retained at the center, because the winding number of the director
around the boundary is −1∕2 (Fig. 9.4b,c).
Comparing the various terms of Eq. (9.35) we found that the elastic energy was always
the dominating term, being 5 to over 200 fold higher than the thermotropic energy in the
given parameter range. The comparison of elastic energy to surface energy yielded factors
from 2 to 60. A transition from the radial phase to the up-down phase always coincides
with a significant decrease of the elastic energy and also often with a decrease of the
surface energy. The thermotropic energy usually does not change upon such a transition.
Although such LC configurations are energetically favorable, their biological relevance
is questionable. For example, the up-down configuration for the◠| -shaped and H-shaped
cells can hardly be explained by a MT network with minus-ends anchored to the cen-
trosome. It might be possible to achieve such configurations in a in vitro system, where
the MT network has no organizing aster, but for the mammalian we study here it seems
unrealistic.
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Figure 9.4.: Extract of the configuration space for different MP geometries. Orientation
is symbolized by small oriented bars. Bulk order parameter 푆0 = 0.75 for all plots.
(a) ◠| -shaped MP. Lower left part separated by dotted gray line: Radial configuration
with local tangential anchoring at the convex boundaries and formation of 푚 = −1∕2
defects. (휀 = 2,푊 = 2.5): One defects has moved into the bulk leading to an asymmetric
configuration. (휀 = 2.5): Both 푚 = −1∕2 defects have annihilated with the 푚 = 1 defect
at the cell center leading to and up-down configuration of the orientation field. Local
tangential anchoring at the cell centroid cannot extend into the bulk anymore. (b) H-
shaped MP: Similar transition from radial to up-down configuration. (c) Y-shaped MP:
Absorption of one 푚 = −1∕2 defect from the top boundary is followed by absorption of
the lower two defects, leading to an effective 푚 = −1∕2 defect at the centroid. Parameter
axes are rotated.
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9.7. Comparison to the experiments
To compare the LC model to the experiments, the model parameters were varied in the
following way
LC model Parameters Description
휀 ∈ [0.01, 10] Effective temperature
푊 ∈ [0.01, 1000] Surface anchoring strength at concave
boundaries
For the LC model we find that the overlap between experimental and simulated ori-
entation fields is comparable to the filament-based models, although slightly smaller. In
Fig. 9.5a–c the experimental orientation fields for the three MP types are shown (red
bars) with an overlay of the minimum free energy configuration of the LC model (blue
bars). The cell outline is divided into convex (green) and concave (red) parts. The an-
gle difference was split up into two sets of more parallel and more orthogonal directors
(cf. Eq. (7.4)) and the set 푇⟂ (gray) highlights regions where the experimental fields and
the simulations deviate by more than 휋∕4.
As discussed earlier in Section 9.6, boundary defects start to form for an increase in the
surface anchoring strength푊 . At certain values for the effective temperature 휀 and푊 ,
those defects detach from the surface, move into the bulk and eventually annihilate with
the 푚 = +1 defect at the cell center. This causes LC configurations that are energetically
favorable. Due to the large regions of tangential alignment with the concave boundaries in
those configurations, the overlap with experimental results is higher than for the situation
of radial alignment around theMTOC. Nevertheless, we will exclude such configurations
from the parameter estimation procedure, because they are biologically unrealistic.
MP
Model PRW Cytosim LC
푠̄ 푠∥ 푠⟂ 푠̄ 푠∥ 푠⟂ 푠̄ 푠∥ 푠⟂
◠| 0.41 0.79 -0.68 0.51 0.76 -0.58 0.35 0.82 -0.73
H 0.46 0.79 -0.71 0.58 0.80 -0.56 0.45 0.74 -0.67
Y 0.72 0.86 -0.55 0.67 0.79 -0.57 0.68 0.92 -0.58
Table 9.1.:Average order parameters 푠̄, 푠∥ and 푠⟂ for the comparison of orientation fieldsobtained by experimental analysis and computational modeling for all three models.
Fig. 9.5a–c shows director configurations for the parameters (휀 = 1.5,푊 = 2) for the
◠| shaped MP, (휀 = 0.05, 푊 = 100) for the H and (휀 = 0.05, 푊 = 200) for Y-shaped
cells that had the highest overlap with the experimental results (cf. Table 9.1). Fig. 9.5d
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Figure 9.5.: Comparison of experimental and simulated MT orientation fields. (a) Over-
lay of experimental MT orientation field (red bars) and orientation simulated using the
LC model (blue bars). Areas where the orientation differs by more than 휋∕4 are shaded
in gray (for definition of 푇⟂ see Eq. (7.4)). For parameters of LC model see main text.
(b) & (c) Same as in a), but for the H and Y MP. (d) Convergence plot of 푠 and 푠∥ con-sidering the difference of simulated and experimental orientation patterns for increasing
surface anchoring strength푊 . Curve for◠| -shapedMP is truncated, because it the model
switches to the biologically unrealistic up-down configuration for푊 > 2 (see main text).
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shows the trend for the order parameters 푠 and 푠∥ for increasing surface anchoring strength
푊 .
For the H and Y MP maximum overlap is reached for a configuration with low 휀, deep
in the nematic phase. Thus, the defects that form at the convex boundaries stay localized
there and do not annihilate with the 푚 = +1 defect at the cell centroid, even for further
increase of 푊 . For 푊 > 200 the order parameters reaches a plateau and no further
improvement in the overlap between experiments and theory can be achieved. Larger
overlap is only possible for the excluded, unrealistic configurations.
Orientation fields with local tangential anchoring as discussed for the Cytosim simu-
lations in Section 8.2.4 cannot be achieved with the current LC model. Such a tangential
alignment results from filaments growing along the convex boundaries and would have
to be realized in the LC model only in terms of boundary conditions. If tangential orien-
tation would be introduced as the easy-direction at the boundary, it would also translate
into the interior of the simulation domain and the radial alignment around the MTOC
would be confined to a very small region. Examples for such configurations are shown
in Fig. 9.6 and are not more realistic than the up-down configurations that were excluded
earlier.
Figure 9.6.: Two configurations of the director field for weak tangential anchoring at the
complete boundary. Radial alignment around the cell centroid only has local effect.
9.8. Liquid crystal model compared to
filament-based models
The agreement between the LCmodel and the filament basedmodels can only be assessed
in terms of the orientation fields. We therefore searched for a maximum in the angular
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difference order parameter 푠 for all combinations of the parameter sets. As before, for
the comparison with the experiments, we excluded LC configurations in which the radial
anchoring at the cell centroid vanished due to annihilation of the defects that form at the
boundaries. The◠| -shaped MP was used as a reference.
The best match between the LC model and the PRW model could be obtained for (휀 =
1.0, 푊 = 5.0) and (푙푝 = 120 µm, 휔푟 = 0.064 s−1). This parameter set for the LC model
is close to the transition point, where the boundary defects that form close to the concave
boundaries start to move into the bulk. An increase of the effective temperature to 휀 = 1.5
induces this transition.
The LC model agrees best with Cytosim for the LC model parameters (휀 = 1.0,푊 =
0.5) and the Cytosim parameters (푙푝 = 500 µm, 휔+푎 = 1.0 s−1, 휔−푎 = 0.5 s−1). Here, for a
wide range of parameters for bothmodels a high order parameter (푠̄ > 0.9), but for smaller
휔+푎 the overlap decreases. This is caused again by the filaments that are being bent at the
convex boundaries of the Cytosim simulation domain and cause tangential alignment
there. With the LC model such a configuration cannot be achieved, as mentioned earlier,
which explains the lower value for 푠.
The minimum energy configurations of the LCmodel that match best with the filament
based models are similar to the ones discussed upon comparing it to experimental orien-
tation fields. The highest agreement can be found for parameter values that induce the
formation of defects slightly detached from the concave boundaries. Such a configuration,
however, is sensitive to parameter changes and an increase in the effective temperature 휀
or surface anchoring strength푊 can lead to configurations where one or multiple defects
annihilate with the defect at the centroid of the simulation domain. Such a LC director
field might be energetically favorable and interesting to investigate further, but for the
purpose of predicting the MT network if is less suited.
We therefore suggest to chose parameters from the regime where the defects are still
located near the concave boundaries. With such parameters, the agreement with experi-
mental data and the filament based models is still very good and the LC model provides
an excellent way to predict the organization of the MT network within cells on MP sub-
strates.
9.9. Conclusion
In this chapter we developed an effective continuum description of the MT network based
on the theory of LCs. We considered the system from a more abstract point of view and
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described the microscopic interactions of MTs terms of a continuous order parameter,
from which we extracted an orientation field. With this model we are able to capture
most of the experimental observations. One feature such a model cannot represent is the
tangential alignment of MTs at convex parts of the cell outline, because the bulk config-
uration is determined by the boundary conditions. If we consider tangential alignment as
a local effect, our proposed model can nevertheless predict the MT configuration in the
cell interior.
A large advantage of this framework is that it is computationally cheap compared to
Brownian dynamics simulations. If one is only interested in studying the organization of
a reference cell by utilizing the normalization properties of MP substrates, it can make
predictions for arbitrarily shaped cells with little effort. Therefore, it could be combined
with amodel for cell shape, such as the cellular Pottsmodel [119], to predict cell shape and
intracellular orientation. Such a coupling could either be realized by using simulated cell
shape as an initial condition for the LC model or by including hydrodynamic effects into
the LC theory to directly influence the cell shape model, e.g. by defining a polarization





The aim of this thesis was to develop image analysis methods to study cellular orga-
nization and combine these techniques with mathematical modeling in order to gain a
deeper understanding of cellular behavior. The unifying component for this work was
the use of micropatterned environments, which control cell shape and normalize intra-
cellular organization. Thereby, image analysis is facilitated, but such environments also
have interesting effects on cellular structure that help to gain a deeper understanding in
the physical processes that determine cellular organization
Chapter 3 was dedicated to the study of the actin cytoskeleton. There, we analyzed
the shape of peripheral stress fibers that span between adhesion sites of the cell to the
substrate. We presented an image processing workflow that detects circular arcs along the
cell contour in a fully automated fashion and fits circles to these arcs by optimizing their
overlap with fluorescently labeled stress fibers. By fitting the extracted parameters to the
tension-elasticity model, we could quantify that the HeLa cells used in the experiments
form weaker stress fibers compared to different cell lines used in earlier work.
Then, we extended the analysis of cell shape into three dimensions. We fitted circular
arcs to stress fibers of cells that were adhering in microscaffolds fabricated by direct laser
writing. We could show that stress fibers form at distinct regions of the cell and could
quantify their radius of curvature and spanning distance. We used our results to con-
figure a computational model based on contractile cables and showed that such a model
explains the shape of cells in three dimensional microscaffolds in a quantitative way. A
conclusion of this is, that the similar physical principles govern cell shape in two and
three dimensions.
Next, we had a closer look at the microstructure of stress fibers by analyzing images
that were obtained by structured illumination microscopy. In these images, the individual
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force generating units of stress fibers, myosin II minifilaments, could be resolved and we
developed a workflow to measure their location along the fibers. Furthermore, we out-
lined how this quantitative information can be incorporated into future modeling efforts.
In Chapter 4 investigated intracellular dynamics of the actin cytoskeleton, which was
controlled by light-induced stimulation and the use of optogenetics. For this, we applied
an optical flow algorithm and measured cytoskeletal velocity fields. The resulting flow
patterns were linked to the orientation of the actin cytoskeleton and by this, we could show
that stress fibers are the main contributors for cellular contraction dynamics. We observed
characteristic backflow after the external stimulation ceased and could explain this by the
stretching of elastic components of the stress fiber. We compared our analysis results to
mathematical models could show that the protein zyxin is required for maintaining the
elasticity of stress fibers.
In Chapter 5 we analyzed to organization of the microtubule network in cells on mi-
cropatterned substrates. We measured the orientation of microtubules and utilized the
normalization of cell shape by the substrate to calculate averaged orientation fields of
the microtubule network. We found different alignment of the microtubules at periph-
eral stress in comparison to region where the cell adheres to the substrate. This leads to
new insights in the coordination between microtubules and the actin cytoskeleton, that
we further investigated by computational modeling in the second part of the thesis.
The first part of the thesis was completed in Chapter 6 by the development of image
analysis methods to quantify the distribution of intracellular vesicles. We utilized the
shape normalization properties of the micropatterned substrates to develop a workflow
that extracts spatial distribution maps of fluorescently labeled intracellular structures. We
applied this workflow to experimental data, in which gene expression was modified by
RNA interference. With our analysis method we were able to statistically assess differ-
ences in the intracellular accumulation of integrin signaling proteins, depending on gene
knockdown. Such an analysis method, in combination with micropatterned substrates,
can also be used in high-throughput screens and will provide meaningful results with less
effort than conventional techniques.
In the second part of the thesis we focus on computational modeling of the organization
of the microtubule network in cells on micropatterned substrates. In Chapter 8 we present
two approaches that are based either on the simulation of polymers by a persistent random
walk or on Brownian dynamics simulations with the software Cytosim. For bot cases we
motivated interactions with the cell boundaries based on our experimental results.
With the conceptually simple persistent random walk model, we could capture most
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of the experimentally observed behavior and related the model parameters to measured
values for the microtubule rigidity.
In the Cytosim simulations we implemented more detailed interactions with the cell
boundary by a mechanisms of dynamic binding and unbinding of microtubule tips. By
this, we could explain the experimentally observed tangential alignment of microtubules
in regions where the cell adheres to the micropatterned substrate. Based on our model
predictions, we proposed further experimental work to investigate the effects we observed
by image analysis and modeling.
In Chapter 9 we developed an effective continuum description of the organization of
the microtubule network, based on the theory of nematic liquid crystals. We defined a
free energy functional and motivated suitable boundary conditions to model the orienta-
tion of the microtubule network in cells on micropatterned substrates. We minimized the
functional using the finite-element method and compared the predicted orientation fields
to experimental results and the aforementioned models. This framework captures all rel-
evant effects for the organization of the microtubule network on the level of the whole
cell. Furthermore, we gave an outlook on how to combine our model for intracellular
organization with other models that predict cell shape.
In conclusion, this thesis demonstrates how an interplay between the normalization
of cellular organization by micropatterned substrates, suitable image analysis techniques





A.1. Parameters for the persistent random walk
simulations
Parameter Value Comment, reference
MT segment length Δ휉 = 65 nm
Time step Δ푡 = 1 s
Persistence length 푙푝 ∈ [30 µm, 3000 µm] [91]: 30 µm; [63]: 푙푃 = 5200 µm
Polymerization speed 푣+ = 0.13 µm∕s [239]
Depolymerization speed 푣− = 0.26 µm∕s [239]
Rescue rate 휔푟 ∈ {0.0 s−1, 0.064 s−1} [239]: 0.064 s−1




A.2. Parameters for the Cytosim simulations
Parameter Value Comment, reference
MT rigidity 푘퐵푇 푙푝 ∈
[0.0126 pNµm2, 1.26 pNµm2]
Corresponds to
푙푝 ∈ [30 µm, 3000 µm]
Polymerization speed 푣+ = 0.13 µm∕s [239]
Depolymerization speed 푣− = 0.27 µm∕s [239]
Rescue rate 휔푟 = 0.064 s−1 [239]
Stall force 5 pN [276]
Catastrophe rate 휔푐 ∈ {0.01 s−1, 0.04 s−1} Unloaded catastrophe rate and
stalled catastrophe rate [231]
Number of MTs 푁MT = 100 [233]
Radius of centrosome
bead
0.5 µm Fixed at cell centroid
Anchoring stiffness 1000 µm, 500 µm Anchoring stiffness to the center
and the outer of the centrosome
bead
Viscosity 0.1 pN∕µm2 Effective viscosity of the
cytosplasm [277]
Binding rate to cell cortex 휔+푎 ∈ [0.025 s−1, 1 s−1] Varied for fitting to experiments
and other models
Unbinding rate from cell
cortex
휔−푎 ∈ [0.025 s
−1, 0.5 s−1]
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A.3. Derivation of the minimizer of the Landau–de
Gennes free energy
To derive the minimizer of the the Landau–de Gennes free energy
 [𝐪] = ∫Ω(∇𝐪)
2 + 1
휀2
(|𝐪|2 − 푆0)2 d퐴 +푊 ∫Γ2 |𝐪 − 𝐠|2 d푎,
we use the calculus of variation and obtain




















(|𝐪|2 + 2훼𝐪𝐯 + 훼2|𝐯|2 − 푆0)2 d퐴










(2𝐪𝐯 + 2훼|𝐯|2)(|𝐪|2 + 2훼𝐪𝐯 + 훼2|𝐯|2 − 푆0) d퐴






(𝐪 ⋅ 𝐪 − 푆20 )𝐪 ⋅ 𝐯 d퐴 +푊 ∫Γ2(𝐪 − 𝐠) ⋅ 𝐯 d푎.
This is the minimizer used in Eq. (9.42).
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A.4. Parameters for the liquid crystal model
Parameter Value Comment
휀 ∈ [0.01, 10] Effective temperature
푊 ∈ [0.01, 1000] Surface anchoring strength at concave
boundaries
푆0 0.75 Bulk order parameter
푆B 0.75 Boundary order parameter
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