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Abstract
We provide the rate of convergence of the Bayes action derived from non smooth loss functions
involved in Bayesian robustness. Such loss functions are typically not twice differentiable but admit
right and left second derivatives. The asymptotic limit of three measures of global robustness is given.
These measures are the range of the Bayes actions set associated with a class of loss functions, the
maximum regret of using a particular loss when the subjective loss belongs to a given class and the
range of the posterior expected loss when the loss ranges over a given class. An application to prior
robustness with density ratio classes is provided.
© 2004 Elsevier Inc. All rights reserved.
AMS 1991 subject classiﬁcation: 62F15; 62C10
Keywords: Bayesian robustness; Class of loss functions; Class of priors; Asymptotic rate of convergence;
Misspeciﬁed models
1. Introduction
Bayesian decision theory is more and more applied to real life problems. Loss or utility
functions are constructed to model trade-offs between conﬂicting point of views. Examples
include clinical trials [13,26], dose prescription for medical or agro-chemistry treatments
[6,23] and natural resource management [12].
E-mail address: abraham@ensam.inra.fr (C. Abraham).
0047-259X/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2004.07.001
C. Abraham / Journal of Multivariate Analysis 95 (2005) 50–65 51
The Bayesian decision process can be summarized as follows. A loss function l(, d)
quantiﬁes the loss of using a decision dwhen the state of nature (also called the parameter) is
. From observations and a prior distribution on , a posterior distribution on  is calculated
by the Bayes’ theorem. The optimal decision, usually called the Bayes action, is the one that
minimizes the posterior expected loss, i.e. the expectation of the loss function with respect
to the posterior distribution.
It is usually expected that the Bayes action gets closer to the minimizer of l(, .) as the
number of observations increases where  is the (unknown) true value of the parameter.
Another important motivation for asymptotic studies comes from robustness properties:
accumulation of data usually reduces the sensitivity of the Bayes action to the loss function
and the prior [1,3].
The ﬁrst asymptotic result comes from Doob [11] who shows that the posterior con-
centrates around the true value of the parameter. Schwartz [19] gives conditions for the
convergence of the posterior expected loss of the Bayes action to the lowest loss when the
parameter is ﬁxed at . Strasser [20] shows that the Bayes action tends to d, the minimizer
of l(, .).
Usually, rates of convergence are studied under smoothness conditions allowing Taylor’s
expansions of the posterior expected loss around d. Unfortunately, some important loss
functions do not satisfy these smoothness conditions.A simple example is the absolute loss
function which is not differentiable at its minimum. Non-smooth loss functions can also
arise in practical situation as it is illustrated below.
Example 1. Theobald andTalbot [23] propose the following utility function for optimizing
the fertilizer dose d in agricultural crop production. Let c > 0 and p > 0 be the unit cost
of the fertilizer and the crop value for unit area. For a given dose, denote byY the resulting
random yield. The distribution ofY depends on d and on a parameter  characteristic of the
soil. The utility is deﬁned by u(, d) = pE(Y |, d) − cd . For each , the dose-response
function E(Y |, d) is then modeled by an increasing function of d for d ∈ [0, a()] and
a different function for d > a(). The resulting loss function l(, d) = −u(, d) is not
d-differentiable at its minimum.
Another important example of non-smooth loss functions occurs in global Bayesian
robustness: a class of loss functions is considered (instead of a single one) to take into
account every loss function that ﬁts the preferences of the decision maker. When the set of
all the Bayes actions is sufﬁciently small, we do not need to precisely determine the “true”
loss function as every loss function leads to nearly the same result. The computation of the
set of Bayes actions for classes proposed in [14,4,5] depends upon two non-smooth loss
functions.
The aim of this paper is to provide the rate of convergence of the Bayes action when
the loss function is not smooth at its minimum. The mathematical framework and the main
theorems are given in Section 2. In particular, it is indicated that the posterior distribution
can be calculated under misspeciﬁed models. Proofs are gathered in Section 4. Section 3
provides an application to global robustness with respect to the loss function. It is shown that
the rate of robustness improvement is connected to the smoothness of some loss functions.
An application to prior robustness with density ratio classes is also given.
52 C. Abraham / Journal of Multivariate Analysis 95 (2005) 50–65
2. Preliminaries and main theorems
2.1. The model
Let X = (X1, X2, . . .) a sample sequence of independent and identically distributed
random variables deﬁned on some measurable space (X0,B0), where B0 denotes the Borel
-ﬁeld of X0. In the sequel, Q will refer to the joint distribution on (X ,B) of the sequence
X, where X = XN0 and B denotes the Borel -ﬁeld of X .
We introduce the family of probability densities {h, ∈ } with respect to some -
ﬁnite measure  on (X0,B0), where the parameter space  is R with Borel -ﬁeld B.
Note that the model may be misspeciﬁed since we do not assume that Q corresponds to any
of the densities h. The density h will be thought of as a convenient approximation of the
(unknown) distribution Q. For technical reasons, we make the additional assumption that
(, x0)→ h(x0) is B ⊗ B0 measurable and → h(x0) is continuous for all x0 ∈ X0.
From now on, we ﬁx a prior distribution  on (,B) with a continuous density with
respect to the Lebesguemeasure. The existence of the posterior distribution for misspeciﬁed
models is studied in [8]. For simplicity, it is assumed that the posterior distributionn deﬁned
for all A ∈ B by
n(A) =
∫
A
n∏
i=1
h(Xi)(d)
/∫

n∏
i=1
h(Xi)(d)
does exist Q-almost surely.
We assume the model h to be regular enough so that
• the maximum likelihood estimate n is asymptotically normal,
• the posterior distribution concentrates around the true value of the parameter and around
the maximum likelihood estimate as n→∞.
A complete description of the assumptions M1–M5 on the model are given in Section 4.
Sufﬁcient conditions for asymptotic normality of n (i.e. assumption M1) under misspec-
iﬁed models are given in [25] when  is compact. Assumption M2 can be viewed as a
concentration property of the posterior around the true value of the parameter while M3
is a concentration property around the maximum likelihood estimate. Assumption M4–M5
expresses the asymptotic normality of the (rescaled) posterior distribution. Strasser [22]
gives sufﬁcient conditions ensuring M2–M5 when the model is well speciﬁed (i.e. Q has
a density h0 for some 0 ∈ ) and sufﬁcient conditions for M2–M4 under misspeciﬁed
models can be found in [2].
2.2. The two-sides loss function
LetD = R be the decision space and let s and i be two functions fromR×R toR+ such
that the following conditions are fulﬁlled.
L1 Smoothness conditions.
• The functions t → s(, t) and t → i(, t) are twice differentiable for every  ∈ .
We denote by s′(, t) and s′′(, t) the ﬁrst and second derivatives of t → s(, t).
• The functions (, t)→ s′′(, t) and (, t)→ i′′(, t) are continuous at (, 0).
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• For every  ∈ , s(, 0) = i(, 0), s′(, 0) = i′(, 0) = 0, s′′(, 0) > 0 and
i′′(, 0) > 0.
• The function  → i(, 0) is twice continuously differentiable at  = . We denote by
D10i(, 0) and D20i(, 0) its ﬁrst and second derivatives at  = . It is required that
D10i(, 0) = 0.
L2 Domination conditions. For every d ∈ D, there exist r > 0 and a locally bounded
function g ∈ L1() such that
sup
|t−d|<r
|s(, t − )|g(), (1)
sup
0u1
sup
|t−d|<r
|s′′(, u(t − ))|g(). (2)
It is assumed that  → ,  → g() and  → 2g() are -integrable and that
inequalities (1) and (2) hold when s is replaced by s′, i or i′ and when s′′ is replaced by
i′′.
There is no loss of generality in assuming that assumption L2 still holds if  is replaced
by n since the probability of the event
{∫
 g()n(d) <∞
}
tends to 1 when n → ∞
[3, Lemma 8.1] and since this paper deals with convergence in probability and in distribu-
tion.
For every measurable and invertible function a : R→ R, the loss function l deﬁned by
l(, d) = s(, d − a()){d − a()0} + i(, d − a()){d − a() < 0}
is called a two-sides loss function. For simplicity, we use the same notation for an event and
for the indicator function associated to this event. Note that, by taking ˜ = a(), we have
l(, d) = s˜(˜, d − ˜){d − ˜0} + i˜(˜, d − ˜){d − ˜ < 0}
with s˜(˜, d− ˜) = s(a−1(˜), d− ˜) and a similar deﬁnition for i˜.According to this remark,
we can assume in the sequel that a() = . A two-sides loss function will be viewed as a
smooth function of d except for its minimum at d = .
To shorten notation, we write
ln(d) =
∫

l(, d)n(d)
and we denote by D01 and D02 the ﬁrst and second derivative operators with respect to d.
Since ln(d) is a measurable function of x and a continuous function of d, it is possible, for
each x ∈ X such that argmind∈D ln(d) = ∅, to select a minimizing decision dn(x) in such
a manner that the function x → dn(x) is B-measurable [16, Theorem 14.37]. The decision
dn is called the Bayes action associated with the loss l. It is assumed that the probability
that argmind∈D ln(d) = ∅ is zero.
2.3. Main theorems
Recall that  is the true value of the parameter  (see M1 in Section 4). The asymp-
totic behavior of
√
n(dn − ) can be obtained by a usual Taylor’s expansion
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of D01ln(dn) = 0:
0 = √nD01ln()+
√
n(dn − )
∫ 1
0
D02l
n(+ s(dn − )) ds. (3)
As n → ∞, under the regularity conditions used in [3], √nD01ln() is proportional to√
n(n−) and
∫ 1
0D02l
n(+ s(dn−))ds approximates toD02l(, ). Then, the problem
reduces to solve a linear equation in
√
n(dn− ). The problem is different in the context of
this paper asD02l(, )does not exist.To see this, assume thatD02l(, −) andD02l(, +)
exist and are different for  close to  where
D02l(, +) = lim
ε → 0
ε > 0
D02l(, + ε)
and D02l(, −) is deﬁned by replacing ε > 0 by ε < 0 in the above deﬁnition. For large
n, dn is close to  and we have∫ 1
0
D02l
n(+ s(dn − )) ds ≈
∫

D02l(, +){dn −  > 0}n(d)
+
∫

D02l(, −){dn − 0}n(d).
The last expression is still depending on dn− even for large n (except whenD02l(, +) =
D02l(, −) for  close to ) and (3) no longer reduces to a linear equation in√n(dn− ).
Theorem 2 below provides the asymptotic distribution of
√
n(dn − ) when D02l(, +)
and D02l(, −) are different.
For any two-sides loss function l such that
l(, d) = s(, d − ){d −  > 0} + i(, d − ){d − 0} (4)
and for all t ∈ R, deﬁne
(t) = (s′′(, 0)− i′′(, 0))
∫ t
−∞
(t − ) F(d)+ i′′(, 0) t
and
n = √n/v (dn − n),
where F is a centered normal distribution and v is a positive number such that
√
n(n −
)N (0, v) (see Section 4 for a full description of F and v). The symbol denotes the
convergence in distribution.
Theorem 2. The equation (t) = 0 has a unique solution ∞ ∈ R and ln is differentiable.
If d = dn is the unique solution of D01ln(d) = 0, then
(i) n → ∞ in Q-probability,
(ii) √n/v(dn − )N (∞, 1).
To illustrate the theorem, consider the following asymmetric quadratic loss function:
l(, d) = k1(d − )2{d − 0} + k2(d − )2{d − < 0},
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where k1 and k2 are two positive numbers. Note that the second d-derivative of l does not
exist at d =  when k1 = k2. We deduce from Theorem 2 that√n/v(dn − )N (∞, 1)
where ∞ is the solution of
(k1 − k2)
∫ t
−∞
(t − )F(d)+ k2t = 0.
Note that, for a symmetric quadratic loss (k1 = k2), ∞ = 0 while ∞ = 0 for an asym-
metric quadratic loss (k1 = k2).
Let l0 be a two-sides loss function and let dn0 be the Bayes action associated with l0.
The loss function l0 will be regarded as a convenient approximation of the true loss l.
By Theorem 2, n0 = T (dn0 ) converges in Q-probability to a number ∞0 . The true pos-
terior loss of using dn0 is ln(d
n
0 ) and the regret of using l0 when the true loss function is
actually l is
regnl (d
n
0 ) = ln(dn0 )− inf
d∈D
ln(d) = ln(dn0 )− ln(dn).
The following Theorem 3 provides the rate of convergence of ln(dn0 ) and reg
n
l (d
n
0 ). For all
t ∈ R, deﬁne
	l (t) = 12
(
s′′(, 0)− i′′(, 0)) ∫ t
−∞
(t − )2F(d)+ 12 i′′(, 0)(t2 + v).
Theorem 3. If the solutions of D01ln(d) = 0 and D01ln0 (d) = 0 are unique, then
(a) n [ln(dn0 )− i(, 0)− 12 v2 D20i(, 0)] 12 v2D20i(, 0) Z2 + v 	l (∞0 ),
(b) n regnl (dn0 )v
[
	l (
∞
0 )− 	l (∞)
]
.
Note that n[ln(dn0 ) − i(, 0)]v 	l (∞0 ) when i(, 0) does not depend on . This is
the case when l(,) = 0. When D02l0(, −) = D02l0(, +) and D02l(, −) =
D02l(, +) for all  in a neighborhood of , then ∞0 = ∞ = 0 and n regnl (dn0 )0.
3. Application to posterior global robustness
It is usually a difﬁcult task to choose a loss function in a Bayesian decision analysis.
Furthermore, the elicited loss function is only a tractable approximation of a “true loss”.
For practical purposes, it is necessary to validate the approximation. This is the aim of
Robust BayesianAnalysis whose a recent overview is given in Ríos Insua and Ruggeri [15].
An interesting approach, called global robustness, proposes to replace a single loss function
by a class of loss functions and then to compute the range of the ensuing answers as the
loss function varied over the class.
From now on, as several loss functions are considered, we emphasize the dependence on
the loss function l by writing, respectively, dnl and 
∞
l , instead of dn and 
∞
, for the main
elements of Theorem 2.
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3.1. Loss robustness
Nonparametric classes proposed in recent papers [14,4,5] contain every loss functions
with derivatives bounded by two particular functions. Such a class can be constructed
as follows. Let l0 be a convenient approximation of a (true) loss function. Assume l0 is
differentiable with respect to d. Consider the class L of loss functions l such that, for every
d ∈ D,
D01L(, d)D01l(, d)D01U(, d), − a.s. (5)
For every d ∈ D and  ∈ , U is deﬁned by
U(, d)= fk1,k2(d − ) l0(, d),
fk1,k2(t)= k1{t0} + k2{t < 0}
andL(, d) is deﬁned by interchanging k1 and k2 in the deﬁnition ofU(, d). The numbers
k1 and k2 are such that 0 < k21k1. The class L contains every loss function with shape
similar to l0, the size of the class depends on k1 and k2. Let An be the set of the Bayes
actions when the loss function ranges over L. It can be proved that the supremum and the
inﬁmum ofAn are, respectively, dnL and dnU [4] (recall that dnU and dnL are the Bayes actions
for U and L). Thus, a natural measure of robustness is the diameter ofAn, that is dnL − dnU .
When dnL− dnU is too large, robustness can be improved by adding new observations [1].
It is of practical interest to know howmany new observations are needed in order to achieve
a given robustness.An answer is given inAbraham and Cadre [3] where the asymptotic rate
of convergence of posterior measures of robustness is provided. However, these results do
not apply to the class L above as U and L are not twice d-differentiable when  = d. Let us
show that the asymptotic of dnL− dnU can be obtained from Theorem 2.Assume l0 is regular
enough so that there exists s and i satisfying L1 and L2 with s(, d − ) = k1 l0(, d) and
i(, d − ) = k2 l0(, d). This is true, for example, when l0 is equal to the quadratic or the
LINEX loss; these loss functions can be regarded as tractable approximations of symmetric
and asymmetric loss functions, respectively. If D01Un(d) = 0 and D01Ln(d) = 0 have
unique solutions, then under the assumptions M1–M4 on the model, Theorem 2 gives√
n/v(dnL − dnU ) =
√
n/v(dnL − n)−
√
n/v(dnU − n)∞L − ∞U , (6)
where ∞U is the unique solution of
(k1 − k2)
∫ t
−∞
(t − ) F(d)+ k2t = 0
and ∞L is the solution of the above equation where k1 and k2 have been interchanged.
This result suggests a better class from a robust point of view: consider a smooth function
f˜k1,k2 close to fk1,k2 . For example, one can take
f˜k1,k2(t) = (k1 − k2)
v′(t)+ k1,
where 
v′ is the cumulative distribution of N(0, v′); v′ can be tuned to have a given slope
of f˜k1,k2 around 0. Denote by U˜ and L˜ the loss functions obtained by replacing fk1,k2 by
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f˜k1,k2 in the deﬁnitions of U and L. Similarly, denote by L˜ the class of functions l such
that (5) holds when U and L are replaced by U˜ and L˜. Then, it is easily seen that U˜ and
L˜ are still two-sides functions but ∞
L˜
= ∞
U˜
= 0. Thus, if A˜n is the set of Bayes actions
associated with L˜, the asymptotic robustness is improved since
√
n/v
(
sup
l∈L˜
A˜n − inf
l∈L˜
A˜n
)
= √n/v(dn
L˜
− dn
U˜
)0.
Let l0 be a convenient approximation of the true loss and deﬁne dn0 and 
∞
0 as in Section 2.3
(to simplify notation, we write dn0 and ∞0 instead of dnl0 and 
∞
l0 ). The robustness can also
be evaluated by the range of the posterior expected loss and the maximum regret, namely
rann(dn0 ) = sup
l∈L
ln(dn0 )− inf
l∈L
ln(dn0 ) and sup
l∈L
regnl (d
n
0 ).
It is easily seen that supl∈L l = k1l0 and inf l∈L l = k2l0. For convenience, assume that
l0(,) = 0 (this holds for the quadratic and the LINEX losses). By Theorem 3, we have
n rann(dn0 )(k1 − k2)v 	l0(∞0 ). (7)
Elementary calculations show that 	l0(t)	l0(0) for all t ∈ R (Lemma 6). Thus, the best
limit is achieved by using a smooth function l0 such that ∞0 = 0. Finally, it can be shown
[3] that, for all d ∈ D,
sup
l∈L
regnl (d) = max
{
regnU (d), reg
n
L(d)
}
. (8)
Thus, by Theorem 3, we have
n sup
l∈L
regnl (d
n
0 )v max
{
	U(
∞
0 )− 	U(∞U ), 	L(∞0 )− 	L(∞L )
}
. (9)
From (8), we conclude that aminimizer of supl∈L regnl (the posterior regretminimax action)
belongs to {dnU , dnL} and its asymptotic behavior is given by Theorem 2. Note that, as before,
the robustness is improved if L is replaced by L˜ and if ∞0 = 0, as we have
n sup
l∈L˜
regnl (d
n
0 )0.
Note that L˜ fulﬁlls the two challenging conditions:
• the asymptotic robustness is improved,
• the measures of robustness can easily be computed (as they only depend on two loss
functions by (5)).
3.2. Prior robustness
Theorems 2 and 3 can also be applied to study the robustness with respect to the prior
distribution. Let w and w be two B-measurable nonnegative functions such that ww.
Consider the set of densitieswwith respect to  such thatwww. The set deﬁnes an
58 C. Abraham / Journal of Multivariate Analysis 95 (2005) 50–65
interval of measures proposed in DeRobertis and Hartigan [10]. Let l0 be a d-differentiable
loss function and consider the class of loss functions
L = {l(, d) = l0(, d)w(), w ∈ }.
Let
U(, d) = l0(, d)
(
w(){d − a()0} + w(){d − a() < 0}) ,
where a is a measurable function. Deﬁne L by interchanging w and w in the deﬁnition of
U. As in Section 3.1, condition (5) gives
sup An = dnL and inf An = dnU , (10)
under some conditions on l0. Some choices of l0 and a are of particular interest. For instance,
when l0(, d) = 0.5(b() − d)2 and a() = b(), An reduces to the set of posterior
expectations of bwhen the prior densityw ranges over.More generally, it can be noted that
the main results of DeRobertis and Hartigan [10] can be restated within the loss robustness
framework. For example, if l0(, d) = 0.5 (d − a())2 c() and a() = b()/c() then,
argmind
∫

l0(, d)w()
n∏
i=1
h(Xi)(d) =
∫
 b()w()
∏n
i=1 h(Xi)(d)∫
 c()w()
∏n
i=1 h(Xi)(d)
,
for measurable functions b and c with c > 0 and Theorem 4.1 of [10] is a straightforward
consequence of (10). Let us study the asymptotic rate of convergence. For simplicity, assume
we are interested in the posterior expectation of . Thus, we take a() =  and l0(, d) =
0.5(d−)2. Note that L1 is fulﬁlled (with s(, t) = w()t2 and i(, t) = w()t2) and take
 such that L2 holds. Then, under M1–M4, the asymptotic rate of the range of posterior
expectations of  when w ranges over  is still given by (6) where ∞U is the solution of
(w()− w())
∫ t
−∞
(t − )F(d)+ w()t = 0
and ∞L is the solution of the same equation in which w and w have been interchanged.
Similar results to (7) and (9) can also be obtained for prior robustness. Contrary to loss
robustness, attention shows that it is not straightforward to ﬁnd a tractable class of densities
that improves the asymptotic robustness. Actually, if we deﬁne L˜ by replacing U and L by
U˜ and L˜ as in Section 3.1 and if we derive a new class of densities
˜ = {w ∈  : wl0 ∈ L˜},
then, it is easily seen that ˜ = {(w + w)/2}. It is expected that high asymptotic rates
are achieved with smooth prior densities classes [17,18]. The loss functions U and L are
associated with non smooth densities that jump between w and w. This can be avoided by
replacing  by a density ratio class of mixing distributions proposed by Bose [9]. Such a
class is both tractable and has smooth densities. It can be constructed as follows. Take c
a parametric class of smooth densities wc. For example, c = (, 2) and wc is the normal
C. Abraham / Journal of Multivariate Analysis 95 (2005) 50–65 59
density with mean  and variance 2. Let A = [1,2] × [21, 22] with 21 > 0 and deﬁne
˜ to be the class of densities of the form
w() =
∫
A
wc()p(dc),
where p ranges over a given class of probability distributions. Then, it is shown in [3] that
√
n(sup A˜n − inf A˜n)0,
(instead of a positive limit) where A˜n is the set of posterior expectations when w ∈ ˜.
4. Proofs
We make the following assumptions M1–M5 on the model (for a discussion, see Section
2.1).
M1. There exist  ∈  and v > 0 such that √n(n − ) converges in distribution to a
random variable Z with distribution N(0, v) where v denotes the variance.
M2. For every g ∈ L1() and  > 0, there exists  > 0 such that:
en
∫
‖−‖
g()n(d)→ 0 in Q-probability.
Write for all k > 0:
Wkn =
{
 ∈  : |T ()|√k log n} ,
where T () = √nv−1/2(− n). Let Fn be the probability distribution induced by T
applied to n and let Bkn be the closed ball with center  and radius
√
k log n.
M3. For all  > 0, there exists k > 0 and c > 0 such that:
Q(n( \Wkn ) > cn−)→ 0.
M4. There exists a normal centered probability distribution F such that:∫
Bkn
g()Fn(d)→
∫

g()F(d)
in Q-probability, for all g :  → R with |g()|c(1+ ||2) for some c > 0 and all
 ∈ .
M5. The variational distance between Fn and F tends to 0 in Q-probability.
Assumption M5 is required only in Theorem 3. Let us introduce the following additional
notations. For all (, t) ∈ R2 and z ∈ (−∞,∞], write
s(t, z) = s′′(, 0)
∫ z
−∞
(t − ) F(d)
and deﬁne i by replacing s by i in the deﬁnition of s . It is then easily seen that
(t) = s(t, t)− i (t, t)+ i (t,∞).
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Write, for all (, t) ∈ R2 and z ∈ (−∞,∞]:
n(t)=ns (t, t)− ni (t, t)+ ni (t,∞),
ns (t, z)=
∫ z
−∞
(t − ) Ans (, t)Fn(d),
Ans (, t)=
∫ 1
0
s′′
(√
v
n
+ n, u
√
v
n
(t − )
)
du,
where ni and Ani are deﬁned by replacing s by i in the deﬁnitions of 
n
s and Ans . We have
divided the proof of Theorem 2 into two lemmas and one proposition. In the following
lemma, we rescale the parameter  and the decision d to  = T () and t = T (d).
Lemma 4. The posterior expected loss ln is continuously differentiable and for every d ∈
D, we have
D01l
n(d) = √v/nn(T (d)).
Proof. From Section 2.1, we can note that n has a continuous density pn with respect
to the Lebesgue measure. Let us prove ﬁrst that
D01
∫ d
−∞
s(, d − )n(d) = s(d, 0) pn(d)+
∫ d
−∞
s′(, d − )n(d) (11)
and a similar expression with s replaced by i. Deﬁne
G(d) =
∫ d
−∞
s(, d − )n(d)
and ﬁx d ∈ D. By Taylor’s formula and condition L1, for each  ∈  and ε > 0, there
exists  ∈ (0, 1) such that
s(, d − + ε)− s(, d − ) = ε s′(, d − + ε).
Then,
(G(d + ε)−G(d))/ε=
∫ d
−∞
s′(, d − + ε)pn() d
+
∫ d+ε
d
s′(, d − + ε)pn() d
+(1/ε)
∫ d+ε
d
s(, d − )pn() d.
FromL2 andLebesgue’s theorem, the ﬁrst termof the right-hand side tends to
∫ d
−∞ s
′(, d−
)pn() d and the second term tends to 0 as ε → 0. Finally, the third term tends to
s(d, 0) pn(d) by the continuity of s and pn which proves (11). Since s(d, 0) = i(d, 0),
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we deduce from (11) that
D01l
n(d)=
∫ d
−∞
s′(, d − )n(d)−
∫ d
−∞
i′(, d − )n(d)
+
∫ ∞
−∞
i′(, d − )n(d)
= I + II + III.
The continuity ofD01ln can be proved by similar arguments. Let us now show thatD01ln(d)
= √v/nn(T (d)). According to L1, we can assert that, for all  ∈ R
s′(, d − ) = (d − )
∫ 1
0
s′′(, v(d − )) dv.
Taking  = T () and  = T (d) we obtain d −  = √v/n(− ) and we can rewrite I as∫ d
−∞
(d − )
[∫ 1
0
s′′(, v(d − )) dv
]
n(d) =
√
v
n
ns (, ).
We proceed analogously for II and III and the proof is complete. 
Proposition 5. For every t ∈ R, n(t) converges in Q-probability to (t).
Proof. Recall that n(t) = ns (t, t)− ni (t, t)+ ni (t,∞).
First step Fix t ∈ R. Let us ﬁrst prove that
J =
∣∣∣∣ns (t, t)−
∫ t
−∞
(t − ) s′′(, 0) Fn(d)
∣∣∣∣
tends to 0 in Q-probability. The proof is adapted from [21]. Let ε > 0.
J =
∣∣∣∣
∫ ∞
−∞
{t − 0}(t − ) [Ans (, t)− s′′(, 0)] Fn(d)
∣∣∣∣

∫
Bkn
|t − | ∣∣Ans (, t)− s′′(, 0)∣∣ Fn(d)
+
∫
\Bkn
|t − | ∣∣Ans (, t)− s′′(, 0)∣∣ Fn(d)
= I + II,
where k and c are chosen according to M3 for a number  > 12 . Take r > 0 such that L2
is fulﬁlled for d =  and such that g is bounded on the ball with center  and radius r. By
assumption L1, r can also be chosen so that
sup
|−|<r, |t |<r
|s′′(, t)− s′′(, 0)| < ε/
(
2
∫

|t − |F(d)
)
.
Let N ∈ N such that, for every nN we have
√
v
(
|t |√
n
+
√
k log n
n
)
< r/2.
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Then, for all  ∈ Bkn ,nN and 0u1,we have
∣∣u√v/n(t − )∣∣ < r/2 and ∣∣√v/n+ n
−∣∣ r/2+ |n − |. Thus,
Q(I > ε)  Q(I > ε, |n − | < r/2)+Q(|n − | > r/2)
 Q
(∫
Bkn
|t − |Fn(d) > 2
∫

|t − |F(d)
)
+Q(|n − | > r/2),
these terms tend to zero according to M4 and M1, respectively. Let us show that Q(II >
ε)→ 0. Taking  = T () yields t −  = √n/v (√v/nt + n − ) and
II=
∫
\Wkn
√
n
v
∣∣∣∣
√
v
n
t + n − 
∣∣∣∣
×
∣∣∣∣
∫ 1
0
s′′
(
, u
[√
v
n
t + n − 
])
du− s′′(, 0)
∣∣∣∣n(d).
Let B = { ∈  : | − | < r/2}. From M1, Q(Wkn ⊂ B) tends to one so that it can be
assumed that
 \Wkn = ( \ B) ∪
(
B \Wkn
)
.
Deﬁne IIa and IIb by replacing  \Wkn by  \ B and B \Wkn , respectively, in II, then we
have
Q(II > ε)Q(IIa > ε/2)+Q(IIb > ε/2).
Let us boundQ(IIa > ε/2). From L2, we have
Q(IIa > ε/2)  Q
(√
n
v
∫
\B
(r + || + ||)(g()+ |s′′(, 0)|)n(d) > ε/2
)
+Q
(∣∣∣∣
√
v
n
t + n − 
∣∣∣∣ > r
)
,
these terms tends to zero according to M1, M2 and L2. On the event
{∣∣∣√ vn t+n−
∣∣∣ r},
we have
IIb
1√
v
(
3
2
r
)(
sup
∈B
g()+ |s′′(, 0)|
)√
nn( \Wkn )
and the right hand term above tends to zero in Q-probability according to M3.
Second step Let us show that
K =
∣∣∣∣
∫ t
−∞
(t − )s′′(, 0)Fn(d)−
∫ t
−∞
(t − )s′′(, 0)F(d)
∣∣∣∣ Q→ 0.
Clearly, K is bounded by
|s′′(, 0)|
∣∣∣∣∣
∫
Bkn
{t − 0}(t − ) Fn(d)−
∫

{t − 0}(t − ) F(d)
∣∣∣∣∣
+|s′′(, 0)|
∫
\Bkn
|t − |Fn(d).
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The ﬁrst term tends to 0 in probability according to M4. The second term can be rewritten
as
|s′′(, 0)|
∫
\Wkn
√
n
v
∣∣∣∣
√
v
n
t + n − 
∣∣∣∣n(d).
We proceed similarly to the ﬁrst step: on the event {Wkn ⊂ B}, we can write  \ Wkn =
( \ B) ∪ (B \Wkn ), and we conclude by using M2 and M3.
Finally, we have proved that |ns (t, t) − s(t, t)| tends to 0 in Q-probability. We pro-
ceed analogously to prove the convergence of ni (t, t) and 
n
i (t,∞) and the proof is
complete. 
The proof of the following lemma is left to the reader.
Lemma 6. The function  is strictly increasing, continuous, the solution of (t) = 0 is
unique and the derivative of 	l is .
We are now in position to prove Theorem 2.
Proof of Theorem 2. By Lemma 4, t → n(t) is continuous. By Proposition 5, n(t) →Q
(t) for every t ∈ R and by Lemma 6, (∞ − ε) < 0 < (∞ + ε) for all ε > 0. Then,
n converges to ∞ inQ-probability [24, Lemma 5.10]. Consequently, we deduce fromM1
that √
n/v(dn − ) = n +√n/v(n − )
converges in distribution to a normal random variable N (∞, 1). 
For all (, t) ∈ R2 and z ∈ (−∞,∞], write
	s(t, z) = (s′′(, 0)/2)
∫ z
−∞
(t − )2 F(d),
and deﬁne 	i by replacing s by i in the deﬁnition of 	s . It is then easily seen that
	l (t) = 	s(t, t)− 	i (t, t)+ 	i (t,∞).
Write, for all (, t) ∈ R2 and z ∈ (−∞,∞],
	nl (t)= 	ns (t, t)− 	ni (t, t)+ 	ni (t,∞),
	ns (t, z)=
∫ z
−∞
(t − )2 A′ns (, t)Fn(d),
A′ns (, t)=
∫ 1
0
(1− s)s′′
(√
v
n
+ n, u
√
v
n
(t − )
)
du,
where 	ni and A′ni are deﬁned by replacing s by i in the deﬁnitions of 	
n
s and A′ns .
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Proof of Theorem 3. (a) By Taylor’s formula and L1, we have
s(, dn0 − ) = s(, 0)+ (dn0 − )2
∫ 1
0
(1− u)s′′(, u(dn0 − )) du,
and a similar expression for i. Recall that n0 = T (dn0 ). As s(, 0) = i(, 0), it follows that
ln(dn0 ) =
∫ ∞
−∞
i(, 0)n(d)+ (v/n)
[
	ns (
n
0, 
n
0)− 	ni (n0, n0)+ 	ni (n0,∞)
]
.
LetKn = i(, 0)+ (1/2)v2D20i(, 0)[1+ (n− )2]. Let us show that |n(ln(dn0 )−Kn)−
v	l (
∞
0 )| tends to 0 in Q-probability. We have,
|n(ln(dn0 )−Kn)− v	l (∞0 )|
n|
∫ ∞
−∞
i(, 0)n(d)−Kn| + v|	ns (n0, n0)− 	s(∞0 , ∞0 |
+v|	ni (n0, n0)− 	i (∞0 , ∞0 )| + v|	ni (n0,∞)− 	i (∞0 ,∞)|
= I + II + III + IV.
The ﬁrst term, I, tends to 0 in Q-probability as n → ∞ by [3, Theorem 8.2]. The second
term II is bounded by
IIv|	ns (n0, n0)− 	s(n0, n0)| + v|	s(n0, n0)− 	s(∞0 , ∞0 )| = II1 + II2.
The term II2 tends to 0 inQ-probability by the continuity of 	s and Theorem 2. Let us bound
II1.
II1 
∫ ∞
−∞
(n0 − )2|A′ns (, n0)− s′′(, 0)/2|Fn(d)
+|s′′(, 0)/2| |
∫ n0
−∞
Fn(d)−
∫ n0
−∞
F(d)|
= II1a + II1b.
The term II1b is bounded by the variational distance between Fn and F and, therefore,
tends to 0 in Q-probability by M5. Note that, for all ε > 0, Q(|dn0 − | > ε) and Q(|n0 −
∞0 | > ε) tend to 0. On account of this remark, we prove that II1a tends to 0 inQ-probability
by proceeding as in the ﬁrst step of the proof of Proposition 5. The details are left to the
reader.We have shown that II tends to 0 inQ-probability. In the samemanner, we see that the
terms III and IV tend to 0 in Q-probability and we conclude the proof by M1 and Slutsky’s
Lemma.
(b) Note that the proof of (a) holds if dn0 and ∞0 are replaced by dn and ∞. According
to this remark, we have
|n(ln(dn0 )− ln(dn))− v(	l (∞0 )− 	l (∞))|  |n(ln(dn0 )−Kn)− v	l (∞0 )|
+ |n(ln(dn)−Kn)− v	l (∞)|.
This ﬁnishes the proof. 
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