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Аннотация. Изучаются отображения метрических пространств,
искажающих модуль семейств кривых по типу неравенства Полецко-
го. Установлена равностепенная непрерывность соответствующих се-
мейств обратных отображений, в случае, когда отображённая область
является слабо плоским пространством, а объемлющее метрическое
пространство допускает слабую сферикализацию. При некоторых
дополнительных условиях имеет место равностепенная непрерыв-
ность соответствующих семейств в замыкании области.
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1. Введение
В нашей недавней работе [1] получена равностепенная непрерыв-
ность семейства отображений с конечным искажением, заданных в
области метрического пространства. Здесь рассматривался случай,
когда отображённое пространство является пространством Лёвнера,
а отображённые области – областями квазиэкстремальной длины. В
настоящей работе мы установим ещё один результат на эту тему,
относящийся к ситуации, когда соответствующее пространство допу-
скает слабую сферикализацию, а содержащаяся в нём отображённая
область является слабо плоской как метрическое пространство. Если
речь идёт о поведении отображений внутри и на границе области,
то в качестве необходимого дополнительного условия мы использу-
ем слабую плоскость отображённой области на её границе. Отметим,
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что слабо плоские пространства введены и изучались в работе [2], см.
также [3, гл. 13]. Здесь же получен ряд результатов о локальном и
граничном поведении отображений метрических пространств.
Напомним определения. Всюду далее (X; d; ) и (X; d 0;  0) – ме-
трические пространства с метриками d и d 0 и локально конечными бо-
релевскими мерами  и  0; соответственно. Кривой  в X называется
непрерывное отображение  : [a; b] ! X: Длина кривой  на отрезке
[a; b] определяется равенством l() := sup
nP
i=1
d((ti); (ti 1)); где sup
берётся по всем возможным разбиениям a = t0 6 t1 6 : : : 6 tn := b:
Хорошо известно, что для локально спрямляемой кривой  имеет
место представление (t) = 0 s(t); где s(t) обозначает длину кри-
вой [a;t]; t 2 [a; b]: В этом случае, 0 называется нормальным пред-
ставлением кривой ; см. [4, раздел 7]. Областью D в X называе-
тся открытое линейно связное множество в X; другими словами, D
– область в X тогда и только тогда, когда D открыто и, кроме то-
го, произвольные две точки x1; x2 2 D можно соединить кривой ;
целиком лежащей в D: Положим
Z

(x)jdxj =
l()Z
0
(0(t)) dt :
Семейством кривых   называется произвольное множество кривых
: Борелева функция  : X ! [0;1] называется допустимой для
семейства   кривых  в X; если
R

(x)jdxj > 1 для всех (локально
спрямляемых) кривых  2  : Если  допустима для  ; то мы пишем
 2 adm :
Модулем семейства кривых   порядка p > 1 называется величина
Mp( ) = inf
2 adm 
Z
X
p(x) d(x) :
Если adm  = ?; то мы полагаем: Mp( ) = 1: Для заданных мно-
жеств E и F; лежащих в области D пространства X, обозначим через
 (E;F;D) семейство всех кривых  : [a; b] ! X таких, что (a) 2 E;
(b) 2 F и (t) 2 D при всех t 2 (a; b):
Значительное количество результатов, относящихся к локально-
му и граничного поведению, связана с компактностью пространства,
в которое действует данное отображение (см., напр., [2, теоремы 5.1,
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5.2], [3, теоремы 13.1, 13.2], [5, теоремы 1, 2]). В случае евклидово-
го пространства эту проблему решает расширенное евклидово про-
странство, которое также можно интерпретировать как соответству-
ющую ему риманову сферу. В метрических пространствах эта си-
туация может оказаться значительно более сложной. Одноточечные
компактификации могут оказаться лишь топологическими, но не ме-
трическими пространствами. В связи со сказанным, рассмотрим сле-
дующее определение. Положим X := X[f1g; и пусть h : XX ! R
– некоторая метрика. Будем говорить, что h удовлетворяет условию
слабой сферикализации, если (X;h) – компактное метрическое про-
странство, при этом, h и d порождают одну и ту же топологию на
X (отметим, что данное определение несколько отличается от данно-
го нами в [6]). Метрическое пространство X называется пространс-
твом, допускающим слабую сферикализацию, если существует хотя
бы одна такая метрика h : X  X ! R: Если не оговорено про-
тивное, то понятие окрестности точки, а также множества @E и E;
относящиеся к произвольному E  X (либо E  X) по определению
ассоциированы с топологией пространства X в том случае, когда X
допускает слабую сферикализацию.
Для удобства положим
h(E1; E2) = inf
x2E1;y2E2
h(x; y) ; E1; E2  X 0 ;
h(E) = sup
x;y2E
h(x; y) ; d(F1; F2) = inf
x2F1;y2F2
d(x; y) ;
где E  X 0 и F1; F2  X; и d(F ) = sup
x;y2F
d(x; y); где F  X :
Условимся называть пространство X слабо плоским в точке x0 2
X; если для любой окрестности U точки x0 и каждого P > 0 найдётся
окрестность V этой точки, содержащаяся в U; такая, что
M( (E;F;X)) > P
для произвольных континуумов E;F  X; удовлетворяющих усло-
вию E \ @U = ? 6= E \ @V и F \ @U = ? 6= F \ @V; см. [3, разд. 13.9].
Пространство X будем называть слабо плоским, если указанное свой-
ство имеет место для каждого x0 2 X: Здесь и далее  обозначает
хаусдорфову размерность пространства X: Если пространство X до-
пускает слабую сферикализацию, то для области G  X и множеств
E;F  G положим
M( (E;F;G)) :=M( (E n f1g; F n f1g; G n f1g)) :
218 О локальном поведении отображений...
Более того, для семейства кривых   на X положимM( ) =M(  );
где по определению    состоит из тех и только тех кривых семейства
 ; не проходящих через точку1: В таком случае, понятие слабой пло-
скости, относящееся к X; дословно можно перенести на произволь-
ную область G  X; а именно, пространство G будем называть слабо
плоским в точке x0 2 G; если для любой окрестности U точки x0 и
для любого P > 0 найдётся окрестность V этой точки, содержаща-
яся в U; такая, что M( (E;F;G)) > P для произвольных контину-
умов E;F  G; удовлетворяющих условию E \ @U = ? 6= E \ @V и
F \ @U = ? 6= F \ @V:
Всюду далее
B(x0; r) = fx 2 X : d(x; x0) < rg ; S(x0; r) = fx 2 X : d(x; x0) = rg ;
A(x0; r1; r2) = fx 2 X : r1 < d(x; x0) < r2g : (1.1)
Согласно [3, разд. 7] отображение f : D ! X 0 (либо f : D ! X 0) бу-
дем называть кольцевым Q-отображением в точке x0 2 D, если для
произвольных 0 < r1 < r2 < r0 := sup
x2D
d(x; x0) и каждой измеримой
по Лебегу функции  : (r1; r2)! [0;1]; такой что
r2Z
r1
(r) dr > 1 ; (1.2)
выполнено неравенство
M 0(f( (S1; S2; D))) 6
Z
A\D
Q(x)  (d(x; x0)) d(x) ; (1.3)
где A = A(x0; r1; r2); S1 = S(x0; r1) и S2 = S(x0; r2): Отметим, что
оценки вида (1.3) являются важнейшим инструментом исследования
в теории отображений, см., напр., [7, теоремы II.8.1] и [3, теоремы 8.1,
8.6]. Укажем также на работы, связанные с изучением отображений,
удовлетворяющих условиям (1.2)–(1.3), см. напр., [9–13].
Будем говорить, что область D  X удовлетворяет условию A;
если любые две пары точек a 2 D; b 2 D; и c 2 D; d 2 D можно со-
единить непересекающимися между собой кривыми C1 и C2 в обла-
сти D: Заметим, что такому условию удовлетворяют произвольные
области евклидового пространства, локально связные на своей гра-
нице (см. [1, предложение 1]).
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Семейство F отображений f : X ! X 0 называется равностепен-
но непрерывным в точке x0 2 X; если для любого " > 0 найдётся
 = (x0; ") > 0 такое, что d 0 (f(x); f(x0)) < " для всех x 2 X таких,
что d(x; x0) <  и для всех f 2 F: Семейство F равностепенно не-
прерывно, если F равностепенно непрерывно в каждой точке x0 2 X:
Пространство X называется локально линейно связным, если для ка-
ждой точки x0 2 X и произвольной её окрестности U найдётся ли-
нейно связная окрестность V  U точки x0 (другими словами, любые
две точки x1; x2 2 V можно соединить кривой, целиком лежащей в
V ).
Предположим, X 0 допускает слабую сферикализацию. Тогда для
областей D  X; D 0  X 0 и произвольной измеримой функции
Q : X ! [1;1]; Q(x)  0 при x 62 D; обозначим через RQ(D;D 0) се-
мейство всех гомеоморфизмов g области D 0 на область D таких, что
f = g 1 удовлетворяет условиям (1.2)–(1.3) в каждой точке x0 2 D
для произвольных 0 < r1 < r2 < r0 := sup
x2D
d(x; x0): Здесь гомеомор-
фность g понимается в смысле отображений пространств (X 0; h) и
(X; d): Справедливо следующее утверждение.
Теорема 1.1. Предположим, (X; d; ) и (X 0; d 0;  0) – метрические
пространства с хаусдорфовыми размерностями 2 6 ;  0 < 1 при
этом, X локально линейно связно, а X 0 допускает слабую сфери-
кализацию. Пусть также D и D 0 – области в X и X 0; соответ-
ственно, при этом, пространство D 0 является слабо плоским как
метрическое пространство, кроме того, D является компактом в
X; а множество @D содержит не менее двух точек.
Если область D удовлетворяет условию A и Q 2 L1(D); то се-
мейство RQ(D;D 0) является равностепенно непрерывным в D 0:
Замечание 1.1. В теореме 1.1 равностепенная непрерывность по-
нимается в контексте отображений, действующих между пространс-
твами (X 0; h) и (X; d): Другими словами, RQ(D;D 0) является рав-
ностепенно непрерывным в D 0 тогда и только тогда, когда для лю-
бого " > 0 и каждого y0 2 D 0 найдётся  = (y0; ") > 0 такое, что
d(g(y); g(y0)) < " при всех g 2 RQ(D;D 0) и y 2 D 0; удовлетворяющих
условию h(y; y0) < :
Заметим также, что если f – гомеоморфизм области D  X на
D 0  X 0; понимаемый относительно метрик d и d 0; то также f –
гомеоморфизм относительно метрик d и h; так как по предположению
d 0 порождают одну и ту же топологию на X 0:
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2. Доказательство теоремы 1.1
Для отображения f : D ! X 0 и множества E  X положим
C(f;E) := fy 2 X 0 : 9xk 2 D;x0 2 E : xk ! x0; f(xk) h! y ; k !1g :
Проведём доказательство теоремы 1.1 от противного. Предположим,
что семейство RQ(D;D 0) не является равностепенно непрерывным
в некоторой точке y0 2 D 0; другими словами, найдутся y0 2 D 0 и
"0 > 0 со следующим условием: для любого m 2 N найдётся ym 2 D 0;
h(ym; y0) < 1=m; и гомеоморфизм gm 2 RQ(D;D 0); такие что
d(gm(ym); gm(y0)) > "0 : (2.1)
Поскольку по условию D является компактом, мы можем считать,
что последовательности gm(ym) и gm(y0) сходятся при m ! 1 к то-
чкам x1 и x2 2 D: В силу неравенства (2.1) по непрерывности ме-
трики d имеем: d(x1; x2) > "0: По условию теоремы найдутся точки
x1; x2 2 @D; x1 6= x2:
Определим кривые  1 и  2 следующим образом. Если обе точки
x1 и x2 являются граничными, то обозначим через  i вырожден-
ную кривую, образ которой совпадает с соответствующей точкой xi;
i = 1; 2: Если ровно одна из точек x1 или x2 является граничной, на-
пример, точка x1; то снова обозначим через  1 соответствующую ей
вырожденную кривую, образ которой совпадает с x1; в этом случае,
точку x2 соединим с точкой x2 кривой, которая лежит в D целиком,
за исключением концевой точки x2 (это возможно в силу условия A).
Наконец, если обе точки x1 и x2 являются внутренними, соеди-
ним точку x1 с точкой x1 2 @D; а точку x2 – с точкой x2 2 @D;
x1 6= x2; непересекающимися кривыми  1 и  2 ; соответственно, так
что  i (t) 2 D при 0 < t < 1;  1 (0) = x1;  1 (1) = x1;  2 (0) = x2;
 2 (1) = x2 (это возможно в силу условия A; см. рисунок 1). Заметим,
что j 1 j и j 2 j – компакты в X; поэтому d(j 1 j; j 2 j) = l0 > 0: Рас-
смотрим покрытие A0 :=
S
x2j 1 j
B(x; l0=4) кривой j 1 j: Поскольку j 1 j
– компактное множество, можно выбрать конечное число индексов
1 6 N0 < 1 и соответствующие точки z1; : : : ; zN0 2 j 1 j так, что
j 1 j  B0 :=
N0S
i=1
B(zi; l0=4): Не ограничивая общности, можно счи-
тать, что все точки zi принадлежат D; так как в случае необходи-
мости можно заменить шар B(x; l0=4) на шар B(x; l0=4) с центром
в некоторой точке x 2 D; где l0 – некоторое положительное чи-
сло, которое можно выбрать так, что l0=4 < l0=4 < l0=2: Пусть l1 =
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Рис. 1: К доказательству теоремы 1.1
d(x1; x2) > 0: Поскольку пространство X локально линейно связно,
то найдутся линейно связные окрестности Vi  B0 точек xi; i = 1; 2:
Соединим gm(ym) кривой m с точкой x1 внутри V1; а gm(y0) – кривой
m с точкой x2 внутри V2: Пусть fm : [0; 1] ! X – кривая, которая
является объединением кривых m и 1; а gm : [0; 1] ! X – кривая,
которая является объединением кривых m и 2; где m(0) = gm(ym)
и m(0) = gm(y0): Пусть
tm = sup
t2[0;1]
ft : fm(t) 2 Dg ; pm = sup
t2[0;1]
n
t : gm(t) 2 Do :
Положим
m = fmj[0;tm) ; m = gmj[0;pm) :
Поскольку C(f; @D)  @D 0 для произвольного гомеоморфизма f
области D на D 0 (см. [3, предложение 13.5]), то найдутся последова-
тельности точек z1m 2 jmj и z2m 2 jmj таких, что h(fm(z1m); @D 0) <
1=m и h(fm(z2m); @D 0) < 1=m: Так как X 0 – компакт, то можно счи-
тать, что fm(z1m) ! p1 2 @D 0 и fm(z2m) ! p2 2 @D 0 при m ! 1:
Пусть Pm – часть носителя кривой m в X; расположенная между
точками gm(ym) и z1m; а Qm – часть носителя кривой m в X; распо-
ложенная между точками gm(y0) и z2m:
В этом случае,
Pm 
N0[
i=1
B(zi; l0=4) :
Пусть  m – семейство всех кривых, соединяющих Pm и Qm вD: Тогда
мы имеем, что
 m =
N0[
i=1
 mi ; (2.2)
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где  mi – семейство всех кривых  : [0; 1] ! D 0 таких, что (0) 2
B(zi; l0=4)\Pm и (1) 2 Qm при 1 6 i 6 N0: Принимая во внимание [8,
теорема 1.I.5.46], мы можем показать, что
 mi >  (S(zi; l0=4); S(zi; l0=2); A(zi; l0=4; l0=2)) : (2.3)
Положим
(t) =

4=l0; t 2 [l0=4; l0=2];
0; t 62 [l0=4; l0=2] :
Поскольку отображения fm удовлетворяют соотношению (1.3) в D;
то
M 0(fm( m) 6 4N0=l0  kQk1 := c <1 ; (2.4)
т.к. Q 2 L1(D): С другой стороны, h(fm(Pm)) > h(ym; fm(z1m)) >
(1=2) h(y0; p1) > 0 и h(fm(Qm)) > h(y0; fm(z2m)) > (1=2) h(y0; p2) > 0;
кроме того, h(fm(Pm); fm(Qm)) 6 h(ym; y0)! 0; m!1 : Тогда ввиду
слабой плоскости D 0
M 0(fm( m)) =M 0( (fm(Pm); fm(Qm); D
0))!1 ; m!1 ;
что противоречит соотношению (2.4). Полученное противоречие ука-
зывает на ошибочность предположения в (2.1), что и завершает до-
казательство теоремы. 2
3. Равностепенная непрерывность в замыкании
области
Заметим, что без каких-либо дополнительных условий семейство
отображений из теоремы 1.1 не является равностепенно непрерывным
на границе заданной области даже в евклидовом случае и даже с
конформной характеристикой Q  1 (см. [1, примеры 1 и 2]). Для
того, чтобы обозначить указанные условия, рассмотрим следующее
определение.
Условимся говорить, что граница области D 0  X 0 является слабо
плоской, если для каждой точки x0 2 @D 0; каждого P > 0 и любой
окрестности U точки x0 найдётся окрестность V  U этой же то-
чки такая, чтоM 0( (E;F;D 0)) > P для произвольных континуумов
E;F  D 0; пересекающих @U и @V:
Для числа  > 0; областей D  X; D 0  X 0; фиксированного кон-
тинуума A  D и произвольной измеримой функции Q : X ! [1;1];
Q(x)  0 при x 62 D; обозначим через H;A;Q(D;D 0) семейство всех
гомеоморфизмов g области D 0 на D таких, что f = g 1 удовлетво-
ряет условиям (1.2)–(1.3) в каждой точке x0 2 D для произвольных
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0 < r1 < r2 < r0 := sup
x2D
d(x; x0); при этом, h(f(A); @D 0) >  > 0: Спра-
ведливо следующее утверждение, см. также [14, теорема 1.2] и [15, те-
орема 1].
Теорема 3.1. Предположим, выполнены все условия теоремы 1.1,
кроме того, граница области D 0 является слабо плоской. Тогда ка-
ждый элемент g семейства H;A;Q(D;D 0) продолжается по непре-
рывности до отображения g = f  1 : D 0 ! D; при этом, g(D 0) = D
и, кроме того, семейство H;A;Q(D;D 0) всех продолженных отобра-
жений g : D 0 ! D равностепенно непрерывно в D 0:
Доказательство. Возможность непрерывного продолжения каждо-
го H;A;Q(D;D 0) на границу D 0 может быть получена посредством
рассуждений, аналогичных доказательству [5, теорема 3]. Равносте-
пенная непрерывность H;A;Q(D;D 0) в D 0 является утверждением те-
оремы 1.1. Равенство g(D 0) = D для g 2 H;A;Q(D;D 0) проверяется
аналогично первой части доказательства теоремы 1 в [15]. Осталось
показать равностепенную непрерывность семейства H;A;Q(D;D 0) на
границе области D 0:
Предположим противное, а именно, допустим, что найдётся точка
z0 2 @D 0; число "0 > 0; zm 2 D 0; zm ! z0 при m ! 1 и gm 2
H;A;Q(D;D 0) такие, что
d(gm(zm); gm(z0)) > "0; m = 1; 2; : : : : (3.1)
Положим gm := gmjD 0 : Так как gm по непрерывности продолжается
на границу D 0; можно считать, что zm 2 D 0 и, значит, gm(zm) =
gm(zm): Кроме того, найдётся ещё одна последовательность z 0m 2 D 0;
z 0m ! z0 такая, что d(gm(z 0m); gm(z0)) ! 0 при m ! 1: Так как
D – компакт, мы можем считать, что последовательности gm(zm) и
gm(z0) являются сходящимися при m ! 1: Пусть gm(zm) ! x1 и
gm(z0) ! x2 при m ! 1: По непрерывности метрики и из (3.1)
вытекает, что d(x1; x2) > "0; более того, так как гомеоморфизмы со-
храняют границу, x2 2 @D: Пусть x1 и x2 – произвольные различные
точки континуума A; ни одна из которых не совпадает с x1: Ввиду
условия A можно соединить точки x1 и x1 кривой 1 : [0; 1] ! D;
а точки x2 и x2 – кривой 2 : [0; 1] ! D так, что j1j \ j2j = ?;
i(t) 2 D при всех t 2 (0; 1); i = 1; 2; 1(0) = x1; 1(1) = x1; 2(0) = x2
и 2(1) = x2:
Полагая
l0 = d(j1j; j2j) ;
рассмотрим покрытие A0 :=
S
x2j1j
B(x; l0=4) компакта j1j: Поскольку
j1j является компактом, выберем 1 6 N0 < 1 и x1; : : : ; xN0 2 j1j
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такие, что j1j  B0 :=
N0S
i=1
B(xi; l0=4): Заметим, что среди точек xi
может быть лишь одна граничная точка x1 (в том случае, если она
является граничной). Если это так, то заменим шар B(x1; l0=4) на
шар B(x; l0=4); где x 2 D и l0 – некоторое положительное число,
которое можно выбрать так, что l0=4 < l0=4 < l0=2: Таким образом,
можно считать, что в представлении B0 =
N0S
i=1
B(xi; l0=4) все точки xi
принадлежат D:
Так как D локально связна на своей границе, найдутся непересе-
кающиеся окрестности U1  B0 и U2 точек x1 и x2; соответственно,
такие, что Wi := D\Ui – линейно связные множества. Без ограниче-
ния общности, мы можем считать, что gm(zm) 2 W1 и gm(z 0m) 2 W2
при всех m 2 N: Пусть a1 и a2 – произвольные точки, принадле-
жащие j1j \W1 и j2j \W2; соответственно. Пусть t1; t2 такие, что
1(t1) = a1 и 2(t2) = a2: Соединим a1 и gm(zm) посредством кривой
m : [t1; 1] ! W1 такой, что m(t1) = a1 и m(1) = gm(zm): Ана-
логично, соединим a2 и gm(z 0m) кривой m : [t2; 1] ! W2 такой, что
m(t2) = a2 и m(1) = gm(z 0m); см. рисунок 2.
D
D
A
gm m( )z
a1
gm m( )z
a2
m
Cm
1
Cm
2
x1
x2 fm
gm
fm( )m
z0
zm
zmfm( )
Cm
1
fm( )
Cm
2
fm( )A
x1
x2
f xm 1( )
f xm 2( )
x*
U1
Рис. 2: К доказательству теоремы 3.1
Положим
C1m(t) =

1(t); t 2 [0; t1];
m(t); t 2 [t1; 1] ; C
2
m(t) =

2(t); t 2 [0; t2];
m(t); t 2 [t2; 1] :
Обозначим, как обычно, jC1mj и jC2mj носители кривых C1m и C2m; соо-
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тветственно. Тогда
jC1mj 
N0[
i=1
B(xi; l0=4) :
Пусть  m – семейство кривых, соединяющих jC1mj и jC2mj в D:
Тогда
 m =
N0[
i=1
 mi ; (3.2)
где  mi определим как семейство, состоящее из кривых  : [0; 1]! D
таких, что (0) 2 B(xi; l0=4) \ jC1mj и (1) 2 jCm2 j при 1 6 i 6 N0: На
основании [8, теорема 1.I.5.46] и по выбору l0 можно показать, что
при 1 6 i 6 N0
 mi >  (S(xi; l0=4); S(xi; l0=2); A(xi; l0=4; l0=2) \D) : (3.3)
Полагая
(t) =

4=l0; t 2 [l0=4; l0=2];
0; t 62 [l0=4; l0=2]
и fm := g 1m ; учитывая (1.3), мы получаем, что
M 0(fm( (S(xi; l0=4); S(xi; l0=2); A(xi; l0=4; l0=2) \D))) 6
6 (4=l0)  kQk1 < ci <1 ; (3.4)
где ci – некоторая положительная постоянная, не зависящая от m;
и kQk1 =
R
D
Q(x) d(x): На основании (3.2), (3.3) и (3.4) и учитывая
полуаддитивность модуля, мы заключаем, что
M 0(fm( m)) 6 (4N0=l0 )kQk1 := c <1 ; (3.5)
т.к. Q 2 L1(D) по предположению. С другой стороны, по условию
теоремы найдётся число  > 0 такое, что h(fm(A); @D 0) >  > 0;
m = 1; 2; : : : : Отсюда вытекает существование номера m1 2 N; такого
что
h(fm(jC1mj)) > h(zm; fm(x1)) > (1=2)  h(fm(A); @D 0) >  ;
h(fm(jC2mj)) > h(z 0m; fm(x2)) > (1=2)  h(fm(A); @D 0) >  (3.6)
при всех m > m1: Кроме того, h(fm(jC1mj); fm(jC2mj)) 6 h(zm; z 0m)! 0
по выбору zm и z 0m: Тогда в силу слабо плоскости D 0 на её границе
мы получаем, что
M 0(fm( m)) =M 0( (fm(jC1mj); fm(jC2mj); D 0))!1
при m ! 1: Последнее соотношение противоречит (3.6), что ука-
зывает на неверность предположения в (3.1). Теорема доказана.
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