For binary [n, k, d] linear locally repairable codes (LRCs), two new upper bounds on k are derived. The first one applies to LRCs with disjoint local repair groups, for general values of n, d and locality r, containing some previously known bounds as special cases. The second one is based on solving an optimization problem and applies to LRCs with arbitrary structure of local repair groups. Particularly, an explicit bound is derived from the second bound when d ≥ 5. A specific comparison shows this explicit bound outperforms the Cadambe-Mazumdar bound for 5 ≤ d ≤ 8 and large values of n. Moreover, a construction of binary linear LRCs with d ≥ 6 attaining our second bound is provided.
I. INTRODUCTION
Recently, locally repairable codes (LRCs) have attracted a lot of attention due to their applications in distributed storage systems. An [n, k, d] linear code is called an LRC with locality r if the value at each coordinate can be recovered by accessing at most r other coordinates. An LRC with small locality r is preferred in practice as it greatly reduces the disk I/O complexity in repairing node failures. Meantime, large values of k and d are also desirable to ensure high level of storage efficiency and global fault tolerance ability respectively. Much work has been done toward exploring the relationship between the parameters n, k, d, r. The first trade-off is derived in [4] , i.e.,
which is also known as the Singleton-like bound for LRCs. Then various methods are developed to construct LRCs attaining the bound (1), e.g., [11] , [15] , [19] , [22] . Tightness of the Singleton-like bound is discussed in [7] , [17] , and some improved bounds are derived in [13] , [23] . It can be seen the bound (1) does not care about the field size. However, in practice LRCs over small finite fields, especially those over binary fields, are preferred due to their convenience in implementation. The first trade-off taking into consideration the field size is derived by Cadambe and Mazumdar [2] , i.e.,
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where k (q) opt (n, d) is the largest possible dimension of an [n, k, d] linear code over F q . This trade-off is usually called the C-M bound, and is proved achievable by the binary Simplex codes [2] . Another class of binary LRCs with r = 2, 3 constructed via anticodes in [16] also meets (2) with equality. Although these codes are optimal with respect to the C-M bound, their code length n increases exponentially as the dimension k grows, implying poor performance in information rate. Alternatively, cyclic codes provides more desirable candidates for LRCs over small fields. In [5] , binary LRCs with r = 2 and d = 2, 6, 10 are constructed from primitive cyclic codes. These codes do not attain the C-M bound, but are shown to be optimal under a structural assumption that the codeword coordinates are divided into disjoint local repair groups. The same method is adopted in [25] to generate binary LRCs with r = 2, d = 10 from nonprimitive cyclic codes. In [21] , BCHtype binary LRCs are constructed as the subfield subcodes of optimal RS-Type LRCs. Besides, some other approaches for constructing LRCs that attain the Singleton-like bound (1) over small fields are also developed in [8] , [14] .
Recently, two upper bounds taking the field size into account are derived in [9] for (r, δ)-LRCs. Since (r, δ)-LRCs [12] contain LRCs as the special case of δ = 2, these two bounds apply to LRCs as well. For δ = 2, the first bound is equivalent to the Singleton-like bound (1), while the second one is a linear programming bound for LRCs with disjoint repair groups. On the other hand, asymptotic bounds on the parameters of LRCs are studied in [1] , [20] .
Overall, most of the bounds derived so far for LRCs over particular finite fields either depend on undetermined parameters in coding theory, e.g., the C-M bound, or rely on solving optimization problems under concrete code parameters, e.g., the LP bound in [9] . The constructions of binary LRCs with good parameters are mostly restricted to specific values of d and r. Much work remains undone for LRCs over particular finite fields. In this work, we focus on linear LRCs over binary fields.
A. Main Idea and Contribution
For any [n, k, d] binary linear LRC C, our main idea for deriving upper bounds on k is to consider a related sphere packing problem in a particular space, namely, the L-space. Specifically, an L-space of C is defined to be the dual of the linear space spanned by a minimum set of local parity checks with overall supports covering all coordinates. Actually, the L-space can be viewed as an LRC which contains C as a subcode. Then by applying the sphere packing bound in the L-space, two upper bounds for C are derived.
Firstly, assuming the code C has disjoint local repair groups, we get an explicit bound (i.e. Corollary 3) on k for general values of n, d, r. Note that for r = 2 and special forms of n, d, upper bounds were also derived in [5] , [25] . It turns out our bound contains their results as special cases.
Secondly, for linear binary LRCs with arbitrary local repair groups, we derive an upper bound (i.e. Theorem 5) on k based on solving an optimization problem. Although it is generally difficult to solve this optimization problem, simplification can be done for d ≥ 5, and thus an explicit upper bound (i.e. Theorem 6) is derived. Through a specific comparison, we show this bound can outperform the C-M bound for 5 ≤ d ≤ 8 and large values of n. Moreover, a class of binary linear LRCs with d ≥ 6 attaining this explicit bound is constructed.
B. Organization
Section II defines the L-space, and derives our first bound (i.e. Corollary 3). Section III presents our second bound (Theorem 6). Section IV gives the construction attaining our second bound. Section V concludes the paper.
II. THE L-SPACE FOR LRCS For any vector
Let C be an [n, k, d] binary linear LRC with locality r. Then for each coordinate i ∈ [n], there is a local parity check h i ∈ C ⊥ such that i ∈ Supp(h i ) and wt(h i ) ≤ r + 1. Note by local parity checks we mean the codewords in the dual code C ⊥ with weight at most r + 1.
Obviously, an L-cover H contains the minimum number of local parity checks guaranteeing the locality r for all coordinates. H needs not be unique, neither does the L-space V. Our proofs in this paper only depend on their existence which is ensured by the definition of LRCs. Since H only contains partial parity checks of C, it follows that V also defines an LRC containing C as a subcode. Investigating the structure of V may help us to study the code C. In the following, we use the sphere-packing bound in the L-space V, and obtain a connection between k, d and V.
where
Proof: For any codeword c ∈ C, consider the ball of radius d−1 2 around c in V. Since C has minimum distance d, then these balls are non-overlapping. It follows that
, ∀c ∈ C. Therefore (4) can be written as
Since log 2 |C| = k and log 2 |V| = dim(V), then the Theorem follows directly from (5) .
The right hand side of (3) depends on the locality space V, so explicit bound can be derived from (3) if V is known. In the following, we apply Proposition 2 to a special class of binary linear LRCs which has a clear L-space.
A. Bound for LRCs with Disjoint Local Repair Groups
. Such an LRC is usually said to have disjoint local repair groups, which is widely adopted in constructions of LRCs, e.g., [11] , [15] , [19] , [22] . Under this assumption, the structure of the L-space V becomes quite simple. Then based on Proposition 2, we derive the following upper bound.
Corollary 3. For any [n, k, d] binary LRC C with locality r that has disjoint local repair groups, it holds
). Clearly it has dim(V) = rn r+1 . Note that the linear space Span 2 (H) has weight enumerator polynomial W H (x, y) = (x r+1 + y r+1 ) l . Then by the MacWilliams equality, (see e.g., [10] ), the weight enumerator polynomial of V is
and (6) follows directly. The sphere packing approach was also used in [5] , [25] to derive upper bounds on k for binary linear LRCs with disjoint local repair groups. However, their approach only applies to the case of r = 2 because it relies on a map from binary linear LRCs with r = 2 to additive F 4 -codes. Our bound works for general values of n, d, r, especially containing the bounds in [5] , [25] as special cases. For example, suppose n = 2 m − 1, d = 6 and r = 2, then Corollary 3 implies that
which coincides with the Theorem 1 in [5] .
Another bound for LRCs with disjoint repair groups is the LP bound derived in [9] . Table 1 lists a comparison of the bound (7), the LP bound in [9] and the C-M bound (2) for 3 ≤ r ≤ 10, n r+1 = 3, d = 5. From the table we can see the bound (6) is slightly weaker than the LP bound but tighter than the C-M bound (2) . Nevertheless, the bound (6) has an explicit form and can be more easily implemented than the other two bounds. 
III. NEW UPPER BOUND FOR BINARY LINEAR LRCS
In this section we will remove the assumption of disjoint local repair groups, and derive parameter bounds for linear binary LRCs with arbitrary local repair groups. Suppose C is an [n, k, d] binary linear LRC with locality r. Let H = {h i1 , . . . , h i l } ⊆ C ⊥ be an L-cover of C. By shortening at the coordinates that appear more than once in the supports of h i1 , . . . , h i l , we can derive from C a shortened code C which has disjoint local repair groups. Thus the problem is reduced to that we discussed in last section.
Specifically, define L ∈ F l×n 2 to be a matrix whose rows are the l local parity checks in H. Denote by N the number of columns in L that have weight 1. Let L be the matrix obtained from L by deleting the (n − N ) columns of L that have weight greater than 1. Then taking L as the parity check matrix defines a binary code C . It can be proved C has the following properties. Due to space limitation, the proof is put in the full version of this paper [24] . 
Let V = Span 2 (H ) ⊥ be an L-space of C , and denote wt(h ij ) = r j + 1 for j ∈ [l]. Then dim(V ) = N − l, and by a deduction similar to that in Corollary 3 it has
Applying Proposition 2 to the shortened LRC C , we get
Then combining with Lemma 4, we get the following theorem.
Theorem 5. For any [n, k, d] binary linear LRC with locality r, it holds
r j + 1 2i j and the 'Min' is taken over all integers l, r 1 , . . . , r l such that ⎧ ⎪ ⎨ ⎪ ⎩ n r+1 ≤ l ≤ 2n r+2 ; 0 ≤ r 1 , . . . , r l ≤ r; r 1 + · · · + r l = 2n − l(r + 2).
(9)
Proof: The proof can be found in [24] . For any given n, d, r, Theorem 5 gives an upper bound on the dimension k based on solving an optimization problem. However, solving the optimization problem is very difficult in general since the objective function in (8) is nonlinear. Nevertheless, it is still possible to simplify the bound (8) in some special cases. Next, we will derive an explicit upper bound from Theorem 5 for d ≥ 5 . 
A. Explicit
Then the optimization problem in (8) can be simplified accordingly, and the Theorem follows by solving the simplified problem. The detailed proof can be found in [24] . Since we focus on linear codes, then k is actually upper bounded by the largest integer no more than the right hand side of the inequality. For sufficiently large n, it always holds log 2 (1 + rn 2 ) < rn (r+1)(r+2) . More specifically, this inequality holds whenever n ≥ 5(r + 1)(r + 2). Therefore, the bound (10) can be further simplified as k ≤ rn r+1 − log 2 (1 + rn 2 ) .
Next, we give a comparison between the bound (10) and the C-M bound (2) , where the upper bound on k (2) opt (n, d) is computed by using SageMath [18] and the web database [6] .
For 5 ≤ d ≤ 8, according to our computation, the bound (10) tends to outperform the C-M bound for large values of n. Fig. 1 and Fig. 2 display comparisons of the two bounds for r = 3, d = 5, 10 ≤ n ≤ 60 and r = 2, d = 8, 60 ≤ n ≤ 110 respectively. Moreover in Table 2 , based on a detailed calculation of the two bounds for 2 ≤ r ≤ 5 and 2 ≤ n ≤ 256, we list the tipping points of n's that the bound (10) is tighter than the C-M bound thereafter.
n ≥ 50 n ≥ 70 n ≥ 145 n ≥ 228 Table 2 For d ≥ 9, it can be checked that the bound (10) is inferior to the C-M bound. A reason causing this disadvantage is that in this case it has d−1 4 ≥ 2 while the bound (10) is derived by lower-bounding Φ l by its value in the case d−1 4 = 1. If we use a better lower bound of Φ l (r 1 , . . . , r l ) instead of that used in the proof of Theorem 6, an upper bound tighter than (10) could be expected. However, we can not get an explicit bound in this case yet since the corresponding optimization problem is still very complicated.
IV. CONSTRUCTION ATTAINING THE UPPER BOUND
In this section, we give a new construction of binary linear LRCs. The code has minimum distance d ≥ 6, and attains the upper bound (10) in Theorem 6.
The construction relies on two matrices A and B defined as follows. Suppose s and t are two positive integers such that 2t | s and s 2t ≥ 2. Let A be a binary matrix of size 2t × 2 t such that any 4 columns of A are linearly independent. For t ≤ 2, A can be chosen as the identity matrix. For t ≥ 3, A is the parity check matrix of a [2 t , 2 t − 2t, 5] binary code which can be constructed from nonprimitive cyclic codes of length 2 t + 1 (see e.g., [3] ). We give a detailed construction of A in [24] . Define B to be a matrix whose columns are all nonzero s 2t -tuples from F 2 2t with first nonzero entry equal to 1. Then B is actually a parity check matrix of a 2 2t -ary Hamming code, and the size of B is s 2t × 2 s −1 2 2t −1 . By fixing a basis of F 2 2t over F 2 , each vector in F 2t 2 can be written as an element in F 2 2t and vice versa. We denote by a 1 , . . . , a 2 t ∈ F 2 2t the 2 t elements corresponding to the columns of A, and denote by a vector β i ∈ F s 2t
Then the binary linear LRC is constructed below. Construction 1. Define C to be a binary linear code with the parity check matrix
where l = 2 s −1 2 2t −1 , and for 1 ≤ i ≤ l, L i is an l × (2 t + 1) matrix whose i-th row is the all-one vector and the other rows are all-zero vectors, H i is an s × (2 t + 1) matrix over F 2 whose columns are binary expansions of the vectors {0, a 1 β i , a 2 β i , . . . , a 2 t β i }. Example 1. Suppose s = 4 and t = 1. Then we can choose
where ω is a primitive element in F 4 such that ω 2 +ω +1 = 0. Fixing a basis {1, ω}, the two columns of A can be written as two elements in F 4 , i.e., a 1 = (1, ω) · 1 0 = 1, a 2 = (1, ω) · 0 1 = ω. Note that β 1 = ( 1 ω 2 ), then
By expanding {0, a 1 β 1 , a 2 β 1 } ⊆ F 2 4 into binary vectors with respect to the basis {1, ω}, we get
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The other H i 's can be computed similarly, so we have
111 111 111 111 010 010 010 010 000 001 001 001 001 000 011 001 010 000 010 010 011 001 000 001
It can be verified that any 5 columns of H are linearly independent. So H defines an [n = 15, k = 6, d ≥ 6] binary LRC with locality r = 2. Substituting n = 15, d = 6, r = 2 into the C-M bound (2) yields k ≤ 6, so this binary linear LRC is optimal with respect to the C-M bound. Proof: Since the values of n, k, r can be determined easily, we focus on proving d ≥ 6. Note that the sum of the first l rows of H is an all-one vector, so the minimum distance of C must be even. Therefore it suffices to show that d ≥ 5.
Suppose to the contrary that there exists a codeword c ∈ C such that Hc τ = 0, 1 ≤ wt(c) ≤ 4. Denote c = (c 1 , . . . , c l ), where c i ∈ F 2 t +1 2 for i ∈ [l]. It can be deduced from the definition of L i that wt(c i ) is even, ∀i ∈ [l]. So there are at most two nonzero vectors in c 1 , . . . , c l . Without loss of generality, we suppose c 3 = · · ·= c l = 0 and 1 ≤ wt(c 1 , c 2 ) ≤ 4. Then by Hc τ = 0 it has H 1 c τ 1 + H 2 c τ 2 = 0. Denote c 1 = (x 0 , x 1 , . . . , x 2 t ) and c 2 = (y 0 , y 1 , . . . , y 2 t ), we have (x 1 a 1 + · · · + x 2 t a 2 t )β 1 + (y 1 a 1 + · · · + y 2 t a 2 t )β 2 = 0.
Since β 1 and β 2 are linearly independent over F 2 2t , it must has (x 1 a 1 + · · · + x 2 t a 2 t ) = (y 1 a 1 + · · · + y 2 t a 2 t ) = 0, which contradicts to the fact that any 4 out of a 1 , . . . , a 2 t ∈ F 2 2t are linearly independent over F 2 .
It remains to show C is optimal with respect to (10) . Setting n = 2 s −1 2 t −1 and r = 2 t , it can be deduced from Theorem 6 that k ≤ rn r+1 − s for all s, t satisfying 2t | s, s 2t ≥ 2 except for s = 4, t = 1, where the detailed calculation is in [24] .
V. CONCLUSIONS
We introduce the concepts of L-covers and L-spaces for LRCs. By using the sphere-packing bound in the L-spaces, we derive new upper bounds on the dimension k for binary linear LRCs. Two explicit bounds are given respectively for LRCs with and without the assumption of disjoint local repair groups. Comparing with previously known bounds for LRCs over particular finite fields, our bounds present an explicit form, generalize previous results to general cases, and outperform previous bounds in some cases. Moreover, a class of binary codes attaining our second bound are also designed. A further investigation into the L-spaces are expected to bring more results in studying binary LRCs.
