We propose the notion of sub-Weibull distributions, which are characterised by tails lighter than (or equally light as) the right tail of a Weibull distribution. This novel class generalises the sub-Gaussian and sub-Exponential to potentially heavier-tailed distributions. Sub-Weibull distributions are parameterised by a positive tail index θ and reduce to sub-Gaussian distributions for θ = 1/2 and to sub-Exponential distributions for θ = 1. A characterisation of the sub-Weibull property based on moments and on the moment generating function is provided and properties of the class are studied.
Introduction and definition
Sub-Gaussian distributions, respectively sub-Exponential, are characterized by their tails being upper bounded by Gaussian, respectively Exponential, tails. More precisely, we say that a random variable X is sub-Gaussian, resp. subExponential, if there exist positive constants a and b such that P(|X| ≥ x) ≤ a exp(−bx 2 ), resp. P(|X| ≥ x) ≤ a exp(−bx), for all x > 0. (1) These properties have been intensely studied in the recent years due to their relationship with various fields of probability and statistics, including concen-tration, transportation and PAC-Bayes inequalities (Boucheron et al., 2013; Raginsky and Sason, 2013; van Handel, 2014; Catoni, 2007) , the missing mass problem (Ben-Hamou et al., 2017) , bandit problems (Bubeck and Cesa-Bianchi, 2012) and singular values of random matrices (Rudelson and Vershynin, 2010) . It is tempting to generalise (1) by considering the class of distributions satisfying P(|X| ≥ x) ≤ a exp −bx 1/θ , for all x > 0, for some θ > 0,
which is the goal of the present note. Since a Weibull random variable X on R + is defined by a survival function, for x > 0,
we term a distribution satisfying (2) a sub-Weibull distribution in the following definition.
Definition 1.1 (Sub-Weibull random variable). A random variable X, satisfying (2) for some positive a, b and θ, is called a sub-Weibull random variable with tail parameter θ, which is denoted by X ∼ subW(θ).
Interest in such heavier-tailed distributions than Gaussian or Exponential arises in our experience from their emergence in the field Bayesian deep neural networks (Vladimirova et al., 2019) . While writing this note, we came across the preprint Kuchibhotla and Chakrabortty (2018) , independent of our work, which also introduces sub-Weibull distributions but from a different perspective. The definition proposed by Kuchibhotla and Chakrabortty (2018) is based on Orlitz norm (building upon Wellner, 2017) and is equivalent to Definition 1.1. While Kuchibhotla and Chakrabortty (2018) focus on establishing tail bounds and rates of convergence for problems in high dimensional statistics, including covariance estimation and linear regression, under the sole sub-Weibull assumption, we prove here sub-Weibull characterization properties. In addition, we illustrate their link with deep neural networks, not in the form of a model assumption as in Kuchibhotla and Chakrabortty (2018) , but as a characterisation of the prior distribution of deep neural networks units.
The outline of the paper is as follows. We define sub-Weibull distributions, and prove characteristic properties in Section 2, while further properties are investigated in Section 3. Finally, Section 4 provides an example of sub-Weibull distributions arising from Bayesian deep neural networks.
Sub-Weibull distributions: characteristic properties
Let X be a random variable. When the kth moment of X exist, k > 0, we Theorem 2.1 (Sub-Weibull equivalent properties). Let X be a random variable. Then the following properties are equivalent; the parameters K i > 0 appearing in these properties differ from each other by at most an absolute constant factor 1 .
Proof. 1 ⇒ 2. Assume property 1 holds. We have
where (a) is by the so-called integral identity for
comes from Sturling formula yielding Γ(u) ≤ u u . Taking the k-th root of the expression above yields property 2
2 ⇒ 3. Assume property 2 holds. Recalling the Taylor series expansion of the exponential function, we obtain
Substituting these two bounds, we get
provided that eλ 1/θ /θ < 1, in which case the geometric series above converges.
To bound this quantity further, we can use the numeric inequality
which is valid for x ∈ [0, 1/2]. It follows that
for all λ satisfying |λ| ≤ θ 2e θ and some positive K 2 . This yields property 3
3 ⇒ 4. Assume property 3 holds. Take λ = 1/K 4 , where
θ . This yields property 4.
4 ⇒ 1. Assume property 4 holds. We may assume that K 4 = 1. Then, by Markov's inequality and property 3, we obtain
This proves property 1 with K 1 = 1.
Remark 2.1. The constant 2 that appears in some properties in Theorem 2.1 does not have any special meaning. It is chosen for simplicity and can be replaced by other absolute constants.
Distribution Tails Moments
Sub-Gaussian Table 1 : Sub-Gaussian, sub-Exponential and sub-Weibull distributions comparison in terms of tail P (|X| ≥ x) and moment condition, with K 1 and K 2 some positive constants. The first two are a special case of the last with θ = 1/2 and θ = 1 respectively.
Informally, the tails of a subW(θ) distribution are dominated by (i.e. decay at least as fast as) the tails of a Weibull variable with shape parameter and θ = 1, respectively, see Table 1 . Symmetric sub-Weibull distributions (their survival function) are represented in Figure 1 for varying tail parameter θ. Since only the tail is relevant for the illustration, the sub-Weibull random variables depicted here consist of Weibull random variables with shape parameter 1/θ and scale parameter 1, truncated at their mode (which is equal to zero if θ ≥ 1 and to (1 − θ) 1/θ otherwise), and then symmetrized.
Additional properties
The Sub-Gaussian distribution is known to obey the sub-Exponential distribution definition. It leads to the inclusion of a sub-Gaussian distribution family into a sub-Exponential one. The following proposition generalizes this property for Sub-Weibull distributions with different tail parameters.
Proposition 3.1 (Inclusion). Let θ 1 and θ 2 such that 0 < θ 1 < θ 2 be tail parameters for some sub-Weibull distributed variables. Then the following inclusion holds subW(θ 1 ) ⊂ subW(θ 2 ).
Proof. For X ∼ subW(θ 1 ), there exists some constant K 2 > 0 such that for all
which by definition implies X ∼ subW(θ 2 ).
Let a random variable X follow a sub-Weibull distribution with tail parameter θ. Due to the property of inclusion from Proposition 3.1, the sub-Weibull definition states an upper bound for the tail. To describe a tail lower bound of X through some sub-Weibull distribution family, i.e. a distribution of X to have the tail heavier than some sub-Weibull, we define an optimal tail parameter for that distribution through an asymptotic equivalence in the moment property 2. of Theorem 2.1. Introduce the definition of asymptotic equivalence between numeric sequences: 
Proposition 3.2 (Optimal sub-Weibull tail coefficient and moment condition). Let θ > 0 and let X be a random variable satisfying the following asymptotic equivalence on moments
Then X is sub-Weibull distributed with optimal tail parameter θ, in the sense that for any θ < θ, X is not subW(θ ).
Proof. By the upper bound of the asymptotic equivalence assumption on moments, X satisfies Property 2. of Theorem 2.1, so X ∼ subW(θ). Let θ < θ. By the lower bound of the asymptotic equivalence assumption on moments, there does not exist any constant K 2 such that X k ≤ K 2 k θ for any k ∈ R, so X is not sub-Weibull with tail parameter θ . This concludes the proof.
It is typically assumed that the random variable X has zero mean. If this is not the case, we can always center X by subtracting the mean. We state in the following lemma that variable centering does not change the optimal tail parameter of a sub-Weibull distribution. The proof is deferred to the appendix. Proposition 3.3 (Centering variables). Centering does not harm tail properties of sub-Weibull distributions. In particular, if a random variable X is sub-Weibull with optimal tail parameter θ, then the same holds for the centered variable (X − E[X]).
Experiments with Bayesian deep neural networks
This section gives an example of sub-Weibull variables that arise in machine learning, more specifically in the context of Bayesian deep neural networks, as originally described in Vladimirova et al. (2019) We first describe so-called fully connected neural networks. Neural networks are hierarchical models made of layers: an input, several hidden layers and an output. Each layer following the input layer consists of units which are linear combinations of previous layer units transformed by a nonlinear function, often referred to as the nonlinearity or activation function. Given an input x ∈ R N (for instance an image made of N pixels) the -th hidden layer unit activations are defined as
where W ( ) is a weight matrix including a bias vector. The nonlinear activation function φ : R → R is applied element-wise, while g ( ) = g ( ) (x) and h ( ) = h ( ) (x) are vectors of units before and after activation.
Neural networks perform state-of-the-art results in many areas. Researchers aim at better understanding the driving mechanisms behind their effectiveness. In particular, the study of the neural networks distributional properties through Bayesian analysis, where weights are assumed to follow a prior distribution, has attracted a lot of attention in the recent years. The main focus of research in the field shows that a Bayesian deep neural network converges in distribution to a Gaussian process when the width of all the layers goes to infinity. See for instance Matthews et al. (2018) ; Lee et al. (2018) for the main proofs. Further research such as Hayou et al. (2019) build upon the limiting Gaussian process property of neural networks, as well as on the notion of edge of chaos developed by Schoenholz et al. (2017) , in order to devise novel architecture rules for neural networks.
In contrast, Theorem 2.1 of Vladimirova et al. (2019) shows that the non asymptotic (i.e. for finite width neural networks) prior distribution of units from the th layer (both before and after activation, g ( ) and h ( ) ) induced by a standard Gaussian prior on the weights W ( ) is sub-Weibull with optimal tail parameter /2. Therefore, the deeper the layer is, the heavier-tailed is the units distribution. This result puts into perspective the infinite width Gaussian process property which might be far from holding for real world neural networks. In order to illustrate the sub-Weibull property of units prior distributions, we performed the following experiment with a deep neural network of 100 layers. We considered a Bayesian neural network with independent standard Gaussian priors on the weights, where layers are composed of H = 1000−10( −1) hidden units, = 1, . . . , 100, with the ReLU nonlinearity, see (5). The input vector x contains 10 5 numbers sampled from independent standard Gaussian. In order to evaluate the units prior distributions, we used a Monte Carlo approximation, where the input vector x was kept fixed, and weights were sampled from independent standard Gaussian 10 5 times. Figure 2 illustrates the survival function of pre-nonlinearity hidden units g ( ) for layers = 1, 2, 3, 10 and 100. This indicates that the prior tails of some unit get heavier when they originate from deeper layers, in accordance with the main result of Vladimirova et al. (2019) .
