Research on the neurobiology of decision-making has emerged as a fertile ground for integrating cognitive, systems, computational, and, more recently, circuit and molecular neuroscience. However, examinations of the underlying neural mechanisms have been largely limited to categorizing stimuli under uncertainty or choosing among volatile rewards. To realize the broader impact of this integration, we need to understand the neural underpinnings of decision-making in more sophisticated behavioral paradigms that demand cognitive reasoning and characterize the computational principles that underlie such reasoning.
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RATIONALE:
Cognitive reasoning often involves making hierarchically organized decisions. For example, imagine you want to prepare a dish you once enjoyed at a restaurant. You try an online recipe, but the outcome falls short of expectations. You ask yourself, "Is it me or is this the wrong recipe?" Depending on your confidence in your cooking skills, you may try the recipe a few more times, but if the results remain unsatisfactory, you may switch to another recipe. Behavioral studies have shown that humans reason about their failures by assessing their confidence after one or more attempts. However, the neural computations supporting this high-level reasoning strategy are not understood. We sought to characterize these computations in the frontal cortex of nonhuman primates.
RESULTS:
We trained monkeys to perform a task comprised of two hierarchically organized decisions. In their first decision, monkeys had to choose between two stimulus-response contingency rules that alternated covertly throughout the experiment. Subsequently, monkeys had to make a perceptual judgment about a stimulus and respond according to the underlying contingency rule. In this task, making the wrong choice in either decision could lead to an error. Therefore, to correctly infer the cause of the error, one has to reason hierarchically and ask, "Did the rule change, or did I make a perceptual error?" We found that monkeys, like humans, relied on their confidence to decide whether to attribute errors to themselves or to covert rule switches. They treated each failure as evidence for a covert rule switch but did so rationally by updating their belief about the underlying rule depending on their level of confidence in their perceptual judgments across multiple trials.
To assess the animals' behavior rigorously, we developed a model of hierarchical decisionmaking that was composed of two processes, one supporting perceptual decisions within each trial and another supporting decisions about covert rule switches across trials. The model was able to capture the animals' behavior accurately and provided a quantitative account of how the belief about covert rule switches was updated.
Next, we sought to characterize how neural computations in the frontal cortex could provide a substrate for representing and updating the belief about rule switches. We focused on anterior cingulate cortex (ACC) and dorsomedial frontal cortex (DMFC), which have been implicated in performance monitoring, adaptive reasoning, and strategic decision-making. Electrophysiological recordings indicated that neural activity in both areas reflected the animals' belief about the rule on the basis of the outcome of the preceding trials. A detailed comparison of the nature of the signals in the two areas revealed that only ACC had a strong correlate of the animals' decisions about rule switches. Further probing of these circuits using causal tools revealed that ACC operates downstream of DMFC, integrates trial-outcome information, and drives decisions about when a rule switch might have occurred.
CONCLUSION: Our behavioral results reveal that monkeys, like humans, can reason hierarchically and make rational decisions that rely on evidence at multiple time scales. This opens the possibility for a detailed examination of the neurobiology of hierarchical reasoning, which is a central theme in cognitive neuroscience. We were able to build on previous foundational work on models of decision-making to create a unified framework for understanding the computational principles of hierarchical reasoning. In addition, our neural recording and perturbation experiments revealed a distributed and hierarchically organized neural circuit in the frontal cortex, including DMFC and ACC, that is functionally responsible for hierarchical reasoning about errors. Confidencebased updating of beliefs in uncertain environments is an integral part of human cognition, and our discovery of its underlying computational principles and neural mechanisms is likely to help bridge the gap between research in cognitive and systems neuroscience.
A hallmark of cognition is the ability to process information hierarchically. Consider the deliberations of a doctor helping a patient with equivocal symptoms. The doctor has to choose a judicious diagnostic test, interpret the results, prescribe a suitable medicine on the basis of test results, and, finally, evaluate the outcome. The hierarchical nature of this decision process makes failures ambiguous. When facing an unfavorable outcome, the doctor may question the dosage, the medicine, the test results, or the suitability of the test. Resolving this ambiguity demands a sophisticated causal inference strategy. Although human capacity to make such inferences is well established (1-7), the link between the key computational principles and the underlying neurobiology is not well understood.
When decisions are organized hierarchically, causal inference about errors demands two critical computations. First, one has to compute a graded expectation of potential outcomes-also known as confidence-depending on the quality of evidence. Decades of work have provided strong evidence that humans and animals compute confidence over their choices (4, (8) (9) (10) (11) (12) (13) (14) (15) and use it to improve subsequent decisions (3, 16, 17) . Second, one must monitor performance at multiple time scales to tease apart proximal versus higher-order causes of a failure (e.g., wrong choice of drug versus wrong assumption about the disease). Numerous experiments have found strong error-dependent signals in the dorsomedial frontal cortex (DMFC) and anterior cingulate cortex (ACC) consistent with performance monitoring in a variety of instrumental and conditioning tasks (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) ). An important observation has been that both cortical areas carry performance monitoring signals and that ACC harbors representations of reward on a longer time scale that could be used to regulate strategic exploratory behavior in nonstationary environments (5, (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) .
However, the neural substrates and mechanisms that allow humans and animals to compute and integrate confidence about low-level decisions to make strategic adjustments to higher-level decisions are not known. To tackle this problem, we designed a hierarchical decisionmaking task for monkeys in which the rule relating the sensory evidence to behavioral response changed covertly throughout the experiment so that the animals had to compare outcomes with expected outcomes across multiple trials to infer rule changes (Fig. 1A) . Behavioral results indicated that monkeys, like humans, make such causal inferences using their level of confidence. Concurrent neural recordings revealed that both DMFC and ACC carry signals related to performance monitoring, with ACC playing a key causal role in making inferences about covert rule changes on longer time scales.
A behavioral task for hierarchical reasoning
In a volatile environment with two alternating response contingency rules (C), the animals had to discriminate a sample interval, t s (Fig. 1B) . The interval varied between 530 and 1170 ms and was demarcated by two flashes, one at the fixation point and one in the periphery (Fig. 1C) . In rule 1 (C 1 ), the animals had to look toward the second flash (prosaccade) when t s was shorter than the median interval, 850 ms, and away from it (antisaccade) when t s was longer than 850 ms (Fig.  1B) . In rule 2 (C 2 ), response contingencies were reversed: prosaccade ("Pro") for "Long" and an antisaccade ("Anti") for "Short." Because generating antisaccades requires inhibition of a prepotent prosaccade response (25, 39, 40), we refer to C 1 and C 2 as "late inhibition" and "early inhibition," respectively (Fig. 1B) . The two rules alternated in a blocked fashion, and the length of each block was a minimum of 10 trials plus a sample from a geometric distribution with a mean of 6 trials (Fig. 1C) . In each trial, the animals had to make two hierarchically organized decisions. First, they had to report their belief about the current rule by making a saccade to one of two colored targets (blue for C 1 and red for C 2 ). Subsequently, t s was presented and the animals had to make a pro-or antisaccade depending on t s and the rule. In the main experiment, which we refer to as the "inferred rule experiment," rules were not cued, and rule switches occurred covertly. Therefore, the animals had to infer the rule based on the outcome of previous trials. The animals also performed a control "instructed rule experiment" in which rule switches were explicitly cued. To receive reward, the animals had to correctly report the rule and correctly discriminate t s (Fig. 1C) .
To assess the animals' performance, we measured the proportion of antisaccades [Pr(Anti)] as a function of the sample interval. As a matter of convenience, we will express the interval in each trial relative to the criterion, which we refer to as the discriminant interval, t d = t s -850 ms. In the instructed rule experiment, Pr(Anti) increased lawfully with t d for the late inhibition rule (Fig. 1D , blue, and table S1) and decreased for the early inhibition rule (Fig. 1D , red, and table S1). In the inferred rule experiment, we analyzed responses both in terms of the subjective rule (i.e., the rule reported by the animal; Fig. 1E ) and in terms of the experimentally imposed objective rule (Fig. 1F) . The animals' performance with respect to the subjective rule was not statistically different from that of the instructed rule experiment (table S1), verifying that the animals understood the hierarchical structure of the task and followed the response contingencies according to their belief about the rule. Errors, when measured with respect to the objective rule, increased by a factor of 1.76 ± 0.04 and 1.62 ± 0.05 in monkeys K and I, respectively (Wilcoxon rank sum test, P < 0.001). This is a straightforward consequence of the incorrect rule reports after covert rule switches.
Next, we focused on the animals' decision about the rule (Fig. 1, G and H) . In the instructed rule experiment, the animals switched their selection of rule immediately after every objective rule switch, indicating that they successfully learned to follow instructions (Fig. 1G, yellow) . In the inferred rule experiment, rule switches were covert and thus had to be inferred from the pattern of feedbacks. A rational observer would make the following considerations: (i) Any rewarded trial indicates that the rule was selected correctly and no rule switch is needed; (ii) after a negative outcome, there is a chance that a covert rule switch might have occurred, and the chances increase after multiple consecutive negative outcomes; and (iii) when t d is far from the median value (i.e., trials in which interval discrimination is relatively easy), the The observer has to infer the stimulus-response contingency rules and judge the sensory evidence. Because both are uncertain, when a decision leads to an error (i.e., negative feedback), the observer has to decide whether to attribute the error to an incorrect decision about the rule or an incorrect judgment about the stimulus. (B) Task contingencies. The sample interval (t s ) varied between 530 and 1170 ms and was designated Short or Long depending on whether it was shorter or longer than 850 ms. For the first rule (C 1 ), the animal had to make a prosaccade (Pro) when t s < 850 ms and an antisaccade (Anti) when t s > 850 ms. For the second rule (C 2 ), the response contingencies were reversed. Response contingency rules were volatile and switched throughout the experiment (arrows). (C) Experimental conditions and trial structure. The order of events in every trial was as follows: (i) fixation: the animal had to fixate a central spot; (ii) decision about the rule: the animal had to report its belief about the underlying rule by making a saccade to one of two targets presented above and below the fixation spot corresponding to two rules (blue, C 1 ; red, C 2 ); (iii) refixation: choice targets were removed, cueing the animal to immediately refixate; (iv to vi) t s presentation: two flashes, one around the fixation point (iv), and one to the left or right of the fixation point (vi), separated by t s were presented (v); (vii) response: depending on its belief about the rule and the duration of t s , the animal had to either make a prosaccade (Pro) toward the second flash or an antisaccade (Anti) away from it. Pro and Anti responses by the animal were followed by reward if both rule and interval discrimination were correct. The animal performed two variants of the experiment. In the instructed rule experiment, a colored cue around the fixation spot indicated the correct rule. This rule cue was only provided during the initial fixation before the rule decision was made. In the inferred rule experiment, no cue was provided regarding the rule, and the animal had to infer the rule from the pattern of errors and its own expected accuracy. As shown above the "rule report" screen in (C), rule switches occurred in a blocked fashion. In the instructed rule experiment, the rule was cued after each switch and intermittently during the block. In the inferred rule experiment, there was no external information about the rule (gray cue). (I) Confidence-based switch model. This model updates the value of switch evidence (different levels of red), X S , on the basis of the outcome of the previous trials (Rw/Er, reward versus error), and the animal's belief about t s ðt s Þ. After rewarded trials (green drop), X S is reset to zero. After each error (red cross), X S is incremented. We modeled X S as a Gaussian distribution whose mean and standard deviation (m XS and s XS ) as a function of t s and the number of consecutive errors were set such that the model's behavior approximates the behavior of an ideal observer (see methods). When X S breaches a threshold (dashed line, q), the model switches the rule. Modeling X S as a Gaussian distribution, the probability of switch at any trial can be related to the area under the distribution beyond the threshold (red region under the Gaussian). In (D) to (H), error bars (SEM across sessions) are included, but for most points, the bars are not visible because they are smaller than the symbol size.
error is more likely to be due to a covert rule switch than incorrect timing. Qualitatively, the animals' pattern of subjective rule switches was consistent with all these predictions. For example, the probability of choosing a new rule was low in the first trial after an objective rule switch and increased monotonically afterward (Fig. 1G,  turquoise) . Similarly, the probability of subjective rule switches [Pr(Sw)] was small after rewarded trials ( Fig. 1H ; Rw, green), increased after one error ( Fig. 1H ; 1B-Er, filled red), and further increased after two consecutive errors ( Fig. 1H; 2B -Er, open red). Moreover, Pr(Sw) after both one and two errors seemed to increase systematically with t d (Fig. 1H) . To assess these observations quantitatively, we used logistic regression to measure the effect of trial difficulty and number of consecutive errors on Pr(Sw). The regression coefficients (b) associated with both trial difficulty (indexed by |t d |) and the number of consecutive errors (indexed by nB-Er) were positive (monkey K: b |td| = 5.78 ± 0.37, P < 10
and b nB-Er = 0.91 ± 0.07, P < 10
; monkey I: b |td| = 1.73 ± 0.26, P < 10 −8 and b nB-Er = 1.17 ± 0.09, P < 10 −8 ). These characteristics were present for both saccade directions ( fig. S1 ), both rules, and both response types ( fig. S2 ). Therefore, we concluded that the animals (i) updated their belief about covert rule switches on the basis of their trial-by-trial confidence in their interval judgments and (ii) accumulated evidence across consecutive errors. These findings demonstrate that monkeys, like humans (3, 4, 16, (41) (42) (43) (44) (45) (46) (47) , are capable of adopting a sophisticated causal inference strategy in a hierarchical decision task.
A computational model for hierarchical reasoning
We tested various classes of models to infer the relevant latent variables that guide the animals' behavior (figs. S3 and S4). In one model, we assumed that the animals implemented a probabilistic switching behavior, which is a generalization of the well-known win-stay lose-switch strategy (48) . According to this model, the agent switches the rule with fixed probabilities depending on trial outcome without regard to trial difficulty and/or the number of consecutive errors ( fig. S4A ). Although variants of this model have successfully captured the behavior of monkeys and rodents in a number of simple tasks (49) (50) (51) (52) , it failed to explain the behavioral characteristics of monkeys during hierarchical reasoning ( fig.  S4D ) and was unable to reach the animals' level of performance ( fig. S4E ). In another model, we assumed that monkeys learned the hazard rate of environmental switches and delayed their subjective switches accordingly ( fig. S4B ). This model also failed to capture the animals' switch behavior ( fig. S4D ) and level of performance ( fig. S4E) .
We also considered other models of hierarchical reasoning that were used to explain how humans decompose tasks into hierarchies (6), track higherorder parameters (i.e., hyperparameters) and environmental states (2, 4, 7, 53) , and reduce failures by comparing new, old, and counterfactual strategies (1) . Although these models have successfully captured human behavior in a range of hierarchical decision-making tasks, they could not straightforwardly be adapted to our experiment because they were not intended to account for failures caused by misjudgments of unreliable stimuli, which is a central component of our task.
To develop a suitable model for our experiment, we first formulated the problem in terms of the behavior of an ideal observer, similar to a recent behavioral study in humans (3). The ideal observer computes the posterior probability of a rule switch by integrating information about (i) the expected accuracy of trial-by-trial interval judgments and (ii) the outcome of preceding trials (see methods). We then created a simplified confidence-based model that computes the evidence for or against a covert rule switch by a single graded latent variable, X S , whose value as a function of task difficulty (indexed by t d ) and the number of consecutive errors was inferred from the ideal observer model (see methods). After updating the value of X S , the model sets a binary switch decision, X y=n , to "switch" or "no switch" depending on whether X S is larger or smaller than a threshold, q (Fig. 1I ). To capture both animals' behavior quantitatively, we had to augment the model with a perseveration factor. This factor enabled us to account for the deviation of each animal's behavior from the ideal observer model that computes switch evidence optimally (see methods). The model captured the characteristic dependence of switch behavior on trial difficulty and number of consecutive errors for both animals (Fig. 1H, and fig. S4D ; see tables S1 and S2 for model parameters). Further interrogation of the model using crossvalidation, parameter identification, and in silico lesioning indicated that the key parameters were both necessary and identifiable ( fig. S5 ). We also verified the predictive validity of the model by confirming that simulations of the model fitted to the subjective psychometric function (Fig. 1E ) in the presence of experimentally imposed covert switches were able to capture the objective psychometric function without additional fitting or parameterization (Fig. 1F) . On the basis of the success of this model and the failure of alternatives in capturing the animals' switch behavior (Fig. 1H) , we hypothesized that the computational logic of the underlying neural circuitry could be understood in terms X S and X y=n .
Electrophysiology
Previous work has established a central role for the DMFC and dorsal ACC in monitoring and predicting outcomes (18) (19) (20) (21) (22) (23) (24) (25) , using outcomes to regulate actions (48, (54) (55) (56) (57) (58) and strategic decisions (5, (28) (29) (30) (31) (32) (33) . Therefore, we recorded neural activity in DMFC-comprising supplementary eye field, dorsal supplementary motor area (i.e., excluding the medial bank), and presupplementary motor area-and ACC (stereotactic coordinates in table S3) while the animals performed the task. Because our main focus was to understand how the animal used decision outcomes to disambiguate errors, we focused our analyses of neural activity during the intertrial interval (ITI) after the trial outcome was revealed.
As a first step, we characterized individual neurons in terms of their sensitivity to trial outcome, trial difficulty, and the number of consecutive errors (Fig. 2) . In both areas, a large proportion of neurons responded differently depending on trial outcome (DMFC: Fig. 2 , A to C; ACC: Fig. 2, J to L) . Many of the neurons that signaled error trials were differentially modulated depending on trial difficulty (i.e., magnitude of t d ). This difficulty-dependent modulation was present at the level of single neurons (Fig. 2, D , E, M, and N) and across the population (Fig. 2, F and O), as evident from a comparison of firing rates associated with relatively easy (|t d | ≥ 160 ms) and difficult (|t d | < 160 ms) trials. Moreover, the firing rate of many error-modulated neurons was modulated depending on the number of preceding errors (Fig. 2 , G to I and P to R). The sensitivity of DMFC and ACC neurons to error, difficulty, and trial history corroborates previous findings in a variety of sensorimotor, cognitive, and economic decision-making tasks (18, 59) and suggests that these areas might serve as the neural substrate for making causal inferences about errors in our hierarchical decision task.
Integration of DMFC error-related signals in ACC
Rule inference during ITI depends on two sequential computations: a retrospective computation to evaluate the outcome of the previous trial (i.e., reward versus error) and a subsequent prospective computation to decide whether or not to switch the rule in the upcoming trial. Previous work found that ACC encodes errors with longer latencies than DMFC (18) and suggested that it may act as a "storage buffer" (60), tracking task-relevant variables across trials (24, 28, 33) . Following these suggestions, we analyzed the sensitivity of neurons in DMFC and ACC during the ITI to (i) error versus reward in the previous trial and (ii) switch versus no switch in the next trial. Our prediction was that DMFC would exhibit strong and early error-modulated activity but would be less sensitive to switch behavior in the next trial. For ACC, on the other hand, we expected neurons to show a longer latency modulation reflecting subsequent rule switches. To test these predictions, we used a simple linear regression model that aimed to explain modulations of spiking activity in each neuron in terms of two indicators: one specifying whether the animal made an error in the previous trial and one specifying whether the animal switched the rule in the next trial (see methods).
We found that both DMFC and ACC signals during ITI were modulated depending on both error in the previous trial and the animal's switch behavior in the next trial (Fig. 3, A and B) . DMFC selectivity (i.e., regression slope, see methods) averaged across neurons that were significantly modulated with respect to error (permutation test for regression slope for each neuron, P < 0.01) exhibited strong sensitivity early during ITI. The peak sensitivity occurred at a latency of 145 ms and was highly significant (peak sensitivity = 2.48, Wilcoxon rank sum test, P < 0.001). ACC was also strongly modulated with respect to trial outcome early during ITI (peak latency = 187 ms, peak sensitivity = 2.21, P < 0.001). Additionally, ACC exhibited a strong and late modulation that forecasted the animal's switch behavior in the subsequent trial (peak latency = 415 ms, peak sensitivity = 2.1, P < 0.001). DMFC was also modulated by the animal's switch behavior, but these modulations were significantly weaker than ACC (selectivity ratio of DMFC to ACC = 0.74, P < 0.001) and lacked the distinctive temporal structure evident in ACC that was indicative of a switch-related computation. Consistent with our hypothesis, these results suggest that DMFC signals errors and that ACC receives error signals and helps the animal decide whether and when to switch ( fig. S6 shows the same results for the two monkeys separately).
To validate this hypothesis, we performed an experiment to test whether the late responses in ACC were sensitive to early signals in DMFC. In a random 50% of error trials, we used electrical microstimulation to alter DMFC activity within a window of 50 to 150 ms in ITI while recording the ensuing spiking activity in ACC. Our choice of the time window of microstimulation was informed by our analysis of the temporal profile of sensitivity of DMFC to error versus reward (Fig. 3A) , and the stimulation current was weak (see methods) to avoid changes in the animal's overt behavior (e.g., evoking saccades). Consistent with our hypothesis, microstimulation of DMFC changed the poststimulation spiking activity of single neurons in ACC (Fig. 3C) . To summarize this effect across the population of ACC neurons, we used a modulation index to quantify the relative increase in firing rate after microstimulation. This analysis revealed that ACC neurons were strongly and significantly modulated as a result of DMFC microstimulation (Wilcoxon rank sum test, P < 0.01; Fig. 3D ). Importantly, we verified that DMFC microstimulation had no statistically significant effect on behavior, ensuring that modulation of ACC activity was not due to an indirect change in switch probability ( fig. S7 ).
To ensure that the communication channel from DMFC to ACC played a task-dependent functional role and was not due to some nonspecific microstimulation-induced corticocortical interactions, we additionally examined the effect of DMFC microstimulation on ACC in the instructed rule experiment using an identical protocol (same experimental sessions, same time window, same current levels, etc.). The key difference in the instructed rule experiment compared with the inferred rule experiment was that rule switches were instructed and the animals did not have to rely on errors in the previous trial to decide whether to switch. In other words, errors did not inform rule switches, and, therefore, there was no need to engage the communication channel from DMFC to ACC to integrate early errorrelated signals. Accordingly, we found that the same microstimulation protocol had no statistically significant effect on ACC activity in the instructed rule experiment (Fig. 3D and fig. S8 , for the individual animals). These results provide evidence that ACC integrates error-related signals in DMFC selectively when there is a need to evaluate errors with respect to a hierarchy of potential causes and decide whether to switch.
ACC represents cumulative switch evidence and drives switching behavior
Both the task-selective effect of DMFC microstimulation on ACC (Fig. 3, C and D) and the strong switch-predictive signals in ACC (Fig. 3B) motivated a hypothesis that ACC may be involved in computing the decision to switch. For the hypothesis to hold, ACC must harbor both a graded representation of the evidence supporting a switch and a binary signal predicting future switches. To test this hypothesis, we examined ACC signals in the context of our model of behavior. The model formalized subjective switches in terms of a binary variable, X y=n , whose state (switch or no switch) was set on the basis of the value of cumulative switch evidence relative to a threshold (Fig.  1I) . The cumulative switch evidence, in turn, was captured by a single graded latent variable,X S , whose value absorbed the dependence of behavior on both trial difficulty (e.g., larger for easier trials) and the number of consecutive errors.
We performed a regression analysis on individual ACC neurons to investigate whetherX S and X y=n were encoded by distinct subpopulations of neurons or were mixed across the population. Consistent with numerous recent studies in various higher cortical areas (35, (61) (62) (63) (64) (65) , this analysis indicated thatX S and X y=n were mixed across the population (fig. S9 ). Therefore, we used a recently developed targeted dimensionality reduction technique (63) that allowed us to tease apart signals encodingX S and X y=n independently across the population (see methods).
We found a strong representation ofX S in ACC population activity (Fig. 4A, top) . We quantified the sensitivity of ACC toX S by measuring the slope of the regression line relatingX S to ACC population activity associated withX S based on firing rates 200 to 400 ms after feedback (Fig. 4A, bottom) . The regression slope was significantly positive (* indicates significance at P < 0.05) for both animals independent of the binary choice about rule switch {monkey K: ACC also had a clear representation of X y=n , as evidenced by the convergence of the population activity associated with X y=n on to one of two distinct states depending on whether the animal would switch in the next trial or not (Fig. 4B, top) . We used linear regression to quantify the degree to which ACC responses 200 to 400 ms after feedback were modulated by X y=n (Fig. 4B, bottom) . The baseline for the regression was significantly larger when the animal switched in the next trial (monkey K: 2.408*, CI: All the analyses relating ACC activity toX S and X y=n were performed on cross-validated data and were not the result of an overfitted regression model. Moreover, the encoding ofX S and X y=n in ACC was robust to various nuisance parameters ( fig. S10 ), including saccade direction and response type (Pro versus Anti). These results provided evidence in support of the hypothesis that ACC may be responsible for converting the cumulative switch evidence,X S , to the binary decision to switch, X y=n . (Figs. S11 and S12 show the results of the same analysis for DMFC For each ACC neuron, we computed a microstimulation modulation index quantifying the relative increase in firing rate as a result of microstimulation. Denoting the firing rate in the stimulated and nonsimulated trials by r 1 and r 2 (measured by a sliding window of 150 ms), respectively, the modulation index was computed as (r 1 − r 2 )/(r 1 + r 2 ). The averaged modulation index was then computed across neurons before and after the stimulation window separately for the inferred (green) and instructed (yellow) rule experiments. Stimulation sensitivity index was significantly increased within 150 to 300 ms relative to feedback in the inferred rule experiment, but not for the instructed rule experiment (Wilcoxon rank sum test, P < 0.01). In (A), (B), and (D), error bars indicate SEM.
and ACC, respectively, separately for the two animals.) As a final test for our hypothesis, we used electrical microstimulation to perturb ACC during the window of 200 to 400 ms in which the sensitivity of the population activity toX S and X y=n was evident (Fig. 4, A and B) . We reasoned that if the animals relied on ACC to decide when to switch, perturbation of signals in ACC in this window would interfere with this computation and would result in a measurable difference in the observed switch probability. Consistent with this prediction, we found that switch probabilities increased significantly in the random subset of error trials after which ACC was electrically stimulated (Fig. 4C and fig. S13 ). This experiment provided evidence that ACC plays a functional role in making causal inferences about covert rule switches. Although the effect of microstimulation was strong and significant in both animals, in one animal the stimulation enhanced the sensitivity of the animal to preceding errors, as evidenced by an increase in slope (Fig. 4C , bottom left), whereas in the other animal, the effect was an overall increase the switch probability, evident as a change in baseline (Fig. 4C , bottom right).
To ensure that this effect was indeed related to ACC supporting the animal's attempt to infer covert rule switches, we additionally tested the effect of ACC microstimulation in the instructed rule experiment. Because switches in this control experiment were instructed and not based on cumulative switch evidence, we predicted that ACC perturbation should have minimal effect on the animal's switch probability. Results of this experiment supported our prediction. ACC microstimulation in the instructed rule task had nearly no effect on switch probability. It is possible that the animals made inferences about the rule in both tasks, but this inference was overridden in the instructed task by the reliable visual cue. The positive effect of microstimulation in the inferred rule task coupled with the negative effect in the instructed task further substantiated a central role for ACC in making causal inferences about errors in a hierarchical setting.
Discussion
Our results provide an understanding of the computational principles and neurobiological Using targeted dimensionality reduction, we identified the pattern of population activity in ACC that encoded X S , inferred from the animals' behavior. We then derived a sensitivity index (d′) to quantify the distance between activity associated with different levels of X S (low to high, shown in three colors) and activity associated with rewarded trials (i.e., X S ¼ 0). The sensitivity is shown separately for trials that led to a switch (filled symbols) and those that did not (open symbols). The top plot shows sensitivity as a function of time, and the bottom plot shows the response tuning to X S within a time window of 200 to 400 ms after feedback (gray region in the top plot). Results for both panels correspond to cross-validated data (see methods). (B) Encoding of the binary switch variable (X y=n ) by population activity in ACC. Applying the same analysis technique as in (A) revealed that ACC activity patterns that were sensitive to X y=n were organized in a binary fashion (i.e., switch versus no switch) regardless of the value of X S (cross-validated; see methods). (C) (Top) The effect of ACC electrical microstimulation within the 200 to 400 ms relative to feedback on switch probability [Pr(Sw)] in the inferred and instructed task. Open circles represent individual sessions. Electrical stimulation was applied on~50% of error trials (red, Stim), and the effect of Pr(Sw) was compared with the nonstimulated trials (black, No-Stim). In both animals, ACC microstimulation led to an increased Pr(Sw) in the inferred task (Wilcoxon rank sum test, *P < 0.05, **P < 0.01). By contrast, switches in the instructed task did not increase after ACC microstimulation (n.s., not significant, P > 0.05). For the instructed task, Pr(Sw) is only shown for trials where the subjective switch was not cued. (Bottom) The effect of ACC stimulation in the inferred rule experiment on Pr(Sw) as a function of X S of 1B-Er trials (Wilcoxon rank sum test, *P < 0.05, **P < 0.01). In (A) to (C), error bars indicate SEM.
underpinnings of adaptive decision-making when the agent has to reason about errors in the presence of multiple hierarchically organized sources of uncertainty. In terms of behavior, we were able to establish that macaque monkeys are capable of implementing a causal inference strategy with a level of sophistication that is comparable to humans (3). Both monkeys treated each negative outcome as evidence for a covert rule switch but did so rationally by taking into account that (i) errors after easy trials (i.e., higher expectation of reward) were more likely due to a rule switch than a timing error and (ii) repeated errors provided stronger evidence for a rule switch. In terms of neurobiology, we found that the animals' behavior was supported by distributed and hierarchically organized neural circuits in the frontal cortex (45, 66) . Specifically, we found that DMFC and ACC, two areas that have been implicated in error monitoring (18, 26, (67) (68) (69) (70) (71) (72) (73) and the control of adaptive behavior (5, (28) (29) (30) (31) (32) (33) (34) (35) (36) , carried signals relevant for causal inference. ACC, however, seemed to function downstream of DMFC and played a direct role in integrating evidence and computing whether and when to attribute failures to a covert rule switch. Both DMFC and ACC were modulated retrospectively by the outcome of the low-level decisions, which is consistent with previous findings that suggest a role for these areas in performance monitoring (18-21, 23, 25) . In other words, both areas had a representation of switch evidence. However, the hierarchical nature of our task allowed us to uncover a distinct and longer latency form of modulation in ACC that was predictive of the animal's subsequent switch behavior. This result, coupled with an experiment involving simultaneous DMFC perturbation and ACC recording, enabled us to reveal the sequential nature of computations in DMFC and ACC and provided a coherent explanation of their distinct functional link to behavior, their different activation latencies, and their circuit-level interactions. In particular, our results suggest that the long latency signals in ACC result from an integration of early error-related modulations in DMFC, much like what is seen in well-established first-order perceptual decision-making tasks between sensory and higher-order association and premotor areas (74) (75) (76) (77) (78) (79) (80) (81) ). An important outstanding question that our study motivates is the problem of maintaining a desired behavioral strategy between switches, which may involve other brain areas such as the dorsolateral prefrontal cortex (82) (83) (84) (85) (86) (87) (88) .
ACC is modulated by reward history (23, 89) and reward expectations (24) and is linked to reward-dependent control of adaptive behavior in many situations, including movement selection (58, 90) , decision-making under risk (33) , foraging (28) , and regulation of exploration versus exploitation (91) . Our work extends the role of ACC in adaptive control to the general class of cognitive tasks that demand hierarchical reasoning about errors. As we found in our work, and others, in other behavioral settings (3, 16, 92) , reasoning about errors can be captured by a model comprised of two key computational variables: (i) a latent switch evidence variable that accumulates confidence-dependent error information and (ii) a latent threshold that controls a binary decision to switch depending on the strength of the cumulative switch evidence. We found that ACC harbors distinct activity patterns associated with both the cumulative switch evidence and the binary decision to switch that were mixed at the level of single neurons but dissociated across the population. Moreover, we found that perturbation of ACC interfered with the animal's rationality during causal reasoning about errors. Together, these results suggest that ACC uses graded evidence derived from errors in low-level processes in a decision hierarchy to select between longer-term behavioral strategies associated with higher levels of the hierarchy.
Materials and methods
All experimental procedures conformed to the guidelines of the National Institutes of Health and were approved by the Committee of Animal Care at the Massachusetts Institute of Technology. Experiments involved two awake, behaving monkeys (species: Macaca mulatta; ID: K and I; weight: 7.5 and 10.5 kg; age: 4 and 5 years old, respectively). Animals were head-restrained and seated comfortably in a dark and quiet room and viewed stimuli on an Acer H236HL LCD monitor (23 inch; refresh rate: 60 Hz; resolution: 1920 by 1080). All reported stimulus presentation times had to be rounded to a multiple of the frame duration (16.67 ms). Eye movements were registered by an infrared camera and sampled at 1 kHz (Eyelink 1000, SR Research Ltd., Ontario, Canada). The MWorks software package (http:// mworks-project.org) was used to present stimuli and to register eye position. A photodiode was used for registering the timing of events during stimulus presentation.
Neurophysiology recordings were made by 24-or 36-channel laminar probes with 100-mm interelectrode spacing (V-probe, Plexon Inc.) through a biocompatible cranial implant whose position was determined by stereotaxic coordinates and structural MRI scan of the two animals. Extracellular signals were bandpass filtered (300 Hz to 6 kHz) and digitized (sampling rate: 30 kHz; resolution: 16 bit) using a digital Intan headstage (Intan Technologies, http://intantech.com/), and the data were collected using the OpenEphys system (www.openephys.org/). Single or multi-unit action potential waveforms were detected and sorted offline using MKsort (https://github.com/ripple-neuro/ mksort). Analysis of both behavioral and spiking data was performed using custom MATLAB code (Mathworks, MA).
Electrophysiology
We recorded neural activity in (i) DMFC, comprising supplementary eye field, dorsal supplementary motor area (i.e., excluding the medial bank), and presupplementary motor area; and (ii) ACC. Recording sites and number of sessions and trials are reported in table S3.
ACC electrical microstimulation
On a random 50% of error trials, we stimulated ACC in a 200-to 400-ms time window after the saccade reached to target. We generated biphasic current pulses (amplitude: 40 to 60 mm peak-topeak; pulse duration: 300 ms; frequency: 200 Hz; total stimulation duration: 200 ms) using a commercial stimulator (CereStim 96, Blackrock Microsystems) and injected current using a custom bipolar system with two tungsten microelectrodes (10 to 50 kilohm, Microprobes), one serving as a current source and another as a dedicated return. To cover the region of interest in ACC, we placed the current source just below the border of graywhite matter in ACC margin and the return electrode,~3 mm above and~2 mm lateral to the source electrode. The number of stimulation sessions and trials are reported in table S1. To have an appropriate control for these stimulation experiments, both the inferred and instructed experiments were tested on every stimulation session.
Simultaneous electrical microstimulation of DMFC and recording in ACC
In a random 50% of error trials, we stimulated DMFC in a 50-to 150-ms time window after the saccade reached to target and recorded the effect of stimulation on ACC afterward. We injected current (amplitude: 20 to 30 mm peak-to-peak; pulse duration: 300 ms; frequency: 200 Hz; total stimulation duration: 100 ms) through a tungsten electrode placed~2 mm deep just below the border of gray-white matter in DMFC and used a guide tube piercing the dura as the return, while recording simultaneously with a separate V-probe. The stimulation current was weak to make sure the behavior would not change. This was particularly important because stimulation of DMFC could evoke saccades (e.g., around supplementary eye fields), and such explicit change in behavior would complicate the interpretation of any observed changes in ACC activity. The number of stimulation sessions and trials are reported in table S3. To have an appropriate control for these stimulation experiments, both the inferred and instructed experiments were tested on every stimulation session.
