Abstract-Availability of cheap positioning instruments like GPS receivers makes it possible for routing algorithms to use the position of nodes in an ad hoc mobile network. Regular position based routing algorithms fail to find a route from a source to a destination in some cases when the network contains nodes with irregular transmission ranges or they find a route that is much longer than the shortest path. On the other hand routing algorithms based on Ant Colony Optimization (ACO) find routing paths that are close to the shortest paths even if the nodes in the network have different transmission ranges. The drawback of these algorithms is the large number of messages that needs to be sent or the long delay before the routes are established. In this paper, we propose a novel protocol AntNet-LA which combines the idea of ACO with information about position of all nodes. In this technique the distance between the nodes is considered to transmit the packets, hence overcomes the drawbacks of AntNet algorithm which considers only cumulative probability for packet transmission. We compare performance of AntNet-LA with AntNet, Ad-hoc On Demand Distance Vector (AODV), Ad-hoc On Demand Multipath Distance Vector (AOMDV), Dynamic Source Routing (DSR) and Destination-Sequenced Distance-Vector Routing (DSDV) protocols. We also compare performance of AntNet-LA with distance-aware protocols such as Location Aided Routing (LAR), Geographical AODV GeoAODV and Position Based ANT colony optimization (PBANT).
Introduction
Ant algorithms are an iterative, probabilistic metaheuristic for finding solutions to combinatorial optimization problems. They are based on the foraging mechanism employed by real ants attempting to find a short path from their nest to a food source. While foraging, the ants communicate indirectly via pheromone, which they use to mark their respective paths and which attracts other ants. In the ant algorithm, artificial ants use virtual pheromone to update their path through the decision graph, i.e. the path that reflects which alternative an ant chooses at certain points. Ants of the later iterations use the pheromone marks of previous good ants as a means of orientation when constructing their own solutions, which ultimately result in focusing the ants on promising parts of the search space. In sometimes, a problem might be dynamic in nature, changing over time and requiring the algorithm to keep track of the occurring modifications and continually re-optimize in order to be able to present a valid, good solution at all times. Ant algorithms have a number of attractive features, including adaptation, robustness and decentralized nature, which are well suited for routing in modern communication networks such as Mobile Ad hoc Networks (MANETs).
In 1998 AntNet algorithm was proposed by [1] , which is based on Ant Colony Optimization (ACO) with mobile software agents. This algorithm establishes a path from source to destination in purely random fashion.
The learning structure of AntNet consists of colonies of learning automata. In 2010, Pooia Lalbakhsh [2] have proposed to replace the previously defined automata structure with the non-linear one, modifies the reinforcement process without imposing overhead into the system. In this paper, in order to select the appropriate non-linear functions, the convergence rates are mathematically analyzed and the functions with better rates are replaced at the core of the system's learning cycle. This modified version of AntNet improves the system adaptability in the presence of undesirable events.
The adaptive routing algorithm we propose in this paper is distributed and mobile multi-agent systems well matching the characteristics of the general routing problem. The design of our algorithms has been inspired by previous works on ant colonies and, more generally, by the notion of stigmergy that is, the indirect communication taking place among individuals through local, persistent (or slowly changing) modifications induced in their environment. Real ants have been shown to be able to find shortest paths using a stochastic decision policy based only on local information represented by the pheromone trail deposited by other ants. Algorithms that take inspiration from ant's behavior in finding shortest paths have recently been successfully applied to several discrete optimization problems. In ant colony optimization each one of a set of con-current artificial ants makes use of a stochastic local search strategy to build a solution to the combinatorial problem under consideration. The whole set of Multipath ants collectively search for high quality solutions by a cooperative effort mediated by indirect communication of information on the problem structure they collect while building solutions. While comparing Ad-hoc networks and ants in Table I we come to conclusion that though they have similarities like same physical structure, self-configuration and self-organization but still distinguished from each other in the route foundation, overhead, motive, routing table information. Ant based routing algorithms exhibit a number of desirable properties for ad hoc networks. The foraging behavior of ants, bees and the hill building behavior of termites has inspired researchers in developing efficient routing algorithm for ad hoc networks. The remainder of this paper is organized as follows. In Section 2 we present related work, in Section 3 we present drawbacks of AntNet algorithm, in Section 4 we present our proposed AntNet-LA algorithm. Subsequently in Section 5 we present the working of AntNet-LA algorithm with an example, in Section 6 we present deployment of AntNet-LA, in Section 7 we present performance evaluation parameters, in Section 8 we present simulation results of AntNet-LA, in Section 9 we present other possible applications of AntNet-LA and finally a conclusion is given in Section 10.
Related Work
In this section we present location-aware protocols and ACO algorithms, which are applied to ad-hoc networks. Location-aware protocols uses information of co-ordinates to transmit the packets [3] whereas ACO algorithms are inspired by behavior of ants in nature.
Location Aided Routing Protocols
In this section we review some location-aware protocols for ad-hoc networks.
A number of location-aware protocols were proposed. Location Aided Routing (LAR) [4] is one of the most popular mechanisms for reducing control message overhead in Ad-hoc On Demand Distance Vector AODV [5] . LAR assumes that the nodes in the network know their own location and can obtain the last known position of the destination node.Location information used in the LAR protocol may be provided by the Global Positioning System (GPS). With the availability of GPS, it is possible for a mobile host to know its physical location. In reality, position information provided by GPS includes some amount of error, which is the difference between GPS-calculated coordinates and the real coordinates. LAR modifies the route discovery process so that only the nodes which belong to the search area would rebroadcast RREQ messages. Specifically, when an RREQ packet arrives at an intermediate node, the node first determines whether it belongs to the search area defined by the incoming RREQ message. If the node is part of that search area then the RREQ packet is re-broadcasted, otherwise the packet is discarded.
Geographical AODV (GeoAODV) [6] is another location based protocol which takes advantage of GPS and assumes that each communicating device has GPS access and knows its location. Using GPS coordinates GeoAODV limits the route discovery process to the search region that is likely to contain the path to destination. Only nodes inside of the search region are allowed to rebroadcast RREQ messages during the route discovery process. This is a modified version of LAR variation called cone-shaped request zone adaptation [4] . However, unlike LAR, our proposed approach does not make any assumptions regarding the speed and direction of the moving nodes. Instead, our approach relies only on GPS coordinates to determine the search region that is likely to contain the path to destination. The main contributions of our work are providing evaluation and detailed description of the GeoAODV approach as well as introducing a new protocol for maintaining and distributing GPS coordinates in the network. Position Based ANT colony optimization (PBANT) [7] is a combination of both Position Based Routing Algorithms and Ant Colony Based Routing Algorithms. PBANT uses location information of the nodes to improve its efficiency and reduce the algorithm overhead. As PBANT is reactive, a route is searched for only when there is a collection of data packets that are to be sent from a source node S to a destination node D using the concept of zoning. To form zones, a line is drawn between source and destination node. Then the angle between source mode and neighboring node is used to decide the zones. PBANT assumes that each node maintains a table of values of the pheromone trails assigned to its outgoing links for different destinations. Whenever a node receives a packet for a specific destination, it will check its table to see if there is at least one pheromone trail for that destination. If such pheromone trail exists, it will be used for making a stochastic decision to choose the next hop. If it doesn't exist, the pheromone initialization process begins and assigns pheromone trails to all the outgoing links. The amount of the deposited pheromone on each link depends on the zone of the corresponding neighbor. The pheromone trails for a specific destination will be deleted from the pheromone trail table of a node if the node doesn't receive any packet pointing to that destination for more than a specific time which is defined to be in the order of seconds. The drawback of PBANT is that if the network graph is not fully connected, the source and destination may reside in different partitions which mean that there is no route to the destination. This means that in this case the packet can not reach to destination at all.
Ant Colony Optimization Algorithms
In the nature, ants lay pheromone and so they produce pheromone trails between the nest and a food source. On a computer, the pheromone has been replaced by artificial stigmergy, the probabilities in the routing tables. To compute and update the probabilities, intelligent agents are introduced to replace the ants. There exist two kinds of agents, the forward agents and the backward agents. All forward and backward agents have the same structure. The agents move inside the network by hopping at every time step from a node to the next node along the existing links. The agents communicate with each other in an indirect way by concurrently reading and writing the routing tables on their way [8, 9] . There exist a number of swarm intelligence based protocols but the most important are ant based protocols [10] . Table II and Figure 1 shows a few of the ant based routing algorithms. Consider an example of a network which consists of 9 nodes as shown in Figure 3 . It is required to transmit the packet from source node n s (1) to destination node n d (2) . At present the packet is at node 2. Table III shows the next hop selection process at node 2. The AntNet algorithm will forward the packet based on random number generated. If the generated random number is 0.1, then node 1 will be selected as a next hop. This may cause looping problem. Then the packet will be forwarded to node 1 and duplicate cycle will be deleted from the memory of ant. If the generated random number is 0.5 then node 6 will be selected as next hop. Hence in AntNet algorithm, the decision to select next hop will depend upon the generated random number and cumulative probability. The AntNet algorithm is having following drawbacks: 1) As the AntNet algorithm forwards the packets to the next hop depending upon the probability values only [13] , the path followed by the ants may not be optimum every time.
2) The distance between the source node and the next node is not considered by AntNet algorithm, even though the traveling time of ants is considered to generate the probability values. Hence the end to end delay would very high. The high end to end delay is not tolerable in some applications, which uses datagram packets.
We have modified AntNet algorithm in such a way that if the random number generated by AntNet algorithm is less than pre-defined re-enforcement factor r, and if it is small enough, instead of choosing the route destination as the AntNet algorithm would, the algorithm will compare the node's relative orientation with respect to the neighbouring nodes and the destination node for the packet, and send the packet to the neighbouring node closest to the destination node. Then the routing decision changes the node's pheromone table as normal AntNet routing would. In other cases where random number generated by AntNet algorithm is larger than the pre-defined value of r, then the packet is forwarded as per normal AntNet routing algorithm based on the pheromone levels in the routing table.
For comparing distance between source node, neighboring node and destination node, we propose a technique to find the distance between two nodes. This algorithm is called as AntNet-LA. 4 AntNet-LA Algorithm
Forward Ants
Each node s periodically sends a forward ant (forward agent) to the neighboring agent chosen by the AntNet-LA algorithm. Then this neighboring node again compares the re-enforcement factor r with the predefined value. This process continues till the present value of r becomes greater than the predefined value.The task of the forward ant is to discover a feasible, low-cost path to the destination and to gather useful information on its trip. Every ant will represent a package sent from s to d through the network and each forward ant packet contains the following fields; id number of source node, id number of destination node and stack memory.
At every visited node k on the way to the destination node, a forward ant does the following:
• The forward ant checks its stack memory whether node k has already been visited before or not. If it has been visited, there will be a cycle in the ant's path and this cycle will be deleted from the memory. The cycle's nodes are popped from the ant's stack and all the memory about them is destroyed.
• In the first iteration of our algorithm, all the links from a node k to its neighbor nodes have equal probabilities, so the forward ant goes randomly to any one of its neighbor nodes.
• In the successive iterations, the selection of the next hop is done by comparing r values with predefined one.
• If node k is the destination node then the forward ant transforms to a backward ant. The individuals (nodes of each routing table) are mapped to contiguous segments of a line, such that each node's segment is equal in size to its fitness (probability of routing). A random number between 0 and 1 is generated for every link to a neighbor node according to the magnitude of the probabilities and the node whose segment spans the random number is selected. Now, all forward ants arrives at their destination node. Each ant has a stack of the virtual elapsed time for each ant trip. The stack of the forward ant is a dynamically growing data structure that contains the id number of the nodes that the forward ant has traversed as well as the elapsed time between its starting from s to its arriving to node k.
Backward Ants
The backward ant (backward agent) inherits the memory from the forward ant. The task of the backward ant is to go back to the source node s along the same path as the forward agent but in the opposite direction and to update the routing tables on this path. Once the path is updated the backward ant reaches the source node and dies
• The backward agent updates the routing table of node k by using the travel times stored in its memory.
• If node k is not the source node then the backward agent uses its memory to determine the next link of the path back to the source node. The backward agent goes to the next node along that link.
• If node k is the source node then the backward agent is killed.
Updating Routing Tables
Updating in routing tables at each node will be done by backward ants using ants trip times. As shown in Figure 3 at every visited node k on the way back to the source node, a backward ant updates some of the probabilities in the routing table of node k by using the travel information in its memory which was collected by the forward ant. The backward ant retraces the Forward Ant(1 → n) 
where r ∈ (0, 1] is the reinforcement factor which is central to express path quality. The reinforcement factor should be a factor of trip time of the node neighborhood. This factor is given by the relationship r = t 1 /t 2 , where t 1 is the minimum trip time of all the forward ants, and t 2 is the trip time of the current forward ant from a node to the destination node. p new (i) is the new probability and p old (i) is the old probability for a node i in the routing table. Equation 2 always increases the probability p new (i), what means that every update is a positive feedback. This resembles the pheromone of the ants where every dropped pheromone increases the strength of a pheromone trail but not weakens it.
The reinforcement factor ensures that the probability increase is inversely proportional to the travel time of the forward ant. The higher the time t 2 , the lower the probability and the lower the time t 2 , the higher the probability. By that, good paths receive a strong update while bad paths receive a low update only.
For a given value of r, the absolute and relative increase of p new (i) is much larger for small values of p old (i) than for large values of p old (i). By that weighted change, low probabilities go up very fast to adapt to the new traffic situation, whereas probabilities which are already high are increased only a little bit.
Whenever a probability in the routing table is increased by equation 2, it is necessary to ensure that the sum of the probabilities in each row remains 1. Equation 3 is used to normalize the values. This means that a probability can only decrease if another probability in the same row increases. A probability can approach zero if other probabilities in the same row of the routing table increase much more often or much stronger. This would mean that a forward ant hardly takes the route associated with this low probability, what means that this probability receives nearly no further updates. But indeed, this route can become the fastest route in time under changed traffic conditions. After that, the probabilities per destination are normalized again for all the nodes, so that the sum of the probabilities is 1, i.e. ∑ i P i = 1 which ensures that every link is used by forward agents from time to time and so new routes are explored regularly.
The value of a probability in a routing table finally depends on two facts: the trip times experienced by the forward ants that use the route associated with the probability and the frequency of the updates (the number of ants that use the route). For example, if the trip times are very low, the reinforcement factor r is very high and so the probability is strongly increased with every update. So the probability will be very high even if the frequency of the update is low. But on the other hand, also high trip times, which mean a low reinforcement factor r, can lead to a high probability if the frequency of the updates is high. In that way, high frequent updates with low travel times lead to the highest probabilities.
Proposed Algorithm -AntNet-LA
We propose to use a passive localization algorithm to calculate the location of a node based on square of difference between the node co-ordinates.
Let n i = [x i , y i , z i ] denote the (x, y, z) coordinate of the i th node, n s = [x s , y s , z s ] denote the co-ordinates of source node, and n d = [x d , y d , z d ] denote co-ordinates of destination nodes. Let R is and R ds be the measured distances between a node with unknown location, n i , and the nodes n s and n d respectively. The range difference in the distance of nodes n s and n d , r sd , is equal to:
There are n r = N! (N − 2)!2! distinct range differences. However, all of these range measurements can be completely determined from (1) range measurements. The square of the distance between the source and the i th node can be written as:
We also have:
If we set the left terms of equations 5 and 6 to be equal to each other, we have:
For i = d , we can rewrite equation 7 as:
Subtracting equation 8 from equation 6 we have:
Equation 9 can also be written in matrix form as:
Where
A closed-form solution that is useful for some subsequent derivations is given by:
For the given measurements {r id , i = 1, . . . , N}, the vectors B d and C d are known. So matrix A d which depends only on the node locations. (assumed to be known. We use a custom function to store node coordinates in our algorithm). The (10a), (10b), (10c), (10d) are the location vectors n s and the distance R ds between a source and destination node. It is the presence of R ds which complicates the solution of (10) . In order to eliminate the "nuisance parameter" R ds by pre-multiplying equation 10a by a matrix M which has C d in its null shape. The matrix
where
and
To simplify subsequent equation we assume that K = 1 and suppress the subscript in
The location vector n s can now be computed by using good least squares equation solver on the linear set of equation 15 . A closed form of solution is given by
For matrix A j to be non-singular it is necessary that the number of rows of A j be larger than number of columns i.e. (N − 1) > n, where n is the dimension of n s (2-dimension, 3-dimension etc.). Thus for unique solution of equation 16 to exist we must have N > (n + 1). Thus by solving equation 16, we can find the coordinates of the source node. Hence from this source node packet is transmitted to i th and d th node. Using these i th and d th nodes as source nodes next neighboring node coordinates are found and packets are sent to these neighboring nodes. In order to minimize computation and memory resources we have considered z coordinates of all nodes equal to zero. Hence in our case n = 2 and number of nodes (N) > 3. Algorithm 1 shows our proposed algorithm.
Working of AntNet-LA
In order to explain the working of AntNet-LA, we consider an example of a network which consists of 8 nodes. This network is shown in figure 4 . We make following assumptions in relation with the example: We have used a custom defined function in our algorithm to store the co-ordinate values. 2) The datagram packets are required to be transmitted from the source node, denoted by 1 to the destination node, denoted by 6. 3) Initially all nodes in the network have equal probability of routing. 4) Initially all nodes are stationary. 5) Later all nodes moves at an average velocity of 4m/s to 10m/s.
The packet transmission takes place in the following way:
1) As shown in Figure 4 , the data packet from node 1 is forwarded randomly if the original AntNet algorithm would have followed. But AntNet-LA calculates the co-ordinates n i using equation 11. If these calculated co-ordinates are closer to the that of node 2, and if the probability (r factor) is less than the pre-setted value then the node 1 forwards the packet to the node 2 as shown in Figure 5 (a). Hence this path is said to be optimum. 2) Now co-ordinates of the node 2 becomes n s . The algorithm now calculates new values of n i using Therefore the AntNet-LA algorithm helps ants to find the optimum path for packet transmission. This algorithm avoids the randomness of AntNet algorithm, where the next hop for packet transmission is entirely depend upon the probability value.
6 Deployment of AntNet-LA algorithm The main function of Media Access Control (MAC) sub-layer is to co-ordinate and regulate the data transmission of active nodes. This co-ordination of data transmission between multiple active nodes is the responsibility of MAC, which must be implemented as part of MAC sub-layer in each transmitting node. Disaster Area (4 groups) Data Traffic CBR r -factor (for AntNet-LA and PBANT) 0.9 Ω 1 , Ω 2 , Ω 3 (wait parameter for PBANT) [7] 1.25, 1 and 0.75 respectively [7] 
(amount of pheromone to be deposited based on zone formation for PBANT) [7] 20, 1 and 1 respectively [7] Avg. Transmission Range 400 meters. Simulation Time 180 seconds.
7 Performance Evaluation
Simulation Setup
The performance of AntNet-LA algorithm was evaluated through extensive simulations using Network Simulator (NS) version 2.34 on Ubuntu R operating system. We have used Tracegraph [14] , awk, c-programming languages and shell scripts to obtain the results. Table IV and V shows simulation parameters for our experimentations. Extensive simulations were carried out by varying r factor and by varying ant timer. We also Figure 6 . Deployment of AntNet-LA in the OSI protocol stack Figure 7 . A typical disaster area mobility model [16] compare performance of AntNet-LA with Antnet. We compare our results with AntNet [13] , Ad-hoc On Demand Distance Vector (AODV) [5] , Ad-hoc On Demand Multipath Distance Vector (AOMDV), Dynamic Source Routing (DSR), Destination-Sequenced Distance Vector Routing (DSDV) [15] protocols with our proposed one.
Disaster Area Mobility model
In Disaster Area mobility model, the disaster area and its surrounding is divided into different areas: incident site, casualties treatment area, transport zone, and hospital zone [16] as shown in Figure 7 . The incident site is the place where the disaster actually happened. In this area affected and injured people as well as fatalities are found and the disaster (e.g. fire) has to be minimized. The affected and injured people are brought to the casualties treatment area. The casualties treatment area consists of two places: the patients waiting for treatment area and the casualties clearing station. The people are rescued from danger and wait there for their treatment. Then they are transported to the casualties clearing station which is still within the disaster area. After an extended first aid they are transported to hospital. The transport zone is an area where transport units (ambulance coaches and rescue helicopters) wait in stand-by areas to take these people to hospitals. The technical operational command is usually located in the casualties treatment area as well.
The areas beside the incident location (e.g. places where tents are set up) are chosen by humans such that there are no obstacles inside these areas. At the incident location the units (e.g. firefighters) will destroy larger hindering obstacles. Smaller ones can be ignored, because they only have little impact on the movement. So there are only obstacles between different areas. Thus, they only affect transport units. For the transport between the patients waiting for treatment area and the casualties clearing station, there are typically transport troops. These troops are pedestrians e.g. four that carry a patient on a barrow. These troops pick up a patient and transport him on the direct way to his destination. Thus, they choose the optimal (shortest) paths avoiding obstacles. The hospitals are typically far away and not part of the disaster area communication network. The vehicles of the transport zone (e.g. ambulance coaches) transport the patients to the hospital. Thus, these transport units typically arrive and leave the network perpetually.
Parameters for Performance Analysis
The performance was evaluated by comparing the results of the AntNet-LA algorithm with Antnet [17] . The considered performance indices were as follows [8, 18] These packets are lost either at source node or at destination node or at intermediate node. More the loss packets lesser the packet delivery ratio.
3) Jitter:
The term jitter is often used as a measure of the variability over time of the packet latency across a network. A network with constant latency has no variation (or jitter).
4) Route Cost:
It is the ratio of routing bytes to CBR bytes. Routing Cost = N route /N cbr .
5) Throughput (kb/second):
It is the rate at which network send or receive data. It is rated in term of number of bits per seconds. It is the sum of data rates that are delivered to all nodes in a network.
8 Results and Discussion
Results

Comparison between
AntNet, AntNet-LA, AODV, AOMDV, DSR and DSDV protocols: Whenever any disaster occurs, it is very important that injured people must get proper treatment in time. For that injured people must reach the hospital in minimum time. It is also important to control the traffic on road, so that patients can reach the hospital in time.
• From Figure 8 (a) we can see that avg. end to end delay is high at the beginning of the simulation and it reduces as simulation period progresses. It is because at the beginning, the patients were transferred to "casualties treatment area" where first aid treatment was given to patients. Later on the patients were moved quickly to the hospital through "transport zone".
• Ant timer specifies the time required to complete the algorithm. From Figure 8 (b) we can see exponential curve of avg. end to end delay. Hence in order to minimize end to end delay, we must allow more time to complete the algorithm.
• From Figure 8 (c) we can see that as period of ant timer increases the route cost decreases. It is because by allowing more time to complete the algorithm, the number of rescue workers (ant packets) required to help affected people decreases.
• From Figure 9 (a) we can see that two packets were lost at the receive node and five packets were lost at the send node. This means that two injured persons died after reaching the hospital. Five injured persons died before reaching hospital due to delay in the treatment.
• Figure 9 (b) shows jitter of received packets. The jitter graph is mainly on the positive side of yaxis. This indicates that the variation in end to end delay is less which means that all injured persons reached the hospital in minimum time.
• From Figure 9 (c) we can see that the end to end Different QoS parameters for AntNet-LA, LAR, GeoAODV and PBANT protocols delay with AntNet-LA and r factor = 0.25 to 0.6 is higher as compared with AntNet for the same r factors. The end to end delay for AntNet-LA with r factors = 0.63 to 0.8 and 0.81 to 0.9 is lower as compared with AntNet for the same r factors.
• Whenever any disaster occurs it is important that every injured person must reach to the hospital in time. Avg. throughput can be mapped as number of patients who reaches the hospital per unit time. From Figure 9 (d) we can see that avg. throughput for AntNet-LA is higher than other protocols. This means that the number of injured persons per unit time reaching the hospital using AntNet-LA protocol are higher than the number of persons per unit time reaching to the hospital with other protocols.
Comparison with other Location Aware Protocols:
The proposed protocol is compared with other location aware protocols such as LAR [4] , GeoAODV [6] and PBANT [7] . LAR and GeoAODV protocols are implemented using OPNET Modeller [19, 20] . PBANT is implemented using Network Simulator -2.34 [21] . Simulation results are presented in figures 10(a) and 10(b). Simulation results shows that AntNet-LA performs better than LAR, GeoAODV and PBANT protocols in terms of avg. throughput. The avg. end to end delay for AntNet-LA is marginally better than PBANT.
Discussion
In AntNet-LA, the continual on-line construction of the routing tables is the emergent result of a collective learning process. Each forward-backward agent pair is complex enough to find good route and to adapt the routing tables for a single source-destination path. It is the interaction between the agents that determines the emergence of a global effective behavior from the network performance point of view. Ants co-operate in their problem solving activity by communicating in an indirect way. Good routes are discovered by forwarding the ants to the closest next hop node using location awareness algorithm. This communication paradigm, called stigmergy matches well the intrinsically distributed nature of the routing problem. Cooperation among agents goes on at two levels: (a) by modifications of the routing tables, and (b) by modifications of local models that determine the way the ants' performance is evaluated. Modifications of the routing tables directly affect the routing decisions of following ants towards the same destination, as well as the routing of data, which, in turn, influences the rate of arrival of other ants towards any destination. In this perspective, once the interface with the node's data structure is defined, the internal policy of the agents can be transparently updated. In the following we try to justify AntNet-LA performance by highlighting some of its characteristics and by comparing them with those of the competing algorithms. We focus on the following main aspects:
• The information AntNet-LA maintains at each node is more complete and organized in a less critical way than that managed by the other algorithms.
• AntNet-LA uses probabilistic routing table which depends on the distance between nodes which is unlike to the Antnet algorithm which uses simple probabilistic routing table. This technique is having double positive effects of better redistributing data traffic on alternative routes and of providing ants with a built-in exploration mechanism.
• In AntNet-LA, we experimentally observed the robustness to changes in the ants' generation rate: for a wide range of generation rates, the algorithm performance is very good and the routing cost is almost negligible.
• Even though the computing complexity of AntNet-LA is high which is because of the complexity in solving the matrix of equation 16, this algorithm is less dependent on external parameters as compared with other location aware protocols.
Advantages of AntNet-LA over other Location Aware Protocols
• Even though computing complexity of AntNet-LA is high, it requires only one parameter to be set i.e r factor. Whereas -PBANT requires Ω 1 , Ω 2 and Ω 3 to be set. PBANT also requires v 1 , v 2 and v 3 to be set. These parameters have significant impact on performance of PBANT [7] . It is very difficult to obtain exact parameters in order to satisfy required QoS. -LAR requires formation of "expected zone"
and "request zone". The formation of these zones may vary widely if nodes in the network moves at a higher speed.
• AntNet-LA requires only "Ant" packets to establish the route. Whereas GeoAodv requires route request (RREQ) and route reply (RREP) packets to establish and maintain the routes [19] . Hence control overheads of GeoAODV are more than that of AntNet-LA.
9 Possible Applications of AntNet-LA Algorithm 1) AntNet-LA can be applied for packet transmission in the datagram networks. In high-speed datagram networks QoS is very important. This means that a user session can specify the QoS it needs to receive from the network. For example it should specify the maximum and minimum levels of throughput, or end to end delay or the minimum packet delivery ratio. 2) AntNet-LA can be applied to the network whose arrival rate is dictated by the probabilistic model of the algorithm. 3) AntNet-LA can be applied to the static model where all the sessions start at the beginning of the transmission stage and they last until the end.
Conclusions and Future Work
In this paper we have obtained the performance of AntNet-LA protocol for ad hoc network that is based on mobile software agents modelled on ants. Ants are used to collect and disseminate information about location of nodes using range difference method. This is a key aspect of AntNet-LA that helps to accelerate route discovery. The combination of these principles provide a better routing algorithm. Simulation results shows that by selecting proper value of reinforcement factor r lower end to end delay as compared with AntNet protocol can be obtained. Our simulation results also shows that AntNet-LA performs better than other conventional and distance aware protocols In future AntNet-LA can be modified by applying clustering concept. This concept may help in minimizing energy consumption. Aslo in future performance of AntNet-LA can be analyzed using other mobility models like Group and Random Direction. Our approach can be utilized for applications based on peer-to-peer communications [22] .
