Abstract. With the "iso-Hölder" sets of a function we naturally associate subsets of the graph, range and level set of the function. We compute the associated singularity spectra for a class of statistically self-similar multifractal functions, namely the b-adic independent cascade function.
1. Introduction 1.1. The singularity spectra of multifractal function. Let f be a real-valued function defined on an interval I. For any subset E of I let G f (E) = {(x, f (x)) : x ∈ E}, R f (E) = {f (x) : x ∈ E} be the graph and the range of f over the set E; for any y ∈ R f (E) let L y f (E) = {(x, f (x)) : x ∈ E, f (x) = y} be the level set of f over the set E at level y. When (f (t)) t∈I is a stochastic process, to find the Hausdorff dimension of these sets, denoted by dim H S f (E) for S ∈ {G, R, L y }, is a classical and important question in probability and geometric measure theory. The original works on these questions could be traced back to 1953, [33] by Lévy or [47] by Taylor, regarding the Hausdorff dimension and the Hausdorff measure of the range of Brownian motion. Since then, many progresses have been made in this subject for fractional Brownian motions, stable Lévy processes and many other processes and functions [13, 14, 48, 23, 44, 40, 42, 9, 22, 10, 27, 39, 45, 49, 8, 11, 31, 24, 25, 46, 20, 29, 16 ] (see also the survey paper [52] and the references therein).
As a typical example, in [27] Kahane studies the fractional Brownian motion (X(t)) t∈R + , i.e., given β ∈ (0, 1), the unique centered continuous Gaussian process satisfying X(0) = 0 and E(|X(s) − X(t)| 2 ) = |s − t| 2β for any s, t ∈ R + . He shows that for any compact set E ⊂ R + , almost surely
and if dim H E > β, then there exists a random open set G ⊂ R X (E) such that P(G = ∅) > 0 and y ∈ G ⇒ dim H L y X (E) = dim H E − β. Notice that here β ∈ (0, 1) is the (single) Hölder exponent of the function X and it is uniform on E, indeed X is a monofractal on R + . When the function is not monofractal, a natural parallel to the above formulas is to take E = E f (h), the set of points at which the pointwise Hölder exponents of f are all equal to a constant h > 0, and to verify formulas like
The set E f (h) and its Hausdorff dimension dim H E f (h) naturally appeared in the multifractal analysis of functions, which consists in computing the singularity spectrum d f : h ≥ 0 → dim H E f (h). This, together with the above parallel formulas, leads us to consider the following graph, range and level set singularity spectra:
To our best knowledge, such singularity spectra have not been considered before.
1.2.
A general upper bound. At first, it is natural to seek for general upper bounds for these new singularity spectra. Such bounds can be found thanks to the following generalization of Lemma 8.2.1 in [1] , Theorem 6 of Chapter 10 in [27] and Lemma 2.2 in [51] . First we note that the pointwise Hölder exponent considered in this paper is defined by (1) h f (x) := lim inf Also, we should introduce the level set of f over set E in θ-direction (since in this paper we can only show the level set singularity spectrum in "Lebesgue almost every direction"): For θ ∈ (−π/2, π/2) denote by l θ the line in R 2 passing through the origin and making an angle θ with the y-axis (clockwise). For any y ∈ l θ , denote by l ⊥ y,θ the line perpendicular to l θ , passing through y. Denote by Proj θ the orthogonal projection from R 2 onto l θ . Define R f,θ (E) = Proj θ (G f (E)). Then for each y ∈ R f,θ (E), the level set of f over the set E in θ-direction is defined by L Denote by dim P the packing dimension. We have the following theorem: Theorem 1.1. Let E be any subset of I. Suppose that inf x∈E h f (x) = h > 0.
(a) For D ∈ {H, P } we have
(b) Suppose h ≤ 1. Fix θ ∈ (−π/2, π/2). Let µ be any positive Borel measure defined on l θ . For any γ > 0 define the set R µ,γ f,θ (E) := {y ∈ R f,θ (E) : h µ (y) ≥ γ}. If µ(R µ,γ f,θ (E)) > 0 and dim H E − h · γ > 0, then for µ-almost every y ∈ R µ,γ f,θ (E), dim H L y f,θ (E) ≤ dim H E − h · γ. If we replace E by the set E f (h) = {x ∈ I : h f (x) = h} for h > 0, then Theorem 1.1 provides us with general upper bounds of the graph, range and level set singularity spectra. These upper bounds are strongly related to the classical singularity spectrum d f (see Corollary 1.1).
From the multifractal analysis of functions we know that d f has a general upper bound given by the Legendre transform of the so-called scaling function or L qspectrum of f , defined by (3) τ f (q) = lim inf
where Osc f (B i ) = sup s,t∈B i |f (s) − f (t)| denotes the oscillation of f over B i and the supremum is taken over all the families of disjoint closed intervals B i of radius r with centers in {x ∈ I : ∀ r > 0, Osc f (B(x, r)) > 0}. Due to [26, 5] , we have
. Main result. Corollary 1.1 naturally raises the question: Do these upper bounds provide the exact dimensions, especially when f obeys the multifractal formalism, i.e. d f (h) = τ * f (h) for h > 0 ? In general the answer is negative. We can easily find a counterexample in case when f is a monofractal function, that is h f (x) is equal to a constant β ∈ (0, 1) for all x ∈ I. Suppose, moreover, that the whole graph G f (I) = G f (E f (β)) is irregular, that is its Hausdorff and lower box-counting dimensions are different. We have:
Such examples can be found in [49, 20] . To the contrary, if the whole graph is regular (like for the fractional Brownian motion mentioned before), then dim
However, monofractal examples clearly represent a very restrictive class for our purpose. Simple multifractal examples are the following: Consider
, where µ is a probability measure fully supported by [0, 1] , and assume that f obeys the multifractal formalism with the exponenth f (x) defined by
whenever it exists. This property holds whenever µ is a Gibbs or a random cascade measure [15, 3] . Then by using the results in [36] on the multifractal analysis of the inverse measure µ * = µ • f −1 carried by the range of f , it is easy to check that the upper bounds in Corollary 1.1 give the exact dimensions. But there, the graph and range singularity spectra are always a combination of the singularity spectra of µ and µ * , and the level set spectrum is trivial since f is an increasing function.
It is an interesting question to find examples of multifractal functions whose graph, range and level set singularity spectra can be calculated and are not trivial in the above sense. In this paper we consider the so-called b-adic independent cascade function introduced in [4] as an extension to random functions of statistically self-similar measures introduced in [35] . We obtain the graph and range singularity spectra for this class of random functions, in the so-called non-conservative case. The level set singularity spectrum is still open. However, inspired by the classical Marstrand theorem (see [37] ), we obtain the level set singularity spectrum in Lebesgue almost every direction.
In a brief, the result is the following: Let F be the b-adic independent cascade function (see Figure 1 for an illustration and see Section 2.2 for definition). For h > 0 denote S F (h) = S F (E F (h)) for S ∈ {G, R}. For θ ∈ (−π/2, π/2), recall that l θ is the line in R 2 passing through the origin and making an angle θ with the y-axis, and for any y ∈ l θ , l ⊥ y,θ is the line perpendicular to l θ , passing through y. For h > 0 define R F,θ (h) = Proj θ (G F (h)), and for each
We have the following theorem (the assumptions (A1)-(A3) will be given later):
Moreover, denote G F the whole graph, then almost surely
(b) Almost surely for Lebesgue almost every θ ∈ (−π/2, π/2), for all h ∈ (0, 1) such that τ *
where µ R h,θ is a positive Borel measure carried by R F,θ (h) and it is absolutely continuous with respect to the one-dimensional Lebesgue measure on l θ . 
The rest of the paper is organized as follows: in Section 2 we introduce the b-adic independent cascade function and briefly present its multifractal analysis; in Section 3 we prove Theorem 1.2 with two intermediate results: Theorem 3.1 and Theorem 3.2, whose proofs are postponed to Section 5; in Section 4 we prove Theorem 1.1 and finally in Section 6 we prove Proposition 5.2, which is our essential tool for proving Theorem 3.1 and Theorem 3.2. For every w ∈ A * , the cylinder with root w, i.e. {w · t : t ∈ A N + } is denoted by [w] . The set A N + is endowed with the standard metric distance
If n ≥ 1 and w = w 1 · · · w n ∈ A n then for every 1 ≤ k ≤ n, the word w 1 . . . w k is denoted by w| k , and if k = 0 then w| 0 stands for ∅. Also, for any infinite word t = t 1 t 2 · · · ∈ A N + and n ≥ 1, t| n denotes the word t 1 · · · t n and t| 0 the empty word. Let
2.2. b-adic independent cascade function. Let (Ω, A, P) be the probability space. Let
be a family of independent copies of (W, L).
For any w ∈ A * , u = u 1 · · · u n ∈ A n and n ≥ 1 we define the products:
For w ∈ A * , n ≥ 1 we define two continuous functions
For p ∈ R and U ∈ {W, L} let
From [28, 17, 4] we know that if the following assumption holds:
U,n converges uniformly, almost surely and in L p norm for p > 1 such that ϕ U (p) > 0, as n tends to ∞. Moreover, the limit of F w L,n is almost surely increasing. We denote by F W and F L the limits of F L,n . Then, the b-adic independent cascade function considered in this paper is
We say that we are in the conservative case if P( b−1 j=0 W j = 1) = 1, and in the non-conservative case otherwise.
and let the entries of W only take positive values then F becomes the indefinite integral of the multiplicative cascades measure µ W constructed in [35, 28] . If W is also deterministic, then µ W is nothing but the multinomial measure on [0, 1] associated with the probability vector
) is a deterministic pair, then we are in the conservative case and F is the self-affine function studied by Bedford [7] and Kono [30] , whose multifractal analysis is a consequence of the study of the digit frequency by Besicovitch [12] and Eggleston [18] . The graph and range singularity spectra in this case are still unknown. Even for the dimension of the whole graph, to our best knowledge, there are only results for the box-counting dimension [7] and in some special cases the Hausdorff dimension [8, 21, 49] . When W is not deterministic but conservative, the situation is very close to that of the deterministic case from the question raised in this paper point of view. Our results will concern the non-conservative case only.
2.3.
Multifractal analysis of F . The multifractal analysis of F is based on the construction of an uncountable family of statistically self-similar measures µ q defined on the coding space A N + with desired Hausdorff dimension. More precisely, for (q, t) ∈ R 2 we define
Clearly Φ(q, t) is analytic on the rectangle {(q, t) ∈ R 2 : |Φ(q, t)| < ∞}. Since L j ∈ (0, 1) for 0 ≤ j ≤ b − 1, for each q ∈ J := {q ∈ R : (q, t) ∈ R 2 , |Φ(q, t)| < ∞ for some t} there is a unique τ (q) such that Φ(q, τ (q)) = 1, and the function τ is easily seen to be concave and analytic over J.
Define the interval J = {q ∈ J : qτ ′ (q) − τ (q) > 0}. For any q ∈ J and w ∈ A * define the random vector
Due to (5) and (6), for w ∈ A * , u ∈ A n , n ≥ 1 we can define the product
For q ∈ J, w ∈ A * and n ≥ 1 define
By construction τ ′ (q) = ξ(q)/ ξ(q). We present our second assumption:
Recall that if µ is a positive Borel measure on a compact metric space, its lower Hausdorff dimensions is defined as dim H (µ) = inf{dim H E : µ(E) > 0}. From [5] we have Proposition 2.1. Suppose that (A1) and (A2) hold.
(a) With probability 1, for all q ∈ J and w ∈ A * , the sequence Y q,n (w) converges to a positive limit Y q (w). For any w ∈ A * \{∅}, the function
(c) With probability 1, for all q ∈ J, the function
These statistically self-similar measures are the effective tools to study the multifractal behavior of
L . In fact, with each µ q we can induce a measure µ
It is proved in [5] that, with probability 1, for all q ∈ J, the measure µ
. This is used to obtain the following result in [5] . Proposition 2.2. Suppose that (A1) and (A2) hold.
(a) With probability 1,
3. Proof of Theorem 1.2.
Proof of Theorem 1.2(a).
Since using µ q is successful to describe the singularity spectrum of F , it is also worth trying to use these measures to study the graph and range singularity spectra of F . For each q ∈ J, like µ D q , associated with F L and F W we can induce:
• a measure µ R q carried by the range: for any Borel set A ⊂ R,
We focus on the lower Hausdorff dimension of the measures µ G q and µ R q . We show that these dimensions provide the graph and range singularity spectra. Our approach is based on the estimation of the energy of these two measures restricted on suitable random sets (see Remark 3.3). Before presenting the results, let us introduce our third assumption:
(A3) P(
, and ϕ W is finite on R. Remark 3.1. The first condition in (A3) ensures that F has enough randomness: We have to avoid the conservative case where P(
The second condition P(∀ j, |W j | > 0) = 1 implies that almost surely F is nowhere locally constant. The last condition ensures that the probability distribution of F W (1) has a bounded density, in fact this condition can be weaken to the existence of a real number q < −1 such that ϕ W (q) > −∞. The existence of the bounded density of F W (1) is a key property in the proof.
As an essential intermediate result, we have the following theorem:
, and we can write
So Theorem 3.1 actually provides us with a Ledrappier-Young like formula [32] for the uncountable family of statistically self-similar measure (µ q ) q∈J uniformly: with probability 1, for all q ∈ J, 
which turns out to be finite only if Φ(2q − 1, γ − 1 + 2τ (q)) < 1, which is equivalent to saying that γ < 1 + τ (2q − 1) − 2τ (q). So the best lower bound we would get is:
Comparing this value with the exact dimension 1
, we find that (16) always provides a strick lower bound unless q = 1. Thus, such an approach only provides the Hausdorff dimension of the whole graph.
Since µ D q is carried by the set E F (τ ′ (q)), by definition the measure µ S q is carried by the set S F (E F (τ ′ (q))) for S ∈ {G, R}. Then combining the results in Proposition 2.1, Proposition 2.2 and Theorem 3.1, we prove the results on the singularity spectra part of Theorem 1.2(a).
For the result on the dimension of the whole graph, let
n semi-open to the right intervals of the same length denoted by
]+1 many squares whose side length is |I n,k | to cover G F (I n,k ). Then, by definition of the upper box-counting dimension and the definition of τ F in (3) we get
From Proposition 2.2 we know that almost surely τ F (1) = τ (1) ≤ 0 and applying Theorem 3.1 to q = 1 we get with probability 1,
. Consequently, with probability 1,
Remark 3.4. If we consider the exponenth F (x) defined in (4) and consider the following smaller iso-Hölder sets
then we claim that the results in Theorem 1.2(a) also works for the packing dimension if we replace the mono-Hölder set E f (h) by the set E f (h), since in this case we have
3.2. Proof of Theorem 1.2(b). To get measures on the level sets, in the same spirit as when one constructs the local times of certain stochastic processes, we could disintegrate the measures µ [42] to calculate the Hausdorff dimension of the level sets of Gaussian process by using classical Martrand theorem, and in [38] to deal with the the Hausdorff dimension of slices of sets, it is possible to solve this problem for for Lebesgue almost every direction.
For h > 0 and θ ∈ (−π/2, π/2), recall that R F,θ (h) = Proj θ (G F (h)), and for each
We have the following theorem:
(a) The projected measure µ R q,θ is absolutely continuous with respect to the onedimensional Lebesgue measure on the l θ . (b) For µ R q,θ -almost every y ∈ l θ , the following limit:
exists for any continuous function ψ :
(c) There exists a random set R q,θ ⊂ R F,θ (τ ′ (q)) of full µ R q,θ -measure such that for any y ∈ R q,θ , the measure µ y q,θ has lower Hausdorff dimension
is almost a direct consequence of Theorem 1.1(b) and Theorem 3.2, we only remark that γ G (q) > 1 if and only if τ ′ (q) < 1 and τ
Remark 3.5. As mentioned in Remark 3.1, the condition "ϕ W is finite on R" can be weakened to "there exists q < −1 such that ϕ W (q) is finite". Under this weaker assumption, the results in Theorem 1.2 will still hold, but only for h ∈ {h > 0 :
The reason why we cannot conclude for {h > 0 : τ * F (h) > 0} is that under this weaker assumption we do not know the value of τ F outside the interval
, then we will also obtain the same results as in Theorem 1.2.
4.
Proof of Theorem 1.1.
Results on the packing dimension.
Proof. Without loss of generality we suppose I = [0, 1]. For any x ∈ [0, 1] and n ≥ 1, we denote by
Let {E i ⊂ E, i ≥ 1} be any countable covering of E. The families
For any i ≥ 1, k ≥ 0 and ǫ > 0 with h − ǫ > 0 we define
For n ≥ 1 and A ⊂ R 2 , let N n (A) be the minimal number of dyadic squares of
We know that the packing dimension is equal to the upper modified box-counting dimension (see Chapter 3, [19] ), that is, for any set A ⊂ R 2 ,
where the infimum is taken over all possible countable coverings of A. Since {R i,k , k ≥ 0} and {G i,k , k ≥ 0} are countable coverings of R i and G i , we have
Since for any k ≥ 0 we have
Then we have shown that for any countable covering {E i , i ≥ 1},
By taking the infimum over all the possible {E i , i ≥ 1} we get
Letting ǫ tend to 0 yields the conclusion.
Results on the Hausdorff dimension.
Proof. We fix ǫ ∈ (0, h) and θ ∈ (−π/2, π/2). Recall that Proj θ is the orthogonal projection of R 2 onto l θ and R f,θ (E) = Proj θ (G f
h−ǫ } ≤ n(r) · r and #N (r) ≤ n(r).
For any x ∈ E and r > 0 define the family Q(x, r) = Q k (x, r) : k ∈ N (r) and for any y ∈ R f,θ (E) define the family
By simple calculation we know #Q y θ (x, r) ≤ | tan θ| + 1. Let d stand for dim H E. By definition of the Hausdorff dimension we can find a decreasing sequence (δ i ) i≥1 tending to 0 and for each i ≥ 1,
j ∈ E for j ∈ J i , and j∈J i (r
. For x ∈ E and r > 0 denote the rectangle:
and for any B
Let µ be a positive Borel measure defined on l θ . For γ > 0 recall that
We have the following lemma:
and for any y ∈ R
f,θ (E), so we can find l * (depending on x) such that for all l ≥ l * ,
Now for any l ≥ l * we have
This implies that:
, which gives us the conclusion. Now we are going to show that the coverings constructed in Lemma 4.1 lead to the expected upper bounds. In order to simplify the proof, we use the convention |Q| = 1 2 sup x,y∈Q |x − y|, the half-diameter of the set Q. (i) Since we took ǫ ∈ (0, h) we have
(ii) If h > 1, if we take ǫ small enough so that h − ǫ > 1, then n(r) = 1 for all r < 1, and for N large enough so that δ N < 1,
(iii) If h ≤ 1, then h − ǫ − 1 ≤ −ǫ < 0, thus for r < 1 we have r h−ǫ−1 > 1, and this implies that n(r) ≤ 2 · r h−ǫ−1 , hence for N large enough so that δ N < 1,
(iv) If h ≤ 1, for the same reason as (c), for N large enough such that δ N < 1,
Now by letting N tend to infinity and then ǫ to 0 we obtain the desired upper bound for dim H R f (E) and dim H G f (E).
Next we prove the upper bound for the Hausdorff dimension of the level sets.
where C = 2 2(γ−ǫ) (| tan θ| + 1). Due to Borel-Cantelli lemma we get for µ-almost
. Applying this with a sequence (ǫ n ) n≥1 ց 0 we get the conclusion.
Proof of Theorem 3.1 and Theorem 3.2.
From now on we assume that (A1)-(A3) hold.
Cantor-like subsets of A
N + carrying µ q . For any w ∈ A * , define the badic interval I w = λ([w]). By construction we know that the limit functions F W and F L satisfy the following functional equation: For any w ∈ A * , x, y ∈ I w and U ∈ {W, L},
For w ∈ A * and U ∈ {W, L} we define the oscillations
Then from (17) we get that for any w ∈ A * and U ∈ {W, L},
For w ∈ A * denote by w − (resp. w + ) the unique element of A |w| such that (10) , the definition of ξ(q) and ξ(q). For any q ∈ J, ǫ > 0, u, v ∈ A * we define the following subsets of Ω:
For q ∈ J, ǫ > 0, u, v ∈ A * we define the indicator function:
. and for q ∈ J and ǫ > 0 we define random subsets of A N + :
t|n (q, ǫ) = 1} and A
n (q, ǫ). In [5] we proved the following result: Proposition 5.1. Let K be a compact subset of J. Then for any ǫ > 0 there exist constants C = C(K) > 0 and δ = δ(ǫ, K) > 0 such that for any n ≥ 1,
Now for n ≥ 1 and ǫ > 0 we define the random Cantor-like sets in A
Then we can deduce from Proposition 5.1 that, with probability 1, for all q ∈ K, µ q is carried by C(q), that is, µ q (C(q)) = µ q = Y q > 0. It worth noting that by construction, for any t ∈ C(q), we have
Moreover, due to (18), the above equalities imply that lim r→∞ log Osc F (B(λ(t), r)) log r = ξ(q)/ ξ(q) = τ ′ (q).
Proof of Theorem 3.1.
Proof. From now on, for U ∈ {W, L}, w ∈ A * and t ∈ A * ∪ A N + , we will use the convention F
[w]
U (t). For any s, t ∈ A * ∪ A N + and γ > 0 we define the Riesz-like kernels:
Recall the definitions of γ G (q) and γ R (q) in (14) and (15) (see also Remark 5.1). For q ∈ J, S ∈ {G, R} and δ > 0 we will use the notation
Recall the definition of C n (q, ǫ) in (22) . For q ∈ J, ǫ > 0 and δ > 0 define the n-th energy for n ≥ 1 and S ∈ {G, R}:
Let K be any compact subset of J. We assume for a while that we have proved that there exists δ K > 0 such that for any δ ∈ (0, δ K ), there exists ǫ δ > 0 such that for any n ≥ 1, ǫ ∈ (0, ǫ δ ) and S ∈ {G, R},
The following lemma is a slight modification of Theorem 4.13 in [19] regarding the Hausdorff dimension estimate through the potential theoretic method.
Lemma 5.1. Let µ be a Borel measure on R m and let E ⊂ R m be a Borel set such that µ(E) > 0. For any γ > 0, if
Then, it easily follows from Proposition 5.1, (25) and Lemma 5.1 that, with probability 1, for all q ∈ K:
• for µ R q -almost every y ∈ R q := {F W (t) : t ∈ C(q)} ⊂ R F (τ ′ (q)),
We can consider a countable sequence of compact subintervals K n ⊂ J such that K n = J and a corresponding sequence δ n ∈ (0, δ Kn ). Then the above facts imply that with probability 1, for any q ∈ J and S ∈ {G, R}, for µ
q) (we use the mass distribution principle, see [19] ).
To complete the proof, we use the fact that, with probability 1, for all q ∈ J, µ D q is carried by the set E F (τ ′ (q)). Then, applying Theorem 1.1 to any set E ⊂ Supp(µ
and the conclusion comes from the fact that dim H (µ
Now we prove (25).
For anyq ∈ K and ǫ > 0 we define the neighborhood ofq in K:
By continuity of these functions, the set U ǫ (q) is open in K. For any u, v ∈ A * ∪ A N + and p ≥ 2, we define the indicator function
For any w ∈ A * we use the notation
. Notice that for q ∈ K, δ > 0 and S ∈ {G, R} the Riez-like kernels K S q,δ is a positive function and, moreover, by the continuity of F W and F L we have for any s, t ∈ A N + ,
. Then by applying Fatou's lemma we get
where the last inequality comes from the fact that due to (23) and (26), for anȳ q ∈ K, ǫ > 0 and u, v ∈ A * ∪ A N + , we have sup
Then,
where for p ≥ 2, we can choose m p ≥ 3 to be any integer. We have (28) sup
n,q,ǫ ) p,m and sup
and we have used the equality
n q,ǫ ) to get the second inequality.
Remark 5.1.
(a) For technical reasons, we need to divide J into three parts, in which K will be chosen:
Then, due to (14) and (15), with h = τ ′ (q) we have
(b) Here we briefly explain why dim H (µ
. Thus we will not consider this case in the rest of the proof.
we only need an upper bound estimate, but this estimate is actually a direct consequence of Theorem 1.1.
For any compact subset K of J there exists c K ∈ (0, 1) such that for any c < c K ,
An essential tool in this paper is the following proposition, whose proof is given in Section 6. Proposition 5.2. Let S ∈ {G, R}. Suppose that K is a compact subset of J 1 or J 2 if S = G, or a compact subset of J 1 or J 2 ∪ J 3 if S = R. Then there exists ǫ * ∈ (0, ǫ K ) such that for any 0 < δ < δ K , we can find constants κ 1 , κ 2 , η 1 , η 2 > 0 and C > 0 such that for anyq ∈ K, 0 < ǫ ≤ ǫ * , n ≥ 1, p ≥ 2, and m ≥ 3 · (n ∨ p)
Now we may choose m p =
· (n ∨ p) (by modifying a little η 2 we can always assume that
. Then by using Proposition 5.2 and (27), (28) , for any δ < δ K ,q ∈ K, ǫ < ǫ δ and S ∈ {G, R} we have
Since for any 0 < ǫ < ǫ δ , the family {U ǫ (q)}q ∈K forms an open covering of K, there existq 1 , · · · ,q N such that {U ǫ (q i )} 1≤i≤N also covers K. This gives us the conclusion.
Proof of Theorem 3.2.
Proof. The proof of Theorem 3.2 exploits the main idea developed in [38] to study the dimension of projections and sections of sets. Some complications come from the fact that we want results holding for uncountably many sets and measures simultaneously.
Through the proof we use the same notation as in Section 5.2. Moreover, for n ≥ 1, q ∈ J and ǫ > 0 we define
For any y ∈ l θ we define the lower derivative of the measure µ R q,θ R n,θ (q,ǫ) with respect to the one-dimensional Lebesgue measure on l θ at y:
We fix a compact subset K ⊂ J 1 (recall Remark 5.1). For anyq ∈ K, we can choose δ ∈ (0, δ K ) and ǫ * such that the conclusions of Proposition 5.2 hold. Notice that for such δ and ǫ ∈ (0, ǫ * ) we always have γ
and for θ ∈ (−π/2, π/2) and γ > 0 we define
where θ s,t stands for the angle between (F L (t),
) and x-axis (clockwise). Notice that for any r > 0 and γ > 1 we always have (26) . For simplicity we will also use the notation
Then an integration similar to that used in the proof of Theorem 9.7 of [38] , as well as arguments similar to that used in Section 5.2 yield for any γ > 1 (by using Fatou's lemma repetitively)
where m p is taken as in the proof of Theorem 3.1.
Notice that there exists a universal constant C ′ > 0 such that for all r > 0,
Thus by taking γ = γ G (q) − δ − ǫ > 1, we deduce from Proposition 5.2 that
Then by using the same argument as in Section 5.2 we can conclude that with probability 1, for Lebesgue almost every θ ∈ (−π/2, π/2), for all q ∈ J 1 , for µ R q,θ -almost every y ∈ l θ , the lower derivative D(µ R q,θ , y) is finite, which is equivalent to saying that µ R q,θ is absolutely continuous with respect to the one-dimensional Lebesgue measure on l θ . This ensures that for µ R q,θ -almost every y ∈ l θ , the following limit: lim
exists for any continuous function ψ : R 2 → R + and thus defines a measure µ
: t ∈ C(q)}. Now for the lower bound of the Hausdorff dimension of µ y q,θ , we notice that like in Theorem 10.7 of [38] , we have the following equality for the γ G (q) − δ − 1 energy
where Leb θ stands for the one-dimensional Lebesgue measure on l θ . By using the same method as above to establish the finiteness of D(µ R q,θ , y), we can show that
where
Notice that for the same universal constant C ′ , we have
The justification of the finiteness in (30) is postponed to Remark 6.1. Now, by using the same arguments as in Section 5.2 again, we deduce that, with probability 1, for Lebesgue-almost every θ ∈ (−π/2, π/2), for all q ∈ J 1 , for µ R q,θ -almost every y ∈ l θ , we have
Then we get the conclusion by applying Theorem 1.1(b) to the measure µ R q,θ since we know that the for µ R q,θ -almost every y ∈ l θ , the lower local dimension h µ R q,θ (y) is equal to 1. 
Main Proof.
Proof. Due to (26) we always have q∈Uǫ(q) C n (q, ǫ) ⊂ C n (q, 2ǫ).
Due to (29) , (12), (20), (26) and (11) we have
This gives us
Now we deal with the individual terms of the above sums. Fix p and n in N + , let r = p ∨ n, and fix m ≥ 3r.
). Without loss of generality we suppose that λ(u) < λ(v).
Let us state two elementary claims.
Claim 1. Recall that [u]
n q,2ǫ = [u] ∩ C n (q, 2ǫ). Due to (20) and (22), if [u] n q,2ǫ = ∅, then for l = r, · · · , m we have
and 1
n q,2ǫ = ∅. Then, due to (18) and (19), we have
W (1). Then from (17) we have (36)
Due to (36) we have
and is independent of
w ∈ A * , |w| < r or w| r = w| − r . Also due to the statistical self-similarity (17) we have
Now, due to Claim 1 and (33) we have
u,v (q, ǫ). Then due to Claim 2 we have
Recall in Remark 5.1 we distinguished the cases K ⊂ J i , i = 1, 2, 3 according to whether or not the corresponding power on the kernel is greater than 1. Then, due to (23), once we have taken δ < δ K and ǫ < ǫ K , only two situations are left:
where γ = γ S (q) − δ − ǫ. We have the following lemma, whose proof is given in Section 6.2.
Lemma 6.1. There exists a constant C γ such that
To complete the proof, it remains to count the average number of pairs (u, v) in (A m ) 2 such that 1 p (u, v) = 1 and 1 (2) u,v (q, ǫ) = 1. This is done in the next lemma, whose proof is given in Section 6.3.
Now, by using Remark 5.1 and the definition of γ, i.e. γ = γ S (q) − δ − ǫ for S = G, R, we have to deal with the following three cases (i), (ii), (iii):
Then, due to (31), (32) , (38) and (39) , since 1
, and using Lemmas 6.1 and 6.2, for cases (i), (ii), (iii) we have (C K stands for E(Y K ), which is finite by Proposition 2.1(b)):
(ii) and (iii)
Clearly those parameters are all positive and finite. Notice that
Then, by construction, we get for any δ < δ K and ǫ < ǫ * ,
which gives the conclusion.
6.2. Proof of Lemma 6.1.
Step 1. At first, we prove that the probability distribution of Z W = F W (1) has a bounded density function f W , with
, where {W j } j and {Z W (j)} j are independent, and the Z W (j) are independent copies of Z W , we have
Since E(|Z W |) < ∞, simultaneously we also get
Notice that |φ(t)| = |φ(−t)| and |φ ′ (t)| = |φ ′ (−t)|, so we have |φ(|t|)| = |φ(t)| = |φ(−t)| and |φ
Define l = lim sup t→∞ |φ(t)|. Since |φ(t)| ≤ 1, we have l ≤ 1. From Fatou's lemma and the fact that P(∀ j, W j = 0) = 1, we have
This implies that l = 0 or 1. Since we are in the non-conservative case, Z W is not almost surely a constant. Consequently, we can use the same approach as in the proof of Lemma 3.1 in [34] (which deals with the case W ≥ 0), and using the fact that
Then by using (40), (41), the same arguments as in the proofs of Theorem 2.1 and 2.2 in [34] we can get |φ(t)| = O(t −q ) and |φ ′ (t)| = O(t −(q+1) ) when t → ∞. Now as a consequence (Lemma 3 in [2]) we have that Z W has a density function, which is bounded by R |φ(t)|dt < ∞.
Step 2.
Let us prove the desired estimates, i.e., there exists a constant C γ > 0 such that
w,u (q, ǫ) · e r( ξ(q)+6ǫ)(1+γ)−m(ξ(q)−6ǫ) , if γ > 1; e r(ξ(q)+6ǫ)−m(ξ(q)−6ǫ)(1−γ) , if γ < 1.
The σ-algebra A c (v| C 2 = e −(n∨p)( ξ(q)+6ǫ) ;
Let f W stand for the bounded density of Z W (v 
This implies
u,v (q, ǫ) · In fact, we have ). This together with the definition of ζ 2 (γ) yields Then by applying these inequalities to (42) , (43), (44) we get the conclusion. n,q,ǫ ) p,m can be estimated from above similarly: we have (the first inequality is similar to (43))
which is exactly the same bound as in (II) for 1 (2) w,u (q, ǫ)·ζ 2 (γ) (we have used (45) with γ = 1 and γ = γ). Then, the upper bound estimation of (∆I S,δ n,q,ǫ ) p,m can be treated like that of (∆I S,δ n,q,ǫ ) p,m , and one obtains the same estimate as for E (∆I .
