In work with a variety of co-authors, Staver and Levin have argued that savanna and forest coexist as alternative stable states with discontinuous changes in density of trees at the boundary. Here we formulate a nonhomogeneous spatial model of the competition between forest and savanna. We prove that coexistence occurs for a time that is exponential in the size of the system, and that after an initial transient, boundaries between the alternative equilibria remain stable.
Introduction
In a 2011 paper published in Science [22] , Carla Staver, Sally Archibald and Simon Levin argued that tree cover does not increase continuously with rainfall but rather is constrained to low (< 50%, "savanna") or high (> 75%, "forest") levels. In follow-up work published in Ecology [23] , the American Naturalist [24] and Journal of Mathematical Biology [21] , they studied the following ODE for the evolution of the fraction of land covered by grass G, saplings S, and trees T :
Here µ ≥ ν are the death rates for saplings and trees, and ω(G) is the rate at which saplings grow into trees. Fires decrease this rate of progression, and the incidence of fires is an increasing function of the fraction of grass, so ω(G) is decreasing. Studies suggest (see [24] for references) that regions with tree cover below about 40% burn frequently but fire is rare above this threshold, so they used an ω that is close to a step function. Inspired by this work, Durrett and Zhang [14] considered two stochastic spatial models in which each site can be in state 0, 1, or 2: Krone's [16] model in which 0 = vacant, 1 = juvenile, and 2 = a mature individual capable of giving birth, and the Staver-Levin foresst model in which 0 = grass, 1 = sapling, and 2 = tree. Theorem 1 in [14] shows that if (0,0,1) is an unstable fixed point of (1) then when the range of interaction is large, there is positive probability of grass and trees surviving starting from a finite set and there is a stationary distribution in which all three types are present. The result they obtain is asymptotically sharp for Krone's model. However, in the Staver-Levin forest model, if (0, 0, 1) is attracting then there may also be another stable fixed point for the ODE, and as their Theorem 3 shows, in some of these cases there is a nontrivial stationary distribution.
Recently Touboul, Staver, and Levin [26] have investigated a number of modifications of the three species system (1). Variants of the ODE that add a fourth type called forest trees display a wide variety of behaviors including limit cycles, homoclinic, and heteroclinic orbits. Simulations of the spatial version of ODE systems with periodic orbits, see [7] , suggest these systems will have stationary distributions that are patchy and with local densities oscillating when the scale of observation is smaller than what physicists call the correlation length, see Figure 4 in [12] . Proving that this occurs is a very difficult problem. Here we will instead focus our attention on a two species simplification studied in [26] 
In formulating our version of this model we have two space scales: the dispersal scale L, which might be hundreds or thousands of feet, and the continental scale M L, which might be thousands of miles. To prove results it is convenient to have the dynamics taking place on a two-dimensional square with a small spacing between points: (
Tori are convenient mathematically but continents end at oceans so we will use Dirichlet boundary conditions, i.e., the sites outside the square are vacant. The state of site x at time t can be 0 (grass) or 1 (tree). Each site x changes state at a rate dictated by the density of its competitors in a neighborhood of x. Motivated by the large variability of rainfall amounts in South America, we will consider a spatially heterogeneous model. Let f i (x) be the fraction of type i sites in x + N and let α > 1 be an integer. The transition rates are as follows:
1/2 be the Euclidean norm on R 2 , let D(x, r) = {y : y − x ≤ r} be the disc of radius r centered at x. To have rotational symmetry in the long range limit we will take N = D(0, 1), the unit ball. We assume that the climatic conditions vary on a continental scale. To control the variability on intermediate scales, we make the first of several assumptions The goal of this study is to show that in our heterogeneous system it is possible to have stable coexistence of grassland and forest, which will not occur in a homogeneous system. Coexistence occurs because we will have regions that are grassland, i.e., mostly 0's, and regions of forest that are mostly 1's. The boundaries between the two regions can be predicted from the coefficients A(x) and B(x). Specifically, there is a constant C 1 so that {x : A(x)/B(x) < C 1 } is grassland, and {x : A 1 (x)/B 1 (x) > C 1 } is forest. Viewed on the continental scale the boundaries will be stable once equilibrium is reached. Viewed on the dispersal scale, there will be transition zones between the two regions. However, our methods do not tell anything about the nature of these transition zones. Our analysis is done in four steps.
Step 1. We will let L → ∞ and scale space by L so that the particle system can be replaced by an integro-differential equation. This approach has been used to analyze a number of examples [2, 5, 8, 10, 14, 20, 25] that are not tractable if one assumes a fixed finite range. Before we can state our long-range limit theorem we have to explain what it means for a seqeunce of particle systems ξ
to converge to a function u(t, x). To do this we pick a small γ ∈ (0, 1) and tile the plane with squares [y,
in such a way that the origin (0,0) is at the lower-left corner of one of the squares. Given an x ∈ R 2 let Q(x) be the square to which x belongs and let u ξ (t, x) be the fraction of sites y in Q(x) with ξ t (y) = 1. We say that ξ L t converges to u(t, x) and write ξ
Although it takes some work to prove this, the limit equation is what one should expect from the definition of the process. The site x changes 0 → 1 at rate
β . The main step in establishing the limit result, is to show that if L is large then f 1 (x) ≈ū(t, x).
Step 2. To analyze the heterogeneous integrodifferential equation (IDE), we will begin by studying the homogeneous ordinary differential equation (ODE)
The condition α > 1 implies that f (u) < 0 for u ∈ (0, ), so 0 is stable. If A < B then f (u) < 0 for u ∈ (0, 1) so 1 is unstable and there are no interior fixed points. If A > B then f (u) > 0 when u is close to 1, so the fixed point at 1 is stable. If C = A/B > 1 there is an unstable interior at v where
Step 3. Durrett and Levin [11] predict that when there is bistability in the limiting ODE (i.e., two stable fixed points) then the density of the equilibrium of the spatial model will be the stronger equilibrium, which can be determined by looking at the sign of the speed of the traveling wave connecting the two fixed points. Since in Step 1 we have taken a limit to get an IDE, we do not need to rely on this heuristic principle. We can use results of Weinberger [27] to prove that this is true for the IDE. That is, there is a constant C 1 so that 0 is the stronger equilibrium and the limit of the IDE if A/B < C 1 , and 1 is the stronger equilibrium if A/B > C 1 .
Step 4A. To prove results about the homogeneous system, we use a "block construction." This technique was invented by in 1988 by Bramson and Durrett [4] and has been used in a large number of examples, see [6] . This application is slightly different than usual since we are on a square and we are proving prolonged survival rather than the existence of a stationary distribution. However, the general outline of the proof is the same.
There is a t 0 < ∞ and an η > 0 so that if L and M are large enough then at times t 0 ≤ t ≤ exp(ηM 2 ) the fraction of the torus occupied by 1's is ≥ 1 − .
(ii) Suppose A/B < C 1 . There is a t 0 < ∞ and an η > 0 so that if L and M are large enough then at times t 0 ≤ t ≤ exp(ηM 2 ) the fraction of the torus occupied by 1's is ≤ .
This implies in particular that coexistence does not occur in the homogeneous system.
Step 4B. To describe the behavior of the heterogeneous system now, we divide the plane into regions where A(x)/B(x) < C 1 and A(x)/B(x) > C 1 . To avoid pathologies we assume (H2) the boundaries A(x)/B(x) = C 1 between these regions are given by a collection of smooth curves.
To prove our result we need another assumption that we later make precise. See the text after Theorem 4 (H3) In each region A(x)/B(x) > C 1 +δ there is a sufficiently large patch with a large enough density of 1's. The remainder of the paper is devoted to the proof of this theorem. Steps 1, 3, 4A, and 4B are carried out in Sections 2, 3, and 4. Since this method has been applied to a large number of examples, we describe the ideas involved and refer to previous work for readers want more details. The analysis in Step 2 can be carried out for the more general model with
with α > 1 > β > 0, or even to models with
with suitable assumptions on G and H, which we now state. If G (0) = 0 and H (0) = ∞ then f (u) < 0 for small u and for u close to 1. Let g(y) = G(y)/y and h(y) = H(y)/y. If C is large enough then f (1/2) = Cg(1/2) − h(1/2) > 0 then there are points v 1 < 1/2 < v 2 with f (v i ) = 0. 0 and v 2 are stable fixed points and v 1 and 1 are unstable. For our analysis to work, we cannot have more than two interior fixed points. Writing the condition for a fixed point as
we see that in order to have at most two interior fixed points for all C there must be a w so that
The main obstacle in proving this is that lack of a suitable dual process. In Section 2, we show that when α is an integer and β = 1, the process can be constructed from a graphical representation in which α neighbors are sampled at potential birth events, and one neighbor is sampled at potential death events. For the more general dynamics introduce above we can instead sample k L neighbors to obtain an estimate of the local density and let k L → ∞ slowly to establish the hydrodynamic limit in Step 1. This approach leads to a number of technical complications so we will not pursue these generalization here.
Hydrodynamic limit
Since the coefficients change slowly on the dispersal scale, it is enough to consider the homogeneous case A(x) ≡ A and B(x) ≡ B. For each site x ∈ Z 2 /L we have a rate A Poisson process B • At each time B • At each time D Given this structure, which is called a graphical representation, we can define a dual process I x,t s starting at x at time t and working backwards in order to determine the state of x at time t. Nothing happens until the first time s so that there is a point B n . Durrett and Neuhauser [9] call this the influence set because if we know the values at I x,t t then we can work up the dual process to determine the state of x at time t.
If at some time, a point that we want to add is already in I x,t s we say that a collision occurs. If t is fixed then in the limit as L → ∞ the probability of a collision tends to 0. In addition if x = y, P (I
To prove Theorem 1 at this point we can repeat the argument from [2] . The convergence of the dual to a branching random walk implies that the probability that the site x is in state 1 at time t converges to a limit v(t, x). Combining (4) with a second moment calculation shows that as L → ∞ the fraction of occupied sites in a small square [ , y) , and the fraction of occupied sites in D(x, 1) converges tov(t, x) , the integral of v(t, x) over D(x, 1). With this established, considering the changes of the process over a small interval [t, t + h] shows that the limit v(t, x) satisfies the IDE.
Analysis of the homogeneous IDE
Weinberger [27] studied the asymptotic behavior as n → ∞ of discrete time iterations u n+1 (x) = (Qu n )(x) where Q acts on functions from u(x) : R d → [0, 1]. Our evolution occurs in continuous time, but our system can be put into his setting by letting (Qu)(x) be the solution at time 1, starting from initial condition u(x). To develop a theory of these iterations Weinberger introduced a number of assumptions. Some of these, like translation invariance, are natural assumptions, but others are somewhat technical. His (3.1), (3.2), (3.3) and (3.5), which are sufficient to obtain the results we will use are satisfied in our case.
In the theory of reaction diffusion equations, traveling wave solutions play an important role. These are solutions to the PDE of the form
where ξ is a fixed direction, i.e., ξ ∈ S d−1 , the d − 1 dimensional sphere of unit vectors in R d . This is a plane wave, i.e., at any time t the value u(t, x) on hyperplanes perpendicular to the direction of movement ξ. Note that the shape of the wave in (5) does not change and it moves with a constant speed ρ.
In the case of a PDE w satisfies an ordinary differential equation, but in the case of a discrete iteration or an IDE it is generally not possible to prove the existence of traveling solutions. (For an exception to this rule see [20] .) Weinberger shows in Section 5 of his paper that it is possible to define a wave speed ρ(ξ) for each direction. In our case the equation is rotationally invariant so all the speeds are the same. Theorems 6.1 and 6.2 in [27] combine to prove the following result in our special case.
Define C 1 so that ρ > 0 when A/B > C 1 and ρ < 0 when A/B < C 1 . Given C > C 1 let v = C −1/(α−1) be the unstable interior fixed point. Consider the particle system on Z 2 /L. If we let L → ∞, then by Theorem 1 the particle system converges to the IDE given in (2) . As in the formulation of Theorem 1, the statement that particle system ξ t has density ≥ u 0 on a square [−aN, aN ] 2 means that if we tile the plane with squares [y, y + L −γ ) × [z, z + L −γ ) in such a way that the origin is the lower-left corner of one of the squares, then the density of 1's in ξ t in each small square is contained in [−aN, aN ] 2 is ≥ u 0 .
• The unstable root is largest when C = C 1 + δ. Let v 0 = (C 1 + δ)
Combining the last three observations and using Theorem 4 3N, 3N ] 2 . Combining this result with the hydrodynamic limit in Theorem 1 gives the analogue of Lemma 2 and produces an event that guarantees the expansion of the particle system. Once this is done, we can again compare with oriented percolation. This time we are working in {x : C(x) ≡ A(x)/B(x) ≥ C 1 + δ}.
but by using an analogue of the construction for the square we can again compare with a one dimensional process.
