We discuss a modification of the chained Rosenbrock function introduced by Nesterov. This function r N is a polynomial of degree four defined for x ∈ R n . Its only stationary point is the global minimizer x * = (1, 1, . . . , 1) T with optimal value zero. A point
Introduction
In their short note [1] , Gurbuzbalaban and Overton refer to Nesterov [2] who introduced the following polynomial of degree 4 for x ∈ R n :
where ρ > 0 is a constant parameter. We refer to this as Nesterovs modification of Rosenbrocks function, or as in [1] , as Chebyshev-Rosenbrock function. It is straightforward to verify that the unique stationary point of r N is the global minimizer x * = (1, 1, . . . , 1) T ; at any other x ∈ R n the gradient ∇r N (x) is nonzero, and lim x →∞ r N (x) = ∞.
Let M denote the set on which p(x) is zero. Then, x i+1 = 2x 2 i − 1 when x ∈ M and 1 ≤ i ≤ n − 1. In other words, x i+1 = T 2 (x i ) where the function T 2 : t → 2t 2 − 1 is the Chebyshev polynomial of degree two. More generally, for t ∈ [−1, 1] the Chebyshev polynomials of degree k are defined via T k (t) = cos(k arccos(t)).
It is well known that the above is indeed a polynomial of degree k, see [3] , and using the above representation of T k , it is straightforward to verify that
also for all other t ∈ R, see [1] .
In particular, for x ∈ M, it follows that x i = T 2 i (x 1 ) for 2 ≤ i ≤ n. The set M ∩ {x | −1 ≤ x i ≤ 1 for 1 ≤ i ≤ n} forms a descent path for r N starting at
T and leading to the global minimizer x * . When moving x 1 from −1 to 1, within M, the variable x n as a function of x 1 follows the graph of T 2 n which has 2 n − 1 local extrema in [−1, 1] . For large n these extremal points lie very close to each other.
The function r N may be regarded as a smooth penalty function for the problem
and ρ may be regarded as a penalty parameter. Since r N is a smooth penalty function, it is not exact, and a descent path for r N starting in M will not necessarily remain within M.
Since the extremal points of x n as a function of x 1 are very close to each other it is conceivable that a descent path for r N might "jump" from one extremal point to the next, and that there are much shorter descent paths starting at x (0) and leading to the global minimizer x * than the path along M. In the next section we show that for a sufficiently large value of ρ which is independent of n, any continuous piecewise linear descent path starting at x (0) and leading to the global minimizer x * has at least 1.44 · 1.618 n linear segments.
Main result 2.1 A linear lower bound
Note that r N (x (0) ) = 1 independent of ρ. The following simple result will be used below: Lemma 2.1 Let the constant ρ in the definition of r N satisfy ρ ≥ 14. Assume that x ∈ R n is given with r N (x) ≤ 1 and that x i = 0 for some i ≤ n − 1. Then,
Proof. We consider the case i ≤ n − 2. Let x with r N (x) ≤ 1 and α ≥ 0, β ≥ 0 be given such that
The third line above proves the first statement. Likewise, we obtain
The right-hand-side is a convex function of α ∈ [0,
, and for ρ = 14 it is minimized at α ≈ 0.25343 with value 0.02987007... > 0. Hence, x i+2 > 0.
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We now consider the case n ≥ 5 and a continuous, piecewise linear path x(t) with x(0) = x (0) and x(1) = x * . To motivate the discussion below, the components x 1 , x 2 , x 3 , x 4 are considered separately:
• By continuity, there is t 1,1 ∈ (0, 1) such that x 1 (t 1,1 ) = 0.
• By Lemma 2.1, x 2 (t 1,1 ) < 0 and x 3 (t 1,1 ) > 0.
• The second component x 2 satisfies x 2 (0) = 1, x 2 (t 1,1 ) < 0, x 2 (0) = 1.
• By continuity, there are t 2,1 ∈ (0, t 1,1 ) and t 2,2 ∈ (t 1,1 , 1) such that x 2 (t 2,1 ) = 0 and x 2 (t 2,2 ) = 0.
• By Lemma 2.1, x 3 (t 2,1 ) < 0, x 4 (t 2,1 ) > 0 and x 3 (t 2,2 ) < 0, x 4 (t 2,2 ) > 0.
• The third component x 3 satisfies
• By continuity, there are
• By Lemma 2.1, x 4 (t 3,i ) < 0 and x 5 (t 3,i ) > 0 for 1 ≤ i ≤ 4.
• The fourth component x 4 satisfies
• Note that we have not established the bound x 4 (t 1,1 ) > 0; the point t 1,1 separating t 3,2 and t 3,3 above. Thus we cannot conclude that there must be a sign change of x 4 between t 3,2 and t 3,3 . We can conclude only that there are least 6 sign changes of x 4 .
In the following we denote by a k a lower bound on the number of sign changes of x k along a descent path from x (0) to x * . We have just established
The following table illustrates the signs of the variables x 1 (t), . . . , x 6 (t) for t ∈ [0, 1], starting with a positive value of x k at t = 0 on the left (except for k = 1) and ending with a positive value at t = 1 on the right. Sign changes of x k are indicated by a "0".
It is somewhat technical to analyze how the sequence a k is continued: First, the lower bound a k doubles at step k leading to a first estimate a k+1 ≈ 2a k . However, at zeros of x k−2 , a sign change of x k+1 cannot be guaranteed, leading to a second estimate a k+1 ≈ 2a k − 2a k−2 . The correction by 2a k−2 , in turn, counts those locations twice where x k−4 has a zero, leading to a third estimate a k+1 ≈ 2a k − 2a k−2 + 2a k−4 . Continuing this argument, one arrives at the exact relation
where a 1,2 = a 2 if k is even and a 1,2 = a 1 if k is odd. Since a 3 = 2a 2 and a 2 = 2a 1 , this can be written as
where a 2,3 = a 3 if k is even and a 2,3 = a 2 if k is odd. Now, consider the relation
Replacing a k−1 with 2a k−2 − a k−3 leads to
Repeating the replacement with a k−3 , a k−5 , . . . we arrive at (2). Thus, for k ≥ 3 relation (3) gives a short recursion for a k . It is straightforward to see that the recursion (3) leads to
Evidently, this is a linear lower bound for the number of sign changes of x k along any continuous descent path from x (0) to x * . In the next subsection, Lemma 2.1 will be tightened by increasing the number ρ leading to an exponential lower bound on the number of linear segments.
An exponential lower bound
In this section an improved lower bound b k for the number of sign changes of x k is derived based on a slightly strengthened version of Lemma 2.1 for ρ ≥ 400. Lemma 2.2 Let the constant ρ in the definition of r N satisfy ρ ≥ 400. Assume that x ∈ R n is given with r N (x) ≤ 1 and that x i = 0 for some i ≤ n − 3. Then, x i+1 < 0, x i+2 > 0, and x i+3 > 0.
Proof. We proceed as in the proof of Lemma 2.1. Let x with r N (x) ≤ 1 and α ≥ 0, β ≥ 0, γ ≥ 0 be given such that
If x i = 0, we replace 
Now, observe that
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• Note that now, we have established the missing bound x 4 (t 1,1 ) > 0. Thus there must be a sign change of x 4 between t 3,2 and t 3,3 . Based on the discussion in Section 2.1, we can conclude that there are least 8 sign changes of x 4 .
By b k we denote a lower bound for the number of sign changes when ρ ≥ 400. In this case, the initial values (1) can be replaced with
Using Lemma 2.2 in place of Lemma 2.1 the recursion (2) can be replaced with
where
Based on (5), relation (3) is replaced with
for k ≥ 4 and initial values given in (4). To obtain the explicit solution of this recursion note that any of the three sequences
satisfies the linear recursion (6), and so does any linear combination ) . The parameters y 1 , y 2 , y 3 can be determined by matching the given values of b 2 , b 3 , b 4 . This leads to a 3 × 3 system of linear equations, the solution of which is given by
For k ≥ 2 we obtain (up to small rounding errors)
For k ≥ 12 this implies b k ≥ 1.44 · 1.618 k . Summarizing we obtain the following theorem: Remarks:
• Note that the above proof also implies that 1 2 b n ≥ 0.72·1.618 n sign changes of x n will occur before x 1 ≥ 0, i.e. before the value of r N is reduced from 1 to 1/4.
• The descent path along M lies inside the box −1 ≤ x i ≤ 1 for all i. Along the first part of this path, when x 1 ≤ 0, the inequalities 1 ≥ ∇r N (x) 2 ≥ 1 2 and ∇ 2 r N (x) 2 ≤ 50ρ hold true independent of n.
• A similar argument regarding the number of segments is true for trust region descent paths with piecewise smooth segments of the form
where B k is a symmetric matrix, e.g. B k = ∇ 2 r N (x (k) ), λ k is the smallest eigenvalue of B k , and g (k) can be chosen, for example, as g (k) = ∇r n (x (k) ). Any such path segment will intersect a given hyperplane "x i = 0" at most n times. Hence, a trust region descent path with segments of the above form will consist of at least b n /n segments, again an exponential bound.
• For larger values of ρ that depend on n, the tightening of Lemma 2.1 presented in Lemma 2.2 can be extended further so that x i = 0 implies x i+1 < 0 and x j > 0 for all j = i + 2, . . . , n. Such extension will lead to 2 n−1 sign changes of x n . The aim of this short note is to estabish an exponential bound also for a fixed value of ρ.
• As noted by Nesterov, [2] , it is somewhat surprising that the function r N has at most two local minimizers along any given straight line in R n (since r N is a polynomial of degree 4), but the level set {x | r N (x) ≤ 1} nevertheless is rather complicated.
Discussion
Nesterov proposed a smooth modification r N of Rosenbrocks function where the only stationary point is the global minimizer with optimal value zero. The constant ρ defining the Rosenbrock function is chosen independent of the dimension. A starting point x 0 is provided with r N (x 0 ) = 1 and ∇r N (x 0 ) 2 = 1. For such functions the goal
• Reduce the function value by 75% is considered; the example given here shows that any first or second order descent method will require a number of steps that grows at least exponentially with the dimension n to reach this goal.
