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Abstract
We prove pointwise and Lp-gradient comparison results for solutions to elliptic Dirichlet prob-
lems defined on open subsets of a (possibly non-smooth) space with positive Ricci curvature (more
precisely of an RCD(K,N) metric measure space, with K > 0 and N ∈ (1,∞)). The obtained
Talenti-type comparison is sharp, rigid and stable with respect to L2/measured-Gromov-Hausdorff
topology; moreover it seems new even for smooth Riemannian manifolds. As applications of such
Talenti-type comparison, we prove a series of improved Sobolev-type inequalities, and an RCD
version of the St. Venant-Pólya torsional rigidity comparison theorem (with associated rigidity and
stability statements). Finally, we give a probabilistic interpretation (in the setting of smooth Rie-
mannian manifolds) of the aforementioned comparison results, in terms of exit time from an open
subset for the Brownian motion.
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1 Introduction
In the study of geometric and variational problems in Euclidean spaces, a tool which often proves
useful is the technique of symmetrization: one can frequently simplify a complex problem by
reducing it to the study of spherically symmetric objects. Specifically, the classical notion of Schwarz
symmetrization of a function plays a notable role in proving results such as the Rayleigh-Faber-
Krahn Inequality, as well as several variational inequalities for differential boundary problems. The
rough idea is the following: for any bounded measurable domain Ω ⊂ Rn, one considers the unique
ball Ω⋆ ⊂ Rn centered at the origin and having the same volume of Ω; then, given a measurable
function u : Ω→ [0,∞), one constructs a “symmetrized” function u⋆ : Ω⋆ → [0,∞) which is radial,
decreases in the radial variable, and its super-level sets {u⋆ > t} have the same Lebesgue measure
as the corresponding super-level sets {u > t} of u.
The idea of using symmetrizations to infer comparison results for elliptic boundary value prob-
lems goes back (at least) to the proofs by Faber [Fab23] and Krahn [Kra25] of Lord Rayleigh’s
conjecture about the principal frequency for an elastic membrane, and to the work of Szegő [Sze50;
Sze58] on the clamped and buckling plate problems. Estimates on solutions to differential boundary
value problems via Schwarz symmetrization have been then obtained by several mathematicians, let
us mention Weinberger [Wei62], Bandle [Ban76], Talenti [Tal76], P. L. Lions [Lio79], Alvino-Lions-
Trombetti [ATL90]. The corresponding paradigmatic result is now well known in the literature as
“Talenti comparison theorem”, and we keep such terminology.
The basic idea is to compare the outcomes of the following two procedures:
(a) Solve a Poisson problem of the type{
−∆u = f in Ω ⊂ Rn
u = 0 on ∂Ω
, (1)
with f ∈ L2(Ω); then consider the Schwarz symmetrization u⋆ of u.
(b) Solve the symmetrized Poisson problem{
−∆v = f⋆ in Ω⋆ ⊂ Rn
v = 0 on ∂Ω⋆
. (2)
Talenti [Tal76], sharpening the aforementioned [Wei62; Ban76], proved that the pointwise inequality
u⋆ ≤ v holds L n-almost everywhere in Ω⋆; moreover, if u⋆ = v holds almost everywhere in Ω⋆,
then Ω itself was already a ball. We refer the reader to [Ban80; Bae19; Lio79; Kes06; PS51] for
different proofs and related topics.
The aim of the present work is to generalize such a comparison result to a curved, possibly
non-smooth, setting.
The framework of the paper is the one of metric measure spaces with Ricci curvature bounded
below (by a constant K > 0) and dimension bounded above (by N ∈ (1,∞)) in a synthetic sense,
via optimal transport. Recall that a metric measure space is a triplet (X, d,m) where (X, d) is a
complete separable metric space, and m is a non-negative Borel measure finite on bounded sets.
More precisely, the paper will be in the framework of RCD(K,N) spaces, with K > 0 and N ∈
(1,∞). We refer the reader to Section 2.2 for more details about the definition and the relevant
literature; for the sake of this introduction, we only mention that the class of RCD(K,N) spaces
includes as remarkable examples:
• Riemannian manifolds with Ricci curvature ≥ K and dimension ≤ N , as well as their
measured-Gromov-Haudorff limits;
• Alexandrov spaces with Hausdorff dimension ≤ N and curvature ≥ K/(N − 1).
Moreover, if K > 0, a generalized version of the Bonnet-Myers theorem implies that spt(m) is
compact and thus m(X) <∞. Up to a constant normalization of the measure, we can thus assume
that m(X) = 1 (see Remark 2.7).
Let us stress that the results of the paper seems new even for smooth Riemannian manifolds with
Ricci curvature bounded below by a positive constant.
It is worth to mention that, while in the Euclidean setting the Schwarz symmetrization is
defined on balls in the very same Euclidean space, for the curved setting of an RCD(K,N) space
the symmetrization is defined on a “model space” depending only on K > 0 and N ∈ (1,∞). Such
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a model space is given by an interval JK,N of the real line, endowed with the Euclidean distance
and a measure which is absolutely continuous with respect to the Lebesgue measure:
JK,N
.
=
[
0, π
√
N−1
K
]
, hK,N (t)
.
= 1cK,N sin
N−1
(
t
√
K
N−1
)
, mK,N
.
= hK,NL
1, (3)
where cK,N is a normalizing constant. Observe that, when N ≥ 2 is an integer, such a model
space naturally corresponds to a round sphere of dimension N and constant Ricci curvature K (see
Remark 2.9).
The main result of the paper is a Talenti-type comparison theorem where we compare the weak
solution to a Poisson problem as in (1) defined on an open set Ω of an RCD(K,N) space (K > 0,
N ∈ (1,∞)) with the solution of an analogous Poisson problem defined on the model space (3) (see
Theorem 3.10). Actually, we consider more generally any second order elliptic operator arising as
infinitesimal generator of any strongly local, uniformly elliptic Dirichlet form (see Section 3). The
comparison is (trivially) sharp as equality is attained in the model space (3), which is RCD(K,N).
We will also establish:
• A rigidity result (Corollary 4.3) roughly stating that if equality in the Talenti-type comparison
Theorem 3.10 is achieved, then the space is a spherical suspension;
• A stability result (Theorem 4.13) roughly stating that equality in the Talenti-type comparison
Theorem 3.10 is almost achieved (in L2-sense) if and only if the space is mGH-close to a
spherical suspension.
Finally, as applications of the Talenti-type comparison Theorem 3.10, we will establish:
• A series of Sobolev-type inequalities that to best of our knowledge are new in the framework
of RCD(K,N) spaces (Corollary 5.2);
• An RCD(K,N) version of the St. Venant-Pólya torsional rigidity comparison theorem, with
associated rigidity and stability statements (Theorem 5.3).
• A probabilistic interpretation (in the setting of smooth Riemannian manifolds) of the compar-
ison results obtained in the paper, in terms of exit time from an open subset for the Brownian
motion (Corollary 6.3).
For the reader’s convenience, the Appendix gives a self-contained presentation of the statements of
the main results for a smooth Riemannian manifold with positive Ricci curvature (as they seems
to be new even in this setting).
Acknowledgements
A.M. is supported by the European Research Council (ERC), under the European’s Union Horizon
2020 research and innovation programme, via the ERC Starting Grant “CURVATURE”, grant
agreement No. 802689.
2 Preliminaries
2.1 Perimeters, isoperimetric profiles and Sobolev spaces
Throughout the paper, (X, d,m) is a metric measure space with (X, d) a complete and separable
metric space (actually, as a consequence of the assumptions of our main theorems, (X, d) will be
compact) and m is a Borel probability measure on X with spt(m) = X (see Remark 2.7 below for a
justification of such standing working assumptions). We start by recalling the notion of slope of a
real-valued function.
Definition 2.1 (Slope). Let (X, d) be a metric space and u : X → R be a real valued function. We
define the slope of f at the point x ∈ X as
|∇u|(x) .=
{
lim supy→x
|u(x)−u(y)|
d(x,y) if x is not isolated
0 otherwise.
From now on Lip(X) = Lip(X, d) will denote the space of Lipschitz maps on (X, d), while
Lipc(X) = Lipc(X, d) will be the subspace of compactly supported Lipschitz maps.
Given a metric measure space (X, d,m), one can introduce a notion of perimeter which extends
the classical one on Rn. The following definition was first introduced in [Mir03] and further explored
in [Amb01; Amb02]:
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Definition 2.2 (Perimeter). Let E ∈ B(X), where B(X) denotes the class of Borel sets of (X, d),
and let A ⊂ X be open. We define the perimeter of E relative to A as:
Per(E;A)
.
= inf
{
lim inf
n→∞
∫
A
|∇un| dm
∣∣∣∣ un ∈ Lip(A), un → χE in L1(A,m)
}
,
where |∇u|(x) is the slope of u at the point x.
If Per(E;X) <∞, we say that E is a set of finite perimeter.
When E is a fixed set of finite perimeter, the map A 7→ Per(E;A) is the restriction to open sets
of a finite Borel measure on X, defined as
Per(E;B)
.
= inf{Per(E;A) | A open, A ⊃ B}.
Definition 2.3 (Isoperimetric profile). Let (X, d,m) be a metric measure space with m(X) = 1.
The isoperimetric profile I = I(X,d,m) : [0, 1]→ [0,+∞) is defined as
I(X,d,m)(v) .= inf{Per(E) | E ∈ B(X),m(E) = v}, v ∈ [0, 1]. (4)
Finally, we recall the notion of Cheeger energy of an Lp function, which will be used to define
Sobolev spaces on metric measure spaces. For a review of this theory, we refer the reader to
[AGS14a; Amb18], as well as the pioneering work [Che99]; as it is shown in those references, the
definition ofW 1,p through the Cheeger energy is not the only approach available, but one can prove
that other relevant strategies (Newtonian spaces; spaces of functions admitting an integration by
part formula) turn out to be equivalent.
Definition 2.4 (Cheeger energy). Let (X, d,m) be a metric measure space, let p ∈ (1,+∞) and
let f ∈ Lp(X,m). The p-Cheeger energy of f is defined as
Chp(f)
.
= inf
{
lim inf
n→∞
1
p
∫
|∇fn|p dm
∣∣∣∣∣ fn ∈ Lip(X) ∩ L
p(X,m)
‖fn − f‖Lp → 0
}
, (5)
where |∇fn|(x) is the slope of fn at the point x.
Definition 2.5 (Sobolev spaces). Given (X, d,m) metric measure space, p ∈ (1,+∞), and an open
subset Ω ⊂ X, we define:
1. The space W 1,p(X, d,m) as the space of functions f ∈ Lp(X,m) with finite p-Cheeger energy,
endowed with the norm
‖f‖W 1,p(X,d,m)
.
=
{
‖f‖Lp(X,m) + pCh(f)
} 1
p
which makes W 1,p(X, d,m) a Banach space.
2. The space W 1,p0 (Ω) as the closure of Lipc(Ω) with respect to the norm of W
1,p(X, d,m).
For any f ∈ W 1,p(X, d,m), one can single out a distinguished object |∇f |w ∈ Lp(X,m), which
plays the role of the modulus of the gradient and provides the integral representation
Chp(f) =
1
p
∫
|∇f |pw dm;
this function is called the minimal p-weak upper gradient or the minimal relaxed slope of f and can
be obtained through an optimal approximation in Equation (5). We refer the reader to [HKST15;
BB11; Che99; AGS14a] for details. A priori the minimal p-weak upper gradient may depend on
p; however in locally doubling and Poincaré spaces (and RCD(K,N) spaces are so, see [Stu06b;
Raj12]) it is independent of p by the deep work of Cheeger [Che99].
We now introduce a local notion of Sobolev space, which will be needed in Section 4.2, and
relies on the definition given in [AH18, Definition 2.14]. We specialize to the case p = 2, which is
the only one we will use.
Definition 2.6 (Local Sobolev space). Let (X, d,m) be a metric measure space and let Ω ⊂ X be
an open subset. We say that f ∈ L2(Ω,m) belongs to W 1,2(Ω, d,m) if
(a) for any φ ∈ Lipc(X, d) with spt(φ) ⊂ Ω, it holds φf ∈ W 1,2(X, d,m) (where W 1,2(X, d,m) is
the global Sobolev space defined in Definition 2.5);
(b) |∇f |w ∈ L2(Ω,m).
Notice that the property (a), together with the locality properties of the minimal weak upper
gradient, guarantees that the condition in (b) is well posed (see again [AH18]).
4
2.2 Curvature-dimension bounds and infinitesimal Hilbertianity
All the results in the paper will be in the framework of RCD(K,N) spaces. We recall here very
briefly and schematically the main definitions involved (for more details see the original papers
[LV09; Stu06a; Stu06b; AGS14b; AGMR15; Gig15; EKS15; AMS19; CM16] or [Amb18] for a
survey on the subject). In what follows, (X, d,m) will be a complete and separable metric measure
space.
• For any metric space (Y, dY), we denote by P(Y) the space of Borel probability measures on
Y, and by P2(Y) the space of Borel probability measures with finite second moment.
• The Wasserstein distance W2 on P2(X) is defined as
W2(µ0, µ1)
.
= inf
{∫
X×X
d
2(x, y) dγ(x, y)
∣∣∣∣ γ ∈ P(X × X), π(0)♯ γ = µ0, π(1)♯ γ = µ1
}
, (6)
for any µ0, µ1 ∈ P2(X), where π(0) is the projection on the first component, π(1) is the
projection on the second component, and the subscript ♯ indicates the pushforward of the
measure.
• The space Geo(X) is the space of constant speed geodesics on X:
Geo(X)
.
= {γ ∈ C([0, 1],X) | d(γ(s), γ(t)) = |s− t|d(γ(0), γ(1)) for any s, t ∈ [0, 1]}.
For any t ∈ [0, 1], the evaluation map et is defined on Geo(X) as
et(γ)
.
= γ(t) for any γ ∈ Geo(X).
• For any pair of measures µ0, µ1 in P2(X), the set of dynamical optimal plans are defined as
OptGeo(µ0, µ1)
.
= {ν ∈ P(Geo(X)) | (e0, e1)♯ν realizes the minimum in Equation (6)}.
• For any θ > 0 and t ∈ [0, 1], the distortion coefficients are defined as
τ
(t)
K,N (θ)
.
= t
1
N σ
(t)
K,N (θ)
N−1
N ,
where
σ
(t)
K,N (θ)
.
=


∞ if Kθ2 ≥ Nπ2
sin(tθ
√
K/N)
sin(θ
√
K/N)
if 0 < Kθ2 < Nπ2
t if Kθ2 < 0 and N = 0, or if Kθ2 = 0
sinh(tθ
√
K/N)
sinh(θ
√
K/N)
if Kθ2 ≤ 0 and N > 0
.
• The Rényi entropy functional E : P(X)→ [0,∞] is defined as
E(µ) .=
∫
X
ρ1−
1
N dm, where µ = ρm+ µs and µs ⊥ m.
• CD condition: we say that (X, d,m) verifies the CD(K,N) condition for some K ∈ R, N ∈
(1,∞) if: for any pair of probability measures µ0, µ1 ∈ P(X) with bounded support and with
µ0, µ1 ≪ m, there exists ν ∈ OptGeo(µ0, µ1) and an optimal plan π ∈ P(X × X) such that
µt
.
= (et)♯ν ≪ m and
EN ′(µt) ≥
∫ [
τ
(1−t)
K,N ′ (d(x, y))ρ
−
1
N ′
0 + τ
(t)
K,N ′(d(x, y))ρ
−
1
N ′
1
]
dπ(x, y)
for any N ′ ≥ N , t ∈ [0, 1].
• We say that (X, d,m) is infinitesimally Hilbertian if the Cheeger energy Ch2 defined in (5) is
a quadratic form on W 1,2(X, d,m). In that case, we still denote by Ch the symmetric bilinear
form associated to Ch = Ch2.
• We say that (X, d,m) satisfies the RCD(K,N) condition if it satisfies the CD(K,N) condition
and it is infinitesimally Hilbertian.
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Remark 2.7 (Scaling properties and standard normalizations). One can define the RCD(K,N)
condition for a complete and separable metric space endowed with a non-negative Borel measure
which is finite on bounded subsets. From the very definitions, it is not difficult to check that for
any λ and c > 0 the following implication holds
(X, d,m) is an RCD(K,N) space =⇒ (X, λd, cm) is an RCD(λ−2K,N) space. (7)
If K > 0, the Bonnet-Myers Theorem (proved for CD(K,N) spaces in [Stu06b]) implies that (X, d)
is compact with m(X) ∈ (0,∞). Thanks to the scaling property (7), up to constant scalings, it is
not restrictive to assume m(X) = 1 and K = N − 1.
2.3 1-dimensional model spaces
In this Section we recall the 1-dimensional “model” metric measure spaces with Ricci curvature
bounded below by K > 0 and N ∈ (1,∞) singled out in [Gro07, Appendix C] and [Mil15] on
which we will construct the needed symmetrizations. Let K > 0 and N ∈ (1,∞). Let JK,N be the
interval
JK,N
.
=
[
0, π
√
N−1
K
]
,
and define the following probability density function on JK,N :
hK,N (t)
.
=
1
cK,N
sinN−1
(
t
√
K
N−1
)
,
where cK,N is the normalizing constant
cK,N
.
=
∫
JK,N
sinN−1
(
t
√
K
N−1
)
dL 1(t).
Definition 2.8 (Model spaces). Let K > 0 and N ∈ (1,∞). We define the one dimensional
model space with curvature parameter K and dimension parameter N as (JK,N , deu,mK,N), where
mK,N
.
= hK,NL
1
xJK,N and deu is the standard euclidean distance.
Remark 2.9. When N ∈ N, mK,N ([0, x]) represents the measure of the geodesic ball of radius x
on the N -dimensional sphere of Ricci curvature K, endowed with the canonical metric. Notice
however that Definition 2.8 makes sense when N is not a natural number as well.
Notation 2.10. For the sake of convenience, we will also denote by HK,N the cumulative distri-
bution function of mK,N , i.e.:
HK,N (x)
.
= mK,N ([0, x]) =
∫ x
0
hK,N (t) dt.
The following Lemma is an elementary consequence of the definitions of hK,N and HK,N :
Lemma 2.11. Let K > 0 and N ∈ (1,∞) be fixed. Then:
1. If γ1(K,N)
.
= 1cK,N
(
K
N−1
)N−1
2
, then
lim
t→0+
hK,N (t)
tN−1
= γ1(K,N), and hK,N(t) ≤ γ1(K,N)tN−1 ∀t ∈ JK,N .
Moreover, for any r1 ∈
(
0, π
√
N−1
K
)
there exists C = C(r1,K,N) > 0 such that
hK,N (t) ≥ C tN−1, ∀t ∈ (0, r1).
2. HK,N is invertible on JK,N ; moreover, if γ2(K,N)
.
= γ1(K,N)N :
lim
t→0+
HK,N (t)
tN
= γ2(K,N), and HK,N (t) ≤ γ2(K,N)tN ∀t ∈ JK,N ;
lim
t→0+
H−1K,N (t)
t
1
N
=
1
γ2(K,N)
1
N
, and H−1K,N (t) ≥
1
γ2(K,N)
1
N
t
1
N ∀t ∈ (0, 1).
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For the model space JK,N defined before, we can find an almost explicit expression for the
isoperimetric profile.
Lemma 2.12 (Isoperimetric profile of JK,N ). The isoperimetric profile IK,N of the model space
(JK,N , deu,mK,N )
is given by the following formula:
IK,N (v) = hK,N (H−1K,N (v)), v ∈ [0, 1].
Moreover, the inf in Equation (4) is attained at the intervals
(0, H−1K,N(v)) and (H
−1
K,N (1− v), DK,N ), (8)
where DK,N
.
= π
√
N−1
K .
In other words: IK,N (v) coincides with the density function computed at the point x such that
mK,N([0, x]) = v.
Proof. The proof is a slight modification of [Bob96], we include it here for the reader’s convenience.
Thanks to [CM18, Proposition 3.1], we know that if E has finite perimeter in JK,N , then it is
mK,N -equivalent to a countable union of closed disjoint intervals, i.e. there exists a sequence of
pairwise disjoint intervals {[ai, bi]}i∈N such that [ai, bi] ⊂ JK,N and
mK,N
(
E△
⋃
i∈N
[ai, bi]
)
= 0, (9)
thus it suffices to consider such unions. Moreover, by the same result, if Equation (9) holds then
one has:
Per(E) =
∞∑
i=0
(hK,N (ai) + hK,N (bi)).
Step 1: We claim that the intervals in Equation (8) are minimal among the class of closed
intervals. Let v ∈ (0, 1); notice that the problem trivializes at 0 and 1. We denote by fv :
(0, H−1K,N(1 − v))→ JK,N the function defined by
fv(x)
.
= H−1K,N (HK,N (x) + v),
that is: fv(x) is the unique element of JK,N such that the interval (x, fv(x)) has measure v. Notice
that HK,N (fv(x)) −HK,N (x) = v, thus hK,N (fv(x))f ′v(x) = hK,N (x).
Moreover, we denote by pv : (0, H
−1
K,N(1 − v))→ (0,+∞) the function
pv(x)
.
= Per((x, fv(x))) = hK,N (x) + hK,N (fv(x)).
By differentiating with respect to x, one finds:
p′v(x) = h
′
K,N (x) + h
′
K,N (fv(x))f
′
v(x) = hK,N (x)
(
h′K,N(x)
hK,N(x)
+
h′K,N (fv(x))
hK,N (fv(x))
)
.
By easy computations, one can see that the map z 7→ h
′
K,N (z)
hK,N (z)
coincides with
z 7→
√
K(N − 1) cot
(√
K
N−1z
)
,
thus it is always decreasing; on the other hand, fv(·) is strictly increasing. As a consequence, the
map x → p′v(x)hK,N (x) is strictly decreasing; moreover, it tends to +∞ when x ↓ 0, while it tends to
−∞ when x ↑ H−1K,N (1 − v). This means there exists a value xv such that p′v > 0 on (0, xv) and
p′v < 0 on
(
xv, H
−1
K,N (1− v)
)
; noting that by symmetry pv(0) = pv(H
−1
K,N (1− v)), we conclude that
the sets in Equation (8) are minimal for the perimeter among intervals.
We also notice that
xv <
DK,N
2
and f(xv) >
DK,N
2
(10)
7
must hold. Indeed, by exploiting the symmetry of hK,N (i.e., the fact that hK,N (DK,N − x) =
hK,N (x) for any x ∈ JK,N ), it is easy to see that for any x ∈
(
0, H−1K,N (1− v)
)
the identity
mK,N ([DK,N − fv(x), DK,N − x]) = v
holds, so that fv(DK,N − fv(x)) = DK,N − x. As a consequence,
pv(x) = hK,N (DK,N − x) + hK,N(DK,N − fv(x))
= hK,N (DK,N − fv(x)) + hK,N (fv(DK,N − fv(x))) = pv(DK,N − fv(x)).
Since pv attains its maximum uniquely at xv, it must hold thatDK,N−fv(xv) = xv. This, combined
with the fact that f(xv) > xv, proves Equation (10).
Step 2: We claim that the intervals in Equation (8) are also minimal among finite unions of
closed intervals. Let now
E =
n⋃
i=1
[ai, bi], n ≥ 2,
with a1 ≥ 0, bn ≤ DK,N , and bi−1 < ai < bi < ai+1. Denote by vi the measure mK,N ([ai, bi]).
We will move each interval to the left or to the right, keeping the measure constant and lowering
the perimeter. Notice that at least one of the following conditions holds true:
a1 < xv1 or an > xvn ;
indeed, if a1 ≥ xv1 , then an > b1 ≥ f(xv1) > DK,N2 > xvn (here Equation (10) has been used). Up
to a reflection, we can assume without loss of generality that a1 < xv1 . Then we define E0 as
E0
.
= [0, fv1(0)] ∪
n⋃
i=2
[ai, bi].
E0 now has the same measure as E and smaller perimeter. If n = 2, we skip to the end of
the procedure; if otherwise n > 2, we proceed inductively in the following way: at each step
1 ≤ j ≤ n− 2, the set Ej−1 will be the union of n+ 1− j closed intervals:
Ej−1 =
n+1−j⋃
i=1
[aji , b
j
i ], v
j
i
.
= mK,N
(
[aji , b
j
i ]
)
,
with aj1 = 0. We consider the second of those intervals:
• if aj2 ≤ xvj
2
, then we replace [0, bj1] and [a
j
2, b
j
2] with [0, fvj
1
+vj
2
(0)].
• if aj2 > xvj
2
, then we replace [aj2, b
j
2] and [a
j
3, b
j
3] with
[
f−1
vj
2
+vj
3
(bj3), b
j
3
]
.
The new set Ej is a union of n − j closed intervals, having the same mK,N -measure of Ej−1 and
smaller or equal perimeter.
At the end of the procedure, we are left with the union of two intervals; applying the same
argument once again, the final set E˜ is either the interval [0, fv(0)] (in which case the claim is
proven), or a union of type [0, b˜] ∪ [a˜, DK,N ]. In the latter case, however, we can repeat the above
argument for the interval [b˜, a˜] and the measure 1−v: we move it to the left or to the right applying
the same criterion as before, and take the complementary in JK,N . This is an interval of the same
type as Equation (8), with the same measure of E but lower perimeter.
Step 3: Finally, we show that the intervals in Equation (8) are also minimal among countable
unions of disjoint intervals. Assume E =
⋃
i∈N[ai, bi]. Since E has finite perimeter, the only
accumulation points for the ai’s can be 0 and DK,N . Assume 0 is an accumulation point; fix ı¯ such
that bı¯ <
DK,N
4 and let I
.
= {i ∈ N | bi ≤ bı¯}. Let E¯ .=
⋃
i∈I [ai, bi] and v¯
.
= mK,N (E¯). The set
[0, fv¯(0)] ∪
⋃
i∈N\I
[ai, bi]
has the same measure and lower perimeter than E. Repeating, if necessary, the procedure at DK,N ,
we find a set which is a finite union of closed intervals and lowers the perimeter of E, so we can
recover the result from Step 2.
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2.4 Rearrangements and symmetrizations
Throughout the section (X, d,m) will be a metric measure space with m(X) = 1 and Ω ⊂ X an open
subset.
Definition 2.13 (Distribution function). Let u : Ω → R be a measurable function. We define its
distribution function µ = µu : [0,+∞)→ [0,m(Ω)] as
µ(t)
.
= m({|u| > t}).
Remark 2.14. Our definition of distribution function differs from the one adopted in [Kes06], but
coincides instead with the one used in the original paper by Talenti [Tal79]: indeed, [Kes06] defines
µ(t) as the measure of the superlevel {u > t} for any t ∈ R.
Definition 2.15 (Decreasing rearrangement u♯). Let u : Ω → R be a measurable function. We
define u♯ : [0,m(Ω)]→ [0,∞] as
u♯(s)
.
=
{
ess sup |u| if s = 0
inf{t ∈ [0,+∞) | µu(t) < s} if s > 0
. (11)
The decreasing rearrangement u♯ plays the role of a generalized inverse of the distribution
function µ = µu:
• if µ is continuous at t¯ with µ(t¯) = s¯, and µ is not constant in any interval of the type [t¯, t¯+ δ)
with δ > 0, then u♯(s¯) = t¯;
• if µ is continuous at t¯ with µ(t¯) = s¯, and [t¯, t¯+ δ¯) is the largest interval of this type on which
µ is constant, then u♯(s¯) = t¯+ δ¯;
• if µ has a jump discontinuity at t¯, with limτ→t¯± µ(τ) = s¯±, then u♯(s¯) = t¯ for any s ∈ (s¯−, s¯+].
As the name itself suggests, u♯ can be easily shown to be non-increasing; moreover, it is by definition
left-continuous.
Finally, we define the Schwarz symmetrization of a function u defined on a RCD(K,N) space.
Notice that the condition CD(K,N) on curvature and dimension, together with the assumption
that (X, d,m) is essentially non-branching, would be enough to ensure a Pólya-Szegő inequality, as
shown in [MS19].
Definition 2.16 ((K,N)-Schwarz symmetrization). Let (X, d,m) be a metric measure space sat-
isfying the RCD(K,N) condition for some K > 0 and N ∈ (1,∞). Let Ω ⊂ X be a Borel
subset with measure m(Ω) = v ∈ [0, 1] and u : Ω → R be a Borel measurable function. Let
R = RK,N,v > 0 be such that mK,N ([0, R]) = v. We define the (K,N)-Schwarz symmetrization
u⋆K,N = u
⋆ : [0, R]→ [0,∞] as u⋆ .= u♯ ◦HK,N ; explicitly:
u⋆(x)
.
= u♯(mK,N ([0, x])). (12)
Remark 2.17. Being the composition of HK,N , which is increasing, and u
♯, which is non-increasing,
u⋆ is still a non-increasing function.
We state here a collection of useful facts concerning the decreasing rearrangement of a function:
these are quite standard and can be found for instance in [Kes06, Chapter 1] in the context of
Euclidean spaces (grounding on a slightly different definition of µu, see our Remark 2.14); the
proofs contained there still work with very few straightforward modifications.
Proposition 2.18. Let (X, d,m) be an RCD(K,N) metric measure space for some K > 0 and
N ∈ (1,∞), with m(X) = 1, let Ω ⊂ X be a Borel subset with measure m(Ω) = v ∈ [0, 1] and let
u : Ω → R be a measurable function; let u♯ : [0, v] → [0,∞] be its decreasing rearrangement and
u⋆ : [0, H−1K,N(v)]→ [0,∞] be its (K,N)-Schwarz symmetrization. Denote R = RK,N,v
.
= H−1K,N (v).
(a) u, u♯ and u⋆ are equimeasurable, in the sense that
m({|u| > t}) = L 1({u♯ > t}) = mK,N({u⋆ > t})
for all t > 0. The same identities hold true with the symbols ≥, <, ≤ instead of >.
(b) If u ∈ Lp(Ω,m) for some 1 ≤ p ≤ ∞, then u♯ ∈ Lp([0, v],L 1) and u⋆ ∈ Lp([0, RK,N,v],mK,N).
The converse implications also hold. In that case, moreover,
‖u‖Lp(Ω,m) = ‖u♯‖Lp([0,v],L 1) = ‖u⋆‖Lp([0,RK,N,v],mK,N ).
9
(c) If u, v ∈ Lp(Ω,m) for some 1 ≤ p ≤ ∞, then∥∥u⋆ − v⋆∥∥
Lp([0,RK,N,v],mK,N)
=
∥∥u♯ − v♯∥∥
Lp([0,v],L 1)
≤ ‖u− v‖Lp(Ω,m).
Lemma 2.19. Let Ω ⊂ X have finite measure; let f : Ω → R be integrable and let E ⊂ Ω be
measurable. Then: ∫
E
f dm ≤
∫
m(E)
0
f ♯(s) ds.
Moreover, if f is non-negative, equality holds if and only if (f
∣∣
E
)♯ ≡ (f ♯)
∣∣
[0,m(E)]
.
Proof. The proof is analogous to the one proposed in [Kes06, Chap. 1] in Euclidean setting, we
report it briefly for the reader’s convenience. Preliminarily, we observe that∫
E
f dm ≤
∫
E
|f | dm and f ♯ = |f |♯,
thus we can assume without loss of generality that f is non-negative.
First notice that, by equimeasurability,∫
E
f dm =
∫
m(E)
0
(f
∣∣
E
)♯(s) ds. (13)
Moreover, for any t ∈ R, we have:{
x ∈ E
∣∣ f ∣∣
E
> t
}
= E ∩ {x ∈ Ω | f > t} ⊂ {x ∈ Ω | f > t},
thus whenever s < m(E):{
t > 0
∣∣ m(f ∣∣
E
> t
)
< s
} ⊃ {t > 0 | m(f > t) < s}.
As a consequence, taking the infimum of the two sets in the previous inclusion, we get the inequality
(f
∣∣
E
)♯(s) ≤ f ♯(s),
which gives, together with Equation (13), the desired result.
Finally, we give a (necessary and) sufficient condition for a function to coincide with its (K,N)-
Schwarz symmetrization.
Lemma 2.20. Let φ : JK,N → [0,+∞) be a non-increasing and non-negative function. Then
φ⋆(x) = φ(x) for all x ∈ JK,N \ L, where L is a countable set.
Proof. The claim is equivalent to showing that φ♯ = φ ◦H−1K,N except on a countable set, that is:
inf{t | mK,N ({φ > t}) < s} = φ ◦H−1K,N (s), s ∈ [0, 1] (14)
out of a countable set. Let L ⊂ JK,N be the set of points where φ is not left continuous (which is
countable since φ is nonincreasing), and fix any s ∈ [0, 1] \HK,N (L).
If mK,N({φ > t}) < s for some t, then mK,N ({φ > t}) < mK,N ([0, H−1K,N (s)]) and thus
{φ > t} ( [0, H−1K,N(s)].
We infer that φ(H−1K,N (s)) ≤ t, and thus
φ ◦H−1K,N (s) ≤ inf{t | mK,N({φ > t}) < s}, ∀s ∈ [0, 1] \HK,N (L). (15)
Assume by contradiction that the inequality in (15) is strict for some s0 ∈ (0, 1] \HK,N (L). Then
there exists ǫ > 0 such that
φ ◦H−1K,N (s0) + ǫ < inf{t | mK,N({φ > t}) < s0}. (16)
Since by assumption φ is left-continuous at s0, we can find σ < s0 such that
φ(H−1K,N (σ)) < φ(H
−1
K,N (s0)) + ǫ. (17)
Since {φ > φ(H−1K,N (σ))} ⊂ [0, H−1K,N (σ)], we infer that
mK,N ({φ > φ(H−1K,N (σ))}) ≤ σ < s0. (18)
The combination of (16), (17) and (18) yields the contradiction
φ(H−1K,N (σ)) < inf{t | mK,N ({φ > t}) < s0} ≤ φ(H−1K,N(σ)).
This concludes the proof.
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2.5 Poisson problem on the model space
As already mentioned, the main content of this note is a comparison between the symmetrization
of the solution of an elliptic problem on (X, d,m) and the solution of a symmetrized problem on
the model space. We define here the “model problem” on the unidimensional space JK,N (see for
example [Amb18, Section 3] for more details about Laplacians on weighted spaces).
Notation 2.21 (Sobolev space on JK,N ). For a subinterval I ⊂ JK,N , we define
W 1,2(I, deu,mK,N)
.
=
{
v ∈ L2(I,mK,N )
∣∣ v′ ∈ L2(I,mK,N )},
where v′ is the distributional derivative defined by∫
I
vφ′ dL 1 = −
∫
I
v′φdL 1 ∀φ ∈ C∞c (I).
We will also endow such space with the norm
‖v‖W 1,2(I,deu,mK,N )
.
= ‖v‖L2(I,mK,N ) + ‖v′‖L2(I,mK,N ).
Remark 2.22. The Sobolev space in Notation 2.21 coincides with the local Sobolev space already
defined in Definition 2.6, specializing the latter to the metric measure space (I, deu,mK,N).
Definition 2.23 (Laplacian on the model space). Let K > 0 and N ∈ (1,∞). We define the
weighted Laplacian ∆K,N : C2(J˚K,N )∩C1(JK,N )→ C0(J˚K,N ) on the interval J˚K,N as:
∆K,Nη
.
= η′′ + (log(hK,N ))
′η′ = η′′ +
h′K,N
hK,N
η′. (19)
Notice that, for any η∈ C2(J˚K,N ) ∩ C1(JK,N ) and any function φ∈ C1(J˚K,N ) ∩ C0(JK,N ), using
that hK,N = 0 on ∂JK,N , one has∫
JK,N
η′φ′ dmK,N = −
∫
JK,N
(
φη′′hK,N + φη
′h′K,N
)
dL 1 = −
∫
JK,N
φ∆K,Nη dmK,N ,
consistently with Definition 2.23.
Remark 2.24. The coefficient
h′K,N
hK,N
= (log hK,N )
′ appearing in Equation (19) can be computed
explicitly: indeed, for any x ∈ J˚K,N we have:
h′K,N (x)
hK,N (x)
=
√
K(N − 1) cot
(√
K
N−1x
)
.
Accordingly with Definition 2.23, given an interval I ⊂ JK,N and f ∈ L2(I,mK,N ), we say that
a function w is a weak solution to −∆K,Nw = f in I (with appropriate boundary conditions) if it
solves
−w′′ − h
′
K,N
hK,N
w′ = f in I
in a distributional sense. In particular, we will be interested in the following Dirichlet problem:
Definition 2.25. Let I
.
= [0, r1) with 0 < r1 < π
√
N−1
K and let f ∈ L2(I,mK,N ). We say that
w ∈ W 1,2(I, deu,mK,N ) is a weak solution to{
−∆K,Nw = f in I = [0, r1)
w(r1) = 0
(20)
if:
(i)
∫
[0,r1]
w′φ′ dmK,N =
∫
[0,r1]
fφ dmK,N for any φ ∈ C∞c ([0, r1));
(ii) Boundary condition: w ∈ W 1,20 ([0, r1), deu,mK,N), where the latter space is the closure of
C∞c ([0, r1)) in the topology of W 1,2(I, deu,mK,N).
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Remark 2.26. The intuition behind this choice of boundary conditions is the following. When N is
an integer, we think of (JK,N , deu,mK,N ) as the sphere S = S
N
K of dimension N and Ricci curvature
K. Consider a geodesic ball Br1(p) ⊂ S; we look for radial solutions wˆ(x) = w(d(x, p)) of the
Dirichlet problem {
−∆Swˆ(x) = f(d(x, p)) on Br1(p)
wˆ = 0 on ∂Br1(p)
.
Then the condition w(r1) = 0 comes from the Dirichlet condition on Br1(p).
In the next proposition, we give an explicit solution to the problem in (20).
Proposition 2.27. Let I = [0, r1) with 0 < r1 < π
√
N−1
K . Let f ∈ L2(I,mK,N ). The problem in
Equation (20) admits a unique weak solution w ∈W 1,2(I, deu,mK,N), which can be represented as
w(ρ) =
∫ r1
ρ
1
hK,N(r)
∫ r
0
f(s) dmK,N (s) dr, ∀ρ ∈ [0, r1], (21)
or equivalently as
w(ρ) =
∫ HK,N (r1)
HK,N (ρ)
1
I2K,N (σ)
∫ σ
0
f ◦H−1K,N (t) dt dσ, ∀ρ ∈ [0, r1]. (22)
Proof. As a preliminary fact, notice that the two expressions are actually equivalent, since∫ r1
ρ
1
hK,N (r)
∫ r
0
f(s) dmK,N (s) dr =
∫ r1
ρ
1
h2K,N (r)
(∫ r
0
f(s)hK,N (s) ds
)
hK,N (r) dr
=
∫ HK,N (r1)
HK,N (ρ)
1
h2K,N (H
−1
K,N (σ))
∫ σ
0
f ◦H−1K,N (t) dt dσ
and by Lemma 2.12 it holds that IK,N = hK,N ◦ H−1K,N . We have used the change of variables
t = HK,N (s) in the internal integral and the change of variables σ = HK,N (r) in the external
integral.
We first show that a weak solution must coincide with the function in Equation (21), and then
we prove that such function is actually a solution to Equation (20).
Step 1: Let w ∈ W 1,2(I, deu,mK,N) be a weak solution to Equation (20). We prove that the
weak derivative of w coincides mK,N -a.e. with the function
g(x)
.
= − 1
hK,N(x)
∫ x
0
f(s) dmK,N(s).
Indeed, for any test function φ ∈ C∞c ([0, r1)) one has, by the Fubini-Tonelli Theorem:∫
I
(−g(x))φ′(x) dmK,N(x) =
∫ r1
0
(∫ r1
0
χ[0,x](s)f(s)
φ′(x)
hK,N (x)
dmK,N (s)
)
dmK,N (x)
=
∫ r1
0
f(s)
(∫ r1
s
φ′(x) dL 1(x)
)
dmK,N (s) =
= −
∫ r1
0
f(s)φ(s) dmK,N (s).
(23)
Thus, since w is a weak solution to Equation (20), for any φ ∈ C∞c ([0, r1))∫
I
[g(x)− w′(x)]hK,N (x)φ′(x) dL 1(x) = 0. (24)
By a classical result (see for example [Bre11, Lemma 8.1]), there exists a constant C ∈ R such
that w′(x)hK,N (x) = g(x)hK,N (x) + C for mK,N -a.e. x ∈ I. This however implies that for any
φ ∈ C∞c ([0, r1))
0 = C
∫ r1
0
φ′(x) dL 1(x) = Cφ(0),
hence C = 0.
Now w is aW 1,2(I, deu,mK,N) function, thus in particular it belongs toW
1,2((ǫ, r1), deu,L
1) for any
ǫ > 0; moreover, w satisfies w′ = g a.e. and w(r1) = 0. Thus, by well known results about Sobolev
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functions on intervals (see [Bre11, Theorem 8.2], w coincides with the function in Equation (21)
for mK,N -a.e. ρ ∈ I.
Step 2: Let now w be defined as in Equation (21). Since the integrand is continuous on (0, r1],
w is a C1 function on (0, r1] (with w(r1) = 0). By straightforward computations, we show that w
and w′ are L2(I,mK,N ) functions. Indeed, by Hölder inequality we have that∫ r
0
|f(s)| dmK,N(s) ≤ ‖f‖L2(I,mK,N )HK,N (r)
1
2 ; (25)
thus, by Lemma 2.11,
|w(ρ)| ≤ ‖f‖L2
∫ r1
ρ
HK,N (r)
1
2
hK,N (r)
dr ≤ C1‖f‖L2
∫ r1
ρ
r
N
2
rN−1
dr = C2‖f‖L2
(
r
2−N
2
1 − ρ2−
N
2
)
,
where C1 and C2 are constants depending only on r1 ∈
(
0, π
√
N−1
K
)
, K > 0 and N ∈ (1,∞).
Consequently, ∫ r1
0
|w|2 dmK,N ≤ C23‖f‖2L2
∫ r1
0
(
r4−N1 + ρ
4−N
)
hK,N (ρ) dρ,
which is finite, again by Lemma 2.11. Moreover, exploiting again Equation (25),∫ r1
0
|w′|2 dmK,N ≤ ‖f‖2L2
∫ r1
0
HK,N (r)
hK,N(r)
dr ≤ C4‖f‖2L2
∫ r1
0
rN
rN−1
dr,
which is finite.
By the fact that C∞c ((−ǫ, r1)) is dense inW 1,20 ((−ǫ, r1), deu,L 1) for any fixed ǫ > 0, and noticing
that convergence inW 1,2((−ǫ, r1), deu,L 1) is stronger than convergence inW 1,20 ((−ǫ, r1), deu,mK,N),
we can conclude that the boundary condition in Definition 2.25 is satisfied.
Finally, by tracing back the identity in Equation (23), the very same argument shows that w is
a weak solution to Equation (20).
Remark 2.28. Notice that the derivation of the solution still works in the case r1 = π
√
N−1
K ,
provided that the following compatibility condition on f holds true:∫
JK,N
f dmK,N = 0.
However, this case will not be treated in this article.
3 A Talenti-type comparison theorem for RCD(K, N) spaces
This chapter should be compared with the proof of Talenti’s comparison theorem [Tal79] in Eu-
clidean setting given in [Kes06].
Let (X, d,m) be a metric measure space verifying the RCD(K,N) condition for some K > 0 and
N ∈ (1,∞). Let Ω ⊂ X be an open domain.
Assumption 3.1. From now on we will assume E : L2(X,m) × L2(X,m) → [−∞,∞] to be a
non-negative definite bilinear form such that the following properties hold:
(a) Strong locality: E(u, v) = 0 whenever u(x)(v(x) + c) = 0 for m-a.e. x ∈ X, for some constant
c ∈ R.
(b) α-uniform ellipticity: there exists α > 0 such that for any u ∈ L2(X,m)
E(u, u) ≥ αCh(u, u). (26)
(c) E is of order 1: there exists β > 0 such that E(u, u) ≤ β‖u‖2W 1,2(Ω,d,m) for every u ∈
W 1,2(Ω, d,m).
Definition 3.2 (Domain of LE). Let E be a uniformly elliptic Dirichlet form as in Assumption 3.1.
We define the domain of LE as the set
DΩ(LE) .=
{
u ∈ W 1,2(Ω, d,m)
∣∣∣∣ ∃f ∈ L2(Ω,m) such that E(u, v) =
∫
Ω
fv dm for all v ∈W 1,20 (Ω)
}
.
(27)
If u ∈ DΩ(LE) and f satisfies the condition in Equation (27), we write −LE(u) = f .
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Definition 3.3 (Dirichlet problem on (Ω, d,m)). Let E be a uniformly elliptic Dirichlet form as
in Assumption 3.1; let Ω ⊂ X be an open domain and let f ∈ L2(Ω,m). We say that a function
u ∈ W 1,2(X, d,m) is a weak solution to the Dirichlet problem{
−LE(u) = f in Ω
u = 0 on ∂Ω
if u ∈ W 1,20 (Ω) and
E(u, v) =
∫
Ω
fv dm, for any v ∈W 1,20 (Ω). (28)
Remark 3.4. An alternative (but slightly less general) approach would be to adopt the language of
differential calculus on metric measure spaces, as introduced for example in [Gig18]. In particular,
let A be an element of the L2(X)-normed L∞(X)-module L2(T ∗X) ⊗ L2(T ∗X) and assume it is
concentrated on Ω. Assume there exists α > 0 such that for any X ∈ L2(TX)
∣∣
Ω
A(X,X)
.
= A(X ⊗X) ≥ α|X |2,
where we have denoted by |·| the pointwise norm of X , and by L2(TX)∣∣
Ω
the sub-module of the
tangent module whose elements are concentrated on Ω. Recall now that for an infinitesimally
Hilbertian metric measure space X and a function u ∈ W 1,2(X, d,m) we can define the gradient
∇u ∈ L2(TX) as the image of the differential du ∈ L2(T ∗X) through the canonical isomorphism
between the two L∞-modules. If we denote by EA : W 1,20 (Ω) ×W 1,20 (Ω) → R the bilinear form
defined by
EA(u, v) .=
∫
Ω
A(∇u,∇v) dm,
then for any f ∈ L2(Ω,m), we say that u is a weak solution to the equation −LEA(u) = f if
EA(u, v) =
∫
Ω
A(∇u,∇v) dm =
∫
Ω
fv dm, ∀v ∈ W 1,20 (Ω).
Before passing to the proof of the main comparison theorem, we establish few auxiliary results.
We begin with a simple Lemma which only requires (X,m) to be a measure space and Ω ⊂ X to be
measurable with finite measure.
Lemma 3.5. Let f, u ∈ L2(Ω,m), with Ω ⊂ X measurable domain with finite measure. Define
F (t)
.
=
∫
{u>t}
(u − t) f dm, ∀t ∈ R.
Then F is differentiable out of a countable set C ⊂ R, and
F ′(t) = −
∫
{u>t}
f dm, ∀t ∈ R \ C.
Proof. The proof is quite standard, however we recall it for the reader’s convenience.
First of all notice that m({u = t}) > 0 for an at most countable set C ∈ R. Let t ∈ R \ C and
h > 0. Then
F (t+ h)− F (t) =
∫
{u>t+h}
(u− t) f dm− h
∫
{u>t+h}
f dm
−
[∫
{u>t+h}
(u− t) f dm+
∫
{t<u≤t+h}
(u − t) f dm
]
= −h
∫
{u>t+h}
f dm−
∫
{t<u≤t+h}
(u− t) f dm,
which implies ∣∣∣∣∣F (t+ h)− F (t)h +
∫
{u>t+h}
f dm
∣∣∣∣∣ ≤
∫
{t<u≤t+h}
|f | dm.
The right hand side converges to 0 by Hölder inequality and continuity of the measure, recalling
that m({u = t}) = 0. An analogous procedure works for F (t− h)− F (t): we find∣∣∣∣∣F (t− h)− F (t)−h +
∫
{u>t−h}
f dm
∣∣∣∣∣ ≤
∫
{t−h<u≤t}
|f | dm;
taking the limit as h→ 0, this gives the claimed identity.
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Lemma 3.6. Let Ω ⊂ X be an open domain with finite measure, E be as in Assumption 3.1 and
f ∈ L2(Ω,m). Let u ∈ W 1,20 (Ω) be a weak solution to −LE(u) = f . Then for L 1-a.e. t > 0 it
holds: (
− d
dt
∫
{|u|>t}
|∇u|w dm
)2
≤ − 1
α
µ′(t)
∫
{|u|>t}
|f | dm, (29)
where µ = µu is the distribution function of u and |∇u|w denotes the 2-minimal weak upper gradient
of u.
Proof. Let t > 0 be fixed, and consider the following test function:
vt
.
= (u− t)+ − (u+ t)− =


u− t = |u| − t if u > t
0 if |u| ≤ t
u+ t = −(|u| − t) if u < −t
. (30)
It is easy to see that vt still belongs to the space W
1,2
0 (Ω), thus it can be used as a test function in
Equation (28) to obtain
E(u, vt) =
∫
Ω
fvt dm =
∫
{u>t}
(u− t) f dm−
∫
{−u>t}
(−u− t) f dm.
By applying Lemma 3.5 we obtain that, for L 1-a.e. t > 0, t 7→ E(u, vt) is differentiable with
− d
dt
E(u, vt) =
∫
{u>t}
f dm−
∫
{u<−t}
f dm ≤
∫
{|u|>t}
|f | dm. (31)
For fixed t > 0 and h > 0, by bilinearity of E it holds that
E(u, vt+h)− E(u, vt) = E(u, vt+h − vt). (32)
Moreover, we can explicitly write
vt+h − vt = − sgn(u)
[
(|u| − t)χ{t<|u|≤t+h} + hχ{|u|>t+h}
]
=


h if u < −t− h
−(u+ t) if −t− h ≤ u < −t
0 if |u| ≤ t
−(u− t) if t < u ≤ t+ h
−h if u > t+ h
.
(33)
Notice that, by strong locality and bilinearity of E , for any B ∈ B(X)
0 = E(uχB, χB) + E(uχX\B, χB) = E(u, χB). (34)
In particular, it follows from Equations (32) to (34) that
E(u, vt+h)− E(u, vt)
h
= − 1
h
[
E
(
u, (u+ t)χ{−t−h≤u<−t}
)
+ E
(
u, (u− t)χ{t<u≤t+h}
)]
= − 1
h
[
E
(
uχ{−t−h≤u<−t}, uχ{−t−h≤u<−t}
)
+ E
(
uχ{t<u≤t+h}, uχ{t<u≤t+h}
)]
.
By α-uniform ellipticity, then, the following estimate holds true:
− 1
α
E(u, vt+h)− E(u, vt)
h
≥ 1
h
∫
{t<|u|≤t+h}
|∇u|2w dm. (35)
Consequently, the following chain of inequalities holds for all t ∈ R and h > 0:
(
1
h
∫
{t<|u|≤t+h}
|∇u|w dm
)2
≤
(
1
h
∫
{t<|u|≤t+h}
|∇u|2w dm
)(
m({t < |u| ≤ t+ h})
h
)
≤ 1
α
(
−E(u, vt+h)− E(u, vt)
h
)(
−µ(t+ h)− µ(t)
h
)
.
(36)
Hence, if t is a differentiability point for t 7→ E(u, vt), letting h → 0 and using Equation (31) we
get exactly the desired result.
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We now state a suitable version of the coarea formula which can be found in [Mir03, Remark 4.3]
for a general version in metric measure spaces, and in [MS19, Theorem 2.12] for a contextualization
in RCD spaces (the identity in the form we state follows from the latter by a monotone convergence
argument).
Proposition 3.7 (Coarea formula). Let (X, d,m) be an RCD(K,N) space for some K ∈ R, N ∈
(1,∞). Let Ω ⊂ X be an open domain and u : Ω→ R be a non-negative function in W 1,20 (Ω). Then
for any t > 0 ∫
{u>t}
|∇u|w dm =
∫ ∞
t
Per({u > r}) dr. (37)
More generally, for any Borel function f : Ω→ R and for any t > 0, it holds that∫
{u>t}
f |∇u|w dm =
∫ ∞
t
(∫
f dPer({u > r})
)
dr.
Notice that the most general theorem works for functions of bounded variation (see again
[Mir03]. Proposition 3.7 follows from such a BV version combined with [GH16, Remark 3.5], and
by the fact that the CD(K,N) condition with N ∈ (1,∞) implies properness of the space (implies
local doubling, thus properness [Stu06b]).
Next, we recall the Lévy-Gromov isoperimetric inequality in RCD spaces, as obtained by Cav-
alletti and Mondino in [CM17] (for the Minkowski content) and in [CM18] (for the perimeter).
Proposition 3.8 (Lévy-Gromov inequality). Let (X, d,m) be an RCD(K,N) metric measure space
with K > 0 and N ∈ (1,∞). Then for any E ∈ B(X)
Per(E) ≥ IK,N (m(E)). (38)
In particular, the isoperimetric profile of (X, d,m) is bounded from below by IK,N .
By differentiating the coarea formula (37) and exploiting the Lévy-Gromov inequality (38) we
get:
Corollary 3.9. Let (X, d,m) be an RCD(K,N) space for some K > 0, N ∈ (1,∞). Let Ω ⊂ X be
an open domain and u : Ω→ R be a function in W 1,20 (Ω). Then the map
t 7→
∫
{|u|>t}
|∇u|w dm
is absolutely continuous and
− d
dt
(∫
{|u|>t}
|∇u|w dm
)
≥ IK,N (m({|u| > t})) = IK,N (µ(t)).
We have now the tools needed to prove our first main result.
Theorem 3.10 (A Talenti-type comparison for RCD(K,N) spaces). Let (X, d,m) be an RCD(K,N)
space for some K > 0, N ∈ (1,∞), with m(X) = 1, and let Ω ⊂ X be an open domain with measure
m(Ω) = v ∈ (0, 1). Let f ∈ L2(Ω,m). Let E be a α-uniformly elliptic Dirichlet form as in Assump-
tion 3.1 and assume that u ∈ W 1,20 (Ω) is a weak solution to the equation −LE(u) = f . Let also
w ∈ W 1,2(I, deu,mK,N ) be a weak solution (as in Definition 2.25) to the problem{
−α∆K,Nw = f⋆ in I
w(r1) = 0
, (39)
where I = [0, rv), rv > 0 is such that mK,N([0, rv)) = m(Ω), and f
⋆ is the Schwarz symmetrization
of f . Then
1. u⋆(x) ≤ w(x), for every x ∈ [0, rv].
2. For any 1 ≤ q ≤ 2, the following Lq-gradient estimate holds:∫
Ω
|∇u|qw dm ≤
∫ rv
0
|w′(ρ)|q dmK,N (ρ). (40)
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Remark 3.11. The Dirichlet problem in Equation (39) can be explicitly rewritten as

− w′′ − h
′
K,N
hK,N
w′ =
1
α
f⋆ in I
w(H−1K,N (m(Ω))) = 0
,
by the definition of ∆K,N and HK,N .
Proof. Proof of 1. By combining Lemma 2.19, Lemma 3.6 and Corollary 3.9, we obtain the
following chain of inequalities:
IK,N (µ(t))2 ≤
(
− d
dt
∫
{|u|>t}
|∇u|w dm
)2
≤ − 1
α
µ′(t)
∫
{|u|>t}
|f |dm
≤ − 1
α
µ′(t)
∫ µ(t)
0
f ♯(s) ds
for almost every t > 0, which can be rewritten as
1 ≤ − µ
′(t)
αIK,N (µ(t))2
∫ µ(t)
0
f ♯(s) ds (41)
for almost every t ∈ (0,M), where M = ess supu. For ξ > 0 let
F (ξ)
.
=
∫ ξ
0
f ♯(s) ds. (42)
Let now 0 ≤ τ ′ < τ ≤M . Integrating Equation (41) from τ ′ to τ we get
τ − τ ′ ≤ 1
α
∫ τ
τ ′
F (µ(t))
IK,N (µ(t))2 (−µ
′(t)) dt, 0 ≤ τ ′ < τ ≤M.
Using the change of variables ξ = µ(t) on the intervals where µ is absolutely continuous, and
observing that the integrand is non negative, we obtain
τ − τ ′ ≤ 1
α
∫ µ(τ ′)
µ(τ)
F (ξ)
IK,N (ξ)2 dξ, 0 ≤ τ
′ < τ ≤M.
Let us fix s ∈ (0, µ(0)) and let η > 0 be a small enough parameter (that will eventually tend to
0); consider τ ′ = 0 and τ = u♯(s) − η. Notice that, since u♯(s) is the infimum of the τ˜ such that
µ(τ˜ ) > s, we have that µ(τ) ≤ s. Using again the non-negativity of the integrand, for any η > 0
we obtain that
u♯(s)− η ≤ 1
α
∫ µ(0)
s
F (ξ)
IK,N (ξ)2 dξ, ∀s ∈ (0, µ(0)).
Letting η ↓ 0 and enlarging the integration interval, we get:
u♯(s) ≤ 1
α
∫
m(Ω)
s
1
IK,N (ξ)2
∫ ξ
0
f ♯(t) dt dξ, ∀s ∈ (0,m(Ω)). (43)
Notice that on (µ(0),m(Ω)) the function u♯ vanishes. Finally, by the definition of the symmetrized
function u⋆ = u♯ ◦HK,N , we obtain
u⋆(x) ≤ 1
α
∫
m(Ω)
HK,N (x)
1
IK,N (ξ)2
∫ ξ
0
f⋆(H−1K,N (t)) dt dξ, ∀x ∈ JK,N .
Now we can recognize that the right hand side coincides with the characterization of w we obtained
in Equation (22) (Section 2.5), since rv was chosen so that HK,N (rv) = m(Ω). Note that, since the
integrand is non-negative, w is non-increasing, and takes the value zero at rv.
Proof of 2. We start by noticing that∫
Ω
|∇u|qw dm =
∫
{|u|>0}
|∇u|qw dm,
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since |∇u|w = 0 m-a.e. on {u = κ} for any κ ∈ R. LetM := ess supΩ |u|; fix t > 0 and 0 < h < M−t.
By using the Hölder inequality (with exponents 2q and
2
2−q ) one gets
1
h
∫
{t<|u|≤t+h}
|∇u|qw dm ≤
(
1
h
∫
{t<|u|≤t+h}
|∇u|2w dm
) q
2(
m({t < |u| ≤ t+ h})
h
) 2−q
2
. (44)
By the very same computations we already performed in Lemma 3.6, exploiting the test functions
vt ∈ W 1,20 (Ω) defined in Equation (30) (see Equations (31), (35) and (36)), we can let h tend to
zero in Equation (44) and obtain that the map
t 7→
∫
{|u|>t}
|∇u|qw dm
is absolutely continuous on (0,M) and thus
∫
Ω
|∇u|qw dm =
∫ M
0
− d
dt
∫
{|u|>t}
|∇u|qw dm dt; (45)
moreover
− d
dt
∫
{|u|>t}
|∇u|qw dm ≤
(
1
α
∫
{|u|>t}
f dm
) q
2
(−µ′(t)) 2−q2 .
Let now adopt again the notation
F (ξ)
.
=
∫ ξ
0
f ♯(s) ds,
as in Equation (42). Exploiting again Lemma 2.19, we get:
− d
dt
∫
{|u|>t}
|∇u|qw dm ≤
(
F (µ(t))
α
) q
2
(−µ′(t)) 2−q2 (46)
for almost every t. In order to obtain a clean term µ′(t) at the right hand side, we multiply both
sides of Equation (46) with the respective sides of Equation (41) raised at the power q2 . This gives,
for almost every t ∈ (0,M):
− d
dt
∫
{|u|>t}
|∇u|qw dm ≤
(
F (µ(t))
αIK,N (µ(t))
)q
(−µ′(t)).
Inserting this last inequality in Equation (45) and changing the variables as usual with ξ = µ(t),
the following estimate holds:
∫
Ω
|∇u|qw dm ≤
∫
m(Ω)
0
(
F (ξ)
αIK,N (ξ)
)q
dξ. (47)
Finally, we recall that w has an explicit expression we can differentiate: by differentiating
Equation (21) (with datum f
⋆
α ), we find for all ρ ∈ (0, rv)
w′(ρ) = − 1
hK,N (ρ)
∫ HK,N (ρ)
0
1
α
f⋆(H−1K,N (t)) dt = −
F (HK,N (ρ))
αhK,N (ρ)
.
Thus, the following identity holds true:
∫ rv
0
|w′(ρ)|q dmK,N =
∫ rv
0
(
F (HK,N (ρ))
αhK,N (ρ)
)q
hK,N (ρ) dρ =
∫
m(Ω)
0
(
F (ξ)
αIK,N (ξ)
)q
dξ, (48)
where we have used the change of variables ξ = HK,N (ρ) and the fact that IK,N (ξ) = hK,N (H−1K,N (ξ)).
Comparing with Equation (47), we obtain the claimed Lq-gradient estimate.
18
4 Rigidity and Stability
4.1 Rigidity in the Talenti-type theorem
Let u ∈ W 1,20 (Ω) and w ∈ W 1,2([0, rv), deu,mK,N ) be as in Theorem 3.10. The next problem we
want to approach is the equality case, that is, what we can say about the original metric measure
space when u⋆ = w. We recall that, in the Euclidean case Ω ⊂ Rn, this condition forces Ω to be a
ball.
In order to tackle this question, we need to recall the definition of a spherical suspension and
to state the Pólya-Szegő Theorem for RCD(K,N) spaces, which was proved in [MS19].
Definition 4.1 (Spherical suspensions). Let (B, dB ,mB) and (F, dF ,mF ) be geodesic metric mea-
sure spaces and f : B → [0,∞) be a Lipschitz function. Let d be the pseudo-distance on B × F
defined by
d((p, x), (q, y))
.
= inf{L(γ) | γ(0) = (p, x), γ(1) = (q, y)},
where, for any absolutely continuous curve γ = (γB, γF ) : [0, 1]→ B × F ,
L(γ)
.
=
∫ 1
0
(
|γ′B|2 + (f ◦ γB)2|γ′F |2
) 1
2
dt.
Given N ≥ 1, we define B ×Nf F to be the metric measure space
((B × F )/∼, d,m),
where ∼ is the equivalence relation associated to the pseudo-distance d and m .= fNmB ⊗mF .
We say that an RCD(N − 1, N) space (X, d,m) is a spherical suspension if it is isomorphic to
[0, π]×N−1sin Y for an RCD(N − 2, N − 1) space (Y, dY,mY) with mY(Y) = 1.
Just for simplicity, the Pólya-Szegő theorem is stated in the case of RCD(N−1, N) spaces, notice
indeed it is not restrictive to assume K = N − 1 by (7). Notice, moreover, that this assumption
only affects the Rigidity statement, while the Pólya-Szegő inequality holds in the very same form
for general K > 0.
Theorem 4.2 (Pólya-Szegő for RCD(N−1, N) spaces, [MS19]). Let (X, d,m) be an RCD(N−1, N)
space for some N ∈ [2,+∞), with m(X) = 1. Let Ω ⊂ X be an open subset with measure m(Ω) = v ∈
(0, 1) and let rv ∈ (0, π) such that mN−1,N([0, rv]) = v. Then, for every p ∈ (1,∞), the following
hold:
(i) Pólya-Szegő comparison: for any u ∈W 1,p0 (Ω), it holds that u⋆(rv) = 0 and∫ rv
0
|∇u⋆|p dmN−1,N ≤
∫
Ω
|∇u|p dm. (49)
(ii) Rigidity: if there exists u ∈ W 1,20 (Ω) with u 6≡ 0, achieving equality in Equation (49), then
(X, d,m) is a spherical suspension: i.e., there exists an RCD(N − 2, N − 1) space (Y, dY,mY)
with mY(Y) = 1 such that
(X, d,m) is isomorphic as a metric measure space to [0, π]×N−1sin Y.
(iii) Rigidity for Lipschitz functions: if there exists u ∈W 1,20 (Ω) ∩ Lip(Ω) with u 6≡ 0 and ∇u 6= 0
m-a.e. in spt(u), achieving equality in Equation (49), then (X, d,m) is a spherical suspension
and u is radial: that is, u is of the form u = g(d(·, x0)), with x0 being the tip of a spherical
suspension structure of X, and g : [0, π]→ R satisfying |g| = u⋆.
The rigidity in the Pólya-Szegő inequality implies the rigidity in the Talenti-type comparison
theorem:
Corollary 4.3 (Rigidity in the Talenti-type theorem for RCD). Let (X, d,m) be an RCD(N−1, N)
space for some N ∈ [2,∞), with m(X) = 1, and let Ω ⊂ X be an open domain with measure
m(Ω) = v ∈ (0, 1). Let f ∈ L2(Ω,m), with f 6≡ 0. Let E be a α-uniformly elliptic Dirichlet form as
in Assumption 3.1 and assume that u ∈ W 1,20 (Ω) is a weak solution to the equation −LE(u) = f .
Let also w ∈ W 1,2(I, deu,mN−1,N) be a solution to the problem{
−α∆N−1,Nw = f⋆ in I
w(rv) = 0
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where I = [0, rv), rv ∈ (0, π) is such that mN−1,N([0, rv)) = v, and f⋆ is the Schwarz symmetriza-
tion of f . If u⋆ = w a.e. in [0, rv], then there exists an RCD(N − 2, N − 1) space (Y, dY,mY)
with mY(Y) = 1 such that (X, d,m) is isomorphic as a metric measure space to [0, π] ×N−1sin Y. If,
moreover, u ∈ Lip(Ω) and |∇u|w 6= 0 m-a.e., then u is radial.
Proof. Putting together the gradient comparison inequality (40) (with q = 2) and the Pólya-Szegő
inequality (Equation (49)), we find∫ r1
0
|∇u⋆|2 dmN−1,N ≤
∫
Ω
|∇u|2 dm ≤
∫ r1
0
|∇w|2 dmN−1,N .
The equality assumption, however, implies that the first and the last expressions coincide: thus,
equality in the Pólya-Szegő inequality is achieved. By rigidity, then, (X, d,m) is a spherical suspen-
sion, and if u ∈ Lip(Ω) and |∇u|w 6= 0 m-a.e., then u is radial.
4.2 Stability
In this Section, we will prove a stable version of the rigidity result (Corollary 4.3); we only consider
the case where E = Ch, so that LE is the Laplacian. We first need to recall some results on the
convergence of metric measure spaces and of functions defined therein.
Assumption 4.4. From now on, the following assumptions will be made:
Spaces: {Xi}i∈N = {(Xi, di, xi,mi)}i∈N and X = (X, d, x,m) will be pointed metric measure
spaces satisfying the RCD(N − 1, N) condition for some N ≥ 2, with mi(Xi) = 1, m(X) = 1.
Convergence of spaces: we will assume that Xi converge in the pmGH sense to X ; by [GMS15,
Section 3.5], pmGH convergence coincides in our setting with pmG convergence; thus we can assume
that the following conditions hold:
(GH1) Xi and X are all contained in a common metric space (Y, d), with di = d
∣∣
Xi×Xi
, and xi → x;
(GH2) sptmi = Xi and sptm = X;
(GH3) The measures mi narrowly converge to m:
lim
i→∞
∫
Y
φdmi =
∫
Y
φdm for all φ ∈ Cb(Y),
where Cb(Y) is the space of continuous and bounded functions on (Y, d).
Remark 4.5 (Compactness and stability of RCD(K,N) sequences). Fix K ∈ R and N ∈ (1,∞).
Every sequence {Xi}i∈N = {(Xi, di, xi,mi)}i∈N of pointed RCD(K,N) spaces admits a subsequence
which converges in the pmGH sense to a pointed metric measure space X , and X itself satisfies an
RCD(K,N) condition. Indeed:
• relative compactness follows (as in the classical Gromov’s precompactness Theorem) from
[Gro07, Proposition 5.2] and the Bishop-Gromov inequality (see [Stu06b, Theorem 2.3] and
[LV09, Section 5.4]);
• the fact that the class of RCD(K,N) spaces is stable under mGH convergence follows from
stability of the CD(K,N) class (see [LV09, Section 5.3]), from the stability of the RCD(K,∞)
class under pmG convergence (see [GMS15, Theorem 7.2]) and from the equivalence of pmG
and pmGH convergence for RCD(K,N) spaces [GMS15, Section 3.5].
Remark 4.6 (L2 functions). Assume that BRi(xi) and BR(x) are metric balls in Xi and X respec-
tively. Let fi ∈ L2(BRi(xi),mi) and f ∈ L2(BR(x),m) be L2 functions on such balls; by extending
such functions to be 0 out of the balls on which they are defined, we can equivalently assume
fi ∈ L2(Xi,mi) and f ∈ L2(X,m); by the assumption that the spaces Xi and X are contained in Y,
up to a further extension we actually have fi ∈ L2(Y,mi) and f ∈ L2(Y,m).
Definition 4.7 (Convergence of L2 functions). Let fi ∈ L2(BRi(xi),mi) and f ∈ L2(BR(x),m) as
in Remark 4.6. Following [GMS15, Definition 6.1], we say that:
(a) fi ⇀ f in the weak L
2 sense if
lim
i→∞
∫
Y
φfi dmi =
∫
Y
φf dm for all φ ∈ Cb(Y)
sup
i
‖fi‖L2(BRi (xi),mi) <∞.
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(b) fi → f in the strong L2 sense if, in addition,
lim
i→∞
‖fi‖L2(BRi (xi),mi) = ‖f‖L2(BR(x),m).
In order to obtain the stability result, we establish a series of auxiliary lemmas of independent
interest. We start by showing that L2-strong convergence of maps implies the pointwise convergence
of the distribution functions to the distribution function of the limit.
Lemma 4.8 (Convergence of distribution functions). Let Xi pmGH−→ X be pointed metric measure
spaces satisfying Assumption 4.4. Let BRi(xi) and BR(x) be metric balls in Xi and X respectively,
and let fi ∈ L2(BRi(xi),mi) and f ∈ L2(BR(x),m). Assume µi .= µfi and µ .= µf are the
distribution functions of fi and f respectively. If fi → f L2-strongly, then µi(t) converges to µ(t)
for every t ∈ (0,+∞) \ C, where C is a countable set.
Proof. Let us fix t ∈ (0,+∞). We need to show that (except for a countable number of such t)
lim
i→∞
mi({|fi| > t}) = m({|f | > t}). (50)
Notice that
{x ∈ Xi | |fi(x)| > t} = {x ∈ Xi | (x, |fi(x)|) ∈ Y × (t,+∞)}
{x ∈ X | |f(x)| > t} = {x ∈ X | (x, |f(x)|) ∈ Y × (t,+∞)}.
Given a map g : Y → R, we denote by i × g : Y → Y × R the map i × g(x) .= (x, g(x)); by the
argument above, it holds that
{x ∈ Xi | |fi(x)| > t} = (i× |fi|)−1(Y × (t,+∞)
{x ∈ X | |f(x)| > t} = (i× |f |)−1(Y × (t,+∞).
Define νi and ν to be the following push-forward measures on Y × R
νi
.
= (i× fi)♯mi, ν .= (i× f)♯m.
Our goal (Equation (50)) is equivalent to show that
lim
i→∞
νi(Y × (t,+∞)) = ν(Y × (t,+∞)).
Notice that the topological boundary of Y × (t,+∞) is Y × {t}, which is ν-negligible for all but a
countable set of t > 0 by the finiteness of m:
ν(Y × {t}) = m((i× |f |)−1(Y × {t})) = m({|f | = t}).
Thus, it is sufficient to show that the measures νi converge narrowly to ν in Y × R. To this aim,
notice that for every φ ∈ Cb(Y×R), one has∫
Y×R
φ(x, s) dνi =
∫
Y
φ(x, |fi(x)|) dmi,
∫
Y×R
φ(x, s) dν =
∫
Y
φ(x, |f(x)|) dm.
Arguing as in [AGS14b, Theorem 5.4.4] (see also [GMS15, Equation (6.6)]), one can show that the
items in the left converge to the one in the right. This proves the statement.
In [AH18, Theorem 4.2], a variant of the following Proposition was established. The proof
contained therein can be straightforwardly adapted to the present case.
Proposition 4.9 (Compactness of local Sobolev functions). Let Xi pmGH−→ X be pointed metric
measure spaces satisfying Assumption 4.4. Let Ri → R be a convergent sequence of radii with
Ri, R > 0. Let fi ∈ W 1,2(BRi(xi), d,mi) have bounded W 1,2-norm: supi‖fi‖W 1,2 < +∞. Then
there exists a function f ∈ W 1,2(BR(x), d,m) such that {fi}i∈N converges L2-strongly to f , up to a
subsequence.
The next step is to prove that L2-strong convergence of functions with bounded W 1,2-norms
implies L2-strong convergence of the symmetrizations.
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Lemma 4.10. Let Xi pmGH−→ X be pointed metric measure spaces satisfying Assumption 4.4. Let
Ri → R be a convergent sequence of radii with Ri, R > 0. Let fi ∈W 1,2(BRi(xi), d,mi) satisfying
sup
i
‖fi‖W 1,2(BRi (xi),d,mi) <∞.
Then there exists a function f ∈ W 1,2(BR(x), d,m) such that, up to subsequences, the fi converge
to f in the strong L2 sense; moreover the f⋆i converge to f
⋆ in the strong L2(JN−1,N ,mN−1,N)
sense.
Proof. By Proposition 4.9, the strong L2 convergence (up to subsequences) of the fi’s is granted.
Moreover, by Proposition 2.18 and the Pólya-Szegő inequality (49), theW 1,2(JN−1,N , deu,mN−1,N)
norms of the functions f⋆i are also bounded by C
.
= supi‖fi‖W 1,2(BRi (xi),d,mi) <∞, which implies
that the f⋆i also converge (up to subsequences) to a function g in the strong L
2(JN−1,N ,mN−1,N)
sense. It remains to prove that f⋆ = g (at least mN−1,N -almost everywhere).
By Lemma 4.8, the distribution functions µfi converge pointwise to µf out of a countable set;
similarly, µf⋆
i
converge to µg out of a countable set. By equi-measurability of fi and f
⋆
i , however, we
have that µfi = µf⋆i , thus µf = µg out of a countable set. Since both µf and µg are non-increasing
and continuous, it follows that µf ≡ µg and thus f ♯ ≡ g♯, which in turn implies f⋆ ≡ g⋆. Now
g was the L2-limit of a sequence of non-increasing functions, thus it is non-increasing itself. By
Lemma 2.20, we conclude that f⋆ = g⋆ = g out of a countable set.
In view of what we seek to achieve in Lemma 4.12, we need the next elementary convergence
result, which we shortly prove for the sake of completeness.
Lemma 4.11. Let Xi pmGH−→ X be pointed metric measure spaces satisfying Assumption 4.4. Let
Ri → R be such that mi(BRi(xi)) = v ∈ (0, 1) for all i ∈ N. Then m(BR(x)) = v.
Proof. For any ǫ > 0, the inclusions BR−ǫ(x) ⊂ BRi(xi) ⊂ BR+ǫ(x) hold for i large enough. Thus,
by weak convergence of the measures, we have for any ǫ > 0:
m(BR−ǫ(x)) ≤ lim inf mi(BRi(xi)) = v, m(BR+ǫ(x)) ≥ lim supmi(BRi(xi)) = v.
Moreover, the following holds (because the space is length):⋃
ǫ>0
BR−ǫ(x) = BR(x) ⊂ BR(x) =
⋂
ǫ>0
BR+ǫ(x).
Combining these two facts, and the fact that m(∂BR(x)) = 0 for every R > 0 (which is true on
RCD(K,N) spaces), implies the statement.
The next Lemma analyses the convergence of solutions to the Poisson problem.
Lemma 4.12. Let Xi pmGH−→ X be pointed metric measure spaces satisfying Assumption 4.4. Let
Ri → R be such that mi(BRi(xi)) = v ∈ (0, 1) for all i ∈ N. Let fi ∈W 1,2(BRi(xi), d,mi) with
sup
i
‖fi‖W 1,2(BRi (xi),d,mi) <∞.
Assume that ui ∈ W 1,2(BRi(xi), d,mi) are weak solutions to{
−∆ui = fi in BRi(xi)
ui = 0 on ∂BRi(xi)
and wi ∈ W 1,2(JN−1,N , deu,mN−1,N) are weak solutions to{
−∆N−1,Nwi = f⋆i in [0, rv)
wi = 0 at rv
where rv
.
= H−1N−1,N(v). Then, up to extracting a subsequence:
(i) fi converges in L
2-strong to a function f ∈ L2(BR(x)) with m(BR(x)) = v; f⋆i converges in
L2-strong to f⋆;
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(ii) ui converges in L
2-strong to a weak solution u of{
−∆u = f in BR(x)
u = 0 on ∂BR(x)
(51)
(iii) wi converges in L
2-strong to a weak solution w of{
−∆N−1,Nw = f⋆ in (0, rv)
w = 0 at rv.
Proof. Assertion (i) is granted by Lemma 4.10 and Lemma 4.11. In Equation (48), the following
identity was proved:
∫ rv
0
|w′i(ρ)|2 dmN−1,N =
∫ v
0
(
Fi(ξ)
hN−1,N(H
−1
N−1,N (ξ))
)2
dξ,
where as usual Fi(ξ)
.
=
∫ ξ
0 f
♯
i (t)dt. Notice that for any ξ ∈ (0, v)
Fi(ξ)
2 =
(∫ ξ
0
1 · f ♯i (t) dt
)2
≤
(
‖1‖L2(0,ξ)
∥∥f ♯i ∥∥L2(0,ξ)
)2
≤ ξ‖fi‖2L2(BRi (xi)) ≤ C
2ξ,
where C
.
= supi‖fi‖W 1,2(BRi (xi),d,mi). Thus we have:
‖w′i‖L2((0,rv),mN−1,N) ≤ C2c2N−1,N
∫ v
0
ξ dξ
sin2N−2(H−1N−1,N(ξ))
,
where cN−1,N > 0 is the constant appearing in the definition of hN−1,N . Since HN−1,N (ξ) is of
the same order as ξ 7→ ξN near 0, the integrand at the right hand side is asymptotic to ξ1− 2N−2N =
ξ−1+
2
N when ξ → 0. In particular, the integral is finite and only depends on N and v: the L2-norm
of w′i is thus uniformly bounded:
‖w′i‖L2((0,rv),mN−1,N) ≤ C2c2N−1,Nκ(N, v).
By Poincaré inequality, ‖wi‖W 1,2([0,r1),deu,mN−1,N ) are also uniformly bounded. Using the Talenti-
type Theorem 3.10 with the associated gradient comparison (40), we infer that ‖ui‖W 1,2(BRi (xi),d,mi)
are uniformly bounded as well. Thus, by Proposition 4.9 (and up to subsequences), the ui’s converge
in L2-strong to a function u and the wi’s converge in L
2 strong to a function w; moreover, by
Lemma 4.10, u⋆i converges in L
2 strong to u⋆.
In order to prove point (ii) (and, analogously, point (iii)), we apply [AH18, Corollary 4.3]. To
this aim, observe that (up to subsequences) we can assume that ui converges to u also weakly in
W 1,2 by [AH18, Proposition 3.1]. Moreover, every ψ ∈ W 1,20 (BR(x), d,m) can be recovered as the
strong W 1,2 limit of a sequence of functions ψi ∈ W 1,20 (BRi(xi), d,mi) by [AH18, Lemma 2.10].
Therefore we have:
• Ch(ui, ψi) =
∫
Y
fiψi dmi by the definition of ui as a weak solution of the Poisson problem;
• limi→∞Ch(ui, ψi) = Ch(u, ψ) by [AH18, Corollary 4.3];
• limi→∞
∫
Y
fiψi dmi =
∫
Y
fψ dm by [GMS15, Equation (6.7)].
In particular, ∫
Y
fψ dm = Ch(u, ψ),
thus u is a weak solution of Equation (51). An analogous argument proves statement (iii).
We finally have the tools to prove a stability result, by considering a contradicting sequence,
applying a compactness argument, and exploiting the already proven rigidity result on the limit
space.
Theorem 4.13 (Stability in the Talenti-type theorem). For every ǫ > 0, N ∈ [2,∞), v ∈ (0, 1), 0 <
cl ≤ cu <∞ there exists δ = δ(ǫ,N, v, clcu ) > 0 such that the following statement holds. Assume:
(i) (X, d,m) is a RCD(N −1, N) metric space with m(X) = 1 and Ω = BR(x) ⊂ X is an open ball
with m(Ω) = v;
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(ii) f ∈ W 1,2(Ω, d,m) with cl ≤ ‖f‖L2(Ω,d,m) ≤ ‖f‖W 1,2(Ω,d,m) ≤ cu;
(iii) u ∈ W 1,20 (Ω, d,m) weakly solves −∆u = f ;
(iv) w ∈ W 1,2([0, r), deu,mN−1,N) weakly solves −∆N−1,Nw = f⋆, with w(rv) = 0.
If ‖u⋆ − w‖L2((0,r),mN−1,N) < δ, then there exists a spherical suspension (Z, dZ,mZ) such that
dmGH((X, d,m), (Z, dZ,mZ)) < ǫ.
Proof. We argue by contradiction: assume there exist ǫ¯, N¯ , v¯, c¯ such that for any i ∈ N we can find
an RCD(N¯−1, N¯) space (Xi, di,mi), a ball Ωi = BRi(xi) ⊂ Xi, and functions fi ∈W 1,2(Ωi, di,mi),
ui ∈W 1,20 (Ωi, di,mi), wi ∈W 1,2([0, r), deu,mN−1,N) such that for any i ∈ N
−∆ui = fi weakly, −∆N−1,Nwi = f⋆i weakly, with wi(rv) = 0,
c¯ ≤ ‖f‖L2(Ω,d,m) ≤ ‖f‖W 1,2(Ω,d,m) ≤ 1, ‖u⋆i − wi‖L2((0,r),mN−1,N) <
1
i
,
and moreover
inf
{
dmGH((Xi, di,mi), (Z, dZ,mZ))
∣∣∣ (Z, dZ,mZ) is a spherical suspension} ≥ ǫ¯. (52)
Up to subsequences, we can assume that:
• (Xi, di, xi,mi) converge to an RCD(N−1, N) space (X, d, x,m), and Assumption 4.4 is satisfied
(see Remark 4.5); moreover, m(BR(x)) = v by Lemma 4.11;
• fi, ui and wi satisfy the conclusions of Lemma 4.12: that is, fi converges in L2-strong to a
function f ∈ L2(BR(x)); f⋆i converges in L2-strong to f⋆; ui converges in L2-strong to a weak
solution u of −∆u = f in BR(x) (with zero boundary condition); wi converges in L2-strong
to a weak solution w of −∆N−1,Nw = f⋆ in [0, rv) with w(rv) = 0.
Notice that
dmGH((X, d,m), (Z, dZ,mZ)) ≥ ǫ¯ (53)
for any spherical suspension (Z, dZ,mZ), by Equation (52). However, by the L
2-strong convergence
of u⋆i to u
⋆ (Lemma 4.10) and the L2-strong convergence of wi to w, one has
‖u⋆ − w‖L2([0,r),mN−1,N) = limi→∞‖u
⋆
i − wi‖L2([0,r),mN−1,N) = 0,
which implies that u⋆ = w. Moreover, since f is the L2-strong limit of the fi’s, it has L
2-norm
bounded from below by c¯, thus it is different from 0 on a non-negligible set. By the rigidity in the
Talenti-type comparison (Corollary 4.3), (X, d,m) needs to be a spherical suspension, contradicting
(53).
5 Applications
5.1 Improved Sobolev embeddings
As a first application of the Talenti-type comparison Theorem 3.10, we deduce a series of Sobolev-
type inequalities that to best of our knowledge are new in the framework of RCD(K,N) spaces
(compare with [Kes06, Section 3.3] for the Euclidean setting).
Theorem 5.1. Let (X, d,m) be an RCD(K,N) space for some K > 0, N ∈ (1,∞), with m(X) = 1.
Let Ω ⊂ X be an open domain with measure v .= m(Ω) ∈ (0, 1). Let u : Ω → R be a function in
W 1,20 (Ω) and f ∈ L2(Ω,m). Assume that u is a weak solution to the equation −LE(u) = f , where
E is an α-uniformly elliptic Dirichlet form as in Assumption 3.1. Then the following statements
hold:
1. If f ∈ Lp(Ω,m) with N2 < p ≤ ∞, then u ∈ L∞(Ω,m) and
‖u‖L∞(Ω,m) ≤
c1(K,N, v, p)
α
‖f‖Lp(Ω,m), with c1(K,N, v, p)
.
=
∫ v
0
ξ1−
1
p
hK,N(H
−1
K,N (ξ))
2
dξ <∞,
(54)
where we adopt the convention that 1p = 0 if p =∞.
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2. If f ∈ Lp(Ω,m) with 2 ≤ p ≤ N2 , and q ≥ 1 is such that q
(
1
p − 2N
)
< 1, then u ∈ Lq(Ω,m)
and
‖u‖Lq(Ω,m) ≤
c2(K,N, v, p, q)
α
‖f‖Lp(Ω,m),
with c2(K,N, v, p, q)
.
=
(∫ v
0
(∫ v
s
ξ1−
1
p
hK,N (H
−1
K,N (ξ))
2
dξ
)q
ds
) 1
q
<∞.
Proof. By Theorem 3.10, u♯ satisfies the following inequality (see Equation (43)):
0 ≤ u♯(s) ≤ 1
α
∫
m(Ω)
s
1
IK,N (ξ)2
∫ ξ
0
f ♯(t) dt dξ, ∀s ∈ (0,m(Ω)).
If f ∈ Lp(Ω,m) for some p ∈ [2,∞], then by Hölder inequality, by equimeasurability of f and f ♯
(Proposition 2.18), and by the characterization of the isoperimetric profile on JK,N (Lemma 2.12),
u♯(s) ≤ 1
α
‖f‖Lp(Ω,m)
∫
m(Ω)
s
ξ1−
1
p
hK,N (H
−1
K,N (ξ))
2
dξ, (55)
with the convention that 1p = 0 if p =∞. Now by the estimates on hK,N (Lemma 2.11) there exist
constants C0 > 0 and C1 > 0 only depending on K > 0, N ∈ (0,∞) and v = m(Ω) ∈ (0, 1) such
that for all ξ ∈ [0,m(Ω)]
hK,N(H
−1
K,N (ξ)) ≥ C0(H−1K,N (ξ))N−1 ≥ C1ξ
N−1
N . (56)
We can thus draw the following conclusions:
Case 1: If N2 < p ≤ ∞, then∫
m(Ω)
s
ξ1−
1
p
hK,N(H
−1
K,N (ξ))
2
dξ ≤ 1
C21
∫
m(Ω)
0
ξ
2
N
− 1
p
−1 dξ =
v
2
N
− 1
p(
2
N − 1p
)
C21
<∞, ∀s ∈ [0, v].
By Equation (55) and by equimeasurability of u and u♯, this implies Equation (54).
Case 2: If p = N2 and q ≥ 1, then(∫
m(Ω)
s
ξ1−
1
p
hK,N (H
−1
K,N (ξ))
2
dξ
)q
≤ 1
C2q1
(log v − log s)q
and thus
‖u‖qLq(Ω,m) = ‖u♯‖qLq((0,v)) ≤
‖f‖qLp(Ω,m)
αq
∫ v
0
(∫ v
s
ξ1−
1
p
hK,N(H
−1
K,N (ξ))
2
dξ
)q
ds
≤
‖f‖qLp(Ω,m)
C2q1 α
q
∫ 1
0
(− log s)q ds <∞.
Case 3: If 2 ≤ p < N2 and q ≥ 1, with q
(
1
p − 2N
)
< 1, then
(∫
m(Ω)
s
ξ1−
1
p
hK,N (H
−1
K,N (ξ))
2
dξ
)q
≤ 1
C2q1
(
1
p − 2N
)q (s 2N− 1p − v 2N− 1p)q
and thus
‖u‖qLq(Ω,m) = ‖u♯‖qLq((0,v)) ≤
‖f‖qLp(Ω,m)
αq
∫ v
0
(∫ v
s
ξ1−
1
p
hK,N (H
−1
K,N (ξ))
2
dξ
)q
ds
≤
‖f‖qLp(Ω,m)
C2q1 α
q
(
1
p − 2N
)q
∫ v
0
(
s
2
N
− 1
p − v 2N− 1p
)q
ds <∞.
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Let now 2 ≤ p ≤ ∞. If we define DΩ,p(LE) to be the space
DΩ,p(LE ) .= {u ∈ DΩ(LE ) | LE(u) ∈ Lp(Ω,m)},
where DΩ(LE) is the space defined in Definition 3.2, then Theorem 5.1 can be restated as follows:
Corollary 5.2 (Improved Sobolev embeddings). Let (X, d,m) be an RCD(K,N) space for some
K > 0, N ∈ (1,∞), with m(X) = 1. Let Ω ⊂ X be an open domain with measure v .= m(Ω) ∈ (0, 1)
and u : Ω→ R be a function in W 1,20 (Ω). Let E be a Dirichlet form satisfying Assumption 3.1 with
uniform ellipticity parameter α.
(a) If N2 ≤ p ≤ ∞, then W 1,20 (Ω) ∩DΩ,p(LE) ⊂ L∞(Ω) with
‖u‖L∞(Ω,m) ≤ C(K,N, v, p, α)‖LE(u)‖Lp(Ω,m).
(b) If 2 ≤ p ≤ N2 and 1 ≤ q <
(
1
p − 2N
)−1
, then W 1,20 (Ω) ∩DΩ,p(LE) ⊂ Lq(Ω) with
‖u‖Lq(Ω,m) ≤ C(K,N, v, p, q, α)‖LE(u)‖Lp(Ω,m).
5.2 An RCD version of St. Venant-Pólya’s torsional rigidity comparison
theorem
Given an open domain Ω ⊂ Rn, it is well known (see e.g. [Eva10]) that the Poisson boundary value
problem {
−∆u = 2 in Ω
u = 0 on ∂Ω
(57)
has a unique weak solution u ∈ W 1,20 (Ω) which, by standard elliptic regularity, turns out to be of
class C∞(Ω) (classical solution of class C∞(Ω¯), provided ∂Ω is C∞). Define also
T (Ω) :=
∫
Ω
u(x) dx.
When n = 2 and Ω is simply connected, u and T (Ω) are known in the literature as stress function
and torsional rigidity of Ω, respectively (see [Ban80, p. 63] or [PS51, Ch. 5.2] for more details).
For simplicity of notation we will keep using this terminology in general. St. Venant in 1856
conjectured that, among simply connected domains of a given volume v ∈ (0,∞), the torsional
rigidity is maximized by the round ball. Polya in 1948 [Pól48] settled the St. Venant conjecture by
proving more generally that for every bounded open set Ω ⊂ Rn of volume v ∈ (0,∞), it holds
T (Ω) ≤ T (Bv) (58)
where Bv is a Euclidean ball of volume v. For alternative proofs and related results, the interested
reader may consult [PS51, Ch. 5], [Ban80, p. 67], [Kes06, Ch. 3.6], [Bae19, Ch. 5.7]. An inequality
in the spirit of (58) was recently proved for smooth compact Riemannian manifolds with Ricci
curvature bounded below in [GHM15].
As an application of the techniques developed in this work, we establish the next far reaching
extension to RCD spaces of the torsional rigidity comparison (58). To this aim let us introduce a
bit of notation.
Given v ∈ (0, 1),K > 0, N ∈ (1,∞), let mK,N be as before and rv ∈
(
0, π
√
N−1
K
)
such that
mK,N([0, rv]) = v. Let uK,N,v be the weak solution (in the sense of Definition 2.25) to the Poisson
problem {
−∆K,NuK,N,v = 2 in [0, rv)
uK,N,v(rv) = 0
(59)
and set
TK,N,v :=
∫
[0,rv]
uK,N,v dmK,N . (60)
Theorem 5.3 (RCD version of St. Venant-Pólya’s Theorem). Let (X, d,m) be an RCD(K,N) space
for some K > 0, N ∈ (1,∞), with m(X) = 1, and let Ω ⊂ X be an open domain with measure
v
.
= m(Ω) ∈ (0, 1).
Let u ∈W 1,20 (Ω) be the weak solution to the Poisson problem (57) and set T (Ω) =
∫
Ω u dm. Then
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1. Comparison. u ≥ 0 m-a.e. on Ω and u⋆ ≤ uK,N,v. Thus, in particular, T (Ω) ≤ TK,N,v.
2. Rigidity. Assume N ≥ 2 and K = N − 1. Then T (Ω) = TN−1,N,v if and only if (X, d,m) is
isomorphic as a metric measure space to a spherical suspension, i.e. there exists an RCD(N−
2, N − 1) space (Y, dY,mY) with mY(Y) = 1 such that (X, d,m) is isomorphic as a metric
measure space to [0, π]×N−1sin Y.
3. Stability. Given N ∈ [2,∞), v ∈ (0, 1), ε > 0 there exists δ = δ(N, v, ε) > 0 such that if
K = N − 1 and Ω = BR(x) is an open metric ball with m(BR(x)) = v ∈ (0, 1) satisfying
T (Ω) ≥ TN−1,N,v− δ then (X, d,m) is ε-mGH close to a spherical suspension, i.e. there exists
a spherical suspension (Z, dZ,mZ) such that dmGH((X, d,m), (Z, dZ,mZ)) < ǫ.
Proof. First of all, notice that the weak solution u ∈ W 1,20 (Ω, d,m) to the Poisson problem (57) is
the unique minimizer of the energy functional
J(w) :=
1
2
∫
Ω
|∇w|2 dm−
∫
Ω
2w dm, w ∈W 1,20 (Ω).
Since J(u) ≥ J(|u|), it follows that u ≥ 0 m-a.e. on Ω and thus u⋆ ≥ 0.
The fact that u⋆ ≤ uK,N,v mK,N -a.e. on [0, rv] is a direct consequence of the Talenti-type Theo-
rem 3.10. Recalling Proposition 2.18, we infer that
T (Ω) =
∫
Ω
u dm =
∫
[0,rv)
u⋆ dmK,N ≤
∫
[0,rv)
uK,N,v dmK,N = TK,N,v.
Clearly, if T (Ω) = TK,N,v then u
⋆ = uK,N,v mK,N -a.e. on [0, rv] and we can apply Corollary 4.3
to infer that (X, d,m) is isomorphic as a metric measure space to a spherical suspension (provided
N ∈ [2,∞) and K = N − 1).
We prove the last claim by contradiction. Assume that there exist ǫ¯, N¯ , v¯ such that for any i ∈ N we
can find an RCD(N¯ − 1, N¯) space (Xi, di,mi), a ball Ωi = BRi(xi) ⊂ Xi, and ui ∈ W 1,20 (Ωi, di,mi)
such that for any i ∈ N
−∆ui = 2 weakly, TN−1,N,v − T (Ωi) < 1
i
,
and moreover
inf
{
dmGH((Xi, di,mi), (Z, dZ,mZ))
∣∣∣ (Z, dZ,mZ) is a spherical suspension} ≥ ǫ¯. (61)
Up to subsequences, we can assume that Ri → R and that:
• (Xi, di, xi,mi) converge to an RCD(N−1, N) space (X, d, x,m), and Assumption 4.4 is satisfied
(see Remark 4.5); moreover, m(BR(x)) = v by Lemma 4.11;
• ui satisfy the conclusions of Lemma 4.12: that is, ui converges in L2-strong to a weak solution
u ∈ W 1,20 (BR(x)) of −∆u = 2 in BR(x) (with zero boundary condition). In particular, it
follows that (see [GMS15, Eq. (6.7)])
T (Ω) =
∫
Ω
u dm = lim
i→∞
∫
Ωi
ui dmi = lim
i→∞
T (Ωi) = TN−1,N,v. (62)
Notice that
dmGH((X, d,m), (Z, dZ,mZ)) ≥ ǫ¯ (63)
for any spherical suspension (Z, dZ,mZ), by Equation (61). However, combining (62) with the rigid-
ity proved above in part 2, we infer that (X, d,m) needs to be a spherical suspension, contradicting
(63).
6 Appendix: the case of a smooth Riemannian manifold
with positive Ricci curvature
Since the results of the paper seems to be new even in the setting of smooth Riemannian manifolds,
in this appendix we briefly give the corresponding smooth statements without the technicalities
of RCD(K,N) spaces. In this way, our aim is to make the results accessible to a more general
audience.
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Let (M, g) be a complete N -dimensional Riemannian manifold, N ≥ 2, with Ricci curvature
tensor satisfying Ricg ≥ K g for some constant K > 0. By Bonnet-Myers theorem, M must be
compact. Denote with volg the Riemannian volume measure and with mg
.
= volg(M)
−1 volg the
associated normalized measure. Let h ∈ Γmeas(T ∗M⊗T ∗M) be a symmetric bilinear form on M
with measurable coefficients and assume there exists α, β > 0 such that
α g(X,X) ≤ h(X,X) ≤ β g(X,X), ∀X ∈ TM. (64)
Notice that the upper bound in terms of β immediately yields that the coefficients of h in local
coordinates are in L∞. Let Ω ⊂M be an open subset with mg(Ω) ∈ (0, 1) and consider the bilinear
form Eh :W 1,20 (Ω)×W 1,20 (Ω)→ R defined by
Eh(u, v) .=
∫
Ω
h(∇u,∇v) dmg, ∀u, v ∈W 1,20 (Ω). (65)
Let Ah ∈ Γmeas(TM⊗T ∗M) be the symmetric endomorphism associated to h (i.e. with local
representation Ah = g
−1h) and define the differential operator ∆h :W
1,2
0 (Ω)→ W−1,2(Ω)
∆hu
.
= divg(Ah∇u), ∀u ∈ W 1,20 (Ω), (66)
where divg is the divergence with respect to g. Of course, if h = g we have that ∆g is the standard
Laplace-Beltrami operator of g. Integration by parts gives
Eh(u, v) .=
∫
Ω
h(∇u,∇v) dmg =
∫
Ω
(∆hu) v dmg, ∀u, v ∈W 1,20 (Ω).
Given f ∈ L2(Ω), we say that a function u ∈W 1,20 (Ω) is a weak solution to the Poisson problem{
−∆hu = f in Ω
u = 0 on ∂Ω
(67)
if
Eh(u, v) =
∫
Ω
fv dvolg, ∀v ∈W 1,20 (Ω). (68)
Let SNK be a sphere of dimension N ≥ 2 and constant Ricci curvature K > 0. Denote with
mK,N the normalized volume measure on S
N
K . Fix p ∈ SNK once for all. For every measurable subset
Ω ⊂M with volume mg(Ω) = v ∈ (0, 1), let rv > 0 be such that mK,N (Brv(p)) = v.
For a measurable function u : Ω → R, define the Schwarz symmetrization u⋆ : Brv (p)→ [0,∞]
as
u⋆(x)
.
= u♯(mK,N (Bd(p,x)(p)), ∀x ∈ Brv (p),
where u♯ : [0,m(Ω)] → [0,∞] is the decreasing rearrangement of u defined in (11). Let us stress
that while u is defined on Ω ⊂M , the symmetrized function u⋆ is defined on Brv(p) ⊂ SNK .
Our Talenti-type comparison theorem compares the Schwarz symmetrization u⋆ of a weak so-
lution u to the Poisson problem (67) with the weak solution w ∈ W 1,20 (Brv )(p) of the following
symmetrized Poisson problem on SNK :{
−α∆SN
K
w = f⋆ in Brv(p)
w = 0 on ∂Brv(p)
, (69)
where ∆SN
K
is the standard Laplace-Beltrami operator on SNK . Notice that, by equi-measurability,
f⋆ ∈ L2(Brv (p)) with ‖f‖L2(Ω) = ‖f⋆‖L2(Brv (p)). Moreover, since f⋆ depends only on the radial
coordinate from p, (69) reduces to an ODE on the interval [0, rv], corresponding to the model
problem studied in Section 2.5.
We are now in position to state our main results (Theorems 3.10 and 4.13 and Corollaries 4.3
and 5.2) in the smooth framework.
Theorem 6.1 (A Talenti-type comparison for Riemannian manifolds with positive Ricci curvature).
Let (M, g) be an N -dimensional compact Riemannian manifold without boundary with Ricg ≥ K g
for some constant K > 0, N ≥ 2. Let Ω ⊂ M be an open subset with mg(Ω) = v ∈ (0, 1). Let
f ∈ L2(Ω,m) and u ∈ W 1,20 (Ω) be a weak solution to the Poisson problem (67), where the operator
∆h was defined in (66) (see also (64), (65), (68)).
Let w ∈ W 1,20 (Brv )(p) be a weak solution to the Poisson problem (69) on Brv (p) ⊂ SNK . Then
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• Pointwise comparison: u⋆(x) ≤ w(x), for every x ∈ Brv (p).
• Gradient comparison: For any 1 ≤ q ≤ 2, the following Lq-gradient estimate holds:∫
Ω
|∇u|q dmg ≤
∫
Brv (p)
|∇w|q dmK,N .
• Rigidity: if u⋆(x) = w(x), for mK,N -a.e. x ∈ Brv (p), then (M, g) is isometric to SNK .
• Stability: see Theorem 4.13.
• Improved Sobolev embeddings: Assume that u ∈W 1,20 (Ω) satisfies ∆hu ∈ Lp(Ω);
– If N2 ≤ p ≤ ∞, then u ∈ L∞(Ω) with
‖u‖L∞(Ω) ≤ C(K,N, v, p, α)‖∆hu‖Lp(Ω).
– If 2 ≤ p ≤ N2 and 1 ≤ q <
(
1
p − 2N
)−1
, then u ∈ Lq(Ω) with
‖u‖Lq(Ω) ≤ C(K,N, v, p, q, α)‖∆hu‖Lp(Ω).
We only comment the rigidity statement: from Corollary 4.3 we know that (M, g) is a (K,N)-
spherical suspension, in particular it has diameter π
√
N−1
K . By the Cheng’s maximal diameter
theorem, it follows that (M, g) is isometric to the round sphere SNK .
6.1 A probabilistic interpretation in the smooth setting: the exit time
of Brownian motion
In this section we consider the smooth setting of a compact 2 ≤ N -dimensional Riemannian mani-
fold (M, g) without boundary, with Ricci curvature tensor satisfying Ricg ≥ K g for some constant
K > 0. Let Ω ⊂M be an open subset, fix x ∈ Ω and let (Xt)t≥0 be the Brownian motion starting
from x (a good reference for the Brownian motion on Riemannian manifolds is the monograph by
Hsu [Hsu02]). The exit time from Ω is the Random variable τΩ defined on the Brownian probability
space as:
τΩ(X) := inf{t > 0 : Xt /∈ Ω}. (70)
The connection between exit time and Poisson equations in the Euclidean setting is classical (it
goes back at least to Kakutani [Kak44]), in the next proposition we give the natural generalization
to the Riemannian setting.
Proposition 6.2. Let (M, g) be a compact Riemannian manifold without boundary and let Ω ⊂M
be an open subset with smooth boundary. Let f ∈ C∞(Ω) be a bounded smooth function. Suppose
u ∈ C∞(Ω¯) solves the Poisson problem
−
1
2
∆u = f in Ω
u = 0 on ∂Ω
(71)
Then u can be written as
u(x) = Ex
(∫ τΩ(X)
0
f(Xt) dt
)
, (72)
where Ex(Y ) denotes the mean of the random variable Y on the Brownian probability space, when
the Brownian motion starts at x.
Proof. The proof in the Riemannian setting goes along the same lines of the classical Euclidean
proof, thus we only sketch the main steps.
By Itô’s formula (see for instance [Hsu02, Proposition 3.2.1]), the quantity
u(Xt)− u(X0)− 1
2
∫ t
0
∆u(Xs) ds, ∀t ∈ [0, τΩ(X)),
defines a local Martingale. Since u ∈ C∞(Ω¯) solves (71), it follows that also
Mt
.
= u(Xt) +
∫ t
0
f(Xs) ds
is a local Martingale on [0, τΩ(X)). Moreover, by the very definition (70) of exit time we have
that limt↑τΩ(X) u(Xt) = 0. Letting t ↑ τΩ(X) and applying Ex gives (72) (for more details see for
instance [Dur84, pp.251-252]).
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Specializing Proposition 6.2 to f ≡ 1, the solution u to (71) is then the stress function of Ω and
Equation (72) gives that
u(x) = Ex(τΩ(X)), ∀x ∈ Ω.
In other terms, the stress function u evaluated at x corresponds to the expected exit time of the
Brownian motion starting at x. In the same spirit,
T (Ω) .= 1
volg(Ω)
∫
Ω
u dvolg =
1
volg(Ω)
∫
Ω
Ex(τΩ(X)) dvolg,
can be interpreted as the average exit time of a Brownian motion starting at a random point x ∈ Ω
(with respect to the uniform probability volg(Ω)
−1 volg). Notice that
T (Ω) = 1
volg(Ω)
T (Ω),
where T (Ω) is the torsional rigidity of Ω defined in Section 5.2.
Hence, specializing Theorem 6.1 (see also Theorem 5.3) to f ≡ 2 and h = g gives the following:
Corollary 6.3 (Exit-time comparison). Let (M, g) be an N -dimensional compact Riemannian
manifold without boundary with Ricg ≥ K g for some constant K > 0, N ≥ 2. Let Ω ⊂ M be an
open subset with mg(Ω) = v ∈ (0, 1) and let Brv ⊂ SNK be a metric ball with mK,N (Brv ) = v. Then
• Expected exit time comparison: (E(·)(τΩ))⋆ (x) ≤ Ex(τBrv ), for all x ∈ Brv .
• Average exit time comparison with rigidity: T (Ω) ≤ T (Brv). Equality holds if and only if
(M, g) is isometric to SNK .
• Stability: Given N ≥ 2, v ∈ (0, 1), ε > 0 there exists δ = δ(N, v, ε) > 0 such that if K = N−1
and Ω = BR(x) is an open metric ball with mg(BR(x)) = v ∈ (0, 1) satisfying T (Ω) ≥
T (Brv )− δ then (M, g) is ε-mGH close to a spherical suspension, i.e. there exists a spherical
suspension (Z, dZ,mZ) such that dmGH((M, g), (Z, dZ,mZ)) < ǫ.
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