Threshold value estimation in the presence of covariate measurement error by Joseph, Maria LaVonne
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2013
Threshold value estimation in the presence of
covariate measurement error
Maria LaVonne Joseph
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Joseph, Maria LaVonne, "Threshold value estimation in the presence of covariate measurement error" (2013). Graduate Theses and
Dissertations. 13167.
https://lib.dr.iastate.edu/etd/13167
Threshold value estimation in the presence of covariate measurement error
by
Maria LaVonne Joseph
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Statistics
Program of Study Committee:
Alicia L. Carriquiry, Major Professor
Wayne A. Fuller
Kenneth Koehler
Mark Kaiser
Daniel Nordman
Iowa State University
Ames, Iowa
2013
Copyright c© Maria LaVonne Joseph, 2013. All rights reserved.
ii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
CHAPTER 1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2. A SEMIPARAMETRIC APPROACH TO ESTIMATE THE
DISTRIBUTION OF A RANDOM VARIABLE IN THE PRESENCE
OF MEASUREMENT ERROR . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Generating the Support of the Approximation to the Density . . . . . . . . . . 5
2.2 Modified-Polynomial Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Estimation of the Polynomial Coefficients . . . . . . . . . . . . . . . . . . . . . 15
2.4 Shrinkage Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Estimation of the Degree of the Polynomial . . . . . . . . . . . . . . . . . . . . 18
2.6 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6.1 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
CHAPTER 3. CHANGE-POINT ESTIMATION IN THE BROKEN STICK
MODEL IN THE PRESENCE OF MEASUREMENT ERROR . . . . . . . 30
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Estimation of the Change-Point . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.1 Covariate Observed without measurement error . . . . . . . . . . . . . . 31
iii
3.2.2 Covariate Observed with Measurement Error . . . . . . . . . . . . . . . 32
3.3 Estimation of the Density of a Random Variable in the Presence of Covariate
Measurement Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 A Pseudolikelihood Approach to Change-Point Estimation in the Presence of
Measurement Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.5 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
CHAPTER 4. APPLICATION OF THE BROKEN STICK MODEL TO
ESTIMATE THE ASSOCIATION BETWEEN USUAL SERUM 25-HY-
DROXYVITAMIN D AND USUAL INTACT PARATHYROID HOR-
MONE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Exploratory Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.1 Description of the Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.2 Adjustments to the Sample Data . . . . . . . . . . . . . . . . . . . . . . 52
4.2.3 Measurement Error in the Observations . . . . . . . . . . . . . . . . . . 53
4.3 Estimation of the Distribution of Usual log(OHD) . . . . . . . . . . . . . . . . 69
4.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4 Nonlinear Models with Error-in-the-Equation . . . . . . . . . . . . . . . . . . . 81
4.4.1 Mean Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.4.2 Variance Function for the Error-in-the-Equation . . . . . . . . . . . . . 84
4.4.3 Estimation of the Nonlinear Error-in-the-Equation Model . . . . . . . . 86
4.5 Estimation of the Threshold Value for Usual OHD . . . . . . . . . . . . . . . . 94
4.5.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.6 Jackknife Estimates of Variances . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.6.1 Jackknife Estimator for the Distribution of Usual log(OHD) . . . . . . . 97
4.6.2 Jackknife Estimator for the Error-in-Equation Model . . . . . . . . . . . 98
4.6.3 Jackknife Variance Estimator . . . . . . . . . . . . . . . . . . . . . . . . 99
iv
4.6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.7 Model Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.7.1 Broken Stick Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.7.2 Exponential Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
CHAPTER 5. CONCLUSIONS AND FUTURE WORK . . . . . . . . . . . . 113
APPENDIX A. ADDITIONAL METHODOLOGY . . . . . . . . . . . . . . . . 116
APPENDIX B. ADDITIONAL ANALYSES . . . . . . . . . . . . . . . . . . . . 118
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
vLIST OF TABLES
Table 2.1 Estimated bias and standard errors (multiplied by 100) for the estimated
mean and variance of x from our simulation when n = 250, r = 0.25,
and N = 1000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Table 2.2 Sample means and standard deviations for the statistics from the simula-
tion study, where n = 250. In each simulation, the means and standard
deviations reported for IWL1 are multiplied by 100. . . . . . . . . . . 26
Table 2.3 Sample means and standard deviations for the statistics from the simu-
lation study where n = 500. In each simulation, the means and standard
deviations reported for IWL1 are multiplied by 100. . . . . . . . . . . 27
Table 3.1 Summary statistics for the estimated change point in the broken stick
model with measurement error in the covariate when x is generated from
a standard normal distribution. Estimated bias and root of the mean
squared errors for the estimated change point for N = 200 replications. 43
Table 3.2 Summary statistics for the estimated change point in the broken stick
model with measurement error in the covariate when x is generated
from a standardized chi-squared distribution with 15 degrees of freedom.
Estimated bias and root of the mean squared errors for the estimated
change point for N = 200 replications. . . . . . . . . . . . . . . . . . . 44
Table 3.3 Summary statistics for the estimated change point in the broken stick
model with measurement error in the covariate when x is generated from
a mixture normal distribution. Estimated bias and root of the mean
squared errors for the estimated change point for N = 200 replications. 44
vi
Table 4.1 Number of measurements of (PTH,OHD) for the 387 individuals in the
analytic sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Table 4.2 Summary statistics for the test of a zero mean of the differences between
measurements collected on observation day 1 and observation day j for
j = 2, 3, 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Table 4.3 Summary statistics for the data, by observation day, after adjustments
for observation day effect. . . . . . . . . . . . . . . . . . . . . . . . . . 56
Table 4.4 Sample mean of the measurements collected on observation day 1 in the
individuals with mi = 1 and mi > 1, respectively. Two-sample t-test
for the difference in the means of observation day 1 measurements in
individuals with mi = 1 and mi > 1, respectively. . . . . . . . . . . . . 57
Table 4.5 Summary statistics for the test of a zero mean of the differences between
measurements collected on observation day 1 and observation day j for
j = 2, 3, 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Table 4.6 Summary statistics for the log-transformed data, by observation day,
after adjustments for observation day effect. . . . . . . . . . . . . . . . 60
Table 4.7 Sample mean of the measurements collected on observation day 1 in the
individuals with mi = 1 and mi > 1, respectively. Two-sample t-test
for the difference in the means of observation day 1 measurements in
individuals with mi = 1 and mi > 1. . . . . . . . . . . . . . . . . . . . 60
Table 4.8 Results from modified-polynomial fit for degrees Q = 2, . . . , 8 . . . . . 76
Table 4.9 Chi-squared test for goodness-of-fit of the estimated distributions of
individual-level mean log(OHD) for individuals with mi = 1, 4 measure-
ments, based on 20 bins and a 6-degree modified-polynomial approxi-
mation to the distribution of individual-level mean of log(OHD). . . . 80
Table 4.10 Semiparametric maximum likelihood estimates, jackknife mean, and
standard errors for the coefficients in the 6-degree modified-polynomial
approximation to the pdf of usual log(OHD) . Values forα6 = (α3, . . . , α6)
are multiplied by 1000. . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
vii
Table 4.11 Pseudolikelihood estimates and jackknife standard errors for the param-
eters of the log-exponential error-in-the-equation model. . . . . . . . . 102
Table 4.12 Pseudolikelihood estimates and jackknife standard errors for the param-
eters of the log-broken stick error-in-the-equation model. . . . . . . . . 104
Table 4.13 OLS estimates and standard errors for the coefficients of the broken
stick model from Durazo-Arvizu, et al. (2010), using baseline data only. 105
Table 4.14 Estimates and bootstrap standard errors for the coefficients of the bro-
ken stick models, using replicate data. . . . . . . . . . . . . . . . . . . 106
Table 4.15 Estimates and 95% confidence intervals for the change point in the bro-
ken stick models, using replicate data. . . . . . . . . . . . . . . . . . . 108
Table 4.16 Estimates and standard errors for the coefficients of the exponential
models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Table 4.17 Point estimates and 95% confidence intervals for the threshold value in
the exponential models. . . . . . . . . . . . . . . . . . . . . . . . . . . 112
Table B.1 Results from modified-polynomial fit for degrees Q = 2, . . . , 8 . . . . . 120
Table B.2 Chi-squared test for goodness-of-fit of the estimated distributions of
individual-level mean log(OHD) for individuals with mi = 1, 4 measure-
ments, based on 20 bins and a 6-degree modified-polynomial approxi-
mation to the distribution of individual-level mean of log(OHD). . . . 121
Table B.3 Semiparametric maximum likelihood estimates, jackknife mean, and
standard errors for the coefficients in the 6-degree modified-polynomial
approximation to the pdf of usual log(OHD) . Values forα6 = (α3, . . . , α6)
are multiplied by 1000. . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
Table B.4 Pseudolikelihood estimates and jackknife standard errors for the param-
eters of the log-exponential error-in-the-equation model. . . . . . . . . 122
Table B.5 Pseudolikelihood estimates and jackknife standard errors for the param-
eters of the log-broken stick error-in-the-equation model. . . . . . . . . 124
viii
LIST OF FIGURES
Figure 2.1 (left) An example of the flattened tail of a 3-degree polynomial function.
The solid line is the original polynomial, z3. The red line is the flattened
polynomial, z¯3. The green line is the intermediate polynomial with
linear smoothing, zˆ3. The blue line is the modified polynomial, z˜3.
(right) Examples of z∗q for q = 3, 4. . . . . . . . . . . . . . . . . . . . . 15
Figure 2.2 Distribution functions used for x in the simulation from Chen, et al.
(2000; 2003). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Figure 2.3 Approximations to the density based on the shrinkage estimator for var-
ious density functions in the simulation from Chen, et al. (2000; 2003)
when n = 500 and r = 0.25. True density function (red), mean (black),
2.5 and 97.5th smoothed percentiles (dashed) of the approximations to
the density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Figure 3.1 Distribution functions used for x in the simulation from Ku¨chenhoff &
Carroll (1997). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 3.2 Approximations to the density based on the shrinkage estimator for
various density functions in the simulation from Ku¨chenhoff & Car-
roll (1997) when n = 500. True density function (red), mean (black),
2.5 and 97.5th smoothed percentiles (dashed) of the approximations to
the density for N = 200 samples. . . . . . . . . . . . . . . . . . . . . . 41
ix
Figure 4.1 Observed data from the STOP-IT study. (left) Observed PTH against
observed OHD. (right) log(observed PTH) against log(observed OHD).
Three individuals with the lowest observed PTH are identified by color.
The selected individuals have mi = 4, 2, and 1. . . . . . . . . . . . . . 53
Figure 4.2 Individual-level summary statistics for the analytic sample. (left) Within-
individual variance of PTH against individual-level mean of PTH. (right)
Within-individual variance of PTH against individual-level mean of OHD. 58
Figure 4.3 Individual-level summary statistics for the analytic sample. (left) Within-
individual variance of log(PTH) against individual-level mean of log(PTH).
(right) Within-individual variance of log(PTH) against individual-level
mean of log(OHD). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Figure 4.4 Individual-level summary statistics for the analytic sample. (left) Within-
individual variance of OHD against individual-level mean of OHD. (right)
Within-individual variance of log(OHD) against individual-level mean
of log(OHD). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Figure 4.5 Individual-level summary statistics for the analytic sample. (left) Within-
individual covariance of PTH and OHD against individual-level mean of
OHD. (right) Deviations from the individual-level mean of PTH against
deviations from the individual-level mean OHD. . . . . . . . . . . . . . 64
Figure 4.6 Deviations from the individual-level mean of log(PTH) against devia-
tions from the individual-level mean OHD. . . . . . . . . . . . . . . . . 65
Figure 4.7 Normal quantile plots of the standardized deviations from the sample
individual-level means, where mi > 1, for (left) observed PTH and
(right) observed log(PTH). . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figure 4.8 Normal quantile plots of the standardized deviations from the sample
individual-level means, where mi > 1, for (left) observed OHD and
(right) observed log(OHD). . . . . . . . . . . . . . . . . . . . . . . . . . 68
Figure 4.9 Histogram of sample individual-level mean of log(OHD). . . . . . . . . 74
xFigure 4.10 (left) Estimated probabilities for usual log(OHD) . (right) Approxima-
tions to the density of usual log(OHD) based on the the estimated prob-
abilities. The 2-degree modified polynomial is represented by the solid
gray line. The maximum likelihood estimate of the 6-degree modified-
polynomial is represented by the dashed black line. The shrinkage es-
timate of the 6-degree modified-polynomial is represented by the solid
black line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Figure 4.11 (top-left) Histogram of sample individual-level means of log(OHD) where
mi = 1. (top-right) Approximations to the density of individual-level
mean of log(OHD) where mi = 1 based on the estimated probabilities
for usual log(OHD). (bottom-left) Histogram of sample individual-level
means of log(OHD) where mi = 4. (bottom-right) Approximations to
the density of individual-level mean of log(OHD) where mi = 4 based
on the estimated probabilities for usual log(OHD). The density based on
the null model is represented by the solid gray line. The density based on
the maximum likelihood estimate of the 6-degree modified-polynomial is
represented by the dashed black line. The density based on the shrink-
age estimate of the 6-degree modified-polynomial is represented by the
solid black line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Figure 4.12 Mean functions for PTH and OHD relationship. (left) Exponential mean
function. (right) Broken stick mean function. . . . . . . . . . . . . . . 83
Figure 4.13 Results from nonlinear least squares exponential model of individual-
level mean of log(PTH) on individual-level mean of log(OHD). (left)
Residuals against individual-level mean of log(OHD). (right) Normal
quantile plot of the residuals. . . . . . . . . . . . . . . . . . . . . . . . 85
Figure 4.14 Within-individual variance of log(PTH) against individual-level mean
log(OHD). Estimated variance function overlaid. . . . . . . . . . . . . 89
xi
Figure 4.15 (left) Individual-level means of log(PTH) against individual-level means
of log(OHD), with the estimated log-exponential mean function overlaid.
(right) Standardized residuals from the log-exponential model against
individual-level mean log(OHD). . . . . . . . . . . . . . . . . . . . . . . 90
Figure 4.16 Individual-level mean PTH against individual-level mean OHD, with
the estimated log-exponential mean function in the original scale overlaid. 91
Figure 4.17 (left) Individual-level means of log(PTH) against individual-level means
of log(OHD), with the estimated log-broken stick mean function over-
laid. (right) Standardized residuals from the log-broken stick model
against individual-level mean log(OHD). . . . . . . . . . . . . . . . . . 93
Figure 4.18 Individual-level mean PTH against individual-level mean OHD, with the
estimated log-broken stick mean function in the original scale overlaid. 94
Figure 4.19 (left) Estimated threshold value for usual log(OHD) in the log-exponential
error-in-the-equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Figure 4.20 (left) Estimated threshold value function for the log-exponential model
with 95% confidence bounds. (right) Estimated log-broken stick mean
function in the original scale with 95% confidence bounds on the change
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Figure 4.21 Comparison of broken stick models: (black-solid) log-broken stick model
with measurement error fit to the replicate data in log scale, (green-
dashed) log-broken stick model with no measurement error fit to the
baseline data, and (blue-long dash) broken stick model fit to the baseline
data in original scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Figure 4.22 Comparison of exponential models: (black-solid) log-exponential model
with measurement error fit to the replicate data in log scale, (green-
dashed) log-exponential model with no measurement error fit to the
baseline data, and (blue-long dash) exponential model fit to the baseline
data in original scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
xii
Figure B.1 (left) Estimated variance function for the covariate measurement error.
(center) Estimated probabilities for usual log(OHD) . (right) Approxi-
mations to the density of usual log(OHD) based on the the estimated
probabilities. The null model is represented by the solid gray line. The
maximum likelihood estimate of the 6-degree modified-polynomial is
represented by the dashed black line. The shrinkage estimate of the
6-degree modified-polynomial is represented by the solid black line. . . 121
xiii
ACKNOWLEDGEMENTS
I would like to take this opportunity to acknowledge those who have supported me in my
academic and personal life during my time at Iowa State University as a graduate student. First
and foremost, I thank my Lord and Savior for giving me strength and endurance to complete
this work. I thank Him sending me to the Department of Statistics at Iowa State University,
and for placing the right people in my life at the right time.
Dr. Alicia L. Carriquiry, I have had a wonderful experience working with you and I am
very grateful to have had you as my major professor. I have learned so much from you, and
you have served as a outstanding mentor for me as a woman in statistics. Thank you for your
constant support and encouragement, and for being understanding, patient, and enriching my
experience as a graduate student.
Dr. Wayne A. Fuller, I am so thankful for the opportunity to have worked with you
and to have witnessed your scholarship week in and week out. Thank you for your patience,
mentorship, and challenging me to think differently.
Dr. Christopher T. Sempos, thank you for proposing this interesting research problem.
Working with you has been a pleasure, and I thank you for your contributions in the nutritional
aspects of this research.
To my committee members, Dr. Kenneth Koehler, Dr. Mark Kaiser, and Dr. Daniel
Nordman, thank you for your insightful comments and feedback during my preliminary exam.
I am also very thankful each one of you for your patience and flexibility during the completion
of this dissertation.
Dr. Bess Dawson-Hughes, Thank you for graciously sharing your data with us for this
research.
Dr. Dean Isaacson, I thank you for your mentorship and helping me identify what it takes
to succeed in graduate school. Your advice and encouragement has helped me stay on course
xiv
during my time as a graduate student. I am also thankful for your advocacy for students of
color in science, technology, engineering, and mathematics fields.
I am thankful to all of the entities that have provided financial support during my time as
a graduate student at Iowa State University. I received funding from the National Institutes
of Health (grant NIH #R01HL091024) and from a grant from the Alliances for Graduate
Education and the Professoriate (AGEP) of the National Science Foundation to Iowa State
University. Support from the Department of Statistics at Iowa State University enabled me to
participate in many professional meetings, both in the U.S. and abroad.
Many thanks to Sue Foege, Dr. Robert Hebble, and the late Dr. John F. Moseley of the
Department of Mathematics at Kentucky State University. Also, thank you to Dr. Vasant
Waikar, Emeritus of the Department of Statistics at Miami University of Ohio. Each of you
encouraged me as an undergraduate to pursue graduate education, and have continued to
support me during my time as a graduate student at Iowa State University.
To my family, thank you for believing in me throughout my journey here. To my parents,
Larry and Kiki Joseph, thank you for being there for me when I needed it the most. Thank you
both for working hard for the family everyday and instilling the value of education in me. My
older sisters, Tia and Gayle Joseph, thank you for paving the way for me. Tia, you were the
first of us siblings to attend college, and Gayle, you were the first to attend graduate school.
You two gave me the confidence to know that I could be successful in college and graduate
school. Keith, you are my family here in Iowa. I am thankful to have you in my life, and I am
grateful for your understanding, emotional support, encouragement, and patience throughout
this process.
Lastly, I want to thank everyone who was there for me physically and spiritually during the
diagnosis, surgery, and radiation treatment for my spinal tumor. Many of those who supported
me through this time have already been mentioned, but I would also like to thank Katrina
Williams, Takisha Watson, Armitra Jackson-Davis, Kari Kraemer, Erica Dawson, Amanda
Beal, Randall P. Bogard, Marcus Glenn, Marlene Tjernagel, Jeanette LaGrange, Stephen
Vardeman, and New Birth Baptist Church for their physical, mental, and emotional support
throughout that difficult time.
xv
ABSTRACT
Monitoring vitamin D status in sub-populations is important to reduce the risk of nega-
tive heath outcomes associated with low vitamin D such as increased risk of bone fractures,
rickets, and osteoporosis. Information about the nutritional status of groups is critical in the
development of nutritional guidelines for a healthy diet. Measuring nutrient intake precisely is
challenging, and biomarkers may be more closely associated with the health endpoint of inter-
est. Thus, biomarkers are likely to provide less noisy measurements to estimate the association
between diet and health. Serum 25-hydroxy vitamin D (25(OH)D) has been suggested as a
biomarker to monitor vitamin D status (IOM (2011)). It is well established that 25(OH)D
has a negative association with serum intact parathyroid hormone (iPTH) (IOM (2011); WHO
FAO (2004)). The relationship between iPTH and 25(OH)D is of interest to nutrition epidemi-
ologists, because iPTH has a better understood relationship with bone health than 25(OH)D.
More specifically, excessive production of iPTH is linked to poor bone health.
Measurements of iPTH and 25(OH)D are not only subject to between-person variability,
but also within-person variability. The long-run average of repeated measurements of iPTH is
called usual iPTH. Similarly, usual 25(OH)D is the long-run average of repeated measurements
of 25(OH)D. The usual quantities are a better measure of an individual’s habitual level of
iPTH or 25(OH)D, than the error-prone repeated measurements. The usual quantities are not
observable in practice. Therefore, the observed measurements are error-prone measurement of
the usual quantities. We propose an estimation method for nonlinear regression models describ-
ing the association between usual iPTH and usual 25(OH)D when both variables are subject
to measurement error. Rather than making standard assumptions on the distribution of the
covariate, we propose a semi-parametric likelihood approach that allows us to approximate the
distribution of the unobservable covariate with few assumptions on the shape of the distribu-
tion. We also investigate approaches to estimation of the value of usual 25(OH)D, above which,
xvi
usual iPTH no longer decreases. This is known as the threshold value of usual 25(OH)D.
1CHAPTER 1. INTRODUCTION
The work in this thesis is motivated by a nutritional and epidemiological problem that was
proposed to us by colleagues in the Office of Dietary Supplements of the National Institutes of
Health. We gratefully acknowledge their support through the grant from NIH Public health
researchers and practitioners are interested in monitoring the nutritional status of populations
(this is known as “surveillance”) and in uncovering associations between diet and health (this
is known as “nutritional epidemiology”). While some of the methods we propose in this disser-
tation can be used in surveillance activities, the focus of our research is in the area of nutrition
epidemiology.
Until now, uncovering clear associations between diet and health has proved elusive. This
may be due in part to the fact that measuring nutrient intake precisely is challenging (e.g.,
Potischman & Freudenheim (2003)). Errors creep in in many different ways. Instruments to
measure food intake at the individual level result in notoriously inaccurate estimates (see, e.g.,
Subar, et. al (2006), Kipnis, et. al (2001)) due to forgetfulness of respondents and social
pressures to under-report foods viewed as “sinful” but also only measure daily intake when
what is of public health interest is usual or habitual intake. Even if food consumption could
be measured precisely, the food composition tables that are used to map foods into component
nutrients are subject to many errors, some which are inevitable. For example, the nutrient
content of fruits and vegetables can depend on the chemistry of the soil on which the plant was
grown, a level of detail that is impossible to contemplate in the composition databases.
Even in the face of such uncertainty, information about the nutritional status of population
groups is critical in the development of nutritional guidelines for a healthy diet. For example,
it is important to monitor vitamin D status in sub-populations to reduce the risk of negative
heath outcomes associated with low vitamin D status and that include increased risk of bone
2fractures, rickets, and osteoporosis. Diet is a contributing factor to vitamin D status. However,
other factors including sun exposure, skin pigmentation, adiposity and individual variability
in physiology and metabolism have an impact on vitamin D status. As a consequence, two
individuals with identical diets may process vitamin D differently and have different quantities
of vitamin D available for the body to use.
These and other considerations have spurred research on the use of biomarkers for surveil-
lance and for epidemiological activities. A biomarker is any biological specimen that can be
used as indicator of intake or of the result of the metabolism of a dietary component (Potis-
chman & Freudenheim (2003)). It is believed that biomarkers are more “proximal” to the
health endpoint of interest and thus are likely to provide less noisy measurements to esti-
mate the association between diet and health. Serum 25-hydroxy vitamin D (25(OH)D) has
been suggested as a biomarker to monitor vitamin D status (IOM (2011)). It is well estab-
lished that 25(OH)D has a negative association with serum intact parathyroid hormone (iPTH)
(IOM (2011);WHO & FAO (2004)). This relationship between iPTH and 25(OH)D is of inter-
est to nutrition epidemiologists, because iPTH has a better understood relationship with bone
health than 25(OH)D . When iPTH is produced in excessive quantities, this is an indication of
poor bone health. But it is impractical to offer guidelines to the public on how to reduce levels
of iPTH . Instead, we can attempt to recommend that for good bone health it is important to
consume enough vitamin D so as to maintain a sufficiently high level of serum . What do we
mean by “sufficiency” of 25(OH)D ? It has been proposed (e.g., Dawson-Hughes, et al. (1997),
Aloia, et al. (2006), Durazo-Arvizu, et al. (2010), IOM (2011)) that 25(OH)D level is con-
sidered sufficient when increasing 25(OH)D no longer results in a reduction of iPTH . The
minimal sufficient level of 25(OH)D is called the threshold value. If we can accurately estimate
this threshold value of 25(OH)D then it might be possible to develop recommendations for
vitamin D intake.
The relationship between iPTH and 25(OH)D has been explored by many investigators
(Aloia, et al. (2006); Dawson-Hughes, et al. (2004); Durazo-Arvizu, et al. (2010)). The
primary interest has been estimation of the threshold value of 25(OH)D . Segmented regression
models are commonly used to assess the relation between iPTH and 25(OH)D , although
3some investigators have also used an exponential function to model the relationship (Aloia, et
al. (2006); Durazo-Arvizu, et al. (2010)). Arguably, the exponential function, which models
decrease in iPTH as a smooth function of 25(OH)D is likely a more appropriate representation
of the relation between the two variables.
Measurements of iPTH and 25(OH)D vary from person to person, as these quantities are
influenced by nutritional, demographic, cultural, and other factors that vary across individuals.
Another source of variability in these measurement that is often overlooked or ignored, is the
variability in the day-to-day measurements for a given individual. While demographic variables
such as ethnicity and gender do not vary from day-to-day, variables such a diet, sun exposure,
and general health status are not constant over time, and can contribute to variability in the
replicate measurements of iPTH and 25(OH)D on an individual. The presence of within-person
variability has been recognized by nutritionists (e.g., Sempos (1985), Nusser, et. al (1996)) and
has been estimated to be large relative to the variability in nutrient intake across individuals.
There has been little said about the relative size of the within- to the between-person vari-
ability in biomarker values, but it is hypothesized that while non-negligible, the within-person
variability in biomarkers is likely to be smaller than the within-person variability in intakes
(Taylor (2013)). In any event, the within-person variability should not be overlooked when
assessing the relationship between iPTH and 25(OH)D . The work that has been published
on estimation of the relationship between the measurements of iPTH and 25(OH)D have all
only used a single day of observation and have ignored the presence of day-to-day variability
in the measurements. We posit that a more informative association is the association between
quantities of iPTH and 25(OH)D that represent an individual’s usual level of these biomarkers.
The long run average of the replicate measurements of iPTH is called usual iPTH . Similarly
usual 25(OH)D is the long run average of the replicate measures of 25(OH)D . The replicate
measurements for an individual are error-prone measurements of the usual quantity. If we
assume that the unobservable usual iPTH and 25(OH)D are subject to classical additive mea-
surement error, then the difference between the unobservable usual and observed quantities is
called measurement error. In this thesis, we propose methods to fit nonlinear regression models
to describe the association between usual iPTH and usual 25(OH)D when both variables are
4subject to (potentially correlated) classical measurement error. Rather than assuming that the
distribution of the covariate is normal (as is often done) we propose a semi-parametric like-
lihood approach that allows us to approximate the distribution of the unobservable covariate
with few assumptions on the shape of the distribution.
This thesis consists of three main components. In Chapter 2, we focus on estimating the
density of a random variable in the presence of measurement error. We propose a semiparamet-
ric maximum likelihood approach to density estimation of the unobservable variable. Properties
of the estimator are evaluated via simulation. In Chapter 3, we describe a likelihood based ap-
proach to estimate the threshold value of a random variable that is observed with measurement
error. The estimation approach relies on the semiparametric density estimator from Chapter
2 to model the density of the true covariate. We consider estimation of the threshold value in
the broken stick and the exponential models when measurement error is present. In Chapter
4, we illustrate the methodology developed in Chapter 2 and in Chapter 3 by applying it to
a sample of measurements of iPTH and 25(OH)D that were collected by researchers at Tufts
University (Dawson-Hughes, et al. (1997)). Finally, in Chapter 5 we draw some conclusions
and point to open questions that we did not address in this work.
5CHAPTER 2. A SEMIPARAMETRIC APPROACH TO ESTIMATE
THE DISTRIBUTION OF A RANDOM VARIABLE IN THE PRESENCE
OF MEASUREMENT ERROR
In this chapter, we discuss an approach to estimate the distribution of a random variable
that is subject to additive measurement error. We use a modified polynomial function evaluated
at a dense set of values to approximate the density of the unobservable random variable. We
first generate the dense set of values for the support of the estimated distribution function. We
then construct a modified polynomial function to assign probabilities to each generated value
of the random variable in the support of the distribution. We estimate the coefficients of the
polynomial using a likelihood approach. We evaluate the behavior of our estimator via a small
simulation experiment.
2.1 Generating the Support of the Approximation to the Density
Let xi be an unobservable random variable for individual i, where i = 1, . . . , n. Let wij be
an error prone measurement of xi where j corresponds to the jth replicate measurement on
the ith individual. The classical measurement error model is given by,
wij = xi + uij , (2.1)
where uij is the measurement error in wij . Let xi be independently and identically distributed
with mean µx and variance σxx. Further, let uij ∼ ind. N(0, σuu,i) for i = 1, . . . , n and j =
1, . . . ,mi, where σuu is assumed to be known. We assume as well that uij is independent of xi.
The mean of the replicate observations for individual i is w¯i = m
−1
i
∑mi
j=1wij for i = 1, . . . , n.
In terms of the individual-level means, the measurement error is now
w¯i = xi + u¯i, (2.2)
6where u¯i = m
−1
i
∑mi
j=1 uij , for i = 1, . . . , n. It follows that xi is independent of the u¯i ∼
ind. N(0,m−1i σuu,i).
We start by estimating the mean and variance of x. The variance of an individual-level
mean of the observed measurements is
V ar(w¯i) = σxx +m
−1
i σuu,i. (2.3)
Let the mean of the observed measurements in the sample be w¯ = n−1
∑n
i=1 w¯i. Then the
variance of the mean is given by
V ar(w¯) = n−2
n∑
i=1
V ar(w¯i) (2.4)
= n−2
(
nσxx +
n∑
i=1
m−1i σuu,i
)
. (2.5)
The covariance of w¯i and w¯ is
Cov(w¯i, w¯) = n
−1V ar(w¯i) (2.6)
= n−1
(
σxx +m
−1
i σuu,i
)
. (2.7)
The deviation of an individual-level mean from the grand mean is (w¯i−w¯). The expected value
of the squared deviation is
E(w¯i − w¯)2 = V ar(w¯i − w¯) (2.8)
= V ar(w¯i) + V ar(w¯)− 2Cov(w¯i, w¯) (2.9)
= n−2
[
n2
(
σxx +m
−1
i σuu,i
)
+ nσxx (2.10)
= +
n∑
i=1
m−1i σuu,i − 2n
(
σxx +m
−1
i σuu,i
)]
(2.11)
= n−1(n− 1)σxx + n−1(n− 2)m−1i σuu,i + n−2
n∑
i=1
m−1i σuu,i. (2.12)
7It then follows that
E
(
n∑
i=1
(w¯i − w¯)2
)
=
n∑
i=1
E(w¯i − w¯)2 (2.13)
= (n− 1)σxx + n−1(n− 2)
n∑
i=1
m−1i σuu,i (2.14)
+n−1
n∑
i=1
m−1i σuu,i (2.15)
= (n− 1)σxx + n−1(n− 1)
n∑
i=1
m−1i σuu,i (2.16)
Therefore, an unbiased estimator of σxx is
σˆxx =
1
n− 1
n∑
i=1
(
(w¯i − w¯)2 − n− 1
n
σuu,i
mi
)
. (2.17)
We use a weighted least squares (WLS) approach to estimate the mean of x. Suppose
that we consider the model w¯i = µx + i, where E(i) = 0 and V ar(i) = σxx + m
−1
i σuu,i for
i = 1, . . . , n. Then a WLS estimator of the mean of x is
µˆx =
∑n
i=1 (σˆxx +m
−1
i σuu,i)
−1w¯i∑n
i=1 (σˆxx +m
−1
i σuu,i)
−1 . (2.18)
Let (w˜1, . . . , w˜n) denote the standardized values of (w¯1, . . . , w¯n), where
w˜i = (σˆxx +m
−1
i σuu,i)
−1(w¯i − µˆx), (2.19)
for i = 1, . . . , n. Let w˜ = (w˜(1), . . . , w˜(n)) denote the vector of order statistics of the w˜i. We
use w˜ to generate a set of x-values to use in the estimation of the distribution of x.
The empirical cumulative distribution function (ECDF) of w˜i is Fn(w) = n
−1∑n
i=1 I {w˜i ≤ w},
where w is real-valued and I {w˜i ≤ w} = 1 if w˜i ≤ w, and zero otherwise. We create the con-
tinuous ECDF of w˜i, denoted by F¯w, by joining the half-steps of the ECDF of w˜i with linear
segments. Let the continuous ECDF of w˜i be
F¯w(w) = n
−1(Sw − 0.5) + dw(w − w˜Sw), (2.20)
where w˜1 ≤ w ≤ w˜n, dw = (w˜Bw − w˜Sw)−1
(
n−1(Bw − Sw)
)
, Sw = max {i : w˜i ≤ w}, and
Bw = min {i : w˜i > w}. Then the inverse of the continuous ECDF of w˜i is
F¯−1w (p) = w˜Sp + d
−1
p
(
p− n−1(Sp − 0.5)
)
,
8where 0.5n−1 ≤ p ≤ 1−0.5n−1, Sp = max
{
i : n−1(i− 0.5) ≤ p}, Bp = min{i : n−1(i− 0.5) > p},
and dp = (w˜Bp − w˜Sp)−1
(
n−1(Bp − Sp)
)
. We obtain a set of w˜i-values by inverting the contin-
uous ECDF of w˜i at a set of percentiles, denoted by p0 = (p0,1, . . . , p0,L), where L < n. We
fix L = 5. Let w˜0,` = F¯
−1
w (p0,`) for ` = 1, . . . , L. Then w˜0 = (w˜0,1, . . . , w˜0,L) is a set of values
generated from the an estimate of CDF of w˜i.
We use the w˜i-values to construct a smooth density that approximates the density of w˜i
and to do so restrict our choice to the family of standardized chi-squared distributions. Let
X be a chi-squared random variable with ν degrees of freedom, where ν > 0. Then the mean
of X is ν and the variance of X is 2ν. The third central moment of X is E(X − ν)3 = 8ν.
Let Z = (2ν)−1/2(X − ν) be a standardized chi-squared random variable with ν degrees of
freedom. Then the mean of Z is zero and the variance of Z is one. The third central moment
of Z is E(Z3) = (8/ν)1/2. If ν = ∞, we let Z be a standard normal random variable. In the
discussion that follows, we consider a set of standardized chi-squared distributions with degrees
of freedom belonging to ν = {ν1, . . . , νK}.
Let Fν denote the CDF of the chi-squared distribution with ν degrees of freedom when
ν < ∞. When ν = ∞, let F∞ denote the CDF of the standard normal distribution. To
construct a smooth approximation to the distribution of w˜i we begin by identifying the direction
of the skew in the distribution of w˜i.Since the sign of the third moment of w˜i determines the
direction of the skew, we compute the third sample moment of w˜0 to determine the direction of
the skew. Let sign(x) = 1 if x ≥ 0, and sign(x) = −1 otherwise. Then w˜i is positively skewed
if sign
(
L−1
∑L
`=1 w˜
3
0,`
)
≥ 0, and negatively skewed otherwise. We generate quantiles from a
standardized chi-squared distribution with νk degrees of freedom and adjust them for direction
of skewness as follows:
w¯
(k)
0,` =
 sign
(
L−1
∑L
`=1 w˜
3
0,`
)
(2νk)
−1/2 [F−1νk (p0,`)− νk] if νk <∞
F−1∞ (p0,`) if νk =∞
, (2.21)
for ` = 1, . . . , L and k = 1, . . . ,K. The sum of squared differences between the quantiles of the
observed distribution of w˜i and the quantiles of the standardized chi-squared distribution with
9νk degrees of freedom is
SSEk =
L∑
`=1
(w˜0,` − w¯(k)0,` )2. (2.22)
Then we approximate the distribution of w˜i with a standardized chi-squared distribution with
νˆw degrees of freedom where νˆw is the value for the degrees of freedom νk that minimizes the
sum of squared quantile differences. That is, νˆw = {νk ∈ ν : SSEk = mink{SSEk}}.
The next step is to approximate the distribution of the random variable x. To do so,
we modify the degrees of freedom νˆw of the standardized chi-squared distribution that we
use to approximate the distribution of w˜i. The approximation to the distribution xi is also
standardized to have zero mean and unit variance.
Suppose that w˜i has a standardized chi-squared distribution with νˆw degrees of freedom.
Then w˜i ∼ (2νˆw)−1/2(χ2νˆw − νˆw). The third central moment of w˜i is E(w˜3i ) = (8/νˆw)1/2 and
the variance is E(w˜2i ) = 1. Therefore, the skewness of w˜i is
γw =
[
E(w˜2i )
]−3/2
E(w˜3i ), (2.23)
= (8/νˆw)
1/2. (2.24)
Let x˜i = σ
−1/2
xx (xi − µx) be the standardized value of xi with zero mean and unit variance.
Suppose that the distribution of x˜i is approximated by a standardized chi-squared distribution
with νx degrees of freedom. Then x˜i ∼ (2νx)−1/2(χ2νx − νx) and the skewness of x˜i is γx =
(8/νx)
1/2. The skewness of xi can also be represented as
γx =
[
E(x˜2i )
]−3/2
E(x˜3i ), (2.25)
= E(x˜3i ), (2.26)
= E
(
σ−1/2xx (xi − µx)
)3
, (2.27)
= σ−3/2xx E(xi − µx)3. (2.28)
In model (2.2), the third central moments of xi and w¯i are equivalent. This follows from the
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independence of xi and u¯i, and the normality of u¯i. Then,
γx = σ
−3/2
xx E(w¯i − µx)3, (2.29)
= σ−3/2xx E
(
µx + (σxx +m
−1
i σuu,i)
1/2w˜i − µx
)
3, (2.30)
=
(
σ−1xx (σxx +m
−1
i σuu,i)
)3/2
E(w˜3i ), (2.31)
=
(
σ−1xx (σxx +m
−1
i σuu,i)
)3/2
(8/νˆw)
1/2. (2.32)
We replace σxx + m
−1
i σuu,i (2.32) with an average of the variances of w¯i so that the skew of
the distribution of x does not vary by individual. Therefore, we let
γx =
(
σ−1xx (σxx + n
−1
n∑
i=1
m−1i σuu,i)
)3/2
(8/νˆw)
1/2. (2.33)
We equate γx to (8/νx)
1/2 and solve for νx, resulting in
νx =

(
(σˆxx + n
−1∑n
i=1m
−1
i σuu,i)
−1σˆxx
)3
νˆw if νˆw <∞
∞ if νˆw =∞
. (2.34)
Notice that for finite νˆw, νx < νˆw. Standardized chi-squared distributions with low degrees of
freedom have a either a short lower tail, or none at all. Here we only consider standardized
chi-squared distributions with degrees of freedom that are seven or greater to ensure that the
distribution used to approximate the distribution of x˜i has a lower tail. Therefore, an estimate
of the degrees of freedom for the standardized chi-squared distribution that approximates the
distribution of x˜i is νˆx = max {7, νx}.
We now generate a set of M ≥ n quantiles from the standardized chi-squared distribution
with νˆx degrees of freedom and adjust them for direction of skew. These quantiles are de-
noted by x∗0 = (x∗0,1, . . . , x∗0,M ), where x
∗
0,m = sign
(
L−1
∑L
`=1 w˜
3
0,`
)
F−1νˆx (M
−1(m − 0.5)). We
standardize x∗0 to have the desired mean µˆx and variance σˆxx. Let
x∗m = µˆx + σˆ
1/2
xx s
∗−1/2
xx (x
∗
0,m − x¯∗0), (2.35)
for m = 1, . . . ,M , where x¯∗0 = M−1
∑M
m=1 x
∗
0,m, and s
∗
xx = (M − 1)−1
∑M
m=1 (x
∗
0,m − x¯∗0)2. Let
x∗ = (x∗1, . . . , x∗M ) be the support of a function used to approximate the distribution of x.
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2.2 Modified-Polynomial Functions
We model the density of x using a Q-degree polynomial function evaluated at x∗. Consider
a discrete approximation to the density of x,
p(x∗m,αQ) = α0 +
Q∑
q=1
αqz
∗
q,m (2.36)
where αQ = (α1, . . . , αQ) are the coefficients in the modified-polynomial and z
∗
q,m is a q-degree
modified polynomial function evaluated at x∗m. We describe the construction of the modified
polynomials below. To simplify notation, let pQ,m ≡ p(x∗m,αQ).
We start with the set of polynomials, zq = (zq,1, . . . , zq,M )
′ for q = 1, . . . , Q, where zq,m =
(x∗m − µˆx)q and m = 1, . . . ,M . Recall that we have constructed x∗ to have mean µˆx and
variance σˆxx, defined in (2.18) and (2.17), respectively. We choose the polynomial functions so
that the estimated mean and variance of the approximation to the distribution are preserved.
If Q = 1, then the estimated mean of (x∗ − µˆx) calculated from the polynomial approximation
to the density of x is
M∑
m=1
(x∗m − µˆx)p1,m = α0
M∑
m=1
z1m + α1
M∑
m=1
z21m. (2.37)
Therefore, to ensure that the mean of the estimated distribution of x is µˆx we fix α0 = M
−1
and α1 = 0. When Q = 2, the estimated mean of (x
∗ − µˆx) calculated with the polynomial
approximation to the density of x is
M∑
m=1
(x∗m − µˆx)p2,m = α0
M∑
m=1
z1m + α1
M∑
m=1
z21m + α2
M∑
m=1
z1mz2m, (2.38)
= α2
M∑
m=1
z1mz2m, (2.39)
and the estimated variance of (x∗ − µˆx) is
M∑
m=1
(x∗m − µˆx)2p2,m = α0
M∑
m=1
z2m + α1
M∑
m=1
z1mz2m + α2
M∑
m=1
z22m, (2.40)
= σˆxx + α2
M∑
m=1
z22m. (2.41)
Thus, we fix α2 = 0 to ensure that the estimated mean and variance of the 2-degree polynomial
approximation to the distribution of x are µˆx and σˆxx, respectively. When Q ≥ 3, the estimated
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mean of x∗ is
M∑
m=1
(x∗m − µˆx)pQ,m = α0
M∑
m=1
z1m + α1
M∑
m=1
z21m + α2
M∑
m=1
z1mz2m (2.42)
+
Q∑
q=3
(αq
M∑
m=1
z1mzqm), (2.43)
=
Q∑
q=3
(αq
M∑
m=1
z1mzqm). (2.44)
We want
∑M
m=1 z1mzqm = 0 for q = 3, . . . , Q to ensure that the estimated mean of the approx-
imation to the distribution of x is µˆx. The estimated variance of the approximation to the
distribution of x is
M∑
m=1
(x∗m − µˆx)2pQ,m = α0
M∑
m=1
z2m + α1
M∑
m=1
z1mz2m + α2
M∑
m=1
z22m (2.45)
+
Q∑
q=3
(αq
M∑
m=1
z2mzqm), (2.46)
= σˆxx +
Q∑
q=3
(αq
M∑
m=1
z2mzqm). (2.47)
To make sure that the estimated variance of the polynomial approximation to the distribution
of x is σˆxx, we want
∑M
m=1 z2mzqm = 0 for q = 3, . . . , Q. We construct a set of polynomials that
satisfy these two constraints. That is, we construct a set of polynomials that are orthogonal to
both z1 = (z1m, . . . , z1M ) and z2 = (z2m, . . . , z2M ). Let
z˙q = zq − (1, z1, . . . ,zq−1)bˆq, (2.48)
where bˆq is the OLS regression coefficient obtained from the regression of zq on (1, z1, . . . ,zq−1)
for q = 3, . . . , Q. Then z˙q = (z˙q1, . . . , z˙qM )
′ is a set of polynomials satisfying (1, z1, . . . ,zq−1)′z˙q =
0 for q = 3, . . . , Q. An approximation to the distribution of x is (x∗, pQ,m), where pQ,m = M−1+∑Q
q=3 αq z˙q,m. The modified polynomial function is constructed so that the estimated mean and
variance of the approximation to the distribution of x is µˆx and σˆxx, respectively. It is also
necessary that
∑M
m=1 pQ,m = 1. Using properties of residuals and (α0, α1, α2) = (M
−1, 0, 0), it
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follows that
M∑
m=1
pQ,m =
M∑
m=1
M−1 + Q∑
q=3
αq z˙q,m
, (2.49)
= 1 +
Q∑
q=3
(
αq
M∑
m=1
z˙q,m
)
(2.50)
= 1. (2.51)
In preliminary analyses, we found that using z˙ in the polynomial approximation, often
results in poor estimation in the tails of the distribution of x. This is due to the extreme end
behavior of polynomial functions. Chen, et al. (2000) encountered similar issues when using
a cubic spline function to approximate the distribution of x. They addressed these issues by
linearizing the ends of the cubic spline. Here we create a set of polynomial functions similar
to z˙, but with controlled end behavior. To control the tails of the polynomials, we flatten the
ends of the original polynomial functions. Let M1 be the number of observations in each tail to
be flattened. Let z¯q = (z¯q,1, . . . , z¯q,M ) denote the polynomial functions with flat ends, where
z¯q,m =

zq,M1 if m ≤M1
zq,m if M1 < m ≤M −M1
zq,M−M1+1 if m > M −M1
,
for q = 1, . . . , Q and m = 1, . . . ,M . We use z¯q to create a set of orthogonal polynomial
functions with flat ends. Let
z¨q = z¯q − (1, z¯1, . . . , z¯q−1)bˆq, (2.52)
where bˆq solves the system of equations,
(1, z1, z2)
′z¨q = (1, z1, z2)′(1, z¯1, . . . , z¯q−1)bˆq. (2.53)
Therefore,
z¨q = z¯q − (1, z¯1, . . . , z¯q−1)bˆq, (2.54)
0 = (1, z1, z2)
′z¨q, (2.55)
for q = 3, . . . , Q. The z¨q is orthogonal to (1, z1, z2) for q = 3, . . . , Q, to maintain the de-
sired estimated mean and variance of x. At the same time, the function z¨q is orthogonal to
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(1, z¯1, . . . , z¯q−1) to ensure flat ends. Then z¨ = (z¨3, . . . , z¨Q) are orthogonal polynomial func-
tions with flat ends. In our earlier analyses, we used z¨ in the polynomial approximation to
the distribution of x. However, we can improve estimation in the tails of the distribution of x
further, by constructing a different set of modified polynomials with a smoother transition to
the flattened tails. The idea is to increase the flatness of the tails gradually rather than in one
step.
Let h = bM1/2c, where bxc is the largest integer less than or equal to x. We use linear
segments to smooth the flattening in each tail of z¯q,m, for q = 1, . . . , Q. Let Mlo = {M1 −
h, . . . ,M1 + h} be an interval in which we smooth the lower tail of z¯q. Similarly, Mhi =
{M + 1 −M1 − h, . . . ,M + 1 −M1 + h} is an interval in the upper tail where we smooth z¯q
for q = 1, . . . , Q. Let zˆq = (zˆq,1, . . . , zˆq,M ) be the flattened polynomials with linear segments
connecting the endpoints in each interval to be smoothed, where
zˆq,m =

(
z¯q,M1−h−z¯q,M1+h
x∗M1−h−x
∗
M1+h
)
(x∗m − x∗M1−h) + z¯q,M1−h if m ∈Mlo(
z¯q,M+1−M1−h−z¯q,M+1−M1+h
x∗M+1−M1−h−x
∗
M+1−M1+h
)
(x∗m − xM+1−M1+h) + z¯q,M+1−M1+h if m ∈Mhi
z¯q,m otherwise
.
(2.56)
Then let z˜q = (z˜q,1, . . . , z˜q,M ) be a modified-polynomial with smoothed ends, where
z˜q,m =
z¯q,m + zˆq,m
2
, (2.57)
for m = 1, . . . ,M and q = 1, . . . , Q. The modified polynomials have h flattened values in each
tail. The left panel of Figure 2.1 illustrates the smoothing in the tails and also shows the tails
obtained by flattening M1 values in each tail in one step.
We construct a final set of pairwise orthogonal polynomial functions with smoothed ends,
so that the approximation to the distribution of x has an estimated mean equal to µˆx, and an
estimated variance equal to σˆxx. We use an approach that is similar to what we have used to
create the preliminary sets of polynomials. We obtain the polynomial functions in ascending
order. For q = 3, let bˆ3 be the regression coefficient that solves the system of equations,
(1, z1, z2)
′z˜3 = (1, z1, z2)(1, z˜1, z˜2)bˆ3. (2.58)
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Figure 2.1 (left) An example of the flattened tail of a 3-degree polynomial function. The solid
line is the original polynomial, z3. The red line is the flattened polynomial, z¯3.
The green line is the intermediate polynomial with linear smoothing, zˆ3. The blue
line is the modified polynomial, z˜3. (right) Examples of z
∗
q for q = 3, 4.
The 3-degree polynomial with smoothed and flattened ends is
z∗3 = z˜3 − (1, z˜1, z˜2)bˆ3. (2.59)
For q ≥ 3, we construct z∗q so that it is orthogonal to (1, z1, z2, z∗3 , . . . ,z∗q−1) so that when
q ≥ 3,
z∗q = z˜q − (1, z˜1, z˜2, z∗3 , . . . ,z∗q−1)bˆq, (2.60)
where bˆq is the solution to
(1, z1, z2, z
∗
3 , . . . ,z
∗
q−1)
′z˜q = (1, z1, z2, z∗3 , . . . ,z
∗
q−1)(1, z˜1, z˜2, z
∗
3 , . . . ,z
∗
q−1)bˆq. (2.61)
A set of pairwise orthogonal modified-polynomials with controlled ends that preserves the
estimated mean and variance of x∗ is z∗ = (z∗3 , . . . ,z∗Q). It is often convenient to standardize
z∗q so that maxm |zq,m| = 1 for q = 3, . . . , Q. To avoid introducing more notation, we let z∗
represent the standardized values in the remainder. An illustration of z∗ is given in right panel
of Figure 2.1.
2.3 Estimation of the Polynomial Coefficients
We estimate the parameters of the distribution of x using the method of maximum likeli-
hood. We denote the unknown distribution of x by fx(x,α), where α is a vector of unknown
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parameters. Then under the measurement error model in (2.2), the likelihood function for α
is
LQ(α) =
n∏
i=1
∫
x
(m−1i σuu,i)
−1/2φ
(
wi − x
(m−1i σuu,i)1/2
)
fx(x,α)dx, (2.62)
where φ(x) = (2pi)−1/2exp
{−x2/2} is the standard normal density function. We approximate
the density of x with a Q-degree polynomial function evaluated at a dense set of discrete points.
The set of points and probabilities are denoted by (x∗,pQ), where pQ = (pQ,1, . . . , pQ,M ) and
pQ,m = M
−1 +
∑Q
q=3 αqz
∗
q,m for m = 1, . . . ,M . The approximation to the likelihood based on
a Q-degree polynomial function is
LQ(αQ) =
n∏
i=1
M∑
m=1
(m−1i σuu,i)
−1/2φ
(
wi − x∗m
(m−1i σuu,i)1/2
)
pQ,m. (2.63)
The MLE of αQ = (α3, . . . , αQ), denoted by αˆQ = (αˆ3, . . . , αˆQ), is the set of values of αQ =
(α3, . . . , αQ) that maximize log(L(αQ)) subject to
pQ,m ≥ cM−1, (2.64)
for m = 1, . . . ,M and where 0 < c < 1 is a constant to be chosen by the user. The linear con-
straint on αQ ensures the estimated probabilities are non-negative. Let pˆQ = (pˆQ,1, . . . , pˆQ,M )
be the semiparametric maximum likelihood estimator of the probability on x∗, where pˆq,m =
M−1 +
∑Q
q=3 αˆqz
∗
q,m for m = 1, . . . ,M .
2.4 Shrinkage Estimator
Shrinkage methods are often used to reduce the mean squared error (MSE) of an estimator.
However, reducing the MSE of an estimator typically comes at the expense of increased bias.
The James-Stein estimator (Stein (1956)) is a well-known example of a shrinkage estimator
(Lehmann & Casella (1998)). We now briefly revisit the derivation of the James-Stein estimator
for the simple linear model. Consider independent random variables yk ∼ N(θk, σ2) for k =
1, . . . ,K. Let y = (y1, . . . , yK) and θ = (θ1, . . . , θK). Then the OLS estimator for θ is θˆ = y.
As it turns out, the OLS estimator of θ is unbiased but does not minimize the sum of the mean
of squared errors of θˆ (James & Stein, (1961)). James & Stein, (1961) proposed an estimator
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for θ that while biased, minimizes the sum of the mean squared errors of θˆ. The James-Stein
estimator is
θˆJS = (θˆ − a)δˆ(θˆ − a) + a. (2.65)
where
δˆ(θˆ − a) = σ
−2(θˆ − a)′(θˆ − a)− (K − 2)
σ−2(θˆ − a)′(θˆ − a) (2.66)
is a shrinkage coefficient for the OLS estimator of θˆ, a = (a1, . . . , aK) is a specified vector, and
K ≥ 3. The denominator of the shrinkage coefficient is a non-central chi-squared statistic that
depends on the difference between θˆ and a. The numerator of the shrinkage coefficient is also
a non-central chi-squared statistic, but adjusted for the number of parameters in the model.
The James-Stein estimator shrinks the OLS estimator toward the value a, and the extent of
the shrinkage depends on the absolute differences in θˆ and a.
We adopt a similar approach to reduce the MSE of αˆQ. We propose a shrinkage coefficient
that shrinks the MLE of αQ toward zero, so in our approach, we use zero in place of the a
vector in the James-Stein estimator. Our shrinkage coefficient is
κˆQ =
λQ
λQ + (Q− 2) , (2.67)
where
λQ = −2log
{
L2(0)
LQ(αˆQ)
}
(2.68)
is the likelihood ratio test (LRT) statistic for H0: αQ = 0, and L2(0) is the likelihood func-
tion based on the 2-degree modified-polynomial where p2,m = M
−1 for m = 1, . . . ,M . The
coefficient (2.67) is non-negative for Q− 2 > 0. Like the James-Stein shrinkage coefficient, our
shrinkage coefficient is a ratio of chi-squared statistics. The LRT statistic, λQ, is approximately
chi-squared with Q − 2 degrees of freedom. The denominator of our shrinkage coefficient is a
chi-squared statistic adjusted for the number of estimated parameters. The Q − 2 term is
analogous to the K in the numerator of the James-Stein estimator, and represents the number
of coefficients to be shrunken. We define the shrinkage coefficient so that κˆQ = 0 when αˆQ = 0
and the upper bound of κˆQ is one. The shrinkage estimator of the polynomial coefficient is
α˜Q = κˆQαˆQ. (2.69)
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The estimated probabilities based on theQ-degree shrinkage estimator are p˜Q = (p˜Q,1, . . . , p˜Q,M ),
where p˜Q,m = M
−1 +
∑Q
q=3 α˜qz
∗
q,m for m = 1, . . . ,M .
2.5 Estimation of the Degree of the Polynomial
So far, we have not discussed how to select the degree Q of the polynomial approxima-
tion to fx(x,α). We do so in this section. The polynomial functions described above are
constructed so that they are nested. Therefore, standard model selection procedures may be
applied to select the degree of the polynomial model. We follow Chen, et al. (2000) and Chen,
et al. (2003), and use Akaike’s Information Criterion (AIC) to determine the degree of the
polynomial approximation.
We start with the quadratic polynomial, where Q = 2. The quadratic model gives equal
probability to x∗, where p2,m = M−1 for m = 1, . . . ,M . Therefore, AIC2 = −L(0) + 2. For
Q ≥ 3, we estimate αQ using the ML approach described in section 2.3. In practice, starting
values for αQ, denoted by α
(0)
Q , need to be provided to initialize an optimization procedure.
For Q = 3, we start α3 at α
(0)
3 = 0 to obtain the MLE of α3. Sometimes the MLE of αQ−1
is on the boundary of the parameter space. Starting the ML procedure on the boundary can
cause problems in the optimization process. In choosing α
(0)
Q for Q > 3, we adjust the MLE of
αQ−1 so that it is pulled away from the boundary. We use α
(0)
Q = (δαˆQ−1, 0) for Q > 3, where
0 ≤ δ < 1.
Let Q = 2, . . . , Qmax be the potential degrees of the modified polynomial approximation to
the distribution of x. Then the AIC for a model using a Q-degree polynomial approximation
is
AICQ = −LQ(αˆQ) +Q, (2.70)
where LQ(·) is the likelihood in (2.63) and αˆQ is the MLE of αQ. The estimated degree
of the polynomial approximation, denoted by Qˆ, is the value of Q that minimizes AICQ for
Q = 2, . . . , Qmax. The final semiparametric maximum likelihood estimator of the density of x
is denoted by (x∗, pˆQˆ). The final shrinkage estimator of the density of x is denoted by (x
∗, pˆQ˜)
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2.6 Simulation
To evaluate the performance of our estimator for fx(x,α), we conduct a simulation study
similar to the study described in Chen et al. (2000; 2003). We investigate the performance of the
semiparametric likelihood estimator and shrinkage estimator we propose, in several scenarios.
We consider six different densities for the distribution of x:
1. N(0,1)
2. 0.5N
(−45 , 1320)+ 0.5N (45 , 1320)
3. 0.2N (0, 1) + 0.2N
(
3
5 ,
4
9
)
+ 0.6N
(
3
2 ,
25
81
)
4. 0.25N (0, 1) + 0.25N
(
1, 49
)
+ 0.25N
(
5
3 ,
16
81
)
+ 0.25N
(
19
9 ,
64
729
)
5. 0.5N
(− 910 , 12)+ 0.5N ( 910 , 12)
6. 0.7N (0, 1) + 0.3N
(
3
2 ,
2
9
)
The densities are illustrated in Figure 2.2 and are equal to the densities that were used in the
simulation study discussed in Chen, et al. (2000) and Chen, et al. (2003). If the distribution
of x is a mixture of K normals with means (µ1, . . . , µK), variances (σ11, . . . , σKK), and mixing
proportions (p1, . . . , pK), the variance of x is
σxx =
K∑
k=1
pk(σkk + µ
2
k)− µ2x, (2.71)
and the mean of x is
µx =
K∑
k=1
pkµk. (2.72)
Let r = σ−1xx σuu denote the ratio of the measurement error variance to the variance of x. We
consider r = 0.25 and r = 0.50, and treat σuu = rσxx as known. We use sample sizes of n = 250
and n = 500, and no replicate observations on individuals, so that mi = 1 for i = 1, . . . , n.
Therefore, for each density, there are four scenarios defined by sample size and by ratio of
measurement error to variance of x. Each scenario was simulated N = 1000 times.
For a given sample, we use our semiparametric maximum likelihood approach to estimate
the distribution of x. The first step requires that we select the percentiles to determine the
20
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Figure 2.2 Distribution functions used for x in the simulation from Chen, et al. (2000; 2003).
starting density of x. We select L = 5 percentiles given by p0 = (0.03, 0.10, 0.50, 0.90, 0.97),
where the smallest and higher percentiles are close to 0 and to 1 to ensure a good fit in the tails
of the distribution. We select a starting distribution from the standardized chi-squared family
of distributions with degrees of freedom in the set ν = (7, 8, 10, 13, 15, 20, 30, 50, 100, 500,∞).
Once the specific member is selected, we generate M = 500 x-values, which we denote by
x∗ = (x∗1, . . . , x∗M ). To obtain the modified polynomial functions, we flatten h = 4 observations
in each tail, and we smooth each tail over an interval of M1 = 8 observations. In the end, we
modify only three percent of the observations in each polynomial component. Polynomials up
to degree Qmax = 8 were considered. We used the constrOptim() function in R to obtain
the maximum likelihood estimates of the modified polynomial coefficients, which are denoted
by αˆQ. Finally, we set c = 0.1 in the linear constraint on αQ, so that we maximize LQ(αQ)
with respect to α subject to M−1 +
∑Q
q=3 αqz
∗
q,m ≥ 0.1M−1. For each sample we obtain a
semiparametric maximum likelihood estimate and a shrinkage estimate of the coefficients in
the modified polynomial function, denoted by αˆQ and α˜Q, respectively.
Chen et al., (2000; 2003) used the integrated weighted L1-distance (IWL1) to compare his
estimator to the true distribution of x. Let f(x) denote the density of x, and let fˆ(x) denote
an estimator of the density of x. The IWL1 is the expected value of the absolute distance
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between fˆ(x) and f(x), where
IWL1(fˆ , f) =
∫ ∣∣∣fˆ(x)− f(x)∣∣∣ f(x)dx. (2.73)
We use a similar metric to evaluate our estimators and that can be used when the approximation
to fx(x) is discrete as is our case. Let
∆FˆQ(x
∗
m) = pˆQ,m, (2.74)
∆F˜Q(x
∗
m) = p˜Q,m, (2.75)
∆F (x∗m) =

F
(
x∗1+x
∗
2
2
)
− F
(
3x∗1−x∗2
2
)
if m = 1
F
(
x∗m+x∗m+1
2
)
− F
(
x∗m−1+x
∗
m
2
)
if 1 < m < M
F
(
3x∗M−x∗M−1
2
)
− F
(
x∗M−1+x
∗
M
2
)
if m = M
, (2.76)
∆F1(x
∗
m) =

F
(
x∗1+x
∗
2
2
)
if m = 1
F
(
x∗m+x∗m+1
2
)
− F
(
x∗m−1+x
∗
m
2
)
if 1 < m < M
1− F
(
x∗M−1+x
∗
M
2
)
if m = M
, (2.77)
∆x∗m =

x∗2 − x∗1 if m = 1
x∗m+1−x∗m−1
2 if 1 < m < M
x∗M − x∗M−1 if m = M
, (2.78)
for m = 1, . . . ,M , where F (x) is the CDF of x. Then an approximation to the density of x
evaluated at x∗m based on the semiparametric maximum likelihood estimator is
fˆQ(x
∗
m) =
∆FˆQ(x
∗
m)
∆x∗m
, (2.79)
and an approximation to the density of x evaluated at x∗m based on the shrinkage estimator is
f˜Q(x
∗
m) =
∆F˜Q(x
∗
m)
∆x∗m
. (2.80)
Then the IWL1-distance between the distribution of x and a semiparametric maximum likeli-
hood estimator of the distribution of x is,
IWL1(fˆQ, f) =
M∑
m=1
∣∣∣∣∣∆FˆQ(x∗m)∆x∗m − ∆F (x
∗
m)
∆x∗m
∣∣∣∣∣∆F1(x∗m). (2.81)
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Similarly, the IWL1-distance between the distribution of x and a shrinkage estimator of the
distribution of x is
IWL1(f˜Q, f) =
M∑
m=1
∣∣∣∣∣∆F˜Q(x∗m)∆x∗m − ∆F (x
∗
m)
∆x∗m
∣∣∣∣∣∆F1(x∗m). (2.82)
We estimate the IWL1-distance for the semiparametric maximum likelihood estimator and the
shrinkage estimator in each sample of simulation.
2.6.1 Simulation Results
We begin by confirming that the estimators of σxx and µx given in (2.17) and (2.18) are
unbiased given σuu. To do so, we compute the empirical bias and the empirical standard error
of the estimates over the 1000 simulation replicates. Results are presented in Table 2.1 for the
six distributions of x and for the case where n = 250 and r = 0.25. The bias is computed
as the difference between the true value of the parameter and the estimate, averaged over the
1000 simulated replicates. Similarly, the standard error reported in parentheses is the empirical
standard error of the estimates over the 1000 simulation replicates. As expected, we find that
the estimators of σxx and of µx are unbiased.
Table 2.1 Estimated bias and standard errors (multiplied by 100) for the estimated mean and
variance of x from our simulation when n = 250, r = 0.25, and N = 1000.
Density
1 2 3 4 5 6
µx -0.51 (7.22) -0.24 (8.03) 0.004 (6.21) 0.30 (7.35) -0.37 (8.08) -0.45 (7.85)
σxx -0.12 (11.16) 0.35 (13.51) 0.076 (10.83) -0.14 (12.79) -0.35 (12.87) 0.10 (12.28)
More interesting is to understand how the polynomial approximation to the density of x
that we propose compares to the true density and how it performs relative to Chen’s (Chen,
et al. (2000), Chen, et al. (2003)) estimator. For a given density of x, the support of the
estimated densities in each simulation varies across samples. We construct a common support
for each density for comparison purposes. Let the mth value of the common support be the
average of the mth order statistics of x∗ across the N = 1000 simulated samples for a given
density. We average the approximations to the density function, denoted by f˜Qˆ, in the same
manner to get a mean approximation to the density function. We order the approximations
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to the density for a given order statistic of the common support. We use the 2.5 and 97.5th
percentiles of the approximated densities for m = 1, . . . ,M in the common support to construct
a confidence band for the approximate density. In Figure 2.3, we plot the approximations to
the density function that are based on the shrinkage estimator of α.
We start with a visual inspection of our shrinkage estimator compared to the true density.
The average of the shrinkage estimates of density 1 is appear to be very close to the true density
of x. In the case of density 2, the average of estimates appears to approximate the density of
x reasonably well except for values of x around the mean, where the approximation tends to
over-estimate the density. The shrinkage estimator captures the skewness of densities 3 and 4.
However, the approximation to the density tends to under-estimate the peaked mode of these
densities, particularly in the case of density 4. Densities 5 and 6 are bimodal distributions.
The estimator we propose does not capture the bimodality of the true distributions well and
as a consequence, there tends to be larger variability in our estimator near the valley between
the two modes.
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Figure 2.3 Approximations to the density based on the shrinkage estimator for various density
functions in the simulation from Chen, et al. (2000; 2003) when n = 500 and
r = 0.25. True density function (red), mean (black), 2.5 and 97.5th smoothed
percentiles (dashed) of the approximations to the density.
One quantitative criterion to compare densities is the integrated weighted L1-distance be-
tween the densities to be compared. We denote the integrated weighted L1-distance between
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the estimated density fˆ and the true density f by IWL1(fˆ , f). To evaluate the accuracy with
which our estimated densities approximate the true density of x we computed the IWL1(fˆ , f)
for the two estimators proposed earlier: the semiparametric maximum likelihood estimator
and the shrunken semiparametric maximum likelihood estimator. In each of the N = 1000
replicates, we compute IWL1(fˆQ, f) and IWL1(f˜Q, f) and then average the value of the two
statistics over the replicates. A summary of the results from the simulation by scenario and by
distribution are presented in Tables 2.2 and 2.3.
The estimated degree of the modified-polynomial function averaged over the 1000 replicates
is also shown in Tables 2.2 and 2.3. This estimated degree, denoted by Qˆ, is equivalent to the
number of estimated parameters in the model. As one might expect, we tend to require a
lower number of estimated parameters to approximate density 1. In that case, the average
number of estimated parameters for density 1 ranges between 2.20 and 2.39 across the four
sample size and relative measurement error variability scenarios. This then indicates that a
second-degree polynomial is selected for most of the samples generated from a standard normal
distribution. The approximations to densities 5 and 6 in contrast tend to require a larger
number of parameters in the modified polynomial. For density 5, the means of the estimated
degree for the four scenarios ranges from 2.55 to 3.86. For density 6, the means of the estimated
number of parameters for the different scenarios range from 2.71 to 4.05. This is to be expected
given that densities 5 and 6 are bimodal distributions but the starting distribution for each
polynomial approximation is a unimodal density. Therefore, higher degree polynomial functions
are needed to capture an additional peak in the density.
The estimated degree of the modified polynomial functions tends to be higher when the
sample size is n = 500 versus n = 250, across all of the distributions. Samples generated from
the models with a larger degree of measurement error, r = 0.50, tend to have smaller estimated
degrees for the modified polynomial functions than samples generated from the model where
r = 0.25.
In the remainder (and in Tables 2.2 and 2.3) we use a simplified notation where ̂IWL1 =
IWL1(fˆ , f) and ˜IWL1 = IWL1(f˜ , f). The density estimators that include shrinkage resulted
in lower mean IWL1 than the semiparametric maximum likelihood estimates with no shrinkage.
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Therefore, we focus the discussion on the shrinkage estimator. In all four scenarios, the mean˜IWL1 is smallest when the samples generated from the unimodal, symmetric distributions
1 and 2. Distribution 4, which has pronounced skewness, is the hardest to estimate using
polynomial functions. The variability in the N = 1000 estimated values of ˜IWL1 is greatest
when the values of x are generated from distributions 3 and 4. Samples of size n = 500 tend
to have smaller mean of ˜IWL1 than samples of size n = 250. When r = 0.25, the standard
error of ˜IWL1 is smaller for samples of size n = 500. When the degree of measurement error
is r = 0.25, the mean of ˜IWL1 tends to be lower than when r = 0.50.
It is difficult to determine whether the values of the distance criterion we obtained in the
simulation are small enough to suggest that the density estimator we propose performs well.
One way to gage the performance of our estimator is to compare it to other estimators in the
literature. We focus on the spline estimator proposed by Chen (1999) and revisited in Chen,
et al. (2003). Therefore, in Tables 2.2 and 2.3, we also show simulation results that were
presented in Chen (1999), where the number of simulated samples was N = 100. Chen (1999)
included the same four sample size n = 250, 500 and measurement error r = 0.25, 0.5 scenarios
we considered and generated the samples from the same six densities that we used in our
simulation and that are illustrated in Figure 2.2. In the table, we only show the average
number of join points in the cubic spline approximation to the density of x described in Chen,
et al. (2003), as well as the L1 distance criterion. In Chen, et al. (2003), estimation of
the parameters in the spline approximations was carried out using the method of maximum
likelihood.
We denote the mean integrated weighted L1 distance computed by Chen by IWL1. Overall,
the mean ˜IWL1 is somewhat higher than the mean IWL1. In ten of the twenty-four cases in
the table, the estimator proposed by Chen is significantly better (in the IWL1 sense) than the
estimator we propose. Our estimator significantly outperforms Chen’s estimator only in two
of the cases. In half of the cases, there is no significant difference between the mean of IWL1
from our shrinkage estimator and that for the Chen estimator.
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2.7 Discussion
We propose a semiparametric estimator of the distribution of a random variable that is
observed with classical measurement error. The density estimator we propose is constructed
as a sequence of nested polynomials of maximum degree Q with controlled tail behavior. We
evaluate these modified polynomial functions at a dense set of values x∗ to approximate the
distribution of the unobservable variable x. A likelihood approach is used to estimate the
coefficients of the modified polynomial. The maximum likelihood estimators are then shrunken
toward zero to reduce their mean squared error.
To evaluate the performance of the density estimator we propose, we carried out a simulation
experiment, in which we considered six different forms for the distribution of the unobservable
variable x. The six distributions were constructed using linear combinations of normal densities,
as in Chen (1999). For each of the six densities we considered four different scenarios depending
on the sample size and the relative size of the measurement error variance to the variance of
x. The simulation study was designed so that we could compare our estimators to the cubic
spline estimator proposed in Chen (1999) and in Chen, et al. (2003). Further, we used the
integrated weighted L1 distance criterion that was used by Chen (1999).
Results from the limited simulation study suggest that the semiparametric density estimator
that we propose is promising. While Chen’s estimator significantly outperformed the estimator
we propose in about a third of the simulated scenarios, in all other cases the differences, at
least in the IWL1 sense were either not significantly different from zero or suggested that our
estimator was outperforming Chen’s. An open question is whether the same results would be
obtained if the distances between the estimated and the true densities were quantified using a
different criterion.
The assumptions underlying the cubic spline and the polynomial models are similar. How-
ever, the polynomial model has some advantages over the cubic spline model. First, the model
is built as a sequence of nested polynomials, and this allows the use of standard model selec-
tion criteria. Second, the estimated coefficients in the polynomial are nearly uncorrelated. In
Chapter 2, we fit a non-linear model where the covariate in the model is subject to classical
29
measurement error. If we then construct a joint likelihood for the polynomial coefficients and
for the parameters of the non-linear model, the fact that the estimated polynomial coefficients
are almost orthogonal is an advantage when testing hypotheses about true parameter values.
The use of polynomials is also more convenient from a computational point of view and enables
“sequential fitting”.
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CHAPTER 3. CHANGE-POINT ESTIMATION IN THE BROKEN
STICK MODEL IN THE PRESENCE OF MEASUREMENT ERROR
In this chapter, we focus on the broken stick model (described below) when a covariate
is measured with error. We first introduce the model and describe the estimation of model
parameters when the covariate is observed with no error. We then revisit various approaches
that have been proposed in the literature to carry out estimation for the broken stick model
when the covariate is subject to error. Finally, we propose a semi-parametric approach to
estimate the change point parameter in the broken stick model with error-in-the-equation.
Given an estimate of the distribution of the unobservable covariate (discussed in Chapter 1),
we construct a pseudo-likelihood function for the broken stick model. Throughout, we carry
out parameter estimation from a frequentist viewpoint.
3.1 Introduction
Segmented regression models are used when the functional relationship between two vari-
ables changes over intervals of the domain. Segmented regression is intended for data that
can be modeled with a small number of segments, and where the relationships between the re-
sponse and the covariate in the different intervals can be defined using simple functions (Seber
& Wild (1989)). We consider the continuous segmented regression model where two linear
segments are joined at a single change-point, also called the broken stick model. We focus on
the broken stick model where one linear segment has zero slope. Let
ψ′(x, τ) =
 x− τ if x ≥ τ0 if x < τ , (3.1)
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be the broken stick function where τ is the change point. For values of x that are greater than
the change-point, the broken stick function is linear in x. When x is less than the change point,
the broken stick function is constant at zero. The broken stick function is constructed so that
it is continuous at the change point.
A broken stick model is
yi = β0 + β1ψ
′(xi, τ) + ei, (3.2)
where β = (β0, β1) are the regression coefficients, and ei is the error-in-the-equation for i =
1, . . . , n. Let E(ei) = 0 and V ar(ei) = σee for i = 1, . . . , n. Under (3.1), for any xi < τ , the
expected value of yi is equal to β0. When xi ≥ τ , the expected value of y is linear in xi with a
slope equal to β1.
3.2 Estimation of the Change-Point
In this section, we discuss the effects of measurement error on the estimation of the change
point in the broken stick model. First, we review an approach to estimate the change point
when there is no measurement error in the covariate. Then we discuss estimation approaches
that account for the measurement error in the covariate.
3.2.1 Covariate Observed without measurement error
When the covariate can be observed with no error, ordinary least squares (OLS) estimation
is a commonly used approach to estimate the change point in a broken stick model. Let the
mean function of the broken stick model in (3.2) be
fbs(x,β, τ) = β0 + β1ψ
′(xi, τ). (3.3)
The mean function of the broken stick model is nonlinear in its parameters. Therefore, a
modified OLS approach to estimation in the broken stick model is as follows. For a fixed value
of τ , the broken stick mean function is linear in β. Therefore, the broken stick mean function
can be estimated by profiling for τ . Consider a sample of observed pairs, (yi, xi) for i = 1, . . . , n.
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For a given value of τ , let βˆ(τ) be the value of β that minimizes
SSE(β, τ) =
n∑
i=1
(
yi − β0 − β1ψ′(xi, τ)
)2
. (3.4)
The OLS estimate of τ , denoted by τˆ is the value of τ that minimizes SSE(βˆ(τ), τ). The OLS
estimate of β is βˆ = βˆ(τˆ).
3.2.2 Covariate Observed with Measurement Error
Consider the case when xi cannot be observed directly, and only an error-prone observation
of xi is available. Let wi denote a surrogate observation of xi that is subject to measurement
error. Then a broken stick model with classical measurement error in the covariate is
yi = β0 + β1ψ
′(xi, τ) + ei, (3.5)
wi = xi + ui, (3.6)
where the measurement error in wi, denoted by ui, is independent of xi, and xi is i.i.d with
density function f(x) for i = 1, . . . , n. Let E(ui) = 0 and V ar(ui) = σuu, where we assume that
σuu is known. When (wi, yi) for i = 1, . . . , n are the available data, one approach to estimate
the change point of the broken stick model is by regressing yi on wi using the OLS approach,
profiling for τ . However, the broken stick mean function between y and x does not necessarily
hold true for y and w. To understand the effects of measurement error on the OLS estimate of
the change point in the broken stick model, we start by reviewing the effects of measurement
error in the linear case.
Consider a linear model with classical measurement error in the covariate,
yi = α0 + α1xi + ei, (3.7)
wi = xi + ui, (3.8)
where ui is independent of xi, E(ui) = 0 and V ar(ui) = σuu for i = 1, . . . , n. When xi is
observed with no error, the OLS estimator of α1 is unbiased. Suppose now that xi is not
observed and a surrogate observation, denoted by wi, is available. A naive estimator of α1
is obtained by regressing yi on wi. The naive estimator of α1, which we denote αˆ is biased
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toward zero, or attenuated (Fuller (1987)). Fuller (1987) showed that for xi ∼ (µx, σxx) and
ui independent of xi, the bias in αˆ1 is proportional to an attenuation coefficient, denoted by
κ = (σxx + σuu)
−1σxx. The estimated attenuation coefficient, κˆ = s−1ww(sww − σuu), can be
used to correct the bias in the naive estimator, where sww = (n − 1)−1
∑n
i=1 (wi − w¯)2 and
w¯ = n−1
∑n
i=1wi.
In the broken stick model with measurement error (3.5)-(3.6), a naive estimator of the
change point is obtained by ignoring the measurement error in the covariate. That is, given τ ,
let βˆnaive(τ) be the value of β that minimizes
SSE(β, τ) =
n∑
i=1
(
yi − β0 − β1ψ′(wi, τ)
)2
. (3.9)
The naive estimator for τ is then the value of τ that minimizes SSE(βˆnaive(τ), τ). We review
some of the literature on the effects of covariate measurement error on the naive estimator of
the change point.
Similar to what Fuller (1987) showed in the linear case, Ku¨chenhoff & Carroll (1997) find
that the naive estimator of the change point is not consistent for τ . In a simulation study they
find that the naive estimator of the change point can result in severe biases. Staudenmayer &
Spiegelman (2002) investigate factors that contribute to the bias in the naive estimator. The
bias in the naive estimator of the change point is not easily characterized. However, they find
that the bias is influenced by three major factors: the shape of the distribution of the covariate,
the mean of the covariate, and the magnitude of the measurement error.
3.2.2.1 Regression Calibration
Regression calibration is a commonly used approach to adjust for measurement error in the
covariate Carroll, et al. (2006). In the regression calibration approach, estimation is carried out
with a predicted value of the unobservable covariate in place of the true value of the covariate.
The empirical best linear unbiased predictor (EBLUP) of xi is
xˆi = w¯ + s
−1
ww(sww − σuu)(wi − w¯) (3.10)
for i = 1, . . . , n. When the distribution of x is normal, x˜i is the best predictor for xi. Con-
sider the linear measurement error model in (3.7)-(3.8). A regression calibration estimator of
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α = (α0, α1) is obtained by regressing yi onf xˆi. An equivalent estimator of the linear model co-
efficients can be obtained by adjusting the naive estimator of α by multiplying it by the inverse
of the attenuation coefficient. The regression calibration estimator of the linear coefficients is
unbiased in the linear model with covariate measurement error.
Ku¨chenhoff & Carroll (1997) find that the regression calibration estimator of the change
point is sensitive to the distribution of x. In a simulation study, the regression calibration
estimator was sometimes more biased and less variable than the naive estimator of the change
point in the broken stick model with covariate measurement error
3.2.2.2 Parametric Approaches
Some investigators have taken a more parametric approach to change point estimation in
the presence of measurement error in the covariate. We will discuss some approaches to change
point estimation that include a parametric structure for the distribution of x in the broken
stick model with measurement error in the covariate.
One parametric approach is to assume that the unobservable covariate is normally dis-
tributed. Ku¨chenhoff & Carroll (1997) investigate the effects of assuming normality of the
unobservable covariate in a broken stick model with covariate measurement error. They as-
sume (xi, ui, ei) ∼ ind. N((µx, 0, 0),diag{σxx, σuu, σee}) for i = 1, . . . , n, where σuu is known.
The broken stick model with covariate measurement error is fully parameterized and a like-
lihood function can be constructed. The normal likelihood for the broken stick model with
classical measurement error in the covariate is
L(θ, τ) =
n∏
i=1
(σeeσuuσxx)
−1/2
∫
φ
(
yi − fbs(xi,β, τ)
σ
1/2
ee
)
φ
(
wi − xi
σ
1/2
uu
)
φ
(
xi − µx
σ
1/2
xx
)
dxi, (3.11)
where θ = (β, τ, σee, µx, σxx) and φ(x) = (2pi)
−1/2exp{−t2/2} is the standard normal density
function.
The broken stick mean function is not differentiable at the change point, which may intro-
duce challenges in some estimation approaches. However, it turns out that the likelihood func-
tion for the broken stick model with covariate measurement error is differentiable (Ku¨chenhoff
& Carroll (1997); Staudenmayer & Spiegelman (2002)). This is not true for the likelihood
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when the covariate is observed with no measurement error. Therefore, traditional likelihood
methodology can be used to estimate the change point in the broken stick model with covariate
measurement error.
A normal maximum likelihood estimator can be found by maximizing the normal likelihood
over a grid of values of τ . Let θˆ(τ) be the value of θ that maximizes log(L(θ, τ)) for a given
value of τ . Then τˆ is the normal maximum likelihood estimator of τ where τˆ maximizes log(L(
In a simulation study, Ku¨chenhoff & Carroll (1997) find that the normal maximum likeli-
hood estimator of the change point tends to be less biased and less variable than the regression
calibration estimator. However, the normal maximum likelihood estimator of the change point
can result in large biases when the true distribution of x exhibits major departures from nor-
mality.
If the distribution of x is not normal, the distribution of the unobserved covariate might
be more accurately specified with a flexible function such as a mixture. The mixture normal
density functions, constructed as a linear combination of normal densities, is one example.
The family of mixture normal densities includes distributions that vary in shape, skew, and
modality.
Carroll, et al. (1999b) consider a broken stick model with Berkson covariate measurement
error. Contrary to the classical measurement error formulation, the unobservable covariate is
more variable than the observed covariate in a Berkson measurement error model. A Berkson
measurement error model is
xi = wi + ui, (3.12)
where ui is independent of wi for i = 1, . . . , n. Let E(ui) = 0 and V ar(ui) = σuu for i = 1, . . . , n,
so that E(xi|wi) = wi. In the Berkson model formulation, it is important to accurately specify
the distribution of the measurement error, ui, rather than the distribution of the unobserved
covariate as in the classical formulation. The distribution of the measurement error is often
modeled with a normal density in the Berkson measurement error model. Carroll, et al. (1999b)
model the measurement error using a normal mixture.
Nearly any distribution can be approximated by a mixture normal density if enough normal
density components are included in the mixture density. However, as the number of components
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in the mixture density increases, so does the number of parameters in the model. Therefore,
a larger sample size is needed to estimate a mixture normal density with a many components.
Carroll, et al. (1999b) find that use of the mixture normal density for estimation of parameters
in the broken stick model with error in the covariate works best when the distribution of the
measurement error can be approximated with a mixture normal density with relatively few
components. Carroll, et al. (1999b) adopt a Bayesian approach to estimation in the broken
stick model. In a simulation example, they find that the estimate of the change point and
the slope in the broken stick model with covariate measurement error have large biases when
the distribution of the measurement error is poorly specified. When the distribution is more
accurately specified, the estimator of the change point is nearly unbiased. If the distribution
of the measurement error cannot be well specified with a mixture normal distribution, Carroll,
et al. (1999b) suggest using a more semi-parametric approach.
3.3 Estimation of the Density of a Random Variable in the Presence of
Covariate Measurement Error
In this section, we investigate other approaches that use flexible functions to estimate
the distribution of the underlying covariate in the presence of measurement error, under the
assumption that the change point in the broken stick model is more accurately estimated when
the distribution of the unobserved covariate is well specified.
A spline is a smooth and flexible function that consists of piecewise polynomial functions
joined at knots. Chen, et al. (2000) and Chen, et al. (2003) use spline functions in a semi-
parametric approach to estimate the distribution of x in a classical measurement error model
defined in (3.6). They start by standardizing wi to have the same mean and variance of x. Let
x˜i = w¯ + s
1/2
ww(sww − σuu)1/2(wi − w¯), (3.13)
denote the standardized values. A cubic polynomial spline function is used to map x˜ to a
standard normal random variable. Chen, et al. (2000) describe a least squares approach to
estimate the coefficients of the spline function. Later, an improved likelihood based estimator
37
is discussed in Chen, et al. (2003). The shape of the estimated density is influenced by
the estimated coefficients and the number of join points in the spline function. In a simulated
example, Chen, et al. (2000) evaluated the maximum likelihood estimator of the spline function
when x is generated from a set of distributions that include various degrees of skew, modality,
and shape. The spline estimator was found to be more efficient than a kernel estimator proposed
by Diggle & Hall (1993) and a mixture normal estimator proposed by Cordy & Thomas (1997).
Spline functions were also used by Staudenmayer, et al. (2008) to estimate the density of
x in the presence of unknown heteroskedastic covariate measurement error. They use splines
to model not only the distribution of x, but also the distribution of the measurement error in
the covariate as a function of x. The main finding in Staudenmayer, et al. (2008) was that
incorrectly assuming homoskedastic measurement error in the covariate, can result in a biased
estimator of the density of x.
3.4 A Pseudolikelihood Approach to Change-Point Estimation in the
Presence of Measurement Error
Our focus is to develop an approach to estimate the change point in a broken stick model
with classical measurement error in the covariate. We do not assume that the distribution
of x is normal, and instead propose a semi-parametric estimator along the lines of Chen, et
al. (2000). We then use the estimated distribution of x to construct a likelihood function for
the broken stick model with measurement error in the covariate, and estimate the change point.
Consider the broken stick measurement error model with measurement error in the covariate
defined in (3.5) and (3.6), where (ei, ui) is independent of xi for i = 1, . . . , n. Let E(ei, ui) = 0
and V ar(ei, ui) = diag(σee, σuu). Let fx(x,α) be the unknown density of xi for i = 1, . . . , n,
where α a vector of unknown parameters and fx(x,α) is twice differentiable with respect to
α. We use a normal likelihood for the measurement error and the error-in-the-equation. That
is, (ei, ui) ∼ ind. N(0,diag{σee, σuu}) for i = 1, . . . , n. Then the likelihood for the broken stick
model with covariate measurement error is
L(θ, τ) =
n∏
i=1
(σeeσuu)
−1/2
∫
φ
(
yi − fbs(xi,β, τ)
σ
1/2
ee
)
φ
(
wi − xi
σ
1/2
uu
)
fx(xi,α)dxi, (3.14)
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where θ = (β,α, σee), φ(x) = (2pi)
−1/2exp{−t2/2} is the standard normal density function,
f ′bs(x,β, τ) = β0 + β1ψ
′(x, τ), and ψ′(x, τ) = (x− τ)× I{x ≥ τ}.
As in Chapter 1, we use a Q−degree polynomial approximation to the unknown fx(x,α).
The polynomial function is evaluated at a dense set of discrete points x∗, so that pQ,m(x∗,α)
is as defined in Section 2.3. We can then construct a likelihood function for the broken stick
model with measurement error in the covariate by inserting the polynomial approximation
pQ,m(x
∗,α) in place of fx(x,α), so that
L(θ, τ) =
n∏
i=1
(σeeσuu)
−1/2
M∑
m=1
φ
(
yi − fbs(x∗m,β, τ)
σ
1/2
ee
)
φ
(
wi − x∗m
σ
1/2
uu
)
pQ,m(x
∗,α). (3.15)
To obtain maximum likelihood estimates of all model parameters we maximize the likelihood
in (3.15) with respect to (θ, τ, σee). In practice, estimating the parameters α of the polynomial
approximation to fx together with the other model parameters was difficult because we had
to impose constraints on the values of α to ensure that the probabilities associated with the
discrete set of x∗ in the probability mass function would all be positive. Therefore, we proceeded
in two steps, by first obtaining maximum likelihood estimates αˆ and then plugging in those
estimated coefficients into the polynomial approximation in the likelihood. As in Chapter 2 we
generate a dense set of x-values, denoted by x∗ = (x∗1, . . . , x∗M ) where M > n, as described in
Section 2.1. A modified polynomial function is used to estimate the probability associated with
x∗m for m = 1, . . . ,M . Let z∗q = (z∗q,1, . . . , z∗q,M ) be a q-degree modified polynomial function,
defined in Section 2.2. Then the probability mass for x∗m based on a Q-degree polynomial
function is
p(x∗m,αQ) = M
−1 +
Q∑
q=3
αqz
∗
q,m, (3.16)
where αQ = (α3, . . . , αQ) are the coefficients of the modified polynomial function. The modified
polynomial approximation to the density of x is denoted by (x∗, p˜), where p˜ = (p˜Qˆ,1, . . . , p˜Qˆ,M )
and p˜Qˆ,m ≡ (x∗m, α˜Qˆ) is the shrinkage estimator of the probability at x∗m, described in Section
2.4. The pseudolikelihood function is then
L(θ∗, τ) =
n∏
i=1
(σeeσuu)
−1/2
M∑
m=1
φ
(
yi − fbs(x∗m,β, τ)
σ
1/2
ee
)
φ
(
wi − x∗m
σ
1/2
uu
)
p˜m, (3.17)
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where θ∗ = (β, σee). As stated in Ku¨chenhoff & Carroll (1997) and Staudenmayer & Spiegel-
man (2002), the pseudolikelihood function is a differentiable function. We use a maximum
likelihood approach to obtain pseudolikelihood estimates of (θ∗, τ). Let θˆ∗(τ) be the value of
θ∗ that maximizes the pseudolikelihood function in 3.17. Then the pseudolikelihood estimate
of τ is the value of τ that maximizes L(θˆ∗(τ), τ). The pseudolikelihood estimate of θ∗ is then
θˆ∗ = θˆ∗(τˆ).
3.5 Simulation
We evaluate the pseudolikelihood estimator of the change point in the broken stick model
with measurement error in the covariate using simulation. So that we can more easily com-
pare the performance of our estimator to that of estimators that have been proposed in the
literature, we designed our simulation as in Ku¨chenhoff & Carroll (1997). We compare our
pseudolikelihood estimator of τ to three estimators discussed in Ku¨chenhoff & Carroll (1997):
the naive estimator that ignores the measurement error in the covariate, the regression cali-
bration estimator, and the normal maximum likelihood estimator of the change point in the
broken stick model with covariate measurement error. We use bias and root mean squared
error as criteria to compare the four different estimators.
We considered three distributions for the unobserved true covariate, x in the simulation:
1. x ∼ N(0, 1),
2. x ∼ (30)−1/2(χ215 − 15), and
3. x ∼ 0.6N(−0.75, 0.15625) + 0.4N(1.125, 0.15625).
All three densities have a mean µx = 0 and a variance σxx = 1. The densities for the three
distributions are shown in Figure 3.1. In the cases where x is generated from the normal or
from the standardized chi-squared distribution, σuu = 0.6. When x is generated from the
mixture normal distribution, σuu = 0.015. The error-in-the-equation has a variance σee = 1.
The coefficients of the broken stick mean function are β = (0, 2) and two values for the change
point are used, τ = −1 and τ = 1. We set the sample size to two values n = 250 and n = 500.
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We generated N = 200 independent samples for each of the 12 scenarios (three densities for x
× two values of τ × two samples sizes).
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Figure 3.1 Distribution functions used for x in the simulation from Ku¨chenhoff & Car-
roll (1997).
3.5.1 Results
First, we discuss some of the results that were obtained from the estimation of the density
of x. In the case where x is generated from the standard normal distribution, about one fourth
of the samples correctly identified a normal density as the starting density for the polynomial
approximation. In a large majority of the remaining samples, a chi-squared density with a
fairly large (>60) degrees of freedom was selected. The mean of the estimated degree of the
modified polynomial selected to estimate the distribution of x in the samples generated from the
normal density was 2.2, regardless of sample size. Given that the approximating density starts
at a nearly symmetric distribution for most samples, a low degree polynomial is appropriate as
minimal adjustments need to be made to the starting density.
In the samples that were generated from the standardized chi-squared distribution, the
median of the degrees of freedom for the staring chi-squared density, was 14. The first and
third quartiles of the estimated degrees of freedom for the samples generated from the scaled
chi-squared density with 15 degrees of freedom was 8 and 27, respectively. The estimated degree
of the modified polynomial function had a mean equal to 2.2 for both n = 250 and n = 500.
As in the normal case, the starting distribution tends to be similar to the true distribution
in most of the samples generated from the scaled chi-squared distribution. Therefore, a low
degree polynomial is sufficient to approximate the true density.
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In the samples that were generated from the mixture normal distribution, the starting
distributions were typically chi-squared distributions with degrees of freedom concentrated
between 15 and 29 degrees of freedom. There is no chi-squared distribution that can well
approximate the true distribution in this case, as the true distribution is bimodal. Therefore,
a higher degree polynomial is necessary to adjust the starting density to approximate the true
density. The degree of the polynomial approximation in the bimodal cases had a mean of 7.4
when n = 250, and of 8.4 when n = 500.
In Figure 3.2, we draw the three true densities of x (red curves) and summarize the results
of the estimation of the density of x in the 200 simulated samples. In each of the three figures,
the mean (from the 200 replicates) estimate of fx is shown in black. The empirical 2.5th and
97.5th percentile (over the 200 replicate samples) are drawn using dashed curves. Based on a
visual inspection of the curves, it appears that the mean of our approximation to the density
of x is similar to the true density when x is generated from a standard normal distribution.
When x is generated from a mixture normal distribution, our polynomial approximation to the
density appears to capture the bimodal shape of the true density.
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Figure 3.2 Approximations to the density based on the shrinkage estimator for various density
functions in the simulation from Ku¨chenhoff & Carroll (1997) when n = 500. True
density function (red), mean (black), 2.5 and 97.5th smoothed percentiles (dashed)
of the approximations to the density for N = 200 samples.
Tables 3.1-3.3 show the results from the estimation of the change point τ using the four
different approaches described in Sections 3.2.1, 3.2.2.1, 3.2.2.2, and 3.4. The three tables
correspond to the cases where x is distributed as a standard normal random variable, as pro-
portional to a χ2 random variable, or as a mixture of normal densities, respectively. Consider
an estimator of the change point denoted by τˆ . This estimator may be obtained using OLS,
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regression calibration, normal maximum likelihod, or our pseudolikelihood approach. Let τˆk
be an estimate of the change point computed using the kth simulated sample for k = 1, . . . , N .
We estimate the bias of τˆ by taking the mean of the differences between the estimated change
point and the true value of the change point,
B̂ias(τˆ) = N−1
N∑
k=1
(τˆk − τ). (3.18)
The estimated root of the mean squared error for τˆ is
̂RMSE(τˆ) = (N−1 N∑
k=1
(τˆk − τ)2
)1/2
(3.19)
Entries in the tables are the estimated bias and the estimated root mean squared error, com-
puted over the N = 200 simulated samples. Each of the four blocks in a table correspond to a
different combination of τ, n and the four columns correspond to the each of the four different
estimation approaches. The first three columns summarize the OLS, regression calibration, and
normal maximum likelihood estimates of the change point in our simulated samples. These
three estimator are also used in Ku¨chenhoff & Carroll (1997). The fourth column shows the
estimated bias and root mean squared error for the estimator we propose.
When x is generated from the standard normal distribution, the normal maximum likeli-
hood estimator correctly specifies the distribution of x. Correspondingly, the normal maximum
likelihood estimator of the change point exhibits a small bias in almost all cases (see Table 3.1).
The pseudolikelihood estimator we propose, however, is also almost unbiased except in the case
where τ = 1, n = 500. In terms of root mean squared error (RMSE), normal maximum likeli-
hood and pseudolikelihood are comparable when τ = 1. The normal maximum likelihood ap-
proach has lower RMSE when τ = −1. Both the OLS estimator and the regression estimator
of the change point have large biases and RMSE than the normal maximum likelihood and the
pseudolikelihood estimators. The salient result in Table 3.1 is that the performance of the pseu-
dolikelihood was only slightly worse than the performance of normal maximum likelihood even
though x was simulated from the model that underpins normal maximum likelihood .
Table 3.2 summarizes the results we obtained in the estimation of τ when x was drawn
from a scaled χ215. We find that regression calibration estimator of the change point has larger
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Table 3.1 Summary statistics for the estimated change point in the broken stick model with
measurement error in the covariate when x is generated from a standard normal
distribution. Estimated bias and root of the mean squared errors for the estimated
change point for N = 200 replications.
OLS RC NML PseudoML
τ = −1, n = 250
Bias -0.505 0.034 0.014 -0.006
RMSE 0.661 0.325 0.206 0.294
τ = 1, n = 250
Bias -0.094 -0.418 -0.078 -0.076
RMSE 0.846 0.702 0.356 0.353
τ = −1, n = 500
Bias -0.550 0.027 -0.015 -0.018
RMSE 0.631 0.195 0.138 0.191
τ = 1, n = 500
Bias -0.039 -0.396 -0.001 -0.005
RMSE 0.598 0.581 0.230 0.229
biases in all cases when x is generated from the skewed distribution. The biases for the normal
maximum likelihood estimator of the change point are also relatively large compared to the OLS
and pseudolikelihood estimator when τ = −1. When τ = 1, the normal maximum likelihood
estimator has lower biases that and is less variable than the other estimators in terms of RMSE.
The pseudolikelihood estimator outperforms the other three estimators in terms of bias and
RMSE, when τ = −1.
Finally, Table 3.3 shows the results we obtained when x is drawn from the non-symmetric
bimodal mixture distribution described earlier. While overall, the pseudolikelihood estimator
exhibits smaller bias and RMSE than the other three estimators, we find that the normal
maximum likelihood estimator behaves as well as pseudolikelihood when τ = −1. When τ =
1, the pseudolikelihood estimator of the change point is less biased and has smaller RMSE
than the normal maximum likelihood estimator, but the differences are not large. This is
a surprising finding given that the true distribution of x departs in important ways from the
normal distribution that is assumed by normal maximum likelihood . The other two estimators
tend to exhibit larger bias and larger RMSE, except in the case where τ = −1, n = 500, where
all four estimators of τ perform equally well.
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Table 3.2 Summary statistics for the estimated change point in the broken stick model
with measurement error in the covariate when x is generated from a standard-
ized chi-squared distribution with 15 degrees of freedom. Estimated bias and root
of the mean squared errors for the estimated change point for N = 200 replications.
OLS RC NML PseudoML
τ = −1, n = 250
Bias -0.092 0.318 0.272 0.018
RMSE 0.409 0.409 0.339 0.269
τ = 1, n = 250
Bias 0.100 -0.312 -0.017 -0.044
RMSE 0.632 0.511 0.244 0.298
τ = −1, n = 500
Bias -0.059 0.335 0.284 -0.001
RMSE 0.290 0.378 0.315 0.216
τ = 1, n = 500
Bias 0.180 -0.265 0.044 0.021
RMSE 0.412 0.357 0.218 0.244
Table 3.3 Summary statistics for the estimated change point in the broken stick model with
measurement error in the covariate when x is generated from a mixture normal
distribution. Estimated bias and root of the mean squared errors for the estimated
change point for N = 200 replications.
OLS RC NML PseudoML
τ = −1, n = 250
Bias -0.034 -0.019 -0.011 -0.038
RMSE 0.216 0.208 0.163 0.165
τ = 1, n = 250
Bias -0.096 -0.110 -0.087 -0.066
RMSE 0.359 0.358 0.299 0.293
τ = −1, n = 500
Bias 0.000 0.015 0.014 -0.014
RMSE 0.099 0.099 0.095 0.096
τ = 1, n = 500
Bias -0.062 -0.077 -0.058 -0.035
RMSE 0.133 0.140 0.129 0.115
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3.6 Discussion
In this chapter, we focus on the estimation of the parameters in a broken stick model when
the covariate is observed with classical measurement error. The estimation approach we propose
uses a flexible function to model the distribution of the covariate x. In this light, our estimation
approach is similar to the one proposed in Staudenmayer, et al. (2008). While we formulate
a likelihood function for the set of parameters in the model for fx and in the broken stick
model jointly, we found that maximizing the joint likelihood in the presence of constraints on
the parameters of the model for fx was a challenge. Therefore, we propose a pseudolikelihood
estimator for the change point in a broken stick model with covariate measurement error that
involves two steps.
The performance of this pseudolikelihood estimator in the sense of minimizing bias and
RMSE was evaluated in the simulation study described in Section 3.5. The simulation was de-
signed to enable comparison to the simulation results reported in Ku¨chenhoff & Carroll (1997).
In addition to evaluating the performance of our pseudolikelihood estimator we compared its
behavior to the behavior of a naive, regression calibration, and normal likelihood estimators of
the change point under different assumptions about the distribution of x, different values for τ
and different sample sizes. Overall, our estimator performed well, in particular when compared
to the OLS and to the regression calibration estimators.
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CHAPTER 4. APPLICATION OF THE BROKEN STICK MODEL TO
ESTIMATE THE ASSOCIATION BETWEEN USUAL SERUM
25-HYDROXYVITAMIN D AND USUAL INTACT PARATHYROID
HORMONE
4.1 Motivation
The association between vitamin D and bone health is of interest to nutritionists and
epidemiologists. Lower levels of vitamin D are associated with poor skeletal health, and may
result in increased risk of bone fractures, rickets, or osteoporosis. To reduce such risks, dietary
guidelines for intake of vitamin D are desired. It is necessary to assess vitamin D status in the
population to develop these guidelines.
The vitamin D status of an individual cannot be monitored by diet alone, because the body
also obtains vitamin D through sun exposure. Individuals in cooler climates, where there is less
sunlight, tend to have lower levels of vitamin D Dawson-Hughes, et al. (1997). Factors such as
age, proportion of body fat and skin tone also contribute to vitamin D status. As we age, we
experience a decrease in our skin’s ability to convert sunlight to vitamin D. Therefore, elderly
people are at a greater risk of low vitamin D and poor bone health. Pigmentation in the skin
makes individuals more resistant to sun exposure. Therefore, people with darker complexions
are also at a greater risk for lower levels of vitamin D.
Serum 25-hydroxy vitamin D (25(OH)D ) has been suggested as a biomarker useful to mon-
itor vitamin D status (IOM (2011)). But the dose-response relationship between 25(OH)D and
bone health is not well understood. It is well documented, however that lower levels of
25(OH)D are associated with elevated levels of serum intact parathyroid hormone (iPTH); con-
versely, higher levels of 25(OH)D tend to be associated with lower levels of iPTH (IOM (2011);
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WHO & FAO (2004)). This association between 25(OH)D and iPTH is of interest because it
is known that excessive levels of iPTH lead to a decline in bone health.
One school of thought says that there exists a threshold value of 25(OH)D , above which the
change in iPTH serum levels is negligibly small. Individuals with 25(OH)D levels above this
threshold value are at a small risk for excessive iPTH and poor bone health. Under this model,
estimation of the threshold value for 25(OH)D is of public health interest and has been explored
by many researchers. In most of the studies that have been published, segmented regression
models have often been used to model the relationship between iPTH and 25(OH)D . In all
cases, researchers have ignored the fact that iPTH and 25(OH)D observations are subject to
measurement error. We now review several of those studies.
Dawson-Hughes, et al. (1997) examine the relationship between iPTH and 25(OH)D in
a sample of men and women aged 65 and over by fitting a two-phase segmented regression
model to the pairs of measurements. A two-phase segmented regression model consists of two
regression functions that are joined at a change point. In Dawson-Hughes, et al. (1997),
a quadratic function is used for the first phase where 25(OH)D levels are below the change
point, and a flat function is used in the second phase, where 25(OH)D levels are above the
change point. The quadratic-flat segmented regression model suggests that there is no change
in iPTH when 25(OH)D exceeds the change point. Therefore, the change point parameter in
this model corresponds to the threshold value of 25(OH)D . Dawson-Hughes, et al. (1997)’s
estimate of the threshold is 110 nmol/L.
Several years later, Dawson-Hughes, et al. (2004) and Dawson-Hughes, et al. (2005) review
and discuss 25(OH)D threshold estimates proposed in the literature between 1988 and 2003.
The studies included in these review articles varied in terms of the models that were adopted
to represent the relationship between iPTH and 25(OH)D , which included different segmented
regression and exponential models. The threshold values in these studies are defined in different
ways depending on the model used and varied from 30 to 99 nmol/L. Most of the estimates
clustered at around 75-80 nmol/L Dawson-Hughes, et al. (2005).
Aloia, et al. (2006) also explored the relationship between observed iPTH and observed
25(OH)D in postmenopausal African-American women. He compared the results obtained
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from fitting an exponential model and a two-phase segmented regression model to the (iPTH ,
25(OH)D ) pairs. The two-phase segmented regression model consisted of two linear segments
joined at a change point. They found that both models fitted the data equally well, but
they recommended the two-phase linear segmented regression model because the change point
parameter corresponded more closely to the concept of a threshold. In African-American
women, Aloia, et al. (2006) estimated that the 25(OH)D threshold was 44 nmol/L.
Aloia, et al. (2006) also include an extensive summary of the literature on 25(OH)D thresh-
old estimation from 1995-2005. The review includes studies with subjects that varied in terms
of health status, gender, and 25(OH)D assay method. They found that depending on the study
population and laboratory methods, the threshold estimates tended to belong to one of two
clusters, centered around 40-50 nmol/L or around 70-80 nmol/L. The latter cluster is consistent
with the findings from Dawson-Hughes, et al. (2005).
Durazo-Arvizu, et al. (2010) re-analyze the data obtained from the sample of elderly
people described in Dawson-Hughes, et al. (1997). They fit an exponential model and several
different segmented regression models to a subset of the sample consisting in the baseline
measurement (the first measurement on each subject). Durazo-Arvizu, et al. (2010) define the
25(OH)D threshold in the exponential model as the level of 25(OH)D above which the change
in iPTH level is sufficiently small. The change in iPTH is considered to be sufficiently small
when the derivative of the estimated exponential mean function is equal to a specified fraction
of the standard deviation of iPTH . The estimated threshold value in the exponential model
ranged from 30-38 ng/mL, depending on the fraction of the standard deviation of iPTH that
was used in the definition of the threshold. The segmented regression models that were fitted
to the data included a two-phase linear, a two-phase quadratic-linear, and a three-phase linear
model. In the two-phase segmented regression models, the linear segment for 25(OH)D levels
above the change point is constrained to have zero slope. The threshold estimates in the two-
phase linear model and in the two-phase quadratic-linear segmented regression model were 20.8
ng/mL and 28 ng/mL, respectively.
In the three-phase linear segmented regression model, there are two change points. The
first and second regressions correspond to levels of 25(OH)D at which there is a very rapid
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and moderately rapid decline in iPTH , respectively, as 25(OH)D increases. The third phase
corresponds to the levels of 25(OH)D at which iPTH is approximately constant regardless of
the level of 25(OH)D ; this phase is also called the phase of maximal suppression of iPTH .
Durazo-Arvizu, et al. (2010) obtained an estimate of 26.0 ng/mL for the knot separating the
phase of moderate decrease and the phase of maximal suppression of iPTH .
In all of the studies we have reviewed, investigators have assumed that the covariates in
the models (in particular, the level of 25(OH)D ) are observed with no measurement error.
However, both iPTH and 25(OH)D are biomarkers that may be subject to variability across
individuals, but also across days within individuals. Therefore, an observed level of iPTH or of
25(OH)D , on any given day is a noisy measurement of the individual’s usual or habitual levels
of iPTH or 25(OH)D . Here, usual iPTH is defined as the long run average of the observed
iPTH levels of an individual. Likewise, usual 25(OH)D is defined as the long run average of
the observed 25(OH)D levels. These usual biomarker levels are not observable in practice, yet
we are interested in the association between usual iPTH and usual 25(OH)D . Therefore, we
implement the modeling approaches proposed in Chapters 2 and 3 to fit a non-linear model
to iPTH and 25(OH)D that accounts for the potential presence of measurement error in both
variables.
In this chapter, we estimate the nonlinear relationship between usual iPTH and usual
25(OH)D using data collected in the National Institute on Aging Sites Testing Osteoporosis
Prevention/Intervention Treatment (STOP/IT) trial that was conducted at Tufts University.
Subsets of these data were previously analyzed in Dawson-Hughes, et al. (1997) and Durazo-
Arvizu, et al. (2010). In the literature, 25(OH)D is reported in one of two units, nmol/L and
ng/mL and the conversion from one unit to the other is not straight forward. 25(OH)D is
the sum of 25-Hydroxy vitamin D2 (25(OH)D2) and 25-Hydroxy vitamin D3 (25(OH)D3).
Each component has a unique conversion factor to map nmol/L to ng/mL. One nmol/L of
25(OH)D2 is equivalent to 2.423 ng/mL and one nmol/L of 25(OH)D3 is equivalent to 2.496
ng/mL. Therefore, we must know the proportion of each, 25(OH)D2 and 25(OH)D3, to convert
from ng/mL to nmol/L, or vice versa. Our analysis are carried out using 25(OH)D expressed in
ng/mL. Thus, our results are directly comparable to the results in Durazo-Arvizu, et al. (2010)
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but not to results presented by Dawson-Hughes, et al. (1997) or Aloia, et al. (2006).
In the remainder of this chapter, we describe exploratory analyses of the STOP/IT trial
data. We find it more convenient to analyze the log-transformed measurements of iPTH and
25(OH)D . As in Chapter 2, we use a likelihood approach to estimate the distribution of usual
log(OHD) . We then consider two different models for the mean function in the relationship
between iPTH and 25(OH)D : an exponential and a two-phase linear segmented regression
model. While in principle it is possible to fit the model for usual log(OHD) and the regression
model simultaneously (see Section 3.4) in practice we fix the distribution of usual log(OHD) at
the estimated value and use a pseudolikelihood approach to estimate the mean functions. In
all cases, our main goal is to obtain an estimate for the 25(OH)D threshold. We use resampling
methods to compute standard deviations and draw inferences about model parameters.
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4.2 Exploratory Analysis
4.2.1 Description of the Data
The STOP/IT trial included 445 subjects (181 men and 206 women) aged 65 years and
older. Fifty-seven subjects who reported using anticonvulsants, loop, and/or thiazide diuretics
were excluded from the sample. One person with incomplete information was also excluded.
The final or analytic sample included n = 387 individuals. Study participants provided the first
measurement (baseline measurement) at different times during the first year of the study. Each
participant provided at most four measurements, once during each of the four years of the study.
We use observation day to denote the day in which data are collected on an individual. Each
individual has one observation day per year, over the four year period. For each individual,
the observation days were scheduled during the same climate season each year to control for
sunlight exposure. The maximum possible number of observation days for each individual is
m = 4. In the study, data were collected on a large set of variables for each participant. Here
we only focus on iPTH (pg/mL), denoted by “PTH”, and on 25(OH)D (ng/mL), denoted by
“OHD”. Subscripts i = 1, ..., 387 and j = 1, ..., 4 indicate subject and order of observation day,
respectively. For various reasons, some subjects provided fewer than four measurements. Thus,
we introduce an indicator function Iij defined as follows:
Iij =
 1 if (PTH, OHD) measurement is collected on observation day j for individual i0 otherwise ,
(4.1)
for i = 1, . . . , n and j = 1, . . . ,m. Then mi is the number of measurements of (PTH, OHD)
collected on individual i, where mi =
∑m
j=1 Iij for i = 1, . . . , n. Over one-half of the study
participants provided only one measurement of (PTH, OHD). More than one-third provided
four measurements. The distribution of the number of replicate measurements per participant
is summarized in Table 4.1. There are N = 879 observations of (PTH, OHD) in the analytic
sample, where N =
∑n
i=1mi.
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Table 4.1 Number of measurements of (PTH,OHD) for the 387 individuals in the analytic
sample.
mi 1 2 3 4
Counts 205 21 12 149
4.2.2 Adjustments to the Sample Data
Plasma must be assayed in order to measure serum PTH and OHD concentrations, and
there are several methods to do so. The 25(OH)D measurements in the STOP/IT trial were
obtained using the method called competitive protein binding method. See Durazo-Arvizu,
et al. (2010) for more detail about the laboratory techniques used to obtain the biomarker
measurements.
Measurements of iPTH are available to the nearest pg/L, while 25(OH)D measurements
are available to the nearest tenth ng/mL. Since iPTH and 25(OH)D are continuous random
variables, we added a small amount of noise to the data to smooth the distribution of the
observed values and to prevent complications that may result due to the discrete nature of the
original data. Details of the procedure we implemented to add noise to the discrete data are
given in Appendix A. A plot of the noise-adjusted data are given in Figure 4.1.
In the left panel of Figure 4.1, we plot the observed measurements of PTH against OHD.
There are three observations in the sample that have a fairly low value of observed PTH. The
three individuals to whom these observations belong have mi = 4, 2, and 1. In the right panel
of Figure 4.1 we plot log(observed PTH) against log(observed OHD). These three observations
with a low value become more extreme in the log scale. We adjust these observations so
that they have less influence on the estimated relationship between log(observed PTH) and
log(observed OHD) as follows. The values of the three observed PTH are 2, 7, and 9 pg/mL.
Since the next smallest observed PTH is 11 pg/mL, we set the observed iPTH values of the
three extreme observations to 11 pg/mL. There is one large value of observed PTH, exceeding
150 pg/mL. This observation is less extreme after measurements are log-transformed.
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Figure 4.1 Observed data from the STOP-IT study. (left) Observed PTH against observed
OHD. (right) log(observed PTH) against log(observed OHD). Three individuals
with the lowest observed PTH are identified by color. The selected individuals
have mi = 4, 2, and 1.
4.2.3 Measurement Error in the Observations
PTH and OHD are measured on one day in each year of the study. These measurements
are subject to variability among subjects, and also to variability from year to year within an
individual. As we mentioned earlier, we are interested in the long-run averages of iPTH and
25(OH)D , which we denote usual PTH and usual OHD for an individual.
Let qi denote the usual PTH for individual i and let xi denote the usual OHD for individual
i. The mean and variance of (qi, xi) are denoted (µq, µx) and (σqq, σxx), respectively. Let yij
denote observed PTH for individual i on observation day j. Let wij denote observed OHD for
individual i on observation day j. A measurement error model for the observed measurements
of PTH and OHD is
yij = qi + vij (4.2)
wij = xi + uij , (4.3)
where aij = (vij , uij) denotes the measurement error for individual i on day j, for i = 1, . . . , n
and j = 1, . . . ,m. We assume the that the usual values (qi, xi) are independent of the mea-
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surement errors aij . We assume that E(aij) = 0 and V ar(a) = Σaa,i, where
Σaa,i =
 σvv,i σvu,i
σvu,i σuu,i
 , (4.4)
for i = 1, . . . , n.
4.2.3.1 Equality of Means Across Observation Days
Observation days for an individual are approximately one year apart. The status of an
individual’s health can change in one year, in particular in subjects who are 65 years or older.
Therefore, we investigated whether there was a systematic effect of time on measurement in
the analytic sample.
We use the measurement from the initial observation day, j = 1 for each individual as a
baseline measurement and conduct paired t-tests to evaluate whether the measurements from
subsequent years differ from the baseline measurement. The number of observations available
for individual i is mi. For Iij the indicator variable defined earlier, N1j =
∑n
i=1 (Ii1 × Iij) is the
number of subjects with observations on both day 1 and day j, where j = 2, . . . ,m. Consider
first the variable y. The difference between the observations collected on observation day 1 and
observation day j for individual i is dij = (yi1 − yij). We use t-tests to evaluate H0 : µd,j = 0,
where µd,j is the mean of the differences in observations on day 1 and day j for j = 2, 3, 4. Let
d¯.j = N
−1
1j
∑n
i=1 (dij × Iij) be the sample mean of the differences in observations on day 1 and
day j. Table 4.2 summarizes the t-tests on the mean of the differences in observations from
day 1 and day j for j = 2, 3, 4, for both PTH and OHD.
The measurements of PTH from observation day 1 appear to be significantly lower than the
measurements for observation day j = 2, 3, 4, on average. Measurements on observation day 3
have the largest mean difference from baseline. For OHD, the measurements from observation
day 2 differ the most from the baseline measurements, on average. The day 4 measurements
are not significantly smaller than baseline. We conclude that there is a significant effect of time
on the measurements of iPTH and of 25(OH)D .
The fact that there is a significant difference between baseline measurements and later
measurements is problematic because the measurement error models we fit below assume that
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Table 4.2 Summary statistics for the test of a zero mean of the differences between measure-
ments collected on observation day 1 and observation day j for j = 2, 3, 4.
N1j Mean t p-value
PTH
Day 1 - Day 2 167 -2.689 -3.069 0.003
Day 1 - Day 3 152 -6.665 -5.030 <0.001
Day 1 - Day 4 173 -5.870 -6.290 <0.001
OHD
Day 1 - Day 2 167 -2.037 -5.472 <0.001
Day 1 - Day 3 152 -1.195 -2.678 0.008
Day 1 - Day 4 173 0.068 0.161 0.872
the expectations of (yij , wij) are equal across days: E ((yij , wij)|(qi, xi))) = (qi, xi). This
assumption does not hold in the sample. Therefore, we adjust the daily observations to have
equal means across days as follows. We use (yadjij , w
adj
ij ) to denote the adjusted observations of
(yij , wij), where
yadjij = yij +N
−1
1j
n∑
i=1
(yi1 − yij) (Ii1 × Iij), (4.5)
wadjij = wij +N
−1
1j
n∑
i=1
(wi1 − wij) (Ii1 × Iij), (4.6)
for i = 1, . . . , n and j = 1, . . . ,m.
Let Nj =
∑n
i=1 Iij be the total number of measurements collected on observation day j for
all individuals, for j = 1, . . . ,m. Then the sample means of (yadjij , w
adj
ij ) collected on observation
day j are denoted by (y¯adj.j , w¯
adj
.j ), where
y¯adj.j = Nj
−1
n∑
i=1
(yadjij × Iij), (4.7)
w¯adj.j = Nj
−1
n∑
i=1
(wadjij × Iij), (4.8)
for j = 1, . . . ,m. The sample variances of the adjusted measurements on observation day j are
sadjyy,j = (Nj − 1)−1
n∑
i=1
(
(yadjij − y¯adj.j )2 × Iij
)
, (4.9)
sadjww,j = (Nj − 1)−1
n∑
i=1
(
(wadjij − w¯adj.j )2 × Iij
)
, (4.10)
(4.11)
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for j = 1, . . . ,m. Table 4.3 gives the sample mean and sample variance for the adjusted
measurements by observation day. The mean of the adjusted PTH measurements is lowest
for observation day 1. Conversely, the mean of the adjusted OHD measurements is largest for
observation day 1.
Table 4.3 Summary statistics for the data, by observation day, after adjustments for observa-
tion day effect.
Nj Mean Variance
Adjusted PTH
Day 1 387 36.682 254.340
Day 2 167 37.664 267.452
Day 3 152 38.434 450.561
Day 4 173 37.852 326.492
Adjusted OHD
Day 1 387 22.094 55.412
Day 2 167 21.291 59.608
Day 3 152 21.413 52.942
Day 4 173 21.460 44.066
Later in this chapter, we compare our results to those reported in Durazo-Arvizu, et
al. (2010), who only used baseline measurements. Therefore, we investigate whether the
baseline measurements of subjects who provided only one measurement are different from the
baseline measurements of subjects who stayed in the study. There are n2 = 182 individuals
with more than one measurement, mi > 1. The remaining n − n2 = 205 individuals provided
only the baseline observation. Summary statistics for the two groups are presented in Table
4.4. The mean baseline measurement of adjusted PTH for individuals with mi = 1 is smaller
than the mean baseline measurement of adjusted PTH for the individuals with mi > 1, but
not significantly so. In the case of adjusted OHD, the mean baseline measurement is larger in
individuals with mi = 1 but again this difference is not significant. We were not anticipating
that there would be significant differences in mean baseline measurements across subjects with
one measurement or with more than one measurement because the biomarkers of interest are
largely physiologically regulated. For other biomarkers (e.g. sodium excreted in the urine)
one often observes differences in baseline measurements between compliant and non-compliant
study subjects; the former are often individuals with more healthful habits.
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Table 4.4 Sample mean of the measurements collected on observation day 1 in the individuals
with mi = 1 and mi > 1, respectively. Two-sample t-test for the difference in the
means of observation day 1 measurements in individuals with mi = 1 and mi > 1,
respectively.
mi = 1 mi > 1 t p-value
Adjusted PTH 35.940 37.518 -0.972 0.332
Adjusted OHD 22.623 21.497 1.498 0.134
4.2.3.2 Variance Functions for the Measurement Errors
Next, we investigate the characteristics of the measurement error variances. In the remain-
der, we use (yij , wij) to denote the observations that have been adjusted for the observation
day effect. Let the sample individual-level means of (yij , wij) be denoted by (y¯i, w¯i), where
y¯i = m
−1
i
m∑
j=1
(yij × Iij), (4.12)
w¯i = m
−1
i
m∑
j=1
(wij × Iij), (4.13)
for i = 1, . . . , n. The sample within-individual variances and covariance of yij and wij are
denoted by svv,i, suu,i, svu,i where
svv,i = (mi − 1)−1
m∑
j=1
(
(yij − y¯i)2 × Iij
)
, (4.14)
suu,i = (mi − 1)−1
m∑
j=1
(
(wij − w¯i)2 × Iij
)
, (4.15)
svu,i = (mi − 1)−1
m∑
j=1
((yij − y¯i)(wij − w¯i)× Iij), (4.16)
for i = 1, . . . , n.
In Figure 4.2, we plot svv,i against y¯i and w¯i, respectively. We use these plots to deter-
mine if the variance of the measurement error in yij , denoted by σvv,i, is a function of qi or
xi, respectively. In the left panel, svv,i appears to be increasing in y¯i. We model svv,i with a
piecewise function that is quadratic for larger values of y¯i, and flat for smaller values of y¯i to
ensure the function is non-decreasing in y¯i. The estimated regression equation is
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sˆvv,i(y¯i) = 43.551 + 0.187(y¯i − 32.617)2 × I(y¯i ≥ 32.617) (4.17)
for i = 1, . . . , n where I(x ≥ a) = 1 if x ≥ a, and zero otherwise. The estimated function
plateaus at a level of sˆvv,i = 43.551, and increases for y¯i ≥ 32.617. The estimated quadratic co-
efficient, 0.187 (p < 0.001), and the change point, 32.617 (p < 0.001), are significantly different
from zero.
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Figure 4.2 Individual-level summary statistics for the analytic sample. (left) Within-individ-
ual variance of PTH against individual-level mean of PTH. (right) Within-individ-
ual variance of PTH against individual-level mean of OHD.
In the right panel of Figure 4.2, we plot svv,i against w¯i. There is one individual with a large
value of svv,i that is influential in the linear relationship between svv,i and w¯i. This individual
has mi = 4, and there is one relatively large value of yij that contributes to the large value of
svv,i. The linear regression equation for svv,i on w¯i is,
sˆvv,i(w¯i) = 157.011− 3.259w¯i, (4.18)
where the linear coefficient, -3.259 (p = 0.099), is not significantly different from zero. We
choose a piecewise linear-quadratic function of qi as a model for the variance of the measurement
error in yij ,
σvv,i(qi,γ) = γ0 + γ1(qi − γ3)2 × I(qi ≥ γ3), (4.19)
for i = 1, . . . , n.
We consider a transformation of the observed data to simplify the variance functions. A
logarithmic transformation is commonly used on epidemiological data so we explore whether it
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is appropriate for our sample. Using the analytic sample and the logs of iPTH and 25(OH)D ,
we test for the effect of time on measurement in the transformed scale. Table 4.5 shows the
t-tests for the differences in log-measurements between baseline and subsequent observation
days. The measurements of log(PTH) from observation day 1 are, on average, lower than the
measurements from observation days 2, 3, and 4. Similarly, the measurements of log(OHD)
from observation day 1 are, on average, lower than the measurements for observation days 2 and
3. Almost all of the differences are statistically significant, so we carry out a mean adjustment
on the log-transformed values that is similar to the adjustment described in Section 4.2.3.1.
Table 4.5 Summary statistics for the test of a zero mean of the differences between measure-
ments collected on observation day 1 and observation day j for j = 2, 3, 4.
N1j Mean t p-value
log(PTH)
Day 1 - Day 2 167 -0.085 -3.905 0.001
Day 1 - Day 3 152 -0.156 -5.778 <0.001
Day 1 - Day 4 171 -0.143 -6.581 <0.001
log(OHD)
Day 1 - Day 2 167 -0.087 -5.820 <0.001
Day 1 - Day 3 152 -0.051 -2.843 0.005
Day 1 - Day 4 171 -0.001 -0.029 <0.977
Let rij and sij denote the adjusted measurement of log(PTH) and the adjusted measurement
of log(OHD), respectively, for individual i on observation day j. Summary statistics for rij and
sij are shown in Table 4.6. We see a similar relationship between the mean of the measurements
collected on observation day 1, and the mean of the measurements collected on observation days
2, 3, and 4. Observation day 1 has the lowest mean for log(PTH). For log(OHD), observation
day 1 has the largest mean.
We again investigate whether the baseline measurements are different in subjects with only
one measurement and in subjects who provided more than one measurement. In Table 4.7,
we compare the means of the baseline measurements for individuals with mi = 1 and for
individuals with mi > 1. The two-sample t-tests suggest that none of the differences in the
table are significant.
We use hi to denote usual log(PTH) and gi to denote usual log(OHD) for individual i. Then
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Table 4.6 Summary statistics for the log-transformed data, by observation day, after adjust-
ments for observation day effect.
Nj Mean Variance
Adjusted log(PTH)
Day 1 387 3.515 0.174
Day 2 167 3.540 0.146
Day 3 152 3.561 0.180
Day 4 173 3.553 0.166
Adjusted log(OHD)
Day 1 387 3.042 0.106
Day 2 167 3.011 0.106
Day 3 152 3.017 0.101
Day 4 173 3.017 0.093
Table 4.7 Sample mean of the measurements collected on observation day 1 in the individuals
with mi = 1 and mi > 1, respectively. Two-sample t-test for the difference in the
means of observation day 1 measurements in individuals with mi = 1 and mi > 1.
mi = 1 mi > 1 t p-value
Adjusted log(PTH) 3.494 3.539 -1.528 0.127
Adjusted log(OHD) 3.064 3.017 1.400 0.162
(rij , sij) are error-prone measurements of (hi, gi). The mean and variance of hi are denoted
by µh and σhh, respectively. The mean and the variance of gi are denoted by µg and σgg,
respectively. A measurement error model for the log-transformed data is
rij = hi + dij , (4.20)
sij = gi + cij , (4.21)
where bij = (dij , cij) is the measurement error in (rij , sij). We assume that (hi, gi) is indepen-
dent of bij for j = 1, . . . ,m. Let E(bij) = 0 and V ar(bij) = Σbb,i, where
Σbb,i =
 σdd,i σdc,i
σdc,i σcc,i
 , (4.22)
for i = 1, . . . , n and j = 1, . . . ,m. The sample individual-level means of (rij , sij) are denoted
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by (33, s¯i), where
r¯i = m
−1
i
m∑
j=1
(rij × Iij), (4.23)
s¯i = m
−1
i
m∑
j=1
(sij × Iij), (4.24)
for i = 1, . . . , n. The sample within-person variances and covariance of rij and sij are denoted
by sdd,i, scc,i, and sdc,i, respectively, where
sdd,i = (mi − 1)−1
m∑
j=1
(
(rij − r¯i)2 × Iij
)
, (4.25)
scc,i = (mi − 1)−1
m∑
j=1
(
(sij − s¯i)2 × Iij
)
, (4.26)
sdc,i = (mi − 1)−1
m∑
j=1
((sij − s¯i)(rij − r¯i)× Iij), (4.27)
for i = 1, . . . , n.
We are now ready to revisit the relationship between the within-person variances and the
individual means to determine if the log-transformed data are amenable to simpler variance
functions than the data in their original scale. To explore the variance functions for σdd,i, we
investigate the relation between sdd,i and the sample individual-level means. In the left panel
in Figure 4.3, we plot sdd,i against r¯i. There does not appear to be an association between sdd,i
and r¯i. The estimated linear model of sdd,i on r¯i is,
sˆdd,i(r¯i) = 0.058− 0.005r¯i, (4.28)
for i = 1, . . . , n. The estimated slope of -0.005 (p = 0.572) is not significantly different from
zero. In the right panel of Figure 4.3, there appears to be little association between sdd,i and
s¯i. Regressing sdd,i on s¯i results the equation,
sˆdd,i(s¯i) = 0.012 + 0.010s¯i, (4.29)
for i = 1, . . . , n where the slope of 0.010 (p = 0.364) is not significantly different from zero. We
conclude that σdd,i is not significantly associated with hi, nor gi. We choose a function for σdd,i
that is constant in both hi and gi,
σdd,i = σdd, (4.30)
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for i = i, . . . , n. The constant variance function for the measurement error in observed log(PTH)
is simpler than the piecewise quadratic function for the variance in the measurement error in
observed PTH.
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Figure 4.3 Individual-level summary statistics for the analytic sample. (left) Within-individ-
ual variance of log(PTH) against individual-level mean of log(PTH). (right) With-
in-individual variance of log(PTH) against individual-level mean of log(OHD).
We assess the variance for the measurement error in observed OHD, denoted by σuu,i, by
investigating the relationship between suu,i and w¯i. In the left plot in Figure 4.4, we see a
positive nonlinear relation between suu,i and w¯i. We use a piecewise linear-quadratic function
to model the relationship between suu,i and w¯i. The estimated equation is
sˆuu,i(w¯i) = 4.692 + 0.085(w¯i − 13.763)2 × I(w¯i ≥ 13.763), (4.31)
for i = 1, . . . , n. The estimated change-point of 13.763 (p < 0.001) and a piecewise linear-
quadratic coefficient, 0.085 (p < 0.001), are significantly different from zero. Therefore, we
would consider a quadratic function of xi,
σuu,i(xi, δ) = δ0 + δ1(xi − δ2)2 × I(xi ≥ δ2), (4.32)
for i = i, . . . , n, in estimation of the full model in the original scale.
We consider a log-transformation of observed OHD to stabilize the variance function as we
did for observed PTH. In the right plot of Figure 4.4, we see a weaker relation between scc,i
and s¯i. We regress scc,i on s¯i and the estimated linear function is,
sˆcc,i(s¯i) = −0.023 + 0.015s¯i, (4.33)
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for i = 1, . . . , n. The slope of linear relationship between scc,i and s¯i, 0.015 (p = 0.017), is
significantly different from zero. Therefore, we let σcc,i be a linear function of gi,
σcc,i(gi,η) = η0 + η1gi, (4.34)
for i = 1, . . . , n as a possible variance function. The log-transformation of OHD simplifies the
variance function from a nonlinear model to a linear model.
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Figure 4.4 Individual-level summary statistics for the analytic sample. (left) Within-individ-
ual variance of OHD against individual-level mean of OHD. (right) Within-indi-
vidual variance of log(OHD) against individual-level mean of log(OHD).
We next investigate the behavior of the covariance of the measurement errors in observed
PTH and OHD, denoted by σvu,i. In the left panel in Figure 4.5, there is little association
between svu,i and w¯i. The estimated linear model for svu,i as a function of w¯i is,
sˆvu,i(w¯i) = −6.182 + 0.193w¯i, (4.35)
for i = 1, . . . , n. The slope 0.193 (p = 0.404) is not significantly different from zero.
We also use the deviations from the sample individual-level means to evaluate the correlation
of between the measurement errors . Let the deviations of observed PTH from the individual-
level mean PTH be (yij − y¯i), and the deviations of observed OHD from individual-mean OHD
be (wij − w¯i), for i = 1, . . . , n and j = 1, . . . ,m. In the right plot of Figure 4.5, we see
nearly no correlation between the deviations of PTH and the deviations of OHD. We assess the
correlation between the two deviations by regressing (yij − y¯i) on (wij − w¯i). The estimated
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linear regression function is
̂(yij − y¯i) = 2.282− 0.005(wij − w¯i), (4.36)
for i = 1, . . . , n. The slope -0.005 (p < 0.958) is not a significant. Therefore, the correlation
between the deviations in PTH and in OHD is not significantly different from zero. Plasma
was assayed using two indendent procedures to obtain measurements of PTH and OHD. The
empirical results of uncorrelated measurement errors support this. We set σvu,i = 0 for i =
1, . . . , n in our models.
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Figure 4.5 Individual-level summary statistics for the analytic sample. (left) Within-individ-
ual covariance of PTH and OHD against individual-level mean of OHD. (right)
Deviations from the individual-level mean of PTH against deviations from the
individual-level mean OHD.
Finally, we evaluate the measurement error covariance in the log-scaled data. The deviations
from the sample individual-level means are for log(PTH) and log(OHD) are (rij − r¯i) and
(sij − s¯i), respectively, for i = 1, . . . , n and j = 1, . . . ,m. In Figure 4.6, we plot the deviations
of rij against the deviations of sij . The estimated linear regression equation is
̂(rij − r¯i) = 0.071− 0.002(sij − s¯i). (4.37)
In the linear regression, the coefficient for the linear relation, -0.002 (p = 0.968), is not signifi-
cant. Therefore, the correlation between deviations is not significantly different from zero. We
set σdc,i = 0, for i = 1, . . . , n.
On the basis of the exploratory analyses, we decided to log-transform the measurements.
Analysis of the observed data in their original scale has advantages and disadvantages. One
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Figure 4.6 Deviations from the individual-level mean of log(PTH) against deviations from the
individual-level mean OHD.
advantage of keeping data in the original scale is that results are readily interpretable. How-
ever, we find that by working in the original scale we encounter several modeling challenges.
For example, in the original scale we detected nonlinear associations between the variance of
the measurement error in observed PTH and OHD, and usual PTH and OHD, respectively.
Estimating the relationship between the variance of the measurement error and a usual quan-
tity, is a measurement error problem in itself, which adds a layer of complexity in the model
that can be avoided by working in the transformed scale.
The log-transformed data are convenient because they simplify the formulation of the mea-
surement error models. By log-transforming PTH we are able to use a constant function for
the measurement error variance of σdd,i, as opposed to a nonlinear function of qi for σvv,i. In
the original scale of OHD, σuu,i is nonlinear in xi. When we log transform the OHD, we model
σcc,i with a simpler, linear function of gi. Both the original data and the log-transformed data
support uncorrelated measurement error variances.
4.2.3.3 Assessment of Normality of the Measurement Errors
We assess the normality of the measurement errors in the original scale and in the log scale.
We use the observed deviations of the daily measurements from the sample individual-level
means to assess normality. Consider the observed variable yij . It follows from (4.2), that
y¯i = qi + v¯i, (4.38)
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where v¯i = m
−1
i
∑m
j=1 vij for i = 1, . . . , n. The deviation from the sample individual-level mean
is yij − y¯i. The variance of the deviation is
V ar(yij − y¯i) = V ar(vij − v¯i), (4.39)
= V ar(vij) + V ar(v¯i)− 2Cov(vij , v¯ij), (4.40)
= σvv,i +m
−1
i σvv,i − 2m−1i σvv,i, (4.41)
= m−1i (mi − 1)σvv,i. (4.42)
We estimate of the variance of the deviations by fixing σvv,i at the preliminary linear-quadratic
fit of the variance function from (4.17), denoted by σvv,i = sˆvv,i(y¯i). Let the standardized
deviations from the individual-level mean be
ydevij =
yij − y¯i(
m−1i (mi − 1)sˆvv,i(y¯i)
)1/2 , (4.43)
for i = 1, . . . , n and j = 1, . . . ,m. Although the observations are not independent, we use a
normal quantile plot to assess normality of the standardized deviations. The normal probability
plot for ydevij in Figure 4.7 suggests that the end behavior in the upper tail of the standardized
deviations differs from normality. An Anderson-Darling test for normality of ydevij results in a
test statistic of A = 0.871 (p = 0.025). This suggests that the distribution of the measurement
error in PTH, denoted by vij , is significantly different from the normal distribution .
In the log-transformed data, we chose a constant variance function for measurement errors in
log(PTH), where σdd,i = σdd for i = 1, . . . , n. An unbiased estimator of σdd is
σˆdd =
∑n
i=1 (mi − 1)sdd,i∑n
i=1 (mi − 1)
. (4.44)
The estimated values of the measurement error variance is σˆdd = 0.042. Then the standardized
deviations of observed log(PTH) from individual-mean log(PTH) is,
rdevij =
rij − r¯i(
m−1i (mi − 1)σˆdd
)1/2 , (4.45)
for i = 1, . . . , n and j = 1, . . . ,m. We assess the distribution of the measurement error in
log(PTH) by investigating properties of rdevij . In the right panel of Figure 4.7, we see that the
standardized deviations of log(PTH) has departures from normality in the tails. This departure
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seems to be greater for the observations in the lower tail of rdevij . The Anderson-Darling test for
normality of rdevij has a test statistic of A = 0.915 (p = 0.020), which suggests that log(PTH)
also have measurement errors with significant departures from normality.
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Figure 4.7 Normal quantile plots of the standardized deviations from the sample individ-
ual-level means, where mi > 1, for (left) observed PTH and (right) observed
log(PTH).
We fix σuu,i at a the linear-quadratic function defined in (4.31). Then the standardized
deviations for wij are
wdevij =
wij − w¯i(
m−1i (mi − 1)sˆuu,i(w¯i)
)1/2 , (4.46)
for i = 1, . . . , n and j = 1, . . . ,m. We use the normal probability plot of wdevij in the left
panel of Figure 4.8 to assess the normality of the measurement error in OHD, denoted by
uij . There are a several observations in the upper tail of w
dev
ij that are not consistent with
normally distributed data. The Anderson-Darling test statistic for normality is A = 1.254
(p = 0.003), which suggests the that distribution of wdevij is significantly different from the
normal distribution .
We chose a linear function for the variance of the measurement error in log(OHD), where
σcc,i = η0 + η1gi. A preliminary estimator of σcc,i is the OLS estimator from (4.33), sˆcc,i(s¯i) =
−0.023 + 0.015s¯i. Let the standardized deviations from the individual means in log(OHD) be
sdevij =
sij − s¯i(
m−1i (mi − 1)sˆcc,i(s¯i)
)1/2 , (4.47)
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for i = 1, . . . , n and j = 1, . . . ,m. The log-transformation of OHD results in deviations that are
closer to being normally distributed. In Figure 4.8, the normal quantile plot of the standardized
deviations of log(OHD) are slightly closer to normality in the upper tail. However, there are a
few observations in lower tail of the deviations of log(OHD) that slightly deviate from normality.
The Anderson-Darling test statistic for normality of sdevij , A = 0.464 (p = 0.255), suggests that
the distribution of sdevij is not significantly different from the normal distribution .
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Figure 4.8 Normal quantile plots of the standardized deviations from the sample individ-
ual-level means, where mi > 1, for (left) observed OHD and (right) observed
log(OHD).
These results suggest that PTH and OHD, in their original scale, have measurement er-
rors that deviate significantly from normality. The distribution of the measurement error in
the log-transform of PTH, denoted by dij , also differ significantly from normality. The dis-
tribution of the measurement errors in log(OHD), denoted by cij , is not significantly different
from the normal distribution .
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4.3 Estimation of the Distribution of Usual log(OHD)
We start by estimating the distribution of usual log(OHD) . We will use this estimated
distribution, at a later point, in the estimation of the relationship between usual log(PTH) and
usual log(OHD) .
We use the semiparametric procedure described in Chapter 2 to approximate the pdf of
usual log(OHD) . Our model for the estimation of the distribution of usual log(OHD) is,
sij = gi + cij , (4.48)
where gi is independent of cij ∼ ind. N(0, σcc,i). Let gi be independent with density function
fg(g,α) for i = 1, . . . , n. In the exploratory analysis, we found a linear function appropriate for
the variance of the measurement error in observed log(OHD) defined in (4.34). We conducted an
analysis of the relationship between usual log(PTH) and usual log(OHD) , under the assumption
that σcc,i = η0 + η1(gi − s¯) for i = 1, . . . , n, where s¯ = n−1
∑n
i=1 s¯i. A report of this analysis
can be found in Appendix. The estimated linear coefficient for this analysis was ηˆ1 = 0.006
with a standard error of 0.014. The linear coefficient was not significantly different from zero.
Therefore, in the analysis presented here, we focus on the measurement error model where the
variance of the measurement error in observed log(OHD) is a constant function,
σcc,i = σcc, (4.49)
for i = 1, . . . , n.
The measurement error model in terms of the individual level means is
s¯i = gi + c¯i, (4.50)
where gi is independent of c¯i ∼ ind. N(0,m−1i σcc,i). The sufficient statistics for the model
in (4.49) are (s¯i, scc,i), where s¯i = m
−1
i
∑mi
j=1 sij and scc,i = (mi − 1)−1
∑mi
j=1 (sij − s¯i)2 for
i = 1, . . . , n. Then scc,i ∼ ind. σccmi−1χ2mi−1 i = 1, . . . , n follows from the normality of the
measurement errors.
We start by estimating the mean and variance of usual log(OHD) , denoted by µg and σgg,
respectively. In 2.17, we derived an unbiased estimator for the variance of underlying covariate.
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An estimate of the variance of usual log(OHD) is
σˆgg =
1
n− 1
n∑
i=1
(
(s¯i − s¯)2 − n− 1
n
σcc
mi
)
. (4.51)
We use this estimator to obtain an estimator of the mean of usual log(OHD) . The variance on
an individual-level mean of log(OHD) is
V ar(s¯i) = σgg +m
−1
i σcc, (4.52)
for i = 1, . . . , n. Therefore, a WLS estimator of the mean of usual log(OHD) is
µˆg =
∑n
i=1 (σˆgg +m
−1
i σcc)
−1s¯i∑n
i=1 (σˆgg +m
−1
i σcc)
−1 . (4.53)
We standardize the observed individual-level means of log(OHD) to have a mean of zero and
unit variance. Let the standardized individual-level mean of log(OHD) for individual i be
denoted by
s˜i =
s¯i − µˆg(
σˆgg +m
−1
i σcc
)1/2 , (4.54)
for i = 1, . . . , n. We approximate the distribution of the standardized individual-level means
of log(OHD) with a standardized chi-squared distribution. Let X be a chi-squared random
variable with ν degrees of freedom, where ν > 0. Then the mean of X is ν and a variance of X
is 2ν. Let Z = (2ν)−1/2(X−ν) be a standardized chi-squared random variable with ν degrees of
freedom. Then the mean of Z is zero and the variance of Z is one. If ν =∞, let Z be a standard
normal random variable. Let a standardized chi-squared family of distributions be a set of
standardized chi-squared distributions with degrees of freedom belonging to ν = {ν1, . . . , νK}.
We identify a member of the standardized chi-squared family of distributions that approximates
the distribution of the standardized individual-level means of log(OHD).
Let Fn(s) = n
−1∑n
i=1 I{s¯i ≤ s} be the ECDF of s¯i. We construct a continuous ECDF
of s¯i, denoted by F¯s, by joining the half-steps of the ECDF with linear segments. For more
details on the construction of the continuous ECDF see Section 2.1. Let L = 5. We select
a set of probabilities denoted by p0 = (0.03, 0.1, 0.05, 0.9, 0.97). We invert the continuous
ECDF of s˜i at p0 to obtain a sample L quantiles from the distribution of the standardized
individual-level means of log(OHD), denoted by s˜0 = (s˜0,1, . . . , s˜0,L), where s˜0,` = F¯
−1
s (p0,`)
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for ` = 1, . . . , L. We also invert the CDF of the members of the standardized chi-squared family
of distributions at p0 to obtain comparable sets of quantiles from the standardized chi-squared
family of distributions. Let Fνk be the CDF of a standardized chi-squared random variable with
νk degrees of freedom. Then s˜
(k)
0 = (s˜
(k)
0,1, . . . , s˜
(k)
0,L) are a set of quantiles from the standardized
chi-squared distribution with νk degrees of freedom, where s˜
(k)
0,` = F
−1
νk
(p0,`) for ` = 1, . . . , L
and k = 1, . . . ,K. Let
SSEk =
L∑
`=1
(s˜0,` − s˜(k)0,` )2, (4.55)
be the sum of squared differences between the quantiles of the continuous ECDF of the
individual-level means of log(OHD) and the quantiles of the standardized chi-squared dis-
tribution with νk degrees of freedom. An initial estimator of the pdf of the standardized
individual-level mean of log(OHD) is the standardized chi-squared distribution with νˆs degrees
of freedom, where νˆs is the value of νk that minimizes SSEk for k = 1, . . . ,K.
Let the standardized usual log(OHD) for individual i be denoted by g˜i, where
g˜i = σˆ
−1/2
gg (gi − µˆg), (4.56)
for i = 1, . . . , n. Suppose the distribution of standardized usual log(OHD) is approximated by
a standardized chi-squared distribution with νg degrees of freedom. An approach to estimate
νg using properties of the standardized chi-squared distribution and sample moments of the
individual-level means is described in Section 2.1. An estimate of the degrees of freedom for
the standardized chi-squared distribution that approximates the density of g˜i is
νˆg =
 max
{
7,
(
(σˆgg + n
−1σcc
∑n
i=1m
−1
i )
−1σˆgg
)3
νˆs
}
if νˆs <∞
∞ if νˆs =∞
. (4.57)
The starting distribution of standardized usual log(OHD) is an initial estimator of the pdf of
usual log(OHD) . Let the starting distribution of standardized usual log(OHD) be standardized
chi-squared with νˆg degrees of freedom.
We generate a dense set of standardized usual log(OHD) values by inverting the starting
distribution at a set of probabilities. Let M ≥ n. Then g∗0 = (g∗0,1, . . . , g∗0,M ) is a set of
standardized usual log(OHD) values, where g∗0,m = F
−1
νˆg
(M−1(m− 0.5)) for m = 1, . . . ,M . We
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standardize g∗0 to have a mean of µˆg and a variance of σˆgg. Let g∗ = (g∗1, . . . , g∗M ) be a set of
values that have similar distributional properties of usual log(OHD) , where
g∗m = µˆg + s
−1/2
gg,0 σˆ
1/2
gg (g
∗
0,m − g¯0), (4.58)
for m = 1, . . . ,M , g¯0 = M
−1∑M
m=1 g
∗
0,m and sgg,0 = (M −1)−1
∑M
m=1 (g
∗
0,m − g¯0)2. We used g∗
as the support of the distribution function used to approximate the density of usual log(OHD) .
Let z∗qm be the q-degree modified-polynomial function of g∗m, for q = 3, . . . , Q and m =
1, . . . ,M . See Section 2.2 for a detailed description of the construction of the modified-
polynomial functions. Then
pQ(g
∗
m,αQ) = M
−1 +
Q∑
q=3
αqz
∗
qm, (4.59)
is a Q-degree modified-polynomial function evaluated at g∗m, where αQ = (α3, . . . , αQ) is the
coefficient of the modified-polynomial. The modified-polynomial function evaluated at g∗ is
denoted by pQ = (pQ,1, . . . , pQ,M ), where pQ,m = pQ(g
∗
m,αQ). We use the modified-polynomial
function evaluated at g∗, denoted by (g∗,pQ), to approximate fg(g,α).
Let φ(x) = (2pi)−1/2exp{−x2/2} be the standard normal density function and fν(x) =[
Γ(ν/2)2ν/2
]−1
xd/2−1exp{−x/2} be the density function of a chi-squared random variable with
ν degrees of freedom. The likelihood function for the measurement error model in (4.49) is
L(α, σcc) =
∏n
i=1 Li(α, σcc), where
Li(α, σcc) =
[
σ−1cc (mi − 1)f(σ−1cc (mi − 1)scc,i|mi − 1)
]I{mi>1} (4.60)
×
∫
(m−1i σcc)
−1/2φ
(
s¯i − g
(m−1i σcc)1/2
)
fg(g,α)dg, (4.61)
and I{mi > 1} = 1 if mi = 1, and zero otherwise.
We fix the fg(g,α) at the modified-polynomial approximation to the density of g, (g
∗,pQ).
Let θQ = (αQ, σcc) and αQ = (α3, . . . , αQ). Then the likelihood function for the measurement
error model is LQ(θQ) =
∏n
i=1 LQ,i(θQ), where
LQ,i(θQ) =
[
σ−1cc (mi − 1)f(σ−1cc (mi − 1)scc,i|mi − 1)
]I{mi>1} (4.62)
×
M∑
m=1
(m−1i σcc)
−1/2φ
(
s¯i − g∗m
(m−1i σcc)1/2
)
pQ(g
∗
m,αQ). (4.63)
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For a 2-degree modified-polynomial approximation, p2(g
∗
m) = M
−1 for m = 1, . . . ,M .
The likelihood is a function of σcc only when Q = 2. We estimate θ2 ≡ σcc by maximizing
L2(θ2) =
∏n
i=1 L2,i(θ2), where
L2,i(θ2) =
[
σ−1cc (mi − 1)f(σ−1cc (mi − 1)scc,i|mi − 1)
]I{mi>1} (4.64)
×
M∑
m=1
(m−1i σcc)
−1/2φ
(
s¯i − g∗m
(m−1i σcc)1/2
)
M−1, (4.65)
Let θˆ2 denote the value that maximizes log(L2(θ2)). For Q ≥ 3, the semiparametric maximum
likelihood estimate of θQ, is the value that maximizes LQ(θQ) subject to pQ(g
∗
m,αQ) ≥ 0.1M−1
for m = 1, . . . ,M . Let θˆQ = (αˆQ, σˆcc) denote the semiparametric maximum likelihood estima-
tor of θQ, where αˆQ = (αˆ3, . . . , αˆQ).
In Section 2.4, we propose a shrinkage estimator of αQ to reduce the mean squared error
of αˆQ. The likelihood ratio test statistic for H0 : αQ = 0 is
λQ = −2log
(
L2(θˆ2)
LQ(θˆQ)
)
, (4.66)
for Q ≥ 3. Let the shrinkage coefficient for αˆQ be
κˆQ =
λQ
λQ + (Q− 2) . (4.67)
Then the shrinkage estimator of αQ is denoted by α˜Q = (α˜3, . . . , α˜Q), where α˜q = κˆQαˆq, for
q = 3, . . . , Q.
The modified-polynomial approximations to the pdf of usual log(OHD) are nested, which
is convenient for hypothesis testing and model selection. We first identify a set of potential
models to approximate the pdf of usual log(OHD) . Let Qmax be the largest degree of the
modified-polynomial we consider in the model selection process. Then the potential degrees
for the modified-polynomial approximation are Q = 2, . . . , Qmax. The degree of the modified-
polynomial function is determined using Akaike’s Information Criterion (AIC). Let
AICQ =
 −L2(θˆ2) + 3 if Q = 2−LQ(θˆQ) + (Q+ 1) if Q = 3, . . . , Qmax , (4.68)
be the AIC for the Q-degree polynomial. The estimated degree of the modified-polynomial
function, denoted by Qˆ, is the value of Q = 2, . . . , Qmax that minimizes AICQ. Let θ˜Qˆ =
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(α˜Qˆ, σˆcc). Then (g
∗, p˜) is a discrete function used to approximate the pdf of usual log(OHD) ,
where p˜ = (p˜1, . . . , p˜M ) and p˜m = pQˆ(g
∗
m, α˜Qˆ) for m = 1, . . . ,M . An estimate of the variance
of the measurement error in observed log(OHD) is σˆcc, the maximum likelihood estimate of σcc
for the Qˆ-degree modified polynomial.
4.3.1 Results
The plot in Figure 4.9 is a histogram of the sample individual-level means of log(OHD),
denoted by s¯i. The distribution of of the individual-level means of log(OHD) has one peak near
3 and a smaller peak near 3.25. The sample mean of s¯i is s¯ = 3.043, and the sample variance
of s¯i is 0.099.
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Figure 4.9 Histogram of sample individual-level mean of log(OHD).
The estimators of the mean and variance of usual log(OHD) depend on the variance of the
measurement error in observed log(OHD). An initial estimator of σcc is
scc =
∑n
i=1(mi − 1)scc,i∑n
i=1 (mi − 1)
. (4.69)
We fix σcc at the estimated value scc = 0.020 in (4.51) and (4.53) to estimate the mean and
variance of usual log(OHD) . The estimated the mean and variance of usual log(OHD) are
µˆg = 3.032, and σˆgg = 0.085, respectively.
We consider the standardized chi-squared family of distributions with degrees of free-
dom belonging to ν = {7, 8, 10, 13, 15, 20, 30, 50, 100, 500,∞} in determining the initial es-
75
timator of distribution of the standardized individual-level means of log(OHD). Let p0 =
(0.03, 0.1, 0.5, 0.9, 0.97). The corresponding quantiles from the continuous ECDF of the stan-
dardized individual-level means of log(OHD) are s˜0 = (−1.72,−1.17,−0.10, 1.28, 1.86). The
sample third moment of s˜0 is 0.365. Therefore, we use a right skewed starting distribution for
usual log(OHD) . The starting distribution of standardized usual log(OHD) is standardized
chi-squared with νˆg = 65 degrees of freedom. We generate M = 500 values for the support of
the modified polynomial approximation.
The maximum degree of the modified-polynomial we consider is Qmax = 8. Table 4.8 sum-
marizes the results from the procedure that estimates the distribution of usual log(OHD) . We
use the optimize function in R statistical software to maximize log(L2(σqq)), and constrOptim
to maximize the log-likelihood function of log(LQ(θQ)) for Q = 3, . . . , 8, where θQ = (αQ, σcc).
The constrOptim function calls for start values of θQ. We used the scc in (4.69) as a start
value for σcc. ForQ = 3, we start α3 at α
(0)
3 = 0. ForQ > 3, we start αQ at α
(0)
Q = (0.8αˆQ−1, 0),
where αˆQ−1 is the maximum likelihood estimator of αQ−1.
The results from the estimation of the modified-polynomial functions is summarized in
Table 4.8. The largest increase in the log-likelihood function is from a 5-degree to a 6-degree
modified-polynomial function. The AIC is minimized for the 6-degree modified-polynomial.
Therefore, we choose a modified-polynomial of degree Qˆ = 6 to approximate the distribution of
usual log(OHD) . The maximum likelihood estimate of the probability for g∗m is
pˆ6(g
∗
m) = 500
−1 (1− 0.068z∗3,m − 0.095z∗4,m − 0.365z∗5,m + 1.118z∗6,m) , (4.70)
where z∗q,m denotes the q-degree modified-polynomial function evaluated at g∗m for q = 3, . . . , 6
and m = 1, . . . ,M . For a given q, the modified-polynomial functions are scaled so that
|z∗q,m| ≤ 1 form = 1, . . . ,M . Then the maximum likelihood estimate of the modified-polynomial
function approximating the pdf of usual log(OHD) is (g∗, pˆ6), where pˆ6 = (pˆ6,1, . . . , pˆ6,M ).
The likelihood ratio test statistic for the 6-degree modified-polynomial against the 2-degree
modified-polynomial is λ6 = 8.780 (p = 0.067) with 4 degrees of freedom, where H0 : α6 = 0.
Then the shrinkage coefficient for αˆ6 is κˆ6 = 0.687. The shrinkage estimate of the probability
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Table 4.8 Results from modified-polynomial fit for degrees Q = 2, . . . , 8
Degree log-Lik AIC LRT Statistic Shrinkage Coefficient
2 415.193 -412.193 - - - -
3 415.336 -411.336 0.287 0.223
4 415.342 -410.342 0.298 0.130
5 416.068 -410.068 1.750 0.369
6 419.583 -412.583 8.780 0.687
7 419.601 -411.601 8.816 0.638
8 419.843 -410.843 9.300 0.608
associated with g∗m is
p˜6(g
∗
m) = 500
−1 (1− 0.047z∗3,m − 0.065z∗4,m − 0.251z∗5,m + 0.768z∗6,m) , (4.71)
for m = 1, . . . ,M . The likelihood estimate of the variance of observed log(OHD) is σˆcc = 0.020.
In the left panel of Figure 4.10, we plot the estimated modified polynomials for values
of usual log(OHD) . In the null model, where Q = 2, the probability for g∗m is M−1 for
m = 1, . . . ,M . The maximum likelihood and shrinkage estimates of the probabilities from
the 6-degree modified-polynomial have increased probabilities in the lower tail, and decreased
probabilities near values of 2.6, 3.1, and 3.7. There are increased values of the estimated
probabilities when usual log(OHD) is near 2.8 and 3.4, which is consistent with the bimodal
shape of the sample distribution of individual-level means of log(OHD).
We convert the probabilities to an approximate pdf of usual log(OHD) evaluated at g∗m. This
will give us a better understanding of the shape of the estimated density of usual log(OHD) .
Let
∆FˆQ(g
∗
m) =
 M
−1m if Q = 2
pˆQ(g
∗
m) if Q = 3, . . . , Qmax
(4.72)
∆F˜Q(g
∗
m) =
 M
−1m if Q = 2
p˜Q(g
∗
m) if Q = 3, . . . , Qmax
(4.73)
∆g∗m =

g∗2 − g∗1 if m = 1
g∗m+1−g∗m−1
2 if 1 < m < M
g∗M − g∗M−1 if m = M
, (4.74)
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Figure 4.10 (left) Estimated probabilities for usual log(OHD) . (right) Approximations to
the density of usual log(OHD) based on the the estimated probabilities. The
2-degree modified polynomial is represented by the solid gray line. The maximum
likelihood estimate of the 6-degree modified-polynomial is represented by the
dashed black line. The shrinkage estimate of the 6-degree modified-polynomial is
represented by the solid black line.
for m = 1, . . . ,M , where pˆQ(g
∗
m) is defined in (4.70) and p˜Q(g
∗
m) is defined in (4.71). Then an
approximation to the density of usual log(OHD) is,
fˆQ(g
∗
m) =
∆FˆQ(g
∗
m)
∆g∗m
, (4.75)
for Q = 2, . . . , Qmax. Similarly, an approximation to the density based on the shrinkage
estimator is
f˜Q(g
∗
m) =
∆F˜Q(g
∗
m)
∆g∗m
, (4.76)
for Q = 2, . . . , Qmax. Let fˆ2(g
∗
m) denote the approximation to the pdf of usual log(OHD) based
on the null model. We plot the approximate densities in the right panel of Figure 4.10. The
approximate density for the null model is a chi-squared distribution with νˆg = 65 degrees
of freedom. The approximate densities based on the maximum likelihood estimate and the
shrinkage estimate of the 6-degree modified-polynomial are skewed slightly to the right. The
mode is near 2.8, and there is a smaller peak in the approximate densities near 3.3. A small
peak occurs in the lower tail just below 2.5.
The pdf of individual-level mean of log(OHD) is,
f(s¯) =
∫
f(s¯|g)f(g)dg, (4.77)
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where f(s¯|g) is the pdf of individual-level mean of log(OHD), given a value of usual log(OHD),
and f(g) is the pdf of usual log(OHD). Given an approximation to the pdf of usual log(OHD),
we can approximate the pdf of the individual-level means of log(OHD). Using the Q-degree
modified-polynomial approximation to the pdf of usual log(OHD) , an approximation for the
pdf of the mean of ` measurements of log(OHD) on an individual is,
fˆQ,`(s¯) =
M∑
m=1
(`−1σˆcc)−1/2φ
(
s¯− g∗m
(`−1σˆcc)1/2
)
pˆQ(g
∗
m, αˆQ), (4.78)
where ` = 1, . . . , 4. An approximation to the density based on the Q-degree shrinkage estimator
is,
f˜Q,`(s¯i) =
M∑
m=1
(`−1σˆcc)−1/2φ
(
s¯− g∗m
(`−1σˆcc)1/2
)
pˆQ(g
∗
m, α˜Q), . (4.79)
In Figure 4.11, we compare the distribution of the observed individual-level means of log(OHD)
to the approximate densities. There are n1 = 205 individuals with exactly one measurement,
and n4 = 149 individuals with exactly four measurements. In the top-left panel, the histogram
of the 205 individual-level means of log(OHD) with mi = 1 is bimodal. There is a larger
peak near 3.25, and a smaller peak near 2.9. In the top-right panel, the approximation to the
density of the individual-level means of log(OHD) where mi = 1 is unimodal and centered near
3. There is a slight bend in the density function near 3.5.
In the bottom-left panel, the histogram of the observed individual-level means of log(OHD)
with mi = 4 has a mode near 3, and a smaller peak near 3.4. The bottom-right panel is the
approximation to the density of the individual-level means with mi = 4. The density has a
peak just below 3 and a slight peak near 3.25.
We perform a goodness-of-fit test to evaluate the estimated densities of the observed in-
dividual level means. Let n` denote the number of individuals in the sample with mi = `,
where ` = 1, . . . , 4. We partition the range of the individual-level means of log(OHD) with
mi = ` into K bins, so that each bin contains approximately an equal number of observed
individual-level means. The kth bin based on the means with ` observations is denoted by B`,k,
where k = 1, . . . ,K and ` = 1, . . . , L. The observed count for bin k is
O`,k =
n∑
i=1
I(s¯i ∈ B`,k)× I(mi = `), (4.80)
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Figure 4.11 (top-left) Histogram of sample individual-level means of log(OHD) where mi = 1.
(top-right) Approximations to the density of individual-level mean of log(OHD)
where mi = 1 based on the estimated probabilities for usual log(OHD).
(bottom-left) Histogram of sample individual-level means of log(OHD) where
mi = 4. (bottom-right) Approximations to the density of individual-level mean of
log(OHD) where mi = 4 based on the estimated probabilities for usual log(OHD).
The density based on the null model is represented by the solid gray line. The
density based on the maximum likelihood estimate of the 6-degree modified-poly-
nomial is represented by the dashed black line. The density based on the shrink-
age estimate of the 6-degree modified-polynomial is represented by the solid black
line.
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where I(A) = 1 if A is true, and zero otherwise. The expected count for bin k is
E`,k = n`
∫
B`,k
f˜Q,`(s¯)ds¯. (4.81)
Then the chi-squared statistic for goodness-of-fit is
χ2`,k =
(O`,k − E`,k)2
E`,k
, (4.82)
where χ2`,k is chi-squared with K −Q degrees of freedom.
Table 4.9 summarizes the results from the goodness-of-fit test, when ` = 1 and 4. We used
K = 20 bins and the shrinkage estimate of a 6-degree modified polynomial to approximate the
pdf of the individual-level means of log(OHD). Therefore, the chi-squared test statistic has 14
degrees of freedom. The estimated distribution of individual-level mean log(OHD) does not
significantly differ from the observed distribution of the individual-level means when mi = 1
and 4.
Table 4.9 Chi-squared test for goodness-of-fit of the estimated distributions of individual-level
mean log(OHD) for individuals with mi = 1, 4 measurements, based on 20 bins and
a 6-degree modified-polynomial approximation to the distribution of individual-level
mean of log(OHD).
n χ2 p-value
mi = 1 206 14.425 0.419
mi = 4 168 15.075 0.373
81
4.4 Nonlinear Models with Error-in-the-Equation
Recall that yij is observed PTH for individual i on day j, and wij is observed OHD on
individual i on day j. The model is
qi = fmean(xi,β) + i, (4.83)
yij = qi + vij , (4.84)
wij = xi + uij , (4.85)
where qi is usual PTH for individual i, xi is usual OHD for individual i, fmean is a mean
function for the relationship between usual PTH and usual OHD , β is the coefficient of
the mean function, i is the error-in-the-equation , and aij = (vij , uij) is the measurement
error in (yij , wij). We assume E(i) = 0 and V ar(i) = σ,i. We also assume E(aij) = 0 and
V ar(aij) = Σaa,i, where
Σaa,i =
 σvv,i σvu,i
σvu,i σuu,i
 . (4.86)
Let xi be independent with density function fx(x,α) for i = 1, . . . , n. We will work with two
mean functions, the exponential and the broken stick.
In the exploratory analysis, we found it more convenient to analyze the relationship between
PTH and OHD in the log scale. The relationship between PTH and OHD has been analyzed
in the log scale by Veith, et al. (2003). We parameterize the measurement error model for
observed log(PTH) and observed log(OHD) using the same mean function as that in the error-
in-the-equation model in the original scale.
The mean function for usual PTH given usual OHD is,
E(qi|xi) = fmean(xi,β), (4.87)
= fmean(exp{log(xi)},β), (4.88)
for i = 1, . . . , n. Let rij = log(yij) denote observed log(PTH) for individual i on observation
day j. Let sij = log(wij) denote observed log(OHD) for individual i on observation day j. The
long-run average of observed log(PTH) for individual i is called usual log(PTH) , denoted by hi.
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Similarly the long-run average of observed log(OHD) for individual i is called usual log(OHD) ,
denoted by gi. It follows from Jensen’s inequality, that log(usual PTH )≥usual log(PTH) , and
log(usual OHD )≥usual log(OHD) . We let the mean function of usual log(PTH) given usual
log(OHD) be
E(hi|gi) = log(fmean(exp{gi},β∗)), (4.89)
where β∗ is the new coefficient for the mean function.
A measurement error model with error-in-the-equation for observed log(PTH) and observed
log(OHD) is,
hi = log (fmean(exp{gi},β∗)) + ζi, (4.90)
rij = hi + dij , (4.91)
sij = gi + cij , (4.92)
where ζi is the error-in-the-equation and bij = (dij , cij) is the measurement error in (rij , sij). We
assume that bij are independent of (hi, gi) for i = 1, . . . , n and j = 1, . . . ,m. We let E(bij) = 0
and V ar(bij) = Σbb,i, where Σbb,i = diag{σdd,i, σcc,i}. Let gi be independent and identically
distributed for i = 1, . . . , n. We slightly abuse notation and let α denote the parameter for the
density of usual log(OHD) . Let the density function for gi be fg(g,α) for i = 1, . . . , n.
We combine the first and second equations in the error-in-the-equation model to get
rij = log (fmean(exp{gi},β∗)) + ζi + dij , (4.93)
sij = gi + cij . (4.94)
The individual-level mean of observed log(PTH) for individual i is r¯i = m
−1
i
∑mi
j=1 rij × Iij
for i = 1, . . . , n. Similarly, the individual level mean of observed log(OHD) for individual i is
s¯i = m
−1
i
∑mi
j=1 sij × Iij , for i = 1, . . . , n. We write the error-in-the-equation model in terms of
the the sample individual-level means by averaging over the observation days,
r¯i = log (fmean(exp{gi},β∗)) + ζi + d¯i, (4.95)
s¯i = gi + c¯i, (4.96)
where b¯i = (d¯i, c¯i) is the measurement error in (r¯i, s¯i), d¯i = m
−1
i
∑m
j=1 (dij × Iij), and c¯i =
m−1i
∑m
j=1 (cij × Iij), for i = 1, . . . , n. We assume that b¯i is independent of (hi, gi).
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4.4.1 Mean Functions
We start by identifying mean functions for the error-in-the-equation model that describe
the relationship between usual PTH and usual OHD . We focus on two nonlinear functions that
have been used to analyze the relationship between PTH and OHD, the exponential function
and the broken stick function.
The exponential function is a smooth, monotonic function. Let the exponential mean
function be
fexp(x,β) = β0 + β1exp {β2(x− a)} , (4.97)
where β = (β0, β1, β2) and a is a known constant. In the exponential mean function, β0 is the
horizontal asymptote of the function, β1 ≥ 0 is distance between β0 and the function evaluated
at x = a, and β2 ≤ 0 describes the steepness of the curve. The left panel of Figure 4.12 is an
example of an exponential function.
x
y
β0
β1
x
y
a
x
y
l1
β1
β0
τ x
y
Figure 4.12 Mean functions for PTH and OHD relationship. (left) Exponential mean function.
(right) Broken stick mean function.
The broken stick function is a nonlinear function that is also used to investigate the rela-
tionship between PTH and OHD. The broken stick function consists of two linear segments
joined at a change-point. In the broken stick function, one of the linear segments has zero
slope. Let the broken stick mean function be
fbs(x,β, τ) = β0 + β1ψ(x, τ), (4.98)
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where
ψ(x, τ) =
 (x− τ) if x ≤ τ0 otherwise , (4.99)
β = (β0, β1), and τ is the value of x where the linear relation changes. The level of the response
variable where the broken stick function is constant is β0, and β1 ≤ 0 is the slope of the linear
segment when x ≤ τ . An example of the broken stick function is given in the right panel of
Figure 4.12.
4.4.2 Variance Function for the Error-in-the-Equation
To understand the behavior of the variance of the error-in-the-equation in (4.95), denoted
by ζi, we examine residuals. We obtain a preliminary fit of the log-mean function by regressing
r¯i on s¯i. We start using the exponential mean function, where we fix a = w¯(1) where w¯(1) is
the minimum value of w¯i. Durazo-Arvizu, et al. (2010) analyzed a subset of the STOP-IT
data where only data collected on observation day 1 were used. The exponential mean function
was used on these data. We use the estimated coefficients from Durazo-Arvizu, et al. (2010)
as starting values for the nonlinear least squares fit of the log-exponential mean function on
the analytic sample. The start values for β are β(0) = (31.13, 3.57,−0.151). In the analytic
sample, the nonlinear least squares regression equation for the exponential model is
̂¯ri = log (28.889 + 35.359exp {−0.170 (exp{s¯i} − 7.463)}) , (4.100)
for i = 1, . . . , n and a = 7.463. The residuals based on this fit are (r¯i − ̂¯ri) for i = 1, . . . , n.
We plot the residuals against s¯i in the left panel of Figure 4.13. The variation in the resid-
uals appears to be constant in s¯i. We choose a constant function to model the error-in-the-
equation variance in the exponential model,
σζζ,i = σζζ , (4.101)
for i = 1, . . . , n. We assess the distribution of the residuals with a normal quantile plot in
Figure 4.13. The sample quantiles of the residuals seem to be consistent with the quantiles of a
normal random variable. The Anderson-Darling test statistic is A = 0.242 (p = 0.767), which
supports a normal distribution for the residuals.
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Figure 4.13 Results from nonlinear least squares exponential model of individual-level mean
of log(PTH) on individual-level mean of log(OHD). (left) Residuals against indi-
vidual-level mean of log(OHD). (right) Normal quantile plot of the residuals.
We repeated this analysis of the residuals using the broken stick mean function. Aloia,
et al. (2006) proposes a formula for estimating the change-point for OHD in the broken
stick mean function, given the sample mean of OHD in the study. We use this formula to
obtain a start value for τ in the broken stick model. The start value for the change-point is
τ (0) = 25.776. Given a value of τ , the broken stick mean function is linear in β. We regress y¯i
on ψ(exp{w¯i}, τ (0)) to obtain start values for the coefficients of the broken stick model. The
start values for the coefficients of the broken stick model are β(0) = (30.490,−1.182). Then the
nonlinear least squares regression equation for the broken stick model is
̂¯ri = log (29.122− 0.946ψ (exp{s¯i}, 25.492)) , (4.102)
for i = 1, . . . , n. The residual plot based on an initial fitting of the broken stick model using
r¯i and s¯i (not pictured) is very similar to that in the exponential model. We use the constant
mean function in (4.101) to model the error-in-the-equation in the broken stick model as well.
The Anderson-Darling test for normality resulted in test statistic of A = 0.248 (p = 0.747),
which suggests the distribution of the error-in-the-equation is not significantly different from
normality.
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4.4.3 Estimation of the Nonlinear Error-in-the-Equation Model
Let the error-in-the-equation model for log PTH and log OHD be
r¯i = log (fmean(exp{gi},β∗)) + e¯i, (4.103)
s¯i = gi + c¯i, (4.104)
e¯i = ζi + d¯i, (4.105)
where fmean is the mean function, and (ζi, d¯i, c¯i) ∼ ind. N(0, diag{σζζ ,m−1i σdd,m−1i σcc}) is
independent of gi for i = 1, . . . , n. Then e¯i ∼ ind. N(0, σζζ,i+m−1i σdd,i). Let gi be independent
with density function fg(g,α) for i = 1, . . . , n. The sufficient statistics for the the error-in-the-
equation model are (r¯i, s¯i, sdd,i, scc,i) for i = 1, . . . , n. The distribution of the sample within-
individual variances are proportional to a chi-squared distribution. This follows from normality
of the measurement errors. Therefore, sdd,i ∼ ind. σddmi−1χ2mi−1 and scc,i ∼ ind. σccmi−1χ2mi−1 for
i = 1, . . . , n.
Let θ = (θ1, σcc,α), and θ1 = (β
∗, σζζ , σdd). Then likelihood for the error-in-the-equation model
in (4.103)-(4.105) is L(θ) =
∏n
i=1 Li(θ), where
Li(θ) =
[
σ−1dd (mi − 1)f(σ−1dd (mi − 1)sdd,i|mi − 1) (4.106)
×σ−1cc (mi − 1)f(σ−1cc (mi − 1)scc,i|mi − 1)
]I{mi>1} (4.107)
× [(σζζ +m−1i σdd)(m−1i σcc)]−1/2 (4.108)∫
φ
(
r¯i − fmean(g,β∗)
(σζζ +m
−1
i σdd)
1/2
)
φ
(
s¯i − g
(m−1i σcc)1/2
)
fg(g,α)dg. (4.109)
Let (g∗, p˜6) denote the 6-degree modified-polynomial approximation to the pdf of usual
log(OHD) from Section 4.3.1, where g∗ = (g∗1, . . . , g∗500) and p˜6 = (p˜6,1, . . . , p˜6,500), defined
in (4.71). We fix fg(g,α) at (g
∗, p˜6) in the likelihood function. We also fix the variance of
the measurement error in log(OHD) at the likelihood estimate for σcc, denoted by σˆcc. Then
a pseudolikelihood function for the error-in-the-equation model in (4.103)-(4.104) is L(θ1) =
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∏n
i=1 Li(θ1), where
Li(θ1) =
[
σ−1dd (mi − 1)f(σ−1dd (mi − 1)sdd,i|mi − 1) (4.110)
×σˆ−1cc (mi − 1)f(σˆ−1cc (mi − 1)scc,i|mi − 1)
]I{mi>1} (4.111)
× [(σζζ +m−1i σdd)(m−1i σˆcc)]−1/2 (4.112)
M∑
m=1
φ
(
r¯i − fmean(g∗m,β∗)
(σζζ +m
−1
i σdd)
1/2
)
φ
(
s¯i − g∗m
(m−1i σcc)1/2
)
p˜6,m. (4.113)
The maximum pseudolikelihood estimator of θ1, denoted by θˆ1, is the value that maximizes
log(L(θ1)).
4.4.3.1 Estimation of the Log-Exponential Error-in-the-Equation Model
The log-exponential error-in-the-equation model is the error-in-the-equation model with
mean function
fexp(x,β) = β0 + β1exp {β2(x− a)} . (4.114)
We fix a at w(1) = 7.463, the minimum of w¯i. Then the log-exponential error-in-the-equation model
is
r¯i = log (β
∗
0 + β
∗
1exp {β∗2(exp{g∗m} − 7.463)}) + ζi + d¯i, (4.115)
s¯i = gi + c¯i, (4.116)
where (ζi, d¯i, c¯i) is independent of gi, and (ζi, d¯i, c¯i) ∼ ind. N
(
0,diag{σζζ ,m−1i σdd,m−1i σcc}
)
for i = 1, . . . , n.
Let f(x|ν) = [Γ(ν/2)2ν/2]−1 xd/2−1exp{−x/2} be the pdf of a chi-squared random variable
with ν degrees of freedom. Then the likelihood function for the log-exponential error-in-the-
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equation model is Lexp(θ1) =
∏n
i=1
∑M
m=1 Lexp,i(θ1), where
Lexp,i(θ1) =
[
σ−1dd (mi − 1)f(σ−1dd (mi − 1)sdd,i|mi − 1) (4.117)
×σˆ−1cc (mi − 1)f(σˆ−1cc (mi − 1)scc,imi − 1)
]I{mi>1} (4.118)
× ((σζζ +m−1i σdd)σˆcc)−1/2 (4.119)
M∑
m=1
[
φ
(
r¯i − log (β∗0 + β∗1exp {β∗2(exp{g∗m} − 7.463)})
(σζζ +m
−1
i σdd)
1/2
)
(4.120)
× φ
(
s¯i − g∗m
(m−1i σˆcc)1/2
)
p˜6(g
∗
m)
]
, (4.121)
and θ1 = (β
∗, σζζ , σdd) and p˜6(g∗m) is defined in (4.71), where φ(x) = (2pi)−1/2exp{−x2/2} is
the pdf of a standard normal random variable. We need starting values for the maximization
procedure. We initialize β∗ at the nonlinear least squares estimates from (4.100). The start
value for β∗ is β∗(0) = (28.889, 35.359,−0.170). For σdd, we use an unbiased estimator of σdd
as the starting value,
σ
(0)
dd =
∑n
i=1 (mi − 1)sdd,i∑n
i=1 (mi − 1)
. (4.122)
The starting value of σdd is σ
(0)
dd = 0.042. Given β
(0) and σ
(0)
dd , an initial estimator of the
error-in-the-equation variance is,
σˆ
(0)
ζζ = (n− 4)−1
n∑
i=1
([
r¯i − log
(
β
(0)
0 + β
(0)
1 exp
{
β
(0)
2 (exp{s¯i} − 7.463)
})]2 − n− 1
n
σ
(0)
dd
mi
)
,
(4.123)
which is σ
(0)
ζζ = 0.111 in our sample. We use the function optim in the R statistical soft-
ware to maximize the likelihood function with respect to θ1, which we initialize at θ
(0)
1 =
(β∗(0), σ(0)ζζ , σ
(0)
dd ).
The maximum pseudolikelihood estimate of the variance function of the measurement er-
ror in observed log(PTH) is σˆdd = 0.043. We plot the estimated variances and the variance
function in Figure 4.14.
The maximum pseudolikelihood estimate of log-exponential mean function for a given value
of usual log(OHD) is
̂E(r¯|g) = log (28.927 + 57.164× exp {−0.214(exp{g} − 7.463)}) . (4.124)
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Figure 4.14 Within-individual variance of log(PTH) against individual-level mean log(OHD).
Estimated variance function overlaid.
In the left panel of Figure 4.15, we plot the individual-level mean of log(PTH) against the
individual-level mean of log(OHD), with the estimated log-exponential mean function in (4.124)
overlaid. The log-exponential mean function of usual log(PTH) is decreasing in usual log(OHD) ,
and approaches a level of log(28.927) = 3.365 as usual log(OHD) increases.
We use a standardized residual plot to assess the model fit. Let
h(g,β) = log (β0 + β1exp {β2(exp{g} − a)}) (4.125)
be the mean function of the log-exponential error-in-the-equation model, and let
eˆi = r¯i − h(s¯i,β), (4.126)
for i = 1, . . . , n. We use the delta method to calculate an approximate standard error of eˆi.
The derivative of the log-exponential mean function with respect to g is
h′g(g,β) ≡
d
dg
h(g,β) (4.127)
=
β1β2exp{β2(exp{g} − a) + g}
β0 + β1exp {β2(exp{g} − a)} . (4.128)
By a Taylor expansion of h(gi,β)
eˆi = r¯i − h(s¯i,β) (4.129)
≈ ζi + d¯i − h′g(s¯i,β)c¯i, (4.130)
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where
r¯i = h(gi,β) + ζi + d¯i, (4.131)
h(s¯i,β) = h(gi,β) + h
′
g(g0,i,β)(s¯i − gi), (4.132)
and g0,i is between s¯i and gi. The approximate variance is then estimated by
V̂ ar(eˆi) = σˆζζ +m
−1
i σˆdd +
(
h′g(s¯i, βˆ)
)2
m−1i σˆcc, (4.133)
and a standardized residual from the log-exponential error-in-the-equation model is,
e˜i =
r¯i − log (fexp(exp{s¯i},β))[
σˆζζ +m
−1
i σˆdd +
(
h′g(s¯i, βˆ)
)2
m−1i σˆcc]1/2
, (4.134)
for i = 1, . . . , n. The estimated variance function for the error-in-the-equation is σˆζζ = 0.104.
To calculate the standardized residuals, we fix β = (28.927, 57.243,−0.214), σζζ = 0.104,
σdd = 0.043, σcc = 0.020. The standardized residual plot is given in the right panel of Figure
4.15. There does not appear to be a trend between individual-level mean log(OHD) and the
standardized residuals. There is an individual, with mi = 1, that has a standardized residual
exceeding three in absolute value.
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
ll
l
l
l
l l
l
l
l
ll
ll
l
l
l
ll
ll
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l l
l
l
l
l l
l
l
ll
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l ll l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
ll
l
l
l
l
l
ll
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
2.0 2.5 3.0 3.5 4.0
2.
5
3.
0
3.
5
4.
0
4.
5
Indiv−level mean log(OHD)
In
di
v−
le
ve
l m
ea
n 
lo
g(P
TH
)
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l ll
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
ll
l
l
l
l
l l
l
l
l
l
l l
l
ll l
l
l
l
l
l
l
l
l
l
l
2.0 2.5 3.0 3.5 4.0
−
3
−
2
−
1
0
1
2
3
Indiv−level mean log(OHD)
St
an
da
rd
ize
d 
re
sid
ua
ls
Figure 4.15 (left) Individual-level means of log(PTH) against individual-level means of
log(OHD), with the estimated log-exponential mean function overlaid. (right)
Standardized residuals from the log-exponential model against individual-level
mean log(OHD).
We use the pseudolikelihood estimates to create an estimated mean function in the original
scale. Recall that the mean of the log-normal distribution is E(y) = exp{µy + σyy/2}, where
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log(y) ∼ N(µy, σyy). The estimated mean of PTH in the original scale is
fˆexp(x) = (28.927 + 57.164× exp {−0.214(x− 7.463)}) exp{0.104/2}, (4.135)
= 30.471 + 60.215× exp {−0.214(x− 7.463)} , (4.136)
where x is a value of usual OHD and the estimated mean of log(PTH) is given in (4.124). In
Figure 4.16, we plot the observed individual-level means of PTH and OHD with the estimated
exponential mean function in the original scale overlaid. The estimated exponential mean
function in the original scale has a limiting value of 30.471 pg/mL.
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Figure 4.16 Individual-level mean PTH against individual-level mean OHD, with the esti-
mated log-exponential mean function in the original scale overlaid.
4.4.3.2 Estimation of the Log-Broken Stick Error-in-the-Equation Model
The log-broken stick error-in-the-equation model is the error-in-the-equation model for
log(PTH) and log(OHD) with mean function fbs from (4.98). The likelihood function for
the log-broken stick error-in-the-equation model is Lbs(θ1) =
∏n
i=1 Lbs,i(θ1), where
Lbs,i(θ1) =
[
σ−1dd (mi − 1)f(σ−1dd (mi − 1)sdd,i|mi − 1) (4.137)
×σˆ−1cc (mi − 1)f(σˆ−1cc (mi − 1)scc,i|mi − 1)
]I{mi>1} (4.138)
× ((σζζ +m−1i σdd)σˆcc)−1/2 (4.139)
M∑
m=1
[
φ
(
r¯i − log (β∗0 + β∗1φ(g∗m, τ∗))
(σζζ +m
−1
i σdd)
1/2
)
(4.140)
× φ
(
s¯i − g∗m
(m−1i σˆcc)1/2
)
p˜6(g
∗
m)
]
. (4.141)
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and θ1 = (β
∗, τ∗, σζζ , σdd). We use the same starting values for σdd as we did in the exponential
model, σ
(0)
dd = 0.042. We initialize β
∗ and τ∗ at the nonlinear least squares estimates of the
broken stick from (4.102). The starting value for β∗ is β∗(0) = (29.122,−0.946), and the starting
value for τ∗ is τ∗(0) = 25.492. An initial estimator of the error-in-the-equation variance is
σˆζζ = (n− 4)−1
n∑
i=1
([
r¯i − log
(
β
∗(0)
0 + β
∗(0)
1 ψ(exp{s¯i}, τ∗(0))
)]2 − n− 1
n
σ
(0)
dd
mi
)
. (4.142)
The starting value for σζζ is σ
(0)
ζζ = 0.150 and the starting value for θ1 is θ1 = (β
∗(0), τ∗(0), σ(0)ζζ , σ
(0)
dd ).
The estimated variance function for the variance of the measurement error in observed
log(PTH) is σˆdd = 0.043. The estimate of the log-broken stick mean function for a given value
of usual log(OHD) is,
Eˆ(r¯|g) = log (30.208 +−2.374× ψ (exp{g}, 20.109)) , (4.143)
where ψ(x, τ) is defined in (4.99), and the estimated threshold value is τˆ∗ = 20.109. In Fig-
ure 4.17, we plot the individual-level means of log(PTH) against the individual-level mean of
log(OHD). The estimated log-broken stick mean function is overlaid. We parameterized the
broken stick error-in-the-equation model so that the broken stick relation is composed of linear
segments in the original scale. In the log-scale, the flat segment in the broken stick model
remains flat. However, the linear segment is a concave function in the log-scale. The change-
point for the relation in the log-scale is log(20.109) = 3.00. The limiting value of the estimated
log-broken stick error-in-the-equation model is log(30.208) = 3.408.The estimated variance of
the error-in-the-equation is σˆζζ = 0.104.
Let the mean function for the log-broken stick error-in-the-equation model be h(s,β) =
log (β0 + β1ψ(exp{g}, τ)), and let
eˆi = r¯i − h(s¯i,β), (4.144)
for i = 1, . . . , n. The derivative of h with respect to g is
h′g(g,β, τ) =
d
dg
h(g,β, τ), (4.145)
=
β1exp{g}I{exp{g} ≤ τ}
β0 + β1ψ(exp{g}, τ) . (4.146)
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where I{x ≤ a} = 1 when x ≤ a and zero otherwise. Although the derivative is not continuous,
we approximate the variance by
V ar(eˆi) = σζζ +m
−1
i σdd +
(
h′g(s¯i,β, τ)
)2
m−1i σcc, (4.147)
and a crude standardized residual from the log-broken stick error-in-the-equation model is,
e˜i =
r¯i − log (fbs(exp{s¯i},β, τ))[
σˆζζ +m
−1
i σˆdd +
(
h′g(s¯i, βˆ)
)2
m−1i σˆcc]1/2
, (4.148)
for i = 1, . . . , n. To calculate the standardized residuals, we fix β = (30.208,−2.374), τ =
20.109, σζζ = 0.104, σdd = 0.043, and σcc = 0.020. The standardized residual plot is given in
the right panel of Figure 4.17.
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Figure 4.17 (left) Individual-level means of log(PTH) against individual-level means of
log(OHD), with the estimated log-broken stick mean function overlaid. (right)
Standardized residuals from the log-broken stick model against individual-level
mean log(OHD).
The estimated mean in the original scale is the mean of the log-normal distribution. There-
fore, the estimated log-broken stick mean function in the original scale is,
fˆbs(x) = (30.208− 2.374ψ(x, 20.109))exp{0.104/2}, (4.149)
= 31.821− 2.501ψ(x, 20.109), (4.150)
where x is a value of usual OHD. In Figure 4.18, we plot the observed individual-level means
of PTH and OHD with the estimated log-broken stick mean function in the original scale
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overlaid. The estimate for the change point in the log-broken stick error-in-the-equation model
is τˆ = 20.109 ng/mL. For usual OHD values below 20.109, we expect usual PTH to decrease
by 2.501 pg/mL for every 1 ng/mL increase in usual OHD . The estimated function remains
constant at 31.821 pg/mL as usual OHD increases beyond the change point.
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Figure 4.18 Individual-level mean PTH against individual-level mean OHD, with the esti-
mated log-broken stick mean function in the original scale overlaid.
4.5 Estimation of the Threshold Value for Usual OHD
We define the threshold value of usual OHD as the level of usual OHD above which the
change in usual PTH is of no medical importance. In the broken stick mean function, the change
point parameter τ , corresponds directly to the threshold value. Defining a change point under
the exponential mean function is not as straightforward. We follow the approach proposed
by Durazo-Arvizu, et al. (2010) to define a threshold value for usual OHD in an exponential
model as a function of model parameters.
Recall that the exponential mean function is
fexp(x,β) = β0 + β1exp{β2(x− a)}, (4.151)
where x is a value of exp{usual log(OHD) } a β0 is the limiting value of the exponential function.
The exponential function is a monotone decreasing function that approaches, but never reaches
its limiting value. The derivative of the exponential mean function with respect to x is
dfexp(x,β)
dx
= β1β2exp{β2(x− a)}. (4.152)
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We would prefer to define the threshold value as the value of x where the derivative of the
function is equal to zero. However, the derivative of the exponential mean function is negative
for all values of x. Let ∆ > 0 be a small known value. Durazo-Arvizu, et al. (2010) define the
threshold value as the value of x, denoted by τ∆, where the absolute value of the derivative of
the exponential mean function is equal to ∆. That is,
τ∆ = a+
1
β2
log
(
∆
|β1β2|
)
. (4.153)
An estimate of the threshold value for a given ∆ is obtained by substituting estimates for β
into (4.153),
τˆ∆ = a+
1
βˆ2
log
 ∆∣∣∣βˆ1βˆ2∣∣∣
 . (4.154)
We use a similar approach to define a threshold value in the log-exponential model. The
estimated mean function in the original scale for the log-exponential model is
fexp(x, βˆ) = (βˆ0 + βˆ1exp{βˆ2(x− a)})exp{σˆζζ/2}. (4.155)
Then the deriviative of the estimated log-exponential mean function with respect to x is
dfexp(x, βˆ)
dx
= (βˆ1βˆ2exp{βˆ2(x− a)})exp{σˆζζ/2}, (4.156)
and an estimate of the threshold value in the log-exponential model for a given value of ∆ is
τˆ∆ = a+
1
βˆ2
log
 ∆∣∣∣βˆ1βˆ2exp{σˆζζ/2}∣∣∣
 . (4.157)
4.5.1 Results
Durazo-Arvizu, et al. (2010) chose ∆ to be a fraction of the standard deviation of the
observed PTH values. In the data used in their analysis, the standard deviation of the observed
PTH was 16.027. They estimated the threshold value of observed OHD when ∆ = 0.05 and
0.15, about 1/300 and 1/100 of the standard deviation of PTH, respectively. We use βˆ∗ =
(28.927, 57.164,−0.214) and a = 7.463 to illustrate the procedure. Given ∆, the estimated
threshold value for usual OHD in the log-exponential error-in-the-equation model, is
τˆ∆ = 7.463− 1
0.214
log
(
∆
|(57.164)(−0.214)exp{0.104/2}|
)
, (4.158)
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In Figure 4.19, we plot the estimated threshold value as a function of ∆. The estimated
threshold value is decreasing in ∆. Smaller values of ∆ result in a larger and more conservative
estimated threshold value. We evaluate the estimated threshold value function at ∆ = 0.05,
and 0.15. The estimated threshold values for usual log(OHD) are τˆ0.05 = 33.432 ng/mL and
τˆ0.15 = 28.292 ng/mL.
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Figure 4.19 (left) Estimated threshold value for usual log(OHD) in the log-exponential er-
ror-in-the-equation .
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4.6 Jackknife Estimates of Variances
In pseudolikelihood functions denoted by L(θ1), we fixed the variance function of the mea-
surement error in log(OHD), denoted by σcc, and the distribution of usual log(OHD) at the
likelihood estimates based on the 6-degree modified-polynomial function, (g∗m, p6(g∗m, α˜6)) for
m = 1, . . . ,M . Therefore, the pseudolikelihood for the error-in-the-equation is not a function
of the parameters of the distribution of usual log(OHD) θ6 = (µg, σgg, σcc,α6), and we cannot
use traditional likelihood methodology to obtain standard errors for all of the parameters of
the error-in-the-equation model.
Resampling procedures have been used by Dawson-Hughes, et al. (1997) and Durazo-
Arvizu, et al. (2010) to estimate the sampling distribution of the estimates of the parameters
in the exponential and broken stick models in the STOP/IT data. Both investigators used
a bootstrap procedure to estimate the sampling distribution of the estimates. In Dawson-
Hughes, et al. (1997) variance estimates were computed using 100 bootstrap samples, while
in Durazo-Arvizu, et al. (2010) the number of bootstrap samples was 1000. A large number
of samples, usually 1000 or more, is recommended when implementing bootstrap methods, but
the computational burden can be significant. The jackknife approach is another resampling
procedure and can often be implemented with fewer re-samples than the bootstrap without
compromising the accuracy of the variance estimates. In our analysis, we use a jackknife
approach for variance estimation as described below.
4.6.1 Jackknife Estimator for the Distribution of Usual log(OHD)
Recall that the classical measurement error model for usual log(OHD) is
s¯i = gi + c¯i, (4.159)
where c¯i ∼ N(0, σcc) is independent of gi for i = 1, . . . , n. The unobservable values gi are inde-
pendent and identically distributed with density function fg(g,α), with mean µg and variance
σgg. Estimators of the mean and variance of gi are given in (4.53) and (4.51), respectively.
Let W = (W1, . . . ,Wn), where Wi = (s¯i, scc,i) for mi > 1, and Wi = s¯i for mi = 1. The
kth reduced sample, denoted by W (−k), is the complete sample excluding the measurements
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from individual k, so that W (−k) = (W1, . . . ,Wk−1,Wk+1, . . . ,Wn) for k = 1, . . . , n. In the
jackknife procedure, we estimate the distribution of usual log(OHD) using each of the reduced
samples. We fix the degree of the modified-polynomial function at Qˆ = 6 in all reduced
samples to avoid varying-dimensional parameter space across the jackknife samples. To draw
inferences about α6, we use a common support for the approximation to the density of usual
log(OHD) in the reduced samples. Let g∗ = (g∗1, . . . , g∗M ) be the common support, where g
∗
are generated from the complete sample. It follows that the same set of modified polynomial
functions, z∗ = (z∗3 , . . . ,z∗6), are used in each reduced sample. This way, α6 represents the
same quantity in each reduced sample. Therefore, the probability for g∗m for reduced sample
k is given in (4.59) for k = 1, . . . , n. Using the semiparametric maximum likelihood procedure
described in Chapter 2, we obtain a likelihood-based estimate of θ6 for each reduced sample.
Let θˆ
(−k)
6 =
(
µˆ
(−k)
g , σˆ
(−k)
gg , σˆ
(−k)
cc , α˜
(−k)
6
)
be the jackknife estimator of θ6 for reduced sample k,
where α˜
(−k)
6 =
(
α˜
(−k)
3 , . . . , α˜
(−k)
6
)
.
4.6.2 Jackknife Estimator for the Error-in-Equation Model
Recall that the model is
r¯i = log (fmean(exp{gi},β∗)) + ζi + d¯i, (4.160)
s¯i = gi + c¯i, (4.161)
where fmean(x,β) is a mean function (e.g., fexp(x,β) defined in (4.97), or fbs(x,β, τ) defined
in (4.98)) and (r¯i, s¯i) is defined in (4.23) and (4.24).
Let Y = (Y1, . . . ,Yn), where Yi = (r¯i, s¯i, sdd,i, scc,i) when mi > 1, and Yi = (r¯i, s¯i) when
mi = 1, for i = 1, . . . , n, and (sdd,i, scc,i) are defined in (4.25) and (4.26). Let θˆ1 = (βˆ
∗, σˆζζ , σˆdd)
be the likelihood based estimator of θ1 based on the complete sample of n observations defined
in Section 4.4.3.
We now discuss how to obtain jackknife estimates of θ1. Let the reduced sample k be
denoted by Y (−k) = (Y1, . . . ,Yk−1,Yk+1, . . . ,Yn). For each reduced sample, we estimate the
error-in-the-equation model as described in Section 3.4. We start by estimating the mean and
variance of usual log(OHD) in reduced sample k, denoted by µˆ
(−k)
g and σ
(−k)
gg , respectively. We
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use reduced sample k to generate a set of values of usual log(OHD) that have a mean of µˆ
(−k)
g and
a variance of σˆ
(−k)
gg , denoted by g∗(−k) =
(
g
∗(−k)
1 , . . . , g
∗(−k)
M
)
. Let z
(−k)
q,m =
(
z
(−k)
q,1 , . . . , z
(−k)
q,M
)
be
a q-degree modified polynomial function evaluated at g
(−k)
m for m = 1, . . . ,M and q = 1, . . . , Q.
A 6-degree modified polynomial is used to approximate the pdf of usual log(OHD) . Let
p
(−k)
6,m = M
−1 +
6∑
q=3
αqz
∗(−k)
q,m (4.162)
be the modified polynomial function evaluated at g
∗(−k)
m , form = 1, . . . ,M . Then
(
g∗(−k),p(−k)6
)
is a modified polynomial approximation to the density of usual log(OHD) , where p
(−k)
6 =(
p
(−k)
6,1 , . . . , p
(−k)
6,M
)
. Let
p˜
(−k)
6,m = M
−1 +
6∑
q=3
α˜(−k)q z
∗(−k)
q,m , (4.163)
where α˜
(−k)
6 is a shrinkage estimator of α6 based on reduced sample k. Then a likelihood-based
estimator of the distribution of usual log(OHD) is
(
g∗(−k), p˜(−k)6
)
, where p˜
(−k)
6 =
(
p˜
(−k)
6,1 , . . . , p˜
(−k)
6,M
)
.
We fix the distribution of usual log(OHD) at
(
g∗(−k), p˜(−k)6
)
to obtain a pseudolikelihood
function for the error-in-the-equation model for reduced sample k. The psuedolikelihood func-
tion for reduced sample k is L(−k)(θ1) =
∏
i 6=k Li(θ1), where Li(θ1) is defined in (4.113). Let
θˆ
(−k)
1 be a jackknife estimator of θ1 in reduced sample k, where θˆ
(−k)
1 maximizes L
(−k)(θ1).
4.6.3 Jackknife Variance Estimator
Let θ be a parameter vector of interest. The estimate of θ using data from the complete
sample is denoted by θˆ. Let θˆ(−k) be a jackknife estimate of θ for k = 1, . . . , n. Then a
jackknife estimator of the variance of θˆ is
V̂ ar(θˆ) = n−1(n− 1)
n∑
k=1
(
θˆ(−k) − θˆ
)′ (
θˆ(−k) − θˆ
)
. (4.164)
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4.6.4 Results
The jackknife variance estimate of θˆ6 is

µˆg σˆgg σˆcc α˜3 α˜4 α˜5 α˜6
µˆg 2525.96 −10.36 11.84 −10.56 −0.52 11.24 2.70
σˆgg 601.23 2.46 −4.71 −1.51 0.77 7.59
σˆcc 71.28 −1.89 −0.13 0.28 1.81
α˜3 1.60 0.18 1.18 −0.33
α˜4 1.70 0.27 −0.51
α˜5 2.53 0.65
α˜6 1.46

× 10−7. (4.165)
The jackknife estimate of the correlation matrix of θˆ6 is

µˆg σˆgg σˆcc α˜3 α˜4 α˜5 α˜6
µˆg 1.00 −0.01 0.03 −0.17 −0.01 0.14 0.04
σˆgg 1.00 0.01 −0.15 −0.05 0.02 0.26
σˆcc 1.00 −0.17 −0.01 0.02 0.17
α˜3 1.00 0.10 0.58 −0.21
α˜4 1.00 0.12 −0.32
α˜5 1.00 0.33
α˜6 1.00

. (4.166)
Overall, the shrinkage estimator of the modified polynomial coefficients have weak correlations.
The jackknife mean and standard errors of the estimated distribution of usual log(OHD) are
summarized in Table 4.10. Unless otherwise stated, we test at a 5% significance level. The
shrinkage estimates of (α3, α4, α5) are not significantly different from zero. However, the shrink-
age estimate of the 6-degree term in the modified polynomial function is significantly different
from zero.
The jackknife variance estimate of the pseudolikelihood estimates of the log-exponential
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Table 4.10 Semiparametric maximum likelihood estimates, jackknife mean, and standard er-
rors for the coefficients in the 6-degree modified-polynomial approximation to the
pdf of usual log(OHD) . Values for α6 = (α3, . . . , α6) are multiplied by 1000.
µg σgg σcc α3 α4 α5 α6
Estimate 3.041 0.0858 0.0202 -0.094 -0.131 -0.502 1.537
Mean 3.041 0.0858 0.0202 -0.092 -0.130 -0.504 1.533
Std. Error 0.015 0.0077 0.0027 0.398 0.412 0.501 0.374
model with error-in-the-equation is

µˆg σˆgg σˆdd σˆζζ βˆ
∗
0 βˆ
∗
1 βˆ
∗
2
µˆg 2.5× 10−4 −1.0× 10−6 3.2× 10−6 −1.8× 10−5 2.3× 10−3 1.1× 10−1 −2.2× 10−4
σˆgg 6.0× 10−5 6.1× 10−8 −2.0× 10−6 1.6× 10−3 2.3× 10−2 −8.9× 10−5
σˆdd 8.5× 10−6 −1.4× 10−6 2.8× 10−4 4.6× 10−4 −7.1× 10−2
σˆζζ 8.0× 10−5 −7.3× 10−4 −4.6× 10−2 9.1× 10−5
βˆ∗0 1.59 16.34 −5.8× 10−2
βˆ∗1 663.14 −1.49
βˆ∗2 3.9× 10−3

. (4.167)
The jackknife estimate of the correlation matrix of θˆ1 is

µˆg σˆgg σˆdd σˆζζ βˆ
∗
0 βˆ
∗
1 βˆ
∗
2
µˆg 1.000 −0.008 0.069 −0.083 0.118 0.283 −0.230
σˆgg 1.000 0.003 −0.030 0.168 0.119 −0.184
σˆdd 1.000 −0.057 0.078 0.006 −0.039
σˆζζ 1.000 −0.065 −0.202 0.161
βˆ0 1.000 0.502 −0.741
βˆ1 1.000 −0.920
βˆ2 1.000

. (4.168)
There is a strong negative correlation between βˆ∗1 and βˆ∗2 . In the exponential mean function, β1
and β2 jointly control the steepness of the mean function. The distance between the limiting
value and the mean function evaluated at the minimum value of observed individual-level mean
log(OHD) is β1. The rate the function decreases and degree of concavity of the exponential
mean function are influenced by β2. For fixed β0 and β1, decreasing β2 results in a a higher
rate of decrease in the mean function. For fixed β0 and β2, increasing β1 increases the rate of
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decrease in the mean function. Therefore, a strong negative correlation between β1 and β2 is
appropriate.
In Table 4.11, we summarize the jackknife estimators from the log-exponential error-in-the-
equation model. The pseudolikelihood estimates of β∗1 and β∗2 are significantly different from
zero.
Table 4.11 Pseudolikelihood estimates and jackknife standard errors for the parameters of the
log-exponential error-in-the-equation model.
σdd σζζ β
∗
0 β
∗
1 β
∗
2
Estimate 0.0426 0.1040 28.927 57.164 -0.214
Mean 0.0426 0.1040 28.924 57.046 -0.213
Std. Error 0.0039 0.0089 1.263 25.752 0.063
We evaluate the estimator of the threshold value in the log-exponential model with error-
in-the-equation , τˆ∆, at a grid of ∆-values for each jackknife sample. A similar approach is
used compute the standard error of τˆ∆, and normal theory is used to construct a confidence
band for τ∆. The confidence band for τ∆ is illustrated in the left panel of Figure 4.20. The
95% confidence interval for τ0.05 is (24.706, 42.157) ng/mL, and the 95% confidence interval for
τ0.15 is (22.488, 34.095) ng/mL.
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Figure 4.20 (left) Estimated threshold value function for the log-exponential model with 95%
confidence bounds. (right) Estimated log-broken stick mean function in the orig-
inal scale with 95% confidence bounds on the change point.
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The jackknife variance estimate for the log-broken stick error-in-the-equation model is

µˆg σˆgg σˆdd σˆζζ βˆ
∗
0 βˆ
∗
1 τˆ
µˆg 2.5× 10−4 −1.0× 10−6 3.2× 10−6 −1.1× 10−5 −1.3× 10−3 −3.6× 10−4 1.9× 10−3
σˆgg 6.0× 10−6 3.6× 10−8 −1.6× 10−6 3.9× 10−5 −7.5× 10−4 −1.4× 10−3
σˆdd 8.4× 10−6 −1.3× 10−6 1.1× 10−4 2.4× 10−5 −9.2× 10−5
σˆζζ 8.1× 10−5 2.4× 10−4 1.4× 10−3 1.3× 10−3
βˆ∗0 1.02 −0.42 −1.22
βˆ∗1 0.89 1.53
τˆ 3.23

. (4.169)
The jackknife estimate of the correlation matrix of θˆ1 is

µˆg σˆgg σˆdd σˆζζ βˆ
∗
0 βˆ
∗
1 τˆ
µˆg 1.000 −0.008 0.070 −0.083 −0.081 −0.024 0.069
σˆgg 1.000 0.002 −0.024 0.005 −0.104 −0.111
σˆdd 1.000 −0.050 0.039 0.009 −0.018
σˆζζ 1.000 0.026 0.174 0.082
βˆ∗0 1.000 −0.436 −0.673
βˆ∗1 1.000 0.902
τˆ 1.000

. (4.170)
The variability in log-broken stick mean function is mostly influenced by βˆ∗1 , as the standard
errors of the the pseudolikelihood estimates of β∗0 and τ∗ are relatively small (Table 4.12). In the
log-broken stick error-in-the-equation model, the pseudolikelihood estimate of the slope of the
broken stick mean function is significantly different from zero. Therefore, there is a significant
change in the functional relationship between usual log(PTH) and usual log(OHD) at the
estimated value of τˆ∗ = 20.227 ng/mL. Using normal theory, a 95% confidence interval for the
change point is (16.575, 23.645). The 95% confidence interval for τ∗ is illustrated in the right
panel of Figure 4.20.
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Table 4.12 Pseudolikelihood estimates and jackknife standard errors for the parameters of the
log-broken stick error-in-the-equation model.
σdd σζζ β
∗
0 β
∗
1 τ
∗
Estimate 0.0435 0.1035 30.209 -2.375 20.109
Mean 0.0435 0.1035 30.209 -2.373 20.113
Std. Error 0.0029 0.0090 1.010 0.944 1.797
4.7 Model Comparisons
In this section, we investigate the effects of accounting for measurement error and of trans-
forming the measurements into the log scale on estimation of the threshold and its standard
error. We compare the results we obtained when fitting the log-broken stick and the log-
exponential models with measurement error in the response and the covariate, to the models
fit to the baseline measurements in Durazo-Arvizu, et al. (2010) where measurement error is
ignored and the data are modeled in the original scale.
4.7.1 Broken Stick Models
Durazo-Arvizu, et al. (2010) fit several variations of a broken stick model to describe the
relationship between observed PTH and observed OHD for a subset of the analytic sample in
our analysis that consists of the first day (baseline) measurements of n = 387 individuals. The
mean function for the two-phase broken stick model with no measurement error is,
E(yi,1|wi,1) = β0 + β1ψ(wi,1, τ), (4.171)
where i = 1, . . . , n. Durazo-Arvizu, et al. (2010) use OLS to estimate model parameters.
Given τ , the mean function in (4.171) is linear in β = (β0, β1). OLS estimates of β, can then
be obtained on a dense set of τ -values. The OLS estimate of τ is the value that minimizes the
sum of squared errors of the regression of y on w conditional on τ . Given the OLS estimate of
τ , we then obtain the OLS estimate β.
We requested the standard errors (SE) for the estimate of β reported in Durazo-Arvizu,
et al. (2010) directly from the author, since they do not appear in the manuscript. For βˆ
the SEs are the usual OLS estimates computed by assuming that τ is known. For τˆ , Durazo-
105
Arvizu, et al. (2010) compute a 95% bootstrap confidence interval based on 1000 replicate
samples, with lower and upper bounds equal to the 2.5th and the 97.5th percentiles of the
empirical distribution of the bootstrap estimates of τ . We reproduced the bootstrap procedure
and obtained a similar 95% confidence interval for τ . The top section in Table 4.13 shows
the parameter estimates for the broken stick model that were obtained by Durazo-Arvizu, et
al. (2010), and the bottom section shows our own estimates obtained using Durazo-Arvizu, et
al. (2010)’s methodology. In addition, we present the bootstrap standard errors for βˆ.
Table 4.13 OLS estimates and standard errors for the coefficients of the broken stick model
from Durazo-Arvizu, et al. (2010), using baseline data only.
β0 β1 τ
Durazo-Arvizua
Estimate 33.16 -1.58 20.8
OLS Standard Error 0.98 0.27 - -
Bootstrap Standard Error - - - - (11.8, 30.0)b
Reproduction of Durazo-Arvizu
Estimate 33.12 -1.57 20.8
OLS Standard Error 0.97 0.26 - -
Bootstrap Standard Error 1.90 2.64 (12.7, 30.0)b
aResults from Table 2 in Durazo-Arvizu, et al. (2010).
b95% bootstrap percentile confidence inteval
Note that the bootstrap standard errors of βˆ are larger than the OLS standard errors that
are computed by plugging τˆ into the mean function as if it were the true value. This is expected,
because those OLS standard errors fail to account for the sampling error in the estimate of τ ,
which is relatively large with respect to the range of wi,1(7.4− 58.5).
We fit a log-broken stick model to the baseline data in the log scale to assess the effect of
analyzing the data in the log scale. The log-broken stick model with no measurement error
used in estimation is
ri,1 = log (β
∗
0 + β
∗
1ψ(exp{si,1}, τ∗)) + ζi, (4.172)
where si,1 are fixed, E(ζi) = 0 and V ar(ζi) = σζζ for i = 1, . . . , n. We estimate the coefficients
of the log-broken stick model using a NLS approach, where we profile for τ∗. The estimated
NLS coefficients minimize the sum of squared residuals for the log-broken stick model with no
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measurement error,
RSS(β∗, τ∗) =
n∑
i=1
(ri,1 − (log (β∗0 + β∗1ψ(si,1, τ∗))))2. (4.173)
The standard errors of the weighted NLS are computed using the bootstrap approach discussed
in Durazo-Arvizu, et al. (2010), with 1000 bootstrap samples. We construct a mean function
for the baseline data in the original scale by using the log-normal distribution. The NLS
estimated mean function is
Eˆ(ri,1|si,1) = log (30.68− 1.33ψ(exp{si,1}, 20.7)) , (4.174)
and the estimated parameters for the mean function in the original scale based on the log-
normal distribution are given in Table 4.14.
Table 4.14 Estimates and bootstrap standard errors for the coefficients of the broken stick
models, using replicate data.
Model Data β0 β1 RSE
a
Ignore Measurement Errorb
Broken Stickcd Baseline 33.16 (1.90) -1.58 (2.64) 235.866
log-Broken Stick Baseline 33.72 (1.79) -1.46 (2.62) 0.189
Include Measurement Errore
log-Broken Stick Replicate 31.81 (1.12) -2.49 (1.04) 0.104f
aResidual mean squared error.
bBootstrap standard error estimates, B = 1000.
cEstimates from Table 2 in Durazo-Arvizu, et al. (2010).
dBootstrap standard errors from our re-analysis of the baseline data.
eJackknife standard error estimates, n = 387.
fEstimated variance of the error-in-the-equation , σˆζζ .
The top section in Table 4.14 shows results obtained when ignoring measurement error.
First, we note that mean functions in the original scale for the exponential and log-exponential
models fit to the baseline data are very similar (Figure 4.21). The broken stick model fit to
the baseline data in the original scale is slightly steeper than the log-broken stick model fit to
the baseline data.
The pseudolikelihood estimates of β∗ in the log-broken stick model with measurement
error from Section 4.4.3.2 are shown in the bottom section in Table 4.14 together with their
estimated jackknife standard errors (Section 4.6.1). As expected, the estimate of the slope
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for the measurement error model is steeper than the least squares slopes. In fact, a test of
the hypothesis that the true slope is zero would reject the null hypothesis at the 5% level of
significance. The mean functions of the three versions of the model are illustrated in Figure
4.21. The standard error for the slope in the log-exponential model in the original scale is
reduced by over one-half as we include measurement error and replicate data. This is likely
due to sample size more than doubling upon the inclusion of the replicate data.
5 10 15 20 25 30 35 40
20
30
40
50
60
70
OHD
PT
H
Figure 4.21 Comparison of broken stick models: (black-solid) log-broken stick model with
measurement error fit to the replicate data in log scale, (green-dashed) log-broken
stick model with no measurement error fit to the baseline data, and (blue-long
dash) broken stick model fit to the baseline data in original scale.
We also investigate how the estimated change point is affected by analyzing the data in
the log scale, and by ignoring measurement error. Estimates of τ obtained from the different
models are shown in Table 4.15. The confidence interval for τ in the model that accounts
for the measurement error was constructed using normal theory. Let τˆ (−k) be the jackknife
estimate of the change point in the log-broken stick model with measurement error for reduced
sample k, for k = 1, . . . , n. The jackknife variance estimator of τ is
V̂ ar(τˆ) =
n− 1
n
n∑
i=1
(τˆ (−k) − τˆ)2. (4.175)
A 95% normal theory confidence interval for τ∗ is
τˆ ± 1.96
(
V̂ ar(τˆ)
)1/2
. (4.176)
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In the broken stick and log-broken stick models where measurement error is ignored, a bootstrap
confidence interval is constucted for τ as the 2.5 and 97.5 percentiles of the B = 1000 bootstrap
estimates.
Table 4.15 Estimates and 95% confidence intervals for the change point in the broken stick
models, using replicate data.
Model Data τ
Ignore Measurement Errora
Broken Stickb Baseline 20.8 (11.8, 30.0)
log-Broken Stick Baseline 20.7 (12.9, 30.1)
Include Measurement Errorc
log-Broken Stick Replicate 20.1 (16.5, 23.5)
aConfidence intervals obtained by taking the 2.5 and 97.5 percentiles of B = 1000 bootstrap estimates.
bTable 2 in Durazo-Arvizu, et al. (2010)
c95% normal theory confidence intervals using jackknife standard errors.
The point estimates of τ are very similar across models. This might be explained by the
fact that the change-point is dependent on the estimates of the slope and on the limiting mean
value. We would expect that when the slope increases in absolute value, the value of the change
point decreases. But this appears to be mitigated by the simultaneous change in the limiting
mean estimate. We do observe differences in the width of the 95% confidence intervals for the
change point across the three different models. The width of the confidence interval for τ is
smaller for the model that accounts for measurement error because the estimation uses more
than two times as many observations as the model fit to the baseline data.
4.7.2 Exponential Models
Durazo-Arvizu, et al. (2010) also fit an exponential model to the baseline data in the
original scale ignoring the measurement error in the covariate. The exponential model used by
Durazo-Arvizu, et al. (2010) has a mean function
E(yi,1|wi,1) = β0 + β3exp{β2wi,1}, (4.177)
where wi,1 are assumed to be free of measurement error for i = 1, . . . , n. We used a different
parametrization of the exponential model (see 4.97). So that we can compare results, we
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re-parametrized Durazo-Arvizu, et al. (2010)’s model as
E(yi,1|wi,1) = β0 + β1exp{β2(wi,1 − a)}, (4.178)
where β1 = β3exp{−β2a} and a = 7.463. In Table 4.16 we report the estimates of the coeffi-
cients from Table 2 in Durazo-Arvizu, et al. (2010), after the re-parameterization in (4.178).
We fit the exponential model to the baseline data in the original scale using a nonlinear least
squares (NLS) approach to compute the standard errors of the estimates. The NLS estimates
minimizes the residual sum of squares
RSS(β) =
n∑
i=1
(yi,1 − β0 + β1exp {β2(wi,1 − a)})2. (4.179)
The standard errors of are reported in Table 4.16.
Table 4.16 Estimates and standard errors for the coefficients of the exponential models.
Model Data β0 β1 β2 RSE
a
Ignore Measurement Errorb
Exponentialc Baseline 31.13 (2.03) 31.73 (6.61)d -0.151 (0.046) 234.463
log-Exponential Baseline 32.24 (1.83) 31.40 (10.58) -0.167 (0.063) 0.188
Include Measurement Errore
log-Exponential Replicate 30.47 (1.40) 60.21 (28.57) -0.214 (0.063) 0.104f
aResidual mean squared error.
bBootstrap standard error estimates, B = 1000.
cResults from Table 2 in Durazo-Arvizu, et al. (2010)
dThe exponential model reported Durazo-Arvizu, et al. (2010) is parameterized differently than our expo-
nential model. The only parameter that differs is β1. In the point estimate of β1 reported here is the estimate
from Durazo-Arvizu, et al. (2010) converted to our parameterization. The standard errors obtained from
Durazo-Arvizu for β0 and β2 are reported. The standard error for β1 is calculated using a NLS approach.
eJackknife standard error estimates, n = 387.
fEstimated variance of the error-in-the-equation , σˆζζ .
Our estimation model for the log-exponential model with no measurement error is
ri,1 = log (β
∗
0 + β
∗
1exp {β∗2(exp{si,1} − a)}) + ζ∗i , (4.180)
where si,1 is fixed, E(ζ
∗
i ) = 0, and V ar(ζ
∗
i ) = σ
∗
ζζ for i = 1, . . . , n. A NLS approach is used to
estimate the coefficients of the log-exponential model. The estimated NLS coefficients minimize
the sum of squared residuals,
RSS(β∗) =
n∑
i=1
(ri,1 − log (β∗0 + β∗1exp {β∗2(exp{si,1} − a)}))2. (4.181)
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The estimated mean function is
Eˆ(ri,1|si,1) = log (32.24 + 31.40exp {−0.167(exp{si,1} − a)}) . (4.182)
We use the bootstrap approach in Durazo-Arvizu, et al. (2010) to compute standard error
of the estimated coefficients. We assume normality of ζi to construct a mean function in the
original scale. The estimates and standard errors for the log-exponential model on the baseline
data on the original scale are presented in Table 4.16.
It is not clear that it makes a difference fitting the model in the original scale or in the
log scale. The standard errors of the estimates of β1, β2 increased when the model was fitted
to the baseline measurements in the log scale, which we cannot explain. The estimated values
and standard errors for the log-exponential model on the baseline data on the original scale is
given in Table 4.16.
The log-exponential model accounting for the measurement error in the covariate fit in
Section 3.4 is
r¯i = log (β
∗
0 + β
∗
1exp {β∗2(exp{gi} − a)}) + ζi + d¯i (4.183)
s¯i = gi + c¯i, (4.184)
where (d¯i, c¯i) is the measurement error in (r¯i, s¯i) for i = 1, . . . , n. The pseudolikelihood es-
timates of β∗ from Section 3.4 on the original scale, and the jackknife standard errors from
Section 4.6.1 are reported in the bottom section of Table 4.16. The estimate of β1 nearly dou-
bles when measurement error is included in the log-exponential model, and its standard error
increases by about one half.
In the exponential model, larger values of β1 and β2 correspond to steeper functions with a
sharper bend. Figure 4.22 shows the estimated mean functions for the two models that ignore
measurement error (fitted to the baseline measurements) and the model that incorporates
measurement error (fitted to the mean measurements).
The threshold value τ∆ in an exponential model, is a function of the model parameters coef-
ficients and of a user-specified value ∆ that defines the magnitude of the change in the derivative
of the estimated mean function that is considered to be practically negligible. Therefore, the es-
timated coefficients of the mean function can greatly influence the point estimate of τ∆. Steeper
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Figure 4.22 Comparison of exponential models: (black-solid) log-exponential model with mea-
surement error fit to the replicate data in log scale, (green-dashed) log-exponential
model with no measurement error fit to the baseline data, and (blue-long dash)
exponential model fit to the baseline data in original scale.
functions will result in smaller estimates of the threshold value for a given ∆. Conversely, flatter
mean functions will result in larger estimates of τ∆. Consequently, the log-exponential model
which accounts for measurement error in the covariate results in a smaller estimated threshold
value than the models with no correction for measurement error. We summarize the estimated
threshold values from the exponential models in Table 4.17, where ∆ = 0.05 and ∆ = 0.15.
The measurement error in the covariate seems to have little influence on the estimated thresh-
old value in the log-exponential model. This is likely due to the relatively small covariate
measurement error in these data and to the large portion of the curve that is relatively flat.
Overall, the estimated threshold values from the log-exponential models are lower than those
for exponential models.
4.8 Discussion
In this chapter, we have illustrated the procedures outlined in Chapters 2 and 3. We analyze
the STOP/IT data set used in Durazo-Arvizu, et al. (2010), with replicate data on a subset
of the individuals. We specified a model for the measurement error variances, and investigated
some of the assumptions of the model.
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Table 4.17 Point estimates and 95% confidence intervals for the threshold value in the expo-
nential models.
Model Data τ0.05 τ0.15
Ignore Measurement Errora
Exponentialb Baseline 37.7 (23.9, 73.9) 30.4 (21.1, 50.3)
log-Exponential Baseline 35.2 (22.2, 55.3) 28.6 (19.7, 40.3)
Include Measurement Errorc
log-Exponential Replicate 33.4 (24.7, 42.1) 28.2 (22.4, 34.0)
aConfidence intervals obtained by taking the 2.5 and 97.5 percentiles of B = 1000 bootstrap estimates.
bResults from Table 2 in Durazo-Arvizu, et al. (2010).
c95% normal theory confidence intervals using jackknife standard errors.
We analyzed the relationship between usual PTH and usual OHD in the log scale. We found
that the nonlinear relationship between the measurement error variances and the individual-
level means largely disappeared after a log transformation. From a modeling and estimation
perspective, the simpler variance functions made it easier to analyze the data in the log scale.
We found that including replicate data and incorporating measurement error into the log-
exponential model resulted in a steeper estimate of the slope in the log-broken stick model and
a steeper mean function in the log-exponential model. The steeper mean functions had little
impact on the estimated threshold value of (25(OH)D ).
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CHAPTER 5. CONCLUSIONS AND FUTURE WORK
We propose a semi-parametric approach to fitting a nonlinear regression model when both
the response and the predictor are subject to measurement error. We estimate the distribution
of the unobservable covariate using a semi-parametric maximum likelihood method that appears
to perform reasonably even when the underlying density has a non-standard shape.
The proposed estimator of the density of the error-prone covariate uses a flexible polyno-
mial function to approximate the density. We modify the polynomial function to improve the
approximation to the density in the tails. We also use a shrinkage step to reduce the variability
of the estimated polynomial coefficients. The polynomial function is a linear combination of
orthogonal polynomial components. Consequently, the function has a nested structure by con-
struction which permits using standard model selection procedures to identify the degree of the
polynomial. We compared the performance of the approach we propose to the performance of
a cubic-spline maximum likelihood approach that was proposed earlier by Chen, et al. (2000).
Chen investigated the behavior of his density estimator via simulation, and using an integrated
weighted L1 criterion to measure the distance between the true and the estimated densities. So
that we could compare our results to Chen, et al. (2000)’s, we designed our simulation study
to equal his and adopted the same L1 distance criterion. Even though we were “playing on
Chen, et al. (2000)’s court”, the estimator we propose performed reasonably well, but overall,
Chen’s estimator performed better with respect to the L1-distance.
From a public health perspective, we are interested in identifying the levels of serum
25(OH)D above which iPTH remains constant even if 25(OH)D increases. The smallest level
of 25(OH)D above which practically significant changes in iPTH are not observed is called the
threshold value. We consider two forms for the relationship between serum intact parathyroid
hormone and serum 25-hydroxy vitamin D. In the broken stick model, we assume that the two
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variables are negatively and linearly associated as long as 25(OH)D is below a threshold value.
Above this threshold, we assume that the level of iPTH remains nearly constant regardless of
increases in 25(OH)D . The second model is an exponential model, in which we assume that
iPTH is a monotonic smooth function of 25(OH)D . In the broken stick model the threshold
corresponds directly to the knot between the two linear segments in the model. In the exponen-
tial model the threshold needs to be carefully defined. Durazo-Arvizu, et al. (2010) propose
that the threshold be defined in terms of the changes in the value of the first derivative of the
mean function relative to the size of the standard deviation of observed iPTH . In Chapter 3
we propose an approach to fitting nonlinear models when the response and the covariate are
subject to measurement error. Estimation in the broken stick and in the exponential models
accounting for measurement error relies on the semiparametric estimator of the density of the
underlying covariate that we proposed in Chapter 2.
We analyze the iPTH and 25(OH)D measurements that were provided by Dr. Bess Dawson-
Hughes from Tufts University (Dawson-Hughes, et al. (1997)). This sample has been previously
analyzed (Dawson-Hughes, et al. (1997), Durazo-Arvizu, et al. (2010)), but in previous analy-
ses, investigators included only the baseline measurements and did not account for measurement
error. We make use of the entire sample, and fit the models using the approaches developed for
measurement error models. As expected, we found more precise estimates of model parameters
when we use all available measurements for an individual. The use of all observations required
an adjustment of the observations for time in sample.
We were unable to address a number of questions of interest in this dissertation. In terms
of the function that can be used to approximate the underlying density, we focused on poly-
nomials for several reasons. First, polynomial functions are flexible in that it is possible to
obtain a good approximation by increasing the degree of the polynomial. We used orthogonal
polynomials in our approximation, which are nested and result in coefficients that are nearly
uncorrelated. This permits use of standard methods to select the degree of the polynomial
and also facilitates estimation of parameters via maximum likelihood. Polynomials, however,
have poor tail behavior. Therefore, other types of flexible functions including splines (Chen, et
al. (2000); Staudenmayer, et al. (2008)) will be considered in future work.
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We did not address the issue of correlated measurement errors. Given that biomarker
measurements are obtained on the same person at the same time, it may be that the errors in
the two measurements are correlated.
Several years ago, Nusser, et. al (1996) proposed a semi-parametric approach for estimating
the density of a random variable observed with measurement error that relied on cubic spline
approximations. This approach is now a standard method for estimating the distributions
of usual nutrient intake (e.g., IOM (2011)). One attractive feature of the method proposed
by Nusser, et. al (1996) is that is is amenable to implementation on almost any nutrient
without major modifications, since the approach makes few assumptions about the shape of
the distribution to be estimated. This is important in practice, where nutrients exhibit very
different distributional shapes. If the use of biomarkers becomes more prevalent, then a method
for estimating the density of a biomarker observed with measurement error, that is flexible and
that can be implemented across a wide variety of biomarkers with different types of distributions
will be useful. In this light, the method proposed in Chapter 2 could be considered as a part
of a program like that described in Nusser, et. al (1996).
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APPENDIX A. ADDITIONAL METHODOLOGY
Adding Noise to a Discretized Random Variable
We discuss the procedure for adding noise to a discrete natured random variable, wij . The
idea is to spread measurements with the same value over an interval containing that distinct
value. We design the interval for the distinct values, so that they are non-overlapping and
accommodate the frequency of the each value in the original sample.
Let w[K] = (w[1], . . . , w[K]) denote the order statistics of K distinct levels of wij . The
frequency of w[k] in the original sample is denoted by,
n[k] =
n∑
i=1
mi∑
j=1
I
(
wij = w[k]
)
, (A.1)
where I(A) = 1 if A is true, and zero if A is false. We start by constructing boundaries for
the intervals about each w[k]. Let (wmid,k, wmid,k+1) denote the interval for plausible values
associated with w[k], where
wmid,k =

1.5w[1] − 0.5w[2] if k = 1
(n[k−1] + n[k])−1(n[k−1]w[k] − n[k]w[k−1]) if 1 < k < K
1.5w[K] − 0.5w[k−1] if k = K
. (A.2)
The interval bounds are designed so that more frequently occurring w[k] (relative to the fre-
quency of its neighboring distinct values, n[k−1] and n[k]) have wider intervals of plausible
values. Similarly, less frequent w[k] are allocated smaller intervals.
We assume that the true value of wij is contained in interval (wmid,k, wmid,k+1) when the
observed wij = w[k]. We add noise to the set of wij with observed value w[k], by spreading them
evenly and randomly over an interval of plausible values of w[k]. For wij = w[k], we denote the
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noisy value of wij by
wnew,ij =
 w[k] if n[k] = 1wmid,k + n−1[k] (tn[k] − 0.5)(wmid,k+1 − wmid,k) if n[k] > 1 , (A.3)
where tk =
{
t1, . . . , tn[k]
}
is a random permutation of
{
1, . . . , n[k]
}
. This procedure can be
applied to yij as well, to obtain ynew,ij . We use (ynew,ij , wnew,ij) in the analysis.
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APPENDIX B. ADDITIONAL ANALYSES
In this appendix we discuss estimation of the log-exponential and log-broken stick models
with error-in-the-equation when the variance of the measurement error in observed log(OHD)
is a linear function of usual log(OHD) .
Estimation of the Distribution of usual log(OHD)
Our estimation model for the distribution of usual log(OHD) is
s¯ = gi + c¯i, (B.1)
where c¯i is independent of gi for i = 1, . . . , n. Let E(c¯i) = 0 and V ar(c¯i) = m
−1
i σcc,i, where
σcc,i = η0 + η1(gi − s¯) and s¯i = n−1
∑n
i=1 s¯i. Let gi be independent with density function
fg(g,α) for i = 1, . . . , n. In the likelihood function for the distribution of usual log(OHD) ,
we assume c¯i ∼ ind. N(0, η0 + η1(gi − s¯)) for i = 1, . . . , n. It follows that scc,i ∼ ind.m−1i (η0 +
η1(gi − s¯))χ2mi−1. We use a modified polynomial function to approximate the distribution of
usual log(OHD) .
Let g∗ = (g∗1, . . . , g∗M ) be a set of values of usual log(OHD) , where M > n. We approximate
the density of usual log(OHD) using the semiparametric approach described in Chapter 2 with
some modifications for the linear structure of the covariate measurement error. We start by
estimating the mean and variance of usual log(OHD) . An estimator of the variance of usual
log(OHD) is
σˆgg =
1
n− 1
n∑
i=1
(
(s¯i − s¯)2 − n− 1
n
σcc,i
mi
)
, (B.2)
and and estimator of the mean of usual log(OHD) is
µˆg =
∑n
i=1 (σˆgg +m
−1
i σcc,i)
−1s¯i∑n
i=1 (σˆgg +m
−1
i σcc,i)
−1 . (B.3)
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Given these estimates, we generate a support for the density approximation of usual log(OHD) ,
denoted by g∗ = (g∗1, . . . , g∗M ) where M > n, using the procedure outline in Section 2.1. The
probability associated with g∗m is modeled by a Q-degree modified polynomial function,
pQ,m(g
∗
m,αQ) = M
−1 +
Q∑
q=3
αqz
∗
q,m, (B.4)
where the q-degree modified polynomial component, denoted by z∗q = (z∗q,1, . . . ,∗q,M ), is defined
in Section 2.2.
Let fν(x) be the density of a chi-squared random variable with ν degrees of freedom. The
likelihood function for the distribution of usual log(OHD) is LQ(θQ) =
∏n
i=1 LQ,i(θ), where
LQ,i(θQ) =
[
(η0 + η1(g
∗
m − s¯))−1 (B.5)
(mi − 1)f
(
(η0 + η1(g
∗
m − s¯)|mi − 1)−1(mi − 1)scc,i
)]I{mi>1} (B.6)
×
M∑
m=1
(m−1i (η0 + η1(g
∗
m − s¯)))−1/2 (B.7)
φ
(
s¯i − g∗m
(m−1i (η0 + η1(g∗m − s¯)))1/2
)
(B.8)
×pQ(g∗m,αQ), (B.9)
θQ = (αQ,η), and η = (η0, η1). We maximize logLQ(θ6) subject to pQ(g
∗
m,αQ) ≥ 0.1M−1 for
m = 1, . . . ,M .
Results
An initial estimate of σcc,i is computed via OLS regression of scc,i on (s¯i − s¯). The sample
mean of usual log(OHD) is s¯ = 3.304. The OLS regression is sˆcc,i = 0.021 + 0.014(s¯i − 3.304)
for i = 1, . . . , n. In estimation of µg and σgg, we fix the sigmacc,i = sˆcc,i for i = 1, . . . , n. The
estimated mean and variance of usual log(OHD) are µˆg = 3.034 and σˆgg = 0.099, respectively.
The results of the maximum likelihood estimation for Q = 3, . . . , 8 are summarized in Table
B.1. The log-likelihood increases by about 1 unit when we increase the degree of the polynomial
from 4 to 5. A larger increase of about 3 units of the log-likelihood happens when the degree of
the modified polynomial increases from 5 to 6. The AIC is minimized at the 6-degree modified
polynomial function. Therefore, a Qˆ = 6 degree modified polynomial function is selected to
approximate the distribution of usual log(OHD) .
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Table B.1 Results from modified-polynomial fit for degrees Q = 2, . . . , 8
Degree log-Lik AIC LRT Statistic Shrinkage Coefficient
2 415.933 -411.933 - - - -
3 416.313 -411.313 0.759 0.431
4 416.325 -410.325 0.783 0.284
5 417.321 -410.321 2.775 0.480
6 420.482 -412.482 9.097 0.694
7 420.498 -411.498 9.130 0.646
8 420.607 -410.607 9.347 0.609
The maximum likelihood estimator of the 6-degree modified polynomial approximation to
the density of usual log(OHD) is
pˆ6(g
∗
m) = 500
−1 (1− 0.185z∗3,m − 0.110z∗4,m − 0.490z∗5,m + 1.090z∗6,m) , (B.10)
for m = 1, . . . ,M . The shrinkage coefficient for the 6-degree modified polynomial coefficients
is κˆ6 = 0.694. Therefore, the shrinkage estimator of the 6-degree modified polynomial approx-
imation to the density of usual log(OHD) is
p˜6(g
∗
m) = 500
−1 (1− 0.130z∗3,m − 0.075z∗4,m − 0.340z∗5,m + 0.755z∗6,m) , (B.11)
for m = 1, . . . ,M . The maximum likelihood estimate of the variance function is
σˆcc(g) = 0.020 + 0.006(g − 3.043). (B.12)
The semiparametric maximum likelihood estimates from the 6-degree polynomial are given
in Figure B.1. We perform a goodness-of-fit test to evaluate the estimated densities of
the observed individual level means when mi = 1, 4 (see Section 4.3.1 for more details). Our
estimated distribution of the individual level mean of log(OHD) is not significantly different
from the observed distribution of the individual means for mi = 1, 4 (Table B.2). We
compute the jackknife standard errors (Section 4.6.1) for the shrinkage estimate of the modified
polynomial coefficients. The standard errors are presented in Table B.3. The coefficient for the
6-degree polynomial term is significantly different from zero. The remaining coefficient are not
significantly different from zero.
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Figure B.1 (left) Estimated variance function for the covariate measurement error. (center)
Estimated probabilities for usual log(OHD) . (right) Approximations to the den-
sity of usual log(OHD) based on the the estimated probabilities. The null model
is represented by the solid gray line. The maximum likelihood estimate of the
6-degree modified-polynomial is represented by the dashed black line. The shrink-
age estimate of the 6-degree modified-polynomial is represented by the solid black
line.
Table B.2 Chi-squared test for goodness-of-fit of the estimated distributions of individual-level
mean log(OHD) for individuals with mi = 1, 4 measurements, based on 20 bins
and a 6-degree modified-polynomial approximation to the distribution of individu-
al-level mean of log(OHD).
n χ2 p-value
mi = 1 206 15.634 0.336
mi = 4 168 14.992 0.378
Log-Exponential Error-in-the-Equation Model
The estimation model for the log-exponential error-in-the-equation model with measure-
ment error variance that is linear in the true covariate is
r¯i = log (fexp(exp{gi},β∗)) + e¯i, (B.13)
s¯i = gi + c¯i, (B.14)
e¯i = ζi + d¯i, (B.15)
where fexp(x,β) = β0+β1exp{β2(x−a)} is the exponential mean function, a = 7.463 is the min-
imum observed individual mean of OHD, and (ζi, d¯i), c¯i ∼ ind. N(diag{σζζ ,m−1i σdd, ηˆ0 + ηˆ1(gi−
s¯)}) is independent of gi for i = 1, . . . , n. It follows from the normality of the measurement
errors that sdd,i ∼ ind.(mi− 1)−1σddχ2mi−1 and scc,i ∼ ind.(mi− 1)−1(ηˆ0 + ηˆ1(gi− s¯))χ2mi−1 for
i = 1, . . . , n. The likelihood function for the log-exponential error-in-the-equation estimation
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Table B.3 Semiparametric maximum likelihood estimates, jackknife mean, and standard er-
rors for the coefficients in the 6-degree modified-polynomial approximation to the
pdf of usual log(OHD) . Values for α6 = (α3, . . . , α6) are multiplied by 1000.
η0 η1 α3 α4 α5 α6
Estimate 0.020 0.0062 -0.255 -0.151 -0.680 1.514
Mean 0.020 0.0063 -0.227 -0.142 -0.625 1.536
Std. Error 0.0025 0.014 0.766 0.509 1.488 0.474
model is then Lexp(θ1) =
∏n
i=1
∑M
m=1 Lexp,i(θ1), where
Lexp,i(θ1) =
[
σ−1dd (mi − 1)f(σ−1dd (mi − 1)sdd,i|mi − 1) (B.16)
×(ηˆ0 + ηˆ1(g∗m − s¯))−1 (B.17)
(mi − 1)f((ηˆ0 + ηˆ1(g∗m − s¯))−1(mi − 1)scc,i|mi − 1)
]I{mi>1} (B.18)
× ((σζζ +m−1i σdd)(ηˆ0 + ηˆ1(g∗m − s¯)))−1/2 (B.19)
M∑
m=1
[
φ
(
r¯i − log (β∗0 + β∗1exp {β∗2(exp{g∗m} − 7.463)})
(σζζ +m
−1
i σdd)
1/2
)
(B.20)
× φ
(
s¯i − g∗m
(m−1i (ηˆ0 + ηˆ1(g∗m − s¯)))1/2
)
p˜6(g
∗
m)
]
. (B.21)
Results
The likelihood estimate of the mean function of the log-exponential model is
E(r¯i|g) = log (28.885 + 54.847exp{−0.209(exp{g} − 7.463)}) (B.22)
for i = 1, . . . , n. The maximum likelihood estimates of the variances are σˆζζ = 0.104 and
σˆdd = 0.043. Standard errors for the likelihood estimates of the log-exponential model (Table
B.4) were computed using the jackknife procedure outlined in Section 4.6.1.
Table B.4 Pseudolikelihood estimates and jackknife standard errors for the parameters of the
log-exponential error-in-the-equation model.
σdd σζζ β
∗
0 β
∗
1 β
∗
2
Estimate 0.043 0.104 28.885 54.847 -0.209
Mean 0.043 0.104 28.868 54.214 -0.207
Std. Error 0.0029 0.0090 1.525 40.423 0.099
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Log-Broken Stick Error-in-the-Equation Model
The estimation model for the log-broken stick error-in-the-equation model with measure-
ment error variance that is linear in the true covariate is
r¯i = log (fbs(exp{gi},β∗, τ∗)) + e¯i, (B.23)
s¯i = gi + c¯i, (B.24)
e¯i = ζi + d¯i, (B.25)
where fbs(x,β, τ) = β0 + β1ψ(x − τ) is the broken stick mean function and (ζi, d¯i), c¯i ∼
ind. N(diag{σζζ ,m−1i σdd, ηˆ0 + ηˆ1(gi − s¯)}) is independent of gi for i = 1, . . . , n. It follows
from the normality of the measurement errors that sdd,i ∼ ind.(mi − 1)−1σddχ2mi−1 and scc,i ∼
ind.(mi−1)−1(ηˆ0 + ηˆ1(gi− s¯))χ2mi−1 for i = 1, . . . , n. The likelihood function for the log-broken
stick error-in-the-equation estimation model is then Lbs(θ1) =
∏n
i=1
∑M
m=1 Lbs,i(θ1), where
Lbs,i(θ1) =
[
σ−1dd (mi − 1)f(σ−1dd (mi − 1)sdd,i|mi − 1) (B.26)
×(ηˆ0 + ηˆ1(g∗m − s¯))−1 (B.27)
(mi − 1)f((ηˆ0 + ηˆ1(g∗m − s¯))−1(mi − 1)scc,i|mi − 1)
]I{mi>1} (B.28)
× ((σζζ +m−1i σdd)(ηˆ0 + ηˆ1(g∗m − s¯)))−1/2 (B.29)
M∑
m=1
[
φ
(
r¯i − log (β∗0 + β∗1ψ(exp{g∗m}, τ))
(σζζ +m
−1
i σdd)
1/2
)
(B.30)
× φ
(
s¯i − g∗m
(m−1i (ηˆ0 + ηˆ1(g∗m − s¯)))1/2
)
p˜6(g
∗
m)
]
. (B.31)
Results
The likelihood estimate of the mean function of the log-broken stick model is
E(r¯i|g) = log (30.194− 2.285ψ(exp{g}, 20.227)) (B.32)
for i = 1, . . . , n. The maximum likelihood estimates of the variances are σˆζζ = 0.104 and
σˆdd = 0.043. Standard errors for the likelihood estimates of the log-broken stick model (Table
B.5) were computed using the jackknife procedure outlined in Section 4.6.1.
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Table B.5 Pseudolikelihood estimates and jackknife standard errors for the parameters of the
log-broken stick error-in-the-equation model.
σdd σζζ β
∗
0 β
∗
1 τ
∗
Estimate 0.043 0.104 30.194 -2.285 20.227
Mean 0.043 0.104 30.194 -2.299 20.200
Std. Error 0.0029 0.0094 1.029 1.029 1.948
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