The increasing volume of remote sensing data with improved spatial and temporal resolutions generates unique opportunities for monitoring and mapping of crops. We compared multiple single-band and multi-band object-based time-constrained Dynamic Time Warping (DTW) classifications for crop mapping based on Sentinel-2 time series of vegetation indices. We tested it on two complex and intensively managed agricultural areas in California and Texas. DTW is a time-flexible method for comparing two temporal patterns by considering their temporal distortions in their alignment. For crop mapping, using time constraints in computing DTW is recommended in order to consider the seasonality of crops. We tested different time constraints in DTW (15, 30, 45, and 60 days) and compared the results with those obtained by using Euclidean distance or a DTW without time constraint. Best classification results were for time delays of both 30 and 45 days in California: 79.5% for single-band DTWs and 85.6% for multi-band DTWs. In Texas, 45 days was best for single-band DTW (89.1%), while 30 days yielded best results for multi-band DTW (87.6%). Using temporal information from five vegetation indices instead of one increased the overall accuracy in California with 6.1%. We discuss the implications of DTW dissimilarity values in understanding the classification errors. Considering the possible sources of errors and their propagation throughout our analysis, we had combined errors of 22.2% and 16.8% for California and 24.6% and 25.4% for Texas study areas. The proposed workflow is the first implementation of DTW in an object-based image analysis (OBIA) environment and represents a promising step towards generating fast, accurate, and ready-to-use agricultural data products.
Introduction
Humankind has impacted almost every place on Earth causing important environmental changes [1, 2] . One of the most widespread landscape changes is related to the cultivation of crops, which has been spatially extended and intensified to face the food supply needs of a constantly growing global population [3, 4] . Efficient monitoring of crops is important in providing food security, understanding productivity, and supporting agricultural policies. In this regard, satellite image analysis can provide timely and relevant spatial and temporal information products and tools [5, 6] .
In recent decades, satellite images with global coverage and different spectral and temporal characteristics have become freely available, such as MODIS [7] and Landsat [8] . The recent Sentinel-2 to analyze and understand SITS is seen as a great demand for the successful application of this data to real-world problems [37, 38] .
This study builds on the previous work by Belgiu and Csillik [26] who compared pixel-based and object-based dynamic time warping with random forest classification for crop mapping. First, we extend the single-band analysis to multi-band time-constraint DTW for crop mapping using different study areas, time periods, more crops, and more images in the time series. The performance was assessed on two Sentinel-2 SITS from California and Texas, geographic areas characterized by highly complex agricultural landscape and practices. Secondly, we tested different time constraints in DTW classification and compared the results with those obtained by means of Euclidean distance measurement and a DTW without time constraint. Thirdly, we discuss the implications of DTW dissimilarity values in understanding the classification errors and evaluate the error propagations throughout our analysis. The approach is implemented as a ready-to-use algorithm in eCognition Developer software [39] available for the remote sensing community (see Supplementary Material). The developed workflow is able to adapt the DTW to perform on objects and solve one of the main challenges of DTW, namely a reduction in computational time [18] .
The paper is structured as follows: Section 2 describes the Sentinel-2 datasets used, the design of the experiments, the background of DTW algorithm and the proposed single-band and multi-band object-based time-constraint DTW implementation. Section 3 is dedicated to the results related to the segmentation and classification accuracies. Section 4 discusses the main results, good practices in applying the object-based DTW analysis and states the advantages and limitations of the proposed workflow. Section 5 concludes the study and underlines the importance of such developments.
Materials and Methods

Study Areas and Datasets
Study Areas
The two study areas were chosen due to their complexity of agricultural practices, land parcel geometry, and the large number of crop types and cropping cycles, which together with the irregular temporal sampling of images would challenge most of the existing image classification methods.
The first test area (TA1) is in Southern California, in central Imperial County (33 • 00 N and 115 • 30 W) ( Figure 1 ). The area covers 58,890 ha, with an extent of 23.36 × 25.21 km. Situated at low altitudes with a hot desert climate, the area is characterized by high agricultural productivity, especially for hay (alfalfa), onions, and lettuce [40] . The agricultural landscape is intensively managed to produce irrigated crops, with one or more cropping cycles. The crops occupying more than 2% of the study area (according to CropScape-Cropland Data Layer which is provided by the United States Department of Agriculture, National Agricultural Statistics Service [41, 42] ) were considered for classification, and include durum and winter wheat, alfalfa, other hay/non-alfalfa, sugarbeets, onions, sod/grass seed, fallow/idle cropland, vegetables (mostly lettuce, plus carrots, broccoli and greens), together with the water class.
The second test area (TA2) is in Northwestern Texas, near the border with New Mexico and Oklahoma, in the southern part of Dallam County (36 • 10 N and 102 • 35 W) ( Figure 1 ). The area covers 59,400 ha, with an extent of 27 × 22 km. The semi-arid climate with hot summers and cool and dry winters highly influences the agricultural practices, characterized by center-pivot irrigation. The main crops cultivated according to CropScape [41, 42] and occupying more than 2% of the study area are corn, cotton, winter wheat, alfalfa, fallow/idle cropland, grass/pasture, and double crop (winter wheat, followed by corn). Copernicus Sentinel-2 Level-1C (S2-L1C) products provide orthorectified Top-Of-Atmosphere (TOA) reflectance, including radiometric and geometric corrections. The Sentinel-2 SITS used in this study were composed of 28 Sentinel-2A and 2B images for TA1 (subset of S2-L1C T11SPS tile) and 20 images for TA2 (subset of S2-L1C T13SGA) ( Figure 2 ). When analyzing time series, atmospheric correction is an important preprocessing step and, therefore, we processed the reflectance images from TOA Level 1C to Bottom-Of-Atmosphere (BOA) Level 2A using the sen2cor plugin [43, 44] . The images were selected manually to minimize the cloud coverage percentage. The clouds and cloud shadow contamination occurred in two images for each SITS, covering less than 20%. The temporal distribution of the images covers well one agricultural year, from 23 September 2016 to 23 September 2017 for TA1 and from 18 October 2016 to 2 November 2017 for TA2. The biggest time differences between two consecutive images are 40 days for TA1 and 50 days for TA2, both in autumn and winter months when cloud covered images were unusable. The smallest time difference is 5 days in both test areas since the advent of Sentinel-2B images in July 2017 (Figure 2 ). Using most of the Sentinel-2 bands, we derived 5 widely used vegetation indices to construct time series for DTW (Table 1) . We resampled the 20 m resolution bands (red-edge 1 and 2, narrow near-infrared and short-wave infrared) to perfectly align with the 10 m spatial resolution bands (blue, green, red, and near-infrared). The Normalized Difference Vegetation Index (NDVI) [45] is a chlorophyll sensitive index sufficiently stable to compare seasonal changes in vegetation growth [46] . The Green Normalized Difference Vegetation Index (GNDVI) was shown to be more sensitive to chlorophyll concentration than NDVI [47] and useful in differentiation in stressed and senescent vegetation [48] . The Normalized Difference Red-Edge (NDRE) is highly sensitive to pigment changes [49] and is correlated with drought induced seasonal variation in leaf photosynthetic rates [50] . The Soil Adjusted Vegetation Index (SAVI) minimizes soil brightness influences accounting for uncertainties resulting from variation in background condition by incorporating a correction factor L in the NDVI formula [48, 51] . The Normalized Difference Water Index (NDWI) is useful to measure vegetation liquid water status and can be a good indicator of irrigation if the time series is sufficiently dense [52, 53] (Table 1) .
For single-band DTW, we used the NDVI time series. For multi-band DTW, we combined the NDVI with GNDVI, NDRE, SAVI, and NDWI to evaluate if integrating multiple time series of vegetation indices into DTW will yield more accurate results for crop classification. The entire workflow of our analysis is shown in Figure 3 . Table 1 . Vegetation indices we used for crop mapping, their equation and range of values. Sentinel-2 bands used are the green (B3, 0.560 µm), red (B4, 0.665 µm), red-edge 1 (B5, 0.705 µm), red-edge 2 (B6, 0.740 µm), near-infrared (B8, 0.842 µm), narrow near-infrared (B8A, 0.865 µm), and SWIR (B11, 1.610 µm).
Name
Description Equation Range
NDVI Normalized Difference Vegetation Index
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Vegetation Indices Extracted from Sentinel-2 Images
Using most of the Sentinel-2 bands, we derived 5 widely used vegetation indices to construct time series for DTW (Table 1) . We resampled the 20 m resolution bands (red-edge 1 and 2, narrow near-infrared and short-wave infrared) to perfectly align with the 10 m spatial resolution bands (blue, green, red, and near-infrared). The Normalized Difference Vegetation Index (NDVI) [45] is a chlorophyll sensitive index sufficiently stable to compare seasonal changes in vegetation growth [46] . The Green Normalized Difference Vegetation Index (GNDVI) was shown to be more sensitive to chlorophyll concentration than NDVI [47] and useful in differentiation in stressed and senescent vegetation [48] . The Normalized Difference Red-Edge (NDRE) is highly sensitive to pigment changes [49] and is correlated with drought induced seasonal variation in leaf photosynthetic rates [50] . The Soil Adjusted Vegetation Index (SAVI) minimizes soil brightness influences accounting for uncertainties resulting from variation in background condition by incorporating a correction factor L in the NDVI formula [48, 51] . The Normalized Difference Water Index (NDWI) is useful to measure vegetation liquid water status and can be a good indicator of irrigation if the time series is sufficiently dense [52, 53] (Table 1) .
For single-band DTW, we used the NDVI time series. For multi-band DTW, we combined the NDVI with GNDVI, NDRE, SAVI, and NDWI to evaluate if integrating multiple time series of vegetation indices into DTW will yield more accurate results for crop classification. The entire workflow of our analysis is shown in Figure 3 . Figure 3 . Workflow of our object-based dynamic time warping (DTW) classifications using multiple vegetation indices extracted from Sentinel-2 SITS, as shown in Table 1 .
Reference and Validation Samples
For both test areas, we randomly generated points that were well spatially distributed across the study areas, covering most parcels with an identifiable land cover type. These were further classified according to the CropScape layer for 2017, which is temporally overlapping with our Sentinel-2 time series. A temporal pattern for each class was obtained, but additional refinement was necessary to 
For both test areas, we randomly generated points that were well spatially distributed across the study areas, covering most parcels with an identifiable land cover type. These were further classified according to the CropScape layer for 2017, which is temporally overlapping with our Sentinel-2 time Remote Sens. 2019, 11, 1257 6 of 26 series. A temporal pattern for each class was obtained, but additional refinement was necessary to remove the inconsistent patterns and was done through visual interpretation and by analyzing the temporal pattern of NDVI. The good performance of a DTW classification comes from good quality reference samples [18] . DTW performs well also with a low number of samples, as demonstrated in [26] , as long as their temporal patterns are representative for each class. Therefore, to avoid smoothing a reference temporal pattern by selecting multiple heterogeneous samples for the same class, we selected only 3 reference samples per class to generate the temporal patterns needed as input for the DTW classification, avoiding selecting samples that were contaminated with clouds or clouds shadow. For single-band DTW, we used the NDVI to generate the patterns, while for multi-band DTW we used the temporal patterns from all five vegetation indices (Table 1) . By using a clean reference pattern for a class, DTW will be able to deal with the intra-class heterogeneity of patterns and match them well. The rest of the samples were used for validation and their number varied in accordance with class representativeness within each test area, i.e., the area of the class occupied in the CropScape (Table 2) . The two test areas present complex phenological patterns of the crops. For simplicity, we will detail here the temporal characteristics of a crop based on the NDVI time series. All five vegetation indices have values between −1 and 1, with NDVI and GNDVI having predominantly higher values than NDRE, SAVI, and NDVI for both test areas, while the lowest values are mainly for NDRE and NDWI. Although the five vegetation indices follow similar patterns, there are variations dictated by their sensitivity to vegetation characteristics, i.e., biophysical properties of the classified crops. Temporal patterns of crops for all five vegetation indices are shown in Figure 4 for TA1 and Figure 5 for TA2.
For TA1, winter wheat, sugarbeets, and onions have a single cropping cycle with different temporal length, with onions having the shortest (January to May 2017) and sugarbeets having the longest cropping cycle (October 2016 to June 2017). Vegetables have 2-3 cropping cycles, similar to the grass seed. Fallow/idle cropland have values of NDVI between 0 and 0.1 throughout the whole year, while water class presents negative values of NDVI, with shorter peaks of positive values during the summer. Alfalfa have the highest diversity of temporal patterns for TA1, with two main types of patterns. In order to account for this, we used two reference temporal patterns for alfalfa, one with 5 cropping cycles and one with 7-8 cropping cycles over the timeframe analyzed (Figure 4) . The other hay/non-alfalfa class presents 3 cropping cycles per year, shorter during the summer period. Table 1 .
cropping cycles in late autumn and spring ( Figure 5 ). Corn is a summer crop, similar with the cotton, but with longer cropping cycle and higher NDVI values than cotton. The temporal pattern of alfalfa shows 5 cropping cycles, longer during the cold season and shorter during the summer. The grass/pasture class shows two cropping cycles during spring and summer, but with values of NDVI lower than 0.45. The last class analyzed, fallow/idle cropland, shows values of NDVI lover than 0.2 throughout the period analyzed, with an increase at the end ( Figure 5 ). 
Segmentation of Time Series
Multiresolution Segmentation of SITS
For the segmentation process, we created a time series of the 10 m spatial resolution bands (blue, green, red, and near-infrared) to take advantage of the best spatial resolution possible supported by Sentinel-2. We used an approach based on the multiresolution segmentation (MRS) [54] , a region-growing algorithm that starts from the pixel level and aggregates pixels based on homogeneity conditions set by the user. The most important is the scale parameter (SP), which dictates the size of the object and, therefore, the internal homogeneity of the object. In order to objectively select the SP, we used the ESP2 tool (Estimation of Scale Parameter 2) [55] , a method that automatically selects the appropriate SPs based on the local variance of objects across multiple scales [56, 57] . We used a bottom-up hierarchical segmentation and selected the Level 2 of the results, which visually fitted best with the target crop parcels.
Segmenting multiple images from time series can be memory and time-consuming. Since the boundaries of the crop parcels can change their geometry over the timeframe analyzed, we selected all cloud free images available for each test area: 26 images for TA1 and 18 images for TA2. This resulted in 104 bands for TA1 and 72 bands for TA2 to be used in the segmentation process.
Segmentation Accuracy Assessment
The geometry of the agricultural fields delineated through segmentation has been evaluated using five segmentation accuracy metrics [58] . For TA1, we manually digitized 200 polygons as reference objects. For TA2 we digitized 681 polygons, representing all crop parcels with center-pivot irrigation, in order to have a complete overview of the segmentation performance in terms of accuracy. The manual delineation of the reference polygons considered every possible change of geometry through the periods analyzed, for example, a split of a larger parcel into smaller parcels for TA1 or a split of a center-pivot irrigation parcel into smaller slices in TA2. A minimum percent overlap of 50% between reference polygons and segmented objects needs to be achieved in order to match two corresponding objects [59] . The segmentation accuracy measures used are area fit index (AFI) [60] , over-segmentation (OS), under-segmentation (US), root mean square (D) [61] , and quality rate (QR) [62] (Table 3) . Except for QR, the closer the values of the computed metrics are to 0, the better is the geometric accuracy of the resulting segments i.e., delineated agricultural fields. In case of QR, the closer its value is to 1, the better is the geometric correspondence between delineated objects and the reference objects (Table 3) . Table 3 . Segmentation accuracy measures, their equations, ideal values and their range (C represents the total area of evaluated objects; R denotes the total area of reference objects). Area fit index (AFI), over-segmentation (OS), under-segmentation (US), root mean square (D), quality rate (QR).
Measure Equation Ideal Value Range
Over-segmentation
Dynamic Time Warping
Theoretical Background
By combining time warping with distance measurements between elements of sequences, DTW is a nonlinear warping algorithm that decomposes a complex global optimization problem into local optimization problems using dynamic programming principle [23] . DTW has the advantage of time flexibility and was proven to achieve better results than the Euclidean distance measure for MODIS NDVI time series clustering [63] . Euclidean distance is a time-rigid method of comparing two sequences where each element of a sequence is compared with its associated element from the other sequence. DTW, on the other hand, is a time-flexible method that considers the temporal distortions of the time series (Figure 6 ), which can be associated with amplitude scaling or translation, time scaling or translation, shape changes, or noise in the data [64] . NDVI time series clustering [63] . Euclidean distance is a time-rigid method of comparing two sequences where each element of a sequence is compared with its associated element from the other sequence. DTW, on the other hand, is a time-flexible method that considers the temporal distortions of the time series (Figure 6 ), which can be associated with amplitude scaling or translation, time scaling or translation, shape changes, or noise in the data [64] . The DTW algorithm works as follows. Suppose we have two sequences, = ( , … , ) and = ( , … , ) of length and respectively. Let be a distance between coordinates of sequences and m[S,T] a cost matrix. For single-band DTW, where each element of the sequence is a one-dimensional vector, we used as the squared Euclidean distance, in accordance with previous studies (Equation (1) ) [11, 65] . For multi-band DTW, where each element of the sequence is a multi-dimensional vector, we used a 5-dimensional in the computation of DTW. This is preferable to computing DTW individual for every dimension and then merge the results and gives a single alignment of the two multi-dimensional sequences compared. Using a multi-dimensional in computing DTW is recommended for remote sensing applications, where the dimensions are correlated phenomena [11] . For multi-band DTW we used the Euclidean distance to compare the elements of time series, as in Equation (2).
where and are elements of one-dimensional sequences and .
where and are elements of the feature of multi-dimensional sequences and , with number of features.
Computing the alignment and comparison of the two sequences can be done recursively using Equation (3) . Briefly, the computation of the entire DTW matrix starts by generating the first column and the first row, then the matrix is computed from left to right and from top to bottom, for each element being required the minimum between the upper, left, and the diagonal elements of the matrix [11] . In the end, the last element of the matrix from the bottom right indicates the degree of dissimilarity between the two compared sequences, i.e. phenological temporal patterns. The smaller the DTW dissimilarity between two sequences, the similar are the two compared sequences. The DTW algorithm works as follows. Suppose we have two sequences, A = (a 1 , . . . , a S ) and B = (b 1 , . . . , b T ) of length S and T respectively. Let δ be a distance between coordinates of sequences and m[S,T] a cost matrix. For single-band DTW, where each element of the sequence is a one-dimensional vector, we used δ as the squared Euclidean distance, in accordance with previous studies (Equation (1) ) [11, 65] . For multi-band DTW, where each element of the sequence is a multi-dimensional vector, we used a 5-dimensional δ in the computation of DTW. This is preferable to computing DTW individual for every dimension and then merge the results and gives a single alignment of the two multi-dimensional sequences compared. Using a multi-dimensional δ in computing DTW is recommended for remote sensing applications, where the dimensions are correlated phenomena [11] . For multi-band DTW we used the Euclidean distance to compare the elements of time series, as in Equation (2).
where a i and b j are elements of one-dimensional sequences A and B.
where a i f and b j f are elements of the feature f of multi-dimensional sequences A and B, with F number of features.
Computing the alignment and comparison of the two sequences can be done recursively using Equation (3) . Briefly, the computation of the entire DTW matrix starts by generating the first column and the first row, then the matrix is computed from left to right and from top to bottom, for each element being required the minimum between the upper, left, and the diagonal elements of the matrix [11] . In the end, the last element of the matrix from the bottom right indicates the degree of dissimilarity between the two compared sequences, i.e., phenological temporal patterns. The smaller the DTW dissimilarity between two sequences, the similar are the two compared sequences.
where A i−1 , B j−1 , A i−1 , B j , and A i , B j−1 are the upper left, upper and left neighboring elements of the A i , B j element of the DTW matrix.
Time-Constrained DTW
Computing the entire DTW matrix can be a time-intensive procedure, especially when data rich sequences are compared. Furthermore, comparing an element of a sequence with all other elements of another sequence can lead to erroneous results, especially for crop mapping (e.g., aligning a winter crop with a summer crop). Therefore, applying global constraints on time warping have proven to speed up the processing, while providing meaningful results [65] . Two of the most-known global constraints are the Sakoe-Chiba band [23] and the Itakura parallelogram [66] , which limits the warping path to a certain band around the diagonal of the matrix or allowing more distortions in the middle of the matrix, respectively.
For SITS data analysis, these global constraints might not be suitable mainly because the satellite images are irregularly sampled and consequently the defined constraint might lack a temporal meaning [11] . A more appropriate approach would be to limit the computation of the DTW matrix to a predefined maximum time delay, w. An element of the matrix will be computed only if the date difference (date di f f ), which is a function returning the difference in time between the two dates of the compared elements of sequences, is smaller or equal to w. In computation of the DTW matrix, this condition must be evaluated beforehand. If it is true, the procedure remains unchanged, otherwise the element of the matrix is set to +∞ [11] . The difference between a time-constrained and a time-weighted DTW relates to the fact that while for time-constrained DTW all elements found within w time delay are considered in computation, for time-weighted DTW a temporal cost is added using a linear or a logistic model [18] .
Two special cases may arise when choosing the time-constraint on the warping path. First, when w = 0 the computation is limited to the diagonal elements, resembling the Euclidean distance. Second, when w is higher than the temporal length of the longest sequence the entire DTW matrix is computed. Therefore, the value of w needs to be adjusted to the characteristics of SITS analyzed to make sure that a warping path exists [11] . The procedure of computing a time-constrained DTW is described in Algorithm 1. Examples of two DTW matrices for TA1 and TA2 with 45-day time-constraints are depicted in Figure 7 .
We compared different single-band and multi-band DTW classifications after applying time constraints of 15, 30, 45, and 60 days, respectively (for the remainder of the article, the terms DTW15, DTW30, DTW45, and DTW60 will be used). These values were selected to consider the diversity of crop cycles lengths, in accordance with the temporal sampling of the SITS used. Values higher than 60 days would already allow the alignment of winter crops with summer crops. Furthermore, we compared these results with those obtained by computing the entire DTW matrix (DTWFull) and computing the Euclidean distance (w = 0) (DTW0). 
#return the last element of the matrix, as DTW dissimilarity 
Implementation of the Object-based DTW for SITS
The object-based DTW workflow is implemented into eCognition Developer software, version 9.4 (Trimble Geospatial), a commercial software package for OBIA applications. The object-based customized algorithm works on a stack of layers (e.g. vegetation indices), a complete segmentation of the scene into objects and reference samples for each class of interest. An object is classified into the class to which it had the minimum DTW dissimilarity value. Hence, the time complexity of the algorithm is ( ), where and are the sizes of the sequences compared.
Classification Accuracy
Various studies addressed the issues of evaluating the accuracy measures of maps, with descriptions, advantages, limitations, or extensions, offering suggestions for an efficient and objective use within studies [67, 68] . In this study, we use the error matrix and its related accuracy measures, namely the producer's (PA) and user's accuracy (UA) and overall accuracy (OA) [69] . Furthermore, we acknowledge the fact that using reference and validation samples from CropScape may introduce additional errors in the classifications. We compared our PAs, UAs, and OAs in conjunction with 
Implementation of the Object-based DTW for SITS
The object-based DTW workflow is implemented into eCognition Developer software, version 9.4 (Trimble Geospatial), a commercial software package for OBIA applications. The object-based customized algorithm works on a stack of layers (e.g., vegetation indices), a complete segmentation of the scene into objects and reference samples for each class of interest. An object is classified into the class to which it had the minimum DTW dissimilarity value. Hence, the time complexity of the algorithm is O(S × T), where S and T are the sizes of the sequences compared.
Classification Accuracy
Various studies addressed the issues of evaluating the accuracy measures of maps, with descriptions, advantages, limitations, or extensions, offering suggestions for an efficient and objective use within studies [67, 68] . In this study, we use the error matrix and its related accuracy measures, namely the producer's (PA) and user's accuracy (UA) and overall accuracy (OA) [69] . Furthermore, we acknowledge the fact that using reference and validation samples from CropScape may introduce additional errors in the classifications. We compared our PAs, UAs, and OAs in conjunction with those available from CropScape for individual crops, at the state level. Although we heavily altered the samples obtained from CropScape to better match the reality of our study areas, thus increasing the accuracy of the samples, we combined the errors from our analysis with the errors from CropScape by computing the square root of the sum of the two squared errors, in order to see the maximum potential errors for PAs, UAs, and OAs.
Results
Segmentation Results
Executing ESP2 with a shape parameter of 0.1 and compactness of 0.5 resulted in an SP of 241 and 3,492 objects for TA1 and an SP of 307 and 1,585 objects for TA2 (Table 4 ). Good segmentation results were achieved for both test areas, with QR metric of 0.91 for TA1 and 0.82 for TA2, and very low US values (0.04 and 0.02, respectively). The positive values for AFI, as well as 0.05 and 0.16 for OS, denoted that the images were slightly over-segmented for both test areas (Table 4) . Table 4 . Segmentation accuracy results depicting the scale parameter (SP), number of objects, over-segmentation (OS), under-segmentation (US), area fit index (AFI), root mean square (D), and quality rate (QR) metrics, as detailed in Table 3 . 
Test
Overall Classification Accuracies
The computation time of the evaluated object-based DTW classifications was approximately 1 hour for TA1 and 15 minutes for TA2. For both single-band and multi-band DTW, the pattern of OAs values followed the same asymmetrical concave downward form, with peaks reached around 30 and 45 days of constraint (Table 5 ). For TA1, both single-band and multi-band DTW achieved highest OAs for time-constraints of 30 and 45 days, with 79.5% and 85.6% overall accuracy, respectively. Lowest OAs were achieved for DTW0 and DTWFull, of 75.2% and 72.3% for single-band approach, and for DTW0, DTW15, and DTWFull, of 76.1%, 80.3%, and 82.3% for multi-band approach (Table 5) . For TA2, the highest OAs were achieved for 45 days constraints for single-band approach (89.1%) and for 30 days constraints for multi-band DTW (87.6%). The lowest OAs for TA2 were for DTW0, DTW15, and DTWFull for single-band approach (86.6%, 86.7%, and 82.3%) and DTW60 and DTWFull for multi-band approach (85.5% and 83.3%) ( Table 5 ). The OAs pattern highlighted the importance of time-constraints in DTW for crop classification. Table 5 . Classification accuracies for single-band and multi-band object-based time-constrained dynamic time warping (DTW) using 15, 30, 45, and 60 days. For comparison, the accuracies obtained using no time constraint (DTWFull) and using Euclidean distance (DTW0) are shown. With bold fonts are shown the DTW classifications with the highest overall accuracies. 
Test
User's and Producer's Accuracies
The classification results with the highest OAs for both test areas are shown in Figure 8 . These are DTW30 for single-band and multi-band for TA1, DTW45 for single-band and DTW30 for multi-band approach for TA2 (Figure 8 ). For complete error matrices for these four classifications, see Supplementary  Tables S1 to S4 . For TA1, single-band DTW30 yielded highest UAs for water (100%), alfalfa (98.2%), and onions (88.4%), while the lowest UAs were for vegetables (33.8%), wheat (56.5%), and other hay (65.9%) ( Table 6 ). Vegetables were confused with alfalfa and this is understandable since the vegetables class contains multiple classes (lettuce, carrots, broccoli, or greens) with high intra-class diversity and number of cropping cycles that might resemble the temporal pattern of alfalfa (see Figure 4) . For alfalfa, 98.2% of the validation samples were classified correctly, which is explained by the fact that alfalfa had no striking similarities with any other crop in terms of temporal pattern. Additionally, using two different reference patterns for alfalfa helped achieve the high UA value. Moreover, using 30 days flexibility in DTW allowed an accurate alignment of the high-internal diversity of temporal patterns for alfalfa. Regarding PAs, the highest values were obtained by fallow (100%), vegetables (97.8%), and sugarbeets (91.4%), while the lowest PAs were for sod/grass seed (51.2%), water (63.3%), and alfalfa (77.7%) ( Table 6 ). The sod/grass seed class was confused with the other hay/non-alfalfa class. What we classified partially as fallow was a water body and this can be explained by the presence of biomass in the water body which moved its temporal pattern towards that of fallow/idle cropland class (see Figure 4) . For most crops, high intra-class heterogeneity of temporal patterns led to confusion with the complex patterns of alfalfa, which led to a PA of 77.7% for alfalfa. Vegetables For TA1, single-band DTW30 yielded highest UAs for water (100%), alfalfa (98.2%), and onions (88.4%), while the lowest UAs were for vegetables (33.8%), wheat (56.5%), and other hay (65.9%) ( Table 6 ). Vegetables were confused with alfalfa and this is understandable since the vegetables class contains multiple classes (lettuce, carrots, broccoli, or greens) with high intra-class diversity and number of cropping cycles that might resemble the temporal pattern of alfalfa (see Figure 4) . For alfalfa, 98.2% of the validation samples were classified correctly, which is explained by the fact that alfalfa had no striking similarities with any other crop in terms of temporal pattern. Additionally, using two different reference patterns for alfalfa helped achieve the high UA value. Moreover, using 30 days flexibility in DTW allowed an accurate alignment of the high-internal diversity of temporal patterns for alfalfa. Regarding PAs, the highest values were obtained by fallow (100%), vegetables (97.8%), and sugarbeets (91.4%), while the lowest PAs were for sod/grass seed (51.2%), water (63.3%), and alfalfa (77.7%) ( Table 6 ). The sod/grass seed class was confused with the other hay/non-alfalfa class. What we classified partially as fallow was a water body and this can be explained by the presence of biomass in the water body which moved its temporal pattern towards that of fallow/idle cropland class (see Figure 4) . For most crops, high intra-class heterogeneity of temporal patterns led to confusion with the complex patterns of alfalfa, which led to a PA of 77.7% for alfalfa. Vegetables had only one misclassified validation sample (97.8% PA), sign that its temporal pattern was well differentiated from the others (Figure 4) .
For multi-band DTW30 for TA1, OA was higher with 6.1% than the single-band DTW30. This increase in value is attributable to a significant increase in UAs and PAs for some classes ( Table 6 ). For example, using multiple vegetation indices increased the UA for wheat with 25.4% by reducing confusions with alfalfa, non-alfalfa, sugarbeets and onions. It also increased the UA for other hay with 8.4%, and sugarbeets with 7.7%. In case of PAs, the highest increase in PA was for water, with 23.3%, sod/grass seed with 13.4%, and alfalfa with 7.7% ( Table 6 ). As expected, water was better classified when using multiple vegetation indices, of which some are more sensitive in detecting water content (e.g., NDWI). For TA2, the single-band DTW45 achieved the highest UAs for wheat (98.1%), corn (96.0%), cotton (88.6%), and alfalfa (87.2%), while the lowest UAs were for fallow (66.7%), grass/pasture (77.3%), and double crop (79.7%) ( Table 7) . The fallow/idle cropland class was confused with cotton and wheat, while the grass/pasture class was confused with the cotton and fallow classes. For the latter case, this is because the temporal patterns of the three were mostly flat without prominent peaks (see Figure 5 ). The highest PAs were for alfalfa (100%), grass/pasture (97.7%), corn (92.3%), and wheat (90.6%), while the lowest PAs were for fallow (48.8%), cotton (82.8%), and double crop (85.0%) ( Table 7) . Notable class confusions occurred between the fallow and grass/pasture classes, and between the corn and cotton and double crop classes.
The multi-band DTW30 for TA2 had 1.5% lower OA than the single-band DTW45. Although it increased the UAs for double crop with 18.1% by reducing the confusion with corn and for grass/pasture with 6.7% by reducing the confusions with cotton and fallow, it decreased the UAs for cotton with 16.1% by increasing the confusion with corn and for fallow with 10.8% by increasing the confusion with wheat class (Table 7) . Regarding PAs, multi-band DTW30 increased the PAs for cotton with 9.8% by reducing the confusion with grass/pasture and for fallow/idle cropland class with 9.7%, by reducing the confusion with grass/pasture and wheat. However, PAs decreased for double crop with 11.6% by slightly increasing confusion with multiple classes, for corn with 5.6% by increasing confusion with cotton crops, and for winter wheat with 3.5% by increasing the confusion with fallow class (Table 7) . Overall, the lowest OA for multi-band DTW30 compared with single-band DTW45 for TA2 was attributable to two main increases in confusion between classes: between what we classified as cotton and was corn and what we classified as fallow that was winter wheat in the validation dataset. 
DTW Dissimilarity Results
The implemented workflow delivered two maps, a categorical classification of SITS ( Figure 8 ) and a map of DTW dissimilarity values (Figure 9 ). The latter can be seen as a map of uncertainty for classification and depicts the DTW dissimilarity values of the classified objects, which represents the final values from the bottom right corner of the DTW matrix. This map is useful to understand which objects had a strong similarity with the assigned class (values closer to 0) or had a doubtful assignment to one of the target classes (the largest values). High values can be also a sign of high intra-class heterogeneity of temporal patterns. In our case, the DTW dissimilarity values for best single-band classifications ranged from 0 to 4 for DTW30 in TA1 and from 0 to 5.1 for DTW45 in TA2, with higher values corresponding to complex temporal patterns, like alfalfa in TA1 and double crop in TA2. Higher DTW dissimilarity values can also be attributed to the presence of other classes that were not considered in this study due to their unrepresentativeness and, therefore, had a distinct pattern than those of our target classes. For comparison purposes, Figure 9 shows the DTW dissimilarity values normalized using a min-max normalization approach. 
The implemented workflow delivered two maps, a categorical classification of SITS ( Figure 8 ) and a map of DTW dissimilarity values (Figure 9 ). The latter can be seen as a map of uncertainty for classification and depicts the DTW dissimilarity values of the classified objects, which represents the final values from the bottom right corner of the DTW matrix. This map is useful to understand which objects had a strong similarity with the assigned class (values closer to 0) or had a doubtful assignment to one of the target classes (the largest values). High values can be also a sign of high intra-class heterogeneity of temporal patterns. In our case, the DTW dissimilarity values for best single-band classifications ranged from 0 to 4 for DTW30 in TA1 and from 0 to 5.1 for DTW45 in TA2, with higher values corresponding to complex temporal patterns, like alfalfa in TA1 and double crop in TA2. Higher DTW dissimilarity values can also be attributed to the presence of other classes that were not considered in this study due to their unrepresentativeness and, therefore, had a distinct pattern than those of our target classes. For comparison purposes, Figure 9 shows the DTW dissimilarity values normalized using a min-max normalization approach. Additionally, although we classified the objects into the class with the minimum DTW dissimilarity value, we stored for each object the DTW dissimilarity values resulted from comparing the objects' temporal pattern with all reference temporal patterns. In this way, we can better Additionally, although we classified the objects into the class with the minimum DTW dissimilarity value, we stored for each object the DTW dissimilarity values resulted from comparing the objects' temporal pattern with all reference temporal patterns. In this way, we can better understand the uncertainty of classifications and confusions between classes. We plotted these values against each other, fitted a linear function and computed the R 2 for TA1 in Figure 10 and for TA2 in Figure 11 . These results can be correlated with the corresponding UAs and PAs from Tables 6 and 7, respectively. For single-band DTW30 in TA1, the highest R 2 values better explained the confusions between classes (Figure 10 ). For example, the low UA for vegetables (33.8%) presented an R 2 of 0.63 with alfalfa1 and 0.67 with sugarbeets. The low PA for water (63.3%) had an R 2 of 0.97 with the fallow class, while the low UA for sod/grass seed (51.2%) had a high R 2 of 0.96 with other hay/non alfalfa and 0.78 with alfalfa2. Other remarkable high R 2 values were for onions-wheat (0.86), sugarbeets-alfalfa1 (0.87), and other hay-alfalfa2 (0.84) (Figure 10 ). The 0.68 R 2 value between alfalfa1 and alfalfa2 suggested that it was useful to use two temporal patterns of alfalfa for classification. understand the uncertainty of classifications and confusions between classes. We plotted these values against each other, fitted a linear function and computed the R 2 for TA1 in Figure 10 and for TA2 in Figure 11 . These results can be correlated with the corresponding UAs and PAs from Table 6 and Table 7 , respectively. For single-band DTW30 in TA1, the highest R 2 values better explained the confusions between classes (Figure 10 ). For example, the low UA for vegetables (33.8%) presented an R 2 of 0.63 with alfalfa1 and 0.67 with sugarbeets. The low PA for water (63.3%) had an R 2 of 0.97 with the fallow class, while the low UA for sod/grass seed (51.2%) had a high R 2 of 0.96 with other hay/non alfalfa and 0.78 with alfalfa2. Other remarkable high R 2 values were for onions-wheat (0.86), sugarbeetsalfalfa1 (0.87), and other hay-alfalfa2 (0.84) (Figure 10 ). The 0.68 R 2 value between alfalfa1 and alfalfa2 suggested that it was useful to use two temporal patterns of alfalfa for classification. For single-band DTW45 in TA2, the low PA (48.8%) and UA (66.7%) for fallow/idle cropland can be explained by high R 2 values of fallow with grass/pasture (0.58) and wheat (0.46) (Figure 11) . Part of the lower PA for double crop (85.0%) is due to an R 2 of 0.86 with alfalfa, while the DTW For single-band DTW45 in TA2, the low PA (48.8%) and UA (66.7%) for fallow/idle cropland can be explained by high R 2 values of fallow with grass/pasture (0.58) and wheat (0.46) (Figure 11) . Part of the lower PA for double crop (85.0%) is due to an R 2 of 0.86 with alfalfa, while the DTW dissimilarity of cotton showed an R 2 of 0.86 and 0.67 for grass/pasture and corn, respectively ( Figure 11 ). As for TA1, splitting winter wheat in two distinct patterns was useful, since the two patterns have an R 2 of 0.34.
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Evaluation of Combined Uncertainties
Although we heavily altered the samples from CropScape and corrected them using multiple approaches, we acknowledged the propagation of errors into our analysis. Considering the CropScape errors at the state-level for California (8.7%) and Texas (22.1%) [70] , and supposing we did not altered the samples, then the combined errors for OAs are 22.2% and 16.8% for single-band DTW30 and multi-band DTW30 for TA1, and 24.6% and 25.4% for single-band DTW45 and multiband DTW30 for TA2.
For TA1 in California, most of our UAs and PAs errors were lower than those from state-level CropScape (Table 8) . We had significant lower PAs errors for vegetables, fallow, sugarbeets, other hay, and wheat, while we also had lower UAs errors for alfalfa, onions, sod/grass seed, vegetables, and water. Our UAs errors for sugarbeets and PAs errors for alfalfa and water were higher than those from CropScape (Table 8 ). 
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For TA1 in California, most of our UAs and PAs errors were lower than those from state-level CropScape (Table 8) . We had significant lower PAs errors for vegetables, fallow, sugarbeets, other hay, and wheat, while we also had lower UAs errors for alfalfa, onions, sod/grass seed, vegetables, and water. Our UAs errors for sugarbeets and PAs errors for alfalfa and water were higher than those from CropScape (Table 8) . For TA2 in Texas, we got lower UAs errors than CropScape state-level for corn, winter wheat, grass, and double crop and lower PAs errors for all classes, except for cotton from single-band approach (Table 9 ). We had slightly higher UAs errors for fallow and cotton from the multi-band approach and higher PAs errors for cotton from the single-band DTW approach (Table 9 ). 
Discussion
Our study reported on the first operational implementation of DTW as a ready-to-use workflow in an OBIA environment focused on crop mapping applications that yielded high overall accuracies. We compared single-band DTW (using NDVI time series) with multi-band DTW (using NDVI, GNDVI, NDRE, SAVI, and NDWI) and found that multi-band significantly increase the overall accuracy for California, while slightly decreasing it for Texas. Furthermore, we evaluated the impact of time constraints in DTW over the final classification accuracy and had best results using time delays of 30 and 45 days. Poorest results were obtained by Euclidean distance or DTW without time constraints.
As reported in Belgiu and Csillik [26] , an object-based DTW has the advantage of generating vector digital spatial data that can be further used in agricultural monitoring activities. Therefore, it can successfully support (if not replace) labor-intensive and error-prone manual digitization of crop fields from satellite imagery. Furthermore, the object-based DTW reported here reduced the computational time required by DTW to classify target classes from SITS, since it uses objects rather than pixels as input spatial analysis units. As a comparison, Belgiu and Csillik [26] analyzed a similar region in size as TA1 but with fewer images (21) using a pixel-based approach with dtwSat package [25] in R and the execution time was 30 hours without the segmentation step.
Segmentation of SITS
Segmentation of satellite images is one of the main challenges of an OBIA approach [71] . A very good indicator of the spatial match between delineated agricultural fields and reference objects is represented by the low value of the US metric (i.e., 0.04 for TA1 and 0.02 for TA2). The US is considered the most important indicator of the segmentation accuracy [55, 72] since it is difficult to re-process and classify correctly the initially under-segmented objects [73] . OS value was higher for TA2 since the circle-pivot irrigation parcels had mainly two sizes, of 50 or 200 ha, the bigger ones being over-segmented. As expected, the Sentinel-2 time series provided satisfactory agricultural field delineation capabilities especially in regions with smaller fields [73] .
The two test areas presented a high complexity of cropping cycles and, therefore, changes in the geometry of parcels throughout the entire time frame analyzed. Incorporation of multi-temporal images in the segmentation procedure allowed the delineation of homogeneous objects through time. We used all cloud free 10 m spatial resolution bands in the segmentation process. Other solutions may require either a knowledge-driven selection of images or a statistical selection (e.g., principal component analysis). Furthermore, combining multiresolution segmentation with superpixels can help in reducing the resources and time needed for the segmentation process [74] .
The Importance of Time Constraints in DTW for Crop Mapping
In both test areas, the best classification accuracies were obtained with maximum time delays of 30 and 45 days in aligning the temporal sequences using DTW. These delays proved to be adequate, not being too rigid and not allowing too much freedom in computing the DTW matrix, thus avoiding inconsistent matching of crops. Moreover, achieving best results using time-constraints of 30 and 45 days showed that within the two test areas the temporal variations of cropping cycles are around this timeframe. Longer time-constraints (e.g., 100 days) were found best by Maus et al. [18] when analyzing multi-year time series of MODIS Enhanced Vegetation Index (EVI). Using time delays in DTW outperformed both classifications using Euclidean distance and DTW without time constraint. The time constraints in a DTW classification should be knowledge-based and set in accordance with the temporal sampling of the images from SITS (see also Figure 7 ) [11] . We achieved better results when using a time constraint and this is in line with the results obtained by Petitjean et al. [11] and Maus et al. [18] , who applied DTW at the pixel-level for classifying FORMOSAT-2 SITS and MODIS SITS, respectively.
The Advantages of DTW
Selection of the appropriate classifier is very important in any image classification scenario [75] . The workflow described here used the DTW method due to its already demonstrated advantages to identifying classes of interest from SITS [11, 18, 26, 76] . Firstly, DTW can deal with temporal variations of phenological patterns caused by differences in the agricultural practices or by different weather conditions. This is a very important asset when vegetation dynamics, i.e., phenology, are used for the classification purpose [31] . Secondly, DTW is not very sensitive to the number of reference samples, as already proven by Belgiu and Csillik [26] , as long as their temporal pattern is characteristic for each target class. No training samples are needed if one performs clustering of temporal patterns into a predefined number of clusters and then use expert knowledge or other rules to assign meaningful crop classes. These are large advantages for mapping crops at larger extents or for countries with a lack of reference samples [77] .
Single-band and Multi-band DTW
NDVI was used for the single-band DTW approach because of its power in identifying crop classes. For example, Peña-Barragán et al. [78] found NDVI to have a prediction power of around 50% amongst 20 ASTER vegetation indices for crop identification. For multi-band approach, we added GNDVI, NDRE, SAVI, and NDWI, computed using most of the Sentinel-2 spectral bands. Red-edge bands proved to be very efficient for different vegetation mapping applications due to their potential to estimate vegetation chlorophyll content [48, 79, 80] . The suitability of red-edge and short-wave infrared (SWIR) bands of Sentinel-2 had been shown in different applications including chlorophyll content and leaf area index (LAI) estimation of various crops including corn, sugarbeet, onion, garlic, and wheat [81] and LAI estimation of wheat and potatoes crops [82] , estimation of crops and grass chlorophyll and nitrogen content [83] , and crops and tree species mapping [84] . SWIR spectral bands quantify canopy reflectance in relation to moisture content and their importance for different vegetation mapping applications was proven in previous studies [85] .
Using a multi-band DTW increased the accuracy by 6.1% in California by reducing confusion between alfalfa and vegetables, alfalfa and sugarbeets, and other hay and sod/grass seed. In Texas, multi-band DTW had 1.5% lower accuracy than single-band DTW. In the latter case, although it reduced many instances of class confusion, it increased confusion between corn and cotton, two classes that shared a similar pattern and the usage of multiple vegetation indices might have smoothed their temporal profiles. Unlike other classifiers, DTW does not compute a variable importance measure for multi-band DTW so we cannot have a deeper knowledge of the importance of each vegetation index used. However, DTW computed a measure that can act as a measure of confidence for the classification, namely the DTW dissimilarity value [25] .
DTW Dissimilarity and Classification Accuracies
We used the DTW dissimilarity values to understand class confusions and see what parcels had temporal patterns different to those we had as reference patterns. Furthermore, the DTW dissimilarity can be a valuable source in understanding spatio-temporal autocorrelation within time series of satellite images. Some possible applications are related to refinement of classification or segmentation results by finding outliers, clustering of seasonal crops or as a feature to be used in other machine learning classifiers. More research is needed on this topic in order to understand the implications of DTW in measuring spatio-temporal autocorrelation.
A variety of errors are encountered when dealing with land use/land cover classification [86, 87] , especially for global land cover mapping [88, 89] . The majority of our UAs and PAs for both test areas were higher than those obtained by CropScape at the state-level [42, 70] , which make our DTW approach suitable to be applied at larger scales for land use/land cover mapping. Furthermore, we investigated the error propagations and combined the errors from the samples obtained from CropScape with our final DTW classification results. Considering the complexity of our study areas, we see the combined errors of 22.2% and 16.8% for California and 24.6% and 25.4% for Texas as very good. Immitzer et al. [84] obtained a similar error of 23.2% when using Sentinel-2 bands for mapping 7 crops in Southern Germany, with vegetables and sunflower classes having the lowest UAs and PAs. Belgiu and Csillik [26] had a classification error of 21.9% when analyzing a similar area as we did in California using a time-weighted DTW. Lambert et al. [90] mapped crop types at smallholder level with 20% classification errors and stated that red edge and near infrared bands of Sentinel 2 were the most important features in the classification.
Limitations and Future Developments
Besides advantages discussed above, it is worth mentioning some current limitations of the proposed methodology. The current approach allows the detection of crops from a single agricultural year. If multi-year crop classification is required, the workflow can be applied for each year separately. Different measures can be used inside DTW to assess the similarity between two temporal sequences. We implemented the default Euclidean distance measure. Yet, there are other studies that proposed the utilization of Canberra distance instead [91] , which can be seen as a weighted Manhattan distance, performing better than the classic Euclidean DTW distance in Landsat time series clustering. Therefore, further distance measures need to be tested carefully in the future. To further improve the computational speed, various temporal constraints, or bounds on warping window size proposed in the literature [28, 30, 92, 93] will be evaluated for various SITS classifications scenarios.
Every crop modeling approach should have a well-defined domain of relevance, a mechanistic framework and an evaluation of the new model [94] . Besides achieving this, our proposed workflow is also meeting other criteria that guarantee a successful model, like simplicity, generality, robustness, accuracy, and fruitfulness [95] .
Conclusions
This work reports on single-band and multi-band object-based time-constraint DTW workflow in an OBIA environment for crop mapping using Sentinel-2 time series data. Our findings represent a helpful step towards generating ready-to-use spatial data products that describe agricultural fields. For testing purposes, we used two complex agricultural landscapes from California and Texas, achieving satisfactory classification accuracy when time delays of 30 and 45 days were used for DTW. This outperformed the classifications using the Euclidean distance or DTW without time constraints. These kinds of approaches are increasingly necessary as we move into imagery-dense workflows with satellite constellations providing increasing spatial and temporal resolutions. This work demonstrated its efficiency for crop mapping. Nevertheless, other applications such as deforestation monitoring, disaster mapping or mapping of tree species can successfully benefit from using this approach.
Supplementary Materials: The rule set developed in eCognition, sample data and a user guide are available at www.csillik.com/research and as supplementary material. Tables S1-S4 details the error matrices for best single-band and multi-band DTW classification for the two test areas, TA1 and TA2. 
