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Liste des principaux symboles 
 
A'  Constante nécessaire au calcul de rcl (≈ 100)   m-1.s1/2 
af   Coefficient du facteur d’écran     - 
aj, bj, cj, dj, ej Coef. de la conductivité thermique apparente (modèle Laurent) 
Ch   Capacité capillaire      m-1 
Cm   Capacité thermique volumique de la partie minérale  J.m-3.K-1 
Co   Capacité thermique volumique de la matière organique J.m-3.K-1 
Csec   Capacité thermique volumique du sol sec   J.m-3.K-1 
CT   Capacité thermique volumique apparente   J.m-3.K-1 
c   Vitesse de la lumière (≈ 3.108)     m.s-1 
cp   Chaleur spécifique à pression constante   J.kg-1.K-1 
Dch   Conductivité isotherme de la vapeur    W.m-2 
DcT   Conductivité thermique apparente    W.m-1.K-1 
Dmh   Conductivité isotherme de l’eau    m.s-1 
DmT   Diffusivité thermique de la vapeur    m2.s-1.K-1 
Dvh   Coefficient isotherme de diffusion de la vapeur   m.s-1 
DvT   Coefficient de diffusion de la vap. d'eau assoc. au grad. de T  m2.s-1.K-1 
Dw   Coefficient de diffusion de la vapeur d'eau   m2.s-1 
d   Hauteur de déplacement     m 
dg   Diamètre caractéristique des particules du sol   m 
di   Diamètre des particules sol     m 
E   Evapotranspiration au dessus du couvert   kg.m-2.s-1 
EB(λ,T)  Emittance spectrale du corps noir    W.m-3.sr-1 
EB(T)   Emittance totale du corps noir     W.m-2 
Es   Evaporation du sol      kg.m-2.s-1 
Ev   Evapotranspiration de la végétation    kg.m-2.s-1 
Ew   Evaporation de la partie humide de la végétation  kg.m-2.s-1 
e   Pression partielle de vapeur d'eau    Pa 
G   Flux de chaleur dans le sol     W.m-2 
g   Accélération de pesanteur (≈ 9.81)    m.s-2 
H   Flux de chaleur sensible au dessus du couvert   W.m-2 
Hs   Flux de chaleur sensible du sol    W.m-2 
Hv   Flux de chaleur sensible de la végétation   W.m-2 
h   Potentiel matriciel      m 
hae   Pression d’entré de l’air (courbe de rétention BC)  m 
hc   Hauteur du couvert      m 
hg   Paramètre d’échelle (courbe de rétention VG)   m 
hg1,hg2  Paramètres d’échelle (courbe de rétention VG-Braud)  m 
hP   Constante de Planck (≈ 6.63.10-34)    J.s 
hwe   Pression d’entré de l’eau (courbe de rétention BC)  m 
Jd   Flux de chaleur par conduction dans le sol   W.m-2 
Jw   Flux de chaleur sensible associé à la vapeur d'eau  W.m-2 
K   Conductivité hydraulique de l’eau    s-1 
Km, Kh, Kv Diffusivités turbulentes associés à τ, H et LE   m.s-1 
Ksat   Conductivité hydraulique à saturation    m.s-1 
Ksmat   Conductivité hydraulique à saturation de la matrice poreuse m.s-1 
k   Constante de von Karman (≈ 0.4)    - 
kB   Constante de Boltzmann (≈ 1.38.10-23)   J.K-1 
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L   Chaleur latente de vaporisation de l’eau   J.kg-1 
LAI   Indice de surface foliaire      m2.m-2 
M   Paramètre de forme (f. distrib. des tailles de particules) - 
m   Paramètre de forme (courbe de rétention VG)   - 
m1,m2  Paramètre de forme (capacité calorifique VG-Braud)  - 
n   Paramètre de forme (courbe de rétention VG)   - 
n1,n2   Paramètre de forme (courbe de rétention VG-Braud)  - 
Patm   Pression atmosphérique     Pa 
Ps   Précipitations arrivant à la surface du sol   m.s-1 
p   Facteur de tortuosité      - 
Qms   Flux de masse traversant la surface du sol   kg.m-2.s-1 
q   Humidité spécifique      kg.kg-1 
qa   Humidité spécifique au niveau de référence Za  kg.kg-1 
qav   Humidité spécifique au niveau aérodynamique Zav  kg.kg-1 
ql   Densité de flux d'eau liquide dans le sol    m.s-1 
qw   Densité de flux de vapeur d'eau    m.s-1 
qt   Densité de flux d'eau total     m.s-1 
q1   Humidité spécifique à la surface du sol   kg.kg-1 
R   Constante des gaz parfaits     J.kg-1.K-1 
Ra   Energie radiative atmosphérique incidente au couvert  W.m-2 
Ras   Rayonnement net d‘origine atmosphérique du sol  W.m-2 
Rav   Rayonnement net d‘origine atmosphérique de la végétation W.m-2 
Rg   Energie radiative solaire directe incidente au couvert  W.m-2 
Rgd   Energie radiative solaire diffuse incidente au couvert  W.m-2 
Rgmax  Energie radiative solaire maximale    W.m-2 
Rgs   Rayonnement net d‘origine solaire du sol   W.m-2 
Rgv   Rayonnement net d‘origine solaire de la végétation  W.m-2 
Rn   Rayonnement net du couvert     W.m-2 
Rns   Rayonnement net du sol     W.m-2 
Rnv   Rayonnement net de la végétation    W.m-2 
r   Rayon de courbure du ménisque    m 
ra   Résistance aérodynamique au dessus du couvert  s.m-1 
rah    Résistance aérodynamique entre zav et za   s.m-1 
ras   Résistance aérodynamique dans le couvert   s.m-1 
rav   Résistance de couche limite foliaire    s.m-1 
rcl   Résistance de couche limite foliaire par unité de surf. fol. s.m-1 
rp   Résistance totale de la plante     s.m-1 
rsto   Résistance stomatique      s.m-1 
rsto,max  Résistance stomatique maximale    s.m-1 
rsto,min  Résistance stomatique minimale    s.m-1 
S   Terme d'extraction racinaire     kg.m-3.s-1 
T   Température       K 
Ta   Température au niveau de référence    K 
Tav   Température aérodynamique du couvert   K 
Tc   Température du couvert végétal (cas homogène)  K 
Tj   Température de la couche j du sol    K 
t   Temps        s 
u   Vitesse horizontale du vent      m.s-1 
u*   Vitesse de frottement      m.s-1 
V   Volume       m3 
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veg   Taux de couverture de la végétation    - 
Wr   Réservoir d'interception de l'eau sur le feuillage  m 
Wrmax  Capacité maximale du réservoir Wr    m 
z0   Longueur de rugosité      m 
z   Coordonnée verticale      m 
za   Position verticale du niveau de référence   m 
zav   Position verticale du niveau aérodynamique   m 
 
 
 
αc   Albédo du couvert végétal     - 
αe   Angle de contact à l'interface Solide-Liquide-Gaz  rad 
αs   Albédo du sol       - 
αsec   Albédo du sol sec      - 
αhum   Albédo du solhumide      - 
αv   Albédo des éléments de la végétation    - 
δ   Fraction humide de végétation     - 
ε   Porosité du sol       - 
εc   Emissivité du couvert végétal     - 
εs   Emissivité du sol      - 
εv   Emissivité des éléments de la végétation   - 
φg   Potentiel gravitaire       
φm   Potentiel matriciel       
φo   Potentiel osmotique       
φp   Potentiel pneumatique       
φt   Potentiel total        
γ   Paramètre de forme (courbe de rétention de BC)  - 
γp   Constante psychométrique (≈ 66)    Pa.K-1 
η   Exposant du modèle de BC (conductivité hydraulique) - 
Λs   Inertie thermique à saturation     J.m-2.K-1.s-1/2 
λ   Longueur d'onde      m 
λo   Conductivité thermique apparente    W.m-1.K-1 
λos   Conductivité thermique apparente à la surface  W.m-1.K-1 
θ   Teneur volumique en eau     m3.m-3 
θ05   Contenu en eau des 5 premiers cm du sol   m3.m-3 
θhum   Teneur volumique en eau pour un sol humide   m3.m-3 
θm   Teneur volumique de la partie minérale   m3.m-3 
θae   Teneur volumique en eau à la pression d’entré de l’air m3.m-3 
θmacro   Teneur volumique en eau des macropores   m3.m-3 
θo   Teneur volumique de la matière organique   m3.m-3 
θr   Teneur volumique en eau résiduelle    m3.m-3 
θs   Teneur volumique en eau à saturation    m3.m-3 
θsec   Teneur volumique en eau pour un sol sec   m3.m-3 
ρa   Masse volumique de l’air     kg.m-3 
ρl   Masse volumique de l’eau liquide    kg.m-3 
ρw   Masse volumique de la vapeur d'eau    kg.m-3 
σ   Constante de Stephan-Boltzmann (≈ 5.67.10-8)   W.m-2.K-1 
σe   Tension superficielle de l'eau     kg.m-2.s-2 
 - 12 - 
σf   Facteur d’écran      - 
τ   Flux de quantité de mouvement au dessus du couvert  kg.m-1.s-2 
ω   Dimension de la feuille dans la direction du vent   
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Introduction générale 
 
 
 
 La compréhension de notre environnement est un enjeu capital pour nos sociétés. 
Réchauffement climatique, déforestation intensive, pollution des sols, des océans et de 
l'atmosphère, sont quelques exemples concrets des questions actuelles . En prenant conscience 
de ces problèmes, la communauté scientifique s’est mobilisée autour de vastes programmes 
internationaux, tels que ceux initiés par l’Organisation Mondiale de la Météorologie (OMM) 
comme le programme International Geosphere Biosphere Program (IGBP) du World Climate 
Research Program (WCRP). Ces programmes visent à l’étude des échanges énergétiques 
globaux dans le but d’améliorer la gestion des ressources planétaires et la surveillance de 
l’environnement.  
 
Dans ce contexte général, l'étude de la végétation tient une place primordiale. Cette 
dernière influence directement le climat en régulant les échanges d’énergie et de masse 
(essentiellement l’eau et le dioxyde de carbone) entre les surfaces terrestres et l’atmosphère. 
La compréhension de son fonctionnement se révèle être un élément essentiel dans l’étude des 
processus météorologiques et hydrologiques. Elle passe nécessairement par une meilleure 
description et quantification des échanges énergétiques et de masse entre le sol, la végétation 
et l'atmosphère. Ces échanges sont tout autant gouvernés par des processus physiques tels que 
les transferts de rayonnement solaire et atmosphérique, les mouvements turbulents de l’air au 
voisinage du couvert végétal et les transferts hydriques au niveau du sol, que par des 
processus biologiques tels que la transpiration de la végétation et la photosynthèse. Du fait du 
nombre important de processus mis en jeu et de leur complexité, le fonctionnement de la 
végétation est généralement étudié à l'aide de modèles numériques.  
 
Les modèles numériques décrivent de manière simplifiée les Transferts d’énergie et de 
matière qui s'opèrent entre le Sol, la Végétation et l'Atmosphère (on parle de modélisation de 
type TSVA pour Transferts Sol-Végétation-Atmosphère). Après un développement intense au 
cours de ces 20 dernières années, il en existe aujourd'hui une multitude. Chaque modèle a ses 
propres spécificités qui dépendent principalement de leur contexte d'application. Les 
développements actuels ont pour objectif de mieux prendre en compte la complexité du 
milieu étudié, c’est à dire la végétation et ses interactions avec son environnement (sol et 
atmosphère). De nombreux efforts sont en particulier consacrés à une meilleure description 
des échanges hydriques dans le sol, compte-tenu de leur impact majeur sur la transpiration des 
plantes. Cependant, une description plus précise du milieu étudié se traduit généralement dans 
la modélisation par la prescription d'un nombre plus important de paramètres. L'estimation de 
ces paramètres peut s'avérer délicate. Généralement, ils sont (1) entachés d'incertitudes faute 
de moyens mis à oeuvre, d'erreur de mesures ou de paramètres non directement mesurables et 
(2) sujets à des problèmes de variabilités spatiale et temporelle, d’autant plus vrais que les 
processus considérés par le modèle sont nombreux et fins. Ceci a alors pour conséquence de 
limiter les potentialités des modèles complexes à des échelles locales et de conduire à une 
mauvaise estimation et à des dérives temporelles des variables simulées.  
 
Dans ce sens, la télédétection représente un outil complémentaire intéressant. En 
permettant une observation globale de la surface terrestre dans différents domaines spectraux 
et des résolutions temporelles et spatiales compatibles celles des modèles numériques, elle 
fournit une base importante de données, représentatives des conditions structurales et du 
fonctionnement hydrique des couverts végétaux. Malheureusement, les grandeurs accessibles 
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par télédétection ne sont pas directement reliées aux paramètres et variables décrivant la 
surface. On a généralement recours à une autre catégorie de modèles, dits de Transfert 
Radiatif (TR), qui permettent d'établir les liens entre les mesures observées et les 
caractéristiques biophysiques du couvert végétal. En utilisant conjointement les modélisations 
de type TSVA et de type TR, il est possible d'exploiter les informations fournies par la 
télédétection, et plus particulièrement d’initialiser et de corriger certains paramètres et/ou 
variables et par conséquent les dérives temporelles des modèles TSVA. L'ensemble des 
méthodes et techniques appliquées dans cet objectif est communément désigné sous 
l'appellation générique "assimilation de données de télédétection". 
 
L'objet de cette thèse s'inscrit pleinement dans ce contexte, puisqu'il vise à l'étalonnage 
d'un modèle couplé, capable de simuler à la fois les processus de surface (état hydrique, flux 
…) et les variables de télédétection à l'échelle de la parcelle. Pour cela, il a bénéficié des 
données expérimentales obtenues lors de la campagne européenne Alpilles-ReSeDA (Baret, 
2000), et plus particulièrement de celles acquises sur deux parcelles agricoles cultivées en blé. 
De manière pragmatique, ce travail doit permettre de répondre aux questions suivantes. Quels 
sont les processus et les paramètres les plus influents sur les processus et variables simulés ? 
Sous quelles conditions climatiques et environnementales interviennent-ils ? Quels sont alors 
les méthodes et moyens qu'il est nécessaire de mettre en œuvre afin de parvenir à un 
ajustement optimal des paramètres du modèle ? Peut-on parvenir à un étalonnage du modèle à 
partir de la seule information acquise par télédétection ? 
 
L'approche retenue dans ce travail repose sur le couplage entre un modèle de type 
TSVA complexe avec deux modèles de type TR fonctionnant dans le sens direct dans les 
domaines spectraux du visible-infrarouge et de l'infrarouge thermique. Le modèle TSVA 
utilisé est le modèle détaillé SiSPAT (Simple Soil Plant Atmosphere Transfer) , développé au 
LTHE (Braud et al., 1995). Sa principale originalité, par rapport à des modèles conceptuels, 
réside dans sa capacité à simuler l’humidité du sol de manière physique. En contrepartie, ce 
mode de fonctionnement nécessite la prescription d'un jeu important de paramètres, 
particulièrement pour la description du sol. Le couplage de SiSPAT a été réalisé dans le 
visible/proche-infrarouge avec la version multicouches et multiéléments du modèle de 
réflectances des couverts végétaux SAIL (Verhoef, 1984). Cette version, appelée 2M-SAIL a 
été développée à l'INRA (Avignon) par Weiss et al. (2001). Elle a le principal avantage de 
pouvoir considérer dans la modélisation, divers organes végétaux, notamment la couche de 
végétation jaune qui se développe au cours du cycle végétal. Dans l'infrarouge thermique, un 
modèle développé par François (2001), basé sur les travaux de François et al. (1997) a été 
utilisé afin de simuler les températures de brillance directionnelles. Le couplage a ainsi 
constitué une nouvelle version du modèle TSVA, appelé SiSPAT-RS (Simple Soil Plant 
Atmosphere Transfer and Remote Sensing). 
 
Dans une deuxième partie, l'influence de tous les paramètres d'entrée et des conditions 
initiales du modèle SiSPAT-RS a été mise en évidence à l'aide d'une méthode originale 
d'analyse de sensibilité (Bastidas et al., 1999). Cette méthode repose sur un échantillonnage 
de type Monte Carlo, qui permet de tenir compte des interactions entre les paramètres. A 
partir d'un ensemble de simulations réalisées, une technique de sélection permet de détecter 
les jeux de paramètres qui optimisent la simulation d'une ou de plusieurs variables de sorties 
du modèle. Ces études ont été menées sur plusieurs périodes du cycle végétal d'une parcelle 
de blé et sous différentes conditions climatiques. Elles ont mis en évidence les variations 
temporelles des sensibilités des paramètres du modèle et ont aussi permis de réduire les 
gammes de variations possibles des paramètres sensibles. 
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Enfin, la dernière partie de ce travail a été consacrée à l'étalonnage et à la validation du 
modèle. Dans ce contexte, deux approches ont été particulièrement étudiées. La première a été 
mise en oeuvre sur l'ensemble du cycle végétal, dans un souci de représentativité optimale des 
différents processus de surface et des données de télédétection. Plusieurs scénarios, liés à la 
connaissance des propriétés du sol, ont par ailleurs été étudiés, dans le but de déterminer les 
performances du modèle SiSPAT-RS dans des configurations de fonctionnement différentes. 
Ceci a finalement permis d'établir des règles d'étalonnage pour le modèle SiSPAT-RS sur la 
parcelle étudiée. Ces dernières ont alors été appliquées sur une autre parcelle afin de valider le 
modèle couplé. 
La seconde approche d'étalonnage a concerné une période de simulation plus courte. 
Elle a été réalisée sur la seule prise en compte de l'humidité superficielle du sol et de la 
température de brillance, variables fortement liées aux données spatiales thermo-infrarouges 
et micro-ondes. Dans ce contexte d'assimilation de données de télédétection, les variables et 
paramètres de surface ont tous été supposés entachés d'incertitudes. L'analyse d'incertitude du 
modèle qui a été menée, a finalement permis de quantifier l'erreur sur les variables simulées 
due à l'incertitude initiale sur les paramètres et de proposer une stratégie d'étalonnage des 
paramètres du modèle par assimilation variationnelle des grandeurs télédétectées.  
 
 Ce document est constitué de 6 chapitres : 
 
Les bases physiques sur lesquelles reposent les modélisations TSVA et TR sont présentées 
dans le Chapitre 1. Ce dernier est composé de deux parties, consacrées à la présentation des 
échanges d'énergie et de masse qui interviennent à l'interface Sol-Plante-Atmosphère et dans 
le sol. 
 
La problématique de l'étude est introduite dans le Chapitre 2. Ainsi, les concepts sur lesquels 
reposent la modélisation de type TSVA, l'apport de la télédétection et les principales 
techniques d'assimilation de données sont tour à tour présentés.  
 
Le fonctionnement du modèle couplé SiSPAT-RS est présenté dans le Chapitre 3. La majeure 
partie de ce chapitre est constituée par la présentation détaillée du fonctionnement du modèle 
SiSPAT. Le fonctionnement des deux modèles de transfert radiatif (TR) est aussi présenté. 
 
Le Chapitre 4 est consacré à la présentation de la base de données constituée lors de la 
campagne Alpilles ReSeDA, et sur laquelle repose l’ensemble des applications du modèle. 
 
Les diverses analyses de sensibilité font l'objet du Chapitre 5. Après une brève présentation de 
l’état de l'art en la matière, la méthode retenue et mise en oeuvre est explicitée. Dans un 
second temps, les résultats obtenus sur les différentes périodes de simulation sont interprétés. 
 
Enfin, les phases d'étalonnage et de validation du modèle sont décrites dans le Chapitre 6. 
Une étude bibliographique résume en premier lieu les différentes techniques d'étalonnage 
existantes. Par la suite, les stratégies d'étalonnage conduites et les résultats obtenus sont 
présentés. Les potentialités de la télédétection spatiale sont évaluées et discutées.  
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Chapitre 1  
 
 
 
Transferts d'énergie et de masse à 
l'interface Sol-Plante-Atmosphère : 
Quelques bases physiques 
 
 
 
 
 
 
 Les surfaces continentales échangent en permanence de l'énergie et de la matière entre 
les divers éléments qui les constituent ainsi qu'avec l'atmosphère à leur contact. La 
compréhension des mécanismes associés à ces transferts est indispensable à l'étude du 
fonctionnement des couverts végétaux. Ce chapitre s’attachera donc à présenter en guise 
d'introduction, les principales considérations théoriques sur lesquelles repose la description 
des processus qui interviennent à l'interface Sol-Végétation-Atmosphère (SVA) (§ 1.1) et 
dans le sol (§ 1.2). Il servira par ailleurs de base à la description des modèles TSVA qui sera 
introduite dans le second chapitre. 
1.1 Echanges d'énergie et de masse à l'interface SVA 
 De manière générale, la quantification des échanges d'énergie et de masse se fait à partir 
de la densité de flux représentant la quantité d'énergie qui traverse une surface par unité de 
temps. Elle s'exprime en W.m-2 et sera simplement dénommée par abus de langage flux par la 
suite.  
 Les principales composantes énergétiques qui interviennent à l'interface SVA ont 
différentes origines. En premier lieu, le couvert végétal reçoit de l'énergie radiative émanant 
du soleil et de l'atmosphère. Cette énergie d'origine électromagnétique constitue la source 
originelle à tous les échanges qui interagissent au niveau du continuum SVA. Le couvert 
végétal (au sens végétation et surface du sol sous-jacent) n'intercepte qu'une partie de cette 
énergie ; la partie complémentaire étant alors réfléchie vers l'atmosphère. Le couvert végétal 
redistribue dans son proche environnement l'énergie radiative absorbée. Ceci se fait sous 
différents modes de propagation, soit : par émission d'énergie radiative (infrarouge 
thermique), par conduction de chaleur dans le sol ou par convection dans l'atmosphère. 
L'ensemble de ces composantes permet d'introduire la notion de bilan d'énergie traduisant le 
principe de conservation de l'énergie dans le milieu. Il est aussi important de noter qu'une 
faible partie de l'énergie absorbée par la végétation est utilisée dans le complexe processus de 
photosynthèse. Ce processus est indispensable au développement et à l'entretien de la 
végétation. Il est généralement négligé dans l'expression du bilan d’énergie et par conséquent 
ne sera pas détaillé dans les parties ci-après. 
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1.1.1 Echanges radiatifs 
 Les échanges radiatifs correspondent à un rayonnement énergétique d’origine purement 
électromagnétique. Par définition, tout corps à la température thermodynamique T émet un 
rayonnement caractéristique de son agitation moléculaire interne et se propageant aussi bien 
dans le vide que dans un milieu matériel. Inversement, tous les corps sont soumis au 
rayonnement émis par leur entourage, qu’ils absorbent partiellement et qui contribue à 
modifier leurs températures thermodynamiques. Absorption et émission sont donc des 
phénomènes intimement liés régis par les lois de la physique statistique. On définit un corps 
noir comme un objet à la fois capable d’absorber tout le rayonnement qu’il reçoit et de le 
réémettre exclusivement sous forme radiative. La loi de Planck exprime l’émittance spectrale 
EB(λ,T) d’un tel corps (W.m-3) en fonction de sa température T (K) et de sa longueur d’onde λ 
(m)  :  
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où hP est la constante de Planck (≈ 6.63.10-34 J.s), c la vitesse de la lumière (≈ 3.108 m.s-1), et 
kB la constante de Boltzmann (≈ 1.38.10-23 J.K-1). L’émittance totale EB(T) (W.m-2) du corps 
noir est alors donnée par la loi de Stefan-Boltzmann, c’est à dire par intégration de la loi de 
Planck sur l’ensemble du spectre électromagnétique : 
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où σ est la constante de Stefan-Boltzmann (≈ 5.67.10-8 W.m-2.K-1). Toutefois, les corps qui 
nous entourent ne se comportent généralement pas comme des corps noirs. Ils absorbent 
partiellement le rayonnement qu’ils reçoivent et retransmettent l’énergie à leur environnement 
sous différents modes de propagation. Par conséquent, ils rayonnent spectralement (et 
totalement) moins d’énergie que celle estimée par la loi de Planck (et de Stefan-Boltzmann). 
L’efficacité d’émission électromagnétique de l’objet est caractérisée par son émissivité. Si 
l’on considère l’ensemble du spectre électromagnétique et le couvert végétal comme une 
entité suffisamment homogène pour être décrit dans son ensemble, l'émissivité du couvert 
végétal peut alors être définie comme le rapport de son émittance totale réelle E(T) à son 
émittance totale EB(T) s’il était assimilé à un corps noir à la même température T.  
 
( ) 4TσεTE c=          (1.3) 
 
avec εc émissivité du couvert végétal homogène intégrée sur l'ensemble du spectre. 
 
 
 Le couvert végétal est soumis aux radiations électromagnétiques d’origine solaire et 
atmosphérique. Les premières constituent la source la plus importante de rayonnement reçu. 
Elles sont comprises pour l’essentiel entre 0.25 et 4 µm avec un maximum d’émission à 0.48 
µm, caractéristique d’un corps noir à 6000 K. Cependant, la couche atmosphérique absorbe et 
diffuse en partie ce rayonnement solaire. Ceci implique que le spectre solaire reçu au niveau 
du sol est sensiblement différent de celui au sommet de l’atmosphère, notamment dans les 
courtes longueurs d’onde (Olioso, 1992). On a coutume d’exprimer la part de rayonnement 
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diffusé par l’atmosphère vers la surface à partir d’un indice défini comme le rapport du 
rayonnement diffus au rayonnement total (direct et diffus) incident à la surface. Celui-ci peut 
atteindre 100% par temps totalement couvert. Enfin, une partie de l’énergie reçue par le 
couvert végétal est renvoyée directement vers l’atmosphère par diffusion et réflexion sur les 
éléments qui le composent. Sur l’ensemble du spectre solaire et pour l’ensemble des 
directions du demi-hémisphère supérieur, on définit alors l’albédo du couvert végétal αc (sans 
unité, symbole – par la suite) comme le rapport du rayonnement solaire réfléchi Rgd (W.m-2) 
au rayonnement solaire incident Rg (W. m-2) (dit aussi rayonnement de courtes longueurs 
d’onde). 
 
g
gd
c R
R
=α           (1.4) 
 
 
 La seconde source de rayonnement agissant sur le couvert végétal provient de 
l’ensemble de la colonne atmosphérique. Elle intervient dans une gamme spectrale de plus 
grandes longueurs d’onde, comprises entre 3 et 100 µm. La composition chimique de 
l’atmosphère et la présence d’aérosols affectent simultanément l’interception solaire et 
l’émission atmosphérique. En supposant toujours le couvert végétal comme homogène, sur 
cette fenêtre spectrale, le coefficient de réflexion est très faible et le coefficient de 
transmission nul. Il en résulte alors que le rayonnement absorbé par le couvert végétal est fort. 
 
 
 Enfin, le couvert végétal émet son propre rayonnement dans une gamme spectrale 
proche de celle de l’atmosphère. Ce rayonnement est en général supérieur au rayonnement 
thermique atmosphérique incident (température plus forte). Celui-ci peut être estimé sur 
l'ensemble du spectre électromagnétique par la relation (1.3) 
 
 Il est ainsi possible à partir de toutes ces composantes électromagnétiques d’établir un 
bilan radiatif pour le couvert végétal. Celui-ci traduit la fraction d’énergie radiative gagnée ou 
perdue par ce dernier, appelée communément rayonnement net Rn (W.m-2). Dans le cas d’un 
couvert végétal homogène défini en l’occurrence par une température d’ensemble Tc, il vient :  
 
( ) 41 ccaccgn TRRR σεεα −+−=        (1.5) 
 
avec Ra (W.m-2) rayonnement atmosphérique incident au-dessus du couvert (rayonnement 
grandes longueurs d’onde). En général, Rn est positif le jour car le terme d'origine solaire est 
prépondérant et généralement négatif la nuit car l'émission thermique du couvert est 
supérieure à l'apport d'origine atmosphérique. 
 
1.1.2 Echanges conductifs 
 La conduction est un mode de propagation de chaleur qui s’opère sous l’effet des 
collisions intermoléculaires intervenant dans un milieu. Elle est efficace dans des milieux 
denses et soumis à de forts gradients thermiques, typiquement rencontrés dans le cas des sols 
naturels. Le flux associé à ce processus est le flux de chaleur par conduction à travers la 
surface, noté G. Il est couramment modélisé dans un cas mono-directionnel à partir de la loi 
de Fourier, exprimant la relation de proportionnalité qui le lie avec le gradient de température 
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à la surface du sol.  
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où λos (W.m-1.K-1) est la conductivité thermique à la surface du sol. Nous verrons par la suite 
(§ 1.2) que ce flux peut être exprimé de manière plus complexe si l’on prend de plus en 
compte les transferts de vapeur d'eau qui agissent simultanément dans le sol. 
1.1.3 Echanges convectifs 
 La convection est le régime prépondérant des transferts de chaleur et de masse entre la 
surface et l'atmosphère. Elle correspond au brassage quasi permanent de l’air des diverses 
couches atmosphériques par l’action de différents facteurs extérieurs (vent et gradient de 
température). Il existe différents régimes de convection ; on parle ainsi de convection forcée 
quand le vent est à l’origine du phénomène, de convection libre quand un gradient de 
température provoque des différences verticales de densité de l’air, ou de convection mixte 
quand les deux phénomènes agissent de pair. Dans ce dernier cas, on distingue aussi les 
conditions stables (compensation des deux régimes de convection), des conditions instables 
(superposition des deux régimes). 
 Les flux associés à ce mode de propagation de l'énergie (on parlera de flux convectifs) 
sont multiples. On s'intéressera particulièrement par la suite au flux de quantité de mouvement 
(dissipation d’énergie cinétique des couches atmosphériques les unes sur les autres), au flux 
de chaleur sensible (brassage des couches d’air à différentes températures) et au flux de 
chaleur latente (brassage des couches d’air à différentes humidités). Dans la Couche Limite 
Superficielle (CLS) de l'atmosphère, définie comme la couche de quelques dizaines de mètres 
au-dessus de la surface où les effets des forces de Coriolis et de pression sont négligeables, 
ces flux sont tous de nature turbulente. Leur description repose sur les lois de la mécanique 
des fluides, et plus particulièrement sur le système d'équations de Reynolds. Il traduit les 
principes de conservation de la masse, de la quantité de mouvement et de l’énergie dans le 
milieu fluide (équations de Navier Stockes) après linéarisation (approximation de Boussinesq) 
et application aux valeurs moyennes sur l’ensemble des variables pronostiques (pour une 
explication détaillée cf. De Moor, 1978). En effet quel que soit le scalaire ξ étudié, on a 
l'habitude d'exprimer sa valeur instantanée comme la somme de sa valeur moyenne ξ  et 
d'une fluctuation ξ' : 
 
'ξξξ +=           (1.7) 
 
En supposant que l'écoulement est quasi-stationnaire ( 0≈∂
∂
t ) et en assimilant la surface à un 
milieu homogène et horizontal, ce qui revient à négliger les phénomènes d'advection, le 
système de Reynolds se réduit alors dans la CLS à :  
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où u’, w’, q’ et θp’ sont les fluctuations de la vitesse horizontale du vent u (m.s-1), de la vitesse 
verticale du vent w (m.s-1), de l’humidité spécifique q (kg.kg-1) et de la température 
potentielle θp (K) assimilable à la température thermodynamique T dans les premiers mètres 
de l’atmosphère. 
 Par ailleurs, en supposant que la moyenne des fluctuations ( 0=′ξ ) et que la vitesse 
moyenne verticale ( 0=w ) sont nulles, la densité moyenne du flux vertical ξΦ  associée à 
chaque scalaire ξ se réduit alors à : 
 
( )( ) ''''. ξξξξξ wwww =++==Φ       (1.9) 
 
Des hypothèses des équations (1.8) et (1.9), on déduit que les flux convectifs sont conservatifs 
(constants suivant la verticale) dans la CLS. Toutefois, leurs expressions restent encore 
délicates. Ainsi une des façons de procéder repose sur l'utilisation d'une théorie semi-
empirique de la turbulence, appelée principe de fermeture au premier ordre (sous-entendu du 
système d’équation de Reynolds). Elle consiste à établir, par analogie avec la diffusion 
moléculaire pour laquelle le mélange de l’air se fait uniquement par l’agitation propre des 
molécules, une relation de proportionnalité entre flux et gradient par le biais d'un coefficient 
appelé diffusivité turbulente K ("K-theory" en anglais). Sous cette hypothèse simplificatrice, 
il devient alors possible d'exprimer les flux turbulents par : 
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où τ, H et LE sont respectivement les flux de quantité de mouvement (kg.m-1.s-2), de chaleur 
sensible (W.m-2) et de chaleur latente ou d’évapotranspiration (W.m-2), Km(z), Kh(z) et Kv(z) 
les diffusivités turbulentes (m2.s-1) pour les transferts de quantité de mouvement, de chaleur 
sensible et de chaleur latente. Par ailleurs, L est la chaleur latente de vaporisation de l’eau 
(J.kg-1), ρa la masse volumique de l’air (kg.m-3) et cp la chaleur massique de l’air à pression 
constante (J.kg-1.K-1). On a aussi indiqué l’expression du flux d’évapotranspiration en 
fonction du gradient vertical de la pression partielle moyenne de vapeur d’eau e (Pa), dans 
laquelle apparaît la constante psychométrique γp (≈66 Pa/K). 
  
 Finalement, seuls les flux H et LE interviennent dans le bilan d'énergie (le flux de 
quantité de mouvement τ a été indiqué car il sert directement à la paramétrisation des deux 
autres). En supposant toujours que les flux convectifs sont conservatifs, il est alors possible de 
les intégrer verticalement entre deux niveaux atmosphériques Z1 et Z2 : 
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où u2, T2 et q2 (respectivement u1, T1 et q1) sont la vitesse horizontale du vent, la température 
et l’humidité spécifique au niveau atmosphérique Z2 (respectivement Z1). ra,τ, ra,H et ra,LE sont 
les résistances aérodynamiques (s.m-1) associées respectivement à τ, H et LE et définies 
comme les intégrales entre les niveaux atmosphériques Z1 et Z2 de l’inverse de chacune des 
diffusivités turbulentes Km(z), Kh(z) et Kv(z) : 
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avec i indice τ, H ou LE suivant le transfert considéré. Le principe de similitude est souvent 
appliqué. Il suppose l'égalité des diffusivités turbulentes, ce qui se traduit aussi par : 
 
aLEaHaa rrrr === ,,,τ         (1.17) 
 
où ra (s.m-1) désigne invariablement l'une des trois résistances précédemment évoquées. Le 
calcul des résistances aérodynamiques devient alors envisageable si l'on connaît l'expression 
analytique de la diffusivité turbulente. Ceci a été effectué par Prandtl (1925) dans le cas d'une 
atmosphère thermiquement neutre. Il a montré que par analogie avec la théorie cinétique des 
gaz, il était possible d'établir une échelle caractéristique de l'étendue spatiale des fluctuations 
(appelée longueur de mélange) à partir de laquelle il devenait possible d'exprimer le profil 
vertical de la vitesse horizontale du vent par une expression logarithmique : 
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où k est la constante de von Karman (≈ 0.4), z0 la hauteur (ou longueur) de rugosité 
mécanique (m) définie comme l'altitude où le vent s'annule, et u* la vitesse de frottement 
(m.s-1) définie à partir du flux de quantité de mouvement τ (constant) dans l'expression : 
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En combinant les équations (1.10), (1.18) et (1.19), il est alors possible d'exprimer 
analytiquement la diffusivité turbulente par : 
 
zkuzKm ∗=)(          (1.20) 
 
La résistance aérodynamique calculée entre deux niveaux quelconques Z1 et Z2 au-dessus du 
couvert, est alors donnée par la combinaison des équations (1.16) et (1.20) : 
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La description du profil de vent au-dessus d'un couvert végétal a ainsi permis de quantifier les 
flux turbulents entre deux niveaux atmosphériques. Toutefois, ce calcul ne reste valable que 
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sous toutes les hypothèses qui ont été introduites tout au long de ce paragraphe. Dans le cas 
d'une atmosphère où les phénomènes thermiques ne sont plus négligeables (atmosphère stable 
ou instable), des corrections doivent être apportées aux équations (1.18) et (1.20). Les 
méthodes appliquées sont déterminées de manière empirique (Paulson, 1970) ou semi-
empirique basée par exemple sur l’analyse dimensionnelle (théorie de Monin et Obukhov). 
De plus, ces mêmes équations ne sont valables qu'au-dessus d'une surface relativement plane 
et homogène. Dans le cas des couverts végétaux, tout se passe d’un point de vue 
aérodynamique comme si on avait effectué un changement de repère suivant la verticale. 
Ainsi, on supposera que le profil de vent s'annulera désormais à une hauteur Z0+d où d est la 
hauteur de déplacement (m). Dans ce dernier contexte, on utilisera alors pour le profil de vent, 
la diffusivité turbulente et la résistance aérodynamique, respectivement les expressions 
suivantes : 
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  Il découle finalement des relations (1.14), (1.15), (1.17) et (1.24) que les profils de 
température et d’humidité de l’air suivent aussi des lois logarithmiques. Toutefois, il existe ici 
encore un domaine de validité à leur utilisation. Au sein du couvert et légèrement au-dessus, 
les flux ne peuvent plus être considérés comme conservatifs car les éléments de la végétation 
(tiges, branches et feuilles) agissent comme une multitude de freins aérodynamiques à 
l’écoulement. L’observation montre que les profils de vent, de température et d’humidité 
s’écartent de leurs profils logarithmiques. Il devient alors primordial d’appliquer d’autres 
paramétrisations du profil de vent dans ces zones. Ce point constitue une différence 
importante entre les différentes modélisations existantes (cf. Chapitre 2). Afin de simplifier la 
modélisation, la CLS peut alors être découpée horizontalement en deux couches. 
 
 • une sous-couche inertielle, correspondant à la partie supérieure de la CLS, dans 
laquelle la théorie de Prandtl est applicable. Sa limite inférieure est toujours supérieure à la 
hauteur du couvert mais difficilement calculable par manque de mesures (Olioso, 1992). 
Certains auteurs en ont toutefois fourni quelques paramétrisations (Cellier et Brunet 1992 ; 
Sellers et al., 1986). 
 
 • une sous-couche rugueuse, placée sous la précédente et où les flux ne sont plus 
conservatifs. C’est ici qu’interviendront les nouvelles paramétrisations. Ces dernières restent 
néanmoins très empiriques et souvent basées sur des relations flux-gradient (Cowan, 1968 ; 
Choudhury et Monteith, 1988). 
 
 Le niveau z0+d devient ainsi une extrapolation du niveau atmosphérique où la vitesse du 
vent s’annulerait si la végétation n’en perturbait pas l’écoulement. La connaissance de ces 
deux paramètres aérodynamiques (z0 et d) est importante. Plusieurs paramétrisations les lient 
aux propriétés structurales du couvert, tels que le LAI et la hauteur de la végétation (Garratt et 
Hicks, 1973 ; Shaw et Pereira, 1982 ; Perrier, 1982 ; Choudhury et Monteith, 1988).  
 D’autre part, tout ceci est aussi en relation avec le fait que l’utilisation du principe de 
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fermeture au premier ordre impose aux flux et aux gradients d’être dans le même sens. Or, il a 
été vérifié expérimentalement que les flux pouvaient être à contre gradient, notamment dans 
le cas des couverts arborés (Denmead et Bradley, 1985 ; Raupach et Finnigan, 1988). Des 
modèles plus complexes ont donc été développés. Ils reposent sur un système de fermeture 
des équations de conservation du second ordre ou supérieur (Shaw et Pereira, 1982 ; Meyers 
et Paw, 1987) ou sur la théorie lagrangienne (Raupach, 1989). Bien que plus réalistes, l’apport 
de tels modèles sur l'estimation des flux de surface n’a toutefois pas encore été démontré dans 
le cas des couverts végétaux homogènes (Dolman et Wallace, 1991). 
1.1.4 Notion de bilan d'énergie 
 Il est possible d'appliquer au couvert végétal le principe de conservation de l'énergie, 
appelé plus simplement "bilan d'énergie". D'après l'ensemble des composantes présentées ci-
dessus et rappelées sur la figure (1.1), le bilan d'énergie du couvert végétal s'exprime par : 
 
LEHGRn ++=          (1.25) 
 
 Deux composantes mineures ont délibérément été négligées dans cette expression. Il 
s'agit de la photosynthèse (2 à 3% du rayonnement net d'après Thom, 1975) et du stockage de 
chaleur dans le couvert. Comme le rapporte Troufleau (1996), ce dernier peut toutefois 
devenir non négligeable dans le cas des couverts forestiers à l'échelle instantanée. Les travaux 
de doctorat de Diawara (1990) indiquent qu'il peut varier entre 10 et 60 W.m-2 dans le cas de 
pins maritimes. 
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Fig. 1.1 : Composantes du bilan d'énergie 
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1.2 Echanges d'énergie et de masse dans le sol 
 Le sol reçoit une fraction de l’énergie radiative et des précipitations incidentes. La 
redistribution énergétique (sous forme de chaleur) et hydrique au sein du sol est contrôlée par 
plusieurs mécanismes de transfert en relation avec les propriétés mécaniques, hydrauliques et 
thermiques du sol. Ces mécanismes contrôlent les ressources en eau du sol et par voie de 
conséquence celles du couvert végétal. La description des échanges d’énergie et de masse 
dans le sol est donc essentielle dans notre objectif d'étude du fonctionnement des couverts 
végétaux. La suite de ce chapitre s'attachera à présenter dans un premier temps les 
caractéristiques du sol (§ 1.2.1), puis les transferts d'eau (§ 1.2.2), de chaleur (§ 1.2.3) et 
couplés (§ 1.2.4) qui y interviennent. 
1.2.1 Généralités sur le sol 
 Le sol est un milieu complexe dans lequel les phases solide, liquide et gazeuse 
interagissent. Il est constitué par des particules minérales solides (graviers, sables, limons et 
argiles) de géométrie variable. L’agencement spatial de ces particules constitue ce que l’on 
appelle la matrice poreuse. Les espaces libres (pores) qui y sont présents communiquent entre 
eux et sont totalement occupés par l'eau liquide et l'air dont on cherche à étudier les 
mouvements. Plusieurs minéraux, composés organiques ou tout autre polluant participent à la 
phase liquide et à la phase gazeuse. Toutefois par simplification, nous considèrerons que ces 
dernières ne sont respectivement et uniquement constituées que par de l’eau et de l’air.  
 Dans un second temps, il est important de distinguer les notions de texture et de 
structure d'un sol :  
 
- La texture d’un sol est représentative de la distribution du type de particules fines le 
constituant (Zammit, 1999). Ces dernières sont ainsi classées en fonction de leurs tailles, en 
trois catégories (argile, limon et sable) dont les limites diffèrent suivant les pays et leurs 
motivations originelles. Il est alors possible de classifier les sols à partir des pourcentages 
massiques d’argile, de limon et de sable. On parlera alors de classes texturales dont le triangle 
textural (Fig. 1.2) est un des moyens de représentation graphique pour lequel chaque côté est 
graduellement associé à un pourcentage. 
 
 
 
Figure 1.2 : Triangle textural de l’US Department of Agriculture 
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- La structure du sol est représentative de l’organisation des particules solides. Elle définit la 
matrice poreuse du sol, c’est à dire l’espace lacunaire (ou poreux) que remplit l’eau et l’air. 
La matrice poreuse varie continuellement dans l’espace et dans le temps en fonction des 
conditions environnementales et des propriétés du sol. Elle ne permet donc pas, à l’inverse de 
la texture, de classifier les sols. Toutefois, sa caractérisation est indispensable pour l’étude des 
mouvements d’eau dans le sol qui s’effectuent dans le système lacunaire.  
 
 L’étude des sols est rendue possible par la connaissance de plusieurs quantités qui 
traduisent les propriétés physiques et hydrauliques des sols. On utilisera particulièrement par 
la suite la densité (ou masse volumique) de particules solides ρs (kg.m-3), la densité apparente 
sèche ρd (kg.m-3), la porosité ε (-) et la teneur en eau volumique θ (m3.m-3) dont les 
expressions sont rappelées ci-dessous : 
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où mi et Vi sont respectivement la masse et le volume de l’indice i, c’est à dire du solide (s), 
de liquide (l), de gaz (w) et de l’ensemble (t). En général, la masse volumique de particules 
est prise égale à 2.65.103 kg.m-3. 
1.2.2 Transferts d’eau dans le sol 
 Pour étudier les transferts hydriques dans le sol, il est d’abord nécessaire d’introduire la 
notion de potentiel total, grandeur caractéristique de l’état énergétique de l’eau dans le sol. 
Compte tenu des faibles mouvements de l’eau dans le sol, on considère que l’énergie totale de 
l’eau provient exclusivement de sa composante potentielle (énergie cinétique nulle). Le 
potentiel total s'écrit alors comme la somme de plusieurs composantes.  
 
pomgt φφφφφ +++=         (1.30) 
 
où φg est le potentiel de gravité, φm le potentiel matriciel, φo le potentiel osmotique et φp le 
potentiel pneumatique. Le potentiel osmotique dépend de la présence de solutés dans la phase 
liquide qui en modifie ses propriétés thermodynamiques. Dans la mesure où l’on ne 
s’intéresse qu’à de l’eau pure (pas de soluté), cette composante pourra être négligée. Par 
ailleurs, le potentiel pneumatique concerne la phase gazeuse et ses variations spatiales de 
pression. Là encore, en supposant que l'air est toujours à pression constante et égale à la 
pression atmosphérique, il est alors possible de négliger cette composante. Sous ces 
hypothèses, le potentiel total de l’eau dans le sol φt se réduit simplement à sa composante 
gravitaire et de la composante matricielle, que l'on appelle aussi potentiel hydrique. 
 
mgt φφφ +=           (1.31) 
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 Le potentiel de gravité φg représente la contribution énergétique qui provient du travail 
des forces de pesanteur. Son expression en un point quelconque du sol est fonction de la 
différence altimétrique entre le niveau considéré z et un niveau de référence z0. On considère 
généralement la surface comme référence (z0 = 0) ; le potentiel de gravité de l’eau dans le sol 
est donc négatif (z < 0). 
 
( ) zgmzzgm llg ... 0 =−=φ        (1.32) 
 
où g est l’accélération de la pesanteur (≈ 9.81 m.s-2). 
 
 Le potentiel matriciel (ou capillaire) représente la contribution énergétique qui provient 
du travail des forces de capillarité et d’adsorption. Pour bien comprendre l’origine de ces 
deux forces, on a l’habitude de distinguer dans le sol, l’eau capillaire de l’eau adsorbée (ou 
hygroscopique) (Fig.1.3 a). L’eau capillaire remplit la majeure partie du milieu poreux. Elle 
est soumise aux forces de pression exercée par l'eau liquide qui la surmonte et à une multitude 
de forces de tension superficielle qui agissent aux interfaces solide-liquide, solide gaz et 
liquide-gaz. Ces dernières peuvent favoriser la remontée de l’eau. En assimilant les pores du 
sol à un capillaire, il est alors possible d’en connaître la hauteur maximale de remontée 
capillaire à partir de la loi de Jurin (Fig. 1.3 b) :  
 
( )aw eergh ρρ ασ −= cos2          (1.33) 
 
où σe est la tension superficielle de l’eau (kg.m-2.s-2), αe l’angle de contact à l’interface solide-
liquide-gaz (rad) et r le rayon du capillaire (m). Les forces de capillarité sont donc en relation 
avec la porosité et la distribution des tailles des pores, et par voie de conséquence avec la 
structure du sol (Chanzy, 1995). 
 Par opposition, l’eau adsorbée est beaucoup plus liée à la matrice poreuse. Elle constitue 
une fine pellicule de quelques molécules d’épaisseur autour des particules solides. Les forces 
d'adsorption mises en jeu sont d’origine électrostatique. Il est toutefois difficile de les 
distinguer des forces de capillarité car les zones de capillarité sont en équilibre interne avec 
les films d’adsorption. Le potentiel matriciel négatif représentera ainsi l’affinité de l’eau pour 
la matrice solide du sol (Musy et Soutter, 1991). Nous l’exprimerons simplement à partir de 
sa composante capillaire. Ceci peut s’avérer très contraignant dans le cas des régimes très sec 
pour lesquels les forces d’adsorption agissent fortement. Dans ce contexte, il prendra des 
valeurs fortement négatives. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3 :  a) Eau capillaire et eau adsorbée                  b) Coupe d’un capillaire 
Eau adsorbée
Eau capillaire
Particule solide
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 Plusieurs systèmes d’unités sont adoptés pour définir le potentiel total. En général, on 
préfère utiliser une énergie par unité de poids, soit des mètres. Dans ce contexte, on utilise 
plutôt la dénomination de charge hydraulique totale Hch (m) pour définir l’état énergétique de 
l’eau. Elle correspond à une hauteur d’eau équivalente, soit à la pression exercée par une 
colonne d’eau verticale de même hauteur (Musy et Soutter, 1991). On parlera alors de charge 
de gravité z (m) et de charge de pression matricielle ou piézométrique pour h (m) (cf. Eq. 
1.34). Nous utiliserons malgré tout dans la suite et par abus de langage, la dénomination de 
potentiel pour évoquer la charge hydraulique. 
 
hzH +=           (1.34) 
 
 Par définition, le potentiel matriciel est nul pour un sol saturé. De plus, dans la zone non 
saturée, il varie en relation avec la teneur en eau volumique. On appelle courbe caractéristique 
de rétention en eau, la fonction qui relie ces deux variables. Elle représente la capacité du sol 
à fournir ou retenir l’eau du sol et dépend de la texture et de la structure du sol. Sa courbe 
représentative est en forme de S, significative d’une relation fortement non linéaire. Les 
paramétrisations les plus couramment utilisées pour décrire la courbe de rétention (ou 
fonctionnelles) sont celles de Brooks et Corey (1964) et de Van Genuchten (1980) (cf. 
Chapitre 3). L’allure typique de la courbe de rétention est donnée sur la figure (1.4 a) pour un 
sol argileux et un sol sableux (Musy et Soutter, 1991). On a aussi indiqué l’effet de la 
compaction du sol sur la courbe de rétention. Ce phénomène montre bien que la structure du 
sol a une très grosse influence sur la courbe de rétention qui par conséquent changera 
fortement temporellement. Un autre point renforce cette idée. La charge ou la décharge en eau 
du sol ne s’opère pas de manière strictement réversible dans la matrice poreuse. Ceci conduit 
à des courbes de sorption (humidification du sol) et de désorption (drainage du sol) 
différentes. L’origine de ce phénomène provient de plusieurs facteurs dont le plus 
prépondérant concerne la taille des pores. De manière assez schématique, on retiendra 
notamment que les pores les plus gros sont les plus aptes à se vider, alors que les plus petits 
sont plus aptes à se remplir. L’alternance des processus de sorption et de désorption du sol se 
traduit par conséquent par un phénomène d’hystérèse sur la courbe de rétention (Fig. 1.4 b).  
 
 
  
 
Figure 1.4 : a) Courbe typique de rétention en eau b) Effet d’hystérèse (d'après Musy et Soutter, 1991) 
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1.2.2.1 Flux d'eau en phase liquide 
 Les variations spatiales du potentiel hydrique sont à l’origine des transferts d’eau 
liquide dans le sol, ces derniers s’effectuant dans le sens des potentiels décroissants. La loi de 
Darcy étendue à 3 dimensions exprime analytiquement cette relation dans le cas d’un sol 
saturé.  
 
chsatl HgradKq −=          (1.35) 
 
avec ql densité de flux d’eau liquide (m.s-1) et Ksat conductivité hydraulique à saturation (m.s-
1). Dans le cas d’un écoulement unidimensionnel suivant la verticale (z négatif vers le bas), on 
obtient alors : 
 ( )1+∂∂−= zhKq satl          (1.36) 
 
L’extension aux régimes non saturés se fait par généralisation de la loi de Darcy, c'est à dire 
par la loi de Darcy-Buckingham. Elle s’exprime dans le cas unidimensionnel suivant la 
verticale z par l’une ou l’autre des relations suivant que l’on passe par le potentiel matriciel ou 
la teneur en eau : 
 
( ) ( )1+∂∂−= zhhKql    à partir du potentiel matriciel   (1.37) 
 
( ) ( ) 

 +∂∂−= 1zhKql θθ   à partir de la teneur en eau   (1.38) 
 
où K(h) et K(θ) sont les conductivités hydrauliques du sol exprimées respectivement en 
fonction de la charge hydraulique matricielle et de la teneur en eau. Elles définissent toutes 
deux une seconde fonctionnelle qu’il devient nécessaire de définir pour décrire les transferts 
d’eau liquide dans le sol. Il existe, comme dans le cas de la courbe de rétention, plusieurs 
paramétrisations. Nous présenterons et utiliserons par la suite (cf. Chapitre 3) celles de 
Brooks et Corey (1964) et de Van Genuchten (1980). 
1.2.2.2 Flux d'eau en phase vapeur 
 Dans le cas d'un écoulement en milieu non saturé, il est aussi nécessaire de tenir compte 
des échanges qui s'opèrent en phase gazeuse. Le flux associé est alors décrit par un 
mécanisme de diffusion moléculaire à partir de la loi de Fick, soit par une relation entre le 
flux d'eau en phase vapeur qw (m.s-1) et la variation de masse volumique de la vapeur d'eau ρw 
(kg.m-3). Dans un cas unidimensionnel, celle-ci s'écrit : 
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où Dw est le coefficient de diffusion de la vapeur d'eau dans l'air (m2.s-1) et ρl la masse 
volumique de l'eau liquide (kg.m-3). En écrivant, ρw en fonction de h et de T, il vient alors : 
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ce qui conduit finalement à : 
 
z
TDz
hDq vTvhw ∂
∂
−∂
∂
−=         (1.41) 
 
où Dvh est le coefficient isotherme de diffusion de la vapeur (m.s-1) et DvT le coefficient de 
diffusion de la vapeur associé au gradient thermique (m2.s-1.K-1), respectivement donnés par : 
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1.2.2.3 Equation des échanges hydriques totaux 
 L’équation générale de l’écoulement est obtenue après combinaison de l’équation de 
Darcy-Buckingham (1.37 ou 1.38) avec le principe de conservation de la masse d’eau liquide. 
En supposant l’eau incompressible et le sol indéformable, ce dernier s’écrit, toujours dans un 
cas unidimensionnel suivant z : 
 
z
q
t
t
∂
∂
−=∂
∂θ           (1.44) 
 
avec qt la densité de flux d'eau totale (m.s-1) : 
 
wlt qqq +=           (1.45) 
 
Par conséquent, en considérant le potentiel matriciel comme variable principale, l’utilisation 
combinée de l'équation (1.37) avec l’équation de continuité (1.44) aboutit respectivement à 
l’équation de Richards (1931) exprimée en variation de potentiel matriciel ou de teneur en 
eau : 
 
( )( ) ( ){ }hKzTDzhhKDzthC svTvhh +∂∂+∂∂+∂∂=∂∂     (1.46) 
 
où Ch est la capacité capillaire (m-1) représentant la variation de teneur en eau par unité de 
variation de charge de pression matricielle : 
 
hCh ∂
∂
=
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1.2.3 Transferts de chaleur dans le sol 
 Les transferts de chaleur dans le sol se font à la fois sous formes conductive et 
convective. Les premiers sont largement prépondérants et par conséquent les seconds 
généralement négligés (un complément d'information pourra être trouvé dans l'ouvrage de 
Musy et Soutter (1991)). Sous cette hypothèse, la chaleur se propage seulement par 
conduction de chaleur dans la matrice solide. Cette composante s'exprime partiellement par 
l'intermédiaire de la loi de Fourier (cf. Eq.1.6) reliant le flux de chaleur par conduction Jd 
(W.m-2) au gradient de température. Dans le cas unidimensionnel, il vient : 
 
z
TJ od ∂
∂
−= λ           (1.48) 
 
où λo est la conductivité thermique du sol (W.m-1.K-1), encore appelée coefficient de Fourier. 
Elle dépend de la composition, de l’arrangement et de la forme de ses particules constitutives, 
et de la présence d’eau et d’air (Chanzy, 1995). Tout ceci implique que la conductivité 
thermique évolue constamment dans le temps et dans l’espace et est particulièrement sensible 
à la teneur en eau du sol. 
 La prise en compte des transferts hydriques sous forme gazeuse ajoute aussi sa 
contribution à la propagation de la chaleur dans le sol. Le flux de chaleur sensible associé à ce 
processus Jw (W.m-2) s'écrit simplement : 
 
wlw qLJ ρ=           (1.49) 
 
 
 Pour déduire l'équation de transfert de la chaleur, on a recours à une équation de 
continuité comme dans le cas des transferts de masse. Dans ce cas, on utilise la relation qui 
exprime le principe de conservation de l'énergie. Celle-ci s'écrit dans le cas unidimensionnel 
suivant z et sous l'hypothèse que l'on néglige les transferts de chaleur par convection (Dantas 
Antonino, 1992) : 
 
( )wdT JJztTC +∂∂−=∂∂         (1.50) 
 
où CT est la capacité calorifique apparente du milieu poreux (J.m-3.K-1) qui dépend elle aussi 
de la teneur en eau volumique. La combinaison des équations (1.48), (1.49) et (1.50) permet 
ainsi d'aboutir à l'expression de l'équation des transferts de chaleur dans un milieu non saturé : 
 
( ){ }zTDLzhDLztTC vTlovhlT ∂∂++∂∂∂∂=∂∂ ρλρ      (1.51) 
 
1.2.4 Couplage des transferts d'eau et de chaleur 
 Les équations du transport de la masse (1.46) et de la chaleur (1.51) doivent être 
résolues de manière couplée car elles font toutes les deux intervenir les gradients de 
température et de charge de pression matricielle. Pour cela, le système formé de ces deux 
équations est souvent réécrit sous la forme : 
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avec Dmh conductivité isotherme de l'eau liquide (m.s-1), DmT diffusivité thermique de la 
vapeur (m2.s-1.K-1), Dch conductivité isotherme de la vapeur d'eau (W.m-2) et DcT conductivité 
thermique apparente du milieu poreux (W.m-1.K-1), définies respectivement par : 
 
vhmh DKD +=          (1.53) 
vTmT DD =           (1.54) 
vhlch DLD ρ=          (1.55) 
vTlocT DLD ρλ +=          (1.56) 
 
 La résolution du système (1.52) est souvent réalisée de manière numérique par des 
méthodes de différences finies ou en éléments finis (Chanzy, 1991 b). Elle nécessite en outre 
la connaissance de conditions initiales et aux limites. Les conditions initiales se composent 
des profils dans le sol de la température et du potentiel matriciel (ou indirectement de la 
teneur en eau). Les conditions à la limite peuvent être constituées par les températures et les 
potentiels à la surface et au fond de la colonne sol considérée ou bien par les flux de chaleur et 
de masse aux mêmes endroits. Dans tous les cas, les conditions de surface peuvent être 
fournies par la résolution du bilan d'énergie à l'interface SVA. Au fond de la colonne, diverses 
solutions sont envisageables : on peut imaginer par exemple une évolution temporelle 
saisonnière de la température et une condition sur l'écoulement (flux gravitaire, flux constant, 
pas d'écoulement, etc.). 
 Il est important de noter également que les divers coefficients qui interviennent sont 
aussi fonction de la température et de la teneur en eau volumique du sol. Leur estimation 
devra aussi reposer sur cette considération. 
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Chapitre 2  
 
 
 
De la modélisation des processus de 
surface à l'assimilation des données de 
télédétection : Problématique  
 
 
 
 
 
 
 
 Le chapitre précédent a introduit brièvement les bases physiques théoriques sur 
lesquelles repose la description des échanges d'énergie et de masse dans les couverts 
végétaux. On a pu se rendre compte du grand nombre de processus mis en jeu, de leur 
interdépendance, ainsi que du nombre de paramètres nécessaires à leur description. La 
compréhension du fonctionnement du couvert végétal passe nécessairement par la 
compréhension de chacun de ces mécanismes. Elle est souvent envisagée par voie de 
modélisation numérique. Les modèles dévolus à cette tâche sont appelés modèles de 
Transferts Sol-Végétation-Atmosphère (TSVA). Il en existe actuellement une multitude, 
utilisés dans les disciplines variées telles que la météorologie, la climatologie, l'hydrologie et 
l'agronomie. En règle générale, le niveau de complexité du modèle est en adéquation avec le 
nombre de paramètres nécessaires à son fonctionnement. La connaissance de ces derniers est 
souvent délicate. En premier lieu, elle nécessite la mise en œuvre de lourds moyens 
expérimentaux in situ ou en laboratoire, souvent sujets à des problèmes de variabilité spatiale 
et temporelle. D'autre part, faute de moyens mis en œuvre lors des campagnes expérimentales 
et du fait que certains paramètres ne sont pas mesurables directement, elle nécessite aussi des 
études bibliographiques complémentaires.  
 
 La télédétection permet d’observer de manière globale et régulière les évolutions de 
l’état hydrique et énergétique des surfaces terrestres, ainsi que leurs propriétés structurelles. 
Elle permet ainsi de fournir une information sur la surface directement utilisable dans les 
modèles TSVA. Cependant cette étape reste relativement complexe car les données de 
télédétection ne sont pas directement liées aux variables simulées par les modèles. On doit 
alors avoir recours à une autre catégorie de modèles numériques, dits du transfert radiatif 
(TR), décrivant le cheminement du rayonnement électromagnétique dans le couvert végétal et 
l'atmosphère en fonction des propriétés structurelles et biophysiques du couvert et de 
l’atmosphère. Dans l'objectif d'exploitation des données de télédétection dans les modèles 
TSVA, deux stratégies de modélisation sont ensuite applicables à l'aide des modèles TR. La 
première est basée sur l'inversion du modèle TR. Dans ce cas, il est alors possible de retrouver 
certaines propriétés biophysiques en vue de leur exploitation directe dans la modélisation 
TSVA. L'autre approche consiste à coupler le modèle TSVA avec le modèle TR afin de 
simuler directement la grandeur de télédétection. Il est alors possible de retrouver certaines 
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propriétés biophysiques du couvert végétal permettant de simuler de manière optimale la 
grandeur de télédétection. Quelle que soit la méthode appliquée, cette étape d'exploitation des 
grandeurs de télédétection constitue ce que l'on appelle communément "l'assimilation des 
données de télédétection dans les modèles du fonctionnement des couverts végétaux". 
 
 Ce chapitre aura donc pour objectif de présenter la problématique sous-jacente à 
l'assimilation des données de télédétection dans les modèles TSVA. Pour cela, il s'attachera 
dans un premier temps à présenter les concepts sur lesquels reposent les divers types de 
modèles TSVA (§ 2.1). Il montrera ensuite en quoi la télédétection représente un outil 
potentiellement intéressant pour l'étude du fonctionnement des couverts végétaux (§ 2.2). Les 
techniques propres d'assimilation des données dans les modèles seront alors présentées dans la 
partie suivante (§ 2.3), ce qui finalement permettra de présenter le travail qui sera développé 
dans cette étude et dans ce contexte (§ 2.4). 
2.1 Modélisation TSVA 
 Durant ces 20 dernières années, un développement des modèles TSVA s'est opéré au 
sein de différentes communautés scientifiques. Les spécificités de ces modèles sont 
généralement en adéquation avec les objectifs scientifiques qui découlent de chacune de ces 
communautés. Par exemple : 
 
• les météorologues et les climatologues s'intéressent surtout au bilan d'énergie, et 
plus particulièrement à la partition de l'énergie disponible entre chaleur sensible et 
évapotranspiration en vue des prévisions météorologiques et climatiques. Ils utilisent 
les modèles TSVA en tant que paramétrisation de la limite inférieure des modèles de 
circulation atmosphérique (échelles globales ou méso).  
•  les hydrologues s'intéressent plus au bilan hydrique, particulièrement dans 
l'estimation de l'évapotranspiration et des transferts de masse à l'interface et dans le 
sol, dans le but d'une meilleure gestion de l'irrigation et du stock d'eau.  
• les agronomes utilisent essentiellement les modèles TSVA comme outils de 
recherches à des fins écologiques et agricoles, notamment dans la gestion des bilans 
de carbone et d'azote et la prévision du rendement des cultures.  
 Dans ce sens, chaque communauté a sa façon particulière de faire fonctionner les 
modèles TSVA en termes de séquence temporelle et de résolution spatiale. Typiquement, les 
différences peuvent aller respectivement pour l'aspect temporel de quelques minutes à 
plusieurs jours et pour l'aspect spatial de l'échelle de la plante à plusieurs milliers de km2. Il 
découle évidemment de l'ensemble de ces considérations que les modèles TSVA ne 
s'attachent pas tous à décrire et à prendre en compte les processus de surface de la même 
manière. Dans la communauté scientifique, on a ainsi coutume de classifier les schémas de 
surface en fonction de leur représentation du milieu (Sol-Végétation-Atmosphère) et des 
processus biophysiques interagissant. Bien qu'une telle classification typologique ait déjà été 
introduite par Boulet (1999), il nous semble indispensable d'en reprendre les grandes lignes 
dans ce travail. Toutefois, celle-ci sera plus particulièrement orientée à notre propre contexte 
d'étude. Nous y apporterons quelques précisions supplémentaires, notamment sur le module 
SVA en présentant de manière plus détaillée les options de modélisation de ce module en 
accord avec les travaux de Huntingford et al. (1995) et de Lhomme et Chehbouni (1999), 
ainsi que les paramétrisations des résistances aérodynamiques communément utilisées. Afin 
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de rester en accord avec la description des processus de surface introduite au Chapitre 1 mais 
aussi avec la suite du document, il est important de souligner que nous ne présenterons que 
des modèles TSVA décrivant les échanges verticaux. Sous cette hypothèse, on peut considérer 
qu'il existe trois grands types de modélisation respectivement pour l'interface SVA et pour le 
sol : 
 
 
Modélisation de l'interface SVA : 
 
• modèle simple source (ou simple couche) 
• modèle multicouches 
• modèle multisources  
 
Modélisation du sol : 
 
• modèle à une couche (ou "simple bucklet") 
• modèle conceptuel à deux couches (ou "Force-Restore") 
• modèle physique discrétisé 
 
 
2.1.1 Modélisation de l'interface SVA 
2.1.1.1 Modèle simple source 
 Le modèle simple source (ou simple couche) considère le couvert végétal comme une 
entité suffisamment homogène pour être décrit dans son ensemble par une seule température 
et une seule humidité spécifique (Fig. 2.1). De ce fait, les échanges radiatifs et convectifs sont 
respectivement décrits à l'aide des relations introduites en (1.5), (1.14) et (1.15). Cependant, il 
devient indispensable de définir les niveaux atmosphériques Z1 et Z2 entre lesquels va être 
calculée la résistance aérodynamique (Eq. 1.24). Le choix du niveau supérieur Z2 ne pose pas 
spécialement de problème car il correspond généralement au niveau de mesures Za des 
paramètres micro-météorologiques (ua, Ta et qa). Par opposition, l'estimation du niveau 
atmosphérique Z1 est plus délicate. Le problème est intrinsèque à la représentation simplifiée 
du milieu par le modèle. La modélisation "simple source" fait l'hypothèse que les flux de 
surface émanent tous d’une source fictive et effective de chaleur et d'humidité située dans le 
couvert (en supposant de plus que les sources de chaleur et d'humidité sont identiques). En 
réalité, chaque élément du couvert apporte sa contribution aux flux turbulents ; l'ensemble 
formant ainsi un réseau complexe de sources dynamiquement variables. La source effective 
de chaleur et d'humidité doit donc être d'une part représentative de l'ensemble des 
contributions élémentaires du couvert végétal et d'autre part caractérisée par sa propre 
température et sa propre humidité. Les définitions associées à cette température et à cette 
humidité restent pour les moins équivoques ; les écarts entre les divers éléments du couvert 
pouvant être très importants et soumis à de brusques variations. Par exemple, Troufleau 
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(1996) indique qu’entre le sol et la végétation, ces écarts peuvent avoisiner 20 K dans le cas 
de couverts épars en zone aride et semi-aride. 
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Fig. 2.1 : Modèle simple source : Schéma résistif et profil de vent 
 
 
 
 En adéquation avec ces difficultés spécifiques à la définition de la température et 
d'humidité de surface, le positionnement de la source fictive s'avère relativement 
problématique. Une solution envisagée par Monteith (1963) consiste à positionner les sources 
de chaleur au niveau du puits de quantité de mouvement, soit en Z0+d (Remarque : dans le cas 
des transferts de quantité de mouvement, il n'existe pas spécialement de problèmes de 
positionnement de cette source car par définition, la vitesse du vent associé au puits de 
quantité de mouvement est nulle). Cette solution a le mérite de faciliter le calcul de la 
résistance aérodynamique (bien qu'elle nécessite en outre une estimation de Z0 et d). Elle 
introduit par ailleurs la notion de température aérodynamique du couvert Tav (K) en Z0+d. 
Cette dernière ne correspond pas à la température thermodynamique qu'aurait l'air dans le 
couvert au niveau Z0+d, mais doit être perçue comme un artefact qui facilite la modélisation 
des flux turbulents, en donnant notamment à l'air une température fictive pour qu'il se 
comporte entre Z0+d et Za comme une source de chaleur identique à l'ensemble du couvert. 
En négligeant la présence d'une sous-couche rugueuse (ce qui est le cas dans ce genre 
d'approche), la résistance et le flux de chaleur sensible s'écrivent alors  : 
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 Par la suite, Thom (1972) suggéra que les transferts de chaleur étaient moins efficaces 
que ceux de quantité de mouvement, et que par conséquent, ils rencontraient une résistance 
aérodynamique plus importante. Il imagina alors qu’ils provenaient d’une source fictive de 
chaleur Tav’ (K), située plus en profondeur dans le couvert. Ceci se traduit par l'ajout d'une 
résistance aérodynamique supplémentaire pour les transferts de chaleur, définie par  : 
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où Zoh est la longueur de rugosité pour les transferts de chaleur (m). Le second terme du 
membre de droite est appelé résistance additionnelle aux transferts de chaleur dont la partie 
logarithmique apparaît souvent dans la littérature sous le terme adimensionné kB-1. Par 
équivalence avec Z0, la longueur de rugosité pour les transferts de chaleur Z0h correspond à 
l’altitude où le profil logarithmique de température prend sa valeur de surface. Toutefois si 
l’on arrive à percevoir physiquement la notion de Z0 ou de nullité de vent dans le couvert, il 
reste bien plus difficilement concevable de définir une température dite de surface, basée sur 
ces seules considérations aérodynamiques (Brunet et al., 1991). L’expression du flux de 
chaleur sensible dans ces conditions devient alors : 
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'
'
a
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pa r
TTcH −= ρ          (2.4) 
 
où Tav’ est la température moyenne au niveau fictif Z0h+d. Cette dernière est encore appelée 
température aérodynamique pour la chaleur sensible ; cette précision ayant pour objectif 
d’interdire toute confusion avec Tav (Norman et al., 1995). 
 Un raisonnement analogue a été appliqué au flux d’évapotranspiration. Ainsi, on 
considère que les sources de vapeur d'eau sont plus ancrées en profondeur dans le couvert que 
celles de quantité de mouvement. D'un autre côté, mais toujours en accord avec ce qui a été 
introduit précédemment, aucune différence avec les sources de chaleur n’a pu être mise en 
évidence (Garrat et Hicks, 1973 ; Brutsaert, 1982). La résistance aérodynamique pour le flux 
de chaleur latente sera donc définie comme en (2.1). Cependant, l'expression du flux 
d'évapotranspiration repose généralement sur l'utilisation combinée de la résistance 
aérodynamique et d'une résistance dite de surface. Cette dernière puise son origine dans le fait 
que les échanges de masse interviennent que très rarement depuis la surface des éléments du 
couvert végétal. Pour ce type de modélisation où il n'y a pas de distinction propre entre les 
fonctionnements du sol et de la végétation, la résistance de surface doit tenir compte 
simultanément de chacune de ces deux entités (sol et végétation), bien que les effets liés à la 
végétation semblent prépondérants (Troufleau, 1996). Pour la végétation, on considère alors 
que la transpiration s’effectue depuis les cavités sous-stomatiques, supposées être à la 
pression de vapeur de saturation. Monteith (1965) fut le premier à considérer que les éléments 
foliaires pouvaient être décrits comme une seule et large feuille (modèle "big leaf" en 
anglais). Dans ces conditions, le flux de chaleur latente s’écrit alors : 
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où qsat(Tav’) est la pression de vapeur saturante à la température Tav’ et rs est la résistance de 
surface, appelée aussi dans ce cas résistance de surface du couvert. Celle-ci a été largement 
étudiée ces dernières années, ce qui a favorisé l’établissement de diverses paramétrisations 
(Jarvis, 1976 ; Federer, 1979). Elles reposent souvent sur la prescription d’une résistance 
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stomatique minimale , modifiée par certains facteurs environnementaux (rayonnement solaire, 
humidité de l’eau, déficit de saturation, température, …). L'utilisation de la résistance de 
surface dans l'expression du flux LE a l'avantage d'éliminer les problèmes liés à la définition 
de l'humidité de surface puisque désormais seule la température aérodynamique pour la 
chaleur sensible devient nécessaire au calcul de l'évapotranspiration. 
2.1.1.2 Modèle multicouche 
 Pour s'affranchir des problèmes liés à la définition d'une température de surface, des 
approches de modélisation multicouches ont été développées. Elles consistent à découper 
verticalement le couvert en plusieurs strates, chacune d'elles représentant une source 
potentielle de chaleurs sensible et latente. Cette approche favorise en outre la séparation du 
flux d'évapotranspiration en ses deux composantes élémentaires : évaporation du sol et 
transpiration de la végétation. La distinction de ces deux entités se justifie pleinement par un 
fonctionnement hydrique différent ; l’état hydrique de la couche superficielle du sol évoluant 
plus rapidement que celui de la végétation car cette dernière a accès à un réservoir sol plus 
important par l’intermédiaire de son système racinaire (Troufleau, 1996). Nous ne 
présenterons en détail que le modèle à deux couches (ou bi-couches) qui représente le plus 
simple des modèles multicouches ; ces derniers étant plus dédiés à l'étude des couverts 
fortement hétérogènes (Fig. 2.2). 
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Fig. 2.2 : Modèle bi-couches : Schéma résistif et profil de vent 
 
 En reprenant les travaux de Deardorff (1978), Shuttleworth et Wallace (1985) ont 
fortement contribué à l'élaboration du modèle bi-couches. Sa principale originalité est de 
considérer le sol et la végétation comme deux entités suffisamment homogènes afin de 
caractériser chacune d'elle à l'aide d'une température propre et d'une humidité propre. Le 
modèle tient alors compte des fonctionnements du sol et de la végétation en contrôlant 
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respectivement leur propre bilan d'énergie. 
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où Rni, Hi, et LEi (W.m-2) représentent respectivement le rayonnement net, le flux de chaleur 
sensible et le flux de chaleur latente de la composante (i), soit le sol (s) ou la végétation (v). La 
modélisation des échanges radiatifs ne peut plus être envisagée de la même manière que dans 
le modèle simple source puisqu'il devient alors nécessaire d'établir un bilan radiatif pour 
chacune de ces deux composantes. On considère généralement la végétation comme un milieu 
semi-transparent dont la densité et la structure conditionnent la fraction des rayonnements 
solaire et atmosphérique arrivant au sol. Shuttleworth et Wallace (1985) par exemple utilisent 
une loi de type Beer pour exprimer le rayonnement net du sol Rns en fonction du rayonnement 
net total : 
 
LAI
s
feRnRn σ=          (2.7) 
 
où σf est le coefficient d'extinction représentatif de la structure du couvert et supposé constant 
par les auteurs (= 0.7), LAI l'indice foliaire (Leaf Area Index en anglais) représentatif de la 
surface totale de feuilles par unité de surface au sol (m2.m-2). Cette modélisation a été 
plusieurs fois reprises dans les modèles bi-couches (Choudhury et Monteith, 1988 ; Massman, 
1992,) mais il en existe d'autres plus sophistiquées (Taconet et al.,1986 ; Olioso, 1992 ; Braud 
et al., 1995a). Des exemples de modélisations du transfert radiatif dans les TSVA seront 
présentés dans le Chapitre 3. Quelle que soit la modélisation utilisée dans les modèles bi-
couches, on considère toujours l'égalité suivante : 
 
vs RnRnRn +=          (2.8) 
 
 L'expression de chacune des composantes turbulentes présentes dans les deux équations 
introduites en (2.6) reste basée sur l'analogie électrique (Fig. 2.2). La jonction entre les deux 
sources de chaleur et d'humidité est supposée se faire au niveau aérodynamique Z0+d. Au-
dessus de cette cote altimétrique, le modèle estime les flux convectifs totaux émanant de 
l'ensemble du couvert végétal. Comme dans le cas du modèle simple source, la température 
aérodynamique Tav et l’humidité aérodynamique qav de l’air présent dans le couvert 
permettent de déterminer les sources équivalentes de chaleur et d’humidité à l’ensemble du 
couvert. Toutefois, dans le modèle bi-couches, elles sont aussi en relation avec les sources 
propres au sol et la végétation ; ce concept se traduisant aussi par une relation additive entre 
les composantes turbulentes du sol et de la végétation. 
 
vs
vs
LELELE
HHH
+=
+=          (2.9) 
 
 Cette fois à l'inverse des modèles simple couche, il n'est plus nécessaire de définir une 
source fictive de chaleur ancrée plus en profondeur dans le couvert (donc un Zoh). Ce 
phénomène est désormais explicitement pris en compte dans la description des flux de chaleur 
sensible et latente de la végétation, par l'adjonction d'une résistance de couche limite foliaire 
du couvert rav (s.m-1). On considère par ce facteur que la propagation de chaleur entre la 
surface et l’air dans le couvert se fait par diffusion moléculaire. L’écoulement n’y est donc 
plus turbulent mais laminaire. Certaines études expérimentales en souffleries ont montré que 
pour un élément foliaire, la résistance de couche limite foliaire était proportionnelle à la 
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vitesse du vent dans le couvert et à sa dimension dans la direction du vent (Cowan, 1968 ; 
Jones, 1983).  
 
( ) ( )
2/1
' 


= zuAzrcl
ω         (2.10) 
 
où rcl est la résistance de couche limite par unité de surface foliaire, ω (m) la dimension de la 
feuille dans la direction du vent et A’ une constante traduisant certaines propriétés 
moléculaires de l’air (≈100 m-1.s1/2). En supposant le LAI uniformément réparti sur la hauteur 
du couvert hc (m), ce qui se traduit par dL/dz=LAI/hc où dL est l’indice foliaire contenu dans 
la couche d'épaisseur dz, le passage à l’ensemble du couvert (de rcl à rav) est obtenu par 
l’équation suivante : 
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      (2.11) 
 
 Parallèlement, la résistance aérodynamique dans le couvert ras (s.m-1) intervient dans le 
calcul des échanges convectifs de la composante sol. Par définition, elle est très proche de ra, 
mais on a vu que dans le couvert, sous l'effet des différents organes végétaux, on ne pouvait 
plus considérer les flux comme conservatifs. Le puits de quantité de mouvement se trouve 
alors finalement beaucoup plus en profondeur dans le couvert et le profil du vent ne peut plus 
être décrit par une loi logarithmique. On a alors généralement recours à des paramétrisations 
empiriques pour décrire les nouveaux profils du vent et la diffusivité turbulente dans le 
couvert. Par exemple, des relations de type sinus hyperbolique ont été introduites par Cowan 
(1968). Cependant, elles ne permettent pas d'exprimer analytiquement les résistances 
aérodynamiques et il devient nécessaire d'avoir recours à des techniques numériques pour les 
calculer. Shuttleworth et Wallace (1985) ont repris dans leur modèle les travaux effectués par 
Inoue (1963) pour exprimer ces quantités à partir de lois exponentielles. Ces relations sont 
fréquemment utilisées dans les modèles TSVA. D'autre part, Thom (1971, 1972) propose une 
relation empirique afin de paramétrer la vitesse du vent au niveau aérodynamique Z0+d en 
fonction du LAI, d'un facteur d'écran aérodynamique empirique et d'un facteur de partition de 
la quantité de mouvement. L'expression des résistances aérodynamiques est ensuite possible 
(Thom, 1972, Taconet, 1986 et 1987). Le détail de plusieurs paramétrisations couramment 
utilisées dans les modèles TSVA bi-couches et multicouches pourra être trouvé en Annexe A. 
D'autre part, leur influence sur la simulation des flux de surface, de la température de sol et de 
la température de la végétation a aussi été étudiée à l'échelle de la parcelle dans le cadre de 
cette thèse. Il a particulièrement été montré que le choix de la paramétrisation aérodynamique 
dans un modèle TSVA bi-couche pouvaient engendrer des différences de plus de 2°C sur 
l’estimation des températures effectives du sol et de la végétation. Ceci se répercute sur la 
simulation de la température radiative qui est une variable accessible par télédétection 
infrarouge thermique et assimilable dans les modèles TSVA. Du fait de l’empirisme sur 
lequel repose l’ensemble de ces paramétrisations, il semble toutefois malheureusement délicat 
de discuter qu’en au choix d’une paramétrisation particulière. 
 
 Finalement, ces nouvelles paramétrisations permettent d'estimer les deux nouvelles 
résistances aérodynamiques. Elles peuvent aussi être prises en compte dans le calcul de la 
résistance aérodynamique ra. En effet, comme par définition ra est calculée par intégration de 
l'inverse de la diffusivité turbulente entre le niveau Z0+d et Za, les nouvelles paramétrisations 
jouent un rôle entre Z0+d et la hauteur du couvert hc. La résistance aérodynamique est alors 
calculée par morceaux à l'aide des différents profils de vent et de diffusivités turbulentes. La 
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continuité des profils de vent est généralement assurée au niveau hc (Fig. 2.2, symbolisé par 
•). Cette influence sur le calcul de ra peut ou bien être négligée (Choudhury et Monteith, 
1988) ou bien être prise en compte (Shuttleworth et Wallace, 1985, Shuttleworth et Gurney, 
1987). Par ailleurs, Sellers et al. (1986, 1996) tiennent aussi compte de la présence d'une sous-
couche rugueuse, affectant le profil de vent logarithmique au-dessus du couvert. 
 
 
 
 Les modèles multicouches (plus de deux couches) décomposent la végétation en 
plusieurs strates superposées. Ils peuvent ainsi considérer la présence de plusieurs types de 
végétation (sous bois et couvert arboré) ou des différences de fonctionnement qui existent au 
sein d'un même type (conditions d'éclairement différentes). Ils représentent des outils 
intéressants pour l'étude de couverts fortement hétérogènes, notamment les couverts arborés. 
Par ailleurs, la "K-theory" reste utilisée dans certains modèles multicouches (van de Griend et 
van Boxel, 1989 ; Sellers et al., 1996). D'autres approches ont aussi été envisagées, comme 
par exemple celle basée sur la théorie lagrangienne (Raupach, 1989 ; Ogée, 2000).  
2.1.1.3 Modèle multisource 
 Le modèle à plusieurs sources peut être envisagé comme une extension du modèle "big 
leaf" (Huntingford et al., 1995). La représentation du couvert est réalisée par la juxtaposition 
côte à côte de plusieurs sources indépendantes (sol nu, divers types de végétation, stock de 
neige, …), chacune occupant un certain taux de couverture de la surface totale. Les flux 
turbulents qui émanent verticalement de chacune de ces sources sont supposés ne pas interagir 
entre eux (Blyth et Harding, 1995, Norman et al, 1995 ; Kustas et Norman, 1996 ; Lhomme et 
Chehbouni, 1999). Les modèles "mosaïque" ont été essentiellement développés par les 
communautés des météorologistes et des climatologues, par exemple en tant que 
paramétrisation sous maille de surface à des modèles MCG. Leur utilisation semble plus 
appropriée aux zones de très grandes hétérogénéités spatiales (Lhomme et Chehbouni, 1999). 
La communauté scientifique internationale a procédé récemment à une campagne 
d'intercomparaison entre plusieurs schémas utilisés en tant que paramétrisation de surface et 
dont la très grande majorité appartenait exclusivement aux modèles multisources (Project for 
Intercomparison of Land surface Parameterization Schemes (PILPS) ; Henderson-Sellers et 
al., 1993). De manière générale, les résultats de cette expérience ont confirmé que la 
redistribution de l'énergie incidente et des précipitations était très variable suivant les modèles 
(Wood et al., 1998, Liang et al., 1998). 
 Il existe de grandes différences entre les modèles multisources, que ce soit dans le 
nombre de sources considérées ou dans la description des mécanismes associés, ce qui a pour 
conséquence d'en compliquer la présentation. Dans notre contexte d'étude, il n'est pas 
nécessaire de décrire les mécanismes associés à la présence de la neige. Nous nous 
attacherons par conséquent à présenter les modèles qui considèrent uniquement le sol et un 
seul type de végétation. Pour ces modèles, les flux radiatifs et convectifs pour l'ensemble du 
couvert sont reliés aux composantes sol et végétation par l'équation suivante : 
 
( ) vs FvegFvegF +−= 1         (2.12) 
 
où F représente Rn, H ou LE et veg le taux de couverture de la végétation. L'expression des 
diverses composantes turbulentes diffère suivant que le modèle résout un ou deux bilans 
d'énergie (un pour le sol et l'autre pour la végétation). Ceci revient à calculer dans le premier 
cas une seule température pour l'ensemble du couvert (Noilhan et Planton, 1989 ; Acs et 
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Hantel, 1998) et dans le second cas, une température sol et une température végétation 
(Dickinson et al., 1986 ; Desbourough et Pitman, 1998). 
 
 Le modèle ISBA (Noilhan et Planton, 1989 ; Noilhan et Mahfouf, 1996), utilisé en tant 
que paramétrisation de surface dans le modèle de prévision météorologique de Météo France 
(ARPEGE), est un exemple typique de modèle qui utilise une couche et deux sources. Le 
rayonnement net et le flux de chaleur sensible sont alors décrits de la même façon que dans le 
modèle simple couche (Eq. 1.5 et Eq. 2.4, exception faite sur la stabilité thermique introduite 
dans le calcul de la résistance aérodynamique). Par opposition, l'évapotranspiration du couvert 
distingue les contributions sol et végétation, notamment par la prise en compte d'une 
résistance stomatique rsto et d'une résistance de surface pour le sol rsol. De plus, LEv est 
composée de l'évaporation directe des précipitations interceptée par le couvert végétal LEw 
(W.m-2) et de la transpiration foliaire LEt (W.m-2). Les équations de ces trois contributions 
sont alors indiquées ci dessous : 
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où hu est l’humidité relative du sol, δ la fraction du couvert recouvert par les précipitations 
interceptées (Deardorff, 1978). A noter que le calcul de la résistance aérodynamique ra dans le 
modèle ISBA fait appel à des corrections de stabilité (pour une revue détaillée cf. Noilhan et 
Mahfouf, 1996).  
 Ce mécanisme d'interception directe des précipitations par la végétation est aussi très 
souvent pris en compte dans les modèles multisources (Taconet et al., 1986 ; Braud et al., 
1995a).  
2.1.2 Modélisation du sol 
2.1.2.1 Modèle mono-réservoir ("Simple bucklet") 
 Pour ces modèles, la représentation de la colonne sol se fait de la manière la plus simple 
qu'il soit, c'est à dire par la prescription d'un seul réservoir pour lequel la teneur en eau 
volumique est homogène. La profondeur du réservoir correspond à la moyenne des 
profondeurs maximales du front d'infiltration et du front d'évaporation ou à la profondeur 
d'enracinement de la végétation (Boulet, 1999). Le bilan de masse s'écrit alors : 
 
( )RIEPdt r −−−=∂∂ 1θ         (2.16) 
 
où dr est la profondeur du réservoir et P, E, I et R sont respectivement les précipitations, 
l'évaporation, l'infiltration et le ruissellement de surface, cumulés sur t∂ . 
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2.1.2.2 Modèle "Force-Restore" 
 Le sol dans le modèle "force-restore" est représenté par deux réservoirs, chacun d’eux 
étant défini par une température moyenne et un contenu en eau moyen. Le comportement 
thermique du modèle repose sur le formalisme introduit par Bhumralkar (1975) et Blackadar 
(1976), consistant à résoudre explicitement l’équation de la chaleur en supposant la variation 
de température sinusoïdale. Deardorff (1977) a ensuite étendu ce formalisme au 
comportement hydraulique. Généralement, la profondeur du réservoir (ou couche) de surface 
est d’une dizaine de centimètres environ. Il est imbriqué dans le réservoir racinaire dont la 
profondeur est généralement égale à la profondeur d’enracinement de la végétation.  
 Plusieurs modèles utilisent cette description (Deardorff, 1978 ; Taconet et al., 1986 ; 
Noilhan et Planton, 1989). Nous indiquerons en guise d'exemple les équations pronostiques 
d'évolution des températures moyennes et du contenu en eau moyen de la couche de surface 
(symbole s) et de la couche racinaire (symbole 2) prescrites dans le modèle TSVA-CETP 
(Taconet et al., 1986 ; Ben Mehrez, 1990). 
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où ρscs et ρ2c2 sont respectivement les capacités calorifiques des réservoirs de surface et 
profond, d1 et d2 les profondeurs des réservoirs, τ la période du jour en heure, C1 et C2 des 
paramètres hydrodynamiques de forçage ("force" en anglais) par l'atmosphère et de restitution 
("restore") sur le réservoir profond, fonctions par ailleurs des teneurs en eau et des propriétés 
du sol, et Es et Pr les taux d’évaporation et de précipitations à la surface (m.s-1). 
2.1.2.3 Modèle discrétisé 
 Ces modèles décomposent la colonne de sol en une multitude de couches horizontales 
sur lesquelles sont discrétisées les équations de transfert de chaleur et de masse. Le 
formalisme le plus complet décrivant ces échanges est celui de Milly (1982). L’expression du 
système d’équations de transport de la chaleur et de la masse associée à ce formalisme est 
présentée par Boulet (1999). D’autre part, le système d'équations introduit au chapitre 1 (Eq. 
1.53) en constitue une version simplifiée utilisée dans des modèles TSVA.  
 Si le milieu est considéré comme homogène, la teneur en eau est généralement utilisée 
comme variable d'étude (Desbourough et Pitman, 1998 ; de Rosnay, 1999) tandis que dans le 
cas contraire, on utilise toujours le potentiel matriciel (Chanzy, 1991 ; Braud et al., 1995a). 
Les équations de transferts de la chaleur et de la masse peuvent être résolues de manière 
couplée ou indépendante. Des approches combinées sont aussi utilisées dans les modèles 
TSVA. Par exemple, les modèles SiB (Simple Biosphere, Sellers et al., 1986), SiB2 ( Sellers 
et al., 1996) et PROGSURF (Acs et Hantel, 1998) contrôlent la teneur en eau du sol par une 
méthode discrétisée à trois couches et la température dans le sol par une modélisation "force-restore". 
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2.2 Observation des couverts végétaux par télédétection 
 La télédétection, par sa capacité à observer la surface terrestre à l'échelle globale, est un 
outil particulièrement intéressant à l'étude du fonctionnement des couverts végétaux. Elle 
permet ainsi de collecter une importante base de données multispectrales et multitemporelles. 
Ces données renseignent sur la structure et les comportements énergétique et hydrique de la 
zone végétale observée. Nous étudierons dans quelle mesure il est possible de les relier aux 
grandeurs qui interviennent dans l'expression des bilans énergétique et hydrique. Cependant 
dans un premier temps, il est nécessaire d'introduire les différentes grandeurs que l'on mesure 
par télédétection.  
 On distingue généralement en télédétection trois domaines spectraux, à savoir les 
courtes longueurs d’onde (Visible, PIR et MIR, soit entre 0.3-3 µm), appelées aussi domaine 
solaire, l'infrarouge thermique (3-100 µm) et les micro-ondes (100 µm à quelques cm). Les 
trois parties suivantes présentent les grandeurs mesurées par télédétection sur chacun de ces 
domaines spectraux. 
2.2.1 Mesures de télédétection dans le domaine solaire 
 Les radiomètres à imagerie optique fonctionnant sur le domaine solaire détectent 
l'énergie solaire renvoyée par la surface sur une ou plusieurs bandes spectrales de faible 
largeur. Les principales bandes concernées sont généralement le bleu, le vert, et le rouge dans 
le visible (VIS), le proche infrarouge (PIR) et le moyen infrarouge (MIR). On préfère utiliser 
comme grandeur le facteur de réflectance bi-directionnelle, définie comme le rapport de la 
quantité de rayonnement diffusée par le couvert végétal à la quantité de rayonnement réfléchie 
par une surface de référence lambertienne dans les mêmes conditions d'éclairement. 
Lorsqu'une surface de référence n'est pas utilisée, on passe alors par la mesure de 
l'éclairement incident mesuré au niveau du radiomètre. On parlera ainsi par la suite de 
réflectance bi-directionnelle ou simplement de réflectance. De manière générale, elle 
représente la signature des interactions qui se produisent entre le rayonnement 
électromagnétique et la matière du couvert végétal. Elle dépend de plusieurs facteurs, à savoir 
: 
 
• Les conditions géométriques d'éclairement et de mesure (angles zénithal et 
azimutal solaires, fraction de rayonnement diffus, angles zénithal et azimutal de 
visée) 
• Les propriétés optiques foliaires, et en général de celles de tous les organes 
végétaux. Elles varient en fonction de la composition biochimique de la plante 
(teneur en chlorophylle, teneur de certains pigments, teneur en eau) 
• Les propriétés optiques du sol, caractérisées par les conditions hydriques, la 
texture et la structure du sol. 
• L'architecture du couvert, caractérisée par la densité, l'orientation et l'agrégation 
d'ensemble (effet de rang par exemple) des éléments végétaux. 
• Les conditions atmosphériques, la diffusion et l'absorption par la vapeur d'eau , 
l'ozone et/ou les aérosols 
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 Il est généralement nécessaire de s’affranchir des effets atmosphériques afin d’estimer 
les réflectances juste au-dessus du couvert végétal. Il est par exemple possible d’utiliser un 
modèle de transfert radiatif atmosphérique, tel que le modèle 6S (Vermotte et al., 1996). 
Souvent, on s'affranchit aussi des effets directionnels et atmosphériques en combinant les 
réflectances directionnelles spectrales entre elles, et constituer ainsi ce que l'on appelle des 
indices de végétation, comme par exemple le NDVI (Normalized Difference Vegetation 
Index) qui combine les réflectances mesurées dans le rouge ρrouge et dans le PIR ρPIR par la 
relation : 
 
rougePIR
rougePIRNDVI ρρ
ρρ
+
−
=         (2.21) 
 
2.2.2 Mesures de télédétection dans l'infrarouge thermique 
 On a vu au Chapitre 1 que l'énergie thermique totale émise par un corps quelconque à 
l'équilibre thermodynamique est proportionnelle à sa température et à son émissivité (Eq. 1.3). 
La mesure de cette énergie par télédétection infrarouge permet ainsi d'accéder à la luminance 
de surface des couverts végétaux. Comme dans le visible, il est nécessaire de s'affranchir de 
plusieurs perturbations d'origine instrumentale et atmosphérique. 
 
 D’un point de vue instrumental, l'énergie détectée par le capteur ne représente qu'une 
partie de l'énergie incidente. Le signal est alors corrigé en fonction des spécificités techniques 
de l'instrument, tels que la sensibilité du détecteur, les effets thermiques sur l'électronique, etc. 
(pour une revue détaillée, cf. Jacob, 1999). D’autre part, la couche atmosphérique présente 
entre la cible et le capteur perturbe le signal en agissant de deux façons opposées : elle ajoute 
sa propre contribution à la mesure par émission et réflexion sur la surface de son propre 
rayonnement thermique, et l'atténue partiellement par absorption des rayonnements 
thermiques provenant de la surface. Bien que les instruments fonctionnent dans des bandes 
spectrales où l'émission et l'absorption atmosphériques sont faibles (8-14 µm), les 
perturbations engendrées sur le signal peuvent être importantes (Cooper et Asrar, 1989). 
Différentes techniques de correction de transmission atmosphérique ont été proposées. Elles 
se basent notamment sur la modélisation du transfert radiatif ou sur des méthodes plus 
simples de type "split window". Par opposition, il est plus difficile de s'affranchir des effets de 
réflexion sur la surface du rayonnement atmosphérique incident car ils nécessitent la 
connaissance de l'émissivité de la surface et du rayonnement atmosphérique sur la même 
fenêtre spectrale que celle de l'instrument (Olioso, 1995). Dans le cas d'une surface homogène 
de température Tc et d'émissivité εc, le rayonnement mesuré au-dessus de la surface Emes 
(W.m-2) peut donc s'exprimer par la relation : 
 
( ) acccmes RTE εσε −+= 14        (2.22) 
 
avec εc émissivité de surface et Tc température de surface.  
 Une autre solution consiste à utiliser la température de brillance, appelée encore 
température apparente, comme variable d’étude. Celle-ci est calculée par inversion de la loi de 
Stephan-Boltzmann à partir du rayonnement thermique mesuré (corrigé des effets 
instrumentaux et d'atténuation de l'atmosphère) en assimilant le système "surface-atmosphère" 
à un corps noir. Ainsi, il vient : 
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bmes TE σ=           (2.23) 
 
avec Tb température de brillance de la surface (K). L'approximation entre Tb et Tc a souvent 
été effectuée par le passé. Elle peut se traduire par des différences de plusieurs degrés (Olioso, 
1995 ; Prata et al., 1995).  
 D'autre part, les relations (2.22) et (2.23) sont partiellement erronées du fait que la 
mesure radiométrique ne s'effectue pas sur l'ensemble du spectre électromagnétique, mais 
seulement sur la fenêtre spectrale de l'instrument. La loi de Stefan-Boltzmann n'y est donc 
plus formellement applicable. Il est alors préférable d'intégrer la loi de Planck sur ce domaine 
spectral.  
2.2.3 Mesures de télédétection dans les micro-ondes 
 Dans le domaine des micro-ondes, on distingue généralement deux modes de 
télédétection suivant l'instrument que l'on utilise. On parlera de télédétection passive lorsque, 
comme dans les deux précédents domaines spectraux, l'origine du rayonnement mesuré est 
naturelle. On utilise alors toujours dans ce cas des instruments radiométriques mesurant le 
rayonnement électromagnétique émis par la surface. Ce dernier peut alors comme en 
infrarouge thermique, être converti en température de brillance. Par opposition, on parlera de 
télédétection active lorsque l'illumination de la scène est d'origine artificielle. Généralement, 
on a recours à des systèmes radars (diffusiomètres, SAR, …) capables alternativement 
d'émettre un rayonnement électromagnétique micro-ondes et de mesurer un bref instant plus 
tard la puissance du signal renvoyé par le couvert végétal dans la même direction (signal 
rétrodiffusé). L'illumination de la scène par l'instrument est caractérisée par sa fréquence 
(préférée à la longueur d'onde en micro-ondes, on parlera alors d'hyperfréquences), sa 
polarisation et son incidence. Le signal rétrodiffusé est alors analysé en terme de puissance, 
de phase et/ou de polarisation. La puissance reste l'information véhiculée la plus utilisée, par 
l'intermédiaire du coefficient de rétrodiffusion σ0 (dB). Il dépend essentiellement de la 
constante diélectrique du milieu. Cependant pour des fréquences inférieures à 5Ghz, la forte 
valeur de la constante diélectrique de l'eau par rapport à celles des autres constituants du 
milieu fait que le signal rétrodiffusé est fortement sensible à l'eau contenue dans le sol (et 
ceci, sur une épaisseur de sol variant avec la longueur d'onde du signal étudié) et la 
végétation. Cette caractéristique est très intéressante dans le contexte d'étude des couverts 
végétaux. La connaissance de l'humidité du sol permet d'accéder au comportement hydrique 
de la zone d'étude, mais aussi à plusieurs paramètres de la surface tels que l'albédo et 
l'émissivité. Malheureusement la forte présence d'eau dans les tissus végétaux ne permet pas 
facilement d'accéder à cette valeur dans le cas de couverts développés. 
 Par ailleurs, la géométrie et la structure de la surface affectent aussi le signal de manière 
significative. Leur effet est plus complexe à interpréter et à quantifier car la longueur d'onde 
du signal est généralement de l'ordre de la taille des éléments constituant le couvert (quelques 
cm). En conséquence, une surface peu rugueuse en optique peut le devenir fortement en 
micro-ondes.  
2.3 Assimilation des données de télédétection 
 Il découle des trois sous-parties précédentes que les mesures de télédétection acquises 
dans le domaine solaire, en infrarouge thermique et en micro-ondes, fournissent des 
informations aussi bien sur la structure que sur les comportements énergétique et hydrique des 
 - 51 - 
couverts végétaux. Diverses méthodologies ont donc été développées durant ces dernières 
années afin d'exploiter les potentialités de la télédétection sur l'étude du fonctionnement des 
couverts végétaux. On retiendra notamment les approches semi-empiriques (Jackson et al., 
1977 ; Seguin et Itier, 1983 ; Nieuwenhuis et al., 1985 ; Chanzy, 1991 ; par exemple) plus 
dédiées à l'étude sur des zones géographiques étendues, et les approches déterministes 
s'appuyant sur la modélisation TSVA. Dans notre contexte, ce sont ces dernières qui nous 
intéressent particulièrement. Il en existe plusieurs types dont l'ensemble des techniques est 
regroupé sous l'appellation générique "assimilation des données de télédétection ". Quelle que 
soit la technique d'assimilation utilisée, celle-ci repose sur l'utilisation combinée d'un modèle 
dynamique (ex : modèle TSVA) et d'un modèle d'observation (ex : modèle TR). Le modèle 
d'observation peut être soit couplé dans le sens direct avec le modèle dynamique afin de 
simuler directement la ou les variable(s) de télédétection, soit inversé afin d'estimer la ou les 
variable(s) physique(s).  
 Les deux principales techniques sont l'assimilation variationnelle et l'assimilation 
séquentielle. Le principe de l'assimilation variationnelle consiste à ajuster la simulation avec 
plusieurs observations sur une fenêtre temporelle, en corrigeant les variables et/ou les 
paramètres du modèle en début de période. L'assimilation séquentielle consiste quant à elle, à 
corriger au pas de temps de l'observation les variables et/ou les paramètres du modèle de 
façon à faire coïncider aux mieux simulation et observation. Ainsi à la différence de 
l'assimilation variationnelle, à chaque nouvelle observation les paramètres peuvent être 
réajustés. Une méthode séquentielle assez répandue est basée sur le filtre de Kalman (1960) 
étendu (adaptation du filtre de Kalman à un modèle non linéaire) pour lequel l'ajustement 
d’une variable simulée dépend aussi des erreurs du modèle et des erreurs sur les observations, 
afin de minimiser la variance de l'erreur sur l'estimation a posteriori.  
 Ces deux techniques ont notamment été appliquées sur des modèles de type TSVA. La 
partie suivante présente quelques exemples d'assimilation de données de télédétection dans 
différents contextes d'application qui utilisent les modèles de type TSVA, tels que 
l'agronomie, la météorologie et l'hydrologie. 
 
2.3.1 Assimilation dans un contexte agronomique et/ou écologique 
 Dans ce contexte d'application, des modèles numériques de croissance de la végétation 
et de prévision de rendement ont été fortement développés. La principale particularité de ces 
modèles est de décrire les principaux processus mécanistes qui interviennent au cours du 
développement phénologique de la végétation (photosynthèse, respiration, sénescence, 
transpiration et allocation des assimilats). L'apport de la télédétection dans les modèles de 
végétation a été particulièrement étudié au cours de ces dernières années (Mass, 1988 ; Viovy 
et Saint, 1991 ; Délecolle, 1991 ; Fisher et al., 1997; Moulin et al., 1998). Les données de 
télédétection acquises dans le domaine solaire ont été particulièrement exploitées, notamment 
afin de retrouver certaines propriétés structurelles du couvert végétal et la capacité de ce 
dernier à absorber le rayonnement (Moulin et al., 1997 ; Guérif et Duke, 1998 ; Weiss et al., 
2001, Clevers et al., 2001, Prévot et al., 2001).  
 Cayrol (2000) a réalisé un couplage dynamique entre un modèle de croissance de 
végétation (Kergoat et al., 1995) et un modèle TSVA bi-couche de type "force-restore" (Lo 
Seen et al., 1997) ; le premier fournissant l'indice foliaire en tant que paramètre d'entrée au 
second, et le second fournissant le contenu en eau de la zone racinaire en tant que paramètre 
d'entrée du premier (nécessaire au calcul de la résistance stomatique du couvert végétal). Dans 
ce travail, l'assimilation des données de télédétection a été réalisée à l'aide de données 
satellites AVHRR acquises dans le domaine solaire et l'infrarouge thermique. Les deux 
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techniques d'assimilation variationnelle et séquentielle ont été testées. Dans les deux cas, 
l'ajustement des paramètres n'a porté que sur un seul paramètre, et ceci quel que soit le 
domaine spectral étudié.  
 Récemment, Olioso et al. (2001c) ont couplé le modèle de culture STICS (Simulateur 
mulTIdisciplinaire pour les Cultures Standards, Brisson, 1998) avec le modèle de flux ISBA 
(Noilhan et Planton, 1989) et 4 modèles de transfert radiatif afin de simuler réflectances, 
températures de brillance (IRT et micro-ondes passives) et coefficient de rétrodiffusion radar. 
De manière préliminaire, une analyse de sensibilité a été conduite sur le contenu en eau initial. 
Les résultats ont montré que toutes les variables de télédétection étaient sensibles à cette 
initialisation, notamment à cause de la réponse du modèle de croissance à la quantité d'eau 
disponible pour son développement. 
2.3.2 Assimilation dans un contexte de prévision météorologique 
 En partant de l'idée qu'une bonne estimation de l'humidité de surface est d'un intérêt 
capital dans l'estimation à court et moyen termes des champs atmosphériques, plusieurs 
travaux ont été menés dans cet objectif au cours de ces dernières années. Les travaux de 
Mahfouf (1991) ont notamment porté sur l'assimilation de la température et de l'humidité 
spécifique de l'air à 2m, ces dernières étant corrélées à l'humidité de surface par le biais des 
flux de chaleur sensible et latente. Deux approches d'assimilation ont été particulièrement 
mises en œuvre, dont une variationnelle et une séquentielle. Les résultats ont montré qu'il est 
possible, sous certaines conditions atmosphériques, de corriger l'humidité du sol à partir de la 
connaissance de ces deux variables atmosphériques. Les auteurs ont souligné le fait que la 
méthode variationnelle était la plus efficace, mais que la méthode séquentielle constitue un 
élément prometteur quant à sa mise en œuvre opérationnelle dans le modèle de prévision 
météorologique. Par la suite, Bouttier et al. (1993) ont examiné plus précisément la 
dépendance entre humidité et température de l'air à 2m et l'humidité du sol, afin de déterminer 
comment cette dernière est affectée par la végétation, les propriétés du sol et le profil de vent. 
Toujours dans le même contexte, Bouyssel (2001) a repris la méthode variationnelle proposée 
par Mahfouf (1991), notamment en tenant compte dans la fonction coût des incertitudes sur 
les conditions initiales. La méthode a alors été testée dans des conditions de fort rayonnement 
solaire et de faible advection, conditions nécessaires à la dépendance entre variables 
météorologiques à 2m et humidité du sol.  
 Actuellement, les données acquises par télédétection ne sont pas assimilées dans les 
schémas de surface des modèles météorologiques de prévision, i.e les techniques actuelles 
restent basées sur les données météorologiques à 2m. L'assimilation du contenu en eau de 
surface constituerait une alternative intéressante, puisque cette dernière est plus directement 
liée au contenu en eau de la zone racinaire que les variables météorologiques à 2m. Ainsi, 
Calvet et al. (1998) ont réalisé une étude de faisabilité pour retrouver le stock d'eau de la zone 
racinaire à partir de l'humidité superficielle du couvert. L'étude a porté sur le schéma de 
surface ISBA et sur des mesures in situ obtenues lors de la campagne expérimentale MUREX 
sur jachère. Dans un premier temps, les auteurs ont montré la sensibilité de l'humidité de 
surface au contenu en eau de la zone racinaire. Ceci a alors permis de mettre en œuvre une 
technique d'assimilation variationnelle sur une fenêtre temporelle de 15 jours. La fonction 
coût considérée était l'écart type de l'humidité de surface simulée par rapport aux 
observations, et le paramètre ajusté était le stock d'eau initial dans la couche racinaire. Les 
résultats ont montré que l'assimilation d'une observation de l'humidité de surface tous les 4 ou 
5 jours durant une période de 15 jours était suffisante à une estimation précise de l'humidité 
racinaire. Par la suite, Wigneron et al. (1999) et Calvet et Noilhan (2000) ont respectivement 
appliqué cette méthode sur un couvert de soja et sur un cycle annuel d'une jachère. Par 
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ailleurs, Calvet et al (1998) ont aussi mis en oeuvre une approche variationnelle afin 
d'assimiler la température de surface dans l'infrarouge thermique, toujours dans le but 
d'ajuster la valeur initiale du contenu en eau de la couche racinaire. Les résultats ont montré 
que cette méthode était efficace seulement durant les périodes de stress hydrique d'un couvert 
végétal développé. 
2.3.3 Assimilation dans un contexte hydrologique 
 La connaissance de l'état hydrique du sol est importante au fonctionnement des modèles 
hydrologiques puisqu'elle influence le partage de la pluie entre infiltration et ruissellement. 
Généralement, les modèles hydrologiques fonctionnent à une résolution spatiale plus 
importante que celle d'acquisition des mesures in situ. De ce fait, la télédétection permet 
d'estimer des indices hydriques compatibles avec l'échelle spatiale des modèles 
hydrologiques. Plusieurs domaines spectraux ont ainsi été particulièrement étudiés et de fait 
différentes techniques d'assimilation ont été mises en œuvre en hydrologie, particulièrement 
l'assimilation séquentielle par l'intermédiaire d'un filtre de Kalman étendu.  
 Milly (1986) fût le premier a assimilé des mesures d'humidité synthétiques dans un 
modèle linéaire simple de surface, par l'intermédiaire d'un filtre de Kalman. L'objectif de ce 
travail était en outre de déterminer les caractéristiques temporelles optimales d'acquisition de 
données de télédétection. Katul et al. (1993) ont assimilé des mesures locales d'humidité dans 
un schéma de sol à une couche. Dans ce modèle, la conductivité hydraulique était reliée au 
contenu en eau du sol par une simple relation exponentielle à deux paramètres. Par ailleurs, 
une technique d'assimilation séquentielle reposant sur un filtre de Kalman étendu a été 
utilisée. Elle a notamment permis d'ajuster les deux paramètres de contrôle de la conductivité 
hydraulique. Par la suite, Entekhabi et al. (1994) ont appliqué une approche d'assimilation 
optimale sur un modèle multicouche, basé notamment sur une équation de Richards et couplé 
avec un modèle de transfert radiatif fonctionnant dans les micro-ondes passives. La technique 
utilisée repose sur un filtre de Kalman étendu permettant d'assimiler l'humidité et la 
température de surface et de corriger les profils d'humidité et de température sur l'ensemble de 
la colonne de sol. Toutefois, ce travail a été réalisé sur un sol nu à l'aide de données simulées. 
La technique a été testée avec succès et semble prometteuse quant à l'assimilation de données 
micro-ondes passives, permettant de caractériser les premiers centimètres du sol. Galantowicz 
et al. (1997, 1998) ont partiellement repris cette méthodologie, et l'ont testé sur des données 
expérimentales micro-ondes passives acquises par un radiomètre. Par ailleurs, Houser (1996, 
1998) a assimilé des données d'humidité de surface déduites de données micro-ondes passives 
dans un modèle hydrologique distribué, sous 4 méthodes différentes d'assimilation. 
 Toujours dans un objectif d'assimilation de données acquises dans le domaine des 
micro-ondes passives, Burke et al. (1997, 1998) ont couplé le modèle TSVA SWEAT avec un 
modèle de TR dans les micro-ondes passives fonctionnant dans le sens direct, dans un objectif 
de réajustement des paramètres hydrodynamiques du sol. Plus précisément, SWEAT est un 
modèle bi-couche pour l'interface SVA et discrétisé pour le sol, basé sur la résolution couplée 
des flux de chaleur et de masse dans le sol. Pour cette étude, des données de télédétection ont 
été acquises en bande L (1.4 GHz) par un radiomètre situé soit sur un sol nu, soit au dessus 
d'une culture de maïs. Dans le cas du sol nu, ceci a permis de réajuster les paramètres de la 
conductivité hydraulique de la première couche de sol. Ce travail a reposé au préalable sur 
une étude de sensibilité, afin de dégager les paramètres qui ont le plus d'impact sur la 
simulation des données radiométriques. Dans le cas de la végétation, l'étalonnage de ces 
mêmes paramètres du sol n'a pu être réalisé, qu'après étalonnage des paramètres propres à la 
végétation sur les mesures de flux de surface.  
 Reichle et al. (2001) se sont quant à eux particulièrement intéressés à l'assimilation 
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variationnelle de données acquises dans le domaine des micro-ondes passives à une plus 
grande échelle. Pour cela, ils ont développé un modèle TSVA (Reichle, 2000) multicouche 
pour les transferts de masse et de type "force-restore" pour les transferts d'énergie dans le sol, 
couplé avec un modèle de TR fonctionnant dans le micro-ondes passives. Ce modèle a été 
appliqué sur chaque pixel (25 km2) d'une grille spatiale horizontale d'une superficie de 
80*160 km2, sans tenir compte des échanges hydriques latéraux et à l'aide d'une base de 
données radiométriques synthétiques. La technique d'assimilation variationnelle (4-D) 
compense cette non-prise en compte des transferts hydriques horizontaux, en prenant en 
compte l'erreur du modèle. 
 A l’échelle du bassin versant, Quesney (1999) et François et al. (2001) ont montré que 
l'assimilation de l'état hydrique superficiel du sol estimé à partir de données micro-ondes 
actives (ERS/SAR) permettait d'améliorer les simulations d'un modèle hydrologique 
conceptuel global. Dans un premier temps, un modèle simple d'observation a été inversé afin 
de retrouver à l'échelle du bassin l'humidité de surface. Dans un second temps, une méthode 
d'assimilation séquentielle reposant sur un filtre de Kalman étendu a été appliquée afin de 
corriger l'humidité superficielle et l'humidité de la zone racinaire, toutes deux simulées par le 
schéma de surface. Les résultats ont montré une légère amélioration dans la simulation des 
débits à l'exutoire.  
 De manière plus spécifique au domaine spectral de l'infrarouge thermique, plusieurs 
travaux ont aussi été menés sur des modèles TSVA. Par exemple, Ottlé et Vidal-Madjar 
(1994) ont montré comment l'assimilation de ce type de données dans un modèle couplé 
TSVA-hydrologique permettait d'améliorer la simulation de l'évaporation et les écoulements 
superficiels à l'échelle du bassin en ajustant le réservoir d'eau racinaire. 
2.4 Présentation du travail 
 Les parties précédentes se sont attachées, d'une part à présenter les différents concepts 
sur lesquels reposent la modélisation TSVA et, d'autre part à montrer comment les paramètres 
et les variables d'état de ces modèles pouvaient être réajustés par assimilation de données de 
télédétection dans un schéma de surface. Toutefois, la mise en œuvre de procédures 
d'assimilation dans les modèles TSVA peut s'avérer particulièrement délicate dans le cas d'un 
modèle fortement non linéaire (Evensen, 1997). De fait, encore peu de procédure 
d'assimilation ont été mises en œuvre à l'heure actuelle sur les modèles TSVA reposant sur 
une discrétisation du sol. D'un autre côté, ces modèles sont des outils fortement intéressants, 
et ceci quel que soit leur domaine d’application. Leur fonctionnement nécessite la prescription 
d'un jeu important de paramètres (plusieurs dizaines), notamment dans la description du sol. 
La détermination expérimentale de ces paramètres requiert de lourds moyens in situ et en 
laboratoire, pour un résultat restant fortement entaché d'incertitudes. Ceci a pour conséquence 
de dégrader les potentialités de ces modèles et de limiter leur utilisation à l'échelle de la 
parcelle. Or, la majeure partie des études hydro-météorologiques concernent des échelles 
spatiales plus importantes. La télédétection représente dans ce contexte un moyen d'estimer 
ces paramètres.  
 
 L'objectif principal de ce travail est de déterminer les potentialités des données acquises 
par télédétection dans différents domaines spectraux pour une meilleure modélisation des 
processus de surface à l'échelle de la parcelle à l'aide d'un modèle TSVA discrétisé. Le 
modèle SiSPAT (Simple Soil Plant Atmosphere Transfer, Braud et al., 1995a) a été retenu 
dans ce travail. Le choix de ce modèle a été orientée autour de trois de ses principales 
caractéristiques. 
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• Le modèle appartient à la catégorie des modèles "bi-couches". Ceci est important 
pour la simulation de la température de brillance, et par conséquent pour sa future 
assimilation dans le schéma de surface. 
• Le modèle appartient à la catégorie des modèles "discrétisés". Ceci est important 
pour la simulation des échanges hydriques dans le sol. Sa capacité de gestion fine de 
l'humidité du sol représente un atout non négligeable pour l’assimilation de 
l’humidité superficielle du sol accessibles par télédétection micro-ondes (notamment 
entre deux observations satellites lors d’une assimilation séquentielle). 
• Le modèle prend en compte un nombre importants de processus biologiques et 
physiques. Ceci est particulièrement important dans un contexte d’étude à l’échelle 
de la parcelle agricole. Plus particulièrement, SiSPAT décrit de manière détaillée le 
profil racinaire qui se développe tout au cours du cycle végétal. 
 
 La question sous-jacente à ce travail consiste ainsi à déterminer quelles informations 
peut apporter la télédétection sur le fonctionnement d'un modèle TSVA complexe. Au cours 
de la synthèse des applications mises en œuvre dans ce contexte, il a particulièrement été 
montré que : 
 
• Le domaine solaire apporte principalement une information sur les propriétés 
structurelles et biophysiques du couvert végétal. L'apport de ces données sur les 
modèles de croissance de la végétation a ainsi largement été démontré (cf. § 1.3.2.1), 
et a permis d'estimer plusieurs paramètres contrôlant le développement 
phénologique du couvert. Dans un cas d'étude d'un modèle TSVA, l'indice foliaire 
LAI est le principal paramètre susceptible d'être ajusté par assimilation des 
réflectances (ou des NDVI). C'est pourquoi une attention toute particulière a été 
accordée à ce domaine spectral. Par ailleurs, un modèle TSVA nécessite dans son 
calcul du bilan d'énergie, un modèle de TR fonctionnant dans le domaine solaire. La 
prise en compte d'un modèle plus détaillé que celui actuellement introduit dans 
SiSPAT devrait permettre de mieux estimer l'albédo du couvert sur l'ensemble du 
spectre solaire, de mieux prendre en compte l'évolution phénologique de la 
végétation et de simuler les réflectances directionnelles. Dans cet objectif, une 
version récente du modèle turbide SAIL (Verhoef, 1984) a été utilisée. Cette 
version, appelée 2M-SAIL et développée à l'INRA Avignon (Weiss et al., 2001) a la 
principale originalité de prendre en compte différents organes végétaux dans des 
états phénologiques distincts. Dans notre cas d'étude de deux cultures de blé, la 
couche de végétation jaune qui se développe régulièrement au cours du cycle végétal 
a ainsi été prise en compte. 
• Le domaine de l'infrarouge thermique renseigne principalement sur l'état 
hydrique du couvert végétal. De plus, les températures de brillance acquises dans ce 
domaine spectral peuvent évoluer rapidement dans le temps. Comme la résolution 
temporelle d'acquisition de ces données est compatible avec le pas de temps d'un 
modèle TSVA, il est particulièrement intéressant d'exploiter les potentialités de ce 
type de données dans un modèle TSVA. Afin de simuler les températures de 
brillance directionnelles, un modèle de TR fonctionnant dans le sens direct et 
développé au CETP (François, 2001), a ainsi été couplé avec le modèle SiSPAT. 
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• Le domaine des micro-ondes est potentiellement intéressant pour l'estimation du 
contenu en eau du sol. Dans ce contexte, la radiométrie hyperfréquence en bande L 
(1.4 GHz) semble la plus prometteuse. Son intérêt a notamment été établi par 
Schmugge et al. (1974, 1994). La future mission européenne SMOS (Soil Moisture 
and Ocean Salinity) devrait ainsi permettre d'accéder à l'humidité superficielle du sol 
avec une précision attendue de 0.04 m3.m-3 (Kerr et al., 2000) pour une répétitivité 
temporelle maximale de 3 jours et une résolution spatiale variant entre 27 et 60 km. 
Jusqu'à présent, l'apport de la télédétection en micro-ondes passives a été 
principalement étudié à partir de mesures locales d'humidité (Calvet et al., 1998 ; 
Calvet et Noilhan, 2000) ou à partir de radiomètres au sol (Entekhabi et al., 1994 ; 
Burke et al., 1997). Dans ce travail, comme aucune mesure aéroportée dans le 
domaine des micro-ondes passives n'était disponible, aucun couplage entre SiSPAT 
et un modèle de transfert radiatif n'a été mis en œuvre. De manière similaire à Calvet 
et al. (1998), l'apport de la télédétection en micro-ondes passives sur le modèle 
SiSPAT a été étudié à l'aide de mesures locales d'humidité superficielle du sol (0-5 
cm). 
 La première partie de ce travail a ainsi été consacré au développement du modèle 
couplé. Dans un second temps, l'exploitation du modèle a été entreprise. Cette étape a permis 
de déterminer la robustesse du modèle couplé et d'évaluer l'apport de la télédétection dans 
l'utilisation d'un modèle TSVA complexe. Deux axes de recherche ont particulièrement été 
abordés dans ce travail : 
 
• L'étalonnage du modèle à partir de la connaissance des flux de surface et des 
données accessibles par télédétection prises en compte dans ce travail (humidité 
superficielle du sol et températures de brillance). Cette phase doit en outre permettre 
de parvenir à la validation du modèle sur une autre parcelle de blé étudiée lors de la 
campagne Alpilles-ReSeDA. Par ailleurs, on a particulièrement cherché à déterminer 
les potentialités du modèle couplé dans un contexte où les paramètres 
hydrodynamiques du sol n'étaient pas connus expérimentalement.  
• L'étalonnage du modèle dans un contexte d'assimilation de données de 
télédétection. 
 
 Pour cela, différentes méthodes d'analyse et d'évaluation du modèle couplé ont été 
utilisées, dont : 
 
• Une méthode originale d'analyse de sensibilité des paramètres, permettant une 
analyse intrinsèque du fonctionnement du modèle couplé et préparant de manière 
optimale les différentes phases d'étalonnage du modèle. Cette étape a non seulement 
permis de déterminer quels étaient les paramètres les plus influents sur la simulation 
des différents processus du modèle, mais aussi de réduire fortement leurs gammes de 
variation. 
• Une analyse stochastique permettant de déterminer l'incertitude du modèle, étape 
indispensable en vue de l'étape ultérieure d'assimilation de données dans le modèle. 
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Chapitre 3  
 
 
 
Présentation des outils de modélisation 
 
 
 
 
 
 Ce chapitre présente les différents outils de modélisation qui ont contribué à 
l'élaboration de la nouvelle version du modèle SiSPAT-RS. Ainsi, la première partie est 
consacrée au modèle TSVA SiSPAT qui a principalement été étudié dans ce travail (§ 3.1). 
Dans un second temps, les modèles TR fonctionnant dans les domaines spectraux du visible-
infrarouge et de l'infrarouge thermique sont tour à tour présentés (§ 3.2). Enfin dans une 
dernière partie, le principe de fonctionnement de la version couplée est commenté (§ 3.3). 
3.1 Présentation du modèle SiSPAT 
 Comme tous les modèles de type TSVA, le modèle SiSPAT (Simple Soil Plant 
Atmosphere Transfer) a pour vocation de simuler les échanges de chaleur et de masse dans le 
continuum Sol-Végétation-Atmosphère. Il vise à une meilleure compréhension du 
fonctionnement des couverts végétaux, et plus précisément des zones agricoles. Il a été 
développé au Laboratoire d'études des Transferts en Hydrologie et Environnement (LTHE) de 
Grenoble. La conception de sa version actuelle de fonctionnement est le fruit de plusieurs 
évolutions et contributions personnelles. Nous retiendrons essentiellement trois étapes. Les 
travaux de Passerat de Silans (1986) ont fourni en premier lieu un modèle décrivant les 
transferts de chaleur et de masse dans un sol stratifié. Ce modèle était exclusivement dédié à 
l'étude des sols nus et a fourni la principale originalité de SiSPAT par sa méthode de 
résolution des échanges couplés de chaleur et de masse dans la zone non saturée du sol. 
Dantas Antonino (1992) a étendu le domaine de validité de ce modèle aux zones agricoles en 
intégrant le fonctionnement de la végétation. Cette nouvelle étape a permis de réaliser une 
première validation sur une parcelle de soja, ainsi qu’une étude sur l'influence de la variabilité 
des caractéristiques hydrodynamiques du sol. Cependant son fonctionnement restait encore 
limité puisque les apports extérieurs en eau, tels que les épisodes de précipitations et 
d'irrigation, n’étaient pas pris en compte dans la gestion du bilan hydrique. Les potentialités 
d'études sur de longues périodes (cycle complet de végétation, évaluation saisonnière du bilan 
hydrique, ...) s'en trouvaient par conséquent réduites. Finalement, en s’appuyant sur 
l’ensemble de ces travaux et en comblant cette lacune, Braud (1995b, 2000) a conçu et 
développé numériquement SiSPAT. Son programme de recherche (de 1992 jusqu'à présent), 
ainsi que les personnes y étant associées, lui permettent d'en évaluer et d'en améliorer 
continuellement les performances. D'ores et déjà, l'évaluation du schéma de surface a été 
réalisée sous diverses conditions environnementales et à différentes échelles spatiales. La 
description du fonctionnement de SiSPAT ainsi qu’une synthèse de ses diverses applications 
sont présentés dans les parties suivantes. SiSPAT représentant l'outil d’étude principal de ce 
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travail, il est nécessaire d'en décrire les principaux processus de manière relativement 
détaillée, mais évidemment non exhaustive. La description complète du modèle pourra être 
trouvée dans Braud et al. (1995) et Braud (2000 ; http://www.lthe.hmg.inpg.fr). 
3.1.1 Description du schéma de surface SiSPAT 
 SiSPAT considère que les échanges entre les diverses composantes ne se font que de 
manière verticale. Cette caractéristique unidimensionnelle constitue fréquemment l’un des 
concepts de base des modèles dédiés à l’étude des surfaces continentales. Elle permet en outre 
de fortement simplifier la résolution numérique des bilans d'énergie et hydrique de la surface 
et se justifie simplement par la prédominance des échanges verticaux. Le modèle estime ainsi 
à chaque pas de temps les principaux transferts verticaux mis en jeu à l'interface et les 
diverses variables pronostiques associées. Ces dernières représentent  principalement les 
températures et les potentiels matriciels, positionnés verticalement à des endroits clés dans le 
milieu et entre lesquels on estime les flux. 
 
 D’autre part, SiSPAT se range dans la catégorie des modèles bi-couches pour le couvert 
végétal (cf. Chapitre 2) puisqu'il sépare les fonctionnements de la végétation et du sol nu 
sous-jacent en leur associant respectivement leur propre bilan d'énergie. Il réalise pour cela en 
premier lieu la partition de l'énergie radiative incidente entre le sol et la végétation, puis 
calcule les différentes composantes énergétiques relatives à chacun des bilans. Un facteur 
d'extraction en eau du sol par le système racinaire assure le transfert hydrique du sol vers la 
végétation. Par hypothèse, le modèle considère que le régime de la plante est permanent de 
telle sorte que la totalité de l'eau extraite par les racines est automatiquement transpirée. 
D'autre part, il tient aussi compte de l’interception des précipitations par le couvert. Ce 
réservoir potentiel d’eau liquide est pris en compte dans l’évapotranspiration du couvert 
jusqu’à épuisement.  
 
 Pour son fonctionnement, le modèle est forcé par une série d'observations climatiques 
composée des radiations solaires (directes et diffuses) et atmosphériques incidentes, des 
températures et humidités de l'air au-dessus du couvert, des précipitations et de la vitesses du 
vent. Toutes ces données doivent être échantillonnées à un pas de temps identique, régulier et 
le plus fin possible (en général égal à la fréquence d'échantillonnage des instruments 
météorologiques, soit toutes les 15 à 30mn). De plus, le modèle nécessite la prescription d'un 
jeu de conditions initiales (humidités et températures dans le sol) et d'un jeu de paramètres et 
de variables décrivant l’ensemble des caractéristiques du couvert végétal et de son proche 
environnement. L’énumération des paramètres sera abordée partiellement dans les parties ci-
dessous, puis totalement dans le Chapitre 5 relatif à l’étude de sensibilité. Le découpage de 
cette partie s’appuiera sur 5 parties dédiées successivement à la représentation du milieu par 
le modèle, à la description des modules gérant le sol, l'interface Sol-Plante-Atmosphère et 
l'interface Sol-Plante et finalement au fonctionnement global du modèle. 
3.1.1.1 Représentation du milieu 
 La représentation du milieu dans le modèle est schématisée par la juxtaposition d’une 
couche horizontale de végétation et d’une colonne de sol (Fig. 3.1). La couche de végétation 
est constituée par un ensemble d’éléments végétaux identiques (généralement les feuilles 
vertes) distribuées de manière turbide au sein de la couche. Cet ensemble est caractérisé par 
les propriétés optiques de l’élément considéré (albédo et émissivité) et par les propriétés 
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structurelles du couvert (indice foliaire, hauteur de couvert, …). Toutefois, le modèle 
considère que la dynamique de la végétation n’a de répercussions que sur les propriétés 
structurelles du couvert. Les propriétés optiques de l’élément sont donc considérées comme 
des paramètres et par conséquent, à l’inverse des propriétés structurelles, restent constantes 
durant toute la simulation. Ceci peut s’avérer être contraignant lors d’une étude d’un cycle 
complet de culture, notamment sur des périodes de sénescence où le jaunissement des feuilles 
modifie fortement la réflectance et la transmittance foliaire. La prise en compte mutuelle de 
feuilles vertes et jaunes (et en général de tout autre organe végétal, tels que les tiges, épis, …), 
pourrait être envisagée dans le modèle par la prescription d’un jeu de propriétés optiques 
moyennes ou évoluant au cours de la simulation. Elle conduirait ainsi à établir un compromis 
entre les deux cas de figure individuels. Toutefois, l’indice de végétation associé à ce nouvel 
élément effectif intervient tout autant dans le partage de l’énergie radiative incidente entre le 
sol et la végétation que dans l’estimation de la transpiration du couvert. Ceci impose que 
l’élément participe pleinement à ces deux mécanismes. Les organes foliaires verts 
garantissent au mieux ces exigences car ils représentent les éléments majeurs de la 
transpiration de la plante. D’autre part, les techniques expérimentales de mesure de l’indice 
foliaire des feuilles vertes (LAI) et de leurs propriétés optiques sont plus routinières. Tout 
ceci, conforte une utilisation du modèle avec ce seul type d’éléments, ce qui finalement a 
toujours été réalisé avec SiSPAT. 
 
 La colonne sol est connectée à la couche de végétation par un système racinaire (non 
représenté sur la figure 3.1). Elle peut être composée de plusieurs horizons de propriétés 
thermiques et hydrodynamiques différentes. Le nombre total d’horizons est fonction de la 
nature, la texture et la structure du sol. Par exemple, SiSPAT peut aussi bien considérer la 
présence d’un horizon sablonneux sur un autre argileux, que la présence de plusieurs horizons 
argileux dont un qui soit labouré et qui ait des propriétés hydrodynamiques et thermiques 
totalement différentes. Ce dernier cas est par ailleurs fréquemment rencontré en agronomie. 
La description de la colonne sol est généralement basée sur des observations in-situ.  
 Chaque horizon est lui-même composé de plusieurs couches horizontales ainsi que d’un 
réseau de nœuds défini au rythme de un par couche et dont le premier se positionne à la 
surface. Le choix du maillage est laissé libre à l’utilisateur. Un resserrement des couches à 
l’approche des interfaces (surface, horizon, fond) semble nécessaire afin de bien représenter la 
simulation des échanges. Finalement, la constitution de ce réseau permet de calculer les flux 
de matière et de chaleur à l’interface entre chaque couche et les températures et humidités du 
sol à chaque nœud. 
3.1.1.2 Module Sol 
 Dans le modèle, la description des transferts couplés de chaleur et de masse repose sur 
le formalisme de Milly (1982). Elle conduit à l’expression d’un système d'équations basé sur 
les principes de conservation de la masse et de la chaleur dans un milieu non saturé. 
Toutefois, des simplifications ont été apportées à ce système par la suppression de certains 
facteurs prépondérants en régime sec. Leur faible influence a été montrée par Boulet et al. 
(1997) dans un contexte semi-aride. Par contre, le système tient toujours compte des phases 
liquide et vapeur de l'eau du sol, ainsi que d'un facteur de puits lié à l'extraction racinaire. Il se 
compose de deux équations non linéaires aux dérivées partielles de température et de potentiel 
matriciel, qui s’écrivent d'après ces hypothèses et le formalisme physique introduit au 
Chapitre 1 : 
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où S est le terme d’extraction racinaire (kg.m-3.s-1). Les premiers termes de chacun des deux 
membres de gauche (Ch et CT) représentent respectivement les coefficients de stockage de la 
masse et de la chaleur, communément appelés capacité capillaire et capacité thermique 
volumique (cf. Chapitre 1). L’ensemble des autres termes (symbole D) représentent les 
coefficients de transport relatifs à l’équation de conservation de la masse (indice m) et de la 
chaleur (indice c). Leurs expressions ne seront pas détaillées dans ce document. Nous nous 
limiterons simplement à indiquer qu’elles font intervenir la conductivité hydraulique K(θ) et 
la conductivité thermique apparente λo(θ). 
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Fig. 3.1. : Représentation du milieu dans SiSPAT 
 
 
3.1.1.2.1 Courbe de rétention 
 A la différence de la teneur en eau du sol, le potentiel matriciel est continu à l’interface 
séparant deux milieux de caractéristiques hydrodynamiques différentes. Son utilisation 
représente donc un apport essentiel dans la résolution des échanges couplés, mais impose 
obligatoirement en contrepartie, la prescription de la courbe de rétention qui établit la relation 
de passage avec la teneur en eau. Celle-ci intervient à son tour à plusieurs niveaux dans le 
fonctionnement du module. Par exemple, la conversion de l’une des deux variables en son 
homologue y est fréquente, notamment dans la gestion des entrées/sorties du modèle. 
L’initialisation du modèle pouvant se faire indifféremment en teneur en eau du sol ou en 
potentiel matriciel, elle nécessite néanmoins dans le premier cas la conversion des valeurs en 
potentiel matriciel afin d’amorcer le calcul des échanges par le module Sol. Inversement, 
l’exploitation de la teneur en eau du sol en tant que sortie du modèle est souvent plus 
appropriée ; sa mesure in situ étant plus routinière et l’étude de son profil vertical plus 
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intéressante d’un point de vue hydrologique, la relation de passage y est alors utilisée en sens 
inverse. De manière incontournable, la fonctionnelle intervient aussi dans l’expression de la 
capacité capillaire, définie de manière générale en (1.35). 
 Dans SiSPAT, le choix de la courbe de rétention est laissé à l’utilisateur qui dispose de 
4 modèles : Brooks et Corey (1964), Van Genuchten (1980) sous deux variantes d’expression 
des paramètres : Burdine (1953) ou Mualem (1976), et enfin le modèle de Van Genuchten 
modifié dans le régime sec par Braud (2000) sur la base des travaux de Ross et al. (1991). Les 
expressions et les principales caractéristiques de ces modèles sont résumées ci dessous. 
 
 
 
Paramétrisation de Brooks et Corey (1964) 
 
 Deux choix de courbe de rétention sont possibles dans SiSPAT avec le modèle de 
Brooks et Corey. En fait, le problème sous-jacent du phénomène d’hystérésis lié à la sorption 
ou la désorption du sol conduirait normalement à envisager l’utilisation de plusieurs courbes 
de rétention et à garder en mémoire l’historique d’évolution du sol. Même de façon très 
simplifiée, c’est à dire en ne tenant éventuellement compte que des deux courbes principales 
d’humification et de séchage, ceci n’est malheureusement pas possible avec SiSPAT. La seule 
alternative du modèle repose dans le choix initial de l’une ou l’autre des deux courbes 
principales (Eq. 3.2 et 3.3) : 
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Paramétrisation de Van Genuchten (1980) 
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2 (1953) sous hypothèse de Burdine (1953)   (3.7) 
ou 
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mnn M −== 1
1   sous hypothèse de Mualem (1976)   (3.8) 
 
 
Paramétrisation de Van Genuchten - Braud (1999) 
 
 En deçà d’une valeur limite hc du potentiel matriciel correspondant au régime sec, le 
modèle initial de Van Genuchten est modifié. La nouvelle paramétrisation, qui assure 
néanmoins la continuité du potentiel matriciel en hc, n’est valable que sous l'hypothèse de 
Burdine(1953) et pour une teneur en eau résiduelle nulle. Cette extrapolation n’a jamais 
encore été testée. Toutefois, des exemples de valeurs des différents paramètres ou leurs 
moyens d’obtention sont indiqués dans le manuel de référence de SiSPAT mais aussi dans 
Braud et Chanzy (2000). 
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3.1.1.2.2 Capacité calorifique 
 Malgré son expression générale définie en (1.35), la capacité calorifique s’exprime 
différemment en fonction de la courbe de rétention retenue. On utilisera par la suite l’une des 
expressions suivantes. 
 
Paramétrisation de Brooks et Corey (1964) 
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Paramétrisation de Van Genuchten (1980) 
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Paramétrisation de Van Genuchten – Braud (1995) 
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où m1 et m2 sont deux paramètres de forme, définis comme en (3.7) à l’aide respectivement de 
n1 et n2. 
 
3.1.1.2.3 Conductivité hydraulique 
 Une deuxième fonctionnelle apparaît dans le système d’équations défini en (3.1). Elle 
concerne la relation liant la conductivité hydraulique à la teneur en eau. Ici encore, le choix de 
la fonctionnelle est laissé à l’utilisateur entre deux options : Brooks et Corey (1964) ou Van 
Genuchten (1980). 
 
Paramétrisation de Brooks et Corey (1964) 
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où p est le facteur de tortuosité relié au paramètre de forme mB de la courbe de rétention de 
Van Genuchten (hypothèse de Burdine) et à un paramètre M de la courbe de distribution de 
taille des particules F(di) par  
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avec di le diamètre de la particule et dg l’échelle pour les diamètres (Zammit,1999). 
 Une option supplémentaire (Braud et Chanzy, 2000) a été récemment ajoutée dans 
SiSPAT. Il est désormais possible de tenir compte des effets d’éventuelles macroporosités. 
Dans ce contexte, la formulation de la conductivité hydraulique diffère en fonction de la 
teneur en eau du sol (Eq. 3.18 et. 3.19). 
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avec Ksmat (m.s-1) conductivité hydraulique à saturation de la matrice poreuse, θmacro (cm3.cm-3) 
contenu en eau des macropores et K(θs-θmacro) (m.s-1) conductivité hydraulique estimée par 
l’équation (3.18) pour un contenu en eau de (θs-θmacro) 
 
Paramétrisation de Van Genuchten (1980) 
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3.1.1.2.4 Capacité thermique 
 La capacité thermique volumique CT (J.m-3.K-1) est définie par la somme de 3 
contributions principales: 
 
θθθ secCCCC mmooT ++=         (3.21) 
 
où Co, Cm (J.m-3.K-1) et θ0, θm représentent respectivement les capacités thermiques 
volumiques et les teneurs volumiques de la matière organique (symbole o) et de la partie 
minérale (symbole m). D’autre part, Csec (J.m-3.K-1) est la capacité thermique volumique du 
sol sec estimée par l’expression : 
 
( )porC −= 110.2 6sec         (3.22) 
 
dans laquelle la valeur 2.106 représente une valeur moyenne de la capacité thermique 
volumique de la matrice sol. Il est aussi à noter que l’expression (3.21) ne tient pas compte de 
la contribution de l’air. 
 
3.1.1.2.5 Conductivité thermique apparente 
 La conductivité thermique apparente λo(θ) (W.m-1.K-1) peut être calculée de 4 manières 
différentes dans SiSPAT. Dans un souci d’efficacité, uniquement les deux méthodes les plus 
utilisées seront présentées, c’est à dire le modèle de Laurent et Guerre-Chaley (1995) adapté 
par Mac Innes et cité par Campbell (1985) et le modèle de Van de Griend et O’Neill (1996). 
Le critère de sélection est basé sur Braud et Chanzy (2000) dans le contexte de 
l’intercomparaison des modèles de type TSVA de l’expérience Alpilles-ReSeDA (Olioso et 
al., 2001a,b). 
 
Formulation de Laurent-Mac Innes 
 
( )
jd
jjjjo porcbporae 

 


−−++= θθθλ exp1     (3.23) 
 
où les valeurs des coefficients ej, aj, bj, cj, dj sont déterminées empiriquement sur l’ensemble 
des mesures disponibles des parcelles de l’expérience Alpilles-ReSeDA.  
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Formulation de Van de Griend 
 
 Cette formulation fait intervenir les capacités thermiques du sol sec (Csec) et de l’eau 
(4.18.106 J.m-3.K-1). Elle semble plus adaptée aux situations où l’on ne connaît seulement que 
la texture du sol. Le membre entre crochets représente une paramétrisation de l’inertie 
thermique, dépendante de la texture du sol par l’intermédiaire de l’inertie thermique à 
saturation Λs (Van de Griend et O’Neill,1986). 
 
( ) ( )[ ]26
sec
18902300654.0
1
10.18.4
1
−+Λ
+
= θθθλ so C    (3.24) 
 
 
3.1.1.2.6 Résolution des échanges couplés de chaleur et de masse 
 Le critère de sélection des fonctionnelles est basé sur les travaux de Fuentes et al. 
(1992), confirmés par Zammit (1999). Ils ont montré que la combinaison de la 
paramétrisation de Van Genuchten pour la courbe de rétention avec celle de Brooks et Corey 
pour la conductivité hydraulique était celle qui respectait le mieux les contraintes 
mathématiques imposées par la statique et la dynamique des écoulements. Nous utiliserons 
par conséquent cette combinaison dans toutes les simulations. 
 La résolution des équations du système (3.1) s’effectue à l’aide d’une méthode 
numérique implicite en différences finies appliquée à chaque couche de la colonne sol. A 
chaque pas de temps, les coefficients de stockage et de transports présents dans le système 
sont estimés initialement à chaque nœud à l’aide d’une linéarisation explicite, puis à leur 
position internodale à partir de la moyenne géométrique des deux valeurs aux nœuds qui 
l’encadrent. La résolution du système repose sur la prescription d’un jeu de conditions 
initiales (utilisé au premier pas de temps) et de conditions à la limite (fermeture du système) 
du modèle. Plusieurs options sont possibles pour les conditions limites. Elles peuvent être de 
type Dirichlet (prescription de la température et du potentiel matriciel) ou de type Neumann 
(prescription des flux de chaleur et de masse). Il est aussi possible d’adapter ce choix à 
chacune des équations. D’autre part, il existe deux types de conditions de Neumann pour la 
condition à la limite inférieure de l’équation de masse, un flux constant (nul par exemple) ou 
gravitaire (l’eau sort du système sous l’effet de la gravité). Dans ces deux cas, un nœud fictif 
est rajouté au réseau afin de pouvoir résoudre le système pour la dernière couche. En général, 
il est préférable d’utiliser des mesures quand elles sont disponibles (Braud et Chanzy, 2000). 
 
3.1.1.3 Module d’interface Sol-Plante-Atmosphère 
 Le module d’interface Sol-Plante-Atmosphère (SPA) décrit numériquement l’ensemble 
des processus physiques et biologiques pris en compte dans SiSPAT qui agissent à l’interface. 
La végétation et le sol sous-jacent sont considérés comme deux sources de chaleur sensible et 
de chaleur latente indépendantes, définies chacune par leur température et leur humidité 
spécifique (Fig. 3.2). Le module SPA appartient donc à la catégorie des modèles bi-couches.  
 L’expression des flux turbulents s'obtient par analogie électrique, à partir d’un réseau de 
résistances et d’un nœud atmosphérique positionné au niveau (Z0+d) dans le couvert et 
assurant la jonction des sources de chaleur. Toutefois, la mise en équation des bilans 
d’énergie de la végétation et du sol est sous-déterminé. L’adjonction de trois équations de 
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continuité des flux, dont deux pour les flux de chaleur (sensible et latente) et une pour le flux 
de masse à la surface du sol, fournit ainsi un système de 5 équations (Eq.3.25) à 5 inconnues 
qui est résolu itérativement par une méthode de Gauss après linéarisation des termes non-
linéaires. Ceci permet ainsi d’estimer à chaque pas de temps les 5 variables pronostiques 
suivantes : la température de surface du sol Ts (au premier nœud positionné à la surface du 
sol), la température aérodynamique Tav, la température effective de la végétation Tf, 
l’humidité spécifique aérodynamique qav et le potentiel matriciel de la surface hs. 
 



=+
+=
+=
+=
++=
swmss
vs
vs
vvv
sss
PQE
LELELE
HHH
LEHRn
GLEHRn
ρ
         (3.25) 
 
où G et Qms sont respectivement les flux de chaleur et de masse à la surface du sol, calculés 
par le module Sol à partir de Ts et de hs par les expressions. 
 
( )( ) ( )( )  ∂∂+∂∂−= == 00 ,, zsscTzssch zTThDzhThDG      (3.26) 
 
( )( ) ( )( ) ( ) −∂∂+∂∂−= == sszssmTzssmhwms ThKzTThDzhThDQ ,,, 00ρ    (3.27) 
 
 Le potentiel matriciel de la surface hs est relié à l’humidité de la surface qs par la loi de 
Kelvin : 
 






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−
=
s
s
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ussatatm
ussat
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)(378.0
)(622.0
1
       (3.28) 
 
où esat(Ts) (Pa) est la pression de vapeur saturante à la température Ts, Patm (Pa) la pression 
atmosphérique supposé constante dans le modèle, g (m.s-2) l'accélération de pesanteur et R 
(J.kg-1.K-1) la constante des gaz parfaits. 
 
 Les expressions analytiques des composantes radiatives Rns et Rnv reposent dans 
SiSPAT sur le modèle TR utilisé par Taconet et al. (1986). La partition de l’énergie radiative 
incidente au couvert entre ces deux composantes, quelle soit d’origine solaire (Rg) ou 
atmosphérique (Ra), s’effectue par l’intermédiaire du facteur d’écran σf (Deardorff, 1978) 
représentant la fraction de radiation absorbée par la végétation. Elle s’exprime par une loi de 
décroissance exponentielle (Beer-Lambert) en fonction du LAI et d'un paramètre af 
représentatif de la structure de la végétation. 
 
).exp(1 LAIaff −−=σ         (3.29) 
 
 Les énergies interceptées par la végétation et le sol sont ensuite estimées par la somme 
de leurs composantes respectives courtes et grandes longueurs d’onde dont les expressions 
sont rappelées ci-dessous : 
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où α et ε représentent respectivement l’albédo et l’émissivité pour le sol (s) et pour les 
éléments de la couche de végétation (v). L’albédo du sol est relié à la teneur volumique en eau 
des 5 premiers centimètres du sol θ05 (m3.m-3) par une fonction définie par morceaux sur la 
base des travaux de Ross et al. (1991). 
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dans laquelle, αsec (respectivement αhum) est l’albédo du sol supposé sec (humide) pour une 
teneur volumique en eau des 5 premiers centimètres de sol inférieure (supérieure) à la limite 
θsec (θhum). 
 
 Les échanges turbulents s’expriment de la manière suivante (Fig. 3.2) : 
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où rah, ras et rav (s.m-1) représentent respectivement les résistances aérodynamiques aux 
transferts turbulents à l’intérieur et au-dessus du couvert (Z = Z0+d à Z = Za), à l’intérieur du 
couvert (Z = 0 jusqu’à Z = Z0+d) et de couche limite foliaire. Les paramétrisations utilisées 
sont résumées dans l'annexe A (Demarty et al., 2001), portant sur « l'Impact de la 
paramétrisation des transferts aérodynamiques sur la modélisation SISPAT ». D’autre part, rsto 
(s.m-1) est la résistance du couvert (cf.3.1.1.2) et LEw l’évaporation de l’eau liquide 
interceptée par la fraction humide δ (-) du couvert. Cette dernière dépend d’un réservoir 
d’interception par le feuillage de l’eau de pluie Wr (m) dont l’évolution temporelle est 
contrôlée par l’équation suivante d’après Noilhan et Planton (1989) : 
 
( ) maxrr
w
wsr WWEPPt
W ≤−−=∂
∂
ρ     (3.33) 
 
où P et Ps (m.s-1) représentent respectivement l’intensité des précipitations au-dessus du 
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couvert végétal et atteignant (éventuellement) le sol par ruissellement dès que la capacité du 
réservoir franchit la valeur limite Wrmax (m)  Cette dernière est définie de manière empirique 
d’après Deardorff (1978) par : 
 
LAIW fr σ.10.2 4max −=         (3.34) 
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Fig. 3.2 : Description des échanges d'énergie au sein du module d'interface Sol-Plante-Atmosphère 
 
 
3.1.1.4 Module Sol-Plante 
 Le couplage des fonctionnements de la végétation et du sol est réalisé en partie par le 
module Sol-Plante (SP), qui décrit l'évolution temporelle du système racinaire et calcule 
l’extraction hydrique totale associée. L’hypothèse forte du module repose sur le 
fonctionnement de la plante en régime permanent, ce qui signifie que le pompage hydrique au 
niveau des racines équilibre la transpiration au niveau des éléments foliaires. Cette hypothèse 
semble justifiée dans le cas d’un couvert herbacé à faible taux de biomasse (Boulet, 1999). 
Toutefois, pour des couverts plus développés tels que les arbres ou les arbustes, l’assimilation 
du carbone par la photosynthèse et les divers autres mécanismes de stockage consomment une 
quantité importante d’eau ayant tendance à perturber l’établissement du régime. Dans notre 
contexte d’étude du blé, nous considèrerons que cette hypothèse reste valide, et ceci quel que 
soit le stade phénologique de la plante. 
 
 Le système racinaire est décrit à partir de la densité de longueur racinaire RDF (en m 
par m3 de sol), qui varie avec la profondeur et dont le profil vertical dépend d’un ensemble de 
7 paramètres (Zri, Zrm1, Zrm2, Zrpm, Zrt, Pmr et Fdr) prescrits par l’utilisateur (Fig. 3.3), et 
ceci pour autant de dates qu’il le désire. L’évolution temporelle du profil est ensuite réalisée 
par interpolation linéaire de chacun des paramètres entre deux dates successives de 
prescription. Ceci permet ensuite d’estimer pour chaque couche de sol ayant des racines, sa 
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densité racinaire RDFj (en m de racine par m2 de sol) en multipliant le RDF à la profondeur 
considérée avec l’épaisseur de la couche de sol considérée. 
 
 
 
Profondeur (m)
Densité de 
longueur racinaire 
RDF (m/m3)
Zrt
Zrm2
Zrpm
Zrm1
Zri
FdrFdr*Pmr
 
 
Fig. 3.3 : Profil racinaire caractéristique 
 
 
 
 La modélisation du mécanisme d’extraction totale racinaire est basée sur le modèle de 
Federer (1979). Comme la teneur en eau varie continuellement dans le sol, les racines ne sont 
pas toutes actives de la même manière. L’extraction totale de la plante est modélisé en 
considérant chaque couche de sol explorée par les racines comme une source potentielle et 
individuelle d’extraction. Le pompage de la couche est résolu par analogie électrique par le 
biais d’un circuit constitué de deux bornes (potentiel matriciel de la couche du sol en contact 
avec les racines et potentiel hydrique foliaire hf) entre lesquelles on positionne deux 
résistances en série, dont : 
 
! La résistance à l’extraction rsj, (s-1) traduisant l’efficacité des racines à puiser l’eau 
de la couche de sol et définie par : 
 ( )
jj
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=         (3.35) 
 
pour laquelle Vr est le volume racinaire dont l’expression est donnée par : 
 
j
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r z
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2
π          (3.36) 
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avec rac rayon moyen des racines (0.35 10-3m) et ∆zj épaisseur de la couche (m). 
 
 
! La résistance de la plante pour la couche de sol rrj (s-1), traduisant l’efficacité du 
xylème à conduire la sève brute de la racine vers la feuille. Elle se définit simplement à partir 
de la résistance totale de la plante rp (s.m-1) : 
 
j
p
rj RDF
rr =           (3.37) 
 
 
 Le système final se compose par conséquent de plusieurs branches parallèles ayant 
chacune deux résistances en série. L’extraction totale qui en découle est alors définie par 
l’expression non linéaire suivante : 
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,
ρ        (3.38) 
 
 L’estimation de la transpiration Etr (cf Eq.3.32) se fait par le biais de la résistance du 
couvert rsto. Celle-ci dépend de la résistance stomatique minimale de la feuille rsto min (s.m-1) et 
de trois facteurs fRg, fhf et fVPD tenant compte respectivement de l’influence du rayonnement 
photosynthétiquement actif (Sellers et al., 1986), du déficit de pression de vapeur (VPD en 
anglais) et du stress hydrique (Eq. 3.39). 
 
LAI
VPDfhffRgfrr VPDhfRgststo )()()(min=       (3.39) 
 
avec : 
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où rsto,max est la résistance stomatique maximale (s.m-1) et Rg,max = 1000 W.m-2 pour les 
cultures (Noilhan et Planton, 1989). Par ailleurs, suivant Bégué et al. (1994), l’impact du VPD 
est modélisé à l’aide de l’expression : 
 
( ) VDPVDPfVDP µ+= 1         (3.41) 
 
où µ est un paramètre de contrôle de la résistance stomatique quand le déficit de pression de 
vapeur augmente (valeur typique 2.5 10-4 Pa-1). En ce qui concerne le facteur de stress 
hydrique, celui-ci est modélisé à l’aide de la relation : 
 
( ) 5.51 += fcffhf hhhf         (3.42) 
 
où hfc est le potentiel foliaire critique (m) et l’exposant 5.5 est déduit de Choudhury et Idso 
(1985). La résolution de l’équation non linéaire (3.38) se fait finalement sur le potentiel 
foliaire hf par une méthode itérative de Newton-Raphson. 
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3.1.1.5 Fonctionnement du modèle 
 Les parties précédentes ont présenté le fonctionnement des trois principaux modules du 
schéma de surface, sans aborder explicitement le problème lié à leurs interactions. Cette partie 
s’attachera ainsi à présenter comment SiSPAT en tient compte dans son fonctionnement 
général. 
 L’algorithme d’ensemble du modèle est présenté sur la figure (3.4). Après plusieurs 
phases de lecture et d’interpolation des fichiers d’entrées, SiSPAT calcule les propriétés 
hydrodynamiques et thermiques à chaque nœud du sol et les résistances aérodynamiques à 
partir des variables d’état au pas de temps précédent.  
 
 L'enchaînement des étapes suivantes s’appuie sur les considérations suivantes : 
 
 ! Les spécifications du flux de chaleur et de masse à travers la surface (condition de 
Neumann) ou de la température et du potentiel matriciel de la surface (condition de Dirichlet) 
en tant que conditions à la limite supérieure, sont nécessaires à la résolution numérique du 
module sol. Ceci ne peut se faire que par la résolution du bilan d’énergie donc par 
l’intermédiaire du module SPA. D’autre part, l’expression des gradients des flux de chaleur et 
d’eau dans le sol (cf. Eq. 3.26 et 3.27) est effectuée dans le module SPA par une 
approximation en différences finies qui repose sur la connaissance de la température et du 
potentiel matriciel au deuxième nœud du sol estimées par le module Sol. De fait, la résolution 
des modules est basée sur le processus itératif suivant : Tout d’abord, le module SPA est 
résolu à l’aide des valeurs de la température et du potentiel du second nœud au pas de temps 
précédent. La résolution du module Sol est ensuite effectuée et les nouvelles variables 
pronostiques au second nœud sont comparées à celles utilisées initialement dans le module 
SPA. Si les différences entre les deux estimations sont supérieures à une valeur limite alors un 
nouvel enchaînement des modules est opéré et ceci jusqu’à la convergence des valeurs. En cas 
de dépassement d’un nombre limite d’itérations, le pas de temps du modèle est divisé par 
deux et l’ensemble du traitement est alors repris. 
 
 
 ! Le module SP est aussi en interaction avec le module SPA par l’intermédiaire du 
potentiel hydrique a priori inconnu et qui intervient simultanément dans les deux modules. De 
la même manière que précédemment, un processus itératif est appliqué jusqu’à convergence 
foliaire au pas de temps précédent. La transpiration, calculée préalablement dans le modèle 
SPA, est injectée dans le module SP afin d’obtenir la nouvelle valeur du potentiel foliaire. La 
différence entre les deux valeurs permet d’évaluer la poursuite ou non de la boucle, qui dans 
le premier cas fournira au module Sol la valeur de l’extraction racinaire. 
 
 Une condition supplémentaire est introduite en cas de calcul par le module SPA d’un 
potentiel matriciel à la surface positif. Dans ce cas, le modèle revient au pas de temps 
précédent et recommence la résolution du système de 5 équations (Eq. 3.25) en fixant la 
valeur du potentiel matriciel à 0. Ceci permet de s’affranchir d’une inconnue et par 
conséquent d’une équation, en l’occurrence celle du bilan de masse. Le ruissellement est alors 
calculé comme le résidu du bilan de masse pour l’ensemble du module Sol (Boulet,1999). 
 
 Le pas de temps du modèle est automatiquement ajusté à partir des variations des 
gradients de température et de potentiel matriciel. Il reste toujours faible dans l’ensemble 
puisqu’il varie entre 1s et 50s quand il pleut et 10 et 200s dans le cas contraire. 
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Fig. 3.4 : Schéma de fonctionnement de SiSPAT 
du potentiel hydrique. La résistance stomatique est initialement estimée à partir du potentiel  
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3.1.2 Intérêt et limites du modèle 
 Les récents progrès des outils informatiques permettent maintenant d'envisager de 
manière efficace l'utilisation de modèles de plus en plus sophistiqués sans trop de contraintes 
de temps de calcul. Un modèle mécaniste complexe comme SiSPAT semble ainsi bien adapté 
à l'étude des zones agricoles à couverture végétale éparse ou dense, que ce soit pour les 
domaines d’applications tels que l’hydrologie, la climatologie, et l’agronomie.  
 Sa méthode de résolution des échanges couplés de chaleur et de masse permet d'accéder 
à une information détaillée du profil vertical d'humidité, à l'inverse des modèles de type force-
restore. Ceci s'avère être un élément déterminant non seulement dans un contexte 
hydrologique mais aussi d’assimilation de données. Même si dans ce dernier cas, il est 
notamment possible de corriger les dérives temporelles du modèle à chaque instant de 
l’observation, il n’en demeure pas moins indispensable de parvenir à une gestion du contenu 
en eau du sol entre deux observations. L’intérêt d’un modèle détaillé de type SiSPAT peut de 
ce fait représenter un élément important. 
 Malheureusement, la représentation physique des processus dans le but d’obtenir une 
description plus réaliste des échanges se traduit par un nombre plus important de paramètres. 
Par exemple, la résolution des échanges couplés de chaleur et de masse dans SiSPAT repose 
sur la prescription de nombreux paramètres dont l'importance est capitale car ils contrôlent le 
passage entre le bilan de masse et d’énergie (Boulet, 1999). La détermination de ces 
paramètres se fait souvent de manière empirique, par le biais d'expériences en laboratoire et in 
situ pouvant s’avérer onéreuses, longues à mettre en place et techniquement complexes. On se 
retrouve alors confronté à deux problèmes majeurs. (1) L'ensemble des paramètres nécessaires 
n'est jamais déterminé complètement, faute de moyens ou de possibilités de mesures, 
impliquant alors une phase d'étalonnage du modèle précédant la validation. (2) La 
détermination expérimentale des paramètres est sujette à des problèmes de variabilités spatiale 
et temporelle, d’autant plus importante que les processus considérés par le modèle sont 
nombreux et fins. Ceci a pour conséquence de limiter les potentialités d'utilisation de ce type 
de modèle à l’échelle locale. L’application du modèle à des zones spatiales plus larges est 
actuellement envisagée. De plus, SiSPAT a jusqu’à présent été considéré comme un outil de 
recherche dont l'utilisation sur un site peu documenté semble peu adapté (Braud, 2000). Un 
des objectifs de ce travail est d’évaluer les potentialités du modèle dans ce contexte de 
fonctionnement (peu de mesures).  
 
 De plus, SiSPAT a été initialement développé en tant qu'outil intégrateur de 
connaissances dans un souci d'équité entre les niveaux de description des différents 
compartiments (Braud et al., 1995b) ainsi qu'en tant qu'outil d'analyse des divers processus 
physiques prépondérants en fonction des conditions climatique et hydrique environnantes, 
pouvant servir à la validation des paramétrisations utilisées dans des modèles atmosphériques 
et climatiques (Braud,2000). 
 
3.1.3 Synthèse des applications de SiSPAT 
 Depuis sa première présentation dans la littérature (Braud et al., 1995b), SiSPAT a été 
continuellement validé à petite échelle sur divers types de couvert végétaux soumis à 
différentes conditions climatiques et environnementales. La diversité des sites d'étude a 
souvent permis de bâtir différentes versions du modèle suivant les mécanismes et processus 
prépondérants à l'interface Sol-Végétation-Atmosphère. Une liste non exhaustive des 
applications de SiSPAT est présentée ci-dessous. 
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! Expérience Soja'90 près de Montpellier: première validation du modèle sur une 
parcelle de soja et une courte période sans précipitation (Braud et al., 1995b).  
 
! Expérience EFEDA (végétation éparse en climat semi aride) : Intercomparaison de 7 
schémas de surface de différents niveaux de complexité sur quatre types de surface (sol 
nu, vigne, maïs irrigué et végétation naturelle). Etude du processus d'évaporation en 
conditions très sèches dont les conclusions ont montré l'importance de la prise en 
compte des transferts couplés et de la phase vapeur près de la surface (Boulet et al., 
1997).  
 
! Expérience HAPEX-SAHEL (Jachère arbustive en climat aride) : Etude de la liaison 
entre l'humidité de surface et l'évaporation réelle. Importance des propriétés 
hydrodynamiques sur la prévision de ces deux quantités (Braud et al., 1997 et 1998a) 
 
! Expérience Ringelbach dans les Vosges (Pâturages de moyenne montagne en climat 
tempéré) : Intercomparaison de 4 schémas de surface sans phase d'étalonnage (Fouché-
Roguiez, 1998). 
 
! Expérience Murex dans le Sud Ouest de la France (Jachère herbacée en climat 
tempéré) : Intercomparaison de 4 schémas de surface sur le long terme (3 ans de 
données). Influence de la couche de résidus morts en surface (ou "mulch") sur les 
échanges à l'interface (Gonzalez,1999, Gonzalez et al., 1999).  
 
! Expérience MOONSON'90 et SALSA'97 (Végétation arbustive éparse en climat 
semi-aride) : Influence des zones de sol nu sous couvert épars (Boulet et al., 1999a). 
 
 
 
 L'application de SISPAT à des échelles plus grandes est aussi un axe de recherche 
privilégié. Les problèmes liés à l'hétérogénéité et la variabilité spatiale des propriétés de 
surface ont été abordés suivant deux approches de modélisation : 
 
! Une approche stochastique qui considère la zone d'étude comme une surface 
élémentaire homogène et pour laquelle les effets de variabilité spatiale des paramètres 
sont pris en compte dans les distributions statistiques associées à chaque paramètre. 
Cette méthode a été appliquée initialement à l'échelle de la parcelle lors de l'expérience 
HAPEX-SAHEL (Braud,1998) puis à l'échelle d'un petit bassin versant en Australie 
(Boulet,1999 ; Boulet et al., 1999). Elles ont toutes deux montré la forte influence des 
propriétés hydrodynamiques sur les composantes du bilan de masse et l'évaporation du 
sol.  
 
! Une approche déterministe qui considère la zone d'étude comme une mosaïque de 
surfaces élémentaires homogènes pour lesquelles on affecte un jeu de paramètres issu de 
mesures expérimentales. Cette méthode a été appliquée lors du projet EFEDA sur une 
grille de 100Km2 (Braud et al., 1999b ; Boulet,1999) constituée par 100 mailles 
élémentaires. Une comparaison à une simulation avec un jeu de paramètres effectifs a 
été réalisée et l'estimation du flux régional a été effectuée par moyenne des flux sur 
chaque zone élémentaire.  
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3.2 Présentation des modèles de Transfert Radiatif (TR) 
 Cette partie est consacrée à la description des deux modèles de TR qui ont été couplés à 
SiSPAT et qui fonctionnent respectivement dans les domaines spectraux des courtes 
longueurs d’onde (Visible, PIR et MIR, 0.3 à 3 µm) et de l'infrarouge thermique (3 à 100 
µm). Il est rappelé que dans le domaine des micro-ondes, aucun couplage n’a été réalisé en 
accord avec le faible nombre de données de télédétection exploitables sur l'ensemble du cycle 
végétal. 
3.2.1 Domaine du visible-infrarouge : Modèle 2M-SAIL  
 La grandeur physique simulée par un modèle de transfert radiatif dans ce domaine 
spectral est le facteur de réflectance bi-directionnelle (simplement dénommée réflectance par 
la suite). Nous utiliserons le  modèle 2M-SAIL (Weiss et al., 2001) qui est une version 
Multicouche et Multiélément (2M) du modèle de TR SAIL (Verhoef, 1984) développé pour 
les couverts végétaux. Dans un souci de cohérence, nous rappellerons donc dans un premier 
temps les principales caractéristiques et le fonctionnement de SAIL avant d'en présenter la 
version utilisée. Finalement, nous discuterons des avantages et des limites de ce modèle. 
3.2.1.1 Présentation du modèle SAIL 
 SAIL est un modèle de transfert radiatif utilisé dans une multitude d'applications. Nous 
nous limiterons ici à indiquer les plus récentes applications dans un contexte d'assimilation de 
données de télédétection, que se soit de manière couplée à des modèles de fonctionnement de 
cultures (Moulin et al., 1999, Cayrol et al., 2000, Prévot et al., 2000) ou à des modèles de type 
TSVA (Olioso et al., 2001). 
 
 Le modèle appartient à la catégorie des modèles "turbide", pour laquelle le couvert 
végétal est représenté par la superposition de couches horizontales constituées d'éléments 
diffusants et absorbants distribués aléatoirement en son sein. En général, une seule couche est 
utilisée, bien que Verhoef (1984) ait évoqué la possibilité d'en utiliser plusieurs. Elle est 
constituée d'éléments foliaires verts caractérisés par leurs propriétés optiques (réflectance et 
transmittance) et de structure (angle moyen d'inclinaison foliaire, indice foliaire). 
 
 Le fonctionnement du modèle repose sur les équations de Kubelka-Munk (1931), 
constituant une solution approchée de l'équation du transfert radiatif. Ce système, complété 
par Suits (1972), comprend 4 équations différentielles (3.43) : 
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où E- et E+ sont respectivement les flux diffus descendant et montant, Es le flux directionnel 
incident, Ev le flux ascendant selon la direction d'observation, ad et σd les coefficients 
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d'extinction et de rétrodiffusion des flux diffus, sd et s'd les coefficients de diffusion avant et 
arrière du flux directionnel incident, ke et Ke les coefficients d'extinction du flux directionnel 
incident, ud, vd et wd les coefficients de diffusion vers l'avant.  
 
 La résolution du système se fait de manière matricielle (Verhoef,1985) avec les 
hypothèses suivantes : 
 
  - les feuilles sont lambertiennes et orientées aléatoirement suivant l'azimut ; 
  - les propriétés optiques foliaires sont identiques pour les deux faces de la feuille ; 
  - les conditions géométriques d'éclairement et d'observation sont connues ;  
  - la matrice de réflectance du sol est connue. 
 
 Finalement, on accède à l'expression de chacune des composantes de la matrice de 
réflectance au-dessus du couvert végétal, c'est à dire la réflectance directionnelle-
hémisphérique ρdh, la réflectance bi-hémisphérique ρhh, la réflectance hémisphérique 
directionnelle ρhd et la réflectance bidirectionnelle ρdd. D'autre part, le modèle prend en 
compte l'effet du "hot spot" (Kuusk, 1985) par l'intermédiaire d'une paramétrisation sur la 
réflectance bi-directionnelle. Le "hot spot" représente la configuration où la cible, le soleil et 
le capteur sont alignés. Dans cette configuration particulière l’instrument ne voit pas de zone 
d’ombre et la réflectance est maximale. L’amplitude et la largeur du hotspot dépendent des 
dimensions des feuilles. 
3.2.1.2 Fonctionnement du modèle 2M-SAIL 
 La version 2M-SAIL (Weiss et al., 2001)est une version multicouches et multiéléments 
du modèle SAIL. Sa principale caractéristique est de pouvoir tenir compte de la présence de 
plusieurs organes végétaux (feuilles, épis et tiges) dans des "états biologiques" différents 
(vert, jaune, sénescent). Pour cela, il représente le couvert végétal par la superposition de 
plusieurs couches de végétation dont chacune est constituée de un ou plusieurs types de ces 
éléments. Les contraintes de fonctionnement qui en découlent sont alors gérées de la manière 
suivante : 
 
 
! Fonctionnement Multicouche 
 
 Le modèle peut être simplement perçu comme une extension à n couches du modèle 
SAIL. Le système d'équations (3.43) est ainsi successivement résolu pour chaque couche de 
végétation en commençant par la couche la plus proche du sol à l'aide de la matrice de 
réflectance de sol (comme dans SAIL). La matrice de réflectance obtenue pour cette couche 
représente ensuite la limite inférieure de la couche supérieure. Finalement, la matrice de 
réflectance de l'ensemble du couvert Rt(n+1) est calculée par l'expression : 
 
)()( )(
)1( tERtE
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nt
nt
−
+
+
=          (3.44) 
 
où E+(t) et E-(t) représentent les flux ascendant et descendant au-dessus du couvert (indice t 
pour "top" en anglais), et Rt(n) la matrice de réflectance au-dessus de la nième couche. 
 
 
! Fonctionnement Multiélément 
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 Afin de pouvoir se baser sur la résolution du système d'équations (3.43), il est 
nécessaire de construire pour chaque couche de végétation, un élément "effectif" 
caractéristique de l'ensemble des divers éléments présents au sein de la couche. Ainsi, le 
modèle appartient toujours à la catégorie des modèles "milieu turbide". 
 Chaque coefficient du système d'équations (3.43) est préalablement calculé pour chaque 
élément de la couche de la même manière que dans SAIL (Verhoef, 1984) c'est à dire à partir 
de la configuration géométrique d'observation et des propriétés optiques et de structure de 
l'élément considéré. Le passage aux coefficients de l'élément "effectif" de la couche se fait 
alors simplement par somme des coefficients propres à chaque élément. 
 L'effet du "hot spot" est pris en compte pour chaque couche de la même manière que 
dans SAIL. Un paramètre moyen est donc défini en fonction des éléments présents dans la 
couche. Celui-ci est directement prescrit par l'utilisateur. 
 
 
! Estimation des propriétés optiques des éléments 
 
 Les propriétés optiques des éléments peuvent être soit forcées directement dans le 
modèle, soit calculées par l'intermédiaire du modèle PROSPECT (Jacquemoud et Baret, 
1990). Ce dernier a été conçu pour estimer les propriétés optiques foliaires dans le domaine 
solaire (400-2400 nm). Son application pour des éléments différents (épis et tiges) n'est 
toutefois sûrement pas très adaptée.  PROSPECT estime la réflectance et la transmittance 
hémisphériques des feuilles par le biais de 5 paramètres biochimiques dont : les 
concentrations en chlorophylles a et b (Cab en µg.cm-2), en matière sèche (Cd en g.cm-1), en 
eau (Cw en cm-1) et en pigments bruns (Cpb en ) et un indice de structure du mésophylle (N 
sans unité). 
 
 
! Estimation des propriétés optiques du sol 
 
 Dans le fonctionnement du modèle 2M-SAIL, il est nécessaire de connaître la matrice 
de réflectance du sol. Pour réaliser cette opération, deux choix sont possibles dans le modèle ; 
soit par prescription directe de l'utilisateur, soit par voie de modélisation. Dans ce dernier cas, 
il est alors possible d'utiliser soit le modèle SOILSPECT (Jacquemoud et al., 1992), soit le 
modèle MRPV (Rahman et al., 1993). Nous avons utilisé le modèle MRPV couplé avec le 
modèle 2M-SAIL. Ce choix s'est basé sur les travaux de thèse de Bacour (2001). MRPV 
permet d'estimer de manière relativement simple la réflectance bidirectionnelle du sol à partir 
des conditions géométriques d'incidence et d'observation et de 4 paramètres spectraux. 
3.2.1.3 Intérêt et limites du modèle 2M-SAIL 
 Le choix du modèle s'est effectué sur la faculté des modèles "milieu turbide" à bien 
simuler les réflectances de couverts homogènes et denses pour un temps de calcul très rapide. 
Son utilisation dans un contexte d'assimilation semble donc pouvoir être envisagée de manière 
efficace. La version 2M-SAIL a par ailleurs la particularité de prendre en compte les divers 
stades phénologiques de la plante à travers les évolutions de l'architecture du couvert et des 
propriétés optiques des éléments. Cette propriété est importante si l'on veut simuler la 
réflectance des couverts végétaux sur toute une période allant de la phase de croissance à la 
sénescence. Dans notre contexte, l'utilisation de 2M-SAIL a donc un double intérêt : 
 
-  Dans le modèle TSVA, sur le calcul de la réflectance hémisphérique du couvert et 
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sur la simulation des échanges énergétiques et hydriques. 
 
-  Dans le modèle couplé, sur la simulation des réflectances directionnelles en vue de 
la phase de validation du modèle et de l'assimilation de ces données dans le modèle. 
 
 L'utilisation d'un modèle de propriétés optiques du sol a l'avantage (à moins d'avoir des 
mesures directionnelles adéquates) de tenir compte des effets directionnels liés à l'anisotropie 
du sol sur la simulation des réflectances directionnelles et spectrales du couvert par 2M-SAIL. 
Ceci s'avère être un élément important pour l'étude des sols nus mais aussi pour les couverts 
végétaux. Dans ce contexte, il est important de souligner les points suivants :  
 
 - Dans le visible, la forte absorption de la végétation peut rapidement limiter l'influence 
du sol sur le calcul de la réflectance du couvert. Toutefois, dans le cas des couverts végétaux à 
faible densité (ou en phase de développement), les effets directionnels du sol restent 
prépondérants et ne peuvent être négligés. 
 
 - Dans le proche infrarouge, la végétation est caractérisée par une faible absorption, ce 
qui se traduit par une contribution importante des diffusions à l’intérieur du couvert et entre le 
couvert et le sol. La simulation de la réflectance du couvert sera donc sensible aux valeurs des 
propriétés optiques du sol dans ce domaine (couverts peu denses).  
 
 Toutefois, comme cela a déjà été évoqué, la façon dont le modèle représente le couvert 
végétal en limite fortement les potentialités d'étude à des couverts homogènes et denses. Dans 
notre cas d'étude du cycle saisonnier du blé, il est possible de rencontrer des situations où 
cette hypothèse n'est pas toujours remplie. Celles-ci peuvent être notamment liées à des effets 
de rangs ou à une croissance partiellement hétérogène au sein même de la parcelle. 
3.2.2 Domaine de l'infrarouge thermique 
 Le modèle SiSPAT simule la part de rayonnement grandes longueurs d'onde renvoyé 
par le couvert vers l'atmosphère (à partir des rayonnements grandes longueurs d'onde 
absorbés par le sol et par la végétation, cf. Eq. 3.30). La méthode employée jusqu’à présent 
dans SiSPAT consistait alors à convertir ce rayonnement en une température par inversion de 
la loi de Stephan-Boltzmann (Eq. 3.45) : 
 [ ] 25.0
σ
avasarad RRRT −−=         (3.45) 
 
avec σ constante de Stefan-Boltzmann (5.66910-8 W.m-2.K-4). Cette nouvelle variable déduite 
de la modélisation, s'appelle la température radiative du couvert. Elle diffère de la température 
de brillance car elle considère l'ensemble du spectre grandes longueurs d'onde [3-100 µm] et 
l'ensemble des directions du demi-hémisphère supérieur. Son expression fait intervenir les 
propriétés spectrales hémisphériques moyennes du sol et la végétation et le rayonnement 
atmosphérique incident au couvert Ra mesuré lui aussi dans ces mêmes conditions 
géométrique et spectrale.  
 La comparaison directe de ces deux températures semble donc délicate et a souvent été 
étudiée par le passé. Pour contourner cette difficulté, nous utiliserons donc un modèle TR 
permettant de simuler directement les températures de brillance dans les mêmes 
configurations géométriques et spectrales que celles d’acquisition expérimentale. Le modèle 
retenu pour cette étude représente une extension directionnelle et spectrale (dans le sens où il 
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peut fonctionner sur n’importe quelle fenêtre spectrale) du modèle d’échanges radiatifs 
grandes longueurs d’onde utilisé dans SiSPAT. Il a été mis au point au CETP (François, 
2001) sur la base des travaux de François et al. (1997). Nous le nommerons par abus de 
langage, modèle "Beer-Lambert" car l’expression des diverses composantes radiatives 
grandes longueurs d'onde (Fig. 3.5) se fait par l'intermédiaire du facteur d'écran, lui-même 
relié à l'indice foliaire par une loi de type Beer-Lambert. Ce modèle prend en compte trois 
sources de rayonnement thermique : le rayonnement atmosphérique Ra, l’émission de la 
végétation B(Tv) et l’émission du sol sous-jacent B(Ts). Ces deux dernières sont estimées par 
intégration numérique de la loi de Planck sur le domaine spectral de la mesure à partir des 
températures végétation Tv et sol Ts simulées par SiSPAT. Les composantes ascendantes sont 
exprimées de manière directionnelle et celles descendantes de manière diffuse 
(hémisphérique). Le rayonnement thermique renvoyé par l’ensemble du couvert s’exprime par 
l’expression analytique :  
 
( ) ( )( ) ( ) ( ) ( ) ( )stosvtoacob TBTBRTB ατεαωαε ++−= 1     (3.46) 
 
où εco, ωto et τto sont respectivement l'émissivité directionnelle du couvert, la fraction de 
rayonnement émis par la végétation vers le haut en tenant compte des réflexions multiples 
Sol-Végétation et la transmittance montante du couvert en tenant compte des réflexions 
multiples Sol-Végétation. Les expressions de ces trois coefficients, ainsi que celles des 
paramètres intermédiaires, sont résumées dans le Tableau (3.1). La température de brillance 
est ensuite déduite de l’expression (3.46) par inversion de la loi de Planck sur le même 
domaine spectral.  
 
 Enfin, il est important de souligner que le calcul du facteur d'écran a été modifié dans le 
domaine de l’infrarouge thermique. Initialement dans SiSPAT, il était toujours défini par son 
expression donnée en (3.29). Pourtant, les éléments végétaux ne réagissent pas de la même 
manière dans le domaine solaire et le domaine atmosphérique puisqu'ils deviennent 
totalement opaques sur ce dernier (transmittance nulle). Nous l’avons donc différencié suivant 
les deux domaines spectraux. En infrarouge thermique, il est désormais calculé par : 
( ) ( ) ( )LAIfthf edbm 825.02
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avec b(α) fréquence de trou directionnelle définie dans le cas d'un couvert sphérique et dans 
l'IRT par :  
 
( ) ( )αα cos5.0 LAIeb −=          (3.48) 
 
La paramétrisation du membre de droite de la relation (3.47) a été proposé par François 
(2001) et a été utilisée dans ce travail.  
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R a τdo(1-εs)τvR a
τvR a
ρdoR a τdo(1-εs)²ρvτvR a τdo(1-εs)3ρv2τvR a
(1-εs)τvR a
ρv(1-εs)τvR a
(1-εs)²ρvτvR a (1-εs)3ρv2τvR a
ρv 2(1-εs)2τvR a
SO L
σ f εv B (T v)
εs B (T s)
(1-ρdo-τdo) B (T v)
τdoεs B (T s) τdo(1- εs)ρvεs B (T s) τdo(1- εs)²ρv²εs B (T s)
τdo(1- εs) σ f εv B (T v) τdo(1- εs)²ρv σ f εv B (T v)
(1- εs) σ f εvB (T v) (1- εs)ρvεs B (T s) (1- εs)²ρv σ f εv B (T v) (1- εs)²ρv²εs B (T s)
ρvεs B (T s) ρv (1- εs)σ f εv B (T v) ρv²(1- εs)εs B (T s) ρv²(1- εs)²σ f εv B (T v)
 
Fig. 3.5 : Composantes radiatives prises en compte dans le modèle directionnel Beer-Lambert : 
Origine atmosphérique (haut) et émissions thermiques du Sol et de la végétation (bas) 
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avec 
 
( )( )( )vdo b εαρ −−= 11  
 
( )ατ bdo =  
 
( )vfv εσρ −= 1  
 
fv στ −=1  
 
 
Emissivité directionnelle du couvert 
 
Fraction de rayonnement émis par la végétation vers le haut 
 
Transmittance montante du couvert 
 
Réflectance directionnelle du couvert (végétation+sol) 
 
 
 
Réflectance montante de la végétation (directionnelle) 
 
Transmittance montante de la végétation (directionnelle) 
 
Réflectance descendante de la végétation (diffuse) 
 
Transmittance descendante de la végétation (diffuse) 
 
 
Tab. 3.1 : Coefficients du modèle TR "Beer-Lambert" 
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3.3 Développement du modèle couplé (SiSPAT-RS) 
 Le développement du modèle couplé SiSPAT-RS (Simple Soil Plant Atmosphere-
Remote Sensing) repose sur l’utilisation combinée des modèles SiSPAT, 2M-SAIL et Beer-
Lambert. Toutefois les modèles TR sont utilisés dans deux objectifs majeurs : (1) permettre la 
modélisation des échanges radiatifs, et par conséquent celle des échanges turbulents et 
hydriques par le modèle TSVA, (2) simuler les données multidirectionnelles et 
multispectrales en vue de l'assimilation des données dans le modèle. L’utilisation des modèles 
TR ne peut être donc envisagée de la même manière suivant que l’on s’intéresse à l’une ou 
l’autre de ces fonctions. En effet, la simulation des échanges radiatifs intervient à chaque 
nouveau pas de temps de résolution du bilan d'énergie dans SiSPAT et requiert un 
fonctionnement sur l’ensemble des domaines spectraux et sur l’ensemble des directions du 
demi-hémisphère supérieur. Par opposition, la simulation des données issues de la 
télédétection en vue de l’assimilation intervient ponctuellement, sur une fenêtre spectrale 
limitée et dans une configuration géométrique particulière. On s’attachera donc à présenter ici 
comment le couplage entre les modèles TR et le modèle TSVA a été réalisé de manière 
opérationnelle autour de ces deux objectifs. 
3.3.1 Modélisation du transfert radiatif 
 En ce qui concerne la modélisation des échanges radiatifs dans le domaine solaire (0.3 – 
3 µm), il a été décidé d'implanter le modèle 2M-SAIL, pour sa capacité à prendre en compte 
la couche de végétation jaune qui se développe au cours du cycle végétal et pour son intérêt 
multispectral. Toutefois, l'implantation de 2M-SAIL dans SiSPAT a généré plusieurs 
contraintes sur les fonctionnements respectifs de chacun des modèles. En ce qui concerne le 
modèle TR, celui-ci doit désormais être capable de fonctionner sur l'ensemble du domaine 
solaire. Dans ce sens, ce dernier a été découpé en 110 intervalles; le modèle 2M-SAIL 
fonctionnant pour chacune d'elles à la longueur d'onde centrale associée. Le passage à 
l'ensemble du spectre a été effectué par convolution des résultats obtenus sur chaque 
intervalle avec les densités spectrales moyennes des rayonnements solaire et atmosphérique. Il 
découle aussi plusieurs contraintes concernant les propriétés optiques du sol et de la 
végétation, puisqu’elles doivent désormais être connues ou calculées sur l'ensemble du 
domaine solaire. Dans le cas du sol, le calcul des réflectances par le modèle MRPV nécessite 
la connaissance de 4 coefficients pour chacun des 110 intervalles, ce qui peut s'avérer 
relativement problématique. Une alternative consiste si possible à utiliser des mesures 
spectrales de réflectances d'un sol sec et d’un sol humide (méthode utilisée par la suite ; cf. 
Chapitre 4). Dans le cas des propriétés optiques de la végétation, le choix entre l'utilisation du 
modèle Prospect ou des mesures spectrales est laissé à l’utilisateur. L'adaptation du modèle 
2M-SAIL a ainsi permis de calculer les fractions de rayonnement courtes longueurs d'onde 
absorbé par la végétation et le sol sous-jacent, toutes deux nécessaires au fonctionnement de 
SiSPAT à chaque pas de temps de résolution du bilan d'énergie. 
 
 La modélisation des échanges radiatifs dans le domaine thermique (3-100 µm) n’a pas 
posé de problème particulier puisque le modèle initial a été conservé ; l'extension 
directionnelle proposée par François (2001) n'ayant un intérêt que dans la simulation de la 
température de brillance. La seule modification a concerné la différenciation et l’estimation 
du nouveau facteur d’écran sur ce domaine spectral à partir de la paramétrisation proposée en 
(3.47). 
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3.3.2 Modélisation des données de télédétection  
 Le couplage entre SiSPAT et les deux modèles TR a aussi comme objectif de simuler 
les données de télédétection, c'est à dire les données des instruments Polder et de la Caméra 
Thermique de l'INRA, et de manière plus précise les réflectances de surface dans les trois 
canaux spectraux : vert (0.55 µm), rouge (0.67 µm) et proche infrarouge (0.875 µm) et les 
températures de brillance dans la bande spectrale [7.5-13.5 µm].. Dans cette objectif, les 
modèles TR fonctionnent simplement par passage des diverses variables calculées par 
SiSPAT. Celles-ci sont au nombre de trois : Pour le calcul de la température de brillance dans 
l'IRT par le modèle ''Beer-Lambert'', les températures Ts et Tv sont requises. En ce qui 
concerne le calcul des réflectances avec le modèle 2M-SAIL seule la teneur en eau des 5 
premiers centimètres de la colonne sol W05 est nécessaire, plus particulièrement pour 
l'estimation de la réflectance du Sol (Fig. 3.6). 
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Fig. 3.6 : Schéma de fonctionnement du modèle SiSPAT-RS. En gris, a été portée la future évolution 
nécessaire pour une exploitation dans le domaine des micro-ondes. 
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Chapitre 4  
 
 
Base de données : Campagne expérimentale 
Alpilles-ReSeDA 
 
 
4.1 Présentation générale du programme ReSeDA 
 Le programme européen ReSeDA (Remote Sensing Data Assimilation) a débuté en 
1996 en collaboration entre une dizaine de laboratoires européens, dont l'objectif concerne 
l'utilisation conjointe de la modélisation et des données de télédétection multispectrales et 
multitemporelles pour le suivi du fonctionnement des couverts végétaux. Jusqu'à présent, le 
déroulement du projet s'est principalement effectué autour de deux étapes, chaque laboratoire 
apportant ses compétences à l'une comme à l'autre :  
 
• Une large campagne expérimentale devant fournir l'ensemble des données 
nécessaires au fonctionnement des modèles. Cette phase s'est déroulée entre fin 1996 
et fin 1997. 
• Le traitement et l'exploitation des résultats expérimentaux par les différentes 
équipes de recherche rassemblées à l'occasion en plusieurs groupes de travail en 
fonction de leurs objectifs scientifiques. En ce qui nous concerne, notre travail 
s'insère dans le groupe "intercomparaison des modèles TSVA" (Olioso et al., 2001a) 
rassemblant les équipes du CESBio, CETP, LTHE, Météo-France et de l'INRA 
Avignon. Les premiers résultats ont été obtenus sur les parcelles de blé (Olioso et 
al., 2001b). 
 Le site expérimental retenu lors du projet ReSeDA est situé près d'Avignon, dans la 
vallée du Rhône, au nord de la chaîne des Alpilles (Fig. 4.1). C'est une zone de cultures 
intensives d'environ 5 km sur 5 km, au relief peu marqué et constituée par une mosaïque de 
parcelles (de quelques hectares). Au moment de la campagne expérimentale, les principales 
classes végétales étaient essentiellement du blé (32%), du tournesol (20%), de la prairie 
(16%) et du maïs (9%) (Fig. 4.2). En conséquence, les cultures de blé et de tournesol ont 
bénéficié d'une attention particulière lors de la campagne expérimentale. Toutefois de manière 
générale et en relation avec le dispositif instrumental mis en place sur chacune des parcelles 
étudiées, on distingue : 
 
• Les parcelles de référence pour l'étalonnage des modèles, bénéficiant d’un 
dispositif expérimental maximum lors de la campagne. Les mesures effectuées 
permettent d’estimer l'ensemble des propriétés et des caractéristiques du sol, de la 
végétation et de la proche atmosphère au-dessus du couvert végétal qui sont  
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Fig. 4.1 : Localisation géographique de l'expérience Alpilles-ReSeDA 
 
 
 
 
 
Fig. 4.2 : Cartographie des parcelles sur le site Alpilles-ReSeDA 
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nécessaires au bon fonctionnement des modèles TSVA. Seulement trois parcelles 
(blé 101, tournesol 121 et luzerne 203) ont été instrumentées de la sorte (Tab. 4.1) 
• Les parcelles dites de "validation", légèrement moins instrumentées. Elles 
servent à la validation des modèles par application combinée des données collectées 
sur la parcelle traitée et des résultats obtenus lors de la phase d'étalonnage. 
• Les parcelles dites de "télédétection", faiblement instrumentées et nécessaires à 
une validation à plus grande échelle des modèles. 
 
 Dans la suite de ce travail, nous nous intéresserons exclusivement aux cultures de blé ; 
certains problèmes expérimentaux spécifiques aux parcelles de tournesol étant encore non 
résolus (concernant notamment le LAI). Plus particulièrement, la parcelle d'étalonnage 101 
(blé d'hiver), sur laquelle on dispose d'un maximum de données expérimentales, constituera la 
parcelle d'étude de la majeure partie de ce travail. La parcelle 120 (Blé irrigué) a aussi été 
utilisée pour la validation du modèle. Les périodes d'étude de ces deux parcelles sont 
indiquées dans le Tableau (4.2). Les dates initiales et finales ont été déterminées à partir du 
jeu de conditions initiales disponible, d'évènements climatiques (gel) ou d'origine anthropique 
(irrigation intempestive, fauche) contraignants (Braud et Chanzy, 2000). L'acronyme DOE 
indique le numéro du jour d'expérimentation (Day Of Experiment en anglais). La période 
d’étude de la parcelle 120 est séparée en deux car cette dernière a été inondée au cours d’une 
irrigation intempestive de la part de l'agriculteur. 
 Par ailleurs, un site météorologique a aussi été instrumenté. Il a fourni l'ensemble des 
mesures atmosphériques nécessaires aux modèles TSVA (rayonnements solaires direct et 
diffus, rayonnement atmosphérique, précipitations, vitesse du vent, températures et humidités 
de l'air à deux mètres). Ces mêmes mesures ont été aussi effectuées sur les parcelles 
d'étalonnage. 
4.2 Mesures de terrain 
 Lors de la campagne Alpilles-ReSeDA, de nombreuses expérimentations in situ ont été 
mises en place dans le but de déterminer au mieux les caractéristiques de l'interface SVA. Les 
points suivants résument les principales mesures qui ont été effectuées et les principales 
difficultés expérimentales rencontrées. Il ne nous a pas paru primordial de détailler 
explicitement les protocoles expérimentaux. Des informations à ce propos pourront être 
trouvées dans le rapport final du projet ReSeDA (Baret, 2000), les travaux de thèse de Jacob 
(1999) ou l'ensemble des documents informels de la base de données . 
4.2.1 Variables atmosphériques 
 L'ensemble des variables atmosphériques que l'on utilisera pour le fonctionnement du 
schéma SiSPAT-RS provient du site météorologique . Il s'agit des rayonnements solaires 
direct et diffus (0.3-3 µm), du rayonnement atmosphérique (3-100 µm), de la vitesse du vent à 
deux mètres, de la température et de l'humidité de l’air à deux mètres et des précipitations. 
Toutes ces données ont été échantillonnées avec un pas de temps de 20 minutes.  
 Ces mêmes variables (hormis le rayonnement atmosphérique) ont été aussi mesurées sur 
chacune des parcelles d'étalonnage. Toutefois, les mesures issues de la parcelle 101 n'ont pu  
 - 86 - 
 
 
Tab. 4.1 : Caractéristiques des parcelles - (*)  ND : Non Disponible (d’après Jacob, 1999) 
 
 
 
Parcelle Départ de simulation (DOE) Fin de simulation (DOE) 
101 (Blé d'hiver) 387  (21/01/97) 542  (25/06/97) 
120 (Blé irrigué) 402  (05/02/97) 464  (08/04/97) 
461  (05/04/97) 
537  (20/06/97) 
 
Tableau 4.2 : Période de simulation des parcelles de blé 101 et 120  
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 être utilisées dans la modélisation essentiellement pour cause de manques importants de 
données durant la période de simulation ; la reconstitution s'avérant complexe et peu précise 
lors de certaines périodes. L'utilisation dans les modèles de données provenant du site 
météorologique peut engendrer des erreurs liées notamment à des différences spatiales de 
précipitations, de rayonnement solaire pour les jours nuageux, et surtout de la température et 
de l'humidité au-dessus du couvert qui dépendent toutes deux fortement du développement et 
de l'état hydrique du couvert végétal. Dans ce dernier cas, des tests ont toutefois été menés à 
partir des mesures d'humidités spécifiques disponibles. Ils ont montré sur ces périodes peu de 
différences avec l'utilisation des données provenant du site météorologique (non présenté dans 
ce travail). D'autre part, la confrontation des mesures du rayonnement solaire sur l'ensemble 
des parcelles de mesures a montré l'uniformité de ce dernier sur le site (Jacob, 1999). Une 
erreur quadratique moyenne de 5 W.m-2 a été observée pour ces deux instruments par rapport 
à un pyranomètre Eppley de référence du centre météorologique de Carpentras. Au niveau des 
précipitations, l'analyse n'a pas encore été menée au sein du groupe de travail 
"Intercomparaison des modèles TSVA".  
 Le rayonnement atmosphérique n'a été quant à lui mesuré que sur le site météorologique 
à l'aide d'un pyrgéomètre Eppley. Le constructeur indique une précision de l'ordre de 5%. 
4.2.2 Données Sol 
 Un gros travail a été mis en œuvre au cours de l'expérimentation afin de déterminer au 
mieux l'ensemble des propriétés du sol sur chacune des parcelles, ainsi que les variables qui 
serviront à la validation des modèles. Les points suivants s'attacheront à présenter de manière 
exhaustive les données expérimentales que nous utiliserons dans ce travail : 
 
• Le contenu en eau volumique a été mesuré sur l'ensemble des parcelles par 
différentes méthodes (sondes à neutron, sondes capacitives, mesures 
gravimétriques). Nous utiliserons les mesures délivrées par les sondes à neutron et 
par les sondes capacitives ; les premières ayant fournies des données, au rythme 
moyen d'une semaine, tous les 10 cm de sol, et ceci jusqu'à une profondeur de 140 
cm, et les secondes des données horaires pour différentes couches de sol mais sur 
des périodes plus courtes. Conjointement, des mesures horaires de température dans 
le sol sont aussi disponibles à diverses profondeurs. Ces deux types de mesures 
serviront à l'initialisation du modèle (Tab. 4.3 et Tab. 4.4), ainsi qu’à son étalonnage 
et à sa validation. 
• Le profil vertical du potentiel matriciel a été estimé à l'aide de tensiomètres (7 
pour les parcelles d'étalonnage et 5 pour les parcelles de validation). Ils ont été 
implantés à côté des sondes à neutron et en 5 lieux différents sur chaque parcelle. 
• La granulométrie du sol a aussi été déterminée en laboratoire (INRA Arras) après 
collecte d'échantillon sur chacune des parcelles. Les données ont été analysées sur 
plusieurs couches verticales du sol (granulométrie détaillée) et ceci en tenant compte 
des hétérogénéités locales sur les parcelles (7 échantillons par parcelle). La 
granulométrie moyenne sur l'ensemble de la colonne sol a ensuite été estimée par 
moyenne pondérée des mesures de granulométrie détaillée sur les profondeurs 
respectives des couches des sols.  
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Contenu en eau volumique (m3 m-3) 
Parcelle 101 Parcelle 120 
Profondeur 
(cm) 
DOE 387 DOE 402 DOE 464 
0-10 0.4047 0.4058 0.3731 
10-20 0.4025 0.3467 0.3289 
20-30 0.3987 0.3780 0.3637 
30-40 0.3813 0.3638 0.3593 
40-50 0.3596 0.3670 0.3600 
50-60 0.3665 0.3620 0.3478 
60-70 0.3679 0.3625 0.3490 
70-80 0.3703 0.3676 0.3581 
80-90 0.3713 0.3703 0.3658 
90-100 0.3793 0.3672 0.3664 
100-110 0.3801 0.3675 0.3689 
110-120 0.3801 0.3721 0.3715 
120-130 0.3802 0.3738 0.3731 
130-140 0.3842 0.3723 0.3752 
 
Tab. 4.3 : Conditions initiales en humidité pour les parcelles de blé 101,120 et 214 
 
 
 
Parcelle 101 Parcelle 120 
Z (cm) DOE 387 T (°C) Z (cm) 
DOE 402 
T (°C) 
DOE 464 
T (°C) 
0.5 8.25 1.0 5.3 9.4 
1 8.30 1.8 5.7 9.8 
2.5 8.50 3.2 5.8 10.4 
7.5 8.90 7.7 6.5 12.1 
15.0 9.1 14.0 6.8 12.8 
25.0 8.8 30.0 6.8 12.9 
50.0 8.1 50.0 6.9 12.2 
100.0 8.4 100.0 NC NC 
 
Tab. 4.4 : Conditions initiales en température pour les parcelles de blé 101 et 120 : 
Z : profondeur, T :Température, NC : Non connue 
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• La densité volumique sèche a été mesurée sur chacune des parcelles et de 
manière détaillée sur plusieurs couches verticales du sol. De la même façon que pour 
la granulométrie, la densité volumique sèche moyenne du sol de la parcelle a été 
estimée par moyenne pondérée des mesures sur les profondeurs respectives des 
couches. L'analyse de la parcelle 120 n'a pas montré d'hétérogénéité de densité 
volumique sèche sur les 140 premiers centimètres de la colonne sol. 
• L'ensemble des propriétés hydrodynamiques du sol a été déterminé 
conjointement entre le LTHE et l'INRA Avignon et ceci par diverses méthodologies 
combinées (chambre en pression, méthode Wind, et méthode Haverkamp et al. 
(1998)). De manière générale, les paramètres de forme des courbes de rétention de 
Van Genuchten (1981) ont été déterminés à l'aide de relations empiriques à partir 
des mesures de granulométrie et de densité volumique sèche. Le paramètre de 
normalisation hg a ensuite été déterminé par ajustement entre mesures de potentiel 
matriciel et mesures de contenu en eau volumique. La caractérisation de tous ces 
paramètres reste toutefois relativement subjective et empirique, donc soumise à une 
grande incertitude. Par ailleurs, la présence de fissures importantes a été observée 
sur les parcelles. Ceci a généré des écoulements préférentiels et rapides lors 
d'évènements pluvieux entre les différentes couches du sol. Pour tenir compte de cet 
effet dans la modélisation, les paramètres de la courbe de conductivité hydraulique 
pour les macropores (cf. Eq. 3.18 et 3.19) ont alors été déterminées au LTHE à partir 
des mesures de conductivité hydraulique. 
• La capacité thermique sèche a été déterminée à l'aide des mesures de densité 
sèche et de la relation (3.22). La capacité thermique du sol qui en découle sera 
calculée à l'aide du modèle de De Vries (1963) comme dans l'équation (3.21). 
• L’expression de la conductivité thermique en fonction de l'humidité par la 
méthode de Van De Griend et O'Neill (1986) a été choisi par la suite. Elle dépend 
d'un coefficient de texture et de la capacité thermique sèche (cf. Eq. 3.24). Ce choix 
n’a pas été spécialement basé sur une considération particulière. 
• Les propriétés optiques du sol ont été déterminées en laboratoire par l'équipe de 
l'INRA Avignon après prélèvement sur un sol caractéristique de la zone d'étude. 
Deux spectres différents de réflectances hémisphériques sont à notre disposition ; le 
premier a été acquis en conditions sèches et l'autre en conditions humides (Fig. 4.3).  
 
 Les valeurs numériques de la plupart des paramètres sol précédemment décrits sont 
indiquées dans les Tableaux (4.5 a et b). A noter que les valeurs de n et m sont estimées avec 
l'hypothèse de Burdine (1953) (cf. Chapitre 3) et que le point de flétrissement θf (m3.m-3) est 
calculé en dernier lieu par inversion de la courbe de rétention pour un potentiel matriciel égal 
à –150 m. Ces tableaux indiquent également les valeurs des paramètres obtenus en 
considérant le sol homogène (en gras), bien que ces derniers ne soient pas utilisés dans la 
suite de ce travail. 
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a) 
Parcelle Profondeur (cm) Argile (%) Limon (%) Sable (%) ρd (g cm
-3) ε (-) θs (m3 m-3) θr (m3 m-3) m (-) n (-) hg (m) θf (m3 m-3) 
0-200 41.8 53.9 4.3 1.6 0.40 0.381 0 0.06044 2.1286 -4 0.239 
0-10 38.9 55.8 5.3 1.3 0.509 0.43 0 0.0626 2.133 -0.4 0.195 
10-40 39.7 55.7 4.6 1.35 0.49 0.41 0 0.06373 2.136 -0.8 0.201 
40-90 48.1 49.9 2.0 1.6 0.396 0.383 0 0.05231 2.1103 -3.0 0.249 
101 
90-200 41.3 54.7 4.0 1.68 0.366 0.366 0 0.06153 2.131 -2.0 0.208 
 
120 0-140 42.0 53.8 4.2 1.54 0.419 0.38 0 0.0601 2.128 -4.0 0.239 
 
 
b) 
Parcelle Profondeur (cm) Ksmat (m s-1) η (-) Ks (m s-1) θmacro (-) Cdry (106 J m-3 K-1) 
0-200 5.0 10-9 19.57 2.4 10-6 0.0 1.20 
0-10 5.0 10-9 18.97 7.0 10-6 0.013 0.98 
10-40 1.8 10-9 18.67 2.4 10-6 0.013 1.02 
40-90 5.0 10-9 22.30 2.0 10-6 0.013 1.21 
101 
90-200 6.4 10-9 19.27 2.75 10-6 0.0 1.27 
 
      
0-140 cm 1.0 10-9 19.68 2.4 10-6 0.0 1.16 
0-30 cm 5.0 10-9 19.68 2.4 10-6 0.013 1.16 120 
30-140 cm 1.0 10-9 19.68 2.4 10-6 0.0 1.16 
 
Tableau 4.5 : Valeurs des paramètres "Sol" (tiré de Braud et Chanzy, 2000) 
 : a) Courbe de rétention de Van Genuchten Burdine (1980) et  b) Courbe de conductivité hydraulique  
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4.2.3 Données Végétation 
 Les principales données de végétation qui sont nécessaires au fonctionnement du 
modèle SiSPAT-RS sont la hauteur moyenne de la plante et le LAI. Au cours de l'expérience 
Alpilles-ReSeDA, ces deux variables ont été estimées tout au long du cycle de végétation et 
pour un grand nombre de parcelles.  
 En ce qui concerne les parcelles de blé, deux procédés de mesures du LAI ont été mis en 
œuvre lors de la campagne expérimentale ; soit de manière plus directe à l'aide de l'instrument 
Licor LAI2000, soit de manière destructive par prélèvements des organes végétaux, puis 
calcul des surfaces foliaires (LAI planimétrique). Dans ce dernier cas, en recoupant les 
informations avec les données de biomasse, il a aussi été possible de fournir un indice pour 
différents organes végétaux de la plante (on parlera de OAI pour Organ Area Index en 
anglais). Ce travail a été effectué à l'INRA d'Avignon. Un exemple caractéristique des 
différents OAI disponibles pour la parcelle 101, après interpolation journalière des données, 
est porté sur la Figure (4.5). La comparaison des résultats obtenus par les deux méthodes 
montre des différences importantes après la phase de croissance du couvert végétal. On peut 
trouver plusieurs explications à de telles différences. D'une part, outre le fait que le Licor soit 
un instrument d'utilisation simple, celui-ci se trouve dans l'incapacité, de par son principe de 
fonctionnement (mesure de la transmittance du couvert), de distinguer les différents éléments 
du couvert végétal. La mesure délivrée prend ainsi en compte l'ensemble des éléments 
végétaux. Ceci s'avère être de plus en plus problématique au cours du développement 
phénologique de la plante et l'apparition de feuilles jaunes ou mortes et des épis. Afin 
d'essayer de minimiser ce problème, l'expérimentateur doit positionner la sonde dans le 
couvert au niveau des premières feuilles vertes de la plante rencontrées. Cette précaution reste 
relativement subjective (libre interprétation du niveau par l'utilisateur, présence de feuille à 
moitié jaune et à moitié verte,…), voire carrément inappropriée lors de la phase de sénescence 
du couvert (disparition progressive des feuilles vertes et développement des épis). En ce sens, 
les mesures planimétriques nous semblent plus fiables et seront de fait utilisées par la suite.  
 L'estimation des différents OAI s'est parfois aussi avérée relativement complexe. On 
notera particulièrement la difficulté à séparer les éléments jaunes des éléments sénescents 
(ceci est fait en fonction de leur contenu en eau), la perte importante ou l'incohérence de 
certaines données malheureusement constatées après la campagne expérimentale et la 
difficulté à prendre en compte les barbes des épis de blé, ces derniers participant à la 
transpiration de la plante en fin de cycle et dont la surface est difficilement quantifiable 
(Olioso, communication personnelle).  
 Il est aussi important de noter que les indices caractérisant les éléments de la végétation 
ont été interpolés à un pas de temps journalier (Fig. 4.4). Pour le LAI2000, l'incertitude sur la 
mesure étant très grande et les mesures très variables d'un jour à l'autre, cette opération s'est 
révélée peu précise.  
 Les données de hauteur de végétation n'ont pas posé de problème particulier. Celles-ci 
ont été moyennées et interpolées quotidiennement. Un exemple, pour la parcelle 101 est aussi 
porté sur la Figure (4.4). 
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Figure 4.3 : Propriétés optiques caractéristiques d'un sol sec et d'un sol humide sur le site ReSeDA 
 
Figure 4.4 : Caractéristiques de la végétation (LAI, OAI et hauteur moyenne) – Parcelle 101 
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4.2.4 Profil racinaire 
 Une des facultés importantes du modèle SiSPAT est de prendre en compte de manière 
réaliste la dynamique du profil racinaire. En contrepartie, elle requiert la connaissance d'un 
nombre important de paramètres. Dans ce but, l'équipe de LTHE a analysé au cours de la 
campagne expérimentale plusieurs échantillons prélevés sur plusieurs parcelles et à diverses 
profondeurs dans le sol. Le profil de la densité racinaire a ensuite été déterminé à l'aide d'un 
logiciel de traitement d'image spécifiquement développé au LTHE. Un exemple pour la 
parcelle 101 est présenté sur la Figure (4.5). La méthode reste toutefois relativement 
imprécise et les courbes représentées en  sur la figure 4.5 sont sujettes généralement à des 
interprétations très subjectives. 
  D'un point de vue expérimental, ce procédé est relativement lourd à mettre en oeuvre. 
Une des contraintes majeures concerne le prélèvement de toutes les racines dans les 
échantillons de sol, certaines étant de petites tailles et très fragiles. D'autre part, il a été 
constaté qu'en réponse à la sécheresse observée durant l'hiver et une partie du printemps, le 
blé d'hiver de la parcelle 101 avait particulièrement développé son système racinaire, jusqu'à 
dépasser la profondeur des dernières sondes mesurant l'humidité du sol. En ayant ainsi accès à 
ces ressources en eau profonde, de nouvelles contraintes s'imposent à notre stratégie de 
modélisation sur cette parcelle. On se retrouve alors dans l'alternative de : (1) considérer une 
colonne de sol supérieure à 140 cm, profondeur maximale des sondes mesurant l'humidité 
dont les données sont nécessaires à l'initialisation et aux conditions limites inférieures 
imposées au modèle ; ou (2) supposer que le profil racinaire s'arrête à 140 cm, ce qui aurait 
une incidence sur la simulation de la transpiration et du bilan de masse en général. En accord 
avec le groupe "Intercomparaison des modèles TSVA", nous avons retenu la première 
stratégie et nous considèrerons donc dans tout ce qui suit la modélisation d’une colonne sol de 
200 cm. Ce choix s'est principalement basé sur le constat suivant : au jour de départ de la 
simulation (DOE 387), le sol se trouvait pratiquement à saturation sur l'ensemble du profil. Le 
problème majeur lié à l'initialisation du modèle a pu ainsi être contourné de manière assez 
rigoureuse, en supposant que la teneur en eau dans les 60 derniers centimètres était constante 
et égale à la teneur en eau à saturation du dernier horizon. Par contre, ceci s'avère être plus 
contraignant sur le choix de la condition à la limite inférieure imposée au modèle, puisqu'il 
n'est plus rigoureusement possible d'utiliser les mesures d'humidités à 140 cm. En 
conséquence, nous avons choisi de considérer un flux nul à 200 cm. Ceci semble assez réaliste 
pour la majeure partie de la simulation mais beaucoup moins en fin de période en relation 
avec l'assèchement progressif de la colonne (Chanzy, communication personnelle). 
4.2.5 Variables de validation : flux, albédo, température de brillance 
 Les flux de surface, l'albédo et les températures de brillance ont tous été mesurés sur 
l'ensemble des parcelles d'étalonnage et de validation au cours de la campagne expérimentale. 
Les points suivants présenteront successivement ces différentes variables, qui nous serviront 
particulièrement lors de l’étalonnage et de la validation du modèle. 
 
• Le rayonnement net a été déduit des mesures simultanées des rayonnements 
totaux descendant et ascendant d'origine solaire, atmosphérique et terrestre fournis 
par un  
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DOE Zri (m) Zrm1 (m) 
Zrm2 
(m) 
Zrpm 
(m) Zrt (m) Pmr 
FDRmax 
(m/m3) 
387 0.03 0.05 0.07 0.10 0.10 0.20 10000 
408 0.03 0.05 0.10 0.15 0.15 0.20 10000 
417 0.03 0.05 0.15 0.25 0.25 0.20 10000 
422 0.03 0.05 0.15 0.35 0.30 0.20 10000 
432 0.03 0.05 0.15 0.40 0.35 0.23 10000 
436 0.03 0.05 0.15 0.65 0.40 0.26 10000 
443 0.03 0.05 0.15 0.75 0.45 0.30 10000 
450 0.03 0.05 0.15 0.85 0.50 0.35 10000 
460 0.03 0.05 0.15 1.10 0.55 0.40 10000 
464 0.03 0.05 0.15 1.35 0.60 0.52 10000 
527 0.03 0.05 0.15 1.65 0.70 0.64 10000 
 
Tableau 4.6 : Valeurs des différents paramètres nécessaires à la caractérisation du profil racinaire de 
la parcelle 101 
 
 
 
Figure 4.5 : Evolution temporelle du profil racinaire de la parcelle 101 
 Les nombres sur le bord droit de la figure indiquent le jour d'expérimentation correspondant du profil 
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pyrradiomètre différentiel REBS (Radiation and Energy Balance System) de type 
Q7. Celles-ci étaient collectées toutes les 20 minutes et sur l'ensemble du domaine 
spectral [0.3-100 µm]. Le pyrradiomètre est composé par deux détecteurs thermiques 
noirs respectivement orientés vers l'atmosphère (mesure du rayonnement descendant) 
et vers la surface (mesure du rayonnement ascendant), et chacun protégé par une 
coupelle transparente en polyéthylène afin de limiter les pertes thermiques par 
convection. La présence de condensation à l'intérieur des coupelles a été observée in-
situ plusieurs fois au cours de la campagne. Ces données ont alors été supprimées. 
D'autre part, des problèmes liés à l'horizontalité de l'instrument ont été aussi 
constatés, notamment pour la parcelle 120. Dans ce cas, une correction a été 
effectuée par l'INRA d'Avignon afin de minimiser les différences entre mesures et 
rayonnement net calculé comme en (1.1) à partir des rayonnements global et 
atmosphérique mesurés sur le site météo ainsi que de l'albédo et de la température de 
brillance mesurés tous deux sur la parcelle. 
• Le flux de chaleur dans le sol au niveau de la surface a été estimé toutes les 20 
minutes par intégration de l'équation de la conservation de la chaleur entre un niveau 
de référence fixé à 5 cm et la surface du sol (Eq. 4.1) et à l'aide des mesures de 
capacité thermique, de flux de chaleur dans le sol à 5 cm et de gradient temporel de 
température à 2.5 cm. Le flux de chaleur dans le sol à 5 cm a quant à lui été mesuré à 
l'aide de plaques REBS HFT, après étalonnage par le constructeur. 
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• Les flux de chaleur sensible et latente ont été estimés sur les trois parcelles de blé 
qui nous intéressent par trois méthodes différentes : la méthode des fluctuations (dite 
aussi des corrélations turbulentes), la méthode aérodynamique et la méthode du 
rapport de Bowen. Nous ne détaillerons pas les principes théoriques sur lesquels 
repose chacune d’elles ; des informations pourront être trouvées à ce propos de 
manière générale dans l'ouvrage de Guyot (1997) et de manière spécifique à la 
campagne ReSeDA dans les travaux de thèse de Jacob (1999). Nous nous limiterons 
simplement à indiquer quelles ont été les mesures expérimentales nécessaires à leur 
application, ainsi que les difficultés rencontrées lors de cette étape (ou le cas échéant 
à posteriori).  
 La méthode des fluctuations a permis d'estimer le flux H par l'intermédiaire de 
mesures précises de vitesse verticale du vent et de température de l'air au-dessus du 
couvert. Pour cela, un anémomètre sonique Campbell 3D à une fréquence de 10 Hz 
et des thermocouples chromel-constantan très fins ont été respectivement utilisés. Le 
flux LE a ensuite été estimé par équilibre du bilan énergétique à l’aide des mesures 
des flux Rn, G et H. Ce protocole de mesures des flux devant servir initialement à la 
validation des mesures expérimentales par la méthode du rapport de Bowen, peu de 
mesures sont par conséquent disponibles pour les deux parcelles de blé. L’erreur 
quadratique moyenne associée aux mesures de flux par la méthode des fluctuations a 
été estimée à ± 20 W.m-2 (Olioso, communication personnelle). 
 Concernant la méthode aérodynamique, l'estimation du flux H a été rendue 
possible à l'aide de mesures à deux niveaux au-dessus du couvert de la vitesse du 
vent et de la température de l'air, ainsi que des mesures de la hauteur de végétation. 
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Similairement à la méthode des fluctuations, le flux LE a ensuite été déterminé par 
fermeture du bilan d'énergie. Compte tenu des difficultés rencontrées lors de la 
mesure de température de l'air, peu de mesures de flux ont pu être fournies par cette 
méthode. Nous ne les utiliserons pas dans la suite de ce travail. 
 Enfin, la méthode du rapport de Bowen est basée sur les mesures 
expérimentales de rayonnement net, de flux de chaleur dans le sol et de température 
et d'humidité de l'air à deux niveaux au-dessus du couvert. Elle fournit donc 
simultanément H et LE. Ici encore des difficultés ont été rencontrées lors de ces 
dernières mesures. Diverses méthodes correctives de filtrage et de lissage ont donc 
été mises en œuvre au sein de l'INRA d'Avignon afin d'obtenir un maximum de 
données fiables. Celles-ci prennent notamment en compte la correction apportée aux 
mesures de rayonnement net. Finalement, c'est par cette méthode que l'on dispose du 
maximum de mesures de flux sur les trois parcelles de blé. De ce fait et malgré la 
forte incertitude sur leur validité, nous les utiliserons en second lieu quand les 
mesures de fluctuations ne seront pas disponibles. Enfin, la comparaison sur les 
périodes de recouvrement avec les données obtenues par la méthode des fluctuations 
montre des différences relativement importantes, notamment sur la parcelle 101 où 
elles sont de l'ordre de 30% sur le flux H (Olioso, communication personnelle). 
L’incertitude associée aux mesures de flux par la méthode du rapport de Bowen a 
cette fois été estimée à ± 50 W.m-2 (Olioso, communication personnelle). 
• Sur le domaine spectral [8-14 µm], la température de brillance sur les deux 
parcelles de blé étudiées a été mesurée à l'aide d'un radiothermomètre fixé sur le mât 
de mesures. L'instrument était situé à une hauteur de 3.1 m, possédait un angle 
d'ouverture de 16° et une inclinaison de 18.5° par rapport à la verticale afin que la 
mesure ne soit pas perturbée par la présence du mât. Dans ces conditions, la trace au 
sol était une ellipse de surface de 2.6 m2. Un nombre important de données est à 
notre disposition sur chacune des trois parcelles. Elles sont moyennées toutes les 20 
minutes.  
• L'albédo du couvert a été déduit du rapport des rayonnements solaires incident et 
réfléchi ; le premier provenant de mesures de rayonnement global incident sur le 
domaine spectral [0.3-3 µm] et le second de mesures effectuées par une thermopile. 
Deux différents types de thermopiles ont été utilisés au cours de l'expérience 
Alpilles-ReSeDA. La parcelle 101 utilise un capteur Kipp fonctionnant sur le 
domaine spectral [0.4-3 µm] et les parcelles 120 et 214 un capteur Skye sur [0.4-1.1 
µm]. Dans ce dernier cas, il devient alors nécessaire de corriger la mesure afin de 
prendre en compte le rayonnement non mesuré sur l'intervalle [1.1-3 µm]. Ceci a été 
effectué au CETP (François, 2001 b) avec l’appui du modèle de transfert radiatif 
SAIL.  
4.2.6 Données complémentaires 
 Toutes les données nécessaires au fonctionnement de SiSPAT-RS n'ont pas pu être 
déterminées lors de la campagne expérimentale ReSeDA. En accord avec le groupe de travail 
"Intercomparaison des modèles TSVA", certains paramètres particuliers ont été fixés pour 
toutes les parcelles de blé à des valeurs couramment utilisées dans les modèles TSVA (Tab. 
4.7). 
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 Concernant les propriétés optiques foliaires, nous avons utilisé des spectres de feuilles 
vertes et de feuilles jaunes (Fig. 4.6), obtenus par l'INRA d'Avignon sur des cultures de blé 
(espèce non spécifié). Rien n'indique que ces spectres seraient rigoureusement identiques à 
ceux qui auraient pu être mesurés au cours de l'expérimentation. Toutefois même si l'on 
disposait de mesures pour vérifier ce point, les propriétés optiques foliaires sont 
particulièrement sensibles à leur teneur en chlorophylle de la feuille. Celle-ci évolue aussi 
bien à l'échelle journalière (en réponse par exemple à l'éclairement) qu'à l'échelle du cycle 
végétal (en réponses au développement phénologique de la plante et aux différents facteurs 
environnementaux). Il devient ainsi difficile d'obtenir des données représentatives d'une 
parcelle entière. De plus, pour parfaire les choses, il faudrait régulièrement faire évoluer ces 
mêmes propriétés optiques en relation avec l'évolution phénologique du couvert. Tout ceci 
semble difficilement applicable de manière rigoureuse. Cependant, les différences observées 
entre les valeurs de réflectances et de transmittance des feuilles totalement vertes et 
totalement jaunes sont relativement importantes (Fig. 4.6). De ce simple constat, nous nous 
attacherons alors à regarder si les feuilles jaunes ont un impact important sur la modélisation 
du fonctionnement du couvert. Ceci sera réalisé dans ce travail au travers de l'utilisation du 
modèle 2M-SAIL en mode multicouche, conjointement avec les données expérimentales de 
OAI (cf. Chapitre 5). 
4.3 Mesures de télédétection aéroportées 
 Au cours de la campagne expérimentale, divers instruments aéroportés ont permis 
d'acquérir un jeu de données de télédétection sur les trois grands domaines spectraux que sont 
le visible-infrarouge, l'infrarouge thermique et les micro-ondes. En accord avec le modèle 
couplé développé dans cette étude, nous nous intéresserons particulièrement aux données 
acquises dans les deux premiers domaines par le capteur Polder aéroporté et la caméra 
thermique INFRAMETRICS 760. L'avantage majeur lié à l'utilisation de ces deux instruments 
était de permettre l'acquisition de données multidirectionnelles à haute résolution spatiale (10 
à 20 m suivant l'altitude). Les capteurs ont été montés sur un avion Piper Aztec. Le protocole 
instrumental mis en place lors de la campagne comprenaient plusieurs axes de vol dans les 
plans solaire principal et perpendiculaire, sous deux altitudes différentes (1500 et 3000 m). 
Dans ces conditions, l'acquisition des données a été réalisée 1 à 2 fois par mois par ciel 
dégagé et proche du midi solaire, pour une durée de vol de 90 minutes environ.  
 
 Concernant le radiomètre imageur Polder, le rayonnement solaire réfléchi a été mesuré 
sur différentes bandes spectrales d'une largeur d'une dizaine de nanomètres et centrées sur les 
longueurs d'onde de 443 (bleu), 550 (vert), 670 (rouge), 865 et 910 nm (PIR). Les trois bandes 
centrales étant particulièrement intéressantes à l'étude du fonctionnement des couverts 
végétaux, elles seront donc utilisées dans ce travail ; le canal bleu étant de plus fortement 
bruité. L'extraction des réflectances directionnelles sur ces trois domaines spectraux a été 
réalisée pour chaque parcelle de blé, au LED par Bacour (2001). Nous avons finalement à 
notre disposition,  
sur l'ensemble de la période de simulation, environ une dizaine de jours de mesures de 
réflectances pour chaque parcelle. 
 
 Dans le domaine spectral de l'infrarouge thermique, la caméra thermique mesurait le 
rayonnement énergétique provenant de la surface dans le domaine spectral [7.25-13.25 µm]. 
Un objectif "grand champ" avec un angle de ± 40° a été en outre utilisé pour permettre 
l'acquisition de données multidirectionnelles Les cartes de température de brillance sur la  
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Paramètre Valeur 
rsto,min (s.m-1) 116 
rsto,max (s.m-1) 5000 
rp (s.m-1) 3.1012 
Rg,L (W.m-2) 100 
µ (Pa-1) 2.5.10-4 
hfc (m) -140 
εs (-) 0.96 
εv (-) 0.98 
af (-) 0.5 
 
Tableau 4.7 : Valeurs imposées aux paramètres non déterminés expérimentalement lors de la 
campagne ReSeDA pour toutes les parcelles de blé 
 
 
 
 
Figure 4.6 : Propriétés optiques des feuilles vertes et jaunes utilisées dans le modèle SiSPAT-RS 
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zone d'études Alpilles-ReSeDA qui découlent des données de la caméra thermique ont été 
fournies par Jacob (1999) sur l'ensemble de la zone Alpilles. L'extraction des températures de 
brillance moyenne sur chaque parcelle a ensuite été réalisée au CETP. Finalement comme 
dans le cas des réflectances directionnelles, environ une dizaine de mesures de températures 
de brillance moyennes sont disponibles sur l'ensemble de la période de simulation, et ceci 
pour les trois parcelles de blé. 
4.4 Conclusion du chapitre 
 Ce chapitre s'est attaché à présenter succinctement la campagne Alpilles-ReSeDA qui a 
eu lieu en 1997 et plus particulièrement le jeu de données que nous utiliserons par la suite. Le 
projet ReSeDA a permis de constituer une base importante de données expérimentales, 
notamment nécessaires au fonctionnement des modèles TSVA. Toutefois, de nombreux 
problèmes expérimentaux sont survenus pendant et après la campagne expérimentale. Ceci a 
conduit à mettre en œuvre de multiples techniques afin d'améliorer la qualité des données, 
voire de les reconstruire en partie. Cette étape a été très longue à réaliser et a demandé de très 
gros efforts de la part des différentes équipes de recherche. Nous retiendrons particulièrement 
les difficultés rencontrées lors de l'estimation des flux de surface par la méthode du rapport de 
Bowen, et de ce fait le faible nombre de données fiables de flux de surface pour chaque 
parcelle. 
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Chapitre 5  
 
 
 
Analyse de sensibilité multicritère du 
modèle SiSPAT-RS 
 
 
 
 
 
 Les précédents chapitres de ce document ont été consacrés à la présentation du modèle 
couplé SiSPAT-RS et aux bases physiques sur lequel il repose. Désormais, la suite de ce 
document sera orientée vers son exploitation et à la détermination de ses potentialités. Afin de 
parvenir à cet objectif, il est nécessaire de procéder en plusieurs étapes. Ce chapitre s'attachera 
alors à en présenter la première, consacrée à l'analyse de sensibilité des différents paramètres 
et variables d'entrée du modèle SiSPAT-RS.  
 
5.1 Introduction 
 Bien que les modèles TSVA puissent être tous perçus comme une représentation 
simplifiée de la réalité, ils n'en demeurent pas moins des outils relativement complexes à 
utiliser et à évaluer. D'une part, et en adéquation avec ce qui a été vu précédemment, la 
modélisation prend en compte plusieurs processus physiques couplés dont les interactions 
sont généralement non linéaires. Ceci a pour conséquence de complexifier fortement l'analyse 
des simulations. D'autre part, la disponibilité et la qualité des données expérimentales sont 
deux aspects importants qui conditionnent les résultats de la modélisation. Celles-ci sont tout 
autant indispensables à la spécification des paramètres d'entrée et des variables d'initialisation 
du modèle qu'à son évaluation (en tant que référence pour les variables simulées en sortie du 
modèle). Malheureusement la totalité de ces paramètres et variables n'est généralement pas 
accessible par la mesure et ceux ou celles qui le sont peuvent être fortement entachés 
d'incertitudes. Ceci se répercute directement sur la simulation, faisant qu'il est généralement 
nécessaire de corriger la trajectoire du modèle par l'intermédiaire d'un réajustement initial des 
paramètres du modèle. L'ensemble de cette phase constitue ce que l'on appelle couramment 
"étalonnage du modèle". Elle repose en particulier sur une technique d'optimisation de 
paramètres (cf. Chapitre 6). 
  
 L'étalonnage d'un modèle représente généralement une étape particulièrement longue et 
complexe. Ceci semble d'autant plus vrai qu'un modèle du type SiSPAT-RS requiert pour son 
fonctionnement la connaissance d'un grand nombre de paramètres. Afin de préparer cette 
étape, les analyses de sensibilité représentent des outils potentiellement très intéressants. Ces 
méthodes sont généralement appliquées au sein de diverses communautés scientifiques qui 
utilisent la modélisation numérique (physique, chimie, ingénierie, économie…), bien que 
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leurs concepts théoriques aient particulièrement été étudiés en mathématiques et en 
statistiques. L'objectif principal des analyses de sensibilité est de dégager, et éventuellement 
de quantifier, l'impact de chacun des paramètres et des variables d'entrée du modèle sur les 
résultats de la simulation. De ce point de vue, la conduite d'une analyse de sensibilité va ainsi 
permettre de réduire le champ d'investigation sur les paramètres lors de la phase d'étalonnage 
du modèle. D'un autre côté, elle va aussi permettre de mettre en relief les processus physiques 
qui sont prépondérants dans la modélisation, les conditions environnementales sous lesquelles 
ils interviennent, ainsi que de vérifier si le modèle est capable de les représenter à partir des 
valeurs imposées à ses différents paramètres.  
 
 Il existe différents moyens de déterminer la sensibilité relative des paramètres d'un 
modèle TSVA. Ce chapitre s'attachera ainsi à établir dans un premier temps un bref état de 
l'art en la matière (§ 5.2), et dans un second temps à présenter la méthode retenue et mise en 
oeuvre sur le modèle couplé SiSPAT-RS (§ 5.3). Il sera particulièrement montré comment 
l’ensemble de cette dernière étape favorise la phase d’étalonnage du modèle qui sera mise en 
œuvre au cours du chapitre suivant.  
5.2 Exemples d'analyses de sensibilité sur les modèles TSVA 
 Par sa simplicité de mise en œuvre, l'analyse de sensibilité mono-variante est la 
méthode la plus couramment utilisée (Pitman, 1994 ; Gao et al., 1996 ; Cayrol, 2000). Elle est 
basée sur l'analyse d'un faible nombre de simulations pour lesquelles un seul paramètre varie 
(appelé généralement paramètre libre). Tout autre paramètre d'entrée du modèle est alors fixé 
à une valeur déterminée (paramètre fixe), que ce soit à partir de considérations 
expérimentales, bibliographiques ou a priori. La sensibilité du paramètre est ensuite estimée 
graphiquement ou statistiquement, et ceci de manière indépendante pour chaque variable de 
sortie étudiée. Ainsi, Pitman (1994) a testé sur le modèle BATS (Dickinson et al., 1986), la 
sensibilité relative de 13 paramètres de sol et de végétation à 6 variables de sorties 
individuelles et pour 3 types différents de couverts végétaux. En contrepartie, cette méthode 
ne renseigne que sur la sensibilité relative du paramètre libre en réponse à une situation 
totalement cloisonnée par les conditions environnementales (par exemple forçage climatique) 
et par la prescription du jeu de paramètres fixes. Ainsi, les conclusions quant à la sensibilité 
du paramètre peuvent être biaisées par (1) d'éventuelles interactions  entre paramètres et (2) la 
prépondérance relative de certains processus en relation avec les valeurs imposées aux 
paramètres fixes. Sous ces conditions, il devient ainsi très difficile d'extrapoler la sensibilité 
du paramètre à un autre cas de figure. Cette méthode reste cependant un moyen efficace de 
détection rapide des paramètres influents. 
 
 Afin de tenir compte des actions mutuelles entre paramètres, une méthode factorielle 
(Lettenmaier et al. 1996) a été aussi testée sur le modèle BATS par Henderson-Sellers (1992). 
Cette méthode repose sur une hypothèse d'indépendance des paramètres et sur la prescription 
de ces derniers à partir d'une gamme discrète préétablie. En conséquence, la réalisation d'une 
grille complète de simulations s'avère généralement impossible à obtenir. Par exemple, dans 
un cas à seulement deux valeurs prédéfinies par paramètre (extremum dans ce cas) et pour un 
modèle tel que BATS à 23 paramètres, il serait nécessaire de réaliser au total 223, soit 8 388 
608 simulations afin de balayer l'espace complet. Afin de réduire le nombre de simulations, 
une technique d'échantillonnage est généralement mise en place (souvent du type Hypercube 
Latin). La sensibilité des paramètres est ensuite analysée à partir d'un critère statistique (cf. 
Eq. 1 ; Henderson-Sellers, 1992). Cependant, la sélection de la table d'échantillonnage, bien 
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qu'indispensable, peut apparaître délicate à effectuer car elle nécessite la connaissance a 
priori des principales interactions entre paramètres. Dans le cas de modèles complexes et à 
grand nombre de paramètres tels que les modèles TSVA, cette étape peut s'avérer 
particulièrement délicate. 
 
 La méthode FAST (Fourier Amplitude Sensitivity Test, Cukier, 1978) a été appliquée 
sur le modèle LAID (Avissar and Pieclke, 1989) par Collins et Avissar (1994). Les 10 
paramètres considérés dans cette étude sont supposés indépendants les uns des autres et leur 
prescription repose sur une technique d'échantillonnage aléatoire de type Monte Carlo. La 
sensibilité relative de chacun des paramètres est ensuite déterminée à l'aide d'une analyse en 
composante de Fourier des variables simulées et de leurs variances. Trois différentes 
distributions initiales (uniforme, normale et log-normale) ont ainsi été étudiées tour à tour par 
Collins et Avissar (1994), et ceci sous différentes conditions climatiques, pour un sol nu et un 
couvert végétal. La méthode FAST reste cependant particulièrement appropriée aux modèles 
à faible nombre de paramètres car le nombre de simulations à réaliser augmente fortement 
avec ce dernier (411 simulations pour 10 paramètres, déjà 6000 pour 25). Ce dernier point 
constitue une limitation importante à l'application de la méthode aux modèles complexes du 
type de SiSPAT-RS. De plus, Bastidas et al. (1999) soulignent la difficulté à analyser les 
matrices de covariance des paramètres et par conséquent de mettre en évidence les 
interactions entre paramètres. 
 
 La méthode RSA (Regionalized Sensitivity Analysis, Franks et al., 1997) a été utilisée 
sur le modèle TOPUP (Beven et Quinn, 1994). Le tirage des paramètres se fait de la même 
manière aléatoire que dans la méthode FAST. Dans cette étude, la fonction de distribution de 
chaque paramètre a été choisie uniforme, bien que cette condition ne semble pas restrictive. 
D'autre part, l'étude a porté sur un très grand nombre de simulations (20000). Pour chacune 
d'elles, un estimateur statistique a été estimé sur le flux d'évapotranspiration et à l'aide d'un 
jeu de mesures expérimentales. A partir des résultats obtenus sur cet estimateur, l'ensemble 
des simulations est ensuite découpé en plusieurs classes de taille identique (10 classes de 2000 
simulations dans ce cas d'étude). La sensibilité de chaque paramètre est finalement estimée 
graphiquement par analyse comparative des fonctions de distributions cumulées des valeurs 
de paramètres obtenues pour chacune des classes. 
 
 Dans ce travail, nous avons choisi de retenir l'approche proposée et testée sur le modèle 
BATS par Bastidas et al. (1999). Comparativement à toutes les autres approches, le principal 
avantage de cette méthode est de permettre une analyse de sensibilité multicritère (dite aussi 
multiréponse) des paramètres du modèle ; c'est à dire que plusieurs variables de sorties 
peuvent être prises en compte dans la détermination des sensibilités relatives des paramètres. 
Comme nous le verrons par la suite, ceci s'avère être un élément important sur l'optimisation 
de certains paramètres en vue de l'étalonnage du modèle et de l'assimilation de données de 
télédétection. En outre, cette méthode permet, d'une part d'être appliquée à des modèles ayant 
un grand nombre de paramètres et d'autre part de tenir compte des actions mutuelles qui 
existent entre les paramètres. Pour toutes ces raisons, il a donc été décidé de la mettre en 
œuvre sur le modèle SiSPAT-RS.  
5.3 Principe de l'analyse de sensibilité multicritère 
 Les bases de la méthode multicritère ont été introduites par Yapo et al. (1997) et Gupta 
et al. (1998). Ces études étaient initialement tournées vers un objectif d'étalonnage 
 - 104 - 
automatique des modèles hydrologiques. Gupta et al. (1999) et Bastidas et al. (1999) ont par 
ailleurs montré l'intérêt de la méthode sur l'estimation et l'analyse de sensibilité des 
paramètres pour les modèles de surface quels qu'ils soient.  
5.3.1 Formulation de la méthode multicritère 
 Le fonctionnement d'un modèle nécessite la connaissance d'un nombre défini (p) de 
paramètres θ = {θ1, θ2, …,θp}. Ces derniers conditionnent les résultats de la simulation, et 
notamment l'évolution temporelle de m variables {Zj(θ,tj), tj=t1j, t2j, …., tnj ; j=1, …, m, avec n 
nombre de pas de temps}. L'appréhension de la distance entre une variable particulière de 
sortie Zj(θ) et une mesure de référence Xj(θ) va permettre de définir sur une fenêtre 
temporelle la fonction "simple critère" fj(θ). Le choix de l'estimateur définissant cette distance 
dépend du problème et des objectifs de l'utilisateur. Le plus souvent, on utilise l'erreur 
quadratique moyenne (RMSE par la suite pour root mean square error en anglais):  
 
( ) ( ) ( )( )∑
=
−=
n
i
jijjijj tXtZnf 1
2,,1 θθθ       (Eq 5.1) 
 
où la référence Xj peut aussi bien être constituée par un jeu de données expérimentales que 
par une simulation de référence. La prise en compte multicritère peut être définie par 
l'ensemble F regroupant les fonctions "simple critère": 
 
( ) ( ) ( ) ( ){ }θθθθ mfffF .....,,, 21=        (Eq 5.2) 
 
 L'exploitation de F a été envisagée par Yapo et al. (1997) par extension de la méthode 
proposée par Spear et Hornberger (1980) pour un critère unique. Celle-ci repose tout d'abord 
sur un échantillonnage aléatoire des paramètres par une technique de Monte Carlo à partir 
duquel est réalisé un ensemble de simulations. Ce dernier est ensuite fractionné en deux sous-
ensembles complémentaires, dont l'un est composé par un jeu de simulations dites 
"acceptables". Cette étape de fractionnement peut être réalisée soit en terme de trajectoires 
désirées par le modèle, soit en terme de valeurs désirées pour les critères. Dans le second cas, 
une des voies possibles consiste en premier lieu à choisir une valeur seuil pour chaque 
"simple critère" T={T1,T2, …, Tm}, puis à partager l'ensemble complet en imposant pour 
chaque critère i la contrainte Fi(θ) < Ti. Malheureusement, le choix des seuils peut apparaître 
relativement subjectif (Bastidas et al., 1999). Un autre procédé consiste à reformuler la 
réponse multicritère en une forme monocritère plus simple, comme par exemple à partir d'une 
somme pondérée des fonctions "simple critère". Cette méthode a été testée par Madsen (2000) 
sur un modèle hydrologique. Elle semble toutefois garder une part subjective puisqu'il est 
alors nécessaire de fixer les différents poids associés à chaque critère, ainsi qu'un seuil en vue 
du partage en deux sous-ensembles. Face à ce problème, Yapo et al (1997) proposent d'utiliser 
la méthode dite du rangement de Pareto afin de limiter la part subjective des méthodes 
précédentes.  
5.3.2 Rangement de Pareto 
 Une difficulté imputée à l'exploitation de la réponse multicritère tient aussi dans le fait 
qu'il s'avère fortement improbable d'isoler une solution unique minimisant l'ensemble des 
critères simples de la fonction F. En revanche, il est possible d'isoler un ensemble de solutions 
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constitué par des simulations qui apportent alternativement une amélioration sur un critère et 
une détérioration sur un autre. Cet ensemble, que l'on dénomme ensemble de Pareto, peut être 
facilement détecté par application de l'une ou l'autre des deux propriétés suivantes (Gupta et 
al., 1998) :  
 
• Pour chaque non-membre de l'ensemble de Pareto, il existe au moins un membre 
de l'ensemble de Pareto dont tous les critères soient meilleurs. 
• Pour chaque membre de l'ensemble de Pareto, il est impossible de trouver un 
autre membre de cet ensemble dont tous les critères soient meilleurs. 
 
 Afin d'illustrer ces propriétés, considérons un exemple simple à seulement deux critères 
{f1, f2}. Dans ce cas, il est possible de visualiser graphiquement dans l'espace des critères 
l'ensemble des simulations obtenues (Fig. 5.1). Les points A et B représentent les simulations 
particulières qui minimisent respectivement les critères f1 et f2. Par définition, ces deux points 
appartiennent obligatoirement à l'ensemble de Pareto. Le point C représente la simulation qui 
fournit le deuxième meilleur critère f1. Cette dernière conduit par ailleurs à une amélioration 
de f2 par rapport à A (ainsi qu'à une amélioration de f1 par rapport à B). Par conséquent, le 
point C appartient lui aussi à l'ensemble de Pareto. Par opposition, le point D n'y appartient 
pas car même s'il améliore A en f2, le point C fournie deux meilleurs critères que lui. Sur ce 
même principe, l'ensemble de Pareto peut donc être facilement déterminé (visualisé à l’aide 
de la courbe en trait plein sur la figure 5.1).  
 
 En mettant de coté les simulations trouvées sur l'ensemble de Pareto, il est alors possible 
de procéder à une nouvelle séparation de l'ensemble restant par le même procédé ; ceci 
pouvant être finalement répété jusqu'à avoir épuisé l'ensemble complet des simulations. Toute 
cette étape constitue la notion du rangement de Pareto (Goldberg, 1989). Les différentes 
phases du rangement sont distinguées les unes des autres par l'assignation d'un rang ; 
l'isolement du premier ensemble de Pareto constituant le rang 1, le second le rang 2, etc. (Fig. 
5.2). Ainsi, plus le rang est faible plus les simulations sont jugées meilleures au sens 
multicritère. Sur ce principe, la partition de l'échantillon initial en simulations "acceptables" et 
"non acceptables" peut alors être réalisée en fixant un rang seuil (ce qui par ailleurs et 
contrairement à Bastidas et al. (1999), ne nous apparaît pas totalement objectif). 
5.3.3 Sensibilité des paramètres 
 Une fois que la partition précédente a été réalisée, le degré de différence entre les deux 
sous-ensembles de simulations sert de base à la détermination des sensibilités relatives de 
chacun des paramètres. Suivant Spear et Hornberger (1980), ceci peut être réalisé pour chaque 
paramètre par comparaison des fonctions de distributions individuelles obtenues sur chaque 
sous-ensemble (Fig. 5.3). Ainsi, un paramètre θi sera jugé peu sensible (respectivement 
sensible) si les deux fonctions de distribution trouvées pour ce paramètre sont identiques ou 
très proches (différentes). Il est aussi possible d'appréhender le niveau de sensibilité d'un 
paramètre en appliquant le test statistique de Kolmogorov-Smirnov (K-S). Ce dernier affecte 
une probabilité à la différence maximale dm,n séparant les deux fonctions de distributions 
cumulées :  
 
( ) ( )( )θθ mn
x
nm PPd −= sup,       (Eq. 5.3) 
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Fig. 5.1 : Exemple d'ensemble de Pareto (trait continu) obtenu dans un cas simple à deux critères 
{f1 , f2.}. Chaque étoile représente le résultat d'une simulation particulière. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.2 : Rangement de Pareto complet déduit de l'exemple précédent 
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où Pn et Pm représentent respectivement les fonctions de distributions cumulées des n 
simulations "acceptables" (de rang de Pareto inférieur ou égal au rang seuil choisi) et des m 
simulations "non acceptables" (de rang de Pareto supérieur au rang seuil choisi). La 
probabilité K-S affectée à chaque paramètre peut être ensuite approchée par la fonction 
(Numerical recipes in Fortran, p 619):  
 

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intervient dans le calcul du test K-S. Les valeurs de P obtenues seront toujours comprises 
entre 0 et 1. De manière identique à Bastidas et al. (1999), nous choisirons arbitrairement 3 
niveaux significatifs de sensibilité. Nous considèrerons un paramètre comme "fortement", 
"moyennement" ou "faiblement" sensible si sa probabilité P associée est respectivement 
inférieure à 0.01, comprise entre 0.01 et 0.05 ou supérieure à 0.05. 
 
 De par la principe d’analyse de sensibilité précédemment décrit, il est important de 
noter que les résultats vont dépendre  : (1) de la valeur choisie du rang seuil de Pareto et (2) 
de la taille de l'échantillon initial. Dans ce sens, Bastidas et al. (1999) utilisent une technique 
itérative de rééchantillonnage qui leur permet de savoir automatiquement si le nombre de 
simulations utilisées est suffisant pour le rang seuil choisi. L'algorithme réalisant l’analyse de 
sensibilité des paramètres et prenant en compte aussi ce processus de contrôle est appelé 
MOGSA (MultiObjective Generalized Sensitivity Analysis ; Bastidas et al., 1999). Cet 
algorithme n'a pas été directement utilisé dans ce travail. De ce fait, une version simplifiée a 
été codée informatiquement. La seule différence avec MOGSA concerne le processus itératif 
de contrôle qui n'est pas explicitement pris en compte dans la version développée au CETP. 
Des tests ont toutefois été effectués dans le but de vérifier que le nombre de simulations 
réalisées n’affectait pas les résultats des analyses (cf. § 5.5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.3 Evaluation de la distance maximale dm,n pour un paramètre θ 
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5.4 Cas d'étude  
 Afin de déterminer la sensibilité relative de la majeure partie des paramètres du modèle 
SiSPAT-RS, la méthode multicritère a été mise en oeuvre sur la parcelle 101 de la zone 
Alpilles ReSeDA. Les points suivants présenteront successivement les choix que nous avons 
été amenés à faire concernant les périodes temporelles (§ 5.4.1) et les gammes de variation 
des paramètres du modèle (§ 5.4.2). Dans un second temps, la réalisation opérationnelle de 
l'ensemble des simulations (§ 5.4.3) et les critères retenus pour la conduite de l'analyse de 
sensibilité (§ 5.4.4) seront présentés. 
5.4.1 Périodes temporelles retenues 
 A cause du nombre important de simulations à réaliser et par conséquent du coût en 
temps de calcul associé, ainsi que de la disponibilité des données expérimentales de la 
parcelle 101, la conduite de l'analyse de sensibilité multicritère sur la totalité de la période de 
simulation de cette parcelle (Tab 4.2) n'a pas pu être réalisée. Toutefois, la conduite sur une 
très longue période peut éventuellement masquer l'effet de certains processus et, par voie de 
conséquence atténuer la sensibilité relative de certains paramètres. Ceci est particulièrement le 
cas des paramètres caractéristiques de la végétation qui interviennent dans le calcul de la 
résistance stomatique. Ces derniers sont généralement très actifs lors des périodes de stress 
pouvant s'avérer très brèves. Cette idée semble aussi bien s'appliquer aux paramètres 
hydrodynamiques de la courbe de rétention car ils agissent différemment sur le 
fonctionnement du modèle, comme par exemple en réponse à des évènements pluvieux ou à 
des périodes sèches. A l'inverse, il ne semble pas judicieux d'être trop réducteur sur la période 
de simulation sur laquelle doit porter l'analyse de sensibilité car comme cela a été vu, elle 
représente un outil important à la compréhension du fonctionnement du modèle. Il serait 
dommage de ne pas l'exploiter au maximum de ses potentialités. Un compromis a alors été 
établi pour lequel il a été préféré, à temps de calcul équivalent, de considérer deux périodes 
relativement courtes et relativement contrastées, plutôt qu'une seule mais plus longue. La 
sélection de ces deux périodes a été motivée par (1) les évènements climatiques particuliers 
(période sèche, précipitations, …), (2) la disponibilité des données expérimentales et (3) 
l'analyse de l'apport de la version 2M-SAIL dans la modélisation du bilan d'énergie, 
notamment lors de la phase de sénescence du blé. De tout ceci, il a finalement été retenu : 
 
•  La période d'expérimentation 440-460, courant de la deuxième moitié du mois 
de mars (15/03/97) au début du mois d'avril (04/04/97). Celle-ci est caractérisée par 
une phase d'assèchement régulier (donc sans évènement pluvieux), en pleine phase 
de croissance de la végétation et durant la période intensive de mesures des flux H et 
LE par la méthode des fluctuations. 
• La période d'expérimentation 505-530, courant de la deuxième moitié du mois de 
mai (19/05/97) à la fin de la première moitié du mois de juin (13/06/97). Cette 
période est en outre caractérisée d'une part par une première période d'assèchement 
de 14 jours, suivie de deux évènements successifs de précipitation (519 et 520) et 
d'un nouvel assèchement, et d'autre part par l'installation progressive de la phase de 
sénescence pour laquelle on dispose d'un nombre suffisant de flux H et LE mesurés 
par la méthode du rapport de Bowen. 
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5.4.2 Choix et gammes de variations des paramètres et variables 
 Au total, on désire déterminer la sensibilité relative de 50 paramètres (23 paramètres sol 
et 27 paramètres de végétation et racines) et de 10 variables d'initialisation du modèle 
SiSPAT-RS. Ceci correspond à la totalité des paramètres du modèle. En revanche, aucune 
variation n'a été imposée aux variables climatiques, bien que ce point aurait sans aucun doute 
été intéressant à analyser. Les gammes de variations associées aux 50 paramètres sont notées 
dans le tableau (5.1). La détermination de ces gammes de variation a été établie à partir de 
plusieurs considérations présentées en Annexe B. De manière générale, il est important de 
souligner que l'observation inter et intra parcellaire de la zone Alpilles a fortement contribué à 
l'établissement des gammes de variation des paramètres sol. D'un autre côté, la composante 
dynamique de certains paramètres de la végétation (OAI vert, OAI jaune et hauteur moyenne 
du couvert) et des racines (Zrpm, Zrt, Pmr et FDRmax) a été modélisée par l'intermédiaire 
d'une fonction à deux paramètres ; ces derniers permettant de contrôler respectivement 
l'amplitude et l'étalement de la fonction. 
5.4.3 Construction de l'ensemble des simulations 
 Dans un premier temps, il a été nécessaire de spécifier les distributions associées à 
chacun des paramètres et variables d'initialisation du modèle. Avec l'hypothèse qu'aucune 
information n'est a priori disponible sur ces derniers, il est ainsi obligatoire de ne pas favoriser 
certaines valeurs particulières lors du tirage aléatoire. Une distribution uniforme a donc été 
choisie pour la plupart des paramètres. La seule exception concerne les conductivités 
hydrauliques à saturation car aux vues de leurs gammes de variations, un tirage uniforme 
favoriserait les plus fortes valeurs. Afin de limiter cet effet, il a alors été décidé de procéder à 
un tirage aléatoire uniforme sur leur logarithme décimal. 
 
 Les simulations ont été réalisées pour les deux cas d'étude, soit 2500 au total pour la 
période 440-460 et 2050 pour la période 505-530. Afin de limiter la taille des fichiers de 
sortie, seulement les résultats des flux de surface Rn, G, H et LE, de la température de 
brillance (Tb) et de l'humidité des 5 premiers centimètres du sol (θ05) ont été conservés pour 
toutes les heures entières comprises entre 7 et 16 h incluses. Le temps important nécessaire à 
la réalisation des simulations (environ 15 jours pour chaque période) a constitué la principale 
limitation au nombre de simulations d'ensemble. 
 
 Les figures (5.4) et (5.5) montrent l'ensemble des résultats obtenus par la modélisation 
ainsi que les données expérimentales disponibles pour chacune des deux périodes. Elles 
indiquent des résultats assez contrastés. Concernant la première période, l'ensemble des 
simulations encadre bien les données expérimentales. Toutefois, on remarque aussi sur la 
figure (5.4) que la majeure partie des simulations a tendance à surestimer G et à légèrement 
sous-estimer LE. Malgré tout, il semble possible sur cette période de simuler correctement, 
tout du moins ponctuellement, chacune des variables de sorties considérées. Cette condition 
représente un premier élément informel sur la bonne tenue du modèle. Toutefois, il n'y a 
aucune garantie à ce que la variable considérée soit bien simulée sur l'ensemble de la période 
de simulation, et encore moins à ce que l'ensemble des variables le soit simultanément. 
 
 Par opposition, la deuxième période montre l'incapacité du modèle à reproduire 
certaines mesures expérimentales, et ceci quel que soit le jeu de paramètres initial. C'est 
typiquement le cas du flux H durant la période 521-530, et dans une moindre mesure θ05 après 
l'événement pluvieux du jour 518. L'origine de ce disfonctionnement doit alors être cherchée  
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Code Paramètre Signification Gammes de Variations 
Wsa1 θs,1 Teneur en eau à saturation H1 (m3.m-3) 0.53  –  0.37 
Wsa2 θs,2 Teneur en eau à saturation H2 (m3.m-3) 0.43  –  0.38 
Wsa3 θs,3 Teneur en eau à saturation H3 (m3.m-3) 0.39  –  0.37 
hg1 hg,1 Facteur d'échelle Van Genuchten H1 (m) -2.0  –  -0.02 
hg2 hg,2 Facteur d'échelle Van Genuchten H2 (m) -4.0  –  -0.6 
hg3 hg,3 Facteur d'échelle Van Genuchten H3 (m) -5.0  –  -2.5 
n1 nB,1 Facteur de forme Van Genuchten H1 (-) 2.116  –  2.151 
n2 nB,2 Facteur de forme Van Genuchten H2 (-) 2.115  –  2.151 
n3 nB,3 Facteur de forme Van Genuchten H3 (-) 2.110  –  2.144 
Ks1 Ksat,1 Conductivité hydraulique à saturation BK H1 (m.s-1) 5.0 10-10 – 5.0 10-6 
Ks2 Ksat,2 Conductivité hydraulique à saturation BK H2 (m.s-1) 2.0.10-10 – 2.0.10-6 
Ks3 Ksat,3 Conductivité hydraulique à saturation BK H3 (m.s-1) 2.0.10-10 – 2.0.10-6 
La1 La,1 Coefficient d'étalonnage de conductivité thermique H1 (-) 0.3333  –  4.0 
La2 La,2 Coefficient d'étalonnage de conductivité thermique H2 (-) 0.3333  –  4.0 
La3 La,3 Coefficient d'étalonnage de conductivité thermique H3 (-) 0.3333  –  4.0 
Cd1 Csec,1 Capacité calorifique sèche H1 (J.m-3.K-1) 0.75.106  –  1.25.106 
Cd2 Csec,2 Capacité calorifique sèche H2 (J.m-3.K-1) 0.75.106  –  1.25.106 
Cd3 Csec,3 Capacité calorifique sèche H3 (J.m-3.K-1) 0.90.106  –  1.50.106 
Rsm rsto,min Résistance stomatique minimale (s.m-1) 25  –  160 
RsM rsto,max Résistance stomatique maximale (s.m-1) 3500  –  7000 
Rp rp Résistance totale de la plante (s.m-1) 5.1011  –  5.1012 
PFC hfc Potentiel foliaire critique (m) -100  –  -170 
PST µ Paramètre de la fonction de stress VPD (Pa-1) 1.0.10-4  –  5.0.10-4 
Decv ND Paramètre d'étalonnage propriétés optiques org. verts (-) -0.05  –  0.05 
Decj ND Paramètre d'étalonnage propriétés. optiques org. jaunes (-) -0.05  –  0.05 
Emif εf Emissivité des feuilles 0.96  –  0.99 
Ass ND Paramètre de décalage du spectre de réflectance du sol sec (-) -0.04  –  +0.04 
Ash ND Paramètre de décalage du spectre de réflectance du sol humide (-) -0.04  –  +0.04 
Ww θss Contenu en eau 0-5 cm pour albédo sol sec (m3.m-3) 0.17  –  0.23 
Wd θsh Contenu en eau 0-5 cm pour albédo sol humide (m3.m-3) 0.26  –  0.32 
Emis εs Emissivité du sol 0.94  –  0.98 
Gv af Paramètre du facteur d'écran VIS-IR (-) 0.40  –  0.65 
Gth af,th Paramètre du facteur d'écran IR thermique (-) 0.7  –  0.95 
Alaiv ND Paramètre contrôlant l'amplitude du OAI vert (m2.m-2)      440-460 
                                                                                             505-530 
0.6 –  1.4  
1.25  –  2.5 
Alaij ND Paramètre contrôlant l'amplitude du OAI jaune (m2.m-2)    440-460 
                                                                                             505-530 
0.21 –  0.5  
0.9  –  1.8 
Aht ND Paramètre contrôlant l'amplitude de la hauteur du couvert (m) 0.55  –  0.82 
Llaiv ND Paramètre contrôlant la largeur du OAI vert (jour-2)           440-460 
                                                                                             505-530 
2.5.10-4  –  5.10-4 
2.25.10-3  –   4.5 10-3 
Llaij ND Paramètre contrôlant la largeur du OAI jaune (jour-2)         440-460 
                                                                                              505-530 
1 10-3  –  3 10-3 
4.6 10-3  –  2 10-2 
Lht ND Paramètre contrôlant la largeur de la hauteur du couvert (jour-2) 2.10-4  –  3.10-4 
Zri Zri 1ère longueur caractéristique du profil racinaire (m) 0.0225  –  0.0375 
Zrmu Zrmu 2ème longueur caractéristique du profil racinaire (m) 0.0375  –  0.0625 
Zrmd Zrmd 3ème longueur caractéristique du profil racinaire (m) 0.1125  –  0.1875 
Azrpm ND Paramètre contrôlant l'amplitude de la 4ème long. du profil rac. (m) 0.51  –  0.85 
Azrt ND Paramètre contrôlant l'amplitude de la 5ème long. du profil rac. (m) 1.26  –  2.1 
Apmr ND Paramètre contrôlant l'amplitude de la 6ème long. du profil rac. (m) 0.36  –  0.6 
Afdr ND Paramètre contrôlant l'amplitude de la densité racinaire max. (m.m-3) 5666  –  8500 
Lzrpm ND Paramètre contrôlant la largeur de la 4ème long. du profil rac. (jour-2) 1.02.10-4  –  2.5.10-4 
Lzrt ND Paramètre contrôlant la largeur de la 5ème long. du profil rac. (jour-2) 1.25.10-4  –  2.5.10-4 
Lpmr ND Paramètre contrôlant la largeur de la 6ème long. du profil rac. (jour-2) 1.5.10-4  –  4.5.10-4 
Lfdr ND Paramètre contrôlant la largeur de la densité racinaire max. (jour-2) 1 .10-4  –  2.10-4 
 
Tab. 5.1 : Nomenclature et gammes de variations des 50 paramètres du modèle SiSPAT-RS pris en 
compte dans l'analyse de sensibilité multicritère -. ND : non défini préalablement 
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Fig. 5.4 : Période 440-460 : Visualisation des 2500 simulations réalisées et des mesures disponibles 
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dans la modélisation ou dans la qualité des données expérimentales (et pas dans la 
méconnaissance des paramètres). 
5.4.4 Sélection des critères 
 La sélection des critères retenus pour la conduite de  l'analyse de sensibilité peut être 
réalisée de manière différente en fonction des objectifs et du futur contexte d'applications du 
modèle couplé SiSPAT-RS. 
 
 Ainsi, la première étude a porté sur un grand nombre de critères afin de permettre une 
analyse intrinsèque du fonctionnement du modèle et de préparer efficacement la phase 
d'étalonnage du modèle qui sera mise en place sur l'ensemble de la période de simulation (cf. 
Tab 4.2) sur la parcelle 101. Dans ce contexte, 5 critères ont été alors retenus. Il s'agit des flux 
de surface G, H, et LE, de la température de brillance Tb et de la teneur volumique en eau des 
5 premiers centimètres du sol θ05. Les fonctions "simple critère" associées à ces 5 variables 
ont alors été définies comme les erreurs quadratiques moyennes (Eq. 5.1), en utilisant en tant 
que référence les données expérimentales disponibles sur chacune des deux périodes. La 
sélection des critères a été réalisée dans un souci d'exploitation optimale de l'information. 
Concernant le bilan d'énergie, le rayonnement net n'a pas été retenu afin d'éviter toute 
redondance d'information par rapport à la prise en compte des trois autres flux de surface. 
Concernant la gestion de l'eau dans le sol, l'humidité superficielle a été prise en compte 
explicitement par le biais de la variable θ05. L'humidité des couches plus profondes a été 
implicitement prise en compte des variables H, LE et de Tb. 
 
 La deuxième étude a porté sur un nombre restreint de critères, puisque seulement la 
température de brillance Tb et la teneur volumique en eau des 5 premiers centimètres du sol 
θ05 ont été retenues. Ces dernières représentent toutes deux des variables potentiellement 
accessibles par télédétection. La conduite de cette étude représente ainsi une étape 
préliminaire indispensable à la détermination des potentialités du modèle dans un contexte 
exclusivement d'assimilation de données de télédétection. Elle a été testée uniquement sur la 
période de simulation 440-460, pour laquelle on dispose d’un maximum de données 
expérimentales fiables. 
 
 En complément à ces deux cas d'étude, des analyses de sensibilité monocritère ont aussi 
été mises en oeuvre. La technique d'analyse de la sensibilité utilisée reste toutefois identique à 
celle de la méthode multicritère (partition, comparaison des deux distributions et application 
du test K-S). La seule différence concerne l'étape du rangement de Pareto qui devient par 
conséquent totalement inutile. Afin que les résultats obtenus par les diverses méthodes soient 
statistiquement comparables, la comparaison des deux distributions réalisée doit toujours 
porter sur des sous-ensembles de même taille. Conformément à Bastidas et al. (1999), cette 
étape a alors été réalisée dans le cadre des analyses de sensibilité monocritère par sélection 
des simulations fournissant les N meilleurs résultats sur le "simple critère" considéré, où N 
représente le nombre de simulations "acceptables" trouvé par l'approche multicritère. Il est 
donc important de noter que même si toutes ces études portent sur un nombre identique de 
simulations, elles ne sélectionnent évidemment pas les mêmes.  
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Fig. 5.5 : Période 505-530 : Visualisation des2050 simulations réalisées et des mesures disponibles 
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5.5 Tests de robustesse 
 Avant de procéder à l'interprétation des résultats obtenus lors des diverses analyses de 
sensibilité, il est nécessaire dans un premier temps de vérifier que la méthode est 
statistiquement fiable. Dans ce sens, deux séries de tests ont été effectuées sur la méthode 
multicritère, et ce à partir de la prise en compte de 5 critères. La première série a été 
particulièrement dévolue à la détermination du nombre minimum de simulations nécessaires à 
la stabilité de l'approche, et la seconde à l'influence de l'échantillonnage initial des paramètres. 
5.5.1 Tests sur le nombre minimal de simulations requises 
 La méthode consiste à augmenter progressivement la taille de l'échantillon sur lequel 
porte l'analyse de sensibilité. Ainsi, chaque nouvel échantillon est constitué par l'échantillon 
précédent auquel on rajoute un nombre fini de nouvelles simulations. Le tableau (5.2 ) indique 
les paramètres "fortement" (symbole ●) et "moyennement" (symbole ○) sensibles détectés par 
l'application de la méthode multicritère à différents échantillons sur chaque période. Le 
nombre et le pourcentage de simulations jugées acceptables lors de la phase de partition sont 
aussi indiqués dans le tableau. 
 De manière générale, il se dégage que le nombre de paramètres sensibles augmente 
rapidement avec le nombre de simulations considérées, et ce jusqu'à atteindre une valeur 
relativement stable pour les plus grands échantillons. Cet état de fait semble en relation avec 
le pourcentage de simulations "acceptables", dont la décroissance s'amortit progressivement 
avec la taille de l'échantillon considéré. Par ailleurs, les paramètres "fortement" sensibles d'un 
échantillon sont généralement composés par les paramètres issus du niveau inférieur. Ainsi 
pour les échantillons de petite taille, il semblerait que la méthode soit déjà apte à détecter les 
paramètres les plus influents sur la simulation.  
 De manière plus spécifique à la première période, les sensibilités relatives obtenues à 
l'ordre 1 et à l'ordre 2 ont été étudiées. On rappelle qu'à l'ordre 2, les simulations 
"acceptables" au sens multicritère sont issues des deux premiers rangements de Pareto et qu'en 
conséquence elles sont partiellement composées par les simulations jugées "acceptables" à 
l'ordre 1. Au-delà de 1500 simulations et quel que soit le rang de Pareto considéré, le nombre 
total de paramètres sensibles n'évolue plus franchement et la majeure partie des paramètres 
"fortement" sensibles se retrouve dans tous les échantillons. Il existe toutefois quelques 
exceptions notables, comme par exemple les paramètres : hfc, n'apparaissant qu'au niveau 
1500 (sous-entendu "1500 simulations") de l'ordre 1, εf disparaissant au niveau 2000 et 
réapparaissant au niveau 2500 de l'ordre 2, ou rsto,max disparaissant progressivement de l'ordre 
2. Ceci s'explique par les niveaux de transition choisis entre paramètres sensibles et 
paramètres non sensibles ; la probabilité K-S du paramètre pouvant se retrouver juste sous la 
limite inférieure fixée. Ceci est typiquement le cas pour les paramètres Ksat,2, hfc, de l'ordre 1 
et hg,2, hg,3, n2, rsto,max, et εf de l'ordre 2 ; tous ces paramètres se retrouvant alors juste sous la 
limite inférieure fixée à 0.05.  
 
 Concernant la seconde période, seuls les résultats de l'étude multicritère au rang 1 ont 
été conservés. A ce niveau et pour l'ensemble des simulations réalisées, au minimum 15 % 
des simulations sont jugées acceptables au sens multicritère, ce qui représente un pourcentage 
relativement important et comparable au rang 2 de la première période (pour indication, plus 
de 35 % des simulations étaient jugées acceptables au rang 2 pour cette période). D'un autre 
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côté, cette remarque confirme les doutes entrevus au paragraphe précédent lors de la 
confrontation des résultats de simulations avec les mesures, à propos de la capacité du modèle 
à simuler correctement l'ensemble des 5 variables pronostiques (cf. § 5.4.3). Pour cette 
période, les tests montrent encore qu'au-delà de 1500 simulations, une cohérence dans les 
paramètres les plus fortement sensibles est observée. Comme pour la première période, la 
limite choisie entre les trois niveaux de sensibilité a une légère influence sur les résultats de 
l'étude. Cette fois, les paramètres hg,3 ("presque" sensible au niveau 1500) et Azrt ("presque" 
sensible au niveau 2050) sont directement concernés.  
 
Ordre 1 Ordre 2 
Taille  
Nombre Paramètre Nombre Paramètre 
200 35 (17.5 %) 
● Ksat,3, La,1, rp 
○ La,2, θsh, Alaiv 
84 
(42 %) 
● Ksat,3, rp, Azrpm 
○ θs,1, n2, La,1, rsto,min, hfc, Alaiv 
500 59 (11.8 %) 
● θs,1, Ksat,3, La,1, rp 
○ εf, Alaiv, Azrpm 
155 
(31 %) 
● θs,1, Ksat,3, La,1, rsto,min, rp, Alaiv, 
Azrpm 
○ n2, hfc, εs  
1000 87 (8.7 %) 
● Ksat,3, La,1, rsto,min, rp, Alaiv 
○ hg,3, Azrpm, Lzrt 
246 
(24.6 %) 
● θs,1, Ksat,3, La,1, rsto,min, rp, hfc, Alaiv, 
Azrpm 
○ n2, Ksat,2, La,2, rsto,max, µ, εs, Azrt, Lzrt 
1500 111 (7.4 %) 
● θs,1, Ksat,3, La,1, rsto,min, rp, 
Alaiv 
○ hg,3, Ksat,2, hfc, Lzrt 
323 
(21.5 %) 
● θs,1, Ksat,3, La,1, rsto,min, rsto,max, rp, hfc, 
εf, εs, Alaiv, Azrt, Apmr 
○ Ksat,2, La,2, Ass, Azrpm, Lzrt 
2000 127 (6.4 %) 
● θs,1, Ksat,3, La,1, rsto,min, rp, hfc, 
Alaiv 
○ hg,3, Ksat,2 
384 
(19.2 %) 
● θs,1, Ksat,2, Ksat,3, La,1, La,2, rsto,min, rp, 
hfc, εs, Alaiv, Azrpm, Azrt, Apmr 
○ hg,2, hg,3, rsto,max, µ, Ass, Lzrt, Lfdr  
2500 132 (5.3 %) 
● θs,1, Ksat,1, Ksat,3, La,1, rsto,min, 
rp, εs, Alaiv 
○ εf 
402 
(16.1%) 
● θs,1, Ksat,2, Ksat,3, La,1, rsto,min, rp, hfc, εf, 
εs, Alaiv, Azrpm, Azrt, Apmr 
○ hg,2, hg,3, n2, La,2, Lzrt, Lfdr 
(a) 
 
Ordre 1 
Taille 
Nombre Paramètre 
200 83 (41.5 %) 
● θs,1, La,1, Llaiv 
○ hfc, Azrt 
500 153 (30.6) 
● θs,1, hg,1, Ksat,3, La,1, εf, Llaiv, Azrt 
○ Ksat,1, Ash, Alaij,  
1000 214 (21.4 %) 
● θs,1, hg,1, n1, Ksat,3, La,1, εf, Alaiv, Llaiv 
○ n3, εs, Aht, Azrt 
1500 274 (18.3 %) 
● θs,1, hg,1, n1, La,1, εf, εs, Alaiv, Llaiv, Azrt 
○ Ksat,1, Aht, Zri 
2050 305 (14.9 %) 
● θs,1, hg,1, hg,3, n1, La,1, εf, εs, Alaiv, Aht, Llaiv 
○ Ksat,1, Ksat,3, µ 
(b) 
Tab. 5.2 : Paramètres fortement (●) et moyennement (○) sensibles obtenus lors des tests sur la taille  
de l'échantillon :   a) Période 440-460      b) Période 505-530 
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5.5.2 Test sur l'échantillonnage des paramètres 
 Cette fois, la méthode consiste à regarder pour un échantillon de taille donnée si la 
sélection initiale des simulations affecte particulièrement les résultats de l'analyse de 
sensibilité. Les tests réalisés portent sur la première période car elle bénéficie d'un plus grand 
nombre de simulations. Le tableau (5.3) présente les résultats obtenus pour des échantillons de 
800 et 1250 simulations ; les 2500 simulations ayant alors été séparées respectivement en 3 
(environ) et en 2 sous-ensembles. Les résultats montrent que pour des échantillons de 800 
simulations, certains paramètres se retrouvent présents quel que soit l'échantillonnage réalisé 
(La,1 et rp à l'ordre 1, Ksat,3, La,1, rsto,min, rp et Alaiv à l'ordre 2). Ces quelques paramètres sont 
indiscutablement les plus influents sur les résultats de la simulation. Toutefois, il subsiste 
encore beaucoup de paramètres qui apparaissent et disparaissent suivant les cas, et ceci pour 
les deux ordres étudiés. Le nombre de simulations jugées "acceptables" semble lui aussi 
relativement conditionné par l'échantillonnage. Par exemple à l'ordre 2, on trouve 56 
simulations d'écart entre le second et le troisième échantillonnage (soit 7 % de l'ensemble des 
simulations).  
 Lorsqu'on réalise la même étude à partir des sous-ensembles de 1250 simulations, les 
différences obtenues semblent beaucoup moins prononcées. Dans ce cas, la majorité des 
paramètres sensibles se retrouvent dans les deux sous-échantillons. Ceci est d'autant plus vrai 
à l'ordre 2 puisque la totalité des paramètres "fortement" sensibles sont communs aux deux 
sous-ensembles. A l'ordre 1, plus de différences ont été constatées, notamment pour les 
paramètres "moyennement" sensibles. 
5.5.3 Conclusion partielle 
 Il se dégage des tests effectués que le nombre de simulations réalisées pour chacune des 
périodes semble suffisant afin de parvenir à une analyse de sensibilité statistiquement fiable. 
Un nombre de 1500 simulations parait être le minimum requis dans notre contexte d'étude. 
Toutefois nous utiliserons toujours l'ensemble complet de simulations réalisées pour l'analyse 
des études de sensibilité.  
 Concernant la période 440-460, les paramètres sensibles obtenus à l'ordre 1 apparaissent 
légèrement plus variables en fonction des échantillons considérés. Ceci peut éventuellement 
s'expliquer par le faible nombre de simulations "acceptables" obtenues après rangement de 
Pareto, la statistique étant alors de ce fait moins fiable. Malgré cela, l'interprétation des 
résultats pour cette période et à cet ordre sera effectuée. 
5.6 Analyse de sensibilité basée sur 5 critères 
5.6.1 Résultats sur la période 440-460 
 La sélection des simulations a permis d'isoler de l'ensemble complet 132 simulations à 
l'ordre 1 et 402 à l'ordre 2. Il est alors possible de les visualiser graphiquement dans l'espace 
des critères. La figure (5.6) montre 6 combinaisons particulières de fonctions critères deux à 
deux. Chaque croix grise représente l'une des 2500 simulations réalisées et les carrés les simulations  
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Rang 1 Rang 2 Taille 
Nombre Paramètre Nombre Paramètre 
79 ● θs,1, Ksat,3, La,1, rsto,min, rp, Alaiv ○ εf,,Ww, Lzrt 212 
● θs,1, Ksat,3, La,1, rsto,min, rsto,max, rp, εs, 
Alaiv, Azrpm, Azrt 
○ µ, εf, Lzrt 
82 
● θs,1, Ksat,3, La,1, La,2, rp, hfc, 
Apmr 
○ hg,3, Ksat,2, Ass, Azrpm, εs, 
254 
● Ksat,3, La,1, rsto,min, rp, hfc, Alaiv, Azrpm, 
Azrt, Apmr 
○ Ksat,2, Ass, Lzrpm, Lzrt 
800 
69 ● La,1, rp, hfc, εs, Alaiv ○ θs,1, rsto,min, εf, 198 
● θs,1, Ksat,3, La,1, rsto,min, rp, hfc, εf, Alaiv 
○ Ksat,3, La,3, αth 
102 ● Ksat,3, La,1, rsto,min, rp, Alaiv,  ○ θs,1, hfc, Lzrt 289 
● θs,1, Ksat,3, La,1, rsto,min, rp, hfc, εs, Alaiv, 
Azrpm, Apmr 
○ n2, La,2, rsto,max, Ww, Azrt, Lzrt, Lpmr 
1250 
87 ● Ksat,3, La,1, rp, hfc, εf, εs, Alaiv ○ θs,1, Ksat,2, Cd,2, rsto,min, αth 270 
● θs,1, Ksat,3, La,1, rsto,min, rp, hfc, Alaiv, 
Azrpm, Apmr, Lzrt 
○ Ksat,2, La,2, εf, εs, Azrt, Lpmr 
 
Tab. 5.3 : Paramètres fortement s(●) et moyennement (○) sensibles obtenus lors des tests sur 
l'échantillonnage initial des paramètres 
 
 
 
Fig. 5.6 : Sélection des simulations par la méthode du rangement de Pareto de rang 1 (carrés rouges) 
et de rang 2 (carrés verts) à partir des 2500 simulations (astérisques) réalisées sur la période 440-460 
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sélectionnées lors du rangement de Pareto de rang 1 (rouge) et de rang 2 (vert).  
 
 Cette figure montre que les simulations sélectionnées minimisent en général bien 
l'ensemble des critères (forte densité de carrés dans le coin inférieur gauche de chaque sous 
figures). Il semble donc possible à partir de certains jeux de paramètres de simuler au mieux 
l'ensemble des 5 variables de sorties considérées dans cette étude. Par ailleurs, si on s'intéresse 
particulièrement aux RMSE, les valeurs minimales sont d'un ordre tout à fait acceptable. On 
trouve pour ces dernières entre 20 à 30 W.m-2 pour les flux de surface, moins de 1 K pour la 
température de brillance et quasi nulle pour l'humidité superficielle du sol. 
 
 Les sensibilités relatives des 60 paramètres et variables d'initialisation obtenues à partir 
de l'échantillon complet sur la période 440-460 et à l'ordre 1, sont présentées sur la figure 
(5.7). Cette dernière est constituée par 4 histogrammes ; chacun d'eux représentant alors les 
sensibilités relatives des 30 paramètres et variables d'initialisation obtenues par l'approche 
multicritère et par les 5 approches monocritères. Les niveaux de transition entre paramètres 
"fortement", "moyennement" et "faiblement" sensibles sont représentés sur chaque 
histogramme par un trait discontinu noir. De manière générale, plus la barre verticale est 
haute, plus le paramètre est sensible. Par ailleurs, comme il n'a pas été possible d'indiquer sur 
chaque figure les noms des paramètres et des variables d'initialisation, une nomenclature a été 
adoptée. Pour les 50 paramètres du modèle SiSPAT-RS, celle-ci est indiquée dans le tableau 
(5.1). Pour les variables d'initialisation du modèle, une convention a été établie à partir de 
l'expression type "Xi", où la lettre X symbolise aussi bien la température (T) que le contenu 
en eau (W) et la lettre i aussi bien la surface de la colonne sol (S) que la profondeur en 
centimètre dans le sol (2.5 par exemple). Spécifiquement aux 5 analyses de sensibilité 
monocritère, un code de couleur a aussi été utilisé. Ce dernier est indiqué sur le second 
histogramme de la figure (5.7). 
5.6.1.1 Sensibilité à l'ordre 1 
 A cet ordre, 9 paramètres sensibles ont été détectés par l'approche multicritère dont 8 
"fortement" et 1 "moyennement" sensible. Par ailleurs, 4 d'entre eux concernent le sol (θs,1, 
Ksat,1, Ksat,3 et La,1) et 5 la végétation (rsto,min, rp, hfc, εf et Alaiv). La période étudiée est 
caractérisée par un assèchement progressif du sol et par une phase de développement de la 
végétation. De ce fait, la transpiration du couvert végétal représente la part essentielle du flux 
d'évapotranspiration. Plusieurs paramètres sensibles détectés sont en parfait accord avec cette 
constatation, puisqu'ils interviennent directement dans la régulation stomatique (rsto,min, rp, hfc 
et Alaiv) et la gestion de l'eau dans les couches profondes du sol (Ksat,3). Par ailleurs, 
l'influence des paramètres θs,1 Ksat,1, La,1 et εf semble confirmée par les résultats obtenus sur 
les analyses monocritères de θ05, Tb et G. De manière plus spécifique à ces dernières, il est 
aussi important de noter que la simulation de : 
 
• H est sensible à beaucoup de paramètres traduisant les propriétés du sol (n1, n2, 
Ksat,2, Ksat,3, La,2,et Ass), ainsi que certaines caractéristiques de la végétation (rsto,min, 
rp, hfc) et des racines (Azrpm, Afdr). 
• LE est sensible aux propriétés hydriques et thermiques du sol (Ksat,3, La,1,et La,3) 
et à une partie des caractéristiques de la végétation (rsto,min, rp, et Alaiv). 
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Fig. 5.7 : Sensibilité relative des paramètres du modèle SiSPAT-RS – Ordre 1 - Période 440-460 
 
 
 
Fig. 5.8 : Exemples de fonctions de distributions obtenues pour les paramètres sensibles La,1 et Alaiv 
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• θ05 est particulièrement sensible aux paramètres hydrodynamiques du premier 
horizon (θs,1 hg,1, Ksat,1, ) et aux conditions initiales en humidité. 
• G est fortement sensible aux propriétés hydriques et thermiques des trois 
horizons (Ksat et La) et à l'indice foliaire (Alaiv). 
• Tb est sensible aux propriétés hydriques et thermiques du sol (Ksat,2, Ksat,3, La,1,et 
La,2), à la majeure partie des caractéristiques de la végétation (rsto,min, rp, hfc, µ, εf et 
Alaiv) et aux conditions initiales en humidité. 
 Il se dégage de ce premier bilan relatif aux études monocritères que certains paramètres 
sensibles sont communs aux diverses analyses. Ceci est particulièrement le cas des 
conductivités hydrauliques à saturation (Ksat), des coefficients multiplicatifs de la conductivité 
thermique (La), des résistances stomatique minimale (rsto,min) et totale (rp) de la plante, ainsi 
que du facteur contrôlant l'amplitude du OAI vert (Alaiv). Comme la plupart d'entre eux 
apparaissent aussi dans les résultats de l'analyse multicritère, on peut alors penser qu'ils 
agissent indépendamment et de la même manière sur chacune des variables concernées. Il est 
ainsi possible dans ce cas d'améliorer simultanément plusieurs variables de sorties en 
modifiant de manière appropriée la valeur du paramètre considéré. Cette potentialité est 
particulièrement intéressante dans un objectif d'optimisation des paramètres. A l'opposé, 
certains de ces paramètres n'apparaissent pas dans l'étude multicritère (La,2 par exemple), ce 
qui signifie cette fois que ces derniers agissent de manière contradictoire suivant le critère. 
Enfin, certains paramètres n'agissent que sur un seul critère individuel et se retrouvent bien 
dans l'analyse multicritère, comme par exemple θs,1 et εf. 
 
 Aux vues des interrogations soulevées par l'interprétation des résultats de l'analyse de 
sensibilité, il parait être particulièrement important de visualiser les fonctions de distributions 
obtenues pour chacun des paramètres sensibles du modèle. Des exemples caractéristiques de 
fonctions de distribution obtenues pour les paramètres La,1 et Alaiv sont portés sur la figure 
(5.8). Chacune des sous-figures de gauche montre les deux fonctions de distribution cumulée 
obtenues sur les simulations jugées acceptables (trait plein) et sur l'ensemble complémentaire 
(trait discontinu). La différence maximale dm,n estimée a aussi été représentée (trait gras 
vertical). Concernant le paramètre La,1, il se dégage clairement que les valeurs inférieures à 
0.7 sont fortement favorisées au sein de l'ensemble des simulations "acceptables". L'inflexion 
de la courbe représentative de la distribution cumulée des simulations "acceptables" est alors 
fortement orientée vers la partie supérieure de la bissectrice. Une situation inverse est 
observée sur le paramètre Alaiv. Dans ce cas, les valeurs supérieures à 1.2 sont fortement sur-
échantillonnées.  
 
 Il est possible de reconduire cette analyse sur l'ensemble des paramètres sensibles 
détectés et par conséquent de réduire leurs gammes de variation. Ceci a été effectué pour 
chacune des études de sensibilité réalisées. La synthèse des résultats est portée dans le tableau 
(5.4). Les paramètres "fortement" (F) ont été distingués des paramètres " moyennement" (M) 
sensibles. Malheureusement pour quelques paramètres, aucune information précise n'a pu être 
dégagée de manière fiable (représentée par "?" dans le tableau). 
 
 De manière générale, il semblerait que hormis rsto,min, l'ensemble des paramètres 
sensibles communs agisse dans le même sens sur les variables de sorties considérées. Ceci est 
totalement cohérent avec les conclusions tirées sur la figure (5.4). En d'autres termes, cela 
signifie qu'il est possible d'obtenir une amélioration d'ensemble du modèle en jouant sur la 
valeur de ces paramètres. Ce point constitue un résultat important en vue de la phase 
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d'étalonnage du modèle.  
 De manière plus détaillée, il semblerait qu'il faille privilégier les plus fortes valeurs des 
conductivités hydrauliques à saturation, du coefficient La,2 ainsi que du Alaiv et, à l'inverse 
privilégier les plus faibles valeurs de La,1, rp et de hfc. Toutes ces considérations tendent à 
augmenter la transpiration. Ceci est alors réalisable par la simulation d'un couvert bien 
développé et d'un sol qui favorise les échanges hydriques entre les couches. De plus, les 
faibles valeurs de La,1 favorisent un faible flux de chaleur dans le sol, ce qui est aussi en 
accord avec les observations de G (Fig. 5.4). En ce qui concerne H, les résultats des 
simulations n'indiquaient pas spécialement une tendance à la surestimation ou à la sous-
estimation. Il semble alors particulièrement difficile d'observer une tendance cohérente sur les 
paramètres sensibles car l'utilisation de l’erreur quadratique moyenne en tant que fonction 
critère ne donne pas d'informations sur la nature du biais. Cet état de fait est particulièrement 
observable dans le cas des caractéristiques de la végétation, car plusieurs sensibilités relatives 
semblent en contradiction. Ainsi pour H, il semble préférable de sélectionner les fortes valeurs 
de résistance stomatique minimale et inversement des faibles valeurs de rp ou de hfc. Ces deux 
cas de figure agissent de manière opposée sur le calcul de la résistance stomatique. Une 
hypothèse serait alors que lorsque la valeur de rsto,min est très faible, il ne soit alors plus jamais 
possible d'obtenir un H correct et que d'un autre coté, pour les valeurs très fortes de rsto,min, il 
soit alors nécessaire de compenser la surestimation de H en agissant sur les deux autres 
paramètres.  
 
Nom Multicritère Mono G Mono H Mono LE Mono Tb Mono θ05 
θs,1 F < 0.45         F < 0.45 
hg,1           F < -0.5 
nB,1     F [2.12 ; 2.135]       
nB,2     M > 2.125       
log(Ksat,1) F > -7.2 F > -6 8       F > -6.7 
log(Ksat,2)   M > -7.5 M > - 7.1   M > -8.6   
log(Ksat,3) F > –8.3 M > -8.3 F > -8 F > -7.8 M > -8.2   
La,1 F < 0.9 F < 0.5   F < 1.1 F < 1.25   
La,2   M > 0.9 F > 1.35 F > 1.1 M ?   
La,3   M < 1.3         
rsto,min F < 110   F > 90 F < 100 F < 75   
rp F < 2.2 1012   F < 2.1012 F < 2.1012 F < 3. 1012   
hfc     F < -130   M < -120   
µ         F < 2 10-4   
εf M > 0.98       F > 0.985   
Ass     M > 0.0       
εs F > 0.96       F > 0.96   
Alaiv F >1.2 F > 1.15 M > 1.3 F > 1.3 M > 1.2   
Azrpm     F > 0.75 M > 0.65     
Azrt             
Afdr     F > 6800       
Lpmr           M ? 
 
Tab. 5.4 : Paramètres "fortement" (F) et "moyennement" (M) sensibles et leurs gammes de variations 
privilégiées – Période 440-460 - Ordre 1 
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5.6.1.2 Sensibilité à l'ordre 2 
 Dans ce cas de figure, un nombre plus important de paramètres sensibles a été détecté 
par la méthode multicritère (Fig. 5.9), soit 18 au total dont 13 "fortement" et 5 
"moyennement". De plus, 7 d'entre eux concernent les propriétés du sol (θs,1, hg,2, hg,3, Ksat,2, 
Ksat,3, La,1 et La,2), 6 les caractéristiques de la végétation (rsto,min, rp, hfc, εf, εs et Alaiv) et 5 la 
description du profil racinaire (Azrpm, Azrt, Apmr, Lzrt, Lfdr). Les paramètres les plus 
influents trouvés à l'ordre 1 se retrouvent aussi à l'ordre 2. Il est particulièrement intéressant 
de noter, toujours en accord avec le contrôle de la transpiration et de la gestion de l'eau dans 
les couches profondes du sol, l'apparition des paramètres d’échelle hg,2 et hg,3. Généralement, 
l'estimation de ces derniers se fait à partir des données expérimentales de teneur en eau 
volumique et de potentiel matriciel, qui ne sont pas toujours disponibles. Ainsi, les sensibilités 
relatives observées sur ces deux paramètres montrent clairement qu'il est alors possible de 
parvenir à leur étalonnage. D'un autre côté, les caractéristiques du profil racinaire sont cette 
fois fortement concernées. Les paramètres détectés ont une influence non négligeable sur 
l'extension verticale profonde du profil racinaire et par conséquent sur la régulation de la 
transpiration.  
 
 
 
 
 
Fig. 5.9 : Sensibilité relative des paramètres du modèle SiSPAT-RS - Ordre 2 - Période 440-460 
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 Le tableau (5.5) est l'équivalent à l'ordre 2 du tableau précédent. De manière générale, 
aucune contradiction n'a été constatée entre les deux tableaux, bien que les gammes de 
variation des paramètres communs aux deux ordres aient légèrement évolué. Comme on 
pouvait s'y attendre, les paramètres fortement sensibles ont cependant tendance à être moins 
"sélectif" au second ordre. En conséquence, leurs nouvelles gammes de variation associées 
sont un peu plus larges. Par exemple, les valeurs sur-échantillonnées de rp sont désormais 
inférieures à 2.2 1012 s.m-1 au lieu de 2 1012 au premier ordre. Ce fait est aussi observable sur 
le paramètre Alaiv.  
 Spécifiquement aux études monocritères, une nouvelle contradiction apparaît sur le 
paramètre La,1 entre H et G. Celle-ci peut s'expliquer par une rétroaction de G sur H. En effet, 
lorsqu'on améliore G en favorisant les faibles La,1, la différence d'énergie se reporte 
essentiellement sur H, ce qui peut alors conduire alors à sa sur-estimation. D'un autre côté, la 
contradiction entre H et LE sur rsto,min est quant à elle confirmée.  
 
 
Nom Multicritère Mono G Mono H Mono LE Mono Tb Mono θ05 
θs,1 F < 0.45       F < 0.44 F < 0.44 
hg,1           F [-1.3 ; -0.4] 
hg,2 M > -2.2           
h g,3 M [-4.7 ; –3]           
nB,2     M > 2.125       
log(Ksat,1)     F ?     F > -6.8 
log(Ksat,2) F > -7.9 M > -7.8 F > -7.2 F > -7.5     
log(Ksat,3) F [-8.3 ; -6.7] F > -8.5 F > -8.0 F > -8.3 F > -7.8   
La,1 F < 0.8 F < 0.7 F > 0.9       
La,2 M > 0.7   F > 1.0   M [0.7 ;1.5]   
La,3         F > 1.0   
Csec,3           F ? 
rsto,min F <100   F [80 ; 130] F < 100 F < 80   
rp F < 2 1012   F < 2.0 1012 F < 2.2 1012 F < 3.1 1012   
hfc F < -145   F < -140 F < -135 F < -135   
µ       M < 3.0 10-4 F < 3 10-4   
εf F > 0.98   M ?   F > 0.98   
εs F > 0.96 M ?   M ? F > 0.96   
Alaiv F > 1.25 F > 1.25 F > 1.1 M > 1.2 F > 1.3   
Azrpm F > 0.65   F > 0.75 F > 0.7 F > 0.7   
Azrt F > 1.65   F > 1.75 M > 1.7     
Apmr F > 0.47 M > 0.5         
Afdr           M > 7500 
Lzrt M < 1.9 10-4   F < 1.9 10-4     M < 1.9 10-4 
Lpmr       F < 3.10-4     
Lfdr M < 1.5 10-4           
 
Tab. 5.5 : Paramètres "fortement" (F) et "moyennement" (M) sensibles et leurs gammes de variations 
privilégiées – Période 440-460 - Ordre 2 
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5.6.2 Résultats sur la période 505-530 
 En accord avec ce qui a été présenté lors des tests sur le nombre de simulations, seuls 
les résultats obtenus à l'ordre 1 ont été étudiés sur cette période (du fait d'un trop grand 
nombre de simulations sélectionnées à l'ordre supérieur). Ceci ne peut s'expliquer que par un 
disfonctionnement d'ensemble du modèle sur cette période, confirmé par la visualisation de 
l'espace des critères (Fig. 5.10). D'une part, la grande dispersion des points sélectionnés est 
révélatrice de la difficulté du modèle à représenter correctement et simultanément les 5 
variables considérées dans cette étude. D'autre part, les fortes valeurs des RMSE témoignent 
de la difficulté du modèle à reproduire ne serait-ce qu'une seule de ces variables. Plus 
précisément, les RMSE minimales sont de l'ordre de 90 W.m-2 pour H, 40 W.m-2 pour G et 
LE, 1.4 K pour Tb et 0.03 pour θ05. Tout ceci est aussi en accord avec la visualisation de 
l'ensemble des simulations présentée sur la Figure (5.5). En fait à partir du jour 
d'expérimentation 518, deux évènements successifs de précipitations précèdent l'installation 
progressive de la phase de sénescence du blé. Ces conditions climatiques et 
environnementales particulières expliquent en partie les difficultés rencontrées lors de la 
modélisation. Cette fin de période est très contrastée par rapport à la première moitié qui est 
plus caractérisée par un assèchement régulier du sol et un couvert bien développé. Afin 
d'exploiter au mieux les résultats de l'analyse de sensibilité, il semble plus judicieux de 
distinguer ces deux sous-périodes. Ainsi, les analyses de sensibilité ont alors été réalisées 
indépendamment sur les périodes (505-517) et (518-530). 
 
 
 
Fig. 5.10 : Sélection des simulations par la méthode du rangement de Pareto de rang 1 (carrés 
rouges) à partir des 2050 simulations (croix grises) réalisées sur la période 505-530 
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5.6.2.1 Sensibilité sur la sous- période 505-517 
 Sur cette première période, seulement 46 mesures de flux H et LE sur 130 possibles 
sont disponibles. Malgré cela, les critères H et LE ont quand même été pris en compte dans 
l'analyse de sensibilité. La visualisation de l'ensemble de Pareto obtenu (Fig. 5.11) montre une 
nette amélioration tout autant sur le nombre de simulations sélectionnées à l'ordre 1 (162 
simulations, soit environ 8 %) que sur les RMSE associés à chacun des critères. Ces derniers 
sont désormais d'un ordre beaucoup plus faible que sur la période totale. Les valeurs 
minimales trouvées sont respectivement de 50, 40 et 45 W.m-2, 1.1 K pour H, LE, G et Tb. Par 
ailleurs, une valeur nulle est constatée pour θ05. La sélection réalisée conduit aussi à une 
dispersion des points plus limitée, ce qui est révélateur du meilleur fonctionnement 
d'ensemble du modèle SiSPAT-RS sur la période 505-517.  
 
 
 
 
Fig. 5.11 : Sélection des simulations par la méthode du rangement de Pareto de rang 1 (carrés 
rouges) à partir des 2050 simulations (croix grises) réalisées sur la période 505-517 
 
 
 
 Au total, 13 paramètres sensibles ont été détectés par la méthode multicritère (Fig. 
5.12), dont 9 "fortement" et 4 "moyennement". 7 d'entre eux concernent les propriétés du sol 
du premier et du troisième horizon (θs,1, θs,3, hg,1, hg,3, nB1, nB3, et La,1). La période considérée 
étant très sèche, la prédominance de ces paramètres "sol" semble cohérente. Dans ces 
conditions, la conductivité hydraulique à saturation a alors beaucoup moins d'impact que le 
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paramètre de forme nB. Ce dernier affecte fortement la forme de la courbe de rétention dans le 
régime sec. Il intervient aussi dans le calcul du coefficient η de la conductivité hydraulique de 
Brooks et Corey (Eq. 3.) qui devient lui aussi prépondérant dans le régime sec. D'autre part, 
les paramètres des horizons 1 et 3 sont privilégiés car ils favorisent directement la gestion de 
l'humidité superficielle et des couches profondes du sol accessibles à la transpiration.  
 Les autres paramètres sensibles détectés contrôlent directement la régulation stomatique 
et la structure du couvert végétal (rsto,min, rp, µ, Alaiv et Llaiv). Ce point est toujours en accord 
avec les résultats obtenus sur la période 440-460. De plus, le modèle semble aussi sensible 
aux conditions initiales en teneur en eau. Ce résultat est tout à fait cohérent avec l'état de 
sécheresse caractérisant cette période mais aussi avec le fait que la période de simulation ait 
été raccourcie. 
 
 
 
 
Fig. 5.12 : Sensibilité relative des paramètres du modèle SiSPAT-RS - Ordre 1 - Période 505-517 
 
 
 
 
 De manière plus spécifique aux études monocritères, beaucoup de paramètres sensibles 
ont été trouvés. L'interprétation de ces résultats est présentée à l'aide des résultats obtenus sur 
l'analyse des fonctions de distributions (Tab.5.6). 
 Concernant le flux de chaleur dans le sol G, ce dernier a tendance à être fortement 
surestimé sur toute la période. L'optimisation va alors privilégier les faibles valeurs de la 
conductivité thermique (faible La,1 et La,3) et la réduction de la part d'énergie radiative arrivant 
au sol. Dans ce dernier cas, il semble nécessaire de privilégier l'augmentation du coefficient 
d'interception (faible αth) et de prendre en compte un couvert végétal bien développé (fort 
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Alaiv et faible Llaiv). La présence de racines au plus près de la surface (faible valeurs de 
Zrmu) semble aussi bénéfique. Elle s'explique par une plus forte extraction racinaire dans les 
couches proches de la surface, ce qui par le biais de la chute d'humidité permet de diminuer 
encore un peu plus la conductivité thermique. Les autres sensibilités détectées semblent plus 
difficilement interprétables. Par exemple, une forte sensibilité est aussi observée pour les 
faibles valeurs de hg,1. En agissant de la sorte sur ce paramètre et à potentiel matriciel 
constant, on augmente alors la teneur en eau du premier horizon. Ceci contribue à une plus 
forte évaporation du sol et par voie de conséquence à réduire la température de la surface du 
sol et G. Enfin, les faibles valeurs observées pour θss ne sont pas cohérentes car elles 
impliquent une diminution de l'albédo du sol, ce qui contribue alors à l'augmentation de G. 
Une possible explication repose sur le fait que le flux G est systématiquement sous-estimé en 
fin d'après midi. 
 
 Concernant le flux d'évapotranspiration, la surface du sol étant très sèche, la seule 
solution possible pour reproduire les données expérimentales est d'augmenter la transpiration 
de la végétation. Dans ce sens, il est ensuite nécessaire de diminuer fortement la valeur de la 
résistance stomatique (faibles valeurs de rsto,min, rp, hfc et Llaiv), d'augmenter la profondeur 
maximale des racines (fortes valeurs de Azrt) et de faciliter les remontés capillaires des 
couches les plus profondes (fortes valeurs de log(Ksat,3) et hg,3). Il est important de noter que la 
majeure partie de ces actions se retrouve aussi dans les résultats de l'analyse monocritère de la 
température de brillance. Il semblerait donc que cette dernière soit principalement reliée à la 
contribution de la végétation. Cette observation est cohérente avec les valeurs moyennes de 
OAI vert sur cette période qui, malgré une forte décroissance régulière (de 2 à 0.9), restent 
suffisamment fortes sur cette période. La présence d'une couche de feuilles jaunes (qui on le 
rappelle ne transpire pas) semble être par contre un élément indésirable sur cette période de 
simulation (fortes valeurs de Llaij) ; cette dernière ayant pour effet d'augmenter la valeur de la 
température effective des feuilles Tv. 
 
 Concernant H, il semblerait que les meilleurs jeux de paramètres qui optimisent sa 
modélisation, soient ceux qui permettent de limiter la transpiration du couvert. En effet, 
beaucoup de paramètres sensibles sur LE agissent de manière opposée sur H (fortes valeurs de 
rp et µ ; faibles valeurs de nB,3, log (Ksat,3) et Azrt). Une autre voie possible est fortement 
reliée à la diminution de G et ainsi permettre l'augmentation de la contribution du sol Hs. Par 
conséquent, plusieurs paramètres sensibles sur G et H agissent dans le même sens (La,1, Alaiv, 
Llaiv et Llaij). L'observation en parallèle du rayonnement net simulé indique une sous-
estimation systématique sur cette période. Cet élément, combiné à la sur-estimation de G, 
montre alors clairement qu'une part importante d'énergie devrait être répartie entre H et LE. 
Ceci explique alors les contradictions obtenues dans les études monocritères de H et LE.  
 
 Enfin, l'humidité superficielle est contrôlée par les paramètres hydrodynamiques du 
premier horizon. L'association de faibles valeurs de θs,1 avec de fortes valeurs de hg,1 et nB1 
permettent de réduire la teneur en eau dans les 5 premiers centimètres du sol. Il est aussi 
important de noter que les conditions initiales en teneur en eau ont aussi un fort impact sur sa 
simulation. Ce résultat est d'autant plus logique que la période d'étude est courte. 
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Nom Multicritère Mono G Mono H Mono LE Mono Tb MonoW05 
θs,1 F < 0.47       F < 0.47 F < 0.44 
θs,3 F < 0.39           
hg,1 F > -0.5 M < -1.2       F > -0.7 
hg,3 F > -3.5     M  > -3.6 F > -3.6 M > -3.7 
nB,1 M > 2.14         F > 2.14 
nB,3 M > 2.132   F < 2.125 F > 2.13 F > 2.125   
log(Ksat,3)     F < -8.4 F > -7.8     
La,1 F < 0.7 F < 0.6 F < 1.0   F < 0.8   
La,2     F > 0.9   F < 0.9   
La,3   M < 1.0         
Cd,1   M ?          
rsto,min M < 90     F < 100 F < 100   
rp F < 2 1012   F > 2 1012 F < 2 1012     
hfc M < -145     F < -140     
µ     F > 310-4       
Decv     M ?       
εf         F > 0.975   
Ass     M > 0       
θss   M < 0.2         
εs         F > 0.965   
αth   M < 0.81         
Alaiv F > 2.1 F > 2.1 F > 2.1   M ?   
Alaij   F > 1.35         
Llaiv F < 2.7 10-3 F < 2.8 10-3 F < 3.1 10-3 F < 3 10-3     
Llaij   F < 1.2 10-2 M < 1.2 10-2   M > 1.1 10-2   
Zrmu   F < 4.5 10-2         
Azrt F > 1.85   F < 1.8 F > 1.75  F > 1.8   
Lzrt         M < 1.6 10-4   
Lfdr           M < 1.4 10-4 
 
Tab. 5.6 : Paramètres "fortement" (F) et "moyennement" (M) sensibles et leurs gammes de variation 
privilégiées – Période 505-517 - Ordre 1 
 
 
5.6.2.2 Sensibilité sur la sous-période 517-530 
 Sur cette période, la méthode du rangement de Pareto isole 315 simulations à l'ordre 1 
(soit 15 % des simulations). Les tendances observées lors du "pré-traitement" de la période 
entière 505-530 quant à la dispersion des points et aux fortes valeurs de RMSE sont alors 
confirmées sur cette fin de période (Fig. 5.12). Il est particulièrement important de noter que 
les RMSE sur H sont toujours supérieurs à 100W.m-2.  
 L'analyse multicritère indique 11 paramètres sensibles dont 9 "fortement" et 2 
"moyennement". Les paramètres concernés sont θs,1, hg,1, nB,1, La,1 et Ash pour le sol et εf, 
Alaiv, Alaij, Aht, Llaiv et Lpmr pour la végétation et les racines. De manière générale, le 
premier horizon du sol et la structure du couvert sont toujours fortement concernés. De plus, 
les paramètres caractérisant le troisième horizon du sol disparaissent en accord avec la faible 
transpiration observée sur cette période. Enfin, la couche de végétation jaune a désormais un  
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Fig. 5.13 : Sélection des simulations par la méthode du rangement de Pareto de rang 1 (carrés 
rouges) à partir des 2050 simulations (croix grises) réalisées sur la période 518-530 
 
 
 
Fig. 5.14 : Sensibilité relative des paramètres du modèle SiSPAT-RS - Ordre 1 - Période 518-530 
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impact plus significatif sur la modélisation. Ceci s'explique par un OAI jaune qui atteint sa 
valeur maximale au jour 523. 
 
 L'analyse des gammes de variation des paramètres sensibles (Tab. 5.7) témoigne 
pleinement des difficultés rencontrées par la modélisation. On observe sur cette période un 
maximum de contradictions et qui ne sont pas toujours facilement interprétables.  
 
 La majorité des paramètres sensibles sur le simple critère G sont communs à ceux 
trouvés sur la première moitié de la période. Ainsi, on retrouve les mêmes sens de variations 
pour les paramètres hg,1, La,1, αth, Alaiv, Llaiv, Zrmu. La sensibilité observée aux faibles θss 
est confirmée, ce qui s'oppose (tout du moins dans la journée) cette fois aux décalages positifs 
nécessaires sur les spectres d'albédos du sol sec et du sol humide. Par ailleurs, la modélisation 
d'une couche de végétation jaune bien développée (fortes valeurs de Alaij et faibles valeurs de 
Llaij) représente un bon moyen de limiter le rayonnement qui arrive à la surface du sol. Les 
faibles valeurs de hg,1 sont toujours privilégiées mais en complément, une forte sensibilité aux 
fortes valeurs de la teneur en eau à saturation du premier horizon θs,1 est aussi observée. Ces 
points contribuent alors à une forte évaporation de la surface du sol. 
 
 D'un autre côté afin d'augmenter le flux H, il est alors nécessaire de limiter fortement la 
transpiration en jouant sur l'ensemble des paramètres de la résistance stomatique. En 
complément, il est important de garder un couvert bien développé afin de limiter au mieux G. 
Enfin, une nouvelle sensibilité apparaît sur la hauteur du couvert (fortes valeurs de Aht). 
Celle-ci agit exclusivement sur le calcul de la hauteur de déplacement d et de la longueur de 
rugosité Z0. En agissant de la sorte, la résistance aérodynamique au-dessus du couvert ra 
diminue et inversement la résistance aérodynamique dans le couvert ras augmente. Ceci 
affecte alors sensiblement les contributions "sol" et "végétation" des flux. Par ce procédé, il 
semble ainsi possible de donner une plus grande importance à Hv et une plus faible influence 
à l'évaporation du sol Es. 
 
 Concernant LE, il semblerait que la plupart des simulations conduisent à sa 
surestimation. De ce fait, les sensibilités relatives aux paramètres contrôlant la régulation 
stomatique ont disparu ou ont été atténuées (valeurs intermédiaires de rsto,min). Ceci est en 
accord avec la faible transpiration observée sur cette période. Les très fortes valeurs de 
hauteur du couvert ont été fortement rejetées (Aht). Peut être conduisaient-elles à une trop 
faible évaporation du sol ? 
 
 La température de brillance est toujours surestimée sur cette fin de période. Par 
conséquent, les moyens d'action sont alors d'augmenter fortement la transpiration de la 
végétation (fortes valeurs de Alaiv et Aht ; faibles valeurs de rsto,min, rp et hfc), d'augmenter les 
propriétés optiques du sol et de la végétation (εf et εs). Les sens de variation trouvés sur θs,1 et 
nB,1 ne paraissent pas cohérents puisqu'ils contribuent à la réduction de l'évaporation du sol. 
 
 Enfin, les paramètres sensibles propres à l'humidité superficielle sont identiques à ceux 
trouvés sur la première moitié de la période et s'interprètent simplement par la très forte 
tendance à la surestimation observée. 
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Nom Multicritère Mono G Mono H Mono LE Mono Tb MonoW05 
θs,1 F < 0.43 M > 0.42 F > 0.46   F < 0.46 F < 0.43 
θs,3             
hg,1 F > -0.5 F < -1.5 F > -0.6 F > -0.7 F < -1.1 F > -0.3 
nB,1 F > 2.14   M ?   F > 2.135 F > 2.133 
nB,2         M ?   
nB,3         F ?   
log(Ksat,1)   F > -6.0 F < -7.8 F < -7.9 F > -6.5 F > -6.5 
log(Ksat,2)     M > -6.8       
La,1 F < 0.6 F < 0.6 F < 0.8 M > 1.2 F > 1.3 M > 1.4 
La,2   M < 0.8 M < 1.0       
rsto,min     F > 120 F [50 ; 130] F < 80   
rp     F > 2 1012   F < 2 1012   
hfc     M > -120   M < -135   
µ     F > 3.5 10-4       
εf F > 0.975       F > 0.975   
Ass   M > 0.0         
Ash M > 0.02 M > 0.0         
θss   M < 0.21         
εs         M > 0.96   
αth   M < 0.79         
Alaiv F > 2.1 M > 2.1 M > 1.9   F > 2.1   
Alaij F > 1.45 F > 1.5       M > 1.4 
Aht F > 0.68   F > 0.67 M < 0.75 M > 0. 68   
Llaiv F < 2.8 10-3 F < 3.2 10-3 F < 3.2 10-3 F > 3.1 10-3 F < 3 10-3   
Llaij   F < 1.2 10-2 F < 1.4 10-2       
Zrmu   F < 4.7 10-2         
Azrt     M < 1.7 F < 1.8 M > 1.7   
Lzrt     M < 2.1 10-4 M < 2.0 10-4     
Lpmr M < 2.7 10-4           
 
Tab. 5.7 : Paramètres "fortement" (F) et "moyennement" (M) sensibles et leurs gammes de variation 
privilégiées – Période 518-530 - Ordre 1 
5.6.3 Discussion sur les résultats 
 Il se dégage de l'ensemble de ces résultats que la méthode multicritère est 
particulièrement adaptée à la détection d'ensemble des paramètres sensibles du modèle. De 
manière générale, il a été observé que les paramètres sensibles détectés étaient ceux qui 
garantissaient le minimum de contradictions entre les sensibilités relatives obtenues par les 
analyses monocritères. D'autre part, il a aussi été observé que les paramètres sensibles varient 
suivant les conditions climatiques et environnementales et leurs mécanismes prépondérant 
associés. Dans ce sens, le choix des périodes temporelles de simulations s'est avéré 
performant.  
 D'un autre côté, les analyses monocritères apportent un surplus d'information sur des 
paramètres qui n’ont pas été détectés lors de l'analyse multicritère. Toutefois, il a aussi été 
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montré qu'elles pouvaient conduire à des situations difficilement interprétables. Ceci 
s'explique en partie par une perte importante d'information lors de la réalisation des 
simulations. Par exemple, après de forts évènements de précipitations sur la dernière période, 
il aurait été particulièrement intéressant d'avoir accès à la quantité d'eau interceptée 
directement par la végétation et participant au ruissellement de surface. De plus, le détail 
relatif aux contributions "sol" et "végétation" des flux H et LE auraient aussi été d'un apport 
non négligeable en vue de l'interprétation des résultats. Par ailleurs, la conduite d'analyses 
relatives monocritères permet de déterminer l'ensemble des situations qui contribuent à 
l'amélioration de la variable considérée. Cependant, ces situations peuvent s'avérer irréalistes 
au sens multicritère. Ce risque semble d'autant plus grand pour un modèle à deux bilans 
d'énergie. Par exemple, dans le cas hypothétique d'une sous-estimation systématique observée 
du flux LE, il est possible d'augmenter fortement l'évaporation du sol ou la transpiration. Ces 
situations sont alors exprimées au travers des gammes de variations privilégiées sur les 
paramètres sensibles. Malheureusement ces deux situations peuvent en contrepartie conduire à 
la détérioration d'un autre critère. De ce point de vue, la conduite d'une analyse multicritère 
semble alors beaucoup plus réaliste puisqu'elle cherchera les situations qui contribuent à une 
amélioration simultanée de plusieurs variables.  
 
 Un dernier point concerne le principe même de l'approche multicritère par le rangement 
de Pareto. La technique de sélection propre à cette méthode conduit ainsi à isoler les 
simulations qui ne peuvent être jugées "meilleures les unes par rapport aux autres" au sens 
multicritère. Il est toutefois possible de réduire cet ensemble afin de s'affranchir des 
simulations qui appartiennent aux extrémités de l'ensemble de Pareto (cf. Fig. 5.1). Ces 
simulations peuvent apparaître plus douteuses dans le sens où elles fournissent un très bon 
résultat sur un critère et des plus mauvais sur les autres. Il serait alors particulièrement 
intéressant de vérifier qu'elles n'affectent pas les résultats des sensibilités relatives des 
paramètres. Ceci a particulièrement été testé dans la partie suivante. Toutefois dans une étape 
préliminaire, une autre technique de sélection a été testée sur les deux périodes de simulation. 
Elle a été basée sur l'attribution d'une valeur seuil à chaque critère individuel ; les simulations 
acceptables étant alors celles qui garantissaient simultanément les 5 conditions monocritères 
définies. Les résultats des études de sensibilité ont montré peu de différences majeures avec la 
méthode du rangement de Pareto, et ceci sur les deux périodes étudiées. Il n'a donc pas été 
jugé essentiel d'en présenter les résultats. 
5.7 Analyse de sensibilité basée sur la prise en compte de 2 
critères 
 Dans cet autre contexte d’étude, les analyses de sensibilité ont été conduites sur les 
périodes de simulation 440-460 et 505-517 en considérant en tant que critère la température 
de brillance et l'humidité des 5 premiers centimètres du sol. La prise en compte d'uniquement 
deux critères conduit à des ensembles de Pareto composés de peu de simulations. Toutefois, 
en regard de la méthode statistique utilisée pour l'estimation des sensibilités relatives des 
paramètres, il est nécessaire de sélectionner un nombre suffisant de simulations et ainsi de 
choisir un rang seuil de Pareto relativement grand. De plus, une technique de seuillage a de 
plus été appliquée sur l'ensemble des simulations jugées acceptables, dans le but d'éliminer les 
simulations qui favorisent trop un critère au détriment de l'autre. Les valeurs des seuils ont été 
fixées a priori, mais toutefois dans un souci d'équité entre les deux critères. Des informations 
relatives à l'application de cette technique de sélection sont indiquées dans le tableau (5.8).  
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Période 440-460 505-517 
Rang seuil de Pareto 14 15 
Nombre de simulations retenues 342 310 
Ecarts types seuil sur Tb (K) 1.2 1.5 
Ecarts types seuil sur θ05 (m3.m-3) 0.025 0.01 
Nombre de simulations après seuillage 160 129 
 
Tab. 5.8 : Informations sur la mise en place de la sélection par seuillage 
 
 
 
 
Fig. 5.15 : Sélection des simulations par la méthode classique du rangement de Pareto (carrés rouges 
et verts) et par la méthode combinée de Pareto et de Seuillage (carrés verts uniquement ) 
Ligne du haut) : Période 440-460      Ligne du  bas) : Période 505-517 
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 La figure (5.15) montre, au travers de la représentation de l'espace des critères, les 
simulations qui ont été retenues par la méthode classique du rangement de Pareto (carrés 
rouges et verts) et par la méthode combinée du rangement de Pareto et du seuillage (carrés 
verts uniquement). Sur les sous-figures de droite, les RMSE obtenus sur les flux H et LE de 
ces simulations particulières ont été indiqués (code de couleur et de symbole équivalent). Il se 
dégage de ces sous-figures plusieurs points intéressants. Tout d'abord, la sélection classique 
de Pareto conduit quelle que soit la période à une forte dispersion des points sur les RMSE de 
H et LE. Toutefois sur la période 440-460, une densité de points plus importante est observée 
vers les faibles RMSE du flux LE. Cette constatation est encore plus vraie pour les 
simulations issues de la technique de sélection combinant rangement de Pareto et seuillage. 
Ceci s'explique par une forte corrélation entre Tb et LE sur la phase de développement de 
couvert végétal. Par conséquent, il semble que la prise en compte de ces critères se recoupe 
partiellement, ce qui est alors intéressant en vue d'un étalonnage du modèle à partir de la seule 
information de la télédétection. Cette tendance observée est moins prononcée sur la période 
505-517. Les valeurs des RMSE sur LE indiquent même des valeurs proches d'environ 140 
W.m-2 pour H et LE après application du seuillage. La forte sécheresse caractérisée sur cette 
période peut en partie expliquer la moindre corrélation observée entre Tb et LE. De ces deux 
exemples, il semble quand même préférable de mettre en œuvre une technique de sélection 
appliquant un seuillage après la phase de rangement du Pareto. 
 
 Les résultats des sensibilités relatives obtenues sur la période 440-460 (Fig. 5.16) 
indiquent 11 paramètres sensibles détectés, dont 9 "fortement" et 2 "moyennement. Par 
ailleurs, 5 d'entre eux concernent les propriétés du sol (θs,1, Ksat,3, La,1, La,2 et εs), 5 les 
caractéristiques de la végétation (rsto,min, rp, hfc, εf et Alaiv) et 1 les caractéristiques du profil 
racinaire (Lzrpm). Ces résultats sont globalement cohérents avec les résultats trouvés sur la 
même période par l'analyse de sensibilité 5 critères. Toutefois, une perte d'information a été 
constatée par rapport aux sensibilités relatives obtenues à l'ordre 2, notamment sur les 
paramètres hg,2 et hg,3 et certaines caractéristiques du profil racinaire (Azrpm, Azrt, Apmr, 
Lfdr). D'autre part, les gammes de variations (Tab. 5.9) n'indiquent aucune contradiction entre 
les diverses analyses de sensibilité réalisées sur cette période, ce qui se traduit par une 
réduction de gamme quasi identique par les deux types d'approche multicritères. Il a 
cependant été remarqué que les valeurs privilégiées de la résistance stomatique sont 
désormais légèrement plus faibles, du fait de la non prise en compte du critère sur le flux H 
dans l'analyse de sensibilité (qui induisait une contradiction avec les critères LE et Tb).  
 
 Les résultats obtenus sur la période de simulation 505-517 (Fig. 5.17) indiquent quant à 
eux 14 paramètres sensibles, dont 8 "fortement" et 6 "moyennement". Encore une fois, on 
retrouve un nombre important de paramètres sensibles détectés lors de l'analyse de sensibilité 
avec 5 critères. Comme on pouvait s'y attendre, il s'agit principalement des paramètres qui 
agissent sur la température de brillance (rsto,min, Azrt) ou sur l'humidité superficielle (θs,1, hg,1, 
nB,1, ). D'un autre côté, une contradiction apparaît entre les résultats des deux analyses de 
sensibilité. Elle concerne les paramètres Alaiv et Llaiv dont les gammes de variations sont 
opposées pour ces deux études (cf. Tab. 5.6 et Tab. 5.9). Deux effets sont à l'origine de cette 
contradiction. D'une part, pour ce nombre de simulations (129 au lieu de 162 dans la première 
analyse), une sensibilité relative à ces deux paramètres apparaît sur le simple critère Tb. 
D'autre part, les critères G, H et LE étaient toutes les trois à l'origine de la sensibilité observée 
dans le précédent cas d'étude.  
 Enfin, une perte de sensibilité concernant particulièrement les paramètres de la courbe 
de rétention en eau a été observée. Une information sur ces paramètres reste cependant 
disponible dans les études monocritères. Il est important de noter que malgré les sensibilités  
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Fig. 5.16 : Sensibilité relative des paramètres du modèle SiSPAT-RS par technique de sélection de 
Pareto et de Seuillage - Période 440-460 
 
 
 
Fig. 5.17 : Sensibilité relative des paramètres du modèle SiSPAT-RS par technique de sélection de 
Pareto et de Seuillage - Période 505-517 
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relatives observées sur le paramètre hg,3 et les gammes de variations allant dans le même sens  
pour les deux études monocritères, aucune sensibilité à ce même paramètre n'est observée 
pour l'étude multicritère. 
 
 
 
Période 440-460 Période 505-517 
Nom 
Multicritère Mono Tb Mono θ05 Multicritère Mono Tb Mono θ05 
θs,1 F < 0.45   F < 0.45 F < 0.45   F < 0.45 
θs,2           M ? 
hg,1     F < -0.5 F > -0.8   F > -0.7 
hg,3         F > -3.5 M > -3.2 
nB,1       F > 2.132   F > 2.135 
nB,3     M > 2.125   F > 2.13   
log(Ksat,1)     F > -6.6 F [-8 ; -7]     
log(Ksat,3) F > -8.0 F > -7.7         
La,1 M < 1.2 F < 1.0   F < 1.2 F < 0.8   
La,2 F < 1.1     F < 1.1 F < 0.8   
La,3       M > 1.4   M > 1.1 
rsto,min F < 80 F < 70   M < 100 F < 100   
rp F < 2 1012 F < 2 1012         
hfc F < -140 F < -140         
µ   F < 2 10-4         
Decv     F < 0.0       
εf F > 0.98 F > 0.98   F > 0.98 F > 0.98   
θsh     M > 0.28       
εs F > 0.96 F > 0.96   M > 0.96 F > 0.96   
αth           M < 0.85 
Alaiv F > 1.2 M > 1.25   M < 2.3 M < 2.0   
Llaiv       M > 3.1 10-3  M > 3.1 10-6   
Llaij         M > 1.1 10-2   
Azrt       F > 1.75 F > 1.85   
Lzrt       M < 1.7 10-4 M < 1.6 10-4   
Lzrpm M < 1.3 10-4           
Lpmr     M > 3.5 10-
4 
      
Lfdr           F < 1.5 10-4 
Tab. 5.9 : Paramètres "fortement" (F) et "moyennement" (M) sensibles et leurs gammes de variation 
privilégiées – Cas de l'analyse de sensibilité sur deux critères 
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5.8 Conclusion du chapitre 
 De manière générale, tester la sensibilité d'un modèle représente une étape préliminaire 
indispensable en vue de son utilisation, et plus particulièrement de son étalonnage. Le modèle 
couplé SiSPAT-RS est un outil complexe prenant en compte plusieurs processus physiques 
couplés et reposant sur la prescription d'un grand nombre de paramètres. De ce fait, il s'est 
avéré indispensable de choisir une méthode d'analyse de sensibilité d'une part adaptée à ce 
type de fonctionnement et d'autre part relativement performante quant à l'estimation de ces 
paramètres en vue de l'étalonnage du modèle. La méthode retenue et appliquée dans le cadre 
de ce travail, repose sur une approche originale, basée notamment sur un échantillonnage des 
paramètres de type Monte Carlo et sur une analyse multicritère de la sensibilité des 
paramètres du modèle. Elle permet en outre de prendre en compte les interactions entre 
paramètres. 
 
 Dans un premier temps, les tests conduits alternativement sur le nombre de simulations 
et sur l'échantillonnage initial des paramètres, ont montré que la méthode était statistiquement 
robuste pour un nombre limité de simulations. Dans un second temps, l'analyse de sensibilité 
a été appliquée d'une part sur deux périodes de simulations très contrastées d'un point de vue 
climatique et environnemental et d'autre part dans deux contextes différents liés au choix des 
critères. Dans tous les cas de figure, la méthode a permis de dégager les paramètres les plus 
influents du modèle quant à la simulation simultanée des diverses variables pronostiques. En 
associant de plus cette méthode avec des analyses monocritères, il a aussi été possible 
d'augmenter le nombre d'informations et de réduire les gammes d'incertitudes associées à 
chacun des paramètres sensibles. 
 
 De manière spécifique à l'analyse de sensibilité 5 critères, les résultats obtenus sur la 
première période ont montré la très bonne cohérence du modèle à simuler simultanément 
l'ensemble de ces 5 variables pronostiques sur une phase de développement du couvert 
végétal. Les gammes de variation des paramètres ont pu en conséquence être réduites de 
manière optimale. Ce dernier point constitue ainsi un moyen d'action efficace en vue de 
l'étalonnage du modèle sur cette période. Sur la deuxième période, plus caractéristique de la 
phase de sénescence du couvert végétal, la conduite de l'analyse de sensibilité a permis en 
particulier de pointer l'incapacité du modèle à représenter simultanément les 5 variables 
pronostiques. Il a été montré que l'origine de ce dysfonctionnement ne pouvait être imputé à 
une méconnaissance des paramètres du modèle, mais plutôt à une modélisation non adéquate 
des processus et/ou à la qualité des données expérimentales. De ce point de vue, les analyses 
de sensibilité ont alors aussi totalement rempli leur rôle, puisqu'elles ont alors contribué à une 
analyse intrinsèque du fonctionnement du modèle. Par ailleurs sur cette période, il a aussi été 
constaté que la prise en compte d'une couche de feuilles jaunes semblait être un élément 
intéressant dans la modélisation de la sénescence du couvert végétal. Cette hypothèse sera 
particulièrement vérifiée dans le chapitre suivant qui concerne l'étalonnage et la validation du 
modèle. 
 
 Enfin, concernant les études de sensibilité à 2 critères, il a particulièrement été montré 
que l'application d'une technique de sélection combinant un rangement de Pareto avec un 
seuillage sur les RMSE permet de réduire les incertitudes quant à l'estimation des flux de 
surface H et LE. Dans l'ensemble, les résultats des sensibilités relatives des paramètres se sont 
avérés être relativement proches des résultats trouvés lors de l'analyse à 5 critères. Une légère 
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perte d'information a cependant été constatée sur les paramètres hydrodynamiques des 
couches de sol profondes et la description du profil racinaire. Enfin, comme on pouvait s'y 
attendre, il a aussi été particulièrement montré que la prise en compte mutuelle de la 
température de brillance et de l'évapotranspiration était relativement redondante sur des 
périodes où le fonctionnement hydrique du couvert végétal était fortement conditionné par la 
végétation. 
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Chapitre 6  
 
 
 
Etalonnage et validation du modèle 
SiSPAT-RS 
 
 
 
 
 
 
 Suite aux analyses de sensibilité conduites sur le modèle SiSPAT-RS, les phases 
d'étalonnage et de validation ont été menées. Ce chapitre s'attachera à présenter ces deux 
nouvelles étapes. Ainsi dans un premier temps, un étalonnage manuel du modèle (§ 6.2) a été 
réalisé sur la parcelle 101 et sous trois scénarios différents quant à la connaissance 
expérimentale des propriétés du sol. Les règles déduites de cet étalonnage ont permis 
d'effectuer une validation du modèle sur une autre parcelle de blé (§ 6.3). Enfin, un 
étalonnage du modèle a été conduit à partir de la seule prise en compte de données de 
télédétection (§ 6.4). Par le biais d'une analyse d'incertitude, l'erreur du modèle liée à 
l'incertitude de ces paramètres a pu être ainsi estimée dans ce dernier contexte. 
6.1 Introduction 
 La phase d'étalonnage d'un modèle consiste à déterminer le jeu de paramètres qui 
fournit les meilleurs résultats de simulation par rapport à un ensemble d'observations. 
Généralement, la technique la plus couramment utilisée, du fait de sa simplicité de mise en 
œuvre, est celle dite "d'étalonnage manuel". Elle consiste à faire varier les paramètres un par 
un jusqu'à obtenir la meilleure représentation des variables simulées. Le jugement porté quant 
à l'amélioration des résultats de simulations est réalisé par visualisation graphique des 
trajectoires du modèle et/ou par évaluation d'un estimateur statistique. Dans le chapitre 
précédent, nous avons vu en quoi la conduite d'analyses de sensibilité favorisait la détection et 
l'estimation des paramètres les plus influents sur la simulation. Cependant, les nouveaux 
intervalles de variation trouvés sur les paramètres sensibles demeurent encore relativement 
larges et il est nécessaire de procéder à plusieurs essais avant d'isoler la combinaison 
satisfaisante. Cette étape requiert généralement beaucoup de temps et tout le savoir faire du 
modélisateur, pour au final un résultat qui reste partiellement subjectif. En fait, en agissant de 
manière successive sur un paramètre et en imposant une priorité sur l'ordre d'action des 
paramètres, il s'avère impossible de sonder l'espace complet des solutions. Il est alors possible 
de sélectionner un jeu de paramètre qui conduit à un minimum local de la fonction critère. 
Ceci est par ailleurs d'autant plus vrai que le modèle comporte un grand nombre de 
paramètres qui ne sont pas toujours indépendants les uns des autres. Il découle de tout ceci 
que le jeu de paramètres isolé ne correspond généralement pas à la solution optimale. 
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 Afin d'isoler formellement cette solution optimale, plusieurs techniques d'optimisation 
de paramètres ont été développées au cours des deux dernières décennies, notamment au sein 
de la communauté des hydrologues qui utilisent des modèles hydrologiques conceptuels. La 
spécification des paramètres dans de tels modèles reste délicate car la plupart d'entre eux ne 
sont pas directement accessibles par la mesure (Gupta et al., 1999). Par ailleurs, les 
hydrologues sont aussi confrontés à des problèmes d'hétérogénéité spatiale des mesures 
expérimentales. Typiquement, ces modèles fonctionnent à l'échelle du bassin versant alors 
que les données expérimentales sont représentatives d'une échelle locale. Ce dernier problème 
se retrouve communément à toute modélisation physique. Celle-ci repose en général sur des 
lois physiques qui sont établies à l'échelle microscopique mais qui sont appliquées à des 
échelles plus grandes. Ceci se traduit d'une part par la nécessité de paramétrer les processus 
étudiés et, d'autre part, par une perte du sens "physique" des paramètres qu'il devient 
nécessaire de caler.  
 
 Les techniques d'optimisation sont en principe conçues autour de trois éléments 
majeurs, à savoir : (1) la fonction critère, dite aussi fonction coût ou de mérite, (2) 
l'algorithme d'optimisation et (3) la condition d'arrêt. En accord avec ce qui a été vu 
précédemment, la fonction critère permet d'estimer la différence entre les observations et les 
sorties du modèle. Celle-ci peut être définie soit en termes de "moindres carrés" (minimisation 
de la fonction critère) soit en termes de "maximum de probabilité" (maximisation de la 
fonction critère). La première solution est communément appliquée, généralement par simple 
utilisation du RMSE (Eq. 5.1). Il est aussi possible d'attribuer des poids respectifs à chaque 
variable observée (fonction des moindres carrés pondérés), ce qui permet notamment de 
relativiser l'impact des observations jugées les plus incertaines. L'algorithme d'optimisation 
représente quant à lui la procédure logique qui permet l'exploration de l'espace des paramètres 
et la recherche de la solution optimale. Généralement, on distingue les stratégies de recherche 
locale des stratégies de recherche globale (Sorooshian et Gupta, 1993). Les premières sont 
plus appropriées à la recherche du minimum de fonctions unimodales. Elles sont basées sur le 
choix d'une direction de recherche et sur un déplacement parcouru dans cette direction. La 
méthode la plus couramment utilisée est la méthode dite du Simplex (Nelder et Mead, 1965). 
Cette dernière a le principal avantage d'être relativement simple à mettre en œuvre. 
L'évolution des paramètres repose uniquement sur des considérations géométriques. Une autre 
méthode locale classique est la méthode dite du gradient. Dans ce cas, les paramètres sont 
incrémentés simultanément, l'objectif étant de se déplacer dans l'espace des paramètres dans 
la direction donnant le maximum de variation.  
 L'application d'une méthode d'optimisation locale dans un schéma de surface peut 
s'avérer problématique, du fait du caractère fortement non linéaire de ce dernier. Ceci se 
traduit généralement sur la fonction critère par la présence de plusieurs minimums locaux. Les 
techniques locales permettent la détermination de l'un d'entre eux, et plus particulièrement 
celui qui est le plus proche de l'espace de paramètres utilisé au départ de la procédure. Les 
méthodes globales sont plus particulièrement adaptées à cette contrainte puisqu'elles sont 
principalement dévolues à la recherche du minimum des fonctions multi-modales. De ce fait, 
elles sont aussi généralement plus complexes. Pour information, nous indiquerons que ces 
méthodes peuvent être basées sur des approches déterministes, stochastiques ou combinées 
déterministes-stochastiques. Les techniques stochastiques sont particulièrement utilisées en 
hydrologie (Sorooshian et Gupta, 1993). Par exemple, la méthode de recherche aléatoire 
(traduction littérale de "Random Search Method" en anglais) se base sur un échantillonnage 
des paramètres de type Monte Carlo et sur la contraction progressive de l'espace des 
paramètres. Duan et al. (1992) ont particulièrement montré la faible efficacité de cette 
méthode sur un modèle hydrologique simple, et ceci malgré un très grand nombre de 
simulations réalisées. Les méthodes combinées associent quant à elles les potentialités des 
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méthodes stochastiques avec une technique de recherche locale (donc déterministe). Ceci 
permet de faire évoluer simultanément un ensemble de simulations afin de déterminer tous les 
minimums locaux (Duan et al., 1993). Dans ce contexte, l'algorithme MODCOM-UA (Yapo 
et al., 1997) combine les caractéristiques de la méthode du Simplex avec une technique 
d'évolution complexe stochastique des simulations. La principale originalité de cet algorithme 
est en outre d'exploiter les potentialités de l'approche multicritère. Ainsi, basé sur l'idée qu'il 
est difficile d'isoler un seul jeu de paramètres garantissant une amélioration simultanée de 
tous les critères, cet algorithme s'attache à déterminer l'ensemble complet des simulations de 
Pareto d'ordre 1.  
 
 Au cours de ce travail, aucune procédure d'optimisation automatique de paramètres n'a 
été utilisée. Du fait, du nombre important de paramètres et de leur dépendance, il s'avèrerait 
indispensable dans ce cadre de mettre en place une technique d'optimisation globale dans le 
modèle SiSPAT-RS. L'apport d'un algorithme du type de MODCOM-UA s'avèrerait 
particulièrement intéressant, puisqu'il permet de parvenir à un étalonnage des paramètres sur 
plusieurs critères.  
 
 Cependant, l'étalonnage du modèle a été réalisé sous deux approches différentes. Ainsi 
dans un premier temps, une technique d'étalonnage manuel a été mise en oeuvre sur la période 
complète de simulation (398-542) de la parcelle 101 (§ 6.2). Dans ce cadre, trois scénarios 
liés à la connaissance des propriétés du sol ont été définis ; l'objectif étant d'appréhender 
pleinement les capacités du modèle dans un contexte où la disponibilité des mesures 
expérimentales est dans un premier temps maximale, puis progressivement réduite. En outre, 
ceci doit permettre d'établir les règles d'étalonnage qui seront appliquées lors de la validation 
du modèle couplé à l'échelle de la parcelle (§ 6.3). Dans un second temps, une méthode 
d'étalonnage a été réalisée sur la période de simulation 440-460 à partir de la seule 
information accessible par télédétection (§ 6.4) ; l'objectif étant d'une part d'appréhender le 
futur apport de MODCOM-UA dans ce même contexte et d'autre part de quantifier l'erreur du 
modèle liée à l'incertitude sur les paramètres. Ceci a été notamment réalisé par le biais d'une 
méthode d'étalonnage stochastique itérative. 
 
6.2 Etalonnage manuel du modèle 
6.2.1 Présentation générale des trois scénarios d'étalonnage 
 Avant de présenter les trois scénarios, une attention particulière est portée sur la 
terminologie qui sera utilisée par la suite. En accord avec Sorooshian et Gupta (1993), il sera 
considéré par la suite que les paramètres "spécifiés" sont fixés à une valeur à partir de 
diverses considérations (mesures, études bibliographiques, fonctions de pédotransfert …) et 
que les paramètres "ajustés" sont déterminés par une procédure d'optimisation, et par 
conséquent fixés à une valeur qui conduit à la meilleure amélioration possible de la 
simulation. 
 
 Dans les deux premiers scénarios, les paramètres caractéristiques de la courbe de 
rétention ont été considérés comme non ajustables et leur spécification s'est totalement 
appuyée sur les données expérimentales. Les différences entre les deux scénarios proviennent 
de la modélisation de la colonne sol. Dans le premier scénario, la description a été totalement 
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déduite des mesures et par conséquent 4 horizons de sol ont été considérés (cf. Tab 4.5). Ce 
scénario a ainsi permis d'appréhender les performances du modèle couplé dans le cas le plus 
favorable (maximum d'observations). Dans le second scénario, une dégradation des propriétés 
sol a alors été induite par la seule prise en compte des 3 premiers horizons. La conduite de ce 
scénario a surtout servie de transition vers le troisième scénario. Dans ce dernier scénario, la 
description du sol a aussi été modélisée par 3 horizons, mais cette fois les paramètres 
caractéristiques de la courbe de rétention ont été supposés inconnus. De ce fait, leur 
spécification a alors été déduite des gammes de variations des analyses de sensibilité. Il est 
important de noter qu'aucune procédure d'optimisation n'a été menée sur ces paramètres. Ils 
ont été simplement spécifiés à des valeurs incluses dans leurs gammes de variations 
privilégiées. L'objectif de ce scénario étant alors de savoir s'il est possible d'étalonner 
correctement un modèle basé sur une résolution des transferts couplé de chaleur et de masse, 
sans information a priori sur les paramètres hydrodynamiques. 
 
 Dans un souci d'intercomparaison des trois scénarios, les OAI et les profondeurs 
caractéristiques du profil racinaire ont été considérés comme des paramètres fixes déterminés 
expérimentalement. Les résultats obtenus sur l'ensemble des variables simulées ont été 
évalués graphiquement et statistiquement. Dans ce dernier cas, le biais B, le RMSE et 
l'efficience E ont été particulièrement utilisés. Leurs expressions sont respectivement 
rappelées ci-dessous : 
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où mody  et obsy  sont les moyennes des simulations et des observations, n le nombre de 
mesures disponibles et yi mod et yi obs les valeurs ponctuelles de la grandeur simulée et 
observée. Le biais reflète la tendance d'ensemble de la grandeur simulée à sa surestimation (B 
> 0) ou à sa sous-estimation (B < 0). En ce qui concerne E, plus sa valeur tend vers 1 et plus 
les résultats de la modélisation sont jugés performants. Une valeur négative de E reflète des 
résultats de simulation plus mauvais que si la moyenne de la variable avait été considérée. Par 
ailleurs, cet estimateur a la particularité d'être adimensionné, ce qui à la différence du RMSE, 
élimine toute part subjective quant à son interprétation. 
6.2.2 Résultats et scores obtenus par le Scénario 1 
6.2.2.1 Ajustement des paramètres  
 On rappelle que dans le cadre de ce premier scénario (S1), les OAI, les profondeurs 
caractéristiques du profil racinaire et les paramètres caractéristiques des courbes de rétention 
en eau ont tous été spécifiés à leurs valeurs expérimentales (cf. Tab. 4.5). L’étalonnage 
manuel du modèle a ainsi porté sur l’ensemble des autres paramètres du modèle et sur 
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l’ensemble de la période de simulation. Toutefois le nombre de ces paramètres restant encore 
relativement important, il s’est avéré indispensable de réduire encore l’espace des paramètres 
de l’étalonnage manuel. Dans cet objectif, les résultats des analyses de sensibilité à 5 critères 
obtenus sur les 3 périodes de simulation ont été confrontées (Tab. 6.1). Ceci a permis 
d’optimiser uniquement les paramètres sensibles du modèle sur leurs gammes de variations 
privilégiées. Cependant, quelques contradictions ont été observées pour certaines gammes de 
variations privilégiées des paramètres sensibles. Par exemple sur la période 440-460, les 
gammes de variation trouvées sur le paramètre La,1 par les analyses multicritère (M) et 
monocritères sur G, LE et Tb sont opposées à celles trouvées par l'étude monocritère H 
(opposition symbolisée par // dans les colonnes « critères » du tableau 6.1). Il a été de ce fait 
nécessaire de fixer un choix sur les critères. Ainsi, il a été préféré de privilégier au maximum 
les gammes de variation déduites de l'analyse de sensibilité multicritère et au contraire de 
limiter au maximum celles issues de l'analyse monocritère sur le flux H.  
 
 
 
440-460  505-517  518-530 
Nom 
Critères Gamme de variation Critères 
Gamme de 
variation Critères 
Gamme de 
variation 
log(Ks,1) MGθ05 > -7.0   GTbθ05//HLE > -6.5 
log(Ks,2) MGHLE > -7.5   H > -6.8 
log(Ks,3) MGHLETb [-7.8 ; -6.7] LE//H > -7.8   
La,1 MGLETb//H < 1.0 MGHTb < 0.7 MGH//LE Tbθ05 < 0.7 
La,2 GHLETb [1.0 ; 1.5] Tb//H < 0.9 GH < 1.0 
La,3 G//Tb < 1.3 G < 1.0   
rsto,min MLETb//H < 100 MLETb < 100 Tb//H < 80 
rp MHLETb < 2.0 1012 MLE//H < 2.0 1012 Tb//H < 2.0 1012 
hfc MHLETb < -135 MLE < -145 Tb//H < -135 
µ LETb < 2.5 10-4 H > 3 10-4 H > 3.5 10-4 
εf MTb > 0.98 Tb > 0.975 Tb > 0.975 
Ass H > 0.0 H > 0.0 G > 0.0 
Ash     G > 0.0 
θss   G < 0.2 G < 0.21 
εs MTb > 0.96 Tb  > 0.965 Tb  > 0.96 
αth   G < 0.81 G < 0.79 
Afdr θ05 > 7500     
 
Tab. 6.1 : Confrontation des sensibilité relatives des paramètres "ajustables dans le Scénario 1 
 
 
 
 A partir de ces règles d’étalonnage, les paramètres sensibles du modèle ont été 
optimisés manuellement sur leurs gammes d'incertitudes privilégiées. Ceci a été réalisé par 
interprétations graphique et statistique des différentes variables simulées sur l’ensemble de la 
période de simulation. Les valeurs optimales trouvées sont indiquées dans le tableau 6.2. 
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Ainsi, les conductivités hydrauliques (Ksat) des 3 premiers horizons et l'émissivité du sol (εs) 
ont été augmentées alors qu'à l'inverse le coefficient multiplicatif de la conductivité thermique 
(La,1), la résistance stomatique minimale (rsto,min) et la résistance de la plante (rp) ont été 
diminués. L'émissivité des feuilles (εf) a été laissée à sa valeur de 0.98 car même si son 
augmentation contribuait à une meilleure simulation de la température de brillance Tb, les 
valeurs ne semblaient plus réalistes (Olioso, communication personnelle). Enfin, le coefficient 
La,3 n'a pas été modifié car même si sa diminution favorisait légèrement la simulation du flux 
G, elle dégradait en contrepartie les résultats de la température de brillance Tb (Tab 6.1). La 
dynamique du paramètre Fdrmax a été modifiée afin de mieux contrôler simultanément le 
stock d'eau dans les couches profondes et la transpiration de la plante via l'extraction 
racinaire. Par ailleurs, il est important de noter que la conductivité hydraulique à saturation de 
l'horizon 4 n'a pas été modifiée (aucune information n'était par ailleurs disponible sur ce 
paramètre puisque 3 horizons seulement avaient été modélisé lors des analyses de sensibilité). 
C'est aussi le cas des paramètres sensibles hfc, Ass, Ash, θss et αth dont l'impact est resté 
relativement mineur lors des différents essais d'étalonnage. Ceci tient aussi du fait que les 
valeurs initiales de certains de ces paramètres étaient déjà incluses dans les gammes de 
variations privilégiées (cf. Chapitre 4). 
 
 
Paramètre Valeur initiale Valeur ajustée 
Ksat,1 5.010-9 5.010-7 
Ksat,2 1.8 10-9 2.0 10-7 
Ksat,3 5.0 10-9 5.0 10-8 
La,1 1.0 0.5 
rsto,min 116 50 
rp 3.1012 1.1012 
εs 0.96 0.965 
FDRmax 10000 
1500 avant DOE 420 
3000 entre DOE 420-450 
6000 après DOE 450 
 
Tab. 6.2 : Etalonnage des paramètres sensibles 
6.2.2.2 Simulation des variables locales 
 Concernant la gestion du stock d'eau dans le sol, l'augmentation des conductivités 
hydrauliques a constitué le moyen d'action le plus efficace à son amélioration. L'étalonnage 
réalisé sur ces trois paramètres (cf. Tab. 6.2) s'est avéré performant sur la totalité des couches 
de sol, excepté pour la couche 80-120 cm (Fig. 6.1). Les scores associés (Tab. 6.3) ont été 
calculés à partir des mesures des sondes capacitives pour la couche 0-5 cm et des mesures des 
sondes à neutron pour l'ensemble des autres couches. Ces derniers sont globalement 
satisfaisants. La faible efficience obtenue sur les 5 premiers centimètres du sol (0.33) est une 
conséquence directe de la mauvaise représentation des événements de précipitations par le 
modèle. En effet, durant de tels évènements, il est tout autant possible d'aboutir par la 
modélisation à une surestimation qu'à une sous-estimation de la teneur en eau superficielle. 
Cependant, la forte décroissance de la teneur en eau qui intervient généralement après de tels 
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évènements a été systématiquement améliorée après ajustement des conductivités. Si l'on 
s'intéresse spécifiquement aux 4 premières couches de sol (0-10, 10-20, 20-30 et 30-50 cm), 
la simulation est très satisfaisante sur l'ensemble de la période. Une dégradation s'installe 
progressivement pour les deux dernières couches profondes (50-80 et 80-120 cm), conduisant 
à un assèchement trop important. Ceci est d'autant plus important pour la couche 80-120 (E = 
-0.16) et s'explique par une trop forte extraction racinaire ou par une mauvaise régulation avec 
les couches plus profondes. La réduction du FDRmax n'a pas permis de corriger totalement cet 
assèchement. Son ajustement a toutefois permis de mieux représenter la chute progressive de 
la teneur en eau qui est observable pour plusieurs couches de sol. Il est aussi important de 
noter que pour la couche 80-120, une légère sous-estimation intervient dès l'instant initial. 
Comme la teneur en eau à saturation du 4ème horizon est systématiquement inférieure aux 
valeurs initiales imposées dans cette couche, le modèle élimine alors simplement l'excédent 
d'eau dès le départ de la simulation. En conclusion, il découle finalement de cette phase 
d'étalonnage que le stock d'eau sur les 140 premiers cm de sol a été fortement amélioré 
(passage d'une efficience de 0.86 à 0.97). 
 
 En ce qui concerne les flux de surface (Fig. 6.2), l'étalonnage manuel réalisé améliore la 
représentation des flux Rn, G et dans une moindre mesure celle du flux LE. Le flux de chaleur 
dans le sol est le principal flux concerné par cette amélioration (RMSE = 24.5 W.m-2, E = 
0.70). Ceci est principalement lié à la diminution de la conductivité thermique de La,1. 
Concernant le flux d'évapotranspiration LE, la tendance à la sous-estimation initiale s'est 
transformée en une tendance à la surestimation (passage d'un biais négatif à un biais positif). 
Ceci est principalement dû aux diminutions de la résistance stomatique minimale et de la 
résistance totale de la plante, qui ont aussi eu un impact positif sur la simulation du stock 
d'eau dans le sol. Toutefois, une dégradation des scores est constatée sur les flux LE calculés 
par la méthode du rapport de Bowen (E = 0.66). Ces mesures sont toutefois plus fortement 
entachées d'incertitudes et concernent essentiellement la seconde moitié de simulation, 
notamment la phase de sénescence du couvert végétal. En parallèle à l'augmentation de 
l'évapotranspiration, les scores de H se sont alors dégradés. La tendance à la sous-estimation 
qui était observée initialement pour les flux "Bowen" est désormais plus prononcée. Ceci 
s'explique en partie par le fait que les règles d'étalonnage n'aient pas été orientées vers une 
amélioration de ce flux et par la tendance à la sous-estimation du modèle sur les plus fortes 
valeurs de Rn. La perte de cette énergie radiative se répercute directement sur les flux H et 
LE, exprimant ainsi la difficulté à parvenir à leur amélioration simultanée. 
 
 La température de brillance a elle aussi été améliorée après étalonnage (passage d'un 
RMSE de 2.1 à 1.9 K et d'une efficience de 0.93 à 0.95). La tendance à la surestimation 
initiale reste cependant observable pour les plus fortes valeurs de Tb (Fig. 6.3). Ces points 
appartiennent en partie à la phase de sénescence du couvert végétal. Par contre, 
l'augmentation de la transpiration, via la diminution des paramètres contrôlant la régulation 
stomatique, a contribuée fortement à une meilleure représentativité sur l'ensemble de la 
période de végétation.  
 
 Enfin, tous les biais des températures dans le sol sont devenus négatifs. Les efficiences 
demeurent toutefois relativement inchangées. Les résultats obtenus sont acceptables dans 
l'ensemble (Fig. 6.3), et ceci bien que la phase d'étalonnage n'ait pas été spécialement orientée 
vers une amélioration de ces grandeurs. 
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Fig. 6.1 : Simulations du contenu en eau de diverses couches de sol et du stock d'eau total avant (trait 
continu) et après (trait discontinu) étalonnage des paramètres sensibles – Scénario 1 
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Fig. 6.2 : Comparaison des flux de surface après étalonnage – Scénario 1 
 
 
 
Fig. 6.3 : Comparaison des températures dans le sol et de la température radiative – Scénario 1 
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 Le tableau (6.3) indique aussi les statistiques qui ont été obtenues par une simulation 
réalisée à partir du même jeu de paramètres étalonnés, mais pour laquelle la couche de feuilles 
jaunes n'a pas été modélisée. Ceci ne concerne que les quelques derniers jours de la 
simulation ; période pour laquelle il a été vu que le modèle rencontrait un maximum de 
difficultés. Les scores montrent que la prise en compte de la couche de végétation jaune 
améliore sensiblement la simulation du flux de chaleur dans le sol G et de la température de 
brillance Tb. Dans une moindre mesure, il a par ailleurs été constaté une légère amélioration 
sur la simulation du contenu en eau des couches intermédiaires, des températures du sol et du 
flux LE. Cependant, l'impact sur le flux radiatif Rn est plutôt négatif. Ceci se traduit alors par 
une légère dégradation des performances sur le flux H.  
 
 
Avant étalonnage Après étalonnage Sans feuille jaune 
Variable 
B RMSE E B RMSE E B RMSE E 
θ0-5  0.062 0.092 -1.93 0.022 0.044 0.32 0.021 0.044 0.33 
θ0-10  0.025 0.053 0.48 0.006 0.025 0.88 0.006 0.026 0.88 
θ10-20 0.020 0.031 0.81 0.004 0.017 0.94 0.005 0.018 0.93 
θ20-30 0.008 0.015 0.95 -0.004 0.013 0.97 -0.003 0.013 0.96 
θ30-50 0.021 0.028 0.77 0.005 0.011 0.97 0.006 0.011 0.96 
θ50-80 0.011 0.020 0.80 -0.008 0.015 0.89 -0.007 0.015 0.89 
θ80-120 -0.020 0.024 0.70 -0.042 0.046 -0.16 -0.004 0.045 -0.15 
θ0-140 0.010 0.018 0.86 -0.006 0.008 0.97 -0.005 0.008 0.97 
Rn -17.7 39.1 0.96 -15.3 38.7 0.96 -14.3 36.9 0.96 
G -0.35 33.6 0.43 0.6 24.5 0.70 0.3 27.9 0.61 
Hfluctuation 0.58 24.7 0.87 -11.8 29.3 0.81 -11.4 28.7 0.82 
LEfluctuation -14.9 34.3 0.89 2.1 28.9 0.92 2.0 29.2 0.92 
Hbowen -25.9 60.1 0.72 -32.6 64.6 0.68 -30.0 61.1 0.71 
LEbowen -0.6 37.5 0.82 15.6 52.2 0.66 13.6 52.8 0.65 
T2.5 cm 0.5 2.5 0.83 -0.4 2.6 0.81 -0.1 3.0 0.75 
T10 cm 0.6 1.5 0.93 -0.5 1.5 0.94 -0.2 1.4 0.94 
T30 cm 0.3 1.0 0.96 -0.6 1.1 0.95 -0.4 1.0 0.96 
T50 cm 0.2 0.8 0.97 -0.5 0.8 0.97 -0.4 0.8 0.96 
Tb 1.4 2.1 0.93 0.72 1.9 0.95 1.1 2.3 0.92 
 
Tab. 6.3 : Scores obtenus lors du scénario 1 
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6.2.2.3 Simulation des variables de télédétection 
6.2.2.3.1 Réflectances directionnelles Polder 
 La simulation des réflectances directionnelles Polder a été effectuée à l'aide du modèle 
2M-SAIL couplé au modèle de réflectance de sol MRPV. L'utilisation de ce dernier a été 
préférée aux mesures spectrales pour sa meilleure représentativité des effets directionnels du 
sol. L'étalonnage des 4 paramètres spectraux d'entrée du modèle a été réalisé "manuellement" 
à l'aide de ce même modèle couplé et des réflectances spectrales au jour d'expérimentation 
396.  
 
 La comparaison des simulations et des mesures Polder est respectivement présentée 
pour chaque bande spectrale sur les figures (6.4) à (6.6), et ceci pour 6 dates d'acquisition 
Polder. Par convention, il a été adopté des angles zénithaux de visée positifs (négatifs) pour 
une diffusion arrière (avant). L'angle zénithal solaire a aussi été indiqué par un trait vertical 
discontinu. Les scores obtenus ont quant à eux été indiqués dans le tableau (6.4). 
 
 Concernant les canaux spectraux Vert (550 nm) et Rouge (670 nm), les effets 
directionnels sont dans l'ensemble sous-estimés. Toutefois, la comparaison des réflectances 
indique dans l'ensemble des résultats satisfaisants pour les 5 premières dates et pour des 
angles zénithaux de visée proches du nadir. Les RMSE trouvés sont dans l'ensemble inférieurs 
à 0.02. Concernant la dernière date, les différences sont importantes (la simulation sort 
carrément de la figure pour le canal Vert et les RMSE de ces deux bandes spectrales 
deviennent beaucoup plus importants). En fait, le jour 526 correspond à la sénescence du blé, 
pour une valeur de OAI jaune à son maximum (2.1). De ce point de vue, la prise en compte de 
la couche de feuilles jaunes semblent plutôt néfaste sur la simulation des réflectances 
directionnelles. Toutefois, les résultats ont montré que même sans la prise en compte de cette 
couche végétale particulière, il n'était pas possible de reproduire correctement les données 
Polder à cette date. Ceci s'explique en partie par la très forte hétérogénéité des données 
aéroportées observée au jour 526.  
  Il a aussi été constaté que la dynamique "inter-date" des réflectances spectrales 
simulées était faible. Ceci s'explique en partie dans la modélisation par l'utilisation de 
propriétés spectrales foliaires identiques pour toutes les dates. D'autre part, l'indice foliaire est 
un paramètre sensible à effet de seuil. Ainsi, son impact sur la modélisation des réflectances 
est maximum pour les faibles valeurs et devient de plus en plus modéré au fur et à mesure 
qu'il augmente. Les valeurs de OAI vert observées sont suffisamment importantes sur ces 5 
dates pour que l'effet de seuil soit prépondérant.  
 
 Concernant le canal PIR (Fig. 6.6), les effets directionnels sont généralement mieux 
simulés mais en contrepartie les écarts entre simulations et mesures sont plus importants. Les 
RMSE calculés sont de ce fait plus importants. Par ailleurs, le dernier jour est aussi 
particulièrement mal simulé. 
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Fig. 6.4 : Simulation des réflectances Polder dans le canal Vert (550 nm) 
 
 
 
Fig. 6.5 : Simulation des réflectances Polder dans le canal Rouge (670 nm) 
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Fig. 6.6 : Simulation des réflectances Polder dans le canal PIR (864 nm) 
 
 
 
 
 
Canal Vert Canal Rouge Canal PIR Jour  
(DOE) 
B RMSE E B RMSE E B RMSE E 
424 -0.004 0.015 -0.86 -0.003 0.094 -2.88 -0.016 0.018 0.65 
437 0.003 0.013 -3.11 -0.004 0.009 -2.20 0.009 0.026 -0.44 
466 0.014 0.019 -0.28 -0.002 0.007 -0.61 0.017 0.028 0.48 
472 0.015 0.018 -0.17 -0.002 0.015 -1.24 0.015 0.017 0.61 
488 0.034 0.037 -0.01 0.010 0.004 -0.08 0.003 0.027 0.53 
526 0.103 0.110 -0.12 -0.006 0.014 -11.41 0.101 0.111 -0.17 
 
Tab. 6.4 : Scores obtenus sur les réflectances Polder dans les canaux Vert, Rouge et PIR par 
étalonnage manuel sur la parcelle 101 
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6.2.2.3.2 Températures de brillance aéroportées 
 En plus des températures de brillance locales, les température de brillance aéroportées 
ont aussi été simulées. La simulation indique une tendance à la surestimation (biais de 0.69) 
par rapport aux mesures de la caméra thermique (Fig. 6.7). En fait, il a été constaté que les 
points où les écarts avec les mesures sont les plus importants correspondent à la phase de 
sénescence du blé.  
 Les barres d'erreur correspondent à ± un écart type déduit des mesures de la parcelle 
101. Comme on peut le noter, une forte hétérogénéité spatiale a été observée sur cette 
parcelle. 
 
 
Fig. 6.7 : Simulation des températures de brillance aéroportées – Scénario 1 
6.2.3 Résultats et scores obtenus par les scénarios 2 et 3 
 Les résultats obtenus dans le cadre du premier scénario ont montré la bonne cohérence 
du modèle couplé après étalonnage des paramètres sensibles. De ce point de vue, le modèle 
SiSPAT-RS a montré ses capacités à simuler un cycle végétal complet. Toutefois, ce travail a 
reposé sur des propriétés du sol déterminées essentiellement par voie expérimentale. Il 
apparaît désormais intéressant d'investiguer sur les potentialités du modèle dans un contexte 
plus défavorable quant à la connaissance du sol. Ainsi dans ce nouveau contexte, deux 
scénarios ont été définis.  
 
 Dans le cadre du groupe de travail « Intercomparaison des modèles TSVA », une étude 
préliminaire a été réalisée dans un cas de modélisation d’un sol homogène (un seul horizon) 
avec SiSPAT (Olioso et al., 2001 a). Les résultats ont montré que la gestion du stock d'eau 
dans le sol était délicate par une telle représentation simplifiée du milieu. De manière plus 
précise, il s'est avéré particulièrement difficile de contrôler simultanément la teneur en eau 
superficielle et la teneur en eau profonde par la prescription d'une seule conductivité 
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hydraulique à saturation (Olioso et al., 2001 b). De ce point de vue, il est apparu préférable de 
considérer une approche multihorizon dans la modélisation du sol, et ceci malgré le fait 
qu'elle requiert en contrepartie la prescription d'un nombre plus important de paramètres. De 
fait, trois horizons ont été pris en compte dans la description du sol des scénarios 2 et 3. Ces 
derniers ont été respectivement définis entre les profondeurs 0-10, 10-30, et 30-200 cm. Cette 
description apparaît recevable en première approximation dans le cas de sols agricoles 
(Chanzy, communication personnelle). 
6.2.3.1 Ajustement des paramètres  
 Pour le scénario 2, la spécification des propriétés du sol a été réalisée à partir des 
données expérimentales des trois premiers horizons acquises sur la parcelle 101 (cf. Tab. 4.5). 
De manière identique au scénario 1, ces paramètres ont été considérés comme fixes lors de la 
phase d'étalonnage. Après étalonnage manuel, il a été trouvé que les règles d’étalonnage 
effectuées au scénario 1 (cf. Tab. 6.2) conduisaient à la simulation la plus performante. 
 
 Pour le scénario 3, la spécification des paramètres hydrodynamiques a été déduite des 
résultats des analyses de sensibilité. Elle a été basée sur une procédure similaire à celle 
appliquée dans le cadre du scénario 1. Ainsi, les résultats des sensibilité relatives des 
paramètres hydrodynamiques ont été confrontés et exploitées (Tab. 6.5). Ceci a finalement 
permis de spécifier une nouvelle valeur à chaque paramètre sensible sur leurs intervalles de 
variations privilégiés. Les valeurs ajustées de tous les paramètres hydrodynamiques concernés 
ont été portées dans le tableau (6.6). On constate que la conduite de cette simple technique 
d'optimisation permet de s'approcher des valeurs expérimentales qui ont été déterminées lors 
de l’expérience Alpilles-ReSeDA (cf. Tab. 4.5). Les seules exceptions concernent les 
paramètres de forme nB (légèrement ), et par voie de conséquence les paramètres de forme mB 
qui y sont directement reliés. D'un autre côté, les paramètres hydrodynamiques non sensibles 
ont été ajustés à l’aide de diverses considérations. Par exemple, le paramètre θs,2 a été fixé à la 
valeur moyenne de θs,1 et θs,3. La porosité et la capacité thermique volumique sèche ont quant 
à elles été respectivement déterminées à partir des relations (1.28) et (3.22). Les densités 
volumiques sèches associées à chaque horizon (nécessaires à l’expression des précédents 
paramètres) ont été spécifiées à des valeurs de 1.25, 1.40 et 1.60 g.cm-3. Cette hypothèse 
semble valable en première approximation dans le cas des sols de cultures (Chanzy, 
communication personnelle).  
 
440-460 505-517 518-530 
Nom 
Critère Gamme de variation Critère 
Gamme de 
variation Critère 
Gamme de 
variation 
θs,1 Mθ05  MTbθ05 < 0.47 MTbθ05/GH < 0.43 
θs,3   M < 0.39   
hg,1 θ05 [-1.1 ; -0.4] Mθ05/G > -0.7 MHLEθ05/GTb > -0.7 
hg,2 M > -2.2     
hg,3 M [-4.7 ; -3] MLE Tbθ05 > -3.7   
nB,1 H [2.12 ; 2.135] Mθ05 > 2.14 MTbθ05 > 2.14 
nB,2 H > 2.125     
nB,3   MLETb/H > 2.125   
 
Tab. 6.5 : Confrontation des résultats des analyses de sensibilité en vue de l'ajustement des 
paramètres hydrodynamiques du modèle 
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Horizon ε θs hg nB mB η Cd θf 
1 0.528 0.42 -0.55 2.14 0.0654 18.24 0.94 106 0.192 
2 0.472 0.40 -1.0 2.13 0.0610 19.34 1.06 106 0.209 
3 0.396 0.38 -3.3 2.13 0.0610 19.34 1.21 106 0.231 
 
Tab. 6.6 : Spécification des paramètres hydrodynamiques dans le cadre du scénario 3. Les valeurs 
indiquées en gras sont celles qui ne sont pas issues de l’interprétation des analyses de sensibilité 
 
6.2.3.2 Simulation des variables locales par le scénario 2 
 Lors du scénario 2, la simulation du contenu en eau du sol a conduit à des statistiques 
relativement différentes sur plusieurs couches de sol (Tab. 6.7 et Fig. 6.8). En fait, seules les 
couches superficielles 0-5 et 0-10 cm ne sont pas concernées. Comme l'horizon 1 n'a pas été 
affecté par les modifications de structure et que les conductivités hydrauliques à saturation 
étalonnées sont identiques aux deux scénarios, il semble cohérent d'obtenir peu de 
modifications dans ces couches. Les différences sont alors beaucoup significatives dès la 
couche 10-20 cm et s'accentuent avec la profondeur jusqu'à la couche 80-120 cm. Elles 
traduisent systématiquement une augmentation de la teneur en eau dans ces couches (tous les 
biais ont été augmentés). Ce surplus d'eau est une conséquence directe de l'augmentation de la 
conductivité hydraulique à saturation dans les couches situées au-delà de 90 cm (le 4ème 
horizon ayant été supprimé, Ksat,3 s'applique aussi aux couches au delà de cette profondeur, ce 
qui correspond à une augmentation d'un facteur 10 par rapport à Ksat,4). Cette hypothèse 
permet ainsi d'accéder plus librement à de l'eau stockée dans les couches les plus profondes. 
Ceci se traduit alors par des scores d'une part moins favorables sur les couches 10-20, 20-30 
et 30-50 cm, notamment avec des efficiences respectives de 0.91, 0.96 et 0.75, et par des 
scores d'autre part plus favorables sur les couches 50-80 et 80-120 cm (E = 0.93 et 0.80). Du 
fait de cette compensation entre les couches, il est alors cohérent d'obtenir des stocks d'eau sur 
les 140 centimètres très comparables entre les deux scénarios. Dans le même sens, il a aussi 
été constaté que la teneur en eau au bas de la colonne sol était plus faible pour S2 que pour S1 
sous l'action des remontées capillaires plus importantes. Ce dernier point doit être aussi mis 
en parallèle avec la condition à la limite inférieure d'un flux de masse nul imposé au bas de la 
colonne sol.  
 En ce qui concerne les flux de surface et les températures du sol et de brillance, peu de 
différences notables ont été observées du fait que le jeu de paramètres étalonnés est commun 
aux deux scénarios.  
 
6.2.3.3 Simulation des variables locales par le scénario 3 
 La simulation de la teneur en eau du sol indique plusieurs points intéressants (Fig. 6.8). 
Tout d'abord, malgré un assèchement légèrement trop faible en début de simulation (avant le 
jour 460), une amélioration est finalement constatée sur le contenu en eau des couches 
superficielles 0-5 (E = 0.45 ) et 0-10 cm (E = 0.90). Elle s'explique par la plus forte 
décroissance de l'humidité après les évènements de pluie. L'ajustement des paramètres qui a 
été réalisé sur le 1er horizon apparaît alors être relativement performant. Par opposition, cette 
 - 155 - 
tendance s'inverse systématiquement pour les couches du second horizon. Du fait, des 
sensibilités relatives peu prononcées sur les paramètres hydrodynamiques de cet horizon, la 
spécification des paramètres a été plus délicate à réaliser. Par exemple, aucune information n'a 
permis d'ajuster θs,2 et l'intervalle de variation de hg,2 est encore relativement large. En 
complément, les couches du 3ème horizon indiquent systématiquement une teneur en eau plus 
faible que celles obtenues par le scénario 2, ce qui se traduit alors par des efficiences plus 
faibles. Cette constatation a par ailleurs été observée jusqu'au bas de la colonne de sol. Le jeu 
de paramètres hydrodynamiques spécifiés favorise ainsi les remontées capillaires, ce qui 
contribue à la plus forte présence d'eau dans les couches du second horizon et une 
transpiration plus importante de la végétation. Concernant ce dernier point, les scores sur le 
flux LE se sont alors dégradés, indiquant un fort biais positif. De fait, les répercussions se 
sont reportées sur H par une plus forte tendance à la sous-estimation. Les autres variables ne 
semblent pas avoir été particulièrement affectées puisqu'on retrouve des scores identiques sur 
les flux radiatifs et de conduction de chaleur dans le sol, ainsi que sur les diverses 
températures. 
 
 
Scénario 2 Scénario 3 Variable 
B RMSE E B RMSE E 
θ0-5 0.026 0.044 0.33 0.021 0.040 0.45 
θ0-10 0.011 0.025 0.88 0.010 0.023 0.90 
θ10-20 0.009 0.021 0.91 0.015 0.027 0.85 
θ20-30 0.002 0.014 0.96 0.007 0.017 0.94 
θ30-50 0.025 0.028 0.75 0.016 0.020 0.88 
θ50-80 -0.003 0.012 0.93 -0.012 0.019 0.81 
θ80-120 -0.016 0.019 0.80 -0.024 0.028 0.57 
θ0-140 0.005 0.008 0.97 -0.001 0.008 0.97 
Rn -14.9 38.8 0.96 -14.4 38.9 0.96 
G 0.6 24.6 0.70 0.8 24.4 0.70 
Hfluctuation -18.5 29.4 0.81 -23.6 33.9 0.75 
LEfluctuation 9.9 29.8 0.91 16.1 36.2 0.88 
HBowen -37.9 67.4 0.65 -42.8 71.1 0.61 
LEBowen 21.7 57.1 0.59 28.0 63.0 0.50 
T2.5 cm -0.5 2.6 0.81 -0.6 2.6 0.81 
T10 cm -0.5 1.5 0.93 -0.7 1.6 0.93 
T30 cm -0.6 1.1 0.95 -0.7 1.1 0.95 
T50 cm -0.6 0.8 0.96 -0.7 0.9 0.96 
Tb 0.6 1.9 0.95 0.6 1.9 0.95 
 
Tab. 6.7 : Scores obtenus lors des scénarios 2 et 3 après étalonnage des paramètres 
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Fig. 6.8 : Simulations du contenu en eau de diverses couches de sol et du stock d'eau total après 
étalonnage des paramètres sensibles – Scénarios 2(trait continu) et 3 (trait discontinu) 
 - 157 - 
6.3 Validation du modèle SiSPAT-RS sur la parcelle 120 
 Lors de la validation du modèle couplé sur la parcelle 120, les résultats trouvées à la 
suite de la phase d'étalonnage ont été appliqués sur les paramètres. Ainsi, la plupart des 
valeurs optimisées des paramètres ont été réutilisées directement dans la simulation (cf. Tab. 
6.2). La seule exception concerne les conductivités hydrauliques à saturation. Comme ces 
paramètres sont représentatifs de la structure du sol, il s'avère délicat de les réutiliser 
directement dans un autre cas de figure. En parallèle, le nombre d'horizons observé sur les 
parcelles de validation est différent. Il a alors été nécessaire de procéder à un nouvel 
ajustement de ces variables. Il a tout de même été remarqué que l'étalonnage conduisait à des 
conductivités hydrauliques supérieures aux valeurs mesurées et du même ordre de grandeur 
que celles optimisées sur la parcelle 101. Ainsi, pour la parcelle 120 où seulement deux 
horizons ont été observés expérimentalement, seule la conductivité hydraulique à saturation 
du premier horizon a été ajustée à une valeur de 1.0 10-7 m.s-1. 
 
 On rappelle aussi qu'à cause de l'irrigation qui a eu lieu au jour d'expérimentation 461, 
la validation a dû être conduite sur deux périodes temporelles (cf. Tab. 4.2). 
6.3.1 Validation des variables locales sur la période 402-461 
 Le contenu en eau du sol est dans l'ensemble plutôt bien simulé (Fig. 6.9). 
L'augmentation de la conductivité hydraulique à saturation du premier horizon s'est surtout 
avérée bénéfique pour les couches 0-10 et 10-20 cm. La faible efficience trouvée sur la 
couche 0-5 cm (Tab. 6.8) résulte essentiellement des premiers jours de simulation, mais le 
modèle corrige rapidement sa trajectoire par la suite. Dans les deux couches suivantes, un 
assèchement trop rapide est observable. De ce fait, le décrochage de la teneur en eau lié à 
l'extraction racinaire n'est pas représenté pour la couche 20-30 cm. Pour les couches plus 
profondes, l'humidité est relativement bien représentée. L'efficience négative calculée pour la 
couche 80-120 n'est pas significative d'une mauvaise simulation. Comme le contenu en eau 
est peu variable sur cette couche, la moyenne des mesures est meilleure que la simulation.  
 
 Les résultats sur les flux de surface sont assez contrastés (Fig. 6.10). Le rayonnement 
net est particulièrement bien représenté, avec un RMSE inférieur à 20 W.m-2 et une 
efficience qui atteint 0.99. Le flux G a été fortement amélioré par la réduction de la 
conductivité thermique. La règle d'étalonnage semble alors performante sur ce flux. Par 
opposition, les flux H et LE sont très mal simulés, avec des RMSE proche de 60 W.m-2. La 
réduction de la résistance stomatique n'a pas alors permis d'augmenter la transpiration sur une 
période temporelle où la végétation ne semble pas stressée. En conséquence, la température de 
brillance n'a pas été améliorée par la nouvelle spécification des paramètres. Elle reste ainsi 
fortement sur-estimée (Fig. 6.11) , avec notamment un RMSE de plus de 2 K. 
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Simulation Initiale Validation Variable 
B RMSE E B RMSE E 
θ0-5 -0.006 0.064 0.14 0.006 0.065 0.11 
θ0-10 0.004 0.028 0.89 0.006 0.024 0.93 
θ10-20 0.022 0.025 0.79 0.014 0.017 0.90 
θ20-30 -0.009 0.020 0.86 -0.026 0.031 0.64 
θ30-50 -0.006 0.016 0.78 -0.012 0.022 0.60 
θ50-80 0.002 0.008 0.73 0.001 0.008 0.68 
θ80-120 0.006 0.007 -15.5 0.006 0.007 -15.1 
θ0-140 0.004 0.008 0.84 0.002 0.007 0.90 
Rn 3.7 18.1 0.99 5.0 19.1 0.99 
G -2.4 26.2 0.64 -1.1 19.3 0.81 
HBowen 20.1 46.0 0.54 23.7 58.8 0.24 
LEBowen -23.4 62.5 0.63 -22.1 69.3 0.54 
Tb 1.7 2.1 0.86 1.2 2.1 0.86 
 
Tab. 6.8 : Scores obtenus lors de la validation sur la première période de la parcelle 120 
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Fig. 6.9 : Validation de l'humidité du sol sur la parcelle 120 avant (trait continu) et après (trait 
discontinu) application des règles d'étalonnage – 1ère  période 
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Fig. 6.10 : Validation des flux de surface  -  Parcelle 120  –  1ère période 
 
 
 
 
Fig. 6.11 : Validation de la température de brillance in situ  -  Parcelle 120  –  1ère période 
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6.3.2 Validation des variables locales sur la période 464-537 
 De manière similaire à la première période, la simulation de l'humidité du sol a été 
améliorée sur le premier horizon après l'augmentation de la conductivité hydraulique à 
saturation (Fig. 6.12 et Tab 6.9). Toutefois, le contenu en eau de la première couche de sol 
indique des différences importantes. Tout d'abord, les mesures du jour d'expérimentation 474 
témoignent d'une augmentation non négligeable de l'humidité que le modèle ne simule pas. 
Ceci peut s'expliquer par un apport d'eau extérieur qui n'a pas été directement pris en compte 
dans la modélisation (précipitations localisée ou irrigation supplémentaire). Par ailleurs, le 
modèle est dans l'incapacité de reproduire la très forte sécheresse entre les jours 500 et 520. Il 
aurait alors été préférable d'utiliser dans la modélisation, l'extrapolation de la courbe de 
rétention dans le régime sec (Eq. 3.15) afin d'améliorer les résultats sur cette période 
particulière.  
 La simulation des couches intermédiaires conduit encore à un trop grand assèchement. 
Celui-ci est désormais beaucoup plus prononcé pour les couches 30-50 et 50-80 cm du fait de 
l'extension verticale du profil racinaire et de la plus forte extraction racinaire associée. Enfin, 
les simulations des couches plus profondes et du stock d'eau restent relativement correctes. 
 
 Les tendances observées lors de la validation sur la première période de simulation se 
confirment totalement pour les 4 flux de surface (Fig. 6.13) et pour la température de brillance 
(Fig. 6.14). Le seul point positif concerne finalement l'amélioration obtenue sur le flux G. 
Concernant les flux H et LE, les résultats sont particulièrement médiocres, avec des RMSE 
généralement compris entre 50 et 100 W.m-2. Ceci est d'autant plus significatif sur cette 
période que les flux H et LE sont calculés par la méthode du rapport de Bowen.  
 
Simulation Initiale Validation Variable 
B RMSE E B RMSE E 
θ0-5 0.024 0.051 0.45 0.003 0.046 0.56 
θ0-10 0.030 0.040 0.45 0.001 0.021 0.86 
θ10-20 0.035 0.037 -0.07 0.011 0.022 0.63 
θ20-30 -0.004 0.016 0.83 -0.023 0.033 0.26 
θ30-50 -0.018 0.022 0.66 -0.036 0.041 -0.25 
θ50-80 0.010 0.019 0.82 -0.014 0.018 0.83 
θ80-120 0.016 0.023 -0.028 0.007 0.011 0.75 
θ0-140 0.011 0.016 0.64 -0.004 0.010 0.86 
Rn -5.5 42.2 0.97 -3.4 43.1 0.97 
G -1.1 29.1 0.53 1.1 20.4 0.77 
Hfluctuation 8.4 36.0 0.74 10.2 52.5 0.45 
LEfluctuation -14.7 65.3 0.79 -13.1 70.7 0.75 
Hbowen 1.4 70.9 0.61 -10.4 86.4 0.42 
LEbowen -22.5 79.2 0.69 -0.5 93.4 0.56 
Tb 2.0 2.8 0.84 1.4 2.7 0.85 
 
Tab 6.9 : Scores obtenus lors de la validation sur la deuxième période de la parcelle 120 
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Fig. 6.12 : Validation de l'humidité du sol sur la parcelle 120  avant (trait continu) et après (trait 
discontinu) application des règles d'étalonnage  -  2ème période 
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Fig. 6.13 : Validation des flux de surface  -  Parcelle 120  –  2ème période 
 
 
 
Fig. 6.14 : Validation de la température de brillance in situ  -  Parcelle 120  –  2ème période 
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6.3.3 Validation des données de télédétection 
 La validation des réflectances directionnelles Polder et de températures de brillance 
aéroportées a aussi été réalisée sur la parcelle 120. La comparaison des réflectances (Fig. 6.15 
à 6.17) et les scores obtenus (Tab. 6.10) confirment les tendances observées lors de 
l'étalonnage du modèle concernant les effets directionnels. D'autre part, le canal Vert est 
fortement surestimé. Il a été constaté que la prise en compte de la couche de végétation 
sénescente était toujours à l'origine de cette augmentation. Malgré un OAI vert relativement 
important sur cette parcelle, l'influence de cette couche intervient dès le jour 437 pour un OAI 
jaune de seulement 0.30 m2.m-2. Le jour qui suit est aussi mieux représenté du fait de la légère 
décroissance de ce même indice (0.20) et de la forte humidité superficielle du sol qui 
contribue à la diminution de l'albédo du sol. La présence de feuilles jaunes augmente alors 
régulièrement jusqu'à la fin de la simulation, ce qui se traduit par des écarts de plus en plus 
prononcés entre simulation et observations.  
 Dans le canal Rouge, l'effet de la couche jaune a moins d'influence puisque la 
transmittance de ces éléments est nulle dans ce canal. En cohérence avec les forts OAI verts 
observés sur cette parcelle, la couche de végétation verte est prépondérante sur la simulation 
des réflectances du couvert. En conséquence, l'impact du sol sur la simulation est fortement 
limité, ce qui s'exprime par des effets directionnels quasi inexistants dans la modélisation. Par 
contre, le dernier jour de simulation (526) montre que cette fois la couche de végétation jaune 
devient alors prépondérante, avec un OAI jaune de 2.2 et un OAI vert de 0.5.  
 Enfin, le canal PIR est toujours aussi sensible au sol du fait de la très faible absorbance 
des organes de la végétation. De ce fait, les effets directionnels sont bien pris en compte et la 
simulation est relativement correcte dans l'ensemble. Toutefois, les deux derniers jours de 
simulation indiquent aussi une surestimation. 
 
 
Fig. 6.15 : Validation des réflectances  -  canal Vert (550 nm) 
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Fig. 6.16 : Validation des réflectances  -  canal Rouge (670 nm) 
 
 
 
Fig. 6.17 : Validation des réflectances  -   canal PIR (864 nm) 
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Canal Vert Canal Rouge Canal PIR Jour  
(DOE) 
B RMSE E B RMSE E B RMSE E 
424 -0.006 0.014 -0.13 -0.012 0.105 -0.60 0.016 0.029 0.66 
437 -0.011 0.016 -0.14 -0.015 0.014 0.00 -0.020 0.041 0.25 
466 0.007 0.023 -2.84 -0.016 0.019 -1.07 -0.039 0.052 -0.04 
472 0.021 0.024 0.07 -0.007 0.024 -0.43 0.005 0.021 0.74 
488 0.052 0.0054 -0.02 0.016 0.008 -0.17 0.006 0.026 0.50 
526 0.110 0.113 -0.03 -0.007 0.017 -3.23 0.099 0.102 -0.03 
 
Tab. 6.10 : Scores obtenus sur les réflectances Polder dans les canaux Vert, Rouge et PIR par la 
validation du modèle sur la parcelle 120 
 
 
 Enfin, la validation sur les températures de brillance aéroportées a aussi été effectuée à 
l'échelle de la parcelle (Fig 6.18). Les résultats confirment nettement la forte tendance du 
modèle couplé à la surestimation de cette grandeur (B = 1.68 K et RMSE = 3.07 K), en totale 
adéquation avec les résultats observés auparavant sur la température de brillance locale.  
 
 
 
Fig. 6.18 : Validation de la température de brillance aéroportée 
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6.4 Etalonnage du modèle à partir de données de télédétection 
 Dans ce second cas d'étude, l'étalonnage du modèle a été réalisé sur la période de 
simulation 440-460 de la parcelle 101 à partir de la seule prise en compte des températures de 
brillance in situ (Tb) et des contenus en eau des 5 premiers centimètres du sol (θ05). Dans ce 
contexte d’assimilation de données de télédétection, les mesures des flux de surface ont donc 
été utilisées exclusivement en tant que variables de validation. 
6.4.1 Présentation générale de la méthode d'étalonnage 
 A la différence des différents scénarios d'étalonnage appliqués précédemment, nous 
n'avons pas cherché à déterminer manuellement un jeu particulier de paramètres qui optimise 
la simulation de différentes variables pronostiques. En fait, l'étalonnage réalisé a reposé sur 
l'idée principale de l'approche multicritère, à savoir qu'il est généralement impossible d'isoler 
un jeu de paramètres qui optimise simultanément plusieurs variables pronostiques du modèle. 
D'un autre côté, il a été montré précédemment qu'il était possible de parvenir à un étalonnage 
du modèle couplé en analysant les simulations retenues par le rangement de Pareto. L'objectif 
de cette étude visait ainsi à proposer et à appliquer une méthode d'étalonnage basée sur une 
exploitation optimale des gammes d'incertitudes privilégiées associées à chaque paramètre 
sensible. En outre, cette méthode devait permettre de répondre aux interrogations suivantes : 
Peut-on parvenir à une optimisation efficace et simultanée de différents paramètres sensibles 
du modèle ? Quel est alors l'impact de cette optimisation sur la simulation de l'ensemble des 
processus de surface (flux, gestion du contenu en eau, …) ? De manière analogue, quel est 
alors l'impact des paramètres non sensibles sur la simulation de ces mêmes processus (un 
paramètre non sensible sur Tb et/ou θ05 pouvant avoir un fort impact sur la simulation d'une 
autre variable de sortie du modèle) ? Cette méthode devait ainsi permettre de déterminer les 
potentialités des données de télédétection d'un modèle TSVA dans un pur contexte 
d'assimilation de données. 
 
 De manière générale, la méthode d'étalonnage proposée (Fig. 6.19) est basée sur une 
procédure itérative d’optimisation des paramètres. Elle consiste en premier lieu à isoler d’un 
ensemble de simulations réalisées, toutes celles qui garantissent simultanément une bonne 
simulation de Tb et θ05. Ceci a été fait par un procédé proche de celui présenté lors des 
analyses de sensibilité (rangement de Pareto). En effet, la technique de sélection conduite 
dans ce cas d'étude a associé un seuillage après rangement de Pareto (cf. Chapitre 5). Cette 
technique a le principal avantage d'éliminer les jeux de paramètres qui conduisent à une très 
bonne simulation sur une fonction critère au détriment de l’autre. Par la suite, l’application de 
la méthode d’analyse de sensibilité multicritère a permis de détecter les différents paramètres 
sensibles du modèle et leurs gammes de variation privilégiées associées. L’étape suivante a 
simplement consisté à générer un nouvel ensemble de simulations, notamment en: (1) 
contraignant le tirage aléatoire des paramètres sensibles dans leur nouvelles gammes de 
variations réduites et (2) laissant totalement libre les paramètres pour lesquels aucune 
information n’a pu être dégagée. Ainsi de manière itérative, une nouvelle analyse a pu être 
mise en œuvre. 
 
 Ce processus itératif constitue une procédure d'optimisation simultanée de plusieurs 
paramètres dont le principe reste relativement simple. Elle a aussi l'avantage de procéder à 
une analyse de sensibilité multicritère des paramètres du modèle au niveau de chaque 
itération. De plus, il est possible d'appréhender sur la fenêtre temporelle étudiée, l'erreur du 
modèle liée à la méconnaissance des paramètres d'entrée. La quantification de cette erreur est 
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d'un intérêt majeur en vue de l'application d'une technique d'assimilation séquentielle dans le 
modèle. Ceci a été mis en oeuvre sur le modèle couplé de la manière suivante. 
 
 - La première étape consiste, à partir des simulations sélectionnées par rangement de 
Pareto et seuillage à chaque itération, à estimer la moyenne réelle de chaque variable de 
sorties du modèle. Ceci est fait à chaque pas de temps de sortie du modèle. Ainsi, la moyenne 
réelle a été calculée pour les variables pronostiques Rn, G, H, LE, Tb et θ05, à l'aide de la 
relation simple suivante : 
 
( ) ( )tyNtm
N
i
iy ∑
=
=
1
1          (Eq. 6.4) 
 
où my(t) représente l'estimation de la moyenne réelle de la variable pronostique y au pas de 
temps t du modèle. N représente quant à lui le nombre total de simulations retenues par la 
technique de sélection.  
 
 - La seconde étape consiste à calculer le RMSE (cf. Eq. 5.1) sur l'ensemble de la période 
retenue entre la moyenne réelle estimée et les données expérimentales. Ainsi, l'incertitude 
liées aux paramètres est prise en compte dans l'erreur du modèle qui est calculée. 
 
 
1) - Génération d’un ensemble de simulation 
2) - Analyse de sensibilité sur (Tb et θ05)
3) - Réduction des intervalles de variations de tous 
les paramètres sensibles
Estimation des erreurs du modèle liées à 
l’incertitude sur les paramètres
Processus 
itératif
Méthode itérative d’étalonnage (3 itérations)
 
Fig. 6.19 : Principe de l'étalonnage appliqué dans le contexte d'assimilation de données 
 
6.4.2 Application de la méthode d'étalonnage 
 L'étalonnage du modèle a été réalisé sur la période de simulation 440-460 de la parcelle 
101 pour laquelle on dispose d'un maximum de flux H et LE mesurés par la méthode des 
fluctuations. Trois itérations ont été étudiées. A l'ordre 1, l'ensemble constitué par les 2500 
simulations des analyses de sensibilité multicritère a été conservé. Aux deux ordres suivants, 
2000 simulations ont été réalisées. Nous avons montré au cours du chapitre 5 que ce nombre 
de simulations était suffisant pour assurer une analyse de sensibilité statistiquement fiable. Il 
est important de souligner que pour ces deux dernières itérations, certains paramètres ont été 
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fixés à leur valeurs expérimentales. C'est particulièrement le cas des OAI, des profondeurs 
caractéristiques du profil racinaire et des conditions initiales. Ce choix a été établi (1) pour 
assurer une cohésion avec les différents scénarios d'étalonnage qui ont été menés au cours de 
l'étalonnage manuel et (2) pour que l'étude soit principalement axée sur un étalonnage des 
propriétés hydrodynamiques du sol. De fait, tous les autres paramètres du modèle couplé ont 
été laissés libres dans leurs gammes de variation définies dans le Tableau 5.1. A noter aussi 
que de manière analogue à l'analyse de sensibilité, seuls les résultats de simulation compris 
entre 7 et 16 heures ont été conservés. 
6.4.3 Analyse des résultats 
 Les résultats obtenus pour chacune des 3 itérations sont présentés sur la Figure 6.20. La 
colonne de gauche montre les résultats obtenus sur les deux fonctions critère qui ont retenues 
lors de l'étalonnage (RMSE calculés par rapport aux observations de Tb et θ05 sur l'ensemble 
de la période de simulation). Chaque croix grise représente une simulation qui a été réalisée. 
Les carrés de couleur indiquent quant à eux les simulations retenues après sélection par 
rangement de Pareto (carrés rouges et verts), puis par seuillage (carrés verts seuls). Cette 
distinction de couleur montre bien que certains jeux de paramètres conduisent à une bonne 
estimation d'une variable au détriment de l'autre. L'application d'une technique de seuillage 
permet donc d'améliorer l'étalonnage. Les seuils ont été fixés arbitrairement à des valeurs 
caractéristiques des erreurs d'observation (1.3 K pour Tb et 0.025 cm3.cm-3 pour θ05). La 
colonne de droite montre quant à elle, les répercussions obtenues sur les flux H et LE à 
chaque itération. Ces répercussions ont aussi été évaluées par le biais des RMSE calculés par 
rapport aux observations (méthode des fluctuations) sur l'ensemble de la période de 
simulation. 
 
 De manière générale, les résultats montrent que la procédure d'optimisation itérative 
permet d'améliorer progressivement et simultanément les simulations de Tb et de θ05. Ainsi, la 
dispersion d'ensemble des simulations est fortement réduite au niveau de chaque nouvelle 
itération. A la 3ème itération, les 2000 simulations réalisées conduisent à une dispersion quasi 
négligeable sur Tb et θ05. L'exploitation des gammes de variation privilégiées des paramètres 
sensibles s'est donc avérée être bénéfique et la technique d'étalonnage efficace de ce point de 
vue. Un biais systématique de 0.9 K a toutefois été observé sur la température de brillance 
quel que soit l'itération. En ce qui concerne la répercussion sur les flux de chaleur sensible et 
de chaleur latente, les résultats obtenus à la 1ére itération témoignent d'une très grande 
dispersion. La technique de sélection par rangement de Pareto n'a pas permis de limiter cette 
dispersion d'ensemble. Une légère amélioration a été toutefois constatée après application du 
seuillage puisque une concentration plus importante de carrés verts est observable vers les 
plus faibles valeurs des RMSE. Il a particulièrement été montré que cette limitation de la 
dispersion était principalement due à l'application du seuillage sur la température de brillance. 
Cependant, la dispersion reste encore relativement importante puisqu'elle est de l'ordre de 50 
et 70 W.m-2 respectivement pour H et LE. A la 2nde itération, une nette amélioration sur les 
flux de surface a été remarquée. Cette tendance est encore plus prononcée à la 3ème itération, 
puisque la dispersion d'ensemble n'est plus que de 20 et 10 W.m-2 respectivement pour H et 
LE. Ici encore, des biais systématiques ont été observés. Ils sont de l'ordre de 25 à 30 W.m-2. 
Ils indiquent que quel que soit le jeu de paramètres initial, il n'est pas possible sur cette 
période de simulation de parvenir à un meilleure estimation de H et LE. Cependant, ces ordres 
de grandeur sont tout à fait comparables avec l'erreur commise sur la mesure des flux et sont 
relativement acceptables. 
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Itération 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Itération 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Itération 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.20 : Visualisation de l'espace des critères pour chaque itération. La colonne de gauche montre 
les critères Tb et θ05 à partir desquels l'étalonnage a été réalisé. La colonne de droite montre l'impact 
de l'étalonnage sur la simulation des flux H et LE. 
≈ 67 W.m-2 
≈ 50 W.m-2 
≈ 30 W.m-2 
≈ 22 W.m-2 
≈ 25 W.m-2 
≈ 30 W.m-2 
≈ 20 W.m-2 
≈ 30 W.m-2 
≈ 40 W.m-2 
≈ 30 W.m-2 
≈ 25 W.m-2 
≈ 10 W.m-2 
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 Dans le tableau 6.11, les scores obtenus sur l'ensemble de la période de simulation entre 
la moyenne réelle estimée (cf. Eq. 6.4) et les observations ont été indiqués. Les flèches de 
couleur renseignent sur les principales évolutions des RMSE estimées entre chaque itération. 
Ainsi, à une flèche verte est associée une amélioration de l'estimateur et inversement, à une 
flèche rouge est associée une dégradation. Le tableau reprend implicitement les résultats 
interprétés graphiquement sur la figure précédente. De manière générale et pour la 3ème 
itération, les scores obtenus sur l'ensemble des flux de surface sont tout à fait satisfaisants, 
puisqu'ils sont tous de l'ordre de 30 à 50 W.m-2. Le score plus important obtenu sur G est 
associé à un biais du modèle sur cette variable (pas de dispersion imputable à la variation 
initiale des paramètres), révélant l'incapacité du modèle à reproduire les observations 
obtenues sur cette grandeur quel que soit le jeu de paramètres initial. En ce qui concerne la 
gestion de l'eau dans le sol, la procédure d'étalonnage conduit à une dégradation des scores sur 
les couches comprises entre 10 et 30 centimètres. Ceci tient au fait que peu de sensibilité ai 
été observée pour le second horizon du sol. Il semble ainsi cohérent de parvenir à un plus 
mauvais étalonnage sur ces couches de sol. En revanche, les contenus en eau des couches de 
sol profond sont relativement mieux estimées (RMSE compris entre 0.007 et 0.011 cm3.cm-3). 
Sur cette période d'étalonnage caractérisée par un couvert qui se développe et qui par 
conséquent transpire fortement, l'assimilation de la température de brillance a permis 
d'optimiser plusieurs paramètres hydrodynamiques du sol profond. De plus, la prise en 
compte de l'humidité superficielle en tant que fonction critère s'est avérée être 
particulièrement complémentaire. Ces résultats ouvrent des perspectives intéressantes quant à 
l'assimilation de données de télédétection dans les modèles TSVA. Toutefois, il apparaît 
indispensable de confirmer ces résultats, notamment dans des conditions climatiques et 
environnementales différentes. 
 
 
0.91.01.0Tb (K)
0.0070.0070.009θ05 (m3.m-3)
0.0070.007?θ50-80 (m3.m-3)
0.0190.016?θ10-20 (m3.m-3)
0.0250.022?θ20-30 (m3.m-3)
0.0110.011?θ80-120 (m3.m-3)
34.039.050.7LE (W.m-2)
33.842.325.8H (W.m-2)
49.150.865.8G (W.m-2)
30.031.030.6 Rn (W.m-2)
Itération 3Itération 2Itération 1RMSE
 
 
Tab. 6.11 : Evolution des RMSE au cours des 3 itérations réalisées au cours de l'étalonnage itératif. 
Les flèches vertes (respectivement rouges) signalent une relative amélioration (dégradation) entre 
itérations. Les ? correspondent à des données non conservées 
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6.5 Conclusion du chapitre 
 L'étalonnage des paramètres d'entrée d'un modèle s'avère être une étape préliminaire 
indispensable à son fonctionnement. Cette étape a été abordée dans ce travail de deux 
manières différentes. 
 
 A partir d'une méthode classique d'étalonnage manuel, plusieurs paramètres du modèle 
ont été optimisés de manière efficace sur la période complète de simulation. Ceci a permis 
d'exprimer pleinement les potentialités de ce même modèle quant à la simulation de plusieurs 
variables pronostiques sur un cycle végétal complet d'une culture de blé. En complément, une 
étude portant sur la connaissance initiale des propriétés du sol, notamment sur les paramètres 
hydrodynamiques du modèle, a aussi été menée. La détermination expérimentale de ces 
paramètres nécessite en général de lourds moyens instrumentaux et humains, ce qui ne facilite 
pas l'utilisation des modèles tels que SiSPAT. Les résultats ont permis d'estimer de manière 
simple les paramètres hydrodynamiques à partir des résultats dégagés des analyses de 
sensibilité. Cette méthode s'est avérée relativement performante et laisse entrevoir l'intérêt du 
développement d'une technique d'optimisation plus robuste. 
  
 A partir des résultats obtenus au cours de l'étalonnage manuel, la validation du modèle a 
été effectuée sur une deuxième parcelle de blé. Ainsi la majeure partie des valeurs des 
paramètres sensibles du modèle ont été directement utilisées dans la simulation. Les résultats 
se sont avérés relativement moins performants, particulièrement en ce qui concerne les flux de 
chaleurs sensible et latente. Dans ce dernier cas, la mauvaise qualité des mesures de flux H et 
LE, notamment celles calculés par la méthode du rapport de Bowen, explique en partie ces 
mauvais résultats. Il a tout de même été constaté que l'application des règles d'étalonnage 
conduisait généralement à une amélioration des performances du modèle. 
 
 Enfin, une dernière étude a porté sur l'étalonnage du modèle à partir de la simple prise 
en compte des températures de brillance et des humidités superficielles du sol. L'utilisation de 
ces deux variables en tant que critères d'étalonnage dans le modèle couplé a permis de 
proposer une méthode itérative d'étalonnage. L'impact sur la simulation des flux de surface a 
ainsi pu être analysé. Les résultats obtenus par cette procédure sur une phase de 
développement du couvert végétal ont été globalement satisfaisants sur l'ensemble des 
processus de surface simulés. Ils ont montré que l'assimilation dans un modèle TSVA 
complexe de la température de brillance et de l'humidité superficielle du sol était 
complémentaire dans les conditions environnementales et atmosphériques investiguées. Ils 
laissent aussi entrevoir la possibilité d'étalonner plusieurs paramètres hydrodynamiques et 
thermiques du sol, ainsi que plusieurs paramètres de végétation de manière simultanée. 
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Conclusion générale 
 
 
 
Cette étude a porté sur le développement, l'étalonnage et la validation d'un modèle couplé du 
fonctionnement et du transfert radiatif des couverts végétaux. Il a été mené à l'échelle de la 
parcelle, à partir de la base de données acquises sur deux parcelles de blé lors de la campagne 
Alpilles ReSeDA. 
 
Dans un premier temps, ce travail a permis d'établir une nouvelle version du modèle TSVA 
SiSPAT (Simple Soil Plant Atmosphere Transfer, Braud, 1995), étendue à un fonctionnement 
en mode "télédétection". Cette version, appelée SiSPAT-RS (Simple Soil Plant Atmosphere 
Transfer - Remote Sensing), est capable de simuler à l'échelle de la parcelle les principaux 
processus de surface et certaines grandeurs accessibles par télédétection, c'est à dire les 
réflectances directionnelles dans le Visible-PIR et les températures de brillance 
directionnelles dans l'infrarouge thermique. L'intérêt du développement de cette version 
étendue s'inscrit dans une perspective d'assimilation de données de télédétection dans le 
modèle SiSPAT. En effet, la principale originalité du modèle SiSPAT réside dans sa capacité 
reconnue de gestion fine du bilan hydrique du sol. Pour cela, il se base notamment sur une 
description détaillée du sol et sur la résolution couplée des transferts de chaleur et de masse. 
Cette spécificité lui permet d'estimer précisément la teneur en eau volumique à diverses 
profondeurs dans le sol. En contrepartie, la prescription d'un jeu important de paramètres en 
entrée du modèle est nécessaire, notamment en ce qui concerne les propriétés 
hydrodynamiques et thermiques du sol et la description du profil racinaire. La détermination 
expérimentale de ces paramètres peut s'avérer délicate, puisqu'elle nécessite généralement des 
moyens instrumentaux in situ et en laboratoire qui ne sont pas toujours faciles à mettre en 
oeuvre. D'autre part, la disponibilité et/ou la qualité de ce jeu de paramètres conditionne 
fortement les potentialités d'utilisation du modèle SiSPAT. Conjointement, l'information 
accessible par télédétection représente un moyen potentiellement efficace pour l'estimation 
des paramètres d'entrée du modèle. Plus particulièrement, l'humidité superficielle du sol est 
fortement corrélée aux données de télédétection acquises dans le domaine des micro-ondes. 
D'autre part, la température de brillance est en partie représentative du fonctionnement 
hydrique du couvert. Enfin, dans le domaine du visible-infrarouge, il est possible d'avoir accès 
à certaines caractéristiques structurelles et biophysiques du couvert végétal. La 
complémentarité de ces différents domaines spectraux est donc intéressante dans un objectif 
d'ajustement des paramètres du modèle, et notamment celui des paramètres hydrodynamiques 
du sol. 
 
 Dans cet objectif, un couplage a été réalisé entre SiSPAT et deux modèles de transfert 
radiatif des couverts végétaux, fonctionnant dans le sens direct. Dans le visible et l'infrarouge, 
il a reposé sur la version multicouche et multi-élément du modèle de réflectances SAIL 
(Verhoef, 1984). Cette version, nommée 2M-SAIL (Weiss et al., 2001), a le principal 
avantage de prendre en compte différents organes végétaux dans des états phénologiques 
distincts. Ainsi au cours de ce travail spécialement orienté vers une modélisation du cycle 
complet d'une culture de blé, il a été tenu compte de la présence d'une couche de feuilles 
jaunes qui se développe régulièrement au cours du cycle végétal. D'autre part, le modèle 
simple de réflectances de sol MRPV (Rahman, 1993) a été implanté dans la version 2M-SAIL 
afin de mieux prendre en compte les effets directionnels du sol dans la modélisation des 
réflectances du couvert végétal. Dans le domaine de l'infrarouge thermique, un modèle 
directionnel (François, 2001) a été implémenté dans le modèle SiSPAT-RS. Il a ainsi permis 
 - 176 - 
de simuler les températures de brillance directionnelles dans l'infrarouge thermique. 
 
 Le fonctionnement du modèle couplé SiSPAT-RS repose sur un grand nombre de 
processus et de paramètres. Une étape préliminaire indispensable avant son étalonnage a 
consisté à déterminer les mécanismes et les paramètres prépondérants, et les conditions dans 
lesquels ils interagissent. La deuxième partie de ce travail a été consacrée à la conduite 
d'analyses de la sensibilité des paramètres et des variables d'initialisation du modèle. 
Généralement, les méthodes classiques d'analyse de sensibilité ne prennent en compte ni les 
interactions entre paramètres, ni l'impact des paramètres sur plusieurs variables de 
simulations. En tenant compte de ces deux aspects, l'approche retenue dans ce travail 
constitue une avancée significative dans l'analyse intrinsèque du modèle. Notre approche, 
proposée par Bastidas et al. (1999), repose sur un échantillonnage de paramètres de type 
Monte Carlo à partir duquel un ensemble de simulations est réalisé. La sensibilité des 
paramètres est ensuite déterminée à l'aide d'une technique de sélection de simulations 
multicritère, basée sur la notion du rangement de Pareto. Cette dernière permet d'isoler de 
l'ensemble des simulations réalisées, les différents jeux de paramètres qui conduisent à une 
bonne estimation simultanée de plusieurs variables pronostiques. Cette approche multicritère 
a été mise en oeuvre sur les 60 paramètres et variables d'initialisation du modèle, et plus 
particulièrement dans divers contextes d'applications. D'une part, deux périodes de 
simulations très contrastées d'un point de vue environnemental et climatique ont été étudiées. 
D'autre part, les études ont porté sur différentes fonctions critères. Les principaux résultats ont 
montré : 
 
  - la bonne capacité du modèle à simuler 5 variables pronostiques sur une phase de 
développement de couvert. Il a ainsi été possible de mettre en évidence que de nombreux jeux 
de paramètres conduisent à des performances équivalentes du modèle. Les simulations 
sélectionnées permettent de diminuer l'ambiguïté du modèle et de réduire ainsi l'incertitude 
des paramètres sensibles. Cet élément constitue une méthode efficace pour l'étalonnage du 
modèle.  
 
  - les difficultés rencontrées par le modèle quant à la simulation simultanée de 5 
variables pronostiques sur une phase de sénescence du couvert. Il a été montré que l'origine de 
ce dysfonctionnement ne pouvait être imputé à un mauvais étalonnage des paramètres du 
modèle, mais plutôt à une mauvaise modélisation de ces processus et à la mauvaise qualité 
des données expérimentales.  
 
  - la possibilité d'étalonner certains paramètres hydrodynamiques dans un contexte 
d'assimilation de données de télédétection, reposant sur la seule prise en compte de la 
température de brillance et de l'humidité superficielle du sol. Par ailleurs, il a aussi été montré 
que l'application d'une technique de sélection combinant un rangement de Pareto et un 
seuillage permet de limiter les incertitudes quant à l'estimation des flux de surface H et LE.  
 
 La dernière partie de ce document a été consacrée à l'étalonnage et à la validation du 
modèle SiSPAT-RS. Deux approches d'étalonnage ont été particulièrement mises en œuvre. 
Dans un premier temps, une approche classique d'étalonnage manuel a porté sur la période 
complète de simulation. Dans ce contexte, trois scénarios, liés à la connaissance 
expérimentale des propriétés du sol ont tour à tour été étudiés. Les résultats ont indiqué que le 
scénario basé sur une complète connaissance de la structure du sol conduisait à une meilleure 
estimation du stock d'eau dans le sol. Toutefois dans le cadre d'un scénario où la structure a 
été supposée non connue nous avons montré qu'il était possible d'étalonner les paramètres 
hydrodynamiques du sol. Tout ceci s'est finalement traduit par des scores relativement 
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similaires pour les trois scénarios. Dans l'ensemble, les résultats se sont avérés relativement 
performants. Par exemple, des écarts types par rapport aux mesures de l'ordre de 30 W.m-2 ont 
été respectivement obtenus sur le rayonnement net Rn, le flux de chaleur dans le sol G et les 
flux de chaleur sensible H et latente LE (calculés par la méthode des fluctuations). Des écarts 
types plus importants (de l'ordre de 60 W.m-2) ont été obtenus sur les flux H et LE calculés 
par la méthode Bowen. Cependant, les flux "Bowen" sont plus bruités et couvrent 
partiellement la phase de sénescence du couvert végétal sur laquelle le modèle est nettement 
moins performant. De plus, un écart-type par rapport aux mesures de 1.9 K a été observé sur 
la simulation de la température de brillance locale.  
 Par ailleurs, la prise en compte de la couche de végétation jaune a eu un impact 
bénéfique sur la simulation de plusieurs processus de surface, plus particulièrement celles du 
flux de chaleur dans le sol et du contenu en eau de plusieurs couches de sol. Par contre, elle 
n'a pas permis d'améliorer la simulation du bilan radiatif et des réflectances directionnelles. 
Bien que la phase de sénescence du couvert végétal constitue un épisode phénologique 
important du cycle végétal des cultures, la description de ces processus n'est généralement, 
pas prise en compte dans les modélisations du bilan d'énergie. Dans ce travail, un effort a 
particulièrement porté sur cet aspect. Toutefois, il a été supposé que les organes végétaux 
jaunes ne participaient pas à la transpiration du couvert végétal. Cette hypothèse n'est pas 
forcément réaliste puisque l'observation montre que ces organes sèchent régulièrement au 
cours du temps. 
 
 A partir des règles d'étalonnage proposées, la validation du modèle a été effectuée sur 
une seconde parcelle de blé. Les résultats se sont révélés plus mitigés. Dans l'ensemble, les 
règles d'étalonnage appliquées ont contribué à l'amélioration de la simulation de l'humidité 
dans le sol et du flux de chaleur dans le sol G (RMSE = 20 W.m-2) par rapport à une 
simulation réalisée sans étalonnage. Toutefois, des écarts types de 50 à 90 W.m-2 par rapport 
aux observations ont été obtenus sur les flux H et LE.  
 
 Enfin, la seconde approche d'étalonnage a été réalisée sur la période de croissance de la 
végétation (440-460) et ce à partir de la seule prise en compte des mesures locales de 
températures de brillance et d'humidités superficielles du sol. Dans ce contexte d'assimilation 
de données de télédétection, une technique itérative d'étalonnage a été proposée et appliquée. 
Cette dernière permet notamment d'associer à chaque itération une analyse de sensibilité 
multicritère et une optimisation simultanée des paramètres sensibles. Elle permet in fine 
d'estimer l'erreur du modèle liée à l'incertitude des paramètres. Cette étape est importante pour 
la mise en place de techniques d'assimilation dans le modèle couplé. En effet, dans cet 
objectif, il est nécessaire de quantifier précisément les erreurs internes du modèle et celles 
liées aux observations. Dans notre cas, il s'avère dans l'état actuel de la modélisation et dans 
un contexte où tous les paramètres sont entachés d'incertitudes, que l'erreur du modèle est très 
supérieure aux incertitudes des observations. L'apport de l'assimilation pourrait donc être 
significatif. Ceci pourrait être réalisé en mettant en œuvre une technique d'assimilation 
variationnelle sur de courtes fenêtres temporelles (de l'ordre de quelques jours), afin de 
réajuster les paramètres du modèle au cours de la simulation. Nos travaux montrent que les 
seules variables télédétectées (température, humidité de surface) peuvent permettre de 
corriger plusieurs paramètres hydrodynamiques du sol et plusieurs paramètres de la 
végétation. Les résultats obtenus sur la période de simulation étudiée par la méthode 
d'étalonnage itérative sont très encourageants. Ils ont montré par ailleurs qu'il était aussi 
possible de simuler correctement les principaux processus de surface à partir d'un étalonnage 
basé sur la seule prise en compte de la température de brillance et de l'humidité superficielle 
du sol. Ainsi, des RMSE de l'ordre de 30 à 50 W.m-2 ont été obtenus sur les différents flux de 
surface. La bonne complémentarité de la température de brillance et de l'humidité 
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superficielle du sol en tant que variables d'assimilation a particulièrement été soulignée au 
cours de ce travail. En perspective, il nous apparaît impératif de tester la méthode itérative 
d'étalonnage sur différents cas d'études. Plus particulièrement, il serait intéressant 
d'investiguer des conditions hydriques moins stressantes pour la végétation. Dans ce contexte, 
l'apport de la température de brillance pourrait être plus nuancé. Ceci n'a pas pu être mis en 
oeuvre au cours de ce travail du fait des problèmes liés à la base de données. 
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Abstract 
 The aim of this paper is to assess the influence of the aerodynamic resistances 
modeling in a two-layer Soil-Vegetation-Atmosphere-Transfer (SVAT) model, on 
the simulation of both surface fluxes and temperatures. For this purpose, a large 
review of the existing schemes was conducted and seven parameterizations were 
retained. They are all based on the first approximation of the turbulence theory, 
called the K-theory. All these parameterizations have been implemented in the 
SiSPAT-RS (Simple Soil Plant Atmosphere Transfer and Remote Sensing) SVAT 
model, already calibrated on the experimental fields of the Alpilles-ReSeDA 
(Remote Sensing Data Assimilation) experiment. The impacts on the simulation 
of the surface transfers have been analyzed. It is shown that the different 
parameterizations lead to similar simulations of total surface fluxes but to 
different soil and vegetation contributions especially in high moisture conditions 
and low LAI values.  
 
 
1.  Introduction 
 Land surface processes (mass and energy transfers) may be modeled in several 
different ways. For example, time and spatial scales, available data, computational 
requirements are some main criteria for selecting a model. In this context, many 
Soil-Vegetation-Atmosphere-Transfer (SVAT) schemes have been developed 
during the last 30 years to describe heat, water and momentum surface fluxes. 
Most of these models parameterize the turbulent fluxes through an electrical 
analogy in terms of resistances. 
Among the SVAT modeling approaches, it is usual to distinguish two main 
families. The first one concerns the single-layer models considering only one 
source for heat and water vapour. The whole canopy is represented as a “big leaf” 
where heat fluxes are calculated with a single aerodynamic and physiological 
resistance. This type of model is easy to implement and is appropriate for large-
scale applications (atmospheric or hydrological modeling) where only whole 
canopy values are needed [24]. 
The other approach concerns multi-layer models which aim to describe not only 
the whole canopy fluxes but also the partitioning between the different parts of the 
canopy (soil and leaves, for example). The vegetation is split into several layers in 
order to describe the transfers between the different canopy elements as well as 
other characteristics of the canopy microclimate like air humidity and temperature 
profiles. The major problem with these models is the large number of parameters 
and computer time required. The simplest of these models, the two-layer model, 
consider a single layer for the soil and a single layer for the vegetation and solve 
two energy budgets. The total mass flux is separated in its two elementary 
contributions (evaporation and transpiration). The definition of three aerodynamic 
resistances and a bulk stomatal resistance controlling the partition of the available 
energy between the sensible and the latent heat fluxes for the vegetation is 
required [15]. 
Our concern is the development of models using remote sensing data for 
monitoring land surface processes at field scale. The remote sensing data that we 
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want to assimilate are high-resolution brightness temperatures in the thermal 
infrared domain and visible reflectances. For this purpose, if one wants to 
simulate directional effects which are significant at this scale [18,13,4], it is 
necessary  to simulate independently the contributions of the various elements of 
the canopy which may have different temperatures or spectral properties. These 
differences may lead to significant differences on directional signals when 
comparing for example, a nadir and large viewing angle directions. Consequently, 
a two-layer model was used in the framework of the Alpilles-ReSeDA (Remote 
Sensing Data Assimilation) experiment to develop assimilation methodologies for 
optical remote sensing  data. As a first step before assimilation, we need to 
evaluate the sensitivity of our model to the different parameterizations used and in 
this case, to the aerodynamic transfers representation. Then, the aim of this paper 
is to present the results of the sensitivity studies concerning the aerodynamic 
resistances parameterization.  
As a matter of fact, many parameterizations have been proposed in the 
literature. They are generally based on the first order approximation of the 
turbulence theory, called the K-theory. Here, seven different models have been 
chosen and compared. They have been implemented in the SiSPAT-RS (Simple 
Soil Plant Atmosphere Transfer and Remote Sensing) SVAT model [9] and 
applied in the framework of the Alpilles-ReSeDA experiment on a wheat crop. 
The induced differences on the simulated surface fluxes and brightness 
temperatures are shown in this paper. The SVAT used for this study is first 
presented. Then, we present the different aerodynamic models chosen and their 
main differences. Finally, results on the simulated turbulent fluxes and brightness 
temperatures are shown.  
 
 
2.  SiSPAT-RS model 
For this study, we have used the SiSPAT (Simple Soil Plant Atmosphere 
Transfer) scheme developed at LTHE (Laboratoire d'étude des Transferts en 
Hydrologie et Environnement, Grenoble, France) laboratory [22, 8, 2] in its 
Remote Sensing version (SiSPAT-RS) developed at CETP (Centre d'étude des 
Environnements Terrestre et Planétaires, Vélizy, France) [9]. This remote sensing 
version has been developed to study the contribution of multispectral data in 
SVAT modeling. The objective is to monitor the SVAT prognostic variables by 
assimilation of optical and microwave data. For this purpose, the SVAT model 
has been coupled with radiative transfer models in the visible, thermal infrared 
and microwave domains and is able to simulate directional reflectances, 
brightness temperatures and radar backscattering sections. The multi-layer and 
multi-element 2M-SAIL (Multi-layer, Multi-element Scattering by Arbitrary 
Inclined Leaves) model [35, 36] has been used in the visible and near-infrared 
domain. In the thermal infrared, a simple Beer-Lambert like parameterization is 
used to simulate directional brightness temperatures () and in the microwave 
domain a semi-empirical radar backscattering model was chosen [23]. As a two 
layer-model, SiSPAT separates the soil and the vegetation (Fig. 1) and 
consequently solves two energy budgets. Three main modules are considered in 
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SiSPAT: the soil module, the soil-plant interface and the soil-plant-atmosphere 
interface modules. The soil module solves coupled equations of moisture and heat 
transfer in order to provide the heat and mass fluxes, the different soil 
temperatures and soil water matrix potentials at the vertical nodes of the model. 
For a complete description see [1, 2, 3]. The extraction of water from the soil is 
parameterized using a resistance model developed by Federer [12], which 
assumes that plant transpiration equals root extraction. Two parallel resistances 
per soil layer (one for the soil to roots water path and the other one for the water 
path through the plant) must be computed through (i) a specific description of the 
root density profile, (ii) the soil discretization and (iii) the total plant resistance 
value. 
 The soil-plant-atmosphere interface module of SiSPAT computes the energy 
and water fluxes. In the version developed at LTHE the radiative transfer was 
calculated through a shielding factor [7, 30] depending on the Leaf Area Index 
(LAI) and controlling the partition of radiation between vegetation and bare soil. 
In the SiSPAT-RS version, the radiative transfer in the visible domain is 
computed using the 2M-SAIL model [35]. The main differences are related to the 
partition of the incoming radiation between vegetation and soil components. In the 
case of large LAI values, 2M-SAIL model gives a more important weight to 
vegetation (larger absorbed energy). No difference has been noted in the case of 
bare soils.  
The turbulent fluxes are expressed using an electrical analogy. The computation 
of a bulk stomatal resistance (only needed for the calculation of transpiration, see 
Figure 1) together with three different aerodynamic resistances is necessary. The 
bulk stomatal resistance, Rs, represents the leaves physiological response to 
climatic and environmental conditions. It is modeled in terms of incoming solar 
radiation, vapour pressure deficit and leaf water potential. The three other 
resistances are determined using the turbulent and laminar air flows inside and 
above the canopy. The governing equations are given in part 3.  
The knowledge of temperature and humidity at a reference level Za at time t is 
necessary to compute the 5 prognostic variables, namely the soil temperature Ts, 
the soil humidity qs, the air temperature inside the canopy Tav, the air humidity 
inside the canopy qav and the canopy temperature Tv. The time step of the model is 
automatically adjusted: it is prescribed to 2mn and decreases in case of rainfall or 
in case of strong temperature or soil matrix potential gradients as described by 
[22]. 
 
 
3.  Aerodynamic Resistances Modeling 
 The calculation of aerodynamic transfers above short canopies in SiSPAT 
scheme is usually done following Choudhury-Monteith’s model [5], denoted in 
the following "CM" model. In this study, six other parameterisations have been 
implemented in SiSPAT-RS which are Cowan's model [6], Thom's model [32], 
Shuttleworth and Wallace's model [28], and Shuttleworth and Gurney's model 
[29]. The two over ones are derived from Shuttleworth and Gurney's model with 
modifications issued from Lafleur and Rousse [17] and Sellers et al.[26]. They are 
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respectively denoted in the following "Co", "Th", "SW", "SG", "SL" and "SS". All 
these parameterizations are based on the K-theory, assuming a proportional 
relation between the vertical flux density and the associated scalar gradients. The 
establishment of this relation leads to a proportionality factor, called eddy 
diffusivity K. The K-theory validity for within-canopy transfers is still 
questioning. Several studies [24, 10] showed explicitly the limits of the gradient-
diffusion assumption with countergradient flux observations. To tackle this 
problem, [25] proposed the use of a Lagrangian approach to predict the scalar 
concentration at a particular canopy level from a given source density. In the case 
of low source-density profiles, like sparse and heterogeneous crops, [11] have 
shown that the K theory approach is sufficient to correctly model the energy and 
water transfers. In our study, the SVAT model is applied to short homogeneous 
crops, consequently only K-theory models have been implemented and compared. 
 
3.1  Common representation shared by  the aerodynamic models tested 
Figure 1 shows the three different components of the sensible and latent heat 
fluxes (denoted respectively H and LE) calculated by a two-layer scheme. The 
total contribution of H and LE can be written in terms of a bulk aerodynamic 
resistance above the canopy Ra and respectively, an aerodynamic temperature Tav 
and an aerodynamic air humidity qav at a fictive level inside the canopy. For all 
the models, this level defined as the effective level of mean drag [31,32], is equal 
to d+Z0m, where d is the displacement height and Z0m the roughness length for 
momentum. This convention is commonly used in SVAT models. The 
aerodynamic resistances estimation is very sensitive to these two values. 
Consequently, the same parameterizations given by Choudhury and Monteith [5] 
and based on Shaw and Pereira's  calculations [27] have been used  for all the 
models.   
H and LE are supposed to derive from only two contributions, respectively the 
soil (subscript s) and the vegetation (subscript v). Two resistances are necessary 
for the formulations of these new components, the in-canopy aerodynamic 
resistance Ras and the bulk canopy boundary-layer resistance Rb. They require the 
description of the wind profile within the canopy (which may be different for each 
model). 
Figure 2 shows the wind profile within and above the canopy. Generally, the 
surface layer over a rough boundary may be split into two parts [34]. The upper 
one, called the inertial sublayer, is defined as a conservative flow layer where the 
wind profile is represented by a semi-logarithmic law given under neutrally stable 
conditions by:  
 ( )
om
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where k is the von Karman's constant and u* the friction velocity defined in the 
Monin-Obukhov theory by: 
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In these conditions, the eddy diffusivity is defined as : 
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Under the assumption of conservative fluxes in the inertial layer, the relation 
linking the aerodynamic resistance Rin for sensible and latent heat to the eddy 
diffusivity Kin writes: 
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where Zw is the level above which, the logarithmic profile is assumed.  
 The second sublayer, called the roughness sublayer, represents a transition 
between the canopy air environment and the inertial layer where the vertical 
velocity gradients are smaller than those found by extrapolating the semi-
logarithmic profile [34]. The expressions of roughness sublayer wind profile 
Uro(z) and roughness sublayer eddy diffusivity Kro(z) are exclusively based on 
empirical parameterizations. Consequently, several SVAT models don’t take it 
explicitly into account and use the same formulations as in the inertial sublayer. 
Therefore, the associated aerodynamic resistance is defined as in the conservative 
fluxes inertial sublayer.   
 
 
3.2  Differences between the tested models 
In this study, we have chosen to compare seven different aerodynamic 
resistance models. These models are very similar, however, it is important to 
evaluate the impacts of the parameterization choice on the surface fluxes and 
temperatures simulation. Table I presents the formulations of the wind profile, the 
eddy diffusivity and the bulk aerodynamic resistance used in each model. In the 
last column, other differences or formulations are indicated. 
 
 
3.2.1  Canopy wind profile differences 
Among the models tested, five of them assume an exponential wind profile 
inside the canopy from the top of the vegetation Zh to the soil roughness height 
Z0S. The decrease of the wind speed is calculated according to an extinction 
coefficient called the in-canopy extinction coefficient "n". Except for the SL 
model, n is taken equal to a common value for crops (2.5) as in [28] . In SL 
model, the following parameterization for n proposed by Lafleur and Rouse [17] 
was introduced:  
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 xLAIyn =          (5) 
 
with y and x respectively equal to 2.6 and 0.36 for LAI ranging between 0.4 and 
2.5. For larger values of LAI (respectively smaller LAI), n is taken equal to its 
largest (smallest) value 3.62 (1.87) provided by Eq.5. In this parameterisation, the 
x and y coefficients were calibrated by [17] on fluxes measurements and to our 
knowledge, were never validated on other dataset.  
On the other hand, the Co model considers in the canopy air environment, an 
hyperbolic sinus wind profile Ucas(z) and an hyperbolic sinus eddy diffusivity 
Kcas(z) [6] depending on a dimensionless parameter β linked to the constant drag 
coefficient Cd taken equal to 0.2.  
Finally in the Th model, the wind profile inside the canopy is not explicitly given. 
The value of the wind speed inside the canopy Uav is parameterized according to 
the friction velocity and the vegetation density through the LAI. Its formulation is 
given in Table I.  
 
 
3.2.2  Calculation of the bulk aerodynamic resistance above the canopy Ra 
For all models the bulk aerodynamic resistance Ra is obtained by integration of 
the eddy diffusivity between the measurement reference level Zom+d and Za. 
Consequently, the differences between the models come from the assumptions 
concerning the surface layer decomposition : (i) The Th, CM and Co models 
consider an inertial sublayer above the level Zom+d. Then, the roughness layer is 
not explicitly taken into account, inducing a discontinuity (for the CM and Co 
models) in the wind velocity with two different  profiles between Zom+d and the 
cover height Zh. The aerodynamic resistance Ra is simply calculated by integration 
of the eddy diffusivity KIN (Eq. 4) assuming a logarithmic wind profile between 
the height levels Zw = Z0m+d and za. In Th model, the eddy diffusivity is not 
explicitly defined and the aerodynamic resistance is given empirically depending 
on the friction velocity u* , the wind speed difference (Ua -Uav) and the Leaf Area 
Index (LAI). The formulations are given in Table I. On the other hand, with the 
SW, SG or SL models, the canopy air environment is accounted for, between 
Z0m+d and the cover height Zh (with a different value of the extinction coefficient 
n for SL). So, the bulk aerodynamic resistance Ra may be written as a sum of two 
integrals. Finally, the SS model is the only one to consider the roughness sublayer 
between the cover height Zh and Zw= Zh +G4*Z0m, with G4=11.785, which leads 
to a sum of three different contributions in Ra. The induced roughness sublayer 
aerodynamic resistance is computed numerically. 
To enable the comparison between these models, the stratification of the 
atmosphere has been taken into account in the bulk aerodynamic resistance 
calculation, using the same stability corrections for each model, following [5] . 
 
 
3.2.3  Calculation of the in-canopy aerodynamic resistance Ras 
 Under the assumption that the in-canopy resistance is defined by the integral of 
the inverse of the eddy diffusivity, Ras can be written : 
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where Zos is the roughness length of the underlying soil. Zos may be equal to 0 as 
in SW model [28] or to 1 mm as in SG model [29] without significant changes in 
the formulations. For the Co model, Ras is calculated numerically and for the Th 
model, Ras is calculated using an empirical formulation depending on the wind 
speed above the canopy Ua and the LAI.  
 
 
3.2.4 Calculation of the canopy boundary layer resistance Rb 
In order to estimate the vegetation fluxes contribution, the knowledge of the 
bulk boundary layer resistance Rb is necessary. This resistance expresses the 
whole canopy influence on the scalar diffusion through laminar boundary layers 
near each leaf. Its formulation, based on experimental studies on individual foliar 
elements [16], links the dimension of the leaf along the wind direction w and the 
incident wind speed u(z). This relationship is the same for all the models. More 
details can be found in [5] and [33] . The resistance Rb is finally calculated by the 
following equation: 
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where rb is the boundary layer resistance for an individual leaf, A’ is a constant 
(100 m-1.s1/2) and u(z) is the wind velocity depending on the wind profile within 
the canopy. For the Co model, Rb is also computed numerically. For the SW 
model, Rb is constant  (Rb = 25 s.m-1), which remains the only difference 
compared to the SG model. Finally, for Th model, the relationship is empirically 
formulated as for the other resistances. 
 
 
4.  Alpilles experimental dataset 
 The different aerodynamic resistance parameterizations, have been compared in 
the framework of  the Alpilles-ReSeDA experiment. In a first step, the SiSPAT-
RS model has been calibrated on the experimental wheat fields according to the 
calibration phase defined by scenario 3 of the SVAT inter-comparison [21]. The 
most important soil parameters are listed below, (a better description may be 
found in [3]) : the saturation hydraulic conductivity Ksat (= 1.0e-7 m.s-1) and all 
the parameters describing the Van Genuchten retention curve, normalization 
parameter for the soil water pressure hg (= -5.0 m), residual water content θr (= 0 
m3 m-3), saturated water content θsat (= 0.37 m3 m-3) and shape parameter of the 
retention curve n (=2.1286). The soil description is based on the assumption of an 
homogeneous soil represented by a single horizon.  
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 The simulation results have been obtained on field 101 between the 3rd of 
March and the 2nd of April 1997 (days of the experiment 435 to 461). This period 
corresponds to the vegetation growing period with intensive fluxes measurements 
[20]. The SiSPAT-RS model has been calibrated using the LAI 2000 
measurements. The LAI and the cover height observed during the selected period 
range respectively between 1.5 to 2.2 and between 30 and 45 cm.  
 The results obtained with the different aerodynamic models are presented in the 
next section.  
 
 
5.  Results 
In Figure 3 both the bulk aerodynamic resistance above the canopy, the 
aerodynamic temperature at the fictitious level (Zom+d) inside the canopy, the 
total sensible and latent heat fluxes simulated as well as the fluxes measurements 
are plotted for the first day of the simulation (day 435). One may note that Ra is 
quite independent of the choice of the aerodynamic model for daytime (smaller 
values) as well as for night-time (larger values). This is an important point since 
Ra allows to estimate the total fluxes. Consequently, a good agreement between all 
the simulated fluxes is observed: the differences are lower than 50W/m2. Few 
variations in the aerodynamic temperatures may be noted, the larger differences 
(lower than 2K) occurring at night. The analysis over the whole time period (not 
shown on the graph), show the same trends: very little differences on the Ra 
values calculated on the day time period (mean differences lower than 7s/m with 
standard variations lower than 70s.m-1) leading to total fluxes differences lower 
than 6.5W/m2 in average.  
The in-canopy resistance Ras, the surface temperature Ts and the soil flux 
components Hs and LEs simulated for the same day (435) are presented on Figure 
4. As expected, Ras is more dependent on the aerodynamic parameterizations than 
Ra. The Th and Co models calculate the lower values of Ras (differences around 
100 s.m-1 but sometimes reaching 300s.m-1 have been obtained for day 435). They 
consequently show the smallest values of soil sensible heat flux and surface 
temperature. On the other side, the in-canopy resistances calculated by the SL 
model show the largest values. The influence of the parameterisation of Ras is 
significant on the computation of the surface temperature and surface fluxes. A 
difference of 2.5K is observed between SL and Th models at noon, corresponding 
to a difference of 50 W/m2 on LEs or Hs. This point may be explained as follows : 
the lower values of Ras lead to an increase of the soil evaporation (at this day, the 
surface soil moisture is high (equal to 23.5cm3/cm3) and the soil evaporation is not 
limited). In consequence the soil temperature and the sensible heat flux decrease.  
Figure 5 illustrates the impacts on the vegetation components through the 
canopy boundary layer resistance, the mean canopy temperature and the 
vegetation flux contributions Hv and LEv. A general good agreement on Rb may 
be noted except for the Th model presenting much larger values of Rb, the mean 
differences are around 80sm-1 with variations sometimes greater than 200s.m-1. 
The consequences are larger values of the canopy temperature (differences of 
3.5K between Th and SS models and smaller values of the latent heat flux. This 
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decrease of the evapotranspiration is enhanced by the increase of the stomatal 
resistance (Figure 6) due to the decrease of the surface soil moisture (induced by 
the larger soil evaporation). A difference of 30W/m2 is shown at noon between Th 
and SS model. The impact on the radiative temperature is important, (differences 
around 2.5K may be noted at noon between Th and SS models) but less than on 
the individual components because the impacts are opposite (soil temperature 
smaller but vegetation temperature larger) and the contribution of the vegetation is 
larger than the soil one (LAI is equal to 1.5).  
The same trends have been noted on the whole period but the consequences of 
the Ras and Rb resistance differences vary from the beginning of the period to the 
end depending on the available surface soil moisture. When the surface soil 
moisture is high (larger than 20%, i.e. beginning of the simulation), the soil 
evaporation responds instantaneously to the Ras resistance variations and the soil 
temperature is directly modified. But when the soil begins to dry, the soil 
evaporation is limited by the soil resistance and the impacts of the 
parameterization is much lower. The impacts of the two-layer temperature 
variations on the radiative temperature are also depending on the vegetation and 
soil proportions, i.e. on the LAI, since the two effects are opposite. The extreme 
variations have been noted for low or high LAI values and can reach 4K in our 
case.  
 
 
6.  Conclusion 
This preliminary study attempts to understand the role and the influence of the 
aerodynamic resistance parameterizations on our SVAT simulated surface fluxes 
and temperatures. The results obtained on the Alpilles experimental dataset 
showed a good agreement between the total turbulent fluxes simulated by the 
different models, but differences on the partition between soil and vegetation 
contributions have been noted. The seven different parameterizations lead to 
similar values for the bulk aerodynamic resistance but large variations have been 
noted between the canopy boundary layer and the in-canopy aerodynamic 
resistances. These differences lead to variations between the respective 
contributions of the soil and the vegetation in the turbulent fluxes inducing 
variations in the surface water content conditions. The impacts are sizeable as 
long as low and high coverage canopies are concerned (i.e. low and high LAI 
values) and for high moisture conditions (especially after a precipitation). In our 
case, with LAI ranging between1.5 and 2.2 and dry moisture conditions, the 
impacts are rather limited.  
In conclusion, it has been shown that the impacts of the aerodynamic models on 
the radiative temperature and the individual soil and vegetation fluxes simulation 
may be important in such cases. We have pointed out that total fluxes and 
hemispheric radiative temperature measurements are not sufficient to validate the 
models and make a choice. For this purpose, multi-directional temperature 
measurements and fluxes data of the individual components (soil and vegetation) 
should be of great help. In our conditions, the model choice is not crucial because 
the effects on the radiative temperature are lower than the discrepancies with the 
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observations. Consequently, whatever the model used, the assimilation of the 
radiative temperature should improve the fluxes and temperature simulation.  
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Table caption 
 
Table I : Presentation of the 7 different aerodynamic resistances schemes tested in 
SiSPAT 
 
Figure captions 
 
Fig 1: Schematic representation of the energy processes in a two-layers SVAT 
model: Net radiation (Rn), soil heat conduction (G), sensible and latent heat fluxes 
(H and LE), surface and aerodynamic resistances (Rs, Ra, Ras, Rb), temperatures 
(T) and specific humidity (q). Subscripts s, v and tot refer respectively to the soil, 
vegetation and total contributions, a to the reference height measurements above 
the canopy and av to the fictive level inside the canopy. 
 
Fig 2: Aerodynamic resistances and whole vertical wind profile (exponential or 
hyperbolic sinus between Z0s and Zref, and logarithmic between Zref and Za). Z0s, 
d+Z0m and Zref represent respectively the underlying soil roughness, the effective 
level of mean drag and the transition profile level. 
 
Fig 3: Bulk aerodynamic resistance, aerodynamic temperature and total sensible 
and latent heat fluxes simulated by the different aerodynamic models (Day 455). 
 
Fig 4: In-canopy Resistance, soil surface temperature and soil sensible and latent 
heat fluxes simulated by the different aerodynamic models (Day 455). 
 
Fig 5: Canopy boundary layer resistance, mean canopy temperature and 
vegetation sensible and latent heat fluxes simulated by the different aerodynamic 
models (Day 455). 
 
Fig 6: Stomatal resistance and radiative temperature simulated by the different 
aerodynamic models (Day 455). 
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Figure 2 
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Figure 3 
 
 - 207 - 
 
Figure 4 
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Figure 5 
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Figure 6 
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Annexe B 
 
 
Spécification des gammes de variations 
des paramètres et variables d'initialisation 
 
 
 Cette annexe présente l'ensemble des considérations sur lesquelles s'est basée la 
spécification des gammes de variations des 50 paramètres et des 10 variables d'initialisation 
du modèle SiSPAT-RS en vue de l'analyse de sensibilité. 
 
 
B.1. Considérations sur les paramètres du modèle 
 
• Seulement trois horizons ont été modélisés. Cette situation ne correspond pas 
exactement à ce qui a été mis en avant expérimentalement sur la parcelle 101, 
puisqu'en effet sur cette parcelle 4 horizons avaient été détectés. Toutefois, afin de 
limiter le nombre de paramètres et en accord avec la stratégie d'étalonnage introduite 
au Chapitre 6, il a été décidé de réduire d'une unité le nombre d'horizons considérés. 
Par ailleurs, comme signalé au chapitre 4, une colonne sol de 2 m a été modélisée en 
considérant notamment 37 couches de sol et un flux de masse nul comme condition 
à la limite inférieure. 
• Les gammes de variations des paramètres des courbes de rétention de Van 
Genuchten (θs, nB et hg pour chaque horizon, soit 9 au total) ont été principalement 
déduites de la variabilité intra-parcellaire observée (Braud et Chanzy, 2001). 
Certains réajustements ont cependant été apportés à quelques paramètres afin d'en 
étendre plus fortement la gamme.  
• Deux autres paramètres sont aussi nécessaires à la description complète de la 
courbe de rétention. Il s'agit de la teneur volumique en eau résiduelle θr et du 
paramètre de forme mB. Toujours en accord avec Braud et Chanzy (2001), ces 
derniers ont été respectivement considérés comme nuls (Tab 4.5) et tirés des valeurs 
obtenues pour nB par l'équation (3.7). Par ailleurs, le point de flétrissement a été 
calculé par inversion de la courbe de rétention de Van Genuchten pour une valeur de 
potentiel matriciel égale à –150 m (§ 4.2.2). 
• Les gammes de variation de la conductivité hydraulique à saturation Ksat ont été 
fixées autour des données expérimentales de manière assez large. Ainsi un ordre de 
variation de 104 a été considéré pour les deux premiers horizons et un ordre de 103 
pour le troisième. En accord avec les résultats trouvés par le groupe 
"Intercomparaison des modèles TSVA" (Olioso, 2000), des valeurs plus fortes de 
Ksat ont été favorisées (par exemple Ksat1 varie de 5.0 10-10 à 5.0 10-6 pour une valeur 
mesurée de 5.0 10-9 m.s-1). Par ailleurs, le paramètre de forme η intervenant dans le 
calcul de la conductivité hydraulique par le modèle de Brooks et Corey (Eq. 3.14) a 
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été calculé à partir des valeurs obtenues pour nB et mB et des équations (3.15) et 
(3.16). 
• La présence de macropores a été considérée pour les deux premiers horizons 
(Braud et Chanzy, 2001). Les paramètres nécessaires à la description de ce processus 
(2 par horizon, soit 4 au total) n'ont pas été supposés variables dans les simulations 
afin de ne pas trop augmenter le nombre total de paramètres. Cette hypothèse reste, 
il est vrai, discutable. Cependant ce mécanisme agit seulement dans le cas d'un sol 
proche de la saturation, en favorisant notamment l'écoulement vers les couches 
profondes du sol. En fait, seulement la période 505-530 est concernée par ce 
mécanisme où 2 évènements pluvieux interviennent. 
• Contrairement à Braud (1998) qui relie dans son étude de sensibilité stochastique 
les variations de hg et Ksat, aucune dépendance entre les paramètres de structure du 
sol n'a été considérée. Si tel avait été le cas, un des moyens d'action aurait pu alors 
être basé sur la sorptivité du milieu sol qui relie entre eux ces paramètres (Zammit, 
1999). Ce choix de non-dépendance représente une hypothèse forte pouvant amener 
à des situations irréalistes dans les propriétés du sol. Toutefois, il apparaît intéressant 
d'appréhender la sensibilité relative de chacun des paramètres de manière 
indépendante car ils sont d'une importance capitale sur le fonctionnement du 
modèle. Par ailleurs, les résultats de l'analyse de sensibilité peuvent apporter une 
indication sur les valeurs à proscrire pour chacun des paramètres. Ce point est 
discuté dans le Chapitre 6. 
• Comme la conductivité thermique dépend de la teneur en eau, ses variations sont 
implicitement prises en compte dans la description de la courbe de rétention. 
Toutefois des études précédemment menées sur le modèle SiSPAT ont montré qu'il 
fallait généralement corriger fortement cette dernière. Ceci a été pris en compte par 
l'intermédiaire de 3 coefficients multiplicatifs La (1 par horizon), intervenant dans le 
modèle après estimation de la conductivité thermique en fonction de la teneur en 
eau. 
• La capacité calorifique volumique sèche Cd a été supposée sujette à des 
variations a priori de plus ou moins 25 %. 
• Les spectres de réflectances et de transmittances des feuilles vertes et des feuilles 
jaunes ont été soumis à des variations quel que soit la longueur d'onde considérée. 
Ainsi, un décalage de l'ensemble du spectre a été simplement effectué. Dans un 
souci de simplification, l'absorption spectrale de chacun de ces deux éléments 
végétaux a été supposée constante. Par conséquent, à un décalage positif du spectre 
de réflectance correspond un décalage de même amplitude, mais négatif, du spectre 
de transmittance. Toutefois, il a particulièrement été vérifié que les valeurs 
spectrales des propriétés optiques ne deviennent jamais négatives après application 
du décalage. Dans un tel cas, la valeur concernée a été fixée à 0 ; la différence étant 
alors reportée exceptionnellement sur l'absorption. Finalement par application d'un 
tel procédé, seulement un paramètre pour les feuilles vertes (Decv) et un pour les 
feuilles jaunes (Decj) sont suffisants pour décrire l'ensemble des variations apportées 
aux propriétés optiques foliaires. 
• Les spectres de réflectance du sol sec et du sol humide ont été supposés varier de 
manière indépendante l'un de l'autre. Comme pour les propriétés optiques foliaires, 
un décalage d'ensemble (Ass et Ash) est appliqué à chaque spectre (indépendant de 
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la longueur d'onde). Les valeurs limites des variations ont été choisies afin que les 
valeurs spectrales du sol sec soit toujours supérieures à celles du sol humide. 
• Les gammes de variations des albédos du sol sec (θsc) et du sol humide (θsh) ont 
été ajustées afin de ne pas obtenir une forme inverse de la courbe type de l'albédo 
(Fig. 3.2). La condition nécessaire et suffisante à cette hypothèse est que θsc (Wd 
dans l'étude) reste supérieur à θsh (Ww). 
• Une attention particulière a été portée sur les paramètres qui évoluent 
quotidiennement. Ceci concerne 7 paramètres, à savoir : le OAI vert total, le OAI 
jaune total, la hauteur du couvert, ainsi que certains des paramètres nécessaires à la 
description du profil racinaire (Zrpm, Zrt, Pmr et FDRmax ; Fig 3.3). La dynamique 
de chacun de ces paramètres a été modélisée à partir de la fonction :  
( ) ( ) xJJLx DeAJx xmx += −− 2,      (Eq. B.1) 
 
où x(J) représente la valeur du paramètre x au jour J considéré, Ax et Lx deux 
paramètres contrôlant respectivement l'amplitude et l'étalement de la fonction x(J), 
Jm,x le jour pour lequel la fonction atteint son maximum et Dx est le décalage vertical 
de la fonction. Ces deux derniers paramètres ont été ajustés à partir des mesures 
obtenues sur la parcelle 101 et restent constants pour chaque simulation. Les 
variations du paramètre x sont alors prises en compte uniquement dans celles que 
l'on impose à Ax et Lx. Les gammes de variation de ces deux nouveaux paramètres 
(cf. Tab 5.2) ont été alors déterminées graphiquement afin que l'ensemble des 
courbes obtenues englobent au mieux les points de mesure. Pour le FDRmax une 
évolution temporelle a été fixée a priori car aucune mesure n'était disponible. Les 
résultats obtenus pour les 7 paramètres sont portés sur la Figure (B.1) et dans le 
Tableau (B.1). 
 
• Les autres paramètres nécessaires à la description du profil racinaire (Zri, Zrmu 
et Zrmd) ont été supposés en accord avec les mesures disponibles comme 
indépendants du temps. Une incertitude de plus ou moins 25 % a alors été 
considérée pour chacun d'eux. 
• L'ensemble des autres gammes de variations concerne essentiellement les 
paramètres de la végétation. Comme aucun information expérimentale n'était 
disponible pour ces paramètres, leur gamme de variation associée a été choisi de la 
plus large possible. 
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a )  
 
b )  
 
Fig. B.1 : Représentation des paramètres évoluant temporellement : a) OAI vert et, OAI jaune et 
hauteur du couvert  b) Paramètres des racines – Les mesures expérimentales sont indiquées en orange 
 
 
Paramètre x Jm,x Dx 
OAI vert :    440-460 
                     505-530 
460 
500 
0.1 m2/m2 
0 
OAI jaune :  440-460 
                     505-530 
460 
523 
0 
0 
Ht 505 0.08 
Zrpm 505 0 
Zrt 510 0 
PMR 505 0.16 
FDRmax 510 1000 
 
Tab. 5.2 : Caractérisation des paramètres à évolution quotidienne 
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B.2. Spécification des gammes de variations des variables d'initialisation 
du modèle 
 
• Les mesures expérimentales issues de la parcelle 101 ont servi de référence à 
l'initialisation du modèle. Les valeurs de température et d'humidité imposées à 
chaque nœud de la colonne sol ont été alors calculées par interpolation linéaire entre 
les deux points de mesure englobant le nœud considéré. 
• Trois types de variation ont été ensuite appliqués de manière simultanée sur 
chaque variable d'initialisation. La première a été appliquée sur le profil vertical de 
température ou d'humidité, en le décalant dans son ensemble par rapport au profil de 
référence. La seconde a affecté de manière plus modérée la forme caractéristique des 
profils verticaux en affectant à chaque variable d'initialisation sa propre variation. La 
combinaison de ces deux actions permet (1) de générer des profils verticaux de 
température et d'humidité initiales dont la forme reste réaliste dans l'ensemble et (2) 
d'éviter d'importantes différences entre couches de sol successives ayant finalement 
tendance à s'équilibrer rapidement dans la simulation après quelques pas de temps de 
calcul. Enfin, la troisième variation a affecté la gamme de variation avec la 
profondeur ; celle-ci étant d'autant plus faible que le nœud associé se situe 
profondément sous la surface. Cette dernière considération se justifie par le fait que 
température et humidité sont moins sujettes aux variations diurnes en profondeur 
qu'en surface. La nouvelle variable d'initialisation a donc été estimée à l'aide de la 
fonction : 
( )XAmortZ
xii eAmpzNNzXzX /210, ..))(1()()( −++=   (Eq. B.2) 
où Xi(z) désigne alternativement la température (T) ou l'humidité (θ) du nœud i 
positionné à la profondeur z, Xi,0(z) la variable de référence du même nœud, N1 (-0.8 
à 0.8) et N2(i) (-0.2 à 0.2) les nombres aléatoires relatifs aux deux premiers effets, et 
enfin Ampx (K ou m3/m3) et Amortx (m) deux coefficients contrôlant respectivement 
l'amplitude maximale de la variation et l'amortissement dû à la profondeur. 
• Concernant l'initialisation de la température du sol, la valeur de AmpT a été 
déterminée à l'aide de la variabilité inter-parcellaire observée au jour considéré (3.8 
K, soit AmpT = 1.9 K). La valeur de AmortT a été fixée à la profondeur 
d'amortissement estimée sur la parcelle (2.85 m, cf. Braud et Chanzy, 2000). 
• Concernant l'initialisation de l'humidité, la valeur de Ampθ a été déterminée à 
partir de la variabilité inter-parcellaire observée à 5 cm au jour considéré (0.036 
m3/m3, soit Ampθ = 0.018 m3/m3). La valeur du paramètre Amortθ semble quant à 
elle beaucoup plus délicate à estimer. Initialement une très grande variabilité de 
l'humidité des couches profondes avait été tolérée. Des tests préliminaires (non 
présentés) ont montré que les simulations étaient trop largement affectées par la 
variation de stock d'eau dans les couches profondes du sol. Par conséquent, il a alors 
été décidé de limiter fortement la variabilité de l'humidité avec la profondeur. Par 
ailleurs, notre choix a été conforté par la variabilité inter-parcellaire observée à 135 
cm sur les 3 parcelles de blé. Celle-ci reste relativement faible (0,02 m3/m3), ce qui a 
permis de fixer la valeur de Amortθ à 1 m. De ce fait, les gammes de variations 
imposées aux conditions initiales semblent alors plus représentatives d'une 
incertitude sur les mesures expérimentales, plutôt qu'à une totale méconnaissance de 
ce dernières. 
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 Development and application of SiSPAT-RS model at field scale 
during Alpilles-ReSeDA experiment 
 
Abstract 
 
Vegetation canopy functioning can be studied combining both Soil-Vegetation-
Atmosphere Transfer (SVAT) models and remote sensing data. These models describe energy 
and mass transfers in the soil-plant-atmosphere continuum. Remote sensing provides useful 
information for driving such models. The main objective of this work was to determine the 
contribution of multispectral remote sensing data in the functioning of a complex SVAT 
model. The chosen model was SiSPAT (Braud, 1995), considering coupled heat and moisture 
flows in the soil. It was coupled with two canopy radiative transfer models in order to 
simulate at field scale main surface processes and remote sensed data (bi-directional 
reflectance and directional brightness temperature). In the visible and the near infrared, the 
2M-SAIL model (Weiss et al., 2001) was chosen for its ability to account for the development 
of yellow and green vegetation layers throughout the crop cycle. In the thermal infrared, the 
directional model proposed by François (2001) was used. In the microwaves domain (passive 
or active), the contribution of remote sensing data was only studied through the surface soil 
water content. This new developed model was called SiSPAT-RS (Simple Soil Plant Transfer 
and Remote Sensing) and was applied on two wheat field dataset, acquired during the 
ReSeDA experiment in 1997 in the South France. First, a sensitivity analysis was performed 
over 60 parameters and initial state variables, using a stochastic Monte Carlo sampling and a 
multicriteria methodology based on a Pareto ranking. Results allowed to detect the most 
influent parameters on the simulation of several state variables, and to reduce significantly 
their associated uncertainty intervals. The model calibration was performed considering 
different assumptions, related to the experimental knowledge of soil properties and surface 
variables available. This step allowed to (1) validate the model on the other wheat field and 
(2) propose and apply an assimilation method, based on the knowledge of thermal infrared 
brightness temperature and the surface soil water content. In this last context, it was possible 
to estimate the main surface processes with a good accuracy and to quantify the model errors 
associated to the parameter uncertainties. 
 
Keywords: SVAT models, Remote Sensing data assimilation, ReSeDA experiment, 
Sensitivity Analysis 
 Développement et application du modèle SiSPAT-RS à l'échelle de 
la parcelle agricole dans le cadre de l'expérience Alpilles ReSeDA 
 
 
 
Résumé 
 
 
 
Le fonctionnement de la végétation peut être étudié à l'aide de l'utilisation combinée 
de modèles numériques et de données de télédétection. Les premiers décrivent les principaux 
Transferts d'énergie et de masse qui interagissent à l'interface Sol-Végétation-Atmosphère 
(modèles TSVA). Le télédétection fournit quant à elle certaines caractéristiques des couverts 
végétaux qui sont utiles au fonctionnement des modèles TSVA. L'objectif de ce travail est de 
déterminer l'apport de la télédétection multispectrale pour le fonctionnement d'un modèle 
TSVA. Il est basé sur le couplage du modèle TSVA SiSPAT avec deux modèles de transfert 
radiatif fonctionnant respectivement dans le visible-infrarouge et l'infrarouge thermique. La 
nouvelle version développée (SiSPAT-RS) est ainsi capable de simuler les principaux 
processus de surface et plusieurs variables de télédétection. Elle a été utilisée sur la base 
données acquises lors de la campagne expérimentale Alpilles-ReSeDA, plus particulièrement 
sur deux parcelles agricoles de blé. Dans un premier temps, une analyse de sensibilité a été 
mise en œuvre sur les 60 paramètres et variables d'initialisation du modèle couplé. Elle a 
reposé sur un échantillonnage de type Monte Carlo et une analyse multicritère par rangement 
de Pareto. Les résultats ont permis de déterminer les paramètres les plus influents sur la 
simulation simultanée de plusieurs variables d'état du modèle et les conditions dans lesquelles 
ils interviennent, et de réduire de manière efficace les gammes d'incertitude des paramètres 
sensibles. Dans un second temps, l'étalonnage du modèle a été réalisé sous différents 
contextes d'étude, liés notamment à la connaissance expérimentale des propriétés du sol et de 
diverses variables de surface. Ceci a finalement permis de valider le modèle et de quantifier, 
dans un contexte d'assimilation de données de télédétection, l'erreur du modèle liée à 
l'incertitude des paramètres. 
 
