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The standard system of dyadic cubes in the Euclidean space Rn is a collection of half-open cubes
of diﬀerent sizes such that the cubes of every size partition the space and every cube is a ﬁnite
union of smaller cubes. The construction of this system is very simple but it does rely strongly on
the geometrical properties of the space Rn. Hence, if we give up most of the geometrical properties
of the space Rn, the construction of sets with similar properties becomes more complicated. In this
paper, we show that there exist dyadic cubes in general doubling metric spaces. We do this using
certain maximal sets of points and a carefully deﬁned partial order of those points. We look at
several diﬀerent dyadic systems ﬁrst in Rn and then in general doubling metric spaces.
We start by proving some basic results related to doubling metric spaces and other related topics
and continue by introducing the standard, randomized and adjacent systems of dyadic cubes in Rn.
Then, in a general doubling metric space, we construct a system of sets that has similar properties
as the standard system of dyadic cubes in Rn. We call also these sets cubes although they are not
cubes in the usual sense of the word. After this, we add a probabilistic angle to the constructed
system by randomizing them and look at two diﬀerent random systems. Lastly, we look at some
applications of the random dyadic systems.
Our goal is to introduce a new simpler way of randomizing dyadic systems in doubling metric
spaces and show that this is an eﬀective way of randomizing the systems. We show this by proving
that every point in the space has only a small probability of ending up near the boundary of a
cube of given size. This property has an interesting application since we can use it to construct
systems of Hölder-continuous spline functions in doubling metric spaces. It is still an open problem
to prove whether there exist systems of Lipschitz-continuous spline functions in every doubling
metric space. We do not know the answer to this problem but we show that at least there exist
systems of Hölder-continuous spline functions of every exponent η ∈ (0, 1) in every doubling metric
space.
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1 Introduction
The standard system of dyadic cubes is an essential tool in mathematical
analysis in the Euclidean space Rn. It is a collection of n-dimensional cubes
of diﬀerent sizes such that the cubes of given size partition the space and
any two cubes are either disjoint or one is contained in the other. Since the
space Rn has such a strong geometrical structure, the system is very easy to
construct: we can simply express the system as the set D ,
D :=
{
2−k ([0, 1)n +m) : k ∈ Z,m ∈ Zn} .
To deﬁne the cubes of given size, we only need to know the geometrical
center points of those cubes. In fact, knowing only one of the cubes of given
size is enough to deﬁne the other cubes of that size since the cubes of same
size are just shifted copies of each other. The system can be used to prove
for example the Frostman lemma [10] and it is useful especially in harmonic
analysis [28].
Because the system of dyadic cubes is so useful in Rn, it is natural to
think about constructing similar systems in more general spaces to provide
tools for analysis in diﬀerent settings. In this paper, we are concentrating
on doubling metric spaces. Since we might not have any clear geometrical
structure in a general doubling metric space, constructing sets with similar
properties as the dyadic cubes is naturally more challenging. In Section 4,
we will show that collections of these kinds of sets exist in every doubling
metric space. We call these collections dyadic systems and the sets dyadic
cubes although they are not cubes in the usual sense of the word. We will
then add a probabilistic angle to the constructed systems and randomize
them in Section 5. This way if we ﬁx any point in the space and construct a
dyadic system, the point has only a small probability of ending up near the
boundary of a cube of given size. Lastly, we will look at the applications of
these randomized systems in Section 6.
Our main goal is to improve the results related to random dyadic systems
in [4] and [2] by providing a new simpler way of randomizing the dyadic
systems. The main improvement is to give a more precise upper bound for
the probability of a point ending up near the boundary of a cube of given
size: the probability that a point ends up in the -boundary of a cube of
"size k" is at most Cδ(/δ
k)ηδ where δ is a scaling constant and Cδ and ηδ
are constants that depend on δ. We use these improvements to construct
systems of Hölder-continuous spline functions in doubling metric spaces. It
is still an open problem to prove whether Lipschitz-continuous systems of
spline functions exist in general doubling metric spaces, but our result shows
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that at least we can construct systems of Hölder-continuous spline functions
of every exponent η ∈ (0, 1).
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2 Notation and basic deﬁnitions
Throughout most of this paper, δ is a ﬁxed constant whose value is very
small. It is a sort of scaling constant that tells us how much smaller certain
objects are compared to some larger objects. For section 4, it suﬃces to take
δ ≤ (1/100), but for the other sections we need it to be considerably smaller,
depending on the space.
For a metric space (X, d), we use the following notation for open balls,
closed balls and distance between a point x and a set Q:
B(x, r) := {y ∈ X : d(x, y) < r},
B¯(x, r) := {y ∈ X : d(x, y) ≤ r},
d(x,Q) := inf
y∈Q
d(x, y).
Unless mentioned otherwise, every ball is nondegenerate.
In this paper, natural numbers are a set of non-negative integers starting
from 0:
N := {0, 1, 2, 3, . . .}.
Deﬁnition 2.1. A metric space X is (geometrically) doubling if there exists
a constant M ≥ 1 such that for every x ∈ X and r > 0 the open ball B(x, r)
can be covered with at most M open balls of radius r/2. The constant M is
called the doubling constant of X.
Example 2.2.
1. The Euclidean space Rn is doubling for every n ≥ 1. The doubling
constant depends on n.
2. Let X be an inﬁnite set and d0,1 the metric d0,1 : X ×X → {0, 1},
d0,1(x, y) :=
{
0, if x = y
1, otherwise
.
The space (X, d0,1) is not a doubling metric space: it holds thatB(x, 3/2) =
X and B(x, 3/4) = {x} for every x ∈ X and thus, the ball B(x, 3/2)
cannot be covered with any ﬁnite number of balls of radius 3/4.
3. Consider an inﬁnite binary graph. We can think of it as a metric space
when we set that the distance of two connected points is 1 and the
distance between two points is the length of the shortest path between
those points. Although this metric space is simple to construct, it is
3
Figure 1: An inﬁnite binary graph with a root point x.
not doubling. Let x be the root point of the graph (that is, the only
point with two neighbors). Now the following holds:
#B(x, 1) = 1
#B(x, 2) = 3
#B(x, 3) = 7
#B(x, 4) = 15
...
#B(x, 2n) = 2 ·#B(x, 2n− 1) + 1 > n ·#B(x, n).
Hence, the ball B(x, 2n) cannot be covered with boundedly many balls
of radius n for every n ∈ N.
Two properties of doubling metric spaces follow easily from the deﬁnition.
Lemma 2.3. Let (X, d) be a doubling metric space with a doubling constant
M .
1) Any ball B(x, r) can be covered by at most bMδ− log2 Mc balls B(xi, δr)
for every δ ∈ (0, 1].
2) Any ball B(x, r) contains at most bMδ− log2Mc centres xi of pairwise
disjoint balls B(xi, δr) for every δ ∈ (0, 1].
Proof.
1) The geometric doubling property implies that every ball B(x, r) can be
covered with at most M balls of radius r/2. Every ball of these can
be covered with at most M balls of radius r/4 and thus B(x, r) can
be covered with M2 balls of radius r/4 and so on. Let m ∈ N be the
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number such that 2−m ≤ δ and 2−m+1 > δ. Because the ball B(x, r)
can be covered with at mostMm balls of radius r/2m, it can be covered
with Mm balls of radius δr. Now it holds that
Mm = M ·Mm−1 = M · 2log2 Mm−1 = M · (2−m+1)− log2M ≤Mδ− log2M .
2) Let {yj : j ∈ J} ⊆ B(x, r) be a set of centres of disjoint balls B(yj, δr).
Choose a cover for B(x, r) consisting of balls B(xi, δr), i ∈ I. Then
for every j ∈ J it holds that yj ∈ B(xi, δr) for some i ∈ I. If yj, yk ∈
B(xi, δr) for j 6= k, then
d(yj, yk) ≤ d(yj, xi) + d(xi, yk) < δr + δr = 2δr
and the balls B(yj, δr) and B(yk, δr) are not disjoint. Therefore, ev-
ery B(xi, δr) contains at most one yj and every yj belongs to some
B(xi, δr), and thus, |J | ≤ |I| ≤ bMδ− log2 Mc. 
Lemma 2.4. In a doubling metric space, every family of disjoint balls is at
most countable.
Proof. Let (X, d) be a doubling metric space, x ∈ X and B := {Bi : i ∈
I} some collection of disjoint balls of X. Notice that for every k ∈ N, the ball
B(x, k) contains at most a ﬁnite number of centres of balls of B that have
radius r > 1/k. Let us denote Bk := {B(y, r) : B(y, r) ∈ B, r > 1/k, y ∈
B(x, k)}. Because every Bk is ﬁnite and
B =
⋃
k∈N
Bk,
we see that the collection B is at most countable. 
Deﬁnition 2.5. A measure µ on a metric space X is a doubling measure if
for every x ∈ X and r > 0 it holds that 0 < µ (B(x, r)) <∞ and there exists
a constant C > 0 such that
µ (B(x, 2r)) ≤ Cµ (B(x, r)) .
In this case µ is called a C-doubling measure and C is called the doubling
constant of µ.
Theorem 2.6. Let (X, d) be a metric space. If the space X supports a
doubling measure µ with doubling constant C, the space X is geometrically
doubling with a doubling constant M ≤ C5.
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Proof. Let µ be a C-doubling measure on metric space (X, d), x ∈ X and
r > 0. Let Ax := {xi : i ∈ I} ⊆ B(x, 2r) be a set such that d(xi, xj) ≥ r/2
when i 6= j. Now it holds that B(xi, r/4) ∩ B(xj, r/4) = ∅ for i 6= j and⋃
xi∈Ax B(xi, r/4) ⊆ B(x, 4r). Thus,
Cµ(B(x, 2r)) ≥ µ(B(x, 4r))
≥ µ
(
B
( ⋃
xi∈Ax
B
(
xi,
r
4
)))
=
∑
xi∈Ax
µ
(
B
(
xi,
r
4
))
≥ 1
C4
∑
xi∈Ax
µ(B(x, 2r))
and hence C5 ≥ |Ax|. Thus for every x ∈ X it is possible to choose a set
Ax such that d(xi, xj) > r/2 for every xi, xj ∈ Ax, i 6= j, and for every
y ∈ B(x, 2r) there exists xk ∈ Ax such that d(y, xk) < r/2 (so the set Ax is
in a way maximal). Now the collection {B(xi, r) : xi ∈ Ax} is a cover for the
ball B(x, 2r) and so the space (X, d) is doubling with a doubling constant
M ≤ |Ax| ≤ C5. 
Deﬁnition 2.7. A collection of subsets of a topological space X is said to
be locally ﬁnite if every point x ∈ X has a neighborhood that intersects only
ﬁnitely many of the sets in the collection.
Theorem 2.8. Any union of sets of a locally ﬁnite collection of closed sets
is closed.
Proof. Let X be a topological space and C := {Bi : i ∈ I} be a locally
ﬁnite collection of closed subsets of X. If
⋃
i∈I Bi = X, the union is closed,
so let us assume that there is a point x ∈ X \⋃i∈I Bi. Because the collection
C is locally ﬁnite, there exists a neighborhood V of the point x such that
V ∩Bi 6= ∅ only for ﬁnitely many i. Let J ⊆ I be the ﬁnite set of indices for
which the intersection of Bj, j ∈ J , and V is non-empty. Because x ∈ Bcj
and Bj is closed for every j ∈ J , the set Bcj ∩ V is a neigborhood of x for
every j ∈ J . Thus, the set U ,
U := V ∩
⋂
j∈J
Bcj ⊆ X \
⋃
i∈I
Bi,
is a neighborhood of x. Since such a neighborhood can be constructed for
any x ∈ X \⋃i∈I Bi, we see that X \⋃i∈I Bi is open and ⋃i∈I Bi is closed.
6
Later we will look at the edges of sets and for this we will need the following
deﬁnition.
Deﬁnition 2.9. The -boundary of a set Q ⊆ X is
∂Q := {x ∈ Q : d(x,Qc) < } ∪ {x ∈ Qc : d(x,Q) < } . (2.10)
Remark 2.11. It follows directly from the deﬁnition that ∂Q = ∂Q
c.
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3 Dyadic cubes in Rn
Before we start constructing dyadic systems in doubling metric spaces, we
will look at the standard, randomized and adjacent dyadic systems in the
Euclidean space Rn to get a better idea of what kind of systems we are going
to construct. The idea of random dyadic systems came originally from F.
Nazarov, S. Treil and A. Volberg [9] but our representation is based on [7].
As far as we know, the idea of the adjacent dyadic systems came from M.
Christ, J. Garnett and P. Jones but we are not aware of the original occurence
of the systems. Our representation of the adjacent dyadic systems is based
on [5].
3.1 Standard system of dyadic cubes in Rn
Unlike in general doubling metric spaces, the standard system of dyadic
cubes in Rn is easy to express simply as one set that does not need further
explaining:
D := {2−k([0, 1)n +m) : k ∈ Z,m ∈ Zn}.
The system D is an essential tool in harmonic analysis of the Euclidean space
Rn due to its fundamental properties: any two cubes are either disjoint or
one is contained in the other, and the cubes of a given size partition all space.
Although balls are usually more natural objects from the geometric point of
view, the cubes are not too far away from them since it is easy to contain
a cube within a ball and contain a ball within a cube. A useful property of
the cubes is also that every cube is a ﬁnite union of its child cubes or, more
precisely, a cube of level k (that is, a cube whose side length is 2−k) is a
union of exactly 2n cubes of level k + 1.
The natural center points of the cubes of certain level is all that is needed
to deﬁne everything there is to know about the cubes, thanks to the strong
geometric properties of Rn. The centerpoints are subsets of scaled versions of
(Z \ {0})n in such a way that no two diﬀerent levels have any mutual center
points. However, it is easy to construct a dyadic system in Rn such that
every center point of level k is also a center point of every level m ≥ k: the
system D ′,
D ′ := {3−k([0, 1)n +m) : k ∈ Z,m ∈ Zn}, (3.1)
satisﬁes this condition. Since this condition is not (usually) needed in Rn,
the system D is enough for us.
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Figure 2: Closed cubes and their center points of four consecutive levels in
D and D ′ of R2.
3.2 Random dyadic systems in Rn
Let us look at the set D(ω):
D(ω) :=
{
2−k ([0, 1)n +m) +
∑
j>k
2−jωj : k ∈ Z,m ∈ Zn
}
, (3.2)
where ω = (ωj)j∈Z ∈ Ω := ({0, 1}n)Z. The set might look a bit confusing
at ﬁrst but the idea becomes clearer when we look at its behaviour in R2.
First, notice that the sum
∑
j>k 2
−jωj is just a constant vector for a ﬁxed
k ∈ Z and ω ∈ Ω and thus, it just shifts the cubes of level k according to ω
from their "original positions" in the standard system D . If ωk+1 = {0, 0},
the cubes of level k and k + 1 are shifted the same way. If ωk+1 = {1, 0},
the cubes of level k are shifted more to the right than cubes of level k + 1
but the diﬀerence between the shifts equals the side length of a cube of level
k + 1, so the cubes of level k + 1 are still inside bigger cubes. Similar things
happen when ωk+1 = {0, 1} and ωk+1 = {1, 1}. Thus, for every ω ∈ Ω the
cubes of level k are disjoint and for every cube Q of level k there is a cube
of level k + 1 such that it contains Q. Hence, the system D(ω) has similar
properties as the standard system D for every ω ∈ Ω.
Since the systems D and D(ω) have similar properties, how are they
diﬀerent? The main diﬀerence is the boundaries of the cubes. In the standard
system D , the origin is a boundary point of a cube of every level k ∈ Z but
in a system D(ω), where ω1 = {1, 1} and ωk = {0, 0} for k 6= 0, this is no
longer true. This naturally changes the structure of the original system and
leads to a question: given a point x ∈ Rn, is x near a boundary of a cube of
given size? This then leads to the idea of randomizing the dyadic systems.
We get random dyadic systems when we equip the set Ω with the natural
9
Figure 3: The cube [0, 1)2 +
∑
j>k 2
−jωj for some diﬀerent ω ∈ Ω.
product probability measure: for every ω = (ωj)j∈Z ∈ Ω we set
Pω (ωj = x) =
1
2n
for every x ∈ {0, 1}n. In the random systems, every given point x ∈ Rn
has only a small probability of ending up close to the boundary of a ran-
domly chosen cube [4]. We will look closely at the random dyadic systems of
doubling metric spaces and their good properties in Section 5.
3.3 Adjacent dyadic systems in Rn
Although the standard system of dyadic cubes is very useful, it does have
its restrictions: it is easy to ﬁnd a ball that is not contained in any of the
cubes. For example, take any ball that is centered at the origin. It intersects
at least 2n diﬀerent cubes of every level and thus, it is not contained in any
of the cubes. Taking a dyadic system with diﬀerent center points may solve
the problem for some ball but it would lead to similar problem with some
other balls. That is why it is somewhat surprising that taking ﬁnite number
of adjacent dyadic systems solves the problem. It turns out that the dyadic
systems D t,
D t := {2−k([0, 1)n +m+ (−1)kt) : k ∈ Z,m ∈ Zn}, t ∈ {0, 1/3, 2/3}n,
(3.3)
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are a powerful tool. The set D t is a dyadic system for every t ∈ {0, 1/3, 2/3}n
which is not diﬃcult to see after we notice that the cubes of ﬁxed size are
disjoint and that every cube is inside some bigger cube. The systems D t
do seem a bit more complicated than it seems to be necessary: why do we
not construct the adjacent systems by just taking the standard system D
and shifting it to diﬀerent directions? The reason is that in the standard
system D , the cubes are in a way locked to their positions really tightly: for
example in R2, every cube Q ∈ D is inside one of the cubes 2k([0, 1)+(a, b)),
a, b ∈ {0,−1} for some k ∈ Z. Thus, if an open ball intersects the axis of
the space, it can not be inside any of the cubes of D . In the systems D t, the
cubes are not just shifted, they are also rearranged (see Figure 4).
Figure 4: The cubes [0, 1)2 + t and 2([0, 1)2 − t) in D (0,0) and D (2/3,2/3).
The adjacent and the random dyadic systems have a connection:
Lemma 3.4. For every t ∈ {0, 1/3, 2/3}n, there exists a sequence ωt :=
(ωti)i∈Z such that
D t = D(ωt)
In particular, the adjacent dyadic systems are a special case of the random
dyadic systems.
Proof. Let us prove the claim ﬁrst in R. Notice that for every t ∈
{0, 1/3, 2/3} the system D t equals
{2−k([0, 1) +m+ 1 + (−1)kt) : k ∈ Z,m ∈ Z}
Let us then choose the sequences for every t ∈ {0, 1/3, 2/3}. For t = 0, we
can naturally just choose ω0 = (0)i∈Z. Let t = 1/3 and u = 2/3. By the
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properties of geometric series, we know that
t =
∞∑
i=1
2−2i and u =
∞∑
i=0
2−(2i+1).
Thus, if k is even, we see that
2−k(−1)kt = 2−k 1
3
= 2−k
∞∑
i=1
2−2i =
∞∑
i=1
2−(2i+k) =
∑
i>k
i is even
2−i,
2−k(−1)ku = 2−k 2
3
= 2−k
∞∑
i=0
2−(2i+1) =
∞∑
i=0
2−(2i+1+k) =
∑
i>k
i is odd
2−i,
and if k is odd, we see that
2−k(1 + (−1)kt) = 2−k 2
3
=
∑
i>k
i is even
2−i,
2−k(1 + (−1)ku) = 2−k 1
3
=
∑
i>k
i is odd
2−i.
Hence, we can choose
ωit :=
{
1, if i is even
0, if i is odd
and ωiu :=
{
0, if i is even
1, if i is odd
,
and Ω := {ω0, ωt, ωu}. Now it is easy to generalize this to Rn. For every v :=
(v(i))ni=1 ∈ {0, 1/3, 2/3}n we choose ωv := (ω(i)j )j∈Z,i=1,2,...,n in the following
way:
ω
(i)
j :=

0, if v(i) = 0,
0, if v(i) = 1
3
and j is odd,
0, if v(i) = 2
3
and j is even,
1, otherwise
.
Thus, adjacent dyadic systems are a special case of the random dyadic sys-
tems. 
To see the power of the adjacent dyadic systems, we need two deﬁnitions.
Deﬁnition 3.5. A geometric enlargement of ball B(x, r) is any ball B(x, cr)
for a constant c ≥ 1. We use the notation
cB(x, r) := B(x, cr) =: cB.
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Deﬁnition 3.6. Dyadic enlargement of a dyadic cube Q ∈ D t is any dyadic
cube Q′ ∈ D t such that Q ⊆ Q′. We denote the level k+l dyadic enlargement
of a level k cube Q by Q(l).
Figure 5: On left: B and 3B. On right: Q, Q(2) and Q(3).
Remark 3.7. For these deﬁnitions and the following theorem, we assume
that a ball contains the information of its radius and center point and a
dyadic cube contains the information of its system (and hence, its parents).
We ﬁnish this section by proving a theorem which shows us that the
adjacent dyadic systems have good properties. We will prove a metric version
of the following theorem later in Section 5 but because the construction of
dyadic cubes in general metric spaces is diﬀerent from the construction of
dyadic cubes in Rn, the following theorem does not follow from the metric
version of the theorem. Also, the proofs of the theorems are very diﬀerent
since this proof relies strongly on the properties of the space Rn and the
latter proof is more about probabilistic statements.
Theorem 3.8. For any ball B(x, r) =: B ⊂ Rn and k ∈ N, we can ﬁnd a
dyadic cube Q ∈ D t for some t ∈ {0, 1/3, 2/3}n such that B ⊆ Q, 2kB ⊆ Q(k)
and 6r < `(Q) ≤ 12r, where `(Q) is the side length of the dyadic cube Q.
Proof. Let x = (x1, x2, . . . , xn) and Ii = [xi − r, xi + r] for every i ∈
{1, 2, . . . , n}. Now B ⊆ I1×I2×. . .×In =: R and R is a cube in a geometrical
sense. Denote Ji := [xi− 2kr, xi + 2kr] and 2kR := J1× J2× . . .× Jn ⊇ 2kB.
Choose j ∈ Z so that 6r < 2j ≤ 12r, and consider the end-points of the
dyadic intervals 2j([0, 1)+mi+(−1)jti), where mi ∈ Z and ti ∈ {0, 1/3, 2/3}.
These end-points form an arithmetic sequence with diﬀerence (1/3)2j > 2r =
`(R). Thus, because |ui − ul| ≥ 132j > `(R) for all end-points ui and ul,
ui 6= ul, every Ii contains at most one of these end-points with some ti =:
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ui. Similarly, every Ji contains at most one end-point of a dyadic interval
2j+k([0, 1) + mi + (−1)jti) with some ti =: vi. Now there exists at least one
value wi ∈ {0, 1/3, 2/3} \ {ui, vi}. It follows that Ii must be contained in
some interval Ki := 2
j([0, 1) + mi + (−1)jwi) and Ji must be contained in
some interval Li := 2
j+k([0, 1) +m′i + (−1)jwi). By the properties of dyadic
intervals, because Ki ∩ Li ⊇ Ii ∩ Ji = Ii 6= ∅, we have Ki ⊆ Li and hence
Li = K
(k)
i . Now the dyadic cube Q := K1 ×K2 × . . . ×Kn satisﬁes R ⊆ Q
and 2kR ⊆ Q(k) = L1×L2× . . .×Ln and `(Q) = |Ki| = 2j ≤ 12r = 6 · `(R).

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4 Dyadic cubes in a doubling metric space
In the Euclidean space Rn, we only needed the center points of the cubes
of certain level to deﬁne all there is to know about the cubes. In general
doubling metric space, we need more than just a set of points: it is essential
to know the relation between those points. Our goal is to show that if we
have suitable sets of points in a doubling metric space, we can deﬁne a partial
order between those points so that we can construct collections of sets (that
we will call cubes) that have similar properties as the dyadic cubes in Rn.
The section is based on [4] and [2].
4.1 Dyadic points
We start by showing that in every doubling metric space there exist maximal
sets of points that have similar properties as the geometrical center points of
the system (3.1).
Theorem 4.1 (Existence of dyadic points). In every doubling metric space
(X, d) for every δ ∈ (0, 1/2] and k ∈ Z there exists a set of points Ak :=
{zkα : α ∈ N} such that
d(zkα, z
k
β) ≥ δk for α 6= β, (4.2)
min
α
d(x, zkα) < 2δ
k for every x ∈ X, (4.3)
Ak ⊆ Ak+1. (4.4)
To prove this we need Zorn's lemma.
Lemma 4.5 (Zorn's lemma). Let Y be a partially ordered set. If every chain
of Y has an upper bound in Y , the set Y contains at least one maximal
element.
Lemma 4.6. In every doubling metric space (X, d) for every δ > 0 there
exists a set Xδ such that
d(xα, xβ) ≥ δ for xα, xβ ∈ Xδ, xα 6= xβ
min
xα∈Xδ
d(x, xα) < δ for every x ∈ X.
Proof. First, denote
Sδ := {Y ⊆ X : d(y, z) ≥ δ for all y, z ∈ Y, y 6= z}.
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Now (Sδ,⊆) is a partially ordered set due to the well-known properties of
the relation ⊆. An upper bound of a chain C := {Ai : i ∈ I} ⊆ Sδ is
D :=
⋃
i∈I
Ai,
so we only need to show that D ∈ Sδ. Let y, z ∈ D. Now y ∈ Ai and
z ∈ Aj for some Ai, Aj ∈ K and since K is a chain, we know that Ai ⊆ Aj or
Aj ⊆ Ai. Especially y, z ∈ Ai or y, z ∈ Aj and thus d(y, z) ≥ δ and D ∈ Sδ.
By Zorn's lemma, there exists a maximal element Xδ in the set Sδ. For Xδ
the property (4.3) holds since for every x ∈ X there is at least one xα ∈ Xδ
such that d(x, xα) < δ or otherwise the set Xδ would not be maximal. Due
to the geometrical doubling property of the space X, there can exist only
ﬁnitely many of these xα. Hence, the minimum exists. 
Now we can construct a suitable set of dyadic points for every k ∈ Z
using the previous lemma.
Proof of Theorem 4.1. Let k ∈ Z be ﬁxed. By Lemma 4.6 there exists
a set Ak that satisﬁes properties (4.2) and (4.3). It is countable by the
geometrical doubling property of the space X, so we can label the points
with natural numbers. Now let A ′k+1 := Ak = {zkα : α ∈ N} and construct
Ak+1 using the following algorithm:
• For m ∈ N,
◦ while A := B(zkm, δk) \
⋃
z∈A ′k+1 B(z, δ
k+1) 6= ∅,
• take any x ∈ A,
• add x to A ′k+1.
• Set Ak+1 := A ′k+1.
The algorithm does not usually end but it works in a mathematical sense:
because of the geometrical doubling property of the space there can be only
ﬁnitely many points x ∈ B(zkm, δk) such that d(x, zkl ) ≥ δk+1 for all l ∈ N.
Thus, for every m ∈ N, the while-loop repeats its actions only ﬁnitely many
times. In particular, Ak+1 is countable, and by construction Ak ⊆ Ak+1.
For the set Ak−1, let A ′k−1 := Ak and construct Ak−1 using the following
algorith:
• For m ∈ N,
◦ while A := (B(zkm, δk−1) \ {zkm}) ∩A ′k−1 6= ∅,
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• remove any x ∈ A from the set A ′k−1.
• Set Ak−1 := A ′k−1.
Again, this algorithm does not usually end but it works in a mathematical
sense since the geometrical doubling property implies that the while-loop
repeats its actions only ﬁnitely many times for everym ∈ N. By construction,
the set Ak−1 satisﬁes properties (4.2) and (4.4). As for the property (4.3),
let us assume for contradiction that there exists x ∈ X \⋃z∈Ak−1 B(z, 2δk−1).
This implies that there exists points z ∈ Ak \Ak−1 and z′ ∈ Ak−1 such that
d(z, z′) < δk−1 and d(z, x) < 2δk.
However, this implies that
d(z′, x) ≤ d(z′, z) + d(z, x) < δk−1 + 2δk ≤ 2δk−1,
which is a contradiction since z′ ∈ Ak−1. Thus, the set Ak−1 satisﬁes the
property (4.3).
Hence, for given threshold level k, we can construct the sets Al for both
l < k and l > k. 
Dyadic points of certain level are ﬁxed points of the cubes of that level.
We will refer to them as the center points of the cubes although there might
not be any clear geometric structure in the space X.
As it was mentioned earlier, although the center points of the cubes tell
us something about the structure of the cubes, they are not enough to deﬁne
the cubes alone. The relation between the points of diﬀerent levels is very
important too.
We formulate the following lemma for the relation between the dyadic
points in a more general way than it is necessary for this section. The gen-
erality does aﬀect the structure of the dyadic cubes, but because we need
the properties of the dyadic cubes to hold for diﬀerent systems in the later
sections, it is convenient to prove it here.
Lemma 4.7 (Partial order for dyadic points). Let (X, d) be a doubling metric
space with a doubling constantM , Ak be sets that satisfy (4.2), (4.3) and (4.4)
for every k ∈ Z and rk ∈ [(1/4)δk, (1/2)δk] for every k ∈ Z. Now there is a
partial order ≤ among the pairs (k, α) such that
• if zk+1β ∈ B
(
zkα, rk
)
, then (k + 1, β) ≤ (k, α);
• if (k + 1, β) ≤ (k, α), then zk+1β ∈ B
(
zkα, 8rk
)
;
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• for every (k + 1, β), there is exactly one (k, α) ≥ (k + 1, β), called its
parent;
• for every (k, α), there are between 1 and dM4δ− log2 Me pairs (k+1, β) ≤
(k, α) called its children;
• (l, β) ≤ (k, α) if and only if l ≥ k and there are (j + 1, γj+1) ≤ (j, γj)
for all j = k, k + 1, . . . , l − 1, for some γk = α, γk+1, . . . , γl−1, γl = β;
then (l, β) and (k, α) are called one another's descendant and ancestor,
respectively.
Proof. Because the sets Ak, k ∈ Z, are countable, we can talk about the
smallest index α of every subset of Ak = {zkα : α ∈ N}. This is essential for
the partial order we are deﬁning.
Given a pair (k + 1, β), check whether there exists zkα ∈ Ak such that
zk+1β ∈ B
(
zkα, rk
)
. If one exists, we decree that (k + 1, β) ≤ (k, α), since it
is necessarily unique by (4.2): if d(zk+1β , z
k
α) < rk, then for every z
k
γ 6= zkα it
holds that
d(zkα, z
k
γ) ≤ d(zkα, zk+1β ) + d(zk+1β , zkγ),
which implies that
d(zk+1β , z
k
γ) ≥ d(zkα, zkγ)− d(zkα, zk+1β )
(4.2)
≥ δk − 1
2
δk =
1
2
δk ≥ rk.
If no such zkα exist, we will look at every z
k
γ ∈ Ak for which zk+1β ∈ B
(
zkγ , 8rk
)
.
At least one such zkγ exists by (4.3). From these, we choose the one with the
smallest index θ, and decree that (k + 1, β) ≤ (k, θ). In either case, we
decree that (k + 1, β) is not related to any other (k, ν). We also decree that
(k, α) ≤ (k, α) for every k ∈ Z and α ∈ N and ﬁnally extend ≤ by transitivity
to obtain a partial ordering. Adding the last property is now only natural.
Since Ak ⊆ Ak+1, we know that every zkα = zk+1β for some β ∈ N. Be-
cause zk+1β ∈ B(zkα, rk), we know that (k + 1, β) ≤ (k, α) and thus, every
(k, α) has at least one child. On the other hand, if (k + 1, β) ≤ (k, α), then
d(zkα, z
k+1
β ) < 4δ
k and d(zk+1β , z
k+1
γ ) ≥ δk+1 for any zk+1γ 6= zk+1β . For these
zk+1γ and z
k+1
β the balls B(z
k+1
γ , (1/2)δ
k+1) and B(zk+1β , (1/2)δ
k+1) are dis-
joint so by Lemma 2.3, there are at most dM(8/δ)log2Me = dM4δ− log2Me of
centres of these balls in B(zkα, 4δ
k). 
The partial order determines which point of level k+ 1 is a child of which
point of level k and this way, it will deﬁne which cubes of level k + 1 will
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be contained in which cube of level k. We will refer to the balls B
(
zkα, rk
)
and B
(
zkα, 8rk
)
as the inner and outer balls of zkα and denote the latter as
B(zkα, Rk). We do not need to denote the radii as r
k
α and R
k
α because they do
not depend on α.
4.2 Open and closed dyadic cubes
Now that we know that there exists dyadic points in every doubling metric
space and we have deﬁned the partial order between the points, we can
formulate the main theorem of this section.
Theorem 4.8 (Construction of open and closed dyadic cubes). Let (X, d)
be a doubling metric space with a doubling constant M and δ ∈ (0, 1/100].
Given a set of dyadic points Ak := {zkα : α ∈ N} that satisfy properties (4.2),
(4.3) and (4.4) for every k ∈ Z, we can construct families of sets Q˜kα and Q¯kα
(called open and closed dyadic cubes) such that
intQ¯kα = Q˜
k
α, Q˜
k
α = Q¯
k
α; (4.9)
Q¯kα ∩ Q˜kβ = ∅ if α 6= β; (4.10)
X =
⋃
α
Q¯kα for every k ∈ Z; (4.11)
B(zkα,
1
5
δk) ⊆ Q˜kα ⊆ Q¯kα ⊆ B(zkα, 5δk); (4.12)
Q¯kα =
⋃
β:(l,β)≤(k,α)
Q¯lβ for every l ≥ k. (4.13)
It is also possible to construct half-open dyadic cubes but since the open
and closed cubes are a lot more important in the later sections and the half-
open cubes are constructed with the help of open and closed dyadic cubes,
we will discuss them in a separate subsection.
We will prove Theorem 4.8 in several steps and we will assume that the
assumptions of the theorem hold until the end of this section. We start by
deﬁning a preliminary cube Qˆkα that contains all the descendants of (k, α):
Qˆkα := {zlβ : (l, β) ≤ (k, α)}. (4.14)
The preliminary cube is just a countable set of points. Using it, we deﬁne
the closed and open cubes,
Q¯kα := Qˆ
k
α, (4.15)
Q˜kα := intQ¯
k
α, (4.16)
and next we will show that these cubes satisfy the properties of Theorem 4.8.
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Lemma 4.17.
a) If (l, β) ≤ (k, α), then d(zkα, zlβ) < 5δk.
b) If l ≥ k and d(zlβ, zkα) < (1/5)δk, then (l, β) ≤ (k, α).
Proof.
a) Let (l, β) ≤ (k, α). By properties of the partial order of the dyadic
points, we know that there exists a chain such that
(k, α) = (k, γ0) ≥ (k + 1, γ1) ≥ . . . ≥ (k + (l − k), γl−k) = (l, β)
with d(zk+iγi , z
k+i+1
γi+1
) < 4δk+i for all i ∈ {0, 1, . . . , l−k−1}. By iterating
the triangle inequality, we see that
d(zkα, z
l
β) ≤
k−l−1∑
i=0
d(zk+1γi , z
k+i+1
γi+1
)
<
k−l−1∑
i=0
4δk+i
≤ 4δ
k
1− δ
≤ 5δk.
b) Let l ≥ k and d(zlβ, zkα) < (1/5)δk. If l = k, then (4.2) implies that
β = α. If l > k, then there exists γ ∈ N such that (l, β) ≤ (k + 1, γ).
We just proved that d(zlβ, z
k+1
γ ) < 5δ
k+1, and hence
d(zk+1γ , z
k
α) ≤ d(zk+1γ , zlβ) + d(zlβ, zkα) < 5δk+1 +
1
5
δk ≤ 1
4
δk.
Thus (l, β) ≤ (k + 1, γ) ≤ (k, α). 
Lemma 4.18 ((4.10)). The open and closed cubes of the same generation
are disjoint:
Q¯kα ∩ Q˜kβ = ∅ if α 6= β.
Proof. We start by proving that
Q¯kα ∩ Qˆkβ = ∅ (4.19)
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for α 6= β. For contradiction, let x ∈ Q¯kα ∩ Qˆkβ. Since x ∈ Qˆkβ, we know that
x = zlγ for (l, γ) ≤ (k, β). On the other hand, since x ∈ Q¯kα, it holds that
x = limm→∞ zlmθ(m) with (lm, θ(m)) ≤ (k, α). Thus, for large enough m, we see
that d(zlmθ(m), z
l
γ) < (1/5)δ
l and, by Lemma 4.17, (lm, θ(m)) ≤ (l, γ) ≤ (k, β),
which is a contradiction since α 6= β.
Now let us use the previous result to prove the claim of the lemma. For
contradiction, let α 6= β and x ∈ Q¯kα ∩ Q˜kβ. From x ∈ Q¯kα it follows that
x = limm→∞ xm with xm ∈ Qˆkα. On the other hand, since xm → x, x ∈ Q˜kβ
and Q˜kβ is open by deﬁnition, it follows that xm ∈ Q˜kβ for large enough m.
Thus xm ∈ Qˆkα ∩ Q¯kβ for large enough m, but this intersection is empty by
(4.19). This is a contradiction so the claim follows. 
Lemma 4.20 (Part of (4.12)). For closed cubes it holds that
Q¯kα ⊆ B(zkα, 5δk).
Proof. Let x ∈ Q¯kα. Then x is a limit of some points zlmβ(m) with
(lm, β(m)) ≤ (k, α) and
d
(
zkα, x
) ≤ d(zkα, zlmβ(m))+ d(zlmβ(m), x)
for every m ∈ N. The second term becomes arbitrary small when m gets
large and by Lemma 4.17, we see that
d
(
zkα, z
lm
β(m)
)
< 5δk,
which proves the claim. 
Remark 4.21. Lemma 4.20 and the doubling property of the space imply
that {Q¯kα : α ∈ N} is a locally ﬁnite collection of closed sets for every k ∈ Z.
Lemma 4.22. For any subset Λ ⊆ N and any k ∈ Z, the union ⋃α∈Λ Q¯kα is
the closure of
⋃
α∈Λ Qˆ
k
α.
Proof. Let k ∈ Z and Λ ⊆ N. Because Q¯kα = Qˆkα, α ∈ Λ, it holds that
Q¯kα ⊆
⋃
β∈Λ
Qˆkβ
for every α ∈ Λ. On the other hand, because the closed cubes form a locally
ﬁnite collection of sets and we know that
Qˆkβ ⊆ Q¯kβ,
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it holds that ⋃
β∈Λ
Qˆkβ ⊆
⋃
β∈Λ
Q¯kβ =
⋃
β∈Λ
Q¯kβ.
Thus, the claim follows. 
Lemma 4.23 ((4.11)). For every k ∈ Z it holds that
X =
⋃
α
Q¯kα, Q¯
k
α =
⋃
β:(l,β)≤(k,α)
Q¯lβ.
Proof. The proof of the ﬁrst claim is easy to formulate. By (4.3), we
know that the set
⋃
α Qˆ
k
α is dense in X for every k ∈ Z. Thus,
X =
⋃
α
Qˆkα
4.22
=
⋃
α
Q¯kα
for every k ∈ Z.
For the second identity, we only need to prove it for l = k+1 because the
case of general l > k follows by iterating l − k times the identity for k + 1.
Because Ak ⊆ Ak+1, we see that
Qˆkα =
⋃
β:(k+1,β)≤(k,α)
Qˆk+1β ,
which implies that
Q¯kα = Qˆ
k
α =
⋃
β:(k+1,β)≤(k,α)
Qˆk+1β
4.22
=
⋃
β:(k+1,β)≤(k,α)
Q¯k+1β ,
which completes the proof. 
Lemma 4.24. For open cubes it holds that
Q˜kα =
(⋃
β 6=α
Q¯kβ
)c
.
Proof. By Lemma 4.18, we know that
Q˜kα ⊆
⋂
β 6=α
(
Q¯kβ
)c
=
(⋃
β 6=α
Q¯kβ
)c
=: Okα.
Because the collection {Q¯kα : α ∈ N} is locally ﬁnite, the set
(
Okα
)c
is closed
and therefore Okα is itself open. SinceX = Q¯
k
α∪(Okα)c, we know that Okα ⊆ Q¯kα
and thus Okα ⊆ intQ¯kα = Q˜kα. 
22
Lemma 4.25 (Part of (4.12)). For open cubes it holds that
B(zkα,
1
5
δk) ⊆ Q˜kα.
Proof. By Lemma 4.24 it suﬃces to show that B(zkα, (1/5)δ
k) is disjoint
from each Q¯kβ, β 6= α. For contradiction, let x ∈ B(zkα, (1/5)δk)∩Q¯kβ for some
β 6= α. Thus x = limm→∞ zmθ(m) for some (m, θ(m)) ≤ (k, β). Now for large
enough m it holds that
d(zmθ(m), z
k
α) ≤ d(zmθ(m), x) + d(x, zkα) <
1
5
δk,
since the term d(zmθ(m), x) tends to zero as m → ∞. But now Lemma 4.17
implies that (m, θ(m)) ≤ (k, α), which is a contradiction since (m, θ(m)) ≤
(k, β). 
Lemma 4.26 (Closure, (4.9)). For open and closed cubes it holds that
Q˜kα = Q¯
k
α.
Proof. We prove the claim by showing that Qˆkα ⊆ Q˜kα which implies that
Q˜kα = Q¯
k
α.
By (4.19), we know that Qˆkα ∩ Q¯kβ = ∅ for every β 6= α and thus, Qˆkα ⊆(
Q¯kβ
)c
for every β 6= α. From this we get
Qˆkα ⊆
⋂
β 6=α
(
Q¯kβ
)c
=
(⋃
β 6=α
Q¯kβ
)c
4.24
= Q˜kα,
which is what we wanted. 
4.3 Half-open dyadic cubes
As it was mentioned earlier, the half-open dyadic cubes are not important
for the later sections, but since it is possible to construct them in doubling
metric spaces, we will construct them in this separate subsection. They share
many of the properties of the half-open dyadic cubes of the Euclidean space
Rn.
Theorem 4.27 (Construction of half-open dyadic cubes.). Assuming The-
orem 4.8, we can construct a family of cubes Qkα for every k ∈ Z with the
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following properties:
Q˜kα ⊆ Qkα ⊆ Q¯kα; (4.28)
intQkα = Q˜
k
α, Q
k
α = Q¯
k
α; (4.29)
if l ≥ k, then either Qlβ ⊆ Qkα or Qkα ∩Qlβ = ∅; (4.30)
if l ≥ k, then
⋃
β:(l,β)≤(k,α)
Qlβ = Q
k
α; (4.31)
X =
⋃
α
Qkα for every k ∈ Z and the union is disjoint. (4.32)
Proof. Let k0 ∈ Z be ﬁxed. For every α ≥ 1, we deﬁne recursively
Qk00 := Q¯
k0
0 , Q
k0
α := Q¯
k0
α \
α−1⋃
β=0
Qk0β .
By construction, the Qk0α are disjoint and they satisfy
Q˜k0α = Q˜
k0
α \
(
Q˜k0α
)c 4.24
= Q˜k0α \
⋃
β 6=α
Q¯k0β ⊆ Q¯k0α \
⋃
β 6=α
Q¯k0β ⊆ Qk0α ⊆ Q¯k0α .
Since it holds that
α⋃
β=0
Qk0β =
α⋃
β=0
Q¯k0β
for every α ∈ N, we see that
∞⋃
β=0
Qk0β = X.
Thus, we have half-open cubes for the level k0. As for k < k0, we deﬁne
Qkα :=
⋃
β:(k0,β)≤(k,α)
Qk0β .
By construction we see that Qkα ⊆ Q¯kα and that the Qkα partition X for a
ﬁxed k. Because the Qk0α are disjoint and every (k0, α) has an unique ancestor
(k, β), the property (4.30) holds for all k ≤ l ≤ k0. Also,(
Qkα
)c
=
⋃
β:(k0,β)6≤(k,α)
Qk0β ⊆
⋃
γ 6=α
⋃
β:(k0,β)≤(k,γ)
Q¯k0β =
⋃
γ 6=α
Q¯kγ =
(
Q˜kα
)c
,
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and thus Q˜kα ⊆ Qkα.
For k > k0, we deﬁne the half-open cubes by induction. We suppose that
the cubes Qlα are already deﬁned as required for every l ≤ k − 1. For every
α ∈ N, we relabel the ﬁnitely many (k, β) ≤ (k − 1, α) temporarily with
β = 0, 1, . . . , j − 1. Then, for every β ≥ 1 we deﬁne
Qk0 := Q
k−1
α ∩ Q¯k0, Qkβ := Qk−1α ∩ Q¯kβ \
β−1⋃
γ=0
Qkγ.
Since the Qk−1α are disjoint, the Q
k
β are also disjoint. We see that
Q˜kβ = Q˜
k−1
α ∩ Q˜kβ ⊆ Qk−1α ∩ Q˜kβ ⊆ Qkβ ⊆ Q¯kβ
and thus, the property (4.28) holds for every k ∈ Z. Since intQ¯kα = Q˜kα and
Q˜kα = Q¯
k
α for every k ∈ Z, the property (4.28) implies the property (4.29).
Also,
⋃
β:(k,β)≤(k−1,α)
Qkβ = Q
k−1
α ∩
⋃
β:(k,β)≤(k−1,α)
Q¯kβ \
β−1⋃
γ=0
Qkγ
= Qk−1α ∩
⋃
β:(k,β)≤(k−1,α)
Q¯kβ
= Qk−1α ∩ Q¯k−1α
= Qk−1α ,
which implies the properties (4.31), (4.30) and (4.32). 
4.4 Dyadic cubes in a doubling quasi-metric space
Dyadic cubes can be constructed in more general spaces than doubling metric
spaces but we do want those to satisfy some kind of geometrical doubling
property.
Deﬁnition 4.33. Let X be a set. A mapping ρ : X × X → R is a quasi-
metric on the set X if there exists a constant C ≥ 1 such that ρ satisﬁes the
following conditions for every x, y, z ∈ X:
1. ρ(x, y) ≥ 0;
2. ρ(x, y) = 0 if and only if x = y;
3. ρ(x, y) = ρ(y, x);
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4. ρ(x, y) ≤ C (ρ(x, z) + ρ(z, y)).
The pair (X, ρ) is called a quasi-metric space. We say that the space (X, ρ) is
(geometrically) doubling if every ball B(x, 2r) can be covered with boundedly
many balls B(xi, r).
Example 4.34.
1. Every metric space is quasi-metric space for a constant C = 1.
2. Let X = {−1} ∪ [0,∞) and ρ : X ×X → R,
ρ(x, y) =
{
1
2
, if (x, y) ∈ {(−1, 0), (0,−1)}
|x− y|, otherwise .
Notice that ρ(−1, 1) = 2 and ρ(−1, 0) + ρ(0, 1) = 3/2 and thus, ρ is
not a metric. It is, however, quasi-metric for a constant C = 2.
It is worth noticing that in the purely quasi-metric space of the previous
example it holds that B(−1, 1) = {−1, 0} 6⊇ B(0, ) for every  > 0. Hence,
in quasi-metric spaces open balls might not be open sets in the same sense
as they are in metric spaces.
We can show that dyadic cubes exist also in doubling quasi-metric spaces,
which naturally implies the existence of dyadic cubes in doubling metric
spaces. The construction is very similar to the one in doubling metric spaces,
but since we want to concentrate on doubling metric spaces, we do not con-
struct them here. The construction is done carefully in [4].
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5 Random dyadic systems in doubling metric
spaces
When we constructed the dyadic cubes in Section 4, ﬁrst we had to choose
the center points for some level k, then choose labels for those points and
then choose the center points for other levels. After this, we decided which
center points of level k + 1 belong to which center point of level k for every
level k ∈ Z. The decision was based on two things:
1) If zk+1β ∈ B
(
zkα, rk
)
, then (k + 1, β) ≤ (k, α).
2) If zk+1β /∈ B
(
zkα, rk
)
for every (k, α), then (k + 1, β) ≤ (k, θ) for the
smallest index θ for which it holds that zk+1β ∈ B
(
zkθ , Rk
)
.
What if we chose diﬀerent center points for level k or labeled them in a
diﬀerent order? What if we used diﬀerent radii than rk and Rk for z
k
α? How
diﬀerent would the system be? Because there is so much choice involved in
the construction, it is natural to start to think about probabilistic viewpoints
related to the dyadic systems and thus, how to randomize the systems.
We start by looking at the randomized dyadic systems in general and
then concentrate on independent systems and adjacent systems in diﬀerent
subsections. The adjacent systems can be considered as non-random systems
but here it is simpler to think of them as a special case of random systems.
The section introduces a new simpler way of randomizing dyadic systems
and improves some results from [4] and [2]. The new result, Theorem 5.19,
and the metric version of Theorem 3.8 are based on the ideas and sketches
of Tuomas Hytönen.
5.1 Randomizing a dyadic system
The structure of the cubes in Section 4 depends on two things: the center
points of the cubes and the relation between these center points. The intuitive
idea for adding more randomness to the system would be to randomize both
the center points and the relation. However, randomizing both of them is
not necessary: randomizing only the relation gives us powerful results, as we
will later see.
As we already noticed, the relation between center points depends highly
on the inner and outer balls B(zkα, rk) and B(z
k
α, Rk). To randomize the
relation, we randomize the radii of the inner and outer balls. We call the
radius of the inner ball the inner radius and the radius of the outer ball the
outer radius.
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Since the union of the cubes of every level must cover all space, we have
to make sure that this happens even with the smallest possible value of the
outer radius. On the other hand, the intersection of two diﬀerent inner balls
must be empty, so we also have to make sure that the inner balls are pairwise
disjoint even with the largest possible value of the inner radius.
5.1.1 The probability space
We are interested in randomizing the systems so that when we ﬁx a point
x ∈ X and construct a random dyadic system in the space X, the point x
has only a small probability of ending up close to the boundary of any cube.
The doubling property of the space implies that for every x ∈ X there can be
only a ﬁnite number of cubes whose -boundary might contain x, depending
on the radii of the inner and outer balls, and out of all possible radii, only
values on some small bounded interval qualify. The natural idea would be to
distribute the radii continuously on the interval of possible values but again,
this is not necessary. The length of the interval of possible values of the inner
and outer radii of level k would be cδk for some constant c and the length
of the interval of possible values of the inner and outer radii of level k + 1
would be c′δk+1 for some constant c′. For a small δ, it would be unnecessary
to be this precise when the scale changes so much when moving from level k
to level k + 1. This is why we need only a discrete distribution.
We randomize the radii the same way for every level and use values of
the inner and outer radii that are on the same interval as in Lemma 4.7:
rk ∈
{
1
4
δk + lk
1
4
δk+1 : lk ∈ {1, 2, . . . , b1/δc}
}
,
Rk ∈
{
2δk + lk2δ
k+1 : lk ∈ {1, 2, . . . , b1/δc}
}
.
We do not randomize the inner and outer radii of the same level indepen-
dently and thus, Rk = 8rk. Notice that since the set {1, 2, . . . , b1/δc} deﬁnes
the inner and outer radii on every level, it gives us all the information we
need.
We will denote the probability space by Ω and the randomized open,
closed and half-open cubes by Q˜kα(ω), Q¯
k
α(ω) and Q
k
α(ω) respectively for
every ω ∈ Ω.
5.1.2 Properties of the randomized cubes
The randomized cubes have the same properties as the non-random cubes in
Section 4. This follows directly from Lemma 4.7: we constructed the cubes in
such a way that the inner and outer radii of diﬀerent levels may be diﬀerent.
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5.2 -boundaries of sets
To prove results related to diﬀerent random dyadic systems, we need several
non-probabilistic lemmas related to the -boundaries of sets.
Lemma 5.1. For every , s > 0 and z ∈ X it holds that
∂B(z, s) ⊆ B(z, s+ ) \ B¯(z, s− ). (5.2)
Proof. Let x ∈ ∂B(z, s). Now either x ∈ B(z, s) or x ∈ B(z, s)c.
(i) If x ∈ B(z, s), then x ∈ B(z, s+ ). Also, there exists y ∈ B(z, s)c such
that d(x, y) < . Since d(z, y) ≥ s and d(z, y) ≤ d(z, x) + d(x, y), we
know that
d(z, x) ≥ d(z, y)− d(x, y) > s− 
and thus, x /∈ B¯(z, s− ).
(ii) If x ∈ B(z, s)c, then z /∈ B¯(z, s− ). Also, there exists y ∈ B(z, s) such
that d(x, y) < . Since d(z, x) ≥ s, we see that
d(z, x) ≤ d(z, y) + d(y, x) < s+ 
and thus, x ∈ B(z, s+ ). 
Lemma 5.3. The -boundary of a union of sets is a subset of the union of
-boundaries of those sets:
∂
(⋃
i
Ai
)
⊆
⋃
i
∂Ai.
Proof. Let {Ai : i ∈ I, Ai ⊆ X} be a collection of subsets of the space
X,  > 0 and x ∈ ∂ (
⋃
iAi). Now either x ∈
⋃
iAi or x ∈ (
⋃
iAi)
c.
(i) If x ∈ ⋃iAi, then x ∈ Aj for some j and there exists y ∈ (⋃iAi)c such
that d(x, y) < . Because (
⋃
iAi)
c =
⋂
iA
c
i ⊆ Acj, we know that y ∈ Acj
and thus, x ∈ ∂Aj ⊆
⋃
i ∂Ai.
(ii) If x ∈ (⋃iAi)c, then there exists y ∈ ⋃iAi such that d(x, y) < . We
know that y ∈ Aj for some j and because (
⋃
iAi)
c =
⋂
iA
c
i ⊆ Acj, it
holds that x ∈ ∂Aj ⊆
⋃
i ∂Ai. 
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Figure 6: -boundary of a union of sets is a subset of union of -boundaries.
Lemma 5.4. The -boundary of an intersection of sets is a subset of the
union of -boundaries of those sets:
∂
(⋂
i
Ai
)
⊆
⋃
i
∂Ai.
Proof. By Lemma 5.3, we see that
∂
(⋂
i
Ai
)
= ∂
(⋃
i
Aci
)c
= ∂
⋃
i
Aci ⊆
⋃
i
∂A
c
i =
⋃
i
∂Ai,
which completes the proof. 
5.3 First iterations of dyadic cubes
Since the -boundaries of balls and their unions and intersections are fairly
easy to handle, it is convenient for us to prove that the -boundary of a
dyadic cube is a subset of the union of -boundaries of balls. For this, we
need a new deﬁnition.
Deﬁnition 5.5. The ﬁrst iteration of the cube Qkα is
Qkα := B
(
zkα, rk
) ∪(B (zkα, Rk) \
(⋃
θ 6=α
B
(
zkθ , rk
) ∪ ⋃
θ<α
B
(
zkθ , Rk
)))
,
where rk is the inner radius and Rk is the outer radius of the balls.
The ﬁrst iteration of a cube gives us an alternative way to deﬁne the
children of (k, α):
(k + 1, β) ≤ (k, α) if and only if zk+1β ∈ Qkα.
30
The ﬁrst iteration of a cube is a sort of rough version of the half open dyadic
cube: it gives us some idea of the structure of the actual cube but it does not
give us all the details. The structure of the ﬁrst iteration of a cube depends
highly on the labels of the points of level k.
Figure 7: First iterations of cubes in the same space but with diﬀerently
labeled center points. Every ﬁrst iteration contains all the points of the
inner ball of its center point and a subset of the outer ball of its center point.
Lemma 5.6. Every x ∈ X can belong to at most p -boundaries of ﬁrst
iterations of cubes, where
p :=
⌊
M
(
Rk + 
rk
)log2 M⌋
.
Proof. If x ∈ ∂Qkα, then x ∈ B(zkα, Rk + ) and thus, zkα ∈ B(x,Rk + ).
Because B(zkα, rk) ∩ B(zkβ, rk) = ∅ if α 6= β, by Lemma 2.3 we know that
there are at most p,
p =
⌊
M
(
Rk + 
rk
)log2 M⌋
,
points zkγ that satisfy z
k
γ ∈ B(x,Rk + ). 
Lemma 5.7. For the -boundary of the ﬁrst iteration of a cube it holds that
∂Q
k
α ⊆ ∂B
(
zkα, rk
) ∪ ∂B (zkα, Rk) ∪ m⋃
i=1
∂B
(
zkθi , rk
) ∪ m⋃
j=1
∂B
(
zkθj , Rk
)
,
for some zkθi and z
k
θj
, where m := M5 and M is the doubling constant of the
space X. In particular, the -boundary of the ﬁrst iteration of a cube is a
subset of the union of -boundaries of at most 2 + 2m balls.
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Proof. Let Qkα be the ﬁrst iteration of the cube Q
k
α. If a ball B(z
k
θ , rk)
intersects the ball B(zkα, Rk), it holds that z
k
θ ∈ B(zkα, Rk + rk). Since
Rk + rk = 9rk
and the balls B(zkθ , rk) and B(z
k
γ , rk) are disjoint for θ 6= γ, Lemma 2.3 implies
that at most
bM9log2 Mc ≤ bM16log2 Mc = M5
balls B(zkθ , rk) intersect the ball B(z
k
α, Rk).
On the other hand, if a ball B(zkθ , Rk) intersects the ball B(z
k
α, Rk), it
holds that zkθ ∈ B(zkα, Rk +Rk). Since
Rk +Rk = 16rk
and the balls B(zkθ , rk) and B(z
k
γ , rk) are disjoint for θ 6= γ, Lemma 2.3 implies
that at most bM16log2 Mc = M5 balls B(zkθ , Rk) intersect the ball B(zkα, Rk).
Using the previous lemmas, we see that
∂Q
k
α = ∂
(
B
(
zkα, rk
) ∪(B (zkα, Rk) \
(⋃
θ 6=α
B
(
zkθ , rk
) ∪ ⋃
ν<α
B
(
zkν , Rk
))))
= ∂
(
B
(
zkα, rk
) ∪(B (zkα, Rk) \
(
m⋃
i=1
B
(
zkθi , rk
) ∪ m⋃
j=1
B
(
zkνj , Rk
))))
5.3⊆ ∂B
(
zkα, rk
) ∪ ∂(B (zkα, Rk) \
(
m⋃
i=1
B
(
zkθi , rk
) ∪ m⋃
j=1
B
(
zkνj , Rk
)))
5.4⊆ ∂B
(
zkα, rk
) ∪ ∂B (zkα, Rk) ∪ ∂
(
m⋃
i=1
B
(
zkθi , rk
) ∪ m⋃
j=1
B
(
zkνj , Rk
))
5.3⊆ ∂B
(
zkα, rk
) ∪ ∂B (zkα, Rk) ∪ m⋃
i=1
∂B
(
zkθi , rk
) ∪ m⋃
j=1
∂B
(
zkνj , Rk
)
,
for some zkθi and z
k
νj
. 
Now we prove some results that we need a bit later. The most useful part of
the following lemma is part e) which is proved using the other parts.
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Lemma 5.8. Let  > 0, x ∈ Q¯kα and d(x, (Q¯kα)c) < . Let y ∈
(
Q¯kα
)c
be a
point such that d(x, y) <  and θ ∈ N the index such that y ∈ Q¯kθ . Now:
a) d(x, zk+1β ) ≤ 5δk+1 for some (k + 1, β) ≤ (k, α), (5.9)
b) d(y, zk+1γ ) ≤ 5δk+1 for some (k + 1, γ) ≤ (k, θ), (5.10)
c) d(zk+1β , z
k+1
γ ) < 10δ
k+1 + , (5.11)
d) zk+1β ∈ ∂10δk+1+(Qkα)c, (5.12)
e) ∂Q¯
k
α ⊆ ∂+5δk+1Qkα. (5.13)
Proof We prove the claims one at a time.
a) Since x ∈ Q¯kα and Q¯kα = ∪β:(k+1,β)≤(k,α)Q¯k+1β , it holds that x ∈ Q¯k+1β
for some (k + 1, β) ≤ (k, α). By (4.12), Q¯k+1β ⊆ B(zk+1β , 5δk+1) and thus,
d(x, zk+1β ) ≤ 5δk+1, which proves the claim.
b) The proof is pretty much the same as the proof of (5.9).
c) We only need to use the triangle inequality to prove the claim:
d(zk+1β , z
k+1
γ ) ≤ d(zk+1β , x) + d(x, zk+1γ )
≤ d(zk+1β , x) + d(x, y) + d(y, zk+1γ )
< 5δk+1 + + 5δk+1
= 10δk+1 + .
d) Since (k+ 1, β) ≤ (k, α) and (k+ 1, γ) ≤ (k, θ), we see that zk+1β ∈ Qkα
and zk+1γ ∈ Qkθ ⊂
(
Qkα
)c
. By (5.11), we know that d(zk+1β , z
k+1
γ ) < 10δ
k+1 + 
and thus, zk+1β ∈ ∂10δk+1+
(
Qkα
)c
.
e) Let z ∈ ∂Q¯kα. Now either z ∈ Q¯kα or z ∈
(
Q¯kα
)c
, and in either case,
either z ∈ Qkα or z ∈
(
Qkα
)c
. Let us look at the four diﬀerent cases individu-
ally.
i) Let z ∈ Q¯kα ∩ Qkα. Since z ∈ ∂Q¯kα, there exists z′ ∈
(
Q¯kα
)c
such that
d(z, z′) <  and z′ ∈ Q¯kν for some ν 6= α. By (5.10), we know that
d(z′, zk+1γ ) ≤ 5δk+1 for some (k + 1, γ) ≤ (k, ν). Thus zk+1γ ∈ Qkν ⊆(
Qkα
)c
and
d(z, zk+1γ ) ≤ d(z, z′) + d(z′, zk+1γ ) < + 5δk+1.
Therefore z ∈ ∂+5δk+1Qkα.
ii) Let z ∈ Q¯kα∩
(
Qkα
)c
. By (5.9), there exists a center point zk+1β such that
d(z, zk+1β ) ≤ 5δk+1 < 5δk+1 +  and (k+ 1, β) ≤ (k, α). Thus zk+1β ∈ Qkα
and in particular z ∈ ∂+5δk+1Qkα.
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iii) Let z ∈ (Q¯kα)c ∩ Qkα. Now z ∈ Q¯kν for some ν 6= α, and by (5.10),
d(z, zk+1γ ) ≤ 5δk+1 < 5δk+1 +  for some (k + 1, γ) ≤ (k, ν). Since
zk+1γ ∈
(
Qkα
)c
, we know that z ∈ ∂+5δk+1Qkα.
iv) Let z ∈ (Q¯kα)c ∩ (Qkα)c. Since z ∈ ∂Q¯kα, there exists z′ ∈ Q¯kα such
that d(z, z′) < . By (5.9), we know that d(z′, zk+1β ) ≤ 5δk+1 for some
(k + 1, β) ≤ (k, α). Thus, zk+1β ∈ Qkα and
d(z, zk+1β ) ≤ d(z, z′) + d(z′, zk+1β ) < + 5δk+1.
Therefore z ∈ ∂+5δk+1Qkα.
Cases i)-iv) prove the claim. 
Since every closed cube can be expressed as a union of its descendant cubes
of level k and by Lemma 5.3 we know that the -boundary of a union is a
subset of the union of -boundaries, we see that⋃
α
∂Q¯
k
α ⊆
m⋂
i=1
⋃
β
∂Q¯
k+i
β
(5.13)
⊆
m⋂
i=1
⋃
β
∂+5δk+i+1Q
k+i
β (5.14)
for every m ∈ N ∪ {∞}.
5.4 Probabilistic lemmas
Our main interests with random dyadic systems are related to two diﬀerent
probability spaces that both have interesting applications. However, some
claims hold for both of those spaces.
For the next lemma, remember that rk = (1/4)δ
k + (1/4)lkδ
k+1 and Rk =
8rk for lk ∈ {1, 2, . . . , b1/δc} and that δ ≤ 1/100.
Lemma 5.15. Let k ∈ Z and m > 0. For  > 0, a point y ∈ X and a
uniformly distributed random variable l ∈ {1, 2, . . . , b1/δc} it holds that
Pl
(
x ∈ ∂B
(
y,m
(
δk + lδk+1
))) ≤ 3
mδk
. (5.16)
Proof. The proof is straightforward. From (5.2) we get
Pl
(
x ∈ ∂B
(
y,m
(
δk + lδk+1
)))
≤ Pl
[
d(x, y) < m
(
δk + lδk+1
)
+ 
d(x, y) > m
(
δk + lδk+1
)− 
]
= Pl
[
d(x, y)− 
m
< δk + lδk+1 <
d(x, y) + 
m
]
= Pl
[
d(x, y)−mδk
mδk+1
− 
mδk+1
< l <
d(x, y)−mδk
mδk + 1
+

mδk+1
]
.
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The length of this open interval is 2/mδk+1 and thus, at most 2/mδk+1
integers belong to the interval. Since l is uniformly distributed and l ∈
{0, 1, . . . , b1/δc}, it holds that
Pl
(
x ∈ ∂B
(
y,m
(
δk + lδk+1
))) ≤ 2mδk+1b1
δ
c
≤ 2
mδk+1
(
1
δ
− 1)
=
2
mδk (1− δ)
≤ 3
mδk
,
which proves the claim. 
Lemma 5.17. It holds that
P
(
x ∈ ∂δk+1Q¯kα
) ≤ cδ (5.18)
for a constant c := 270M5.
Proof. Using lemmas we proved earlier, we see that
P
(
x ∈ ∂δk+1Q¯kα
) (5.13)≤ P (x ∈ ∂5δk+1Qkα)
5.7≤
M5+1∑
i=1
P (x ∈ ∂5δk+1B(xi, rk)) +
M5+1∑
i=1
P (x ∈ ∂5δk+1B(yi, Rk))
(5.16)
≤
M5+1∑
i=1
120δ +
M5+1∑
i=1
15δ
= 135δ
(
M5 + 1
)
≤ 270M5δ,
for some points xi and yi, inner radii rk and outer radii Rk. 
5.5 Independent systems
In an independent random dyadic system any ﬁxed point has only a small
probability of ending up close to the boundary of any cube. Here indepen-
dence means independence between diﬀerent levels: the choice of the radii
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of level k does not depend on any other level m 6= k. The radii of inner and
outer balls of the same level could be chosen independently as well, but this
would not bring improvements to the results we are aiming for.
We will construct the independent random dyadic system using the prob-
ability space Ω,
Ω :=
{
1, 2, . . . ,
⌊
1
δ
⌋}Z
,
with the natural product probability measure: for ω = (ωk)k∈Z, ωk ∈ {1, 2, . . . , b1/δc},
P (ωk = T ) =
1⌊
1
δ
⌋
for every T ∈ {1, 2, . . . , b1/δc}, and the ωk are independent. Here ωk gives
us the radii of the inner and outer balls of level k:
Rk = δ
k + ωkδ
k+1,
rk =
1
8
Rk.
Now we can construct random dyadic systems D(ω) for every ω ∈ Ω:
D(ω) :=
{
Qkα(ω) : k ∈ Z, α ∈ Ak
}
where Qkα(ω) is the dyadic cube of level k with the inner and outer radii
deﬁned by ω. We call the collection {D(ω) : ω ∈ Ω} an independent random
dyadic system although it is actually a set of systems.
The following theorem shows us that the independent random dyadic
system has good properties: every point x ∈ X has only a small probability
of ending up close to the boundary of a cube of chosen size.
Theorem 5.19. For  > 0 and k ∈ Z, it holds that
Pω
(
x ∈
⋃
α
∂Q¯
k
α(ω)
)
≤ Cδ
( 
δk
)ηδ
(5.20)
for constants
Cδ :=
1
δ
and ηδ :=
logC
log δ
+ 1,
where
C := 270M10.
In particular,
lim
δ→0
ηδ = 1. (5.21)
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Proof. First, notice that because δ < 1, it holds that ηδ < 1. If  > δ
k+1,
then
1
δ
( 
δk
)ηδ
>
1
δ
δηδ ≥ 1
δ
δ = 1,
and the claim follows since any probability is at most 1. Thus, we can assume
that  ≤ δk+1. Then
L :=
⌊
log
(

δk
)
log δ
⌋
≥ log
(

δk
)
log δ
− 1 ≥ 0. (5.22)
From this it follows that
 ≤ δk+m for all m ≤ L, (5.23)
since
log
(

δk
)
log δ
≥ L if and only if 
δk
≤ δL.
By independence, we see that
Pω
(
x ∈
⋃
α
∂Q¯
k
α(ω)
)
(5.14)
≤ Pω
(
x ∈
L−1⋂
m=0
⋃
β
∂+5δk+m+1Q
k+m
β (ω)
)
= Pω
({
ω ∈ Ω : x ∈
L−1⋂
m=0
⋃
β
∂+5δk+m+1Q
k+m
β (ω)
})
= Pω
(
L−1⋂
m=0
{
ω ∈ Ω : x ∈
⋃
β
∂+5δk+m+1Q
k+m
β (ω)
})
=
L−1∏
m=0
Pω
({
ω ∈ Ω : x ∈
⋃
β
∂+5δk+m+1Q
k+m
β (ω)
})
.
By Lemma 5.6 and Lemma 5.7, we know that there are at most p, where⌊
M
(
Rk + + 3δ
k+m+1
rk
)log2 M⌋
≤
⌊
M
(
2Rk
rk
)log2M⌋
= M5 =: p,
ﬁrst iterations of cubes that contain x and every -boundary of the ﬁrst
iteration of a cube is a subset of a union of at most n,
n := 4M5,
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-boundaries of balls, where n/2 balls are inner balls and n/2 balls are outer
balls. Since + 5δk+m+1 ≤ δk+1 + 5δk+1 = 6δk+1, it holds that
L−1∏
m=0
Pω
({
ω ∈ Ω : x ∈
⋃
β
∂+5δk+m+1Q
k+m
β (ω)
})
=
L−1∏
m=0
Pω
({
ω ∈ Ω : x ∈
p⋃
j=1
∂+5δk+m+1Q
k+m
βj
(ω)
})
5.7≤
L−1∏
m=0
Pω
({
ω ∈ Ω : x ∈
p⋃
j=1
n⋃
i=1
∂6δk+m+1B(xi,j, ri,j,ω)
})
=
L−1∏
m=0
Pω
({
ω ∈ Ω : x ∈
np⋃
i=1
∂6δk+m+1B(xi, ri,ω)
})
(5.16)
≤
L−1∏
m=0
np/2∑
i=1
120δ +
np/2∑
i=1
15δ

≤ (270M10δ)L
= (Cδ)L,
where we used the facts that Pω(x ∈ ∂5δk+m+1B(y, rk+m) ≤ 120δ and Pω(x ∈
∂4δk+m+1B(y,Rk+m) ≤ 15δ. Since C is a constant that is larger than 1 and
whose value depends only on the doubling constant of the space, we see that
(Cδ)L ≤ (Cδ)
log( 
δk
)
log δ
−1
= elog(Cδ)
log( 
δk
)
log δ
(Cδ)−1
= elog(

δk
)
log(Cδ)
log δ
(Cδ)−1
= (Cδ)−1
( 
δk
) log(Cδ)
log δ
≤ 1
δ
( 
δk
) logC
log δ
+1
,
which is what we wanted. Furthermore,
log c
log δ
+ 1
δ→0→ 1,
which completes the proof. 
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Corollary 5.24. For every x ∈ X and closed cube Q¯kα(ω) it holds that
Pω
(
x ∈ ∂Q¯kα(ω)
)
= 0. (5.25)
Proof. Since ∂Q¯kα(ω) ⊆ ∂Q¯kα(ω) for every  > 0, from Theorem 5.19 we
get
Pω
(
x ∈ ∂Q¯kα(ω)
) ≤ Pω(x ∈⋃
α
∂Q¯
k
α(ω)
)
≤ Cδ
( 
δk
)ηδ
.
The claim follows from letting  → 0, since the constants Cδ and ηδ do not
depend on . 
5.6 Boundedly many adjacent dyadic systems
As we remember, in Rn it is very easy to construct a ﬁnite number of adja-
cent dyadic systems and we can prove results related to them without any
probabilistic statements: one example of these systems was
D t :=
{
2−k([0, 1)n +m+ (−1)kt) : k ∈ Z,m ∈ Zn} , t ∈ {0, 1/3, 2/3}n.
In general doubling metric spaces it is perhaps easier to think of the similar
systems as a special case of the random dyadic systems since this makes it
possible to use probabilistic arguments in the proofs.
With independent random dyadic systems we used an inﬁnite propability
space and thus we had an inﬁnite number of diﬀerent dyadic systems. By
taking a ﬁnite probability space Ω,
Ω :=
{
1, 2, . . . ,
⌊
1
δ
⌋}
, (5.26)
we get only a ﬁnite number of systems but at the same time we give up the
independence we used previously. In other words, every ω ∈ Ω deﬁnes all the
radii of all the cubes of every level in the same way, namely Rk = δ
k +ωδk+1
and rk = (1/8)Rk. The sets D(ω) form the adjacent dyadic systems.
The beneﬁts of having several adjacent systems in a doubling metric space
are similar to the ones in Rn: for every ball, we can ﬁnd a cube that not only
contains the ball but we can ﬁnd such a cube that the dyadic enlargement of
certain level contains the geometric enlargement of the ball. The deﬁnitions of
geometric and dyadic enlargements in a doubling metric space are analoguous
to the deﬁnitions in Rn.
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Theorem 5.27. Let B := B(x, r) ⊆ X and δ < 1/(540M10), where M is
the doubling constant of the space X. Now for every p ∈ N there is an ω ∈ Ω
and a cube Q ∈ D(ω) such that
i) B ⊆ Q (5.28)
ii) l(Q) ≤ δ−2r(B) (5.29)
iii)
(
1
δ
)p
B ⊆ Q(p), (5.30)
where l(Q) is the diameter of Q and r(B) is the radius of B
Proof. Let B(x, r) ⊆ X. Choose k ∈ Z such that δk+2 < r ≤ δk+1. By
Lemma 5.6, there are at most m, where
m := M5 = bM16log2Mc ≥
⌊
M
(
Rk + δ
k+1
rk
)log2 M⌋
,
indices α such that x ∈ ∂δk+1Qkα. By Lemma 5.7, we know that the -
boundary of the ﬁrst iteration of a cube is a subset of at most n,
n := 2 + 2M5,
-boundaries of balls, or more precisely: subset of at most n/2 inner balls
and n/2 outer balls. Thus, we get
Pω
(
x ∈
⋃
α
∂δk+1Q
k
α(ω)
)
(5.13)
≤ Pω
(
x ∈
⋃
α
∂6δk+1Q
k
α(ω)
)
5.6
= Pω
(
x ∈
m⋃
i=1
∂6δk+1Q
k
α(ω)
)
5.7≤ Pω
(
x ∈
m⋃
i=1
n⋃
j=1
∂6δk+1B(xi,j, rω)
)
5.15≤ mn
2
(120δ + 15δ)
≤ 270M10δ.
Similarly,
Pω
(
x ∈
⋃
α
∂δk−p+1Q
k
α(ω)
(p)
)
≤ 270M10δ
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and hence,
Pω
(
x ∈
(⋃
α
∂δk−p+1Q
k
α(ω)
(p) ∪
⋃
α
∂δk+1Q
k
α(ω)
))
≤ 540M10δ < 1
and
Pω
(
x /∈
(⋃
α
∂δk−p+1Q
k
α(ω)
(p) ∪
⋃
α
∂δk+1Q
k
α(ω)
))
≥ 1− 540M10δ > 0.
Thus, there exists an ω ∈ Ω such that
x /∈
(⋃
α
∂δk−p+1Q
k
α(ω)
(p) ∪
⋃
α
∂δk+1Q
k
α(ω)
)
(5.31)
Let Qkα(ω) 3 x. Now (5.31) implies that
d
(
x,
(
Qkα(ω)
)c) ≥ δk+1 ≥ r
and hence, B(x, r) ⊆ Qkα(ω). Because now x ∈ Qkα(ω)(p), (5.31) also implies
that
d
(
x,
(
Qkα(ω)
(p)
)c) ≥ δk−p+1 ≥ δ−pr,
and hence, B(x, δ−pr) ⊆ Qkα(ω)(p). We also see that
l(Qkα(ω)) ≤ δk = δ−2δk+2 < δ−2r,
which completes the proof. 
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6 Applications
In this section, we will look at two applications of random dyadic systems.
First, we will construct system of Hölder-continuous spline functions using
independent random dyadic systems, and second, we will look at average
integrals of non-negative functions and estimate them using adjacent dyadic
systems.
6.1 Spline functions
Based on [2], we will now construct functions in a doubling metric space
(X, d) using independent random dyadic systems. Using the results related
to the systems, we can show that the functions have several good properties.
One of these properties is Hölder-continuity:
Deﬁnition 6.1. A function f : (X, dX) → (Y, dY ) from a metric space
(X, dX) to a metric space (Y, dY ) is Hölder-continuous of exponent η, η ≥ 0,
if there exists a positive constant C such that
dY (f(x), f(y)) ≤ CdX(x, y)η
for every x, y ∈ X. If η = 1, the function is called a Lipschitz-continuous.
Hölder-continuous functions that are also bounded satisfy an additional
property:
Lemma 6.2. A bounded function f : X → R that is Hölder-continuous of
exponent η is Hölder-continuous of every exponent ν ∈ [0, η].
Proof. Let f : X → R be a bounded function that satisﬁes
|f(x)− f(y)| ≤ Cd(x, y)η
for every x, y ∈ X and for non-negative constants C and η. Let ν ∈ [0, η]
and denote D := supx∈X |f(x)|. By assumption, we know that D < ∞ and
|f(x)− f(y)| ≤ 2D for every x, y ∈ X. Thus, if d(x, y) ≥ 1, we see that
|f(x)− f(y)| ≤ 2D ≤ 2Dd(x, y)ν .
On the other hand, if d(x, y) < 1, then d(x, y)η ≤ d(x, y)ν and thus,
|f(x)− f(y)| ≤ Cd(x, y)η ≤ Cd(x, y)ν .
Hence, for every x, y ∈ X it holds that |f(x)− f(y)| ≤ max{C, 2D}d(x, y)ν
and in particular, the function f is Hölder-continuous of exponent ν. 
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The functions we will deﬁne are called splines. Usually, splines are used
in interpolation problems of the Euclidean space R but we want to generalize
the deﬁnition of the functions for doubling metric spaces.
Deﬁnition 6.3. A set of functions skα : X → [0, 1], k ∈ Z, α ∈ N, is a system
of spline functions if for every k ∈ Z there exists a set {zkα : α ∈ N} ⊆ X
such that the following properties hold for some constant δ ∈ (0, 1):
bounded support: 1B(zkα, 15 δk)
(x) ≤ skα(x) ≤ 1B(zkα,5δk)(x), (6.4)
interpolation: skα(z
k
β) =
{
1, if α = β
0, if α 6= β , (6.5)∑
α
skα(x) = 1, (6.6)
reproduction: skα(x) =
∑
α
pαβ · sk+1β (x), (6.7)
where {pαβ}β is a ﬁnitely nonzero set of non-negative coeﬃcients with
∑
α p
k
αβ =
1. We say that a system of spline functions is Hölder-continuous if the func-
tions satisfy Hölder-continuity in the form∣∣skα(x)− skα(y)∣∣ ≤ C (d(x, y)δk
)η
for every k ∈ Z and α ∈ N and for positive constants C and η.
It is easy to build a system of spline-functions in the space X: take a
system D := {Qkα : k ∈ Z, α ∈ N} of half-open dyadic cubes and set skα =
1Qkα . However, constructing a system of splines that have some additional
properties, is more problematic:
Open problem 6.8. Does a system of Lipschitz-continuous spline-functions
exist in every doubling metric space?
We do not know the answer to the problem but using Theorem 5.19 we
can prove that there exist systems that are close to Lipschitz-continuous
systems.
Theorem 6.9. In the space X, there exists a system of Hölder-continuous
spline-functions of every exponent η ∈ (0, 1).
Proof. We will construct the system of Hölder-continuous spline func-
tions of exponent η by using an independent random dyadic system of pa-
rameter δ,
δ :=
(
270M10
) 1
η−1 ,
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where M is the doubling constant of the space X. Remember that to con-
struct the system of dyadic cubes in a doubling metric space, we needed the
parameter δ to satisfy δ ≤ 1/100. SinceM ≥ 1, we know that (270M10)1/(η−1) ≤
1/100 and we can construct the system of dyadic cubes for every η ∈ (0, 1).
Fix η ∈ (0, 1) and let D := {D(ω) : ω ∈ Ω} be an independent random
dyadic system of the parameter δ. For every pair (k, α), we deﬁne a function
skα : X → [0, 1],
skα(x) := Pω
(
x ∈ Q¯kα(ω)
)
.
We prove that these functions satisfy the properties of the spline functions
and they are Hölder-continuous of exponent η.
The bounded support property follows directly from the properties of the
randomized dyadic cubes. The property implies that skα(z
k
α) = 1.
By (5.25), we know that Pω(x ∈ Q¯kα(ω)) = Pω(x ∈ Q˜kα(ω)) and thus
Pω(x ∈ X) = Pω
(
x ∈
⋃
α
Q¯kα(ω)
)
= Pω
(
x ∈
⋃
α
Q˜kα(ω)
)
=
∑
α
Pω(x ∈ Q˜kα(ω))
=
∑
α
Pω(x ∈ Q¯kα(ω))
=
∑
α
skα(x)
= 1,
which proves the property (6.6).
Because the spline functions are non-negative and naturally it holds that
skα(z
k
α) = 1, the property (6.6) implies that s
k
α(z
k
β) = 0 for every β 6= α, which
proves the interpolation property.
Notice that for a dyadic system D(ω), the truth or falsity of relation
(k + 1, β) ≤ (k, α) depends on ω (or more precisely, on ωk) and thus, we use
the notation (k + 1, β) ≤ω (k, α). On the other hand, the truth or falsity of
relation x ∈ Q¯k+1β (ω) depends on ωl for l ≥ k + 1. Thus, these two relations
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are independent. It holds that
skα(x) = Pω
(
x ∈ Q¯kα(ω)
)
= Pω
x ∈ ⋃
β:(k+1,β)≤ω(k,α)
Q¯k+1β (ω)

= Pω
(⋃
β
(
{(k + 1, β) ≤ω (k, α)} ∩
{
x ∈ Q¯k+1β (ω)
}))
.
By (5.25), we know that Pω(x ∈ Q¯k+1β (ω)) = Pω(x ∈ Q˜k+1β (ω)) and sinceAk is
countable for every k ∈ Z, it follows that Pω(x ∈
⋃
α Q¯
k
α) = Pω(x ∈
⋃
α Q˜
k
α).
Thus, the property (5.25) and independence imply that
Pω
(⋃
β
(
{(k + 1, β) ≤ω (k, α)} ∩
{
x ∈ Q¯k+1β (ω)
}))
=
∑
β
Pω
(
{(k + 1, β) ≤ω (k, α)} ∩
{
x ∈ Q¯k+1β (ω)
})
=
∑
β
Pω
(
(k + 1, β) ≤ω (k, α)
)
Pω
(
x ∈ Q¯k+1β (ω)
)
=
∑
β
Pω
(
(k + 1, β) ≤ω (k, α)
)
sk+1β (x)
=:
∑
β
pkαβ · sk+1β (x).
Since every (k + 1, β) has only one parent, the events (k + 1, β) ≤ω (k, α)
and (k + 1, β) ≤ω (k, γ) are mutually exclusive. On the other hand, every
(k + 1, β) has a parent, and thus∑
α
pkαβ =
∑
α
Pω ((k + 1, β) ≤ω (k, α))
= Pω
(⋃
α
{(k + 1, β) ≤ω (k, α)}
)
= 1,
which proves the reproducing property.
The only thing left to prove is the Hölder-continuity. For x, y ∈ X and a
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spline function skα it holds that
|skα(x)− skα(y)| =
∣∣Pω (x ∈ Q¯kα(ω))− Pω (y ∈ Q¯kα(ω))∣∣
=
∣∣∣∣ˆ
Ω
(
1ω:x∈Q¯kα(ω) − 1ω:y∈Q¯kα(ω)
)
dPω
∣∣∣∣
=
∣∣∣∣ˆ
Ω
(
1ω:x∈Q¯kα(ω),y /∈Q¯kα(ω) − 1ω:y∈Q¯kα(ω),x/∈Q¯kα(ω)
)
dPω
∣∣∣∣
≤
ˆ
Ω
(
1ω:x∈Q¯kα(ω),y /∈Q¯kα(ω) + 1ω:y∈Q¯kα(ω),x/∈Q¯kα(ω)
)
dPω
= Pω
(
x ∈ Q¯kα(ω), y /∈ Q¯kα(ω)
)
+ Pω
(
y ∈ Q¯kα(ω), x /∈ Q¯kα(ω)
)
5.19≤ Cδ
(
d(x, y)
δk
)ηδ
where Cδ and ηδ are same constants as in Theorem 5.19. Thus, we know that
ηδ =
log (270M10)
log δ
+ 1 =
log (270M10)
1
η−1 log (270M
10)
+ 1 = η − 1 + 1 = η,
which completes the proof. 
6.2 Linear operators
In this section, we will look at how we can use the adjacent dyadic systems
to estimate certain linear operators. We will not concentrate on proving the
results but giving a short introduction to the subject.
6.2.1 Estimating linear operators using adjacent dyadic systems
Let (X, d) be a metric space and µ a D-doubling measure on the space X.
We look at a collection B := {Bi : j ∈ J} of "almost disjoint" balls: for
every B ∈ B there exists a subset E(B) ⊆ B such that µ(E(B)) ≥ cµ(B)
and E(B) ∩ E(B′) = ∅ for every B,B′ ∈ B, B 6= B′. For ν ∈ (0, 1), k ∈ Z
and non-negative functions f : X → R we deﬁne the operator S,
(Sf)(x) :=
∑
B∈B
1B(x)
 
( 1ν )
k
B
fdµ,
where 1B is the indicator function of the set B, 2
kB is the geometrical enlarge-
ment of the ball B and
ﬄ
is the so called average integral: for a measurable
set A that has a non-zero measure we deﬁne 
A
fdµ :=
1
µ(A)
ˆ
A
fdµ.
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Remember that Theorem 2.6 implies that the space X is geometrically dou-
bling with a doubling constant M ≤ D5. Thus, we can construct adja-
cent dyadic systems D(ω), ω ∈ Ω = {1, 2, . . . , b1/δc}, of parameter δ <
1/(540M10). By Theorem 5.27, we know that for every B ∈ B there exists a
cube Q ∈ ⋃ω∈ΩD(ω) such that B ⊆ Q, (1/δ)kB ⊆ Q(k) and l(Q) ≤ δ−2r(B).
From the ﬁrst and second property we get
1B(x)
ˆ
( 1δ )
k
B
fdµ ≤ 1Q(x)
ˆ
Q(k)
fdµ (6.10)
for every x ∈ X and a non-negative function f : X → R. On the other hand,
from the ﬁrst and third property we get Q ⊆ c1B for a constant c1 > 0.
This implies that µ(Q) ≤ c2µ(B) for a constant c2 > 0, since µ is a doubling
measure. Thus,
1
µ(B)
≤ C 1
µ(Q)
(6.11)
for a constant C > 0. Combining (6.10) and (6.11) gives us
1B(x)
 
( 1δ )
k
B
fdµ ≤ C1Q(x)
 
Q(k)
fdµ
and in particular
(Sf)(x) ≤ C
∑
Q∈⋃ω∈Ω D(ω)
1Q(x)
 
Q(k)
fdµ
Hence, this inequality holds for the function Sf in every point x ∈ X. Since
D(ω) is a partition of the space X for every ω ∈ Ω, every point x ∈ X
belongs to exactly one Q ∈ D(ω) for every ω ∈ Ω and thus to exactly b1/δc
Q ∈ ⋃ω∈ΩD(ω).
Usually, this kind of estimation is used in Rn but as we noticed, it is
possible also in metric spaces that support a doubling measure.
6.2.2 Calderón-Zygmund operators
In the Euclidean space Rn, adjacent dyadic systems are useful when we need
to prove statements related to Calderón-Zygmund operators :
Deﬁnition 6.12. A real-valued function K that is deﬁned for all x 6= y on
Rn×Rn is a Calderón-Zygmund kernel if there exist constants α ∈ (0, 1] and
C > 0 such that the function K satisﬁes the following conditions:
|K(x, y)| ≤ C|x− y|n
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when K(x, y) is deﬁned and
|K(x+ h, y)−K(x, y)|+ |K(x, y + h)−K(x, y)| ≤ C|h|
α
|x− y|n+α
when |x − y| > 2|h| > 0. A continuous linear operator T : f 7→ Tf that is
bounded in L2(Rn) is a Calderón-Zygmund operator with kernel K if outside
the support of a function f it holds that
Tf(x) =
ˆ
Rn
K(x, y)f(y)dµ.
The operators are named after mathematicians Alberto Calderón and
Antoni Zygmund who started the systematic research of singular integrals in
the early 1950's [3]. Their research led to the studying Calderón-Zygmund
operators which have been a subject of great intrest during recent years in the
ﬁeld of harmonic analysis. The deﬁnition of the Calderón-Zygmund operator
is simple to generalize to (doubling) metric spaces which makes it natural
to study them also in more general spaces. Contributions to the research
in recent years include the proof of the so called A2 theorem in Rn and in
homogeneous spaces which tells us about the linear dependence between the
norms of Calderón-Zygmund operators in weighted L2-spaces and the norms
of the weight functions, [8] [1]. It turns out that Theorem 3.8 and its metric
version Theorem 5.27 are useful when proving the A2 theorem in diﬀerent
spaces, [5] [1]. To see the connection between Calderón-Zygmund operators
and the operators we looked at in Section 6.2.1, we deﬁne the function ωλ by
the formula
ωλ (f,Q) := inf
c
inf
µ(E)≤λµ(Q)
‖(f − c)1Q\E‖∞
where λ ∈ [0, 1] and c are constants, f is a measurable function and Q is a
measurable set. For the function ωλ, the following lemma holds.
Lemma 6.13. Let T be a Calderón-Zygmund operator and f a measurable
function. Now there exists a positive constant C such that
ωλ(Tf,B) ≤ C
∞∑
k=0
δkα
 
( 1δ )
k
B
|f |dµ.
Proof. Compare the lemma to Lemma 2.4 in [5] in Rn and to Lemma
5.1 in [1] in homogeneous spaces. 
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In the application to the A2 theorem, this lemma is applied to all B ∈ B for
a certain collection B of almost disjoint balls.
To ﬁnish this section, we will now look at a result that uses the adjacent
systems. Let (X,µ) be a measure space and f a measurable function. We
deﬁne the distribution function of f by the formula
λf (t) := µ {x ∈ X : |f(x)| > t}
for every t > 0.
Deﬁnition 6.14. We say that a measurable function f belongs the weak
Lp-space Lp,∞ if the Lp,∞ quasinorm of the function f ,
‖f‖p,∞ := sup
t>0
tλ
1
p
f (t).
is ﬁnite.
Lemma 6.15. Let D(ω), ω ∈ Ω := {1, 2, . . . , b1/δc} be adjacent dyadic
systems as in Theorem 5.27 and Q := Qkα,ω ∈
⋃
ω∈ΩD . Denote AQ := {zlβ :
(l, β) ≤ (k, α)} and ﬁx m ∈ N and r > 0. By Theorem 5.27, for every z ∈ AQ
there exists Qz ∈
⋃
D(ω) such that B(z, r) ⊆ Qz and B(z, (1/δ)mr) ⊆ Q(m)z .
Now for an operator V ∗,
(V ∗f)(x) :=
∑
z∈AQ
1
Q
(m)
z
(x)
µ
(
Q
(m)
z
) ˆ
Q
fdµ,
it holds that
‖V ∗f‖1,∞ ≤ Cm‖f‖1,
where C is a constant that does not depend on m. In particular, for every
f ∈ L1(X), the function V ∗f belongs to the weak L1(X) space.
Proof. See [1]. 
The Lemma 6.15 is a part of the proof of the A2 theorem in homogeneous
spaces in [1].
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