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We consider the problem of constructing distribution-free prediction sets when
there are random effects. For iid data, prediction sets can be constructed using
the method of conformal prediction (Vovk et al. (2005)). The validity of this
prediction set hinges on the assumption that the data are exchangeable, which is
not true when there are random effects. We extend the conformal method so that
it is valid with random effects.
1 Introduction
Let (X1, Y1), . . . , (Xn, Yn) be n iid pairs of observations from a distribution P . In set-valued,
supervised prediction, we want to find a set-valued function Cn such that
P (Y ∈ Cn(X)) ≥ 1− α (1)
where 1− α is the user-specified confidence level and (X, Y ) denote a new pair drawn from
P .1 Vovk et al. (2005) created a method — called conformal prediction — to construct
Cn such that (1) holds for all distributions P . In other words, conformal methods yield
distribution-free prediction sets. Lei et al. (2013) connected conformal prediction to mini-
max density estimation and Lei and Wasserman (2014) connected conformal prediction to
minimax nonparametric regression.
A fundamental assumption of the usual conformal method is that the data are iid (or, at
least, exchangeable). In this paper, we extend conformal methods to the following random
effects models where the iid assumption fails. Let P1, P2, · · ·Pk ∼ Π be random distributions
drawn from Π and let
Dj = {(Xj1, Yj1), . . . , (Xjnj , Yjnj)}
be nj iid observations drawn from Pj for j = 1, . . . , k. It is helpful to imagine that we have
k subjects and Dj represents nj observations on subject j.
There are two different tasks to consider:
1. Task 1: Predicting a new subject. Let Pk+1 ∼ Π denote a new draw from Π (a new
subject) and let (X, Y ) ∼ Pk+1. The goal is to construct a prediction set for Y using
X and the training data D1, . . . ,Dk.
1 We should really write Pn+1(Y ∈ Cn(X)) ≥ 1 − α since the randomness is over Y and the training
data. We have suppressed the superscript n+ 1 for notational simplicity.
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2. Task 2: Predicting a new observation on one of the current subjects. Let (X, Y ) denote
a new draw from one of the distributions Pj. We want a prediction for Y based on X
and the training data.
In Task 1, we have to deal the complication that we have never observed any data from the
future distribution Pk+1. Task 2 is easier since we already have data on subject j. This is
where familiar tools such as shrinkage and borrowing strength can be used. We will mainly
focus on the more difficult Task 1 but we briefly consider Task 2 in Section 6.
A familiar example of a parametric random effects model is Yij = β
T
j Xij + ij where ij ∼
N(0, σ2) and βj ∼ N(µ,Σ). (We have included the intercept in the covariate Xij.) Another
parametric example is the logistic model P (Yij = 1|Xij) = e
βTj Xij
1+e
βT
j
Xij
and β1, . . . , βk ∼ N(µ,Σ).
We will show that it is possible to use a parametric working model to get prediction sets
with valid coverage even if the model is wrong.
1.1 Related Work.
The literature on conformal prediction is quickly growing. Key early references are Vovk
et al. (2005) and Shafer and Vovk (2008). Connections to traditional statistical methods
are given in Lei and Wasserman (2014); Lei et al. (2013, 2018); Sadinle et al. (2018). Some
interesting recent developments can be found in Chen et al. (2018); Vovk et al. (2017, 2018).
The literature on random effects models is vast. Most of the work focuses on estima-
tion. Papers on prediction in this context include Calvin and Sedransk (1991); Booth and
Hobert (1998); Schofield et al. (2015). To the best of our knowledge, there are no papers on
distribution-free prediction for random effects models.
1.2 Paper Outline.
In Section 2 we review conformal prediction. In Section 3 we show how to construct
distribution-free predictions from parametric working models. Our new methods are pre-
sented in Section 4. Section 5 contains simulation studies. Section 6 considers a small
simulation study on Task 2. Section 7 contains concluding remarks. Appendix 1 contains
some numerical details about the construction of the prediction sets. Appendix 2 has some
proofs. Appendix 3 has simulation results about one of the methods. Appendix 4 contains
further simulations.
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2 Background on Conformal Prediction
Conformal prediction — introduced by (Vovk et al., 2005) — is a general method for ob-
taining distribution-free prediction sets with confidence guarantees. Here, we review some
background on conformal prediction.
The Unsupervised Case. Let Y1, . . . , Yn be iid observations from a distribution P where
Yi ∈ Y and let Yn+1 denote a new draw from P . The goal is to construct a set Cn based on
the training data Y1, . . . , Yn such that P (Yn+1 ∈ Cn) ≥ 1− α for every distribution P .
For any u ∈ Y let A(u) = {Y1, . . . , Yn, u} which can be thought of as the training data
augmented with a guess that Yn+1 = u. Define the residual (or conformity score) Ri(u) =
φ(Yi,A(u)) where φ is any function that is invariant under permutations of the elements of
A(u). Define
pi(u) =
1
n+ 1
n+1∑
j=1
I(Ri(u) ≥ Rn+1(u)) (2)
which is the p-value for testing the hypothesis H0 : Yn+1 = u. Under H0, pi(u) is uniformly
distributed on the set {1/(n+ 1), . . . , 1}. We then invert the test by defining
Cn = {u : pi(u) ≥ α}. (3)
We then have:
Lemma 1 For Cn as defined above, P (Yn+1 ∈ Cn) ≥ 1− α for every distribution P .
For a proof, see Vovk et al. (2005). There is great flexibility in the choice of conformity score
φ. Every choice leads to a valid prediction set, but different choices may lead to smaller or
larger sets. Thus, the choice of φ can affect the efficiency of the prediction set, but not its
coverage; see Lei et al. (2013).
As an example, let Ri(u) = |u − Y (u)| where Y (u) = (u +
∑n
i=1 Yi)/(n + 1) is the mean of
the augmented data. Then pi(u) = (n + 1)−1
∑n
i=1 I
(|Yi − Y (u)| ≥ |u − Y (u)|). Another
useful conformity score is Ri(u) = 1/p̂u(Yi) where p̂u is a density estimator based on the
augmented data. Lei et al. (2013) showed that this choice is minimax optimal when some
conditions hold.
The Supervised Case. In this case the data are (X1, Y1), . . . , (Xn, Yn) ∼ P . Let (X, Y ) ∼
P be a new observation. We then want a set C(x) (depending on the training data) such that
P (Y ∈ C(X)) ≥ 1−α for all P . The same reasoning as in the unsupervised case still applies
but the conformity score can now depend on the Xi’s as well. One possible conformity score
is the residual |Yi − m̂(Xi)| where m̂ is an estimate of the regression function based on the
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augmented data. More precisely, fix (x, y) and let m̂(x,y) be a regression estimator based on
the augmented data (X1, Y1), . . . , (Xn, Yn), (Xn+1, Yn+1) with (Xn+1, Yn+1) = (x, y). Let
Cn(x) =
{
y : pi(x, y) ≥ α
}
where
pi(x, y) =
1
n+ 1
I(Ri ≥ Rn+1)
and Ri = |Yi − m̂(x,y)(Xi)|. Then infP P (Yn+1 ∈ Cn(Xn+1)) ≥ 1− α.
A second useful choice of conformal residual is 1/p̂(Xi, Yi) where p̂(x, y) is a joint density
estimate based on the augmented data. See Lei et al. (2013) for more details.
Split Conformal Prediction. To compute the conformal prediction set, we need to aug-
ment the data, compute the p-value and invert the test. This augmentation step needs to
be repeated for every possible value of the outcome variable Y . This can be very computa-
tionally expensive.
A faster way to find a conformal prediction set is to use data splitting. The conformal
residuals take the form Ri = φ(Yi, S) where S is some function of the data. Denote the
sample size by 2n. Randomly split the data into two sets Y1 and Y2 each of size n. Let
Ri = φ(Yi, S) where S is computed from Y1 but Yi ∈ Y2.
Let R(1) ≤ · · · ≤ R(n) denote the order statistics. Define C = {y : φ(S, y) ≤ t} where
t = R(m) and m = dn(1− α)e. We then have that P (Y ∈ C) ≥ 1− α for all P . For a proof
see Lei et al. (2015); Vovk et al. (2018). This approach is fast because it completely avoids
the augmentation step.
Predicting a Batch of Observations. The coverage condition in (1) refers to the problem
of predicting a single observation. Suppose we want to predict a new batch of observations
D = {Y ′1 , . . . , Y ′m}. What coverage guarantee should we require? There are several possibil-
ities:
1. Batch Coverage: find C such that P (D ∈ C) ≥ 1− α.
2. Marginal Coverage: find C so that P (Y ′i ∈ C) ≥ 1− α for i = 1, . . . ,m.
3. Probabilistic Coverage: find C so that
P
(
1
m
m∑
i=1
I(Y ′i ∈ C) ≥ 1− α
)
≥ 1− β.
The first requires a simultaneous prediction set for all the future observations. This seems
too strong since, when m is large, this will require a huge, high-dimensional prediction set.
The second requires correct marginal coverage on each new observation. The third requires
that the proportion of observations trapped in the prediction set is at least 1 − α with
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high probability. In fact, by Hoeffding’s inequality, marginal coverage implies probabilistic
coverage as long as m ≥√(1/2) log(1/β). Hence, in what follows, we use marginal coverage.
3 Distribution-Free Inference From Working Models
It’s possible to to get distribution-free inference from a parametric model, even when the
model is wrong. We will describe this idea in the unsupervised setting. But the same
principle holds for the supervised case.
Let P = (Pθ : θ ∈ Θ) denote a parametric model. Let Y1, . . . , Yn, Y ∼ P where we do
not assume that P is in P . We can use the model to construct a conformal residual. For
example, we could use Ri = 1/p̂θ̂(u)(Yi) where θ̂(u) is the maximum likelihood estimate based
on {Y1, . . . , Yn, u}. Now let Cn denote the conformal set constructed from the Ris. It follows
from Lemma 1 that P (Y ∈ Cn) ≥ 1 − α for every P . This is true even though P may not
be in the model. However, the size of Cn is smaller if P is in, or close to, P .
In some of the methods in the next section, we also need to construct level sets of the
form M = {y : pθ(y) > t} where pθ is the density of Pθ. We will need M to satisfy∫
M
dP = 1− β + oP (1) for a given β. Again, we will require this to hold even if the model
is incorrect. We can do this as follows. (This construction may be of independent interest
beyond the current problem.)
Let M(θ, t) = {y : pθ(y) ≥ t}. Let θ̂ be an estimator of the parameter, for example, the
maximum likelihood estimator. We make three assumptions:
(A1: Quasi-Consistency) There exists some θ∗ ∈ Θ such that θ̂ P→ θ∗.
(A2: Smoothness) There exists L > 0 and 1 > 0 such that, whenever ||θ1 − θ2|| ≤  < 1,
||pθ1 − pθ2||∞ ≤ L.
(A3) There exists C > 0 and 0 > 0 such that, for every t and every θ, θ
′, for which
||θ − θ′|| ≤  < 0,
µ(M(θ, t)∆M(θ′, t)) ≤ C
where µ is Lebesgue measure, and ∆ denotes the set difference.
The value θ∗ in (A1) is usually the minimizer of the KL distance of
∫
p(x) log p(x)/pθ(x)dx
but this is not required. Condition (A3) means that if θ is close to θ′ then their level sets
are close (as measured in terms of Lebesgue measure).
Let Zj = pθ̂(Yj) and let Z(1) ≤ · · · ≤ Z(n) be the corresponding order statistics. Let
M̂ = {y : pθ̂(y) ≥ t̂} where t̂ = Z(m) and m = bnβc.
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Lemma 2 Assume (A1), (A2) and (A3). Also assume that P has a bounded, strictly positive
density p. Then
∫
M̂
dP = 1− β + oP (1).
4 Prediction for Random Effects Models
We start with the unsupervised version. Recall that the data come in groups D1, . . . ,Dk and
each group has iid data:
Dj = {Yj1, . . . , Yjnj} ∼ Pj
where P1, . . . , Pk ∼ Π. We draw Pk+1 ∼ Π and Y ∼ Pk+1, and we want a prediction region
for Y .
We could ignore the random effects and just treat the data as iid and apply conformal
prediction. We call this the naive method. There is no reason to expect this to have correct
coverage. Indeed, the coverage can be arbitrarily poor. For example, if one nj is much larger
than the others, then this approach will be dominated by group j and essentially ignore the
other groups, leading to near zero coverage. But later we include the naive method in our
simulations for comparison. Now we define several valid approaches.
4.1 Random Distributions
It is helpful to begin with a simplified version where we directly observe the distributions.
Suppose, then, that we observe random distributions P1, . . . , Pk ∼ Π. Let Pk+1 ∼ Π be a
new random distribution. We want to predict Y ∼ Pk+1.
For each distribution P , let LP denote any set such that P (LP ) ≥ 1−β. Let C be a conformal
prediction for Pk+1 so that Π(Pk+1 ∈ C) ≥ 1 − γ. Specifically, C = {P : pi(P ) ≥ γ} where
pi(P ) = (k + 1)−1
∑k+1
j=1 I(Ri(P ) ≥ Rk+1(P )) and Ri(P ) = φ(Pi,A(P )) for some residual
function φ with A(P ) = {P1, . . . , Pk, P}. For example, let Ri = d(Pi, P ) where d is some
metric on distributions and P = (k + 1)−1
∑
i Pi. Also, define C = {LP : pi(P ) ≥ γ}. It
follows that
Π(Y /∈ C) = Π(Y /∈ C,P ∈ C) + Π(Y /∈ C,P /∈ C) ≤ β + γ.
Hence, if we choose β + γ = α then Π(Y ∈ C) ≥ 1− α.
In the remainder of the paper, we are concerned with the case where we only observe samples
from each Pj. So we now turn to methods that are useful in this setting. However, the method
in Section 4.4 is an asymptotic approximation of the method described above.
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4.2 Method I: Subsampling
Let Pnj denote the empirical distribution of batch j. The subsampling approach works as
follows. Choose an integer N . Then:
1. Draw one observation Yj ∼ Pnj for j = 1, . . . , k. That is, we randomly draw one obser-
vation from each batch. Note that the resulting sample Y1, . . . , Yk is iid. Specifically,
Y1, . . . , Yk, Yk+1 ∼ Q where Q(·) =
∫
P (·)dΠ(P ).
2. Construct a conformal set C for Yk+1 using the standard conformal method (Section
2) from Y1, . . . , Yk, at level 1− α/N .
3. Repeat steps 1 and 2, N times giving sets C1, . . . , CN .
4. Set C =
⋂N
s=1Cs.
By Lemma 1, each Cs is a valid 1− α/N prediction set since it is based on iid data. Thus,
infΠ Π(Yk+1 ∈ Cs) ≥ 1− α/N . By the union bound we thus have that
inf
Π
Π(Yk+1 ∈ C) ≥ 1− α (4)
where the infimum is over all distributions Π. Also, we know from the Frechet inequality
and Theorem 1 of Lei et al. (2018) that
Π(Y ∈ C) = Π
(
Y ∈
N⋂
i=1
Ci
)
≤ min
1≤i≤N
Π(Y ∈ Ci) ≤ 1− α
N
+
1
k + 1
.
4.3 Method II: Random Sets Using Parametric Working Models
The method described in this section involves the following steps (described in more detail
below):
1. Choose β and γ so that β + γ ≤ α. For example, β = γ = α/2.
2. We use a parametric working model to construct random sets Mj such that
∫
Mj
dPj =
1− β + oP (1) even if the model is wrong.
3. The sets M1, . . . ,Mk are then iid random sets. Let Mk+1 be the unobserved random
set based on a future batch of data. We then use conformal methods to construct a
set M such that Π(Mk+1 ⊂M) ≥ 1− γ.
It then follows that M is a valid prediction set for a future observation Yk+1 ∼ Pk+1 as we
now show.
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Lemma 3 Define M as above. Then, for any Π, Π(Yk+1 ∈M) ≥ 1− α + oP (1).
For step 2, we use a parametric working model. Then we apply the method from Section 3
to construct random sets Mj such that
∫
Mj
dPj = 1− β + oP (1) even if the model is wrong.
(If the njs are large, we could use a nonparametric model rather than a parametric working
model but we will use the working model approach in this paper.)
Now we describe step 3. Let (θ̂1, t1), . . . , (θ̂k, tk) denote the values obtained from step 2. We
apply any standard conformal method from Section 2 to get Λ satisfying Π((θ̂k+1, tk+1) ∈
Λ) ≥ 1− γ. Now let
M =
⋃
(θ,t)∈Λ
M(θ, t). (5)
Since Mk+1 = M(θ̂k+1, tk+1), we have
Π(Mk+1 ⊂M) ≥ Π((θ̂k+1, tk+1) ∈ Λ) ≥ 1− γ
as required.
In our simulation studies, we construct Λ in two different ways: (i) using the deviations from
the means of the θ̂js and tjs as residuals and (ii) using 1/p̂(θ̂j, tj) as a residual where p̂ is a
kernel density estimator. We call these the mean method and the KDE method. Appendix
1 gives more details on the computational details.
4.4 Method III: Random Distribution Functions
In this section we describe a nonparametric method that is useful in the case when the njs
are large. The method is an asymptotic approximation to the method described in Section
4.1.
Let Fj(y) = Pj(Yji ≤ t) be the cdf for batch j. For the moment, assume that the cdf’s
F1, . . . , Fk are observed. Let Fk+1 be the cdf of the future observation Yk+1. Let d(F,G) =
supy |F (y)−G(y)| denote the Kolmogorov-Smirnov distance. (Any other distance could be
used.) Fix a cdf Fk+1 and and form the augmented set F1, . . . , Fk, Fk+1. Let Rj = d(Fj, F )
where F (y) = (k + 1)−1
∑k+1
j=1 Fj(y). The conformal p-value is
pi(Fk+1) =
1
k + 1
k+1∑
j=1
I(Ri ≥ Rk+1).
The set F = {Fk+1 : pi(Fk+1) ≥ γ} is then a valid 1− γ prediction set for Fk+1. That is
inf
Π
Π(Fk+1 ∈ F) ≥ 1− γ.
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As before, we can instead use split conformal to avoid the augmentation step.
Let `(y) = infF∈F F (y) and u(y) = supF∈F F (y). Define a = u
−1(β/2) and b = `−1(1−β/2).
It follows that, for every F ∈ F , F (a) ≤ β/2 and F (b) ≥ 1− β/2. Finally, note that
Π(Yk+1 ≤ a) = Π(Yk+1 ≤ a, Fk+1 ∈ F) + Π(Yk+1 ≤ a, Fk+1 /∈ F)
≤ β/2 + Π(Fk+1 /∈ F) ≤ β/2 + γ.
Similarly, Π(Yk+1 ≥ b) ≤ β/2 + γ. Hence, Π(Yk+1 /∈ [a, b]) ≤ β + γ ≤ α.
In practice, of course, we do not observe Fj. Instead, let F̂j = n
−1
j
∑nj
i=1 I(Yji ≤ t) be the
empirical cdf for batch j. By the DKW inequality and the union bound,
P (max
j
sup
y
|F̂j(y)− Fj(y)| > ) ≤ 2ke−2n2
where n = minj nj. Hence, if the batch sizes are large then we can carry out the above
scheme and still have coverage 1− α−O(√log k/n).
4.5 The Supervised Case
All the methods described in the previous sections can be easily extended to the supervised
case.
For subsampling we simply subsample one pair from each batch and then apply the method
in Section 2. For the random set method, we take sets of the form Mj = {y : p(y|x; θ̂) ≥
t}. Then we proceed as in Section 4.3 to get a set M(x). We then have that Π(Yk+1 ∈
M(Xk+1)) ≥ 1− α.
5 Simulations
In this section we present some simulations on the methods. More simulations are reported
in the appendix. In each case, we also report results from the naive method where we ignore
the random effect and treat the data as iid.
5.1 The Unsupervised Case
We begin by generating data from k distributions. We draw θ1, . . . , θk ∼ N(µ, τ 2), with
µ = 0 and τ = 1. Then we simulate Yj1, . . . , Yjnj ∼ N(θj, 1). We allow the number of
observations per group (nj) to vary from 5 to 500. In each case, we use α = 0.1 and we
estimate true coverage using 1,000 simulations.
9
The Naive Method. Recall that in the naive approach to this problem, we construct a
conformal interval ignoring the fact that there are k different groups. Let Y denote the
pooled data which consists of m =
∑k
j=1 nj data points. We vary nj from 5 to 500 in
increments of 5. We will use the residual Ri = |Yi − Y y|, i = 1, . . . ,m + 1, where Y y is
the mean of the augmented data Y1, . . . , Ym, Ym+1 with Ym+1 = y. We then construct Cn as
described in Section 2.
The results are summarized in Figure 1. We see that the naive method can have coverage
lower than the nominal value. However, when the number of groups is 500 or 1000, we typ-
ically observe coverage rates around 0.9. The mean size of conformal sets appears relatively
stable for a fixed number of groups when there are at least 150 observations per group.
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Figure 1: Coverage and average conformal set size of unsupervised naive method at
α = 0.1. Observations per group range from 5 to 500 in increments of 5. Loess smoothing
used for visualization.
It is not hard to show that, in general, the naive method can have arbitrarily poor coverage.
To give an idea of how poor the coverage can be if the random effect structure is ignored,
consider the following example. We take Yij ∼ N(µj, .1) where µj ∼ N(0, 10), k = 20,
n1 = 1000 and nj = 5 for 2 ≤ j ≤ k. We use |Yij − Y | as the residual. We find, at level
α = 0.1 that the coverage of the naive approach that ignores the random effects is 0.03 while
the subsampling approach with N = 1 has coverage 0.9 as expected.
Method 1: Subsampling. Figure 2 shows the results of the unsupervised subsampling
method at α = 0.1 with N = 1 subsample. The appendix shows the results for N > 1. The
best results (smallest prediction sets) are obtained with N = 1. The number of observations
per group varies from 5 to 500 in increments of 5. Recall that this method involves the
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construction of N conformal intervals C1, . . . , CN at level 1 − αN . Then C =
⋂N
i=1 Ci is the
overall 1− α conformal set. While each choice of N only has guaranteed coverage of 1− α,
larger values of N tend to produce higher coverage rates and larger conformal sets. The
number of observations per group does not appear to have a noticeable association with
coverage rates or conformal set sizes.
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Figure 2: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 1. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
Method 2: Random Sets. We use a parametric working model of the form p(y; θj) for
each group j = 1, . . . , k. We fit θ̂j for each group, and we construct level 1−δ conformal sets
of the form Cj = {y : p(y; θ̂j) > tj}. Then we use the pairs (θ̂1, t1), . . . , (θ̂k, tk) to construct
a 1−  conformal set B for a future (θ̂, t). Let
C =
⋃
(θ̂,t)∈B
{y : p(y; θ̂) > t}.
Letting α = δ + ,
P (Y ∈ C) = 1− P (Y /∈ C) ≥ 1− (δ + ) = 1− α.
Figures 3 and 4 display the results of the unsupervised random set method at α = 0.1 under
two approaches, the mean method (figure 3) and the KDE method (figure 4) to constructing
conformal sets. (The details of the two approaches are described in Appendix 1.) The
number of observations per group varies from 5 to 500 in increments of 15. (Here, we use
increments of 15 rather than 5 due to the increased computation time required for the random
11
set method.) Again, we stratify the results by number of groups. We see that this method
tends to over-cover and produces large prediction sets.
0.900
0.925
0.950
0.975
1.000
0 100 200 300 400 500
Observations per Group
Pr
op
or
tio
n 
of
 S
uc
ce
ss
es
Coverage of Unsupervised Random Set Method
(α = 0.1)
20
25
50
100
250
5001000
11
12
13
0 100 200 300 400 500
Observations per Group
M
ea
n 
Si
ze
 o
f C
on
fo
rm
a
l S
et
s
Set Size of Unsupervised Random Set Method
(α = 0.1)
Number
of Groups
20
25
50
100
250
500
1000
Figure 3: Coverage and average conformal set size of the unsupervised random set method
with the mean method at α = 0.1. Observations per group range from 5 to 500 in
increments of 15. Loess smoothing used for visualization.
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Figure 4: Coverage and average conformal set size of the unsupervised random set method
with KDE at α = 0.1. Observations per group range from 5 to 500 in increments of 15.
Loess smoothing used for visualization.
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5.2 The Supervised Case
Now the data consist of k groups where Dj = {(Xj1, Yj1), . . . , (Xjnj , Yjnj)}. Given a new X,
we want to predict Y . First, we generate data from k distributions. We draw θ1, . . . , θk ∼
N(µ, τ 2) and Xj1, . . . , Xjnj ∼ N(0, 1), j = 1, . . . , k. To simulate Yj`, j = 1, . . . , k, ` =
1, . . . , nj, we draw an indicator variable that equals 1 with probability P (Yj` = 1|Xj`; θj) =
exp(θjXj`)
1+exp(θjXj`)
. We let nj vary from 5 to 500, for j = 1, . . . , k. To draw the θ parameters, we
try µ = 0, τ = 1 and µ = 1, τ = 0.1. The first pair of parameters represents a case where
the relationships between X and Y may be quite different across groups. The second pair
of parameters is a case where the groups have similar trends that relate X and Y .
Naive Method. Similar to the unsupervised case, a naive approach to this problem is to
construct a conformal set ignoring the k different groups. In this case, we pool all (X, Y )
pairs across the k groups, consider a new value x∗, and construct a 1− α conformal set for
the y∗ associated with the new x∗. For these simulations, we focus on the case where the
X data are drawn from a standard normal distribution and the Y s are indicator variables
simulated from logistic regression models.
We pool all observed (X, Y ) pairs to create a sample of m =
∑k
j=1 nj pairs. Now we
draw a new x∗ ∼ N(0, 1), θ∗ ∼ N(µ, τ 2), and indicator y∗ that equals 1 with probability
P (y∗ = 1|x∗; θ∗) = exp(θ∗x∗)
1+exp(θ∗x∗) . Treating θ
∗ and y∗ as unknown, we wish to predict y∗
from x∗. Letting Xm+1 = x∗, we have an augmented X sample {X1, . . . , Xm, Xm+1}. For
y ∈ {0, 1}, we test H0 : Ym+1 = y at a 1− α confidence level using the following procedure:
Choose y ∈ {0, 1}. Letting Ym+1 = y, our augmented Y sample is {Y1, . . . , Ym, Ym+1}. Using
the augmented X sample and the augmented Y sample as training data, we fit a one-
parameter logistic regression model of the form µ̂y(X) = P (Y = 1|X; θ) = exp(θX)1+exp(θX) . Then
we compute conformity scores Ri = |µ̂y(Xi)− Yi|, i = 1, . . . ,m+ 1. The p-value for the test
of H0 : Ym+1 = y is pi(y) =
1
m+1
∑m+1
i=1 I(Ri ≥ Rm+1). We compute pi(y) for y = 0 and y = 1,
so our 1− α conformal prediction set for x∗ is C(x∗) = {y ∈ {0, 1} : pi(y) ≥ α}.
Figure 5 displays the coverage and average conformal set size of the supervised naive method
at α = 0.1. The number of observations per group ranges from 5 to 500 in increments of 5.
In the (µ = 0, τ = 1) case, this method generally undercovers. Larger numbers of groups are
associated with greater coverage and larger conformal sets. In the (µ = 1, τ = 0.1) case, the
coverage rates typically vary between 0.895 and 0.905. There is no clear relationship between
coverage/size and number of groups or observations per group. The possible conformal set
sizes in the supervised case are 0, 1, and 2. The average sizes of conformal sets in the
(µ = 0, τ = 1) case are larger than the average sizes of conformal sets in the (µ = 1, τ = 0.1)
case.
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Figure 5: Coverage and average conformal set size of supervised naive method at α = 0.1.
Observations per group range from 5 to 500 in increments of 5. Loess smoothing used for
visualization.
Method 1: Subsampling. Figures 6 shows the coverage and average conformal set size of
the supervised subsampling method at α = 0.1 with N = 1. As before, N > 1 does worse;
see the plots in the appendix. Again, the number of observations per group ranges from
5 to 500 in increments of 5, and we stratify the results by number of groups. Similar to
the unsupervised case, we observe that coverage rates and conformal set sizes increase as N
increases. Especially for N ≥ 2, the (µ = 1, τ = 0.1) examples tend to have higher rates of
coverage and smaller average conformal set sizes than the (µ = 0, τ = 1) examples.
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Figure 6: Coverage and average conformal set size of the supervised subsampling method
at α = 0.1, N = 1. Observations per group range from 5 to 500 in increments of 5. Loess
smoothing used for visualization.
Method 2: Random Sets. Figures 7 and 8 display results for the supervised random
set method at α = 0.1 under the mean method (figure 7) and the KDE method (figure 8)
to constructing conformal sets. (As before, details of the two methods are in Appendix 1.)
As in the unsupervised case, the number of observations per group ranges from 5 to 500 in
increments of 15. However, in the KDE case, lack of convergence makes the method infeasible
when there are fewer than 50 observations per group. Figure 9 provides an alternative
approach that allows for fewer than 50 observations per group.
For the supervised random set method without KDE, when there are at least 50 observations
per group, the conformal prediction sets have size 2 in all simulations. Naturally, this results
15
in perfect (but uninformative) coverage. For fewer than 50 observations per group, the
coverage still always exceeds 0.85.
For the supervised random set method with KDE, we only have results when there are at
least 50 observations per group. In the (µ = 0, τ = 1) case, all conformal prediction sets
have size 2, so the coverage is perfect as well. In the (µ = 1, τ = 0.1) case, when the number
of observations per group is larger, the mean size of the conformal sets is smaller and the
coverage is lower. Still, the coverage always exceeds 0.97.
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Figure 7: Coverage and average conformal set size of the supervised random set method
with the mean method at α = 0.1. Observations per group range from 5 to 500 in
increments of 15. Loess smoothing used for visualization.
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Figure 8: Coverage and average conformal set size of the supervised random set method
with KDE at α = 0.1. Observations per group range from 50 to 500 in increments of 15.
Loess smoothing used for visualization.
Bayes Supervised Random Set Method with KDE.When estimating the single param-
eter for one-parameter logistic regression in the supervised methods, we sometimes observe
simulations where the Y = 0 and Y = 1 outcomes are perfectly separated at X = 0. In these
cases, the fitted logistic regression parameters θ̂j may be excessively large. The analysis can
require prohibitively long computation time. We can define the residual using any method
and we will still have valid prediction sets. In particular, we can take a Bayesian approach to
logistic regression, placing a prior distribution on the regression parameter. The bayesglm
function from the arm package in R implements Bayesian logistic regression. As recommended
by Gelman et al. (2008), we use a Student t prior distribution on the parameter. When we
fit the logistic regressions in this Bayesian framework, we are able to observe results when we
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have fewer than 50 observations per group. (We also use Bayesian logistic regression on all
other supervised methods. In terms of coverage and average conformal set size, the results of
the Bayesian approaches are nearly identical to their respective non-Bayesian approaches.)
Figure 9 displays the coverage and set size results of the Bayesian supervised random set
method with KDE at α = 0.1. For these simulations, the number of observations per group
ranges from 5 to 500 in increments of 15, and we stratify by number of groups. In the
(µ = 0, τ = 1) case, all simulations yield perfect coverage and conformal prediction sets of
size 2. In the (µ = 1, τ = 0.1) case, we observe perfect coverage and conformal sets of size 2
for most simulations with fewer than 50 observations per group. The results of simulations
with at least 50 observations per group are almost the same as the results from figure 8.
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Figure 9: Coverage and average conformal set size of Bayes supervised random set method
with KDE at α = 0.1. Observations per group range from 5 to 500 in increments of 15.
Loess smoothing used for visualization.
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5.3 Conclusions from the Simulations
The naive method can sometimes have coverage below the nominal level. In fact, the coverage
can be 0. The subsampling method has good coverage and is conservative when the number
of groups is small. Surprisingly, N = 1 works best. Increasing N leads to larger prediction
regions. The random set approach is very conservative and leads to large prediction sets.
Our recommendation is to use the subsampling approach.
6 Borrowing Strength
In this section we briefly address task 2: predicting a new observation on an existing subject
rather than on a future subject. Let (X, Y ) ∼ Pj denote a new observation from subject
j. The first approach (method 1) is to ignore the other groups and just apply standard
conformal prediction on group j. The second approach (method 2) is to use a residual based
on a shrinkage estimator. The validity of either method follows easily from the usual theory
described in Section 2. But we expect that using a shrinkage estimator will lead to smaller
prediction sets. We verify this in a simple, unsupervised setting. We use the sample mean
for the first approach and the James-Stein estimator for the second approach. The residual
is |Yi − µ̂| in each case.
Now we compare the results of shrinkage methods 1 and 2 under two data generation pro-
cesses:
Data set-up 1. We draw subject-specific means θ1, . . . , θk ∼ N(0, 1). Then for j = 1, . . . , k,
we generate {Yj,1, Yj,2, . . . , Yj,nj} ∼ N(θj, σ2 = 1).
Data set-up 2. We draw subject-specific means θ1, . . . , θk ∼ N(0, 1). Then for j = 1, . . . , k,
we generate {Yj,1, Yj,2, . . . , Yj,nj} ∼ N(θj, σ2 = 100).
Hence, both set-ups draw subject-specific means from the same distribution, but the variance
of observations within subjects is greater in the second set-up. Across all simulations, we
set nj = 10. We vary k from 5 to 1000 in increments of 5. At each choice of k, we perform
1000 simulations.
Figures 10 and 11 show the results of shrinkage methods 1 and 2 for predicting a new
observation from subject 1. The graphics on the left use the first data generation set-up; the
graphics on the right use the second data generation set-up.
• Figure 10 shows the empirical coverage of shrinkage methods 1 and 2 with the coverage
level fixed at 1 − α = 0.9. In both data set-ups, the coverage is typically above 0.9,
and there is no clear difference in performance between shrinkage methods 1 and 2.
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• Figure 11 plots the average size of conformal sets from shrinkage methods 1 and 2 in
both data set-ups. In data set-up 1, method 2 may yield slightly smaller conformal sets
than method 1 for large numbers of groups. In data set-up 2, method 2 consistently
produces smaller conformal sets than method 1. There does not appear to be a trend
in conformal set size as the number of groups increases.
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Figure 10: Coverage of shrinkage methods 1 and 2. 10 observations per group. Number of
groups ranges from 5 to 1000 in increments of 5. Coverage level of 1− α = 0.9. Loess
smoothing used for visualization.
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The simulations confirm that basing the conformal residuals on a shrinkage estimator can
lead to smaller predictive sets.
7 Conclusion
We have proposed and compared a few methods for constructing distribution-free prediction
sets for random effects models. We believe these are the first such methods. Surprisingly,
the most effective method seems to be the simplest one based on subsampling to create an
iid sample. Furthermore, there is no gain by combining subsamples. This may be because
we demand finite sample validity. A more relaxed approach that only requires approximate
validity might be able to combine subsamples more effectively.
The random set method takes advantage of parametric models but, in our simulations, tends
to be conservative. Further work is needed to see if we can sharpen this approach to get
smaller prediction sets. The construction used here that produces asymptotically correct
level sets from possible incorrect parametric models may be of independent interest.
The main focus of this paper has been on predicting a new observation on a new subject. We
briefly considered the simple problem of prediction for a future observation on an existing
subject. Space does not permit a thorough investigation of this problem here but we hope
to report more on this problem in a future paper.
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Appendix 1: Details of the Construction of the Prediction
Set
Unsupervised
Method 1: Subsampling. We construct N conformal sets C1, . . . , CN each at level 1− αN
based on one random draw from each group. Then we take C =
⋂N
i=1 Ci. To construct C1,
first we randomly select one Yj ∈ {Yj1, . . . , Yjnj} from each j = 1, . . . , k. For a proposed new
y, we wish to test H0 : Yk+1 = y at a 1 − αN confidence level. Letting Yk+1 = y, we create
an augmented data vector {Y1, . . . , Yk, Yk+1}. Let Y y = 1k+1
∑k+1
i=1 Yi. Then we compute
conformity scores Ri = |Yi − Y y|, i = 1, . . . , k + 1. Our p-value for the test of H0 : Yk+1 = y
is pi(y) = 1
k+1
∑k+1
i=1 I (Ri ≥ Rk+1). We invert the test to get a conformal interval defined by
C1 = {y : pi(y) ≥ αN }. We use a root solver to find the minimum and maximum values of y
such that pi(y)− α
N
≥ 0. Then P (Yk+1 ∈ C1) ≥ 1− αN . We repeat this N − 1 more times to
construct C2, . . . , CN . Then we construct C =
⋂N
i=1Ci.
Method 2: Random Set Method. We use a parametric working model of the form
p(y; θj) for each group j = 1, . . . , k. We fit θ̂j for each group, and we construct an asymptotic
level 1 − δ conformal set of the form Cj = {y : p(y; θ̂j) > tj}. Then we use the pairs
(θ̂1, t1), . . . , (θ̂k, tk) to construct a 1−  conformal set B for a future (θ̂, t). Let
C =
⋃
(θ̂,t)∈B
{y : p(y; θ̂) > t}.
Letting α = δ + ,
P (Y ∈ C) = 1− P (Y /∈ C) ≥ 1− (δ + ) + o(1) = 1− α + o(1).
We use split-conformal to construct these sets in the form Cj = {y : p(y; θ̂j) > tj}. For
each group j, we randomly assign half of the indices of the sample data to the set I1j, and
we assign the remaining indices of the sample to I2j. We use the data indexed by I1j to
estimate the model p(y; θ̂j), and we use the data indexed by I2j to select tj. We use I1j to
calculate the MLE θ̂j (sample mean) for θj. Then we determine tj from the formula
tj = min
i∈I2j
{
p(yi; θ̂j) :
∑
`∈I2j
I{p(y`; θ̂j) ≤ p(yi; θ̂j)} > (|I2j|+ 1)δ − 1
}
.
Throughout this section, p(y; θ̂) denotes the N(θ̂, 1) density evaluated at y.
At this point, we have a set of k pairs {(θ̂1, t1), . . . , (θ̂k, tk)}. We use these pairs to construct
a level 1−  conformal set B for a future (θ̂, t). To determine whether to include a potential
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(θ̂, t) pair in B, we perform the following procedure: Call the potential (θ̂, t) pair (θ̂k+1, tk+1)
and form an augmented sample {(θ̂1, t1), . . . , (θ̂k, tk), (θ̂k+1, tk+1)}. Let θ be the mean of
the θ̂ values in the augmented sample, s1 be the standard deviation of the θ̂ values in the
augmented sample, t be the mean of the t values in the augmented sample, and s2 be the
standard deviation of the t values in the augmented sample. We compute conformity scores
Ri =
|θ̂i − θ|
s1
+
|ti − t|
s2
, i = 1, . . . , k + 1.
The p-value for the new choice of (θ̂k+1, tk+1) is given by pi(θ̂k+1, tk+1) =
1
k+1
∑k+1
i=1 I(Ri ≥
Rk+1). Finally, B is defined as B = {(θ̂, t) : pi(θ̂, t) ≥ }.
Now we explain how to construct B computationally. Since the y values are drawn from
N(θ̂, 1) densities, the maximum possible value of p(y; θ̂) is slightly less than 0.399. Thus, we
search over t values ranging from 0.001 to 0.398, in increments of 0.001. For each value of t,
we use a root solver to find the minimum and maximum values of θ̂ satisfying pi(θ̂, t)−  ≥ 0.
Next we construct
C =
⋃
(θ̂,t)∈B
{y : p(y; θ̂) > t}.
For each t such that (θ̂, t) ∈ B, let θ̂min and θ̂max be the minimum and maximum values of
θ̂ for which (θ̂, t) ∈ B. Then we use a root solver to find the minimum value of y such that
p(y; θ̂min)− t > 0 and the maximum value of y such that p(y; θ̂max)− t > 0. This gives us an
interval of y values for each t. We take the union of these intervals to form C.
Random Set Method with KDE. We also use kernel density estimation as an alternate
method to construct the set B. We fit a two-dimensional kernel density estimate K on the
set {(θ̂1, t1), . . . , (θ̂k, tk)}. To select the bandwidth, the Hscv function in the ks R package
uses the multivariate smoothed cross-validation bandwidth proposed in Duong and Hazelton
(2005). Then we determine the level b such that 100(1− )% of the kernel density lies above
b. The set B is given by B = {(θ̂, t) : K(θ̂, t) ≥ b}.
Again, we construct
C =
⋃
(θ̂,t)∈B
{y : p(y; θ̂) > t}.
In R, we determine the ranges of θ̂ values such that (θ̂, t) ∈ B for some t. We search the θ̂
values in these ranges in increments of 0.01, and for each θ̂, we find the minimum value of
t such that (θ̂, t) ∈ B. Then for each of these (θ̂, t) pairs, we use a root-solver to find the
minimum and maximum y for which p(y; θ̂) > t. This gives us a collection of y intervals. C
is the union of these intervals.
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Supervised
Method 1: Subsampling. To construct C1(x
∗), we randomly select one (Xj, Yj) pair from
each group j = 1, . . . , k. Letting Xk+1 = x
∗, our augmented X sample is {X1, . . . , Xk, Xk+1}.
Then for each y ∈ {0, 1}, we test H0 : Yk+1 = y at a 1 − αN confidence level using the
following procedure: Choose y ∈ {0, 1}. Letting Yk+1 = y, our augmented Y sample is
{Y1, . . . , Yk, Yk+1}. Using the augmented X sample and each augmented Y sample as training
data, we fit a one-parameter logistic regression model of the form µ̂y(X) = P (Y = 1|X) =
exp(θX)
1+exp(θX)
. We compute conformity scores Ri = |µ̂y(Xi) − Yi|, i = 1, . . . , k + 1. Again, the
p-value for the test of H0 : Yk+1 = y is pi(y) =
1
k+1
∑k+1
i=1 I(Ri ≥ Rk+1). Since we compute
pi(y) for y = 0 and y = 1, ultimately C1(x
∗) = {y ∈ {0, 1} : pi(y) ≥ α
N
}. We repeat this
procedure N−1 more times to construct C2(x∗), . . . , CN(x∗). Then our final 1−α conformal
set is C(x∗) = ∩Ni=1Ci(x∗).
Method 2: Random Sets. The supervised random set method modifies the unsupervised
random set method to the case where the data consist of (X, Y ) pairs and we wish to predict
Y given X. We begin by assuming models of the form p(y|x; θj) for each group j = 1, . . . , k.
We use split conformal to fit θ̂j for each group and construct level 1− δ conformal prediction
sets of the form Cj(x) = {y : p(y|xj; θ̂j) > tj}. Then we use the pairs (θ̂1, t1), . . . , (θ̂k, tk) to
construct a 1−  conformal set B for a future (θ̂, t). Let
C(x) =
⋃
(θ̂,t)∈B
{y : p(y|x; θ̂) > t}.
Next, we use split conformal to construct 1−δ conformal prediction sets of the form Cj(x) =
{y : p(y|x; θ̂j) > tj} for j = 1, . . . , k. For each group j, we randomly assign the indices of half
of the sample data pairs to the set I1j, and we assign the remaining indices to I2j. We use
the data with indices I1j to estimate the model p(y|x; θ̂j), and we use the data with indices
I2j to select tj. We assume it is known that Yj` given Xj` can be modeled by a group-specific
one-parameter logistic regression model of the form P (Yj` = 1|Xj`; θj) = exp(θjXj`)1+exp(θjXj`) . Thus,
we use the data from I1j to get estimates θ̂j for those models. Then we determine tj from
the formula
tj = min
i∈I2j
{
p(yi|xi; θ̂j) :
∑
`∈I2j
I{p(y`|x`; θ̂j) ≤ p(yi|xi; θ̂j)} > (|I2j|+ 1)δ − 1
}
.
At this point, we have k pairs {(θ̂1, t1), . . . , (θ̂k, tk)}. We use these pairs to construct a level
1 −  conformal set B for a future (θ̂, t). We construct B = {(θ̂, t) : pi(θ̂, t) ≥ } using the
same procedures as the unsupervised random set method. Unlike the unsupervised random
set method, the values p(y|x; θ) are probability estimates from logistic regression models, so
we search over t values ranging from 0 to 1 in increments of 0.01.
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Appendix 2: Mathematical Details
Proof of Lemma 2. We begin by defining the following quantities:
F ∗(t) = P (pθ∗(Y ) ≤ t), Fn(t) =
1
n
n∑
i=1
I(pθ̂(Yi) ≤ t), F ∗n(t) =
1
n
n∑
i=1
I(pθ∗(Yi) ≤ t)
where Y ∼ P . Due to (A1), we may choose n → 0 so that P n(An) → 1 where An denotes
that event that ||θ̂ − θ∗|| ≤ n. Suppose for now that we are on the event An. For any t > 0
we have that∫
I(pθ̂(u) ≤ t)dP (u) =
∫
I(pθ̂(u) ≤ t, pθ∗(u) ≤ t)dP (u) +
∫
I(pθ̂(u) ≤ t, pθ∗(u) > t)dP (u)
≤
∫
I(pθ∗(u) ≤ t)dP (u) + aCn = F ∗(t) + aCn
where a = supy p(y) <∞ and we used (A2). Hence, since P (An)→ 1,∫
I(pθ̂(u) ≤ t)dP (u) ≤ F ∗(t) + oP (1)
uniformly t. By the DKW inequality, supt |F ∗(t) − F ∗n(t)| = oP (1). Next, note that on An,
||pθ̂ − pθ∗||∞ ≤ Ln and so
Fn(t) =
1
n
n∑
i=1
I(pθ̂(Yi) ≤ t) =
1
n
n∑
i=1
I(pθ̂(Yi) + pθ∗(Yi)− pθ∗(Yi) ≤ t)
≤ 1
n
n∑
i=1
I(pθ∗(Yi) ≤ t+ Ln)
= F ∗n(t+ Ln) ≤ F ∗(t+ L) + oP (1) ≤ F ∗(t) + oP (1) +O(n)
where the error terms are independent of t. By a similar argument, F ∗(t) ≤ Fn(t) + oP (1) +
O(n). Hence, supt |Fn(t) − F ∗(t)| = oP (1). By the definition of t̂, we have that Fn(t̂) ≤ β.
So ∫
M̂c
dP =
∫
I(pθ̂(u) ≤ t̂)dP (u) ≤ F ∗(t̂) + oP (1) ≤ Fn(t̂) + oP (1) = β + oP (1). 
Proof of Lemma 3. By definition,
∫
Mk+1
dPk+1 = 1− β + oP (1). So
Π(Yk+1 ∈Mk+1) =
∫
Π(Yk+1 ∈Mk+1|P = Pk+1)dΠ(Pk+1) =
∫
Pk+1(Yk+1 ∈Mk+1)dΠ(Pk+1)
=
∫ ∫
Mk+1
dPk+1dΠ(Pk+1) = 1− β + op(1).
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Then,
Π(Yk+1 /∈M) = Π(Yk+1 /∈M,Mk+1 ⊂M) + Π(Yk+1 /∈M,Mk+1 6⊂ M)
≤ Π(Yk+1 /∈Mk+1) + Π(Mk+1 6⊂ M) ≤ β + γ + oP (1) ≤ α + oP (1). 
In the unsupervised naive method and unsupervised subsampling method, we construct
conformal sets of the form C = {y : pi(y) ≥ α}. Theorem 4 proves that under these
paradigms, C is an interval. This justifies the use of a root solver for the upper and lower
bounds of y for which pi(y)− α ≥ 0.
Theorem 4 Suppose we have a data sample {Y1, . . . , Ym}, which we augment with Ym+1 = y.
Let Y y =
1
m+1
∑m+1
j=1 Yj, and define conformity scores Ri = |Yi − Y y|, i = 1, . . . ,m + 1. Let
pi(y) = 1
m+1
∑m+1
i=1 I(Ri ≥ Rm+1) = 1m+1
∑m+1
i=1 I(|Yi − Y y| ≥ |y − Y y|). Then there exists
a lower bound y` and an upper bound yu such that y < y` implies pi(y) < α, y` < y < yu
implies pi(y) ≥ α, and y > yu implies pi(y) < α.
Proof. Let c = 1
m
∑m
j=1 Yj. We will show that pi(y) is increasing on (−∞, c] and decreasing
on [c,∞).
Fix y1, y2 ∈ R such that y1 ≤ y2 ≤ c. Note that y ≤ c implies
y − Y y = y − 1
m+ 1
(
m∑
j=1
Yj + y
)
=
m
m+ 1
(y − c) ≤ 0.
So y1 ≤ Y y1 and y2 ≤ Y y2 . We will show that pi(y1) ≤ pi(y2). To accomplish this, we show
that for all i ∈ {1, . . . ,m}, I(|Yi − Y y1| ≥ |y1 − Y y1|) ≤ I(|Yi − Y y2| ≥ |y2 − Y y2|). Fix
i ∈ {1, . . . ,m}. If I(|Yi − Y y1 | ≥ |y1 − Y y1|) = 0, then we immediately see I(|Yi − Y y1| ≥
|y1 − Y y1|) ≤ I(|Yi − Y y2| ≥ |y2 − Y y2|). Now assume I(|Yi − Y y1 | ≥ |y1 − Y y1|) = 1. Then
|Yi − Y y2| = |Yi − Y y1 − (Y y2 − Y y1)|
≥ |Yi − Y y1 | − |Y y2 − Y y1|
= |Yi − Y y1| − Y y2 + Y y1
≥ |Y y1 − y1| − Y y2 + Y y1
= Y y1 − y1 − Y y2 + Y y1
= 2Y y1 − Y y2 − y1
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=
2
m+ 1
(
m∑
j=1
Yj + y1
)
− 1
m+ 1
(
m∑
j=1
Yj + y2
)
− y1
=
1
m+ 1
m∑
j=1
Yj − 1
m+ 1
y2 − m− 1
m+ 1
y1
≥ 1
m+ 1
m∑
j=1
Yj − 1
m+ 1
y2 − m− 1
m+ 1
y2
=
1
m+ 1
m∑
j=1
Yj +
1
m+ 1
y2 − m+ 1
m+ 1
y2
= Y y2 − y2
= |Y y2 − y2|.
So pi(y1) =
1
m+1
∑m+1
i=1 I(|Yi − Y y1| ≥ |y1 − Y y1|) ≤ 1m+1
∑m+1
i=1 I(|Yi − Y y2 | ≥ |y2 − Y y2 |) =
pi(y2). This means that pi(y) is increasing on (−∞, c].
Next, fix y3, y4 ∈ R such that c ≤ y3 ≤ y4. Note that this implies y3 ≥ Y y3 and y4 ≥ Y y4 .
We will show that pi(y3) ≥ pi(y4). Fix i ∈ {1, . . . ,m}. Assume I(|Yi−Y y4| ≥ |y4−Y y4|) = 1.
Then
|Yi − Y y3| = |Yi − Y y4 − (Y y3 − Y y4)|
≥ |Yi − Y y4| − |Y y3 − Y y4|
= |Yi − Y y4| − Y y4 + Y y3
≥ |y4 − Y y4| − Y y4 + Y y3
= y4 − Y y4 − Y y4 + Y y3
= −2Y y4 + Y y3 + y4
= − 2
m+ 1
(
m∑
j=1
Yj + y4
)
+
1
m+ 1
(
m∑
j=1
Yj + y3
)
+ y4
= − 1
m+ 1
m∑
j=1
Yj +
1
m+ 1
y3 +
m− 1
m+ 1
y4
≥ − 1
m+ 1
m∑
j=1
Yj +
1
m+ 1
y3 +
m− 1
m+ 1
y3
= − 1
m+ 1
m∑
j=1
Yj − 1
m+ 1
y3 +
m+ 1
m+ 1
y3
= −Y y3 + y3
= |y3 − Y y3|.
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So pi(y4) =
1
m+1
∑m+1
i=1 I(|Yi − Y y4| ≥ |y4 − Y y4|) ≤ 1m+1
∑m+1
i=1 I(|Yi − Y y3 | ≥ |y3 − Y y3 |) =
pi(y3). This means that pi(y) is decreasing on [c,∞).
If Ym+1 = y = c, then |y − Y y| = |c− 1m+1(cm+ c)| = 0. In that case,
pi(c) =
1
m+ 1
m+1∑
i=1
I(|Yi − Y y| ≥ |Ym+1 − Y y|) = 1
m+ 1
I(|Yi − Y y| ≥ 0) = 1.
That means that {q : pi(q) ≥ α} is non-empty for all 0 ≤ α ≤ 1. Let y` = inf{q : pi(q) ≥ α}
and let yu = sup{q : pi(q) ≥ α}. Then y` ≤ c ≤ yu. Since pi(y) is increasing on (−∞, c] and
decreasing on [c,∞), y < y` implies pi(y) < α, y` < y < yu implies pi(y) ≥ α, and y > yu
implies pi(y) < α. It is possible to have y` = −∞ or yu =∞. For instance, when α ≤ 1m+1 ,
pi(y) =
1
m+ 1
+
1
m+ 1
m∑
i=1
I(|Yi − Y y| ≥ |Ym+1 − Y y|) ≥ 1
m+ 1
≥ α
for all y ∈ R. Then {q : pi(q) ≥ α} = R, so y` = −∞ and yu =∞. 
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Appendix 3: Subsampling Method With N > 1.
The figures in this appendix show the results for the subsampling method with N > 1.
The unsupervised simulations use the parameters given at the beginning of section 5.1. The
supervised simulations use the parameters given at the beginning of section 5.2.
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Figure 12: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 2. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
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Figure 13: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 4. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
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Figure 14: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 6. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
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Figure 15: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 8. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
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Figure 16: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 10. Observations per group range from 5 to 500 in increments of
5. Loess smoothing used for visualization.
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Figure 17: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 2. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
34
50
100
250
500
1000
0.90
0.92
0.94
0.96
0 100 200 300 400 500
Observations per Group
Pr
op
or
tio
n 
of
 S
uc
ce
ss
es
Coverage of Supervised Subsampling Method
(N = 4, α = 0.1, µ = 0, τ = 1)
50
100
250
500
1000
1.880
1.885
1.890
1.895
1.900
0 100 200 300 400 500
Observations per Group
M
ea
n 
Si
ze
 o
f C
on
fo
rm
a
l S
et
s
Set Size of Supervised Subsampling Method
(N = 4, α = 0.1, µ = 0, τ = 1)
50
100
250
5001000
0.90
0.92
0.94
0.96
0 100 200 300 400 500
Observations per Group
Pr
op
or
tio
n 
of
 S
uc
ce
ss
es
Coverage of Supervised Subsampling Method
(N = 4, α = 0.1, µ = 1, τ = 0.1)
50
100
250
500
1000
1.77
1.78
1.79
1.80
1.81
0 100 200 300 400 500
Observations per Group
M
ea
n 
Si
ze
 o
f C
on
fo
rm
a
l S
et
s
Set Size of Supervised Subsampling Method
(N = 4, α = 0.1, µ = 1, τ = 0.1)
Number
of Groups
50
100
250
500
1000
Figure 18: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 4. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
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Figure 19: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 6. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
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Figure 20: Coverage and average conformal set size of the unsupervised subsampling
method at α = 0.1, N = 8. Observations per group range from 5 to 500 in increments of 5.
Loess smoothing used for visualization.
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Figure 21: Coverage and average conformal set size of the supervised subsampling method
at α = 0.1, N = 10. Observations per group range from 5 to 500 in increments of 5. Loess
smoothing used for visualization.
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Appendix 4: Further Simulations
In this section we study the case where each nj is large. Specifically we take nj = 500.
Again, these simulations use the parameters given in section 5.
Unsupervised
Naive Method. The coverage values in Tables 1-3 report the proportion of successes from
1000 trials of constructing C under the naive method, generating a new y∗, and testing
whether y∗ ∈ C. Table 1 uses α = 0.1, Table 2 uses α = 0.05, and Table 3 uses α = 0.025.
In each case, we try values of k = 5, 10, 15, 20, 25, 50, 100, 250, 500, 1000. The coverage rates
tend to increase as k increases. For choices of k ≤ 50, the unsupervised naive method is
typically below 1− α.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage: 0.849 0.876 0.882 0.885 0.887 0.882 0.906 0.897 0.898 0.909
Table 1: Unsupervised naive method. Experimental coverage of C at α = 0.10
across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage: 0.915 0.932 0.940 0.959 0.937 0.948 0.964 0.957 0.960 0.964
Table 2: Unsupervised naive method. Experimental coverage of C at α = 0.05
across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage: 0.947 0.956 0.959 0.970 0.970 0.969 0.972 0.975 0.969 0.960
Table 3: Unsupervised naive method. Experimental coverage of C at α = 0.025
across varying choices of k.
Method 1: Subsampling. The coverage values reported in Tables 4-6 are the proportion
of successes from 1000 trials of constructing C under the unsupervised subsampling method,
generating y∗, and testing whether y∗ ∈ C for given choices of k, α, and N .
As a note, from the definition of pi(y), it will always be true that pi(y) ≥ 1
k+1
. Recall that
we construct each conformal interval as {y : pi(y) ≥ α
N
}. For this reason, if k, α, and N are
chosen such that 1
k+1
≥ α
N
, then pi(y) ≥ 1
k+1
≥ α
N
for all y. That means C = R and the
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coverage is guaranteed to be 1. In Tables 4-6, the results of choices of k, α, and N with
guaranteed full coverage are denoted 1*.
Table 4 shows the coverage rates from simulations using α = 0.1 only, k = 25, 50, 100, 250, 500,
1000, and N = 1, 2, 4, 6, 8, 10. Table 5 shows the coverage rates using α = 0.05 across the
same values of k and N . Table 6 shows the coverage rates using α = 0.025 across the same
values of k and N .
N
k
5 10 15 20 25 50 100 250 500 1000
1 1* 0.904 0.946 0.905 0.919 0.921 0.900 0.901 0.889 0.900
2 1* 1* 1* 0.928 0.950 0.940 0.939 0.960 0.952 0.943
4 1* 1* 1* 1* 1* 0.959 0.967 0.970 0.969 0.969
6 1* 1* 1* 1* 1* 1* 0.977 0.976 0.976 0.981
8 1* 1* 1* 1* 1* 1* 0.975 0.978 0.978 0.982
10 1* 1* 1* 1* 1* 1* 0.962 0.982 0.985 0.988
Table 4: Unsupervised subsampling method. Experimental coverage of C at α = 0.1
across varying choices of k and N .
N
k
5 10 15 20 25 50 100 250 500 1000
1 1* 1* 1* 0.967 0.951 0.969 0.955 0.961 0.949 0.951
2 1* 1* 1* 1* 1* 0.980 0.969 0.976 0.976 0.970
4 1* 1* 1* 1* 1* 1* 0.983 0.980 0.983 0.987
6 1* 1* 1* 1* 1* 1* 1* 0.986 0.994 0.992
8 1* 1* 1* 1* 1* 1* 1* 0.992 0.984 0.992
10 1* 1* 1* 1* 1* 1* 1* 0.988 0.991 0.990
Table 5: Unsupervised subsampling method. Experimental coverage of C at α = 0.05
across varying choices of k and N .
N
k
5 10 15 20 25 50 100 250 500 1000
1 1* 1* 1* 1* 1* 0.981 0.975 0.976 0.975 0.979
2 1* 1* 1* 1* 1* 1* 0.988 0.983 0.991 0.972
4 1* 1* 1* 1* 1* 1* 1* 0.990 0.992 0.987
6 1* 1* 1* 1* 1* 1* 1* 0.990 0.994 0.993
8 1* 1* 1* 1* 1* 1* 1* 1* 0.997 0.992
10 1* 1* 1* 1* 1* 1* 1* 1* 0.994 0.996
Table 6: Unsupervised subsampling method. Experimental coverage of C at α = 0.025
across varying choices of k and N .
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The coverage rates of C from Tables 4-6 seem to be close to the 1 − α
N
coverage rates of
the individual conformal intervals C1, . . . , CN . (For instance, compare Table 4 to the first
3 columns of Table 7, compare Table 5 to the middle 3 columns of Table 7, and compare
Table 6 to the final 3 columns of Table 7.)
α N 1− α
N
α N 1− α
N
α N 1− α
N
0.1 1 0.900 0.05 1 0.950 0.025 1 0.975
0.1 2 0.950 0.05 2 0.975 0.025 2 0.988
0.1 4 0.975 0.05 4 0.988 0.025 4 0.994
0.1 6 0.983 0.05 6 0.992 0.025 6 0.996
0.1 8 0.988 0.05 8 0.994 0.025 8 0.997
0.1 10 0.990 0.05 10 0.995 0.025 10 0.998
Table 7: Values of 1− α
N
.
Method 2: Random Sets. Tables 8 - 10 report the proportion of successes from 1000
trials of constructing C under the unsupervised random set method (with the mean method),
generating y∗, and testing whether y∗ ∈ C. As a note, from the definition of pi(θ̂, t), it will
always be true that pi(θ̂, t) ≥ 1
k+1
. If 1
k+1
≥ , then for any (θ̂, t), we observe pi(θ̂, t) ≥ 1
k+1
≥ .
That guarantees that C will have full coverage, since for any value of y, we can find some θ̂
and t such that p(y; θ̂) > t. This means C = R and the coverage is guaranteed to be 1. In
Tables 8 - 10, the results of simulations with guaranteed full coverage are denoted 1*.
We perform this procedure across varying choices of k and α (where α = δ + ). Table
8 shows the coverage rates using α = 0.10 and k = 5, 10, 15, 20, 25, 50, 100, 250, 500, 1000.
Table 9 shows the coverage rates using α = 0.05 and the same k choices. Table 10 shows
the coverage rates using α = 0.025 and the same k choices. The coverage is perfect across
all specifications of k and α in these tables. (As an aside, earlier simulations gave slightly
lower coverage rates when using τ = 10 instead of τ = 1 as the standard deviation of the θ
distribution. We use τ = 1 for consistency here, but this suggests the coverage may depend
on how “close” the distributions of the k groups are to each other.)
k 5 10 15 20 25 50 100 250 500 1000
Coverage 1* 1* 1* 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 8: Unsupervised random set method with mean method. Experimental coverage of C
at α = 0.10 (δ = 0.05,  = 0.05) across varying choices of k.
41
k 5 10 15 20 25 50 100 250 500 1000
Coverage 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000 1.000
Table 9: Unsupervised random set method with mean method. Experimental coverage of C
at α = 0.05 (δ = 0.025,  = 0.025) across varying choices of k.
k 5 10 15 20 25 50 100 250 500 1000
Coverage 1* 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000
Table 10: Unsupervised random set method with mean method. Experimental coverage of
C at α = 0.025 (δ = 0.0125,  = 0.0125) across varying choices of k.
Tables 11 - 13 report the proportion of successes from 1000 trials of constructing C, gen-
erating y∗, and testing whether y∗ ∈ C under the unsupervised random set method with
KDE. In contrast to the random set method without KDE, we do not always observe perfect
coverage. However, the coverage is always closer to 1 than to 1− α.
k 5 10 15 20 25 50 100 250 500 1000
Coverage 1* 1* 1* 0.992 0.993 0.998 0.995 0.996 0.998 1.000
Table 11: Unsupervised random set method with KDE. Experimental coverage of C at
α = 0.10 (δ = 0.05,  = 0.05) across varying choices of k.
k 5 10 15 20 25 50 100 250 500 1000
Coverage 1* 1* 1* 1* 1* 1.000 0.999 1.000 1.000 1.000
Table 12: Unsupervised random set method with KDE. Experimental coverage of C at
α = 0.05 (δ = 0.025,  = 0.025) across varying choices of k.
k 5 10 15 20 25 50 100 250 500 1000
Coverage 1* 1* 1* 1* 1* 1* 1.000 0.999 1.000 1.000
Table 13: Unsupervised random set method with KDE. Experimental coverage of C at
α = 0.025 (δ = 0.0125,  = 0.0125) across varying choices of k.
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Size of Unsupervised Conformal Intervals.
Figures 22-24 display boxplots of the size of unsupervised conformal intervals. The boxplots
are colored by method, and missing boxplots indicate parameterizations with guaranteed full
coverage.
Consistently, the naive method has the smallest conformal intervals (but they also have poor
coverage), and the random set method has the largest conformal intervals (while having 100%
accuracy in all simulations). For the subsampling method, the size of conformal intervals
increases as N increases. For large k, the median conformal interval length of the naive
method and the subsampling method at N = 1 are similar.
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Figure 22: Size of unsupervised conformal intervals. α = 0.1.
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Figure 23: Size of unsupervised conformal intervals. α = 0.05.
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Supervised Case
Naive Method. To further evaluate the performance of the supervised naive method,
we repeat 1000 times the procedure of simulating (X, Y ) pairs, drawing a new (x∗, y∗),
constructing C(x∗), and testing whether y∗ ∈ C(x∗). Tables 14-16 show the results of
simulations using µ = 0 and τ = 1 to simulate θ1, . . . , θk ∼ N(µ, τ 2). Table 14 shows the
coverage rates using the parameters α = 0.1 and k = 5, 10, 15, 20, 25, 50, 100, 250, 500, 1000.
Table 15 shows the coverage rates using α = 0.05 across the same values of k. Table 16 shows
the coverage rates using α = 0.025 across the same values of k. The “Correct y” coverage is
the proportion of 1000 trials for which C(x∗) contains the true simulated y∗. The “Incorrect
y” coverage is the proportion of 1000 trials for which C(x∗) contains {0, 1} \ y∗.
The “Correct y” coverage is close to 1−α, especially for k ≥ 50. However, the “Incorrect y”
coverage is also close to 1− α, meaning that the prediction intervals are not distinguishing
well between the correct and incorrect y. This is not surprising, since the group-specific θ
parameters were drawn from a N(µ = 0, τ 2 = 12) distribution.
k : 5 10 15 20 25 50 100 250 500 1000
Correct y 0.867 0.897 0.890 0.877 0.883 0.888 0.910 0.900 0.888 0.899
Incorrect y 0.863 0.874 0.891 0.889 0.891 0.894 0.893 0.896 0.902 0.901
Table 14: Supervised naive method. µ = 0, τ = 1. Experimental coverage of C
at α = 0.10 across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Correct y 0.938 0.956 0.922 0.958 0.947 0.941 0.948 0.958 0.947 0.955
Incorrect y 0.944 0.941 0.955 0.945 0.943 0.945 0.937 0.942 0.949 0.940
Table 15: Supervised naive method. µ = 0, τ = 1. Experimental coverage of C
at α = 0.05 across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Correct y 0.966 0.967 0.973 0.978 0.957 0.976 0.973 0.972 0.980 0.983
Incorrect y 0.963 0.962 0.964 0.973 0.969 0.973 0.976 0.977 0.967 0.974
Table 16: Supervised naive method. µ = 0, τ = 1. Experimental coverage of C
at α = 0.025 across varying choices of k.
Tables 17-19 repeat the experiments from Tables 14-16, using µ = 1 and τ = 0.1 to
simulate θ values. Table 17 shows the coverage rates using the parameters α = 0.1 and
k = 5, 10, 15, 20, 25, 50, 100, 250, 500, 1000. Table 18 shows the coverage rates using α = 0.05
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across the same values of k. Table 19 shows the coverage rates using α = 0.025 across the
same values of k. The correct y coverage rates are close to 1 − α, similar to Tables 14-16.
The incorrect y coverage rates are clearly lower, but they still exceed 0.6 in each simulation.
k : 5 10 15 20 25 50 100 250 500 1000
Correct y 0.895 0.904 0.885 0.903 0.894 0.893 0.877 0.902 0.909 0.910
Incorrect y 0.644 0.650 0.657 0.668 0.635 0.626 0.651 0.647 0.659 0.625
Table 17: Supervised naive method. µ = 1, τ = 0.1. Experimental coverage of C
at α = 0.10 across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Correct y 0.958 0.950 0.947 0.956 0.948 0.945 0.958 0.945 0.954 0.955
Incorrect y 0.761 0.755 0.775 0.771 0.778 0.765 0.772 0.781 0.770 0.792
Table 18: Supervised naive method. µ = 1, τ = 0.1. Experimental coverage of C
at α = 0.05 across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Correct y 0.970 0.981 0.974 0.978 0.987 0.971 0.962 0.984 0.976 0.972
Incorrect y 0.882 0.857 0.876 0.845 0.833 0.865 0.886 0.842 0.842 0.862
Table 19: Supervised naive method. µ = 1, τ = 0.1. Experimental coverage of C
at α = 0.025 across varying choices of k.
Method 1: Subsampling. The supervised subsampling method modifies unsupervised
subsampling method to the case where the data consist of (X, Y ) pairs and we wish to
predict y∗ given x∗. We construct N conformal sets C1(x∗), . . . , CN(x∗) at level 1− αN , where
each set is a subset of {0, 1}. Then our 1− α conformal interval is C(x∗) = ∩Ni=1Ci(x∗).
To evaluate the performance of the supervised subsampling method, we repeat the entire
simulation procedure 1000 times. Our simulation results give the proportion of times the
conformal interval C(x∗) captures the true value y∗, as well as the proportion of times the
conformal interval captures {0, 1} \ y∗.
As in the unsupervised subsampling method, it is always true that pi(y) ≥ 1
k+1
. Thus, for
values of α, k, and N such that 1
k+1
≥ α
N
, for each choice of y ∈ {0, 1}, it will hold that
pi(y) ≥ 1
k+1
≥ α
N
. In these cases, the coverage is guaranteed to be 1. In Tables 20 - 25, the
results of choices of k, α, and N with guaranteed full coverage are denoted 1∗.
Tables 20 - 22 show the results of simulations using µ = 0 and τ = 1 to simulate θ1, . . . , θk ∼
N(µ, τ 2). Table 20 shows the coverage rates using the parameters α = 0.1, k = 25, 50, 100, 250,
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500, 1000, and N = 1, 2, 4, 6, 8, 10. Table 21 shows the coverage rates using α = 0.05 across
the same values of k and N . Table 22 shows the coverage rates using α = 0.025 across
the same values of k and N . For each N and k combination, the “Correct y” coverage is
the proportion of 1000 trials where the conformal interval for a new x∗ contains the true
simulated y∗. The “Incorrect y” coverage is the proportion of trials where the conformal
interval contains {0, 1} \ y∗.
In Tables 20 - 22, we observe coverage rates that typically meet or exceed 1− α. However,
the choice of µ = 0 and τ = 1 for simulating θ means there is not a unified signal on the
relationship between X and Y across different groups. As a result, the conformal intervals
cover the correct y at similar rates as they cover the incorrect y. For a given α level,
the coverage increases as N increases. We had observed this trend in the unsupervised
subsampling method as well, but the coverage does not increase as quickly with N in the
supervised subsampling method. For the values of k that we try, the choice of k does not
have a clear effect on the coverage.
k : 5 10 15 20 25 50 100 250 500 1000
N Coverage
1 Correct y 1* 0.927 0.935 0.914 0.920 0.898 0.890 0.905 0.909 0.892
1 Incorrect y 1* 0.895 0.933 0.897 0.923 0.906 0.897 0.891 0.895 0.906
2 Correct y 1* 1* 1* 0.904 0.931 0.947 0.912 0.920 0.936 0.921
2 Incorrect y 1* 1* 1* 0.920 0.935 0.936 0.920 0.927 0.930 0.922
4 Correct y 1* 1* 1* 1* 1* 0.945 0.940 0.939 0.938 0.953
4 Incorrect y 1* 1* 1* 1* 1* 0.951 0.942 0.944 0.932 0.948
6 Correct y 1* 1* 1* 1* 1* 1* 0.967 0.960 0.947 0.971
6 Incorrect y 1* 1* 1* 1* 1* 1* 0.966 0.956 0.952 0.967
8 Correct y 1* 1* 1* 1* 1* 1* 0.948 0.964 0.966 0.976
8 Incorrect y 1* 1* 1* 1* 1* 1* 0.958 0.962 0.967 0.976
10 Correct y 1* 1* 1* 1* 1* 1* 0.951 0.967 0.966 0.971
10 Incorrect y 1* 1* 1* 1* 1* 1* 0.955 0.969 0.965 0.972
Table 20: Supervised subsampling method. µ = 0, τ = 1. Experimental coverage of C at
α = 0.1 across varying choices of k and N .
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k : 5 10 15 20 25 50 100 250 500 1000
N Coverage
1 Correct y 1* 1* 1* 0.953 0.964 0.972 0.942 0.955 0.942 0.951
1 Incorrect y 1* 1* 1* 0.952 0.966 0.969 0.941 0.948 0.953 0.954
2 Correct y 1* 1* 1* 1* 1* 0.980 0.966 0.968 0.968 0.959
2 Incorrect y 1* 1* 1* 1* 1* 0.960 0.960 0.960 0.972 0.952
4 Correct y 1* 1* 1* 1* 1* 1* 0.974 0.964 0.970 0.982
4 Incorrect y 1* 1* 1* 1* 1* 1* 0.976 0.967 0.973 0.980
6 Correct y 1* 1* 1* 1* 1* 1* 1* 0.970 0.975 0.974
6 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.974 0.977 0.974
8 Correct y 1* 1* 1* 1* 1* 1* 1* 0.976 0.978 0.980
8 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.980 0.979 0.981
10 Correct y 1* 1* 1* 1* 1* 1* 1* 0.971 0.988 0.985
10 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.971 0.984 0.988
Table 21: Supervised subsampling method. µ = 0, τ = 1. Experimental coverage of C at
α = 0.05 across varying choices of k and N .
k : 5 10 15 20 25 50 100 250 500 1000
N Coverage
1 Correct y 1* 1* 1* 1* 1* 0.981 0.980 0.974 0.967 0.971
1 Incorrect y 1* 1* 1* 1* 1* 0.982 0.981 0.983 0.978 0.974
2 Correct y 1* 1* 1* 1* 1* 1* 0.986 0.984 0.986 0.976
2 Incorrect y 1* 1* 1* 1* 1* 1* 0.990 0.985 0.985 0.984
4 Correct y 1* 1* 1* 1* 1* 1* 1* 0.985 0.985 0.990
4 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.985 0.988 0.993
6 Correct y 1* 1* 1* 1* 1* 1* 1* 0.988 0.986 0.990
6 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.986 0.984 0.990
8 Correct y 1* 1* 1* 1* 1* 1* 1* 1* 0.989 0.992
8 Incorrect y 1* 1* 1* 1* 1* 1* 1* 1* 0.986 0.993
10 Correct y 1* 1* 1* 1* 1* 1* 1* 1* 0.995 0.992
10 Incorrect y 1* 1* 1* 1* 1* 1* 1* 1* 0.994 0.993
Table 22: Supervised subsampling method. µ = 0, τ = 1. Experimental coverage of C at
α = 0.025 across varying choices of k and N .
Tables 23 - 25 repeat the experiments from Tables 20 - 22, except the new simulations use
µ = 1 and τ = 0.1 to simulate θ1, . . . , θk ∼ N(µ, τ 2). Table 23 shows the coverage rates
using the parameters α = 0.1, k = 25, 50, 100, 250, 500, 1000, and N = 1, 2, 4, 6, 8, 10. Table
24 shows the coverage rates using α = 0.05 across the same values of k and N . Table 25
shows the coverage rates using α = 0.025 across the same values of k and N .
50
By using µ = 1 and τ = 0.1 to parameterize the distribution of θ, the relationship between
X and Y is rather consistent across the k groups. Compared to Tables 20 - 22, Tables 23 -
25 show slightly higher coverage rates of the correct y. For each choice of k, α, and N , these
conformal intervals capture the correct y at higher rates than they capture the incorrect y.
However, they still capture the incorrect y at rates over 0.6 in all specifications that we try.
Again, coverage increases as N increases, but there is no clear relationship between k and
the coverage.
k : 5 10 15 20 25 50 100 250 500 1000
N Coverage
1 Correct y 1* 0.908 0.943 0.910 0.914 0.892 0.903 0.907 0.911 0.915
1 Incorrect y 1* 0.717 0.756 0.677 0.706 0.689 0.646 0.662 0.615 0.657
2 Correct y 1* 1* 1* 0.918 0.946 0.957 0.947 0.936 0.943 0.941
2 Incorrect y 1* 1* 1* 0.738 0.782 0.774 0.741 0.763 0.764 0.746
4 Correct y 1* 1* 1* 1* 1* 0.960 0.970 0.973 0.965 0.971
4 Incorrect y 1* 1* 1* 1* 1* 0.809 0.837 0.822 0.818 0.848
6 Correct y 1* 1* 1* 1* 1* 1* 0.968 0.970 0.979 0.969
6 Incorrect y 1* 1* 1* 1* 1* 1* 0.850 0.837 0.853 0.869
8 Correct y 1* 1* 1* 1* 1* 1* 0.961 0.972 0.983 0.977
8 Incorrect y 1* 1* 1* 1* 1* 1* 0.859 0.870 0.872 0.900
10 Correct y 1* 1* 1* 1* 1* 1* 0.960 0.975 0.976 0.987
10 Incorrect y 1* 1* 1* 1* 1* 1* 0.862 0.877 0.873 0.890
Table 23: Supervised subsampling method. µ = 1, τ = 0.1. Experimental coverage of C at
α = 0.1 across varying choices of k and N .
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k : 5 10 15 20 25 50 100 250 500 1000
N Coverage
1 Correct y 1* 1* 1* 0.952 0.960 0.954 0.946 0.946 0.935 0.951
1 Incorrect y 1* 1* 1* 0.819 0.815 0.834 0.797 0.774 0.776 0.793
2 Correct y 1* 1* 1* 1* 1* 0.973 0.976 0.969 0.969 0.964
2 Incorrect y 1* 1* 1* 1* 1* 0.832 0.847 0.856 0.831 0.841
4 Correct y 1* 1* 1* 1* 1* 1* 0.973 0.983 0.979 0.976
4 Incorrect y 1* 1* 1* 1* 1* 1* 0.881 0.867 0.884 0.880
6 Correct y 1* 1* 1* 1* 1* 1* 1* 0.990 0.987 0.990
6 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.899 0.903 0.926
8 Correct y 1* 1* 1* 1* 1* 1* 1* 0.982 0.988 0.990
8 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.928 0.932 0.928
10 Correct y 1* 1* 1* 1* 1* 1* 1* 0.994 0.992 0.988
10 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.909 0.920 0.917
Table 24: Supervised subsampling method. µ = 1, τ = 0.1. Experimental coverage of C at
α = 0.05 across varying choices of k and N .
k : 5 10 15 20 25 50 100 250 500 1000
N Coverage
1 Correct y 1* 1* 1* 1* 1* 0.975 0.982 0.975 0.971 0.978
1 Incorrect y 1* 1* 1* 1* 1* 0.913 0.881 0.859 0.868 0.826
2 Correct y 1* 1* 1* 1* 1* 1* 0.985 0.981 0.985 0.982
2 Incorrect y 1* 1* 1* 1* 1* 1* 0.907 0.893 0.908 0.888
4 Correct y 1* 1* 1* 1* 1* 1* 1* 0.994 0.993 0.994
4 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.939 0.934 0.930
6 Correct y 1* 1* 1* 1* 1* 1* 1* 0.992 0.997 0.991
6 Incorrect y 1* 1* 1* 1* 1* 1* 1* 0.914 0.947 0.941
8 Correct y 1* 1* 1* 1* 1* 1* 1* 1* 0.992 0.993
8 Incorrect y 1* 1* 1* 1* 1* 1* 1* 1* 0.958 0.953
10 Correct y 1* 1* 1* 1* 1* 1* 1* 1* 0.991 0.994
10 Incorrect y 1* 1* 1* 1* 1* 1* 1* 1* 0.950 0.964
Table 25: Supervised subsampling method. µ = 1, τ = 0.1. Experimental coverage of C at
α = 0.025 across varying choices of k and N .
Method 2: Random Sets. To evaluate the performance of the supervised random set
method under the mean method, we repeat 1000 times the procedure of simulating (X, Y )
pairs from k groups, drawing a new (x∗, y∗), constructing C(x∗), and testing whether y∗ ∈
C(x∗). Tables 26-28 show the correct y and incorrect y coverage rates from simulations using
µ = 0 and τ = 1 to simulate θ values. Table 26 shows the coverage rates using α = 0.1 and
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k = 5, 10, 15, 20, 25, 50, 100, 250, 500, 1000. Table 27 shows the coverage rates using α = 0.05
across the same values of k. Table 28 shows the coverage rates using α = 0.025 across the
same values of k. In each of these simulations, we see that the correct y and incorrect y
coverage rates are both 1. This means that each 1 − α conformal prediction set is {0, 1},
which is not informative.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 26: Supervised random set method with mean method. µ = 0, τ = 1. Experimental
coverage of C at α = 0.10 (δ = 0.05,  = 0.05) across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000 1.000
Table 27: Supervised random set method with mean method. µ = 0, τ = 1. Experimental
coverage of C at α = 0.05 (δ = 0.025,  = 0.025) across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000
Table 28: Supervised random set method with mean method. µ = 0, τ = 1. Experimental
coverage of C at α = 0.025 (δ = 0.0125,  = 0.0125) across varying choices of k.
Tables 29-31 show the correct y and incorrect y coverage rates from simulations using µ = 1
and τ = 0.1 to simulate θ values. Compared to the above simulations, this is a case where
there is a more consistent relationship between X and Y across groups. Table 29 shows the
coverage rates using α = 0.1 and k = 5, 10, 15, 20, 25, 50, 100, 250, 500, 1000. Table 30 shows
the coverage rates using α = 0.05 across the same values of k. Table 31 shows the coverage
rates using α = 0.025 across the same values of k. Again, in each of these simulations, the
correct y coverage is 1. The incorrect y coverage is also 1 in most simulations.
53
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 0.998 0.999 1.000 0.999 0.999 1.000 1.000
Table 29: Supervised random set method with mean method. µ = 1, τ = 0.1. Experimental
coverage of C at α = 0.10 (δ = 0.05,  = 0.05) across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000 1.000
Table 30: Supervised random set method with mean method. µ = 1, τ = 0.1. Experimental
coverage of C at α = 0.05 (δ = 0.025,  = 0.025) across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000
Table 31: Supervised random set method with mean method. µ = 1, τ = 0.1. Experimental
coverage of C at α = 0.025 (δ = 0.0125,  = 0.0125) across varying choices of k.
Method 2.2: Random Sets with KDE. We also use kernel density estimation to con-
struct B, in the same manner as we construct B for the unsupervised random set method
with KDE. To evaluate the performance of the supervised random set method with KDE,
we repeat 1000 times the procedure of simulating (X, Y ) pairs from k groups, drawing a
new (x∗, y∗), constructing C(x∗), and testing whether y∗ ∈ C(x∗). Tables 32-34 show the
correct y and incorrect y coverage rates from simulations using µ = 0 and τ = 1 to simulate
θ values. Again, we observe full coverage in each of these simulations.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 32: Supervised random set method with KDE. µ = 0, τ = 1. Experimental coverage
of C at α = 0.10 (δ = 0.05,  = 0.05) across varying choices of k.
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k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000 1.000
Table 33: Supervised random set method with KDE. µ = 0, τ = 1. Experimental coverage
of C at α = 0.05 (δ = 0.025,  = 0.025) across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000
Incorrect y 1* 1* 1* 1* 1* 1* 1.000 1.000 1.000 1.000
Table 34: Supervised random set method with KDE. µ = 0, τ = 1. Experimental coverage
of C at α = 0.025 (δ = 0.0125,  = 0.0125) across varying choices of k.
Tables 35-37 show the correct y and incorrect y coverage rates from simulations using µ = 1
and τ = 0.1 to simulate θ values. Unlike the non-KDE approach to the supervised random
set method, the correct y coverage is consistently higher than the incorrect y coverage for
this parameterization. However, the correct coverage rates still always exceed 1− α.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 0.976 0.985 0.976 0.979 0.986 0.984 0.979
Incorrect y 1* 1* 1* 0.864 0.871 0.881 0.895 0.873 0.878 0.882
Table 35: Supervised random set method with KDE. µ = 1, τ = 0.1. Experimental coverage
of C at α = 0.10 (δ = 0.05,  = 0.05) across varying choices of k.
k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 0.997 0.995 0.991 0.996 0.999
Incorrect y 1* 1* 1* 1* 1* 0.936 0.951 0.947 0.951 0.947
Table 36: Supervised random set method with KDE. µ = 1, τ = 0.1. Experimental coverage
of C at α = 0.05 (δ = 0.025,  = 0.025) across varying choices of k.
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k : 5 10 15 20 25 50 100 250 500 1000
Coverage
Correct y 1* 1* 1* 1* 1* 1* 1.000 0.998 0.999 0.998
Incorrect y 1* 1* 1* 1* 1* 1* 0.982 0.981 0.983 0.988
Table 37: Supervised random set method with KDE. µ = 1, τ = 0.1. Experimental coverage
of C at α = 0.025 (δ = 0.0125,  = 0.0125) across varying choices of k.
Size of Supervised Conformal Sets. Figures 25 - 30 show barplots of conformal set sizes
across methods and number of categories. Each method has a separate color. The darkest
shade - displayed in the legend - corresponds to conformal sets of size 2 ({0, 1}). The medium
shade corresponds to sets of size 1 ({0} or {1}), and the lightest shade corresponds to sets
of size 0 (∅). Missing bars correspond to parameter choices that guarantee full coverage.
Figures 25 - 27 show the results under the parameters θ1, . . . , θk ∼ N(µ = 0, τ 2 = 1). Again,
this is a case where there is not much of an overarching signal in the relationship between
X and Y across all categories. Thus, as expected, these methods do not distinguish well
between the proper and improper classifications for new observations. Across all methods,
the most common conformal set size out of 1000 simulations is 2. Out of all methods, the
naive method and the subsampling method with N = 1 have the smallest number of size
2 conformal sets. As N increases for the subsampling method, the size of conformal sets
increases. The random set method (with and without KDE) always has sets of size 2 in the
simulations with these parameters. As α decreases, the average size of the conformal sets
increases.
Figures 28 - 30 show the results under the parameters θ1, . . . , θk ∼ N(µ = 1, τ 2 = 0.12).
Since there is more of a unified signal relating X and Y across all categories, the naive
method, the subsampling conformal method, and the random set conformal method with
KDE have higher rates of coverage for the correct y than for the incorrect y. Compared to
the N(µ = 0, τ 2 = 1) case, these methods have a greater number of simulations yielding
conformal sets of size 1. Still, the greatest number of conformal sets have size 2. The
random set conformal method without KDE still yields prediction sets of {0, 1} in almost
all simulations.
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Figure 25: Size of supervised conformal sets. α = 0.1, µ = 0, τ = 1.
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Figure 26: Size of supervised conformal sets. α = 0.05, µ = 0, τ = 1.
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Figure 27: Size of supervised conformal sets. α = 0.025, µ = 0, τ = 1.
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Figure 28: Size of supervised conformal sets. α = 0.1, µ = 1, τ = 0.1.
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Figure 29: Size of supervised conformal sets. α = 0.05, µ = 1, τ = 0.1.
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Figure 30: Size of supervised conformal sets. α = 0.025, µ = 1, τ = 0.1.
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