Abstract-Differential transmit diversity which can be detected noncoherently is an attractive alternative to coherent space-time block codes since channel estimation is more difficult in multi-antenna systems than in single antenna systems. We focus on differential space-time block codes from orthogonal designs which derive the transmit symbols from an M -PSK constellation in order to fulfill the requirement that the transmit vectors have unit length. Since PSK is only advantegeous for M ≤ 8, we propose to extend the transmit symbol constellation for bandwidth-efficient transmission such that multiple levels are allowed for the length of the transmit vector. Furthermore, we derive a simple soft-output detector which does not require channel estimation. The new scheme outperforms the existing unit-length approach at high bandwidth-efficiency, particularly in time-varying channels. Furthermore, it is more flexible in terms of data rate adaptation and has lower detection complexity.
I. INTRODUCTION
Space-time block codes as proposed in [1] , [2] have gained a lot of attraction as a simple transmit diversity scheme. Coherent detection is required, i.e. the channel coefficients have to be estimated at the receiver. For channel estimation in multiple-input multiple-output (MIMO) channels, training symbols have to be transmitted from all transmit antennas. However, since the energy per channel use is split over multiple antennas, the available energy per training symbol is reduced compared to a single transmit antenna system resulting in a higher estimation error. Therefore, differential schemes which can be detected non-coherently are attractive alternatives. Differential space-time modulation has been proposed e.g. in [3] , [4] , [5] . We restrict ourselves to the proposal in [3] for n T = 2 transmit antennas where the actually transmitted signals are orthogonal designs. Extensions to more transmit antennas are given in [6] . We refer to the scheme as differential unit-length transmit diversity because it is limited to unit length transmit vectors which satisfy |x (1) k | 2 + |x (2) k | 2 = 1, where
k is the symbol transmitted from antenna i at time k. In order to achieve that, the input symbols of the differential transmitter have to be derived from a PSK constellation. However, the distance properties of M -PSK are only advantageous for M ≤ 8. For higher order modulation it is better to code the information in phase and amplitude and therefore to use QAM constellations. For single transmit antenna systems, differential amplitude and phase shift keying (DAPSK) has been proposed e.g. in [7] , [8] . Recently, differential space-time modulation with APSK signals was proposed in [9] as an extension of unitary spacetime modulation [4] , [5] . Here, the symbols which are input to the differential space-time modulator are taken from an APSK constellation, i.e. concentric PSK constellations with different amplitude. We focus on the differential space-time coding scheme proposed in [3] for n T = 2 transmit antennas. Since in this scheme the unit length condition has to be fulfilled for the transmit vectors, we propose to extend the transmit symbol constellation such that multiple levels are allowed for the length of the transmit vector. We first give a review of differential unit-length transmit diversity from orthogonal designs in Section II. In Section III we extend it to differential multiple-length transmit diversity and propose a simple soft output detector based on only two received blocks in Section IV. Simulation results are presented in Section V.
II. DIFFERENTIAL TRANSMIT DIVERSITY FROM ORTHOGONAL DESIGNS
The differential encoder according to [3] is depicted in Figure 1 if we set a q k = 1 and M 2 = 1. The mapping of the bits u k which are transmitted within the same orthogonal design to complex constellation points A k and B k is decisive. It has to guarantee that the vector (x 2t+2 , x 2t+1 ) which is transmitted in a time slot has unit length, i.e. |x 2t+2 | 2 +|x 2t+1 | 2 = 1. This is required for the differential detector. Such a mapping can be obtained starting from an M 1 -PSK constellation by applying
where d(0) is a reference symbol. Since log 2 (M 1 ) bits are mapped on each of the symbols d 2t+1 and d 2t+2 according to an arbitrary mapping such as Gray mapping, the constellation points A k and B k are determined by 2 · log 2 (M 1 ) bits. The important property of the mapping (1) is that the vector (A k , B k ) has unit length, i.e.
This property will also be very useful for the calculation of a soft detector output. Similar as in differential modulation a reference space-time block code matrix
from different antennas, the symbols in the same column are transmitted from the same antenna in successive time slots.
The following transmit symbols which contain the information are obtained from (see Figure 1 )
Note that in contrast to other differential space-time schemes as proposed in [4] , [5] , only the symbols transmitted in the first time slot are obtained by differential encoding. The symbols transmitted in the second time slot are obtained according to the mapping rule of the orthogonal design. Therefore, orthogonal designs are actually transmitted over the channel which allows to separate the symbols transmitted simultaneously from different antennas by simple combining at the receiver.
III. DIFFERENTIAL MULTIPLE-LENGTH TRANSMIT DIVERSITY
Differential space-time block codes as described in the previous section are limited to unit length transmit vectors (x 2t+1 , x 2t+2 ). We propose to extend the transmit symbol constellation such that multiple levels are allowed for the length of the transmit vector. The transmitter is depicted in Figure 1 . The first 2 · log 2 (M 1 ) input bits are mapped to constellation points A k and B k as described in the previous section. In contrast to the scheme in [3] we propose to transmit information also in the difference of the length of the transmit vectors of two successive spacetime block code matrices. Therefore, the squared length of the transmit symbol vector has M 2 possible values
The last log 2 (M 2 ) input bits determine the length of the transmit vector. More precisely, the transmit symbols are obtained from the differential encoding
where a is a constant and
Depending on the log 2 (M 2 ) last input bits, the transmit vector length is cyclic increased compared to the previous spacetime block code matrix by a factor of 1, a, a 2 , ..., or a M2−1 . Table I gives an example for Gray mapping of input bits to the amplitude exponent q k for M 2 = 4. We denote the j-th bit of the second group of input bits by u k,2,j . 
IV. A SIMPLE NON-COHERENT SOFT-OUTPUT DETECTOR
The fact that the transmit symbols are taken from an orthogonal design allows a simple combining at the receiver taking into account only the received values of two successive orthogonal design matrices k and k + 1. The receiver is depicted in Figure 2 . By y (j) k and n (j) k we denote the received soft or hard output (1) (1) 2 2 2 1 t t y y
(1) symbol and noise sample, respectively, at antenna j at time k. We consider a flat fading MIMO channel. The channel coefficients h (ij) from transmit antenna i to receive antenna j are constant during transmission of two successive matrices. Furthermore, we define the received vectors
the noise vectors
where
The matrixH satisfies
where I nT is the n T × n T unity matrix. From (12) and (13) we obtain
Using (15), (9) and (6), the first term in (16) becomes
(17) In order to detect B k we computê
Similar as forŷ 1 , using (15), (9) and (6), the first term in (18) becomes x H kH HH
(19) For a hard decision on the first 2 log 2 (M 1 ) bits the detector computes the closest constellation point [A(i),
The bits u k,l , l = 1, ..., 2 log 2 (M 1 ) are obtained by demapping fromÂ k andB k . In order to detect the last log 2 (M 2 ) bits we use (2), (8) to (15) and
in order to obtain
A hard decision is obtained by choosing the length factor a q k which is closest toŷ 3 , i.e.
and demapping according to Table I . In a wireless system the differential space-time block code will be concatenated with an outer FEC code. Therefore, we need a soft output differential detector as depicted in Figure  2 rather than hard decisions. For detection of the first 2 log 2 (M 1 ) bits, the simple combining according to (16) and (18) has transformed the fading MIMO channel into two parallel SISO channels with input symbols A k and B k , respectively, where the resulting channel coefficient is given by
Neglecting the last noise term n H k n k+1 in (16) and (18), the additive noise in those equivalent channels remains Gaussian with variance
where σ 2 is the noise variance per real dimension at each receive antenna. Therefore, the probability of receiving (ŷ 1 ,ŷ 2 ) given that the constellation point (A(i), B(i)) was transmitted yields
(27) The APP log-likelihood ratio about the information bits u k,l , l = 1, ..., 2 log 2 (M 1 ) is given by
where the sum in the nominator is taken over all constellation points (A(i), B(i)) associated with u k,l (i) = +1 and the sum in the denominator is taken over all constellation points
is the apriori log-likelihood ratio for the bit u k,l (i). The max-log approximation [10] of (28) yields
(29) For the soft output of the remaining log 2 (M 2 ) bits, we neglect the noise terms n H k+1 n k+1 and n H k n k , take the logarithm of (22) and approximate it by the first two terms of the Taylor
(30) The noise in (30) is white and Gaussian with variance
Therefore, it follows
From Table I it can be seen that not all possible q(i) have the same probability. This can be considered as a priori probability P a (q(i)) in the APP log-likelihood ratio about the information bits
.
(33) The Max-Log approximation of (33) yields
a (u)} (34) The soft output of all bits is given by (29) and (34), respectively. However, (29) requires knowledge of h e and σ 2 y1 whereas (34) requires knowledge of σ 2 y3 . One solution to the problem is to perform a channel estimation after the combiner. In this case, the differential space-time code along with the simple combiner has reduced the problem of MIMO channel estimation to SISO channel estimation for which standard techniques can be applied.
However, we consider detection without any channel estimation. For unit-length differential space-time codes we do not need to estimate the noise variance if an outer Max-Log-APP or Viterbi decoder is applied since it is only a constant factor in all L-values passed to the decoder which can be set to any constant value. This has no effect on the hard output of the outer Max-Log-APP decoder. However, the APP loglikelihood ratios of the outer decoder will also be scaled by the same factor. Even in a turbo scheme this will cause no degradation as long as only Max-Log components are applied and no a-priori information which is gained outside the turbo scheme is used [11] . However, for multiple-length differential transmit diversity the noise variance σ 2 y1 in (29) is different from σ 2 y3 in (34). Therefore, the noise variance cannot be neglected. First, neglecting the noise we can approximate h 2 e and a q k by
respectively. Furthermore, we multiply the APP log-likelihood ratios (29) and (34) by σ 2 . Using the approximations (35) in (26) and (31) we obtain V. SIMULATION RESULTS For the BER analysis we consider a spatially uncorrelated flat Rayleigh fading channel with n T = 2 transmit and n R = 1 receive antennas. First, we assume that the channel is constant during transmission of a frame and changes independently from one frame to the next.
In Figure 3 , we examine the quality of the log-likelihood ratios of the differential soft-output detector. For that purpose we plot the output log-likelihood ratios of the differential detector on the x-axis. The y-axis shows the true log-likelihood ratios which correspond to the BER measured for the respective detector output L-value. For perfect soft-outputs we would obtain a diagonal. Even though we made a number of approximations, the log-likelihood ratios reflect the actual BER fairly well. In Figure 4 , we compare the average BER for different values of M 1 and M 2 . We optimized the length factor a such that the average BER is minimized. As expected, the performance advantage of the new scheme over unit-length transmit diversity appears at higher bandwidth-efficiencies for which the distance properties of PSK become disadvantegeous. The break even point is at a rate of 8 bit per matrix (M 1 = 8, M 2 = 4 versus M 1 = 16, M 2 = 1) for which both schemes show the same performance. At higher bandwidth-efficiencies, the multiple-length proposal yields better performance as shown in Figure 4 Finally, we provide simulation results for a time varying channel, where the channel coefficients vary according to a Jakes spectrum with normalized maximum Doppler frequency f d T s = 0.01 in Figure 5 . We consider transmission of 8 bits per matrix for which we obtained similar performance in a quasistatic channel for differential unit-length and multiplelength transmit diversity (see Figure 4) . It can be observed that in a time-varying channel, the new scheme (M 1 = 8, M 2 = 4, a = 2) outperforms unit-length transmit diversity (M 1 = 16, M 2 = 1). The non-coherent detector assumes that the channel is constant during transmission of two successive matrices. If the channel varies, an unknown phase shift results. The performance difference in Figure 5 can be explained by the fact that signals derived from 8-PSK modulation -as in the unit-length part of the new scheme -are less sensitive to phase shifts than those derived from 16-PSK modulation as used in unit-length transmit diversity. In Figure 5 we show not only the average BER but also demonstrate that the BER in the log 2 (M 2 ) bits which constitute the length of the transmit vector ("length-factor bits") is higher than that of the remaining 2 log 2 (M 1 ) bits ("unit-length bits") due to the higher noise variance according to (31) compared to (26).
VI. CONCLUSIONS
We have proposed a new bandwidth-efficient differential transmit diversity scheme which codes information in both the difference of successive unit-length vectors and the length difference of successive transmit vectors. We derived a simple soft-output detector which does neither require knowledge of the channel coefficients nor of the noise variance. The new scheme outperforms the existing unit-length approach at high bandwidth efficiency and in time-varying channels. At the same time the detection complexity is reduced.
