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Abstract 
Scanning ion conductance microscopy (SICM) is a nanopipette-based technique that 
has historically been used for the topographical imaging of soft samples. This thesis 
demonstrates the development of SICM into a multifunctional tool, capable of 
providing a host of additional information about both biological and inert samples, 
whilst maintaining the structural mapping capability for which it is usually 
employed. 
 Two approaches are taken to extend the functionality of SICM: (i) designing 
sophisticated potential, and positional, control functions that are then used with 
traditional single-channel nanopipettes; and (ii) incorporating an ion conductance 
channel into a multi-barrelled probe. In the single-channel setup, a pulsed-potential 
profile allows the extraction of surface charge density on extended substrates, and a 
ramped-potential profile permits spatially resolved mapping of redox reactions on an 
electrode substrate. When integrated into a more complex probe, SICM is used to 
study molecular uptake at cellular surfaces, and to print Cu microstructures on a Au 
substrate. While this thesis is primarily concerned with technique development, the 
studies herein have broad applications in cell biology, pharmaceuticals, materials 
science and beyond. 
 In addition to developing imaging modes that allow the extraction of 
functional information at a surface, this thesis also contributes to the fundamental 
understanding of the SICM system. Finite element method simulations are 
performed alongside experimental studies, in order to fully understand the 
contributions of the pipette geometry, ion current rectification, and pipette-surface 
interactions on the measured ionic current. The theoretical treatment herein provides 
a foundation upon which future multifunctional SICM regimes could be designed, 
extending the scope of this increasingly powerful technique. 
 
 
 1 
1 Introduction 
 
1.1 Thesis Summary 
This thesis is concerned with the advancement of scanning ion conductance 
microscopy (SICM), a scanning electrochemical probe technique first introduced by 
Hansma et al. in 1989.1 While SICM has typically been used for topographical 
imaging, this thesis focuses on the extension of its capabilities as an ever-more 
powerful tool for the investigation both of surfaces, and of ionic fluxes more 
generally. The additional functionality brought to SICM by the studies herein 
include the incorporation of SICM into a probe to map molecular uptake, the 
improvement of SICM as a tool for surface charge mapping, and the use of the 
SICM nanopipette to locally deliver and deposit Cu ions to print solid structures. 
Each chapter of the thesis has either been published or submitted to a peer-reviewed 
journal, and is thus presented in a manuscript format complete with supporting 
information. Contrary to the typical thesis layout, this means that each chapter 
contains introduction, experimental and conclusion sections and thus constitutes a 
complete piece of work. 
 Chapter 2 demonstrates the combination of SICM with scanning 
electrochemical microscopy (SECM) into a single probe in a technique known as 
SICM-SECM.2 The SICM channel of this double-barrelled probe is then used both 
for topographical feedback and for the local delivery of a molecule of interest. The 
SECM channel monitors the local concentration of that molecule as the probe 
approaches a surface, with the SECM current dependent on the rate of molecular 
uptake at the cellular substrate. This response is then quantified using finite element 
method (FEM) modelling that allows the correspondence of the experimental SECM 
current to a theoretical uptake rate at the surface. 
 Chapter 3 of this thesis concerns the development of a new scanning regime 
for the use of SICM as a tool for surface charge mapping.3 By improving both the 
approach rate of the probe towards the surface, and the potential control function 
used to extract surface charge information, the pixel acquisition rate of the technique 
increases by an order of magnitude. This enhancement of the scanning speed allows 
for the collection of images with a significantly higher pixel density, increasing the 
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viability of SICM as a technique for spatially resolved nanoscale surface charge 
mapping. 
 The typical SICM setup (in which both the pipette and the bath contain the 
same solution) is perturbed in Chapter 4, in which the effect of having solutions of 
differing ionic strength in the tip and the bath is explored. This study demonstrates 
that SICM can operate at zero applied bias, as well as in a setup in which the 
junction potential at the end of the nanopipette is the only driving force. This new 
approach to SICM is capable of both surface charge and local reaction mapping with 
equal or superior sensitivity to the standard setup. The additional benefit of a 
significantly lower electric field at the end of the nanopipette is also explored using 
FEM simulations. 
 Chapter 5 demonstrates the use of a double-barrel open nanopipette for the 
deposition of sub-micron Cu structures on a Au surface.4 One channel is used as a 
source of Cu2+ ions, while the other is used for topographical feedback, allowing the 
probe to operate as a nanoscopic 3D printer. The technique is used to deposit high 
aspect ratio pillars, as well as Γ-like and zig-zag features that are subsequently 
imaged using a scanning electron microscope (SEM). The SICM capabilities of the 
probe are then utilised to create high-resolution topographical images of the deposits. 
The final chapter summarises and contextualises the studies herein, providing an 
insight into the possible applications of SICM in future studies. 
 
1.2 Scanning Probe Microscopy 
Scanning probe microscopy (SPM) differs significantly from conventional 
microscopy in that it does not irradiate the sample, but instead uses a physical probe 
to build up an image by moving over the surface.5 There are many different kinds of 
SPM, each of which relies on some interaction between the probe and the surface 
that is being imaged. In many cases, the information collected may be simply the 
surface topography, though some scanning probes are capable of investigating other 
interfacial properties such as charge or porosity. 
 One of the earliest examples of SPM is the scanning tunnelling microscope 
(STM, Figure 1.1a),6 which can be used to build atomic-resolution topographical 
images of a surface. It relies on the quantum tunnelling of electrons across the gap 
between an atomically fine tip and the surface to generate a feedback mechanism 
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known as the tunnelling current.5–7 This current is then maintained at a constant level 
as the probe is scanned over the surface. Atomic force microscopy (AFM, Figure 
1.1b) uses the deflection of a cantilever to detect the presence of a surface; via either 
the attractive or repulsive forces between a tip mounted on that cantilever and the 
surface itself.8,9 In addition to the topographical imaging for which it is best known, 
AFM can also be used to conduct force measurements at a surface.10–12 While for the 
majority of scanning regimes the resolution of AFM is typically not as high as in 
STM, it is still several orders of magnitude higher than what could be achieved with 
an optical microscope.13–15 
 
Figure 1.1. Scanning probe microscopy techniques. (a) Scanning tunnelling 
microscopy, in which an atomically-sharp conducting tip is brought close enough to 
a surface to allow electrons to tunnel across the gap. (b) Atomic force microscopy, in 
which a tip is mounted on a cantilever and scanned over a surface, with deflection 
monitored using a laser feedback system. (c) Scanning electrochemical microscopy, 
in which a microscale wire sealed in a glass sheath is used to detect the local 
concentration of an electrochemical species. 
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 Within the family of all SPMs, some techniques, known as scanning 
electrochemical probe microscopies (SEPMs) use an electrochemical signal to detect 
a surface. This subfamily includes open-channel techniques such as SICM1,16,17 and 
droplet-based techniques such as scanning electrochemical cell microscopy 
(SECCM),18–21 though by far the most widely used since its inception in 1989 has 
been SECM (Figure 1.1c).22–25 The SECM probe is constructed by sealing a thin 
conducting wire (typically a metal such as Pt or Au but may be carbon fiber) of 
diameter 1-25 μm inside a glass sheath. The glass is then polished back to reveal the 
disc-shaped cross section of the wire, creating a probe known as an 
ultramicroelectrode (UME).26 The UME is then used as a working electrode for an 
electrochemical reaction (i.e. an oxidation or a reduction), and the faradaic current 
measured. As this current is dependent on the local concentration of an 
electrochemical species, the probe can be scanned over a surface to build up either a 
topographical or functional image.24,27–30 
 Each of the different scanning probe techniques has several advantages and 
disadvantages. For example, STM can provide some of the highest resolution 
images, the samples studied often requirement an ultra-high vacuum (UHV). AFM 
does not require an UHV, but contact between the probe and the sample makes most 
imaging modes (with non-contact AFM a notable exception) unsuitable for many 
applications in biological imaging. On the other hand, the SECM probe never comes 
into contact with the sample, and has thus been used extensively for live-cell 
studies.28,31–35 SECM also opens up the possibility of functional imaging, and it has 
been used widely for the visualization of electrochemical activity on electrodes and 
other substrates.30,36,37 However, SECM requires than the entire substrate be bathed in 
solution, something that is not desirable for all samples. Given the various 
advantages of different SPMs, efforts have been made to make hybrid probes that 
incorporate several techniques. One example of such a technique is SICM-SECM,38–
41 which allows simultaneous topographical and functional imaging in a single probe. 
Other hybrid techniques include AFM-SECM42–45 and STM-SECM,46,47 both of 
which aim to correlate structure and function using a single probe. 
 A common consideration for all SPMs is the resolution that they are able to 
achieve, as this determines the samples to which they can reasonably be applied. Of 
those SPMs described above, SECM typically has the lowest resolution due to the 
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difficulty of reliably fabricating sub-µm electrodes.48 However, recent advances have 
seen some studies in which SECM is extended to the nanoscale.49–54 Powerful 
piezoelectric positioning systems and smaller critical probe dimensions allow AFM 
to routinely achieve sub-nm resolution, and STM atomic resolution. A second 
consideration for SPMs is the speed of image acquisition; as the probe has to 
physically raster scan across the surface it can take anywhere from milliseconds to 
hours to obtain a single image. This often leads to a trade-off between image 
acquisition time and image quality that must be considered and optimised for the 
technique and substrate being imaged. Improving the rate of image acquisition in the 
use SICM for surface charge mapping is addressed in Chapter 3 of this thesis. 
 Scanning probe microscopy is a family of techniques that can provide 
significant topographical and functional information on both the micro- and 
nanoscale that is otherwise inaccessible with conventional microscopy. They have 
become integral to the study of many different systems at a diverse range of 
interfaces; a rise that is set to continue as their scope continues to widen. 
 
1.3 Scanning Ion Conductance Microscopy 
1.3.1 Operation: Scanning ion conductance microscopy (SICM) is a SEPM that 
utilises the current between two Ag/AgCl quasi-reference counter electrodes 
(QRCEs), one in a glass or quartz nanopipette and the other outside the nanopipette, 
as a feedback mechanism when scanning over a substrate (Figure 1.2a).1,16,17 While 
SECM has been widely applied to functional imaging,28,50,55 SICM has typically been 
used for topographical imaging, as the current flowing between the two electrodes is 
sensitive to the probe-substrate separation (Figure 1.2b,c). SICM is used to image a 
sample submerged in solution, and is commonly used for living cells.56,57 Another 
characteristic that makes SICM particularly suitable to biological imaging is that, 
contrary to other SPMs, the probe never comes into contact with the sample, and 
thus living systems are not perturbed during scanning. The magnitude of the current 
between the two electrodes is determined by both the size of the opening of the 
nanopipette as well as the concentration of electrolyte. Typically, the same 
electrolyte composition is used in both the tip and the bath, and the high resistance at 
the end of the nanopipette governs the current magnitude. An exploration into the 
effects of deviating from such a setup comprises Chapter 4 of this thesis. 
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Figure 1.2. Operational principle of the scanning ion conductance microscope. In 
the basic SICM setup (a), a bias is applied between two Ag/AgCl electrodes, one in a 
glass or quartz nanopipette and the other in the bulk electrolyte solution. The 
nanopipette is translated normal to the surface using a piezoelectric positioner (‘z 
piezo’), increasing the system resistance at small tip-substrate separations (b). The 
increase in system resistance induces a reduction in the ionic current measured at the 
electrometer (c). When scanning, the sample is moved laterally relative to the probe 
using a two-axis piezoelectric system (‘x-y piezo’). 
 
During a scan, the SICM probe is mounted onto a vertical piezoelectric 
positioning system that allows precise movement of the nanopipette normal to the 
surface. The sample is mounted onto a two-axis piezoelectric stage that allows the 
substrate to move in the x-y plane while the tip remains stationary. One QRCE is 
inserted into the nanopipette while a second is placed in bulk solution. In the 
standard SICM setup, a bias is then applied between the two electrodes in order to 
drive an ionic current. 
 
1.3.2 Feedback Types and Scanning Regimes: While the physical setup remains 
the same, there are several methods in which the SICM probe can be used to detect 
the surface of interest. The original, and most widely used feedback type is direct 
current (DC, Figure 1.3a). When DC feedback is used, the probe is approached 
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towards the surface and the ionic current is monitored for a percentage drop 
(typically 1-5%) from the value when the probe was in bulk. This decrease in current 
is attributed to the increased resistance in the system, as the gap resistance between 
the probe and substrate becomes comparable with that of the probe opening. 
The second feedback type used for SICM mapping is distance modulation 
(DM, Figure 1.3b). In DM-SICM, an oscillation of the z-position is superimposed 
onto the overall movement of the probe. This oscillation is typically at several 
hundred Hz with an amplitude of 10-20% of the nanopipette diameter. As the probe 
approaches a surface, the oscillation will induce an alternating current (AC) 
component of the ionic current that can then be extracted at the same frequency as 
the physical oscillation using a lock-in amplifier. The quantity monitored is the 
amplitude of that AC signal, which should be zero in bulk and increase upon 
approach to the surface as the probe moves repeatedly from high to low current. A 
third feedback type, bias modulation (BM, Figure 1.3c), was recently introduced to 
SICM imaging.58 In BM-SICM, the harmonic oscillation from the lock-in amplifier 
is superimposed on the bias between the two electrodes rather than the z-position of 
the probe. This oscillation induces a similar response in the ionic current; the AC 
phase of which is extracted and monitored at the same frequency as that applied. The 
AC phase is very sensitive to the probe-substrate separation and can thus be used as 
feedback for BM-SICM. 
 Each of the three feedback types has several advantages and disadvantages 
that make them suitable to different applications of SICM. DC-SICM typically 
allows for a faster approach rate than the oscillation feedback types, as there is no 
limitation from the time constant of the lock-in amplifier or potential damage to the 
z-piezo. However, the ionic current used for DC-SICM is prone to drifting during 
the course of a scan, making it very challenging to operate in a constant-distance 
scanning regime (vide infra). DM-SICM overcomes the problem of drift, as the 
feedback is reliant only on the change in ionic current during the period of the probe 
oscillation, rather than over the course of the entire scan. As BM-SICM considers 
only the phase of the AC signal relative to the applied bias, it does not require a net 
bias to be applied between the two electrodes. Minimizing the applied bias between 
the two electrodes has been shown to be highly beneficial for functional mapping 
with SICM, particularly when determining surface charge.59,60 
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Figure 1.3. Feedback types and scanning regimes used in SICM. (a) DC-SICM, in 
which a decrease in ionic current is used to detect the surface. (b) DM-SICM, in 
which a physical oscillation is applied to the z-piezoelectric positioner, and the AC 
amplitude of the ionic current increases upon approach to the surface. (c) BM-SICM, 
in which a small harmonic oscillation is added to the voltage between the two 
QRCEs and the surface is detected via a change in the AC phase. (d) Raster scan 
pattern showing the typical path taken by the probe relative to the surface during an 
SICM experiment. (e) Constant-distance scanning mode, in which the probe-
substrate separation is kept constant by adjustment of the z-position to maintain a 
given feedback threshold. (f) Hopping mode, in which the probe is approached to the 
surface at an array of discrete points. Adapted from Page et al.17 
 
 Once the appropriate feedback type has been chosen for an SICM 
experiment, it is necessary to consider how to scan the probe relative to the surface. 
The substrate is typically moved in a raster scan pattern (Figure 1.3d) under the 
nanopipette in one of two regimes. In constant-distance mode (Figure 1.3e), the z-
positioner is continually adjusted during the scan in an attempt to maintain a constant 
separation between the probe and the surface, similar to constant-current STM. This 
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is achieved by maintaining a constant value of the feedback response, moving closer 
to the surface if the feedback needs to be increased, and away if it should be 
decreased. In ‘hopping’ or ‘standing approach’ mode (Figure 1.3f), the probe is 
translated towards the surface at each pixel of an image, before being retracted into 
the bulk solution. While the scan time for hopping mode experiments is significantly 
longer than constant-distance mode, it allows the probe to navigate large variances in 
topography without breaking the tip, something that can cause difficulties when 
using constant-distance mode. Hopping mode also allows functional measurements 
(for example uptake rate or surface charge, see Chapters 2 and 3 respectively) to be 
referenced to the bulk value at each pixel, which proves necessary when developing 
a meaningful quantitative method. 
 
1.3.3 Applications of SICM: The non-invasive nature of SICM relative to other 
scanning probe techniques,61 combined with the wide range of potential imaging 
media (any ionic species capable of carrying current), have made it a popular 
technique for live cell imaging.56,57,62–72 The aim of such experiments is typically to 
map the topography of a cell or group of cells, either in their native state or under 
some kind of physical or chemical stress. The first images of live cells using SICM 
were collected in 1997,73,74 and showed that while there was no damage to the cells 
as a result of the SICM probe, changes in surface topography could be detected by 
conducting several consecutive scans. The method of performing multiple scans of 
the same area of a sample has also been used to study changes in cellular volume and 
mobility of cardiac myocytes56 and oligodendrocytes.67 Later studies increased both 
the lateral and temporal resolution of the technique in order to study dynamic 
processes of subcellular features such as microvilli.64,75 Examples of SICM 
topographical imaging of both biological and inert substrates are given in Figure 1.4. 
 While the topographical mapping of non-conducting, soft samples has 
remained the primary use of SICM, it has found several other applications in the 30 
years since its inception. In the very first SICM study,1 the nanopipette probe was 
used to detect pores in a membrane, with an increase in ionic current attributed to the 
increase in local conductance over a pore. This principle has been applied to both 
biological76,77 and synthetic78,79 nanopores, and the experimental and theoretical 
response of individual pores has been well studied.80 
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Figure 1.4. Topographical mapping using SICM. Both the PC12 cell (a) and the 
interrupted polystyrene film (b) are on a glass substrate. Adapted from Page et al.17 
 
 In addition to the applications of SICM to surface topography and nanopore 
conductance, it has also been used as a tool for local delivery to a surface. If the 
analyte of interest is charged in solution, the nanopipette can be used as a reservoir 
that will deliver on demand depending on the applied electric field. For example, if 
the analyte is positively charged in solution, a negative potential can be applied to 
the nanopipette QRCE relative to the bulk QRCE, holding the analyte in the probe. 
When the nanopipette is located over the desired region of the substrate, the polarity 
of the potential can be switched to release the analyte from the probe and deliver it to 
a highly specific location. This technique has been used to deliver negatively-
charged DNA molecules from a nanopipette,81,82 and deposit them in microscale 
aggregations on a streptavidin-coated glass surface.83 It was subsequently used to 
deliver proteins to individual spermatozoa, demonstrating differences in localization 
to different subcellular compartments, whilst tracking the delivery using a 
fluorescence microscope.84 Recent studies have demonstrated the delivery of 
capsaicin to neuronal cells85 and isoproterenol to the T-tubules of cardiomyocytes.86 
In this thesis, the SICM nanopipette is used as a reservoir of an analyte to investigate 
cellular uptake (Chapter 2), a mediator that is locally delivered to a substrate 
electrode (Chapter 4), and Cu2+ ions that are deposited on a Au surface (Chapter 5). 
 While topographical/nanopore imaging and local delivery have been the most 
prevalent uses of SICM, the nanopipette probe it employs has also been utilised for 
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several other applications. The SICM nanopipette has been used for so-called 
‘nanobiopsies’, in which the probe penetrates the cell membrane at a desired point 
before extracting a small quantity of intracellular material for further analysis.87 It 
was demonstrated that RNA could be taken from the cell, amplified using the 
polymerase chain reaction, and then sequenced.87 As the size of the nanopipette used 
is much smaller than the overall size of the cell, the technique is minimally invasive 
and the cell can remain viable after the nanobiopsy has been performed. 
Nanopipettes have also been used as electrospray ionization emitters, with a higher 
signal-to-noise ratio than typical nanospray emitters.88 This technique was then 
developed into an SPM technique known as scanning electrospray microscopy, that 
was used to map topography at the nanoscale.89 Careful control of the voltage regime 
used in SICM has allowed it to be used as a tool for surface charge mapping59,60 (see 
Section 1.4 and Chapters 3 and 4), and for mapping electrochemical reactions at both 
electrode and nanoparticle (NP) substrates.90,91 
 
1.3.4 Understanding the Ionic Current Response: In order to use SICM as a 
functional tool for the investigation of interfacial process, it is essential to fully 
understand the factors contributing to the experimental observations. These factors 
are several, and include the geometry of the nanopipette, the composition of the 
electrolyte solution, and the charge on both the tip and the surface.60,92,93 While it is 
possible to approach a surface and build up a topographical map without a 
comprehensive consideration of each of these elements, it becomes necessary when 
attempting to extract functional information using SICM. 
 
1.3.4.1 Probe Fabrication and Geometry: The nanopipette used in SICM is made 
from a glass or quartz capillary, typically with an inner diameter of 0.5-1 mm. The 
capillary is carefully placed into a laser puller, in which the centre of the capillary is 
heated to the point of melting whilst a pulling force is applied to either side. As the 
two halves of the capillary are pulled apart, they narrow to a fine point, eventually 
separating to create two nanopipettes of similar geometry. The size of the opening at 
the end of the nanopipette depends both on the material used and the parameters of 
the laser puller, such as the strength of the pulling force and the power of the laser 
itself. Tuning of these parameters allows the user to consistently produce 
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nanopipettes with the desired aperture, from several microns to several nanometers 
in diameter. 
During an SICM experiment, the lateral resolution of the scan is directly 
linked to the size of the opening at the end of the nanopipette used, and is typically 
assumed to be around three times the radius of the opening.93–95 Thus, a probe with a 
200 nm diameter aperture would be able to resolve individual surface features of 150 
nm in width. With some studies having demonstrated probes with an estimated 
aperture radius of 5-10 nm,62,96 this gives SICM a limiting resolution of below 20 
nm. While this is significantly higher resolution than can typically be achieved with 
SECM, it is still far from the sub-nm resolution routinely achieved with both STM 
and AFM. However, SICM has several advantages over both of these techniques in 
that the probes are inexpensive and easily fabricated, it can be used on living 
samples, and can operate at STP. As a result of these advantages, SICM has been 
viewed favourably for soft sample imaging when compared with AFM.61  
As the SICM response is highly dependent on the pipette geometry, it is 
necessary to characterise the probes produced by a given set of laser puller 
parameters. There are several techniques that are used for pipette characterization, 
the most common of which is to consider the ionic current response at differing 
potential differences in a cyclic voltammogram (CV) regime. The pipette is then 
assumed to have a conical shape when calculating the aperture radius from the 
current magnitude. A more reliable technique for the study of nanopipette geometry 
is scanning electron microscopy (SEM, Figure 1.5a),62,66,89,97 which can provide 
structural information about the size of the opening as well as the outer dimensions 
of the probe along its length. However, it has been recently demonstrated that the 
external geometry alone is not sufficient to fully predict the ionic current response,92 
and that the assumption of a conical internal geometry is incorrect. Thus, 
transmission electron microscopy (TEM, Figure 1.5b) has become a vital technique 
in the full characterization of the SICM probe. TEM provides significantly more 
information that SEM as it allows the inner lumen of the nanopipette to be 
visualised. This allows many geometrical parameters such as the glass thickness, 
diameter and inner cone angle to be extracted along the length of the pipette. The 
inner cone angle in particular has been shown to vary significantly along the length 
of the pipette,92 while it is fixed in the assumption of a conical geometry. 
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Figure 1.5. Electron micrographs of single-channel glass nanopipettes. SICM probes 
can be characterised by either SEM (a) or TEM (b). 
 
1.3.4.2 Ion Current Rectification: In the absence of a nanopipette, the ionic current 
passed between Ag/AgCl QRCEs in an electrolytic solution follows a linear, Ohmic 
relationship with voltage. However, when one QRCE is in the bath and one in a 
nanopipette, both the geometry and the surface chemistry of that nanopipette can 
affect the magnitude of the current passed. More specifically, the silanol groups on 
the surface of the glass or quartz are dissociated at the typical pH values used in 
SICM, and they thus present a negative surface charge,98 which in turn gives rise to 
an increase in concentration of cations near the surface. The fundamental properties 
of charged surfaces are discussed further in Section 1.4, as well as in Chapters 3 and 
4 of this thesis. The negative charge, combined with the pseudo-conical geometry of 
the probe, gives rise to a phenomenon known as ion current rectification (ICR),99–106 
in which there is a nonlinear relationship between the applied bias and the observed 
ionic current. The degree to which the current is rectified, termed the rectification 
ratio, is dependent on many factors, one of the most significant being the nanopipette 
surface charge.92,100,101 Figure 1.6 shows simulated current-voltage curves of a 90 nm-
radius nanopipette with different surface charges applied to the nanopipette wall. 
The effect of ICR is stronger at higher surface charges, and is reversed in polarity 
when the polarity of the charge on the nanopipette is reversed. This is due to the 
preferential transport of either anions or cations at a given surface charge polarity. In 
addition to the geometry of the nanopipette and the charge on the glass or quartz, 
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ICR also depends on the concentration of electrolyte.99 It is more prevalent at lower 
ionic strengths as the layer of solvated ions countering the charge at the surface 
extends further into the centre of the nanopipette (see Section 1.4). 
 
Figure 1.6. Dependence of ion current rectification on surface charge. When the 
nanopipette is negatively charged, the current is enhanced at negative probe bias and 
diminished at positive probe bias. When the charge is positive, the effect is reversed. 
 
 As the primary observable quantity in an SICM experiment is the ionic 
current, an understanding of the prevalence of ICR in a given experimental setup is 
essential if any attempt at quantification of functional information is to be attempted. 
Thus, both the relationship between nanopipette charge and ICR, as well as the 
separation of pipette-induced and surface-induced rectification have been thoroughly 
investigated.3,60,92  
 
1.3.4.3 Finite Element Method Modelling: The complex range of variables that 
contribute to the ionic current make the interpretation of the SICM response a 
challenging process. In order to provide clarity, a theoretical treatment of the SICM 
setup is often performed in tandem with the experiments.60,92 As the partial 
differential equations that treat both the transport of species in solution and the 
electric field distribution cannot be solved analytically (see Chapters 2 and 4), they 
are typically treated numerically to provide approximate solutions with arbitrary 
accuracy. One such numerical method is finite element method (FEM) modelling, in 
which a one, two, or three-dimensional domain is divided into a finite number of 
regions using a technique known as ‘meshing’, using software such as COMSOL 
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Multiphysics (used herein). The necessary equations are then solved numerically at 
the intersection of the different regions (known as ‘mesh points’) to the desired 
degree of error with an iterative solving method. 
 Designing a FEM model for SICM first requires the reproduction of the 
experimental geometry. If both the probe used and the solution domain are 
symmetric about their central axis, then SICM can be modelled with a 2D, 
axisymmetric geometry, as in Chapters 3 and 4 of this thesis. If the probe is not 
symmetric about its central axis, as is often the case with multi-channelled 
nanopipettes (see Section 1.3.5), then the experimental setup can be reproduced with 
a 3D geometry, as in Chapter 2 of this thesis. It should be noted that 3D simulations 
are typically significantly more computationally expensive than 2D simulations, and 
thus it is preferable to build models in 2D wherever possible. After the geometry has 
been built and the required differential equations included, boundary and initial 
conditions are applied. In a SICM simulation, boundary conditions typically refer to 
either a concentration or a flux at the interface between two domains, but also 
include applied potentials and surface charges. For example, the wall of a 
nanopipette would be designated as a ‘zero flux’ boundary as no solution should be 
permitted to pass through. The initial conditions are either an initial estimate in the 
case of a steady-state simulation, or the starting conditions for a time-dependent 
simulation. Time-dependent simulations are typically employed when the system is 
perturbed in some way, such as a change in the applied voltage. In order to provide 
accurate initial conditions for a time-dependent simulation, it is common to take the 
results of a steady-state simulation calculated before the perturbation is applied. 
 In this thesis, FEM simulations are used to provide a more complete 
understanding of the SICM response measured experimentally. In Chapter 2, FEM 
simulations are used both to determine the probe-substrate separation in SICM, and 
to correlate the observed changed in SECM current with the uptake rate constant at 
the surface. In Chapter 3, FEM simulations are used to extract quantitative values of 
the surface charge on both inert and cellular surfaces, by studying the relationship of 
the ionic current near a charged interface with the magnitude of that charge. Finally, 
in Chapter 4, FEM simulations are used to study the change in electric field strength 
around the nanopipette tip when the concentration of electrolyte in the probe and the 
bath are varied. 
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1.3.5 Multi-channel Probes: In addition to the single-channel applications 
described in Section 1.3.3, SICM can be integrated into a multi-channel probe, often 
adding greater functionality than can otherwise be achieved with a single barrel. The 
simplest multi-channel probe is the ‘theta’ pipette, containing two equally-sized open 
channels, each of which is filled with electrolytic solution and a QRCE (Figure 
1.7a). This setup has been used for several applications, the earliest of which was the 
deposition of two different types of DNA from each of the two channels.107 One 
barrel contained DNA labelled with the fluorescent red molecule alexa 647 while the 
other was labelled with rhodamine green. Controlling the bias between the two 
barrels allowed the selective deposition of the DNA at each pixel, and thus the 
printing of two-component images on a functionalised surface. This work is 
developed in Chapter 5 of this thesis, in which both the bias between the two barrels 
and the substrate bias are carefully tuned to optimise the deposition of Cu 
microstructures. 
 A theta pipette is also used in potentiometric SICM (P-SICM),108–112 which 
allows the deconvolution, and thus simultaneous measurement, of both topography 
and conductance across a membrane. In P-SICM, electrodes are placed either side of 
a membrane in order to induce ion flux across it. One channel of the theta pipette is 
then used to track the topography of the substrate, while the other measures the 
potential across the membrane, which varies as a function of conductance. This setup 
has been applied to both model nanopores108 and biological tight junctions.110,111 
 The final application of dual open-channel probes is in a technique known as 
scanning electrochemical cell microscopy (SECCM). In SECCM, there is no bath 
solution, with the probe forming a droplet contact upon approach to the surface, the 
morphology of which depends on the tip-substrate separation and the hydrophobicity 
of the substrate.18,19 This confined electrochemical cell significantly reduces 
background noise relative to a typical SICM experiment, thus increasing the current 
sensitivity. SECCM has been used for the study of substrate reactivity,20,113–115 
localised dissolution,21,116 and precise deposition of polymers onto a surface.117,118 
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Figure 1.7. Multi-channelled nanopipette configurations. When both channels are 
filled with electrolyte (a), the probe can be used either in bulk solution or in a 
scanning droplet setup. (b) SICM-SECM, in which one barrel is open to solution 
while the other is a solid electrode. SICM-SECM can be extended to a quad-barrel 
setup (c), with two open channels and two solid electrodes. 
 
 The functionality of the theta pipette can be changed by the modification of 
one or both of the barrels. One way in which this has been done is to cover one 
barrel with a membrane patch containing a single ligand-gated ion channel, which 
can then be stimulated by varying the concentration of ligand molecules in the bulk 
solution.119 However, the most common modification of a theta pipette is the 
deposition of carbon on the inside of one or both barrels, either via pyrolysis120,121 or 
chemical vapour deposition (CVD).122–124 While CVD produces probes with a more 
consistent geometry, it is both significantly more expensive than deposition via 
pyrolysis, and takes many times longer to fabricate a probe. One prominent 
application of carbon-filled probes is in SICM-SECM38–41,120,125–127 (Figure 1.7b), in 
which one barrel is filled with carbon (SECM) and the other is left open to the bulk 
solution (SICM). The carbon is back-contacted with a Cu wire, allowing the 
potential at the end of the probe to be varied during a scanning experiment.125,127 
SICM-SECM has been used for amperometric measurements of electrocatalytic 
activity125,127 and for potentiometric measurements of pH;120 functionality that is 
added to in Chapter 2 of this thesis. The sensitivity of SICM-SECM has been 
improved by depositing electrocatalytically-active Pt at the end of the carbon 
nanoelectrode, though controlling the extent of the deposition has proved 
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challenging.128 The two-barrel approach used in both SECCM and SICM-SECM has 
been extended into a four-barrel ‘quad-probe’ (Figure 1.7c), with two open channels 
that create a droplet on the surface, and two individually-addressable carbon 
nanoelectrodes.129 This setup has been used to investigate the electrochemical 
activity of individual carbon nanotubes,129 and to detect single molecules with 
femtoamp precision.130 Chapter 2 of this thesis is concerned with the use of a 
multifunctional probe in a SICM-SECM configuration for the detection of molecular 
uptake on a subcellular scale. 
 
1.4 Surface Charge 
Surface charge is a phenomenon in which a surface has either a net positive or a net 
negative density of charged species such as electrons or ions. It is often considered in 
the study of colloids, in which the presence of an external charge on colloidal 
particles can increase repulsion between particles and thus improve the stability of 
the suspension as a whole.131 However, it can also be manifest on extended surfaces 
such as glass or quartz,98,101 or in living systems such as proteins and biological 
membranes.132,133 The presence of charge on a surface can arise from several different 
physical phenomena; the adsorption of charged ions onto a surface, protonation or 
deprotonation of surface groups, and, in the case of a conducting surface, the 
application of an external voltage. The magnitude of charge on a surface is 
normalised to the area of the substrate to give a quantity known as the surface charge 
density, measured in units of C m-2. These units make it possible to imagine surface 
charge as the number of elementary charges, e, per unit area. While this may be the 
case for fixed surface groups of which some fraction may be 
protonated/deprotonated in a given set of conditions (for example, variable pH), this 
approximation is less appropriate for non-fixed charges, such as those within a metal 
under an applied potential. In addition to the importance of surface charge in colloid 
chemistry, it can also play a crucial role in nanoscale devices such as solid-state 
nanopores,104,134 as well as in crystalline systems.135–139  
 Surface charge is also important in many aspects of cellular function. 
Oligodendrocytes of the central nervous system were shown to down-regulate the 
production of negatively charged oligosaccharides of the glycocalyx when wrapping 
around neuronal axons. This reduction in negative charge was shown to be beneficial 
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to multi-cellular stacking, with weak, long distance attractive forces being allowed to 
dominate.140 The adhesion of both E. coli and other bacteria have also been shown to 
have a strong dependence on charge interactions.141,132 The variation of surface 
charge density and polarity is a common feature of studies that consider the uptake 
of NPs into living cells, with different surface functionalities providing different 
uptake rates and levels of cytotoxicity.142–145 Charged polymers have been used to 
direct and control cellular growth and morphology,146 and charged groups within the 
membrane of budding yeast cells have been used to guide division via the 
application of an external electric field.147 In addition to cellular adhesion, uptake, 
and growth, surface charge has been shown to play a role in intercellular 
communication, notably in the cases of cancer cell exosome internalization148 and T-
cell activation.133 Chapter 3 of this thesis explores the charge density across the 
surface of neuron-like PC12 cells using SICM. 
 
1.4.1 Double Layer Theory: The presence of a charged interface under electrolyte 
solution causes a perturbation of the solution composition near the charged 
surface.149 For example, a surface that presents a positive charge in a given set of 
conditions would induce a higher concentration of anions near the surface, and a 
depletion of cations (Figure 1.8a,b). The region near the surface in which the 
composition of the electrolyte is altered from bulk solution is termed the diffuse, or 
electrical double layer (EDL). The composition and size of the EDL are highly 
sensitive to the nature of the surface (e.g. conducting or insulating), the magnitude of 
the charge on the surface, and the concentration of electrolyte in the bath solution.150 
Much of the foundational work in the study of charged interfaces was motivated by 
the relationship between applied potential and surface charge at electrode 
surfaces.151–153 While the applications in this thesis typically consider the charge 
presented at either insulators such as glass, or in more complex systems such as 
living cells, the basic principles described herein are transferable between the 
different experimental setups. 
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Figure 1.8. Structure of the electrical double layer (EDL). The general situation at 
the interface of a charged surface and an electroneutral solution is the perturbation of 
ionic concentrations from bulk concentration near the surface (a,b). For a positively-
charged surface, there is an increase in anion concentration (a) and a decrease in 
cation concentration (b) adjacent to the surface. The Gouy-Chapman (GC) model of 
the EDL (c) does not consider the finite size of ions and is thus unsuitable at high 
electrolyte concentrations. Modifications of the GC model by Stern and Grahame 
account for phenomena such as specifically-adsorbed ions and a solvent layer at the 
surface (e). Plots of the electric potential that arise from the charge at the surface (d) 
differ between models depending on the treatment of the ions closest to the interface. 
 
 The first person to realise that the introduction of a charged surface into an 
electrolytic solution would cause a rearrangement of ions near that surface was 
Helmholtz, and he demonstrated the first notion of the EDL as a nanoscale dielectric. 
His initial model assumed a constant differential capacitance, meaning that the 
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charge stored by the EDL was linearly dependent on the applied potential, a notion 
disproved independently by Gouy and Chapman in the early 20th Century. The 
Gouy-Chapman (GC) model of the EDL introduced the idea of a diffuse layer of 
ions close to the interface in order to balance out the charge on the surface (Figure 
1.8c). This diffuse region of counterions is at its highest concentration directly 
adjacent to the surface, while the concentration is lower at greater separation due to 
the reduction in strength of electrostatic forces. This leads to an exponential drop in 
the electric potential away from the surface (orange line, Figure 1.8d), the profile of 
which is dependent on many factors including the magnitude of the surface potential 
and the concentration of electrolyte species. For example, if the concentration of 
electrolyte is very low, the characteristic length of the EDL will be relatively long as 
the volume required to provide the counterions needed to balance a charge at the 
surface is larger than in a high concentration solution. In the GC model, the 
relationship between the surface charge density (!!) and the surface potential (!!) is 
given by the following:154 
 
                             !! = (8!"#!!!×10!)! ! sinh !!!!!!"                         (1.1) 
 
where ! is the molar gas constant, ! the temperature, ! the dielectric constant of the 
solvent (78.54 for water at 298 K), !! the permittivity of free space, ! the molar 
concentration of electrolyte, ! the charge magnitude of the !:! electrolyte used, and ! the Faraday constant. This model of the EDL is best applied in systems with low 
ionic strength and at low potentials.149 At low ionic strength, the use of the dielectric 
constant of water is a reasonable approximation (for an aqueous solution), but this 
becomes far less accurate as the concentration is increased. At low surface 
potentials, the model predicts reasonable electrolyte concentrations near the 
interface, but the omission of the finite size of the ions in solution means that it can 
be unrealistic at high surface potentials, when the number of ions required to balance 
the charge at the surface is large. Despite these limitations, the GC model can be 
used to extract the Debye parameter (!), the inverse of which is described as the 
characteristic length, or thickness, of the EDL via the following equation:154 
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                                               ! = !!!!×!"!!"#!! ! !                                      (1.2) 
 
where ! is the ionic strength of the electrolyte solution. As described above, ! is 
proportional to the square root of the ionic strength, and thus the thickness of the 
EDL will decrease as the ionic strength increases. Table 1 shows some values of 
double layer thickness, !!!, for several different 1:1 electrolyte concentrations at 
298 K. 
 
Table 1.1. Relationship between electrolyte concentration and double layer thickness 
for a 1:1 electrolyte at 298 K.150 ! (mM) !!! (nm) 
0.1 30.4 
1 9.62 
10 3.04 
100 0.96 
1000 0.3 
 
To accommodate for the breakdown of the GC model at high electrolyte 
concentrations and surface charges, Stern proposed a modification that incorporated 
many of the ideas of Helmholtz. He realised that ions have a finite size, that an ion 
could not approach closer than an ionic radius, and that they could thus not be 
treated as point charges. He proposed a compact layer directly adjacent to the 
electrode, now known as the Stern layer, comprised of solvated ions at the point of 
closest approach (Figure 1.8e). The plane passing through the middle of those 
solvated ions is termed the outer Helmholtz plane (OHP). As the thickness of the 
Stern layer is pre-determined by the electrolyte and solvent used, the exponential 
decay in electric potential seen in the GC model does not occur, and the drop in 
potential from the surface to the OHP is instead linear (blue line, Figure 1.8d). The 
diffuse portion of the EDL outside of the Stern layer is still treated with the GC 
model, and the electric potential at the OHP is significantly lower than at the surface. 
Grahame suggested the inclusion of a second plane (now known as the inner 
Helmholtz plane, IHP) to accommodate ions that had been specifically adsorbed to 
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the surface, as they would be able to approach closer than those that were fully 
solvated (Figure 1.8e). As the studies herein typically use low concentrations of 
electrolyte (≤ 0.1 M), and low surface charge magnitudes (≤ 100 mC m-2), it was 
decided that the GC model was sufficiently accurate when constructing FEM 
simulations of the experimental systems. Full details of surface charge simulations 
are given in Chapters 3 and 4. 
 
1.4.2 Techniques to Measure Surface Charge: The importance of surface charge 
to a diverse array of interfacial systems, detailed at the beginning of section 1.5, has 
led to the development of an equally diverse set of techniques used to measure that 
charge. No single technique is applicable to every system, with some being more 
suitable for the study of particulate (colloidal) systems, while others are best used on 
extended substrates. This section aims to summarise the techniques that have 
historically been used to measure surface charge, and motivate the opportunities for 
SICM as an alternative method for spatially resolved charge mapping on extended 
substrates. Studies of surface charge via electrocapillary phenomena at a dropping 
mercury electrode were essential to many of the foundational studies of surface 
charge, but are not included here as they have been reviewed extensively and are far 
removed from the applications for which SICM is used in this thesis.150,153 
  
1.4.2.1 Zeta-potential Measurements: One of the most common ways to 
investigate surface charge in colloidal systems is to measure it indirectly using a 
concept known as the zeta (ζ) potential.155,156 For a NP in solution, the ζ-potential is 
defined as the difference in electric potential between the ‘slipping plane’ of the NP 
and the bulk solution (Figure 1.9). When in solution, a charged NP will form an EDL 
of counterions, as described in section 1.4.1. The EDL can be separated into the 
compact Stern later, comprised of ions that are either adsorbed on the surface or at 
the point of closest approach, and the diffuse layer. When considering charged 
particles under an external electric field, the diffuse layer around a NP can be further 
subdivided into those ions that are sufficiently close to the NP that they keep their 
position as the NP moves through solution, and those that are distant from the NP 
such that the electrostatic forces are too weak to hold them next to the particle 
(Figure 1.9a). The boundary between these two regions is known as the slipping 
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plane, and it is at this point that the definition of the ζ-potential is taken (Figure 
1.9b). When the surface of the NP is charged, that charge can be related to the 
surface potential, !!, by a relation such as that in equation 1.1. The presence of both 
the Stern layer and the diffuse layer lead to a decrease in the electric potential further 
from the surface of the NP, and as these layers are ‘attached’ to the NP it is not 
possible to measure the surface potential directly.  
Figure 1.9. Defining the ζ-potential at a charged NP. (a) Schematic of a negatively 
charged NP, surrounded by a compact Stern layer of cations and a diffuse layer held 
within the slipping plane. (b) The ζ-potential of the NP is taken at the slipping plane, 
and is of a lower magnitude than the Stern and surface potentials. 
 
As the ζ-potential cannot be directly measured, it has to be deduced by 
subjecting particles to an external electric field and tracking their movement in 
solution, known as their electrophoretic mobility. The theory that relates ζ-potential 
to electrophoretic mobility was developed by Smoluchowski in the early 20th 
Century and makes several assumptions such as the EDL thickness being 
significantly smaller that the particle radius. If this is not the case (as in very low 
electrolyte concentrations), then an alternative theory is used. ζ-potentials are 
measured in millivolts, and particles with a higher magnitude ζ-potential are more 
stable and less prone to aggregation.157,158 The measurement of the ζ-potential of 
colloidal particles is now a routine part of their characterisation. 
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1.4.2.2 Electrostatic Force Microscopy: Electrostatic force microscopy (EFM) is 
one of several techniques that are capable of creating spatially resolved images of the 
charge on a surface.159 In EFM, a cantilever analogous to that used in AFM is 
oscillated at some separation (at least tens of nanometres) from the surface. A 
potential difference of known magnitude is applied between the cantilever and the 
surface, and the work functions of both the probe and the substrate must be known to 
make an accurate measurement. As the probe is scanned over the surface, long-range 
electrostatic forces can affect both the resonant frequency and amplitude of the 
cantilever oscillation, and it is these variables that are the measurable quantities in an 
EFM. In order to probe electrostatic forces at a large separation from the surface, an 
EFM typically operates under vacuum or in a non-conductive solution. If the 
substrate and cantilever were under electrolyte solution, the formation of EDLs 
would hinder the required potential difference between the probe and surface. 
Despite this drawback, EFM has been used to investigate many systems, including 
graphene surfaces in a water environment,160 the reduction of graphene oxide,161 
single triglycine sulfate crystals,162 and proteins via both imaging163 and approach 
curves.164 
 The interpretation of electrostatic forces in force microscopy remains a 
challenge,165 particularly when imaging under electrolytic conditions.166,167 In order to 
measure electrostatic forces, the probe itself must be charged. While this charge may 
be known at the beginning of an experiment, it is liable to change throughout the 
course of a scan, making the extraction of reliable charge data extremely 
challenging. Despite these difficulties, there have been multiple studies using AFM 
in a non-conventional mode to measure charge density on an extended substrate.168–
172 Despite the success of some of these new imaging modes, force microscopy 
remains unable to probe the surface charge density on living cells, as they require a 
high concentration of electrolyte to maintain realistic physiological conditions. 
Under this setup, the EDL is compressed to less than 10 angstroms and thus probing 
it directly with force microscopy would likely lead to the damage of the cell. It is in 
these biological systems that SICM has been shown to be able to resolve surface 
charge whilst maintaining the viability of the substrate cell.173 
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1.4.2.3 Additional Methods: A further scanning probe technique that has been used 
to investigate surface charge is Kelvin probe force microscopy (KPFM).174–177 KPFM 
uses a conducting tip with an applied AC voltage to form a capacitor between the 
probe and the surface. When a direct current flows between the tip and the surface, 
the cantilever vibrates, and the magnitude of that oscillation is then translated into 
the local potential difference between the tip and the surface, and thus the surface 
potential. KPFM has largely been applied to either conducting or semiconducting 
materials,177 with a handful of studies investigating biological substrates.178,179 While 
KPFM has been used to successfully map surface potential on the nanoscale, it 
requires significant knowledge about the physical properties of the probe in order to 
correctly infer information about the surface,177 and has thus not been as widely used 
as it may otherwise have been. 
 Surface plasmon resonance (SPR) is a technique in which a surface is 
irradiated in order to study the interaction of electrons at the interface.180 As SPR is 
highly sensitive to the environment directly adjacent to the irradiated surface, it is 
possible to study interactions on the same length scale as the EDL. It has 
traditionally been used the study the adsorption of molecules onto a surface, but has 
also found application in the measurement of surface charge.181 In the first study to 
use SPR for the investigation of surface charge, the charge on silica NPs was shown 
to influence the point of closest approach to a surface coated with a charged layer of 
the same parity.181 Combining the experimental observations with a theoretical 
consideration of the system, it was possible to simultaneously study both the 
topography and charge of individual particles using SPR.181 Further to that initial 
study, SPR has been used to detect small molecules in a surface charge based 
regime,182 and to track the charge-dependent swelling of nanocrystalline films.183 
However, SPR still suffers from a topography-charge convolution that is common to 
many of the above techniques, which often means that one of the two factors needs 
to be either known or assumed before the experiment can begin. The deconvolution 
of charge and topography has been an important aspect of surface charge mapping 
with SICM,60 and is discussed in more detail in Chapter 3. 
 
1.4.3 Opportunities for SICM as a Charge Mapping Tool: The ability to use 
SICM as a tool for surface charge mapping is reliant on the phenomenon of ICR 
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outlined in section 1.3.4.2. Rectification of the ionic current through a nanopipette is 
determined by the effect of the charge on the nanopipette on the transport of ions 
through the pipette orifice.100,101 While this effect may be negligible for large-radius 
nanopipettes (more than a few hundred nanometres), it becomes increasingly 
prominent as the size of the nanopipette is reduced. This dependence of the ionic 
current on the presence of a charged surface (usually just the glass or quartz of the 
nanopipette itself), is what allows SICM to probe the charge of extended substrates. 
If the nanopipette is brought close enough to a charged interface, the transport of 
ions into and out of the probe will be determined not only by the charge on the 
nanopipette, but also by the charge on the substrate, as the two EDLs will govern the 
flux of ions through the nanopipette orifice. The smaller the probe-substrate 
separation, the larger the contribution of the substrate charge. This phenomenon is 
called surface-induced rectification (SIR),60,184–186 and is depicted in Figure 1.10. 
 
Figure 1.10. Surface induced rectification of nanopipette current. When in bulk 
solution (a), the nanopipette current is affected only by ICR (blue line in c). When 
close to a surface (b), the charge of that surface can change the profile of the 
rectification (red line in c). 
 
The relationship between charge and SIR was first demonstrated via 
approach curves to surfaces of positive, neutral and negative charge.59,185 It is widely 
assumed that the ionic current will always decrease when the nanopipette approaches 
a surface, but this was shown to be untrue for some combinations of applied probe 
bias and substrate surface charge, in which the current actually increased at low 
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probe-substrate separations. This discovery throws into jeopardy the accuracy of the 
topographical information for which SICM is most regularly used. It is typical in an 
SICM experiment to set a feedback threshold (e.g. 1% drop from the bulk current) 
that is then used for every approach in a scan-hopping regime. However, 
heterogeneities in the substrate surface charge could mean that a 1% reduction from 
the bulk current could occur at a probe-substrate separation of 10 nm or 100 nm and 
it would not be possible to tell which. This variability in the point of closest 
approach as a function of substrate surface charge reduces the reliability of the 
topographical information collected.  
As SIR has been shown to be more prominent when a larger driving potential 
is applied between the two QRCEs,59,60 efforts have been made to devise potential-
control regimes that will allow the extraction of accurate topography and surface 
charge data. Some of the initial work used a physical oscillation of the nanopipette 
for topographical feedback (i.e. DM-SICM), though this still requires the application 
of a bias between the two electrodes and is thus not entirely reliable.59 The 
development of BM-SICM allows the application of zero net bias by oscillating the 
potential in a harmonic profile about 0 V.58 This feedback type was then used for the 
approach during a scan-hopping surface charge map, allowing the extraction of 
reliable topographical data.60 The potential between the two electrodes was then 
swept in a CV to extract surface charge data at non-zero net potential difference.60 
The ability to use a single-channel nanopipette for multifunctional imaging 
significantly increases the power of SICM, and has potential applications in many 
fields from biology to crystallography and beyond. Chapter 3 of this thesis improves 
upon the scanning regime described above, while Chapter 4 considers the effect of a 
different feedback type on the ability of SICM to extract interfacial charge 
information. 
 
1.5 Cellular Uptake 
All living cells are surrounded by a cellular membrane; a lipid bilayer containing a 
variety of other molecules such as carbohydrates, cholesterol, and membrane-bound 
proteins. The cell membrane, and the proteins therein, govern the transport of 
molecules into and out of the cell, with some small molecules such as water able to 
diffuse across the membrane easily, while charged ions such as K+ and Na+ have to 
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be transported via proteins known as ion channels. Molecules that cross the cell 
membrane play a role in almost every function of the cell, from the O2 used for 
cellular respiration to signalling proteins that facilitate intercellular communication. 
Despite the importance of cellular uptake in areas of research such as drug design, 
few techniques allow the quantitative measurement of uptake rates, with research 
focusing on either fluorescence assays187,188 or ‘post-mortem’ techniques such as 
mass spectrometry.189,190 This section aims to motivate Chapter 2 of this thesis, by 
discussing the potential of SEPMs as a tool to map cellular uptake rates. 
 
1.5.1 Opportunities for Scanning Electrochemical Probe Microscopy: While the 
above techniques have successfully been used to study cellular uptake on a 
supercellular scale, very few are capable of the investigation of single cells or 
measurements on an even smaller scale. With microscale and nanoscale probes that 
can be scanned over a surface, SPMs offer an alternative route to the study of 
cellular uptake. However, as the probe will always be located in the extracellular 
domain, it is necessary to measure properties other than substrate topography in 
order to truly study the uptake process at the cell surface. While techniques such as 
STM and AFM are capable of resolving topography at an atomic level, they typically 
require a conducting or semiconducting substrate to map some other functionality, 
and are not optimised for use in a cellular environment. On the other hand, many 
SEPMs such as SECM and SICM are regularly used to image cellular samples,32,73,56 
and are thus more suited to the study of molecular uptake at the cell surface. 
 Several early studies used SECM to investigate the respiration of single cells, 
by studying the oxygen reduction reaction (ORR) at a Pt UME.55,191,192 As the probe 
passes over the cell, the ORR current decreases as the cell is consuming O2 and thus 
the local concentration is lower. Cells were then stressed with KCN,191 ethyl alcohol 
or Antimycin A, and the decrease in ORR current corresponded to the reduction in 
respiratory activity as measured by fluorescence microscopy.55 SECM has been used 
to simultaneously study the uptake and efflux of menadione and its glutathione 
complex into and out of yeast cells,193 combining experimental results with 
numerical simulations to suggest that the uptake of menadione was the rate-limiting 
step in its conjugation. Other studies have used an ion-selective electrode as an 
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SECM probe to study Ag+ uptake,194 and monitored membrane permeability with a 
UME following exposure to metals such as Cr35 and Cd.195–197 
 While the resolution of SECM uptake studies is significantly higher than the 
majority of techniques used to study uptake, difficulties in the reproducible 
manufacturing of nanoscale SECM probes prevent highly resolved mapping over a 
cellular surface. Furthermore, despite the use of multiple mediators and complex 
potential-control functions,198–200 there is a significant convolution between 
topographical and functional effects on the SECM response that make the 
interpretation of data relating to cellular uptake very challenging. In Chapter 2 of this 
thesis, both of these problems are addressed by the construction of nanoscale dual-
channel SICM-SECM probes in which one channel monitors the cellular topography 
while the other measures the rate of uptake. In this regime, the rate of uptake 
between different subcellular regions can be differentiated. 
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2 Quantitative Visualization of Molecular Delivery 
and Uptake at Living Cells with Self-Referencing 
Scanning Ion Conductance Microscopy-Scanning 
Electrochemical Microscopy 
 
In this chapter, the multifunctional abilities of SICM are explored when integrated 
into a dual-barrel probe with a solid SECM electrode. The SICM channel 
predominantly functions as a means for topographical feedback, but is also a 
reservoir of redox-active molecules that are reduced at the adjacent SECM channel. 
The current measured at the SECM electrode is a sensor of the local concentration of 
redox molecules, and this current is monitored upon approach to a surface, with the 
change in SECM current corresponding to a certain rate of uptake at the surface. 
This regime is used to map the uptake of hexaammineruthenium(III) into Zea mays 
root hair cells, whilst simultaneously measuring the sample topography. The 
sensitivity of the SICM-SECM setup is sufficient to resolve sub-cellular differences 
in molecular uptake, and these differences are then quantified using three-
dimensional FEM simulations. 
 This chapter was published as an article in Analytical Chemistry. All 
experiments and simulations were carried out by the author, with advice from 
Minkyung Kang and Dr. David Perry. Minkyung Kang performed all of the electron 
microscopy in this study, and Alexander Armitstead carried out some preliminary 
work not included herein. The manuscript was written by the author. 
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2.1 Abstract 
A multifunctional dual-channel scanning probe nanopipette that enables 
simultaneous scanning ion conductance microscopy (SICM) and scanning 
electrochemical microscopy (SECM) measurements is demonstrated to have 
powerful new capabilities for spatially mapping the uptake of molecules of interest 
at living cells. One barrel of the probe is filled with electrolyte and the molecules of 
interest and is open to the bulk solution for both topographical feedback and local 
delivery to a target interface, while a solid carbon electrode in the other barrel 
measures the local concentration and flux of the delivered molecules. This setup 
allows differentiation in molecular uptake rate across several regions of single cells 
with individual measurements at nanoscale resolution. Further, operating in a 
‘hopping mode’, where the probe is translated towards the interface (cell) at each 
point allows self-referencing to be employed, in which the carbon electrode response 
is calibrated at each and every pixel for comparison to the bulk measurement. This is 
particularly important for measurements in living systems where an electrode 
response may change over time. Finite element method (FEM) modeling places the 
technique on a quantitative footing to allow the response of the carbon electrode and 
local delivery rates to be quantified. The technique is extremely versatile, with the 
local delivery of molecules highly tuneable via control of the SICM bias to promote 
or restrict migration from the pipette orifice. It is expected to have myriad 
applications from drug delivery to screening catalysts. 
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2.2 Introduction 
All living cells, irrespective of whether they are plant, animal or bacterial, are 
continuously exchanging molecules with their extracellular environment. These 
molecules can range from the small diatomic oxygen (O2) used in cellular 
respiration,1–3 to cytokines,4 signalling proteins used for intercellular communication 
that can be 20 kDa or larger in size. The passage of any species from the 
extracellular to the intracellular domain or vice-versa is dependent on a host of 
factors, including molecule size and charge,5,6 physiological conditions and 
environment,7 relative concentrations inside and outside of the cell8 and the presence 
of suitable membrane proteins if assisted transport is necessary.9,10 The dependence 
of uptake on such a wide variety of factors, and the fact that uptake is a complex 
process involving mass transport (diffusion) and interfacial (membrane) processes, 
imposes critical requirements on analytical techniques if key details on uptake are to 
be revealed. Although cell uptake measurements are an essential aspect of new drug 
development, current methods often use bulk cytotoxicity assays and, at best, whole 
single cell measurements to ascertain the efficacy of a drug.11–14  
Scanning electrochemical probe microscopies (SEPMs) have great potential 
to increase the precision of cellular uptake measurements, particularly as the 
production of functional nanoscale probes is becoming easier.15 Hitherto, scanning 
electrochemical microscopy (SECM)16 and scanning ion conductance microscopy 
(SICM)17 have been the main SEPMs used for cell imaging. SICM has mainly being 
used for high resolution topographical imaging,18,19 while SECM has found 
considerable application for imaging a variety of processes at living cells.20,21 
However, measurements of cell permeability with SECM are somewhat scarce22,23 
and challenging, because existing detection schemes, such as the induced transfer 
mode,24 require careful deconvolution of topography and induced transfer (interfacial 
kinetics). Furthermore, this mode involves the ‘extraction’ of analyte by diffusion 
from within a cell or tissue, which may not give an accurate measurement of 
permeability if the analyte is consumed or irreversibly bound inside the cell. 
Here, we report a new method combining SICM and SECM probes to 
determine the topography of a substrate, and cell permeability (molecular uptake) 
simultaneously and in real time. While integrated electrodes have previously been 
 45 
used to monitor the efflux from micropipettes,25,26 they have not been used to 
monitor uptake at cells and our work greatly develops the capability of SICM-
SECM,27–30 which has recently been applied to model substrates27,28,31 and 
electrocatalysis at nanoparticles.29,32  
The approach makes use of SICM-SECM as a multifunctional tool to 
spatially resolve the uptake of a molecule of interest to a single cell (SECM 
channel), whilst reliably positioning the probe at a defined distance from the 
interface for delivery and topography mapping (SICM channel). The analyte of 
interest is delivered to the cell in a defined and local manner. This is advantageous 
compared to the analyte being in bulk solution, because: (i) it allows the detection of 
uptake; (ii) the cell is only dosed transiently with the analyte, which reduces 
potential toxicity issues; and (iii) the response of the SECM and SICM channels can 
be calibrated at each and every pixel. Furthermore, the migration and thus delivery 
of molecules can be controlled by the polarity and magnitude of the applied SICM 
bias. As a proof of concept the uptake of the well-characterized redox mediator 
hexaammineruthenium(III),  [Ru(NH3)6]3+, into Zea mays root hair cells has been 
studied. The technique is comfortably able to differentiate between uptake over the 
cell and the lack of uptake over glass, and is further able to distinguish 
heterogeneities in uptake rates across different regions of cells. Interestingly, the 
rates correlate qualitatively to earlier measurements of membrane surface charge.33 
This sub-cellular resolution is a significant improvement on previous uptake assays 
and provides a roadmap to further refine the spatial and kinetic resolution. An 
important aspect of the method is that the probe response can be predicted with finite 
element modeling (FEM) to provide a robust platform on which the cellular uptake 
of any electroactive molecule of interest could potentially be studied at the 
nanoscale, and the method could be applied to many other types of interfaces in 
addition to cells. 
 
2.3 Materials and Methods 
2.3.1 Solutions: Milli-Q reagent grade water (resistivity ca. 18.2 MΩ cm at 25 °C) 
was used for all solutions. 10 mM KCl (Sigma-Aldrich, pH 6.5) was prepared and 
used for the bulk solution in all experiments. A solution of 10 mM 
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hexaammineruthenium(III) chloride (Sigma-Aldrich) and 10 mM KCl was prepared 
and used in the SICM barrel for all experiments. 
 
2.3.2 Substrate Preparation: Zea mays seeds (Avenir, Syngenta) were germinated 
between two layers of damp paper towel at 25 °C for 4 days. This provided a root of 
approximately 20 mm length with a dense layer of root hair cells. The corn roots 
were then attached to a glass-bottomed Petri dish (3512, WillcoWells) using SPM 
adhesive tabs (Agar Scientific) away from the area being imaged. 
 
2.3.3 Probe Fabrication: The fabrication of the nanoprobes used for SICM-SECM 
uptake mapping involved a multi-stage process. First, a dual-barrel quartz ‘theta’ 
capillary (o.d. 1.2 mm, i.d. 0.9 mm, Friedrich and Dimmock) was pulled to a sharp 
point of ~150 nm total diameter using a laser puller (P-2000, Sutter Instruments). 
One of the barrels was sealed with ‘Blu-Tack’ (Bostik) before butane was flowed 
down the other barrel in an argon atmosphere (Figure 2.1a). The probe was heated to 
pyrolytically deposit carbon within the barrel,31,34 with the butane torch moved 
laterally, starting from beyond the end of the probe, over the tip and along the probe 
body. The burn time was typically 3 s at the tip and 10 s on the probe body to ensure 
that a thick layer of carbon was deposited.  
 An electrical connection to the SECM electrode was established by inserting 
a copper wire through the top end of the pipette barrel to make a back contact with 
the carbon layer. A transmission electron microscope (TEM, JEOL 2000FX) was 
used to investigate the carbon deposit (see inset micrographs, Figure 2.1a). The 
carbon deposit could be conformal to the end (left side image) or result in a recessed 
layer (right hand image). To avoid complications for an irregular SECM tip 
geometry, the overall probe diameter was increased to 500 nm using focused ion 
beam (FIB) milling (JEOL 4500) to ensure consistent probe geometry with a flush 
carbon electrode (Figure 2.1b), the response of which could be more accurately 
modeled. Ag/AgCl quasi-reference counter electrodes (QRCEs), comprising AgCl-
coated Ag wire,35,36 were used in the open barrel of the probe and in the bulk solution 
for SICM feedback (topographical imaging). 
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Figure 2.1. Fabrication of dual-barrel nanoprobes for use in SICM-SECM. (a) 
Carbon was deposited in one barrel of the probe via the pyrolysis of butane (SECM) 
while the other was kept open (SICM). Inset transmission electron microscopy 
(TEM) images show an example of both complete (left) and incomplete (right) 
carbon deposition. Scale bar in both micrographs is 500 nm. (b) The probe diameter 
was regulated using focused ion beam (FIB) milling. Inset TEM images show a 
probe with scale bars of 5 μm (left) and 500 nm (right) after FIB milling. 
 
2.3.4 Instrumentation: The SICM-SECM setup was built on the stage of an 
inverted optical microscope (Axiovert 40 CFL, Zeiss) to facilitate the positioning of 
the nanoprobe relative to the substrate. Probe movement normal to the substrate was 
controlled using a piezoelectric positioning stage with a travel range of 38 μm (P-
753-3CD, Physik Instrumente), while fine lateral movement of the substrate for XY 
positioning was achieved using a two-axis piezoelectric positioning system with a 
travel range of 300 μm (Nano-BioS300, Mad City Laboratories, Inc.). 
Instrumentation control and data collection was achieved using a custom-written 
LabVIEW (2013, National Instruments) program through an FPGA card (NI PCIe-
7852R, National Instruments) and custom-built current amplifiers. 
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2.3.5 Simultaneous Topography and Uptake Mapping: To simultaneously image 
topography and uptake, the SICM-SECM probe was approached towards the surface 
at 2 μm s-1 (for small area scans) and 3 μm s-1 for larger scans (specified herein) until 
the ionic (SICM) current dropped by 1.5%, compared to the bulk value at each pixel. 
This was the feedback threshold used throughout. A hopping regime28,37 was used to 
permit a quantifiable measurement to be taken at each pixel. The bias between the 
two QRCEs used for SICM feedback was 0.2 V with the positive bias applied at the 
QRCE in the SICM barrel. A bias of -0.4 V was applied to the carbon electrode with 
respect to the QRCE in bulk solution so as to reduce [Ru(NH3)6]3+ to [Ru(NH3)6]2+ at 
a transport-limited rate. The height of the substrate at each pixel was taken from the 
z-position at the point of closest approach based on the SICM response. The 
normalized SECM current response was calculated by dividing the faradaic 
reduction current value at the surface by that in bulk at the same pixel. The use of 
self-referencing data collection was extremely powerful, allowing the response of the 
probe to be recalibrated at every point in the scan.  
 
2.3.6 Finite Element Model (FEM) Simulations: 3D FEM simulations were 
performed in COMSOL Multiphysics (v5.2) using the transport of diluted species 
and electrostatics modules. The dimensions of the probe for the simulation were 
taken from TEM micrographs.38 The pipette was simulated as a double-barrel 
eccentric extruded cone with a total semi-major axis of 250 nm at the end of the 
pipette, and a semi-major axis of 160 nm for each of the two barrels. The height of 
the pipette simulated was 5 μm with an inner cone angle of 4.9°. A series of steady-
state simulations were carried out at different probe-substrate separations, with a bias 
of +0.2 V in the pipette with respect to bulk, from which a working distance of 120 
nm was determined from the drop in ionic current to the experimental feedback 
threshold. This separation was then used for further steady-state simulations with the 
probe positioned over surfaces with different uptake kinetics at the substrate 
boundary (first order heterogeneous rate constants, k, ranging from 1 × 10-5 to 1000 
cm s-1, see equation 2.1).  
 
                                               !"#$ =  −! Ru NH3 ! !!                              (2.1) 
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A [Ru(NH3)6]3+ concentration of 0 mM was applied to the boundary of the SECM 
electrode (diffusion-limited detection by reduction). Further details of all 
simulations, including the system of differential equations solved and all boundary 
conditions can be found in the Supporting Information, section 2.6.1.  
 
2.4 Results and Discussion 
2.4.1 Operational Principle: The use of a dual-barrel nanoprobe for the quantitative 
detection of cellular uptake is conditional on an intimate understanding of two well 
established scanning probe techniques: SICM and SECM. As highlighted in the 
Introduction, SICM utilizes the ionic current between two Ag/AgCl QRCEs, one in 
the probe and one in the bulk solution, as a feedback signal.39 This current is 
dependent on the resistance in the system, which in bulk solution is determined 
almost exclusively by the aperture of the nanopipette, as the most resistive 
component.40 However, as the probe approaches a surface (closer than one probe 
diameter) the system resistance increases as ion migration between the pipette and 
bulk solution is hindered by the surface. The corresponding decrease in current can 
therefore be used to set, and determine, the probe-substrate separation, and hence 
measure the topography of the substrate with a resolution on the same scale as the 
probe opening.40 Note that for the probe sizes, distances, and electrolyte 
concentrations used herein the SICM current is immune to rectification effects.41–43 
SECM uses a solid micro- or nanoelectrode to probe the local concentration (or flux) 
of an electroactive species of interest. A potential is applied to the electrode to either 
oxidize or reduce the desired molecule, with the resulting faradaic current used to 
obtain flux information.  
One QRCE was in the open (electrolyte-filled) barrel of the probe while 
another was in bulk, with a potential, V1, applied between the two. The carbon 
electrode was connected to an offset electrometer that allowed the variation of the 
applied potential, V2 - V1, without affecting the bias used for SICM (Figure 2.2a).  
Both the bulk solution and the electrolyte channel of the probe contained 10 mM 
KCl. The molecule of interest (henceforth known as the ‘analyte’), was 
hexaammineruthenium(III) ([Ru(NH3)6]3+) as the chloride salt at a concentration of 
10 mM, which was only in the electrolyte-filled barrel of the nanopipette. There was 
thus a concentration gradient of this species established around the tip of the probe 
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and the transport of analyte from the open channel to the face of the carbon electrode 
determined the SECM current signal observed. It is worth noting that while there are 
interdependent electrochemical and transport processes at the two channels, this 
interdependence is also treated in the simulations, with all simulations carried out 
with both the SICM and SECM channels ‘on’ and both V1 and V2 held constant 
throughout. 
 
Figure 2.2. SICM-SECM experimental setup for the investigation of cellular uptake. 
(a) The current flowing between two Ag/AgCl QRCEs, one in bulk and one in the 
open channel of the probe, with an applied bias, V1, used for topographical feedback 
in an SICM configuration. The carbon electrode used to measure the local 
concentration of the species is at a bias V2 - V1. (b) Schematic showing the diffusion-
migration of [Ru(NH3)6]3+ from the SICM barrel into the near cell region. The 
current due to the reduction of [Ru(NH3)6]3+ at the SECM channel is monitored on 
approach of the probe to the surface and compared to the steady-state bulk current 
response to quantify uptake rates. It should be noted that transport via an ion channel 
is just one of many possible membrane transport mechanisms and is depicted herein 
for illustrative purposes. 
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Figure 2.2b is a schematic of an SICM-SECM probe near to a root hair cell. 
As [Ru(NH3)6]3+ molecules are taken across the membrane it can be seen that, for a 
fixed probe-substrate separation, the SECM signal would be lower at this substrate 
than at a completely solid (impermeable) surface, where [Ru(NH3)6]3+ would be 
partly trapped (hindered diffusion/migration) between the electrode and the surface. 
A specific normalized SECM current value (the ratio of the SECM current at the 
point of closest approach and the SECM current in bulk) thus corresponds to a 
specific level of uptake at the interface, as discussed in the next section.  
 
2.4.2 FEM Simulations: FEM simulations of an SICM-SECM nanopipette (see 
Supporting Information, section 2.6.1 for full details) approaching a surface of zero 
uptake allowed the determination of a probe-substrate separation of 120 nm based on 
the 1.5% decrease of SICM current as the threshold used for the studies herein 
(Figure 2.3a). Further simulations were carried out with the probe at 120 nm above 
surfaces with varying analyte uptake rates, ranging from no uptake to a rate constant, 
k, of 1000 cm s-1 (see equation 2.1 above). Normalizing the steady-state SECM 
current values from these simulations to the value with the probe in bulk solution, 10 
μm away from the surface, generated a calibration curve of normalized SECM 
current versus uptake rate constant for the quantitative estimation of uptake kinetics 
to a given surface (Figure 2.3b). It can be seen that this technique has a wide 
dynamic window, and is sensitive to rate constants from about 0.01 cm s-1 to 10 cm s-
1. This is a positive feature of the method. On the other hand, accurate measurements 
require that the SECM channel current can be determined with high precision, which 
is why self-referencing is important, as we show herein. 
An investigation was carried out into whether or not the uptake rate constant 
at the surface would influence the SICM current signal, and thus the probe-substrate 
separation, the results of which are presented in section 2.6.2 of the Supporting 
Information. For the uptake rate constants observed in this study, and the tip-
substrate separation used, the flux of [Ru(NH3)6]3+ did not have a significant effect 
on the SICM current, with a small decrease predicted that was comparable to the 
noise of the SICM current measured experimentally. However, for a system where 
the uptake rate constant was higher (above 1 cm s-1), the probe-substrate separation 
could be influenced by the uptake of the analyte. This issue could be countered by 
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employing an iterative approach in which both the separation and the uptake rate 
constant would be determined simultaneously over several rounds of simulations. 
Experimentally the probe was retracted 15 μm and this tip-substrate 
separation and that used in the simulations (10 μm) are sufficient to represent bulk 
solution. The use of steady-state simulations is justified as the SECM response was 
the same at approach rates at least five times faster than those used experimentally, 
meaning that at any given point in the approach, the SECM current can be assumed 
to be at steady state. This is because the time to steady state at a nanoscale electrode 
is very short (see Supporting Information, section 2.6.3 for further justification of 
steady-state simulations). It should be noted that for all simulations of the SECM 
current, the SICM bias (+0.2 V at the QRCE in the probe) was applied, to imitate 
precisely the migration (as well as diffusion) of the [Ru(NH3)6]3+ that occurs in the 
experiments. 
Figure 2.3c shows the steady-state concentration profile of [Ru(NH3)6]3+ with 
initial conditions mimicking those used experimentally, with the probe in bulk 
solution, and bias of +0.2 V vs. the bulk QRCE applied in SICM tip. The 
concentration at the nanopipette orifice is around 2 mM, one fifth of the bulk 
nanopipette concentration of 10 mM. This difference is noteworthy when using 
nanopipettes for local delivery, particularly drug delivery, as it is important to 
carefully dose the sample with a well-defined quantity (flux). A close-up of the end 
of the probe (Figure 2.3d) shows a departure from the expected hemispherical 
concentration profile at the end of the SICM barrel,44 with the reduction of the 
[Ru(NH3)6]3+ to [Ru(NH3)6]2+ at the carbon electrode modifying the shape on the side 
closest to the solid amperometric sensor.  
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Figure 2.3. Finite element method (FEM) modeling of the SICM-SECM uptake 
system. (a) Simulated SICM approach curve (current vs. distance) to a surface of 
zero uptake with a probe of the same geometry as used experimentally, with 
electrochemistry switched on at the SECM channel. The current data are plotted as 
the percentage drop in ionic current from the bulk value (~850 pA). The 
experimental threshold (red line in (a)) was used to determine a working distance at 
which steady-state simulations (b) were carried out to calibrate the normalized 
SECM current as a function of the uptake rate constant at the surface. The 
normalized SECM current is the value at d = 120 nm divided by that with the probe 
in bulk solution (~10 pA). (c) and (d) show the concentration of [Ru(NH3)6]3+ at 
steady state with initial concentrations of 10 mM in the SICM barrel and 0 mM in 
bulk. 
 
2.4.3 Validation of SICM-SECM for Uptake Mapping: As a proof-of-concept 
system for spatially-resolved uptake mapping, a surface of reasonably high expected 
uptake (Zea mays root hair cells, see optical micrograph in Figure 2.4a) was imaged 
on a glass substrate (no expected uptake) in 10 mM KCl (pH 6.5). Figures 2.4b and 
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2.4c show a typical pair of simultaneously collected topography and normalized 
SECM current maps of a root hair cell on a glass substrate. The height of the cell 
varies from 7-10 μm, as it is not fully adhered to the surface,33 and the steep drop off 
at the edges of the cell suggests a cylindrical morphology, consistent with previous 
work.33 
 The normalized SECM current map (Figure 2.4c) displays a very clear 
distinction between the behavior of the SECM channel over the root hair cell and the 
glass, with a pixel-perfect correlation with the topography map in Figure 2.4b, i.e. at 
every pixel the SECM response was consistent with the probe approaching the glass 
or cell (as indicated by topography). As mentioned above (Figure 2.3b), normalized 
SECM current values greater than 1 mean that the SECM current is higher close to 
the surface than in bulk. This is always observed over the glass substrate (typical 
value ~1.25) and is caused by the hindered diffusion/migration of ions away from 
the end of the probe. A value of normalized SECM current lower than 1.25 
corresponds to uptake by the sample. The values across the cell are similar, with an 
average value of 0.91 ± 0.02, suggesting a high uptake rate constant of 0.31 ± 0.03 
cm s-1 over the cell surface (Figure 2.3b). Individual approach curves of the SECM 
current taken from the scan in Figure 2.4c are shown in Figure 2.4d, to illustrate the 
consistency of the measurements in different areas of the cell and different areas of 
the glass, and the contrasting behaviour in the approach curve between the cell and 
glass substrate. 
A scan of this size has an acquisition time of approximately 30 minutes. 
Figures 2.4e,f show the change in SICM and SECM currents, respectively, across the 
entire scan. The ionic current (SICM, Figure 2.4e) drifts from 835 pA to 810 pA, a 
change of less than 1 pA min-1. This has a negligible effect on SICM topography 
imaging as a percentage feedback value, compared to bulk, is used. Proportionally, 
there is a more pronounced drift (deterioration) of the SECM current (Figure 2.4f) 
with time, from 10 pA to 6 pA. This makes the self-referencing method described 
above crucial to the reasonable interpretation of the SECM current data. It should be 
noted that the spikes both above and below the main trend in Figure 2.4f are 
approaches over glass and the root hair cell respectively; the bulk current is given by 
the red line. 
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Figure 2.4. SICM-SECM topographical and [Ru(NH3)6]3+ uptake mapping of a Zea 
mays root hair cell on a glass substrate. (a) Optical image of the scanned root hair 
cell (A) on a glass support with the end of the probe also visible (B); scan area 
denoted by the dashed rectangle. (b) Substrate topography extracted from the z-
position at the point of closest approach. (c) Normalized SECM current map 
showing the difference in uptake between glass substrate (zero uptake) and the root 
hair cell. ‘Normalized current’ is the ratio of the [Ru(NH3)6]3+ steady-state limiting 
reduction current at the point of closest approach to the reduction current in bulk. 
Individual experimental approach curves from the scan in (c) are shown in (d), at the 
four positions numbered. SICM (e) and SECM (f) currents across the entirety of the 
scan (400 separate approach curves) demonstrate minor current drift for SICM, but 
some effect for SECM, making the self-referencing approach essential. The red line 
in (f) shows the trend in bulk SECM current, ignoring the approaches to either the 
cell or the glass. 
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No interpolation has been applied to the data in Figures 2.4b,c and each pixel 
represents a quantified measurement of the interfacial uptake rate on the nanoscale. 
Furthermore, it should be noted that much of the scan time is spent in the probe 
retracting over a sufficient distance to map out topography of the root hair cell on the 
glass substrate. Many adherent mammalian cells are less than 1 μm in height and 
thus the scan could be acquired significantly faster in future experiments. Moreover, 
faster piezoelectric positioning systems would further reduce the scan time and 
increase pixel density. 
 
2.4.4 Differentiation of Subcellular Uptake Heterogeneities: While the ability to 
distinguish between uptake and no uptake was an important validation of the 
method, the technique was also applied to differentiate between the uptake rates 
across a single cell. Figure 2.5a shows a single Zea mays root hair cell, curved in a 
hairpin shape (bend outside of the optical micrograph) such that the root hair body 
and root hair tip could be imaged concurrently. The topography from the scan area 
denoted by the dashed white box in Figure 2.5a is shown in Figure 2.5b. The two 
areas of the cell are at different heights above the glass substrate but both suggest the 
cylindrical shape seen in Figure 2.4. 
 The normalized SECM current map (Figure 2.5c, response over the 
background glass slide grayed out to emphasize contrast; see Supporting 
Information, section 2.6.4 for raw data) shows two clearly defined regions, labelled 
‘tip’ and body’ on Figure 2.5b, that have different normalized SECM current value 
ranges. The body of the cell generally has higher normalized SECM current values 
(mean = 0.956, standard deviation (s.d.) = 0.033) than at the cell tip (mean = 0.922, 
s.d. = 0.034), suggesting a faster uptake rate at the root hair tip than at the cell body. 
This difference between the two regions is emphasized when the data are displayed 
as a histogram (Figure 2.5d), where the bell-shaped spread of the normalized SECM 
current values at the tip is shifted from that of the body. The function of the root hair 
cell is to uptake nutrients that can then be distributed to the rest of the plant45 and the 
higher level of uptake at the tip of the cell could potentially be a result either of a 
higher density of membrane transport proteins, or a generally looser membrane in 
this region. However, the higher uptake could also be caused by the charge density, 
arising as a result of charged proteins and lipids at the cell surface. Recent work with 
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SICM for charge mapping33 has shown that the tip of a root hair cell carries a 
significant negative charge when compared to the cell body and this could play an 
important role in the uptake of the positively charged [Ru(NH3)6]3+ analyte used. 
 
Figure 2.5. SICM-SECM topographical and [Ru(NH3)6]3+ uptake mapping of two 
regions of a single Zea mays root hair cell. (a) Optical image of the scanned root hair 
cell; scan area denoted by the dashed rectangle. (b) Substrate topography extracted 
from the z-position at the point of closest approach from the SICM channel. (c) 
Normalized SECM current map showing a clear difference in uptake between the 
root hair cell body (higher current, lower uptake) and the root hair cell tip (lower 
current, higher uptake). ‘Normalized current’ is the ratio of the [Ru(NH3)6]3+ 
reduction current at the point of closest approach to the same reduction current in 
bulk. (d) Histograms of the normalized SECM current across the two different 
regions of the root hair cell, ‘tip’ and ‘body’ (see (b)). 
 
Despite the difference in overall uptake rates between the two regions, there 
is a spread of uptake values that can be attributed to several factors. First, 
heterogeneities in protein or charge lipid distribution on the cell surface would cause 
a distribution of uptake rates (normalized SECM current). A second reason is that 
the SECM currents measured during the experiment are rather small (~10 pA) and 
thus there will be a natural variation as a result of electrical noise. With these 
limitations in mind, it is possible to quantify the normalized SECM current values 
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measured at both the tip and the body using the simulated calibration curve (Figure 
2.3b). The mean values stated above correspond to an uptake rate of 0.27 ± 0.05 cm 
s-1 for the cell tip and 0.22 ± 0.05 cm s-1 for the cell body. The ability to distinguish 
between two regions with similar uptake rates suggests this technique has great 
promise going forward. 
 
2.5 Conclusions 
We have demonstrated the use of dual-barrel SICM-SECM nanoprobes to 
simultaneously measure the topography and spatially-resolve the uptake rate of a 
molecule of interest delivered from the probe across an interface. As a proof of 
concept, the uptake of hexaammineruthenium(III) to Zea mays root hair cells was 
studied, highlighting heterogeneities in uptake rate across a single cell, with a 
slightly higher rate of analyte uptake at the cell tip than at the cell body based on the 
probe current response. These qualitative differences were then quantified using 
FEM simulations of the experimental setup to provide a powerful platform for 
mapping and quantifying the uptake rate of electroactive species across an interface. 
A key feature of the approach has been pixel-level self-referencing of both the SICM 
and SECM response at each point in a map to overcome any drift in the response of 
the two channels. 
This new technique could aid the screening of drug molecules; for example, 
using this assay in tandem with cytotoxicity experiments to inform the user of the 
efficacy of the drug once it had crossed the cell membrane. The technique could also 
be used to study electrocatalysis and other materials reactivity problems. This work 
adds significant new functionality to the family of scanning electrochemical probe 
techniques and could be combined with laser-scanning confocal microscopy and 
other microscopies to investigate a wide range of processes, from biological (living) 
systems to materials and catalysis. 
 
2.6 Supporting Information 
2.6.1 FEM Simulations: FEM simulations were constructed and run in COMSOL 
5.2 as outlined in the manuscript. A 3D axisymmetric domain of the nanopipette 
with dimensions extracted from TEM images was constructed, a schematic 2D slice 
of which is depicted in Figure 2.6 below, with boundary conditions in Table 2.2. All 
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boundaries that are not specifically labeled with conditions are set as no flux 
boundaries with [KCl] = 10 mM. No potential is applied at boundary B1 as the 
electric field from the probe does not appreciably intercept the surface and any 
electric boundary condition applied at B1 would necessarily be conjecture. No 
potential is applied at boundary B4 as the electric field from the electrode will have a 
negligible effect and was thus not included to reduce the complexity of the 
simulation. The system of differential equations solved was as follows. Ionic 
transport is reasonably assumed to follow the classical Nernst-Planck relationship, 
where the flux Ji of species i is given as: 
 
                                         !! =  −!!∇!! −  !! !!"!!!!∇!                             (2.2) 
 
and the Poisson equation describes the electrical potential !: 
 
                                                       ∇!! =  − !!!! !!!!!                                    (2.3) 
 
where !! denotes the concentration of species i, while !!, !!, F, R, T, ! and !! specify 
constants: diffusion coefficient of i, its charge number, the Faraday constant, gas 
constant, temperature, relative permittivity and vacuum permittivity, respectively. 
The initial conditions in the SICM barrel were 10 mM KCl and 10 mM 
hexaammineruthenium(III) chloride while the initial conditions in bulk solution were 
10 mM KCl. A concentration of 0 mM [Ru(NH3)6]3+ was set as the boundary 
condition at the end of the SECM barrel (diffusion-limited detection) and the flux 
was monitored and converted into current. There was no treatment of [Ru(NH3)6]2+; 
it is generated in small amounts and is not expected to affect the flux of [Ru(NH3)6]3+ 
across the cell membrane. However, the generated species in SECM could 
sometimes affect the flux of other species, and for a system where this is the case 
this could readily be treated.   
Simulations were first performed to find the point of closest approach from 
the SICM feedback with a tip potential of +0.2 V. The threshold value used 
experimentally was a drop in current of 1.5 % compared to the bulk value. Steady-
state simulations were carried out at a variety of probe-substrate separations to build 
an approach curve, from which a separation of 120 nm was determined for this set 
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point (see Figure 2.3a). Having determined the working distance, a series of steady-
state simulations were carried out at this probe-substrate separation with surfaces of 
differing uptake rate constant, k, ranging from 0 cm s-1 to 1000 cm s-1. Throughout 
these simulations the SICM bias of +0.2 V was still applied to mimic the 
experimental setup. 
 
Table 2.1. Diffusion coefficients of the species simulated. 
 
 
 
 
 
 
Table 2.2. Boundary conditions for the FEM model with boundaries corresponding 
to Figure 2.6 below. 
Boundary Concentration/Flux Potential 
B1 !"#$ =  −![Ru(NH!)!]!! No electric boundary 
condition applied 
B2 [KCl] = 10 mM V = 0 V 
B3 [KCl] = 10 mM, [Ru(NH3)6Cl3] = 10 mM V = + 0.2 V 
B4 [Ru(NH3)6]3+ = 0 mM No electric boundary 
condition applied 
 
Surface charge was not included in the simulations herein. While interesting 
phenomena have been demonstrated as a result of surface charge on a 
nanopipette/glass substrate,42 these phenomena are shown to be manifest with 
significantly smaller probes, and at closer probe-substrate separations than those 
used herein. However, if future experiments required smaller probe-substrate 
separations then the effect of surface charge could be incorporated into the 
simulations. Relatedly, these simulations were carried out in the absence of 
electroosmotic flow (EOF), as such effects are expected to be negligible under the 
conditions of the experiments herein,46 and the self-referencing technique would 
compensate for the additional flux. The effects of EOF may be different between 
Species !!, ×10-5 cm2 s-1 
K+ 1.96 
Cl- 2.05 
[Ru(NH3)6]3+ 0.96 
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surface and bulk at very small probe-substrate separations and thus it would be 
possible to include EOF should this be necessary.47 
The justification for carrying out steady-state as opposed to time-dependent 
simulations for the quantification of uptake rate is given in section 2.6.2 below, 
while the justification of the determination of the probe-substrate separation is 
discussed in section 2.6.3. 
Figure 2.6. Schematic (not to scale) of a 2D slice from the 3D FEM simulation 
 of a dual-channel nanopipette above a surface of variable uptake rate constant, k. 
Boundary conditions at B1-4 in Table 2.2 above. 
 
2.6.2 Justification of Tip-Substrate Separation: The determination of the probe-
substrate separation of 120 nm was reached via a simulated approach curve over a 
surface of no uptake. That separation distance was then used for the steady-state 
simulations to calibrate the normalized SECM current with a range of uptake rate 
constants. The SICM current from those steady-state simulations is considered here 
to determine the influence of uptake rate constant on the SICM approach feedback. 
Shown below (Figure 2.7) is the percentage difference in SICM current of the 
simulations over surfaces of various uptake rate constants (at a probe-separation of 
120 nm) when compared to the simulation used to determine the separation distance 
(surface with an uptake rate constant of zero). It can be seen that for the uptake rate 
constants encountered in this study (~0.25 cm s-1) the effect on the SICM current is 
about 0.5%, and similar to the noise level in the SICM current (see Figure 2.4e in the 
main text), thus justifying the method used. However, for interfaces with a higher 
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uptake rate constant the effect of the uptake on the SICM feedback would need to be 
considered. This would not be problematic, but would require analysis of the SICM 
and SECM data simultaneously (and iteratively) to determine both the approach 
distance and uptake rate. 
 
Figure 2.7. Difference in the simulated SICM current at a probe-substrate separation 
distance (d, see above) of 120 nm over substrates of differing uptake rates when 
compared to the SICM current at 120 nm over a surface with an uptake rate constant 
of 0 cm s-1. 
 
In order to further justify the probe-substrate separation distance used herein, 
we now consider the agreement of the theoretical approach curve with a typical 
experimental approach curve. Figure 2.8 shows the two approach curves in both the 
SICM channel (a, over a range of 500 nm) and the SECM channel (b, over a range of 
1000 nm). Both sets of curves show a strong agreement across the entire range, thus 
fully validating the method presented herein. It should be noted in both figures that 
the probe-substrate separation is that taken from the model. Clearly, for an 
experimental approach the point of closest approach is some way from the surface 
and thus a shift of 120 nm was applied to the raw experimental data to more easily 
compare the full approach. 
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Figure 2.8. Comparison between approach curves in both the SICM (a) and SECM 
(b) channels from FEM simulations and from a typical experimental approach. In 
both figures the zero point is that taken from the simulations where the probe-
substrate separation is known precisely. The experimental approach curves have 
been shifted by 120 nm from the point of closest approach. 
 
2.6.3 Approach Data Justifying Steady-State Simulations: As the probe 
approaches the surface it only remains at the point of closest approach for a short 
period of time (~1 ms), the period of time during which the current reading used to 
calculate the normalized current at that pixel is collected. In order to ensure that the 
approach rate to the surface did not influence the response of the probe (and thus 
justifying the use of steady-state simulations for quantification) a series of 
approaches were performed at different approach rates to a cell surface, the results of 
which are shown in Table 2.3. It can be seen that the normalized SECM current at 
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the distance of closest approach does not change at approach velocities up to 10 μm 
s-1, comfortably justifying an experimental approach rate of 2-3 μm s-1. Above 10 μm 
s-1 it becomes questionable as to whether or not the system is at steady state as the 
normalized current values increase. 
 
Table 2.3. Normalized SECM current values at the distance of closest approach 
from a series of approach curves to a Zea mays root hair cell at different approach 
rates. Each value given is the mean of three approaches and an error of one standard 
deviation is also given. 
Approach Speed / μm s-1 Normalized Current 
0.5 0.91 ± 0.006 
1 0.91 ± 0.008 
2 0.90 ± 0.011 
5 0.90 ± 0.009 
10 0.91 ± 0.010 
15 0.93 ± 0.011 
20 0.94 ± 0.014 
 
2.6.4 Raw Normalized SECM Current Data for Second Scan: The color bar on 
the normalized current map of Figure 2.5 was optimized to emphasize the difference 
between the two regions of the cell and, as such, the values for the glass substrate 
were grayed out. Presented here is the raw data of the entire scan. 
 
Figure 2.9. Raw normalized current image of the root hair cell scan presented in 
Figure 2.5. 
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3 Fast Nanoscale Surface Charge Mapping with 
Pulsed-Potential Scanning Ion Conductance 
Microscopy 
 
As an alternative approach to the dual-channel probe used in Chapter 2, this chapter 
focuses on the development of the single-channel nanopipette as a multifunctional 
tool, in this case simultaneously mapping the substrate topography and surface 
charge. While this technique had been introduced previously, the potential-control 
regime used to extract charge data led to long scan times and low pixel acquisition 
rates. In this study, both the potential-control function (for charge mapping) and the 
feedback type (for topographical mapping) are optimised to improve the pixel 
acquisition rate by an order of magnitude over the previous regime. This 
advancement is demonstrated via the collection of high-resolution maps of both 
polymeric and cellular substrates, with FEM simulations in tandem to quantify the 
charge density on the surface. 
 This chapter was published as a technical note in Analytical Chemistry. 
Experiments were performed by the author together with Dr. David Perry, who also 
carried out the FEM simulations after they had been jointly discussed. Cell culturing 
was also performed together, with advice and training from Dr. Philip Young. The 
manuscript was written by the author. 
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3.1 Abstract 
A vast range of interfacial systems exhibit charge heterogeneities on the nanoscale. 
These differences in local surface charge density are challenging to visualize, but 
recent work has shown the scanning ion conductance microscope (SICM) to be a 
very promising tool to spatially resolve and map surface charge and topography via a 
hopping potential sweep technique with a single nanopipette probe, with harmonic 
modulation of a bias applied between quasi-reference counter electrodes in the 
nanopipette and bulk solution, coupled with lock-in detection. Although powerful, 
this is a relatively slow process, with limitations on resolution and the size of the 
images that can be collected. Herein, we demonstrate a new scanning routine for 
mapping surface charge and topography with SICM, which increases the data 
acquisition rate by an order of magnitude, and with the potential for further gains. 
Furthermore, the method is simplified, eliminating the need for bias modulation 
lock-in detection, by utilizing a potential-pulse, chronoamperometric approach, with 
self-referencing calibration of the response at each pixel in the image. We 
demonstrate the application of this new method to both a model substrate and living 
PC12 cells under physiological (high ionic strength) conditions, where charge 
mapping is most challenging (small Debye length). This work contributes 
significantly to the emergence of SICM as a multifunctional technique for 
simultaneously probing interfacial structure and function with nanometer resolution. 
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3.2 Introduction 
Scanning ion conductance microscopy (SICM) is a powerful technique for nanoscale 
non-contact imaging of surface topography1–3 that finds particular application in the 
study of cellular systems,4–8 where resolution has been extended to the individual 
protein level9 and is comparable to atomic force microscopy (AFM).10 SICM utilizes 
a nanopipette filled with electrolyte to probe an interface that is also bathed in 
electrolyte. A bias is applied between a quasi-reference counter electrode (QRCE) in 
the nanopipette and one in bulk solution to generate an ionic current. Changes in the 
ionic current as the nanopipette approaches the substrate can be used to sense, and 
provide information, about the interface.  
Recent developments have taken SICM beyond topography and shown that 
the current response may be inherently sensitive to other interfacial properties, most 
notably surface charge heterogeneities11–13 and surface reactions.14 Local changes in 
ionic conductivity near an interface affect the SICM current and can thus be mapped 
and analyzed, for example, with finite element method (FEM) modeling.15–17 All of 
these applications require careful consideration of the scanning routine used, 
particularly the applied potential bias, so that SICM provides unambiguous 
information on surface properties.  
However, it has been shown that without careful experimental design, the 
topographical and surface charge data obtained with SICM can become convoluted, 
affecting the accuracy of these studies. To address this issue, surface charge mapping 
with SICM has been performed in a bias modulated (BM-) SICM18 format that 
enables topography and surface charge to be resolved simultaneously without 
convolution.12 In this regime the nanopipette is approached to the surface or interface 
of interest, with no net (time averaged) bias applied between the two QRCEs, just a 
small harmonic oscillation of the bias around 0 V. Importantly, this renders the 
SICM response relatively insensitive to surface charge, so that topography is 
mapped. Upon detection of the substrate (usually by a change of the current phase), 
the bias is then swept between two extreme values and the SICM response becomes 
sensitive to surface charge. The surface charge is elucidated by comparing the 
voltammogram near the surface to one performed in bulk at each and every pixel in a 
self-referencing regime.  
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In this contribution, we introduce a new regime that significantly advances 
SICM topography-charge mapping, increasing the pixel acquisition rate by an order 
of magnitude (with scope for further gains), thereby allowing for imaging with a 
much higher pixel density. The method eliminates the modulation of the bias and 
replaces this with a minimal fixed bias that permits faster approach speeds for 
topographical imaging, while a pulse in the bias at the point of closest approach, as 
opposed to a voltammogram, allows faster acquisition of surface charge information. 
Voltage-switching has proved useful in the related technique of scanning 
electrochemical microscopy (SECM), for topography and activity imaging with a 
single solid nanoelectrode probe, but requires the use of two redox mediators in 
solution which may be somewhat restrictive.19 FEM simulations allow for the 
quantification of the experimental data and show no loss of accuracy when compared 
to the previous potential-scanning regime.12 The increase in pixel density afforded by 
this new approach reveals previously unseen charge heterogeneities in two 
substrates: an interrupted polystyrene film in high electrolyte concentration; and a 
neuron-like PC12 cell imaged in cell culture media. Thus, the reliable increase of the 
scanning speed improves the viability of SICM as a multifunctional technique for 
surface charge mapping on the nanoscale, and offers new control functions that 
could be applied to other SICM methods. 
 
3.3 Materials and Methods 
3.3.1 Solutions: Milli-Q reagent grade water (resistivity ca. 18.2 MΩ cm at 25°C) 
was used for all solutions. 50 mM KCl (Sigma-Aldrich) was used for the SICM 
charge maps of the interrupted polystyrene film on glass. PC12 cells were cultured 
and imaged in RPMI 1640 media containing 15% horse serum, 2.5% foetal calf 
serum, 5 mM glutamine, 100 U/mL penicillin and 100 μg/mL streptomycin (all 
Sigma Aldrich). 
 
3.3.2 Nanopipettes and Electrodes: Nanopipettes were pulled from borosilicate 
glass capillaries (o.d. 1.2 mm, i.d. 0.69 mm, Harvard Apparatus) using a laser puller 
(P-2000, Sutter Instruments; pulling parameters: Line 1: Heat 330, Fil 3, Vel 30, Del 
220, Pul -; Line 2: Heat 330, Fil 3, Vel 40, Del 180, Pul 120). The inner radius of the 
probe was measured using a JEOL 2000FX transmission electron microscope (TEM) 
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to be 80 nm ± 15 nm (see Supporting Information, Table 3.1 for experimental 
geometries of the two probes used). Two Ag/AgCl electrodes were used, one in the 
nanopipette and a second in bulk solution. 
 
3.3.3 Substrates: Glass-bottomed Petri dishes with detachable coverslips (3512, 
WillcoWells) were used for both substrates. In the case of the polystyrene, the glass 
bottom of the dish was dip-coated in a solution of polystyrene dissolved in 
chloroform (1 mg/mL) to ensure a heterogeneous substrate. The PC12 cells used 
were adherent to glass-bottomed petri dishes and so these were used as a support. 
 
3.3.4 Cell Culturing Procedure: Adherent PC12 cells (ATCC-CRL-1721.1) were 
cultured in tissue culture flasks in the above-specified media until confluent, before 
trypsinization and transfer to Petri dishes. They were allowed 72 hours to adhere to 
the glass substrate before imaging in fresh media. 
 
3.3.5 Instrumentation:  The basic instrumentation setup has been described in detail 
previously.12,20 Briefly, the lateral movement of the probe was controlled using a 
two-axis piezoelectric positioning system with a range of 300 μm (Nano-BioS300, 
Mad City Labs, Inc.), while movement normal to the substrate was controlled using 
a more precise piezoelectric positioning stage of range 38 μm (P-753-3CD, Physik 
Intrumente). The electrometer and current-voltage converter used were both made 
in-house, while user control of probe position, voltage output and data collection was 
via custom made programs in LabVIEW (2013, National Instruments) through an 
FPGA card (7852R, National Instruments). 
 
3.3.6 Fast Charge Mapping SICM: All images presented herein were collected 
using a self-referencing scan hopping mode of SICM, with the regime for each pixel 
as follows (Figure 3.1a): (I) First, the probe was translated towards the surface at 6 
μm/s with the QRCE in the probe biased at +20 mV vs. the QRCE in bulk. When the 
ionic current between the two electrodes had reduced by a chosen threshold value 
(giving a precise working distance, as calculated from FEM simulations, see below), 
the probe motion was halted before (II) a 50 ms pulse of the probe potential to -400 
mV. After this pulse (III) the probe potential was returned to +20 mV and the probe 
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was retracted either 1 µm or 2 µm for the polystyrene or PC12 cell samples, 
respectively (retract distance dependent on the height variation of the substrate, but 
sufficient to represent bulk solution as it was always well over 5 times the 
dimensions of the nanopipette opening)1 at 10 μm/s before (IV) a second 50 ms pulse 
in the bulk solution and (V) the probe was then moved to the next pixel. The current 
was monitored during the entire process at a rate of 2 kHz and the current-time (I-t) 
curve at the surface and the I-t curve in bulk were compared to extract surface charge 
information at each pixel. 
 
3.3.7 FEM Simulations: A 2D axisymmetric model of the nanopipette in bulk 
solution and near a substrate was constructed in COMSOL Multiphysics (v. 5.2) 
with the Transport of Diluted Species and Electrostatics modules. A schematic of the 
simulation domain and boundary conditions is presented in Supporting Information 
(Figure 3.5). The dimensions of the nanopipettes were extracted from TEM images 
of nanopipettes.21,22  
To obtain working distances for experimental SICM measurements, 
simulations were performed at varying probe-substrate separation with an applied 
probe bias of 20 mV (the experimental approach bias). Once the working distance, 
corresponding to the experimental feedback threshold was known, time-dependent 
simulations were performed at this separation distance with varying surface charge 
applied to the domain boundary below the nanopipette. Simulations were also 
performed with the nanopipette positioned in bulk solution and the near-surface 
values of the ionic current, with different applied surface charge, were normalized to 
those in bulk to elucidate surface charge from experimental maps. For all of these 
simulations the initial conditions used were obtained from steady-state simulations 
performed with the same conditions except the tip bias was 20 mV (the approach 
bias).  
 
3.4 Results and Discussion 
3.4.1 Scanning Regime for Interfacial Charge Mapping: Previous work on SICM 
showed that the charge at an interface, particularly in low ionic strength electrolyte 
concentrations (<10 mM aqueous solution), can have a significant effect on the 
current response during the approach of the nanopipette probe towards a substrate 
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surface.11,12,23–25 This convolution of charge and topography becomes more significant 
as the potential difference between the two QRCEs is increased.12 To overcome this 
problem, our previous work utilized a BM-SICM regime, which allowed 
topographical information to be extracted with no net bias and just a small harmonic 
perturbation, followed by the application of a linear scan of potential at each pixel to 
reveal the charge. However, the use of modulation-based SICM constrains the 
approach speed of the probe, depending on the time constant of the lock-in amplifier 
used and modulation frequency employed.18 Herein, we make use of a direct current 
(DC) feedback mode to generate a feedback signal for essentially charge-insensitive 
topographical mapping.  
In this setup, a small bias (+20 mV at the probe electrode with respect to the 
QRCE in bulk solution) is applied to produce the ionic current for DC feedback 
(topographical mapping). It was possible to apply such a small bias, which generated 
a reasonable current magnitude, because the experiments were carried out in 
physiologically-relevant media, which has high ionic strength, and will be most 
relevant for future work, e.g. for cell imaging. The choice of approach bias in these 
measurements is important and requires a theoretical consideration. The bias chosen 
will depend on the ionic strength of the imaging media and the size of the 
nanopipette, as well as the range of surface charges that are to be probed. The bias 
needs to be chosen such that it provides a robust feedback signal for tracking 
topography experimentally, but simulations (such as those reported herein) are also 
required to justify that under the imaging conditions, the surface charge of the 
substrate does not influence the nanopipette response. Upon approach to within a 
probe diameter of the substrate of interest, a decrease of the ionic current between 
the two QRCEs occurs2 which is attributed to the increased access resistance near the 
nanopipette opening. This approach comfortably allows the mapping of topography 
at approach speeds of 5 μm/s and above (maximum not tested). The small applied 
bias, as discussed below, meant that there was little convolution of the topography 
and charge at the interface in relatively high electrolyte concentrations (≥50 mM), 
and the current response allowed for accurate topographical mapping (see below). 
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Figure 3.1. Setup for a high-speed charge mapping experiment. (a) Schematic of 
basic SICM set up used for charge mapping, with a trace of z-position and potential 
at each hop in the scan hopping regime: (I) probe approaches the surface at VApproach = 
+20 mV, (II) 50 ms pulse at VPulse = -400 mV before (III) probe is retracted at +20 
mV and (IV) a second pulse to -400 mV in bulk solution. (V) Probe is moved in the 
x or y direction to the next point. (b) Simulated I-t curves of a probe in bulk (black 
line) and at a 15 nm separation from surfaces of neutral and negative charge (red and 
blue lines respectively). 
 
 As mentioned above, the extraction of interfacial charge information in 
previous work utilized the measurement of a cyclic voltammogram (CV) at both the 
surface and in bulk solution, considering the rectification of the current-voltage 
behavior as a result of the diffuse double layer (EDL) at the tip and surface.12,23,25 
Typically the CV was obtained by sweeping the potential between –400 and +400 
mV at a scan rate of 1 V/s - a total of 3.2 s of CV time per pixel (1.6 s at the surface 
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and 1.6 s in bulk). Despite the wealth of information collected at each pixel in this 
regime (including potential-resolved current-space movies), surface charge was 
manifest in the current response mostly at large bias. In fact, in our previous work, 
the FEM simulations for the quantification of surface charge were only carried out at 
the extreme potentials of the CV, with an applied potential of -400 mV proving to be 
the most sensitive to variations in local interfacial charge.12 
In this work, the time taken to collect interfacial charge information is 
significantly reduced by pulsing the probe bias from the approach potential (+20 
mV) to -400 mV at the point of closest approach, and in bulk, in a self-referencing 
format (Figure 3.1a). To prove the potential pulse concept, current-time (I-t) 
transients were simulated in 50 mM KCl (Figure 3.1b). For the three simulated I-t 
curves shown, the initial conditions were obtained by first performing a steady-state 
simulation at the approach probe potential (+20 mV) before a subsequent time-
dependent simulation with an applied bias of -400 mV, with different surface 
charges applied to the substrate. The simulations at 0 mC/m2 and -40 mC/m2 used a 
probe-substrate separation of 15 nm, which corresponded to the feedback threshold 
used during experiments, as obtained below. It is clear that the I-t response near the 
surface is different compared to the bulk solution, and that when the probe is near 
the surface, the charge has a significant influence on the response, validating the use 
of this new imaging methodology. In these conditions, a negatively charged surface 
caused an enhancement of the current while a neutral surface caused a diminution, 
when compared to the bulk response as explained in previous work.12,25 Further 
simulations produced working curves of normalized current as a function of surface 
charge for each of the experimental conditions below. For the present work, 50 ms 
was taken as length of the experimental potential pulse, with the final few points of 
the surface I-t curve normalized with respect to the final few points of the bulk I-t 
curve at each pixel to produce spatially-resolved surface charge maps. The 
significant improvements to both the approach speed and interfacial charge 
collection time reduce the typical pixel acquisition rate for this technique from over 
5 s to less than 0.5 s, markedly increasing the efficacy and potential applications of 
SICM for localized surface charge mapping. Clearly, however, there would be scope 
for further improvement in the experimental time in the future, since differences in 
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the I-t behavior are apparent on a few ms timescale (Figure 3.1b), and it should be 
possible to use piezoelectric positioners with a faster response than are used herein.  
 
3.4.2 Validation of the Technique with a Polystyrene Film on Glass: The high-
speed approach was first validated experimentally using an incomplete polystyrene 
film on a glass substrate, such that there were pinholes in the polystyrene layer, 
exposing the glass below to the solution. The topography from a typical scan, 
collected in 50 mM KCl with a DC feedback threshold (decrease in current from 
bulk to the point of closest approach) of 15 pA (~7%), is shown in Figure 3.2a, 
demonstrating a highly heterogeneous film that varies in thickness from a few tens of 
nm in some areas to a few hundreds of nm in others. Note that we applied an 
absolute change in the current, as the bulk current was found to be stable at 210 pA, 
but in situations where there was a change in the bulk current, a percentage change 
could easily be applied. Pinholes in the film in which the glass is exposed are of 
variable size, with some clearly visible and others not resolved as well, as they are 
the same size or smaller than the probe opening (~150 nm). The resolution of 
traditional SICM measurements and surface charge measurements is typically 
observed to be of a similar order of magnitude to the nanopipette dimensions (0.5 r – 
1.5 r)1 where r is the nanopipette opening radius and hence smaller nanopipettes 
would be required to resolve these features further. 
The heterogeneities in the topography of the substrate are reproduced in the 
normalized current map (Figure 3.2b), obtained from the pulse procedure outlined 
above. Areas in which there is a large expanse of glass have normalized current 
values in the range 1.05-1.07 (yellow/white coloring) while areas of thick 
polystyrene have normalized current values below 1 (dark red/black coloring). 
Interestingly the intermediate areas of the scan largely have values between these 
two extremes (red coloring), which can be attributed to pinholes on a scale less than 
that of the probe diameter. This explanation of the intermediary values of normalized 
current in those areas of the scan where the film is very thin also explain the wide 
range of values seen in these regions. If we denote the area of the substrate that 
affects the current response during the potential pulse as the ‘footprint’ of the probe, 
then any value between the ‘true glass’ value of ~1.06 and the ‘true polystyrene’ 
value of ~0.99 could be obtained with differing percentages of glass and polystyrene 
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in the footprint. A scan collected from a different sample in which the polystyrene is 
more uniform is presented in the Supporting Information (Figure 3.6) for 
comparison, which instead mainly shows just two regions of different charge. 
 
Figure 3.2. Simultaneous topography and quantified charge maps of an incomplete 
polystyrene film on a glass substrate. (a) Topography image recorded with a ~70 nm 
radius nanopipette in a hopping regime using DC feedback. (b) Normalized current 
(surface current divided by bulk current) map collected concurrently with the 
topography. (c) FEM simulation of the change in DC as the probe approaches the 
surface, showing dependence of probe-substrate separation on the feedback 
threshold chosen. (d) Simulated dependence of the normalized current on the charge 
at the surface, used to generate the quantified charge map in (e).  
 
 An approach curve was simulated using the same probe geometry and 
electrolyte conditions as the experiment (Figure 3.2c) in order to extract the probe-
substrate separation when a feedback threshold of 15 pA is used. From the approach 
curve, this value was found to be 15 nm, a separation that was then used for the time-
dependent simulations at surfaces of differing charge density (Figure 3.2d). Note, 
that further increases in the feedback threshold used could improve the sensitivity to 
charge heterogeneities. The red curve demonstrates a strong dependence of the 
normalized current on the surface charge density when the QRCE in the probe is 
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biased at -400 mV, while at +20 mV (black curve) there is almost no effect of the 
surface charge on the normalized current, legitimizing the use of this potential during 
the approach for topographical imaging. The combination of the normalized current 
map in Figure 3.2b with the calibration curve in Figure 3.2d produced the quantified 
charge map in Figure 3.2e. Areas in which the polystyrene film is complete have a 
charge density of 0 mC/m2, the expected value given the neutrality of the polymer, 
while glass has a charge of about -60 mC/m2, comfortably within the range of those 
values quoted in the literature.25 Note, that the apparent surface charge in the glass 
regions is quite heterogeneous, most likely due to the heterogeneous distribution of 
the polymer film. For example, small patches of polystyrene are likely to be present 
within the predominantly glass regions. A typical scan collected using the bias 
modulation and CV approach in previous work is shown for comparison (Supporting 
Information, Figure 3.7). The range of current values is larger as a lower electrolyte 
concentration (10 mM) was used, but the local charges are similar. It should be noted 
that despite containing significantly fewer pixels it took more than twice as long to 
obtain that image than the main scan presented in Figure 3.2. 
 
3.4.3 Surface Charge Mapping of Neuron-like PC12 Cells: Having validated the 
use of high-speed charge mapping with SICM on a model substrate, we then 
investigated whether the technique could also be used in higher ionic strength 
conditions (~150 mM, RPMI 1640 media, see Materials and Methods for 
composition) in which the width of the EDL would be significantly reduced.26 Figure 
3.3a shows an optical micrograph of a spontaneously differentiated neuron-like cell 
from the PC12 cell line, with the scan area, extending from the cell body along the 
length of a neurite, outlined by the dashed white square.  
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Figure 3.3. Simultaneous topography and charge maps of a PC12 neurite on a glass 
substrate. (a) Optical image of the scanned cell, the white square showing the scan 
area. (b) Topographical image of the neurite, collected concurrently with the 
quantified charge map (e). (c) FEM simulation of the change in DC as the probe 
approaches the surface at +20 mV, showing dependence of probe-substrate 
separation on the feedback threshold chosen. (d) Simulated dependence of the 
normalized current on the charge at the surface, used to generate the quantified 
charge map in (e). Experimental I-t curves at the points of the scan labeled in (b) are 
shown in (f), along with a bulk I-t curve for comparison. 
 
The topographical data (Figure 3.3b), collected with a feedback threshold of 
8 pA (~2%) and a working distance of 30 nm (see approach curve, Figure 3.3c), 
show that the region of the cell imaged varies in height by ~2 μm, with the thickest 
area at the cell body and the thinnest area towards the furthest extension of the 
neurite. Patches of increased height, several hundred nanometers in prominence, are 
seen along the length of the cell. The numbers on Figure 3.3b correspond to the 
experimental I-t curves in Figure 3.3f, and highlight differences in charge between 
regions of the neurite (1), the cell body (2) and the glass (3). All three of these curves 
are lower in magnitude than a typical experimental bulk I-t curve (shown in blue). 
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The compression of the range of possible normalized currents arises as a result of the 
decrease in double layer thickness, meaning the effect of charge density on ionic 
transport to the probe is diminished. Nonetheless, it is important to note that despite 
a range of only 1.5% in the normalized current across the entire scan (see Supporting 
Information, Figure 3.8) the technique is still sensitive enough to quantify the charge 
density (Figures 3.3d,e). 
As would be expected, the glass carries a homogeneous negative charge (~-
55 mC/m2). While this value differs slightly from that obtained from the polystyrene 
scan above, the two are not directly comparable.  As the surface charge of glass 
relies on the acid-base equilibrium of silanol groups (SiOH) at the interface, the 
termination of which is dependent on the pH of the solution used. The 50 mM KCl 
was ~pH 6.2 while the cell media was buffered to pH 7.2, a lesser proportion of the 
silanol groups would be protonated in the media and thus a higher charge density 
would be expected. However, a lower surface charge is apparent in Figure 3.2. These 
small differences in the data for glass between Figures 3.2e and 3.3e are likely 
attributable to small polystyrene features within the glass region, which cannot be 
resolved topographically, which would serve to reduce the total surface charge 
presented in the nanopipette footprint. Additionally, the surface charge of the glass 
in the PC12 study could be impacted by the presence of other molecules (nutrients, 
proteins, etc.) in the cell growth (imaging) media, which could adsorb on the glass 
and alter its surface properties.   In contrast to the glass substrate, the charge density 
of the PC12 cell, though negative in polarity throughout, is highly heterogeneous. 
There is a gradient from the predominantly more negatively charged cell body (as 
highly charged as the glass in some areas, see Figure 3.3f I-t curve 2) to the end of 
the less highly charged neurite (Figure 3.3f, I-t curve 1), though patches of lower 
charge also appear along the length of the cell. These heterogeneities could arise as a 
result of protein or charged-lipid rafts in the cell membrane, and further correlative 
techniques could probe the cellular function of these charge differences. 
 
3.5 Conclusions 
The image quality of interfacial charge mapping using SICM has been greatly 
improved by using a new tip approach and potential control function which increases 
the pixel acquisition rate by an order of magnitude, compared to our recently 
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introduced format. The reduction in the time taken to acquire a single pixel of data 
was achieved via two separate improvements. First, the approach speed of the probe 
was increased by changing the type of feedback used when detecting the surface. 
Second, the time taken to extract charge information in a given hop was reduced to 
100 ms when previously it was in excess of 3 s. The resulting increase in image 
quality allowed the visualization of previously unseen features on the nanoscale, 
including ~100 nm defects in an interrupted polystyrene film and rafts of different 
charge at the surface of a neuron-like PC12 cell. It should be noted that these studies 
present negative to neutral charges, but that the protocol would also be sensitive to 
positive surface charges, with enhanced sensitivity to such surface charges possible 
through tuning the pulse bias. It should be noted that these scans were collected 
using nanopipettes of ~80 nm radius and with a decrease in size of the probes used, 
the resolution, and thus the power, of this technique could be improved further still. 
It should be possible to decrease the pulse time to a couple of ms and increase the 
approach speed with better piezoelectric positioners. 
This work contributes to the rise of SICM as a multifunctional technique, in 
this case allowing surface charge to be mapped with a resolution and image quality 
approaching that of the topographical mapping for which it is most commonly used. 
 
3.6 Supporting Information 
3.6.1 Dimensions of Nanopipettes: Nanopipettes used in SICM experiments, 
discussed in the manuscript were characterized using transmission electron 
micrograph (TEM) images to obtain accurate dimensions for the use in FEM 
simulations. The dimensions extracted for these tips are presented in Table 3.1 with a 
TEM micrograph of one of the nanopipettes displayed in Figure 3.4. 
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Table 3.1. Dimensions of nanopipettes used for polystyrene and PC12 scans. 
Height (nm) Polystyrene Experiments PC12 Experiments 
 Inner 
Radius (nm) 
Outer 
Radius (nm) 
Inner  
Radius (nm) 
Outer  
Radius (nm) 
0 94 121 70 82 
100 97 123 77 94 
200 102 126 83 98 
300 105 132 87 103 
400 118 145 90 110 
500 127 160 93 165 
1000 193 210 153 192 
5000 433 527 340 520 
10000 643 845 610 840 
50000 2191 2750 1910 2400 
100000 2932 3400 2907 3250 
150000 4726 5800 4630 5620 
 
Figure 3.4. TEM image of the nanopipette used for the PC12 cell experiments 
presented in the manuscript. 
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3.6.2 FEM Simulations: FEM simulations were constructed and run in COMSOL 
5.2 as outlined in the manuscript. A 2D axisymmetric domain of the nanopipette 
with dimensions extracted from TEM images was constructed. Simulations were 
either performed with 50 mM KCl in the nanopipette and bath solution or with a 
solution consisting of 103 mM NaCl, 23 mM NaHCO3 and 5 mM KCl to mimic the 
main components of the RPMI 1640 media used as supporting electrolyte in PC12 
cell experiments. The boundary conditions for all FEM simulations are displayed in 
Figure 3.5. The tip potential of either +20 mV or -400 mV was applied to the upper 
nanopipette boundary with the outer bath boundary held at ground. In each media, 
approach curves were run with an applied bias of +20 mV in order to calculate the 
working distance used experimentally for surface charge measurements. The charge 
applied to the nanopipette wall was -40 mC/m2. 
Figure 3.5. Schematic of 2D axisymmetric FEM simulation domain with applied 
boundary conditions depicted. Surface charge was applied to the lowest 10 µm of the 
inner and outer nanopipette walls. The surface charge on the boundary beneath the 
nanopipette was varied in order to calculate experimental surface charge values. 
 
3.6.3 More Complete Polystyrene Scan: The SICM surface charge map of the 
polystyrene film presented in the manuscript suggested the presence of 3 regions, a 
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uniform polystyrene region with a surface charge of 0 mC/m2, a negatively charged 
glass region and an in-between region which is attributed to glass pinholes smaller 
than the SICM nanopipette footprint giving a surface charge consisting of glass and 
polystyrene regions. A second scan of a more complete region of polystyrene was 
performed and is depicted in Figure 3.6 where instead just two distinctly charged 
regions are observed over the glass pinholes and the polystyrene. 
 
Figure 3.6. More complete polystyrene scan. SICM topographical image (a) and 
normalized current map (b) of a more uniform region of polystyrene film on a glass 
support suggesting a uniform surface charge across the polystyrene film. 
 
3.6.4 Previous Polystyrene Scan Data: A typical image collected in the previous 
scanning regime of bias modulated approach feedback and cyclic voltammogram 
charge extraction. Presented here for comparison of pixel density and image quality. 
 
Figure 3.7. Surface charge map of a polystyrene film on a glass substrate collected 
using the previous bias modulation voltage scanning regime. Adapted with 
permission from reference 10. Copyright 2015 American Chemical Society. 
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3.6.5 Raw PC12 Scan Data: Figure 3.3 of the manuscript presents a surface charge 
map and I-t curves for a PC12 cell on a glass substrate. Figure 3.8 depicts the raw 
data used to obtain these surface charge values including the experimental map of 
normalized surface to bulk currents at the experimental working distance.  
 
Figure 3.8. Normalized current map across the PC12 cell discussed in the 
manuscript, converted to estimated surface charge values presented in the map of 
Figure 3.3. 
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4 Differential-Concentration Scanning Ion 
Conductance Microscopy 
 
Building on the work in Chapter 3, this chapter also considers functionality beyond 
topography in a single-channel SICM setup, with the primary focus being the 
development of a highly sensitive feedback type. In the experiments herein, the 
electrolyte solution in the nanopipette and the bath are prepared at different 
concentrations (both high-probe/low-bath and low-probe/high-bath are explored), 
inducing a potential difference both between the two QRCEs (as they are in different 
solutions) and at the junction at the end of the nanopipette. This work shows that it is 
possible to separate these two potential differences, and that operating under a 
junction potential driven regime holds several advantages such as a reduced electric 
field at the end of the probe. This setup is then used for multifunctional imaging, and 
is shown to be as successful as conventional SICM for both the topography-charge 
mapping of living cells, and for the topography-reaction mapping of electrode 
substrates. 
This chapter has been submitted as an article to Analytical Chemistry. 
Experiments were performed by the author and Dr. David Perry, who carried out the 
FEM simulations after they had been jointly discussed. Cell culturing was also 
performed together, while Baoping Chen prepared the devices used for electrode 
reaction mapping. The manuscript was prepared jointly by the author and Dr. Perry.  
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4.1 Abstract  
Scanning ion conductance microscopy (SICM) is a nanopipette-based scanning 
probe microscopy technique that utilizes the ionic current flowing between an 
electrode inserted inside a nanopipette probe containing electrolyte solution, and a 
second electrode placed in a bulk electrolyte bath, to inform on a substrate of 
interest, usually to map the surface topography. SICM has recently been extended 
beyond topographical mapping to become a powerful tool for probing surface charge 
and interfacial reactivity. For most applications to date, the composition and 
concentration of the electrolyte inside and outside the nanopipette is identical, but it 
is shown herein that it can be very beneficial to lift this restriction. This study 
comprehensively analyzes the SICM setup where different electrolyte concentrations 
are used in the nanopipette probe and bulk solution. A concentration gradient at the 
end of the nanopipette, induced by changing the ionic strength in the tip compared to 
the bath, generates an ionic current with a greatly reduced electric field strength at 
the end of the pipette. This has benefits for live cell imaging (topographical and 
functional) since electric fields can perturb living cells from their natural state. This 
differential concentration mode of SICM (ΔC-SICM) enhances surface charge 
measurements of living cells (using a low electrolyte concentration in the tip) and 
provides a new way to carry out reaction mapping measurements using the tip for 
delivery and sensing the reaction rate. In both cases, experimental strategies are 
implemented where topographical measurements are made simultaneously. 
Comprehensive finite element method (FEM) modeling has been undertaken to both 
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analyze data quantitatively and to interpret and optimize experiments. An important 
outcome of the modeling is that electroosmotic flow has significantly more influence 
on the nanopipette response in the ΔC-SICM configuration than compared to 
standard SICM modes. The model presented is general and advances previous 
treatments of SICM, solving for the electric field, transport of species and 
electroosmotic flow simultaneously, and provides a framework for future use in 
quantitative studies with SICM. 
 
4.2 Introduction 
Scanning ion conductance microscopy (SICM) is a powerful non-contact imaging 
technique capable of high-resolution topographical measurements.1,2 In particular, 
SICM has found wide application in visualizing living cells,3–6 at probe distances 
(separations) of tens to hundreds of nanometers from the cell surface.7,8 SICM 
experiments utilize a glass or quartz nanopipette filled with electrolyte solution as 
the scanning probe. A quasi-reference counter electrode (QRCE) is placed in the 
nanopipette and, typically, a bias is applied between the probe electrode and another 
electrode in bulk solution to drive an ionic current through the end of the nanopipette 
between the two electrodes.2 As the probe approaches an interface, the ionic current 
often decreases as the gap resistance between the probe and surface increases.2 Thus, 
the ionic current can be used as feedback to position the probe near a substrate, and 
obtain topographical information by moving the probe.2 
 Since its inception,1 there have been several key developments in both the 
feedback types and scan regimes that can be used for SICM.2,9,10 These include the 
introduction of modulated feedback types11–13 and hopping scan regimes5,14,15 which 
have improved both the stability of the technique and its ability to successfully scan 
a range of samples. There has been a recent drive to develop SICM for 
multifunctional imaging,10 begetting more complex scan regimes and probes to 
obtain a wealth of information on  interfaces and interfacial processes. These 
capabilities include the detection of electrochemical reactions,16 the surface charge of 
cellular membranes,7,8,17,18 and quantitative monitoring of cellular uptake of 
electroactive molecules.19 Several of these studies have demonstrated the importance 
of minimizing the applied bias in SICM experiments.7,8,17 For example, it has been 
demonstrated that the larger the applied bias between the tip electrode and that in 
 92 
bulk solution, the greater is the convolution of topographical information with other 
surface properties, particularly surface charge, with important implications for the 
precision of SICM topographical measurements.20,17 
 The tip and bathing solutions usually have the same composition, but some 
SICM studies and measurements with nanopipettes have used electrolyte solutions in 
the nanopipette and the bulk solution that are different in composition and/or 
concentration.19,21,22 There are several advantages of such conditions, including the 
local delivery of molecules for printing and patterning,22–24 or in studies of cellular 
uptake.19 Hitherto, however, the effect of different electrolyte solutions on the 
equilibrium potentials of the tip and bulk electrodes, and thus the overall driving 
potential, has largely been ignored because the applied bias is often large compared 
to any differences in the equilibrium electrode potentials. As one attempts to 
minimize the bias in an SICM setup, it becomes important to understand how 
differences in the equilibrium potentials of the two electrodes affect the ionic current 
response. 
 In this contribution, we investigate the use of different concentrations of 
electrolyte solution in the tip and bulk solution, in particular, determining how the 
ionic concentration gradient between the probe and the bulk solution gives rise to a 
junction potential at the end of the nanopipette that allows an ionic current to flow. 
We demonstrate practically how this SICM mode, which we call differential 
concentration (ΔC)-SICM, can be used to map topography with a precision 
comparable to SICM in conventional operation, and use finite element method 
(FEM) simulations to verify our findings. Significantly, this approach can be used to 
improve the sensitivity of functional measurements with SICM. In particular, we 
show herein that ΔC-SICM can be used to probe cellular surface charge, under 
physiological conditions using a dilute electrolyte solution in the tip. The precision is 
better (wider dynamic range to surface charge) than previous SICM methods. 
Further, ΔC-SICM can be used with a higher electrolyte concentration in the tip 
compared to the bathing solution. This is applied as a new approach to image 
electrochemical reactions at an electrode surface purely via the SICM response, as 
exemplified with a study of dopamine oxidation at a carbon fiber electrode. The 
ability to tune the composition in the SICM tip, compared to the bulk solution, 
greatly expands the versatility of SICM.23,25  
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The work herein develops a comprehensive understanding of the potential 
distribution and mass transport in ΔC-SICM, solving for the electric field, 
concentration and flow simultaneously. In particular, we assess the importance of 
electroosmotic flow in ΔC-SICM compared to conventional SICM. Significant 
consequences of this work are that interfaces can be studied by SICM with minimal 
electric field effects and that topography and other effects can be deconvoluted in a 
robust manner, with enhanced resolution for functional mapping compared to 
conventional SICM. 
 
4.3 Materials and Methods 
4.3.1 Solutions: Milli-Q reagent grade water (resistivity ca. 18.2 MΩ cm at 25°C) 
was used for all solutions. PC12 cells were cultured and imaged in RPMI 1640 
media containing 15% horse serum, 2.5% fetal calf serum, 5 mM glutamine, 100 
U/mL penicillin and 100 µg/mL streptomycin (all Sigma Aldrich). The nanopipette 
tip, for topographical and surface charge measurements of living cells, contained a 
1% dilution of the full cell culture media. For reaction mapping experiments, a 10 
mM KCl solution was used as the bulk electrolyte whilst the nanopipette contained 
either 80 mM KCl (for control experiments) or 50 mM KCl and 30 mM dopamine 
hydrochloride (unbuffered, pH 6.7). 
 
4.3.2 Nanopipettes and Electrodes: Nanopipettes were pulled from borosilicate 
glass capillaries (o.d. 1.2 mm, i.d. 0.69 mm, Harvard Apparatus) using a laser puller 
(P-2000, Sutter Instruments; pulling parameters: Line 1: Heat 330, Fil 3, Vel 30, Del 
220, Pul -; Line 2: Heat 330, Fil 3, Vel 40, Del 180, Pul 120). The inner radius of 
probes was measured using a JEOL 2000FX transmission electron microscope 
(TEM) to be 90 nm ± 15 nm. Two Ag/AgCl quasi-reference counter electrodes 
(QRCEs), one in the nanopipette and a second in bulk solution, were used for both 
topographical and charge mapping. These were AgCl-coated wires prepared as 
described previously.26 For reaction mapping experiments, an individual carbon fiber 
(CF) was used as a substrate and was electrically connected to allow a potential 
offset to be applied with respect to the bulk QRCE (see ‘Substrate Preparation’). 
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4.3.3 Cell Culturing Procedure: Adherent PC12 cells (ATCC-CRL-1721.1) were 
cultured in tissue culture flasks in the above-specified media until confluent, before 
trypsinization and transfer to Petri dishes. They were allowed 72 hours to adhere to 
the glass substrate before imaging in fresh media. 
 
4.3.4 Substrate Preparation: The PC12 cells used were adherent to glass-bottomed 
petri dishes (3512, WillcoWells) and these were used as a support. Individual CFs 
(diameter 7 μm) were adhered to a glass microscope slide using a piece of Kapton 
tape placed over the top. The tape contained a hole of 500 μm diameter to leave part 
of the fiber exposed for scanning and electrochemistry. The bias applied to the CF 
was via a copper wire connected to one end of the fiber with conductive silver paint. 
This contact was then insulated with wax so that it was not exposed to the solution. 
 
4.3.5 Instrumentation: The lateral movement of the sample was controlled using a 
two-axis piezoelectric positioning system with a range of 300 μm (Nano-BioS300, 
Mad City Labs, Inc.), while movement of the probe normal to the substrate was 
controlled using a piezoelectric positioning stage of range 38 μm (P-753-3CD, 
Physik Instrumente), to which the probe was mounted. As described previously,9 the 
current-voltage converter used was made in-house, while user control of probe 
position, voltage output and data collection was via custom made programs in 
LabVIEW (2013, National Instruments) through an FPGA card (7852R, National 
Instruments). 
 
4.3.6 Determination of Equilibrium Potentials: As the two QRCEs (AgCl-coated 
Ag wires as often employed in SICM)2,12,27 used in ΔC-SICM were in solutions of 
different ionic strength and composition, they each have different equilibrium 
potentials. In order to quantify the equilibrium potentials of the QRCEs in both full 
RPMI media and in a 100-fold dilution, the QRCE potentials in these media were 
measured against a saturated calomel electrode (SCE) and were found to be 22 mV 
and 131 mV, respectively. For experiments which utilized 50 mM KCl and 30 mM 
dopamine hydrochloride, the potential was 36 mV vs. SCE, while in 10 mM KCl the 
potential was 71 mV vs. SCE. For 80 mM KCl, the potential was 34 mV vs. SCE. 
Knowledge of these potentials allowed us to control the driving force in SICM, 
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which operates as an electrochemical cell. The experimental setup also gives rise to a 
junction potential at the end of the nanopipette (Figure 4.1) where the two solutions 
of different concentration meet (and mix). In order to apply SICM using solely the 
junction potential, the measured equilibrium potential difference between the 
QRCEs was offset with an external bias that was equal in magnitude, but of opposite 
polarity. 
 
4.3.7 ΔC-SICM Mapping: For the approach curves and topographical maps herein, 
the bulk electrolyte was the full RPMI 1640 media described above, the majority of 
which is 103 mM NaCl, 24 mM NaHCO3 and 5 mM KCl, with the nanopipette 
containing a 100-fold dilution. This environment allowed the cells to function 
normally with the local environment near the end of the nanopipette transiently 
perturbed while making an SICM measurement.  
For approach curve measurements, the nanopipette was approached towards 
the glass substrate (z direction) at a speed of 2 µm/s (with the position of the probe in 
the x-y plane of the substrate fixed). Topographical scans were performed in a scan 
hopping regime that generated pixel by pixel maps. A nanopipette approach and 
retract rate of 20 µm/s was used and a 2% decrease in the ionic current was used to 
sense the surface, corresponding to a tip-surface distance ca. 60 nm. After recording 
the distance of closest approach, the probe was retracted and moved to the next 
pixel, so as to cover an array of x, y points. Topographical maps contained 6400 
pixels and were obtained in 15 minutes. 
Charge mapping experiments were performed in a similar manner, but with a 
potential pulse (+0.4 V applied at the bulk QRCE for a period of 20 ms), during 
which the tip current-time response was measured, after the approach for each pixel.8 
For these experiments, a decrease of the current by 5% compared to the bulk 
recorded current was used to sense the substrate (topographical map), corresponding 
to a tip-substrate distance of 22 nm (vide infra). The average current that was 
measured during the last 1 ms of the pulse was normalized by the corresponding 
current, at the equivalent time, recorded by applying the same pulse protocol with 
the probe 7 µm from the surface (bulk solution) at each pixel. A full description of 
the surface charge mapping experimental regime can be found in section 4.6.1 of the 
Supporting Information.  
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Reaction mapping experiments also used a scan hopping regime, but with 10 
mM KCl in the bath solution and 50 mM KCl and 30 mM dopamine hydrochloride 
present in the nanopipette, or 80 mM KCl in the nanopipette for control experiments. 
The applied bias between the two QRCEs for SICM feedback was 0 V throughout, 
while the potential applied to the substrate electrode was varied. During the approach 
of the nanopipette to the surface, the potential of the CF was held at -0.1 V vs. the 
Ag/AgCl electrode in bulk to ensure that no oxidation of dopamine took place.28,29 
Upon approach to the near-surface, detected by a drop of 3% in the ionic current, 
corresponding to a tip-surface distance ca. 35 nm, the potential of the CF was swept 
from -0.1 V to +0.4 V and back again to -0.1 V in a cyclic voltammogram (CV) at 1 
V/s, and the SICM current was recorded simultaneously. The potential of the CF was 
held at -0.1 V while the nanopipette was retracted before repeating the same CV at 
the substrate with the probe in bulk solution (separation of 10 μm). 
 
4.3.8 FEM Simulations: A 2D axisymmetric cylindrical model of the nanopipette at 
different distances from a substrate was constructed in COMSOL Multiphysics 
(version 5.2a) with the Transport of Diluted Species, Laminar Flow and 
Electrostatics modules. Full simulation details, including a schematic of the 
simulation domain and boundary conditions are presented in the Supporting 
Information, section 4.6.2. The dimensions of nanopipettes used experimentally were 
determined from TEM images to ensure that simulations faithfully modeled 
experiments.  
 
4.4 Results and Discussion 
4.4.1 General Considerations: In ΔC-SICM, because the solution environment of 
the two Ag/AgCl QRCEs is different, there is a potential difference between them: 
 
                                     Δ!!"#$%&'(# = !!"#$%&'(#,!"# − !!"#$%&'(#,!"#$               (4.1) 
 
in which Δ!!"#$%&'(#  is the difference in electrode potentials, !!"#$%&'(#,!"#  is the 
potential of the QRCE inside the nanopipette, and !!"#$%&'(#,!"#$ is the potential of 
the QRCE in the bulk solution. A further consideration is that the difference in 
concentration internally and externally, near the end of the nanopipette, gives rise to 
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a junction, or diffusion potential. Further, an external potential, !!"#!$%&', can be 
applied across the two electrodes. Thus, considering SICM as an electrochemical cell 
(Figure 4.1), the overall potential in ΔC-SICM is: 
 
                                  !!"!#$ = Δ!!"#$%&'(# + !!"#$%&'# + !!"#!$%&'                  (4.2) 
 
ΔC-SICM can be used flexibly, with the higher concentration electrolyte solution in 
the probe or the bulk solution (vide infra). For the live cell studies, where the 
electrolyte concentration is lower inside the nanopipette domain, !!"#$%&'(#,!"# <!!"#$%&'(#,!"#$  and thus Δ!!"#$%&'(#  is negative, whilst !!"#$%&'# is positive. In 
experiments, where an external bias of 0 V was applied, and the current results from 
a combination of only Δ!!"#$%&'(# +  !!"#$%&'#, currents typically around -500 pA 
were recorded with the nanopipette in bulk solution. Where Δ!!"#$%&'(#  was 
cancelled by applying a counter bias, !!"!#$ = !!"#$%&'#, which produced a current of 
around +50 pA.  
Figure 4.1. Schematic of the potential differences in a ΔC-SICM system. A 
difference in electrolyte concentration (composition) inside and outside of the 
nanopipette leads to different potentials, !!"#$%&'(#,!"# and !!"#$%&'(#,!"#$, of the two 
QRCEs. A diffuse junction potential, !!"#$%&'# , is present at the end of the 
nanopipette where the two solutions of potential φS2 (in the tip) and φS1 (in the 
bathing solution) meet. An external bias, !!"#!$%&'  , may also be applied.
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Figure 4.2. Comparison of electric field strength in conventional and  ΔC-SICM. (a) 
Electric field magnitude at the end of a 90 nm radius nanopipette in standard 
imaging conditions with a 100 mV bias applied to the bulk electrode with the same 
electrolyte (103 mM NaCl, 24 mM NaHCO3 and 5 mM KCl) present in both the 
pipette and bulk solutions. (b) Electric field magnitude at the end of a 90 nm radius 
nanopipette under ΔC-SICM conditions (103 mM NaCl, 24 mM NaHCO3 and 5 mM 
KCl in the bath solution, 100-fold dilution in the tip) with the current driven only 
by !!"#$%&'#. (c) Line profiles of the electric field strength in the z-direction up the 
axis of symmetry of the pipette with the peak corresponding to the nanopipette 
opening. Profile for typical SICM shown in black and ΔC-SICM in red, with the 
 inset showing a zoom of the ΔC-SICM profile.
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In the second configuration, where a higher electrolyte concentration was 
present in the nanopipette, i.e. the case where dopamine was delivered to a CF 
electrode, !!"#$%&'(#,!"# > !!"#$%&'(#,!"#$  and hence Δ!!"#!"#$%&  is positive and !!"#$%&'# negative. 
FEM simulations allowed the electric field at the end of the nanopipette to be 
readily calculated. It is informative to compare one of the cases herein, where the 
ionic current is generated solely by !!"#$%&'# , (i.e. !!"#!$%&' = −Δ!!"#$%&'(#), to 
conventional SICM imaging parameters (100 mV tip bias, within the normal range 
of values applied,3–5,14,15,18,30 and the same concentration in the bath and tip). These 
cases are presented and compared in Figure 4.2, with the tip in bulk solution. Under 
the conventional SICM conditions (a), an electric field of up to 40 kV/m is 
established at the end of the nanopipette. It can be seen that with only the liquid 
junction potential (b), the only significant electric field arises from the double layer 
due to the negative charge on the walls of the charged nanopipette (σtip=-30 mC/m2, 
considered as typical for these conditions31). In the region at the nanopipette opening, 
the electric field is at least two orders of magnitude less than when a bias of 100 mV 
is applied between the inside and outside of the nanopipette, with the effect of !!"#$%&'# spread over a long distance (Figure 4.2c). In cases where the applied SICM 
bias is greater than 100 mV, the electric field strength would be significantly greater. 
Consequently, for delicate substrates such as living cells, which can be 
perturbed/stimulated by the presence of an electric field,32–34 ΔC-SICM will be much 
less perturbing and less invasive. 
 
4.4.2 Topographical Mapping of Living Cells: For all of the work herein using 
PC12 cells, the bulk solution was full RPMI 1640 media (see ‘Experimental’ for 
details) with the nanopipette containing a 100-fold dilution of the same solution. !!"#!$%&'  was set to cancel out Δ!!"#$%&'(#  (the case outlined in the preceding 
section), so that !!"!#$ =  !!"#$%&'#. Figure 4.3a presents an experimental approach 
curve of a nanopipette towards the glass support on which PC12 cells were cultured. 
It can be observed that at decreasing tip-substrate distances the ionic current 
decreases, in line with the traditional SICM response, and hence this feedback type 
can be used for topographical measurements.2 FEM simulations were performed for 
the same conditions, at a range of tip-substrate separations to generate a theoretical 
 100 
approach curve (Figure 4.3a and Supporting Information, Figure 4.11). This 
approach curve suggests the same behavior observed experimentally with a 
diminished ionic current at small tip-substrate distances.  
ΔC-SICM was used to generate topographical maps of PC12 cells exhibiting 
different degrees of differentiation, as evidenced by the presence or absence of 
protrusions known as neurites from the cell body (Figure 4.3b,c).35 It can be seen that 
ΔC-SICM provides a reliable feedback signal at an approach rate of 20 µm/s and 
generates comparable maps to those seen previously with more conventional 
feedback types.8 
Figure 4.3. The use of ΔC-SICM as feedback for topographical imaging. (a) 
Experimental approach curve (black) of a ~90 nm radius nanopipette containing 100-
times diluted RPMI media, in a bulk solution of full strength media, with !!"!#$ = !!"#$%&'# . The nanopipette approach rate was 2 μm/s at each pixel. Simulated 
approach curve (red) of the conditions used experimentally. Topographical images of 
PC12 cells (b,c) collected in a scan-hopping regime at an approach rate of 20 µm/s 
with the same solutions and applied bias as (a). Note: there is no interpolation of data 
 with scans containing 6400 pixels, collected in 15 minutes.
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4.4.3 Surface Charge Mapping with ΔC-SICM: A recent development in SICM 
has been its use for surface charge mapping.18,20 Significantly, we have shown that it 
is possible to map charge heterogeneities in cell membranes under physiological 
conditions (high ionic strength) even though the electrical double layer is 
compressed to a high degree. Our approach is to use a self-referencing pulsed-
potential program, in which the tip current response is measured near the surface and 
compared to that in bulk solution at each and every pixel.8 Although under 
physiological conditions (ionic strength ~130 mM), the Debye length is less than 1 
nm, the diffuse layer extends beyond this.36 For example, assuming the Gouy-
Chapman model (as a simplification), at a distance 5 nm away from a uniformly 
charged interface, the ionic concentration, for a 1:1 electrolyte, deviates by around 
0.5% from that of the bulk solution.36 Most importantly, even though the SICM tip is 
stationed beyond this distance, e.g. herein at an approximate separation of 20 nm or 
more, when an external bias is applied, the double layer is perturbed by the electric 
field at the pipette orifice, and thus affects the current flow (vide infra). It is for this 
reason that in conventional SICM, we have advocated the use of either bias 
modulation17 (with zero net bias) or a small DC current8 to minimize perturbation of 
the double layer and obtain more faithful topographical information.  
In order to assess the possibility of using ΔC-SICM for charge mapping, 
with the nanopipette both in bulk solution and FEM simulations were performed 
near a charged interface (27 nm separation, within the typical range of approach 
distances achieved). As part of these simulations, we also assess the importance of 
EOF in the SICM response. Previous studies have considered EOF to not 
significantly influence the SICM response under a range of conditions,20,37,38and it is 
often ignored due to computational expense.  
The data presented in Figure 4.4 compares the normalized current response 
of conventional SICM, with and without EOF, to ΔC-SICM, with and without EOF, 
for a range of negative surface charges (as typically predominant on cell 
membranes7). There are several important points that are immediately apparent from 
these data. Most significantly, EOF is a particularly important consideration for ΔC-
SICM and can never be ignored. Indeed, for reasons we explain below, the 
sensitivity of the normalized ΔC-SICM response to surface charge is due to EOF. In 
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the case of conventional SICM (100 mV bias applied, same concentration in both the 
bath and tip solutions), at the lower surface charge densities applied to the substrate, 
EOF has very little effect on calculated ionic currents, in line with previously 
reported studies.10,20,37 However, as the surface charge increases beyond about -30 
mC/m2, EOF can be seen to be an important consideration. Thus, for high surface 
charge densities, even with conventional SICM, EOF should be treated to quantify 
surface charge with the highest accuracy.  
Figure 4.4. Normalized current versus substrate surface charge density for different 
modes and mass transport situations in SICM. Normalized currents were calculated 
20 ms into an current-time (I-t) curve after applying an external bias of -400 mV to 
the nanopipette QRCE, jumped from the approach bias (!!"#!$%&'=−Δ!!"#$%&'(# in 
the case of ΔC-SICM, 100 mV for conventional SICM). The red lines depict the 
case where the same concentration (103 mM NaCl, 24 mM NaHCO3 and 5 mM KCl) 
was present in both the nanopipette and bath. The blue lines were simulations 
performed with a 100-fold dilution of this solution in the nanopipette. The dashed 
lines represent simulations solving only the Nernst-Planck and Poisson equations, 
while the solid lines also included EOF. The raw simulated ionic currents underlying 
these data are shown in Supporting Information, Figure 4.12. 
 
It can be seen from Figure 4.4, that diluting the nanopipette electrolyte 
concentration compared to the bulk solution enhances sensitivity (dynamic range) of 
the SICM current to surface charge with a range of 3.2% compared with the 2.3% in 
the conventional SICM case, over a range of 80 mC/m2 (considering EOF, full 
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model). These may appear small changes in the signal, but are easily detected 
because of the pixel-level self-referencing technique inherent in the hopping mode 
protocol. 
Differences between ΔC-SICM (Figure 4.5a) and conventional SICM 
(Figure 4.5b), in terms of concentration profiles, electric field strength, and velocity 
profiles (from EOF) at the end of a nanopipette, near the most extreme negatively 
charged substrate (-80 mC/m2), are shown in Figure 4.5. As mentioned above, it is 
possible to sense the double layer, with conventional SICM, at large distances from 
the interface, compared to the double layer dimension, because the double layer 
becomes perturbed by the applied electric field from the tip. This is apparent in 
Figure 4.5b(i) where it can be seen that the distance over which a higher (compared 
to bulk) cation concentration near the negatively charged surface, extends greatly 
from the interface in the region under the center of the nanopipette.  
In the case of ΔC-SICM, the double layer region is not perturbed in the same 
way (Figure 4.5a(i)) due to the greatly diminished electric field at the end of the 
pipette (Figure 4.5a(ii). This diminished electric field can be explained by 
considering the electrolyte concentrations present in the nanopipette and bulk 
domains. In ΔC-SICM, where a lower electrolyte concentration is initially present in 
the nanopipette domain, the end of the nanopipette becomes more concentrated as 
more concentrated solution from outside moves into the nanopipette. Consequently, 
the region at the end of the nanopipette becomes less resistive and hence, the electric 
field strength will be greatest further up the nanopipette where the ionic strength is 
still low. However, despite the double layer not being perturbed to the same degree, 
as Figure 4.4 revealed, and as experimental data presented later show, ΔC-SICM is 
sensitive to surface charge, and the sensitivity is due to EOF.  
Figure 4.5a(iii) shows a fluid velocity profile in ΔC-SICM with !!"#!$%&' = −0.4 V. It can be seen that between the charged nanopipette wall and the substrate 
there is a significant radial velocity bringing solution from outside the pipette into 
the narrow gap under the nanopipette and fluid then flows up into the pipette 
domain. Under the ΔC-SICM conditions considered, this movement of fluid is from 
an area of higher concentration (external to the nanopipette) to lower (in the 
nanopipette), greatly changing the ionic composition in the lower region of the 
nanopipette. For conventional SICM (Figure 4.5b(iii)), EOF brings solution between 
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two regions of similar concentration. Thus, although the fluid velocity is higher in 
conventional SICM, compared to ΔC-SICM, (compare Fig 4.5a(iii) and Figure 
4.5b(iii)), due to the higher electric field in the case of conventional SICM, the 
overall effect on mass transport, as compared to ion migration, is less. The velocity 
profiles give an indication as to the resolution of ΔC-SICM for surface charge 
mapping. It can be seen that the region of greatest velocity, driven by surface charge 
and EOF, is between the walls of the pipette and the substrate with the velocity 
quickly dropping off to bulk by around 3/2 times the pipette diameter. Future work 
could consider optimizing the nanopipette geometry, including the wall/lumen ratio, 
for enhancing surface charge sensitivity and resolution. 
 
Figure 4.5. Dependence of electrolyte properties on SICM configuration. Cation 
concentration (i), Electric field strength (ii), and velocity profiles (iii) at the end of 
the nanopipette near a substrate with a surface charge of -80 mC/m2 shown for: (a) 
ΔC-SICM with a 100-fold dilution in the nanopipette domain; and (b) conventional 
SICM case with identical concentrations in the nanopipette and bulk. All profiles are 
taken at t = 20 ms after jumping the potential of the nanopipette electrode to -400 
mV from either !!"#!$%&' = −Δ!!"#$%&'(#, in the case of ΔC-SICM (a), or from 
 +100 mV in the case of conventional SICM (b).
 
4.4.4 ΔC-SICM Surface Charge Mapping using Ejunction: ΔC-SICM measurements 
of surface charge and topography considered PC12 cells as the substrate. To 
minimize convolution between topography and other surface properties and to 
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reduce the electric field strength at the end of the nanopipette (Figure 4.2), only !!"#$%&'#(~20 mV) was used as the topographical imaging potential. An external 
bias, !!"#!$%&', of -109.1 mV was applied to counter Δ!!"#$%&'(# so that !!"!#$ =!!"#$%&'# (equation 4.2). 
Figure 4.6a shows an optical micrograph of a cluster of differentiated PC12 
cells. The area denoted by the white dashed rectangle indicates the SICM scan area 
mapped with the pulsed-potential regime described above. !!"!#$ =  !!"#$%&'# was 
applied to map the topography of the cellular surface (Figure 4.6b). For comparison, 
Supporting Information, Figure 4.13b, presents the case where !!"!#$ = !!"#$%&'# + Δ!!"#$%&'(#  was the bias for topography imaging.  
The simultaneously collected normalized current map (Supporting 
Information, Figure 4.14a) obtained during the chronoamperometric step, where the 
tip electrode potential was pulsed to -0.4 V for 20 ms, reveals heterogeneities, which 
 By employing FEM simulations, it becomes can be attributed to surface charge.
possible to quantify the surface charge density. Time-dependent simulations, after 
the potential was stepped to -400 mV, were performed with different surface charge 
densities applied. This allowed a calibration curve of normalized current to surface 
charge density to be calculated (Supporting Information, Figure 4.14b) from which 
Figure 4.6c was generated. It can be seen that the PC12 cell exhibited surface charge 
values of around -50 to -70 mC/m2 with the glass having surface charge of around -
20 to -40 mC/m2, broadly in agreement with our previous measurements with 
conventional SICM,8 that used the simplified model without EOF. 
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Figure 4.6. Surface charge mapping of PC12 cells using ΔC-SICM. (a) Optical 
micrograph of PC12 cells on a glass substrate, with the SICM scan area denoted by 
the white dashed rectangle. (b) Topographical map collected with a ~90 nm radius 
nanopipette using ΔC-SICM and a driving potential of !!"!#$ =  !!"#$%&'# . A 
decrease of 5% in the ionic current between the tip in bulk and near the surface was 
used as the set point, corresponding to a distance of 22 nm. (c) Corresponding 
surface charge map obtained by converting the normalized current map (see 
Materials and Methods section for normalization procedure) using a FEM simulated 
calibration curve. The normalized current map underpinning these data and the 
calibration curve are shown in Supporting Information, Figure 4.14. The SICM 
 images each have 4200 pixels and there is no interpolation of data.
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4.4.5 Reaction Mapping at a Carbon Fiber Electrode: A higher electrolyte 
concentration in the nanopipette, compared to the bulk solution, can be particularly 
useful for the local delivery of charged molecules of interest to a surface or 
interface.16,22 Although previous studies have considered using nanopipettes for 
molecular delivery, the effect of concentration gradients on modifying the electric 
potentials applied and on the current response is only rarely considered during 
modeling,39 and nanopipette surface charge is largely ignored. We now describe the 
use of ΔC-SICM for mapping electrochemical reactions. As an exemplar system, we 
consider dopamine oxidation (at pH 6.7) on a CF electrode (see Supporting 
Information, Figure 4.15a for an optical micrograph of the substrate).  Such systems 
are widely used for studies of single neurons,40 but there is little information on the 
response of CF electrodes at the local level. 
 ΔC-SICM data was collected in a scan hopping CV regime. The SICM bias 
 Δ!!"#$%&'(# +  !!"#$%&'# (i.e. no between the two QRCEs was held constant at
external potential applied) corresponding to !!"!#$ = 26 mV, a small positive value 
suitable for topographical imaging which also drives the migration of protonated 
. dopamine (Dop+),29,40 out of the nanopipette, throughout the entire imaging process
Thus Dop+ is pushed out the nanopipette by the inherent bias but the rate depends on 
the local environment (reactions) and is reflected in the nanopipette current (vide 
infra). During the approach of the nanopipette to the CF surface, the CF was held at 
a potential of -0.1 V vs. the Ag/AgCl QRCE in bulk so that no substrate electrode 
reaction occurred. When the nanopipette reached the near-surface (ca. 35 nm based 
on a set point of 3%), its position was fixed and the potential at the CF was swept 
from -0.1 V to 0.4 V and back again to -0.1 V in a CV at 1 V/s vs. the Ag/AgCl 
QRCE in bulk. The CF was then held at -0.1 V while the probe was retracted at a 
speed of 20 μm/s (retract distance 10 μm), and the same CV at the substrate was run 
with the probe now effectively in bulk solution. The tip ionic current response from 
the CV at the surface was normalized by that from the CV in bulk and is a measure 
of the relative conductance of the probe near the surface with respect to the bulk (see 
Supporting Information, section 4.6.6 for full details of the experimental setup and 
scanning regime). 
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Figure 4.7. Effect of probe-surface separation on dopamine concentration. (a) 
 concentration profile around the end of the nanopipette (positioned 35 nm Dopamine
away from the substrate (distance corresponding to experimental feedback setpoint, 
see Supporting Information Figure 4.11b). (b) Surface concentrations of dopamine in 
the radial direction with the nanopipette 35 nm away from the surface (black line) 
and 10 μm away (red line) with the inset, showing a zoom of data for the 10 μm 
distance case. 
 
An important consideration of these measurements is the spatial resolution of 
SICM for reaction mapping and delivery. This was explored using FEM simulations, 
with example results presented in Figure 4.7. For the conditions outlined above, 
Figure 4.7a shows a snapshot of the concentration around the pipette opening Dop+ 
when the nanopipette was positioned 35 nm from the surface, before the reaction 
was driven. From this profile, we can see that at this separation distance, the high 
Dop+ concentration is confined to the region directly beneath the pipette, suggesting 
 A profile of the the resolution of the technique is similar to the pipette dimensions.
 concentration laterally along the substrate (z=0) is shown in Figure 4.7b for the Dop+
case where the nanopipette was both at this approach distance (35 nm), as well as 
when it was at the retract distance (~10 µm from the surface). It can be seen that the 
region of the substrate underneath the pipette has the greatest  concentration Dop+
and so this is where the greatest change in ionic concentration owing to the reaction 
(by scanning the substrate potential) would occur. The profile, obtained where the tip 
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is 10 µm from the substrate reveals a much smaller concentration (max concentration 
of 0.01 mM) of  present at the substrate surface and so very little dopamine Dop+
oxidation signal should arise. Thus, 10 µm can be reasonably considered to be bulk 
solution. These profiles of surface  concentration are beneficial for determining Dop+
the lateral hopping distance that should be used in ΔC-SICM delivery experiments in 
order to ensure that each subsequent pixel has not been exposed to significant 
amounts of dopamine from the prior approach that may lead to fouling of the 
substrate during oxidation.41  
This regime was repeated at a series of pixels to create a spatial array of 
nanopipette tip current-substrate potential data sets that were used to make videos of 
normalized nanopipette current in x-y space as a function of applied substrate 
potential. This maps the progress of the substrate reaction both spatially and with 
potential resolution. Snapshots from two movies at the extreme potential of +0.4 V 
vs. Ag/AgCl QRCE are shown in Figure 4.8, together with the simultaneously 
obtained topographical maps. Two scans were taken of different regions of the same 
CF. In the first, the probe contained only 80 mM KCl (control case), while in the 
second case the probe contained 50 mM KCl and 30 mM dopamine hydrochloride. 
In both experiments, the bulk solution contained 10 mM KCl (more dilute than the 
tip). Both of the topographical maps obtained during the imaging procedure (Figure 
4.8a,d) suggest a diameter of 7-8 μm for the CF, consistent with the nominal value of 
7 μm. 
Both of the scans show a fairly homogeneous tip current response with the 
substrate potential at -0.1 V, corresponding to a condition where the oxidation of 
dopamine is switched off (Figure 4.8b,e). There is relatively little difference in the 
SICM response over the glass support and over the CF and a normalized current 
value approximating to 0.97 (the experimental set-point) is seen. However, with a 
potential of +0.4 V applied to the CF, dopamine oxidation occurs at a diffusion-
controlled rate (bulk voltammetry shown in Supporting Information, Figure 4.16), 
and there is a clear difference between the scan in which dopamine is absent (Figure 
4.8c) and the scan in which it is present in the nanopipette (Figure 4.8f). With 
dopamine present, the ionic current drops by a consistent 7-8% at each pixel across 
the surface of the CF. 
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Figure 4.8. Reaction mapping over a CF electrode using ΔC-SICM, with a 
nanopipette containing (a-c) 80 mM KCl (control case) and (d-f) 50 mM KCl and 30 
mM dopamine hydrochloride (pH 6.7). (a,d) Topographical maps of two different 
regions of the CF. (b,c,e,f) Individual frames taken from two videos of normalized 
nanopipette ionic current (in x,y as a function of substrate potential), either where no 
reaction occurred (-0.1 V: b,e) or at the substrate potential for dopamine oxidation 
(0.4 V: c,f). Each pixel corresponds to a particular approach of the nanopipette to the 
surface and there is no interpolation of data. Images contain 600 pixels. 
 
This is because the substrate acts as an additional sink for .41 Whilst, a Dop+
product of the Dop+ electrooxidation is the release of protons,29  which should 
enhance the conductivity of the gap, the majority of the resistance in SICM 
Dop+ consumption depletes this experiments comes from the nanopipette itself, and 
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region, resulting in the decrease in the overall ionic current. This change in ionic 
current is also seen at the pixels surrounding the CF, a “diffusional broadening”, 
caused by the sink-nature of the CF. A small decrease in the ionic current (1-2%) can 
also be seen over the surface of the CF for the control, suggesting that a small 
current is driven between the CF electrode and the QRCE in the probe. This is an 
interesting observation that could have future applications, but the effect is far less 
than with dopamine present. Thus ΔC-SICM can be used to map surface reactions at 
electrodes purely from the nanopipette ion current response. 
 
4.5 Conclusions 
In this study we have provided a full analysis of the electrochemical potentials in 
SICM, particularly pertinent to the case where different concentrations, or solution 
compositions, are employed in the nanopipette and bulk solutions. Through this 
analysis, we have demonstrated the versatility and advantages of using different 
ionic strength media in the SICM tip and bulk solution, in a mode we call ΔC-SICM. 
Notably, topographical imaging with a significantly reduced electric field than in 
conventional (applied bias) SICM becomes possible by driving the ionic current 
purely through the junction (diffusion) potential, that arises from the concentration 
gradient at the end of the pipette. Functional applications such as charge mapping 
with ΔC-SICM are more sensitive than conventional SICM with the charge 
sensitivity arising from significant EOF effects in this configuration. The model 
developed, which solves the Poisson, Nernst-Planck and Navier-Stokes equations 
with EOF, can also be applied to conventional SICM charge mapping measurements 
and allows for a more accurate determination of high surface charge densities than 
our previous approach. This work has expanded on the use of SICM for the delivery 
of charged molecules to a surface. One can envisage many applications where a 
nanopipette can be used for delivery and to measure the rate of delivery simply 
through the nanopipette current. 
 
4.6 Supporting Information 
4.6.1 SICM Pulsed-Potential Charge Mapping Regime: In previous studies, 
several different scan regimes have been employed to elucidate information about 
the surface charge of a substrate.7,8,17,20,27 
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Figure 4.9. Schematic representation of the SICM pulsed-potential method for 
elucidating surface charge. 
 
In this work, a pulse-potential regime was used, as represented in Figure 4.9.8 
The nanopipette was approached (I) towards the substrate with a fixed small SICM 
bias (either !!"!#$   = !!"#$%&'# or !!"!#$   = Δ!!"#$%&'(# + !!"#$%&'# . Upon detecting )
the surface via a decrease in the ionic current (see main text for typical tip-surface 
distances), the SICM bias was pulsed to a potential (II), where the ionic current 
became more sensitive to surface charge for a short, fixed time (typically 20 ms 
herein) before jumping back to the approach bias. The nanopipette was then retracted 
(III) away from the surface (typically 7 µm). When the nanopipette was far away 
from the surface an identical potential pulse was performed (IV). This provided a 
bulk current-voltage (I-t) curve to which the surface I-t curve could be normalized by 
taking an average of the last millisecond of each I-t curve. As outlined herein, this 
provided information about the surface charge properties. The probe was then moved 
laterally to the next x,y coordinate (pixel), holding the potential at the approach bias 
and keeping the z position constant (V). 
 
4.6.2 FEM Simulation Details: Finite element method (FEM) simulations were 
constructed in COMSOL Multiphysics (v5.2a). A schematic of the FEM simulation 
domain is shown in Figure 4.10. 
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Figure 4.10. Schematic of FEM simulation domain with applied boundary 
conditions. 
 
Typical dimensions of the nanopipettes used were extracted from TEM 
images and used to construct the nanopipette simulation domain. For simulations 
corresponding to the data in Figures 4.2-6, the species initially present in the 
simulations in the bulk domain were Na+ (127 mM), K+ (5 mM), Cl- (108 mM) and 
HCO3- (24 mM) with 100-fold dilution in the tip. For simulations presented in Figure 
4.7, K+ (50 mM), Cl- (80 mM), and Dop+ (30 mM) were present in the nanopipette 
with K+ (10 mM) and Cl- (10 mM) initially present in the bulk domain.  The 
electrostatics, transport of diluted species and laminar flow modules were used to 
model the experimental system. In all simulations the Nernst-Planck equation 
described ion transport (eq. 4.3): 
 
                                               !! =  −!!∇!! −  !! !!"!!!!∇!                              (4.3) 
 
where Di zi and ci are the diffusion coefficients, charge number and concentrations of 
species i. Ion diffusion coefficients were taken from the CRC handbook42 and the 
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simulations accounted for the effect of locally varying ionic strength in the 
simulations.31 F, R and T are the Faraday constant, gas constant and absolute 
temperature. φ is the electric potential described by the Poisson equation (eq. 4.4):  
 
                                                    ∇!! = − !!!! !!!!!                                       (4.4) 
 
where ε is the dielectric constant of the solution and ε0 is the vacuum permittivity. 
The solution velocity was described by the incompressible Navier-Stokes equation 
with electroosmotic flow incorporated (eq. 4.5): 
 
                                  !∇! = !! −∇! + !∇!! − ! !!!!! ∇!                      (4.5) 
 
where ρ is the solution density, µ is the solution viscosity and p is the pressure. The 
molar volume was reasonably considered independent of ionic strength.42 
 Steady-state simulations were first performed for each of the experimental 
setups (high concentration tip or low concentration tip compared to bulk) to estimate 
the experimental working distance for functional measurements. These mimic the 
initial nanopipette approach curves (tip current versus distance). Simulations were 
performed at different probe-surface separations and the simulated approach curves 
compared to those obtained experimentally; see Figure 4.11 for typical examples for 
the surface charge mapping studies (a) and reaction mapping (b). From these, a 
working distance of 22 nm was obtained for surface charge mapping experiments 
(Figure 4.6), and 35 nm for reaction mapping experiments (Figure 4.8). Interestingly, 
in the reaction mapping configuration where a higher concentration was present in 
the nanopipette domain, the approach curve was much shallower and the nanopipette 
sensed the surface from a greater distance, (Figure 4.11b) whereas when the solution 
in the tip was more dilute (Figure 4.11a), a sharper approach was seen, despite the 
geometries being identical. 
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Figure 4.11. Simulated approach curves used to approximate experimental working 
distances for both surface charge (a) and reaction mapping (b) measurements. 
 
4.6.3 Raw Current Data for Assessing EOF: Figure 4.4 in the manuscript shows 
the effect of EOF at a range of different surface charges on the normalized ionic 
current. Figure 4.12 shows the raw simulated currents in the case of conventional 
SICM (Figure 4.12a) and ΔC-SICM (Figure 4.12b). These currents are taken from t 
= 20 ms of the simulated time-dependent I-t pulse. 
 
Figure 4.12. Raw currents corresponding to Figure 4.4 with the conventional SICM 
case shown in (a) and the  ΔC-SICM case in (b).
 
4.6.4 Surface Charge Mapping with Etotal = ΔEelectrode + Ejunction: Figure 4.13a shows 
an optical micrograph of several neuron-like PC12 cells that have undergone 
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spontaneous differentiation. These cells were imaged using ΔC-SICM with !!"!#$ = Δ!!"#$%&'(# +  !!"#$%&'# = −89 mV for the nanopipette approach. 
 
Figure 4.13. Etotal = ΔEelectrode + EjunctionSurface charge mapping with . (a) Optical 
micrograph of PC12 cells on a glass substrate, scan area denoted by the black dashed 
rectangle. (b) Topographical map collected with a ~90 nm radius nanopipette using 
ΔC-SICM feedback. (c) Normalized current (defined in the text) map collected 
 concurrently with the topography in (b).
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The region scanned by ΔC-SICM is denoted by the black square and the 
topography from that scan is shown in Figure 4.13b. Several junctions can be 
identified between cells, notably between the two larger cells on the left-hand side of 
the scan, and in the bottom right of the image where two neurite-like protuberances 
are connected in what could potentially be a synapse. The normalized current map 
(Figure 4.13c) was collected at the same time as the topographical map in Figure 
4.13b (see section 4.6.1 for definition of normalized current). The map in Figure 
4.13c shows several heterogeneities in normalized current, an established proxy for 
surface charge density,7,8 notably at the cellular junctions identified in the discussion 
of the topographical map above, with a clear region of lower normalized current 
along the divide between the two large cells on the left hand side of the image. This 
variation in localized charge could correspond to a higher density of certain proteins 
or lipids at the point where the two cells meet. 
 
4.6.5 Quantifying Surface Charge: FEM simulations allowed normalized currents 
obtained experimentally in surface charge mapping experiments (Figure 4.6) to be 
converted to surface charge densities. Steady-state simulations were first performed 
with only the liquid junction potential as used for the initial approach of tip to the 
surface (topographical imaging). The results from these simulations were then used 
as initial conditions for time-dependent simulations where a potential of !!"#!$%&'  - =
0.4 V was applied to the tip electrode and the SICM regime is more sensitive to 
surface charge. These simulations were repeated with different surface charge 
densities applied to the surface beneath the pipette. Simulations were also performed 
in bulk solution so that normalized currents corresponding to each surface charge 
density could be obtained. This allowed for a working curve (Figure 4.14b) to be 
generated was used to convert the experimental normalized current map (Figure 
4.14a) to a map of surface charge densities (Figure 4.6c). 
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Figure 4.14. Conversion of raw data into surface charge density. (a) Experimental 
normalized currents obtained concurrently with the topography map in Figure 4.6b. 
(b) Simulated working curve to allow conversion of normalized current to surface 
charge density. 
 
4.6.6 Schematic of Carbon Fiber Electrode Setup and Bulk Voltammetry: An 
optical micrograph of the CF electrode device on glass used as a substrate for 
reaction mapping is shown in Figure 4.15a, with a schematic of the setup shown in 
Figure 4.15b. Figure 4.16 shows a bulk substrate voltammogram performed in a 3-
electrode set-up with the CF working electrode, a Pt counter electrode and a 
Ag/AgCl reference electrode. The solution contained 1 mM dopamine hydrochloride 
in 140 mM NaCl supporting electrolyte and 10 mM phosphate buffer and a scan rate 
of 100 mV/s was used. 
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Figure 4.15. Setup for reaction mapping over an individual CF. (a) Optical 
micrograph of carbon fiber device used in SICM reaction mapping experiments. (b) 
Schematic of experimental setup with biases applied. 
 
The -SICM reaction mapping setup was similar to that in the charge ΔC
mapping experiments. However, the bias between the nanopipette and bulk electrode 
was held constant at Δ!!"#$%&'(# +  !!"#$%&'# . A CV was performed on the = 26 mV
substrate CF electrode with a triangular scan of the potential from a value where 
dopamine oxidation did not occur (-0.1 V) up to 0.4 V and back to -0.1 V at a scan 
rate of 1 V/s. This profile was applied at each pixel, both with the nanopipette 
positioned near the substrate surface, and with the nanopipette in bulk solution. This 
allowed for nanopipette currents near the surface to be normalized to the nanopipette 
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response when in bulk solution as a function of substrate potential. Experiments 
were carried out with 30 mM dopamine hydrochloride and 50 mM KCl in the tip or 
with 80 mM KCl in the tip as a control. 
 
Figure 4.16. Voltammetry of the CF device in 1 mM dopamine hydrochloride with 
140 mM NaCl supporting electrolyte with 10 mM phosphate buffer. A Ag/Ag/Cl 
reference electrode was used and a Pt wire served as the counter electrode. The scan 
rate was 100 mV/s. 
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5 Write-Read 3D Patterning with a Dual-Channel 
Nanopipette 
 
With a setup that combines the dual-channel approach of Chapter 2 with the single 
open-barrel techniques in Chapters 3 and 4, this chapter adds functionality to the 
conventional SICM setup via the use of a dual-channel theta pipette. One channel is 
used to deliver copper ions to a surface while the other is used to track the deposition 
and retract the probe simultaneously. The parameters of deposition (such as the 
delivery and substrate biases) are optimized and the deposition of simple (pillar) and 
complex (zig-zag) nanoscale structures is demonstrated. The multifunctional 
flexibility of SICM is shown by the use of the same nanopipette probe to map the 
topography of a deposition immediately after it has been deposited. 
 The programmatic design of the two-channel deposition was done by the 
author, while Dr. Dmitry Momotenko carried out the experiments. All electron 
microscopy herein was performed by Dr. Momotenko and Dr. Maria Adobes-Vidal. 
Dr. Momotenko wrote the manuscript, with input from the author. 
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5.1 Abstract 
Nanopipettes are becoming extremely versatile and powerful tools in nanoscience 
for a wide variety of applications from imaging to nanoscale sensing. Herein, the 
capabilities of nanopipettes to architect and build complex free-standing three-
dimensional (3D) nanostructures are demonstrated using a simple double-barrel 
nanopipette device. Electrochemical control of ionic fluxes enables highly localized 
delivery of precursor species from one channel, and simultaneous (dynamic and 
responsive) ion conductance probe-to-substrate distance feedback with the other, for 
reliable high-quality patterning. Nanopipettes with 30−50 nm tip opening 
dimensions of each channel allowed confinement of ionic fluxes for the fabrication 
of high aspect ratio copper pillars, zigzag and Γ-like structures, as well as permitting 
the subsequent topographical mapping of the patterned features with the same 
nanopipette probe as used for nanostructure engineering. This approach offers 
versatility and robustness for high resolution 3D “printing” (writing) and read-out at 
the nanoscale. 
 
5.2 Introduction 
Three-dimensional (3D) micro- and nanostructures can offer unique and intriguing 
physical and optical properties that find applications in numerous research and 
technology disciplines spanning electronics,1 sensing and analysis,2 biotechnology 
and biomedicine,3 tissue engineering,4 nanoscale motion devices5 and many others. 
The fabrication of 3D objects with a high degree of control over shape and size, 
however, still presents many challenges. Techniques that enable 3D patterning 
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include template methods6,7 (typically, lithography followed by an appropriate way 
of filling cavities in a resist, e.g. electroplating, physical or chemical vapour 
deposition etc.), electron- and ion beam-induced structuring8,9 that allow 
modification of surfaces using precursors from gas or liquid phases, self-assembly 
(based on, for instance, DNA strains as building blocks10 or DNA origami11) and 
scanning probe microscopy (SPM) methods. The family of SPM techniques offers 
powerful capabilities for the direct manipulation of matter at the tip of the probe, and 
on the fabricated object, with no need for a mask or template. This opens up single 
step processing, without post-fabrication operations on the patterned structures, as 
well as providing high versatility, as SPMs enable operation in gas and liquid 
environments and under vacuum.12 Surface modification with SPMs is possible in 
many different ways, including the manipulation of “building blocks” such as 
nanoparticles,13,14 deposition in a layer-by-layer fashion,15 local removal of material 
by scratching or thermal desorption,16 modification of local environment using 
ultramicroelectrodes,17–19 or confined delivery using, for example, micro- and 
nanopipette probes.1,13,20–31 Approaches using multiplexed probes, such as 
microelectrode arrays,32 multiple cantilevers for atomic force microscopy (AFM)33,34 
and dip-pen lithography,35 for high-throughput patterning have also been developed, 
which offer great opportunities to speed up probe-based fabrication processes. 
Nanopipettes are particularly useful tools in nanoscience as they allow the 
precise spatiotemporal control, analysis and manipulation of material fluxes.36,37 
Most recently nanopipettes have proven powerful as probes for multifunctional 
imaging, as exemplified by simultaneously mapping topography and reactivity,36,38,39 
and for probing heterogeneously distributed surface charge magnitudes alongside 
topography.40–42 We develop this multifunctional capability herein, demonstrating 3D 
writing and reading with nanopipette probes. 
For nanofabrication purposes, nanopipettes filled with electrolyte can serve 
as a local reservoir of desired molecules/ions for deposition and can therefore 
provide a highly localized flux of species towards the substrate. Nanopipettes enable 
surface modification both in electrolyte solution22,23,27 and in a scanning droplet cell 
configuration,21,43,44 and the deposition of metals from precursors and nanoparticle 
dispersions has been shown for the fabrication of complex planar and 3D features at 
interfaces.1,13,24,25,30,45,46 However, the main difficulty in fabricating arbitrary 3D 
 127 
shapes is the issue of controlling the probe-to-substrate distance during deposition 
(positional feedback). This is a crucial aspect, as it affects the quality of the 
deposited structures. Recently, these issues were addressed by the implementation of 
hollow microfluidic AFM cantilevers, so-called FluidFM probes,47 which enabled 
the microscale fabrication of complex 3D objects by electroplating copper. The 
deposition occurred under the aperture of an AFM tip with simultaneous force 
control of tip-to-substrate distance, as well as accurate regulation of electrolyte flow 
by physically flowing solution through the hollow AFM tip.48,49 
Herein, we demonstrate the deposition of complex high aspect ratio objects 
using simultaneous electrochemical delivery and distance control, with a simple 
dual-barrel nanopipette probe. This approach to 3D patterning achieves higher 
resolution than presently possible with AFM devices, and is accomplished without 
any need for flow systems. In addition, nanopipette probes allow the read-out of the 
resulting patterns using the topographical mapping capabilities of scanning ion 
conductance microscopy (SICM)50,51 with the same dual probe. 
 
5.3 Materials and Methods 
5.3.1 Chemicals: Sodium sulfate (anhydrous, analytical grade, Fisher Scientific), 
copper sulfate (technical grade, Fisons Scientific Equipment) and sulfuric acid 
(≥95%, density 1.83 g ml-1, analytical reagent grade, Fisher Scientific,) were used as 
received. Deionized (DI) water produced by Purite Select HP system, with resistivity 
18.2 MΩ cm (25 °C) was used to prepare aqueous solutions. Electrolyte solution in 
the bulk and in the SICM pipette barrel contained Na2SO4 (0.5 M) and H2SO4 (3 
mM), while the nanopipette barrel used as a source of copper ions (Cu2+) was filled 
with CuSO4 (56 − 270 mM) and H2SO4 (3 – 100 mM). 
 
5.3.2 Nanopipette Probes: Nanopipettes were pulled from dual-barrel quartz 
capillaries with filament (QTF120-90-100, Friedrich & Dimmock) using a laser 
pipette puller (P-2000, Sutter Instruments). Nanopipette probes were filled with 
electrolyte solutions using syringes with Microfill capillaries MF34G-5  (World 
Precision Instruments). Importantly, the nanopipette filling process does not cause 
significant cross-contamination between the different electrolytes in the nanopipette 
barrels (from a small liquid droplet that can form at the tip) to any significant level 
 128 
(see Supporting Information, section 5.6.1). Geometric characterization of 
nanopipette probes was carried out on either gold-coated pipette tips imaged with a 
field-emission scanning electron microscope (FE-SEM, Zeiss SUPRA 55 VP) or on 
uncoated nanopipette tips, with geometries determined at high resolution52,53 using a 
transmission electron microscope (TEM) JEOL 2000FX at 200 kV accelerating 
voltage. 
 
5.3.3 Scanning Ion Conductance Microscopy (SICM) Setup: Nanopipette probes, 
mounted on a custom made probe holder, were coarsely positioned over a sample 
with a mechanical micropositioner (Newport, M-461-XYZ-M) under control of a 3 
megapixel digital camera (PixeLink PL-B776U) with a 4X magnification lens. A 38 
µm-range single axis nanopositioner (Physik Instrumente, P-753.3CD) was used for 
precise control and translation of the probe in the vertical (z) direction (normal to the 
substrate). A small vertical oscillation of the probe (40 nm peak-to-peak) at a 
frequency typically in the range 270 − 290 Hz was applied using a lock-in amplifier 
(Stanford Research Systems, SR830). This induced an alternating current (AC), the 
magnitude of which served as positional feedback (distance-modulated SICM).54,55 In 
general, AC-SICM techniques provide very stable probe positioning.54,55 The sample, 
60 nm gold thin film on 3 nm chromium layer deposited on silicon wafer, with an 
exposed to electrolyte solution surface area of about 3 mm2, was biased using a 
custom built bipotentiostat. The sample was mounted on the stage of an inverted 
microscope equipped with a high-precision XY nanopositioning piezoelectric stage 
(MadCityLabs, Nano-Bio300 and Physik Instrumente, model P-733.2DD). The setup 
was mounted inside a faraday cage (to reduce electrical noise), which was built on an 
optical table (Newport, RS 2000) to avoid mechanical vibrations. To reduce thermal 
drift of the piezoelectric positioners, vacuum insulating panels (Kevothermal) and 
aluminium heat sinks were mounted inside the faraday cage. Electrochemical 
measurements were performed with a custom-built bipotentiostat equipped with a 
high sensitivity current follower to measure nanopipette probe currents from both 
channels. The SICM setup was controlled through an FPGA card (PCIe-7852R, 
National Instruments) using a home-written program in a LabVIEW interface that 
was also used for all data acquisition. 
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5.4 Results and Discussion 
5.4.1 Operational Principle: High quality 3D patterning at an interface with a 
probe-based technique requires simultaneous responsive control of the probe-to-
substrate distance and accurate on-demand delivery of material to the substrate. This 
can be implemented by using a dual-barrel nanopipette in which one of the 
nanopipette barrels is a local source of precursor material while the other is used for 
local ion conductance measurements in an SICM setup, providing feedback for 
precise probe positioning.50,51 Herein, this concept is demonstrated for the 
electrodeposition of copper structures using the setup shown in Figure 5.1a. This 
configuration allows: i) independent control of electrochemical potential on the gold 
thin film substrate for copper plating (or stripping, if desired) via Esub and Vref; ii) 
regulation of ion flow through the SICM nanopipette barrel, used for distance 
feedback and induced by the potential difference, Vref, between the quasi-reference 
counter electrodes (QRCEs) in the nanopipette and solution bulk; and iii) 
management of the Cu2+ ion flux through the other nanopipette barrel, determined by 
the applied bias value (Vdelivery-Vref) to the QRCE in the pipette, used for local delivery 
of precursor species. Importantly, the applied potentials in this setup are controlled 
independently and simultaneously (with the aid of specifically designed LabVIEW 
code in combination with the hardware), and all the potentials are reported with 
respect to the QRCE in the solution bulk. In this way, for the engineering of 3D 
features at interfaces, there is very fine control of the deposition rate (via both the 
applied substrate potential and regulation of the Cu2+ flow current by the applied 
bias), coupled with the maintenance of a constant probe-to-substrate distance, 
enabling automatic probe retract as a feature grows, ensuring high quality patterning. 
SICM feedback was induced by a constant DC bias (in the range ±0.2 V, except for 
the example shown in Figure 5.3a where the SICM bias was set to -0.25 V, vide 
infra). The possibility to control the nanopipette bias polarity could be beneficial for 
the technique operation, for example to prevent the nanopipette tip from clogging, 
although this is not the case for copper deposition exemplified herein. 
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Figure 5.1. Setup and probe used for copper deposition. (a) Schematic 
representation of the experimental setup employed for deposition of 3D high aspect 
ratio Cu features on a gold electrode surface. (b) TEM image of a typical dual-barrel 
nanopipette probe used for nanoscale patterning with SICM positional feedback. 
 
An important attribute of nanopipette methods is the simplicity and the low 
cost of probe fabrication, especially when compared to probe manufacture for other 
SPMs: pulling capillaries with diameters that are highly tuneable, and range from 
tens of microns down to a few nanometers is a simple and routine task, that does not 
require any special facilities (except a laser pipette puller). This is an important 
consideration, as the size of the nanopipette probe is a factor determining both the 
mass transport rates through the nanopipette orifice52 and the lateral dimensions of 
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the deposit; the smaller the probe, the higher the confinement of the reagent flow and 
thus the smaller the lateral dimension of the patterned feature. Figure 5.1b is a TEM 
image of a typical dual-barrel nanopipette employed herein for patterning of high-
aspect ratio copper structures. The overall pipette tip diameter (taking into account 
the thickness of glass walls that reaches 14 nm at the tip) is about 120 nm, whereas 
the opening dimensions of each of the nanopipette barrels are around 30 − 50 nm. 
This is about an order of magnitude smaller than the opening size of FluidFM probes 
(300 nm – 1 µm) recently employed for patterning of free-standing 3D copper 
microstructures.49 
 
5.4.2 Patterning: Figure 5.2 demonstrates the evolution of probe position as well as 
DC ion current and AC amplitude (used as feedback) during a typical deposition 
experiment used to produce a Cu tower on a substrate. Prior to patterning, the 
nanopipette approaches the gold substrate (region marked “I” in Figures 5.2a and b) 
until the AC amplitude (due to the oscillation of the probe normal to the substrate) 
reaches a specified feedback set point (1.5 pA in the case of Figure 5.2), indicating 
close proximity of the probe to the sample interface; see Materials and Methods 
section. During the approach the pipette barrel that contains Cu2+ ions is biased at a 
slightly negative potential (value between -0.1 to -0.3 V) to ensure minimum 
precursor (Cu2+) flux towards the substrate. As the nanopipette reaches the approach 
set point, typically corresponding to a distance of slightly more than the nanopipette 
opening radius from the interface, the bias at the QRCE in the precursor-containing 
probe barrel is changed to a certain positive value (with respect to QRCE in solution 
bulk), driving copper ions through the nanopipette opening for local delivery. A 
sudden change of ion flux in the probe-to-substrate gap due to the rapid switch in 
bias causes a spike in both the DC and AC ion current through the barrel employed 
for SICM distance control, leading to the fast retract of the pipette by a few hundred 
nanometers (at a time of ca. 35 s in the region marked “II” in Figures 5.2a and b) 
before reapproaching to the set point distance as the current spike flattens out. After 
this short period (usually, a few hundreds of ms long), positional feedback stabilizes 
the probe above the substrate (also during region “II”). As the deposition process 
starts, promoted by the bias applied to the substrate electrode (vide infra), SICM 
automated positioning maintains a constant probe-to-substrate distance by a slow 
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retract of the probe due to the feature growth underneath the nanopipette orifice 
(Figures 5.2a and b, marked “III”). 
Figure 5.2. Typical z-position and current profiles during a deposition. (a) Variation 
with time of the probe vertical position (black), pipette AC and DC ion currents (for 
the barrel employed for distance control; blue and red, respectively) during the 
growth of a Cu pillar on a gold substrate. The data reveal the following: (I) approach 
of the probe to the substrate at a rate of 150 nm s-1 (negative bias of -0.2 V applied to 
the pipette barrel containing Cu2+) with a stable (bulk) DC ion current (SICM bias -
0.2 V) and zero AC amplitude. (II) The DC current shows a steep decline over a 
distance of ~200 nm inducing an increase in AC amplitude. Having reached the AC 
amplitude set point there is commencement of the deposition of an initial ∼100 nm 
section of the Cu pillar following a switch of the Cu2+ delivery channel to 1 V. (III) 
Growth of the deposit in the vertical direction with the AC amplitude maintained 
slightly above 1.5 pA and the DC ion current value being consistent for the whole 
duration of the deposition. The probe retracts from the surface as the Cu pillar grows 
and the rate of tip movement is the growth rate. Note that the images are not to scale 
(i.e. the deposit under the nanopipette is usually 10 times larger than the opening size 
of a channel in the nanopipette). The color code on the ordinate axes corresponds to 
the line colors on the graph. Schematic illustrations in (b) depict the position of the 
pipette with respect to substrate and the growing deposit feature during patterning. 
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Figure 5.3a demonstrates the importance of the substrate potential, Esub, on 
the patterning quality. Herein, the substrate was held at a constant potential 
throughout the entire experimental routine, from the initial probe approach and until 
the end of the deposition. However, it would be possible to vary the substrate 
potential during depositions without significant influence on the feedback (unless the 
potential was stepped sharply to another value, that could cause a spike in the DC 
and AC pipette currents and hence a retraction of the pipette for a short period of 
time due to the feedback mechanism). Typically, copper deposition starts at about -
0.3 to -0.4 V vs. Ag/AgCl QRCE. However, at a low deposition overpotential (-0.4 
V) the kinetics of deposition is sluggish and so the collection of the delivered Cu2+ 
ions at the substrate occurs over a large substrate area leading to rather unconfined 
electrodeposition, from which 3D features evidently cannot be constructed on this 
timescale. At larger electroplating driving forces (Esub = -0.5 to -0.7 V) the patterns 
start exhibiting more pillar-like structures as the increased overpotential significantly 
enhances the local deposition rate leading to a more confined collection of the 
precursor (Cu2+ reduction to Cu) at the substrate directly underneath the nanopipette 
probe. The increase of the substrate overpotential, Esub, also results in a faster growth 
of the features; the deposition rate gradually increases from an average of ∼2 nm s-1 
(-0.4 V) to 21 nm s-1 (-0.5 V) and then to 29 and 66 nm s-1 (-0.6 and -0.7 V, 
respectively), allowing the construction of taller pillars within the fixed deposition 
time considered (180 s). These data highlight that for a given Cu2+ flux from the 
nanopipette, the substrate potential ultimately determines the upper limit of the 
deposition rate, which otherwise is controlled by the magnitude of Cu2+ flow to the 
substrate (determined by the bias value applied to the QRCE in the nanopipette 
delivery channel). Importantly, the diffusional flux (0 V bias applied to the copper-
containing barrel) does not provide sufficiently high mass transport of Cu2+ towards 
the substrate and therefore does not result in the deposition of features (at least, 
within a timescale considered). At larger driving potential, the migration of ions in 
the electric field dominates the mass transport and can result in much higher 
deposition rates and taller pillars (Figure 5.3a). Furthermore, the flux of Cu2+ ions 
can be controlled by the precursor concentration: the higher the concentration of 
Cu2+ in the electrolyte, the lower the bias value required to drive the flow of Cu2+ 
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towards the substrate at a given rate. The overall quality of the deposits (feature 
thickness, shape and roughness) appears consistent under inspection by SEM and is 
not significantly influenced by the bias value that drives Cu2+ through the pipette 
opening at a constant Esub, at least for this range of bias magnitudes. The substrate 
potential evidently has most effect on feature growth, controlling the electrochemical 
kinetics of deposition and to some extent leading to a small variation of feature 
thickness (similar to deposition with FluidFM probes),48 while the mass transport of 
Cu2+ ions from the nanopipette is mainly controlled by the bias on the QRCE in the 
delivery barrel. 
Figure 5.3. SEM micrographs (taken at a 45° inclination angle) of copper pillars 
patterned on gold substrates. (a) The effect of the substrate potential on deposition. 
Features at substrate potentials of -0.4 V and -0.5 V contained eight depositions, 
while arrays grown at Esub = -0.6 V and Esub = -0.7 V consisted of four individual 
pillars. The bias in the CuSO4-filled barrel was between 0.3 V and 1V for substrate 
potentials of -0.4 V and -0.5 V (marked from “A” to “H”) and from 0.8 to 1.1 V (in 
0.1 V increments, “A” to “D”) for substrate potentials of -0.6 V and -0.7 V. The 
SICM bias was fixed at -0.25 V and the deposition time was set to 180 s. (b) An 
array of nine pillars deposited at Esub = -0.75 V, SICM bias 0.2 V and the bias in a 
copper reservoir barrel of 1 V. Deposition time was set to 60 s. (c) A magnified view 
of one of the pillars, deposited under similar conditions as in (b), except that the bias 
value in the copper-containing pipette barrel was 1.2 V. 
 
Under the conditions used herein (i.e. acidic electrolyte, high salt 
concentrations) the ion fluxes through the nanopipette follow ohmic behaviour, 
rather than diode-like characteristics. This is attributed to the fact that ion current 
rectification,56 which is related to surface charge on the conical nanopipette inner 
walls,57 is weak as the silanol groups (pKa around 4.5 and 8.5) on the glass/quartz 
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surface are protonated (neutral charge) as the electrolyte pH is around 2-3, and the 
rectification effect is further diminished by the high salt concentration (small Debye 
length).40 
Figure 5.3b illustrates the reproducibility of fabrication, showing a set of 9 
pillars deposited at different regions of a gold substrate. A deposition rate of 115 nm 
s-1 was reasonably consistent within this set (relative standard deviation of 12%). An 
electron microscope image at high magnification of one of the fabricated pillars is 
shown in Figure 5.3c. As can be seen, the deposit has a fairly uniform thickness from 
the base to the top. Slight variations of the pillar thickness and shape are most likely 
due to the polycrystalline nature of the deposit as also seen in pillars deposited by the 
FluidFM probe.49 Potentially, the use of surfactants and additives could allow the 
fabrication of smoother nanoscale features and some tailoring of the aspect ratio. 
Interestingly, the structure diameter (400 − 600 nm) is about 10 times larger than the 
opening size of the pipette barrel (30 − 50 nm). In the jet-printing configuration of 
patterning with FluidFM probes the features patterned were at least three times 
thicker than the opening diameter of the probe.49 This effect, for both methods, is 
attributed to the broadening of the interfacial concentration field of the confined 
precursor species at close probe-to-substrate distances. At least in part, this can be 
attributed to sluggish deposition kinetics compared to the mass transport rate, 
especially in relation to the nucleation and growth of copper on gold. The absence of 
any growth features, other than a deposited layer of copper at low substrate 
overpotential values (Figure 5.3a) also supports this hypothesis. 
The technique outlined is capable of deposition of more complex 3D 
structures, which can be used further for optical and nanomechanical applications, as 
unconventional SPM probes and in nanoelectronic devices as interconnects.1,58–60 
Figure 5.4a shows two freestanding 25 µm and 27  µm – tall zigzag features (both 
structures are ∼500 nm thick). These structures were grown by the deposition of a 
vertical pillar (3  µm in height), followed by the copper electroplating with a 
laterally translated nanopipette at a rate of 50 nm s-1, which allowed the construction 
of a metal wire in a diagonal configuration, with each diagonal inclined at about 60 
degrees with respect to the substrate. These structures arise from the retraction of the 
nanopipette (positional feedback) with the growing feature (rate of electrodeposition 
ca. 100 nm s-1) and the simultaneous lateral movement of the probe. These two 
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factors determine the geometric characteristics of the resulting 3D shape and could 
easily be tuned. 
Figure 5.4. SEM images of complex 3D features fabricated with a dual-channel 
nanopipette. (a) Two zigzag structures, created by driving Cu2+ ions from the 
delivery channel at a bias of +0.7 V with positional SICM feedback (image taken at 
a 15° angle). The vertical pillar at the structure base was fabricated by holding the 
nanopipette for 45 s above the substrate (i.e. fixed x, y co-ordinate; feedback on z-
position). Diagonal parts of the structure were deposited by translating the 
nanopipette for 6 µm laterally at 50 nm s-1. (b) Fabricated Γ-like feature (image taken 
at a 45° angle), deposited at 0.75 V driving voltage. The top bar of the Γ was 
deposited by translating the nanopipette probe laterally at 40 nm s-1 without SICM 
positional feedback. The substrate was held at a potential Esub = -0.75 V throughout. 
SICM barrels in both deposition experiments were biased at 0.2 V vs. QRCE in the 
solution bulk. 
 
Finally, we point out that if positional feedback is turned off at certain points 
during patterning, and the probe is then translated laterally,  Γ-like structures can be 
deposited. Figure 5.4b shows a fabricated freestanding Γ feature, consisting of a 
vertical (5.5 µm height) and horizontal (2.2 µm length) copper wire. Note that this is 
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about an order of magnitude thinner (800 nm in diameter) than a previously reported 
similar pattern, deposited with the microfluidic hollow AFM cantilever technique.49 
The grown complex features were subjected to all the necessary sample 
manipulation and preparation (thorough rinsing, removal of the substrate from the 
sample holder, mounting on the holder for SEM, transfer to SEM) needed for further 
characterization, and no mechanical damage was observed on the fabricated objects. 
This confirms the reasonable mechanical stability of the features, which are likely to 
be mechanically similar to those fabricated by FluidFM.49 
 
5.4.3 SICM Imaging of Fabricated Objects: In addition to fine control over 
surface modification, the nanopipette patterning method presented here also offers 
the possibility to map the patterned area using the imaging capabilities of the same 
probe as used for fabrication. The advantage of imaging the features immediately 
after the fabrication has several important benefits, such as: i) “quality control” after 
particular preparation steps in the multistep fabrication of complex objects; ii) almost 
immediate characterization, with a reasonably quick image acquisition time, with no 
need for in-situ sample manipulation/preparation for the use of other characterization 
techniques; and iii) the possibility of imaging materials that could be changed or 
modified outside the fabrication conditions (e.g. damaged in an electron beam, 
oxidized by oxygen present in the ambient atmosphere etc). 
Figure 5.5a shows a 750 nm by 750 nm high-resolution SICM image (2500 
pixels, 15 nm pixel pitch) of a copper pillar (as deposited height 2.83 ± 0.08 µm) 
obtained with a dual-barrel nanopipette of 100 nm total diameter (SICM barrel 
internal opening size was ~30 nm). A hopping mode was used as described in the 
Materials and Methods section. The image demonstrates the elliptic shape of the 
2.95 µm µm-tall feature (measured by SICM) with ca. 400 and 500 nm dimensions 
along the semi-minor and semi-major axes. The pillar has some roughness on the 
side walls, similar to the other deposited structures (e.g. as in Figure 5.3c) and this 
structural characteristic is clearly visualized by SICM. It is important to note that 
imaging of such three-dimensional objects of high aspect ratio (tall and narrow, with 
vertical sidewalls) is a challenging task for most SPMs, including AFM, due to steric 
difficulties attributed to the geometry of the probes. An advantage of SICM probes is 
their high aspect ratio. We note that the FluidFM probe has a geometry designed for 
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fluid flow, rather than imaging, so that high resolution writing and reading is not 
possible. 
 
Figure 5.5. SICM mapping of deposits using the same probe. (a) Hopping mode 
SICM image (750 by 750 nm, 2500 pixels, 15 nm pixel pitch) of a deposited Cu 
pillar, taken with the same nanopipette probe as used for patterning (deposition at 
Esub =-0.75 V, SICM bias 0.2 V, copper-barrel bias 0.7 V, 60 s). (b), (c) Probe 
approach curves recorded at positions “b” and “c” as marked on (a). Schematics in 
(d) and (e) illustrate possible nanopipette bending in (b) and (c), respectively. 
 
Although SICM imaging with a nanopipette probe is feasible even on 
structures with such a shape as that shown in Figure 5.5a, particular care has to be 
taken to avoid probe-substrate crash. Figures 5.5b and 5.5c exhibit approach curves 
recorded during SICM topographical mapping. A classical SICM current-distance 
characteristic50 (Figure 5.5b) is recorded over the flat featureless part of the substrate 
(pixel marked “b” in Figure 5.5a). Similar current-distance curves are recorded on 
the central part of the pillar (not shown). However, the current-distance response 
over the edges of the copper structure (e.g. marked “c” in Figure 5.5a) is rather 
different. Figure 5.5c shows such a current-distance characteristic, which exhibits 
two minima, one below the feedback set point (at the position of closest approach, 0 
µm on the graph) and another slightly above the set point value (at a probe-to-
substrate distance ca. 2.5 µm). The former minimum most likely indicates the 
vicinity of the probe to the flat part of the substrate, similar to the classical ion 
current response over the planar interface (as illustrated on Figure 5.5d). The latter 
minimum is attributed to the ion current magnitude drop due to the steric limitation 
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of the mass-transport in close proximity to the pillar (i.e. a vertical wall). The 
gradual flattening of the minimum indicates the change of the mutual arrangement of 
the nanopipette tip and the deposited structure and is most likely due to nanopipette 
bending. Indeed, this scenario is quite possible, taking into account the nanopipette 
semi-angle (about 8°) and the distance between pixels (15 nm), which means that 
mechanical contact between the probe and the copper pillar can be established (as 
shown schematically in Figure 5.5e), causing further probe/structure bending during 
the approach. Despite this issue, the SICM channel of the dual-function probe can 
generally be used for post-fabrication read-out of the deposited features. 
 
5.5 Conclusions 
This work has demonstrated the capabilities of double-barrel nanopipettes for highly 
controlled deposition of 3D structures, using Cu deposition as an exemplar material. 
The methodology is based on the electrochemical management of ionic fluxes for 
highly localized electrochemically-driven delivery and deposition, as well as for ion 
conductance regulation of the probe-to-substrate distance. This approach has been 
illustrated with the fabrication of simple (pillars) and more complex objects, such as 
free-standing zigzag and Γ-like structures. Advantages of the nanopipette technique 
include relatively straightforward operation, simple electrochemical control of 
delivery (without any need for a flow system), with simultaneous monitoring and 
feedback, and facile adjustment of the deposition parameters and growth rates by 
simultaneous tuning of the bias that drives precursor ions and the substrate potential. 
As well as being able to produce (write) features, the same probe can be used 
to image (read) the deposited features using the powerful high-resolution imaging 
capacity of SICM. Furthermore, any difficulties of surface wettability and stability of 
meniscus-confined methods are overcome by operation under a thick layer of 
electrolyte solution. In principle, the technique should be capable of using the voxel-
by-voxel fabrication strategy reported previously for the fabrication of even more 
complex object architectures49 and should be compatible with the electroplating of a 
variety of materials, spanning conducting polymers, nanoparticles and metals. In this 
regard, it is important to point out the ease with which multi-barrel pipettes can be 
constructed,61 which would enable the construction of multi-component structures, of 
spatially varying composition if desired, via (adaptive) potential-space-time control. 
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5.6 Supporting Information 
5.6.1 Estimation of Cross-Contamination in the Nanopipette Barrels: Filling the 
double-barrel glass nanopipettes with electrolyte solutions of different composition 
may result in a cross-contamination of the solutions in the barrels from the liquid 
droplet formed at the probe tip. To estimate the degree of such contamination, a 
simple mathematical treatment can be developed. First of all, one can consider 
spherical diffusion of the species from the probe tip into the pipette. For simplicity, 
in the first approximation one can provide an estimate for the diffusion into a single-
barreled pipette, as schematically illustrated in Figure 5.6. 
Figure 5.6. Formation of cross-contamination model. (a) Schematic representation 
of the double-barrel nanopipette with an electrolyte droplet at the tip. (b) 
Geometrical interpretation of the mass transport in the nanopipette with 
concentration boundary conditions for modeling. 
 
The model reasonably assumes the flux conservation equation applies (only 
mass-transport, no chemical reactions involved): 
 
                                             ∇! = 0                                             (5.1) 
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where ! is the flux of species, given by the Fick’s law: 
 
                                          ! = −!∇!                                          (5.2) 
 
and ! and ! denote the diffusion coefficient and species concentration, respectively. 
In spherical coordinates, (5.1) therefore reads: 
 
                                −! !!!!!! + !! !"!" = 0                                    (5.3) 
 
The solution to (5.3) is: 
 
                                       ! = − !! + !                                          (5.4) 
 
where the integration constants can be calculated from the boundary conditions ! = !!!!  and ! = 0  as ! ! = !! = !!  and ! ! = ∞ = 0 ; !!  denotes bulk 
concentration in the droplet). Therefore, the complete solution to (5.3) reads: 
 
                                         ! = !!!!!                                                 (5.5) 
 
The flux of species at ! = !!, obtained by differentiation of (5.5): 
 
                                         ! = !!!!!                                                  (5.6) 
 
allows the calculation of the amount of species entering the nanopipette within a 
time, ! , taking into account the area, ! , of a spherical cap at ! = !! . The 
concentration change caused by the cross-contamination (the pipette volume, !, can 
be estimated is the capillary dimensions are known, for example an internal diameter 
d = 0.9 mm and length l = 5 cm): 
 
                   ∆! = !"! ! = !!!!! !(!!!! !!!!! !"#! !)!(!!)!! !                          (5.7) 
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where ! is the pipette semi-angle (8° herein) and !! is given as: 
 
                                         !! = !!!"#!                                             (5.8) 
 
One can assume the time required to fill both pipette barrels to be about 300 s 
(typically, this value is even lower in real experimental practice) and the 
concentration of species (with ! = 10-9 m2 s-1) in the liquid droplet at the tip of 1 M 
(which is, indeed, set very high, in order to calculate the upper limit of the cross-
contamination effect). Under such assumptions, the concentration change due to the 
cross-contamination in the pipette reaches 82.9 µM. This is typically a negligible 
change for the 10s to 100s millimolar concentrations of electrolyte present in the 
nanopipette barrels. 
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6 Conclusions and Outlook 
 
This thesis demonstrates the rise of SICM as an increasingly powerful tool for the 
investigation of solid-liquid interfaces. In addition to the topographical imaging for 
which it has been most widely used, the ionic current measured during an SICM 
experiment is shown to be highly sensitive to a range of additional interfacial 
phenomena, including cellular uptake, surface charge density and electrochemical 
reactions. Developments in both the nanopipette configuration and the potential-
control function used, allow these phenomena to be probed directly, and their 
contribution to the SICM signal extracted using FEM simulations. This combination 
of experimental and theoretical approaches significantly extends the scope of SICM, 
allowing quantitative, multifunctional imaging of both biological and inert surfaces. 
 Chapter 2 described the development of a SICM-SECM device capable of 
simultaneously mapping the topography and molecular uptake of a viable cell. By 
localising a molecule of interest to the open barrel of the dual-channel probe, 
nanoscale uptake measurements can be taken at an array of points on the cell surface, 
a setup tested on the model system of hexaammineruthenium(III) and Zea mays root 
hair cells. In this system, the SICM-SECM probe had the precision to differentiate 
between the uptake rates of several subcellular regions, and these qualitative 
experimental differences were then quantified using FEM simulations. 
The SICM-SECM probe used in Chapter 2 has considerable potential for 
further uptake studies, as the careful design of both the material used for the SECM 
electrode and the potential applied to that electrode would allow any 
electrochemically active molecule to be detected. Herein, hexaammineruthenium(III) 
was chosen due its favourable outer-sphere electron transfer kinetics, but the setup 
would be very similar for the study of molecules such as oxygen (O2), commonly 
detected via a reduction reaction. One area of research to which this study could be 
particularly applicable is pharmaceutical design. Many drugs, particularly those that 
selectively cause cell death, operate via the disruption of some intracellular pathway. 
There are therefore two requirements of an effective drug molecule: (i) ability to 
cross the cellular membrane; and (ii) effective disruption of the desired pathway 
within the cell. The majority of assays currently used to test drug efficacy do not 
separate these two factors, considering large populations of cells and the percentage 
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of that population that have undergone cell death after the application of some 
concentration of a drug. SICM-SECM could be used to deconvolute these two 
aspects of drug design by extracting quantitative values of the uptake rate constant 
for a range of molecules. This would add an additional optimisation step to the 
design process, as some drugs that have high intracellular activity may only require 
small structural changes in order to cross the lipid bilayer effectively. Initial studies 
could validate the technique by screening of an array of electroactive molecules via 
repeated approach curves to the surface of several cell types. In addition to the 
cellular application discussed above, SICM-SECM could also be used to study 
‘uptake’ at synthetic membranes, separating topography and molecular transport in a 
setup analogous to P-SICM. 
The second approach to multifunctional SICM, in which the traditional 
single-channel nanopipette is used in combination with a carefully designed 
potential-control function, was introduced in Chapter 3. Previous studies had shown 
the potential of SICM as a technique to measure interfacial charge density and 
topography simultaneously. This capability was significantly enhanced in Chapter 3, 
with both the feedback type (for topographical mapping) and the voltage regime (for 
charge mapping) optimised to reduce the pixel acquisition time from over 5 s to less 
than 500 ms. This improved regime was then applied to both polymeric and cellular 
substrates, revealing previously unreported nanoscale heterogeneities in surface 
charge density. 
The developments presented in Chapter 3 significantly increase the feasibility 
of SICM charge mapping as a technique. In the previous regime, the time taken to 
acquire a scan, coupled with the low pixel density of that scan, were not in line with 
what has come to be expected of scanning probe methodologies. However, the 
advances herein only increase the pixel acquisition time by several tens of 
milliseconds when compared to purely topographical SICM, allowing images of a 
high quality to be attained on a timescale comparable to conventional ion 
conductance microscopy. As with Chapter 2, Chapter 3 is a proof of concept study of 
a method that could be used in a diversity of systems. The wide range of electrolyte 
concentrations in which SICM charge mapping has been shown to function allow it 
to be applied to almost any solid-liquid interface at which a charge is presented. The 
ability to correlate structure and function could be further advanced by performing 
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uptake or charge mapping experiments in tandem with a complimentary technique 
such as confocal microscopy. Such an approach would allow the more accurate 
rationalisation of biological phenomena from the SICM data. In addition to these 
applications, advancements in both electronics (faster piezoelectric positioners and 
current followers) and probe manufacture (smaller aperture nanopipettes) would 
increase the power of the technique further, as higher resolution and pixel density 
could be achieved. However, smaller nanopipettes suffer from an increased 
contribution of the nanopipette surface charge on the ionic current measured, and 
thus the probes may have to be treated with a process such as silanisation in order to 
successfully extract the substrate charge density.  
Chapter 4 also developed multifunctional imaging with a single-barrel 
nanopipette. While it presented simultaneous topography-charge and topography-
reaction maps of both cellular and electrode substrates, the primary advancement 
was a complete consideration of the potential differences in the SICM system, and 
the tuning of those potentials to optimise imaging. The standard SICM setup, in 
which both the probe and the bath contain the same electrolyte solution, was 
perturbed such that the probe and bath contained solutions of different composition 
and concentration. FEM simulations were used to demonstrate that in such a 
‘differential concentration’ setup, the electric field at the end of the nanopipette was 
significantly reduced, limiting the potential damage to delicate samples such as 
living cells. In addition, a full treatment of the importance of electroosmotic flow on 
the ionic current measured in an SICM experiment was also included. 
The consideration of all of the potential differences in SICM discussed in 
Chapter 4 provides a more generalised outlook on the technique. Previous theoretical 
treatments of SICM have assumed that the electrolyte solution in the probe and the 
bath are the same, and those studies in which the compositions are not the same have 
not taken this difference into account when applying an external voltage. This work 
provides a platform upon which future theoretical investigations can be built, 
particularly with regard to the optimisation of experimental conditions for a desired 
functional purpose. An example of such an application would be the quantitative 
delivery of molecules from a nanopipette. If some species is to be brought to a 
surface via a scanning probe, then the solutions inside and outside of that probe will 
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necessarily be of differing composition, and this should be taken into account when 
calculating the rate of delivery. 
As in Chapter 2, Chapter 5 demonstrated the use of a dual-barrel nanopipette 
as a multifunctional tool. In this study, both barrels of the probe were left open to the 
bulk solution, one as a source of Cu2+ ions and the other for topographical feedback, 
which together facilitated the deposition of microscale 3D copper structures on a 
gold surface. The rate and localisation of the deposition were shown to be dependent 
on the voltage applied to the surface, and variation of the probe feedback regime 
allowed the deposition of both simple (pillar) and complex (zig-zag) structures with 
high aspect ratios. The flexibility of SICM was then utilised to read out the 
topography of the structures using the same probe that had been used to deposit 
them.  
The theta-pipette deposition protocol outlined in Chapter 5 holds several 
advantages over conventional 3D printing setups. Firstly, the resolution is 
significantly higher than in other systems. Structures deposited herein routinely 
achieved a critical dimension of less than one micron, while macroscale resin 
printing creates layers around 100 μm thick, and FluidFM has a limiting resolution 
of around 10 μm. Future work may focus on increasing the resolution of deposition 
further still, either by reducing the size of the nanopipette used or by using a smaller 
probe-substrate separation in order to restrict the diffusion-limited deposition 
footprint. A second advantage of 3D printing with electrochemical deposition is that 
it does not require the integration of a microfluidic system into the probe, making it 
less prone to blocking. However, in order to compete with other 3D printing 
techniques, future work should focus on layer-by-layer deposition, as a development 
on the column-based printing herein. Increasing the flexibility of electrochemical 
deposition would make it a formidable tool for nanoscale fabrication. 
In summary, this thesis provides examples of several different routes towards 
multifunctional imaging with SICM, highlighting its flexibility both as a standalone 
technique, and when integrated into a multi-channel probe. When combined with 
FEM simulations, it is capable of creating quantitative maps of a variety of surface 
phenomena. As probe fabrication and scanning regimes are improved, the scope of 
SICM will only increase further, making it an ever more powerful tool than can be 
applied to functional imaging in a diverse array of systems. 
