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Abstract 
Data crowdsourcing is the mobilization of large groups of contributors—often volunteers via the Internet—
to collect and/or analyze data. Research on data crowdsourcing often prioritizes the data consumer or 
project sponsor. Significant gaps remain in understanding how to address design issues from the 
perspective of data crowdsourcing contributors. A systematic literature review is an ideal method for 
identifying gaps in how researchers conceptualize contributions in data crowdsourcing. This project 
presents a protocol for such a systematic literature review of data crowdsourcing. We will use the protocol 
to guide a subsequent systematic literature review and the construction of a data-information-knowledge-
wisdom chart that identifies critical gaps and opportunities for research in data crowdsourcing systems. 
Keywords 
Data crowdsourcing, systematic-literature review, contributors, user-generated content. 
Crowdsourcing and data crowdsourcing 
This paper describes the development of a protocol for a systematic literature review (SLR) of contribution-
centred research on data crowdsourcing—a specific type of crowdsourcing in which contributors collect or 
analyze data for a coordinated purpose (Lukyanenko et al., 2017). While extensive research has been 
completed on data crowdsourcing, and many SLRs exist covering a variety of aspects of the field, no such 
SLR has provided a comprehensive overview of research focused on the contributor. An SLR will help to (a) 
systematically examine existing research on designing for contributors in data crowdsourcing, and (b) to 
establish a road map for future research directions, identifying important unanswered questions. Before an 
SLR can be conducted, however, an explicit, refined protocol for the review must be established. It is the 
objective of the present study to propose such a protocol. 
Crowdsourcing has emerged as a method of mobilizing large numbers of people to accomplish a coordinated 
goal (Lukyanenko & Parsons, 2018). Data crowdsourcing is a crowdsourcing approach focused on data 
collection (Murphy & Parsons, 2020) and has become useful in many domains. For example, “citizen 
scientists” have helped advance HIV research through predicting novel ways to fold proteins (Cooper et al., 
2010). A key concern for data crowdsourcing systems is maximizing the quality of information generated 
by the crowd (Lukyanenko, Parsons, & Wiersma, 2014). Our aim is to provide a systematic literature review 
of research centered on the data contributor and their contributions to data crowdsourcing. 
At the core of crowdsourcing projects is a dialectic between the assigners (and subsequent users) of a crowd 
task and the data contributors to that task (Zhao & Zhu, 2014). Successful projects depend on the effective 
participation of these two actor groups. In data crowdsourcing, these respective roles take the forms of data 
targeting and consumption (typically by the project coordinator) and data contribution (via the crowd of 
contributors; (Lukyanenko et al., 2017). Given data consumers’ leadership role in crowdsourcing projects, 
it may be sensible to evaluate the quality of a data crowdsourcing project from their perspective (e.g.,  Wang 
and Strong’s conceptual framework of data quality; Wang & Strong, 1996). However, conceptualizations of 
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data quality from the perspective of the data contributor can also be valuable. Lukyanenko, Parsons, and 
Wiersma (2014), for example, found that a crowdsourcing platform that provided instance-and-attribute 
based inputs outperformed a class-based data collection system. They argued that the instance-based 
system provided an interface more suited to users of varying expertise, limiting data loss that would occur 
if users were uncertain of how to accurately classify their contributions in a class-based system.  
Contributor-focused research on crowdsourcing 
A variety of scholars have investigated the crowdsourcing data contributor and their contributions. Stewart 
(2010) differentiated crowdsourcing participants into three groups: super contributors, contributors, and 
outliers. A rich literature exists on contributor skill and motivation (Chandler & Kapelner, 2013; Kaufmann, 
Schulze, & Veit, 2011; Nov, Arazy, & Anderson, 2014; Zheng, Li, & Hou, 2011). In general, these authors 
find that crowd expertise and motivation are key factors influencing crowd participation. Other research 
directions explore how to design effective conceptual models to account for contributor heterogeneity 
(Lukyanenko et al., 2017; McGinnes, 2011). These designs may be useful in increasing flexibility for 
contributors without sacrificing the usability of data for consumers, particularly when combined with 
techniques such as machine learning (Lukyanenko, Parsons, Wiersma, & Maddah, 2019). Some work has 
attempted to synthesize what research has demonstrated about crowdsourcing contributors and their 
contributions in the form of typologies of crowdsourcing projects. Geiger, Rosemann, Fielt, and Schader 
(2012) analyzed crowdsourcing projects and found that contribution value differentiated along two axes: 
the diversity of forms of contributions (e.g., heterogeneous vs. homogeneous) and how value was derived 
from contributions (emergent vs. non-emergent). Similarly, Lukyanenko and Parsons (2018) provide a 
typology of data crowdsourcing projects that proposes two categorizations of what the crowd does (micro-
task vs. observational crowdsourcing). Murphy and Parsons (2020) combine these two analyses to offer a 
data crowdsourcing system typology that emphasizes the contributor and their contributions, 
differentiating projects based on five design dimensions. 
Ergo, designing for contributors has become a research stream in data crowdsourcing. However, while there 
have been many reviews of crowdsourcing research (e.g., Amrollahi & Ahmadi, 2019; Buettner, 2015; 
Correia, Schneider, Fonseca, & Paredes, 2018; Hossain & Kauranen, 2015; Mäkipää, Dang, Mäenpää, & 
Pasanen, 2020; Thuan, Antunes, & Johnstone, 2016), scholars have yet to produce a systematic review of 
research specifically on designing for contributors in data crowdsourcing, leaving a number of important 
questions unanswered. What are the best practices in designing for contributions in data crowdsourcing? 
What do we not know about contributors and contribution modelling in data crowdsourcing? Are there 
generally accepted overarching models or frameworks that govern design for contributors? If so, what about 
those models or frameworks remain to be established? In this research project, we aim to answer these 
research questions via a comprehensive analysis of the literature. 
Towards a comprehensive review 
A SLR is a stand-alone literature review that uses a systematic, rigorous standard (Okoli & Schabram, 2010). 
Unlike conventional literature reviews or theoretical backgrounds, SLRs go beyond providing a cursory 
overview of the field by synthesizing available material and critiquing theory. SLRs must follow a 
reproducible, explicit, and comprehensive method to find and assess existing research on a subject while 
synthesizing that research into a contribution valuable to the field (Okoli & Schabram, 2010).  
In this paper, we present our protocol for this SLR by describing our SLR process according to Okoli and 
Schabram’s (2010, p. 7) eight steps. Okoli and Schabram (2010, p. 35–36) suggest that publishing a review 
protocol in conference proceedings is an ideal step in conducting the review process. It provides an 
opportunity for both gathering feedback from reviewers and participants to refine the protocol and to 
validate the protocol externally before pursuing the research.  
The purpose of the review 
As per the research questions we posed above, we aim to (a) analyze the progress of research on designing 
for contributors in data crowdsourcing and (b) to establish a road map for future research directions, 
identifying important unanswered questions. A key contribution of the review will be the creation of a Data-
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Information-Knowledge-Wisdom (DIKW) scheme (Ackoff, 1989; Sanders & Stappers, 2014, pp. 200-205) 
for design for contribution in data crowdsourcing. A DIKW scheme describes the formation of theory as a 
layered structure from the phenomena of the domain to the theory that governs predictions in that domain 
(Figure 1). We will identify the data, information, knowledge, and wisdom generated by scholars in design 
for contribution in data crowdsourcing by analyzing and coding literature according to the categories of the 
schema, and by visually linking the codes together in the DIKW scheme structure. The DIKW scheme will 
allow us to identify significant research sub-streams and gaps in the literature.  
Figure 1. A DIKW scheme with sample concepts. 
The literature search 
To ensure we collect all papers relevant to contributor-focused data crowdsourcing research, we plan to 
conduct a broad literature search and use extensive inclusion/exclusion criteria to narrow paper selection. 
Our search terms will include “crowdsourcing,” “data crowdsourcing,” “citizen science,” and “volunteered 
geographic information” (as volunteered geographic information is a form of crowdsourcing; see e.g. 
(Horita, Degrossi, Assis, Zipf, & Albuquerque, 2013). We will use these search tokens to search the 
Association for Information Systems’ (AIS) Basket of Journals 
(https://aisnet.org/page/SeniorScholarBasket), a select list of eight of the top journals in the field of 
Information Systems according to the College of Senior Scholars, as well as to search the AIS Special 
Interest Group Recommended Journals (Ibid.). We will also search the repositories of the major IS 
conferences: the Americas Conference on Information Systems (AMCIS), the European Conference on 
Information Systems (ECIS), the Hawai’i International Conference on Systems Sciences (HICSS), the 
International Conference on Information Systems (ICIS), and the Pacific Asia Conference on Information 
Systems (PACIS). After reviewers screen the resulting papers for inclusion and exclusion, we will use the 
papers’ reference lists to conduct a one-level backwards search by examining the paper titles in these lists 
to identify any papers that were used by the semi-final papers not yet included. These papers will also be 
screened for inclusion and exclusion. Finally, considering that an SLR is a time-consuming process, we will 
repeat the search above as we near the conclusion of the review to collect any publications released between 
the completion of our initial search and submitting our review for publication. 
Papers found via the search process will be downloaded to a database and reference management software 
(DEVONthink 3 Pro with a Bookends integration) with attached metadata to log the paper’s progress 
through the subsequent steps. These include the paper’s current review status (searched for, included, 
excluded, reviewed, data extracted), exclusion criteria (e.g., failed inclusion criteria, failed quality 
assessment), and exclusion rationale (e.g., “did not discuss anything related to contributions”). 
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Practical screening (screening for inclusion) 
We expect the search described above to return a broad collection of papers that mention crowdsourcing 
and the related topics included in our search criteria, but do not concern the topics of data crowdsourcing 
or design for contribution that are our focus. Thus, we will complete a scan of these papers to screen them 
for inclusion in the SLR. Reviewers will manually review the title and the abstract of each paper returned 
by our search to complete the practical screen. In addition to including only English-language papers, we 
will include any papers that have a focus on factors relating to the contributor (including motivation and 
expertise), a focus on data crowdsourcing (as opposed to e.g., crowdfunding platforms), and a focus on 
factors relating to contributions (e.g., those found in Murphy & Parsons’ (2020) typology).  
Quality screening (screening for exclusion) 
Once reviewers complete the practical screening, papers will be evaluated based on their quality. The 
purpose we outlined for this SLR is understanding the state of research and identifying significant gaps in 
the literature. As such, assessing the logical arguments of the works will be of prime concern in our quality 
screening. We will appraise the quality of each paper by seeking out fallacies in what claims are made, what 
evidence supports them, and whether the evidence supports the claims (Okoli & Schabram, 2010). 
Data extraction 
Once reviewers finalize a collection of papers, we will examine the resulting papers for their contribution to 
the state of the literature. Reviewers will focus on the abstract, introduction, results, and discussion sections 
of each paper and take notes according to the following guidelines: (1) What are the research questions? (2) 
What are the assumptions about data crowdsourcing and design for contributors? (3) What do the authors 
predict about data crowdsourcing and design for contributors? (4) What do the authors find or conclude 
about data crowdsourcing and design for contributors? (5) What are the author’s future research directions? 
Data synthesis 
The reviewers will iteratively qualitatively code the notes from data extraction using grounded field theory 
(Charmaz, 2006), with a focus on identifying how each paper relates to the broader literature. Here we 
adopt a “synthesis by explanation” approach to emphasize the causal linkages surfaced by the literature for 
design for contributors in data crowdsourcing (Okoli & Schabram, 2010, p. 32). 
Discussion 
This paper establishes a protocol for completing an SLR on designing for contributions in data 
crowdsourcing. As of this writing, according to Google Scholar, the first papers to mention data 
crowdsourcing began appearing just over a decade ago. As the field begins to mature, it makes sense to take 
stock of what questions researchers have asked and answered—and what have not. We focus on research in 
data crowdsourcing that emphasizes the role of the contributor and their contributions. We will examine 
the causal structure of published research in the field to construct a DIKW scheme. that will visualize what 
studies in this field have emphasized and what has been ignored. By mapping the gaps in research on this 
topic, we hope to guide future researchers to examine key issues that limit progress in data crowdsourcing. 
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