Abstract. We consider a class of second-order uniformly elliptic operators A with unbounded coefficients in R N . Using a Bernstein approach we provide several uniform estimates for the semigroup T (t) generated by the realization of the operator A in the space of all bounded and continuous or Hölder continuous functions in R N . As a consequence, we obtain optimal Schauder estimates for the solution to both the elliptic equation λu − Au = f (λ > 0) and the nonhomogeneous Dirichlet Cauchy problem Dtu = Au + g. Then, we prove two different kinds of pointwise estimates of T (t) that can be used to prove a Liouville-type theorem. Finally, we provide sharp estimates of the semigroup T (t) in weighted L p -spaces related to the invariant measure associated with the semigroup.
Introduction
In recent years much attention has been paid to the uniformly elliptic operator
with unbounded coefficients in R N . The interest for operators with unbounded coefficients is due to the fact that they arise naturally in the theory of Markov processes. Actually these operators have very interesting properties, quite different from those enjoyed by elliptic operators with bounded coefficients.
If f is continuous and bounded in R N (f ∈ C b (R N ) for short), under suitable hypotheses the Cauchy problem (1.1)
has a unique bounded solution. Moreover, there exists a semigroup {T (t)} t≥0 of linear operators in C b (R N ) such that u(t, x) = (T (t)f )(x). In general, T (t) is neither strongly continuous nor analytic (see [14] ).
The problem of estimating the derivatives of T (t)f has already been studied in literature by both analytic ( [2, 4, 6, 12] ) and probabilistic methods ( [5, 19] ).
In this paper we prove both uniform and pointwise estimates for the first-, secondand third-order derivatives of T (t)f . In section 3 we prove uniform estimates, namely we show that for any ω > 0 and any k, l ∈ N, 0 ≤ k ≤ l ≤ 3, there exists a positive constant C k,l = C k,l (ω) such that
To prove (1.2) we use the Bernstein method and approximate T (t)f by solutions of Cauchy problems in bounded domains. We assume dissipativity-type and growth conditions on the coefficients of A. We notice that some dissipativity condition is necessary, because in general estimate (1.2) fails; see [4] .
Then, using interpolation arguments, we obtain similar estimates for T (t)f in Hölder spaces. Namely, we extend estimate (1.2) to the case when k, l ∈ R + , 0 ≤ k ≤ l ≤ 3. This allows us to prove optimal Schauder estimates for the solution of the nonhomogeneous Dirichlet Cauchy problem associated with (1.1) as well as for the elliptic equation λu − Au = f (λ > 0).
In section 4 we consider the following pointwise estimates for the derivatives of T (t)f : first we prove that for any k = 1, 2, 3 and any p ∈ (1, +∞), there exists a constant σ k,p ∈ R such that (1.3) (R N ) and any p > 1, where φ k,r ∈ C([0, +∞)) is a suitable function which behaves as t 1−r/2 near 0 and may grow exponentially at infinity (see (4.16) ). Then, taking the semigroup property into account, from (1.4) one readily obtains the estimate
for any f ∈ C b (R N ), any p > 1 and some constants C k,p > 0, blowing up as p tends to 1, and ω k,p ∈ R.
In the particular case when q ij (x) = δ ij , i.e. when A = ∆ + b i (x)D i , we also prove estimate (1.3) for p = 1. On the contrary, estimate (1.5) cannot, in general, be extended to the case when p = 1. Counterexamples are easily obtained in the simple case A = ∆ (see [14] ).
Such pointwise estimates are typical for transition semigroups of Markov processes, and they have already been studied for the first-order derivatives (k = 1); see [1, 2, 3] .
In the case when ω 1,p ≤ 0, estimate (1.5) with k = 1 allows us to obtain a Liouville-type theorem, namely, in such a situation we can show that, if Au = 0, then u is constant. If ω 1,p > 0, in general, such a result fails. Counterexamples are also given in [18] in the one-dimensional case.
In the last section we derive from (1.5) similar estimates for the derivatives of the extension of T (t)f to the L p -spaces related to the invariant measure µ associated with the semigroup. To be more precise, we show that, for any ω > 0, any k = 1, 2, 3 and any p ∈ (1, +∞), there exists a positive constant C k,p = C k,p (ω) such that is still an open problem. There are just a few results in the particular case when the drift term is a gradient (see [16] ) or A is an Ornstein-Uhlenbeck operator (see [15] ). In such a situation, the invariant measure can be explicitly determined, and things are easier. In general, the invariant measure is unknown and there are only a few results on the regularity and behaviour at infinity of its density dµ/dx, which do not allow us to perform the same technique as in [16] to characterize D(A p ).
One of the main consequence of (1.6), with k = 1, is that it allows us to give a partial characterization of D(A p ). Indeed, using a standard technique relying on the representation of the resolvent R(λ, A p )f , at x ∈ R N , as the Laplace transform of 
Function spaces and preliminaries
In this section we define the function spaces we deal with throughout this paper and we collect all the needed preliminary results. Definition 2.1. We denote by C b (R N ) the space of all bounded and continuous functions f : R N → R endowed with the sup-norm. Moreover, for any k ∈ R + , we denote by
where
For any open set Ω ⊂ R N and any
we denote the set of all the functions f :
denotes the space of the functions u which are once continuously differentiable with respect to time and twice continuously differentiable with respect to the space variables in (0, +∞) × R N and such that for any compact set
denotes the set of all the u's which admit space derivatives up to the k-th order in C 1+α/2,2+α (D). For any positive measure µ we denote by
p -space related to the measure µ and we endow it with the usual norm. Finally, we denote by
for short) the space of all the functions f : R N → R admitting weak derivatives up to the k-order in L p µ . We endow it with the norm
We now recall some basic results on the Cauchy problem
where f ∈ C b (R N ). Under the following hypothesis:
for some δ ∈ (0, 1) and q ij (x) = q ji (x) for any i, j = 1, . . . , N and any x ∈ R N , and
Without any additional assumption, in general the function u is not the unique classical bounded solution to problem (2.1) (see [9, 13] for examples of nonuniqueness). If we assume the further condition H2): there exists λ > 0 and a function ϕ ∈ C 2 (R N ) such that
then the classical bounded solution to (2.1) is unique and is given by
where G is a positive function such that G(·, ·, y) ∈ C 1+δ/2,2+δ loc
The function G is called the fundamental solution to problem (2.1).
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The family of bounded operators {T (t)} t≥0 defined by T (t)f = u(t, ·) for any f ∈ C b (R N ) and any t > 0, gives rise to a contractive semigroup of linear operators in C b (R N ). In general, T (t) is neither strongly continuous nor analytic in C b (R N ). Moreover, the following property holds:
We refer the reader to [3, 8, 13] for the proofs of the previous results.
The solution u(t, x) = (T (t)f )(x) can be approximated with the solutions of Dirichlet problems. To be more precise let u R be the solution to the Dirichlet Cauchy problem (2.5)
where f ∈ C(B(R)), and η R is any nonnegative smooth function compactly supported in B(R) and such that
and A R u = Au for any u ∈ D(A R ); see [11, Corollary 3.1.21] . Now let f ∈ C b (R N ) and fix ε, T, n > 0. Then we have
see e.g. [3, Theorem 1.12], [13, Theorem 4.2] . Moreover, the fundamental solution G R to problem (2.5) is positive for any R > 0, G R1 < G R2 for all R 1 < R 2 , and G R tends to the function G in (2.2) as R tends to +∞. As straightforward consequences, we deduce that, for any f ≥ 0 and R 1 < R 2 , we have
Let us now recall the following classical interior estimate (see e.g. [7, Theorems 3.5 and 3.10]). 
Theorem 2.2 yields the following consequence: applying (2.10) to u − u R , by (2.7) it follows that (2.11) lim
and all fixed ε, T, n > 0. Next, we recall the following result. Even if it is a classical result, to the authors' knowledge it seems not to be explicitly mentioned in the most used classical books; then we give a proof. Theorem 2.3. Let R > 0 and let assumption H1 be satisfied. Moreover, assume that the coefficients of A belong to C k+α (B(R)) for some α ∈ (0, 1) and
Proof. The proof follows from a density argument. We just sketch it in the case when j = k = 3. It is well known that for any
. Using a method similar to the one that we will use in the proof of Theorem 3.3, we can easily show that, for any T > 0, there exists a positive constant C = C(R, T ), such that (2.12) We conclude this section with the following version of the maximum principle which will be used throughout all this paper. For the proof, we refer the reader to [12, 
Uniform estimates
In this section, we show that, under suitable assumptions on the coefficients q ij and b j (i, j = 1, . . . , N), for any ω > 0, there exist positive constants 
Although we limit ourselves to the case when l ≤ 3, our techniques work as well for l > 3 under suitable additional assumptions on the coefficients.
We will consider the following assumptions:
loc (R N ) for some δ ∈ (0, 1), hypothesis H4-1 holds true and there exist a positive function r : R N → R and three constants
loc (R N ) for some δ ∈ (0, 1), hypothesis H4-2 holds true and there exists a constant C > 0 such that
Remark 3.2. In some situation, condition H3 is easily implied by H4-1. This is the case, for instance, when there exists a positive constant K such that
We limit ourselves to showing that in such a situation, condition (3.4) follows from H4-1. The same argument can be used to prove that also (3.3) is a consequence of H4-1. To show (3.4) we observe that taking (x, ξ) = (tz, z) in H4-1 gives
Integrating (3.6) with respect to t ∈ [0, 1] and taking (3.5) into account, we get
for any z ∈ R N , where |b(0)| denotes the euclidean norm of the vector
Let us observe that (3.5) is satisfied, for instance, in the case when ν(x) = ν(|x|) for any x ∈ R N and some nondecreasing function ν : R + → R + , and in the case when ν(x) = c + ν(x), c and ν being, respectively, a positive constant and a homogeneous function of degree α > 0. Proof. We begin the proof by considering the case when k = 0 and l = 3. Let ϕ ∈ C ∞ ([0, +∞)) be a nonincreasing function such that ϕ(t) = 1 for any t ∈ [0, 1/2), and ϕ(t) = 0 for any t ∈ [3/4, +∞). With any R > 0 we associate the function
in B(R/2) and η = 0 outside the ball B(R).
We fix T > 0 and define the function 
for any t > 0 and any x ∈ B(R), with
14)
Taking the ellipticity condition H1 into account, we easily deduce that
and that g 2,R ≤ 0.
To estimate the function g 3,R we observe that, by virtue of (3.3), and recalling that ϕ is nonincreasing in [0, +∞) and ϕ = 0 in [0, 1/2), it can be easily shown that
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for any x ∈ B(R) and any R ≥ 1. Similarly,
Using (3.4) and recalling that ϕ is nonincreasing in [0, +∞), we can easily show that
for any x ∈ B(R). 
Taking advantage of assumption H4-1, we deduce that
The terms g 5,R , g 6,R and g 7,R can be estimated in a similar way by taking assumptions H4-2 and H4-3 into account, and they yield 
We now choose (a, ε), sufficiently small, satisfying the following set of inequalities:
With such a choice of (a, ε) we get g R (t, x) ≤ 0 for any t ∈ [0, T ] and any x ∈ B(R).
From the maximum principle we now deduce that
By (2.11), taking the limit as R tends to +∞, we deduce that (3.1) holds for t ∈ [0, T ], for some constant C 0,3 = C 0,3 (T ) > 0 and with ω = 0. Using the semigroup property we can then extend the estimate to all the positive t. Indeed, for any ω > 0 we can choose
for all t > T (ω), and then if t > T we get
e ωt t 3/2 f ∞ , and therefore (3.1) follows with C 0,3 (ω) = max{C 0,3 (T ), C 0,3 (T )T −3/2 }. In the other cases the proof is very similar. It suffices to apply the arguments above to the function
Let us just show that, if k = l, we can take ω = 0 in (3.1). We only consider the case when l = 3. A straightforward computation shows that v 3,3,R is a classical solution to the Dirichlet Cauchy problem (3.8) with v 3,3,R (0, ·) = j=1 g j,R , where g j,R (j = 1, . . . , 7) are defined by the right-hand sides of (3.9)-(3.15) after replacing each t, therein explicitly appearing, with t = 1. Arguing as above we can easily show that g R can be estimated for any t > 0 by the last side of (3.26), where we set T = 1 and replace the terms −ν 0 + a, −ν 0 + 2a and −ν 0 + 3a simply by −ν. It is now clear that we can take (a, ε) such that g R (t, x) ≤ 0 for any t > 0 and any x ∈ R N , and consequently
∞ , for any t ≥ 0 and any x ∈ R N , which yields (3.1) taking the limit as R tends to +∞. Now, by interpolation, we can prove (3.2). Proof. The proof follows easily from an interpolation argument. We limit ourselves to sketching it in a particular case, since the same techniques can also be applied to all the other cases. So, let us assume that l = 3, k = m = 2 and 0 < α ≤ θ < 1, and fix ω > 0. From (3.1) with (k, l) = (2, 2) and (k, l) = (2, 3), we deduce that
for any β ∈ (0, 1) and
. Applying the same argument to (3.1), with (k, l) = (3, 3) and to (3.28), we deduce that In some cases, we can extend Theorems 3.3 and 3.4 to the case when in H4-j, the j-th-order derivatives of the coefficients are merely continuous in R N . As the following theorem shows, this is the case when condition (3.5) is satisfied and there exist m, M > 0 such that
As is immediately seen, the previous condition is satisfied, for instance, when d is bounded from above. 
Proof. The proof follows from a density argument. Of course, we can limit ourselves to dealing with (3.1), since, as Theorem 3.4 shows, (3.2) follows easily from (3.1).
For any ε > 0, let
is any nonnegative even function compactly supported in B(1) with integral 1. We denote by f ε the convolution between f and ϕ ε . Let A ε be defined as A with q ij and b j being replaced, respectively, by q 
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Let us check that q ε ij and b ε j (i, j = 1, . . . , N) satisfy condition H3 for some positive constant independent of ε. For this purpose, we observe that (3.5) implies that
which yields (3.3) . A straightforward computation now shows that
for any x ∈ R N and ε ≤ m. Now, arguing as in the proof of (3.7) we get
for any x ∈ R N , which yields (3.4) with a constant, independent of ε ≤ m. Now, applying the same arguments as in the proof of Theorem 3.3 we can show that for any ω > 0 and any k, l ∈ N, 0 ≤ k ≤ l ≤ j, there exists a positive constant
where T ε R is defined as T R with A being replaced by A ε . As R tends to +∞, T ε R (t)f tends to a solution u ε =: T ε (t)f to the Cauchy problem (1.1) (with A being replaced by A ε ) which satisfies
(see Section 2). Theorem 2.2 and (3.30) easily imply that there exists an infinitesimal sequence {ε n } n∈N such that T εn (t)f and its space derivatives up to the (j − 1)-th-order converge in C 1+δ/2,2+δ loc
Since the coefficients q ij and b j (i, j = 1, . . . , N) are locally lipschitz continuous, q εn ij and b εn j converge locally uniformly in R N as n tends to +∞, respectively to q ij and b j , so that S(t)f satisfies the differential equation in (1.1). Moreover, for any f ∈ C 2 b (R N ), S(t)f converges to f as t tends to 0 locally uniformly in x. This can be seen by a localization argument. For this purpose, we fix k ∈ N and let η = η k be as in the proof of Theorem 3.3. Moreover, for any n ∈ N we set v n (t, x) = η(x)(T εn (t)f )(x) and observe that v n is a solution to the Cauchy problem
Since the coefficients q 
Therefore, from (3.30) we deduce that there exists a constant C, independent of n, such that
Estimate (3.32) implies that v n can be written by the usual variation-of-constants formula as
where T k,n (t) is the semigroup associated with the realization A k,n of A εn in C(B(k)) with Dirichlet boundary conditions (see Section 2).
Since ηf ∈ D(A k,n ) (see (2.6)) and T k,n is a semigroup of contractions in C(B(k)) for any n ∈ N, then
which readily yields
From (3.32) and (3.33) we can now easily show that
for any (t, x) ∈ (0, T ) × B(k/2). Taking the limit as t tends to 0 in both the first and the last side of (3.34) gives
From the arbitrariness of k ∈ N, we deduce that S(t)f converges locally uniformly (with respect to x) to f as t tends to 0. Hence S(t)f is a classical solution to problem (1.1) and the maximum principle in Lemma 2.4 implies that
(endowed with the sup-norm) we can extend the previous equality to all the f ∈ C 1 b (R N ), obtaining (3.1) in the case when k ≥ 1. Finally, with any f ∈ C b (R N ) we write T (t) = T (t/2)T (t/2)f and observe that since T (t/2)f ∈ C 1 b (R N ), then T (t)f = S(t/2)T (t/2)f . Applying (3.31) with (t, f ) being replaced by (t/2, T (t/2)f ), we easily get (3.1) also in the case when k = 0.
Estimates (3.1) and (3.2) can be used to prove optimal Schauder estimates for the elliptic equation λu − Au = f .
Theorem 3.6. Let l ∈ {1, 2} and let assumptions H1-H3, H4-l be satisfied. Then, the maximal domain of the operator
, and for any θ ∈ (0, 2), if l = 2. Moreover, for any ω > 0 and any θ as above, there exists a positive constant Taking advantage of the quoted estimates and Theorem 3.6, one can now prove sharp estimates for the solution to the Cauchy problem (3.37)
Finally, if assumption H4-3 is also satisfied, then for any
whose "mild" solution is given by the usual variation-of-constants formula 
. Then, the function u in (3.38) is the unique strict solution to problem (3.37 
and u solves (3.37)) and there exists a positive constant C = C T such that
Pointwise estimates
This section is devoted to prove pointwise estimates for the first-, second-and third-order spatial derivatives of T (t)f . Throughout this section we assume that conditions H1-H3 of Section 3 hold true and we replace assumptions H4 with the following ones:
loc (R N ) for some δ ∈ (0, 1) and there exist γ ∈ (0, 1), a constant C > 0 and a function d :
loc (R N ) for some δ ∈ (0, 1), hypothesis H4-1-γ holds true and there exist γ ∈ (0, 1), a positive function r :
where In what follows we denote indifferently by u and T (t)f the solution to problem (2.1) corresponding to the initial datum f .
We begin by proving the following lemma which will be essential to prove the first type of pointwise estimates.
Lemma 4.2. Let k ∈ {1, 2, 3} and let assumptions H1-H3 and H4-k be satisfied.
Then, if f ∈ C k b (R N ) the function (t, x) → (D k T (t)f )(x) is continuous in [0, +∞)× R N . Proof. Let f ∈ C k b (R N )
and u(t, x) = (T (t)f )(x)
. The regularity of u for t > 0 is a classical result, recalled in Theorem 2.2. Thus we have only to prove the regularity at t = 0. The proof is based on a localization argument.
Fix x 0 ∈ R N , let Ω be a smooth bounded neighborhood of x 0 and let ϑ ∈ C ∞ 0 (Ω) be such that ϑ ≡ 1 in a smaller neighborhood Ω 0 ⊂ Ω of x 0 . Set v(t, x) = ϑ(x)u(t, x) for t > 0 and x ∈ Ω; then the function v satisfies the equation
for all t > 0 and x ∈ Ω, and the boundary condition v(t, x) = 0 for all t > 0 and x ∈ ∂Ω. Moreover, it is readily seen that there exists a constant C > 0 such that
Here, we have used the estimate (3.1) with (k, l) = (0, 1). In particular, the function t → ψ(t, ·) ∞ belongs to L 1 (0, T ) for all T > 0, and therefore we can write
where T Ω (t) is the semigroup associated with the Cauchy problem with Dirichlet boundary condition in Ω. Now let k = 1, 2, 3 and f ∈ C k b (R N ); using the classical gradient estimates for T Ω (t) and the estimate (3.1), we get
for any 0 < s < t ≤ T , where C, C T > 0 are constants. This means that the
, and therefore we can write
and
This implies that the function (t,
We now define the following quantities which will be widely used in what follows. We set (4.1)
We are now able to prove the following theorem in which we assume that M k ≥ 0. 
Proof. We begin with the case when l = 3 and p ∈ (1, 2]. For any δ > 0 we introduce the function w δ :
for any t > 0 and any
and a straightforward computation shows that it solves the Cauchy problem
Now, let h, k ∈ {0, 1, 2, 3} be fixed. Applying the Cauchy-Schwarz inequality twice (first to the inner product (ξ, η) → Q(x)ξ, η and then to the euclidean one) we deduce that (4.4)
This estimate can be used in order to get
Taking (4.5) into account, it is immediate to check that
Hence, using hypotheses H1 and H4-3-γ, we get for all ε, ε 1 > 0
We now choose ε = ε 0 = (p − 1)ν
/(3CN ) and ε 1 to be the minimazing point of the function g : R + → R defined by
We obtain ε 1 = 3 √ 5/10 if N = 1 and ε 1 = 3N (N + 1)/4 otherwise. With this choice of ε and ε 1 , we get
with M 3 being given by (4.1). Now let σ 3,p be as in the statement of the theorem with
for any t > 0 and any x ∈ R N . This yields
Now set z δ (t, x) = e −σ3,pt w δ (t, x) and observe that z δ satisfies (4. +∞) ) are suitable constants that can be explicitly determined (see the proof ) and they possibly blow up as p tends to 1.
Proof. The proof is close to that of Theorem 4.3. Hence we just sketch it. To get (4.12), in the case when p ∈ (1, 2] and l = 3, one has to deal with the function
A straightforward computation shows that w δ,3 solves problem (4.3) with g δ replaced by a function g δ ∈ C([0, +∞) × R N ) which satisfies estimate (4.6), where we drop out the term −(1 − p)ν in the first round brackets and the term |u| 2 in the last ones. We now choose ε 0 > −CN 2 /(4M 3 ), ε and ε 1 as in the proof of Theorem 4.3, and we set
In the case when l = 1, estimate (4.12) has already been proved in [4] under assumption H4-1-γ with γ = 1/2 for any value of the constant M 1 .
We now consider the second type of pointwise estimates we want to prove. First we prove the following lemma.
Proof. Let g R , g as above. We have (4.13) for all R > 0. In deriving (4.13) we took advantage of (2.9).
Let us observe that the second term in the last part of (4.13) converges to zero uniformly in [ε, T ] × B(k) for every ε, k > 0, by (2.7). To estimate the first term, we observe that for any t ∈ [ε, T − ε] and any x ∈ R N we have (4.14)
| is a bounded and continuous function in R N , converging to 0, locally uniformly in R N , from (2.4) we deduce that the right-hand side of (4.14) converges to 0, locally uniformly, as R tends to +∞, and the conclusion follows.
We prove the second statement. Let f ε , f 0 be as above; we have We can now prove our estimates. For notation convenience, we set 
a k,r (r ∈ (1, 2] , k = 2, 3) being positive constants that can be explicitly determined from the data.
Proof. We first consider the case when l = 3 and p ∈ (1, 2). Even if we limit ourselves to the case when M 3 ≥ 0, our techniques can also be used, with minor changes, in the case when M 3 < 0. We fix δ, t, R > 0 and let η R be the cut-off function defined at the beginning of the proof of Theorem 3.3. For any α, β > 0 and any 17) where T R (·) is the semigroup generated in C b (B(R)) by the realization A R of the operator A with Dirichlet boundary conditions (see Section 2). To simplify the notation, throughout the remainder of the proof, we set φ
As is easily seen the function
Arguing as in the proof of (4.4) and recalling the inequality (a + b)
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× α|φ
Hence,
where C ε,p = 1 + (1 + ε)(p − 2). Taking assumption H3 into account and arguing as in the proof of (3.18), one can easily check that We now prove a Liouville-type theorem. Namely, we show that under suitable assumptions on the coefficients, if u ∈ C b (R N ) satisfies the equation Au = 0, then u is constant. As already stressed in the Introduction, such a result fails in general. We refer the reader to [18] for further details. Proof. We observe that if f ∈ C b (R N ) is such that Af = 0, then, by local elliptic regularity, it follows that f ∈ D max (A) (see (3.35) ). Moreover, the function t → (T (t)f )(x) is continuously differentiable in (0, +∞) and D t ((T (t)f )(x)) = (AT (t)f )(x) = (T (t)Af )(x) (see e.g. [12, Theorem 4.1] ). Hence, D t T (t)f = 0 for any t > 0, so that T (t)f = f for any t > 0. From (4.16) we deduce that
for some C > 0 and some ω < 0. Indeed, (4.34) implies thatσ 1,2 = 0. As t tends to +∞, we get 
