Abstract. Given a finitely generated relatively hyperbolic group G, we construct a finite generating set X of G such that (G, X) has the 'falsification by fellow traveler property' provided that the parabolic subgroups {Hω}ω∈Ω have this property with respect to the generating sets {X ∩ Hω}ω∈Ω. This implies that groups hyperbolic relative to virtually abelian subgroups, which include all limit groups and groups acting freely on R n -trees, or geometrically finite hyperbolic groups, have generating sets for which the language of geodesics is regular, and the complete growth series and complete geodesic series are rational.
Introduction
The 'falsification by fellow traveler' property is a property of graphs (see Definiton 2.1) and was introduced in [20] by W. Neummann and M. Shapiro inspired by ideas of J. Cannon. Informally, a graph has this property if for each non-geodesic path there is a shorter path with the same end-points such that the two paths fellow travel, i.e. there is a global constant that bounds the distance between the two paths when 'traveling' along them from one end-point to the other.
This property has many beautiful applications for groups. Suppose that the Cayley graph Γ(G, X) of a finitely generated group G with respect to a finite generating set X has this property: then the language of geodesic words of G with respect to X is regular ([20, Proposition 4.1]), which implies, for example, that dead-end elements have bounded depth ( [28] ); Γ(G, X) has finitely many cone types ( [21] ) and in particular, this implies that the (complete) growth series and the (complete) geodesic growth series of G with respect to X are rational (see [12] ); the Cayley graph Γ(G, X) is almost convex ([10, Proposition 1]), G has a finite presentation with a Dehn function that is at most quadratic ([10, Proposition 2]) and G is of type The only classes of groups that are known to have the falsification by fellow traveler property with respect to any generating set are the hyperbolic and abelian ones. In general, this property is very sensitive to changing the generating set, as was shown in [20] , where there is an example, due to Cannon, of a virtually abelian group G and two different generating sets X 1 and X 2 , such that Γ(G, X 1 ) has the falsification by fellow traveler property and Γ(G, X 2 ) does not.
Families of groups that have the falsification by fellow traveler property with respect to some generating set include virtually abelian groups [20] , geometrically finite hyperbolic groups [20] , Coxeter groups and groups acting simply transitively on the chambers of locally finite buildings [23] , groups acting cellularly on locally finite CAT(0) cube complexes where the action is simply transitive on the vertices [22] , Garside groups [14] and Artin groups of large type [16] .
We will say that a group G has the falsification by fellow traveler property if there exists a finite generating set X of G such that Γ(G, X) has the falsification by fellow traveler property.
The paper's first main theorem, which is an immediate consequence of the more technical Theorem 5.1, is the following (see Section 2.3 for a definition of relative hyperbolicity). Theorem 1.1. Let G be a finitely generated group, hyperbolic relative to a collection of subgroups with the falsification by fellow traveler property. Then G has the falsification by fellow traveler property.
The class of groups satisfying the theorem above is very large, and we list some of the important examples below.
The fundamental group of a finite graph of groups with finite edge stabilizers is hyperbolic relative to its vertex groups by [3, Definition 2] and Bass-Serre theory. In particular, if G = A * C B, where C is finite, then G is hyperbolic relative to A and B. Similarly, if G is an HNN extension of A and the associated subgroup is finite, then G is hyperbolic relative to A. We thus obtain the following. Corollary 1.2. Suppose that G is the fundamental group of a finite graph of groups where the vertex groups have the falsification by fellow traveler property and the edge groups are finite. Then G has the falsification by fellow traveler property.
A torsion free group that is hyperbolic with respect to a family of abelian subgroups is called toral relatively hyperbolic. Some of the prominent examples of toral relatively hyperbolic groups are limit groups in the sense of Sela (see [8, Theorem 0.3] ), which coincide with the class of finitely presented fully residually free groups, or groups acting freely on R n -trees (see [13, Theorem 7.1] ). More generally, it was shown in [17, Theorem 2] that finitely presented regular Λ-free groups, where Λ is an ordered abelian group, are also toral relatively hyperbolic.
Since abelian groups have the falsification by fellow traveler property, we obtain: Corollary 1.3. Let G be a toral relatively hyperbolic group. Then G has the falsification by fellow traveler property. In particular,
(1) Limit groups have the falsification by fellow traveler property; (2) R n -free groups have the falsification by fellow traveler property; (3) Finitely presented regular Λ-free groups have the falsification by fellow traveler property.
Geometrically finite hyperbolic groups are hyperbolic relative to their parabolic subgroups that are virtually abelian (see [27, Theorem 6.1] or [3, Proposition 7.9] ). Thus we recover the result of Neumann and Shapiro [20] . Corollary 1.4 (Theorem 4.3, [20] ). Suppose that G is a geometrically finite hyperbolic group. Then G has the falsification by fellow traveler property.
In this paper we also investigate conjugacy diagrams in Cayley graphs of relatively hyperbolic groups. A cyclic geodesic word is a word for which all its cyclic shifts are geodesic. A conjugacy diagram, as defined in Section 6, is a 4-gon in which two opposite sides correspond to conjugate words, and the other two sides to the conjugating element. A conjugacy diagram is minimal if the conjugate words U and V are cyclic geodesics, and the conjugator is the shortest possible after cyclically shifting U and V . Minimal conjugacy diagrams have a particularly nice behaviour in hyperbolic groups, as shown in [1, III.Γ. Lemma 2.9] : the length of two of the opposite sides must be bounded by a universal constant.
More precisely, if G is hyperbolic and X is a finite generating set, then the following holds (see also Lemma 6.2):
(*) there is a constant K > 0 such that for any pair of cyclic geodesic words U and V over X representing conjugate elements either max{ (U ), (V )} ≤ K, or there is a word C over X, (C) ≤ K, with CU C −1 = G V , where U and V are cyclic shifts of U and V .
We will say that pairs (G, X) with the property (*) have bounded conjugacy diagrams (BCD). A group will have bounded conjugacy diagrams if it has bounded conjugacy diagrams with respect to some generating set. The bounded conjugacy diagrams property was used by Bridson and Howie in [2] to show that the conjugacy problem in hyperbolic groups can be solved by an algorithm whose time complexity is quadratic in the lengths of the input words.
The bounded conjugacy diagrams property is also useful for proving that the language of conjugacy geodesics, i.e. the set of minimal words in a conjugacy class, is regular. This language was introduced by the second author and Hermiller in [5] , where it is proved that its regularity is preserved by graph products and free products with finite amalgamation. In [6] , the second author, Hermiller, Holt and Rees proved that hyperbolic groups, virtually abelian groups, extra-large type Artin groups and homogeneous Garside groups have generating sets for which the language of conjugacy geodesics is regular.
If fact, in order to prove the regularity of the language of conjugacy geodesics, one can use a weaker property than BCD, which we call in this paper the neighboring shorter conjugate property (NSC). This property appears implicitly in [6, Cor. 3.8] , and it says that any cyclic geodesic word that is not a conjugacy geodesic is conjugate (up to cyclic shifts) to a shorter word by a conjugator of a uniformly bounded length (see Definition 6.5).
The paper's second main result, whose proof can be found in Section 7, is the following. Theorem 1.5. Let G be a finitely generated group, hyperbolic relative to a family of subgroups {H ω } ω∈Ω , Y a finite symmetric generating set of G, and H = ∪ ω∈Ω (H ω − {1}). There exists a finite subset H ⊆ H such that, for every finite symmetric generating set X of G satisfying that
has the bounded conjugacy diagrams property (resp. neighboring shorter conjugate property) for all ω ∈ Ω, then the pair (G, X) has the bounded conjugacy diagrams property (resp. neighboring shorter conjugate property).
Since abelian groups trivially have the bounded conjugacy diagram property with respect to all generating sets we obtain the following. Corollary 1.6. Let G be hyperbolic relative to a family of abelian subgroups. Then G has the bounded conjugacy diagrams property.
We discuss in Remark 7.18 how to adapt the algorithm of Bridson and Howie ( [2] ) to get a cubic time solution of the conjugacy problem for groups hyperbolic relative to abelian subgroups.
By [6, Cor. 3.8] , the falsification by fellow traveler property together with the neighboring shorter conjugate property imply that the language of conjugacy geodesics is regular. In Section 8 we prove that any generating set of a virtually abelian group can be enlarged to one that has both the falsification by fellow traveler property and the neighboring shorter conjugate property. Thus we obtain the following. Corollary 1.7. Let G be hyperbolic relative to a family of virtually abelian subgroups. There is a finite generating set X of G such that (G, X) has the falsification by fellow traveler property, has NSC (BCD if all parabolic subgroups are abelian), the language of geodesics is regular, and the language of conjugacy geodesics is regular.
The rest of the paper is organized as follows. In Section 2 we introduce all the necessary background.
In Section 3 we deal with one of the main difficulties of the paper, which is finding the appropriate generating set, i.e. one that possesses the desired metric properties. Given a group G, hyperbolic relative to a collection of subgroups {H ω } ω∈Ω , the Generating Set Lemma (Lemma 3.5) provides a generating set X that relates geodesics in the Cayley graph Γ(G, X) to quasi-geodesics in the Cayley graph Γ(G, X ∪ H), where
Among the technical results about relatively hyperbolic groups, Section 4 stands out in that it concerns groups in general and not just the relatively hyperbolic ones. Proposition 4.2 shows that a group with one generating set possessing the falsification by fellow traveler property has infinitely many generating sets with this property. Theorem 1.1, which is a consequence of Theorem 5.1, is proved in Section 5, and Theorem 1.5 is proved in Section 7, where all the necessary results on conjugacy diagrams in relatively hyperbolic groups are presented.
Finally, we remark that although our main theorems prove the existence of finite generating sets with various properties and no algorithm has been provided to find these sets, they are in fact computable. By starting with a finite group presentation X R of a group G and sets of generators, in terms of X, for the finitely many subgroups {H ω } ω∈Ω of G, together with a solution of the word problem for those subgroups on these generators, Dahmani showed in [9] that one can compute an explicit relative presentation for G with an explicit linear relative isoperimetric function. This is enough to produce the many other constants used in our paper (hyperbolicity constant, the constants of the bounded coset penetration property, the constant of Lemma 2.11, etc). With these data, the sets Φ and Φ in Theorem 3.1 and Lemma 3.5 can be computed following the steps in their corresponding proofs, and with these sets, one can produce the desired generating sets.
Preliminaries

2.1.
Graphs and the falsification by fellow traveler property. Throughout this section Γ will denote a graph, labelled and directed, where loops and multiple edges are allowed. We will use 'd' to denote the combinatorial graph distance between vertices.
By L[0, n] we denote the graph with vertex set {0, 1, 2, . . . , n} and edges joining i to i + 1 for i = 0, . . . , n − 1. A path p of length n in Γ is a combinatorial graph map p : L[0, n] → Γ. In particular, p(i) is a vertex of Γ, p(0) will be denoted by p − and p + by p(n). For i, j ∈ N, i < j, we use [i, j] to denote the set {i, . . . , j}; then L[i, j] represents the subgraph of L[0, n] spanned by the vertices [i, j] . A subpath of p is the composition of the graph inclusion L[i, j] into L[0, n] with the map p. We use the notation p| [i,j] for such a subpath. We also adopt the convention that p(m) = p(n) for all m ≥ n. Let (p) be the length of a path p. A path p in Γ is geodesic if (p) is minimal among the lengths of all paths q in Γ with q − = p − and q + = p + . Let k > 0. A path p is a k-local geodesic if every subpath of p of length less or equal than k is geodesic.
Let λ ≥ 1 and c ≥ 0. A path p is a (λ, c)-quasi-geodesic if for any subpath q of p we have (q) ≤ λd(q − , q + ) + c.
Given a set X, we denote by X * the free monoid generated by X. Consider a group G = X . In this case, W ∈ X * can be seen as a word over X or as an element in the group G, so let X (W ) be the length of W as a word over X, and let |W | X be the length with respect to X of the group element represented by W , i.e. |W | X is the minimal length of a word over X representing the same element as W . If the alphabet can be easily understood from the context we will write (W ) for X (W ). If U, W ∈ X * , we write U ≡ W to denote word equality and U = G W to denote group element equality. Let Γ(G, X) be the Cayley graph of G with respect to X. We use 'd X ' for the Cayley graph distance if we need to emphasise the generating set. The labelling of edges in the Cayley graph by elements of X can be extended to paths, so for each path p in Γ(G, X) we denote by Lab(p) ∈ X * the word that we obtain reading the labels of the edges along p. Notice that (p) = X (Lab(p)). A word W is geodesic if the path p in Γ(G, X) with Lab(p) = W and p − = 1 is geodesic. A word W is a cyclic geodesic if all its cyclic shifts are geodesic.
Let p, q be paths in Γ and K ≥ 0. We say that p, q asynchronously K-fellow travel if there exists a non-decreasing function f : N → N such that d(p(t), q(f (t))) ≤ K for all t ∈ N. Let W, U be two words over X, and p, q be the paths in Γ(G, X) with Lab(p) ≡ W , Lab(q) ≡ U and p − = q − = 1. We say that U, W asynchronously K-fellow travel if p and q do.
In [20] the falsification by fellow traveler property was introduced.
Definition 2.1. Let Γ be a graph and K ≥ 0. We say that Γ satisfies the falsification by K-fellow traveler property (K-FFTP, for short) if for every non-geodesic path p in Γ there exists a path q in Γ such that (q) < (p), p − = q − , p + = q + and p and q K-fellow travel. Let G be a group with a finite generating set X. Then (G, X) satisfies K-FFTP if Γ(G, X) does. In this case, for any non-geodesic word W ∈ X * there exists U ∈ X * such that (U ) < (W ), U = G W , and U and W asynchronously K-fellow travel. A group G has the falsification by fellow traveler property (G has FFTP, for short) if there is some finite generating set X of G and some K > 0 such that (G, X) has K-FFTP.
Gromov hyperbolic graphs.
A geodesic metric space (S, d) is called δ-hyperbolic if for any geodesic triangle every side of the triangle is contained in the δ-neighbourhood of the other two sides. A metric space is Gromov hyperbolic if it is a geodesic δ-hyperbolic metric space for some δ ≥ 0.
We collect some results that will be used in the paper.
there exists a constant κ = κ(δ, λ, c) ≥ 0 such that every two (λ, c)-quasi-geodesics in a δ-hyperbolic space with the same endpoints belong to the closed κ-neighborhoods of each other.
Proof. This follows from Lemma 2.2 and the fact that in a δ-hyperbolic space every side of a quadrangle is contained in the 2δ-neighborhood of the other two.
The following lemma is well-known and can be easily deduced from Lemma 2.3.
Lemma 2.4. Let Γ be a δ-hyperbolic graph and p and q two (λ, c)-quasi-geodesic
We will also use the following 'local to global' quasi-geodesics result, which is essential in the proof of Theorem 3.1.
Theorem 2.5. [7, Section 3, Theorem 1.4] Suppose that Γ is a δ-hyperbolic space. For all λ ≥ 1 and c ≥ 0 there exist k > 0, λ ≥ 1 and c ≥ 0 (depending on δ, λ and c ) such that every k-local (λ , c )-quasi-geodesic path is a (λ, c)-quasi-geodesic.
2.3.
Relatively hyperbolic groups. We follow [25] for notation and definitions of relatively hyperbolic groups although our main tool for proving Theorem 1.1 will be Farb's bounded coset penetration condition [11] . Definition 2.6. Let G be a group, Ω a set, {H ω } ω∈Ω a collection of subgroups of G and X a symmetric subset of G, i.e. X = X −1 .
The set X is a generating set relative to {H ω } ω∈Ω if the natural homomorphism from F = ( * ω∈Ω H ω ) * F (X) to G is surjective, where F (X) is the free group with basis X.
Assume that X is a generating set relative to {H ω } ω∈Ω and let R be a subset of F whose normal closure is the kernel of the natural map F → G. In this event, we say that G has relative presentation
If |X| < ∞ and |R| < ∞, the relative presentation is said to be finite and the group G is said to be finitely presented relative to the collection of subgroups {H ω } ω∈Ω . Set
Given a word W over the alphabet X ∪ H that represents 1 in G there exists an expression for W in F of the form
where r i ∈ R, f i ∈ F and ε i = ±1 for i = 1, . . . , n. The smallest possible number n in an expression of type (1) is called the relative area of W and is denoted by Area rel (W ). A group G is hyperbolic relative to the collection of subgroups {H ω } ω∈Ω if it is finitely presented relative to {H ω } ω∈Ω and there is a constant C ≥ 0, called an isoperimetric constant, such that Area rel (W ) ≤ C (W ) for all words W over X ∪ H that are the identity in G. In particular, Γ(G, X ∪ H) is Gromov hyperbolic (see [25, Theorem 2.53] ). The family of subgroups {H ω } ω∈Ω is called the collection of peripheral (or parabolic) subgroups of G.
We collect now a series of facts that will be used in the rest of the paper. Lemma 2.7. Suppose that G is hyperbolic with respect to {H ω } ω∈Ω .
(i) If G is finitely generated (in the ordinary sense), then H ω is finitely generated for each ω ∈ Ω ([25, Proposition 2.29]). (ii) If G is finitely generated (in the ordinary sense) then |Ω| < ∞ ([25, Corollary 2.48]). (iii) For ω 1 , ω 2 ∈ Ω, ω 1 = ω 2 and g, h ∈ G, the following hold:
For the rest of the section, G will be a group, {H ω } ω∈Ω a collection of parabolic subgroups of G and X a relative generating set. As before, H = ∪ ω∈Ω (H ω − {1}). We assume that the Cayley graph Γ(G, X ∪ H) is δ-hyperbolic. Definition 2.8. Let p and q be two paths in Γ(G, X ∪ H). 
We will need the following theorem, which implies Farb's bounded coset penetration property.
Theorem 2.9. [25, Theorem 3.23] For any λ ≥ 1, c ≥ 0, k ≥ 0, there exists a constant ε = ε(λ, c, k) such that for any two k-similar paths p and q in Γ(G, X ∪ H) that are (λ, c)-quasi-geodesics and do not backtrack, the following conditions hold.
(1) The sets of vertices of p and q are contained in the closed ε-neighborhoods (with respect to the metric d X ) of each other.
exists an H ω -component t of q which is connected to s. (3) Suppose that s and t are connected H ω -components of p and q respectively.
Then s and t are ε-similar.
Remark 2.10. At the beginning of [25, §3] some technical hypotheses are set for the relative generating set and are assumed in the rest of the section. In particular, the theorem above is proved under these assumptions. However, it is easy to check that the conclusions of the theorem still hold if we change a finite relative generating set by another.
We will also make use of the following lemma.
Lemma 2.11. [26, Lemma 2.7] Let G be a finitely generated group that is hyperbolic relative to a collection of subgroups {H ω } ω∈Ω . Then there exists a finite subset Ξ ⊆ G and constant L ≥ 0 such that the following condition holds. Let q be a cycle in Γ(G, X ∪ H), p 1 , . . . , p k the set of isolated components of q. Then the Ξ-lengths of p i s satisfy
Constructing generating sets for relatively hyperbolic groups
Throughout this section let G be hyperbolic relative to {H ω } ω∈Ω , H = ∪ ω∈Ω (H ω − {1}), and X a finite generating set of G.
The objective here is to prove the Generating Set Lemma (Lemma 3.5), a key result of the paper since it provides a finite generating set Z for G which makes it possible to relate geodesics in Γ(G, Z) to quasi-geodesics in Γ(G, Z ∪ H). The main ingredient of the Generating Set Lemma is the following.
, and X a finite generating set of G.
There exists a finite set Φ of non geodesic words over X∪H and constants λ ≥ 1 and c ≥ 0 such that if W is a 2-local geodesic word over X ∪ H not containing any element of Φ as a subword, then W is a (λ, c)-quasi-geodesic without vertex backtracking.
Proof. Suppose that Γ(G, X ∪H) is δ-hyperbolic. Take λ = 4 and c = 0 and let k, λ, c be the constants provided by Theorem 2.5. Then every k-local (4, 0)-quasi-geodesic is a (λ, c)-quasi-geodesic. Without loss of generality, we can enlarge k to further assume that λ + c ≤ k.
Let ∆ be the set of closed paths in Γ(G, X ∪ H) of length at most 2k, where all the components are isolated. Let L > 0 and Ξ be the constant and the finite subset of G provided by Lemma 2.11. Then, by Lemma 2.11, if p ∈ ∆,
where p i are the isolated components of p. In particular, since Ξ is finite, the set of labels of paths in ∆ is a finite set.
We take Φ to be the set of labels Lab(q), where q is a subpath of some p ∈ ∆, (q) > (p)/2. Thus Φ is a finite set of non-geodesic words over X ∪ H.
Claim 1: If p is a 2-local geodesic path in Γ(G, X ∪ H) of length at most k that vertex backtracks, then Lab(p) contains an element of Φ as a subword.
Take a 2-local geodesic path p, 1 < (p) ≤ k. We can assume without loss of generality that p vertex backtracks, but no proper subpath of p vertex backtracks. Let r be the edge from p − to p + and suppose that Lab(r) ∈ H ω . Since p is 2-local geodesic, all the components of p are single edges. If two components of p were connected, p would backtrack and hence vertex backtrack. Therefore all components of p are isolated. Similarly, if a component p 1 of p were connected to r, the points p − , p + , (p 1 ) − and (p 1 ) + would lie in the same H ω -coset. Since (p) > 1, we conclude that p = p 1 and a subpath of p must vertex backtrack, which contradicts our minimality assumption. Thus all the components of the path pr −1 are isolated. Since (r) < (p) ≤ k, pr −1 is in ∆, and Lab(p) ∈ Φ.
This completes the proof of Claim 1. Claim 2: If p is a 2-local geodesic path in Γ(G, X ∪H) that does not label a k-local (4, 0)-quasi-geodesic, then Lab(p) contains an element of Φ as a subword.
We can assume without loss of generality that (p) ≤ k, and by Claim 1 also assume that p does not backtrack. Let q be a geodesic path with q − = p − and q + = p + . Since p is not a (4, 0)-quasi-geodesic, we can further assume that (p) > 4 (q). All the components of p are isolated, and since q is geodesic, all the components of q are isolated, which combined with the fact that p and q are 2-local geodesics implies that all the components in p and q are edges.
We now choose a set of components, i.e. edges, p 1 < · · · < p n , n ≥ 0, of p such that each p i is connected to a component q i of q, q 1 < q 2 < · · · < q n and no component of the subpath of p from (p i ) + to (p i+1 ) − is connected to a component of the subpath of q from (q i ) + to (q i+1 ) − for i = 0, . . . , n, where we understand that For i = 0, . . . , n, we let r i denote the subpath of p from (p i ) + to (p i+1 ) − and s i denote the subpath of q from (q i ) + to (q i+1 ) − . We remark that if n = 0, then r 0 = p and s 0 = q. Then
which is impossible. Hence there is an i such that (r i ) > (s i ) + 2. Let t i , t i+1 be geodesic paths from (r i ) − to (s i ) − and (r i ) + to (s i ) + respectively. We can assume further that if (t j ) = 1, then t j , p j and q j are connected H ω j -components for j = i, i+1. Since p and q do not vertex backtrack, t i and t i+1 are not connected; moreover, they are not connected to any component of r i or s i . Since also, by construction, no component of s i is connected to a component of r i , it follows that the closed path o = r i t i+1 s
i has all components isolated and length at most 2k. Therefore o ∈ ∆, and since (r i ) > (s i ) + 2 it follows that Lab(r i ) ∈ Φ.
This completes the proof of our Claim 2. Hence, by Claim 2, any 2-local geodesic path p in Γ(G, X ∪ H) such that Lab(p) does not contain any element of Φ as a subword is a (λ, c)-quasi geodesic.
Moreover, we remark that such p does not vertex backtrack. Suppose p vertex backtracked. Claim 1 implies that there is a subpath p 1 of p with (p 1 ) > k and
For t > 0 we set Θ X (t) = {h ∈ H : |h| X ≤ t}. We will use the notation Θ(t) instead of Θ X (t) when the generating set is clear from the context. Lemma 3.2. Let G be a finitely generated group, hyperbolic relative to {H ω } ω∈Ω , and let H = ∪ ω∈Ω (H ω − {1}). There exists m > 1 such that for every ω, µ ∈ Ω, µ = ω
Proof. By Lemma 2.7 (iii), H ω ∩ H µ is finite for all ω, µ ∈ Ω. By Lemma 2.7(ii), Ω is finite and hence I = ∪ µ =ω (H µ ∩ H ω ) is finite and any m > 0 such that I ⊆ Θ(m) satisfies the first claim of the lemma.
In order to prove the second claim, suppose further that |g| X > m implies |g| Ξ > 3L, for all g ∈ H, where Ξ and L are the set and the constant of Lemma 2.11.
Let f ∈ H ω − Θ(m) and y ∈ (X ∪ H) − H ω . Since y / ∈ H ω we get f y = G 1 and yf = G 1. So we only need to consider the case f y = G h 1 ∈ X ∪ H and the case yf = G h 2 ∈ X ∪ H.
Let q 1 (resp. q 2 ) be the cycle whose label is Lab(q 1 ) ≡ f yh
2 ). Here f labels an isolated component of q 1 (resp. q 2 ), since if f were connected to some other component, we would get that y ∈ H ω , which contradicts the hypothesis.
Then by Lemma 2.11 if
Definition 3.3. A word W over X has trivial shortenings if one of its substrings over X ∩ H ω is not geodesic over X ∩ H ω . Construction 3.4. We present here a recursive procedure that produces words over X ∪ H from words over X with no trivial shortenings, and paths in Γ(G, X ∪ H) from paths in Γ(G, X) whose labels do not have trivial shortenings. Let Y ω = X ∩ H ω . For a word W with no trivial shortenings let
where A, B are words over X, A does not end with a letter of Y ω , B does not start with a letter of Y ω , and A and B do not have trivial shortenings. Since W does not have trivial shortenings, V does not represent the trivial element. We substitute V by its value h V ∈ H ω and repeat the process with A and B. We denote the resulting word by W .
Similarly, if p is a path in Γ(G, X) and Lab(p) has no trivial shortenings, we denote by p the path in Γ(G, X ∪ H) with p − = p − and Lab( p) = Lab(p). This gives a well-defined map
Lemma 3.5 (Generating Set Lemma). Let G be a finitely generated group, hyperbolic with respect to a family of subgroups {H ω } ω∈Ω , and let Y be a finite symmetric generating set.
There exist λ ≥ 1, c ≥ 0 and a finite subset H of H = ∪ ω∈Ω (H ω − {1}) such that for every symmetric finite generating set X of G satisfying
there is a finite subset Φ of non-geodesic words over X such that if W has no trivial shortenings and does not contain words of Φ as subwords then W is a 2-local geodesic (λ, c)-quasi-geodesic without vertex backtracking. In particular, for every ω ∈ Ω and h ∈ H ω , |h| X = |h| X∩Hω .
Proof. Let λ, c, and Φ be the constants and the set given by Theorem 3.1 applied to (G, Y, {H ω } ω∈Ω ) and m = m(G, Y, {H ω } ω∈Ω ) be the constant of Lemma 3.2.
Let X be a finite symmetric subset of G satisfying
Let Φ be the set of words U over X that are either non-geodesics of length 2, or label a 2-local geodesic word with no trivial shortenings such that U ∈ Φ. Since Φ is finite and X is finite, it follows that Φ is finite.
We need to show that the words in Φ are not geodesic over X. Pick U ∈ Φ; we only need to consider the case when U is a word in Φ. By our choice of X, V ( U ) is a word over X and is geodesic over X ∪ H = Y ∪ H. Hence V must be geodesic when viewed as a word over X. We denote by V the word V viewed as a word over X.
We next show that if W is a word over X without subwords in Φ and with no trivial shortenings, then W is a 2-local geodesic over X ∪ H. Notice that by our choice of Φ, W is a 2-local geodesic word. Let U be a subword of W of length 2 and let U be the subword of W mapping to U .
Notice that if f 1 ∈ H and |f 1 | Y > m, then by Construction 3.4, there is a unique ω ∈ Ω such that A is a geodesic word over X ∩ H ω . Indeed, if A is a geodesic word over X ∩ H µ , then 1 = f 1 ∈ H ω ∩ H µ and since |f 1 | Y > m, Lemma 3.2 implies ω = µ. The analogous statement holds for f 2 .
Consider first the case when |f 1 | Y ≤ m and |f 2 | Y ≤ m. Then A = f 1 and B = f 2 and since W is 2-local geodesic, |f 1 f 2 | X = 2. In particular
Consider now the case when |f 1 | Y > m and |f 2 | Y ≤ m. Then f 2 ∈ X and f 1 ∈ H ω − Θ X (m) for some ω ∈ Ω. By the discussion two paragraphs above, there is a unique ω ∈ Ω such that A is a word over
The case
It only remains to deal with the case when |f 1 | Y > m and |f 2 | Y > m. By the previous discussion, there are unique ω and µ such that A is a word over X ∩ H ω and B is a word over X ∩ H µ . By construction 3.4, µ = ω. By Lemma 3.2, we get that |f 1 f 2 | Y ∪H = 2 and hence |f 1 f 2 | X∪H = 2. This completes the proof that W is a 2-local geodesic.
Thus if W is a word with no trivial shortenings that does not contain any subword of Φ, then W is a 2-local geodesic word over X ∪ H which does not contain subwords of Φ. By Theorem 3.1, W is a (λ, c)-quasi-geodesic without vertex backtracking.
Finally, notice that if W is a geodesic word over X representing an element of some H ω , then W does not contain words in Φ as subwords and has no trivial shortenings. Then W does not vertex backtrack, and hence W must have length 1. By Construction 3.4, W is a word over X ∩ H ω . This gives that for h ∈ H ω , |h| X = |h| X∩Hω for all ω ∈ Ω, which completes the proof of the lemma.
Generating sets with FFTP
In this section we show that if a group has one finite generating set, say X, with FFTP, then it has infinitely many generating sets with this property, because for any positive integer m the generating set consisting of the ball of radius m over X has FFTP. This is shown in Proposition 4.2.
Lemma 4.1. Suppose that (G, X) has C-FFTP. Then for any integer b ≥ 0, there exists a constant K(b, C) such that for any (1, b)-quasi-geodesic p in Γ(G, X) there exists a geodesic path q in Γ(G, X) such that p − = q − , p + = q + and p and q K(b, C)-asynchronously fellow travel.
Proof. Suppose that p is a (1, b)-quasi-geodesic and that Lab(p) represents the element g ∈ G. Set p 0 = p and define a sequence of paths p 0 , p 1 , . . . , p b in Γ(G, X) as follows. If p i is geodesic, then p i+1 = p i . If p i is not geodesic, then there is some path q i shorter than p i with the same end points that asynchronously C-fellow travels with p i and we put p i+1 = q i .
Since (p) ≤ |g| X + b, if p i is not geodesic, then (p i+1 ) < (p i ) and it follows that the path p b is geodesic. Now, using the fact that p i and p i+1 C-asynchronously fellow travel, we get that p 0 and p b K-asynchronously fellow travel, where
Proof. Suppose that K X is the fellow traveler constant for (G, X). We are going to show that (G, Z) has the falsification by fellow traveler property with constant K Z /m + 2 where K Z = K(6m, K X ) is the constant provided by Lemma 4.1.
For each z ∈ Z, choose a geodesic word W z over X that represents z. Claim 1. Let U ≡ z 1 . . . z n be a geodesic word over Z and let V ≡ W z 1 · · · W zn be the corresponding word over X. We claim that 0
Clearly X (V ) ≥ |V | X . Take a ≥ 0 and 0 ≤ b < m such that |V | X = am + b. Then |V | X > (n − 1)m because otherwise V could be written as the product of less than n words, each of length ≤ m, and that would contradict the fact that U is a geodesic over Z. Thus (n − 1)m < |V | X = am + b and therefore n = Z (U ) ≤ a + 1. Thus,
, and the claim is proved.
Claim 2. Suppose that U ≡ z 1 . . . z n is a minimal non-geodesic word over Z. Then
where A is a suffix of W z i−1 and B are prefix of W z j+1 . Since U is a minimal non-geodesic, the subword z i · · · z j is geodesic over Z. Let C ≡ W z i · · · W z j . Then by the previous claim, X (C) ≤ |C| X + 2m. Notice that |C| X − 2m ≤ |ACB| X ≤ |C| X + 2m, and hence X (ACB) ≤ X (C) + 2m ≤ |C| X + 4m ≤ |ACB| X + 6m, which proves the second claim.
Finally, to show that (G, Z) has the falsification by fellow traveler property with constant K Z /m+2, we will prove that minimal non-geodesics in Γ(G, Z) (K Z /m+2)-fellow travel with geodesics in Γ(G, Z).
Suppose that U is a minimal non-geodesic word over Z, |U | Z = n, and let V be the corresponding word over X. Let p be the path in Γ(G, X) with p − = 1 and such that Lab(p) = V , and let p be the path in Γ(G, Z) with
Then, by Claim 2, p is a (1, 6m)-quasi-geodesic, and by Lemma 4.1, there exists a geodesic path q in Γ(G, X) with q − = p − , q + = p + and p and q asynchronously
Since every subpath of length less than m in q represents an element of Z, we can subdivide q to obtain a path q in Γ(G, Z) such that q (t) = q(tm) for t = 0, 1, . . . , 
m , we set F (t) = φ(f (mt)) and F (t) = (p ) for t > (q) m . Clearly F is a non-decreasing function, since φ and f are. Also, for t = 0, 1, . . . ,
In the next section we will also need the following lemma. Let W be a geodesic word over X and g, h ∈ G. Then there exists a geodesic word U over X such that U = G gW h and such that p, q asynchronously (2K + 2)(|g| X + |h| X )-fellow travel, where
Relatively hyperbolic groups with the falsification by fellow traveler property
In this section we prove our first main theorem, which is the following.
Theorem 5.1. Let G be a finitely generated group, hyperbolic with respect to a family of subgroups {H ω } ω∈Ω . Let Y be a finite generating set of G, H = ∪ ω∈Ω (H ω − {1}). There exists a finite subset H of H such that, for every finite symmetric generating set X of G satisfying that
the pair (G, X) has FFTP.
Proof. Let H , λ and c be the sets and constants provided by the Generating Set Lemma (Lemma 3.5). Fix X a finite generating set for G satisfying (i) and (ii) and let Φ = Φ(X) be the set provided by the Generating Set Lemma.
By Lemma 2.7(ii), Ω is finite. So there is M > 0 be such that (
Let W be a non-geodesic word over X. There are several possibilities.
(i) If W is not 2-local geodesic, that is, W ≡ AxyB, where xy = G z, z ∈ X, then W asynchronously 1-fellow travels with AzB.
(ii) If W is 2-local geodesic and has trivial shortenings, then W ≡ ACB, where C is a word over X ∩ H ω , for some ω ∈ Ω, that is not geodesic. Then there exists a shorter word C over X ∩ H ω such that C and C asynchronously M -fellow travel. Hence W asynchronously M -fellow travels with AC B.
(iii) If W contains some word U ∈ Φ, then W ≡ AU B, and since U is nongeodesic there exists a shorter word V such that U = G V . Then W and AV B M 1 -asynchronously fellow travel.
(iv) If W is a 2-local geodesic with no trivial shortenings that does not contain any subword of Φ, then by Lemma 3.5, W is a (λ, c)-quasi-geodesic without backtracking. In this case we use the following lemma, whose proof is postponed to the end of the section.
Lemma
So in all cases, for K = max{1, M, M 1 , M 2 }, a non-geodesic word over X asynchronously K-fellow travels with a shorter word and we thus obtain the falsification by fellow traveler property for the group G with generating set X.
We are now ready to prove Theorem 1.1 of the Introduction.
Proof of Theorem 1.1. Suppose that G is hyperbolic relative to {H ω } ω∈Ω . For each ω ∈ Ω, there is a finite generating set Y ω such that (H ω , Y ω ) has FFTP. Let Y be a finite symmetric generating set of G such that
According to Theorem 5.1 it is enough to show that for any finite subset H of H there is a finite generating set X of G such that Y ∪H ⊆ X ⊆ Y ∪H and (H ω , H ω ∩X) has FFTP for all ω ∈ Ω.
By Lemma 3.2, there is m > 0 such that if
Then X is a finite symmetric set of G and Y ∪ H ⊆ X ⊆ Y ∪ H. Observe that H ω ∩ X = {h ∈ H ω : |h| Yω ≤ k ω } and then by Proposition 4.2, (H ω , H ω ∩ X) has the falsification by fellow traveler property.
We note that the proof of Lemma 5.2 follows the same lines as [20, Lemma 4.7] . The proof is long and technical but conceptually simple: take a non-geodesic word W over X and a geodesic word V over X representing the same element of G for which, via Lemma 3.5, W and V are (λ, c)-quasi-geodesics. The Bounded Coset Penetration implies then that W and V fellow travel (with distances bounded in terms of X). One needs to consider though that W and V might have long subwords representing elements of the parabolics that do not fellow travel. In this case, we use Lemma 4.3 to modify V (without altering the lengths) to solve the problem.
Proof of Lemma 5.2. For ω ∈ Ω, let Y ω = H ω ∩ X. By hypothesis (H ω , Y ω ) has M -FFTP. We will assume that Γ(G, X ∪ H) is δ-hyperbolic.
In order to prove the lemma it is enough to consider the case when p is a minimal non-geodesic. Let q be a geodesic path in Γ(G, X) with q − = p − and q + = p + . We have to find M 2 = M 2 (λ, c, M, δ) and a non-decreasing function f : N → N such that d X (p(t), q(f (t))) ≤ M 2 . We will achieve this in three steps. In Step 1 we will show that p and q asyncronously K 1 -fellow travel "respecting long connected components", in Step 2 we slightly perturb the geodesic q in order to get that long subpaths of p and q that represent the connected components fellow travel, and in Step 3 we prove that p and the perturbed version of q obtained in Step 2 M 2 -fellow travel.
Let ε = ε(λ, c, 0) be the constant of Theorem 2.9. By Theorem 2.9 (1), (2) Let ε 2 = ε(λ, c, ε) be the constant of Theorem 2.9. Suppose that
Claim: There exist components q 1 < · · · < q n of q such that q i is connected to
By Theorem 2.9 (2) and (3), there exist components q 1 < · · · < q n of q and a permutation σ of {1, . . . , n} such that for each i = 1, . . . , n, p i and q σ(i) are connected,
The lack of backtracking in both p and q implies that an isolated component p i cannot be connected to two different isolated components of q. Also notice that d
We will show that σ is the identity. Suppose that i > σ(i) for some i. Let s be the subpath of p from p − to ( p i ) + and r the subpath of q from q − to q σ(i) + .
Then s and r are ε-similar (λ, c)-quasi-geodesics without backtracking. Hence, by Theorem 2.9(2), the components p 1 , . . . , p i−1 are connected to some components of s. Since q does not backtrack, for l = 1, . . . , i − 1, p l should be connected to q σ(l) . Thus q σ(1) , . . . , q σ(i−1) lie in s, contradicting that i > σ(i). See figure 2 . A similar argument holds if i < σ(i). This completes the proof of the claim.
Step 1: Construct a constant K 1 and a non-decreasing function h : N → N such that d X ( p(t), q(h(t)) ≤ K 1 for all t ∈ N and for i = 1, . . . , n, if p(t) = (
We define the function h recursively. For t = 0, h(t) = 0. For t ≥ ( p), h(t) = ( q). For i = 1, . . . , n, and t satisfying p(t) = ( p i ) − set h(t) such that q(h(t)) = ( q i ) − . Similarly for t satisfying p(t) = ( p i ) + set h(t) satisfying that q( h(t)) = ( q i ) + . Now take t ∈ N, where h(t) is not defined. Let t 1 (resp. t 2 ) the greatest value (resp. lowest value) such that t 1 < t < t 2 and that h has been defined at t 1 and t 2 . By Theorem 2.9(1) there exists t such that d X ( p(t), q(t )) ≤ ε. If h(t 1 ) ≤ t ≤ h(t 2 ) set h(t) = t . If it is not the case we will define h(t) later. We repeat this process as often as possible.
Let κ = κ(λ, c, δ, ε) be the constant provided by Lemma 2.3, and let K be a constant satisfying the equation (3) below:
Claim. Suppose that h is defined on t 1 and t 2 , t 1 < t 2 , and that for all t, t 1 < t < t 2 and all t , h(t 1 ) < t < h(t 2 ), we have d X ( p(t), q(t )) > ε. We claim that t 2 − t 1 ≤ K.
Assume t 2 − t 1 > K. We are going to derive a contradiction.
, and furthermore by (3)
By Lemma 2.3, there is t , h(t 1 ) ≤ t ≤ h(t 2 ) such that d X∪H (v, q(t )) ≤ κ. Thus the quasi-geodesic q meets the ball B(v, κ) of center v and radius κ. By (5), q(h(t 1 )) and q(h(t 2 )) are outside of B(v, κ). By Theorem 2.9(1), there exists t 3 ∈ N such that d X ( q(t 3 ), v) ≤ ε. By the hypothesis of the claim either t 3 < h(t 1 ) or t 3 > h(t 2 ). Suppose the former. The latter is similar. See Figure 3 . < < Figure 3 . The quasi-geodesics p and q.
Let γ 1 be a geodesic from v to q(t 3 ), γ 2 a geodesic from v to q(t ), s the subpath of q from q(t 3 ) to q(t ) and γ 3 a geodesic path with s − = (γ 3 ) − and s + = (γ 3 ) + . Then γ 1 , γ 2 and γ 3 form a geodesic triangle. See Figure 4 . By Lemma 2.2 γ 3 and s belong to the κ-neighborhood of each other, and therefore q(h(t 1 )) lies in the (δ+κ)-neighborhood of γ 1 ∪γ 2 . Suppose q(h(t 1 )) lies in the (δ+κ)-
, which again contradicts (5). These are the desired contradictions and hence we have proved the claim and obtained that
). Now we can complete the definition of h, by setting (for example), for each t where h was not defined h(t) = h(t 1 ), where t 1 is the greatest value smaller that t for which h was defined. In particular d X ( p(t), q(h(t))) ≤ K(ε 2 + 2ε) + ε for every t. We finish by letting K 1 := K(ε 2 + 2ε) + ε. Now, for i = 1, . . . , n, let p i be the subpath of p that is sent to the component p i via the construction 3.4, and similarly for q i . Note also that since we are assuming that there are no trivial shortenings, p i is a geodesic path in (
Step 2: Modify q such that the subpaths p i of p and q i of q K 2 -fellow travel, where We replace the subpaths q i of q by the paths q i to obtain q . Notice that since q i is geodesic (q i ) ≤ (q i ). But since q is geodesic, (q i ) = (q i ). Therefore (q) = (q ) and q = q. Step 3: Construct a constant K 3 and a non-decreasing function f :
For each t ∈ [0, ( p(t))] there are t , t ∈ N such that p(t) = p(t ) and q (h(t )) = q (t ). We set f (t ) = t . This partially defines f . The function f is non-decreasing and d X (p(t), q (f (t)) ≤ K 1 for all t for which f is defined.
Let s be a subpath of p such that Lab(s) ∈ Y * ω for some ω ∈ Ω and such that s is not contained in any bigger subpath of p whose label lies in Y * ω . Suppose that s − = p(t 1 ) and s + = p(t 2 ). Then f is defined at t 1 and t 2 , but it is not defined at t 1 < t < t 2 . We will discuss now how to define f in these intervals.
If s = p then, since p has no trivial shortenings, p is geodesic, contradicting our hypothesis.
If s = p i for some i = 1, . . . , n, then by construction q (f (t 1 )) = (q i ) − and q (f (t 2 )) = (q i ) + . By Step 2, q i and p i asynchronously K 2 -fellow travel and we can extend f for t 1 < t < t 2 such that d
Step 3 is done by setting
This also concludes the proof of the lemma, if we let M 2 := K 3 .
Cayley graphs with bounded conjugacy diagrams
Let G be a group and X a symmetric generating set. By an n-gon in Γ(G, X) we mean a sequence of paths p 1 , p 2 , . . . , p n such that (p i ) + = (p i+1 ) − for i = 1, . . . , n − 1, and (p n ) + = (p 1 ) − .
A conjugacy diagram over (G, X) is a quadruple (p, q, r, s) where p and q are paths, r, s are geodesic paths with the same label and psq −1 r −1 is a 4-gon in Γ(G, X). See Figure 6 .
Suppose that (p, q, r, s) and (p , q , r , s ) are conjugacy diagrams. We write (p, q, r, s) ∼ (p , q , r , s ) if Lab(p ) and Lab(q ) are cyclic permutations of Lab(p) and Lab(q), respectively. Let λ ≥ 1 and c ≥ 0. A conjugacy diagram (p, q, r, s) is all (p , q , r , s ) ∼ (p, q, r, s) .
Let k ≥ 0. We will say that (G, X) has k-bounded minimal conjugacy (λ, c)-diagrams if for every minimal conjugacy (λ, c)-diagram (p, q, r, s) (6) min{max{ (p), (q)}, (r)} ≤ k.
Example 6.1. Let G be a finitely generated abelian group and X any finite symmetric generating set. Then (G, X) has 0-bounded minimal conjugacy (1, 0)-diagrams. More generally, if G is a finitely generated finite-by-abelian group, then every conjugacy class is finite, and two elements in the same conjugacy class are conjugated by an element of the finite subgroup. This is exactly the class of BFC-groups (groups with bounded finite conjugacy classes) studied by B. H. Neumann [19] .
The idea behind bounded minimal conjugacy (1, 0)-diagrams comes from solving the conjugacy problem in free groups when working over free generating sets. There, two words are conjugate if after cyclic reduction one word is a cyclic permutation of the other. In particular, minimal conjugacy (1, 0)-diagrams have the bound k = 0. This can naturally be generalized to hyperbolic groups, which is the main class of groups with minimal bounded conjugacy (λ, c)-diagrams. The following lemma is a well known result, which can be found in a slightly different version in [1, III.Γ.Lemma 2.9] and [2, Lemma 7.3] . We notice that its proof only depends on the δ-hyperbolicity of the Cayley graph, and it remains valid if one relaxes (local)-geodesics to quasigeodesics. We leave the details of the proof to the reader. Lemma 6.2. Let G be a group and Z a (possibly infinite) generating set such that
The previous lemma motivates the following definition. Definition 6.3. Let G be a group and X a generating set. We say that (G, X) has bounded conjugacy diagrams (BCD) if there is some k ≥ 0 such that (G, X) has k-bounded minimal conjugacy (1, 0)-diagrams.
That is, a group has BCD if the minimal conjugacy diagrams (p, q, r, s), where p and q are cyclic geodesics, are universally bounded by a constant. Example 6.4. As already mentioned, abelian and hyperbolic groups have BCD with respect to any generating set.
It is not hard to see that right-angled Artin groups have BCD with respect to the standard generating set.
The BCD property turns out to be useful for efficiently solving the conjugacy problem (see [2, Section 7] or Remark 7.18). However, in order to prove the regularity of the language of conjugacy geodesics in Section 8, a weaker condition suffices.
Definition 6.5. Let B ≥ 0. We say that a group has the property B-NSC, which stands for the neighboring shorter conjugate property, if for any cyclic geodesic U , (U ) ≥ B, where U is conjugate to some element of length strictly less than (U ), there is a cyclic permutation U of U and g ∈ G, |g| X ≤ B, such that |gU g −1 | X < (U ).
We say then that (G, X) satisfies the NSC property if there is some B ≥ 0 such that (G, X) is B-NSC.
Remark 6.6. If (G, X) has A-BCD then it also has A-NSC, where A ≥ 0.
Conjugacy diagrams in relatively hyperbolic groups
In this section we assume that G is hyperbolic with respect to {H ω } ω∈Ω , X is a finite symmetric generating set of G and H = ∪(H ω − {1}). Also, λ ≥ 1 and c > 0 are fixed constants.
We first need the following result, which is a version of [26, Proposition 3.2].
Lemma 7.1. There exists D = D(G, X, λ, c) > 0 such that the following hold. Let P = p 1 p 2 . . . p n be an n-gon and I a distinguished subset of sides of P such that if p i ∈ I, p i is an isolated component in P, and if
For the rest of the section D will denote the constant of Lemma 7.1, and we assume D > 1.
Corollary 7.2. Let p 1 p 2 p 3 p 4 be a 4-gon, where all components of p 1 are isolated, and
Proof. Consider the polygon with sides p 2 , p 3 , p 4 and the edges of p 1 . Let I be the (isolated) components of p 1 . By Lemma 7.1, the total sum of the X-length of the components of p 1 is less than or equal to ( (
We need some extra terminology. A minimal conjugacy (λ, c)-diagram (p, q, r, s) in Γ(G, X ∪ H) is without vertex backtracking if none of the cyclic permutations of Lab(p) and Lab(q) vertex backtracks. Finally, we say that p (resp. q) is parabolic if Lab(p) (resp. Lab(q)) represents an element of a parabolic subgroup.
From now on (p, q, r, s) will be a minimal conjugacy (λ, c)-diagram without vertex backtracking, and K > 0 the constant of Lemma 6.2 for (G, X ∪ H), that is, either max{ (p), (q)} ≤ K or (r) ≤ K. The rest of this section is concerned with analyzing such minimal conjugacy diagrams, in a first instance arriving at Theorem 7.13, where these diagrams are shown to be bounded (in terms of X-length) if p and q are not parabolic, and culminating with the proof of Theorem 1.5.
The first and easiest case is when all components are isolated.
Corollary 7.3. If all components of (p, q, r, s) are isolated, then
Proof. By Lemma 6.2 min{max{ (p), (q)}, (r)} ≤ K. Now the result follows by applying Corollary 7.2.
In order to deal with non-isolated components, we need to exploit the minimality of (p,
Proof. The proof of this lemma is easiest to follow while consulting Figure 7 . Suppose v is not adjacent to the first edge of r, and let r 1 be the subpath of r from v to r + . Note that (r 1 ) ≤ (r) − 2. Let z ∈ X ∪ H be the label of the edge form u to v, and let p 1 be the subpath of p from p − to u and p 2 be the subpath of p from u to p + .
Let
If p is the path with label U 2 U 1 starting at u, and r and s the paths with labels zV 1 starting at p − and p + , respectively, it is easy to check that q = q satisfies q − = r + and q + = s + .
Thus (p , q , r , s ) is a conjugacy diagram, (r ) = (r 1 ) + 1 < (r) and Lab(p ) and Lab(q ) are cyclic permutations of Lab(p) and Lab(q), and hence (p , q , r , s ) ∼ (p, q, r, s). This contradicts the minimality of (p, q, r, s).
The next lemma shows that if two consecutive sides of (p, q, r, s) have connected components, these components occur at the same corner.
Lemma 7.5. If p has a component connected to a component of r, it must be the first edge of p and the first edge of r, and the same behavior on the corners hold for the pairs of sides (q, r), (p, s) and (q, s).
Proof. Suppose that p 1 is a component of p, r 1 a component of r, and p 1 and r 1 are connected H ω -components. Also suppose that r 1 is not the first edge. Then (r 1 ) + is not adjacent to the first edge of r, and d X∪H ((r 1 ) + ), (p 1 ) + ) ≤ 1, which contradicts Lemma 7.4. So r 1 must be the first edge of r.
Suppose now p 1 is not the first edge of p, that is, ( Thus there is ω ∈ Ω such that Lab(p 1 ) = h 1 ∈ H ω , and Lab(p) ≡ U h 1 . Since p is not parabolic, U is non-empty. Suppose that Lab( If (p , q, r , s ) does not satisfy the claim of the lemma, then there is a component p 1 of p connected to a component s 1 of s with d X ((s 1 ) − , (s 1 ) + ) > m. By Lemma 7.5, p 1 is the last edge of p and s 1 the first edge of s . Thus there is µ ∈ Ω such that Lab(p 1 ) = g 1 and Lab(s 1 ) = g 2 ∈ H µ . Recall that on one hand Lab(s 1 ) = h 3 ∈ H ω , and on the other hand Lab(s 1 ) = g 2 ∈ H µ . Since |Lab(s 1 )| X > m, it follows by Lemma 3.2 that µ = ω. Hence Lab(p) ≡ U g 1 h 1 with g 1 , h 1 ∈ H ω , contradicting the no vertex backtracking hypothesis.
Similarly we obtain the following. 
Proof. Suppose that (s) = 1. Then the result follows from either Lemma 7.6 or Lemma 7.7. If (s) > 1 and a component of s is connected to a component of p, then it has to be the first one by Lemma 7.5, and by Lemma 7.6 we obtain a minimal conjugacy (λ, c)-diagram (p , q, s , r ) ∼ (p, q, r, s) 
Lemma 7.9. Suppose that (p) > λ(2K + 1 + c). Then (q) > 1, (r) = (s) ≤ K and no component of r is connected to a component of s.
Proof. Let u be a vertex of r and v a vertex of s.
In particular (q) > 1 and no component of r is connected to a component of s.
We can deal now with the case when p or q is long.
Proof. By Lemma 7.9 neither p nor q is parabolic. By Corollary 7.8 there is (p , q , r , s ) ∼ (p, q, r, s) such that if a component s 1 of s is connected to a component of p or of q then d X ((s 1 ) − , (s 1 ) + ) ≤ m. By Lemma 7.9 no component of s is connected to a component of r , so all the components of s are either isolated or are connected to p or q and have X-length less than m. By Lemma 7.5 there are at most 2 components of s connected to components of p or q . Consider the polygon with sides p , q , r and the edges of s . This polygon has at most K + 3 sides and we set I to be the set of isolated components of s . Applying Lemma 7.1 we obtain that the sum of the X-lengths of the isolated components of s is at most (K + 3)D. By the previous discussion, the sum of the X-length of the non-isolated components of s is at most 2m. Since
The following is immediate from the fact that (p, q, r, s) is minimal. Lemma 7.12. Suppose that (r) = (s) > 1 and p is not parabolic. Then
Proof. Let I be the set of components of p.
Our strategy is to bound t∈I d X (t − , t + ). Notice that for all (p , q , r , s ) ∼ (p, q, r, s), Case 1: We consider first the case when a component of p has components connected to r and s. In this case, by Lemma 7.5 there are only two non-isolated components of p: the first edge p 1 of p connected to the first edge r 1 of r and the last edge p 2 of p connected to first edge s 1 of s. Since p is not parabolic, p 1 = p 2 . Consider the 6-gon abcdef obtained from (p, q, r, s) by "cutting the bottom corners". See Figure  8 . That is, a is the subpath of r from (r 1 ) + to r + , b = q, c is the subpath of s −1 from s + to (s 1 ) + , d is an edge from (s 1 ) + to (p 2 ) − labeled by Lab(s 1 ) −1 Lab(p 2 ) −1 ∈ H, e is the (possibly empty) subpath of p −1 from (p 2 ) − to (p 1 ) + and finally f is the edge from (p 1 ) + to (r 1 ) + labeled by Lab(p 1 ) −1 Lab(r 1 ) ∈ H. Then all the sides of abcdef are (λ, c)-quasi-geodesics and all the components of e are isolated by construction.
To prove the claim, we assume that f is not isolated and d X (f − , f + ) > m. Suppose that r 1 and p 1 are H ω -components. Then f is an H ω -component, and since d X (f − , f + ) > m, it is not an H ν -component, for any ν = ω. Thus, if f is connected to other component t of abcdef it must be an H ω -component. By Lemma 7.5, p 1 is not connected to a component of s and thus t can not be a component of c. By Lemma 7.11, p 1 is not connected to a component of q and thus t can not be a component of b. Since r is geodesic t cannot be a component of a, and since p has no vertex backtracking, t cannot be a component of e. Thus t = d. Then t is an H ω -component, and since s 1 is also an H ω -component, this implies that p 2 is an H ω -component and is connected to p 1 , contradicting the fact that p has no vertex backtracking. The claim is proved.
Similarly we get:
We consider the polygon with sides a, b, c, d, f and the edges of e. This is a polygon with at most (p) + 3 sides and all its sides are (λ, c)-quasi-geodesics. Recall that I is the set of components of p. Let I be the set of isolated components in e together with d and f in case they are isolated. Then by Lemma 7.1 the total sum of the X-length of the components of I is ( (p) + 3)D. By Claim 1 and Claim 2, max{d
The lemma now follows easily.
Case 2: We consider now the case when p has no component connected to s. In this case, by Lemma 7.5, the only non-isolated component is the first edge p 1 of p connected to the first edge r 1 of r.
Let s 1 be the first edge of s. If r 1 is an H ω -component, so is s 1 . By hypothesis, s 1 is not connected to a component of p. Since (s) > 1, if follows from Lemma 7.5 that s 1 is not connected to a component of q. Since s is geodesic, s 1 is not connected to a component of s. Suppose s 1 is connected to a component r 2 of r. Then there is a vertex v = (r 2 ) + of r (the furthest away from r − ) such that d X∪H (u, v) ≤ 1, where u = p + = (s 1 ) − , and hence, by Lemma 7.4, u is a vertex of r 1 and thus r 2 = r 1 . If r 1 and s 1 are connected, we obtain a contradiction to the non-parabolicity of p. Therefore s 1 is isolated.
We consider the 6-gon abcdef obtained from (p, q, r, s) by "cutting the bottom left corner". See Figure 9 .
That is, a is the subpath of r from (r 1 ) + to r + , b = q, c is the subpath of
1 , e is the subpath of p −1 from p + to (p 1 ) − and finally f is the edge from (p 1 ) + to (r 1 ) + labelled by Lab(p 1 ) −1 Lab(r 1 ) ∈ H. Then all the sides of abcdef are (λ, c)-quasi-geodesics and all the components of e are isolated by construction, and d is an isolated component.
Arguing in a similar way as in Claim 1 we obtain: Figure 9 . Polygon abcdef for Case 2.
We consider the polygon with sides a, b, c, d, f and the edges of e. This is a polygon with at most (p) + 4 sides and all its sides are (λ, c)-quasi-geodesics. Let I be the set of isolated components in e together with f if it is isolated. Then by Lemma 7.1 the total sum of the X-length of the components of I is ( (p) + 4)D. Thus from Claim 3 we get that d
Hence
The lemma now easily follows.
Notice that so far we have not used any facts about the Cayley graphs of the parabolic subgroups. Collecting all the results until now we have the following general statement about conjugacy diagrams. Theorem 7.13. Let G be a finitely generated group, hyperbolic relative to a collection of subgroups {H ω } ω∈Ω . Let X be a finite symmetric generating set of G, H = ∪ ω∈Ω (H ω − {1}) and λ ≥ 1 and c ≥ 0.
There exists a constant k ≥ 0 such that for every minimal conjugacy (λ, c)-diagram without vertex backtracking (p, q, r, s), where p and q are not parabolic, one can find (p , q , r , s ) ∼ (p, q, r, s) such that
Proof. We set k = max{(2K + 3)D + 2m, 4(λ(2K + 1 + c) + 4)D + 4m}
Suppose that max{ (p), (q)} ≥ λ(2K + 1 + c). Then by Lemma 7.10 there is (p , q , r , s ) ∼ (p, q, r, s) such that d X (r − , r + ) ≤ (2K + 3)D + 2m ≤ k. Suppose that max{ (p), (q)} ≤ λ(2K +1+c). Since p and q are not parabolic, Lemma 7.12 implies, max{d
Lemma 7.14. Suppose that p is parabolic (and hence p is a component) and it is connected to a component of q. Then Lab(p), Lab(q), Lab(r), Lab(s) are letters of some H ω .
Proof. If p is an H ω -component connected to an H ω -component of q, after a cyclic permutation of q, we can assume that this component of q is a the first edge of q and Lab(r) ≡ Lab(s) ∈ H ω . Since no cyclic permutation of Lab(q) is allowed to have vertex backtracking due to the fact that (p, q, r, s) is minimal, we can conclude that q is of length one and hence parabolic.
Lemma 7.15. Assume that for every ω ∈ Ω and every h ∈ H ω , |h| X = |h| X∩Hω and (H ω , X ∩ H ω ) has A-BCD. Suppose that there is a cyclic geodesic word over X ∩ H ω representing h ∈ H ω . For any h , g ∈ H ω such that h = gh g −1 , we have |h| X ≤ 2A + |h | X .
Proof. If |h| X∩Hω = |h| X ≤ A there is nothing to prove. So assume |h| X∩Hω ≥ A. Since h is conjugate to h , there exists a cyclic geodesic word U over X ∩ H ω such that (U ) ≤ |h | X∩Hω and U represents some conjugate of h. Let V be a cyclic geodesic over X ∩ H ω representing h. Then there is an A-bounded minimal (1, 0)-diagram (p , q , r , s ) in (H ω , H ω ∩ X) with p and q labeling cyclic permutations of V and U , respectively. Since |h| X∩Hω > A, it follows that (s ) = (r ) ≤ A. Then
Lemma 7.16. Assume that for every ω ∈ Ω and every h ∈ H ω , |h| X = |h| X∩Hω . Suppose that there is a cyclic geodesic word U over X ∩ H ω representing Lab(p) and p is not connected to a component of q.
cyclic permutation U of U and words V and
Proof. If p is not connected to a component of r or s, then p is isolated and by
If p is connected to a component of r, by Lemma 7.5, it has to be the first edge of r, and hence p is also connected to the first edge of s. Suppose that r 1 is the first edge of r, s 1 is the first edge of s and let p be a path of length one from (r 1 ) + to (s 1 ) + . Let r be the subpath of r from (r 1 ) + to r + and s the subpath of s from (s 1 ) + to s + .
We claim that d X (p − , p + ) ≤ 4D + m. Suppose the converse, i.e. d X (p − , p + ) > 4D + m. Then, by Corollary 7.2, p can't be isolated in the 4-gon p s q −1 r −1 . Also, p can't be connected to a component q 1 of q, since in this case, d X (p − , p + ) > m implies that q 1 is also an H ω -component and has to be connected to p. A similar argument shows that p can't be connected to a component of r or s . This leads to a contradiction, and hence the claim is proved.
(
+ m, the A-NSC property gives the existence of U , V and C with the desired properties.
The following theorem implies Theorem 1.5 of the Introduction.
Theorem 7.17. Let G be a finitely generated group, hyperbolic relative to a family of subgroups {H ω } ω∈Ω . Let Y be a finite symmetric generating set and H = ∪ ω∈Ω (H ω − {1}). There exists a finite subset H of H such that the following hold. For every finite symmetric set X satisfying
there is a finite subset Φ of non-geodesic words over X such that if W is a word over X with no trivial shortenings and without subwords in Φ then W represents the trivial element if and only if W is empty. Moreover,
has BCD for all ω ∈ Ω, then there is a constant B such that for every pair of words U and V over X representing conjugate elements in G and such that none of its cyclic shifts have trivial shortenings or contain subwords in Φ, there is an element g ∈ G and cyclic shifts U of U and V of V such that gU g −1 = G V and
Proof. Let Y be a finite symmetric generating set. Let λ, c, H and the constants and set provided by the Generating Set Lemma (Lemma 3.5). Let X be any symmetric generating set of G satisfying Y ∪ H ⊆ X ⊆ Y ∪ H and let Φ = Φ(X) be the set of non-geodesic words produced by the Generating Set Lemma. For any word W over X such that none of its cyclic shifts have trivial shortenings or contain a word in Φ as subwords, the Generating Set Lemma implies that W is a cyclic (λ, c)-quasi-geodesic without vertex backtracking. In particular, if W represents the trivial element, it has to be empty, and thus W is empty. Also, we have that
(a) Assume that (H ω , H ω ∩ X) have A-BCD for all ω ∈ Ω, where A ≥ 0. Let U, V be two words over X representing conjugate elements such that no cyclic shifts have trivial shortenings or contain subwords in Φ. Let (p, q, r, s) be a minimal conjugacy (λ, c)-diagram in Γ(G, X ∪ H), where Lab(p) and Lab(q) are some cyclic permutations of U and V , respectively. If U and V do not represent an element of a parabolic subgroup, we obtain by Theorem 7.13 that there exist a cyclic permutation U of U and a cyclic permutation V of V and g ∈ G such that gU g −1 = V and min{max{ (U ), (V )}, |g| X } ≤ k, where k is the constant provided by Theorem 7.13.
So we only need to consider the case when U or V labels elements of the parabolic subgroups.
Remark 7.18. We here observe that Theorem 7.17 provides a cubic-time algorithm for solving the conjugacy problem in groups hyperbolic relative to abelian subgroups. This algorithm is in the same spirit as [2, Algorithm 7.A].
The conjugacy problem in groups hyperbolic with respect to parabolic subgroups where the conjugacy problem is solvable has been shown to be solvable by Bumagin in [4] . Rebbechi ([27] ) has shown that groups hyperbolic with respect to abelian subgroups are biautomatic, so this also implies the solvability of the conjugacy problem in the main class of groups considered in this paper.
Suppose that G is a finitely generated group, hyperbolic relative to a family {H ω } ω∈Ω of abelian subgroups. Using Theorem 7.17 we can find a finite generating set X and a finite set Φ of non-geodesic words over X. Let B be the constant provided by Theorem 7.17(a). We assume that the sets X and Φ have been provided to us, and do not include the complexity of obtaining these sets in our discussion below. This approach is often employed when considering algorithmic problems in hyperbolic groups, where a Dehn presentation is assumed, and the complexity of obtaining such a presentation from an arbitrary one is incorporated into a constant (produced by a computable function that took into account various parameters of the presentation).
Given a word U over X ∩ H ω , since H ω is abelian, one can find in O( (U )) steps a geodesic word U over X ∩ H ω that is geodesic. Therefore, given a word W over X, one can produce in a linear number of steps a word W , (W ) ≤ (W ), that cyclically has no trivial shortenings and represents a conjugate of W . Using the same argument as that in [2, Algorithm DA], from a word W that cyclically has no trivial shortenings, when replacing subwords in Φ by geodesic words representing the same elements, we can produce a word W that cyclically has no subwords in Φ and such that W represents a conjugate of W with (W ) ≤ (W ). Moreover, if W represents the trivial element, W is empty. We call this algorithm "the reducing algorithm."
Now given two words U and V , we use the reducing algorithm to produce in a linear number of steps words U and V that cyclically have no trivial shortenings and do not contains subwords in Φ. By Theorem 7.17(a) either max{ (U ), (V )} ≤ B, and we decide if U and V are conjugate in a constant number of steps (depending on B), or max{ (U ), (V )} > B, and we know that if U and V are conjugate, then there are cyclic shifts U of U and V of V and a conjugator of length at most B. Then we can decide if U and V are conjugate by applying the reducing algorithm to all words of the form CU C −1 (V ) −1 , where C is a word of length less than B and U and V are cyclic shifts of U and V , respectively. The number of such words is O( (U ) · (V )). Thus the complexity of the algorithm is O(( (U ) + (V )) (U ) (V )).
We remark that [2] argues that in the hyperbolic case it is only necessary to check whether cyclic shifts of U are conjugate to V by a word of a bounded length. This is the reason why the algorithm there is quadratic. It might be possible that a similar situation occurs in this context. Also notice that the algorithm provides a conjugator for U and V in case U and V are conjugate. By keeping track of the cyclic reductions necessary to obtain U Proof of Corollary 1.7: the parabolic subgroups are abelian. Since abelian groups have FFTP and BCD with respect to any finite generating set, the result follows from Corollary 8.2 by taking X = Y ∪ H .
To deal with virtually abelian parabolic subgroups we need the following proposition. We remark here that Derek Holt has produced an example of a virtually abelian group that does not have BCD with the generating set used in the proof of Proposition 8.3. Proposition 8.3. Let G be a finitely generated virtually abelian group. Any finite generating set of G is contained in a finite symmetric generating set with NSC and FFTP.
Proof. We will refer a number of times to the proof of [6, Proposition 3.3] , and in particular, the generating set we work with here is the one used in that proof, as well as in [15, Prop. 6.3] . We also need to introduce some terminology. For a set A and x 1 , . . . , x n ∈ A we say that V ≡ x 1 . . . x n is a piecewise subword of a word W over A if W belongs to the set x 1 A * x 2 A * · · · Ax n A * .
Let Z 0 be a generating set for G and N G be abelian of finite index in G. Complete Z 0 , if necessary, to assume that ∪ z∈Z 0 zN = G.
We build the generating set Z for G as follows. Let Y := (Z 0 −N ) ±1 . Let X be the set of all x ∈ N such that x = G W = G 1 for some W ∈ Y * with (W ) 4. Finally, let X be the closure of the set (Z 0 ∩ N ) ∪ X in G under inversion and conjugation, and let Z := X ∪ Y . Then In order to see that (G, Z) has FFTP, it is enough to check that Z is in fact one of the generating sets produced by Neumann and Shapiro in [20, Proposition 4.4] to show that any virtually abelian group has FFTP. We need to show that (G, Z) also has NSC.
Let L := ConjGeo(G, Z) be the set of conjugacy geodesics of G over Z. Then L := ConjGeo(G, Z) ⊆ L, and so L can be partitioned as the union of the subsets L 0 := L ∩ X * , L 1 := L ∩ X * Y X * , and L 2 := L ∩ X * Y X * Y X * . The set C := CycGeo(G, Z) can also be partitioned as the union of the subsets C 0 = C ∩ X * , C 1 := C ∩ X * Y X * , and C 2 := C ∩ X * Y X * Y X * .
It was shown in the proof of [6, Proposition 3.3 
Thus if U ∈ X * is a cyclic geodesic, there is no word strictly shorter than U that is conjugate to it, and the NSC property is vacuous in this case.
We now turn to C 1 − L 1 . One can further partition the set L 1 = ∪ r∈Y L 1,r , where L 1,r := {v 1 rv 2 ∈ L | v 1 , v 2 ∈ X * } for each r in Y . It was shown in the proof of [6, Proposition 3.3] that the set L 1,r is exactly the set of all words that do not contain a piecewise subword lying in a particular finite set, denoted there by S 1,r ⊂ X * rX * . The set S 1,r is by construction closed under Y −shuffles and shuffles, so in particular under cyclic permutations. (An operation on words over Z given by replacement ayxb → ax y −1 yb with a, b ∈ Z * , x ∈ X, and y ∈ Y is called a Y -shuffle. An operation on words over X given by a replacement ux i x j v → ux j x i v is a shuffle.) The set S 1,r can thus be seen as the set of minimal non-conjugacy geodesic words in X * rX * , and so for each word W in S 1,r there is a g W ∈ G such that |g Let V ∈ C 1 − L 1 . Then it contains a piecewise subword in S := ∪ r∈Y S 1,r . So V ≡ V 0 a 1 V 1 a 2 V 2 · · · a n V n , where a 1 a 2 . . . a n ∈ S, V 0 , . . . , V n ∈ X * . After Y -shuffles and shuffles we can obtain a word V , such that V = G V and V ≡ U W , where U ∈ X * and W ∈ S and (U ) + (W ) = (V ) = (V ) . Take the element g W and notice that
by construction |g A similar argument works for C 2 − L 2 . There is a constant, call it k 2 , such that for every V ∈ C 2 − L 2 there is a g ∈ G, |g| < k 2 , for which V satisfies |g −1 V g| < |V |.
Then (G, Z) has k-NSC, where k = max{k 1 , k 2 }.
Proof of Corollary 1.7 when parabolic subgroups are virtually abelian. The result follows from Corollary 8.2 by taking X = Y ∪ H and then using Proposition 8.3 to add the elements of H to X to guarantee that (H ω , X ∩ H ω ) is FFTP and NSC for all parabolic subgroup H ω .
