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Abstract
We introduce a general framework for the reconstruction of periodic multivariate functions from finitely
many and possibly noisy linear measurements. The reconstruction task is formulated as a penalized convex
optimization problem, taking the form of a sum between a convex data fidelity functional and a sparsity-
promoting total variation based penalty involving a suitable spline-admissible regularizing operator L. In this
context, we establish a periodic representer theorem, showing that the extreme-point solutions are periodic
L-splines with less knots than the number of measurements. The main results are specified for the broadest
classes of measurement functionals, spline-admissible operators, and convex data fidelity functionals. We
exemplify our results for various regularization operators and measurement types (e.g., spatial sampling,
Fourier sampling, or square-integrable functions). We also consider the reconstruction of both univariate and
multivariate periodic functions.
Keywords. Periodic operators, splines, total variation norm, optimization on measure spaces, representer
theorems, native spaces.
1 Introduction
1.1 Total Variation Regularization for Periodic Inverse Problems
The development of optimization-based methods for the reconstruction of functions from finitely many linear
measurements has been an important subject of recent investigation. This paper participates to this effort by
considering the special case of periodic functions defined over the d-dimensional torus. More specifically, our goal
is to recover an unknown periodic function f0 from finitely many observations y1, . . . , yM ∈ R of the latter. The
real function f0 is defined over the torus Td = Rd/2piZd with ambiant dimension d ≥ 1. The M observations
y1, . . . , yM are possibly noise-corrupted versions of noiseless measurements depending linearly on f0. This linear
relationship can be modelled in terms ofM linear measurement functionals f 7→ 〈νm, f〉 ∈ R, m = 1, . . . ,M . Note
that since the unknown function f0 is infinite-dimensional and the data finite-dimensional, the reconstruction
task is dramatically ill-posed and must therefore be regularized. This can be achieved by considering a convex
penalized optimization problem of the form
f˜ ∈ arg min
f
E(y,ν(f)) + λ‖Lf‖M, (1)
where:
• E is a suitable convex cost functional encouraging the measurement vector ν(f) = (〈νm, f〉)m=1...M to be
close to the observation vector y = (y1, . . . , yM ).
• L is a suitable regularizing operator acting on periodic functions.
• ‖·‖M is the total variation (TV) norm of a periodic Radon measure.
• λ is a positive constant defining the penalty strength.
The penalty term λ‖Lf‖M in (1) helps regularizing the ill-posed reconstruction problem. Moreover, the total
variation norm is known to promote sparse spline-like solutions [1], similarly to the `1 norm in finite dimension.
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1.2 Comparison with Previous Works
Discrete `1 reconstruction methods. The problem of reconstructing an unknown physical quantity, or sig-
nal, from incomplete measurements has a rich history in applied mathematics, dealing both with discrete and
continuous settings. In the former, the signal is modeled as a vector (finite dimensional setting) or a sequence
(infinite dimensional discrete setting). The problem is then ill-posed in the sense that we do not have enough
measurements to uniquely characterize the unknown vector (underdetermined system of equation). Regular-
ization methods have been introduced in order to make the problem well-posed, starting with the Tikhonov
regularization based on the `2-norm [2], also known as ridge regression in statistics [3]. In the 90’s, it has been
recognized that `1 regularizations are much better for providing sparse and interpretable reconstructions, leading
to the LASSO [4] and the basis pursuit [5] and then inspiring the field of compressed sensing [6–10]. These
ideas have been initially developed in finite dimension, and have been extended to infinite-dimensional settings
by several authors [11–17].
Dirac recovery and optimization over measure spaces. Many physical quantities are not adequately
described using the discrete formalism introduced above. This is typically the case for applications where the
physical phenomenon of interest involves point sources lying in a continuum, often modeled as Dirac streams
w0 =
∑
akδxk , i.e. weighted sums of Dirac impulses. Such generalized functions are characterized by a finite rate
of innovation, which is a continuous-domain generalization of the classically discrete notion of sparsity [18, 19].
A key problem is then to reconstruct the unknown Dirac stream from finitely many observations.
In [20, 21], CandÃĺs and Fernandez-Granda considered the super-resolution problem, aiming at recovering
w0 from low-pass Fourier measurements. Remarkably, they showed that it is possible to reconstruct perfectly
the infinite-dimensional measure from finitely many Fourier measurements as soon as the Dirac impulses are
sufficiently far apart. In this framework, the reconstructed Dirac stream is the solution of an optimization task
over Radon measures, where the TV norm is used as a regularization, which corresponds to (1) with L = Id.
Optimization problems over measure spaces can be traced back to the 20th century [22, 23], and have been the
topic of many works in the recent years [24–35]. These include algorithmic schemes adapted to Dirac recovery,
with recent applications to super-resolution microscopy [36] and cloud tracking [37].
TV beyond measures: the splines realm. Although relevant in some applications, Dirac stream recovery
remains quite specific. In particular, it cannot be applied to physical quantities admitting pointwise evalutations.
Generalizations of the framework to the reconstruction of such objects started with [1], with already some
roots in [23]. By adding a pseudo-differential operator to the regularization term, similarly to (1), this new
reconstruction paradigm was able to reconstruct smooth solutions while maintaining the sparsity-promoting effect
of the TV norm. In this setting, the Dirac streams are replaced by splines in the solution set. Splines are piecewise-
smooth functions with finite rates of innovation, whose smoothness can be adapted by adequately choosing
the differential operator [1, 38]. Since then, algorithmic schemes have been developed [39–42], and important
extensions have been proposed, generalizing the framework to other Banach spaces such as measure spaces over
spherical domains [43,44], hybrid spaces [45], multivariate settings [46], or more general abstract settings [47–49].
Applications include geophysical and astronomical data reconstruction [43, 44], neural networks [50, 51], and
image analysis [52].
Optimization in periodic function spaces. Several works for Dirac recovery have been developed over
the torus, and are therefore tailored for periodic Dirac streams [18, 20, 23, 24, 26, 32, 53]. Contrarily to the
non periodic setting, the extension to arbitrary periodic functions has only received a limited attention so far,
mostly in the works of Simeoni [43, 44]. There, the author considers functions over the d-dimensional sphere
Sd, which coincides with the univariate periodic case for d = 1. The proposed reconstruction framework is
however limited to invertible regularization operators, hence excluding important standard differential operators.
There are strong motivations to develop a periodic framework. Periodic reconstruction methods can be used
for the parametric representation of closed curves [54, 55] or the interpolation of periodic functions [56, 57].
They can also be used to model 2D acoustical and electromagnetic wave fields, encountered in the field array
signal processing [58–60]. Inverse problems for periodic functions have been considered with Tikhonov L2-
regularizations, a complete treatment being proposed in [61]. The present paper can be seen as the TV adaptation
of this work.
2
Generalized measurements. One specificity of the functional setting in comparison with its discrete coun-
terpart is that the measurement process, modelled via measurement functionals νm, deserves a special attention.
For infinite-dimensional optimization problems, the space of linear measurement functionals is indeed intimately
linked to the search space of the optimization problem. For instance, the search space for non periodic Dirac recov-
ery is the space of Radon measures, which can only be sensed by continuous functions vanishing at infinity [1,23],
possibly with additional smoothness technical conditions for specific tasks such as support recovery [26].
This problem has been addressed in various ways for generalizations of the Dirac recovery problem. The
main motivation is to determine whether some practical measurement procedures are adapted to the considered
optimization task. This includes spatial sampling or Fourier sampling, that were considered for instance in [39,
41], and that we shall also consider. Most of the time, theoretical works provide sufficient conditions on the
measurement functionals so that the optimization problem is well-posed and admits well-characterized solutions
via representer theorems [1]. However, to the best of our knowledge, the only framework providing necessary
and sufficient conditions over the measurement functionals to achieve this goal is proposed in the non periodic
setting [49]. As we shall see, our present work provides complete answers to such questions in the periodic setting.
1.3 Contributions and Outline
This paper introduces a very generic total variation-based optimization framework for the reconstruction of
periodic functions. Our main contributions are the following:
• We provide a rigorous and exhaustive functional-analytic framework for optimization problems of the
form (1). This requires (i) to identify the Banach space, called the native space, on which the optimization
problem is well-posed, and (ii) to characterize the space of the linear measurement functionals νm, called
the measurement space, such that the measurement process f 7→ 〈νm, f〉 is well-defined and has relevant
topological properties. To the best of our knowledge, our work is the first to date to provide a definitive
answer to both questions for arbitrary spline-admissible operators L.
• We demonstrate a representer theorem for the extreme-point solutions of the optimization problem (1). The
latter are periodic L-splines whose number of knots is smaller or equal to the number of measurements M .
This is the periodic counterpart of recent representer theorems obtained in non periodic settings [1,47,48].
Our representer theorem is moreover not directly deducible from these results.
• We give necessary and sufficient conditions for the admissibility of several measurement procedures often
used in practice to sense the unknown function f0. These conditions only depend on the properties of
the regularizing operator L. We consider notably the case of spatial sampling, Fourier sampling, and
square-integrable filtering.
• We exemplify our general framework on various classes of pseudo-differential operators and their correspond-
ing periodic splines. This includes classical differential operators such as the derivative and the Laplacian,
together with polynomial or fractional generalizations of the latter. We moreover introduce other opera-
tors whose splines, called Matérn and Wendland splines, are characterized by their excellent localization
properties. All the results, including the sampling-admissibility, are examplified on these operators. To the
best of our knowledge, this is the first characterization of the classical pseudo-differential operators that are
sampling-admissible. In addition, we provide Python routines for efficiently generating and manipulating
the various multivariate periodic L-splines considered in this paper on the public GitHub repository [62].
We give illustrative examples in dimension d = 1, 2, 3, prevailing in practice.
The paper is organized as follows. In Section 2, we introduce the class of spline-admissible periodic operators
and their corresponding L-splines. The native space and the measurement space of the optimization problem (1)
are constructed in Section 3. The periodic representer theorem associated to the optimization problem (1) is
derived in Section 4. Examples of admissible operators and of linear functionals are given in Sections 5 and 6
respectively. Finally, we conclude in Section 7.
2 Periodic Functions, Operators, and Splines
This section is dedicated to the introduction of periodic spline-admissible operators. We first provide some
definitions and results on functions, operators, and splines in the periodic setting.
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2.1 Periodic Function Spaces and Generalized Fourier Series
Generalized Periodic Functions. The Schwartz space of infinitely differentiable periodic functions is denoted
by S(Td). It is endowed with its usual nuclear Fréchet topology [63] associated to the familly of norms
‖ϕ‖N :=
 ∑
0≤|n|≤N
‖Dn{ϕ}‖22
1/2 , ∀ϕ ∈ S(Td), (2)
where N ∈ N, n := (n1, . . . , nd) ∈ Nd, |n| := n1 + · · · + nd, and Dn := Πdi=1∂nii . The topological dual
of S(Td), denoted by S ′(Td), is the space of continuous linear functionals f : S(Td) → R, called general-
ized periodic functions. The bilinear map 〈·, ·〉 : S(Td) × S ′(Td) → R, (ϕ, f) 7→ 〈f, ϕ〉 := f(ϕ) is called
the Schwartz duality product. The inner product notation is not fortuitous since when f ∈ L1(Td), we have
〈f, ϕ〉 = 1
(2pi)d
´
Td f(x)ϕ(x)dx. The space S ′(Td) can be endowed with the weak* topology, induced by the family
of semi-norms {‖f‖ϕ := |〈f, ϕ〉|, ϕ ∈ S(Td)}. This is the topology of pointwise convergence: a sequence of gen-
eralized periodic functions fn ∈ S ′(Td) converges to f ∈ S ′(Td) if limn→∞〈fn, ϕ〉 = 〈f, ϕ〉 for any test function
ϕ ∈ S(Td).
Generalized Fourier Series. For k ∈ Zd, we define the sinusoid function ek : x 7→ ei〈x,k〉, which is trivially
in S(Td). Any generalized periodic function f ∈ S ′(Td) can then be uniquely decomposed as f = ∑k∈Zd f̂ [k]ek,
where the convergence of the series holds in S ′(Td). The sequence (f̂ [k])k∈Zd ∈ CZd , called the Fourier sequence of
f , is slowly growing [64, Chapter VII]—i.e., such that |f̂ [k]| = O(‖k‖n) for some n ∈ N. The Fourier coefficients
are given by f̂ [k] := 〈f, ek〉 for any f ∈ S ′(Td). A periodic generalized function ϕ ∈ S ′(Td) is in S(Td) if and
only if its Fourier sequence is rapidly decaying—i.e., |ϕ̂[k]| = o(‖k‖−n), ∀n ∈ N.
Dirac Comb. The Dirac comb X ∈ S ′(Td) is characterized by the relation 〈X, ϕ〉 := ϕ(0) for any ϕ ∈ S(Td).
The Fourier sequence ofX is hence X̂[k] = 〈X, ek〉 = ek(0) = 1, yieldingX =
∑
k∈Zd ek. Seen as a generalized
function over Rd, we recover the usual definition of the Dirac comb, i.e., X =
∑
n∈Zd δ(· − 2pin), with δ the
Dirac impulse.
Periodic Sobolev Spaces. The periodic Sobolev space of smoothness τ ∈ R is defined by
Hτ2(Td) :=
f ∈ S ′(Td), ‖f‖2Hτ2 := ∑
k∈Zd
(1 + ‖k‖2)τ |f̂ [k]|2 <∞
 . (3)
It is a Hilbert space for the Hilbertian norm ‖·‖Hτ2 . Moreover, we have for any τ1, τ2 ∈ R with τ1 ≤ τ2 the dense
topological embeddings
S(Td) = ∩τ∈RHτ2(Td) ⊆ Hτ22 (Td) ⊆ Hτ12 (Td) ⊆ ∪τ∈RHτ2(Td) = S ′(Td). (4)
2.2 Periodic Spline-Admissible Operators and their Periodic Green’s Function
We denote by LSI(S ′(Td)) the space of linear, shift-invariant operators that are continuous from S ′(Td) to itself.
The following characterization in terms of Fourier sequences is well-known [61, Section II.A].
Proposition 1. Let L ∈ LSI(S ′(Td)). Then, the ek are eigenfunctions of L and the sequence of eigenvalues
(L̂[k])k∈Zd ⊂ C such that Lek = L̂[k]ek is slowly growing. Moreover, we have that, for any f ∈ S ′(Td),
L{f} =
∑
k∈Zd
L̂[k]f̂ [k]ek, (5)
where the convergence holds in S ′(Td). Conversely, any slowly growing sequence (L̂[k])k∈Zd specifies an operator
L ∈ LSI(S ′(Td)) via the relation (5).
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Remark. The relation (5) indeed specifies an element of S ′(Td) since the sequence (L̂[k]f̂ [k])k∈Zd is slowly
growing as the element-wise product between two slowly growing sequences.
Spline-admissible operators are operators L ∈ LSI(S ′(Td)) for which the notion of L-spline is well-defined.
They include classical differential operators, together with their fractional versions [65]. Splines are usually
considered over the complete real line [1]. We adapt here the construction to the periodic case.
Definition 1 (Pseudoinverse). Let L ∈ LSI(S ′(Td)). We say that L† ∈ LSI(S ′(Td)) is a pseudoinverse of L if it
satisfies the four relations LL†L = L, L†LL† = L†, (LL†)∗ = LL†, and (L†L)∗ = L†L.
Remark. The operator L† is also called the Moore-Penrose pseudoinverse [66]. When it exists, the pseu-
doinverse is known to be unique [67]. In our case, we shall see thereafter that the two relations LL†L = L
and L†LL† = L† are sufficient to characterize the pseudoinverse, and that they imply the self-adjoint relations
(LL†)∗ = LL† and (L†L)∗ = L†L.
Definition 2 (Spline-Admissible Operator). An operator L ∈ LSI(S ′(Td)) is said to be spline-admissible if
• it has a finite-dimensional null-space and
• it admits a pseudoinverse operator L† ∈ LSI(S ′(Td)).
Spline-admissible operators, their null space, and their pseudoinverse can be readily characterized by their
Fourier sequence as follows.
Proposition 2. Let L ∈ LSI(S ′(Td)) and set KL := {k ∈ Zd, |L̂[k]| 6= 0} and NL := {k ∈ Zd, |L̂[k]| = 0} =
Zd\KL. Then,
NL = {f ∈ S ′(Td) : f̂ [k] = 0, ∀k ∈ KL} = Span{ek, k ∈ NL}, (6)
where Span A is the closure of the span of A for the topology of S ′(Td). Hence, NL is finite dimensional if and
only if finitely many L̂[k] are null. Moreover, L admits a pseudoinverse L† ∈ LSI(S ′(Td)) if and only if the
sequence
L̂†[k] =
{
L̂[k]−1 if k ∈ KL,
0 otherwise
(7)
is slowly growing. In that case, the Fourier sequence of the pseudoinverse L† is given by (L̂†[k])k∈Zd .
The first part of Proposition 2 on the null space of L is well-known in the non periodic setting with d = 1,
due to the following result: any shift-invariant and finite-dimensional linear subspace of S ′(R) is constituted of
exponential polynomial functions [65]. This result has been adapted in the periodic setting in [61, Proposition
1]. We provide here a simple proof for the general case d ≥ 1.
Proof of Proposition 2. We first observe that, for any L ∈ LSI(S ′(Td)), the null space NL is the S ′(Td)-closure
of Span{ek, k /∈ KL}. This is simply due to the relation Lf =
∑
k∈KL L̂[k]f̂ [k]ek, from which one deduces that
f ∈ NL if and only if f̂ [k] = 0 for every k /∈ KL, giving (6). It is then obvious that dimNL = Card(Zd\KL) and
is therefore finite dimensional if and only if Zd\KL is finite.
If the sequence (L̂†[k])k∈Zd defined in (7) is slowly growing and denoting by L† the corresponding operator,
then, for any f ∈ S ′(Td),
L†LL†{f} =
∑
k∈KL
L̂[k]−1L̂[k]L̂[k]−1f̂ [k]ek =
∑
k∈KL
L̂[k]−1f̂ [k]ek = L†{f}, (8)
which implies that that L†LL† = L†. We show identically that LL†L = L. Finally, we have L†Lf = LL†f =∑
k∈KL f̂ [k] yielding trivially (L
†L)∗ = L†L and (LL†)∗ = LL†. Therefore, L† is indeed the pseudoinverse of L.
Conversely, if the pseudoinverse exists, we have in particular that
L̂[k]ek = Lek = LL
†Lek = L̂[k]2L̂†[k]ek. (9)
Hence, L̂†[k] = L̂[k]−1 as soon as L̂[k] 6= 0. Similarly,
L̂†[k]ek = L†ek = L†LL†ek = L̂†[k]2L̂[k]ek, (10)
implying that L̂†[k] = 0 if L̂[k] = 0. This shows that the sequence L̂† is given by (7), implying in particular that
this sequence, coming from a LSI continuous operator, is slowly growing.
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Thanks to Proposition 2, L is spline-admissible if and only if it vanishes on finitely many ek and its Fourier
sequence does not vanish faster than any rational function. This excludes notably convolution operators Lf =
h ∗ f where the impulse response h ∈ S(Td) is such that the sequence (ĥ[k])k∈Zd never vanishes and decays
exponentially fast. For such operators indeed, the sequence (L̂[k]−1 := ĥ[k]−1)k∈Zd is not slowly growing and is
therefore not the Fourier sequence of a LSI operator from S ′(Td) to itself. With our notation, the pseudoinverse
of a spline-admissible L is given by
L†f =
∑
k∈KL
f̂ [k]
L̂[k]
ek, ∀f ∈ S ′(Td). (11)
The orthogonal projector on the null space NL of a spline-admissible operator satisfies
ProjNLf =
N0∑
n=1
f̂ [kn]ekn , ∀f ∈ S ′(Td), (12)
where {k1, . . . , kN0} = NL = Zd\KL. From the definition of the pseudoinverse, it is moreover easy to obtain
ProjNL = Id− LL† = Id− L†L. (13)
We recover from (13) that a spline-admissible operator L is invertible, with inverse L−1 = L†, if and only if its
null space is trivial.
Remark. Spline-admissible operators are sometimes refer to as Fredholm operators, which are operators
between Banach spaces whose kernel (null space) and co-kernel (quotient of the output space with the range of
the operators) are finite-dimensional. This concept can be extended to operators between S ′(Td) to itself, and a
spline admissible operator is therefore a Fredholm operator.
Definition 3 (Spectral Growth). Let L be a spline-admissible and L̂ its Fourier sequence. If there exists a
parameter γ ≥ 0 and some constants 0 < A ≤ B <∞ and k0 ≥ 0 such that
A‖k‖γ ≤ |L̂[k]| ≤ B‖k‖γ , ∀‖k‖ ≥ k0 ∈ Zd, (14)
then, we call γ the spectral growth of L. For brevity, we write (14) as |L̂[k]| = Θ(‖k‖γ).
If it exists, the spectral growth of a spline-admissible operator is unique. It measures the impact of L on the
smoothness of the input functions. For instance, for any τ ∈ R, f ∈ Hτ2(Td) if and only if Lf ∈ Hτ−γ2 (Td), where
the periodic Sobolev spaces are defined in (3). Note that the existence of γ is not guaranteed. This is typically the
case if the Fourier sequence of L does not behave purely polynomially (e.g., when d = 1 and L̂[k] = |k| log(1+|k|))
or alternates between two polynomial behaviors (e.g., L̂[2k] = k and L̂[2k+ 1] = k2). However, most of the usual
pseudo-differential operators admit a spectral growth, as will be exemplified in Section 5.
As we shall see, an important ingredient for the definition of periodic splines is the notion of Green’s function
of an operator L. It is defined as the L-primitive of the Dirac combX.
Definition 4 (Green’s Function). Let L be a spline-admissible operator with pseudoinverse L†. The generalized
function gL := L†X ∈ S ′(Td) is called the Green’s function of L.
The Fourier sequence (ĝL[k])k∈Zd of the Green’s function of L coincides with the Fourier sequence of L†. The
proposed notion of Green’s function differs from certain convention for pseudo-differential operators for functions
in Rd. It is conventional to define Green’s functions as fundamental solutions to LgL = δ. This is however not
adapted to the torus (for which δ is replaced by the Dirac combX). Indeed, there exists no periodic generalized
function gL as soon as the null space of L is non trivial, because the generalized function LgL has vanishing
Fourier coefficients at null space frequencies, contrary to X. Definition 4 is the periodic adaptation to usual
spherical Green’s function constructions, such as the ones used in [68, Chapter 4] and [43, Definition 5]. Note
that the different notions coincides when the operator L is invertible [44, Proposition 4.3].
Running example L = DN , N ≥ 1. The Fourier sequence of L = DN is D̂N [k] = (ik)N . Then, the null
space of DN consists in the constant functions and is of dimension N0 = 1 with NL = {0}. The pseudoinverse
of DN is the operator with Fourier sequence (̂DN )†[k] = 1−δ[k]
(ik)N
with δ[·] the Kronecker delta, which is therefore
the Fourier sequence of gDN . Having a finite-dimensional null space and a pseudoinverse, the operator DN is
spline-admissible in the sense of Definition 2. Moreover, it admits a spectral growth γ = N .
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2.3 Periodic L-splines
The class of spline-admissible operators acting on generalized periodic functions allow us to adapt the classical
notion of splines [69] to the periodic setting in full generality.
Definition 5 (Periodic L-spline). Let L be a spline-admissible operator. A periodic L-spline is a function
f ∈ S ′(Td) such that
Lf =
K∑
k=1
akX(· − xk), (15)
with K ≥ 0 is the number of knots (K = 0 corresponds to the case where Lf = 0, i.e., f is in the null space of
L), xk ∈ Td are the distinct knots, and ak ∈ R\{0} are the weights of f . The pairs {(ak,xk), k = 1, . . . ,K} are
called the innovations of the periodic L-spline.
In words, a periodic L-spline is a generalized periodic function such that its L-derivative is a Dirac stream
with finite rate of innovation [18] –i.e. it has a finite number of innovations per period. It is worth noting that
the weights of a periodic L-spline fulfill a linear system as soon as the null space of L is non trivial. For instance,
if L̂[0] = Le0 = 0, as is the case for L = D in dimension d = 1, then, any L-spline f with weights ak satisfies∑K
k=1 ak = L̂f [0] = L̂[0]f̂ [0] = 0. We generalize this idea to any spline-admissible operator.
Proposition 3. Let L ∈ LSI(S ′(Td)) be a spline-admissible operator with Green’s function gL ∈ S ′(Td) and null
space NL with null space frequencies NL := {k1, . . . ,kN0} ⊂ Zd. There exists an L-spline of the form (15) if and
only if the weight vector a := (a1, . . . , aK) ∈ RK satisfies Ma = 0 with M ∈ RN0×K the matrix whose entries
are
M [n, k] = e−i〈kn,xk〉, ∀n = 1, . . . , N0,∀k = 1, . . . ,K. (16)
In that case, the generic form of a periodic L-spline f satisfying (15) is
f =
K∑
k=1
akgL(· − xk) + p (17)
with Ma = 0 and p ∈ NL.
Proof. Assume first that f satisfies (15). Then, we have that, for any 1 ≤ n ≤ N0,
0 = L̂[kn]f̂ [kn] = 〈Lf, ekn〉 =
K∑
k=1
ake
−i〈xk,kn〉 = (Ma)n, (18)
or equivalently, Ma = 0 ∈ RN0 . Assume now that a ∈ RK satisfies Ma = 0. We set w = ∑Kk=1 akX(· − xk).
Then,
ProjNL{w} =
N0∑
n=1
ŵ[kn]ekn =
N0∑
n=1
K∑
k=1
ake
−i〈xk,kn〉 = 0. (19)
This implies, using (13), that
LL†w = w − ProjNLw = w. (20)
Then, f = L†w =
∑K
k=1 akgL(· − xk) satisfies Lf = LL†w = w =
∑K
k=1 akX(· − xk), and is therefore a periodic
L-spline. Moreover, two periodic L-spline solutions of (15) only differs from a null space component p ∈ NL,
implying (17). Finally, when K ≤ N0, because the matrix M imposes N0 independent conditions on the vector
a of size K, we deduce that a = 0 and f = p ∈ NL.
Proposition 3 essentially tells us that periodic L-splines can be written as sums of a linear combination of
shifts of the Green’s functions and a trigonometric polynomial in the null space of L. The shifts are moreover
given by the spline knots and the weights are constrained to verify a certain annihilation equation. In particular,
an important consequence of Proposition 3 is that the Green’s function gL = L†X is not a periodic L-spline
when the null space of L is non trivial. Indeed, we have that LL†X =X− ProjNLX, which is not of the form
(15) due to the trigonometric polynomial ProjNLX =
∑N0
n=1 ekn .
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Running example L = DN , N ≥ 1. Let f be a periodic (DN )-spline with knots x1, . . . , xK . Then, f is a
piecewise-polynomial. More precisely, f is a polynomial of degree at most (N − 1) on each intervals [xk+1, xk],
k = 1, . . . ,K (with the convention that xK+1 = x1). Moreover, for N ≥ 2, f has continuous derivatives up to
order (N − 2). In particular, a periodic D-spline is piecewise constant and a periodic (D2)-spline is piecewise
linear and continuous. A non constant periodic (DN )-spline f has at least K = 2 knots. In particular, there is no
periodic (DN )-spline with only 1 knots. Indeed, such a spline would be such that DNf = a1X(·−x1) and would
satisfy, according to Proposition 3, e−ix1a1 = 0, hence a1 = 0 and f would be constant, which we excluded.
3 Periodic Native Spaces and Measurement Spaces
The goal of this section is to construct the Banach functions spaces associated to the optimization problem (1).
More precisely, we shall introduce:
• The native spaceML(Td): the generalized functions f for which the regularization term ‖Lf‖M is finite.
• The measurement space CL(Td): the generalized functions ν that can be used as linear functionals over the
native spaceML(Td).
The measurement space and the native space form a dual pair, in the same way the space of periodic continuous
functions C(Td) and the space of periodic Radon measuresM(Td) do. We remind this fact and other useful ones
in Section 3.1 before constructing the native and measurements spaces in Sections 3.2 and 3.3, respectively.
3.1 The spaces M(Td) and C(Td)
The space of continuous periodic function is denoted by C(Td). It is a Banach space when endowed with the
supremum norm ‖ϕ‖∞ = supx∈Td |ϕ(x)|. The space of periodic finite Radon measure is denoted by M(Td).
According to the Riesz-Markov theorem [70],M(Td) is isometric to the space of continuous and linear functionals
over C(Td). As is classical, we therefore make a complete identification between the space of periodic finite Radon
measures and the dual of C(Td), i.e.,
M(Td) = (C(Td), ‖·‖∞)′. (21)
Then,M(Td) is a Banach space for the total variation (TV) norm
‖w‖M = sup
ϕ∈C(Td), ‖ϕ‖∞=1
〈w,ϕ〉, (22)
with 〈w,ϕ〉 = ´Td ϕ(x)w(dx). When w ∈ L1(Td), we have that ‖w‖M = ‖w‖1. For w = ∑Kk=1 akX(· −xk) with
distinct xk ∈ T, we have ‖w‖M =
∑K
k=1|ak| = ‖a‖1. Since the Schwartz space S(Td) is dense in C(Td) for the
norm ‖·‖∞ [71, Theorem 4.25], we can restrict the supremum over functions in the Schwartz space S(Td) in (22).
This allows us to extend the total variation norm over S ′(Td) and to deduce that
M(Td) =
{
w ∈ S ′(Td), ‖w‖M = sup
ϕ∈S(Td), ‖f‖∞=1
〈w,ϕ〉 <∞
}
. (23)
Note that we have the continuous embeddings
S(Td) ⊆ C(Td) ⊆ S ′(Td) and S(Td) ⊆M(Td) ⊆ S ′(Td). (24)
In what follows, M(Td) will be endowed with the weak* topology defined in Section 2.1. The latter is indeed
more convenient for our purposes than the Banach topology induced by the TV norm (22).
3.2 The Native Space of a Spline-admissible Operator
We define the native space on which the optimization problem (1) is well-defined, and identify its structure.
Definition 6 (Native Space). The native space associated to the spline-admissible operator L is defined as
ML(Td) :=
{
f ∈ S ′(Td), Lf ∈M(Td)} . (25)
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Theorem 1 (Banach structure of the native space). Let L be a spline-admissible operator with finite dimensional
null space NL and pseudoinverse L†. We also fix p ∈ [1,∞]. Then,ML(Td) is the direct sum
ML(Td) = L†(M(Td))⊕NL, (26)
where L†(M(Td)) = {L†w, w ∈M(Td)}. It is a Banach space for the norm
‖f‖ML,p =
(‖Lf‖pM + ‖ProjNLf‖p2)1/p , (27)
with p ∈ [1,+∞] and the usual adaptation for p =∞. Moreover, we have the topological embeddings
S(Td) ⊆ML(Td) ⊆ S ′(Td). (28)
The operator L is continuous from ML(Td) to M(Td). Moreover, any periodic L-spline is in ML(Td). Finally,
the norms ‖·‖ML,p are all equivalent onML(Td).
Proof. Direct sum. Let f ∈ML(Td). Then, from (13), and since Lf ∈M(Td) by assumption,
f = L†{Lf}+ ProjNLf ∈ L†(M(Td)) +NL.
Now, let f = L†w + p ∈ L†(M(Td)) + NL. Then, Lf = LL†w + Lp = w − ProjNLw, where we used (13)
again. Since NL ⊂ S(Td) ⊂ M(Td), we deduce that Lf = w − ProjNLw ∈ M(Td). This shows thatML(Td) =
L†(M(Td)) +NL.
If now f ∈ L†(M(Td))∩NL, then f̂ [k] = 0 for k ∈ KL because f = L†w for some w and f̂ [k] = 0 for k /∈ KL
because Lf = 0. Hence, f = 0 and the sum L†(M(Td))⊕NL is direct.
Banach space structure. Clearly, (27) is a semi-norm onML(Td). Moreover, the relation ‖f‖ML,p = 0 implies
that Lf = ProjNLf = 0, which is equivalent to f = 0. Finally, L
†(M(Td)) inherits the completeness ofM(Td)
and the finite-dimensional space NL is also a Banach space for the L2-norm. Therefore, the direct sumML(Td)
is also a Banach space for the direct sum norm (27).
Embedding relations. We remark that (13) implies that ϕ = L†{Lϕ}+ProjNLϕ for any ϕ ∈ S(Td). Moreover,
Lϕ ∈ S(Td) ⊆M(Td) because L is continuous from S(Td) to itself (as any LSI operator continuous from S ′(Td)
to itself) and ProjNLϕ ∈ NL. This shows that S(Td) ⊂ ML(Td) (set inclusion). The identity is moreover
continuous from S(Td) toML(Td). Indeed, if ϕk converges to ϕ in S(Td), then Lϕk converges to Lϕ in S(Td),
hence inM(Td). Moreover, ProjNLϕk also converges to ProjNLϕ in S(Td), hence in L2(Td). We then have that
‖ϕk − ϕ‖pML,p = ‖Lϕk − Lϕ‖
p
M + ‖ProjNLϕk − ProjNLϕ‖p2 → 0,
as expected. This demonstrates the embedding S(Td) ⊆ML(Td).
For the other embedding, we observe that f = L†w + p ∈ ML(Td) = L†(M(Td)) ⊕ NL has the Fourier
sequence f̂ [k] = L̂†[k]ŵ[k] + p̂[k], which is clearly slowly growing as the sum and product of slowly growing
sequences, hence ML(Td) ⊂ S ′(Td) (set inclusion). Now, there exists some τ < 0 such that M(Td) ⊆ Hτ2(Td),
where Hτ2(Td) is the Sobolev space of smoothness τ . Then, L† is continuous from S ′(Td) to itself, and hence
there exists τ ′ such that L† : Hτ2(Td) → Hτ
′
2 (Td) continuously [72]. By restriction, L† is also continuous from
M(Td) to Hτ ′2 (Td). Then, one has thatML(Td) ⊆ Hτ
′
2 (Td) due to the isometry property betweenM(Td) and
ML(Td). Finally, since Hτ ′2 (Td) ⊆ S ′(Td), this concludes the proof.
Continuity of L. We simply remark that ‖Lf‖M ≤ ‖f‖ML,p, implying the continuity of L from ML(Td) to
M(Td).
L-splines are inML(Td). This simply follows from the fact that a L-splines is such that Lf =
∑K
k=1 akX(·−
xk) ∈M(Td).
Norm equivalence. The equivalence of the norms ‖·‖ML,p for p ∈ [1,∞] simply follows from the equivalence
of the `p-norms over R2.
3.3 The Measurement Space of a Spline-admissible Operator
A linear functional ν can be used for the linear measurements in (1) under the condition that ν(f) is well-defined
for any f ∈ ML(Td). Moreover, as we shall see in Section 4, to ensure the existence of extreme point solutions
of (1), ν should be in the dual ofML(Td) when the latter is equipped qith the weak* topology. In this section,
we introduce the measurement space CL(Td), specify its Banach space structure and show its relation with the
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native space ML(Td). We recall that the adjoint of L ∈ LSI(S ′(Td)) is the unique operator L∗ ∈ LSI(S ′(Td))
such that
〈Lϕ1, ϕ2〉 = 〈ϕ1,L∗ϕ2〉 (29)
for every ϕ1, ϕ2 ∈ S(Td). The Fourier sequence of L∗ is given by L̂∗[k] = L̂[k] for k ∈ Td and the operators L
and L∗ share the same null space NL.
Definition 7 (Measurement Space). We define the measurement space associated to the spline-admissible oper-
ator L as
CL(Td) = {g ∈ S ′(Td), L†∗g ∈ C(Td)}, (30)
where L†∗ is the adjoint of L†.
Theorem 2 (Banach structure of the measurement space). Consider a spline-admissible operator L with finite-
dimensional null space NL. We also fix q ∈ [1,∞]. Then, CL(Td) is the direct sum
CL(Td) = L∗(C(Td))⊕NL. (31)
The measurement space CL(Td) is a Banach space for the norm
‖g‖CL,q =
(
‖L†∗g‖q∞ + ‖ProjNLg‖q2
)1/q
, (32)
with q ∈ [1,+∞] the usual adaptation when q =∞. Moreover, we have the topological embeddings
S(Td) ⊆ CL(Td) ⊆ S ′(Td), (33)
and the space S(Td) is dense in CL(Td). Finally, the norms ‖·‖CL,q are all equivalent on CL(Td) for 1 ≤ q ≤ ∞.
Proof. The direct sum (31), the Banach structure with norm (32) (remembering that ‖·‖∞ is a Banach norm on
C(Td)), and the embeddings (33) are obtained with identical arguments than in Theorem 1.
The only remaining part is the denseness of S(Td) in CL(Td). Let g = L∗h+ p ∈ CL(Td), with h ∈ C(Td) and
p ∈ NL. The space S(Td) is dense in C(Td), hence there exists a sequence (ϕk)n≥1 of functions in S(Td) such
that ‖h− ϕk‖∞ → 0 when k →∞. We set ψk = L∗ϕk + p. Then, p ∈ NL ⊂ S(Td) and L∗, as for any operator
in LSI(S ′(Td)), is continuous from S(Td) to itself. We therefore have that ψk ∈ S(Td) for any k ≥ 1. Moreover,
g − ψk = L∗{h− ϕk} ∈ CL(Td) and we have that
‖g − ψk‖CL,q = ‖L†
∗
L∗(h− ϕk)‖∞ = ‖(I− ProjNL)∗(h− ϕk)‖∞ = ‖(I− ProjNL)(h− ϕk)‖∞, (34)
where we used (13) and ProjNL = Proj
∗
NL . If f ∈ C(Td), then for any k ∈ Zd, |f̂ [k]| ≤ ‖f‖∞. Applied to
f = h−ϕk and denoting by k1, . . . ,kN0 the frequencies of the finite-dimensional null space of L (see Proposition 2),
we deduce from (34) that
‖g − ψk‖CL,q ≤ ‖h− ϕk‖∞ +
N0∑
n=1
| ̂(h− ϕk)[kn]| ≤ (1 +N0)‖h− ϕk‖∞. (35)
Since ‖h−ϕk‖∞ → 0, we deduce that ‖g−ψk‖CL,q vanishes and the denseness is proved. Finally, the equivalence
of the norms ‖·‖CL,q for q ∈ [1,∞] simply follows from the equivalence of the `q-norms over R2.
Theorem 3 (Generalized Riesz-Markov Representation Theorem). Let L be a spline-admissible operator and
1 ≤ p, q ≤ ∞ such that 1/p+ 1/q = 1. The topological dual of the Banach space (CL(Td), ‖·‖CL,q) is isometric to
the native space (ML(Td), ‖·‖ML,p)); that is,
(C′L(Td), ‖·‖C′L,q) = (ML(Td), ‖·‖ML,p). (36)
Moreover, the topological dual ofML(Td) endowed with the weak* topology inherited from CL(Td) is CL(Td) itself.
Hence, (CL(Td),ML(Td)) is a dual pair.
The relation (36) is a representation theorem, since it identifies the topological dual of the measurement space
as being the native spaceML(Td). It is therefore a generalization of the Riesz-Markov representation theorem,
stating that (C′(Td), ‖·‖C′) = (M(Td), ‖·‖M) (isometric identification). The proof of Theorem 3 is based on the
following lemma, which recalls elementary results on Banach spaces.
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Lemma 1. Let X ,Y,Z be three Banach spaces with norm ‖·‖X , ‖·‖Y , ‖·‖Z , respectively. Their topological duals
X ′,Y ′,Z ′ are Banach spaces for their dual norms, denoted respectively by ‖·‖X ′ , ‖·‖Y′ , ‖·‖Z′ . Then, the following
statements hold.
• For any p ∈ [1,∞], The product space X ×Y is a Banach space for the norm, defined for any (x, y) ∈ X ×Y
‖(x, y)‖X×Y =
(‖x‖pX + ‖y‖pY)1/p , (37)
with the usual adaptation for p =∞.
• The topological dual (X × Y)′ of X × Y associated with the dual norm is isometric to the Banach space
X ′ × Y ′ endowed with the norm defined for (x′, y′) ∈ X ′ × Y ′ by
‖(x′, y′)‖X ′×Y′ =
(‖x′‖qX ′ + ‖y′‖qY′)1/q , (38)
where q ∈ [1,∞] is the conjugate of p satisfying 1p + 1q = 1, with the usual adaptation for q = ∞ ( i.e.,
p = 1) in (38).
• Assume that Φ : X → Z is an isometry. Then, the adjoint Φ∗ of Φ is an isometry between Z ′ and X ′
endowed with their dual norms, and we have
Z ′ = (Φ∗)−1X ′. (39)
Lemma 1 is elementary and let to the reader. Note that the relation (38) simply uses that the topological
dual of (R2, ‖·‖p) is (R2, ‖·‖q).
Proof of Theorem 3. We recall that the projector ProjNL is defined in (12), and set ProjN⊥L = Id−ProjNL . Then,
the spaces ProjN⊥L (C(Td)) and ProjN⊥L (M(Td)) inherit the Banach space structures of C(Td) andM(Td) for the
restriction of the norms ‖·‖∞ and ‖·‖M, respectively. According to the Riesz-Markov theorem, the spaceM(Td)
is isometric to the topological dual of (C(Td), ‖·‖∞) endowed with the dual norm, and this property is transmit
to the projections of those spaces, which implies the isometric identification
((ProjN⊥L (C(T
d)))′ = ProjN⊥L (M(T
d)). (40)
Due to Theorems 1 and 2, we have that
CL(Td) = L∗(ProjN⊥L (C(T
d)))⊕NL and ML(Td) = L†(ProjN⊥L (M(T
d)))⊕NL. (41)
Moreover, the operator L∗ is an isometry between ProjN⊥L (C(Td)) and ProjN⊥L (CL(Td)), and its inverse’s adjoint
is L†. This can be easily seen from the definition of the norm (32) and the fact that ProjN⊥L simply set to
zero the Fourier coefficients associated to the finitely many null space frequencies. Thanks to (39) in Lemma
1, we therefore deduce the isometric identification
(
L∗(ProjN⊥L (C(Td)))
)′
= L†(ProjN⊥L (M(Td))). We observe
moreover that L∗ProjN⊥L = L
∗ and L†ProjN⊥L = L
†, implying that(
L∗(C(Td)))′ = L†(M(Td)). (42)
The finite-dimensional space NL has an orthonormal basis for the L2 scalar product, given by {ekn , n = 1 . . . N0},
with k1, . . . ,kN0 the null space frequencies of L. Hence, N ′L is isometrically identified to NL. Applying (38), we
deduce (36). The second statement of Theorem 3 then follows directly follows.
Running example L = DN , N ≥ 1. The native space of DN is the space of functions f such that
DNf ∈ M(Td). According to Theorem 1, a function of this space can be written as f = (DN )†w + α with
w ∈M(Td) and α ∈ R. The norm of f is then ‖f‖MDN ,p = (‖w‖
p
M + α
p)
1/p.
A function g of the measurement space CDN (Td) is of the form g = DN{h} + β with h ∈ C(Td) and β ∈ R.
Note that the adjoint of DN is (−1)NDN but the constant (−1)N can be absorbed in h. The norm of g is then
‖g‖CDN,q = (‖ϕ‖q∞ + βq)
1/q.
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4 Periodic Representer Theorem
Assume that we want to reconstruct an unknown periodic function f0 from its possibly noisy linear measurements
y ≈ ν(f0) ∈ RM . Typically, y is a random perturbation of ν(f0) such that E[y] = ν(f0). This mild assumption
allows to consider additive noise models, but also more general ones. We shall not discuss further the model for
the data acquisition on this paper and we refer [44, Chapter 7.5] for more details on this topic. To achieve our
reconstruction goal, we consider the penalized optimization problem:
f˜ ∈ arg min
f
E(y,ν(f)) + λ‖Lf‖M, (43)
where E(y,ν(f)) is a data-fidelity term that enforces the fidelity of the predicted measurements ν(f) to the
observed one y. A typical choice for E is the quadratic cost function E(y,ν(f)) = ‖y− ν(f)‖2. The regulariza-
tion ‖Lf‖M promotes functions with certain smoothness properties. The spline-admissible operator L typically
characterizes the smoothness of the reconstruction from (43), while the choice theM-norm is know to promote
sparse reconstructions [1, 39]. An optimizer f˜ of (43) is expected to adequately approximate the function f0.
In Section 3, we have introduced the function spaces required to give a clear meaning to (43). The functions
f should typically live in the native spaceML(Td), for which ‖Lf‖M < ∞, while the measurement functionals
νm are taken in the measurement space CL(Td).
Theorem 4 (Periodic Representer Theorem). Consider the following assumptions:
• a spline-admissible operator L with null space NL of finite dimension N0 ≥ 0 and pseudoinverse L†;
• a linearly independent family of M ≥ N0 linear functionals νm ∈ CL(Td) such that ν = (ν1, . . . , νM ) is
injective on the null space of L; that is, such that the condition 〈ν, p〉 = 0 for p ∈ NL implies that p = 0;
• a cost function E(·, ·) : RM × RM → R+ ∪ {∞} such that E(z, ·) is a lower semi-continuous, convex,
coercive, and proper function for any fixed z ∈ RM ;
• a measurement vector y ∈ RM ; and
• a tuning parameter λ > 0.
Then, the set of minimisers
V := arg min
f∈ML(Td)
E(y,ν(f)) + λ‖Lf‖M (44)
is non empty, convex, and compact with respect to the weak* topolgy on ML(Td). Moreover, the extreme points
of (44) are periodic L-splines of the form
fext =
K∑
k=1
akL
†{X}(· − xk) + p =
K∑
k=1
akgL(· − xk) + p (45)
for some xk ∈ Td, ak ∈ R with Ma = 0 where M is given by (16), K ≤M knots, and p ∈ NL.
The periodic representer theorem reveals the form of the solutions of the optimization problem (44) in the
following sense: (i) The extreme point solutions are periodic L-splines with at most M knots, with M the
number of measurements. (ii) The other spline solutions are finite convex combinations of the extreme points.
(iii) Any solution is the (weak*) limit of spline solutions. Note that an extreme point solution is such that
Lfext =
∑K
k=1 akX(· − xk) is a finite sum of Dirac combs.
Running example L = DN , N ≥ 1. Theorem 4 can be applied to the periodic spline-admissible operator
DN . The second condition is then equivalent to the existence of 1 ≤ m ≤ M such that 〈νm, 1〉 = ν̂m[0] 6= 0, or
equivalently, the existence of a linear functional with nonzero mean, which is a mild requirement. Then, under
the conditions of Theorem 4, the extreme points of the solution set V are periodic DN -splines.
The seminal work of Fisher and Jerome [23] was developed over compacts domains, and we will see that
Theorem 4 can be deduced from their main result, that we recall here with our notation. We present here a
slight adaptation of [23, Theorem 1].
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We fix a set of distinct Fourier frequencies {kn, n = 1, . . . , N0} and introduce N = Span{ekn , n = 1, . . . , N0}
which is a space of dimension N0. We define the orthogonal projector ProjN over N as in (12), and set ProjN⊥ =
Id−ProjN . Then, the spaces ProjN⊥(C(Td)) and ProjN⊥(M(Td)) inherit the Banach space structures of C(Td)
andM(Td) for the restriction of the norms ‖·‖∞ and ‖·‖M, respectively. Moreover, as we have seen in the proof
of Theorem 3, (ProjN⊥(C(Td)))′ = ProjN⊥(M(Td)).
Lemma 2 (Fisher-Jerome Theorem). Let N = Span{ekn , n = 1, . . . , N0}as above and M ≥ N0. Let (fm, qm) ∈
ProjN⊥(C(Td))×N , m = 1, . . . ,M , be a set of linearly independent couples of functions. We assume moreover
that q(p) = (〈q1, p〉, . . . , 〈qM , p〉) = 0 if and only if p = 0 for p ∈ N . Let z0 ∈ RM be such that there exists
(w, p) ∈ ProjN⊥(M(Td))×N with
µ((w, p)) := (〈f1, w〉+ 〈q1, p〉, . . . , 〈fM , w〉+ 〈qM , p〉) = z0. (46)
Then, the set of minimizers
arg min
µ(w,p)=z0
‖w‖M (47)
is non empty, convex, weak* compact in ProjN⊥(M(Td))×N , and its extreme points are of the form
(wext, pext) =
(
K∑
k=1
akX(· − xk), pext
)
, (48)
where pext ∈ N , ak ∈ R with Ma = 0 where M is defined in (16), xk ∈ Td, and K ≤M .
We call condition (46) the feasibility assumption, it means that one can achieve the measure z0 and is obviously
needed so that (47) has a solution. Lemma 2 is an adaptation of [23, Theorem 1], where the authors work with
a compact metric space X that we specialize with Td, and where we simply work with ProjN⊥(C(Td)) instead
of C(X). The proof is identical. For a more recent treatment, we refer the reader to [1, Theorem 7] which
considers the real line Rd. Note that the relation Ma = 0 comes from the fact that wext ∈ ProjN⊥(M(Td)) (see
Proposition 3).
Proof of Theorem 4. The proof has two parts. We first prove that the solution set V in (44) is non empty, convex,
and weak* compact, and then obtain the form of the extreme points using Lemma 2.
Properties of V. The first part of the proof is classical, we briefly mention the key steps since it follows exactly
the line of the one of [39, Theorem 4]. For f ∈ML(Td), we define J(f) := E(y,ν(f))+λ‖Lf‖M. The functional
J : ML(Td) → R+ ∩ {∞} is proper, convex, coercive, and weak*-lower semi-continuous (see [39, Appendix B]
for a full proof). Then, we are exactly in the conditions of [39, Proposition 8], revealing that V = arg min J is
effectively non empty, convex, and weak* compact. As such, from the Krein-Milman theorem [73, p. 75], the set
V admits extreme points and is the weak* closure of those extreme points.
Form of the extreme points. We fix an extreme point solution f∗ ∈ V, set z0 := ν(f∗) ∈ RM , and consider
the optimization problem
V˜ := arg min
f∈ML(Td), ν(f)=z0
‖Lf‖M. (49)
Clearly, we have that V˜ ⊂ V since ‖Lg∗‖M = ‖Lf∗‖M and ν(g∗) = ν(f∗) for any g∗ ∈ Vf∗ . Moreover, f∗ is an
extreme point of Vf∗ (being an extreme point of the bigger set V). We can therefore focus on the optimization
problem (49) and show that its extreme points have the expected representation.
With Theorem 1, we know that any f ∈ ML(Td) has a unique representation as f = L†w + p with w ∈
ProjN⊥L (M(Td)) and p ∈ NL. In particular, we have the equivalence
f∗ ∈ V˜ ⇐⇒ (w∗, p∗) ∈ W := arg min
(w,p)∈ProjN⊥
L
(M(Td))×NL, ν(L†w+p)=z0
‖w‖M, (50)
where f∗ = L†w∗ + p∗, w∗ ∈ ProjN⊥L (M(Td)) and p∗ ∈ NL. The equivalence also holds for the extreme points
of both problems: fext is an extreme point of V˜ if and only if (wext, pext) is an extreme point of W, with
fext = L
†wext + pext.
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We observe that, for any f = L†w + p with (w, p) ∈ ProjN⊥L (M(Td))×NL, we have
νm(f) = 〈νm,L†w〉+ 〈νm, p〉 = 〈(L†)∗νm, w〉+ 〈ProjNLνm, p〉. (51)
Then, fm := (L†)∗νm ∈ ProjNL(C(Td)) and ProjNLνm ∈ NL. We define µ as in (46).
We are then in the conditions of Lemma 2 with N = NL for those functionals. Indeed, the condition q(p) = 0
if and only if p = 0 for p ∈ NL comes from the second assumption in Theorem 4. Note that the feasibility
condition is satisfied because V˜, hence W, are non empty. We deduce that V˜ inherits the properties of W, and is
therefore convex and weak* compact inML(Td). Moreover, the extreme points are such that fext = L†wext+pext,
where (wext, pext) are given by (48). This shows that fext has the expected form, the relation Ma = 0 coming
from the condition over a in (48) and Theorem 4 is proved.
5 Pseudo-Differential Periodic Spline-Admissible Operators
The goal of this section is to provide examples of periodic spline-admissible operators and to highlight their main
properties. The considered operators are pseudo-differential: they have a roughening behaviour—i.e., they reduce
the smoothness of the input function. This roughening behaviour is quantified by the spectral growth γ > 0
(see Definition 3). We include both univariate (ambiant dimension d = 1, Section 5.1) and multivariate (d ≥ 1,
Section 5.2) spline-admissible operators. Python routines for efficiently generating and manipulating the various
multivariate periodic L-splines considered in this section are available on the public GitHub repository [62]. The
code is compatible with any ambiant dimension d ≥ 1, and only requires to specify the knots and the amplitudes
of the splines. We only use it to represent periodic spines with minimum number of knots (one or two, depending
on the operators) but it can be used for any number of knots. Our periodic spline generator leverages truncated
Fourier series expansions, implemented efficiently via FFTs using the routines from the GitHub repository [74].
We moreover make use of Féjer kernels for a fast convergence of the truncated Fourier series to the spline function.
5.1 Univariate Splines-admissible Operators
In ambiant dimension d = 1, we consider classical differential operators and their fractional versions. Table 1
provides the list of the considered univariate spline-admissible operators, together with their Fourier sequence
and their null space via its set NL of Fourier frequencies. We recall that NL = Span{ek, k ∈ NL}.
Table 1: Families of univariate spline-admissible operators
Spline’s type Operator Parameter L̂[k] Spectral growth NL
Polynomial splines DN N ∈ N (ik)N N 0
Exponential splines D + αId α /∈ iZ ik + α 1 ∅
D− ik0Id k0 ∈ Z i(k − k0) 1 k0
D2 + k20Id k0 ∈ Z k20 − k2 2 k0,−k0
Fractional splines Dγ γ > 0 (ik)γ γ 0
Fractional
exponential splines (D + αId)γ γ > 0, α ∈ R (ik + α)γ γ ∅
Fractional
polyharmonic splines (−∆)γ/2 γ > 0 |k|γ γ 0
Sobolev splines (α2Id−∆)γ/2 α 6= 0, γ ∈ R (α2 + k2)γ/2 γ ∅
Matérn splines Mβ  > 0 see Definition 8 2(β − 1/2) ∅
β ∈ N≥1 + 1/2
Wendland splines Wβ,µ  > 0, ν ∈ N see Definition 9 2(β − 1/2) ∅
β ∈ N≥2
Periodic Polynomial Splines. We already considered the derivative operator L = DN of order N ≥ 1, for
which (DN )-splines are periodic piecewise-polynomial functions of degree less than (N −1) and are (N −2) times
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continuously differentiable for N ≥ 2 at their junctions. We have seen that a (DN )-spline has at least 2 knots,
and that the Green’s function of DN is not a periodic (DN )-spline. However, the function
ρDN (x) = (D
N )†{X}(x)− (DN )†{X}(x− pi) = (DN )†{X−X(· − pi)}(x) (52)
is a (DN )-spline, its weights (a1, a2) = (1,−1) satisfying the system of equation Ma = 0 of Proposition 3. We
represent ρDN over two periods in Figure 1 for integer values of the parameter N = γ.
−6 −4 −2 0 2 4 6
−1.0
−0.5
0.0
0.5
1.0 γ = 1
γ = 1.2
γ = 1.4
γ = 1.8
γ = 2
γ = 2.5
γ = 3
γ = 3.5
γ = 4
γ = 6
Figure 1: Periodic L-splines ρDγ defined in (55) associated to L = Dγ over two periods for various values of
γ > 0. The splines are normalized so that the maximum value is 1.
Periodic Exponential Splines. We fix α ∈ C and consider the operator L = (D + αId)N with α ∈ C. We
distinguish two cases, depending if α is in iZ or not. Assume first that α /∈ iZ. Then, (D + αId)N has a trivial
and therefore finite dimensional null space (N0 = 0) and is invertible, with Fourier sequence (ik + α)N , which
corresponds to a spectral growth of γ = N . It is therefore spline-admissible. A periodic (D−αId)N -spline f with
knots x1, . . . , xK is a piecewise-exponential-polynomial. More precisely, f is a exponential-polynomial of the form
x 7→ P (x) exp(−αx), with P a polynomial of degree at most (N − 1) on each intervals [xk+1, xk], k = 1, . . . ,K
(with the convention that xK+1 = x1 + 1). For N ≥ 2, f has continuous derivatives rder (N − 2). Moreover, the
Green’s function of (D + αId) satisfies for x ∈ T = [0, 1] that g(D+αId)(x) = (D + αId)−1{X}(x) = e
−αx
1−e−α , or
equivalently, for x ∈ R,
g(D+αId)(x) =
e−α(x−bxc)
1− e−α , (53)
where bxc ∈ Z is the largest integer smaller or equal to x. To show this, it suffices to apply (D + αId) on both
sides of (53). Similar formulas can be obtained for any N ≥ 1. We represent the periodic exponential splines
(D− αId)−1{X} for various values of α > 0 and integer values N = γ in Figure 2.
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Figure 2: Periodic Green’s functions gL associated to L = (D + αId)γ given by (53) over two periods for various
values of γ > 0 and α = 1 (top) or α = 3 (bottom). The splines are normalized so that the maximum value is 1.
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Assume now that α = ik0 ∈ iZ. In order to define a real operator, we consider instead L = (D2 + k20Id)N =
(D − ik0Id)N (D + ik0Id)N . This defines a spline-admissible operator whose null space of dimension N0 = 2 is
generated by cos(k0·) and sin(k0·), and whose pseudo-inverse has Fourier sequence 1|k|6=|k0| · (k20 − k2)−N .
More generally, we can consider L = P (D) with P = XN + aN−1XN−1 + · · ·+ a0 a polynomial function. By
decomposing P (D) =
∏N
n=1(D−αnId) with N the degree and αn the complex roots of P , the general case reduces
to the convolution between the periodic polynomial and/or periodic exponential splines considered above. The
corresponding spectral growth is again γ = N .
Periodic Fractional Splines. There are several ways of considering fractional versions of integro-differential
operators [75]. In our case, we follow the traditional approach for the periodic setting and consider Weyl’s
fractional derivative [76, Chapter XII, Section 8]. For γ > 0, we define the operator Dγ from its Fourier sequence
given by
D̂γ [k] = (ik)γ = |k|γ exp
(
− iγ signk
4
)
. (54)
When γ = N ∈ N, we recover the classical Nth order derivative.
The fractional derivative operator is spline-admissible. Its null space of Dγ is made of constant functions.
The pseudoinverse (Dγ)† of Dγ has Fourier sequence 1k 6=0/(ik)γ . Clearly, this corresponds to a spectral growth
of γ. As for the Nth order derivative, a non constant periodic spline has at least two knots. In Figure 1, we
represent the function
ρDγ (x) = (D
γ)†{X}(x)− (Dγ)†{X}(x− pi) = (Dγ)†{X−X(· − pi)}(x) (55)
for various values of γ > 0.
We also consider the fractional versions of the exponential splines, corresponding to the operator L = (D +
αId)γ with α ∈ R and γ > 0. In Figure 2, we represent such functions for various values of γ and for α = 1 and
α = 3.
Periodic Polyharmonic Fractional Splines. The periodic fractional operator (−∆)γ/2 is defined for γ > 0
via its Fourier response ̂(−∆)γ/2[k] = |k|γ . Its impact on the smoothness of the input function is identical to
the fractional derivative Dγ (and is actually equal for even integers γ = 2n ≥ 2) but leads to different notions
of periodic splines and admit, contrarily to the fractional derivative, non separable multivariate extensions (see
Section 5.2). The operator (−∆)γ/2 is spline-admissible, with a 1-dimensional null space made of constant
functions. In Figure 3, we plot the function
ρ(−∆)γ/2(x) = ((−∆)γ/2)†{X}(x)− ((−∆)γ/2)†{X}(x− pi) = (−∆)γ/2)†{X−X(· − pi)}(x) (56)
for different values of γ > 0.
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Figure 3: Periodic L-splines (56) associated to L = (−∆)γ/2 over two periods for various values of γ > 0. The
splines are normalized so that the maximum value is 1.
Periodic Sobolev Splines. Fix α > 0 and γ > 0. We consider the periodic Sobolev operator Lγ,α =
(α2Id − ∆)γ/2, whose Fourier sequence is given by L̂γ,α[k] = (α2 + k2)γ/2. Then, Lγ,α has a trivial null space
and admits a periodic inverse operator: it is therefore spline-admissible. Moreover, it has a spectral growth of γ.
We represent the periodic Green’s function gLγ,α = L−1γ,αX in Figure 4.
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Figure 4: Periodic Green’s functions associated to L = (α2Id−∆)γ/2 over two periods for various values of γ > 0
and α ∈ R. The splines are normalized so that the maximum value is 1.
Spline-admissible Operators via their Green’s Functions. The previous spline-admissible operators have
been defined via their Fourier sequences. It is convenient to readily recognize their null space and their spectral
growth (see Definition 3) but also has some limitations. We now propose an alternative construction, which has
been described more extensively in [44, Chapter 8], for which the operator is specified from the construction of
its Green’s function. In particular, the operators we will consider have the following desirable properties.
• They are invertible, self-adjoint, and symmetric in the sense that gL(x) = gL(−x) for any x ∈ T.
• They are well-localized: gL(· − x0) is concentrated around x0. This is especially appealing for applications,
what can be leveraged in practice to design well-conditioned and parsimonious discretization schemes for
the gTV-penalized optimisation problem (44) (see [44, Chapter 8] for more details).
• Their Green’s function gL admits a closed form expression in spatial domain.
• They have a well-identified spectral growth.
The Sobolev operators typically share these properties with the exception of the third one. Moreover, the
localization, which is visible in Figure 4 for large values of α > 0, can again be improved . The general principle
for constructing the Green’s functions and their corresponding periodic operator is as follows. Consider a function
Gβ : R+ → R, where β > 1 will play the role of a smoothness parameter. For  > 0, we set
gβ (x) = G
β
(
−1
√
2− 2 cosx) , ∀x ∈ T, (57)
Note that, upon identification of T = [0, 2pi) with the circle S1 = {x ∈ R2 : ‖x‖ = 1} ⊂ R2, it is possible
to interpret (57) as the restriction on S1 of the radial function x 7→ Gβ(−1‖x‖). The following Lemma is a
reformulation of [77, Lemma 2.1] where the authors consider the general case of the d-dimensional sphere, that
we particularize with d = 1 with our notations. Consider a function Gβ : R+ → R defining a radial function
Gβ(‖ · ‖) : R2 → R. Then, the Fourier transform of Gβ(‖ · ‖) is itself radial, and given by Ĝβ(‖·‖) : R2 → R
where Ĝβ : R+ → R is the Hankel transform of order zero of Gβ : Ĝβ(p) :=
´ +∞
0
rGβ(r)J0(rp)dr, p ∈ R+.
Then, we say that the radial function Gβ(‖ · ‖) reproduces the Sobolev space
Hβ2 (R2) =
{
f ∈ S ′(R2), (Id−∆R2)β/2f ∈ L2(R2)
}
, (58)
if Ĝβ is strictly positive and the bilinear map
(f, g) 7→
ˆ
R2
f̂(ω)ĝ(ω)
Ĝβ(‖ω‖) dω,
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is a well-defined inner-product for every element of Hβ2 (R2), whose induced norm is equivalent to the canonical
Hilbertian norm ‖(Id−∆R2)β/2f‖2 on Hβ2 (R2). If Gβ(‖ · ‖) does reproduce the Sobolev space Hβ2 (R2), we have
in particular the set equality:
Hβ2 (R2) =
{
f ∈ S ′(Rd),
ˆ
R2
|f̂(ω)|2
Ĝβ(‖ω‖)dω <∞
}
.
Lemma 3. Let β > 1 and Gβ(‖ · ‖) : R2 → R be a radial function reproducing Hβ2 (R2). Then, for each  > 0,
there exists constants 0 < c1 ≤ c2 <∞ such that
c1(1 + |k|)−2(β−1/2) ≤ ĝβ [k] ≤ c2(1 + |k|)−2(β−1/2), ∀k ∈ Z, (59)
where the ĝβ [k] are the Fourier coefficients of the periodic function gβ in (57).
One can use the function gβ to specify a spline-admissible operator, as detailed in the next elementary
proposition.
Proposition 4. Let gβ be as above. Then, the Fourier sequence (1/ĝβ [k])k∈Z defines an operator in LSI(S ′(Td))
via the relation
Gβ {f} =
∑
k∈Z
f̂ [k]
ĝβ [k]
ek, ∀f ∈ S ′(T). (60)
Moreover, Gβ is spline-admissible with trivial null space. Its Green’s function is gβ and its spectral growth is
γ = 2(β − 1/2).
Proof. The sequence (1/ĝβ [k])k∈Z is clearly slowly growing due to the left inequality in (59), hence the operator
Gβ defined by (60) is in LSI(S ′(Td)) (see Proposition 1). The Fourier sequence of Gβ is non vanishing, which
implies, due to Proposition 2, that the null space of Gβ is trivial. Moreover, the spectral growth is directly
deduced from (59) in Lemma 3. Finally, we readily see that, by construction, Gβ gβ =X, so that gβ is effectively
the Green’s function of Gβ .
Periodic Matérn Splines. For β > 1, we define Gβ as the Matérn function of order (β − 1), which is given
by [78, Eq. (4.14)]
Gβ(r) = Sβ−1(r) =
22−β
Γ(β − 1)
(√
2(β − 1)r
)β−1
Kβ−1
(√
2(β − 1)r
)
, ∀r ≥ 0, (61)
where where Kν denotes the modified Bessel function of the second kind of parameter ν > 0 [79, Section 9.6].
Definition 8. Let β > 1 and  > 0. The Matérn operator Mβ is the operator whose Green’s function gβ is given
by (57), where the radial function satisfies (61).
The next proposition, mostly based on known results, characterizes the properties of the Matérn operators
Mβ .
Proposition 5. For each β > 1 and  > 0, Mβ is a spline-admissible operator with trivial null space, spectral
growth γ = 2(β−1/2), and whose Fourier sequence ĝβ satisfies (59). Moreover, when β ∈ N≥1 +1/2, the Green’s
function is the product of an exponential and a polynomial functions due to the relation, for the Matérn function,
Sk+1/2(r) = exp
(
−√2k + 1r
) k!
(2k)!
k∑
i=0
(k + i)!
i!(k − i)!
(√
8k + 4r
)k−i
, ∀r ≥ 0. (62)
with k ∈ N.
Proof. The kernel Gβ defined by (61) reproduces the Sobolev space Hβ2 (R2) according to [80, Theorem 6.13]. We
can therefore apply Lemma 3 to deduce (59). Moreover, the relation (62) has been derived in [78, Eq. (4.16)]
and [79, Eq. (10.2.15)]. The rest of the Proposition is then a direct application of Proposition 4 to the case of
the Matérn function.
18
−6 −4 −2 0 2 4 6
0.25
0.50
0.75
1.00
−6 −4 −2 0 2 4 6
0.0
0.5
1.0
γ = 2
γ = 4
γ = 6
γ = 8
Figure 5: Periodic L-splines associated to the Matérn operators over two periods for various values of γ > 0 and
 = 1 (top) or  = 0.3 (bottom). The splines are normalized so that the maximum value is 1.
Proposition 5 implies that the Green’s function of the Matérn operator admit a closed form expression when
β − 1/2 ∈ N≥1. For instance, for β = 3/2, we get that g3/2 (x) = S1/2(−1
√
2− 2 cosx) for every x ∈ T, where
S1/2(r) = exp(−r) for all r ≥ 0. The Matérn function converges to the Gaussian function [78, Chapter 4, p. 84]
and is practically indistinguishable from it when β ≥ 9/2. Therefore, the periodic Matérn Green’s function gβ
in (57) should resemble a bump function, sharply decaying away from zero. Using the Gaussian approximation
above, it is moreover possible to approximate its effective support as 2 arcsin(5/2), highlighting the role of the
parameter .
On Figure 5, we plot the periodic Matérn Green’s function gβ for β ∈ {3/2, 5/2, 7/2, 9/2} and  ∈ {1, 3/10}.
As we have seen, due to (59), this corresponds to a spectral growth γ = 2(β − 1/2) ∈ {2, 4, 6, 8}. We use the
parameter γ in Figure 5 to be consistent with other the other family of operators. We observe moreover that the
function gβ is more localized for smaller scale parameters .
Periodic Wendland Splines. While exhibiting good spatial localizations, the Green’s functions of the Matérn
operators are nevertheless theoretically supported over the entire period. By considering compactly supported
radial functions Gβ in (57), it is possible to construct a class of spline-admissible operators, namely the Wendland
operators, whose Green’s functions are supported on a subregion of T.
Definition 9. For µ ∈ N and β ∈ N≥2, the missing Wendland function is defined by
W βµ (r) := Pµ,β−3/2(r
2) log
(
r
1 +
√
1− r2
)
+Qµ,β−3/2(r2)
√
1− r2, ∀r ≥ 0, (63)
where Pµ,β−3/2, Qµ,β−3/2 are polynomial functions defined in [81, Eq. 3.12] and [82, Corollary 4.6], respectively.
The periodic Wendland operator Wβ,µ is then the operator whose Green’s function gβ,µ is given by (57) with
Gβ = W βµ .
The next proposition characterizes the properties of the Matérn operators Wβ,µ.
Proposition 6. Let µ ∈ N and β ∈ N≥2. Then, the periodic Wendland operator Wβ,µ is in LSI(S ′(Td)), is
spline-admissible, and has a trivial null space. Moreover, the Fourier sequence of its Green’s function satisfies
(59) and its support is [−2 arcsin(/2), 2 arcsin(/2)] ⊂ [−pi, pi] for 0 <  ≤ 2. Finally, the spectral growth of Wβ,µ
is 2(β − 1/2).
Proof. According to [81, Proposition 3.5] , the missing Wendland function Gµ,β reproduces the Sobolev spaces
Hβ2 (R2). Lemma 3 therefore applies and (59) is shown. As for the Matérn case, this means that the corresponding
operator with Green’s function gβ is well-defined and spline-admissible with a trivial null space. Moreover, the
missing Wendland functions are compactly supported on [0, 1] [82, Theorem 2.2], which implies that the support
of gβ is [−2 arcsin(/2), 2 arcsin(/2)] ⊂ [−pi, pi] for 0 <  ≤ 2.
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Figure 6: Periodic L-splines associated to the Wendland operator over two periods for various values of γ > 0.
The splines are normalized so that the maximum value is 1.
Closed form expressions for the missing Wendland functions with parameters µ = β ∈ {2, 3, 4, 5} are listed
in [81, Table 4.2]. In Figure 6, we represent the periodic Wendland Green’s functions for µ = β ∈ {2, 3, 4}. We
again use the spectral growth γ = 2(β − 1/2) ∈ {3, 5, 7}.
Remark. It is worth noting that the Matérn splines admitting a closed form expression are associated to an
even spectral growth γ ∈ 2N≥1. In comparison, the Wendland operator has an odd spectral growth γ ∈ 2N≥1 +1.
5.2 Multivariate Splines-admissible Operators
In any ambiant dimension d ≥ 1, we consider two types of spline-admissible operators. First, we consider separable
ones, based on univariate operators for each of the d variables. Second, we introduce operators with isotropic
Fourier sequences, which are nonseparable and have isotropic Green’s functions. We plot families multivariate
periodic splines for the ambiant dimensions d = 2 and d = 3. Table 1 provides the list of some of the multivariate
spline-admissible operators introduced thereafter, together with their Fourier sequence and their null space via
the set of null space frequencies NL.
Table 2: Families of multivariate spline-admissible operators
Spline’s type Operator Parameter L̂[k] NL
Separable splines
∏d
i=1(Di − αiId)γi γi > 0, αi ∈ R
∏d
i=1(iki − αi)γi ∅
Polyharmonic spline ∆N N ∈ N (−1)N‖k‖2N 0
∆ + ‖k0‖2Id k0 ∈ Zd ‖k0‖2 − ‖k‖2 {k, ‖k‖2 = ‖k0‖2}
Fractional polyharmonic splines (−∆)γ/2 γ > 0 ‖k‖γ 0
Sobolev splines (α2Id−∆)γ/2 α > 0, γ > 0 (α2 + ‖k‖2)γ/2 ∅
Periodic Separable Splines. Let Li be univariate spline-admissible operators for i = 1, . . . , d. We assume
moreover that each Li has a trivial null space, and therefore admits an inverse operator L−1i . Then, the operator
L with Fourier sequence
L̂[k] =
d∏
i=1
L̂i[ki] (64)
for any k = (k1, . . . , kd) ∈ Zd is spline-admissible with trivial null space and inverse L−1 with Fourier sequence
(1/L̂[k])k∈Zd .
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Figure 7: Periodic L-spline with one knot x1 = 0 (Green’s function) associated to L = (D1 − Id)2(D2 − 3Id)2
over 3× 3 periods (left) or in the geometrical 2d torus (right).
Figure 8: Periodic L-spline with two knots at x1 = (0, 0) and x2 = (0, pi) associated to L = (−∆)2 over 3 × 3
periods (left) or in the geometrical 2d torus (right).
We denote by Di the derivative with respect to the ith coordinate. Applying the previous principle, we easily
see that the operator L =
∏d
i=1(Di − αiId)γi with γi > 0, αi ∈ R is a periodic separable spline-admissible
operator, using Li = (D− αiId)γi for any i = 1, . . . , d in (64). We represent the corresponding separable splines
with a unique knot at x = 0 for the ambiant dimension d = 2 in Figure 7.
Remark. If one of the Li has a non trivial null space, then the null space of L defined by (64) is infinite-
dimensional, and the operator L is therefore not spline-admissible. Indeed, the null space contains any generalized
function of the form x = (x1, . . . , xd) 7→ p(xi)f(x1, . . . , xi−1, xi+1, . . . xd) for any f ∈ S ′(Td−1) and p ∈ NLi . As
a typical example, the operator D1 . . .Dd is not spline-admissible.
Multivariate Polyharmonic Splines. The fractional Laplacian operator (−∆)γ/2 introduced in the univari-
ate setting has multivariate counterpart. It corresponds to the Fourier sequence (‖k‖γ)k∈Zd . Its null space is
made of constant functions, and its pseudoinverse has Fourier sequence 1k 6=0/‖k‖γ . It is therefore spline ad-
missible. As we have seen for the derivative D, a non constant periodic (−∆)γ/2-spline has at least two dots.
We represents such periodic splines with knots in 0 and (pi, 0) in Figure 8. They corresponds to the periodic
counterpart of the polyharmonic splines considered for instance in [83–85].
Multivariate Sobolev Splines. Similarly as what we did for the fractional Laplacian, the Sobolev operator
admits a multivariate generalization, the operator (α2Id −∆)γ/2 having Fourier sequence (α2 + ‖k‖2)γ/2. It is
21
Figure 9: Periodic L-spline with one knot x1 = 0 (Green’s function) associated to L = (4Id − ∆)2 over 3 × 3
periods (left) or in the geometrical 2d torus (right).
Figure 10: Periodic L-spline with one knot x1 = 0 (Green’s function) associated to L = (0.5Id − D1)2(Id −
D2)
2(1.5Id−D3)2 (left), L = (4Id−∆)2 (center) and L = (M3.51 )3 (right) over 2× 2× 2 periods.
an invertible operator with trivial null space, and is therefore spline-admissible. The corresponding splines with
a unique knot at x = 0 are represented in Figure 9.
Periodic splines in dimension d = 3. To illustrate the versatility of our framework, we also represent periodic
splines in ambiant dimension d = 3 for separable exponential operators, Sobolev operators and separable Matérn
operators in Figure 10.
6 Measurement Space and Admissible Measurements
We have seen in Theorem 4 that CL(Td) of a spline-admissible operator L is the exact function space from which
the measurements can be taken such that the optimization problem is well-posed and the extreme points are
characterizable as periodic L-splines. This is of practical significance: it delineates which measurements can
be applied in order to keep the conclusions of Theorem 4. In this section, we provide conditions to identify if
classical measurement procedures are applicable for a given spline-admissible operator L. A special focus is given
to Fourier sampling (Section 6.1) and space sampling measurements (Section 6.3).
6.1 Fourier Sampling
The ek are infinitely differentiable, therefore in S(Td) ⊆ CL(Td) for any spline-admissible operator L (the em-
bedding is proven in Theorem 2). One can therefore consider the measurement functional ν = (ek1 , . . . , ekM ) ∈
(CL(Td))M as linear measurements with distinct frequencies km.
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In order to apply Theorem 4, the only restriction is that ν : NL → RM should be injective over the finite
dimensional null space of L. Equivalently, we require that the frequencies km used for the Fourier sampling
should include the null space frequencies k1, . . . ,kN0 of L. For instance, with the Nth order derivative operator
DN in dimension d = 1, one should include νm = e0 = 1 as a measurement functional.
6.2 Spatial Sampling
In view of Theorem 4, classical sampling is an admissible measurement procedure if and only if
X(· − x0) ∈ CL(Td), ∀x0 ∈ Td. (65)
We recover the classical notion of Reproducing Kernel Hilbert Spaces (RKHS), here in the context of (non
reflexive) Banach spaces. Under the assumption (65) and selecting νm =X(· − xm), for any f ∈ ML(Rd), we
have ν(f) = (f(x1), . . . , f(xM )).
Definition 10 (Sampling-Admissible Operator). A spline-admissible operator L is said to be sampling-admissible
if (65) holds.
Proposition 7. Let L be a spline-admissible operator. Then, we have the equivalence
L is sampling-admissible ⇐⇒ L†X ∈ C(Td). (66)
Proof. First of all, CL(Td) is shift-invariant because L is. Hence, X(· − x0) ∈ CL(Td) for every x0 if and only
if X ∈ CL(Td). Assume that L†X ∈ C(Td). Then, X = L{L†X} + ProjNLX ∈ L(C(Td)) + NL = CL(Td), as
expected. If nowX ∈ CL(Td), thenX = Lf + p with f ∈ C(Td) and p ∈ NL. Therefore, we have that
L†X = L†Lf + L†p = f − ProjNLf + L†p (67)
where we used that L†Lf = f − ProjNLf according to (13). Moreover, L†p ∈ S(Td) ⊂ C(Td) because p ∈ S(Td),
ProjNLf ∈ NL ⊂ S(Td) ⊂ C(Td), and f ∈ C(Td) by definition. Hence, L†X ∈ C(Td). The equivalence (66) is
established.
Proposition 7 characterizes the validity of sampling measurements from the smoothness properties of the
function L†X, which plays a similar role to the one of the Green’s function for differential operators in a non
periodic setting. We now present some criteria based on the Fourier sequence of the pseudoinverse operator L†.
Proposition 8. Let L be a spline-admissible operator with pseudoinverse L†.
• If ∑k∈Zd |L̂†[k]| = ∑k∈KL 1|L̂[k]| <∞, then L is sampling-admissible.
• If ∑k∈Zd |L̂†[k]|2 = ∑k∈KL 1|L̂[k]|2 =∞, then L is not sampling-admissible.
In particular, an spline-admissible operator admitting a spectral growth γ > d is sampling-admissible. If γ ≤ d/2,
then, the operator is not sampling-admissible.
Proof. Recall that (L̂†[k])k∈Zd is the Fourier sequence of L†X. The first condition means that Fourier sequence of
L†X is in `1(Zd), from which we deduce the continuity of L†X, and therefore (65). The second condition means
that (L̂†[k])k∈Zd /∈ `2(Zd), which is equivalent to L†X /∈ L2(Td). Hence, L†X /∈ C(Td) and L is not sampling-
admissible. When the operator admits a growth order γ, (14) reveals the asymptotic behavior of |L̂†[k]| = ĝL[k]
and the two last results follow.
Remarks. If we only know that (L̂†[k])k∈Zd ∈ `2(Zd) and (L̂†[k])k∈Zd /∈ `1(Zd), we cannot say anything in
general. Indeed, we shall see in Proposition 9 that the fractional derivative Dγ , which is typically in this regime
for γ ∈ (1/2, 1] is not sampling-admissible. However, there exists sequences (ck)k∈Zd such that |ck| ∼∞ ‖k‖−γ ,
and such that f =
∑
k∈Zd ckek ∈ C(Td). An example for d = 1 is given by the Hardy-Littlewood series, defined
for γ ∈ (1/2, 1] by
c0 = 0 and ∀k 6= 0, ck = e
i|k| log |k|
|k|γ . (68)
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This Fourier series is known to converge uniformly to a continuous function [76, Section V-4]. In that case, if
L is defined by its Fourier sequence with L̂[k] = ck, k ∈ Z, we have that |L̂[k]| = |D̂γ [k]|, while L is sampling-
admissible. Note that this behavior is based on strong phase oscillations of the coefficients. We now visit the
sampling-admissibility of the classes of operators introduced in Section 5.
Moreover, we can easily generalize Propositions 7 and 8 to other sampling measurements. For instance,
sampling measurements on the derivative of the unknown function is allowed if and only if the derivative of the
Dirac comb X′ = DX is in the measurement space, with potential applications to spline-based reconstruction
with tangent control [55].
6.2.1 Sampling-Admissibility of Univariate Operators
The ambiant dimension is d = 1. We investigate the sampling-admissibility of classical differential operators,
and their fractional counterparts.
Proposition 9. Let γ ≥ 0, α ∈ R. We have the equivalences:
Dγ is sampling-admissible ⇐⇒ (D + αId)γ is sampling-admissible ⇐⇒ (−∆)γ/2 is sampling-admissible (69)
⇐⇒ (αId−∆)γ/2 is sampling-admissible ⇐⇒ γ > 1. (70)
Moreover, the Matérn and Sobolev operators Mβ and Wβ,µ are sampling-admissible for any , β, ν.
Proof. All the considered operators have a spectral growth γ. Moreover, a spline-admissible operator with
spectral growth γ > 1 is sampling admissible according to Proposition 8. Hence, the condition γ > 1 implies
the sampling admissibility of all the considered operators in(69) and (70). Similarly, the condition γ ≤ 1/2
implies that the Green’s function is not square-integrable, and therefore not continuous, and the operators are
not sampling-admissible in this case.
For γ = 1, the function D†X is given by D†X(x) = pi−x for x ∈ T, and then periodized. Since D†X(0+) =
1/2 6= D†X(2pi−) = −1/2, the function is discontinuous. Hence, D is not sampling-admissible. For the case
1/2 < γ < 1, we refer to [76, Eq. (8.10), Section XII-8], where the function (Dγ)†X—denoted by Ψγ up to a
rescaling—is shown to be such that
∀x ∈ (−2pi, 2pi), (Dγ)†X(x) = 1
Γ(γ)
(x)γ−1+ + rγ(x), (71)
with Γ the Gamma function and rγ a function that is infinitely differentiable on (−2pi, 2pi). The function
x 7→ (x)γ−1+ being discontinuous at the origin for γ ∈ (1/2, 1), we deduce that (Dγ)†X is also discontinuous, and
Dγ is not sampling-admissible.
For L = (D + αId)γ , we simply observe that
L̂†[k]− (̂Dγ)†[k] = 1
(ik)γ
(
1
(1 + αik )
γ
− 1
)
= O
(
1
kγ+1
)
. (72)
In particular, we deduce that L†X − DγX ∈ C(T), because its Fourier sequence is in `1(Z). This means in
particular that L†X ∈ C(T) if and only if DγX ∈ C(T), and the result follows.
We show similarly that (−∆)γ/2 is spline-admissible if and only if (αId − ∆)γ/2 is. For γ = 1, we actually
have that
̂((−∆)1/2)†(x) = 2
∑
k≥1
ek(x)
k
= log(1− cosx) + log 2, ∀x ∈ T, (73)
which is clearly discontinuous (and unbounded) around 0. Fix γ ∈ (1/2, 1). Assume that the periodic function
x 7→ f(x) = ∑k≥1 f̂ [k] cos(kx) ∈ C(T) has positive Fourier coefficients. Then, for any α ∈ (0, 1), we have that∑
k≥1 k
γ−1f̂ [n] <∞ [86, Theorem 1]. Consider the function
f(x) = ̂((−∆)γ/2)†(x) = 2
∑
k≥1
ek(x)
kγ
, ∀x ∈ T. (74)
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Then,
∑
k≥1 k
α−1f̂ [n] =
∑
k≥1 k
−(γ+1−α), which is infinite as soon as γ ≤ α. Applying the contraposition
of [86, Theorem 1], we therefore deduce that f is discontinuous, hence (−∆)γ/2 is not spline-admissible.
For the Matérn and Wendland operators, we remark that their growth order is at least equal to 2 according
to Propositions 5 and 6, implying the sampling-admissibility.
6.2.2 Sampling Admissibility of multivariate Operators
The ambiant dimension is d ≥ 1. We evaluate the sampling admissibility of the separable and isotropic operators
introduced above.
Proposition 10. • Let Li be d univariate spline-admissible operators with trivial null space. Then, the
separable multivariate spline-admissible operator L =
∏d
i=1 Li is sampling-admissible if and only if each Li
is. In particular,
∏d
i=1(Di − αiId)γi is sampling-admissible if and only if γi > 1 for any i = 1, . . . , d.
• Let γ ≥ 0. Then, we have the relations:
γ > d =⇒ (−∆)γ/2 is sampling-admissible ⇐⇒ (α2Id−∆)γ/2 is sampling-admissible . (75)
Proof. The Green’s function of the separable operator L is gL(x) = gL1(x1) . . . gLd(xd) for every x = (x1, . . . , xd) ∈
Td. Then, gL ∈ C(Td) if and only if each gLi ∈ C(T) for i = 1, . . . , d. Applying this principle to Li = (D−αiId)γi ,
which is sampling-admissible if and only if γi > 1 according to Proposition 9, gives the second result.
Let γ > d. Then, (−∆)γ/2 has a growth order γ > d and is therefore sampling-admissible using Proposition
8. The equivalence in (75) follows from an argument identical to (72): we readily show that the difference of the
two Green’s functions has a summable Fourier series and is therefore continuous.
Remark. The case of multidimensional Fourier series is more evolved than for the univariate case [76, Chapter
XVII] and the literature on this subject is much less developed (see [87] for an extensive discussion on these topics).
In particular, the arguments we used in Proposition 9 for the equivalence between the sampling-admissibility of
(−∆)γ/2 and γ > 1 are not directly applicable. We conjecture however that the d-dimensional generalization of
this result is true. That is, γ > d if and only if (−∆)γ/2 is sampling-admissible.
6.3 Square-Integrable Measurement Functions
We provide a simple characterization of the spline-admissible operators for which the space of square-integrable
measurement functions is included in the measurement space in Proposition 11.
Proposition 11. Let L be a spline-admissible opeartor with pseudoinverse L†. Then, the following equivalences
hold:
L2(Td) ⊆ CL(Td) ⇐⇒ L†X ∈ L2(Td) ⇐⇒ (L̂†[k])k∈Zd ∈ `2(Zd). (76)
More generally, we have the following equivalences:
H−τ2 (Td) ⊆ CL(Td) ⇐⇒ L†X ∈ Hτ2(Td) ⇐⇒ (‖k‖τ L̂†[k])k∈Zd ∈ `2(Zd) (77)
for any τ ∈ R, with Hτ2(Td) the periodic Sobolev space of smoothness τ defined in (3).
Proof. The proof for periodic Sobolev spaces works identically, therefore we first prove the first part of Proposi-
tion 11. The second equivalence is simply due to the Parseval relation. We therefore focus on the first one.
⇐= Assume first that L†X ∈ L2(Td). Then, we have that ‖L̂†‖2`2 =
∑
k∈Zd |L̂†[k]|2 < ∞. Let f ∈ L2(Td).
Then,
‖f‖2CL = ‖L†
∗
f‖2∞ + ‖ProjNLf‖22 ∈ [0,∞]. (78)
Since ProjNL is an orthogonal projector, we have ‖ProjNLf‖22 ≤ ‖f‖22. Moreover, we have
‖L†∗f‖∞ = sup
x∈Td
∣∣∣∣∣∣
∑
k∈Zd
L̂†[k]f̂ [k]ek(x)
∣∣∣∣∣∣ ≤
∑
k∈Zd
|L̂†[k]||f̂ [k]| ≤ ‖L̂†‖`2‖f̂‖`2 = ‖L†X‖2‖f‖2, (79)
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where we used Cauchy-Schwarz in the last inequality and the Parseval relation in the last equality in (79). This
shows that L†∗f ∈ L∞(Td). Let us show moreover that L†∗f ∈ C(Td). We define gK =
∑
‖k‖≤K L̂†[k]f̂ [k]ek,
which is the truncated Fourier series of L†∗f . The functions gK are continuous (and even infinitely differentiable).
Moreover, we have that, for any x ∈ Td,
|L†∗f(x)− gK(x)| =
∣∣∣∣∣∣
∑
‖k‖>K
L̂†[k]f̂ [k]ek(x)
∣∣∣∣∣∣ ≤
∑
‖k‖>K
|L̂†[k]||f̂ [k]| ≤
 ∑
‖k‖>K
|L̂†[k]|2
1/2 ∑
‖k‖>K
|f̂ [k]|2
1/2
(80)
where we used that |ek(x)| ≤ 1 and the Cauchy-Schwarz inequality. Both
∑
‖k‖>K |L̂†[k]|2 and
∑
‖k‖>K |f̂ [k]|2
and (80) holds for any x ∈ Td, hence ‖L†∗f − gK‖∞ → 0 when K → 0. Then, L†∗f is the limit of the continuous
functions gK for the uniform convergence, and is therefore continuous. In particular, f ∈ CL(Td) showing the set
inclusion L2(Td) ⊂ CL(Td).
Using (78) and (79), we moreover deduce that
‖f‖CL ≤ (1 + ‖L†X‖22)1/2‖f‖2, (81)
which, together with the set inclusion L2(Td) ⊂ CL(Td), implies the topological embedding L2(Td) ⊆ CL(Td).
=⇒ Assume now that L2(Td) ⊆ CL(Td). Moreover, we know with Theorem 2 that S(Td) is dense in CL(Td).
This implies that the embedding L2(Td) ⊆ CL(Td) is also dense, from which we deduce the topological embedding
ML(Td) ⊆ L2(Td), using that the (L2(Td))′ = L2(Td) and (CL(Td))′ =ML(Td) due to Theorem 3. Finally, since
L†X ∈ML(Td) (because LL†X =X+ ProjNLX ∈M(Td)), we conclude that L†X ∈ L2(Td) as expected.
We say that a spline-admissible operator is L2-admissible is its measurement space contains the square-
integrable functions. In particular, a L2-admissible operator admits indicator functions as valid measurement
functions. From the previous results, we deduce that a sampling admissible operator is necessarily L2-admissible.
Indeed, the sampling admissibility implies that L̂† ∈ `2(Zd) (second part of Proposition 8), which is equivalent
to the L2-admissibility with Proposition 11. The next corollary reveals which pseudo-differential operators
introduced in Section 5 are L2-admissible.
Corollary 1. Let γ ≥ 0, α ∈ C. Then, the univariate spline-admissible operators Dγ and (D + αId)γ are L2-
admissible if and only if γ > 1/2. In any ambiant dimension d ≥ 1, the multivariate spline-admissible operators
(−∆)γ/2 and (α2Id−∆)γ/2 are L2-admissible if and only if γ > d/2. Finally, Matérn and Wendland operators
are L2-admissible.
Proof. The proof is very simple using Proposition 11, which implies that L is L2-admissible if and only if∑
k∈Zd |L̂†[k]|2 <∞. For instance, the Sobolev operator Lγ,α = (α2Id−∆)γ/2 is such that∑
k∈Zd
|L̂†γ,α[k]|2 =
∑
k∈Zd
1
(α2 + ‖k‖2)γ , (82)
which is finite if and only if 2γ > d, as expected. Finally, the Matérn and Wendland operators are L2-admissible
as any sampling-admissible operators.
The results of Proposition 11 and Corollary 1 are consistent with [43, Proposition 8], which obtains similar
but partial results over the d-dimensional sphere Sd. The two main differences are that [43] only provides a
sufficient condition for the set inclusion L2(Sd) ⊂ CL(Sd), and for a specific class of spline-admissible operators.
7 Discussion and Conclusion
For the sake of simplicity, we restrict our attention in this section to the case where the regularizing spline-
admissible operator L has a trivial null space, that is, NL = {0}. The pseudoinverse is then an inverse.
26
7.1 Practical Discretization Schemes
Theorem 4 can be used to derive canonical discretization schemes for the optimization problem (44). Indeed,
the representer theorem tells us that the extreme point solutions of (44) take the form of periodic L-splines
with sparse innovations—i.e., less innovations then available data. One idea for solving (44) in practice consists
then in discretizing it by replacing the function f : Rd → R by a non-uniform L-spline with unknown knots
and weights. The spline innovations must then be estimated from the data. While the spline weights can be
recovered from the measurements using a convex optimization problem, the same is not true for the knots, which
are consequently much harder to estimate.
To circumvent this issue, one strategy consists in considering overparametrised uniform splines with knots
chosen over a very fine uniform grid to approximate the non-uniform splines with unknown knots. The weights are
then recovered by solving a discrete penalized basis pursuit problem using state-of-the-art proximal algorithms
such as the ones discussed in [43, Section 5.1]. Such discretization schemes were investigated and analyzed
in [39, Section V.B] and [43, Section 5.1] in the Euclidean and spherical setting respectively. Extensions to
B-splines and multiresolution grids were also considered in [41]. While conceptually simple, this approach is
computationally wasteful since the approximating uniform spline typically has much more innovations than the
number of measurements.
As a potential cure to this issue, one could consider meshfree algorithms capable of directly recovering the
non uniform knots in the continuum. Candidate reconstruction algorithms include the Cadzow Plug-and-Play
Gradient Descent (CPGD) algorithm [53] as well as the Franck-Wolfe algorithm and its variants [33, 36]. Both
algorithms have been successfully used for the reconstruction of periodic Dirac streams. To the best of our
knowledge however, they have not yet been tested for the purpose of reconstructing spline knots, and would
therefore need to be adapted for this specific purpose.
7.2 Comparison with Generalized Periodic Tikhonov Regularization
We compare here the solutions of the periodic TV-regularized problem (44) to its analog with quadratic Tikhonov
regularization considered in [61]. The latter takes the form
min E(y,ν(f)) + λ‖Lf‖2L2 , (83)
where E is a cost function sharing the same properties as in Theorem 4 and L is a spline-admissible operator.
According to [61, Theorem 1] the solution of (83) is unique and of the form
fopt(x) =
M∑
m=1
am(hL ∗ νm(x)), (84)
where hL = (L∗L)−1{X} =
∑
k∈Z
ek
|L̂[k]|2 . The main differences between the two settings are then as follows:
• For Tikhonov regularization the solution is unique, which is not the case in general for (44), as revealed
by Theorem 4. Tikhonov regularization is hence a more effective regularization strategy when it comes to
enforcing uniqueness of the solution.
• The unique solution of (83) lives in a finite dimensional space of dimension M generated by the functions
{hL ∗νm, 1 ≤ m ≤M}. This is reminiscent of kernel methods: the function to reconstruct lies in a possibly
infinite dimensional Hilbert space, but the regularization procedure enforces the solution to lie in a finite-
dimensional space determined by the choice of the kernel and the measurement functionals. In contrast,
TV regularization benefits from an infinite union of finite-dimensional subsets, given by periodic L-splines
with less thanM knots at any possible locations. This is known to improve the adaptiveness of the method
and yield higher accuracy estimates with sharp variations [88,89].
• Finally, for the Tikhonov optimization problem (83), the measurement functionals νm directly impact the
form of the estimate (84). For instance, with Fourier measurements, this conducts to the well-known Gibbs
phenomenon and the presence of oscillations in the reconstruction (see [39, Figure 4(a)]). In contrast,
the form of the solutions of (44) is agnostic to the measurement process and depends only on the chosen
regularizing operator L. Solutions to the TV regularized optimisation problem (44) are hence less sensitive
to Gibbs-like phenomena.
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7.3 Comparison with TV Regularization over Rd
As we have seen in Section 1, many recent works have investigated the reconstruction of continuous-domain
functions f : Rd → R from finitely many noisy measurements. Our paper contributes to this global effort by
considering the use of TV-based regularization norms for the reconstruction of periodic functions. We believe that
the periodic setting has several remarkable advantages that greatly facilitate the construction of the framework.
First, Schwartz functions over Rd mix smoothness and decay properties, while periodic Schwartz functions
must only be smooth. This significantly simplifies the construction of the native space and the measurement
space, as can be appreciated when comparing to the derivations in [49]. In the periodic setting, we are more-
over able to provide complete characterizations of spline-admissible operators from their Fourier symbol and
of sampling-admissible operators with concrete criteria applicable to classical families of (possibly fractional)
pseudo-differential operators. In both cases and to the best of our knowledge, similar results are only partially
known in the non periodic setting.
Second, even if splines play a central role for both the periodic and non periodic settings, the construction
of the splines differs. Consequently, the form of the extreme points solutions differs. Consider for instance the
univariate operator L = DN . In the non periodic setting, an extreme-point solution has at most (M − N0)-
knots [1, Theorem 2]. For the periodic case, extreme points solutions has at most M -knots whose weights satisfy
the linear condition Ma = 0 (see Theorem 4). Finally, it is worth noting that the dimension N0 of the null space
of L depends on the chosen setting: for the periodic case, N0 = 1 when L = DN , while N0 = N + 1 over the real
line.
7.4 Conclusions
We presented a general framework for the reconstruction of sparse and periodic functions defined over a continuum
from finitely many noisy linear measurements. This is achieved by using total variation based regularizations
in addition to a data fidelity term. The main novelty of our work was to address the problem in full generality
for periodic functions in a self-contained manner. In particular, we characterized the complete class of periodic
operators and periodic measurement functionals for which a periodic representer theorem for the solution of (1)
can be obtained. In a future work, we plan to work on practical aspects of the proposed periodic framework,
including discretization procedures, reconstructions algorithms, and practical applications to signal processing
tasks.
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