This study reports the results of large-eddy simulations of an axisymmetric turbulent buoyant plume in a stratified fluid. The configuration used is an idealized model of the plume generated by a subglacial discharge at the base of a tidewater glacier with an ambient stratification typical of Greenland fjords. The plume is discharged from a round source of various diameters and characteristic stratifications for summer and winter are considered. The classical theory for the integral parameters of a turbulent plume in a homogeneous fluid gives accurate predictions in the weakly stratified lower layer up to the pycnocline, and the plume dynamics are not sensitive to changes in the source diameter. In winter, when the stratification is similar to an idealized two-layer case, turbulent entrainment and generation of internal waves by the plume top are in agreement with the theoretical and numerical results obtained for turbulent jets in a two-layer stratification. In summer, instead, the stratification is more complex and turbulent entrainment by the plume top is significantly reduced. The subsurface layer in summer is characterized by a strong density gradient and the oscillating plume generates internal waves that might serve as an indicator of submerged plumes not penetrating to the surface.
Introduction
According to recent observations (Gardner et al. 2013) , about one-third of sea level rise is due to glacier melting. The evidence is that melting increased significantly during the past two decades (Shepherd et al. 2012) , leading to an anomalous freshwater input into the North Atlantic (Bamber et al. 2012 ) that is expected to influence the Atlantic meridional overturning circulation. Accordingly, mass loss from Antarctica and the Greenland Ice Sheets and the associated freshwater fluxes have to be accounted for in numerical models predicting climate variability on the time scale of dozens of years (Straneo and Cenedese 2015) .
Mass loss from the Greenland Ice Sheet can be partly attributed to melting and calving of large, marineterminating outlet glaciers. Recent investigations have shown that two of the main factors controlling submarine melting at the glacier fronts are the ambient oceanic stratification and subglacial discharge-the meltwater from the glacier surface in contact with air percolating through the glacier and discharged at the glacier base (Sciascia et al. 2013; Xu et al. 2012 Xu et al. , 2013 . Subglacial discharge generates turbulent buoyant plumes propagating vertically next to the glacier front and enhancing submarine melting at the termini of a glacier (Cenedese and Gatto 2016a; McConnochie and Kerr 2017) .
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investigations of the near-glacier dynamics are sparse. Almost all these recent studies report results of numerical modeling employing large-scale ocean-ice models (Sciascia et al. 2013; Kimura et al. 2014; Slater et al. 2015) . Large-scale models parameterize both melting rates and turbulent entrainment and the results are very sensitive to these parameterizations (Straneo and Cenedese 2015) . Therefore, understanding the physics of the near-glacier phenomena is vital for accurate predictions of melting.
The effects of subglacial discharge on glacier melting are difficult to explore in the field; the sources of buoyant fluid at the base of tidewater glaciers are largely uncertain. Experimental and numerical investigations of submarine melting influenced by subglacial discharge usually employ a source of buoyant fluid adjacent to the glacier ice face, and the results are often compared to plume theory Cenedese and Gatto 2016a,b; McConnochie and Kerr 2017) . The classical theoretical plume model by Morton et al. (1956) is based on the equations of conservation of mass, buoyancy, and momentum integrated over the cross section of the plume (referred to hereinafter as MTT theory). This theory has been developed for the plumes in a homogeneous fluid but has been used successfully also to estimate the penetration height of plumes in a uniformly stratified fluid ). An MTTbased theoretical model of melting for a line source of subglacial discharge has been developed by Jenkins (2011) . A similar model for a discrete channel of discharge is described by Cowton et al. (2015) . These models, however, rely on several parameters that are poorly constrained in the presence of a vertical wall. The drag and entrainment coefficients might be affected by three-dimensional, near-wall turbulence, while entrainment can also be influenced by ambient stratification. Though some progress has been made in quantifying entrainment coefficients for plumes in a homogeneous medium (van Reeuwijk et al. 2016; Burridge et al. 2016) , the influence of stratification is still not clear. The focus of this work is to consider the effects of stratifications typical of Greenland fjords on the dynamics of a buoyant plume generated by a realistic subglacial discharge exiting from a round source. Thus, our model is a vertical axisymmetric plume in a stratified fluid without the presence of a wall. The absence of a wall allows us to investigate the effects of complex stratification on the plume dynamics separately from the wall influence, to predict what dynamics can be expected, and further to see how these dynamics will be modified by the presence of a wall and, ultimately, a melting wall. The influence of the wall on the plume dynamics will be the focus of a future study.
A typical density stratification in Greenland fjords is weakly linear in winter with a narrow pycnocline at depth of ;160 m and more complicated in summer (Fig. 1) . Typically, a moderate discharge (defined quantitatively in section 2) produces a plume, which does not reach the free surface and intrudes at a depth. The well-mixed plume at the pycnocline entrance penetrates into the lighter fluid above because of the excess of momentum and forms a fountain with a Froude number of order one (weak fountain), for which the MTT theory does not hold (Kaye 2008; Ezhova et al. 2016) . Moreover, both winter and summer stratifications (Fig. 1 ) are characterized by length scales comparable to the diameter of the plume close to the pycnocline. The thickness of the pycnocline is an important parameter, influencing the penetration height, turbulent entrainment by the plume top, and the shape of the plume top. These aspects define how large the ''fountain part'' is in comparison to the ''plume part,'' how large the velocities in the fountain are, and, overall, whether it is important to account for the fountain formation in the estimates of melting rates. Here, we quantify the turbulent entrainment by the top of the plume for winter and summer stratifications and comment on the expected consequences for melting.
Furthermore, the vertical oscillations of a weak fountain in a stratified fluid are able to generate internal waves (Troitskaya et al. 2008; Ezhova et al. 2016) , which might be important for two reasons. First, internal waves are capable to mix the ambient fluid; second, they can be manifested on the free surface, especially for shallow pycnoclines, and thus remote sensing may prove a useful tool to reveal the location of submerged plumes. Therefore, we discuss in what follows the plume nonstationary effects, including plume oscillations and generation of internal waves.
The present study employs large-eddy simulations (LES) focusing on the dynamics of a vertical turbulent plume in a fluid having a stratification identical to that observed in Sermilik Fjord near Helheim Glacier, a major Greenland outlet glacier. Temperature and salinity profiles in winter and summer have been measured by Straneo et al. (2011) . This fjord has a total depth of 600 m, in the middle of the range 300-800 m reported for tidewater glaciers (Straneo and Cenedese 2015) . The stratification observed, with Atlantic salty and warm waters at the bottom and fresher and cold polar waters at the top, has been detected in several fjords in Greenland (Straneo et al. 2012) .
The numerical setup is described in section 2, whereas the properties of the buoyant plumes generated by a subglacial discharge in a typical Greenland fjord for two different source diameters and the winter and summer stratifications are discussed in section 3. We quantify mean penetration depth and turbulent entrainment and investigate the generation of internal waves by the plumes.
Model description and numerical setup
In the field, a plume generated by a subglacial discharge is expected to have some initial horizontal momentum; however, it reattaches to the glacier face close to the source location because of the Coanda effect (Kimura et al. 2014 ). Thus, we neglect the initial horizontal momentum of the plume and assume that its influence on the plume dynamics is small and it is important only close to the source (Kimura et al. 2014; Cenedese and Gatto 2016b) . Moreover, idealized models have considered the plume adjacent to the glacier face as a half-conical plume (Cenedese and Gatto 2016b; Mankoff et al. 2016) . Thus, to compare the results for a half-conical plume with MTT theory, developed for axisymmetric plumes and entraining ambient fluid from all directions, it is convenient to add the second halfconical part and consider an axisymmetric plume with double the total discharge as a model (Mankoff et al. 2016) . We follow this approach and use an axisymmetric vertical turbulent plume in a complex stratification as an idealized model of the plume generated by a subglacial discharge. Given the estimate of the total subglacial discharge for Helheim Glacier in Sermilik Fjord, Q tot 5 174 m 3 s 21 (Sciascia et al. 2013 ), we perform simulations of an axisymmetric turbulent buoyant plume with source volume flux of Q 0i 5 174 3 2 m 3 s
21
(referred to hereinafter as the basic discharge), in order to investigate its dynamics in typical winter and summer stratifications in Greenland fjords (Straneo et al. 2011) . The subscript i 5 1, 2 corresponds to the specific simulation setup (see Table 1 ). This basic discharge, in the presence of an ice face, produces a ''convection-driven melting'' regime (Jenkins 2011) , where the contribution of submarine melting to the plume buoyancy is small. However, for a small discharge ;10 m 3 s 21 (Mankoff et al. 2016) , the effect of submarine melting on the plume buoyancy flux cannot be neglected, and therefore we do not consider plumes generated by a small discharge in the present study. Furthermore, we do not consider a large discharge either (*400 m 3 s 21 in the stratification considered here), which generates a plume penetrating to the free surface, and in these circumstances the stratification is not expected to play a significant role for the plume's dynamics. We refer to a discharge as moderate if it is neither small nor large. Based on the estimates of a source channel size from field experiments, summarized by Kimura et al. (2014) , FIG. 1. (left) Vertical density profiles based on the temperature and salinity profiles measured in Sermilik Fjord in summer and winter by Straneo et al. (2011) . Curves correspond to the reduced seawater state equation [(1)] ; symbols refer to the full seawater state equation. (right) Analytical functions used for the approximation of the density profiles in the simulations (see appendix B). Summer stratification (orange), winter stratification (gray).
we consider for the basic discharge a round source of diameter D 01 5 20 m for winter and summer stratification and D 02 5 10 m for winter stratification. We have also performed two additional simulations with source diameter D 03 5 10 m and an increased discharge Q 03 5 174 3 3 m 3 s 21 , both in winter and summer. We choose to increase the basic discharge because the difference in stratification between summer and winter becomes significant near the free surface, and hence it is expected to have a noticeable impact on the plume dynamics, as the plume penetrates closer to the free surface for increased discharges. Table 1 ). The Froude number at the inflow is
, where g 0 0 is the reduced gravity based on the density difference between the source water and the ambient fluid at the bottom.
Following Kaye (2001, 2005) , we introduce the source parameter G 0i } 1/Fr 2 0i and classify the plume caused by the basic discharge from the source of 20-m diameter, G 01 ' 4.4, as a lazy plume and the plume from the source of 10-m diameter, G 02 ' 0.13, as a forced plume. Thus, depending on the initial source diameter, we obtain either a buoyancy-driven lazy plume or a momentum-driven forced plume. The simulations with increased discharge are characterized by G 03 ' 0.07, resulting in forced plumes.
Stratifications representative of Greenland fjords in winter and summer are chosen as follows: Based on the salinity and temperature distributions measured in the Sermilik Fjord in summer and winter, as reported by Straneo et al. (2011) , we obtain the corresponding density profiles using the following simplified state equation for the seawater (Gill 1982) :
where r s is density (g cm 23 ), S is salinity (g kg The vertical density profiles calculated using (1) are depicted in Fig. 1 (left panel) . The analytical functions used for the approximation of these density profiles can be found in appendix B and are shown in Fig. 1 (right panel). The average depth of the fjord near the glacier is 600 m. The winter profile is close to linear with a weakly pronounced pycnocline at 160-m depth. The profile typical of summer is characterized by a wide (up to 160 m), well-pronounced pycnocline with a sharper density gradient in the proximity of the surface.
The dynamics of a plume in a stratified fluid are governed by the Navier-Stokes equations for an incompressible fluid with the Boussinesq approximation to model the buoyancy effects and a conservation equation for the density field. Given the spatial scales considered here, we resort to LES to reduce the computational costs. In a LES, the large turbulent eddies are fully resolved, whereas the effect of the smallest scales, those not resolved on the computational mesh, is modeled. We performed simulations employing the dynamic Smagorinsky model (Smagorinsky 1963; Germano et al. 1991) in the spectral element code Nek5000 ). The LES model in the code Nek5000 used in this study has demonstrated its reliability in predicting the dynamics of jet flows in stably stratified fluids in our previous study (Ezhova et al. 2016 ) and has been successfully applied to the modeling of stratified fluids in several works (see Özgökmen and Fischer 2008; Özgökmen et al. 2009; Fabregat et al. 2016 ; and references therein). The additional validation of the LES model for the case of a lazy plume in a homogeneous fluid is given in appendix A.
In LES, a filter is applied to derive a system of equations for the resolved scales that reads in dimensionless form and in a Cartesian coordinate system 
and
The equations are made dimensionless with the largest source diameter D 0 5 D 01 5 20 m, the plume inflow velocity W 0i , and the density difference between the surface and bottom waters in winter Dr (see appendix B for more detail). We define the profile of stratification as r The fluxes representing the subgrid Reynolds stresses and the turbulent scalar transport are t ij 5 2n t [(›u i /›x j ) 1 (›u j /›x i )] and Q j 5 2(n t /Pr t )(›r/›x j ), respectively (using the standard index notations). The Reynolds number of the geophysical plumes modeled here is on the order of millions; however, the LES have Re 5 Re i 515 000 and assume that the flow at this Re captures the main features of the geophysical turbulent plume. This value is above the critical Re that must be exceeded to sustain three-dimensional inertially dominated turbulent fluctuations in a shear flow, which mark the so-called mixing transition (Dimotakis 2005) . The turbulent Prandtl number is Pr t 5 1.
The schematic of the simulation is shown in Fig. 2 . The simulations are performed in a rectangular domain of size 94 3 94 3 30 in the horizontal and vertical directions (1900 m 3 1900 m 3 600 m in dimensional units) with a total number of spectral elements 48 3 48 3 48. The polynomial order used in the simulations is 7. We use a stretched grid with a high resolution at the inflow and in the regions of high density gradients. The size of the smallest element at the inflow is 0.15 3 0.15 3 0.4, corresponding to a horizontal distance between the grid points of ;0.02 (40 cm in dimensional variables). The highest resolution in the vertical direction, used in the vicinity of the source and in the pycnocline, is estimated to be '60 cm. The time step varied for the different simulations between 10 23 and 3 3 10 23 time units to keep the CFL number around 0.4. Each simulation was performed on 512 cores. The average time for one simulation was around 7-8 days and the approximate total number of time steps was 750 000.
The boundary conditions at the inflow are top-hat velocity and density profiles with a smooth transition at the edge of the source, located at r 5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi x 2 1 y 2 p 5 0:5 for the source diameter D 01 5 20 m (r 5 0.25 for D 02 5 D 03 5 10 m) in the form of a hyperbolic tangent with a width d 5 0.05 in order to avoid numerical errors caused by the discontinuities in the shear layer. At the lateral boundaries we prescribe open boundary conditions for the horizontal velocity with a sponge layer of length seven eliminating the density fluctuations and vertical velocity. On the surface we use a ''rigid-lid'' approximation, allowing for nonzero horizontal velocity and setting the vertical velocity to zero.
Results

a. Mean velocity and density
In all simulations, the plume rises up to the pycnocline and penetrates through the level of neutral buoyancy caused by the excess of momentum. It then bounces back because of the negative buoyancy and propagates horizontally as a gravity current at the level of neutral buoyancy. To obtain the mean fields from the 
simulations, we run each case until the horizontal flow reaches the lateral boundaries and then start to gather statistics. We average the flow over not less than 10 periods of the propagating internal waves in the pycnocline, corresponding to approximately 350 nondimensional time units for cases 1 and 2, 1200 units for case 3, and 1500 units for cases 4 and 5 (Table 1) . Since the governing equations are nondimensionalized using the time scales pertaining to the plume (initial velocity W 0i , which is different for different cases and the same spatial scale D 0 5 20 m), while averaging is performed over the time intervals related to internal waves, the nondimensional time intervals differ for different simulations.
The left panel of Fig. 3 shows the nondimensional mean vertical velocity along the plume axis U c for the lazy plume in summer and winter stratifications (cases 1 and 2 in Table 1 ). Both plumes penetrate the same distance to h m ' 27. The isocontours in the upper panel of Fig. 4 display the magnitude of the average velocity of the lazy plume for both stratifications, with the two panels looking very similar, which is not surprising given that the stratifications differ significantly only close to the free surface. However, there is a small but noticeable difference in the horizontal flow around z 5 20, which is slower and thicker in summer (see the vertical profiles of the nondimensional radial horizontal velocity, U hor in the right panel of the Fig. 3 ). Two mechanisms can be responsible for this: the difference in turbulent entrainment by the top of the plume in summer and winter and the difference in the two stratifications near z 5 22-23.
Figure 5 (left) shows the mean vertical velocities U c and densities r c along the plume axis in winter for the lazy and forced plumes (cases 2 and 3 in Table 1 ). We rescale the velocity for the lazy plume so that the nondimensional velocity U 5 1 in this figure corresponds to the inflow velocity for a forced plume of 4.4 m s 21 in dimensional units. The velocity and density profiles follow each other closely starting from z ' 7, so the velocity and density scales at the entrance to the pycnocline are the same. Together with the similarity of the plume diameters (Fig. 5, right) , this gives similar dynamics of the plumes in the pycnocline as well as similar stratified entrainment and generation of internal waves of the same frequency (as will be discussed later). Given that lazy and forced plumes in the same stratification have similar behavior after z 5 7, we choose to not simulate a forced plume with the summer stratification since we expect the plume dynamics to be the same as that of a lazy plume in summer (case 1 in Table 1 ). for the lazy and forced plumes as well as for the lazy plume in a homogeneous fluid (see appendix A for more detail). We assume that the plume velocity and density profiles are Gaussian, so that b w is the radius where the velocity falls e times as compared to the maximal velocity in the corresponding horizontal cross section. In the range 7 , z , 18, the data from all simulations follow the theoretical straight line with an entrainment coefficient a pg 5 0.081, a value typical for pure plumes in homogeneous fluids (Fischer et al. 1979; Ezzamel et al. 2015) . Thus, the weak linear stratification up to the pycnocline does not influence turbulent entrainment. Note that we choose z 5 18 as the level where the plume enters the pycnocline, the location where the radius of the plumes in a stratified fluid starts to deviate from that in a homogeneous fluid (see Fig. 5 ).
The similar behavior of the forced and lazy plumes for the same basic discharge can be explained as follows: Given the same Q 0i 5 pW 0i D 2 0i /4 and the same initial density difference, both cases have the same buoyancy flux F 0i 5 g 0 0 Q 0i , and the difference is therefore only in the initial momentum fluxes M 0i 5 pW 2 0i D 2 0i /4. In a homogeneous fluid, the buoyancy flux is conserved along the trajectory of a plume, and the MTT far-field theoretical solutions indicate that the momentum and volume flux are functions of the dimensional coordinate z 0 and the buoyancy flux F 0 (Morton et al. 1956 ):
, and (7)
Here, a p is the entrainment coefficient under the assumption that the velocity profile is top hat (a p 5 ffiffi ffi 2 p a pg ), and we correct for nonzero mass and momentum fluxes of the source by introducing a virtual origin z 0 y . Solutions (7)-(8) are obtained for a point source of buoyancy (i.e., with no momentum or mass flux), and z 0 y represents the vertical distance from the inflow where this virtual origin should be placed to produce a plume with the fluxes as those of the real plume in the far field (Hunt and Kaye 2001) . Given the same F 0i , we should asymptotically obtain the same solutions if the virtual origins are not far from each other, resulting in the same velocity W(z 0 ) 5 M(z 0 )/Q(z 0 ) for all the initial diameters, the only difference being the distance where the velocity approaches this asymptote.
The difference in the virtual origin position for the lazy and forced plumes can be estimated following Hunt and Kaye (2001) . To use their correction for a virtual origin, we need the same expression for the source parameter G 0i } 1/Fr 2 0i (see section 2). Having measured the plume entrainment coefficient a p , we use it to define G 0i as in Hunt and Kaye (2001) : 
1/2 , the distance after which the flow follows the asymptotic plume behavior given by (7)- (8). In our simulations, L Mi is approximately 0.7D 0 for the lazy plume and 2D 0 for the forced plume. Thus, the difference between the virtual origins is comparatively small z 0 y1 2 z 0 y2 ' 0:7D 0 , and the theoretical predictions of the plume radius for the different virtual origins are close to each other (see Fig. 5 ) and within the scatter of the data.
We proceed to show that the lazy plume vertical velocity in the far field is not sensitive to the source diameter for a given fixed discharge. In the following analysis, we omit the indices, since the analysis is general and is not restricted to the parameters of our simulations. The analytical formula for the location of the virtual origin of turbulent lazy plumes (Hunt and Kaye 2001) can be expressed as a function of the source parameter G and the momentum length L M , valid for 0.5 , G , ':
where d varies from 20.071 to 0.147 when G increases from 0.5 to ', so that the total change in z 0 y caused by the coefficient (1 2 d) is within 20%. Given that M 0 is the only parameter that varies with the diameter, given a fixed discharge, we estimate the virtual origin location substituting L M and G into (10):
We therefore obtain that z 0 y depends on M 0 only through the coefficient d, and we can conclude that the position of the virtual origin may change only up to 20% for a wide range of diameters if the total discharge is fixed. Thus, the dependence of the plume behavior on the source diameter is weak, except for rather small sources with G , 0.5 (our simulations show that, for the basic discharge, the difference between cases with G 5 0.36 and G 5 12.16 is still not significant). For the basic discharge considered here, z 0 y ' 23:3D 0 (1 2 d) for 0.5 , G , '. Increasing the diameter from 20 m to a larger value, with the same basic discharge, would change the virtual origin position by only 0.1D 0 . In other words, the fluxes can be estimated by (7) and (8) and are almost the same for all reasonably large diameters.
Note that the momentum length is also important: the larger the momentum length, the longer the distance after which the plume can be described by solutions (7)-(8). Shabbir and George (1994) concluded, summarizing previous experiments, that the transition to the pure plume behavior occurs after z 0 ' 5L M . In their own experiments they observed this transition to occur for 6.5L M , z 0 , 16L M . We emphasize here that at z 5 7 (i.e., at the distance where the mean centerline velocities of the lazy and forced plumes start to closely follow each other), the solution is not self-similar yet, as shown in appendix A, so it cannot be treated as a far-field asymptotic solution. For the lazy plume simulations, the transition to the behavior typical of a pure plume occurs after z ' 15 (see appendix A). However, surprisingly, the difference in the initial conditions between the forced and lazy plumes becomes negligible much closer to the source, well before the plume approaches its asymptotic behavior.
Finally, we discuss the simulations with increased subglacial discharge: W 03 5 6.2 m s 21 and D 03 5 10 m in the winter and summer stratifications. The isocontours in the lower panel of Fig. 4 display the magnitude of the average velocity of this plume for both stratifications. The vertical profiles of the mean centerline velocities pertaining to these two cases are displayed in Fig. 6 , together with the profile for the forced plume with the basic discharge. Again, the different curves follow nearly the same asymptotic behavior, with a difference of approximately 1.14 between the increased and basic discharge. For the increased discharge, L M3 5 3D 0 , and thus we can expect a transition to the pure plume behavior after z 0 5 5L M3 , that is, z ' 15. However, the plume displays behavior close to a pure plume even in the transition region. Asymptotic theoretical solutions for a homogeneous fluid, (7) and (8), give a difference of 1.12 in the velocities (defined as W 5 M/Q) for these two cases, in close agreement with the results of our simulations. We therefore conclude that the plume behavior before the pycnocline is well described by the MTT theory for a homogeneous fluid, and the effect of the slightly linear stratification on the turbulent entrainment in the lower layer is negligible. Note, that a 1.5 times increase in subglacial discharge causes a rather modest increase in the plume velocity, only by ;10%-15%. This is due to the weak dependence of the plume velocity on the source volume flux W ; Q 1/3 0 , as follows from MTT theory. Given that the penetration height, melting rates, and frequency of plume oscillations depend on the plume velocity, this leads to an important conclusion that the plume dynamics are not very sensitive to the subglacial discharge magnitude, unless its deviations from the mean value considered allows the plume to reach the free surface (for very large discharges) or the buoyancy forcing caused by melting becomes important (for very low discharges).
b. Turbulent entrainment
We proceed by estimating the stratified turbulent entrainment as in Ezhova et al. (2016) . A movie illustrating the density evolution of the lazy turbulent plume in the summer stratification (case 1 in Table 1 ) can be found in the supplemental information. The visualizations of the mean velocities of the forced and lazy plumes in Figs. 4 and 7 show that the plume penetrating into the pycnocline forms a domelike structure. The entrainment coefficient can be defined by the formula E 5 Q e /Q in (Shrinivas and Hunt 2014) , where Q e is the volume flux of the fluid entrained by the top of the plume (i.e., by the dome) and Q in is the volume flux of the plume at the entrance to the pycnocline. It is important to note that E concerns only the entrainment occurring through the surface of the dome and is different from the classical entrainment coefficient a p , which is associated with the entrainment along the conical side of the rising vertical plume. The inflow volume flux Q in is computed at z 5 18, at the entrance to the pycnocline, as discussed in the previous section. Given that the characteristics of the plumes (velocity and diameter) are similar at this level for the same discharge, the plume volume flux Q in is the same, and the differences we will report are due to the fluid entrained through the dome surface Q e . As discussed previously for a jet penetrating in a thick thermocline (Ezhova et al. 2016 ), entrainment occurs not homogeneously over the surface of the dome but preferably through the sides (see Fig. 7 , where the horizontal flows toward the plume are displayed); this appears reasonable in a stably stratified fluid where the vertical turbulent transfer is decreased. As a result of the calculations, we obtain that the entrainment coefficient E 5 0.61 in winter. In summer, instead, the stratified entrainment is significantly decreased to E 5 0.43.
To compare the results with those of a jet penetrating in a two-layer stratified fluid (Shrinivas and Hunt 2014; Ezhova et al. 2016) , we estimate the Froude number at the entrance of the pycnocline as Fr p 5 W p / ffiffiffiffiffiffiffiffiffiffi g 0 p R p p . Here, W p and R p are the dimensional mean velocity and radius of the plumes at z 5 18 (these parameters are the same for the lazy and forced plumes; see Fig. 3 ). The mean velocity is estimated as W p 5 W 0i U c /2, while R p is the radius where the velocity equals to U c /2, for these cases W p ' 1 m s 21 and R p ' 32 m. The reduced gravity is calculated using the density values in the plume at z 5 18 (r z518 5 Ð ' 0 rU z518 r dr/ Ð ' 0 U z518 r dr 5 0:52) and the mean density of the ambient fluid from z 5 18 to the penetration depth. The latter is estimated to be approximately r 5 0.29, resulting in a dimensional value of ; the Froude number obtained with these parameters is thus Fr p '1.95. For this Froude number the entrainment coefficient for a jet in a two-layer stratification E ' 0.7 (Shrinivas and Hunt 2014; Ezhova et al. 2016 ), higher than obtained from the present simulations. Note, however, that if we make estimates based on the density of the ambient fluid averaged over the height of the dome above the horizontal gravity current, where entrainment is occurring, we obtain r 5 0.16 in winter and r 5 0.14 in summer with Fr p ' 1.58, which for a jet gives E ' 0.56, in closer agreement with the present estimates in winter when the stratification is closer to two layers. The fact that the Froude number, calculated with the density averaged from the pycnocline entrance to the plume top (as if the pycnocline thickness is negligible), results in a larger deviation of the entrainment coefficient from the theory of Shrinivas and Hunt (2014) emphasizes the importance of the finite thickness of the pycnocline for the estimates of entrainment in winter stratifications. In summer, the pycnocline is very thick, and comparison with the twolayer theory is not justified.
From the data in Fig. 7 (upper panel), we deduce that the reduced entrainment observed in summer results both from the decrease in the surface of the dome, formed when the plume penetrates into the pycnocline and from the smaller rates of entrainment, possibly because of the larger ambient density gradient dampening turbulent entrainment (note that the difference both in entrainment velocities and dome heights is not large, since the difference in stratifications is important only near the surface and the plume does not penetrate to the surface). One can therefore suggest the following explanation for the difference in entrainment.
The turbulent entrainment is proportional to the entrainment rate multiplied by the surface of the dome. The latter is estimated roughly as the half-surface of a prolate spheroid:
For lazy and forced plumes in winter, the semiminor axis is a 5 3.3 and semimajor axis is b 5 4.5, while in summer a 5 3.2 and b 5 3.8, resulting in S The size of the dome surface is connected with the upper boundary of the horizontal flow (Fig. 7, upper  panel) . As will be discussed later, the difference in this level between summer and winter can be explained by the difference in ambient stratifications. While the density distribution in the downflow is approximately similar, the ambient stratification arrests the downflow at a higher level in summer. This is because the lighter part of the fluid inside the downflow becomes neutrally buoyant earlier in summer than in winter.
We estimate the turbulent entrainment at the top of the plume for the simulations having an increased discharge (cases 4 and 5, Table 1 ). The estimates are E 5 0.75 for the winter conditions and E 5 0.38 for the summer stratification. The parameters required for the calculations of Fr p , the mean velocity and radius, are W p ' 1.15 m s 21 and R p ' 33 m. The Froude number based on the difference between the plume density at z 5 18 and the density averaged over the distance from the pycnocline entrance to the maximum penetration point z ' 28.5 is Fr p ' 2.3. The theoretical estimate of the entrainment coefficient for a turbulent jet in a two-layer stratification with Fr p 5 2.3 is E 5 0.85 (Shrinivas and Hunt 2014) , again larger than the values from the present simulations. However, estimates based on the density averaged over the dome height, as for the basic discharge, give Fr p 5 1.9 in winter and Fr p 5 1.58 in summer. The corresponding entrainment coefficient is E ' 0.7 in winter and E ' 0.56 in summer. Thus, again the value of the entrainment coefficient in winter is close to the theoretical value obtained for a jet in a two-layer stratification, while in summer the entrainment is lower. The corresponding horizontal velocity for the simulations with increased discharge is illustrated in Fig. 6 . The horizontal flow in summer is slower and propagates significantly higher in the water column, which results in a reduced surface of the dome and a consequent reduction in entrainment.
To estimate the energy exchange between the plume and the surrounding fluid, we have calculated the energy fluxes in several cross sections inside the plume top. The total energy flux is « tot 5 Ð f(U 2 /2) 1 [(r pl 2 r 0 s ) (z 2 z neut )/Fr 2 i ]gU dS, where r pl is the density of a liquid parcel inside the plume, r 0 s is the ambient density at the same level, z is the current vertical coordinate of the liquid parcel inside the plume, and z neut is the level of neutral buoyancy for this parcel.
Integration is performed in the horizontal cross section at z 5 18 and then over the conical and cylindrical surfaces crossing the plane y 5 0 along the lines shown in Fig. 8 . The cross sections are numbered so that the thin,
solid surface is number 1, dotted is number 2, thick solid is number 3, dashed is number 4, and dashed-dotted is number 5. Cross-section 3 has been defined only for case 1 (Table 1) , since its position, intended to be approximately in the middle of the downflow, is a bit arbitrary. The same numeration pertains to all the panels in Fig. 8 . These surfaces are chosen nearly normal to the flow. After the plume reaches its maximum height, the energy flux in the plume decreases drastically. Considering the basic discharge simulations, in winter (summer), 86% (76%) of the total energy flux of the incoming plume is available in the ascending plume, and the plume loses 70% (63%) of the initial energy flux during its descending motion, most probably to entrainment and mixing (Fig. 9) . This argument is supported by Fig. 10 , displaying the mean density and approximate plume boundaries shown with the contour lines of the horizontal (dotted) and vertical (dashed) velocities. The density in the ascending plume is always different to the density in the downflow, which is lighter. Thus, the potential energy in the downflow decreases. Note that previous experimental estimates of the energy expended on entrainment by the plume top in a two-layer stratified fluid with a sharp density interface (Cardoso and Woods 1993) provided values around 50%, but in our case the plume penetrates further in the upper layer because the pycnocline has a finite thickness. For the increased discharge the energy fluxes through the respective cross sections are nearly the same as for the basic discharge. Contours of horizontal velocity in Fig. 10 , adjacent to the dome surface, indicate the level where entrainment by the plume top is most effective. It can be seen that in summer, both for basic and increased discharge, the plume entrains lighter fluid. Thus, in winter, the density difference between the plume and entrained fluid is smaller, but the amount of the entrained fluid is larger (entrainment coefficient E is larger in winter). In summer, the plume entrains a smaller amount of lighter fluid, but the fraction of energy expended by the plume to entrainment and mixing is nearly similar in all cases (60%-70% of the inflow energy). As the plume intrudes to form a horizontal density current, the energy loss is small and only ;7%-10% of the initial energy flux.
Finally, we comment on the expected effect of entrainment by the plume top on the melting rate. The fountain generated by the plume penetrating through the pycnocline is more than 100 m high for the discharges considered here, so that the contribution of the downflow to melting, which is often disregarded, can be significant. Note that, of the two scalars that define stratification, that is, temperature and salinity, it is salinity that contributes most to the density change and thus has a strong impact on the plume dynamics. In Greenland fjords cold waters are located above warm waters, and already at z 5 22 the temperature has decreased by several degrees, compared to the temperature below, which means that the plume top entrains cold water. In winter, the salinity of the Sermilik Fjord decreases toward the surface from 34.8 to 33 g kg 21 , the temperature decreases from 48 to 228C, and the mean downflow temperature for the basic discharge is around 1.78C. In summer, salinity decreases smoothly from 35 to 33 g kg
21
, while temperature jumps from 38 to 0.58C, giving as temperature of the downflow around 2.28C. The effect of the temperature on the melting rate can be estimated as MR ; C D U(T 2 T L ) (Holland and Jenkins 1999) , where T L is the freezing point temperature of freshwater, T L 5 21.28C at z 5 22, and C D is the drag coefficient. Thus, in stratifications typical of winter (entrainment coefficients of order unity, low temperatures in the upper layer) melting rates in the downflow are expected to decrease by ;50% as compared to the melting rates in the upward flow for the same velocities, while the downflow contribution will be more significant in summer (decreased entrainment and higher temperatures of entrained water). Furthermore, as can be seen from Fig. 4 , the velocity in the downflow is decreased by a factor of 2-3, as compared to the ascending plume at the same level for both stratifications; thus, the melting associated with the downflow is expected to decrease proportionally.
c. Internal waves
We have shown (Ezhova et al. 2016 ) that vertical turbulent jets in a two-layer stratified fluid can oscillate and generate internal waves with an energy of about 3%-5% of the jet energy at five jet diameters (taken at the entrance to the pycnocline) away from the jet axis. The Froude number at the pycnocline entrance investigated in this previous study was in the range 0.6-1.9. The Froude number of the plumes considered here (taken at z 5 18) is about 1.6 for the basic discharge and 1.9 for the increased discharge. A jet with this Froude number in a two-layer stratification shows strong oscillations of the jet top at two well-pronounced frequencies. The spectra of the plume oscillations in the more complicated stratifications investigated in the present study are, however, different; they are broader and noisier, though two pronounced peaks can also be seen in some of the spectra. Here, as in Ezhova et al. (2016) , we use power spectra of isopycnal displacements to illustrate plume top oscillations and internal waves.
The summer stratification is characterized by a thick pycnocline with the sharpest density gradient in the immediate vicinity of the surface (the layer of thickness ;D 0 under the surface, which is referred to hereinafter as the subsurface layer). Thus, one may expect that the oscillations of the plume will generate gravity waves characterized by different frequencies at the different z levels. Figure 11 shows the isopycnals at a distance of r 5 20 from the center of the plume; the oscillations close to OCTOBER 2017
the surface clearly have higher frequencies. The spectra of plume oscillations and internal waves extracted at two different levels are reported in Fig. 12 . The first level is located close to the surface (z ' 29; r 5 20.3), and the second is located just above the horizontal gravity current (z ' 23.5; r 5 0.3). The isopycnals characterizing the plume oscillations correspond to r 5 0.15 and are taken at r 5 0 and four points on the circle of radius r 5 1.5 (the density value r 5 0.15 on the axis of the plume is reached at z 5 27 where the mean vertical centerline velocity U c falls to zero, and thus it is taken to be the characteristic density of the plume top). The resulting spectrum of plume oscillations is averaged over five spectra of isopycnal displacements. The difference between the spectra in Fig. 12 (upper panel) can be explained as follows: In the subsurface layer (i.e., z ' 29), the local buoyancy frequency is higher than the frequencies of the energy-containing harmonics in the spectrum of plume oscillations. Thus, the spectrum of internal waves measured in the subsurface layer contains all the same harmonics. At the same time, the local buoyancy frequency deeper in the water column is lower (i.e., z ' 23.5), and it cuts off part of the spectrum. In winter and summer, the stratification profiles are close to each other in the proximity of the horizontal gravity current (at z ' 23-24), and at that level the corresponding spectra of internal waves look similar, with one pronounced peak at the same frequency (cf. top left panel with bottom panel in Fig. 12) .
Finally, we display in Fig. 13 the spectra of the forced plume oscillations and corresponding internal waves in the winter stratification for the basic and increased discharge (all the spectra are shown in their nondimensional variables). Again, the spectra representing the plume oscillations are noisy, whereas the spectra of internal waves have only one peak close to the maximal buoyancy frequency. In dimensional variables, we get the following estimates for the periods of the internal waves (T IW ): 1) winter stratification, lazy plume -T IW 5 13 min; 2) winter stratification, forced plume, basic discharge -T IW 5 12.5 min; and 3) winter stratification, forced plume, increased discharge -T IW 5 13.5 min.
Thus, in winter, internal waves are characterized by a period T IW ' 13 min, corresponding to a frequency '0.7N max (N max is the maximum buoyancy frequency), independently of the quantity of discharge and diameter of the source. This is in agreement with the results of Ansong and Sutherland (2010) on the internal waves generated by buoyant plumes in a stratification having a uniformly stratified layer above a homogeneous layer. These authors have found that there is no direct relation between the frequency of oscillations of the plume and the characteristic frequency of internal waves, which is always between 0.5N and 0.8N (N is the buoyancy frequency, constant for a linear stratification). However, our results for jets in a stratification having two layers separated by a pycnocline do show a correlation between the frequencies of the jet oscillations and internal waves (Ezhova et al. 2016) . A possible explanation is that the waves generated by the plume oscillating in a stratified fluid interact with the oscillations of the plume, and this is why the spectra of the plume oscillations are noisier than the spectra of jet oscillations. When a jet penetrates through the pycnocline between the layers, the jet top oscillates in a homogeneous upper layer and thus is less influenced by the motion of the water column.
In summer, the internal waves with a wide, noisy spectrum propagate close to the surface. Internal waves in the subsurface layer may serve as an indicator of a submerged plume, which is relevant for remote detection of subglacial discharges. First, the proximity of the pycnocline to the surface increases the possibility for internal waves to be detected by remote sensing. Second, internal waves may mix the subsurface layer, and a reduction of the strong temperature and salinity gradient near the surface, typical of a summer stratification, may also point to the presence of oscillating plumes in the water column.
Conclusions
We have presented the results of numerical simulations of a vertical turbulent buoyant plume in a stratified fluid, with the stratification taken to be that characteristic of summer and winter conditions in Greenland FIG. 11 . Isopycnals at a distance r 5 20 from the center of the plume in the summer stratification for the basic discharge. The labels denote the corresponding density.
fjords. The total discharge generating the plume is chosen to model the subglacial discharge of a typical marine-terminating glacier, and two realistic values of the source diameter are considered. Different source diameters for the same amount of discharge imply different initial momentum fluxes, and the resulting plumes are therefore classified as lazy and forced. Given the different initial conditions, one might expect a difference in turbulent entrainment and different dynamics of the flow.
However, the simulations reveal that the difference between the different cases is small, and the flows display similar dynamics already at 7D 0 above the source (D 0 being the largest source diameter), independently of the initial diameter. This is in agreement with the theoretical predictions (based on MTT theory) for pure plumes in a homogeneous fluid having the same buoyancy flux. Moreover, we show that the influence of the weak linear stratification, characteristic of some of the Greenland fjords, on the turbulent entrainment is negligible up to the pycnocline, that is, the entrainment coefficient of the plume in the weakly stratified fluid is the same as the one for the same plume in a homogeneous fluid. This means that the entrainment and plume dynamics in this lower, weakly stratified layer can be modeled using MTT theory, strictly valid for a homogeneous ambient fluid Mankoff et al. 2016 ). This result is confirmed by additional simulations with increased discharge; the difference in velocity at the pycnocline between plumes with basic and increased discharge is well predicted by the MTT theory. This simplifies substantially the modeling and in particular allows the use of the analytical self-similar solutions from MTT.
The seasonal variation in the stratification is significant only in the upper 200-m layer. This has a large impact on the turbulent entrainment occurring near the top of the plume. In winter, the entrainment coefficient can be estimated using theoretical expressions for a twolayer stratification by Shrinivas and Hunt (2014) , if we calculate the inflow flux at the pycnocline entrance (where the inflow is not yet affected by the counterflow), while the density of the upper layer should be taken as the average from the level above the gravity current until the penetration height, given that this is the region where entrainment occurs. In summer, however, the entrainment is reduced. This can be explained by the difference in stratifications; in summer, the stratification arrests earlier the downflow in the fountain.
In addition, we have investigated the generation of internal waves by the plume for the different stratifications and discharges considered. The spectra of the plume oscillations in these realistic stratifications are noisier than the spectra of turbulent jet oscillations in a two-layer stratification, either because of the feedback imposed by the oscillating stratified water column on the plume or because of the proximity of the top of the plume to the surface. In winter, the plume generates weak internal waves with a pronounced spectral peak at frequency close to 0.7N max . In summer, instead, the plume generates internal waves with a peak at 0.7N loc , where N loc is the local buoyancy frequency in the water column close to the entrance to the pycnocline. This is in agreement with available experimental results on the generation of internal waves in a linear stratification above a homogeneous layer (Ansong and Sutherland 2010) .
In summer, additionally, the plume oscillations generate internal waves with a broad and noisy spectrum in the subsurface layer, characterized by a strong density gradient. These waves may mix the subsurface layer even if the plume does not penetrate to the surface.
There are several implications of the results found with this idealized model of subglacial discharge in Greenland fjords for the real geophysical setting motivating this study. The fact that the plume behavior and dynamics are not affected, to first order, by the source's diameter suggest that the exact knowledge of this variable is not essential. This is encouraging, given the fact that the exact location, distribution, and size of the subglacial discharge openings are not known in the field and are very difficult quantities to measure. Furthermore, the results suggest that in both seasons the subglacial discharge plume is not expected to penetrate all the way to the free surface. Instead the buoyant plume should intrude into the fjord along the interface between the Atlantic and polar layers, in agreement with the recent findings of Carroll et al. (2016) and what was previously suggested by field observations (Straneo et al. 2011 ) and numerical simulations (e.g., Sciascia et al. 2013) . The results obtained with respect to the internal wave generation are an interesting aspect that, to our knowledge, has not been the focus of observational programs. It would be interesting to verify if the internal wave peak at 0.7N observed both in summer and in winter is a signal detectable in available or future field observations. In summer, if this phenomenon occurs in the field, it may provide a mechanism to further mix waters near the surface and may become an indicator of a submerged plume if detected by remote sensing. It is important to note that we expect the results of this study to pertain mainly to summer conditions, as in winter subglacial discharge is strongly reduced. . We performed the simulation in a rectangular domain with size 30D h 3 30D h 3 45D h and compared the results with theory, experiments, and previous direct numerical simulation (DNS) and LES (Pham et al. 2007; Plourde et al. 2008; Pham et al. 2006) .
The lazy plume considered here has nonzero volume and momentum and buoyancy fluxes. Following Kaye (2008) , one may introduce several length scales characterizing the plume depending on these fluxes, namely, a source-based plume diameter, Morton length scale (or the jet length scale), as well as the acceleration length scale. The jet length scale corresponds to the distance from the source where the plume reaches the balance between buoyancy and momentum fluxes and exhibits the behavior typical of pure plumes. We estimate the jet length scale for the lazy plume considered here as L M ; D h Fr h ; D h . Figure A1 displays the mean velocity and density variation along the plume axis. They follow the theoretical predictions U c ; z 21/3 and r c ; z 25/3 for a pure plume for z . 15. According to experiments (Shabbir and George 1994) , the behavior typical of a pure plume is reached after ;5L M ; thus, we expect it for z . 5. The curves presented here demonstrate this behavior after ;15L M , that is, it takes somewhat longer to establish the plume behavior in LES. This is however typical for all the LES models used to simulate buoyant plumes (see, e.g., Pham et al. 2007 ). Figure 5 shows the variation of the plume radius with the vertical coordinate. The plume radius is defined as the length scale where the mean vertical velocity falls e times as compared to the velocity on the plume axis. According to the theoretical predictions based on conservation laws, the dependence of the radius on the vertical coordinate should be linear, b w 5 6/5a pg z, with the experimentally established value of the entrainment coefficient a pg in the range between 0.07 and 0.11. The values based on our simulations demonstrate a welldefined linear dependence with a pg 5 0.081, that is, within this range. Figure A2 shows the mean vertical velocity profile as well as the rms of velocity and density fluctuations in self-similar coordinates: I u 5 ffiffiffiffiffiffiffiffiffiffiffiffi f u 02 r /U c p , I w 5 ffiffiffiffif u 2 z p /U c , and I r 5 ffiffiffiffi f r 2 p /(r a 2 r c ). The length scale in the lower panel of Fig. A2 is defined following Plourde et al. (2008) :
The results of our LES agree well with the results of DNS and experiments (Plourde et al. 2008; Pham et al. 2006) , thus validating the dynamic Smagorinsky model in the code Nek5000 for the simulations of buoyant plumes. The level of density fluctuations on the axis is a bit higher here than in the data from DNS and the experimental results. The DNS profiles are taken by Pham et al. (2007) at the two levels where the intensity of the fluctuations on the axis is close to the lowest levels. However, their Fig. 8 shows that the measured intensity reaches 0.38 at least on half of their experimental points, which is in closer agreement with our results.
APPENDIX B
Nondimensional Parameters of Simulations
To make the comparison between the different cases easier, we make the equations nondimensional with the same density difference (the difference between the bottom and the surface in winter Dr 5 1.030 70 2 1.026 97 5 0.003 73 g cm Thus, in winter, the nondimensional density on the surface is 0, on the bottom is 1, and the density of the plume is 26.5. In summer, instead, we have the fluid density on the surface 1.0205 g cm The velocity profile is given by a slightly smoothed step function (the width of the step is 0.05). The nondimensional diameter corresponding to a 20-m source is 1, while the nondimensional diameter for a 10-m source is 0.5.
