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1. Introduction
Let p be a prime, G a ﬁnite group and k a ﬁeld with chark = p, which contains the |G|th roots of
unity. We assume that all kG-modules are ﬁnitely generated. Higman showed that there are ﬁnitely
many isomorphism classes of indecomposable kG-modules, if and only if G contains a cyclic Sylow
p-subgroup (see [8]). In this paper we demand this condition and ﬁx a Sylow p-subgroup P = 〈σ 〉
of G .
By deﬁnition, the Green ring a(kG) is a free Z-module generated by the isomorphism classes of
indecomposable kG-modules. For convenience, we will not distinguish between isomorphism classes
of modules and the modules themselves. The product of two modules M,N ∈ a(kG) is deﬁned by the
decomposition of the kG-module M ⊗k N into indecomposable direct summands. By the theorem of
Krull–Schmidt–Remak, this decomposition is unique up to isomorphism of the summands. Hence the
multiplication of a(kG) is well deﬁned. In this way, a(kG) becomes a ring with unit-element k. An
introduction into the theory of the Green ring and the below deﬁned Green algebra is contained in
[2–5].
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L. Häberle / Journal of Algebra 320 (2008) 3120–3132 3121The C-algebra A(kG) = C ⊗Z a(kG) is called Green algebra. By theorems of Green and O’Reilly (see
[3, Theorem 5.8.7]), A(kG) is semi-simple and by the theorem of Wedderburn, A(kG) splits into a
direct sum of one-dimensional subalgebras generated by primitive idempotents ε1, . . . , εn with n =
dimC A(kG). Therefore A(kG) ∼= Cn as algebras. Note that n is the number of (isomorphism classes of)
indecomposable kG-modules. An isomorphism A(kG) → Cn can be composed with so-called species.
A C-algebra homomorphism s : A(kG) → C with s = 0 is called a species of A(kG). Since a species
is uniquely determined by its values on the primitive idempotents, there are exactly n different species
s1, . . . , sn of A(kG). By renumbering one gets si(ε j) = δi j . Because any element of A(kG), and therefore
any kG-module, is uniquely determined by its species values, one can use species to decompose tensor
products, a task which is rather diﬃcult without using the structure of the Green ring (see e.g. [10]).
In this paper we will calculate the species of A(kG) and state a formula for the idempotents of
A(kG). We show that the species of A(kG) can be obtained from the species of A(kP ), the species
of the subalgebra A(kG,Triv) generated by the indecomposable kG-modules with trivial source, and
from the characters of the cyclic group NG(P )/CG (P ) (see Proposition 12 and Theorem 4). The case
where P is of prime order was already discussed by Hughes and Kemper in [9].
The species of A(kH,Triv) for an arbitrary ﬁnite group H were found by Conlon. Thereby the kH-
modules with trivial source are restricted to p-hypo-elementary subgroups of H (see [3]). In our case
it is more suitable to restrict only to the normalizers NG(D) of all D  P because then an idempotent
formula easily follows (see Theorem 7).
Green introduced the concept of the later called Green ring in [6]. There he calculated many tensor
products of kP -modules and as corollary the species of A(kP ). Green’s work was continued by other
authors (see e.g. [10–12]). Here we state the essential tensor products to reformulate Green’s result
about the species and we use these tensor products formulae to prove Proposition 9 about the ring
a(kP ).
2. The species and idempotents of A(kG) (Part I)
Let D  P and denote A(kG, D) the ideal of A(kG) spanned by the relatively D-projective kG-
modules. Since every ideal of A(kG) is generated by an idempotent, A(kG, D) is a ring with unit-
element. For D = 1, set A′(kG, D) = A(kG, D ′) where D ′ < D with (D : D ′) = p. For D = 1, set
A′(kG, D) = 0. Let A(kG, D) = A(kG, D)/A′(kG, D). So A(kG, D) is a C-algebra, which is spanned by
the elements M := M + A′(kG, D), where M is an indecomposable kG-module with vertex D . Since P
is a cyclic Sylow p-subgroup, the subgroups of P form a set of representatives of the vertices of the
kG-modules. By [5, Theorem IX 1.1] and Green’s Transfer Theorem [7], one gets
A(kG) ∼=
⊕
DP
A(kG, D) ∼=
⊕
DP
A(kNG(D), D).
We will use these isomorphisms to construct the species of A(kG). The vertex of a species s of A(kG)
is a minimal element of the vertices of the indecomposable kG-modules M for which s(M) = 0. The
set of species with vertex D  G is denoted by Sp(A(kG), D). By the deﬁnition of A(kG, D), the
species of A(kG, D) are
A(kG, D) −→ C, x 
−→ (s ◦ resGNG (D))(x),
where s runs through Sp(A(kNG(D)), D) and resGNG (D) is the restriction from A(kG) to A(kNG(D)).
Since a species of an ideal of an algebra lifts uniquely to a species of the whole algebra, the species
of A(kG) are
s ◦ resGNG (D), D  P , s ∈ Sp
(
A
(
kNG(D)
)
, D
)
. (1)
Moreover, for two species s and s′ in Sp(A(kNG(D)), D) we have s ◦ resGNG (D) = s′ ◦ resGNG (D) , if and
only if s = s′ .
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that it suﬃces to construct species of certain subgroups of NG(D). Therefore let
X := {(D, c) | D  P , c ∈ NG(D), p  ord(c)}.
Then the subgroups 〈D, c〉  G with (D, c) ∈ X are p-hypoelementary subgroups of NG(D). By Con-
lon’s Induction Theorem (see [3, Theorem 5.6.8]), we have
A(kG) =
∑
(D,c)∈X
indG〈D,c〉 A(k〈D, c〉).
The summands are ideals of A(kG) generated by the induced k〈D, c〉-modules. Due to [4, 81.45], we
get another description of the species of A(kG):
u ◦ resG〈D,c〉, (D, c) ∈ X, u ∈ Sp
(
A
(
k〈D, c〉)). (2)
The concrete situation decides, which description is appropriate.
To construct the species of A(kNG(D)) and A(k〈D, c〉) one needs some information about the
indecomposable modules of these rings and some group theoretical results which will be given in
the following. We ﬁx D  P . Then D = 〈ρ〉 with ρ = σ (P :D) . We index the indecomposable projective
kNG(D)-modules with the irreducible Brauer character of its top composition factor: Uϕ with ϕ ∈
IBr(NG(D)). The relatively D-projective kNG(D)-modules are represented by
Vϕ, j := Uϕ/(ρ − 1) jUϕ, ϕ ∈ IBr
(
NG(D)
)
, 1 j  |D|. (3)
This classiﬁcation is well known. See for example [4, Proposition 20.10].
Since D is a p-group, the trivial character is the only irreducible Brauer character of D . Therefore
the group algebra kD is the only indecomposable projective kD-module (up to isomorphism). So the
indecomposable kD-modules are represented by
T j := kD/(ρ − 1) jkD, 1 j  |D|.
We can identify IBr(〈D, c〉) with the set Irr(〈c〉) of irreducible characters of 〈c〉. Since D  〈D, c〉
and D is a Sylow p-subgroup of 〈D, c〉, we get the indecomposable k〈D, c〉-modules by applying of (3):
Zϕ, j, ϕ ∈ Irr(〈c〉), 1 j  |D|.
An indecomposable kD-module resp. k〈D, c〉-module M is uniserial with Jacobson radical J (M) =
(ρ − 1)M . The index j is the k-dimension; M is simple if j = 1 and projective if j = |D|.
Lemma 1. Let (D, c) ∈ X. Then:
(1) resNG (D)D Vϕ, j = dimk Uϕ|D| T j .
(2) indNG (D)D T j =
∑
ϕ∈IBr(NG (D)) ϕ(1) Vϕ, j .
(3) Zϕ,1 · Z1, j = Zϕ, j .
(4) resNG (D)〈D,c〉 Vϕ, j = (resNG (D)〈D,c〉 Vϕ,1) · Z1, j .
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Since a restricted projective module remains projective, we have resNG (D)〈D,c〉 Uϕ =
⊕n
i=1 Uχi with
n ∈ N and χi ∈ Irr(〈c〉). Then resNG (D)〈D,c〉 Vϕ,r =
⊕n
i=1 Zχi ,r for all r ∈ {1, . . . , |D|}. Hence
resNG (D)〈D,c〉 Vϕ, j =
n⊕
i=1
Zχi , j =
(
n⊕
i=1
Zχi ,1
)
⊗k Z1, j =
(
resNG (D)〈D,c〉 Vϕ,1
)⊗k Z1, j . 
The Green ring a(kQ ) with Q  D can be considered as subring of a(kD), because one gets
indecomposable kD-modules by inﬂation of indecomposable k(D/D ′)-modules where D ′  D and
Q ∼= D/D ′ . For that reason the indecomposable modules of a(kQ ) are also denoted by T j . For Q  D
and m ∈ {1, . . . , |Q |} we have resDQ Tm(D:Q ) = (D : Q ) Tm and indDQ Tm = Tm(D:Q ) . We conclude from
Lemma 1, (1) and (2), that Vϕ, j has vertex D , if and only if p  j. The module Vϕ, j has trivial source,
if and only if j = pn for some n  0. The Green correspondence (see [4, §20]) delivers a full set of
indecomposable pairwise non-isomorphic kG-modules:
MD,ϕ, j, D  P , ϕ ∈ IBr
(
NG(D)
)
, 1 j  |D|, p  j.
Here, we denote by MD,ϕ, j the Green correspondent of Vϕ, j ∈ A(kNG(D)). The next Proposition fol-
lows from Lemma 1, (4) and (3), and shows that it suﬃces to know the species of the trivial source
subalgebra and the species values of Z1, j to get the species of A(kNG(D)) and A(k〈D, c〉).
Proposition 2. Let (D, c) ∈ X, u ∈ Sp(A(k〈D, c〉)) and s = u ◦ resNG (D)〈D,c〉 ∈ Sp(A(kNG(D))). Then:
(1) s(Vϕ, j) = s(Vϕ,1) · u(Z1, j).
(2) u(Zϕ, j) = u(Zϕ,1) · u(Z1, j).
The tensor products of the k〈D, c〉-modules and therefore the species depend on the tensor prod-
ucts of the kD-modules (see Proposition 10) and on a linear Brauer character, which is given as
follows: For g ∈ NG(D) we have gρg−1 = ρlg with lg ∈ Z. Then lg := lg + pZ is a (p − 1)th root of
unity in k. A one-dimensional vector space M becomes a kN-module by g ·m := lgm with m ∈ M . The
Brauer character of M is denoted by α.
Proposition 3. Let D  P with D = 1 and e = ord(α). Then:
(1) NG(D)/CG (D) = 〈τCG(D)〉 for some τ ∈ NG(P ).
(2) NG(D)/CG (D) ∼= NG(P )/CG(P ) ∼= Z/eZ.
(3) CG(D) = H  P for some H  CG (D). Moreover H  NG(D) and
NG(D)/H = P H/H  〈τH〉 ∼= P 
(
NG(P )/CG(P )
)
.
Proposition 3 can be proved with [5, Lemma VII.1.1], a lemma which occurs in a chapter about the
theory of blocks with cyclic defect groups. Since defect groups are p-groups, our modules belong to
that theory (see also [1, Chapter V]).
By the theorem of Schur–Zassenhaus NG(P ) = P  C with C  NG(P ). The kP -module T j (1 j 
|P |) can be considered as kNG(P )-module:
(gh)
(
x+ (σ − 1) jkP) := ghxh−1 + (σ − 1) jkP , g ∈ P , h ∈ C .
By Proposition 3, (3), P is isomorphic to the normal Sylow p-subgroup of NG(D)/H . Thus T j can also
be seen as k(NG(D)/H)-module. Through inﬂation we get a kNG(D)-module M j , which is uniserial,
and the Brauer characters of its composition factors are from top to bottom 1,α, . . . ,α j−1. In our
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more, the composition factors of the k〈D, c〉-module Zϕ, j are represented by ϕ,ϕα, . . . ,ϕα j−1.
In order to specify the descriptions (1) and (2) of the species of A(kG), we introduce the set
Y := {(D, c, t) | D  P , c ∈ NG(D)p′ , t ∈ Sp(A(kD), D)}
and deﬁne a complex-valued class function β on NG(D)p′ , the p-regular elements of NG(D), by
β2 = α and β(τ ) = √α(τ ) with an incidentally chosen square root and τ ∈ NG(P ) such that
NG(D)/CG (D) = 〈τCG (D)〉 if 1 < D  P (see Proposition 3). If τ ∈ CG(D) or D = 1, then let β be
the trivial Brauer character of NG(D). The main result of the paper is
Theorem 4.
(1) The species of A(kG) are
s˜D,c,t = sD,c,t ◦ resGNG (D) = uD,c,t ◦ resG〈D,c〉, (D, c, t) ∈ Y
where the C-linear map
uD,c,t : A
(
k〈D, c〉)−→ C, Zϕ, j 
−→ ϕ(c)β(c) j−1 t(T j)
and sD,c,t := uD,c,t ◦ resNG (D)〈D,c〉 are species of A(k〈D, c〉) and A(kNG(D)), respectively, with vertex D.
(2) For (D, c, t), (D ′, c′, t′) ∈ Y , we have s˜D,c,t = s˜D ′,c′,t′ , if and only if D = D ′ , c =NG (D) c′ and t = t′ .
(3) The primitive idempotents of A(kG) are
e˜1,c,id = μ1,c,id,
e˜D,c,t = (1− e˜D ′)μD,c,t, 1 D ′ < D, (D : D ′) = p
with (D, c, t) ∈ Y and e˜D ′ ∈ A(kG,Triv) such that A(kG, D ′) = A(kG)e˜D ′ (see Section 3) and
μD,c,t := 1
ηt |CN/D(cD)|
∑
ϕ∈IBr(N)
∑
j∈{1,...,|D|},p j
t(Tˆ j)ϕ
(
c−1
)
β(c)1− jMD,ϕ, j
where ηt is an orthogonality coeﬃcient and Tˆ j denotes the dual element of T j (see Section 4).
Theorem 4 will be proved at the end of Section 5 using results of Section 3 and 4. With Theorem 4
we can put the decomposition of A(kG) into simple subalgebras into a concrete form:
A(kG) =
⊕
(D,c,t)∈Y
C e˜D,c,t ∼=
⊕
(D,c,t)∈Y
CμD,c,t .
3. The species and idempotents of A(kG,Triv)
In the next proposition we state the species and idempotents of the ideal A(kNG(D),Triv, D) of
A(kNG(D),Triv), an ideal which is generated by Vϕ,(D:Q ) with ϕ ∈ IBr(NG(D)) and Q  D . If one
applies this proposition to the case D = P , one gets all species and idempotents of A(kNG(P ),Triv).
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(1) The species of the ideal A are
sNQ ,c : A −→ C, M 
−→
{
ϕM(c) if Q  vertex of M,
0 otherwise
with Q  D and c ∈ Np′ . Here, M ∈ A is an indecomposable module and ϕM denotes its Brauer character.
(2) We have sNQ ,c = sNQ ′,c′ , if and only if Q = Q ′ and c =N c′ (i.e. c = gc′g−1 for some g ∈ N).
(3) For Q and c as above, let
λQ ,c := 1|CN/Q (cQ )|
∑
ϕ∈IBr(N)
ϕ
(
c−1
)
Vϕ,(D:Q ).
The primitive idempotents of A are eN1,c = λ1,c and eNQ ,c = λQ ,c − λQ ′,c with 1  Q ′ < Q  D and
(Q : Q ′) = p.
Proof. Let R and R ′ be subgroups of D with R  R ′ and let R be a set of representatives of the
double cosets R ′\N/R . Moreover, let M , M ′ ∈ A be indecomposable with vertex R resp. R ′ . Since R
and R ′ are normal in N , g R ′ ∩ R = R for all g ∈ N . Therefore M ⊗k M ′ is a direct summand of
(
indNR T1
)⊗k (indNR ′ T1)= ⊕
g∈R
indNg R ′∩R T1 =
⊕
g∈R
indNR T1.
By [4, 81.15], then all direct summands of M ⊗k M ′ have vertex R . Thus sNQ ,c(M · M ′) = ϕM⊗kM′ (c) =
ϕM(c)ϕM′ (c) = sNQ ,c(M)sNQ ,c(M ′), if R  Q and sNQ ,c(M ·M ′) = 0 = sNQ ,c(M)sNQ ,c(M ′), if R < Q . Now we
have shown that sNQ ,c is a species.
Obviously, sQ ,c = sQ ′,c′ , if Q = Q ′ and sQ ,c = sQ ,c′ , if c =N c′ . Let M := Vϕ,(D:R) for some ϕ ∈
IBr(N). Since R  N and M has vertex R , M can be regarded as projective k(N/R)-module. Moreover,
we can identify IBr(N) with IBr(N/R). By the second orthogonality relation for Brauer characters, we
get
sNQ ,c(λR,c′) =
{
1 if R  Q and c =N c′,
0 otherwise.
Hence sQ ,c = sQ ,c′ , if and only if c =N c′ , and we have shown that eNR,c′ is an idempotent with
sNQ ,c(e
N
R,c′) = δQ Rδcc′ .
Since the number of irreducible Brauer characters of N equals the number of p-regular conjugacy
classes of N , these are all the species and the corresponding idempotents are primitive. 
Clearly, sNQ ,c has vertex Q . Our main interest are the species with vertex D , which we denote sD,c
instead of sND,c from now on.
Proposition 6. Let (D, c) ∈ X.
(1) The map
uD,c : A
(
k〈D, c〉,Triv)−→ C, M 
−→ {ϕM(c) if M simple,
0 otherwise
is a species of A(k〈D, c〉,Triv) with vertex D.
(2) We have sD,c = uD,c ◦ resNG (D)〈D,c〉 .
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sD,c(V1,1) =
{
(P : D) if c ∈ CG(D),
1 if c /∈ CG(D).
Proof. A k〈D, c〉-module has vertex D , if only if it is simple. Proposition 5 implies (1).
Let M ∈ A(kNG(D),Triv) be indecomposable and relatively D-projective. By Lemma 1, M and
the indecomposable direct summands of resNG (D)〈D,c〉 M have the same vertex. Furthermore, ϕM(c) =
ϕ
res
NG (D)〈D,c〉 M
(c). This proves (2).
In Section 2 it was remarked that η :=∑(P :D)i=1 αi−1 is the Brauer character of V1,1. Since α(c)
is a (p − 1)th root of unity, we have η(c) = (P : D), if α(c) = 1 and η(c) = 1, if α(c) = 1. We have
α(c) = 1, if and only if c ∈ CG (D). 
We calculate the primitive idempotents of A(kG,Triv) with the help of the primitive idempotents
of A(kNG(D),Triv). Therefore let
μD,c := 1|CNG (D)/D(cD)|
∑
ϕ∈IBr(NG (D))
ϕ
(
c−1
)
MD,ϕ,1
with (D, c) ∈ X and let
e˜1,c := e1,c, e˜1 :=
∑
(1,c)∈X
e˜1,c,
e˜D,c := (1− e˜D ′)μD,c, e˜D := e˜D ′ +
∑
(D,c)∈X
e˜D,c
with 1 D ′ < D and (D : D ′) = p.
Theorem 7.
(1) The species of A(kG,Triv) are
s˜D,c = sD,c ◦ resGNG (D) = uD,c ◦ resG〈D,c〉, (D, c) ∈ X .
(2) For (D, c), (D ′, c′) ∈ X we have s˜D,c = s˜D ′,c′ , if and only if D = D ′ and c =NG (D) c′ .
(3) The primitive idempotents of A(kG,Triv) are e˜D,c with (D, c) ∈ X.
Proof. The parts (1) and (2) are conclusions of Eq. (1) and Eq. (2), which also hold for A(kG,Triv),
and of Proposition 5. The fact that s˜D,c has vertex D , that all indecomposable summands of μD,c′
have vertex D and that s˜D,c(μD,c′ ) = sD,c(λD,c′) = sD,c(eD,c′) imply (3). 
4. The species and idempotents of A(kP )
The following formulae can be easily veriﬁed from [6] or from results of other authors who contin-
ued Green’s work (see e.g. [10, Lemma 2.4] or [11–13]). Let d 1 such that |P | = pd and let q = pd−1.
Then
Tmq · Tq+1 = T(m+1)q + (q − 1)Tmq + T(m−1)q,
Tmq+1 · T j = Tmq+ j + ( j − 1) Tmq,
Tmq+1 · Tq+1 = T(m+1)q+1 + T(m+1)q−1 + (q − 1)Tmq + T(m−1)q+1 (4)
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T j · Tr = Tλ1 + · · · + Tλn (5)
with j  r and λ1  λ2  · · · λn . Then n = j (see [5, Lemma IX, 2.5]) and
λi = j + r + 1− 2i, (6)
if p does not divide j. We conjecture that this condition holds for all tensor products (5).
Reformulation of (4) gives
T(m+1)q = (Tq+1 − q + 1) Tmq − T(m−1)q,
T(m+1)q+1 = Tmq+1(Tq+1 − Tq−1) + Tmq − T(m−1)q+1,
Tmq+ j = Tmq+1 · T j − ( j − 1)Tmq. (7)
Let y := Tq+1 − Tq−1 and
w := y(Tq − Tq−1) = 1− T2q−1 + T2q ∈ a(kP ). (8)
Observe that (Tq − Tq−1)2 = 1 and resPP1 w = T2 with P1  P and |P1| = p.
Lemma 8. Let D  P with (P : D) = p. Then
a(kP ) = a(kD)[Tq+1] = a(kD)[y] = a(kD)[w].
Proof. With the formulae (7) one gets the ﬁrst equation. Obviously, the second equation holds. Since
y = w(Tq − Tq−1) and w = y(Tq − Tq−1), the third equation holds too. 
Green proved A(kP ) = A(kD)[y]. In [6, 2.10], he calculated the species of A(kP ), which he called
characters of A(kP ). They are deﬁned inductively starting with the ones of A(kP1) = C[T2] (where P1
is as above):
sγ : A(kP1) −→ C, T2 
−→ γ + γ −1, γ ∈ U2p\{−1},
where U2p denotes the set of the (2p)th roots of unity. The value γ + γ −1 is a real number and
coincides with 2 or 2 cos(nπp ) where 1  n < p. The species of A(kP ) are obtained by extensions of
the species of A(kD) with (P : D) = p:
st,γ : A(kP ) −→ C, st,γ |A(kD) = t, st,γ (y) = ±
(
γ + γ −1)
with γ as above, “+” if t(Tq − Tq−1) = 1 and “−” if t(Tq − Tq−1) = −1.
If we use the generator w of A(kP ) instead of y, we can easily simplify Green’s deﬁnition:
st,γ : A(kP ) −→ C, st,γ |A(kD) = t, st,γ (w) = γ + γ −1. (9)
Now let us regard the species of A(kP ) with vertex P . The species st,γ has vertex P , if and only if
t(T p) = st,γ (T p) = 0. This holds, if and only if t has vertex D . With (7) we get explicit formulae for
the species of A(kP ) with vertex P . Let β := γ + γ −1 and m, j as in (4), then
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s(Tmq+1) = −β t(Tq−1) s(T(m−1)q+1) − s(T(m−2)q+1),
s(Tmq+ j) = s(Tmq+1) t(T j).
Proposition 9. Let D  P with (P : D) = p and let P1  P with |P1| = p. Then
a(kP ) ∼= a(kD) ⊗Z Z[w] ∼= a(kD) ⊗Z a(kP1).
Proof. Let f (X) =∏s∈Sp(A(kP1))(X − s(T2)). Then f (T2) = 0, because s( f (T2)) = f (s(T2)) = 0 for all
s ∈ Sp(A(kP1)). Since deg f = dimC C[T2], f is the minimal polynomial of T2, i.e. the minimal poly-
nomial of the C-vector space endomorphism x 
−→ T2 · x with x ∈ A(kP1). Since the species values
of w and T2 coincide, we have f (w) = 0 and thus the minimal polynomial of w divides f . Hence
dimC C[w] dimC A(kP1) and rankZ Z[w] rankZ a(kP1).
Since resPP1 w = T2, the map Z[w] −→ a(kP1), x 
−→ resPP1 x, is a surjective ring homomorphism.
Thus rankZ Z[w] = p and Z[w] ∼= a(P1) as rings, which implies a(kD)[w] ∼= a(kD) ⊗Z Z[w] and
a(kD) ⊗Z Z[w] ∼= a(kD) ⊗Z a(kP1). 
Benson and Parker introduced the non-degenerate inner product
〈.,.〉 : A(kP ) × A(kP ) −→ C, (M,N) 
−→ dimk HomkP (M,N)
for arbitrary ﬁnite groups (see [2]). Observe that this map is bilinear and symmetric. Furthermore,
〈M,N〉 = min{dimk M,dimk N} for indecomposable kP -modules M,N . Hence the dual basis of {T j |
1 j  |P |} is
Tˆ j = 2 T j − T j−1 − T j+1, Tˆ pd = T pd − T pd−1, 1 j < |P |.
Let
z :=
|P |∑
i=1
Tˆ i · Ti = 1+
|P |∑
i=2
(Ti − Ti−1)2, ηs := s(z) ∈ R
with s ∈ Sp(A(kP )). These ηs are the so-called orthogonality coeﬃcients, which were studied by Webb
(see [13]). It is easy to see that the primitive idempotents of A(kP ) are
es := 1
ηs
|P |∑
i=1
s(Tˆ i)Ti, s ∈ Sp
(
A(kP )
)
. (10)
5. The species and idempotents of A(kG) (Part II)
This section contains the proof of Theorem 4, the main result of the paper, and concretizes the re-
lationship of A(kG) and its trivial source subring. The next proposition shows how the multiplication
in A(kD) and A(k〈D, c〉) are alike. This alikeness is easily described, the proof however is a little bit
tricky.
Proposition 10. Let (D, c) ∈ X and 1 j  r  |D|. If
T j · Tr = Tλ1 + Tλ2 + · · · + Tλ j
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Z1, j · Z1,r = Z1,λ1 + Zα,λ2 + · · · + Zα j−1,λ j
in A(k〈D, c〉).
Proof. A k-basis of T j is given by bi := (σ −1)i−1+(σ −1) jkD , 1 i  j. Denote ci the corresponding
basis elements of Tr . Let M = T j ⊗k Tr and let μ = (μ1,μ2, . . .) be the transposed partition of λ =
(λ1, . . . , λ j) (e.g. λ = (5,5,3,1) and μ = (4,3,3,2,2)). In a ﬁrst step, we want to show that
Jn(M)/ Jn+1(M) =
μn+1⊕
i=1
k
{
(σ − 1)n(bi ⊗ c1) + Jn+1(M)
}
∼=
μn+1⊕
i=1
Jn(Tλi )/ J
n+1(Tλi ) (11)
for every n ∈ N.
The set B = {bn ⊗ cm | 1 n j,1m r} is a k-basis of M . We regard the k-endomorphism
ψ :M −→ M, x 
−→ (σ − 1)x.
So ψ(M) = J (M). By deﬁnition of bn and cm ,
ψ(bn ⊗ cm) =
⎧⎪⎨
⎪⎩
bn ⊗ cm+1 + bn+1 ⊗ cm + bn+1 ⊗ cm+1 if n = j and m = r,
b j ⊗ cm+1 if n = j and m = r,
bn+1 ⊗ cr if n = j and m = r,
0 if n = j and m = r.
The elements ψ(bn ⊗ cm) with 1  n  j and 1 m  r − 1 form a basis of J (M) because they are
linearly independent and dimk J (M) = dimk M − j = j(r − 1). This basis can be extended to a basis
of M with {b1 ⊗ c1,b2 ⊗ c1, . . . ,b j ⊗ c1}. Then M/ J (M) =⊕ ji=1 k{bi ⊗ c1 + J (M)} as k-vector spaces.
Since M/ J (M) is a semi-simple kP -module, that is also a decomposition in kP -modules.
Let n ∈ N. The k-vector space Jn(M)/ Jn+1(M) is generated by {ψn(bi ⊗ c1) + Jn+1(M) | 1 i  j}.
We introduce another k-endomorphism
φ :M −→ M, bi ⊗ ct 
−→ bi+1 ⊗ ct, b j ⊗ ct 
−→ 0
with 1 i < j and 1 t  r. Then ψ ◦ φ = φ ◦ ψ . So, if ψn(bi ⊗ c1) ∈ Jn+1(M), then ψn(bi+1 ⊗ c1) ∈
Jn+1(M). Thus there exists an n0 ∈ N, such that
E = {ψn(bi ⊗ c1) + Jn+1(M) | 1 i  n0}
generates the vector space Jn(M)/ Jn+1(M) and 0 /∈ E . Moreover bi ⊗ c1 ∈ Jn+1(M) for n0 < i  j.
With the map φ again, one shows that the set E is linearly independent. Since dimk Jn(M)/ Jn+1(M) =
μn+1, one gets n0 = μn+1 and the ﬁrst equation of (11) holds. We have Jn(Tλi )/ Jn+1(Tλi ) = 0, if and
only if λi  n + 1 resp. i μn+1. Thus the second equation of (11) holds too.
Now we consider M as a k〈D, c〉-module. Then M = Zχ1,λ1 ⊕ · · · ⊕ Zχ j ,λ j with χi ∈ Irr(〈c〉). Until
the end of this proof we write Zϕ instead of Zϕ,1 for the one-dimensional modules. The deﬁnition of
α implies
k
{
(σ − 1)n(bi ⊗ c1) + Jn+1(M)
}= Zαn+i−1 .
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μn+1⊕
i=1
Jn(Zχi ,λi )/ J
n+1(Zχi ,λi ) =
μn+1⊕
i=1
Zαn+i−1
and looking at the composition factors of the k〈D, c〉-modules (see Section 2) gives
μn+1⊕
i=1
Zχi ,λi/ J (Zχi ,λi ) =
μn+1⊕
i=1
Zαi−1
for all parts μn+1 of μ (n 0).
Let m1,m2, . . . be integers such that λ1 = λ2 = · · · = λm1 > λm1+1, λm1+1 = · · · = λm2 > λm2+1, and
so on. Then m1,m2, . . . are parts of μ. Hence
m1⊕
i=1
Zχi ,λi/ J (Zχi ,λi ) =
m1⊕
i=1
Zαi−1 ,
m2⊕
i=m1+1
Zχi ,λi/ J (Zχi ,λi ) =
m2⊕
i=m1+1
Zαi−1
and so on. Therefore χi can be chosen such that χi = αi−1. 
Before we prove Theorem 4, we discuss the species of A(k〈D, c〉) and A(kNG(D)) with vertex D .
We remark that the case D = 1 is the trivial source case.
Proposition 11. Let (D, c, t) ∈ Y . The C-linear map
uD,c,t : A
(
k〈D, c〉)−→ C, Zϕ, j 
−→ ϕ(c)β(c) j−1 t(T j)
is a species of A(k〈D, c〉) with vertex D. Moreover
uD,c,t | A
(
k〈D, c〉,Triv)= uD,c .
Proof. The second statement is obvious. Let u := uD,c,t be deﬁned as above. In the last section, it was
shown that the multiplication in a(kP ) is deﬁned by the relations (4). Let T j · Tr =∑ ji=1 Tλi with j  r
and λ1  λ2  · · · λ j be one of these relations. By Proposition 10, Z1, j · Z1,r =∑ ji=1 Zαi−1,λi . Since
the ring A(k〈D, c〉) is generated by Z1,n with 1  n  |D| and Zϕ,1 with ϕ ∈ Irr(〈c〉), it suﬃces to
show that u(Z1, j) · u(Z1,r) = u(Z1, j · Z1,r) and u(Zϕ,1) · u(Z1,n) = u(Zϕ,1 · Z1,n) for all n ∈ {1, . . . , |D|}
and ϕ ∈ Irr(〈c〉).
By the deﬁnition of u,
u(Zαi−1,λi ) = α(c)i−1 β(c)λi−1 t(Tλi ) = β(c)λi+2i−3 t(Tλi )
for 1  i  j. Since t has vertex D , t(Tλi ) = 0, if p divides λi . If p does not divide λi , then λi =
j + r + 1− 2i (see (6)). In both cases
u(Zαi−1,λi ) = β(c) j+r−2 t(Tλi )
for 1  i  j. Again by the deﬁnition of u, we have u(Z1, j) · u(Z1,r) = β(c) j+r−2 t(T j) t(Tr) =
β(c) j+r−2 t(T j · Tr). Hence
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j∑
i=1
β(c) j+r−2 t(Tλi )
=
j∑
i=1
u(Zαi−1,λi ) = u
( j∑
i=1
Zαi−1,λi
)
= u(Z1, j · Z1,r).
Moreover, u(Zϕ,1) · u(Z1,n) = u(Zϕ,n) = u(Zϕ,1 · Z1,n) by Lemma 1. So u is a species. Since t has
vertex D , u has vertex D too. 
Proposition 12. Let D  P . The species of A(kNG(D)) with vertex D are
sD,c,t = uD,c,t ◦ resNG (D)〈D,c〉 , (D, c, t) ∈ Y .
For (D, c, t), (D, c′, t′) ∈ Y we have sD,c,t = sD,c′,t′ , if and only if c =NG (D) c′ and t = t′ . Moreover
sD,c,t(Vϕ, j) = sD,c(Vϕ,1) · t(T j) · β(c) j−1 (12)
for ϕ ∈ IBr(NG(D)) and 1 j  |D|.
Proof. Let (D, c, t) ∈ Y , s = sD,c,t and u = uD,c,t and denote the restrictions to the trivial source
algebra by sTriv and uTriv. Then sTriv = uTriv ◦ resNG (D)〈D,c〉 = uD,c ◦ resNG (D)〈D,c〉 = sD,c . Proposition 2 and
Proposition 11 imply (12). The second statement of this proposition is true for D = 1 (Theorem 7).
So let D > 1, (D, c′, t′) ∈ Y , s′ = sD,c′,t′ and s = s′ . Then sD,c = sD,c′ , thus c =NG (D) c′ (Theorem 7) and
β(c) = β(c′). Since sD,c(V1,1) = 0 (Proposition 6), we get
t(T j) = sD,c,t(V1, j) sD,c(V1,1)−1 β(c)1− j = sD,c′,t′ (V1, j) sD,c′ (V1,1)−1 β(c′)1− j = t′(T j)
for all j ∈ {1, . . . , |D|}. Hence t = t′ . On the other hand, let c =NG (D) c′ and t = t′ . Then sD,c,t =
sD,c′,t′ because of (12) and because a species with vertex D is uniquely determined by the values
of the relatively D-projective kNG(D)-modules. Since there are exactly | IBr(NG(D))| · |Sp(A(kD), D)|
different indecomposable modules and species with vertex D respectively, all species of A(kNG(D))
with vertex D are of that type. 
Proof of Theorem 4. The parts (1) and (2) follow from Eq. (1) and Eq. (2) and from Proposition 11 and
Proposition 12. Let (D, c, t), (Q , c′, t′) ∈ Y and s˜ = s˜D,c,t , e˜ = e˜Q ,c′,t′ . Since s˜ has vertex D , s˜(μQ ,c′,t′ ) =
0 if Q < D , and s˜(e˜Q ′) = s˜D,c(e˜Q ′) = 1 if Q > D (see Theorem 7). In both cases s˜(e˜) = 0.
Now let Q = D . By Proposition 12,
s˜(μD,c′,t′ ) = 1
ηt |CN/D(c′D)|
∑
ϕ∈IBr(N)
ϕ
(
(c′)−1
)
sD,c(Vϕ,1)
|D|∑
j=1
t′(Tˆ j)t(T j)
(
β(c′)β(c)−1
)1− j
.
Note that t(T j) = 0, if p does not divide j and that s˜D,c,t(MD,ϕ, j) = sD,c,t(Vϕ, j). Let λD,c be deﬁned
as in Proposition 5. Then
s˜(μD,c′,t′ ) = 1
ηt
sD,c(λD,c′ )
|D|∑
j=1
t′(Tˆ j)t(T j)
(
β(c′)β(c)−1
)1− j
.
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β(c′). This implies
s˜(μD,c′,t′ ) = 1
ηt
|D|∑
j=1
t′(Tˆ j)t(T j) = t(et′) = δtt′
(see (10)). Since s˜(e˜D ′) = 0, we have s˜(e˜) = 1, if t = t′ and c =N c′ , and we have s˜(e˜) = 0 otherwise. 
In terms of species and idempotents the relationship between A(kG) and A(kG,Triv) is given as
follows:
s˜D,c,t | A(kG,Triv) = s˜D,c, e˜D,c =
∑
t∈Sp(A(kD),D)
e˜D,c,t
and
A(kG, D) = A(kG)e˜D .
The deﬁnition of the species depends on the choice of β and of a Sylow p-subgroup. If we take the
other square root to deﬁne β(τ ), then we have to replace t by the species t∗ with t∗(T j) = (−1) jt(T j)
for 1  j  |D| to get the same species. If we use a Sylow p-subgroup g P with g ∈ G and take
β ′(gτ ) := β(τ ), then s˜(g D,gc,t) = s˜(D,c,t) with t(g T ) = t(T ) for all indecomposable kD-modules T .
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