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Abstract
Molecular dynamics study of hydrogen hydrates C1 and C2 known as ﬁlled ice II and Ic,
respectively, have been performed. The structure of this two hydrates is closely similar to
the respective ice structure encapsulating hydrogen molecule in a lattice site constructed
by the framework of hydrogen-bonded water molecules. The hydrates were calculated
under temperature condition controlled at 291 K. The pressure of 1 GPa for C1 and
4 GPa for C2 was carried out adopting the experimental arrangement where the fast
diﬀusion of hydrogen molecules was observed; here, the H2:H2O stoichiometry of 1:6 was
used for C1 and 1:1 for C2. There are two calculation setups have been carried out, namely
full occupation and one vacancy setup, to demonstrate the ideally synthesized and the
occupation’s defect hydrates, respectively. Longtime simulation has been done to study
the diﬀusion process; here, 100 ns for full occupation and 50 ns for one vacancy setup. In
the calculation, many inter-site translations were observed only in the one vacancy setup
of both hydrates. This behavior indicates the necessity of occupation’s defect to facilitate
the diﬀusion. The calculated hydrogen molecule diﬀusion coeﬃcient was found to be in
good agreement with the experimental results conﬁrming the highly anisotropic diﬀusion
for hydrate C1 while isotropic for C2.
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1Chapter 1
Introduction
Nowadays, the long-term mining and usage of unrecoverable fossil energy have made
several issues regarding human safety and environment. From the early beginning of
production line, the severe impact already noticeable. The spill of the crude product
has been reported to give immense implications to surroundings. Ecological problems
were generated by the calamity. Also, the release of natural gas in numerous location
during exploitation has given more damage to the environment. When concerning the
usage, the imperfect combustion systems have released hazardous byproduct. At the early
stage of contamination, one would argue that this could be responsible for the several
known signiﬁcant impacts. Eventually, the accumulative disadvantages have expanded
massively threatening many life aspects. In several cases, the level content beyond the
safety measure of this hazardous byproduct is reported evidence in the air [1, 2]. The
critical term is labeled to substances which can implicitly and explicitly be threatening
the life-supporting condition. Also, greenhouse eﬀect generated by CO2 accumulation
is now becoming a commonly-heard issue [3]. The fossil fuel burning contributes to the
released of CO2 into the atmosphere.
Less consciousness to make a substitute substance previously shown for an extended
period. Since this fossil fuel is the primary source of energy, this unrecoverable substance
exploited numerously. As a result, the supply has primarily reduced to be predicted less
portion will be left over to sustain the future needs. Concerning this point, awareness to
ﬁnd the substitution candidate has attracted intensive studies. Also, the unwilling eﬀect
regarding human safety has given more attention towards the ﬁnding. Several aspects
are declared to be the necessity during the discovery. The alternative substance should
be renewable and eﬃcient. Again, the derivatives produced during the usage should be
environmentally clean.
First of all, the review of the replacement candidate is starting at the basic of the carrier
itself. There are two known energy carriers, namely electricity and hydrogen. Despite
being the lightest and smallest molecule with bond distance is 0.74 A˚, the diatomic H2
have the highest energy content regarding the weight while showing the lowest concerning
the volume. Hydrogen also has higher eﬃciency and easy to store in diﬀerent ways, thus
potentially to be used as a new energy source providing low polluting fuel. This source
of energy can be transported and heated in the places where the electricity is hard to
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generate. Also, it is practically cheaper to deliver hydrogen with pipeline compared to the
long distance wired electricity distribution. When one considering the use of materials
encapsulating hydrogen in transporting, eﬃciency will grow higher. Space shuttle mainly
uses hydrogen to produce energy and pure water fuel-cell for the crew.
Hydrogen is bonded into compounds by other molecules. The bonding substance is then
can be separated to give H2 exist in gas phases employing electrolysis, steam reforming,
photo-electrolysis and biomass gasiﬁcation. The respective hydrogen gas can be directly
used or be kept in a container to harvest the energy. Compression is needed to maintain
hydrogen in the gas phase. The compressed hydrogen, therefore, can be stored in a tube
to be delivered or fed into the pipeline network. Given this point, it is advantages to
have porous materials which can encapsulate a signiﬁcant amount of gaseous hydrogen.
Again, the ability to be synthesized and kept in ambient pressure and temperature would
gain substantial potential beneﬁts. Additionally, to be practical, it is crucial to have host
structure able to accommodate hydrogen molecules without having chemical mixtures.
Recent studies have proposed several substances to be the proper candidate.
Clathrate hydrate is a crystalline ice material constructed from frozen water molecules
accommodating guest molecules. The arrangements assembling cage-like framework in
which light noble gaseous or liquid can be encapsulated [4,5]. The guest molecules which
have substantial hydrophobic moiety trapped inside these polyhedral cavities through
single and multiple occupations per cage. The encapsulation performed without having
the chemical mixture, preventing the host to collapse when positive external pressure is
applied [6]. Guest in the gas phase is kept inside cages only by physical bonds. These
guest encapsulations have made the resulted structure in a broaden phase-space stability
compared to the respective metastable empty structure. These encapsulations were also
preventing the cages not to rupture to the typical ice crystal structure or liquid water. This
behavior, in the view of the statistical study of several clathrate hydrate systems, were
correlated with the van der Waals volume and dipole moment of gaseous species [7]. The
strong correlation was shown by the two-phase equilibrium variables, namely dissociation
heat and pressure dissociation of ice point. Meanwhile, van der Waals volume of gas species
was ranked as the second and third to contribute to the heat and pressure dissociation
shifting from unoccupied ice structure, respectively. Compared to the previously discussed
variables involved in the reported study, the dipole moment of guest molecule gives lesser
inﬂuence to the clathrate phase equilibrium. The guest molecules along with hydrogen-
water atom released during melting. These remarkable features attract interest towards
the study in producing more eﬃcient hydrogen storage materials. To further extent,
understanding the physical and dynamic interaction between the foreign molecules and
the water framework as host is required.
In the early stage of hydrogen storage research, clathrate hydrates compound were the
less known candidate to be proposed and considered to be studied. The ﬂow-line problems
occurred in the natural gas exploitation have turned this solid compound into the famously
noticeable subject to study; under high pressure and low-temperature, the clathrates
built-up formed inside pipeline blocked the gas distribution [8]. Also, Geohazard of the
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dissociation of gas hydrate originated from the deep-water deposits have made broaden
attention to the clathrate hydrates towards serious interest regarding human safety [9,10].
However, despite the unexpected ﬁndings that famously introduce clathrate hydrates, a
recent study discovered the potential of this practical host-structure containing gaseous
molecules, in particular as the solution of CO2 removal [11] and hydrogen storage materials
[12–16]. The later attracts relentless study to meet the demands of eﬃcient, renewable and
clean energy sources. Moreover, theoretical study and experimental ﬁndings of hydrogen
hydrate revealed the ability of hydrogen to form clathrate hydrate through single and
multiple occupancies [17, 18]. This ﬁnding against previous believed which stated that
inclusion of hydrogen guest was unable to stabilize cage due to its small molecular size.
This ﬂawed suggestion of inability due to hydrogen size had spanned for a long time.
There have been several observations noticing advantages from hydrogen hydrate. This
material is a non-explosive substance in which essential concerning transportation and
handling safety. Also, clean by-products have resulted from the energy harnessing; here,
only water and a small concentration of promoters produced. During harnessing, the
hydrogen guest is released from the framework through the pressure reduction and small
temperature adjustment. This energy carrier stays in its molecular form inside the cage.
Moreover, several published data showed that hydrogen hydrate was able to form in the
moderate temperature and condition with the need of low promoters concentration; sub-
stances such as THF [19, 20], Acetone [21] with low concentration were used to improve
operating conditions. These reveal potential features on having hydrogen storage eco-
nomically with less energy eﬀort in controlling synthesize process. There also numerous
hydrogen hydrate having higher hydrogen content per unit mass and volume had been
discovered. [12, 13, 22,23]
However, several challenges had been experienced to make outstanding eﬀorts on having
clathrate hydrate as hydrogen storage. The duration of time to synthesize the compound
featured in several hydrogen hydrates due to the reluctant of formation kinetic obligate
eﬀort to show less eﬀectiveness. Stability issue at ambient thermodynamic condition
showed similar high eﬀort lineaments of hydrogen hydrate. Also, when one include pro-
moters to have a better operating condition, storage capacity will be reduced since these
molecules occupying the available spaces. Many studies have been conducted to overcome
the limitation. However, a deduction of one aspect should be made when gaining the
other [24].
Hydrogen gas can also be found encapsulated in the cage-like water framework without
the need of promoters to support. For instance, high amount of hydrogen gas can be stored
in lattice sites of ice II and Ic, with H2: H2O stoichiometry is 1:6 and 1:1, respectively [23].
Instead of clathrate hydrate, these two known as ﬁlled ices of C1 and C2, respectively. The
inclusion stabilizes the ice structure in an extended range of pressure and temperature
compared to the unﬁlled composition [25–29]. Hydrate C1 is ﬁrmly having ice II structure
while hydrate C2 shows cubic ice framework. Not only hydrogen, other light noble gas
molecules can also be occupied [30, 31]. However, the high-pressure condition is needed
when synthesizing the materials to compensate the interaction energy between guest and
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surrounding host molecules which shows repulsive character due to the small size of lattice
site. The guests themselves are needed to stabilize the host-framework structure. The
high ratio between host-guest is a necessity to avoid lattice site’s rupture when highly
needed pressure is applied to the system.
The crystal structure of hydrogen hydrate C1 is known to be rhombohedral in the R3¯
space group. It can also be viewed as the hexagonal unit cell by using Miller indices
relation −h+k+ l = 3n where n is an integer. Under 2.1 GPa and 295(3) K, this hydrate
was reported to have a hexagonal unit cell containing 36 water molecules [23]. The full
arrangement consists of the hexagonal array of hydrogen-bonded water molecules lies on
the surface known as the basal plane. The planes are piled along the optical c axis to







Fig. 1.1. Molecule model for C1 system. Green spheres describe hydrogen guest.
On the other hand, under 3.1 GPa of pressure, hydrogen hydrate C2 was reported
to have a cubic crystal structure [23]. The arrangement of water molecules gives eight
faces forming diamond-like crystal structures. Surfaces containing hexagonal shaped of
hydrogen-bonded water molecules are formed by stacking (111) faces in a disordered way
along (110) direction. This (111) plane is similar to the unoccupied cubic ice structure
and perfectly coherent to the basal plane of hexagonal ice [32]. The hydrate was able
to store maximum 10%wt H2 capacity equivalent to 1:1 molar ratio between hydrogen
and host water framework. The stoichiometry gives C2 characterized as a hydrogen-rich
material compound, thus suitable for hydrogen storage.
Fast diﬀusion of hydrogen guest molecules has been reported in these dense hydrates
under highly compressed condition [33,34]. The observed rapid hydrogen molecules inter-
site translation is comparable to the molecular diﬀusion in a liquid state with less aﬀected
by the pressure. Moreover, concerning the diﬀusion trajectory, anisotropic is suggested in
hydrate C1 while isotropic is for hydrate C2. This suggestion was governed from more to
the structural arrangement’s consideration rather than theoretically observed. The details







Fig. 1.2. Molecule model for C2 system. Green spheres describe hydrogen guest.
mechanism could be crucial in designing better hydrogen storage in these ﬁlled ices. There
could be a factor to drive these guests diﬀusion among polyhedral cavity.
There are several fascinating aspects regarding molecular encapsulation in ice-
resembling structure. In clathrate hydrate systems, the guest to diﬀuse is placed in
polyhedral cavities of ice structure through weak Van der Waals interaction. Correspond-
ingly, no chemical mixture is observed. The dimension size of the polyhedral enclosure
is reported to give inﬂuence in the number of occupation and the guest mobility. It
is therefore needed to have a microscopic understanding of this interaction for several
applications. In the development of hydrogen storage, numerous study gives evidence
on the importance of structural size in the intra-cage dynamics [35]. Moreover, in
the speciﬁc system such as ﬁlled ices, the small size of lattice site give high repulsion
characteristic shown by the guest-host interaction [29]. Therefore, high pressure is needed
to compensate the conﬁnement. As a consequence of the pressurization, more dynamic
is expected to be observed since the density of guest molecule is denser compared to
its condensed state. Imperfect conﬁnement structure also inﬂuenced the mobility of the
conﬁned species. Inter-site translation is observed in clathrate hydrate by this kind of
water vacancy [36, 37]. With the defect, free energy of lattice site’s boundary is lowering
to allow the guest to diﬀuse.
1.1 Purpose
This research is performed to theoretically study the dynamical properties occurred in
hydrogen-ﬁlled ice II and Ic. Both systems can be considered as a hydrogen-rich mate-
rial compound where rapid diﬀusion of the guest was found with less inﬂuenced by the
pressure. It has been suggested that hydrogen molecules are denser compared to their
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condensed phase under this condition. This dynamics-related structure-governing kinetics
is useful to be studied. They determine the duration time of synthesizing and the disso-
ciation process. The same rapid diﬀusion of guest molecules should be captured in the
calculation to justify the provided evidence of microscopic details of hydrogen molecule’s
dynamic in this study.
In this doctoral thesis document, the report of the molecular dynamics (MD) calcula-
tion result of hydrogen hydrate C1 and C2 will be presented. There are several conﬁrma-
tion points of the previous observations in C1 and C2 structures and relevant additional
information of diﬀusion mechanism provided to be done. Also, details of a long time
MD calculation when investigating the inter-site diﬀusion of the encapsulated hydrogen
molecules is discussed. There were two diﬀerent setups on each of the ﬁlled ices structure.
Systems with the maximum load of hydrogen guest molecules were the ﬁrst system to
simulate while single lattice site left unoccupied be the second. These setups were deliv-
ered based on the results of a vacancy-driven diﬀusion that had been studied extensively
in numerous clathrate hydrate systems [37–39]. The result was suggesting the necessity
of an imperfect guest occupation in ice structure to facilitate the diﬀusion process.
1.2 Dissertation Organization
This dissertation is organized as follows. In Chapter 2, the Ice and Clathrate Hydrtaes
are discussed. The method when performing molecular dynamics calculation are brieﬂy
presented in Chapter 3. In Chapter 4, calculation results and post-production analysis
are discussed. Concluding remarks discussing summary and future works are presented
in Chapter 5. The appendix is used to explain the mathematical background of the
method utilized during the calculation. Also, in this appendix, post-production analysis
is discussed and divided into several sections. To be more speciﬁc, the brief discussion
of molecular dynamics method is presented in Chapter A while in Chapter B for the
diﬀusion coeﬃcient code listing. Potential energy map and IR spectra calculation codes
are presented in Chapter C and Chapter D, respectively. All structure ﬁgures presented
in this report are produced by using Vesta [40] and VMD [41]. Again, the calculations of
hydrogen bond energy and distance were performed with the help of VMD program.
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Ice and Clathrate Hydrate
2.1 Ice
Ice is a solid phase of frozen water, formed by tetrahedrally coordinated of water molecules
connected by the hydrogen bond to the four others. The angle of this tetrahedral connec-
tion equal to 109.47◦ which is slightly higher compares to the H-O-H angle. Concerning
oxygen positions relative to other oxygen water molecules, there are eight known crys-
talline phases forming the hexagonal lattice of ice to have ordered and disordered arrange-
ments of hydrogen water depending on water and pressure. Meanwhile, two amorphous
phases (non-crystals) of ice are identiﬁed since no long-range ordered arrangements fea-
tured. This arrangement can be the cause of insuﬃcient time to form a crystal lattice
when rapid cooling is applied. Meanwhile, decompression of low-temperature ice can give
the similar amorphous ice structure.
On earth surface and atmosphere, all of ice structured as hexagonal crystalline and also
known by its arrangements abbreviation, namely ice Ih. The phase transition of water
to ice Ih is commonly achieved by cooling liquid water to about 273.15 K at ambient
pressure. Similar to what happened in the forming of frost formation, the transition can
also occur directly by depositing water vapor. Symmetry is preserved by water molecules
obeying ice rules [42] where the arrangements are allowing total dipole moment close to
zero. When the rules are disobeyed, the ice crystal would be weakened by the failure of
neighboring water adjusting the hydrogen bond to prohibit molecular rotation. The same
charged atom would be in line without having intervening of the opposite in between.
This weakened is known as Bjerrum defect [43]. Also, the ionic defect may occur when
H3O
+ and OH− ions are present.
The many variants of ice are possible to observe since ice Ih featured open structure of
tetrahedrally arranged water molecules in which crushed dynamically when high pressure
is applied. The pressure shorten the distances between the second shell neighbors thus
reducing ice volume while gaining van der Waals eﬀects. Since there is an anomalous
change in entropy with volume and the negative expansion coeﬃcient of water, Clausius
Clapeyron equation is adapted in many ice phase changes.
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2.1.1 Ice II
Ice II has relative permittivity or dielectric constant of about 3.7. This crystalline water
arrangement has triple points with other forms of ices. Firstly, under temperature and
pressure condition of -34.7 ◦C and 212.9 MPa, respectively, Ice II coincide with hexagonal
ice and ice-three. Secondly, ice II coexist with ice-three and ice-ﬁve at -24.3 ◦ of temper-
ature and 344.3 MPa of pressure. Thirdly, ice-eleven and ice Ih have existed side by side
to this ice II under -199.8 ◦C of temperature and 70 MPa of pressure. And ﬁnally, ice-six
and ice V can also be found along with ice II estimated at -55 ◦C and 620 MPa.
Correspond to this phase-space diagram, increasing the temperature towards the melt-
ing point of Ice II will turn this form of ice into hexagonal ice, Ice III, V and VI. At
ambient pressure and temperature above 160 K, this ice turned into ice Ic. However,
when 0.5 mol of NH+4 F
− is added, this ice would be disappeared from the water phase
diagram [44]. Furthermore, this form of ice is at its metastable state when conditioned
below 100 K in the pressure range of ambient to 5 GPa.
Bringing hexagonal ice into a thermodynamic condition of 198 K temperature and
pressure of 300 MPa will collapse half of its hexagonal channel to form ice II. This new
arrangement has the detached ice Ih hexagonal channel connected by more compact hy-
drogen bond. The density is then about 1.16 g cm−3. The deformation from the Ice Ih is
detailed as follow. The hexameric ring featured in ice Ih is rotated to the right angle of
30 ◦ horizontally on the basal plane. Then, the rotated ring is slightly moved vertically
and having hydrogen bonded to each other. The connections between ice Ih and ice II
can also be explained as follow. The single crystal of Ice Ih can perform single crystal of
ice II or twin ice II. This transformation can be done by rotating 180 ◦ the c axis channel
concerning each other.
Another way to synthesize Ice II is by decompressing ice V at 238 K. This is achieved at
ambient pressure. It is also possible to make ice II from ice III by temperature reduction,
although it is diﬃcult to perform.
Hydrogen bonds observed from ice II are ordered and ﬁxed. Each water molecules
bonded to other four by means two as the donor while the other two as acceptor. In
real life, there is no ice II arrangement to have disordered hydrogen bond. However, the
theoretical study revealed possibilities to have partially disordered proton conﬁguration
found in ice II [45]. Since some of them can be seen bending due to less varying of
isolated water molecules, the strength is thus weaker compared to the hexagonal ice.
Despite preserving half of the hexagonal rings featured by ice Ih, the transition inherits
3/4 of total hydrogen bond performing puckered and ﬂat rings layers change repeatedly.
The remaining 1/3 at this hexagonal channel constitute from Ice Ih are conserved. The
newly 1/6 at this channel thus give ordered arrangements.
The unit cell of ice II consist of 12 water molecules, with lattice parameter a = 7.78
A˚ and have α, β and γ equal to 113 ◦ to form Rhombohedral R3 crystal [46]. There is
another way to visualize ice II by considering other unit cells of 36 water molecules with
lattice parameters a, b, and c = 12.935 , 12.935 , 6.233 , respectively. This structure was
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found under 225 K of temperature and 0.25 GPa of pressure [47]. It is a lot simple to
visualize and a lot easier to interpret since the crystal is hexagonal.
2.1.2 Ice Ic
Cubic ice, also known as Ice Ic is found in the metastable state. Within time, this form
of ice will be transformed into hexagonal ice through the increasing disordered of the
stacking-disordered ice. Sometimes transitional state between hexagonal and cubic ice
can be found depending on the formation and history of the cubic ice. Compared to ice
Ih, ice Ic has lower melting pressure while showing higher vapor pressure. Cubic ice can be
found in the upper atmosphere and be freezing in conﬁnement or porous aqueous systems.
Ice Ic formed by condensation of water vapor at ambient pressure and low temperature
less than -80 ◦C. It can also be created when water droplet with the diameter about 6 μm
is cooled in -38 ◦C. Lower interfacial free energy is found in water droplets which have a
radius smaller than 15 nm at 160-220 K. This shape is the most preferred phase space to
form cubic ice. By reducing pressure on the high-pressure ice at 77 K, cubic ice crystal can
also be synthesized [48]. Homogeneous ice in profoundly supercooled nano drops (r ≈ 10
nm) of water at about 225 K would crystallize to have 78 % cubic ice and 22 % hexagonal
ice, thus eﬀectively 44 % of stacking-disordered ice can be found. Stacking-disordered
always found when ice crystallizes from supercooled water. It is diﬃcult to have a cubic
structure with a higher percentage in a cubic ice structure even though cubic ice always
used to acknowledge this not pure ice crystal. Heat evolution up to 50 K mol−1 is needed
to transform ice Ih into ice Ic irreversibly in 170-220 K, but the process took very long
time.
Similar to ice Ih in having moderate open low-density structure, fcc crystal structure
of ice Ic showed less packing density compared to simple cubic, or face-centered cubic
would typically have. However, it’s density almost similar to ice Ih since more staggered
settlements of the hydrogen bond concerning all neighbors are shown by ice Ic, rather than
to the fcc packing density. Another structure diﬀerence demonstrated by ice Ic compared
to ice Ih is in the second neighbor arrangements.
The cubic crystal has unit cell dimension is 6.358 with α, β, and γ angles are equal to
90◦. Each unit cell contain 8 water molecules [49]. Water molecules are arranged to obey
ice rules [42] having two hydrogen atoms are placed near oxygen while one hydrogen atom
is intervening oxygen-oxygen bond. Also, above 5 K, protons can move between water
molecules [50]. All of the hydrogen bonds are disordered and not straight since the angle of
isolated water molecule arranged to have four nearest tetrahedrally structured neighbors
does not much modiﬁed. There are 12 tetrahedral arrangements of water molecules at the
second neighbors similar to ice Ih. Less water molecule is found in ice Ic in the second
hydration shells compared to ice Ih to cause less stable arrangements. This arrangement
also gives cage-like structure has smaller volume compared to the ice Ih.
As can be found in ice Ih and low-density amorphous ice while showing diﬀerent behavior
compared to most crystals, thermal conductivity anomaly was found to reduce when
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pressure is increased in ice Ic. This behavior is due to the decreasing of transverse sound
velocity caused by the changing of hydrogen bonding [51].
2.2 Clathrate Hydrate
Clathrate hydrate is the name to acknowledge compounds composed by ﬁrmly packed-
frozen water molecules framework accommodating gaseous molecules. This resembling-ice
structure is governed by the arrangements of hydrogen-bonded water molecules in such a
way its oxygen atom becomes a point-edge of four cage-like structure. Some of the polyhe-
dral cavity may or may not be occupied. The non-stoichiometric molecule accommodated
by the cage also known as the guest. It is usually stored in its molecular form at gas
state. The molecular inclusion involving neither chemical mixture nor covalent bonding.
It is observed that there are van der Waals interactions between guest molecules and it’s
surrounding cage. At the early stage of the discovery, hydrogen bonding is aligned disor-
dered imperfectly and obeying ice rules [42]. This compound is in the same equilibrium
condition as its engaged guest. Meanwhile, the cavity occupation number depends on
temperature and pressure. The solubility is higher in their solid phase rather than their
liquid state. Interestingly, this compound is in the unstable state at positive pressure
without the proper amount of guest ﬁlling their empty void.
The hollow cage-like structure would easily rupture due to applied pressure. Subse-
quently, when continues breakage begin to show the melts of clathrate ice, this cage-like
structure will slowly dissipate afterward [52]. Generated universal model of clathrate
hydrate occupying guest was simulated to reveal that this compound starts dissociating
into surface ice and guest gas below their melting point [53]. Meanwhile, NMR study
showed that there is a signiﬁcant inﬂuence made by the solid phase clathrate hydrate to
its surrounding melted solution during formation and dissociation [54].
As previously described, problems reported on oﬀshore oil exploitation when clogging
in the ﬂow-line caused by clathrate hydrate built-up has given this solid compounds their
ﬁrst academic introduction [8]. Also, massive release of their hazardous inclusion species
from deep-water deposits [9, 10] provide further attention to outset relentless study to
reveal potential usage as energy storage [12–16] and the global warming gas removal [11].
Clathrate hydrate can be found accommodating one species of gas. However, it is often
observed that the inclusion constitute more than one gas component to stabilize cages
structure at ambient pressure and temperature, with the exception found on bromide
clathrate [55]. Above 270 K and ambient pressure, clathrate hydrates will release their
guest molecules. However, at the same pressure with lower temperature, they are at
metastable state for several hours. Complex phase behaviors were shown by pressurization
under high-pressure condition. In this thermodynamic state, smaller guest species was
possible to be found isolated in hexagonal structured ice. Structure breakdown to form
denser ice accompanied by solid-phase guest molecules were observed when pressurization
continues.
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There are three known structure types for clathrate hydrates, namely sI, sII and hexag-
onal known as sH. The two ﬁrst mentioned have the cubic crystalline structure of Pm3n
and Fd3m, respectively, while the last has hexagonal based structure. CO2 and CH4
hydrates have sI structure, O2 and N2 have sII and some solid-phase materials found in
slurry reservoir ﬂuids are suggested to have sH structure coexist with sII [56].
a b c
Fig. 2.1. Clathrate hydrate structure of (a) sI, (b) sII and (c) sH.
The unit cell of sI containing 46 water molecules in a unit cell. Each unit cell then tiled
to form 3 dimensional structure of small-pentagonal-dodecahedron cages (512) and large-
tetradecahedron cages which are hexagonal truncated trapezohedron (51262). The two
type of enclosures are arranged to show WeairePhelan structure with open tetrahedral
O-O-O connection to deviate about 3.7◦. The average distance between oxygen-water
atoms is 2.793 A˚. Meanwhile, a lot more water molecules in a unit cell are needed to form
the sII structure; here, a unit cell is containing 136 water molecules with the O-O average
distance is 2.790 A˚.
Unit cells are tiled to form sixteen similar small-pentagonal-dodecahedron (512) cor-
respondingly as sI. Meanwhile, the arrangement also gives eight large hexahedra (51264)
cages in which 3◦ angle deviation of tetrahedrally connected oxygen water to its adjacent
neighbor is shown. Three types of enclosures with the composition of three small 512
cages, two small 435663 cages and one large 51268 cage are arranged in which 34 water
molecules are found in a unit cell to give sH structure. As previously mentioned, the
large cage in this hexagonal structure can be ﬁlled by large molecules such as butane and
hydrocarbon. The most stable structures are shown by sI and II.
Continues discovery of clathrate hydrates revealed more structure variants in which
some would relate to Frank-Kasper (FK) structure [57]. The ﬁrst variant is clathrate with
tetragonal s-T structure. This structure has 12 water molecules in a unit cell arranged
to make cells of 425864 cavities [58]. The second is clathrate materials having cavities
such as 6×512, 4×51262 and 4×51263. There are 80 water molecules are found in a
unit cell. This structure also known as the tetragonal s-K structure and can be found
in Bromine hydrate [59]. The third variant to relate with FK structure is cubic s-III
clathrate hydrate [60]. The structure have 2×4126886 and 6×4882 cavities built from
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water molecules arrangements; here, a unit cell have 48 water molecules.
  
Fig. 2.2. Clathrate hydrate structure of tetragonal (a) s - T [58], (b) s - K [59] and (c) s
- III [60]. Green spheres indicates guest molecules.
2.3 Filled Ices
Molecular hydrogen can form clathrate hydrate through single and multiple occupancies
to ﬁt in each cavity. Under high pressure, this small guest molecules can be occupied
in diﬀerent host arrangements rather than known clathrate hydrate structures; here, the
structure mostly known as ﬁlled ice. The composition of this hydrogen hydrate material
under 400 MPa pressure and 280 K temperature is (H2O)2H2 where ice structure frame-
work observed as host. Filled ice from diﬀerent guest inclusion can also be constructed
by compressing clathrate hydrate. For instance, CO2-ﬁlled ice is originated from sI CO2
clathrate hydrate [61]. Meanwhile, ﬁlled ice where ice-XVII is host framework can be
observed by compressing sII CO2 clathrate structure [62]. Detailed schematic diagram
regarding this phase transition concerning pressure at room temperature was presented
in [63].
There are several ﬁlled ice structures extensively studied, namely C1 hydrate which
has ice II host structure to encapsulate H2 and C2 hydrate system occupying the same
small-sized hydrogen gas in lattice site of ice Ic water framework [23]. These two have H2:
H2O stoichiometry of 1:6 for C1 while 1:1 shown by C2 to be considered as a hydrogen-
rich compound. In the case of C2 system, pressure dependence revealed larger than the
unoccupied would show under the same pressure condition; similar behavior aﬀected on
νOH frequency and dOH distance of unﬁlled ice Ic structure would be under the twice
higher pressure condition [25]. Meanwhile, since H2+ H2O is a binary system, C1 and C2
were found to coexist under pressure condition ranged from 2.3 GPa to 3.1 GPa.
Furthermore, MH-III structure hosting methane was found at about 2 GPa in which
water molecules are arranged very similar to hexagonal ice structure [64]; this methane-
water compound is considered as the ﬁrst methane guest encapsulated in hydrate structure
known as ﬁlled ice. Similar to hexagonal ice, hydrogen bond arrangements revealed in
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this hydrate are reasonably disordered in Imcm space group, where a = 4.7458(5) A˚, b
= 8.0644(9) A˚ and c = 7.8453(7) A˚. The methane-guest shows strong repulsion character
with regards to the C-O distances and showed increases strongly with pressure when the
system at 11 GPa. This repulsive character already observed at 3.0 GPa with interaction
energy in the order of 1 kJ/mol [65].
Fig. 2.3. MH-III structure [64].
Another structure, namely C0 was recently discovered. However, the deﬁnite structure
of this C0 hydrate system had not been established. Previous observation at 80 K and
0.5 GPa pressure employing ex-situ X-ray diﬀraction proposed structure of space group
P3112 (or P3121) in which water molecules presence in sites 3a2 with half occupancy [66].
However, this spiral H-bond network of trigonal arrangements showed a violation of ice
rules. Subsequently, Strobel et al. [67] continues the eﬀort to observe properly the C0
structure utilizing XRD suggesting two structures, tetragonal S-T structure and α - and
β - quartz arrangements. Next, Smirnov et al. [68] revealed that the partially occupied
sites were N2 molecules included during recovery while H2 occupying the channel; this
conﬁguration is later known as C0-II. The result also indicates that this C0 have tetragonal
S-T structure. Recent XRD study revealed that the C0 have structure closely similar to
Smirnov et al. [68] with hexagonal symmetry [69]. Recent ﬁndings stated that at 100-
270 K and pressures range from 360 MPa to 700 MPa [70], C0 have stability region at
the sII clathrate and C1 based ice II structure. The results revealed hexagonal symmetry
with spacegroup of P6122 when this unoccupied C0 system recovered to ambient pressure;
this new form of hexagonal ice structure named as ice XVII. Proton-ordering and guest
occupancies later determined by in-situ neutron and X-ray diﬀraction. Along with CO2
hydrate-II, H2 hydrate of C0 show similar structure of chiral and has large open spiral
channels for the guest to move [61] freely. This P6122 spacegroup have a = 6.2763(5) A˚
and c = 6.1875(19) A˚ with density of 0.991 g/cm3, exhibits new features of hydrate and
hydrogen bonded was suggested disordered.
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Fig. 2.4. Filled ice structure of (a) C0 [61] (b) C1 and (c) C2. Red and Green spheres
indicate oxygen atoms and guest molecules, respectively. Grey line describes
hydrogen bond connecting water frameworks. C1 and C2 systems are redraw
with ice conﬁgurations taken from Buch et al. [71] while guest molecules are





Molecular dynamics (MD) calculation were performed to theoretically study hydrogen
hydrate of ﬁlled ice II (C1) and Ic (C2). Long-time calculation of 100 ns was needed, in
particular, to investigate the hydrogen molecules diﬀusion, in the full occupation setup.
Meanwhile, 50 ns were performed for the one vacancy setup. MD calculations were done by
using LAMMPS package [72]. The usage starts from energy minimization to the produc-
tion run. The simulated system was conditioned to reproduce the previous experimental
setups. In this condition, fast diﬀusion of hydrogen guest molecules is observed. The
rapid diﬀusion of the guest showed less inﬂuenced by the applied high pressure within a
certain range.
When simulating hydrate C1 system, 1 GPa of pressure and 291 K of temperature
were controlled during equilibration and production run. The frozen-water molecules
framework has R3¯ space group structure taken from Busch et al. [71] satisfying Bernal-
Fowler rules [42]. The structure has rhombohedral unit cell with lattice parameter a=
7.78 A˚ while α, β, and γ is 113.1 ◦ containing 12 water molecules. Meanwhile, the
calculation was performed with 3 × 3 × 3 unit cells containing 324 water molecules
and encapsulating 54 hydrogen guest molecules. Initially, the guest was placed in the
lattice site. The H2: H2O stoichiometry was following previous experimental results of
Vos et al. [23] for full occupation. Imperfect synthesized result by giving one lattice site
unoccupied was prepared to study occupation defect-driven diﬀusion; here, this setup
was named as one vacancy system. These two distinctive conﬁnement setups were then
Table 3.1. The potential parameter for water and hydrogen guest molecules used in MD
calculation. For H2 guest molecule, both LJ and charge site are located at the
same center of mass. Meanwhile, Oxygen atom’s position of water molecule is
used as LJ calculation point while the negative charge placed at M position,
located between the center of H-H and Oxygen.
Model Site q(|e|) σ(A˚) ε(kcal/mol)
H2 [73] Center 0.0 2.96 0.067962
TIP4P/Ice [74] H 0.5897
O 3.1668 0.21084
M -1.1794
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Table 3.2. Host Framework Setup
Crystal C1 (Rhombohedral) C2 (Cubic)
Unit cells 3 × 3 × 3 3 × 3 × 3
H2O / unit cell 12 8
a,b,c (A˚) 7.78 6.358
α, β, γ 113.1◦ 90◦
entering energy minimization employing conjugate gradient methods. During this process,
the water molecules and guest’s position were corrected concerning their pair-interaction
to achieve minimum energy arrangements. The observed cavity volume was ﬂuctuated
slightly associating to the guest occupation. The resulted arrangements were then entering
equilibration stage under the thermodynamic conditions previously described. During
equilibration run of 50 ps, energy conservation and thermodynamic ﬂuctuations were
carefully observed. Finally, after the completion of the previous stage, production run
was performed in which 100 ns for full occupation setup. Although longer calculation
was performed, no inter-site diﬀusion was achieved in full occupation system eventually.
Meanwhile, 50 ns was utilized on one vacancy system; here, many inter-site translations
performed by hydrogen molecules are already observed.
In a closely similar treatment, calculation of hydrate C2 system adopted the same
reference of the experimental result as hydrate C1, in which 4 GPa of pressure and 291
K of temperature. With regards to the arrangement, ice Ic structure was also taken from
Buch et al. [71]. The unit cell is cubic with lattice parameter a=7.78 A˚ composed of eight
water molecules. When performing the calculation, ice Ic structure of 3 × 3 × 3 unit cells
containing 216 water molecules were used as the host to encapsulate 54 H2 molecules.
One vacancy setup also employed in this hydrate with the similar purpose as ﬁlled ice II.
The guest positions were corrected during minimization process along with lattice site of
water molecules framework. Minimization, equilibration and production calculations also
treated in the same manner as hydrate C1.
During calculation of all setups and hydrates, thermodynamics conditions were con-
trolled by using LAMMPS ﬁx npt styles. This ﬁx styles uses Verlet and rRESPA time
integrators [75] on Nose`-Hoover [76, 77] form of Shinoda et al. [78] equation of motion.
The schemes combined the hydrostatic equations [79] with the strain energy [80]. The
desired temperature and pressure were highly preserved by implementing Nose´- Hoover
chain method. A chain of 4 thermostats was coupled to the system particles, while the
other four to the barostat variables. All of the previously mentioned algorithms will be
described further in the appendix.
Meanwhile, to simulate the intermolecular interaction, the sum of Lennard-Jones (LJ)



























Fig. 3.1. Molecule model for (a) water framework, and (b) guest molecule
was used. To calculate the electrostatic interaction energy contribution, long-range
Coulomb interaction was evaluated by using a particle-particle particle-mesh Ewald
method [81] method with tail correction on LJ pair potential. The cut-oﬀ radius of 10
A˚ was used for the pair energy interaction. To describe the guest molecules, one site
H2 model was used. The model was proposed by [73] which shows the superﬂuidity of
LJ (12,6) in ﬁnite-sized ultracold H2 bosonic clusters. To model host-water framework,
TIP4P/Ice [74] was used. This water model is suitable to be used in solid-phase
compound calculation with better reckoning ice properties compared to the TIP4P. To
make the water model rigid, SHAKE algorithm [82] was used in preserving covalent
bond between Oxygen and Hydrogen atom of water molecules to a distance at 0.9572 A˚;
here, angle was also preserve to 104.52◦. Further discussion of the previously mentioned
method are presented in the appendix.
When calculating pair-potential energy with equation 3.1, parameters that were used are
listed in 3.1. Meanwhile, the parameter of intermolecular interaction between water and









A single site of hydrogen guest molecules was used during the calculation of all systems.
The potential parameters were taken from Sevryuk et al. [73] Details of this system’s setup
are listed in table 3.2. For the details of thermodynamic condition, table 3.3 collected
the value used in the calculation along with guest setup information on every simulated
system. When performing minimization, 1×10−25 of relative energy diﬀerences was used
as the stopping criteria between the consecutive iteration. Meanwhile, in the equilibrium
and production run, thermostat and barostat were implemented with 0.1 ps and 1.0 ps
of relaxation time respectively. Time step of 1 fs is used for the production run for all
simulated systems while for the van der Waals cut oﬀ radius is 10.0 A˚. Periodic boundary
condition was used on each simulated systems to overcome the surface eﬀect. In appendix
A, a scheme to handle periodic boundary condition is explained since non-orthogonal box
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Table 3.3. Hydrogen molecules and NPT Condition
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setup was used when simulating hydrogen hydrate C1 system. The scheme can be used
for both orthogonal and non-orthogonal axis system.
To calculate the diﬀusion coeﬃcient, the following equation
〈|Δr(t)|2〉 = 2nDt, (3.4)
was used where 〈|Δr(t)|2〉 is the mean square displacement of all hydrogen guest molecules,
D is diﬀusion coeﬃcient, n is dimensionality and t is correlation time. In this present
study, n equal to 3 was used for all diﬀusion coeﬃcient calculation. When calculating
diﬀusion coeﬃcient in one vacancy systems, 50 ns of calculation trajectory data was used
for 2 ns of correlation time. When calculating this property, a trajectory of hydrogen
molecules contributed to the guest diﬀusion coeﬃcient were secluded from other molecule
exist in the system. Periodic boundary condition was employed closely followed the scheme
listed in Appendix A. Linear regression was performed to calculate tangent of the plot
of mean square displacement. As can be seen from Fig. 3.2 (a), the arrangement of
water molecules in hydrate C1 and C2 consist of lattice sites assembled in such a way
to have diﬀerent neighboring distance concerning the crystallographic structure. In the
case of hydrate C1, the nearest separation along optical c axis is three times shorter
compared to the separation along the basal plane. The remarkable diﬀerence in adjacent
hydrogen molecules between the two crystallographic axes suggested the highly anisotropic
diﬀusion would occur in this hydrate. Therefore, only hydrogen molecules located along
a column of optical axis direction were used in diﬀusion coeﬃcient calculation. In the
case of hydrate C2, hydrogen molecules are arranged to be tetrahedrally connected. This
arrangement is similar to the tetrahedrally connected water molecules in which forming
hexagonal puckered-plane. In a similar manner to the arrangement of oxygen atom in the
water molecule’s framework, hydrogen molecules positioned at a vertex of a hexagonal
ring where the distance between adjacent vertices is equal. Within this structure, all of
the hydrogen molecules are therefore used in the calculation of diﬀusion coeﬃcient. The
neighbor list was updated every 1 calculation step with extra distance beyond force cutoﬀ
was 2 A˚. In this calculation, a neighbor-list build can be performed if some atom traveled
a distance of more than half of its neighbor’s skin value at the last build.
Chapter 3 Molecular Dynamics Calculation 19
(a)
(b)
Fig. 3.2. The arrangement of oxygen atoms (red spheres) and H2 molecules (green
spheres) in (a) hydrate C1 and (b) C2. Hydrate C1 is viewed parallel to the
basal plane and C2 on (110) plane. Bond connecting the adjacent oxygen atoms
and hydrogen molecules are drawn to clarify the structural conﬁguration with





First of all, evaluation of equilibrium condition from all of the simulated systems is pre-
sented. When doing this evaluation, the following analysis will further describe controlled
thermodynamic, and energy resulted from MD calculation concerning calculation-time.
The analysis was taken in the production-run stage of the two diﬀerent calculation time.
For time-series plot of total and potential energy, the result will indicate whether the
calculation is in the equilibrium state or necessarily need more equilibration time. Mean-
while, for the controlled thermodynamic properties such as temperature and pressure, the
plot will mainly describe whether the average value coincide with the desired condition
properly or the contrary. The evaluation will be presented on every simulated system,
namely C1 of full occupation and one vacancy systems, and C2 system with two similar
setups of lattice site’s occupation as in the C1. Plot of controlled thermodynamics and
energy are given in Figs. 4.1 to 4.4. As can be seen in all ﬁgures, both temperature and
pressure ﬂuctuate during calculation time. The ﬂuctuation is observed to indicate the
real physical features normally occurred in the canonical system; here, the temperature
is not a well deﬁned variable even in the segregated system [85]. Also, the ﬂuctuation
is evidence since system’s temperature is deﬁned by thermostat temperature; here, the
ﬂuctuation is a common behavior in the interaction of heat-bath and the system’s particle.
In the case of pressure, this variable is generally the most thermodynamic condition to
ﬂuctuate. However, their average value shows constantly coincide with the desired value
to achieve. During this production run, the feature is observed with an acceptable range
of instantaneous value of ﬂuctuation. Accordingly, it is safe to state that the calculation
is under the condition similar to the experimental setup [33] and [34].
Meanwhile, average energy plot in this system shows constant value concerning the
calculation time. Fluctuation is also evidence since the total energy and the temperature
are related by [86–88] :
〈ΔEΔt〉 = kBT 2o (4.1)


























































Fig. 4.1. Time series plot of Molecular dynamics calculation result on (a) total energy, (b)
pressure, (c) temperature, (d) and potential energy C1 full occupation system
during 3 ns of production run. Grey line indicates instantaneous value while
blue line for average.
where ΔE = E − E0 and E0 is energy of system in equilibrium condition.
4.1.1 Filled ice II (C1)
In hydrate C1 system, average value of total and potential energy are depicted in Figs. 4.1a
and 4.1d for full occupation, and Figs. 4.2a and 4.2a for the one vacancy. Plateau is shown
on all plots of average energy value. These plots give evidence that the simulated system
already in the equilibrium state and justifying the correct dynamic properties would have
resulted from the production run. For the total energy, the constant value coexists at
-4093(6) kcal/mol on full occupation, while -4093(4) kcal/mol coexist on one vacancy.
Total potential energy is calculated to be -4700(2) kcal/mol for full occupation, while
-4700(4) kcal/mol for one vacancy. The energy value is calculated from all molecular
interactions to exist in the system. In the meantime, ﬂuctuations are evidence showing
regular physical feature acquired in most MD calculations. The total energy ﬂuctuates
between -4125 kcal/mol and -4000 kcal/mol for full occupation. Meanwhile, the total
energy value varying from -4180 kcal/mol to -4030 kcal/mol in one vacancy setup. In the
case of potential energy, ﬂuctuation between -4750 kcal/ mol and -4640 kcal/mol observed
in full occupation, while a similar range of values shown by one vacancy.



























































Fig. 4.2. Time series plot of Molecular dynamics calculation result on (a) total energy, (b)
pressure, (c) temperature, (d) and potential energy of C2 one vacancy system
during 3 ns of production run. Grey line indicates instantaneous value while
blue line for average.
The same plateau trend also noticeable in pressure and temperature plot. As can be
seen in Figs. 4.1b and 4.1c for full occupation and Figs. 4.2b and 4.2c for one vacancy, the
constant value are observed from the beginning of the production run and coincide with
the desired value; here, the experimental setup in which the temperature of 291 K and
pressure of 9869.23 atm are the desired values. As a consequence of applying thermostat
and barostat, ﬂuctuations are observed in these particular systems. The value varies in the
range of allowable spectrum as occurred in common system studied by MD calculation.
As expected, both distinctive lattice site occupation’s arrangements show a similar range
of ﬂuctuations. The pressure ﬂuctuates from 7000 atm to 14000 atm and the temperature
varying from 260 K to 316 K. The same barostat and thermostat algorithm as applied
in C2 has given the desired value during this production run. From these features, it
can be concluded that the all simulated system is already in the same thermodynamic
condition as the experimental setup; here, fast diﬀusion of hydrogen guest molecules has
been observed.





























































Fig. 4.3. Time series plot of (a) total energy, (b) pressure, (c) temperature, (d) and
potential energy in full occupation of hydrate C2 during 10 ns of production
run. Grey line indicates instantaneous value while blue line for the average.
4.1.2 Filled ice Ic (C2)
As can be seen from Figs. 4.3a and 4.4a, instantaneous total energy of the system are
ﬂuctuated between roughly -2250 kcal/mol to -2050 kcal/mol. These are observed in full
occupation and one vacancy system. However, the average value of the total energy is
constantly shown during the production run. It is calculated that -2180(4) kcal/mol is
for full occupation and -2182(7) kcal/mol has resulted from one vacancy. Concerning
the diﬀerence, these results show no signiﬁcant distinct value since only one guest oc-
cupation peculiar between the two. It is also implied that no signiﬁcant deformation or
structural change would be occurred concerning system’s structure. Correspondingly, po-
tential energy calculation also shows the less contrasting value between the two setups.
The calculated total-potential-energy average for 432 molecules is -2741(2) kcal/mol in
full occupation. In the meantime, the instantaneous value ﬂuctuates roughly between
-2795 kcal/mol and -2675 kcal/mol. In the case of one vacancy, average potential en-
ergy is -2742(4) kcal/mol; here, the instantaneous value ﬂuctuates between roughly -2790
kcal/mol and -2680 kcal/mol.
For the pressure and temperature, the thermostat and barostat are applied to the sys-
tem’s particle and heat bath through multiple chains. The scheme gave plateau-shaped at
the beginning of production run. This constant average value coincides with the desired

























































Fig. 4.4. Time series plot of (a) total energy, (b) pressure, (c) temperature, (d) and
potential energy in one vacancy setup of hydrate C2 during 1 ns of production
run. Grey line indicates instantaneous value while blue line for average.
condition. In details, it can be seen from Figs. 4.3b and 4.4b, the desired value of 39476.93
atm was achieved during this production run. In the meantime, the instantaneous value
ﬂuctuation evidence between roughly 35000 atm to 44000 atm. In these hydrogen hy-
drate’s systems, both two diﬀerent setups of occupation show similar ﬂuctuation’s range.
When considering system’s temperature, the result shows a similar range of amplitude
for both distinctive lattice site occupation setup. Similarly, the desired average value of
291 K was achieved in this production run. These results justify that the systems are
equilibrated to give proper dynamical property under the desired experimental condition.
4.2 Energy and Density
Secondly, we compare system’s energy and density between the one vacancy system and
the fully occupied setup. Listed values are presented in Tab. 4.1 for system’s energy per
molecule, and Tab. 4.2 for the density. The comparison could be important to describe
structural changes, if exist, in these two distinctive setups; here, the setups refer to full
occupation and one vacancy. It can also be used to justify that an occupation-defected
structure can also be found under the same thermodynamic condition as the ideally syn-
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Table 4.1. Energy Comparison
System Energy








thesized. As can be seen from Tab. 4.1, both one vacancy system’s have slightly lower
values compared to the full. It is observed in all simulated ﬁlled ices structure. In the case
of hydrate C1 system, the diﬀerent is only 0.13 kJ/mol to give 2.5 × 10−1 % contrasting
on Potential energy and 2.7 × 10−1 % on the total energy. On the other hand, 0.07 kJ/-
mol diﬀerent is shown by hydrate C2 system. The value showed 2.6 × 10−1 % deviation
on Potential energy, while 2.8 × 10−1 % for the total energy. As expected, these small
percentage would give no sign of structural change as has been observed. The lack of one
guest in both simulated system only allowing hydrogen guest to diﬀuse without structural
deformation.
When analyzing host framework’s density as listed in Tab. 4.2, hydrate C1 gives compa-
rable value to the previous theoretical calculation [29]; here, the diﬀerence is only about 2
%. Meanwhile, about 10 % diﬀerence is shown by hydrate C2. This deviation is due to the
diﬀerent model and thermodynamic condition used during the calculation. In C2 system,
previous theoretical result applied pressure of 2.1 GPa and temperature of 273 K [29], in
which lower on both properties compared to the present work. Meanwhile, temperature
and pressure of 300 K and 2.1 GPa, respectively were used in the previous calculation of
hydrate C1 [29]. As a result in C1, the lower pressure used in this particular calculation
gives lower host density value. In the case of C2, as expected, higher water density value
is calculated due to higher pressure applied in the present system.
Furthermore, concerning system’s density, the comparison will be mainly emphasized
on lattice site occupation setup. In the case of hydrogen hydrate C1, a higher value on
both total and water density are observed in one vacancy. The diﬀerent is about 8 × 10−2
% in water density while 4 ×10−2 % in the total. In the case of C2 system, a similar total
density of 1.192 g cm−3 is shown for both setups. On the other hand, 0.001 g cm−3 higher
water density is shown by one vacancy. This contrast is expected since only one hydrogen
molecule diﬀerentiating between the two. These results can be explained as follows. Since
controlled high-pressure condition was applied when performing the calculation, all of
the one vacancy setups receded their volume. The absence of a repulsive interaction’s
contribution from a guest molecule in a lattice site is believed to be the origin of this
feature. However, due to the higher stoichiometry of hydrogen and water molecules in C2
system, the lack of one guest molecules showed less eﬀect to the overall system’s density.
The previous study that is used as a comparison in this study reveals discontinuity
in water density value due to the structural collapse in C1 upon decompressing [29].
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total water total water
Full Occupation
1.192 1.170 0.9577 0.8616
Ref. [29] 1.195 0.775
One vacancy system 1.192 1.171 0.9581 0.8623
Additionally, since hydrogen gas in high temperature and pressure showed higher density
compared to its condensed phase at a lower temperature, more dynamics is expected to
be observed; in a liquid nitrogen temperature, the thermal motion is still substantially
featured by hydrogen molecule [34].
4.3 Diﬀusion Mechanism
Thirdly, diﬀusion process occurred in full occupation setup is discussed. The structure
was prepared to demonstrate the ideally synthesized ﬁlled ices. All lattice sites were
accommodating one hydrogen molecules. Initially, those guests were positioned in lattice
sites to eventually aligned to an energetically favorable position during the minimization
stage. Lattice site volume in hydrate C1 has more signiﬁcant value compared to the C2.
During 100 ns of calculation time, each hydrogen guest molecule oscillates within the
lattice sites. Eventually, no inter-site translation performed by hydrogen guest molecule
in hydrate C1 and C2. Oscillation is found to be the only movement observed in these
full occupation setups.
Next, the diﬀusion process is discussed in one vacancy setup. This arrangement has one
less hydrogen molecule inside its ice structure compared to the full setup. One lattice site
is left empty to show the imperfect synthesized result. In contrast with the full, oscillation
and inter-site movements are evidence during 50 ns of calculation time. Many jumping
processes are observed to indicate rapid diﬀusion in this structural system for hydrate
C1 and C2. To further conﬁrmed the ﬁnding, the diﬀusion coeﬃcient of hydrogen guest
molecules is calculated on both hydrates. The calculation is performed by using Eq. [3.4]
and employed with the following stages. Firstly, the mean square displacement (MSD) of
tagged hydrogen guest molecule is computed by using:
〈|Δr(t)|2〉 = 〈(r(t)− r(0))2〉 (4.2)
where r is tagged hydrogen guest position vector and r(t) − r(0) is displacement vector
that has been traveled for t period of time. The plot is presented in Fig. 4.8. It can be
seen from the ﬁgure that at the shorter time correlation, both systems show hydrogen
molecule oscillates inside the lattice site. This movement is indicated by a very steep
inclined line in MSD graph. The diﬀusion coeﬃcient is then calculated by using Eq [3.4]
in which the tangent value is derived from MSD’s curve ﬁtting. The results are then listed
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Table 4.3. Diﬀusion coeﬃcient of hydrogen molecules (D) and vacancy (Dvac) in units of
cm2s−1. C1 and C2 are for ﬁlled ice II and Ic, respectively.
System D Dvac Exp.
C1 3.9×10−8 8.0×10−7 1.3×10−8 [33]
C2 5.2×10−9 1.8×10−6  10−9 [34]
in Tab. 4.3.
The experimental study which reported the rapid hydrogen molecules diﬀusion to be
comparable to the molecular to diﬀuse in the liquid state is used as a comparison. These
studies are under the same thermodynamic conditions as this present calculation set up.
Previously, there was two diﬀusion coeﬃcient to compare with this particular hydrate
C2 system. The diﬀusion coeﬃcient previously showed in [33] was about 5 × 10 −11
cm2 s−1. This value have resulted with less extensive analyze on hydrate C2 system
and further revised in [34]. From this experimental results, fast diﬀusion of hydrogen
molecules is proven as a universal feature observed in ﬁlled ices, showing less eﬀect on
the highly applied pressure. The new higher value then agrees more with the present
calculation as well in hydrate C1, conﬁrming the active translation of hydrogen molecules
among lattice sites. This means that the same rapid diﬀusion is observed in this MD
calculation. Also, the agreement give suggestion that the real physical phenomena is
captured in the calculation. In conclusion, these justiﬁes the provided detail diﬀusion
mechanism presented in this research.
Vacancy diﬀusion coeﬃcient is also calculated in these ﬁlled ice systems. The calculation
was performed simultaneously with the identiﬁcation of inter-site hopping process. An
array of oxygen atoms within a speciﬁc distance range from the hydrogen molecules inside
a lattice site was screened and tabulated; here, oxygen atoms of water molecules are
coordinated on the vertices of polyhedral lattice site. In doing this particular screening,
ﬁlled ice conﬁguration where all of the lattice sites accommodating one hydrogen molecule
was used. In hydrate C1 system, distance of 4.2 A˚ from hydrogen molecule hooked 12
neighboring oxygen atoms assembling a polyhedral lattice site. In the case of hydrate
C2, 4.3A˚ was used to list 10 oxygen atoms position in which located at the vertices
of polyhedral lattice site. Subsequently, the lattice site’s midpoint was calculated by
using the listed oxygen atoms obtained from one vacancy system trajectory. Next, every
hydrogen molecules at a time were labeled with their accommodating lattice site. During
the simulation time, inter-site hopping was detected by the change of lattice site label
addressed on hydrogen molecules. The vacancy position was then depicted from the
lattice site’s midpoint where the identity was previously assigned to the hopping hydrogen
molecule. The time series of this lattice site’s midpoint was later used in the calculation
of mean square displacement and vacancy diﬀusion coeﬃcient. In the hydrate C1, the
method give the diﬀusion coeﬃcient of vacancy 8.0× 10−7 cm2 s−1. On the other hand,
the unoccupied lattice site diﬀused with the diﬀusion coeﬃcient of 1.8 × 10−6 cm2 s−1 in
the hydrate C2. The unoccupied lattice site in both systems show faster diﬀusion compare
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Fig. 4.5. The arrangement of water and hydrogen molecules in hydrate C2. Water
molecules are drawn by the red-white licorice shapes and H2 molecules described
by the green spheres. Hydrogen bond connecting the water molecules is shown
by dashed gray line. Text on the box explains the drawing plane of the frame-
work; here, the system is drawn on (a) (100) and (b) (11¯0) plane. Blue lines
crossing the structure and the text next to the line show the crystallographic
surfaces in which characterize the system. Red arrow is pointing direction of
[110] as illustrate in the ﬁgure.
to the hydrogen molecules; this trend is more remarkable for the C2.
In the case of C1 system, guest molecules can only do inter-site movements in the
direction of crystallographic c axis in hydrate C1, with the average separation distance
is 3.23 A˚. As shown in Fig. 3.2 (a), the highly anisotropic diﬀusion can be explained by
the neighboring separation along basal plane, in which almost three times larger than the
separation along optical c axis. Many hopping eﬀects performed by hydrogen molecules
observed in this hydrate. There were 383 hydrogen guest inter-site translation for 50 ns
of the calculation run with the ﬁrst occurred at 3.6619 ns.
In contrast, as can be seen in Fig. 3.2 (b) and further detailed in Fig. 4.5 for hydrate C2,
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guest molecules are arranged such that ”bond” connecting the adjacent 4 guest molecules
are coordinated parallel to the tetrahedrally arranged of water molecules. The bond
is pointing towards directions normal and parallel concerning plane (01¯1) of cubic ice
structure. Uniform distances between lattice sites along the line are observed in this
hydrogen hydrate system. These arrangements suggested that isotropic guest diﬀusion can
be found in this hydrate. Indeed, during the production run, many inter-site translations
that are investigated follow the pathway coincides with these planes. The average guest
distance is calculated to be 2.78 A˚. There are total 819 of guest hopping, where 393
evidence on the plane parallel to the cubic ice (01¯1) plane while 426 occurred along the
(011) surface.
Next, the diﬀusion process of hydrogen molecules is discussed. In doing this, a hydrogen
molecule trajectories are depicted from one vacancy system. The hydrogen molecule in
which have the most frequent inter-site movement is depicted to demonstrate the diﬀusion
process. The evolution of this tagged molecule can describe the general way of guest
species when performing the hopping. As can be seen in Fig. 4.6 for one vacancy systems,
during the production run, most movements observed are the oscillation in its lattice
site. Jumping is found involving two neighboring sites; here, the inter-site change only
evidence if the adjacent polyhedral lattice site is unoccupied. These inter-site movements
are noticeable for both ﬁlled ice systems of one vacancy. However, hopping trajectories
are found to depend on the crystallographic planes of ﬁlled ices.
It is hard to predict which hydrogen guest molecule will do hopping in the next consec-
utive time frame. In other words, it is eﬀort full to determine whether the next inter-site
translation is the turning back or the other guest hopping. This diﬃculty evidence on
both simulated hydrate systems. However, care-full observations were done to indicate
the jumping process. It is found that the jump only involving one guest at a time with
no correlated hopping evidence. The snapshot of these movements is shown in Fig. 4.7.
Evolution of one tagged hydrogen guest molecule on each ﬁlled ice system is used to
demonstrate the inter-site movement.
In the case of C1, details of inter-site movement is drawn in Fig. 4.7b. Here, the tagged
hydrogen guest molecule where initially oscillate in its previous lattice site performed
inter-site translation at 110.8 ps. The path to follow is parallel to the optical c axis.
Represented by yellow spheres, two stages are observed in this hopping. Distance covered
by the ﬁrst stage of jumping is 2.55 A˚. Meanwhile, 1.49 A˚ is covered from the next stage
of 100 fs. After the jumping process completed, the calculation revealed that the previous
occupied lattice site is then engaged by the other hydrogen molecule. This occupation
thus prohibiting the guest occupying its previous vacated lattice site in the next trial
jump. Oscillation within the entire lattice site space is the only noticeable movement for
this hydrogen guest during the roughly 1.6 ns.
In the case of hydrate C2 shown in Fig. 4.7a, there are three drawn inter-site translation.
The sequence are represented by yellow spheres as the ﬁrst, green as the second and the
last is shown by blue spheres. In an earlier time-frame (yellow spheres), the tagged
hydrogen guest performed inter-site translation parallel to the (01¯1) plane. The jumping
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(a)
(b)
Fig. 4.6. Trajectory of the most frequent guest molecules to do inter-site translation in
(a) C1 (b) C2 of one vacancy system. Water molecule’s framework are shown
by the red-white licorice shapes. Black solid line represents the path taken by a
tagged guest molecules during 50 ns of calculation time. Hydrate C1 is viewed
along (12¯1) of ice II (rhombohedral unit cell with spacegroup R3¯) and C2 is
drawn on (110) plane.
took 200 fs to complete its two stages. In the ﬁrst stage where 100 fs is taken, the guest
is still in the previous void to left abandoned in the next 100 fs of second stage. This
jumping scheme happened at 24.875 ns. Subsequently, during the next 12 ns roughly, the
guest only undertaking oscillation movement inside its new lattice site position. While
oscillating, trial turning-back jump is probable to be performed by the tagged guest in the
meantime. However, the vacated lattice site is then occupied by other guest molecules,
thus prohibiting the turning- back hop. The next inter-site movement occurred at 36.2858
ns. This particular translation fulﬁlling the empty void next to the present within distance
parallel to (011) plane. Similarly, the two stages are needed to complete the hop in 200
fs. Slightly diﬀerent in the covered distance shown by this second inter-site movement



















Fig. 4.7. Snapshot of a guest molecule performing inter-site hopping in orthographic view
for one vacancy system of (a) C1 and (b) C2. Dashed black lines indicate
hydrogen bonds while blue arrows show the direction. Colored spheres (green,
blue and yellow) are for guest molecules. In both ﬁgures, spheres with similar
color are used to represent the same hopping scheme in successive time. In the
case of C1 system, both yellow spheres indicate the guest movement along the
crystallographic c axis. inter-site hydrogen guest trajectory parallel to the (01¯1)
plane shown by yellow and blue spheres in C2 system, while the movement to
the (011) plane is represented by green spheres.
compared to the ﬁrst. During 100 fs of the early stage, the tagged molecules already in
its halfway towards the new lattice site. After the jumping completion in the next 100 fs,
the tagged guest oscillates in its new lattice site. It is probable to make trials jump to the
previous lattice site. However, the empty vacated lattice site was then occupied by other
neighboring guest. The third inter-site translation is observed at 42.3491 ns. Shown by
blue spheres, the diﬀusion followed the pathway parallel to the (01¯1) plane. During the
ﬁrst stage of 100 fs, the tagged molecule already moved to the new lattice site. Oscillation
movement is then noticeable during the next stage of 100 fs.
Furthermore, potential ﬁeld is calculated for all of the one vacancy systems to provide
more evidence on the diﬀusion mechanism. Adopted from Ikeda-Fukuzawa et al. [89],
the calculation was done through the following steps. Firstly, a tagged molecule and its
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(a)
(b)
Fig. 4.8. Mean square displacement (MSD) as a function of time t for (a) hydrogen
molecules in one vacancy system of ﬁlled ice II and Ic, and (b) vacant site
of hydrate C1 and C2.
time-frame right before the hopping performed were chosen. Secondly, the planes in which
parallel and normal concerning the crystallographic surfaces were prepared. Thirdly, these
planes were then gridded with equal spacing of 0.1 A˚. Tagged hydrogen guest was then
moved on to the gridded point to calculate the total potential energy of this new conﬁg-
urations subsequently. Finally, the computed values were then contoured with interval
equation is deﬁned by
En = a× 4n , (4.3)
where a is the starting value of potential energy, and n is the number of isolines. The
results are drawn in Figs. 4.9 and 4.10.
As can be seen in Figs. 4.9 and 4.10, Many potential barriers observed to encapsulate
the occupied lattice site. These inclusions thus prohibiting the tagged molecule to ﬁll
the already accommodated lattice site. In the same ﬁgure also noticeable a relatively
ﬂat energy area enclosing tagged guest position (black triangle). This lowest ﬁelds area is
spanned to cover spaces where the vacancy is located. To get a clear description regarding
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(b)
Fig. 4.9. Potential Energy contour of one vacancy C1 system, snapshots are drawn at
0.36619 ns on projection surface parallel to (a) basal and (b) optical plane. On
the basal plane, 10 contour lines are used with the lowest energy to describe is 1
kcal/mol and 2.6 × 105 kcal/mol for the highest. On the other hand, 14 contour
lines are used on the optical plane in which the lowest energy to represent is 6.25
×10−3 kcal/mol. Hydrogen guest and oxygen-water molecules that are projected
on the plane are represented by gray rectangles and black spheres, respectively.
Black triangle as shown in C2 system is also used to describe the hydrogen guest
molecule to have inter-site movement in the next consecutive time-frame. Red
sphere is drawn to denote the vacancy location. As previously shown by the
C2 system, the tagged hydrogen guest to jump in this C1 system is located in
the area having the lowest potential energy value. In the case of energy map
on optical plane, the lowest energy area spanned wider surfaces to cover empty
lattice site to occupy in the next consecutive time-frame. In contrast, the lowest
energy area on the basal plane is shown very small to cover both the position
of tagged hydrogen molecule and the vacancy. Energy barrier built around the
triangle restricted the diﬀusion process to occur on this basal plane.
inter-site movement, pathway followed by this hydrogen guest in the next consecutive time
frame is evaluated. The path is found on the same area where the tagged guest and empty
lattice site are positioned. However, the pattern is not evidenced on basal planes potential
ﬁeld of hydrate C1. As can be seen in Fig. 4.9a, the inclusion covers an area to distance less
than the tagged-guest and empty lattice site separation. There are boundaries between
the tagged molecule and the nearest vacancy along this basal plane. Meanwhile, as shown
in Fig. 4.9b, the pattern indicates inter-site movement evidence on a plane parallel to
the crystallographic c axis. These features thus further conﬁrm the highly anisotropic
diﬀusion labeled in hydrate C1 systems. Meanwhile, no energy barrier can be clearly
seen in Figs. 4.10a and 4.10b for hydrate C2. This energy barrier pattern justiﬁes that
the inter-site movement is isotropic in the direction concerning plane (110) and (1¯10) in
hydrate C2.
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(b)
Fig. 4.10. Contour plot of one vacancy hydrogen hydrate C2 potential energy drawn on
surface parallel to (a) hexagonal (110) plane at 0.40106 ns and (b) (1¯10) plane
at 0.60572 ns. There are 8 isolines to describe potential energy map for the
hexagonal puckered-surface, with the lowest value describing by the line having
potential energy of 64 kcal/mol. Similar to the previous plane, eight increasing
pair potential energy lines are used to describe the map on the normal. The
plotted energy line represent energy value started from 16 kcal/mol. In both
ﬁgures, guest molecule to do inter-site movement in the next time-frame is
represented by a black triangle while the vacancy is denoted by red sphere. The
lowest energy area where the hopping candidate is located to cover spaces where
the vacancy is settled. Black spheres and gray rectangles denote the projected
oxygen-water and other hydrogen guest molecules on the plane, respectively.
4.4 Radial Distribution Function
This section will discuss radial distribution function (RDF) of both simulated systems.
The discussion mainly about the comparison between distinctive lattice sites occupation
encompassed by the same ﬁlled ice system. The structural diﬀerence between these two
hydrate systems also discussed. RDF proﬁles of all simulated system are presented in
Figs. 4.11 and 4.12, to be presented as a starting point of discussion. Comparison between
the distinctive accommodation setup is performed to determine whether there is structural
change evidence during calculation. This study could be physically relevant to justify the
existence of occupation defect in ﬁlled ices. All atomic pair RDF, which is part of the
system, are calculated. RDF proﬁle of Ow-Ow and Hw-Hw indicates both systems still
have the basic structure of their respective proton ordered of Ice II and disordered of ice II
structures [90]. However, it is expected to have slightly diﬀerent when the ices structure
is accommodating guest molecules inside their lattice site. The diﬀerence is mainly on the
peaks location, width, and magnitude while keeping the general pattern’s composition.
To start with, the ﬁrst peak of Owater - Owater pair corresponds to the distance of two
point edges of hexagonal rings in host water framework. The presence of guest molecules




Fig. 4.11. Radial distribution function plot of (a) Ow-Ow, (b) Ow-Hw, (c) Ow-Hg2 (d)




2 pairs in C1 system.
have made the RDF of Ow-Ow pair of all simulated system peaked at around 2.8 A˚.
The distance is a typical behavior found in bulk-like water system interacting with the




Fig. 4.12. Radial distribution function plot of (a) Ow-Ow, (b) Ow-Hw, (c) Ow-Hg2, (d)




2 pairs in C2 system.
hydrophobic molecule such as hydrogen.
The structural diﬀerences between those two hydrates are further shown starting from






Fig. 4.13. Geometry of hydrogen bonding criteria used in the calculation
the second peak. Hydrate C1 have this second peak at 3.5 A˚ in which showing ”hump-like”
shape. Meanwhile, the second peak with low magnitude is located at 4.635 A˚ in the case
of C2. This peak positioned at a pair-atomic distance comparable to the third peak of
hydrate C1. This feature is noticeable since a unit cell of C1 consist of two hexagonal rings
closely approaching each other. The rings separated within distance shown by the second
peak with no hydrogen bonding connection. The next spike further indicates structural
diﬀerences between these two. In principle, the distinctive evident concerning the way of
hexagonal ring’s edges and the arrangements of its neighboring.
Concerning the lattice site loading preferences, full occupation and one vacancy show no
signiﬁcant diﬀerences on their RDF plot. The absence of one repulsive character governed
by host-guest interaction do not change the structure. These are found on hydrate C1
and C2. The defect is only facilitating hydrogen guest experiencing rapid diﬀusion under
these high thermodynamic conditions.
The discussion is then performed on RDF of Hg2-H
g
2 pair. It is observed that the ﬁrst
peak in hydrate C2 appeared at 2.795 A˚, which is found to be 3.03 A˚ in hydrate C1. This
distinctive distance is due to the lattice site volume contrast found between these two
hydrate systems; here, C1 have bigger lattice site volume than C1. The similar diﬀerences
can be found in the ﬁrst peak of RDF Ow-Hg2 between these two hydrates to further
clarify the diﬀerent lattice site volume. Meanwhile, the magnitude of the second peak of
RDF Hg2-H
g
2 pair is found to be similar to the ﬁrst in hydrate C2 system. This pattern
describes the uniformly neighboring distance concerning the crystallographic planes as
shown in ice Ic structure. In contrast, as observed in hydrate C1 system, the second
peak’s magnitude found to have a huge diﬀerence compared to the ﬁrst. This magnitude
contrasting rationalized the guest neighboring distance three times farther along basal
plane compared to the optical c axis. The peaks give nth distance order concerning the
optical axis.
The isotropic and anisotropic term diﬀerence is further explained by the number of
peaks found in Ow-Hg2 pair. There are ﬁve peaks appeared in hydrate C2 while three
wider peaks are shown in hydrate C1 system. The freely moving guest molecules to
oscillate in hydrate C1 lattice site have made wider distance’s probability in ﬁnding the
nth nearest order of guest molecules concerning the O
w position.
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Analysis of Ow-Hg2 and H
w-Hg2 give guest molecules are favorable to have a shorter dis-
tance to the hydrogen water. Tail (as shown in ref. [91]) is not evidence in the interaction
distance below 2.5 A˚ of Hw-Hg2 since the respective system to study have diﬀerent ice
framework.
In this RDF proﬁle comparison, the ﬁrst peak appeared at a slightly shorter distance in
C1 system. This distance corresponds to the hydrogen bonding regime in the framework.
Along with Ow-Ow pair, both give the larger bond energy calculated from C1 system as
can be seen in table 4.4.
The pair of Ow - Hw RDF of all systems are explained with the additional calculation
of hydrogen bond energy and distance. With regards to the structure, hydrogen bond
distance and interaction energy by considering the geometry recognition proposed by
Luzar-Chandler [92] are observed. The geometry criteria of hydrogen-bond distances and
energies that are used in the calculation are depicted in ﬁgure 4.13.
Furthermore, hydrogen bond distance and interaction energy are also calculated. The
bond was identiﬁed by using geometry criteria proposed by Luzar and Chandler [92].
At this temperature condition, hydrogen bond network of C2 has been suggested to be
disordered, as well as the orientation of hydrogen molecules [23, 93]. Meanwhile, the
ordered hydrogen bond is observed in C1 system. The calculated value of hydrogen bond
distance and energy are listed in Tab. 4.4. The average hydrogen-bond distance in C2
is 2.812(4) A˚ and the energy magnitude is 5.64(4) kcal/mol. On the other hand, the
calculation on C1 give 2.804(4) A˚ and 5.81(3) kcal/mol for hydrogen-bond distance and
energy, respectively.
Furthermore, the energy and distance values are compared to the values of other stable
hydrate systems, namely SI and SII, to analyze the physical properties that are contained
in the resulting values. These two referenced clathrate hydrates are known to be the most
stable hydrate structure in most of the thermodynamic conditions [55]. The comparison
also performed with the result of unoccupied hexagonal ice. It has been reported previ-
ously that SI and SII hydrate have lower thermal conductivity compared to ice Ih [94].
Chakraborty et al. [95] showed that hydrogen bond energy of SI structure is the highest
compared to SII and ice Ih. These results justifying that the more strained hydrogen
bond to limit phonon propagation is responsible for the lower thermal conductivity. Cor-
respondingly, the resulted hydrogen bond energy of C2 and C1 shows only slight diﬀerent
value compared to SI and SII; here, C2 shows the highest. These results conﬁrm the
structural stability of C2 [93] and C1 under this thermodynamic condition.
4.5 Infra Red (IR) Spectra
IR spectra calculation performed by Fourier transforming system’s total dipole moment
are presented in Figs. 4.14a and 4.14b for both conﬁguration setups of C1 and C2, respec-
tively. Suppose that α(ω) indicate absorption coeﬃcient. Then, Fourier transform of μ(t)
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Table 4.4. Hydrogen Bond Distance and Energy
System r(A˚) E(kcal/mol) Ref.




Ice Ih 2.885(1) 4.72(7)









dt 〈μ(t) · μ(0)〉eiωt , (4.4)
where β = 1/kBT , T is temperature, k is Boltzmann constant, c is speed of light in
vacuum, V is the volume,  = h/2π which h is Planck’ constant, and n(ω) is refractive
index of the medium where the frequency is ω. In the case of a gas phase, μ(t) is
correspond to the dipole moment of the molecule. When calculating for ﬂuid or solid,
μ(t) represents super cell’s total dipole moment. In classical molecular dynamics, this
μ(t) can be generated by molecule’s dipole moment according to the assigned force ﬁeld.
Framework’s slight change of vibration modes when accommodating guest molecules
can be studied by analyzing the respective unoccupied system’s spectra. In general, The
vibration data can be generated in several ways, including by employing inelastic neutron
scattering (INS) of hydrogen bonding in ices as proposed in [97]. The experimental study
produced at 15 K of temperature showed that structural transitions are the most probable
to be observed compared to the combination and overtone. Besides, when analyzing the
comparison, negligible hot band contributions were considered.
Concerning the rigid TIP4P/Ice water model when performing molecular dynamics
simulation, low spectra calculation up to 1500 cm−1 is done. This low-frequency obser-
vation is presented since there will be no O-H bending and stretching spectra of water
molecules observed within this rigid model. This bending and stretching occurred in high
frequency above 1500 cm−1. Both system’s IR spectra plot shows water-librational mo-
tion, hydrogen-bond bending, and stretching spectra. The notable diﬀerence is on the
absorption value. Neither frequencies of peaks nor the magnitude, comparison analysis
between the full occupation and one vacancy give almost gives no diﬀerence. This no
noticeable deviation of spectra could be originated from the usage of the one site model
of hydrogen guest molecule and only one distinctive occupation setup.
In the case of hydrate C1 system, six peaks in the dynamical HB region are observed.
The same number of peaks can also be found in Ice II. The transverse acoustic mode has
the highest magnitude compared to other spectra’s peak located about 105 c−1m. Mean-
while, the transverse optic mode peak which is describing the hydrogen-bond stretching
can be found in roughly 184.16 cm−1 with less noticeable magnitude’s height. The next
spectra which are evident from approximately 370.32 cm−1 to 1006.16 cm−1 are also


























Fig. 4.14. IR Spectra from total dipole moment correlation function of hydrate (a) C1
and (b) C2 system.
known as the L1 and L2 librational modes. The width of this transverse optic mode is
higher compared to the empty ice II. It peaks at 592.60 cm−1.
In hydrate C2 systems, there are many peaks in the hydrogen bond (HB) stretching
and bonding region of water spectra. The VDOS magnitude value of these hydrate’s
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frequency ranges is small compared to the librational mode. The same amount of peak
with a slightly lower frequency also evidence in the ice I structure. Meanwhile, the next
spectra, which is librational, is found in the range from 515.06 cm−1 to 1011.29 cm−1.
This spectrum peaked at 742.5 cm−1 while the unoccupied structure at 537.41 cm−1. It is
calculated that the librational spectra’s width of the hydrate system is smaller compared
to the empty ice structure.
Librational modes of C1 system appeared slightly in the lower frequency with regards
to the C2, in contrast with the transverse acoustic and optic mode evidence at the higher.
These results show a similar pattern when compare to their respective ice structure [97].
The higher energy of translational modes of C1 indicate the less allowable guest molecules
to do inter-cage in speciﬁc axis path, thus gaining repulsion interaction energy between
host-cage since less permissible direction to diﬀuse.
To summarize the result, in current works, IR and Raman spectra are generated from
MD total moment dipole data. Concerning the method, establishing a clear picture of
intermolecular modes was slightly tricky. Correspondingly, the translational region is only
represented by roughly ranged valued spectra as can be seen in table 4.5.
Considering this feature when performing the comparison to the original ice structure,
the hydrogen hydrate system shows a slight blue shift in all spectra [97]. This deviation
can be explained as follow. In the highly compressed order, hydrogen guest molecule is
denser compared to its condensed phase. More dynamics are expected to be observed
in the guest-hydrogen. The collision between hydrogen guest and its surrounding cage
composed of water molecules framework give additional energy for the host to vibrate.
The encounter also generates hydrogen guest molecular reorientation to modulate spin-
rotation and dipolar coupling simultaneously [34].
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Table 4.5. IR Spectra’s peaks comparison
















































There are several clathrate hydrates where the host-water molecules framework is similar
to ice structure. Instead of deﬁning these structure as the clathrate, these hydrate ar-
rangements which diﬀer than the previously known clathrate structure described as ﬁlled
ices. A similar non chemical-bonding interaction between guest and host-water molecules
featured in this hydrate has given diﬀerent phase boundaries and physical properties com-
pared to the respective unoccupied ice structure. Several published data reveal that some
of this compound was formed through clathrate structure pressurization.
Filled ice phases that have been discovered, namely C0, C1, C2, MH-III, CO2 hydrate-II
and C3 encapsulating guest molecules such as H2 [23], CO2 [61], CH4 [64], He [30] and
Ne [98]. Despite metastable state reported from several unoccupied ice structure, the
occupied shows stable condition by means of single or multiple guest encapsulation.
In the case of hydrogen hydrate, fast diﬀusion of hydrogen guest in hydrate structure
of ﬁlled ice revealed as main features which are interesting in the perspective of hydrogen
storage material. This kinetic parameter enables one to get advantages of a faster synthesis
process. Moreover, ﬁlled ice C1 and C2 which have maximum H2: H2O stoichiometry of 1:6
and 1:1, respectively, has been observed to have fast diﬀusion of guest molecules among
cavities. The rapid inter-site translations are comparable to the molecular diﬀusion in
a liquid state; here, this hydrogen-rich material compound in equivalent can contain a
maximum of 10 % wt of H2 capacity without having promoters to stabilize the host.
Anisotropy and isotropy diﬀusion labeled for hydrogen hydrate C1 and C2, respectively,
have given exciting feature on guest dynamics among enclosures. However, this behavior
was left as a suggestion and has not been studied theoretically in the previous experimental
research.
To provide evidence on diﬀusion process occurred in hydrogen hydrate ﬁlled ice II
and Ic, molecular dynamics calculation has been employed under pressure condition of
1 GPa and 4 GPa, respectively; here, the temperature was controlled at 291 K for both
systems. The chosen thermodynamic conditions are based on the fascinating-fast diﬀusion
of hydrogen guest molecules found experimentally among lattice site formed by water
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molecules framework.
There were many stages performed when doing the calculation. Firstly, the unoccupied
structure of proton-ordered Ice II and proton-disordered of Ice Ic taken from Buch et
al. [71] were prepared. Some single-site model of hydrogen guest molecules were then
positioned into the center of every lattice site to have H2: H2O stoichiometry of 1:6 and 1:1
for C1 and C2, respectively. For the one vacancy setup, a guest in one lattice site was taken
out from both ﬁlled ices system. The hollow lattice site was used to replicate the not ideally
synthesized ﬁlled ices thus forming an occupation defect. Next, the energy minimization
stage of these occupied structures was performed by using conjugate gradient method to
subsequently employing the equilibration process for 50 ps. During equilibration, energy
conservation and the ﬂuctuation of controlled thermodynamic variables were carefully
observed ensuring equilibrium condition was achieved under the desired temperature and
pressure.
Oscillation with respect to lattice site’s midpoint mostly spent by guest molecules during
the calculation process. Repulsive characteristic observed in this guest-host interaction
due to small lattice site is expected to show more dynamic phenomena, especially in these
highly compressed systems. Under this thermodynamic condition, hydrogen molecules
are denser compared to their condensed phase. Meanwhile, the longtime calculation is
needed to study the diﬀusion process.
During 100 ns of calculation time, full occupation setup showed no guest inter-site
translation for both C1 and C2 systems. Eventually, oscillation within lattice site only
the noticeable movement performed by hydrogen molecules. The ﬂuctuation was observed
due to the momentum change of the guest when colliding the host with no next available
vacancy. More signiﬁcant space of oscillation is performed by hydrogen guest molecules
inside hydrate C1.
In contrast, it is found that the single unoccupied lattice site facilitates oscillation and
many inter-site movements of hydrogen molecules for both systems during 50 ns of the
production run. This feature suggested the necessity of an occupation defect to facilitate
the inter-site movement in these ﬁlled ices. To further clarify the result, the Diﬀusion
coeﬃcient of guest hydrogen molecules is calculated. The result is in agreement with the
experimental results; here, rapid diﬀusion of the hydrogen molecules was observed to be
likely the molecular diﬀusion in a liquid state, and the result reproduces the synthesize
observation. This agreement certiﬁes that the same fast phenomena are found in this MD
calculation. Also, the result justiﬁes the detailed mechanism provided by this calculation
to give the same real physical evidence as the experimental result has provided.
Furthermore, microscopic details of diﬀusion mechanism are discussed. During the pro-
duction run on one vacancy setup, the inter-site movement is sequentially performed by
the guest with no correlated jump evidence from the two hydrates. However, hopping
trajectory followed by hydrogen guest molecules has revealed diﬀerent character between
the two hydrates. Host arrangements of C1 system shows shorter distance along the
crystallographic optical axis; here, closely tripled distance featured concerning the basal’s
separation is observed. This arrangements then rationalized the jumping can only be
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found along the crystallographic c axis. With just following a pathway on one plane when
performing inter-site jumping, highly anisotropic diﬀusion’s term is then deﬁning this hy-
drate C1. In the case of C2, the arrangements of host-water molecules compared to the
guest showed closely similar and uniform in the distance. Also, the line connecting these
molecules pointing toward directions in which coexist parallel to many crystallographic
planes. The observations reveal that these directions are followed by hydrogen molecules
when performing inter-site translation. When considering these features, isotropic diﬀu-
sion is then labeled in hydrate C2.
Diﬀusion uniformity can also be explained through energy map. The contour shows
many energy barriers encapsulating the occupied lattice site. This arrangement was ob-
served in hydrate C1 and C2. The model gives sign on the accommodated-lattice site’s
inability to be ﬁlled by the tagged and another neighboring guest in this setup. However,
the barrier is not noticeable enclosing the tagged guest and the nearest empty lattice site.
Both hydrogen molecules and vacant site are located in the same low-ﬁeld area at a con-
secutive time before the jump is observed. The pattern is found on most of the studied
crystallographic plane; the optical of hydrate C1 and plane parallel and normal to (011)
family in C2 have this pattern. Meanwhile, the map on the basal plane of hydrate C1
gives similar barriers on occupied lattice site with no low ﬁeld area to cover the antici-
pated guest and empty lattice site. This particular pattern then explains the absence of
inter-site movement on the basal plane of hydrate C1.
The collision between guest and its enclosed lattice site structure increased host vibra-
tion energy. When comparing to the unoccupied system, this phenomena is evidence to
make slight blue shifting on IR spectra calculation. The collision also generates hydrogen
guest molecular reorientation to modulate spin-rotation and dipolar coupling simultane-
ously [34]. Meanwhile, the higher energy of translational modes of C1 indicate the less
allowable guest molecules to do inter-site in speciﬁc axis path, thus gaining repulsion
interaction energy between host-guest. No noticeable diﬀerence between full occupation
and one vacancy system found on both IR spectra calculation and Radial distribution
function.
5.2 Future Work
Hydrogen hydrate C2 has given research interest in the ﬁeld of energy storage. In this
material compound, hydrogen content can reach 10 % wt which is suitable for energy
storage material. However, to synthesize this ﬁlled ice, the high-pressure condition is
needed. Several published data revealed fast diﬀusion with less aﬀected by pressurization
is found under this highly compressed system. The material should be able to be generated
under the more moderate thermodynamic condition to become available in a possible
usage state. Also, it is the necessity that the product is stable for an extended time under
ambient thermodynamic state concerning mobility and depository.
Kumar et al. [99] have synthesized hydrogen ﬁlled ice Ic from amorphous ice in low-
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pressure condition less than 45 MPa. The process was performed by conditioning the
amorphous ice in hydrogen gas pressure at low temperature. Subsequently, the annealing
process to the higher temperature was implemented. The small amount of SII hydrate is
then formed along with the crystalline structure of hydrate C2 as the primary product.
Additionally, other fascinating points are the availability and stability at ambient pres-
sure and low 77 K temperature. Despite less H2 content to make this material under a
possible condition to be the energy storage candidate, dynamic properties could be valu-
able to study. For instance, diﬀusion process of guest hydrogen molecules is associating
with the time needed to complete the synthesize. Also, conversion kinetic gives more
properties to be considered in the study.
Quantum eﬀect of hydrogen guest dynamics is expected to be evident under this low
temperature. It has been reported in hexagonal ice that quantum eﬀect gives noticeable
contrast in lattice vibrations and potential energy in comparison to the classically cal-
culated counterpart [100]. Also, a molecular interaction governed by covalent bond of
water when interacting with others shifted the phase-space boundary [101]. This eﬀect
also explained the inter-site hopping dynamics in clathrate hydrate structure dependable
on temperature and lattice site accommodation number [102].
To further investigate the process, the long calculation is needed while revealing the
quantum eﬀect. Concerning the necessary features to be studied, Path Integral Molecular
Dynamics calculation is suitable to be used. The method is implemented by using the
isomorphism between the real quantum particle and the set of classical ring polymers.
The formalism is as follows. The real quantum particle is represented by L replicas of
particles in imaginary time sequences. These duplicates known as beads and connected
to each other by a harmonic spring consecutively to form a ring polymer. The number
of beads corresponds to the Trotter number while the ring to a cyclic quantum path.
The classical equation of motion is designed in a such a way that the resulted partition
function can be formally equivalent to the quantum set. The method is proven inﬂuential
to study many-body quantum system.
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A
Mathematical Backgrounds of MD
In this section, molecular dynamics simulation is brieﬂy explained. Classical MD method
is chosen to be used in these two ﬁlled ice system’s calculation. Since the system under
the thermodynamic condition where the quantum eﬀect is negligibly small, the classical
approach is suﬃcient to be used in the simulation of this condensed phase system. The
molecular dynamics scheme is allowing one to proceed the extended period of simulation
time with reasonable computational cost. Also, the method is proven to be statistically
reliable in producing the required trajectory data for the study of a diﬀusion process.
LAMMPS molecular dynamics simulation package was used to simulate the system.
This MD package oﬀers an algorithm that can be used for large bulky system enhanced
by the ability to be done in multi-platform parallel processes. The program can also
deliver fast and accurate computation for extensive MD work. Within this dissertation
document, several algorithms that LAMMPS closely followed are brieﬂy derived and ex-
plained. The discussion is limited to only those that were used in this particular calcu-
lation. Subsequently, post ”production run” analysis was done with additional self-build
programs based on a commonly-used algorithm for the speciﬁc intention. The codes are
only suitable for this particular purpose.
The derivation and discussion of the algorithm are started from periodic boundary
condition scheme. The algorithm is suitable to be used in the case of orthogonal and
non-orthogonal periodic cells calculation. In the next discussion section, the mathemati-
cal background of long-range energy contributions is explained historically, starting from
the ﬁrst proposed algorithm until the one that closely-followed by LAMMPS recently.
Subsequently, the attached thermostat and barostat method are discussed. These algo-
rithms are presented in historical sequences, in which similar to the previous algorithms
discussion. Finally, the last discussion section in this mathematical background is the
constraints algorithm used to incorporate rigid molecule model in the calculation. This
ﬁnal section will include a summary of SHAKE and RATTLE algorithm complemented
with general stages concerning the implementation.
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A.1 Periodic Boundary Condition
In post-production stage, the periodic boundary condition is calculated by using the fol-
lowing procedure. Suppose that the unit cell of the system is
a = ax iˆ+ ay jˆ+ azkˆ (A.1)
b = bx iˆ+ by jˆ+ bzkˆ (A.2)
c = cx iˆ+ cy jˆ+ czkˆ, (A.3)
in which can be represented in the matrix form as
h =
⎡




The particle’s displacement vector is written by
dr = dxˆi+ dyjˆ+ dzkˆ. (A.5)
The periodic condition is applied by taking the matrix operation as follows. Let
ht = h
t, (A.6)









By taking Bpbc = Bpbc one can obtain the displacement vector subtracted from the





⎥⎦ = hBpbc. (A.8)
A.2 Long Range Interactions
In this section, the long-range pair interactions are discussed. The discussion is con-
structed closely follow the historical sequence previously given by Frenkel and Smith [103].
The long-range calculation is important when one is trying to calculate a huge system.
The computational cost would be greatly increased since great pair interaction should be
incorporated. Therefore, the cost will be the main consideration in the biological system
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where the calculated system may contain 105 particles to incorporate. Reducing the cost
drastically by truncating the interaction distance to a certain radius can be done as pre-
viously been proposed. However, the calculation may be experienced lots of inaccuracies
as a consequence. In the case of Coulombic and dipolar interactions, it has been proved
that the truncation resulted diverge tail correction in the potential energy calculation.
However, computational eﬀort is drastically decreased by the applied truncation method;
here, the no-truncation would cost N2 where N is the number of particles.
Several other methods are proposed to minimize both computational eﬀort and inaccu-
racies, with the most chosen was Ewald Summation [104]. This method would cost at the
scales of O(N3/2). However, the scale is still considerably expensive for the large system.
Nevertheless, modifying the scheme by employing particle-mesh Ewald summation [105]
would reduce the cost in the scale of O(N). The proposed scheme is eﬀectively beneﬁcial
in the system with the size of 103 − 104 particles. Moreover, the scales of O(N logN)
and O(N) can be attained with the use of particle-particle/particle-mesh(PPPM) [81]
and Greengard and Rokhlin [106] method, respectively. These two proposed methods are
satisfactorily capable of handling even bigger system in the order of 105 particles.
To brieﬂy discuss the method, the next sections are organized as follow. Firstly,
the derivation and the implementation of Ewald summation in the Long-Range calcu-
lation are presented. Then, the brief discussion of particle-mesh Ewald and the particle-
particle/particle-mesh (PPPM) are delivered.
A.2.1 Ewald Summation
Suppose that the system under the consideration consist of N charged particles at vac-
uum condition. All particles are positioned in the cell with lattice vector {a,b, c}. The
particle’s position is described by r1, r2, ..., rN with charges q1, q2, ..qN , respectively. To
make a more simple description, the system is assumed to be neutral as a whole, in such
a way that
∑N
i=1 qi = 0. Moreover, lets further assume that the system is subjected to a
periodic boundary condition in which ri + nL = r+ n1a+ n2b+ n3c where ni, i = 1, 2, 3
are arbitrary constant. Variable of L is the characteristic length of the cell in which the
particle with the same charge at ri can also be found at ri+L. Within these assumption,
the potential form of the system excluding the contribution of particle i for the whole
space and imposing periodic boundary condition can be written as,





|r− rj + nL| , (A.9)
where ′ sign denotes that j 
= i when n = 0. Then, the total Coulomb electrostatic energy
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However, Eq.[A.10] incorporate poorly (or partially) convergent sum. Concerning this lim-
itation, the method is therefore cannot be used directly in the calculation of electrostatic
energy of the system subjected to periodic boundary condition. To handle the problem,
Gaussian unit which is compact in notation’s form is used. Starting from the following
relation,
ρi(r) = qiδ(r− ri) (A.11)
charge density is modiﬁed to enhance the convergent. By using this approach, the elec-
trostatic energy form of Eq.[A.10] transformed into the sum of δ - function. In the more
general case, the charge density is not always δ function. In the case of the long-range
consideration, the charge distribution can also be spread out in space with smoothly vary-
ing behavior. For this general problem, the calculation of the electrostatic potential is













for the whole space. In the case where the charged particle is distributed with δ-function,
the electronic energy can be calculated as follows. By rewriting Eq.[A.10] with the sub-















|r− r′ + nL| d
3r d3r′ (A.14)












|r− r′ + nL| d
3r′ . (A.15)
The idea of reducing the computational cost is governed as follows. Let’s describe the
system in a way that each particle is surrounded by the opposite diﬀused charge. The
total charge of this cloudy charge at particle i cancels the particle charge itself, qi. The
diﬀused charge’s distribution is smoothly varied in the space. The calculation of potential
now comes from the contribution of the three considerate charges, namely the point, the
cloud with the total charge of one enclosure is −qi, and the additional diﬀusive distributed
charge with the total charge of qi. Due to the main purpose of this calculation is to obtain
the potential generated by the collection of point charges of qi in the whole space, the last
mentioned charge’s species is needed to compensate the contribution of the previous two.
To make a clear description, the illustration of this splitting charged system is depicted in
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Fig. A.1. Illustration of Ewald Summation
potential calculation at qi to avoid the self-interaction. However, when the system is
subjected to the periodic boundary condition, the compensated charge can exceptionally
be included in the calculation of electrostatic potential at qi. Since the function is periodic
and varies smoothly, the qi involvement can be employed in the calculation. Therefore, the
distribution function can be further described by Fourier series to simplify the calculation.
As a consequence of this implementation, an energy correction is needed to be performed




i (r) + ρ
L
i (r)
ρSi (r) = qiδ(r− ri)− qiGσ(r− ri)
ρLi (r) = qiGσ(r− ri) , (A.16)















Gσ(r) = δ(r) , (A.18)
is hold. Furthermore, the splitting of a charge generate the following potential function
φi(r) = φ
S
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In Eq.[A.21], system’s energy comes from the contribution of long range interaction.














































Due to the introduction of smearing function, Coulomb energy function is now can
be divided into three main parts, namely long range, short range and a constant self-
interaction part as the correction; here, shielding charge clouds and point charge deter-
mined the smearing function. Since it can converge rapidly, the short-range part can then
be directly calculated in the real space. In contrast, the long-range part should be derived
in the reciprocal space.
A.2.2 Potential Field of Gaussian Charge Distribution
To derive the electrostatic potential generated by the Gaussian-distributed charge, the
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concerning the magnitude of φσ(r) depend only on the distance r. The solution of


































where erfc(z) ≡ 1− erf(z).
From the equation, since limz→0 erf(z) = 1, the resulted long-range potential is now
a non-singular function. In comparison to the Coulomb potential function generated by
the point charge in which consist of singular function and long-range function, Eq.[A.29]
gives only singular function in short range. Therefore, this function provides potential
truncation at long distance interactions. In the following, starting from the contribution









|r− rj + nL| erfc

























|ri − rj + nL| erfc




explains the truncation of the short range Coulomb energy calculation by means of erfc(z).
Since the summation is in the real space, Eq.[A.31] can be directly calculated. Meanwhile,







is hold, rewriting Eq.[A.29] with the use of Eq.[A.32] gives electrostatic potential function
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A.2.3 Long Range Potential in Reciprocal Space
In the previous section, the derivation of potential function and the calculation of elec-
trostatic Coulomb energy has been conducted by introducing the contribution of three
charge distributions. These derivation yield the calculation to be split into three main
parts, namely short-range, long-range and self-interaction. For the short and self-part,
the calculation can be done in the real space. For the long interaction part, the calcu-
lation is needed to be done in reciprocal space since the function is no longer singular.
In the following discussion, the calculation will be done in the system considered to be
subjected into periodic boundary condition. By rewriting Eq.[A.16] for the long-range






ρLi (r+ nL) , (A.35)
where can be viewed as a periodic array of ions. Therefore, φL(r) can also be seen to
be generated by a periodic array of ions. This form can be brought into the reciprocal
space by employing Fourier tranform. Let the following transformation is evaluated in
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where the solution of reciprocal potential function is just the Fourier transform of charge
distribution dividing by k2. Accordingly, by employing the transformation of long range
































= ρˆ(k) Gˆσ(k) (A.40)
where k = |k| and ∫
R3
is integration over the whole three dimensional space, gives




ρˆLi (k) . (A.41)
This derivation can be dones since k is a space vector in reciprocal space and
exp (−ik · n) = 1. The use of Gˆσ(k) is to denote the reciprocal diﬀused function Gσ











Subsequently, by employing the inverse Fourier transform to the result gives potential
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When the sum of all charges in the super-cell is neutral,
∑N
i=1 qi = 0, the contribution to















Finally, the total Coulomb energy of the system can be given as













|ri − rj + nL|erfc






























≡ fSj + fLj . (A.47)
There are two main contributions to be considered when calculating the force. First







can be computed directly in real space. To handle for the sec-
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ond contribution, derivation of the structural factor is ﬁrst employed as follow
∂S(k)
∂rj
= ik qj e
ik·rj , (A.48)















comes from the introduction of chain rule. The scheme gives the computational cost scales
at O (N3/2).
A.2.5 Particle-particle/Particle-Mesh(PPPM)
It is well known that the sum in Coulomb interaction energy function diverges when
calculating a large system subjected to periodic boundary condition. To alleviate the
problem, in general, an additional form of charge distribution can be employed in a way
that convergent potential function can be generated for that such distribution. In more










in which obtained from the separated contributions; here F(r) is a switching or truncation
function.
In the case of Ewald Summation, the splitting produces two kinds of contributions,
namely short and long. The generated short-ranged function in potential form comes from
the real space erfc and the reciprocal space erf for short and long interaction contribution,
respectively. It has been shown that the calculation of Coulomb energy is taking place in
two spaces, namely the real and reciprocal space. The ﬁrst part, namely S part is short-
ranged by erfc truncation function when dealing with the long-distance pair interaction.
Meanwhile, in the second term namely L, the derived function is non-singular in long-
range interaction in which generate short-ranged energy calculation in reciprocal space
by e−σ
2k2/2. The less eﬃcient part comes from the Fourier calculation in reciprocal
space to cost at O(N2) when the cut-oﬀ radius is implemented. However, the deﬁcit of
computational eﬃciency comes from the calculation of Poisson equation’s solution can be
well addressed utilizing the charge distribution in a mesh. Therefore, the chosen function
to distribute the charges determined the eﬃciency scale.
In the case of original Particle-particle/particle-mesh(PPPM) method ﬁrstly introduced
by Hockney and Eastwood [81], the scheme oﬀered long-range calculation in the scale of
O(N logN) for the computational cost. This deﬁciency comes from the implementation
of fast Fourier transform (FFT) to solve discretized Poisson equation where interpolated
charges on the grid are used. However, this most straightforward implementation give
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the energy calculation severe from the accuracy since the splitting procedure written in
Eq.[A.50] was not employed yet. Several methods have been conducted to improve the
result’s accuracy; bringing the essence of Ewald summation into the PPPM scheme was
once used to this eﬃciency recovery. In other words, the calculation is employed by divid-
ing the contribution into two part; here, the particle-mesh scheme is implemented only in
the long-range part, and direct calculation on particle-particle interaction is performed in
the short range.
In the calculation of the long-range part by using particle mesh scheme, the charge
should be placed or interpolated in a grid where the discretized Poisson equation is eval-
uated. To do this, consider denoting the product of energy as written in Eq.[A.45] into


















exp [ik · ri] , (A.51)
where diﬀused charge distribution follows a Gaussian shape. In more general case where
the charge distribution of Gσ can be arbitrary be more diﬀused and smoothly varied

















where gˆ(k) is Green function, ρˆ(k) and Gˆσ(k) are reciprocal space form of charge density







= 0) exp [ik · ri] (A.53)
is analogue to the 1−F(r)r part of Eq.[A.51].
There are several ways proposed by many researchers to give comparable results de-
pending on the system to where the calculation will be carried out. Since the sum of
partial charges should be equal the total charge of the system, the function, denoted by
S(r), should be even and normalized. Moreover, the issue that should be addressed when
assigning the function is the computational cost gained from many mesh points employed
for a single particle charge to distribute. The number of meshes should balance the ob-
tained accuracy that a function can support. Also, last but not least, sudden changes of
fractional charges can be generated by the particle’s displacement when employing a not
suitable function.
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In this section, several implementation cases of assigning S(r) function in a calculation
will be brieﬂy explained. To start with, in the case of one dimension problem, a S(x)
weighting function is introduced to assign partial distributed charge on a calculation
grid. For a particle at xr, fraction of charge lies on a grid xa with density function of
ρ(x) =
∑






dxS(xa − xr) ρ(x), (A.54)
denote the charge distribution on a grid point of F similar h distance segmented line with
total length L = h× F.
Correspond to the 3-dimensional problem; charges are assigned to the grid by introduc-




The q charge will be placed in the mesh with the cartesian x, y, and z spacing are Lx,Ly,
and Lz, respectively. The author uses 8 surrounding points when placing partially dis-
tributed charges where it previously located at the oﬀ-grid point. The charges which are




qiS(ri −R) , (A.56)
where S = {Sx,Sy,Sz} is a smeared function. This function map the charge previously





Lx , if |r2i,x −Rx| < Lx
0, if |r2i,x −Rx| ≥ Lx
. (A.57)
Calculation accuracy can be enhanced by employing more grid points when assigning
the charge in this ﬁrst step. The author further suggested that error would be from
the scheme when one is calculating the gradient of ρ(R) and φ(R) to get electrostatic
forces and energies, respectively. Redistribution of charge to a more larger area should be
employed to alleviate the ﬂaw. This stage incorporates approximately 500 grid points in
a certain enclosed radius of Rc. Accordingly, the new charge distribution at R in which
redistributed from the previous partial charge at R0 can be written as
q′(R) =
⎧⎨
⎩q(R0)S2(|R−R0|), if |R−R0| < Rc0, if |R−R0| ≥ Rc (A.58)
by introducing S2(|R−R0|). This second smeared function would produce a more smooth
distribution in a broader areas and beneﬁcial to reduce errors. There are two forms of the
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function, namely
Slinear(r) = 1− r
Rc








in which comparable results would be produced to address the purpose. The sum of S
within R is normalized by M−1.
All of the previous weighting function, in the ﬁrst place, are derived concerning the
problem of signing a charge distribution into the calculation grid. However, some authors
would argue that the evaluation of Fourier transform can be viewed in a perspective of
interpolation problem in the complex exponential part. With regard to the last term of
Eq.[A.53], discrete Fourier sum cannot be directly employed in ri since it does not coincide
with the mesh point. To handle the problem, lets assume that the system is 3 dimensional
with edge dimension deﬁned by Lα are segmented into similar Λα grid spaces with length
nα, where α = {x, y, z}. Lets further assume that an atom at ri located between grid
points of ui,α and ui,α + 1 where ui,α = Λαri,αLα . In term of a complex exponential sum
in Eq.[A.53], interpolation of order-2p can be written as follow
exp [−i kα ri,α] ≈
∞∑
j=−∞





Order 2p interpolation only involving Λα terms in the summation of j. This scheme can
be further viewed as a Fourier transform of mesh-point charge density. To do that, lets





















qiS2p(ui,α − j) , (A.62)
to slightly shows that S2p not only give interpolation scheme of complex exponential form,
indeed give the way to partially distribute a charge in mesh points.
After the charge distribution scheme was done with many ways as mentioned above, the
second stage to do PPPM process is to solve the discretized Poisson equation on a grid in
which charges are already partially distributed. When splitting procedure is strictly used,
the operation only takes the long-range interaction to calculate. This simpliﬁed scheme
is available since the short-range uses direct pair calculation in real space. Therefore,
the reciprocal space form of charge distribution obtained from Fast Fourier transform is
employed when solving the Poisson equation for potential distribution.
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The third stage in the calculation scheme of PPPM implemented in molecular dynamics
simulation is potential gradient calculation. Force on a grid point should be calculated by
taking the gradient of the resulting Coulomb potential. Finally, the obtained forces are
then mapped back into the real space to drive the atom displacement.
A.3 Thermostat and Barostat
The thermostat is used in the simulation setup to modulate the temperature. Realistically,
applying the thermostat process to get NPT condition in MD simulation is similar to
the removal and the additional energy from the boundaries. Instead of getting constant
property similarly by devising the value of kinetic energy to be ﬁxed, the purpose of
applying this scheme is to ensure the simulated system approximately reach the desired
canonical ensemble by allowing the acceptable ﬂuctuations in temperature.
In this study, Nose´-Hoover based algorithm of thermostating and barostating are chosen
to generate the canonical ensemble as the scheme ensures the dynamical properties of
the system is not having a discontinuity. Extended Lagrangian is applied to derive the
ﬂuctuation of the simulated system to the desired temperature condition. Additional
artiﬁcial coordinates and velocities are added to the Lagrangian. It is proven that this
thermostat is stable and eﬃcient since the enhanced optimization is included in each time
step.
However, when considering the history of the algorithm, in some instances, a canonical
condition in the phase space was not appropriately derived when applying the original
Nose´-Hoover algorithm. This ﬂaw happened when external forces are applied to the sys-
tem. Although for some cases it operates appropriately, several exceptional circumstances
contribute to the failure. This exception was identiﬁed, for instance, when one applying
the scheme to the harmonic oscillator for a given set of initial conditions. The non-ergodic
behavior is discovered as the ﬂaw in producing canonical ensemble and the dependency on
the initial conﬁgurations. It was later explained that the energy is not the only conserved
quantity as it was in the system where no external forces applied, and the center of mass
remains ﬁxed. Center-of-mass can be adjusted to zero as a solution for keeping the scheme
working correctly, but this is not a solution for the more general cases.
Martyna et al. [79] suggested another conservation law in the scheme to alleviate the lim-
itations. They coupled another thermostat to the Nose´ thermostat and further connecting
to a chain of thermostats if it is needed. These chains are accounted as the additional
conservation law. It was proved by applying the scheme to the original Nose´-Hoover
algorithm; the modiﬁed counterpart produced proper canonical ensemble.
Experimental setup mostly is done under the constant pressure and temperature con-
dition. These setups are prepared when one needs to observe the samples in such a way
that constant pressure is required for the fascinating behavior to be found. To elaborate
on these conditions in the simulation process, one needs to preserve additional quantity,
which is pressure, by adjusting the volume from NVT condition. In doing this, the volume
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is considered as a dynamical variable changing with time during simulations. Since the
Martyna et al. [79] scheme produce the proper NVT conditions, additional treatments are
needed to ensure further the algorithm delivers the correct NPT ensemble. Andersen’s
scheme introduced previously oﬀered the algorithm that can be applied to the Martyna’s
generalization of Nose´-Hoover original thermostat scheme. It is proved that the modiﬁed
method produced the correct ensemble.
When one considers studying solid and amorphous polymers by using molecular dy-
namics, it is often essential to include the presence of external stress. Finding mechanical
strength by preserving the stress-strain behavior and elastic constant is beneﬁcial to deter-
mine the stability criteria. To do this, Parrinello-Rahman has established the molecular
dynamics of the NtH ensemble, allowing the system with N particles to change the shape of
the cell during simulation. The t stand for thermodynamics tension while H for enthalpy.
However, straightforward approach of elaborating this molecular dynamics scheme into
the process dealt with time-consuming problems as consequences even for the zero-stress
case. It takes millions of steps to get a satisfactory convergence result.
Shinoda et al. [78] introduced the NtT scheme of MD simulation by applying the ef-
ﬁcient sampling techniques. The non-hamiltonian equation of motion is integrated by
using the rRESPA algorithm to enables the various thermostating process such as orig-
inal Nose´-Hoover scheme, Nose´-Hoover chain and Massive Nose´-Hoover chain (MNHC)
to be implemented. This scheme was proved faster and properly produce the desired
ensembles compared to the previous, thus being considered as the solution for the prob-
lems regarding the high cost computational time grows in the simulating systems where
stress is applied while other solution failed in handling error inevitably, not working for
the generally established force ﬁeld and statistical convergence problems. Additionally,
the time reversibility on this algorithm allowing one to implement in hybrid Monte Carlo
simulation. In this study, the discussion of thermostat and barostat is started from the
derivation of the equation of motion of the simulated system. The formulation of original
Nose´-Hoover equation motion is also explained. Subsequently, chain and massive Nose´-
Hoover thermostats will be derived and explained from the original thermostat scheme.
Finally, the barostat is explained followed by the introduction of the rRESPA integration.











Fig. A.2. Illustration of Thermostating in Molecular dynamics for (a). General descrip-
tion, (b). Nose´-Hoover method, and (c). Nose´-Hoover chain method
A.3.1 Nose´-Hoover Algorithm
Suppose that in the simulated system exist N particles which are describes by position











− gkBT , (A.63)
where g is a parameter to properly determined in order to produce canonical distribution.
Next, conservation laws and the non-driven variables should be derived by analyzing







+ φ(rN ) +
p2R
2Q + gkBTR
= H(r,p) + p
2
R
2Q + gkBTR = C1 , (A.64)
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where H(r,p) is a physical Hamiltonian of the system. To derive the system’s compress-
ibility, variable of η =
(
rN ,pN ,R, pR
)
is introduce to be written in the form as follow




∇ri · r˙i +
N∑
i=1





= −dNpRQ = −dNR˙ . (A.65)







= exp(dNR) . (A.66)
Let us previously reconsider the purpose of applying the algorithm which will resulted the
proper NVT ensemble. Rewriting the partition function of the non-Hamiltonian system
NVT ensemble for nc conservation laws and Λk(η
′) = Ck for k = 1, 2, ..., nc yields






′)− Ck) . (A.67)















2Q + gkBTR− C1
)
. (A.68)
The integration over the extended variables ofR and pR, can be done analytically; here,
the variables are used to describe thermostat’s position and momentum, respectively. To
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When we make g equal to dN , then the following relation,
ΩT (N,V,C1) ∝ Q(N,V, T ) , (A.71)
holds. Integration of other extended variables pR can be physically negligible as a result
only a constant. According to the system under evaluation, the derivation of this scheme
resulting from only one conservation law as shown in Eq.[A.64]. In general, as previously
explained, this scheme will fail to produce the correct canonical ensemble in certain cases
such as a harmonic oscillator. To discuss the more general case in which needed additional
conservation law, suppose that we simulate a system where the total momentum is con-
served as a consequence of no external forces being applied. As can be shown starting from
the following equation, this condition will aﬀect phase-space distribution. Conservation


























PeR = K , (A.73)
where P =
∑N
i=1 pi is the center-of-mass momentum while K is an arbitrary vector.
In Eq.[A.64] we have the magnitude of center-of-mass momentum P coupled to other
variables that can not be eliminated for further analysis; here, the momentum is a driven










we can see that the component of momentum P is linearly dependent. Based on this,





1/2; this P is the
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independent variable. Another driven variables which do not inﬂuence the other should
be eliminated for further analysis; here, the driven variable is the center-of-mass position.
Next, the rewriting of Eq.[A.63] by introducing the position’s vector of r′ and momentum

































+ φ(r′N ) +
p2R
2Q + gkBTR




= H(r,p) + p
2
R
2Q + gkBTR = C1, (A.76)
as the ﬁrst conservation law, and
P exp(R) = C2 , (A.77)




∇r′i · r˙′i +
N−1∑
i=1
∇p′i · p˙′i +∇P · P˙ +∇R · R˙+∇pR · ˙pR
= −[d(N − 1) + 1]R˙ , (A.78)
is used to obtain the Jacobian equation as written in the following
J = exp {[d(N − 1) + 1]R} . (A.79)
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Finally, the resulting partition function can be written as











× exp {[d(N − 1) + 1]R}
δ
(
H(r′,p′, P ) + p
2
R







The two conservation laws exist in the partition function as two δ functions. Let us
consider the last δ function. As in the following, evaluating the integral of delta imposes
that
eRP = C2
R = ln(C2/P ) . (A.81)
Substituting to Eq.[A.80] gives:


















H(r′,p′, P ) + p
2
R




for the last δ. Similarly, evaluating the other δ derived from the ﬁrst conservation law
H(r′,p′, P ) + p
2
R
2Q + gkBT ln(C2/P ) = C1
p2R
2Q = C1 −H(r
′,p′, P )− gkBT ln(C2/P )
pR = {2Q [C1 −H(r′,p′, P )− gkBT ln(C2/P )− C1]}−
1
2 , (A.83)
and upon integrating yields















C1 −H(r′,p′, P )− gkBT ln(C2/P )
]− 12
. (A.84)
However, Eq.[A.84] is not a partition function of NVT distribution. By considering the
second conservation law and set the constant to be C2 = 0, Eq.[A.84] would produce the
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following partition function

















H(r′,p′, P ) + p
2
R







This clearly imposes that P = 0 when evaluating integration over P as given in the
following


















H(r′,p′, P ) + p
2
R
2Q + gkBTR− C1
)
, (A.86)
while the other δ function imposes
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which is ﬁxes R. The partition function can be written as
































which will resulted a canonical distribution if one substitute g = d(N − 1). It is shown
that in original algorithm of Nose´, implementation by ﬁxing system’s center-of-mass will
resulted P = 0 and producing the correct canonical distribution.
A.3.2 Nose´-Hoover Chains
From the previous section, it is shown that when dealing with a system having more than
one conservation law, original Nose´ algorithm gives partition function which is not canon-
ical distribution. To handle the problem, Martyna et al. [79] introduced other extended
variables in the equation of motion. The idea of this more variable’s introduction is to
coupled single or multiple thermostats to the dynamics, with only having two additional
degrees of freedom. Rewriting the equation of motion of N particles attached to M chain




p˙i = Fi − pR1Q1 pi
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gives








which is the conserved Hamiltonian. Two additional degrees of freedom come from R1
and Rc =
∑M
l=2Rk as the two independently coupled to the system. Suppose that we
attach two chains to the system where no external forces applied. As shown previously
in Eq.[A.76] and A.77, the same systems will produce two conserve quantities. Firstly,
Hamiltonian of the new system in term of the same center-of-mass position and momentum















2Qc .+ gkBTR1 + gkBTRc.
(A.91)
Simplifying by declaring











′N) = H(r,p) (A.92)
and further implemented to Eq.[A.91] which can be written as





2Qc + gkBTR1 + gkBTRc = C1 , (A.93)
resulting the ﬁrst conserved quantity in this case. The second conserved quantity is
P exp(R1) = C2 . (A.94)





∇r′i · r˙′i +
N−1∑
i=1
∇p′i · p˙′i +∇P · P˙+∇R · R˙+∇pR · ˙pR





= −(dN − d+ 1)R˙ − R˙c , (A.95)
gives the Jacobian as follow
J = exp
{
[dN − d+ 1]R1 +Rc
}
. (A.96)
A Mathematical Backgrounds of MD 71
Finally, the partition function for the Nose´-Hoover chain is written as





























+gkBTR1 + kBTRc − C1
)
. (A.97)






Evaluating the integral by the substitution of Eq.[A.98] to the partition function gives






































2Qc + gkBT ln(C2/P )− C1
]
. (A.100)
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After this step, the partition function can be written as






























































in which recovered the canonical distribution if one choosing g = dN .
A.3.3 Massive Nose´-Hoover chain thermostat
The scheme oﬀers actively controlled temperature through the attachment of thermostat
chains to 3N system’s degrees of freedom. As a consequence, a variety of vibration modes
can be evident in the system with many frequencies. However, since the system massively
coupled to the thermostats, choosing the appropriate thermostat masses can control that
spurious behavior utilizing the alleviation of the generated frequency characteristics mim-
icking the Fourier series.
To brieﬂy discuss the scheme, lets assume that the system is coupled to M thermostat





































− kBT . (A.102)
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Subscripts i, k, and l denote the attached variable correspond to the l− th thermostat in

























































































































holds. By assuming that the ergodicity holds and denoting H = C, the approximation of









dpNLMJδ(H− C) . (A.105)
In the same manner of the previous derivation, the Jacobian of such N particle system
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By integrating the δ function that comes from the conserved quantities in the same manner












































∝ ΩNVT , (A.109)
where β = 1/kT .
A.4 Barostating
This section discusses the modiﬁcation of the extended system previously introduced by
Nose´-Hoover to enable one simulating constant pressure system. The scheme was proposed
by Shinoda, et al. [78]. The discussion starts from the modifying form of Nose´-Hoover
scheme proposed by Martyna et al. [79]. The scheme introduce the additional variable in
the same manner as coupling chain of thermostats to the system. Rewriting the equation
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Additional variable, ph denotes cell momenta which is modularly invariant. Subscript
k is used to denote the attached ksth of thermostat variable. Thermostat and barostat
masses are introduced and used with the same purposes as previous MNHC to properly
control the ﬂuctuations of the system. Pext and Text are external hydrostatic pressure and
temperature, respectively. The pressure and stress employed to the system, t is then used
to calculate the matrix ξ as follow
ξ = h−10 (t− IPext)ht−10 . (A.111)
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Here κ = hth is used to denote the metric tensor. The energy contribution comes from
the applied external stress, namely elastic energy, can be seen in the sixth right hand
side part of Eq.[A.114]. In the same manner from the previous derivation of thermostat










and substituted to the partition function equation to give
ΩP,T ∝
∫



















Tr[h−10 (t−EPext)ht−10 G]. (A.117)
When the method is applied to the MNHC, the oﬀ diagonal cell momenta and kinetic
energy should be driven to kBText/2.
A.5 Liouville formulation for Time Reversible Integrator
To integrate equation of motions derived from the previous section, Liouville operator is
used in the formalism to satisfy the time-reversible and area-preserving criteria in which
suitable for MD simulation. This algorithm ﬁrstly proposed by Tuckerman et al. [75]. The
method is delivered by the formulation of the equation of motion in a form that is satisfying
the Verlet algorithm. This fulﬁllment can be viewed as the special case of applying Trotter
expansion when splitting the energy contributions in writing the system’s Hamiltonian.
Suppose that f is a function of time dependent variables of ζ(t). Time derivative of this
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function can be written as
f˙ = ζ˙ ·∇f
≡ iLˆζf , (A.118)
where
iLˆζ = ζ˙ ·∇ , (A.119)
is a Liouville operator of variable ζ. The solution of time integration of Eq.[A.118] can
be written as
f(ζ(t)) = eiLˆζtf(ζ(t0)) . (A.120)
To be more speciﬁc, when one need to apply the formulation in a molecular dynamic
simulation, the following discussion will describe how the Verlet scheme can be satisﬁed by
applying this Liouville operator. First of all, suppose that the system under condiseration
consist of N particles that can be described by position rN and momentum pN . With
no external force applied to the system, the Hamiltonian is a function of position rN and
momentum pN , namely H(r,p) that can be written as





+ φ(rN ) . (A.121)







and p˙ = −∂H
∂ri
= Fi, (A.122)






















+ Fi · ∂
∂pi
]
≡ iLˆr + iLˆp . (A.123)















A Mathematical Backgrounds of MD 78




























However, to be used in practical scheme, smaller ﬁnite value of P is considered in such a































holds; here, Δt = tP . The solution of f is a function of those two time-derivative vari-










































































The introduction of Trotter identity to the discretized version of formal Liouville equation
have resulted an integration scheme similar to those seen in the velocity Verlet algorithm;
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here, the time propagation of r(t) and p(t) can be described as
pi(Δt/2) ← pi(0) + Δt
2
Fi(0)
ri(Δt) ← ri(0) + Δt pi(Δt/2)
mi
pi(Δt) ← ri(Δt) + Fi(Δt)Δt
2
. (A.130)
Suppose that the system under study is subjected to Thermostat and Barostat where
the equation of motion follows Eq.[A.110]. Several factorization schemes can be used to
formulate the time integration. The rRESPA algorithm is used as the basis to generate
explicit factorization of the time reversible integration scheme of EOM. According to
Shinoda et al. [78], Liouville formulation of variable’s time propagation of their original



























The Liouville operators are given below












































































































where vi = pi/mi 
= r˙i, vh = ph/Wh, and vRk = pRk/Qk.
Following Tuckerman et al. [75], the factorization to generate explicit reversible time


































































































+ O(Δt3) . (A.136)
The scheme used two time steps, δt and Δt = nδt. Within this scheme, the Liouville




[vi + vhri] ·∇ri . (A.137)
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δαβ +mi(vi)α(vi)β + (Fi)α(ri)β
]


















(Fi)α(ri)β − P (2)extV δαβ
]







Superscripts 1 and 2 are given to label the fast and the slow contributions, respectively.
This scheme is employed in LAMMPS ”ﬁx npt” style to integrate the equation of motions
of NPT ensemble.
For the practical purposes, the factorization of the Liouville formulation can be done
in a slightly diﬀerent form. The view is based on the condition that the barostat only
updated in the outward side of the rRESPA level. Numerical stability is guaranteed in
Tuckerman et al. [75] scheme. However, when damping factor is employed to determine
the time scale of pressure’s relaxation with the amplitude of several outermost parts of the
rRESPA, numerical stability is no longer correspond to the barostat dynamics. Rewriting























































































+ O(Δt3) . (A.145)
The scheme is used in LAMMPS ”ﬁx npt” style with ”respa” option in ”ﬁxes style”.
A.6 Constraints
This section will discuss the use of constraints to obtain the constant bond length and
angle of atom pairs concerning the integration time. The constraint is very useful when
one needs to simulate rigid molecule models such as provided in water molecule and
protein. Therefore, the applied method should be suitable and easy to implement in the
well-known integration scheme.
The discussion starts with the simplest implementation of constraints in molecular
dynamics simulation. The constraint was implemented by using Lagrange multiplier-
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based method. Suppose that there are l linear-holonomic constraints at the time t in N
interacting particle system,
σβ(t) ≡ (rβj(t)− rβi(t))2 − d2β = 0 β = 1, 2, ..., l (A.146)
Subscript β is used to indicate constraints while i and j are used for the particle. Equation
of motion for the introduction of holonomic constraints in the system such as Eq.[A.146]
is given by




where Gi is the force on particle i generated by all constraints correspond to i, and λk is
Lagrange multiplier of σk constraint. Integrating both sides of Eq.[A.147] gives






where r´(t+Δt) is particle’s position vector without constraints. The constraints of next
Δt time step can be given by
σβ(t+Δt) ≡ (rβj(t+Δt)− rβi(t+Δt))2 − d2β = 0 . (A.149)














− d2β = 0 ,
(A.150)
which is l simultaneous non-linear equation. To solve this, Newton-Raphson method of
λ(γ+1) ← λ(γ) − J−1σ σ(t+Δt) (A.151)






















. . . ∂σl∂λl
⎞
⎟⎟⎟⎟⎠ . (A.152)
This Jacobian can be solved on each molecule under constraint. This glimpse is based on
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the fact that the contribution to the constraints comes only from a speciﬁc particles in
















and solving for the updated λ to be written as
λβ = −J−1
[
(rβj(t+Δt)− rβi(t+Δt))2 − d2β
]
. (A.154)
Position vectors on each iteration are updated by using







In order to start the new iteration to achieve a convergence of σ(t+Δt) to a given tolerance
value, λ should be reset to 0.
A.6.1 SHAKE algorithm
This algorithm uses the same Lagrange multiplier-based method to incorporate constraint
in the molecular dynamics simulation. It intended to be properly applied in Verlet in-
tegration scheme by employing a set of {αβ} in the calculation to meet the integrator
accuracy, thus avoiding the need to calculate the derivation of λ up to order n − 2. A
slightly diﬀerent scheme of establishing the solution of Lagrange multiplier through the











Suppose that a system of N interacting particles is subjected to a constraint declared in
Eq.[A.146]. The taylor expansion of particle’s position vector at time t from t0 with the
introduction of Lagrange multiplier (written in Eq.[A.156]) can be given as
ri(t, {λ()}) ≡ r(t, {λ(n)(t0)})
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where force derivation F
(s)
















· r˙j(t0) , (A.158)























To get the solution of λ
(s)
β set for s = 0, 1, . . ., consider the constraints equation of
Eq.[A.156]. Regarding the information contained in the equation, the time derivative











= 0 (β = 1, 2, . . . , l) , (A.160)












































































where the solution of λ
(s)
β set can be obtained by solving the linear equation of Eq.[A.162]
iteratively. This stage can be done since F is a known variable for the time derivation of
λ less than s. By doing this and subsequently followed by the substitution of the result
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to Eq.[A.147], one will get the ordinary second order diﬀerential equations that can be
integrated numerically.
However, when this method is closely followed when performing the simulation, ad-
ditional errors can be generated in a speciﬁc integration algorithm as the solution only
fulﬁlling some others. Therefore, probabilities of deviation to proliferate resembling lin-
early in each time step.
Suppose that the integration algorithm suggesting one to include a fraction of time
derivative of space coordinates up to the order of n. Denoting rAi (t) as the values that
can be given by the algorithm for ri, the set of λ
(0)(t0), . . . , λ
(n−2) have to be calculated
to give
σ
({rA(t)}) = O [(Δt)(m+1)] (A.163)
in the order of the worst error that can be made; here, the maximum order of error is
comparable to the error order of Taylor expansion when the ﬁrst order’s truncation is
employed. Indeed, the n time derivatives of space coordinate require the calculation of
time derivative of force up to the order of n− 2.
It is proven that by replacing {λ(n−2)β (t0)} with {αβ} for which satisfying the relation
σβ ({r(t, α´k)}) = 0 , (A.164)
and calculating only the ﬁrst n−3 derivatives of λ, one can get the same O [(Δt)m+1] er-
ror diﬀerence between calculating trajectory by using {αβ(t0)} and with λ(n−2)β (t0); error
produced by this manner is in the same order of error generated by the implicit algorithm,
thus providing new scheme while fulﬁlling the constraints relation. Furthermore, by em-
ploying this new scheme, the equation of trajectory evolution at time Δt can be given
as
ri(t0 + Δt, {λ(0)β (t0), . . . , λ(n−3)β (t0), αβ})
= r′i(t0 +Δt, {λ(0)β (t0), ..., λ(n−3)β (t0)}) + δri(t0 +Δt, {αβ}) .
(A.165)
Substituting Eq.[A.165] to Eq.[A.146] gives
2(r′j − r′i) · (δrj − δri) + (δrj − δri)2 = d2ij − (r′j − r′i)2 , (A.166)
where







Implementing the iteration in solving the trajectory equation of Eq.[A.166] can be initiated
by taking {αβ} = 0. This initiation can be done due to the fact that the nonlinear term
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in αβ are small when Δt → 0.
In the case of Verlet algorithm, it can be seen from Eq.[A.167] that there is no need to
calculate λ since n is equal to 2. To be more speciﬁc in employing the formulation to the
Verlet algorithm, Eq.[A.167] with the introduction of time-step h can be rewrite as
ri(h) = ri(h, {αβ}) = r′i(h) + δri(h) , (A.168)
where














is the correction part generated by the constraint. The set of αβ are resulted from
σ ({ri(h, {αβ})}) = 0 (β = 1, . . . , l) . (A.171)
By using Eq.[A.168], Eq.[A.169] and Eq.[A.170] to replace the parameter previously writ-








































= d2ij − (r′j(h)− r′i(h))2 . (A.172)
This equation can be solved by iteratively update the value of αβ . The value of {α[m]β } at
M iteration can be obtained by substituting the value of previous {α[m−1]β } initiated by
{α[0]β } = 0 in the very beginning of run. Since quadratic form of αβ corresponds to the
small h4 term when one using small time-step, rapid convergence can be easily achieved.
A.6.2 RATTLE algorithm
There is an issue when one is trying to simulate a system with NPT condition subjected
to constraints. The need for calculating velocity is explicitly shown in the equation of
motion of constant pressure ensemble. The previously described SHAKE algorithm uses
Verlet algorithm with velocity is obtained only by employing additional calculation such
as ﬁnite diﬀerence scheme; here, less accuracy and diﬃculties would accompany the im-
plementation.
A Mathematical Backgrounds of MD 88
Correspond to the problem, several method to modify the SHAKE algorithm were
proposed with persistent diﬃculties in implementation to the recent developed molecular
dynamics methods. One would argue that by using other methods of constraint, the result
would satisfy the need of velocity value within the integration process when simulating
NPT condition. However, instead of the Verlet, the constraint scheme can only work
in other integration methods, thus suggesting not suitable to be employed in a system
subjected to the thermostat and barostat scheme that is previously described.
RATTLE algorithm used velocity Verlet integration method since it provides explicitly
velocity value as a part of the calculation processes. Therefore, RATTLE is suitable to
alleviate the problem in simulating atomic ﬂuid and vibrated molecules model; here, the
previous SHAKE modiﬁed scheme inconsistently worked for the simple iterative algorithm
of the velocity VERLET algorithm. This algorithm can be viewed as a general form of
SHAKE algorithm in a manner of providing the need of velocity value in constant pressure
and temperature system’s equation of motion.
Assuming the forces, positions and velocities of time t are already known in the system
of N interacting particles subjected to constraints. The particle’s position of time t + h
can be written as
r(t+ h) = r(t) + hr˙(t) +
h2
2
[F [r(t)] +GR(t)] (A.173)
where GR denotes the approximated forces generated by constraints. To get velocity at
time t+h, by introducing the second approximated force associated with constraints, GV ,
time derivative of position at t+ h can be given by




F [r(t)] +GR(t) + F [r(t+ h)] +GV (t)
]
. (A.174)
The GR and GV are the two separated approximations which are possible to implement
to satisfy the constraints shown in Eq.[A.146]. It is worth to mention that this algorithm,
as can be seen in Eq.[A.173] and Eq.[A.174], use the one-time calculation of positions
and velocities when obtaining the next time-step of positions and velocities, respectively.
Furthermore, the calculated positions and velocities at every point in time satisfying
the constraints. Moreover, the produced error is the same as the velocity Verlet would
produce; it is proven to produce better accuracy compared to the original Verlet algorithm.
Besides, the use of initial positions and velocities gives advantages when one need to
implement stochastic collision with the magnitude’s change during the simulation time.
The algorithm is governed by the following. Suppose that a system consist of N inter-
acting particles subjected to constraints. Similar to the previous SHAKE algorithm, the
identical constraints as in Eq.[A.146] were exist in the system under consideration. The
time derivative of the constraints as written in the following,
[r˙i(t)− r˙j(t)] · [ri(t)− rj(t)] = 0 (A.175)
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should hold for the velocity constraint. Lagrange multiplier-base method is used when
governing the RATTLE scheme in the same manner as the SHAKE algorithm. RAT-
TLE equation in Eq.[A.173] correspond to the equation of motion with additional force
associated with constraints shown in Eq.[A.147] can be written as










The chosen λRk(t) should satisfy the constraints at time t+h. Subsequently, the velocity
equation of RATTLE can be written as














λV k(t+ h)rk(t+ h)
)]
. (A.177)
The implementation started the picking one of the constraint variable to calculate. In
doing this, several variables are propose in the following
Gβ = hλRβ(t),
γβ = hλV β(t+ h),








in which will be used and calculated iteratively. The chosen constraint are then used to
obtain the position’s vector of particles. For particle i and j, the vector can written as
qκ = r˙(t) +
h
2mi
Fi(t) (κ = 1, 2, ..., N) , (A.179)
where the approximated displacement vector is
s = (ri(t) + hqi(t))− (rj(t) + hqj(t)) . (A.180)
This displacement’s vector should obey the given constraints. Evaluating this gives two
options to follow with respect to the given tolerance constant ε. If the following relation,
|s|2 − d2ij  ε , (A.181)
holds, the calculation’s loop should be restarted with the newly chosen constraint to
evaluate. If the relation does not hold, the position vector should be corrected. To be
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This G parameter is used as a correction variable in order to satisfy the range of the given
tolerance. It derived from the following proposed equations














in which describing position vector of particle i and j at time t+ h respectively. In order
to satisfy the following relation
∣∣rTi − rTj ∣∣2 = d2ij . (A.185)
Solving Eq.[A.183] and Eq.[A.184] by concerning the relation written in Eq.[A.181] gives
Eq.[A.182]; here, the second order of G is omitted. The resulted G is used to correct qi
as can be written in the following
qi = qi −Grij(t)
mi
qj = qj −Grij(t)
mj
. (A.186)
Position’s vector is then recalculated by using Eq.[A.184] and Eq.[A.185]. After this
step, the calculation loop is restarted all over again with the new chosen constraint, and
repeated until all of the given constraints are corrected.
So far, the corrections were done in the position vector. To start with the velocity, let




be the equation to be used in the calculation after a contraint to be evaluated is depicted.
Subsequently, the dot product of position’s vector and its time derivative (Eq.[A.187]) at
time t+ h is employed to satisfy
r˙ij(t+ h) · rij(t+ h)  ε . (A.188)
If the relation written in Eq.[A.188] holds, the chosen constraint is no longer need a cor-
rection. The calculation process is then go backward to the picking stage of the next
constraint’s variable to evaluate. Subsequently, if the condition is not satisﬁed in this
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newly chosen constraint’s variable, the corrections would be done by performing the fol-
lowing equation,










at ﬁrst. Next, the replacement of r˙i(t+ h) by
r˙Ti = r˙i(t+ h)−
γ
mi
rij(t+ h) , (A.190)
and r˙j(t+ h) by
r˙Tj = r˙j(t+ h) +
γ
mj
rij(t+ h) . (A.191)
should be done. Next stage would be to evaluate other velocity constraint and restarting




The following code is an example code to calculate mean square displacement of one




#define NATOM 53 // number of guest molecules
#define NSTAT 500001 // simulation period
#define NTCF 20000 // correlation time
double **ecalloc_dmat(int nrow, int ncol);
int min(int a, int b) {






double *pbc(double ax,double ay,double az,
double bx,double by,double bz,
double cx,double cy,double cz,




double detM, boxa, boxb, boxc;
static double dr[3];
detM = ax*by*cz - ax*cy*bz
+ ay*bz*cx -ay*bx*cz
+ az*bx*cy - az*by*cx ;
Minv[0] = by*cz - cy*bz ; Minv[1] = bz*cx - bx*cz ;
Minv[2] = bx*cy - by*cx ; Minv[3] = cy*az - cz*ay ;
Minv[4] = cz*ax - cx*az ; Minv[5] = cx*ay - ax*cy ;
Minv[6] = ay*bz - az*by ; Minv[7] = az*bx - ax*bz ;
Minv[8] = ax*by - bx*ay ;
for(i=0;i<9;i++){
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Minv[i]/= detM;
}
boxa = Minv[0]*x + Minv[1]*y + Minv[2]*z ;
boxb = Minv[3]*x + Minv[4]*y + Minv[5]*z ;




dr[0] = ax*boxa + bx*boxb +cx*boxc;
dr[1] = ay*boxa + by*boxb +cy*boxc;


















FILE *Fco, *Fbx, *Fot;
Fco = fopen("FII_eguest.xyz", "r"); // guest trajectory data
Fbx = fopen("boxx.dat", "r"); // box’s dimension evolution
Fot = fopen("Res_MSD.dat", "w+"); // results
xg = ecalloc_dmat(nstat, natom);
yg = ecalloc_dmat(nstat, natom);










/* Read coordinate file */
for (i = 0; i < nstat; i++) {
fscanf(Fco,"%d",&iatom);
fscanf(Fco,"%s %s %s",an,bn,cn);
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for (j = 0; j < natom; j++){
fscanf(Fco,"%d %lf %lf %lf",
&katom, &xg[i][j], &yg[i][j], &zg[i][j]);
}
}
/* Read box geometry file */
for (i=0;i<nstat;i++){
fscanf(Fbx,"%lf %lf %lf", &xlo[i],&xhi[i],&xy[i]);
fscanf(Fbx,"%lf %lf %lf", &ylo[i],&yhi[i],&xz[i]);
fscanf(Fbx,"%lf %lf %lf", &zlo[i],&zhi[i],&yz[i]);
}
for (i = 0; i <= ntcf; i++) {
cf[i] = 0.0; norm[i] = 0.0;
}
/* k gives time origin */
for (k = 0; k < nstat; k++) {
for (i = 0; i < natom; i++) {
rx[i] = 0.0; ry[i] = 0.0; rz[i] = 0.0;
}
nsample = min(nstat, k+ntcf+1);
for (isample = k+1; isample < nsample; isample++) {
itcf = isample - k;
for (i = 0; i < natom; i++) {
dx = xg[isample][i] - xg[isample-1][i];
dy = yg[isample][i] - yg[isample-1][i];




rx[i] += drr[0] ; ry[i] += drr[1] ; rz[i] += drr[2];





/* Normalize correlation function */
for (i = 1; i <= ntcf; i++) cf[i] /= (norm[i]*natom);
for (i = 0; i <= ntcf; i++) {
time = (i + 1.0)*100; // in femtosecond
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/* allocate pointers to rows */
p = (double **) malloc(nrow*sizeof(double *));
if (!p) {
printf("Error: can not allocate "




/* allocate rows */
p[0] = (double *) calloc(nrow*ncol, sizeof(double));
if (!p[0]) {
printf("Error: can not allocate "
"memory for arrays for "




/* set pointers to rows */
for (i = 1; i < nrow; ++i) p[i] = p[i-1] + ncol;
return p;
}
The following is a log ﬁle from linear curve ﬁtting performed by gnuplot software.
The data is taken from previous MSD code’s output. The diﬀusion coeﬃcient is then
calculated from a variable written in ”Final set parameters”, divided by 6 and converted
to unit cm2/s.
*************************************************************************
Thu Jan 11 10:08:59 2018
FIT: data read from ’Res_MSD.dat’ u 1:2
format = x:z
#datapoints = 20001
residuals are weighted equally (unit weight)
function used for fitting: f(x)
f(x) = a*x +b
fitted parameters initialized with current variable values
iter chisq delta/lim lambda a b
0 2.6672681631e+16 0.00e+00 8.17e+05 1.000000e+00 1.000000e+00
8 4.0820021070e+00 -5.19e-05 8.17e-03 2.180807e-07 3.459812e-01
After 8 iterations the fit converged.
final sum of squares of residuals : 4.082
rel. change during last iteration : -5.19026e-10
degrees of freedom (FIT_NDF) : 19999
rms of residuals (FIT_STDFIT) = sqrt(WSSR/ndf) : 0.0142867
variance of residuals (reduced chisquare) = WSSR/ndf : 0.00020411
Final set of parameters Asymptotic Standard Error
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======================= ==========================
a = 2.18081e-07 +/- 1.75e-10 (0.08023%)
b = 0.345981 +/- 0.000202 (0.0584%)






Potential Energy Map of Trial Guest
Position Calculation
In the case of hydrate C1 system, the following codes that are arranged sequentially
generate potential energy map on basal plane. Firstly, the code shown below give grid



























Fco = fopen("FII_36619.xyz", "r");
/* grid on optical plane */
Fot = fopen("FII_grid_opt.dat", "w+");
/* grid on basal plane */
Fot1 = fopen("FII_grid_bas.dat", "w+");
/* grid on other basal plane */
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fscanf(Fco,"%d %lf %lf %lf",&katom,&xg[i],&yg[i],&zg[i]);
}
/* optical plane : (1) --> 4 --> 40 --> 37 */
dx1 = xg[4] - xg[1]; dx2 = xg[37] - xg[1];
dy1 = yg[4] - yg[1]; dy2 = yg[37] - yg[1];
dz1 = zg[4] - zg[1]; dz2 = zg[37] - zg[1];
r_d1 = get_dist(dx1,dy1,dz1);
r_d2 = get_dist(dx2,dy2,dz2);
ux1 = dx1/r_d1; ux2 = dx2/r_d2;
uy1 = dy1/r_d1; uy2 = dy2/r_d2;
uz1 = dz1/r_d1; uz2 = dz2/r_d2;
for(i=0;i<adtn;i++){
for(j=0;j<n2grid;j++){
x = (xg[1]-(i*0.1*ux1)) + (ux2*j*0.1);
y = (yg[1]-(i*0.1*uy1)) + (uy2*j*0.1);






x = (xg[1]+(i*0.1*ux1)) - (ux2*j*0.1);
y = (yg[1]+(i*0.1*uy1)) - (uy2*j*0.1);






x = (xg[1]-(i*0.1*ux1)) - (ux2*j*0.1);
y = (yg[1]-(i*0.1*uy1)) - (uy2*j*0.1);






x = (xg[1]+(i*0.1*ux1)) + (ux2*j*0.1);
y = (yg[1]+(i*0.1*uy1)) + (uy2*j*0.1);




/* basal plane 1 : (1) --> 4 --> 16 --> 13 */
dx2 = xg[13] - xg[1];
dy2 = yg[13] - yg[1];
dz2 = zg[13] - zg[1];
r_d2 = get_dist(dx2,dy2,dz2);
ux2 = dx2/r_d2;





x = (xg[1]-(i*0.1*ux1)) + (ux2*j*0.1);
y = (yg[1]-(i*0.1*uy1)) + (uy2*j*0.1);






x = (xg[1]+(i*0.1*ux1)) - (ux2*j*0.1);
y = (yg[1]+(i*0.1*uy1)) - (uy2*j*0.1);






x = (xg[1]-(i*0.1*ux1)) - (ux2*j*0.1);
y = (yg[1]-(i*0.1*uy1)) - (uy2*j*0.1);






x = (xg[1]+(i*0.1*ux1)) + (ux2*j*0.1);
y = (yg[1]+(i*0.1*uy1)) + (uy2*j*0.1);




/* basal plane (2): 1 --> 37 --> 49 --> 13 */
dx1 = xg[37] - xg[1]; dx2 = xg[13] - xg[1];
dy1 = yg[37] - yg[1]; dy2 = yg[13] - yg[1];
dz1 = zg[37] - zg[1]; dz2 = zg[13] - zg[1];
r_d1 = get_dist(dx1,dy1,dz1);
r_d2 = get_dist(dx2,dy2,dz2);
ux1 = dx1/r_d1; ux2 = dx2/r_d2;
uy1 = dy1/r_d1; uy2 = dy2/r_d2;
uz1 = dz1/r_d1; uz2 = dz2/r_d2;
for(i=0;i<adtn;i++){
for(j=0;j<n2grid;j++){
x = (xg[1]-(i*0.1*ux1)) + (ux2*j*0.1);
y = (yg[1]-(i*0.1*uy1)) + (uy2*j*0.1);
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x = (xg[1]+(i*0.1*ux1)) - (ux2*j*0.1);
y = (yg[1]+(i*0.1*uy1)) - (uy2*j*0.1);






x = (xg[1]-(i*0.1*ux1)) - (ux2*j*0.1);
y = (yg[1]-(i*0.1*uy1)) - (uy2*j*0.1);






x = (xg[1]+(i*0.1*ux1)) + (ux2*j*0.1);
y = (yg[1]+(i*0.1*uy1)) + (uy2*j*0.1);







Secondly, the following code move the tagged guest hydrogen molecule on each grid
point and subsequently calculate total potential energy from these trial position. The
grid point is obtained from the ﬁrst code.
/* --------------------------------------------------
this program calculates Potential Energy





#define NATOM 1025 /* number of atoms in system */
#define NWAT 324 /* number of water molecules */
#define NGRID 500 /* number of grid */
#define NGUEST 53 /* number of guest molecules */
double **ecalloc_dmat(int nrow, int ncol);
double get_Elj(double e,double s,double r){
double rinv = 1.0/r;
return (4.0*e*(pow(rinv*s,12.0) - pow(rinv*s,6.0)));
}
double get_dist(double xa,double ya,double za){
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return sqrt(pow(xa,2)+pow(ya,2)+pow(za,2));
}
double *pbc(double ax,double ay,double az,
double bx,double by,double bz,
double cx,double cy,double cz,




double detM, boxa, boxb, boxc;
static double dr[3];
detM = ax*by*cz - ax*cy*bz
+ ay*bz*cx -ay*bx*cz
+ az*bx*cy - az*by*cx ;
Minv[0] = by*cz - cy*bz ; Minv[1] = bz*cx - bx*cz ;
Minv[2] = bx*cy - by*cx ; Minv[3] = cy*az - cz*ay ;
Minv[4] = cz*ax - cx*az ; Minv[5] = cx*ay - ax*cy ;
Minv[6] = ay*bz - az*by ; Minv[7] = az*bx - ax*bz ;




boxa = Minv[0]*x + Minv[1]*y + Minv[2]*z ;
boxb = Minv[3]*x + Minv[4]*y + Minv[5]*z ;




dr[0] = ax*boxa + bx*boxb +cx*boxc;
dr[1] = ay*boxa + by*boxb +cy*boxc;
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int nwatmol;
/* box dimension */
xlo = -0.042492;xhi= 23.382492;xy = -9.193353;
ylo = -0.039088;yhi= 21.509088;xz = 5.038279;
zlo = -0.029839;zhi= 16.419839;yz = 7.637709;
FILE *Fco, *Fgrd, *Fot;
sigm_OO = 3.1668; /* O-O sigm (Angstrom) */
sigm_HH = 2.96; /* H-H sigm (Angstrom) */
eps_HH = 0.067962; /* H-H eps */








for(i = 0; i < natom; i++){










dx = xc[j] - xg[i*3];
dy = yc[j] - yg[i*3];











dx = xc[j] - xg[nwatmol+i];
dy = yc[j] - yg[nwatmol+i];



















/* allocate pointers to rows */
p = (double **) malloc(nrow*sizeof(double *));
if (!p) {
printf("Error: can not allocate memory "




/* allocate rows */
p[0] = (double *) calloc(nrow*ncol, sizeof(double));
if (!p[0]) {
printf("Error: can not allocate memory "




/* set pointers to rows */
for (i = 1; i < nrow; ++i) p[i] = p[i-1] + ncol;
return p;
}





#define NATOM 1025 /* number of atoms in system */
#define NWAT 324 /* number of water molecules */
#define NGRID 500 /* number of grid */
#define NGUEST 53 /* number of guest molecules */
double get_dist(double xa,double ya,double za){
return sqrt(pow(xa,2)+pow(ya,2)+pow(za,2));
}
double *get_cross(double xa, double ya, double za,
double xb, double yb, double zb){












double get_dot(double x1,double y1,double z1,





























Fco = fopen("../FII_36619comp.xyz", "r");








FO2 = fopen("FII_proj_bas2_oxy.dat", "w+");
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FH2 = fopen("FII_proj_bas2_Hyd.dat", "w+");
FG2 = fopen("FII_proj_bas2_Guest.dat", "w+");
Fbas = fopen("Ep_bas2_xy.dat", "w+");
/*Potential Energy on basal plane*/
for(i=0;i<ngrid*ngrid;i++){
fscanf(Febas,"%lf %lf %lf %lf",&xf[i],&yf[i],&zf[i],&Ef[i]);
}
/* for basal plane ========================================*/
/* basal plane : 1 --> 4 --> 16 --> 13 */
/* basal plane(2) : 1 --> 37 --> 49 --> 13 */
nwatmol = 3*nwat;
dx1 = xg[nwatmol+37] - xg[nwatmol+1];
dy1 = yg[nwatmol+37] - yg[nwatmol+1];
dz1 = zg[nwatmol+37] - zg[nwatmol+1];
dx2 = xg[nwatmol+13] - xg[nwatmol+1];
dy2 = yg[nwatmol+13] - yg[nwatmol+1];
dz2 = zg[nwatmol+13] - zg[nwatmol+1];
r_d1 = get_dist(dx1,dy1,dz1);
r_d2 = get_dist(dx2,dy2,dz2);
ux1 = dx1/r_d1; ux2 = dx2/r_d2;
uy1 = dy1/r_d1; uy2 = dy2/r_d2;



















/* 1. Find rotation matrix---------------------------------*/
R[0] = (Rx*Rx*C) + cos_theta; R[1] = (Rx*Ry*C)-(Rz*s) ;
R[2] = (Rx*Rz*C)+(Ry*s);
R[3] = (Ry*Rx*C)+(Rz*s) ; R[4] = (Ry*Ry*C)+ cos_theta ;
R[5] = (Ry*Rz*C)-(Rx*s);
R[6] = (Rz*Rx*C)-(Ry*s) ; R[7] = (Rz*Ry*C)+(Rx*s) ;
R[8] = (Rz*Rz*C)+ cos_theta;
/* -------------------------------------------------------- */
/* 2. project all atoms to basal plane */
a = (Mx*Mx)+(My*My)+(Mz*Mz);
for(i=0;i<natom;i++){
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/* print the projected coordinates */
/* Oxygen water */
for(i=0;i<nwat;i++){
xa = R[0]*x[i*3] + R[1]*y[i*3] + R[2]*z[i*3];
ya = R[3]*x[i*3] + R[4]*y[i*3] + R[5]*z[i*3];
za = R[6]*x[i*3] + R[7]*y[i*3] + R[8]*z[i*3];
fprintf(FO2,"%lf %lf %lf\n",xa,ya,za);
}
/* Hydrogen water */
for(i=0;i<nwat;i++){
for(j=1;j<3;j++){
xa = R[0]*x[i*3+j] + R[1]*y[i*3+j] + R[2]*z[i*3+j];
ya = R[3]*x[i*3+j] + R[4]*y[i*3+j] + R[5]*z[i*3+j];






xa = R[0]*x[nwatmol+i] + R[1]*y[nwatmol+i] + R[2]*z[nwatmol+i];
ya = R[3]*x[nwatmol+i] + R[4]*y[nwatmol+i] + R[5]*z[nwatmol+i];
za = R[6]*x[nwatmol+i] + R[7]*y[nwatmol+i] + R[8]*z[nwatmol+i];
fprintf(FG2,"%lf %lf %lf\n",xa,ya,za);
}
/* Potential Energy */
for(i=0;i<ngrid*ngrid;i++){
xa = R[0]*xf[i] + R[1]*yf[i] + R[2]*zf[i];
ya = R[3]*xf[i] + R[4]*yf[i] + R[5]*zf[i];
za = R[6]*xf[i] + R[7]*yf[i] + R[8]*zf[i];









Infra Red Spectra Calculation Code
The following code [108] calculates IR spectra from LAMMPS output ﬁle of system’s total
dipole moment.
import numpy as np
import matplotlib.pyplot as plt
from scipy import fftpack
from scipy import signal
# Inputs
# 1 to calculate it, 2 to load a pre-calculated one
autocorrelation_option = 1
T = 291. # K
zoom_wavenum = 4000. # cm^-1
# -----------------------------------
# since you only want to fft the part




# and at 1% of the trajectory all datapoints have






boltz = 1.38064852E-23 # m^2 kg s^-2 K^-1
lightspeed = 299792458. # m s^-1
reduced_planck = 1.05457180013E-34 # kg m^2 s^-1
# -----------------------------------------------
# Get autocorrelation function
# -----------------------------------------------
# Calculate autocorrelation function
if autocorrelation_option == 1:
# Load data




# Note that this method of calculating
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# an autocorrelation function is very fast,
# but it can be difficult to follow.
print("Calculating autocorrelation function.")
# Shift the array











# Convolute the shifted array with the flipped array,
# which is equivalent to performing a correlation
autocorr_x_full = (signal.fftconvolve(dipole_x_shifted,
dipole_x[::-1], mode=’same’)[(-len(time)):]
/ np.arange(len(time), 0, -1))
autocorr_y_full = (signal.fftconvolve(dipole_y_shifted,
dipole_y[::-1], mode=’same’)[(-len(time)):]
/ np.arange(len(time), 0, -1))
autocorr_z_full = (signal.fftconvolve(dipole_z_shifted,
dipole_z[::-1], mode=’same’)[(-len(time)):]
/ np.arange(len(time), 0, -1))
autocorr_full = autocorr_x_full + autocorr_y_full + autocorr_z_full
# Truncate the autocorrelation array
autocorr = autocorr_full[:int(len(time)
* fraction_autocorrelation_function_to_fft)]




# Load pre-calculated autocorrelation function
elif autocorrelation_option == 2:
time, autocorr = np.loadtxt(output_autocorrelation_file
, skiprows=1, unpack=True)
else:
print("Not a valid option for ’autocorrelation_option’.")
# converts time from femtoseconds to seconds
timestep = (time[1]-time[0]) * 1.E-15
# --------------------------------------------------
# Calculate spectra
# Note that intensities are relative, and so can be
# multiplied by a constant to compare to experiment.
# --------------------------------------------------
# Calculate the FFTs of autocorrelation functions
lineshape = fftpack.dct(autocorr, type=1)[1:]
lineshape_frequencies =
np.linspace(0, 0.5/timestep, len(autocorr))[1:]
# converts to wavenumbers (cm^-1)






* (1. - np.exp(-reduced_planck
*lineshape_frequencies/(boltz*T)))
# quantum correction per doi.org/10.1021/jp034788u.






spectra = lineshape * field_description












mask = (lineshape_frequencies_wn >= 0)
& (lineshape_frequencies_wn <= zoom_wavenum)
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