Abstract Authoring video blogs requires a video editing process, which is cumbersome for ordinary users. Video summarization can automate this process by extracting important segments from original videos. Because bloggers typically have certain stories for their blog posts, video summaries of a blog post should take the author's intentions into account. However, most prior works address video summarization by mining patterns from the original videos without considering the blog author's intentions. To generate a video summary that reflects the blog author's intention, we focus on supporting texts in video blog posts and present a text-based method, in which the supporting text serves as a prior to the video summary. Given video and text that describe scenes of interest, our method segments videos and assigns to each video segment its priority in the summary based on its relevance to the input text. Our method then selects a subset of segments with content that is similar to the input text. Accordingly, our method produces different video summaries from the same set of videos, depending on the input text. We evaluated summaries generated from both blog viewers' and authors' perspectives in a user study. Experimental results demonstrate the advantages to the proposed text-based method for video blog authoring.
Introduction
Video blogs, which consist of user-generated videos and supporting text, have attracted the attention of many blog authors, for its richness in expressing their ideas, experiences, etc. Videos in video blog posts are roughly categorized into two groups. One group comprises Mayu Otani otani.mayu.ob9@is.naist.jp 1 Graduate School of Information Science, Nara Institute of Science and Technology, 8916-5 Takayama, Ikoma, NARA, 6300192, Japan presentation-style videos that show users talking in front of a camera. The other comprises videos in which users record a specific event (e.g., someone's birthday party or a short vacation). In the former group, blog authors usually record the video with a prepared scenario; therefore, videos in this group are not excessively burdensome to edit.
On the other hand, composing a video blog post in the latter group entails a cumbersome video editing process. Videos captured by non-professionals often contain long and redundant segments. Moreover, blog authors usually need to retrieve from multiple video segments those segments that are relevant to the topic of their blog post. Alas, retrieving relevant video segments that are not redundant is time-consuming in itself.
Video summarization-or, more specifically, dynamic video skimming-offers the potential to automate this video editing process. Video summarization extracts a subset of original video segments to produce a compact representation. Conventional methods to video summarization detect visually redundant segments [42] or predefined events [3] .
To determine which segments will be included in a video summary, most existing methods rely on predefined criteria that apply to general videos or to certain types of video. Therefore, each of them offers the same summary, provided that the same video segments are given as the input. With video blogs, however, authors usually have certain ideas that they want to express in their blog post. Hereafter, we refer to these ideas as the author's "intentions." Therefore, different blog authors need different video summaries, even when they have the same set of original video segments. Most existing video summarization methods do not take such intentions into account. However, there are some methods that can adapt a video summary to each user based on user preferences [3] or observations (e.g., brain waves) [1] . Nevertheless, these methods do not offer explicit authorial control over the content of a video summary.
In this paper, we propose a method for video summarization that takes blog authors' intentions into account. To do so, we use the supporting text in a video blog post, because this text usually describes what the author wants to emphasize in the video (e.g., certain events or objects). To produce a video summary that reflects the author's intentions, video segments are selected based on the content of the supporting text. More specifically, our method takes unedited videos and text written by the blog author as input. The videos are divided into shorter segments and annotated with object labels. The video segments and the text are represented as sets of object labels and words, respectively. Our method then calculates the importance of the objects in the video segments based on the text and selects a subset of video segments with important objects.
The main contributions of this paper are summarized as follows:
1. We present a text-based video summarization framework to produce video summaries according to textual input. This framework is based on the assumption that good video summaries for video blogs reflect the author's intentions, which most previous work has not taken into account. 2. Most previous work uses visual features for segment selection, whereas our method uses high-level features, such as the objects in video segments and the words in the input text. The proposed framework employs the similarity between sets of objects and words as a content-similarity measure. Based on this content similarity, our method extracts segments that show the objects described in the text. 3. In a user study we conducted to evaluate the proposal, participants actually composed their own video blog post and answered a questionnaire regarding the composition process. The results demonstrated the advantages of our method for video blog authoring.
4.
We also compared our video summarization method with several baseline methods in terms of the content coverage and relevance to the input text. The experimental results identify the most important factors for video summarization designed for video blog applications.
Related work
The video summary is generated by sampling important video segments from original videos. Various methods to video summarization have been proposed for different domains, including sports videos [3] , movies [17, 31] , documentaries [34] and user videos [12] . There are also surveys of the literature available [22, 24, 36] . Video summaries are categorized into two types, i.e. storyboards and video skimming. Storyboards are static video summaries, which consist of keyframes [9, 13, 38] . Dynamic video skimming involves generating a short video, which consists of excerpts from the original videos [26, 41] . The video summary generated by our method falls into the category of dynamic video skimming, and it can be used as a video for a video blog post. The key problem with video summarization involves determining which segments should be included in a video summary. Attractiveness is one widely employed selection criterion, representing how well a segment attracts the attention of the audience. This is often computed from low-level features. In early video summarization methods, temporal changes in features (e.g., the Hessian of pixel values [17] or coordinates of blobs [5] ) are tracked, and segments with significant changes are selected [17, 27] . Rather than using low-level features, more sophisticated saliency-based approaches have also been employed [6, 21] . For example, Ma et al. [21] proposed the combination of visual and audio saliency, with which highly salient segments are selected for a video summary. Gygli et al. [12] proposed a combination of multiple properties, such as saliency, aesthetics, and camera motion, which are then used to select attractive video segments.
Another criterion for video segment selection is representativeness; video segments in a summary should be less redundant but cover most of the original content. Many methods have been proposed to find representative yet diverse segments [5, 10, 11, 39, 42] . One major approach to retrieving representative segments is video-segment clustering. Earlier work by Gong et al. [9] proposed clustering the video frames in the input videos using singular value decomposition. With their method, segments that include frames close to the cluster centers are included in the video summary. Gygli et al. [11] cast the selection of representative segments as a k-medoids problem, which can be efficiently optimized due to its sub-modularity. Zhao et al. [42] selected a set of segments in an online fashion, such that the selected segments appropriately reconstruct the remaining segments. For diverse segment selection, determinantal point processes are attracting attention for video summarization [10, 39] .
Attractiveness and representativeness are general criteria that can be applied to videos in any domain. However, the video segments included in a summary can depend much on the domain of the video and the purpose of the video summary. In order to incorporate these factors into video-segment selection, we need to extract higher-level semantics from input videos. To do so, some methods exploit predefined objects, persons, or events to find important segments for a specific domain or purpose [3, 18, 20] . For instance, Hu et al. [14] demonstrated character-based summarization for TV series using a speaker-identification method. In the method of user video summarization proposed by Lu et al. [20] , segments are selected when they contain certain objects that are regarded as important to the story.
Potapov et al. [30] proposed a supervised video summarization method that takes account of event categories such as "birthday party." Given a training dataset of videos and associated event categories, event classifiers are trained to predict the importance of a segment based on its event category. Lee et al. [18] proposed a method for learning the importance of objects in egocentric videos.
Videos in certain domains, such as movies or sports shows, are accompanied by additional information that can facilitate video summarization. For example, movie scenarios [31] , movie subtitles [6] , and sports scores [3] provide reliable semantic information for their corresponding videos. Moreover, several recent methods exploit images and videos available on the web. These are used to mine the representative visual patterns of their respective topics [4, 16, 32] .
Another interesting research direction is personalized video summarization, because user preferences are a critical factor when selecting video segments included in a summaryespecially in certain domains such as sports videos and egocentric videos. For example, for sports video summarization, Babaguchi et al. [3] incorporated user profiles that reveal the user's favorite teams, players, and events. This profile is used to prioritize certain segments. Aizawa et al. [1] proposed a wearable video recording system and a video summarization method based on the users brain waves. During recording videos, their system monitors the user's brain waves to determine the level of interest. The system then extracts segmented scenes that are interesting to the user.
While various methods have already been proposed, video summarization for video blog authoring still remains challenging because of its difficulties, which are summarized as follows:
-Existing methods often utilize assumptions about the input video, such as event categories, to design importance criteria for segment selection. However, we cannot make such assumptions about videos for video blogs as they have diverse contents. -For authoring a video blog post, it is required to determine important contents in the input videos, which often vary depending on the blog post. Most methods, which use general criteria such as attractiveness or representativeness of video segments, do not consider such a problem in determining the importance. -Each method produces a unique video summary from the same input video, which may not suit the content of the blog post. While some works address video summarization adaptive to each users preferences, they do not provide users with flexible control over the content of video summaries.
To address these issues, we propose video summarization that selects video segments based on the supporting text written by the author. The research that relates most closely with our proposal is Song et al.'s method [32] , which summarizes a web video based on the video's title. Their method utilizes image search results derived from the title and mines canonical visual patterns, which are shared among video segments and the image search results. Video segments relevant to the mined visual patterns are then included in a video summary. Unlike their method, however, our method selects video segments based on content similarity, which is estimated from the text and annotated objects in video segments. This gives users explicit control over the content of the video summary. Our method is built upon our previous work [28] . The main differences between our original work and this paper are the extension of object importance metric and the addition of new experimental results. Specifically, we introduce saliency maps as object importance in addition to object importance based on bounding boxes in (1), and conducted an additional user study that simulates the use of our method for video blog authoring (Section 4.2).
Text-based video summarization method
Our method takes videos with timestamps and the text written by the blog author as input and generates a video summary. The problem of video summarization can be cast as a problem of selecting the optimal subset of video segments. In this study, we design an objective function based on the content similarity between a subset of segments and the input text. By selecting segments that have high content similarity to the input text, our method generates a video summary reflecting the blog author's intentions. Figure 1 illustrates an overview of our method. Our method first extracts nouns from the input text. The videos are then segmented and clustered into groups, each of which corresponds to an event. Based on these clusters, we compute the priority of segments; highly prioritized segments are more likely to be included in the video summary. After computing the priority, a video summary is produced by selecting the optimal subset of segments.
Preprocessing
We first perform video segmentation on lengthy input videos. Because our method selects segments based on their objects, we set cut points where objects appear or disappear. To find these cut points, we employ the method by Huang et al. [15] . Their method tracks the number of keypoint matches and identifies local minima. These local minima often correspond to frames around which objects appear or disappear. Thus, we divide the video at such frames. 
Video summary
Clustering-based priority Content similarity "deer" "cracker" "temple" "deer" "people" "sky" "deer" "temple" Fig. 1 Overview of the proposed text-based video summarization method. Given text written by the user, our method selects video segments based on the content of the text, such that the video summary reflects the user's intentions Each video segment after video segmentation is represented by object labels and their importance. Object-detection methods, such as [8] , can automatically find objects in the segments; however, to focus on our segment-selection performance without focusing on the performance of the object-detection method, we manually annotated object labels, rather than detecting them automatically. To do so, we extracted the middle frame of each segment as a keyframe and annotated the object labels.
In this paper, we test two types of object importance: location-based object importance, and saliency-based object importance. Location-based object importance is simply based on the location and the size of the bounding box of each object. The computation of importance relies on some heuristics: viz., (i) an important object is located near the center of the frame, and (ii) it occupies a large area. Based on these heuristics, the importance s m,n of object n in a segment m is defined as
where n is object n's bounding box, and N is the normal distribution whose mean μ is the frame's center position and whose variance is a predefined parameter. The other type of object importance incorporates saliency maps. Because salient objects are likely to be visually important, we employ the average of saliency over the bounding box as the saliency-based object importance. In this paper, we used saliency maps based on Yan et al.'s method [40] . However, the proposed method can use any other method to obtain these saliency maps, such as [2, 25, 29] , without significant modification. Figure 2 shows the maps of location-based object importance and saliency-based object importance, where brighter areas are regarded as more important.
After computing the importance, the input videos are represented by a set of segments S = {s m ∈ R N | m = 1, . . . , M}, where s m is a vector representation of segment m, N is the number of possible object labels in the input video, and each element s m,n denotes the importance of object n in that segment.
The input text is also represented by an N -dimensional vector t. Since objects in videos are often described with nouns, we extract nouns from the input text and assume that noun n corresponds to object n. We set t n = 1 if noun n is included in the input text and 0 otherwise. For noun extraction, we apply parts-of-speech tagging to the input text [35] . Furthermore, we remove predefined stop words, because common words are hardly informative. 
Text-based segment selection
Let ψ(V ) be a function that gives an N -dimensional vector representation of a subset of segments V ⊆ S, given by
where p m and s m denote a priority value (Section 3.2.1) and an N-dimensional vector representation for segment m, respectively. The priority value represents how relevant the segment is to the input text, which is computed with cluster-based content similarity.
With the video summary representation, we formulate the problem of selecting a subset of segments V * ⊆ S as:
s.t.
Here, L is the length of the resulting summary, which is given by the user, and l m is the length of segment m. The objective function for video summarization is a linear combination of two terms as follows:
where o sim is the content similarity between V and the input text t (Section 3.2.2), and o cov is the content coverage (Section 3.2.3). Moreover, α is a parameter that balances these two terms. Selecting a subset with high content similarity reflects the blog author's intentions in the resulting summary, and the content-coverage term encourages the summary to include various content, provided that it is relevant to the input text.
The following sections respectively detail segment priority, the content-similarity term, and the content-coverage term.
Segment priority
Our method uses content similarity based on the objects in each video segment and the nouns in the input text. However, this can be unreliable, because the segment usually contains a subset of objects that appear in the event. For example, suppose the input text pertains to a certain event in which a certain object is involved. If this object is not very specific to the event, even though it appears throughout the input video, content similarity based solely on objects and nouns can pick out all segments that come with the object.
To find segments that are more relevant to the input text, we introduce clustering-based segment priority. First, we assume that an event is temporally concentrated, i.e., segments capturing a common event have a similar timestamp. Under this assumption, we can cluster segments based on their timestamp and the objects in them. For clustering, we use affinity propagation [7] . The similarity between two segments s i and s j is defined as
where τ i is the temporal frame index of the middle frame in segment i, and M denotes the total number of frames in the input videos. Here, J (·, ·) gives the weighted Jaccard similarity, defined as
In (6), λ controls the reduction in temporal similarity, and θ is a threshold for the temporal distance |τ i − τ j |. We suppose that segments extracted from different videos are temporally distinct. Thus, the temporal distance |τ i − τ j | of such segments is set to a threshold θ . Moreover, γ is a parameter to balance the temporal similarity with the object based similarity. The number of clusters is automatically determined from data and self-similarity A(s i , s i ).
Low self-similarity values result in a small number of clusters. We set the self-similarity values to the median of the pair-wise similarities as suggested in [7] . We assume that a cluster is relevant to the input text when the nouns corresponding to the objects in the cluster are included in the input text. Thus, we again use the weighted Jaccard similarity between a cluster and the input text to determine the priority of all segments in the cluster. Let c i be a representation of the cluster that includes segment i, each element of which represents whether the corresponding object appears in the cluster. More specifically, we set c i,n = 1 if any segment in the cluster has s m,n > 0, and c i,n = 0 otherwise. Using this, the priority value of segment i is computed as
Content-similarity term
We quantify the content similarity between the set V of segments and the input text t using the weighted Jaccard similarity in (7) . This computes similarity between object labels in selected videos and nouns in the input text as follows:
This similarity indirectly relies on priority through ψ(V ). The value increases when V includes segments with high priority that have objects in common with the input text.
Content-coverage term
By not considering content coverage, some relevant segments can be rejected when their objects do not appear explicitly in the input text. This can result in a summary that is entirely composed of segments with similar content. To avoid this, our method encourages the inclusion of relevant segments that cover diverse content. Coverage of the original content is a "deer" "temple" "tree" "tree" "people" "cracker" "temple" "deer" "people" "deer" "people" "cracker" "temple" "deer" "temple" Input nouns:
Highly prioritized segments Г: Fig. 3 Illustration of content restriction for the content-coverage term criterion that is widely used in summarization tasks [33, 34, 37] . Insofar as our goal is to generate a summary that reflects the blog author's intentions, we restrict the content that is covered based on the input text. More specifically, such content is selected from highly prioritized segments (Fig. 3) . Let = (γ 1 , . . . , γ N ) represent a set of objects in highly prioritized segments, where γ n = 1 if segment s i ∈ S whose p i > ρ has s i,n > 0 and γ n = 0 otherwise. We define the coverage o cov (ψ(V )) using the weighted Jaccard similarity in (7) to compute similarity between sets of objects in selected segments and prioritized ones as follows:
This term represents how well V covers the content of highly prioritized segments.
Segment selection
The proposed method obtains an approximately optimal subset of segments V * in the manner of dynamic programming inspired by [23] . During subset selection, we iteratively update a video summary by adding a segment with the constraint of the summary length (Algorithm 1). Let V * i,l be a subset of segments extracted from segments s 1 , . . . , s i , such that their total length is limited to l. To compute V * i,l , we evaluate the objective function in (5) 
Experiments
Evaluating video summarization methods is challenging in itself, because the quality of a summary depends significantly on its task or purpose. Most previous proposals are evaluated based on user studies [16, 20] or by comparing the resulting summaries with manually created summaries [12, 19, 30] . Owing to the novelty of our task (i.e., video summarization for video blogs) there is no established way to evaluate the performance of our method. Therefore, we opted to conduct a user study. Our user study consisted of two parts. First, a participant was asked to score multiple video summaries for a given blog post in terms of their suitability to the blog post. To investigate our video summaries in detail, we administered an additional questionnaire regarding other properties, including redundancy, content coverage, and the relevance of the summary to the input text. Thus, we evaluated the video summaries from the perspective of the video blog viewers. The second part of the user study involved collecting blocks of text written by the participants and generating video summaries using the text. The participants were asked to score the video summaries based on their text. Consequently, this part evaluated the video summaries from the perspective of the blog authors.
Evaluation from the viewers' perspective
Because this is the first attempt to use video summarization for video blogs, we investigated whether blog viewers believed that the video summaries generated by our method were suitable for a given blog post. We also evaluated video summaries in terms of several properties, such as redundancy and content coverage, which are widely used criteria in the domain of video summarization.
To compile a dataset, we recorded multiple videos of a short trip, totaling 80 min. As input text, we used the three blocks of text shown in Fig. 4 , each of which describes different scenes from the input videos. We compared our method to multiple baseline methods, and these are listed in Table 1 . Methods (a) and (b) generate video summaries without text. Uniform sampling (a) is a simple yet effective way to produce video summaries, and this method is widely employed as a baseline. We sampled 2-sec. segments with uniform intervals. The clustering-based method (b) utilizes the clustering results described in Section 3.2.1. With this method, segments are selected from cluster representatives, such that they include as many objects as possible. We also compared some variants of our method. Method (c) is our full method. Method (d) is basically our text-based method, but with the content coverage term o cov excluded (i.e., α = 0). In addition to the exclusion of the coverage term o cov , method (e) also excludes segment priority by setting the priority values of all segments to 1. All of these variants used location-based object importance. For location-based object importance, the parameters were set to = diag(8w, 8h), where w and h are the width and the height of the frame, respectively. Other parameters were heuristically determined as follows: α = 0.25, λ = 5, θ = 3600, γ = 0.25, ρ = 0.1, and L = 20. Here, θ corresponds to 60 sec., because our input videos were 60 fps. We generated video summaries using methods (c)-(e) for each input text. In total, we generated BLOG Fig. 6 An example of a video blog post shown to participants in the user study T1  T2  T3  T1  T2  T3  T1  T2  T3   G1 11 videos. Keyframes of the segments selected with our full method are shown in Fig. 5 . These resulting summaries show that our method selects segments from different scenes based on the content of the input texts. We recruited 20 participants from both genders; all participants were in their 20s or 30s. They reviewed a video blog post (see Fig. 6 ) and were asked to score each video in terms of how well the video suited the blog post. The scores ranged from 1 to 5, where 1 means that the video definitely does not suit to the blog post, and 5 means that it suits the post very well. The participants were divided into three groups. Group 1 (G1), Group 2 (G2), and Group 3 (G3) had eight, six, and six people, respectively. To evaluate the subjects responses to the different input text, each group was assigned a different input text that describes the different scenes given in Fig. 4 . G1, G2, and G3 were assigned to T1, T2, and T3, respectively. Table 2 shows the scores for each group. For all groups, our full method (c) was scored as either the first or second best. Variant (d) was also rated highly. Interestingly, the participants in G1 gave the clustering-based method (b) the highest score for text T1. In fact, the clustering-based method (b) only accidentally included many segments relevant to T1, which contributed to the high score. Furthermore, we found that only the summary generated by the clustering-based method (b) included scenes just before the events described in T1. Although the inclusion of such segments was not part of the design of the clusteringbased method, such segments can lead to a better comprehension of the events by providing context. The effect of such connecting video segments on video summaries is discussed in [20] .
The results from comparing the scores among variants of our methods (c)-(e) imply that the content coverage term o cov did not significantly affect the score. On the other hand, the use of segment priority resulted in a significant improvement in the suitability to the video T1  T2  T3  T1  T2  T3  T1  T2  T3   T1 blog. From these results, we conclude that the participants generally preferred our method over other methods. These results also suggest that the inclusion of segments that introduce scenes of interest can further improve the suitability to a blog post. The participants were also asked to score videos in terms of the following three aspects, in order to investigate the perception of our video summary compared to that of the baselines.
Q1 How well the video matches the input text (relevance to the input text). Q2 How redundant the video is. Q3 How well the summarized video covers the content of the entire video.
The scores ranged from 1 to 5. For Q1, a score of 1 means that the video does not represent the text at all, whereas 5 means that it represents the text very well. For Q2, scores 1 and 5 mean "significantly redundant" and "hardly redundant," respectively. For Q3, score 1 means significant content is missing, whereas 5 means that most content is covered. The relevance to the input text is an important property for video summarization designed for video blogs. Because redundancy and content coverage are widely used in evaluations of video summaries, we also investigated these properties. Table 3 , Figs. 7, and 8 show the results for Q1, Q2, and Q3, respectively. Regarding Q1 (Table 3) , our summaries received the highest scores in terms of their relevance to the input text. This means that our method was able to select segments appropriate to the input text. On the other hand, in terms of redundancy (Q2) and content coverage (Q3), our method received lower scores than uniform sampling (a) and the clustering-based method (b). Because our video summaries have multiple segments relevant to the input texts, the segments can have similar content. This resulted in lower scores for Q2. The score for Q3 was also expected, because our method restricts those segments that are included in the summary based on the input text. Although our method was not rated highly for Q2 (redundancy) and Q3 (content coverage), the participants preferred our video summaries for the video blog posts, according to Table 2 . This indicates that, for blog viewers, the relevance to the input text is more important for video blogs than redundancy or content coverage.
Evaluation from the blog author's perspective
We also collected texts written by 12 participants, all male and all in their 20s. We asked them to score the video summaries that were generated based on their texts. The participants reviewed all unedited videos in our dataset and wrote a short description of what interested them. By comparing participants responses, we investigated how their intention was reflected in the video summaries.
The video dataset was the same as that of the previous section. In this evaluation, we compared four methods. Two were the same as the baselines (a) and (b) in the previous section. The other two methods were our proposed method, with location-based object importance and saliency-based object importance. The parameter ρ was set to the minimum of the priority for the top-90 % of the segments.
For the first question, participants were asked to rate whether they would want to use the video summary generated by each method for their video blog post (Q4). Scores 1 and 5 indicate "strongly disagree" and "strongly agree," respectively. Fig. 10 Answers regarding the importance of video-summary properties and the standard deviation of the scores. Whereas our method with saliency-based object importance and uniform sampling received the same average score, the standard deviation of our method was smaller. Figure 9 shows details of the results. This reveals that uniform sampling received both positive and negative responses, whereas only a few participants negatively rated our method with saliency-based object importance.
To identify the factors that affect these scores, we asked the participants to answer an additional questionnaire regarding their assessment of the following properties of video summaries:
-Relevance to the text in the blog post -Inclusion of more scenes than the text -Aesthetic quality (composition, camera motion, etc.).
The participants were asked whether these respective properties were important. Figure 10 shows the results. The results show that many participants thought that the relevance to the blog post and the aesthetic quality were important for video summaries. We believe that this is the main reason why the participants preferred saliency-based object importance over location-based object importance.
Conclusion
This paper proposed a text-based video summarization method for video blog authoring. Our method segments input videos and clusters segments, such that each cluster corresponds to an event. We further proposed clustering-based priority to indicate how relevant the segment is to the input text. We observed that this prioritization improved the suitability of video summaries to the input texts. The proposed method selects segments by maximizing the content similarity between the input text and a resulting video summary. The experimental results demonstrated the effectiveness of our method. Moreover, we examined the preferred properties of video summaries for video blogs, and the results show that the relevance to a blog post is considered paramount. The results also suggest that the aesthetic quality of a video summary can further improve our video summarization method.
Although our method currently utilizes manually annotated object labels, various objectlabeling methods have been proposed recently. These methods can be adopted by our method. In addition, our method can be extended by including segments that introduce and provide context for the scene of interest, and it can be improved by considering the summarys aesthetic quality. These issues shall be investigated in future work. 
