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Introduction
3-D wireless sensor networks (WSNs), such as underwater acoustic sensor networks [1] and aerial networks [2] , are a special type of wireless networks, which has vast applications in natural habitat monitoring, weather/earthquake forecast, terrorist intrusion detection, and homeland security [3] . The resource-constrained and dynamic nature of such networks, such as nodes have limited memory and inaccurate local information, has made the design of 3-D routing protocols complicated. Compared with the traditional proactive [4] and reactive [5] routing protocols, geometric routing [6] [7] [8] [9] is more suitable as it only uses the local location information to deliver packets with low communication and storage overheads. In most geometric routing protocols, there is no need for nodes to maintain global state information nor flood the network in search of a path to the destination.
In general, for many existing geometric routing algorithms to function correctly, three assumptions are required. First, the location information at each node needs to be accurate. Second, the link model is assumed to be the unit disk model for 2-D networks or unit ball model for 3-D networks, i.e., nodes within a predefined transmission radius can always exchange packets with each other. Last, the network topology needs to be on a 2-D plane. In practice, it is difficult to obtain accurate location information at each node regardless of what localization algorithm is used. The protocols that assume the unit disk model or unit ball model can result in very poor performance in reality [10] . In addition, nodes in many WSNs are deployed over 3-D space such as aerial networks and underwater wireless sensor networks. As a result, these assumptions render most of the existing geometric routing protocols unusable for 3-D WSNs.
To do away with the aforementioned assumptions, a number of effort have been made. The geometric routing protocols proposed in [11, 9, 12, 13] are able to relax some of these assumptions, but they either produce lengthy path, introduce heavy communication overhead, or require each node to proactively maintain routing information. On the other hand, routing with virtual coordinates [14, 15] has been proposed for the locationless networks. In [14, 15] , nodes in the network set up their virtual coordinate by using centroid transformation. 3RuleGeo protocol [16] routes a packet by traversing unvisited nodes based on the constructed virtual coordinate by using Path Recording [17] . VRR [18] and VCP [19] use a distributed hash table (DHT) to create an overlay network topology in ad hoc networks. In such a virtual topology, greedy strategy always works, and so packets are forwarded to the node closest to the destination in the virtual topology. Although these protocols work in the network where location information is not available or inaccurate, additional overhead is required to set up virtual coordinates or an overlay network topology.
In this paper, we propose a novel geometric routing protocol, namely Geometric STAteless Routing (G-STAR). The main idea of G-STAR is to distributively build a location-based tree and find a path dynamically. G-STAR has the following preferred properties: G-STAR is stateless: Unlike GDSTR [9] , the prioritized DFS [20, 21] , and GHG [13] , no state information is proactively maintained at each node in G-STAR. G-STAR runs in one mode: In most of the geometric routing protocols, there are more than one mode, such as the greedy mode and the detouring mode, when a packet is routed toward its destination. Using only next-hop selection criterion, there is no need for G-STAR to switch between modes or perform network topology planarization. G-STAR guarantees packet delivery even when the location information at some nodes is inaccurate or missing. Unlike [14] [15] [16] [17] [18] [19] , G-STAR does not rely on the availability of virtual coordinate. G-STAR can be combined with the Branch Pruning algorithm (BP), a light-weight algorithm which effectively removes the loops in the path with small overhead. G-STAR is compatible with the concept of virtual coordinates. When the location information is unavailable, G-STAR can route the traffic using virtual coordinates to further improve the performance.
The extensive simulation results validate that the proposed G-STAR routing algorithm significantly outperforms the existing 3-D geometric routing protocols, such as GRG [12] , GHG [13] , GDSTR [9] , and 3RuleGeo [16] .
The rest of the paper is structured as follows. Section 2 surveys the related work of geometric routing. Geometric STateless Routing protocol as well as the Branch Pruning algorithm are illustrated in Section 3 and the experimental results are presented in Section 4. Finally, Section 5 concludes the paper.
Related work
The traditional wireless ad-hoc routing protocols are classified into proactive and reactive protocols. In proactive protocols, such as DSDV [4] , each node periodically exchanges routing information to maintain a routing table. In reactive protocols, such as DSR [5] , a node floods the entire network to discover a path to its destination whenever it has a packet to send. While the traditional protocols are able to handle 3-D routing, they result in poor performance in large scale WSNs due to their communication and storage overheads.
For large-scale WSNs, geometric routing protocols [7, 22, 23, 8] are known to be light-weight and efficient. In general, these geometric routing protocols can determine where to forward a packet without maintaining a routing table or flooding the network as long as each node in the network knows the location of itself and its neighbors, and the source knows and encodes the destination location in the packet. These geometric routing protocols commonly consist of the greedy forwarding and detouring modes. In greedy forwarding mode, a node forwards a packet successively to the neighbor closest to the destination. When no closer neighbor to the destination is found, i.e., the local minimum is reached, the packet enters the detouring mode. Different geometric routing protocol handles the detouring forwarding differently. Depending on the dimension of each node's location, these geometric routing protocols are categorize into 2-D, 3-D, and no location information as follows.
2-D geometric routing
GPSR [7] and the face routing family, e.g., AFR [22] , GOAFR [23] , and GOAFR + [8] are the most popular 2-D geometric routing protocols. The detouring strategy in this category recovers a packet by forwarding it on the planar graph with certain rules to avoid repeated loops. For a given network topology, several distributed algorithms, such as GG [24] and RNG [25] , are available to planarize a network topology. In these algorithms, each node autonomously eliminates some edges to its neighbors from the consideration of the detouring routing based on the localized information so that the resulting graph does not contain cross edges. For example, in the detouring mode of GPSR, a packet is forwarded successively on closer faces of the planar graph until it reaches the destination or a node closer to the destination than the previous local minimum, where the packet is switched back to the greedy forwarding mode. The geometric routing protocols [7, 22, 23, 8] guarantee packet delivery under the assumptions that all nodes in the network have accurate location information, the link model is the unit disk, and the network topology is on a 2-D plane. However, these assumptions are not available in real sensor network scenarios. When some of these assumptions are not satisfied, these protocols either fail to deliver the packet or lead to poor routing performance [10] .
3-D geometric routing
The stateless geometric routing in 3-D networks is more challenging and difficult than in 2-D networks. There are several works to do away with the aforementioned expensive assumptions. A practical planarization technique, CLDP [10] , is proposed to make 2-D geometric routing work with imprecise location information and general link model. In CLDP, each node periodically probes its neighbor to eliminate cross edges. CLDP is able to accommodate arbitrary graph and can be applied to GPSR and the face routing family. The geometric routing using GPSR with CLDP will work on 3-D topologies, but the performance can drastically decreases on higher dimensional topologies. In addition, CLDP incurs too much communication overhead as shown in [9] . In [11] , each node is assigned a virtual coordinate in hyperbolic plane and the greedy forwarding is performed with respect to these virtual coordinates. However, the evaluation of the virtual coordinate is not localized and has to be updated whenever the topology changes. In GDSTR [9] , a spanning tree is constructed for the entire network and each node makes use of the convex hull of its children in the tree for routing. There are several drawbacks in GDSTR. First, GDSTR requires multi-dimensional convex hull calculations which would demand significant processing resources. Second, each node needs to maintain a convex hull for each children, and it introduces high storage overhead in proportion to the scale of the network. Third, if location information is inaccurate, a defective spanning tree will be constructed and routing may fail. Finally, the spanning tree needs to be reconstructed should the network topology change, and the overhead to reconstruct the spanning tree is extremely high. These protocols are considered too expensive for 3-D WSNs, as they commonly incur high control overheads.
In [12] , a randomized geometric routing, called GRG, is proposed which consists of the greedy forwarding and random walk modes. When a packet reaches the local minimum, the packet is randomly forwarded within the bounded region until it recovers from the local minimum. If the packet is not recovered within a certain number of hops, the bounded region is extended and the random walk is repeated. While GRG is stateless and could be applied to an arbitrary graph, the random walk forwarding can lead to a long path. In [13] , GHG is proposed which consists of the greedy forwarding and depth-first search (DFS) modes. In detouring mode of GHG, a packet is forwarded by the prioritized DFS [20, 21] along a subgraph, called a hull graph. To obtain the hull graph, it employs PUDT [26] which captures the empty 3-D network subspaces to eliminate intersecting triangles and edges from the consideration of the DFS. To record visited nodes, each node keeps a routing table by marking visited neighbors for each destination. Even though GHG is very effective in an ideal environment, it does not work well in reality as PUDT assumes the link model of the unit ball graph. In addition, as each node has to maintain a routing table in the prioritized DFS, GHG incurs high storage overhead.
Although there are several routing 3-D geometric routing protocols, such as DBR [27] , DSDR [28] , and HH-VBF [29] , they are primarily designed for underwater communications. Since our focus in this paper is geometric routing in general 3-D WSNs, we omit special physical constraints of acoustic communications from our consideration.
Routing without location information
The aforementioned geometric routing protocol require location information. However, in the real sensor networks, sensor nodes often do not have their location information or the location information is inaccurate. To handle such environments, routing with virtual coordinates are proposed in [14] [15] [16] . Since nodes are assumed not to have their location information, they first set up their virtual coordinate. Then, geometric routing is applied based on virtual coordinates instead of real location. Rao's protocol [14] consists of two phase. In the first phase, nodes are in perimeter are identified. In the second phase, non-perimeter nodes iteratively update their virtual coordinate by centroid transformation. In [15] , centroid transformation is enhanced by eliminating the first phase of Rao's protocol. To fully take advantage of virtual coordinates, 3RuleGeo geometric routing protocol is proposed in [16] . Similar to the traditional geometric routing, 3RuleGeo protocol consists of the greedy and perimeter modes. In its perimeter mode, the sequence of already traversed nodes is used to select the next hop, which can be achieved by Path Recording [17] .
Alternative approach is to construct an overlay network with a distributed hash table (DHT), which provide a look up service in distributed file systems and peer to peer networks. In [18] , VRR is proposed to form a virtual ring to connect nodes by increasing node identifer across the networks. Then, a node forwards a packet to the node closest to the destination in ID space. The problem of VRR is that neighbors in the virtual ring may not be direct neighbors in the real network. The virtual cord protocol (VCP) is proposed in [19] , in which the adjacent nodes in the virtual coordinate system are direct vicinity in the real network topology. Hence, VCP reduces the communication overhead and is more scalable. While routing on virtual coordinate can deliver packets in the networks where location information is not available, nodes are required to construct virtual coordinates or an overlay network before routing can take place.
Geometric stateless routing
In this section, we introduce our stateless geometric routing protocol, namely Geometric STAteless Routing (G-STAR), its properties, implementation considerations, as well as a post optimization technique, called Branch Pruning (BP).
Design goals and network setup
Due to the nature of 3-D WSNs [1, 2] , an ideal 3-D geometric routing protocol must achieve the following design goals.
It should allow a node holding a packet to determine the next hop locally and distributively. It should be memory-efficient. It should not assume the model of unit ball graph (corresponding to the unit disk graph in 2-D). It should work even if location information is inaccurate or missing.
The notations used in the following discussion are listed in Table 1 .
To ensure the proposed protocol functions properly, there are three required conditions of the network: (i) the link needs to be bi-directional so that a packet can traverse back as needed, (ii) source and destination are connected, and (iii) the network topology remains static during the routing process. Whether or not a link is bidirectional can be verified by its two endpoints by utilizing a link-layer protocol similar to the three-way handshake scheme in TCP [30] . As for the source-destination connectivity condition, since any pair of nodes can be selected as source and destination, this implicitly requires that the network to be connected. The connectivity of a sensor network can be verified at the time of network deployment or be checked by one of localized topology control algorithms [31] [32] [33] , regardless of the network dimension. The last condition is commonly assumed by most of the routing protocols. In fact, no routing protocol can guarantee packet delivery if the network topology changes fast during the routing process. In summary, these conditions can be fulfilled easily in real-world applications.
Protocol description
In G-STAR, a node always routes a packet to the neighbor closest to the destination as long as no loop is created. To avoid loops, a packet in G-STAR is required to record the partial network topology it has already exploited. While there are known data structures to store the information of the graph for the partial network topology, such as the adjacency matrix and the adjacency lists [34] , they require additional storage space and complicated operations for updates. In practice, we have found that storing merely a list of a subset of nodes which a packet has traversed is enough to effectively find a short route. This list is referred to as the partial explored-node list. By examining the partial explored-node list of a packet and the locations of neighbors, a node is able to determine where to forward the packet. When a packet is first generated, the partial explored-node list is initialized to be empty. When a node either generates or receives a packet, it first appends itself to the partial explored-node list and checks if it appears on the list more than once. If a node appears on the list twice, the nodes in between two entries are one of the branches the packet has just visited. There is no need to keep both entries in the list, so the earlier duplicated entry is kept and the new entry is removed. In other words, a node does not append itself to the list if it is already in the list. By doing so, a node records where the packet originally came from in the partial explored-node list as the last neighbor ahead of it in the list, which is called parent. At this moment, if the node still has neighbors not in the partial explored-node list, it forwards the packet to the one closest to the destination among them. Otherwise, the node will just forward the packet back to its parent. The pseudo code of G-STAR is given in Algorithm 1. 
Example of G-STAR
In Fig. 1 , a 3-D example is provided to illustrate how G-STAR routes a packet. In the figure, the source and destination are S and D, respectively. The neighborhood relationship of the network is denoted by the dotted lines. According to the G-STAR algorithm, S appends itself to the list (hSi) and forwards it to N 1 since N 1 is closer to D than N 2 . N 1 again appends itself to the list (hS, N 1 i) and then forwards it to N 3 as N 3 is closer to D than N 2 . N 3 appends itself to the list (hS, N 1 , N 3 i) and forwards the packet to N 4 , the neighbor closest to D. N 4 is a dead-end, so it appends itself to the list (hS, N 1 , N 3 , N 4 i) and sends it back to N 3 , Table 1 Notations.
Symbol
Definition
The open neighbor set of node i L i
The location of node i p
The packet p p.src
The source node of packet p p.dest
The destination node of packet p p.L d
The destination location of packet p p.list
The partial explored-node list of packet p which it originally received the packet from. Note that N 4 can identify N 3 is its parent, as the last neighbor ahead of N 4 in the list is N 3 . N 3 appends itself to the list and finds that there is a duplicated entry of N 3 on the list, so it removes the new entry from the list (hS, N 1 , N 3 , N 4 i) and forwards the packet to N 5 , the last neighbor not on the list. N 5 is also a dead-end, so it appends itself to the list (hS, N 1 , N 3 , N 4 , N 5 i) and forwards the packet back to N 3 . At this moment, all of N 3 's neighbors have been visited and on the list, so it forwards the packet to N 1 , the last neighbor ahead of N 3 in the list. Similarly, after N 1 receives the packet, it forwards the packet to N 2 , which is the only neighbor of N 1 not on the list, without appending itself to the list. Consequently, N 2 , N 6 , N 7 , N 9 , N 12 , and N 13 will append themselves to the list as the packet travels through them before the packet eventually reaches D.
Properties of G-STAR
G-STAR has several unique and useful properties. Before we start introducing the properties, we define some useful terms.
Definition 1. [Connected component]
A component of the graph that is completely connected, i.e., for every pair of nodes in the component there is at least one sequence of edges that form a path from one node to the other.
Definition 2.
[Degree] The degree of a vertex is defined as the number of incident edges on a given vertex. In a network, this is equivalent to the number of neighbors which a node has.
Property 1. [DFS]
The path established by G-STAR forms a depth-first search (DFS) tree on an undirected graph where links are visited in increasing order of the corresponding node's distance to the destination. Proof 1. The DFS algorithm recursively traverses a graph. At each node, the node is marked as visited and a DFS is completed for each of the unvisited neighbors in turn -when a subgraph rooted in a given neighbor has been completely traversed, the search begins at the next unvisited neighbor [35] . Under the G-STAR protocol path finding obeys similar rules. As in the DFS, at each node the packet is forwarded to the unvisited neighbor with the shortest distance to the destination. When there are no unvisited neighbors the packet will backtrack. The parent node that G-STAR backtracks to is the same node that the depth-first search returns to. Thus the path G-STAR follows in the network directly maps to the path formed by DFS of the network. h Property 2.
[Overhead] The transmission overhead (the size of partial explored-node list) is upper bounded by O(n) where n is the number of nodes in the network.
Proof 2. A node ID, say i, is added into the partial explorednode list p.list of a packet p, when it has been visited. When the packet traverses node i the second time, it finds a duplicated entry of i, so the new entry i is removed. Hence, there is no duplicate entry in the partial explored-node list. The transmission overhead is upper bounded by O(n). h Property 3. [Edge crossing] When routing using the G-STAR protocol, a packet will only cross an edge at most twice.
Proof 3. In the G-STAR algorithm, a packet is forwarded from a parent to an unvisited node. After this node is visited it is marked visited. Thus, the parent will not forward the packet again to this node. The packet will explore the subtrees rooted at the children of this node. If the destination is not part of the subtree, the current node will eventually forward the packet to the parent. Since this node is marked visited, no other node will forward the packet to the current node. This implies that this node will never receive the packet again, and thus the link between the parent and the current node is only crossed twice. This is true for all nodes in the tree. Since the path searched forms a tree, the only edges in the network used are those from parents to their children. Thus this is true for all links used. h Note that this property shows that there is no repeated loop in the path. It also demonstrates that when the G-STAR protocol is adopted, the number of hops (including the return hops) necessary to explore any given subtree that does not contain the destination is equal to twice the number of nodes in the subtree.
Property 4. [Reception guarantee]
If there is at least one route from the source to the destination the G-STAR algorithm will find one.
Proof 4. From Property 1, G-STAR performs DFS of the network and only stops when it reaches the destination. Thus if G-STAR completes the DFS, the destination does not belong in the connected component of the network explored by the packet. Since the connected component of the network by definition contains all of the vertices reachable from any node in that component [35] , there is no route to the destination. h Property 5.
[Termination] When there is no route to the destination, G-STAR will visit each node in the connected component containing the source at least once. All nodes except the source will be visited no more than their degree. The source may be visited degree + 1 times. Proof 5. If the destination is not part of the connected component containing the source, G-STAR will perform a depth-first search of this component. From [35] , a depthfirst search visits every node in the connected component. This search only visits a node from its parent and each of its children. A node can have at most degree À 1 children and 1 parent or degree children and no parent. All nodes except the source have a parent. A node will only receive a packet once from its parent and each child. The source will generate the packet and visit itself. So the source can be visited at most degree + 1 times and all other nodes can be visited degree times. h Property 6. [Undirected graph] The G-STAR protocol works on any undirected graph.
Proof 6. From Property 1, G-STAR travels along the same path as a DFS on an undirected graph. Since DFS will visit each node on the connected component containing the source, G-STAR will deliver the packet to the destination if it is contained in the connected component, or return to the source. h
This means that G-STAR functions on networks with significant location estimation errors or even when the network topology is independent of geography (such as Bernoulli graphs [36] ).
Extension to multi-dimensional networks
Property 6 also implies that G-STAR algorithm can be naturally extended to operate on multi-dimensional networks. The key for this extension is two-fold: (i) the introduction of an N-D node ID; and (ii) a definition of the metric used to determine the ''better" neighbor. With these two definitions, an N-D network is mapped to a space with a measure. Define an ID for N-D node n i as:
where d n i represents the node characteristic on the nth domain, and T denotes the transpose of the vector. d n i can be coordinate on the nth axis or generally a value to quantify the node's character on this domain. The forwarding and tree-search metric used to determine the ''closest" neighbor to the destination is a scalar function Mð
One example of such a function is the Euclidean distance
where geographic location is an example. Another example of the metric is the Hamming distance
where j Á j denotes the cardinality of the set. This metric can be applied to some networks with binary ID like Internet with IP address. Different metrics can be defined for different networks. With this definition of the N-D node ID and distance metric, G-STAR can be applied to N-D networks. This suggests that G-STAR can be applied to networks where the ''position" is either replaced or augmented by an application-dependent vector ID. Such an augmented position could be used to allow networks with incompatible physical layers to be merged into a single routing domain. This can also be used as a model for social networks where each attribute can be considered as a dimension.
Branch pruning
In [37] , a post optimization technique, namely Path Pruning (PP), is introduced that can be applied to improve the performance of geometric routing protocols. We have found that the similar technique works even better with G-STAR. The basic idea of PP is that a node listens to the wireless radio channel after it transmits a packet. If after a short period of time the node finds that the same packet is transmitted by one of its neighbors different from the one it previously forwarded the packet to, it identifies this neighbor as the next hop for the destination of the packet and forwards the subsequent packets for the same destination directly to this neighbor. PP helps identify the shortcuts that are not utilized by the non-flooding detouring strategies in the existing geometric routing.
Although PP keeps next hop entries at a subset of nodes on the path, this information is passively acquired by listening to the wireless channel. There is no communication cost to maintain the next hop entry. In addition, the state information is kept only for active connections. If a node with a next hop entry for a destination does not receive subsequent packets for the destination, the next hop entry will time out and be deleted. With the help of PP, the routing performance of geometric routing protocols improves dramatically at critical network densities.
To further minimize the overhead of path pruning, we propose a light-weight path pruning, namely Branch Pruning (BP) that goes with G-STAR. In BP, if a node forwards a packet to a neighbor different from its greedy choice, it keeps a next hop entry for the destination of that packet. When a packet comes back from one neighbor and gets forwarded to another one, the next hop entry is updated accordingly. If a node receives subsequent packets for a destination and it has a next hop entry for the destination, it forwards the packets directly to the one indicated in the next hop entry. Otherwise, it forwards subsequent packets to its greedy choice. The pseudo code of the BP algorithm is provided in Algorithm 2. As an example, in Fig. 1 , when N 1 first forwards a packet destined for D to N 3 , N 1 will not record the next hop entry for D as N 3 is the greedy choice for destination D. However, when N 1 later forwards the packet to N 2 , N 1 will keep a next hop entry hD, N 2 i and N 1 will then forward the subsequent packets for D directly to N 2 .
Since there is no planarization process involved in G-STAR, all edges, including different types of shortcuts, will be considered for packet routing. In addition, BP helps G-STAR to identify and remove loops. As a result, although G-STAR with BP does not require a node to passively listen to neighbor's transmissions in search of the same packet it transmitted earlier nor a sensor node to keep the information of every packet it transmits, it shows excellent routing performance. The only type of shortcuts G-STAR with BP fails to identify is those that lead the packet away from the destination, such as the link between N 6 and N 9 in Fig. 1 . In the original path pruning algorithm, N 6 will overhear the transmission of the same packet from N 9 , and therefore N 6 is able to identify a shortcut to N 9 . However, we have found that such shortcuts appear rather infrequently in our performance studies. 
Implementation considerations
There are a few considerations and optimizations on G-STAR that may be beneficial in actual implementation.
Inaccurate location information
Basically, G-STAR is a prioritized DFS that gives the visit (i.e., packet forwarding) priority to the neighbor closer to the destination. Hence, it goes without saying that a packet will definitely reach the destination as long as the network topology remains stable during the time of routing process and source and destination are connected, regardless how accurate the location information at each node is.
Partial location information
In case if some nodes in the network do not have the location information at all, the order of exploration among neighbors can be assigned so that the priority is given to those that lead the packet closer to the destination, then to those without the location information, and finally to those that lead the packet away from the destination.
No location information
When no node has location information, G-STAR is still able to route the packet, but the performance may be low. In such a case, one of the virtual coordinate protocols, such as centroid coordinates [15] , can be used to obtain the virtual coordinate for each node. Subsequently, G-STAR can be applied to route the traffic by means of virtual coordinates with a much better performance.
Mobility
G-STAR is also robust to mobility. GHG uses PUDT to obtain a hull graph by exchanging beacon within two-hop neighbors. Thus, the subgraph is vulnerable to small topology changes. On the other hand, G-STAR only relies on one dynamic list, p.list. Since the partial explored-node list is only valid for the lifetime of the packet, G-STAR is relatively robust to topology changes. This leads to the following property: Property 7.
[Mobility]As long as the connectivity of any edge in the tree does not change during the lifetime of a packet, G-STAR will still perform identically to the static case.
Proof 7. Since a packet in G-STAR visits nodes in the network in the order of the DFS, if the connectivity of edges in the DFS tree does not change the route should be identical. h
Wireless fading environments
Wireless links experience path loss, multipath effects (reflection, diffraction, shadowing), and Doppler shifts due to mobility. Each of the multipath components is characterized by an attenuation, a phase shift, and a time-delay. The time-varying impulse response of the physical link can be expressed as: The model in Eq. (4) is general enough to cover different types of wireless links. Here for simplicity, we present the well-known Rayleigh fading channel to test our protocol. Suppose the wireless link h m (k) between nodes n m and n m+1 in the kth time-slot is modeled with three effects [38] : the shadowing effect f m , the attenuation due to the distance between these two nodes d m and the small-scale random fading effect g m (k) as:
where d m is the distance between n m and n m+1 and a is the power loss exponent with a value between 2 (free space) and 4. The shadowing component f m is assumed having a log-normal distribution [38] whose pdf can be described as:
with l f and r Note that when fading channel model is employed, the neighbors of a node can no longer be defined as nodes within a certain transmission range. In the actual implementation, if the signal power received by a node is higher than a pre-defined threshold, we consider the node a neighbor of the signal transmitter.
Greedy routing tends to choose a longer link for each hop. In a realistic channel as described in Eq. (5), this has been shown to produce large packet error rates [39] . In [39, 40] , modifications of the greedy forwarding metric were proposed to reduce the error rates associated with these wireless links. Unfortunately no solution has yet been found to improve the error rate associated with the detouring mode of protocols such as GPSR and GOAFR. Since G-STAR does not use a detouring mode, it is better able to take advantage of the reduced error rates.
The links are generated based on the model in Eq. (5 
Performance evaluation
To evaluate the performance of the proposed G-STAR and G-STAR with BP protocols, we compared our protocols with other four well-known 3-D routing protocols, GRG [12] , GHG [13] , GPSR with CLDP [10] , GDSTR [9] , and 3RuleGeo [16] on top of centroid virtual coordinates [15] , by ns-2 [41] . Note that CLDP can not planarize the graph in 3-D, and thus we project the network topology into 2-D to calculate a subgraph. In this section, the simulation configurations, metrics, and results of different routing protocols are presented.
Simulation configurations and metrics
In our simulations, the network topology is randomly generated by placing nodes in a 500 Â 500 Â 500 m 3 cube.
The effective transmissions in free space propagation model and fading channel model are set to be 100 m. IEEE 802.11 [42] is used as the MAC layer protocol. The total number of nodes ranges from 100 to 350, which corresponds to network density ranging from 3.27 to 11.72 neighbors per node. For a given network density, 100 realizations of network topology are generated. For each realization, a pair of source and destination, which are connected through the network, are randomly selected. Five flows are simultaneously created and each source node generates a constant bit-rate (CBR) traffic flow to its destination. Each CBR flow sends five consecutive packets of 100 bytes at the transmission rate of 2 Mbps. The inter-arrival time of packets is set to be 0.25 s. Four kinds of simulation scenarios are conducted, (i) all nodes have accurate location information, (ii) location information of some nodes contains errors, (iii) some nodes do not possess any location information at all, and (iv) the wireless fading model is applied. In scenario (ii), the degree of error ranges from 0% to 100% with respect to the transmission range. In scenario (iii), the percentage of nodes which do not hold location information at all ranges from 0% to 50%. In scenario (iv), the Rayleigh fading channel model in Section 3.8 is used. The receiving power threshold, which is used to determine if a node is a neighbor in the fading channel model, is set to be 4.22e À 9. We consider the value of signal-to-noise ratio (SNR), which represents the ratio of the transmitted power and the noise at the receiver, to be 5dB and 20dB. Note that the results of 3RuleGeo on top of virtual coordinates are included only in scenario (ii) and (iii) as it makes no sense to use virtual coordinates when the location information is accurate.
To evaluate the proposed routing protocols, different metrics including delivery rate, end-to-end delay, hop stretch, communication overhead, and storage overhead are utilized. Their definitions are provided as follows.
1. Delivery rate -The delivery rate is defined as the ratio of the total number of received packets and the total number of generated packets. In wireless fading model, some bits in a packet may not be correctly received. Hence, in scenario (iv), the delivery rate is defined as the ratio of the number of bits delivered at the destination without error and the number of generated bits at the source. Note that here we are simply trying to quantify the performance of different routing protocols. Since in the actual implementation of wireless networks bits are transmitted in packets with certain error correction code (e.g., FEC [30] ), some bit errors may be recovered. Hence, the actual delivery rate in the presence of channel fading should be slightly higher. 2. End-to-end delay -The end-to-end delay is defined as the duration from the time a packet is generated to the time the packet is received by its destination. Note that only packets reach their destinations are considered. 3. Hop stretch -The hop stretch, as defined in [23] , is calculated by the number of hops obtained by geometric routing protocols divided by the hop number of the shortest path obtained by Dijkstra's algorithm [34] . 4. Communication overhead -For G-STAR, the extra information (i.e., source node ID, destination node ID, location of the destination, and partial explored-node list) stored in the packet header is considered as its communication overhead. The size of the partial explored-node list increases by 4 bytes (to store the ID of the node currently holding the packet) for each hop. For GHG, in addition to source node ID, destination ID, and location of the destination, it needs to include packet mode (greedy or detouring) and location that a packet enters detouring mode. GRG further includes the information of the bounded region used in the random walk mode. For CLDP, in addition to the extra information in the packet header, probes to planarize the graph is considered as communication overhead. Likewise, GDSTR introduces communication overhead in its convex hull tree construction. 5. Storage overhead -G-STAR, GRG and CLDP do not employ any routing table and hence no storage overhead is introduced. For G-STAR with BP, a node needs to keep the destination node ID and the next node ID in case a shortcut exists. In the detouring mode of GHG, nodes keep routing table including destination node ID, parent node ID, and visited node IDs. These are considered as storage overhead. In GDSTR, the nodes with children in the tree need to maintain convex hull information for each child and the visited children in the routing process.
Simulation results of different protocols
In this subsection, we provide the simulation results in case all nodes have accurate location information. Fig. 2 shows the hop stretch and greedy success rate with respect to the network density. When the greedy success rate is low, a packet is more likely to enter the detouring mode. As shown in Fig. 2 , GDSTR generally results in shorter hop stretch than the other protocols. Note that GDSTR requires the calculation of a hull tree for the entire network before a packet can be transmitted. Although G-STAR and G-STAR with BP have higher hop stretch than that of GDSTR, the differences are not significant. GRG and CLDP incur much longer hop stretch. The reason why the hop stretch of CLDP is not stable is that CLDP does not guarantee packet delivery in 3-D and thus a packet may fall in an infinite loop. Fig. 3 illustrates the cumulative distribution of the hop stretch with respect to the number of hops. As can been seen in the figure, G-STAR, G-STAR with BP, and GDSTR can route a packet within 3 hops in most cases. This implies that G-STAR and G-STAR with BP have better routing performance than GHG, GRG, and CLDP in most cases. Fig. 4 presents the delivery rate with respect to the network density. G-STAR and G-STAR with BP always achieve 100% delivery rate, while GRG, GHG, CLDP, and GDSTR have lower delivery rate especially at the critical network density. CLDP does not guarantee packet delivery in 3-D networks. On the other hand, GDSTR floods the entire network to create a hull tree, which may lead to packet collisions. This suggests that our G-STAR and G-STAR with BP protocols are highly scalable. Fig. 5 demonstrates the end-to-end delay with respect to the network density. GDSTR results in shorter delay compared with the other protocols when the network density is low. While the hop stretch of G-STAR with BP is as low as that of GHG, the delay of G-STAR with BP is longer than that of GHG. This is because BP obtains a shorter route only after the first packet reaches its destination. Although GDSTR achieves the shortest delay, its low delivery rate, as illustrated in Fig. 4 , is not acceptable. Fig. 6 depicts the average communication overhead per delivered packet with respect to the network density. Note that CLDP introduces much higher communication overhead than the other five protocols by a large margin, and thus for ease of presentation of the other five protocols we omit the result of CLDP in this figure. In Fig. 6 , GDSTR has the highest communication overhead, as it requires the construction of the routing table. Although GDSTR results in the lowest hop stretch, it introduces high communication overhead, which is not acceptable in resource- limited sensor networks. Similar to GDSTR, the communication overhead of GRG is very high when the network density is low. Even though GRG is stateless, it produces longer routes and thus the communication overhead is very high. Although the packet size of G-STAR increases in proportion to the size of its partial explored-node list, the packet header is very simple compared with that of GHG. Therefore, the communication overhead of G-STAR and G-STAR with BP is lower than that of GHG. Fig. 7 provides the average storage overhead for delivered packets with respect to the network density. Recall that GRG, G-STAR, and CLDP are stateless. As can be seen from this figure, GDSTR incurs much higher storage overhead than GHG and G-STAR with BP. In GDSTR, each node needs to maintain a convex hull for each child in a hull tree. The size of storage increases in proportion to the number of nodes in the network. This implies that GDSTR is not scalable. On the other hand, GHG introduces much higher storage overhead than G-STAR with BP especially at the critical network density. This is because in the detouring mode of GHG nodes have to maintain their routing table.
Simulation results with inaccurate location information
In this subsection, the simulation results when nodes have inaccurate location information are presented. The location error is modeled as a uniform random variable in the range of [ÀErr Â r,Err Â r], where Err is the percentage of error and r is the transmission range. In this scenario, the number of nodes is set to be 200, corresponding to 6.69 neighbors per node. Fig. 8 shows the hop stretch with respect to the percentage of error. It exhibits that the hop stretch increases in proportion to the percentage of location error. CLDP always results in the highest hop stretch. In general, GDSTR and 3RuleGeo have lower hop stretch than G-STAR and G-STAR with BP, but they either need to construct convex tree or virtual coordinates before routing can take place. Fig. 9 presents the delivery rate with respect to the percentage of error. As can be seen from the figure, the performance of GRG, GHG, CLDP, and GDSTR drastically decreases in proportion to the percentage of error. This is because GHG requires PUDT process to obtain hull graph which requires the assumption of the unit ball graph and GRG tends to produce longer routes. Although CLDP is able to accommodate location errors in 2-D, it results in poor performance as it is not designed for 3-D networks. In GDSTR, the location error leads to the construction of a defective hull tree, and routing along the hull tree is more likely to fail. G-STAR, G-STAR with BP, and 3RuleGeo always achieve 100% delivery rate. Although GHG has lower hop stretch than G-STAR, the low delivery rate of GHG is not acceptable. Figs. 8 and 9 imply that our G-STAR, G-STAR with BP, and 3RuleGeo outperform the other protocols and are more suitable for 3-D WSNs when the location information is inaccurate. 
Simulation results with partial location information
In this subsection, we demonstrate the simulation results when some nodes in the network do not possess any location information. The percentage of nodes without location information ranges from 0% to 50%. In this scenario, the number of nodes is set to be 200, corresponding to 6.69 neighbors per node. The routing of GRG is nearly random when some nodes do not have location information. In addition, PUDT in GHG, the right hand rule used in CLDP to remove cross edges, and the construction of a hull tree in GDSTR all assume that nodes have location information. The only protocols that work in locationless network are our two G-STAR variations and 3RuleGeo with virtual coordinates. Therefore, in this scenario we compare only the performance of G-STAR, G-STAR with BP, and 3RuleGeo. For fair comparison, all three protocols make use of virtual coordinates, which are computed by centroid transformation [15] .
Figs. 10-12 demonstrate the hop stretch with respect to the percentage of nodes without location information for 0, 1, and 10 iterations of centroid transformation. As shown in the figure, the hop stretch increases when more number of nodes do not hold location information. In addition, higher number of iterations of centroid transformation leads to smaller hop stretch. Among the tree protocols, we can see that BP is very effective in reducing the hop stretch in case location information of some nodes is not available.
Figs. [13] [14] [15] show that the communication overhead with respect to the percentage of nodes without location information for 0, 1, and 10 iterations of centroid transformation. As can be seen, the communication overhead decreases as the number of iteration increases. Compared with 3RuleGeo, G-STAR incursless communication overhead. This is because that G-STAR does not record the same node ID in the partial explored-node list. G-STAR wit BP requires the smallest amount of communication overhead among three protocols.
Simulation results in wireless fading model
In this subsection, we show the simulation results when the Rayleigh fading channel model is applied. Figs. 16 and 17 illustrate the delivery rate with respect to the network density with the SNR being set to 5dB and 20dB, respectively. Generally, the lower value of SNR, the more a loss wireless link experiences. As shown in the figures, all protocols result in higher delivery rate when SNR is set to 20dB. G-STAR and G-STAR with BP achieve higher delivery rate than the other protocols regardless of the dB value. This is because our metric considers the effect of wireless fading and avoids links with higher error rate. In addition, unlike other protocols, G-STAR and G-STAR with BP do not have the detouring mode. This means that our protocols can always take the effect of wireless fading into consideration.
Conclusion
Routing in 3-D wireless sensor networks (WSNs) is challenging due to their resource constraints and dynamic nature. While the stateless property of existing geometric routing protocols is attractive, they are not appropriate for 3-D WSNs because of their tendency to incur higher communication and storage overheads as well as their quick performance degradation when the location information of some nodes is inaccurate or missing. In this paper, we propose a stateless geometric routing protocol for 3-D wireless sensor networks, namely Geometric STAteless Routing (G-STAR). Our routing protocol builds a locationbased tree on-the-fly and finds a short path when traversing the tree. G-STAR is robust in the sense that it functions well even when the location information is inaccurate or not available for some nodes in the network. To further reduce the path length, we propose a light-weight algorithm, namely Branch Pruning, to effectively optimize the path obtained from the proposed G-STAR routing protocol. The extensive simulation results have validated that the proposed routing algorithms achieve much higher delivery rate and competitive hop stretch compared with existing 3-D routing protocols, including GRG, GHG, CLDP, GDSTR, and 3RuleGeo. 
