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Ultra-reliable Low-latency Communications (URLLC) is potentially one of the most dis-
ruptive communication paradigms offered by the next generation of wireless networks,
5G. This is easily demonstrated by the diverse set of applications it enables, such as au-
tonomous driving; remote surgery; wireless networked control systems; mission-critical
machine type communication; and many more. Basically, URLLC consists of the almost
100% guarantee of message delivery within a very short time interval. Furthermore, the
pressure from climate change coupled with the massive growth of cellular networks ex-
pected to occur in the near future means that URLLC must also be energy efficient. On
its own, achieving low-latency with high reliability is already a stringent requirement, but
when that is coupled with the need for resource efficiency, it becomes even more challeng-
ing. That is the motivation behind this thesis: to study URLLC in the context of resource
efficiency. Thus, a study of the counterintuitive use of retransmissions, more specifically
Hybrid Automatic Repeat Request (HARQ), in the scenario of URLLC is proposed and
carried out. HARQ is very attractive in terms of resource efficiency, and that is the motiva-
tion behind using it even when stringent time constraints are imposed. Four contributions
are made by the present work. Firstly, a mathematical problem is presented and solved
for optimizing the number of allowed retransmission rounds considering HARQ in URLLC,
considering both energy efficiency as well as electromagnetic irradiation. This representa-
tion relies on a few assumptions in order to be realizable in practical scenarios. Namely,
these assumptions are regarding the possibility of early error detection for sending the
feedback signals and on not having to consider medium access control introduced delays.
Secondly, we consider one important aspect of wireless systems, which is that they can
be greatly optimized if they are designed with a specific application in mind. Based on
this, a study of the use of HARQ specifically tuned for Networked Control Systems is
presented, taking into account the particular characteristics of these applications. Results
here show that fine-tuning for the specific characteristics of these applications yields bet-
ter results when compared to using the results from the previous contribution, which are
more application-agnostic. These improved results are possible thanks to the exploitation
of application-specific characteristics, more specifically the use of a packetized predictive
control strategy jointly designed with the communication protocol. Next, the concept of
i
ABSTRACT ii
HARQ for URLLC is extended to a larger scale in an effort to relax the aforementioned as-
sumptions. This is studied within the framework of self-organizing networks and leverages
machine learning algorithms in order to overcome those strict assumptions from the first
contribution. This is demonstrated by developing a digital twin simulation of the city of
Glasgow and generating a large dataset of users in the cellular network, which is a third
contribution of this thesis. Then, machine learning (more specifically long short-term con-
volutional neural networks) is applied for predicting message failures. Lastly, a protocol
to exploit such predictions in combination with HARQ to deliver downlink URLLC is ap-
plied, resulting in a fourth contribution. In summary, this thesis presents a latency aware
HARQ technique which is shown to be very efficient. We show that it uses up as much as
18 times less energy than a frequency diversity strategy and that it can emit more than
10 times less energy electromagnetic field radiation when compared to the same strategy.
We also propose joint design techniques, where communication and control parameters are
tweaked at the same time, enabling wireless control systems with a three-fold reduction in
required bandwidth to achieve URLLC requirements. Lastly, we present a digital twin of
the city of Glasgow which enables us to create a prediction algorithm for predicting chan-
nel quality with very high accuracy—root mean square error on the order of 10−2. This
ties into the rest of the contributions as it can be used to enable early feedback detection,
which in turn can be used to make sure the latency aware protocol can be employed.
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The path towards ultra-reliable and low-latency communications (URLLC) is still being
outlined. URLLC is perhaps the most disruptive novelties brought by the current gen-
eration of mobile networks (5G) and despite many countries already having active 5G
deployments, it still is a hot research topic. This is due to the fact that URLLC is still
being standardized and the applications which will leverage it are still being matured.
Very few would have foreseen the role smartphones would play in our daily lives, greatly
in part due to being always connected, when the first mobile data connections were being
deployed. Yet, merely 30 years after the first mobile networks capable of data connectivity
were deployed, billions of people throughout the world have the web on their fingertips
running applications that were unimaginable at that time. Analogously, we can argue that
the most disruptive URLLC applications are still to be crafted, once the capabilities are
provided by the network.
That said, the roster of applications that is envisioned today presents tremendous
potential to change our lives for the better in a multitude of ways. Remote drone control [1],
wireless factory automation [2], remote surgery [3], smart-grid automation [4], and self-
driving cars [5] are some examples of these applications.
As the name suggests, remote drone control consists of drones being controlled from
a remote location, wirelessly. This already exists today with current network capabilities,
whereby an operator can send a trajectory to a drone, who will compute the necessary
control signals literally on the fly based on on-board sensors and take the actions accord-
ingly. What URLLC brings to the mix, is the possibility of performing those computations
on a remote controller [1]. This remote controller also receives the sensory information
wirelessly and sends only the control signals to the flying device. This has a very im-
portant benefit that it reduces the cost and, perhaps more significantly, the weight and
battery usage, of the drone significantly. However, for it to be possible, URLLC quality of
1
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service (QoS) standards must be guaranteed. Furthermore, if we can efficiently deploy a
large scale of URLLC enabled drones, we could have them cooperating to perform a task
that is orchestrated at the central controller, essentially transforming the system into a
decoupled set of inexpensive actuators [6].
This is an interesting bridge for the next set of applications we are going to discuss:
wireless factory automation [2, 7]. In this use-case, a set of controllers interact with the
factory automation elements through wireless channels [8]. The wireless link may be the
sensor to controller link, on the controller to actuator link, or on both links at the same
time [9]. Several control plants require URLLC levels of QoS in these wireless links.
Moreover, once we remove the need for sensors and actuators to be connected via wires,
the engineer designing the application can explore new degrees of freedom, and treat a
collective of these elements as the system, in a multi-variable control setup, that is flexible
and easy to deploy in practice. However, this is only possible if an efficient URLLC
strategy can be employed, otherwise, resource requirements on the control nodes can be
prohibitive.
Similarly, remote surgery [3] is part of a class of applications that require haptic commu-
nications [10], which consist of tactile feedback for an operator. The operator is typically
dictating the movements and actions of a certain system. Interestingly, it can be viewed
as a derivation of the factory automation use-case, where the controller is replaced by a
person who is providing the inputs to the system. When speaking about remote surgery,
a surgeon operates using robotic arms from a distance. In the context of wireless commu-
nications, this could be the case, for instance, in a search and rescue mission where it is
not possible to set up a wired infrastructure and also where the surgeon cannot access the
patient directly. It is paramount that the medical doctor performing the operation has
the most up-to-date sensory information to react accordingly, and that their commands
are applied by the robot operating with an ultra-reliable degree of certainty.
Smart-grid automation, by its turn, consists of the automation of handling control
signals relevant to the operation of smart grid deployments [4]. For instance, the grid can
be sub-divided into some local geographical areas and the surplus or demand of energy can
be sent from one area to another, such that the grid can operate much more efficiently [11].
This must happen quickly and certainly, as any delays or missed signals can cause power
elements to malfunction. More specifically, in the event of a power outage in a certain
area, other areas must be warned about the reconfiguration required, otherwise, the strain
put on the energy network might cause a cascade effect and large portions of the grid may
suffer an outage and possibly long term costly damages. Preventing these events is what
is known as smart-grid teleprotection [12], and it must have URLLC levels of service in
order to be possible.
Regarding self-driving cars [5], and traffic automation in general, URLLC is a clear
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requirement [12]. The first very obvious case of using URLLC communication for traffic
efficiency is in platooning, where a long queue of vehicles can drive at the same platooning
speed, and tweak their individual acceleration according to a coordinated communica-
tion [13]. Another use-case is fully autonomous roads, wherein all the cars in a road or
city are autonomous [14]. In this case, the velocity of the vehicles coupled with the need for
the most up-to-date information about their surroundings and—more importantly—other
vehicles in order to make safe decisions [14] imposes URLLC needs.
This is by no means a comprehensive list of potential applications which will be un-
locked by URLLC in the coming years, however, it is enough to showcase the disruptive
nature that it will have in our lives and moreover to realize that a large number of new
radio powered devices are going to be produced and put in operation in the short future.
Despite all these benefits, URLLC still has strict challenges in order to be utilized in
practice [12, 15]. For instance, achieving strict maximum latencies with very high reli-
ability is not trivial, since those requirements are conflicting. Moreover, in the context
of the network deployments of the future, communication needs to be resource-efficient.
That may be in the context of energy requirements, spectrum usage, or electromagnetic
field (EMF) radiation emission. This means that simply trying to enable URLLC require-
ments by using more resources is not a viable strategy, and thus clever protocols must
be devised. Another important challenge is that URLLC applications must co-exist with
what is already deployed. Meaning that MAC introduced delays are also challenging.
1.2 Related Works
This thesis has three technical chapters, one which deals with hybrid automatic repeat
request (HARQ) in URLLC, one which incorporates communication and control joint
design (JD) alongside retransmissions for control applications, and one which considers
using self-organizing networks (SON) to enable HARQ in URLLC applications. Next, we
present a literature review divided by these three categories.
1.2.1 HARQ for URLLC
In [16], modulation order, transmit power, the number of transmission attempts, and code
rate are optimized using a realistic energy consumption model for the case of truncated
simple and Chase combining (CC)-HARQ [17]., considering fast and block-fading scenarios
in a Nakagami-m channel. They do not consider latency in their modelling.
On the other hand, adaptive HARQ is studied in [18] and compared to traditional
1-bit feedback HARQ. Modelling the system with a Markov decision process, the authors
derive optimal policies for truncated and persistent adaptive HARQ. An analysis using co-
operation and simple HARQ is considered in [19], accounting for average delay constraints
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from a coding and modulation point of view. They propose a solution for power allocation
and communication strategy that minimizes the overall power consumption of the sys-
tem and their results show that the solution can reduce the overall energy consumption.
However, average delays are not suitable for a wide range of URLLC applications, which
have strict maximum latency deadline for any message exchanges. Moreover, the authors
in [20–22] allocate power in order to improve energy efficiency considering truncated sim-
ple automatic repeat request (S-ARQ) and CC-HARQ in a Rayleigh block-fading channel.
Furthermore, URLLC and the impact of finite block-length (FBL) in channel capacity are
considered, while they present a formal description of the optimization problem and solve
it in closed-form using the Karush-Kuhn-Tucker (KKT) conditions; they also show that
power allocation in HARQ is a good strategy to improve the system energy efficiency.
However, they do not analyze the effect of retransmissions on latency.
Sun et.al. [23] analyzed improving the overall energy efficiency of a 5G URLLC network
by considering a resource allocation policy from a queuing perspective. Also considering
queue delays, in [24] the authors showed that the policy has a great impact on the achiev-
able latency for providing system-wide URLLC. However, they do not consider the effect
of fading.
More recently, in [25], the authors obtain an expression for the effective energy effi-
ciency in the FBL regime, which considers the latency into the channel capacity. They
optimize this metric by minimizing the non-empty buffer probability. Lopez et.al. [26],
by their turn, dig deep into the effect of imperfect channel state information (CSI) in
URLLC communications, showing different research directions that can be explored even
in the next generation of mobile networks, 6G. To avoid the problem of medium access
control (MAC) added delays (in particular for the retransmission attempts) onto the com-
munication in URLLC, Liu et.al. [27] propose in their work a grant free URLLC HARQ
scheme. Albeit an interesting approach, its practical employability is somewhat limited
due to regulatory constraints.
1.2.2 Communication and Control JD
There are quite a few strategies that tackle the problem of factory automation without
considering JD into the system model. In [8], a study of an indoor factory automa-
tion with wirelessly enabled active actuators is performed and distributed multiple-input
multiple-output (MIMO) techniques are employed to improve the guarantee of the neces-
sary reliability. On the other hand, the authors in [28] present a framework that shows the
probability of latency and reliability constraints being obeyed in URLLC systems and use
this framework to test frequency and time diversity techniques. They compare their solu-
tion to the case of a single transmission (no time diversity) and show that their approach
greatly outperforms it.
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Zaki-Hindi et.al. [29] present a multi-tenancy approach that considers using licensed
and unlicensed spectrum with URLLC constraints taken into account, meaning that at-
tempts of using unlicensed spectrum have to be used sensibly.
Cooperative communication in the context of JD has been studied in [30], where the
authors propose that the relay node could have a faster data rate when compared with the
direct transmission, thus, incurring a higher probability of failure. They tweak the energy
consumption of the relay node in conjunction with the length of the prediction horizon,
to boost the reliability of the system. However, they do not take URLLC constraints into
account in their model.
On the other hand, since the URLLC requirements towards WNCS are difficult to
attain, JD techniques, where communication and control are taken into account simul-
taneously to enhance the system performance [31], are an interesting solution to provide
efficient URLLC suitable for the applications. In the literature, some authors investigate
the use of communication and control JD [32–34]. In [32], the authors consider optimizing
the energy efficiency of the sensor-controller link via finding optimal sampling frequency, la-
tency, and reliability parameters given a control cost. Lu et.al. [33] propose a JD technique
selecting sampling rates of multiple control plants and solving an optimization problem
to minimize the total control cost whilst respecting maximum delay constraints of all the
plants. They do not consider the use of packetized predictive control (PPC) [35] in their
analysis. The authors in [34], in turn, presented an analytical method to determine the
best length of the prediction horizon in PPC to reduce the wireless resource consumption
taking into account the effect of finite block-length. They do not, however, consider the
effect of the wireless channel.
The authors in [36] base their work on [34]. They consider optimizing the energy used
by the transmitter by using a well-crafted incremental redundancy (INR) HARQ scheme,
whereby the transmitter sends new parity bits at every failed attempt. However, they do
not consider a JD approach in their scheme.
1.2.3 SON Enabled HARQ
Digital twins have been a popular strategy in several cyber-physical systems in the recent
decades [37–43]. They consist of having a digital simulation of a physical system, such that
one can test algorithms in software. Despite all of this attention, particularly in the face
of 6G, all of the works mentioned above consider a digital twin of a specific digital twin
application incorporated into a traditional system-level simulation for the communication
network.
Other works [44–46], conversely, are able to implement digital twins considering the
telecommunication system as the simulated object. In [44], a digital twin is proposed for
recreating the real-world environment based on data provided by users in real-time for the
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purpose of decision making. On the other hand, [45] developed a digital twin architecture
reference model for cyber-physical systems, to identify several key aspects of the system
during design time. However, [44, 45] do not consider a whole cellular network as part of
the digital twin system.
In [46], a digital twin of the edge network is proposed, to operate alongside the actual
network deployment. Similarly in [47], another digital twin is designed with edge process-
ing in mind. Their solution consists of a dynamic digital twin to capture the time-varying
characteristics of the network in order to provision edge resources in a drone-powered net-
work. Both approaches can be used alongside the network deployment but do not serve
to simulate the whole system in order to derive policies offline.
A comprehensive survey of digital twin networks has been presented in [48], and sev-
eral works have been listed. However, none of them considers the creation of a digital
twin which considers the entire cellular network as the cyber-physical system in order to
generate simulation data that is more closely resembling of reality. This is an important
gap since the lack of data availability is a stringent challenge in the design of machine
learning (ML) systems towards telecommunications. Moreover, traditional system-level
simulations rely on several assumptions which can taint the results.
Next, related work in the area of SON is summarized. The authors in [49] propose
using a long short-term memory (LSTM) convolutional neural network (CNN) to predict
the number of user elements (UEs) in a network and thus allocate resources preemptively.
These types of neural networks have also been used by [50] to predict the number of users
for a base station, and then using that information to determine MIMO system parameters
to optimize the energy efficiency of the network. Moreover, the work in [51] also uses LSTM
networks, but they predict measurement reports from users in a cellular network from real-
world data. On the other hand, [52] predicts user mobility in a vehicular communication
setup. Noteworthy, the OCEAN channel state information predictor is presented in [53].
It uses several features obtained from the network and feeds that into a deep learning
algorithm in order to determine the channel state information. This work differs from
all of the above as it proposes to use LSTM networks to predict the average signal to
interference plus noise ratio (SINR) of users in a network and to use those predicted
values as decision-making inputs for HARQ retransmissions. In other words, we go one
step further and present an algorithm that leverages the predictions obtained directly to
enable HARQ in URLLC.
Using ML to predict failure in HARQ rounds is presented in [54], wherein the authors
propose a supervised learning approach using the outcome of the decoder to train a model
and hopefully predict when a message will fail without the need to attempt the decoding,
similar to what we do in this thesis. The main difference is that we are doing our prediction
indirectly, based on a predicted channel quality, and thus, we are able to do it at the
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receiver, avoiding the need for the feedback altogether.
As mentioned earlier Lopez et.al. [26] considers the effect of the imperfect CSI at the
receiver into URLLC applications. By contrast, we get around this issue by predicting
the channel quality using ML and reacting to poor channel conditions by preemptively
sending new message attempts.
In this thesis, we circumvent the problem of the long processing times at the receiver
to decode the message by predicting the channel quality and automatically triggering re-
transmission attempts. The authors in [55], on the other hand, explore other combination
techniques at the receiver, to achieve the same goal. Moreover, the strategy proposed here
can also be used to avoid added latency due to securing a transmission slot as a result of
MAC policies. On the other hand, in [56], another approach regarding MAC using non-
orthogonal multiple access (NOMA) is considered, which shows promising results, but for
the uplink. Here, we tackle the issue for the downlink communication. Another example
of using NOMA and HARQ to enable URLLC can be found in [57], where the authors
study it in the context of the Internet of Things. They use a fixed number of allowed
attempts as a strategy to save latency, however, they could combine what they did with
the approach proposed here and still have the latency guarantees and at the same time
use an optimal number of transmission attempts allowed.
Other attempts to predict poor channel conditions, not based on ML, also exist in the
literature. For instance, in [58] explore adaptation to 5G new radio which enhances the
channel quality reporting, particularly in HARQ rounds, in order to better assess when a
deep fade state will occur, and thus enable URLLC with a more efficient HARQ.
1.3 Motivation
This thesis shows a study of resource-efficient HARQ for URLLC and how it can be applied
in practical scenarios. We focus on enabling efficient URLLC applications, such that all the
aforementioned applications, and many more, can be implemented sustainably. However,
URLLC is not easy to achieve, given the contradictory nature of increasing reliability whilst
at the same time reducing latency [59–61]. At the same time, HARQ has been a long-term
staple of efficient wireless communication design, being able to increase diversity in the
communication whilst saving resources [59]. The trade-off in question is that typically
HARQ incurs a higher latency in order to provide its resource efficiency, while in URLLC
higher latencies cannot be tolerated. This makes the study of HARQ in the context of
URLLC non-trivial, and thus an interesting topic to study. Therefore, in this work, we
explore ”The Path Towards URLLC via HARQ”, as the title says.
The research objectives of this work can be outlined as:
I Determine whether or not using HARQ in URLLC can yield better performance in
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terms of energy efficiency when compared to other diversity strategies.
II Similarly, determine if HARQ in URLLC can be used to reduce the amount of EMF
radiation, with a similar comparison.
III Investigate how communication and control JD techniques used alongside retransmis-
sion strategies in order to improve the spectral efficiency of WNCS URLLC applica-
tions.
IV Tackle the challenge of scheduling added delays in order to enable HARQ to URLLC
applications.
1.4 Contributions
First, we use a comprehensive energy consumption scheme, first proposed by [16], in order
to formulate an optimization problem for maximizing the energy efficiency of a generic
URLLC application. We extend the model by including the effect of the imperfect channel
estimation and URLLC constraints. The latter is done by finding a communication rate
that guarantees the target latency and reliability, from an information theory perspective1.
Then, we show that the energy efficiency can be optimized by employing an optimal
policy in terms of data rate and the maximum number of allowed attempts. We also
derive a floating-point equation that can be used to determine this policy and which
yields insights into the system behaviour. Also in this context, we use the same model to
find the optimal policy to minimize the maximum EMF radiation in URLLC applications.
Both these approaches are compared with another strategy that considers using frequency
diversity strategies in order to achieve the QoS required by the target applications, and
we show how our proposed approach outperforms this strategy by using an application as
an example. These contributions have been published in [59,62].
In other words, we investigate the energy efficiency of URLLC enabled CC-HARQ
and a novel optimization strategy is proposed via optimizing the maximum number of
allowed transmission attempts, for a block-fading Nakagami-m channel2, whilst guaran-
teeing a maximum latency. We analyze the trade-off between rate and diversity, showing
that significant energy savings can be obtained. Similarly, in [63] the number of allowed
attempts is also optimized, but the focus is to reduce the required bandwidth for the
URLLC application.
Unlike [16, 18, 20, 21], we guarantee a maximum latency with a target reliability. The
work in [19], by its turn, considers energy consumption using HARQ but only accounts
1Considering achievable rates as opposed to considering coding and modulation techniques.
2The Nakagami-m distribution is interesting to model wireless communication systems, as its parameter
can be tweaked to reflect various LOS conditions.
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for average delays. Average delays have limited applicability in URLLC applications, as
these typically consider a strict deadline on all messages. A power allocation scheme is
not considered in this work because it requires longer feedback messages, which can be a
problem in URLLC. Moreover, since we consider peak power constraints, the applicability
of power allocation strategies is limited.
Next, we investigate how can we improve resource utilization even further if we consider
application-specific characteristics for wireless networked control systems (WNCS). More
specifically, we explore how a wireless system employed in conjunction with a PPC strategy
can be improved by tweaking both control and communication parameters concomitantly,
in what is known as JD [64]. We first extend the proposed strategy in [34] to consider the
random effect of the wireless channel and optimize the system bandwidth by determining
the optimal policy in terms of allowed transmission attempts—a wireless communication
parameter—and length of control horizon—a control parameter. In this strategy, the
plant has a buffer that keeps a sequence of the next control signals to use, and if a
communication outage occurs, the received message is discarded and the buffer is used.
Part of this contribution has been published by us in [9].
Next, we propose our own strategy, which relies on keeping the copies of the mes-
sages when an outage occurs and performing maximum ratio combining (MRC) in order
to increase the chances of a successful decoding attempt. Note that this is essentially
(CC)-HARQ. Both these approaches are then compared with two non-JD strategies, one
that employs our earlier proposed policy, which is designed purely from a communication
perspective, and another which considers only tweaking the length of the control horizon,
but keeping the number of retransmission attempts constant. Through this comparison,
we can show that the JD techniques greatly outperform the other approaches for this
particular problem, in terms of required bandwidth to meet the URLLC constraints.
The approaches to CC-HARQ proposed earlier rely on a few assumptions which greatly
influence latency, such as early message error detection and readily available MAC schedule
for retransmission attempts. These assumptions are not trivially realized in real deploy-
ments. This may result in challenges when attempting to employ the proposed approaches
in practical scenarios. Thus, in order to relax these assumptions, we propose using ML
to enable CC-HARQ in a cellular network, in an implementation of SON. SON can be
defined as mobile networks proactively learning how they should behave without their
actions being explicitly programmed [65]. With this contribution, one important research
gap that we aim to close is the development of a digital twin for a full-blown cellular
network. This can be used in order to generate a large dataset for the creation of SON
applications.
Our proposed implementation consists of using the temporal series of channel quality
information for users in a network and employing an LSTM CNN which can predict when
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the channel is going to be in a poor state for a given link. Then, the transmitter does
not have to wait for a non-acknowledgement (NACK) in order to send the next copy of
the message, thus avoiding the problem of early error detection. On the other hand, the
transmitter can also preemptively allocate MAC resources when it predicts that a certain
link is going to be stringent, such that this assumption is also relaxed. We have first
published some results on the potential gains of having a strategy that can enable rapid
retransmissions in [66].
This SON implementation is made possible by the creation of a realistic digital twin
of the city of Glasgow, which is used in a network simulation to generate a large amount
of realistic user data. That is then used to train the LSTM model, which can then predict
poor channel quality. To the best of the author’s knowledge, this is the first work of this
kind that presents a realistic model of the cellular deployment.
To re-iterate, the contribution of this thesis can be summarized as showing how can
URLLC be made more efficient and used in practice by employing HARQ. This is achieved
by:
1. Proposing and solving an optimization problem to minimize the energy efficiency of
URLLC applications using CC-HARQ, which finds the optimal policy with respect
to data rate and the maximum number of allowed transmission attempts.
2. Proposing and solving a similar problem, but that instead looks at minimizing the
maximum EMF radiation output of URLLC applications, finding the optimal policy
in the same regard as before.
3. Proposing a JD technique that uses MRC in PPC for WNCS.
4. Extending an existing JD technique to consider the effect of the wireless channel and
comparing this approach with the MRC solution, as well as with non-JD techniques.
5. Create a digital twin of the city of Glasgow and perform a realistic simulation,
making the resulting dataset available for researchers.
6. Using the obtained dataset, propose and implement an ML algorithm to predict the
channel quality for the users based on LSTM CNNs.
7. Leveraging the predicted channel quality information, which enables efficient early
feedback techniques. This in turn can be used to relax some of the assumptions
made by the CC-HARQ optimization protocols proposed.
In summary, this thesis presents: a latency aware HARQ technique which for typi-
cal application parameters uses up to 18 times less energy when compared to using the
same spectrum but with frequency diversity instead of time diversity; How using the same
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latency aware technique it is possible to reduce the (EMF) radiation, showing that it is
possible to produce more than 10 times less EMF radiation when compared to the same
baseline; Communication and control joint design techniques using wireless networked con-
trol systems specific characteristics in conjunction with clever retransmission techniques,
yielding up to 3 times less bandwidth required for application typical parameters, when
compared with non-joint design techniques; A digital twin for a cellular network, which
mimics the city of Glasgow with real user trajectories, base station positions and the full
LTE stack. This digital twin is used to generate a dataset that is made publicly available;
Lastly, an implementation of long short-term memory convolution neural networks using
the aforementioned dataset which is able to predict channel conditions with very high
accuracy, achieving root mean square error on the order of 10−2. The predicted channel
quality is an enabler for early failure detection which enables the other solutions proposed
in this work.
1.5 Organization
The remainder of this thesis is organized as follows: Chapter 2 outlines some important
base concepts from the literature, which served as a basis for the work carried out; Chap-
ter 3 shows the proposal for the latency aware HARQ and the optimization of the energy
efficiency and maximum EMF radiation minimization, while the related work regarding
these contributions is outlined in Subsection 1.2.1. The joint design study is outlined in
Chapter 4 with its respective literature survey presented in Subsection 1.2.2. Meanwhile,
The digital twin, the SON, and the early feedback work is shown in Chapter 5, with related
work presented in Subsection 1.2.3. Lastly, Chapter 6 has the conclusion of this thesis and
presents future research directions.
Chapter 2
Technical Background
In this chapter, we present relevant telecommunications engineering background informa-
tion which served as a foundation to this thesis. We present well-established concepts
from wireless communications theory, which enabled the work performed in this thesis.
Namely, we cover the communication system model and the mathematical equations which
underpin it.
The work of this thesis consists of, from an information theory perspective, providing
resource optimization for URLLC by the use of retransmissions, namely HARQ. Thus,
in this chapter, we cover the large and small scale losses and provide an overview of the
possible diversity strategies which can be leveraged in order to enable URLLC, with a
focus on HARQ. We also present what is the effect of imperfect channel estimation in the
system. Moreover, we cover the achievable rates at FBL, and also the system performance
for HARQ at a high signal-to-noise ratio (SNR).
Studying communication systems from the lens of information theory provides engi-
neers with important guidelines in terms of performance as to what can be achieved by a
system. Finding strategies for optimal resource utilization from this perspective is thus an
important and current subject in wireless communications, as evidenced by the literature
review presented in the previous chapter. The foundation laid on this chapter is then
subsequently used by the following chapters, which include the various contributions of
this thesis.
2.1 Large Scale Loss — Path Loss
Losses in radio wave propagation are typically divided into large-scale loss, or path loss
(PL), and small-scale loss, or fading. The former is the characterization of the average sig-
nal strength that reaches a receiver and it increases with the distances between transmitter
and receiver. Not only is the signal attenuated by the propagation, but also reflections,
scattering, and diffraction play an important role in reducing the average received signal
12
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strength [67].
There are various models for characterizing the PL, which is always defined as the ratio
between the received power Pr and the transmitted power Pt. Free space PL is the most
basic model and it considers that there is a direct line of sight (LOS) between transmitter
and receiver and that the signal propagates via a straight line [68]. The PL in the free









where d is the link distance, Gt is the total gain of the antennas, c is the speed of light
and fc is the carrier frequency.
When only one ground reflection and the direct LOS dominate the behaviour of the
system, the two-ray model can be used to represent the PL [68], which is based on ray
tracing the significant paths of the signal from transmitter to receiver. Building upon
this idea, Amitay [69] proposed a model with ray tracing which considers 10 rays and
is suitable for microcells in urban environments and relies on computational simulations.
Several other general ray-tracing models have also been proposed based on computational
simulations [68]. However, they are complex, rely heavily on having a good model of the
environment, and are scenario specific.
Empirical models are very popular because they do not rely on having extensive knowl-
edge of the environment and can often be generalized to similar contexts. These types
of models are the most common in urban telecommunications and date as early as 1968
when Okumura did an extensive collection of data in Tokyo and derived an accurate PL
model [70] for radio communication in urban scenarios. This model was then extended by
Hata [71] in the ’80s and, more recently, by the European cooperative for scientific and
technical research (EURO-COST) [72] to be more complete.
The PL in the EURO-COST, or COST231, [73] model, is expressed as
Lb = 46.3 + 33.9 log(10
−6fc)− 13.82 log(hbase)
− a(hmobile) + (44.9− 6.55 log(hbase)) log(d/103) + Cm, (2.2)
where Lb is the path loss (in dB), hbase and hmobile are the base station and mobile device
antennae heights in meters. Cm assumes 0 dB for medium sized cities and suburban
environments and 3 dB for dense urban environments. Lastly, a(hmobile) is determined via
a(hmobile) = 1.1 log(10
−6fc)− 0.7)hmobile − (1.56 log(10−6fc)− 0.8). (2.3)
These empirical models are very precise for the scenarios for which they are designed.
However, they can be complicated and rather intractable when combined in complex
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systems [68]. For that reason, simpler models, which are also able to predict average
received powers with reasonable accuracy but which offer more friendly mathematical










where A0 is the loss at a reference distance for the antenna far field d0 and α is the path
loss exponent. A0, d0 and α can be obtained either from measurements or analytically [68].
2.2 Small Scale Loss – Multi-Path Fading
In wireless communications, unlike its wired counterpart, the received signal is typically
attenuated by random elements in the medium. This effect is called fading and it occurs
mainly due to reflection, scattering, and diffraction of the electromagnetic wave used for
communication. It arises from the fact that multiple copies of the transmitted signal
with different phases and amplitudes reach the receiver at any particular time. This is
an extremely complex interaction and therefore it is typically characterized as a random
process [67].
When there is no LOS, the channel envelope can be viewed as normally distributed
because of the completely random nature of the reflections. When this is the case, the
phase and quadrature components of the signal have a normally distributed gain, and
the resulting power will be a random variable that follows a Rayleigh distribution [67].
The probability density function (PDF) of the channel power for a Rayleigh distribution







However, because of the non-LOS assumption, this is not general and it does not fit
values obtained empirically [68]. Thus, a more general model was envisioned, consider-
ing that the phase and quadrature components experience a Gamma distributed channel








where Γ(.) is the complete Gamma function1. This is a more general approach as now
there is a parameter that can be used to represent different environments, m. When m is
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it represents a stronger LOS component between transmitter and receiver, whereas when
m is less than 1 it represents a more severe fading condition than Rayleigh.
2.2.1 Wireless Communication Model
Regarding the wireless link, messages s(t) are sent to the receiver such that r(t), the
received message, is expressed by
r(t) = h(t)s(t) + w(t), (2.7)
where t indicates time, h(t) is the channel gain and w(t) is the additive white Gaussian
noise (AWGN). Note that here we consider a normalized power.
Considering an infinite block-length, the error probability is determined according to
the channel capacity C(γ), which indicates the attainable rate R (in bits per channel use)
for a given instantaneous SNR γ, as
C(γ) = log2(1 + γ). (2.8)
If we a variable substitution here, replacing γ with γ0, such that γ0 represents a threshold
of SNR at which error-free communication is possible, now C will represent the rate at
which we can have error-free communication. Thus, (2.8) becomes
γ0 = 2
R − 1, (2.9)
after solving for γ0.
The probability of failing can then be determined by calculating the probability of
the instantaneous SNR γ is smaller than γ0. By its turn, γ is obtained by using (2.6)









where Γinc(.) is the lower incomplete Gamma function
2 and γ̄ is the average SNR.
2.3 Error Probability at Finite Block Length
The analysis performed in the previous section considers that an infinite block can be used
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assumption can be dropped and the length of the block can be taken into account on the
formulations, in what is known as the error probability at FBL. The achievable rate under
the FBL regime has been studied by Polyanskiy [76] et.al. and a closed-form approximation
has been derived on the achievable rate for the AWGN channel. Considering normalized
noise power and n channel uses, the achievable rate is tightly approximated by





where ε is the target error probability, P is the power per channel use, C(P ) = log2(1+P )
is the Shannon capacity, V (P ) is the channel dispersion and Q−1 is the inverse Q function.
As discussed in [77], (2.11) can be utilized to express the achievable rates in the block
fading regime by setting the instantaneous SNR γ to be equal to P |h|2, such that the














which is the error probability for one channel realization. The average error probability ε̄











Note that, due to the random nature of the h(t), γ will be a random variable. Here, pγ
indicates the PDF of γ.
Considering a Nakagami-m channel, (2.14) does not have a closed-form solution. How-
ever, it has been shown in [77] that it can be tightly approximated in block fading regime
when considering high SNR—as in the case of URLLC—by the outage probability Pout.
2.4 Diversity
In wireless communications, diversity (or antenna diversity) consists of sending copies of
the message as a way of enhancing the chances of correctly decoding it at the receiver.
There are several strategies to achieve antenna diversity and mitigate the effect of small-
scale fading. If the channels used to send the copies are uncorrelated, one order of diversity
is gained per copy of the message. As presented in [68], examples of diversity strategies
are:
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• Spatial Diversity can be implemented using multiple antennae on the receiver,
the transmitter, or on both. Proper spacing between the antennae ensures that the
multiple channels are uncorrelated. Depending on the carrier frequency wavelength,
space limitations present an important challenge for this type of strategy as the
spacing between the antennae grows proportionally with the carrier frequency wave-
length. Another way of achieving physical diversity is to use cooperation. Exploiting
the broadcast nature of wireless communications, a relay node receives the message
and forwards it to the destination. Although this avoids the issue of separating the
antennae, as the relay and the source nodes are not in the same location, the channel
between the two becomes another source of error.
• Frequency Diversity is achieved by sending the multiple copies of the message
using uncorrelated frequency channels. It can also be implemented by sending the
message over a wide spectrum and employing a forward error correction technique,
thus exploiting non-flat regions of the frequency spectrum. As spectrum is an expen-
sive commodity in telecommunications, frequency diversity can be expensive when
used in a large scale.
• Polarization diversity is another strategy that uses multiple antennae, however,
instead of relying on the distance between them to produce uncorrelated channels,
uncorrelation is obtained by using different polarization for each antenna. This
technique is less scalable than the others since channels become more correlated as
the phase difference in the polarization of the antennae is reduced.
• Time diversity consists of sending multiple copies of the message at different time
instances, exploiting the time variability of wireless channels. This is especially in-
teresting in block-fading environments, where the channel varies independently from
one block to the other and thus the copies of the message are sent via uncorrelated
channels. The big incentive in using time diversity is that interesting savings can
be attained when a message is successfully decoded in the early attempts since the
resources for the following ones are not required. The trade-off, however, is that
when they fail, the transmission takes longer.
• Combined strategies are also possible, employing multiple sources of antenna di-
versity at the same time and thus achieving higher diversity orders, while mitigating
the downsides of individual strategies.
As mentioned, the above-mentioned diversity strategies are methods for conveying
multiple copies of the messages to the receiver. On top of that, the strategy used for
combining the copies of the message at the receiver can also influence the performance
of the technique employed. There are several techniques for combining messages at the
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receiver side, we present below a summary of three popular strategies as they are presented
in [68]:
• Selection Combining (SC) consists of only considering the best copy received
and discarding all the others. In applications where continuous communication is
maintained, SC systems may require each antenna to be monitored continuously
to evaluate its SNR, and thus it might not benefit from keeping only one radio-
frequency (RF) chain turned on [68]. Another downside of using an SC strategy is
that the information contained in the other copies of the message are discarded and
thus the performance is sub-optimal.
• Threshold Combining, also known as switch and stay combining, can be used
as a simpler alternative to SC. The branches are monitored independently and
sequentially. Once one channel is performing above a predefined threshold, this
becomes the active signal at the receiver and it only changes if its SNR falls below
the threshold. This means that, regardless of the type of system, only one RF
chain is active during the communication. Even though the information of the
other channels is not being used in both schemes, the implementation of threshold
combining is more efficient than SC considering the aforementioned cases where SC
systems have to continuously monitor each antenna.
• Maximum Ratio Combining (MRC) is the optimal way of combining the signals
from the branches to leverage all the information that has been exchanged. It consists
of weighting each branch according to its strength relative to the others. It achieves
full diversity and does not waste any of the received information. However, knowing
the instantaneous SNR at each branch is required to implement the scheme properly.
Moreover, in order to implement MRC one RF chain must be present in each antenna
in order to receive the various echoes of the message and properly combine them
before trying to decode.
The above-mentioned techniques are not employed in time diversity schemes directly, as
they require that all the copies of the message are available to the receiver at the same time.
However, there are analogous implementations using HARQ which have mathematically
the same performance as the aforementioned strategies, in terms of information theory.
Moreover, to avoid wasting resources, in HARQ the receiver sends a feedback message to
the transmitter, and a retransmission is only issued if the previous attempt has failed.
This is what gives HARQ its strength, using the alternative branches only when they are
required, thus optimally using the available resources.
The simplest implementation consists of trying to decode the message at the receiver
and upon failure discarding the failed message and sending a NACK via the feedback
channel. When the transmitter receives a NACK, it immediately sends a new copy of
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the message which the receiver tries to use for decoding. This is known as simple HARQ
(S-HARQ) and in practice, the number of transmission attempts is halted, such that when
a maximum number of rounds z has occurred an outage is declared, which in turn stops
retransmissions. The performance of S-HARQ is the same as SC, with the advantage of
achieving full diversity without having to spend the resources for all of the branches. The
cost of doing so is the cost involved in sending the feedback messages, however, a single bit
feedback is typically enough to declare a decoding failure making the feedback messages
short and economic.
2.5 Probability of Error for HARQ
For S-HARQ, the outage probability is the same as that of selection combining [68].
Since each attempt is performed in an independent channel, the probability of outage
considering a maximum of z transmissions in simple HARQ P Sout,z is found by multiplying


















Considering CC-HARQ, the outage probability after z rounds PCCout,z then will be that

















Another more elaborate type of HARQ is known as INR-HARQ. It consists of sending
additional parity bits at every new attempt, as opposed to sending identical copies of the
message. For INR-HARQ there are no closed-form solutions for the outage probability
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after z attempts P INRout,z, but it can be solved numerically by evaluating








Also note that INR-HARQ achieves a better performance than CC-HARQ in several cases,
however encoding the messages in a way that new parity bits can be sent for each new
attempt is a challenging task and adds to the latency overhead. For this reason, we do not
use INR-HARQ in the contributions of this thesis, as its applicability in practical setups
would be extremely limited, if not prohibited by latency constraints.
2.6 Number of Transmission Attempts
In practice, the maximum allowed number of transmission attempts z is limited by the
application, in what is known as truncated HARQ. If that was not the case, it would be
theoretically possible to have error-free communication, albeit with no bound in latency,
as the transmitter could continue to attempt delivering messages until the message was
decoded.
When considering truncated HARQ, if the receiver succeeds in decoding a message it
sends back an acknowledgement (ACK), otherwise, it stores the signal and sends back
a NACK. For simple and CC-HARQ, upon receiving a NACK, the transmitter resends
the message. For simple HARQ, the receiver discards the previous message and tries to
decode the new message whereas in CC-HARQ, the receiver combines all messages using
MRC before trying to decode. In the case of INR HARQ, the receiver sends more parity
bits instead of another copy of the message, such that the receiver may now succeed in
decoding the message due to having a stronger code. This process is repeated until success
or z attempts have been carried out. If after z rounds the message has not been correctly
decoded, an error is declared. The probability of errors occurring determines the reliability
of the communication.
Based on the probability of error of each attempt, it is possible to calculate the average
number of transmissions τ̄ as




where Pout,i is the probability of failing at the i
th transmission.
Note that time diversity is not possible unless the channel varies from one attempt to
the other. If the channel has slow variability, slow frequency hopping can be employed
between consecutive attempts to ensure that each round experiences a different channel
realization, gaining diversity. In practice, it can be achieved by using a different channel
of the communication standard for every attempt. This imposes that h must be estimated
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at the beginning of each attempt. Also, note that imperfect channel estimation causes a
degraded performance. This will be discussed next.
2.7 Channel Estimation
In order to perform coherent detection, the receiver must estimate the channel. Further-
more, as discussed in the previous subsection, in our set-up this estimation has to occur
before each transmission round. It can be done via in-band pilot training, where the first
ρ symbols of each attempt are used to estimate the CSI.
Thus, the received signal for 1 ≤ k ≤ ρ is expressed as
r(k) = hp(k) + w(k) (2.21)
where p(k) is the sequence of pilot symbols. Using any established channel estimation
technique, for example minimum mean-square error [79], the receiver obtains an estimate
h̃ of the channel, which differs from the actual channel realization. Therefore, during the
remaining nd = n−ρ channel uses (which are used for data transmission), when ρ < k ≤ n,
we have
r(k) = h̃s(k) + (h− h̃)s(k) + w(k). (2.22)
Although it is dependent on the signal and not Gaussian, this effect of imperfect channel
estimation ((h− h̃)s(k)) can be well modelled as Gaussian and can be combined with w(k)
into an effective noise perceived by the system, as discussed in the literature [80,81]. This
effective noise provides a worst case scenario [81] and is modeled as a lower effective average
SNR for the purpose of system performance analysis, such that [80]
γ̄eff =
ργ̄dγ̄p
1 + γ̄d + ργ̄p
, (2.23)
where γ̄d is the average SNR used to transmit the message and γ̄p is the average SNR used
for the pilots. To account for the channel estimation error, we use the effective average
SNR γ̄eff obtained via (2.23) for the purpose of evaluating the outage probability, which as
discussed, is a good approximation for the error probability considering the block fading
channel at high SNR.
Next, as in Gursoy [81], for determining channel capacity there are two possible sce-
narios, without and with a peak power constraint. For the first scenario, it is shown in [81]
that the best strategy is to use only one pilot and there is an analytical solution that yields
the best power allocation strategy.
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Denoting v as the fraction of power used for data transmission, such that
γ̄dnd = vγ̄n and γ̄pρ = (1− v)γ̄n, (2.24)
we write the optimal value v? as [80]
v? = ζ −
√
ζ(ζ − 1), (2.25)
where ζ is expressed by
ζ =
(n− 1)(1 + γ̄n)
γ̄n(n− 2) . (2.26)
However, if we consider a peak power constraint, as in most practical applications,
allocating the power optimally to 1 pilot might violate it. In this case, more than one
pilot must be used to obtain optimal performance. As in [81], the optimal value of ρ is
then obtained numerically considering that each pilot uses the maximum allowed power,
according to the peak limitation. The case with peak power limitations is more relevant
in practical scenarios, as this is often the case.
2.7.1 Effect of Imperfect Channel Estimation
In Fig. 2.1 we have plotted the SNR loss due to imperfect channel estimation considering
peak power constraints versus the number of pilots used and γ̄d. In this example, the
peak power limitations alongside the path loss yields γ̄d ≤ 40dB. As discussed before,
the pilot transmit power is the maximum allowed such that γ̄p = 40dB. We can observe
that the effect of imperfect channel estimation is more pronounced when trying to obtain
an estimate for the channel with γ̄d close to the pilot SNR γ̄p and fewer pilots are used.
This relates to the fact that the power used in estimation is too small in comparison to
the signal power. Therefore, we conclude that when choosing the number of pilots, it is
important to consider how far from the peak power limitation is the data going to be
transmitted. In general, it is beneficial to use more pilots when the average SNR of the
transmission is close to the maximum allowed by the system. On the other hand, the SNR
loss is relatively small and a well-designed link margin can be enough to account for it.

























Figure 2.1: Effect of imperfect channel estimation on the average SNR for different values
of ρ and γ̄d. A peak power constraint is considered such that the maximum γ̄d is 40dB,




The question we want to answer in this chapter is the following: Can we leverage HARQ
in a URLLC application in such a way that we can have a more efficient communication?
The short answer to this question is surprisingly yes. The long answer is detailed
throughout the next pages of this work, where we offer mathematical proof to this counter-
intuitive notion, alongside numerical simulations which illustrate the concept.
We have chosen to analyse the problem in two different aspects. The first is regarding
energy efficiency. It is a very relevant metric in communications, which has a particu-
larly important relevance when considering the degree of greenhouse emissions of cellular
deployments as well as the energy constraints of battery-operated devices. The second
metric has to do with human health, and it is regarding minimizing the EMF radiation
output of the wireless communication.
There are several strategies to improve efficiency in wireless communications, many
of which revolve around mitigating the effect of fast-fading through diversity. In systems
without latency constraints, HARQ is well known to improve the energy efficiency [16,18]
by providing time diversity.
The whole controversy around the idea of using HARQ in a URLLC system boils down
to the fact that the trade-off in HARQ schemes is providing antenna diversity at the cost
of longer transmit times. On the one hand, we gain reliability by adding more copies of the
channel, at the cost of imposing longer latencies into the system. In this work, however,
we are able to assimilate this excess latency by imposing an increased data rate. This will,
by its turn, also lower the reliability of the system, but critically not to the same amount
as the increased reliability gained by the extra diversity, and this is the trade-off that we
explore.
On top of that, the presence of the feedback channel ensures that we, on average, are
not going to be using all of the resources to achieve full diversity. This is the real strength
24
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(a) Outage probability.
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γ̄ = 20 dB
(b) Average number of transmissions.
Figure 3.1: Performance of using CC-HARQ, showing the diversity gains and the average
number of transmissions. In this example R = 1 and m = 1 are used.
of HARQ, and by the end of this chapter, the reader should have the same confidence
that HARQ can be used for efficient communication design in the context of URLLC
applications.
To illustrate the benefits of using HARQ, we have plotted in Fig. 3.1 the probability
of outage in CC-HARQ for different levels of average SNR and the average number of
transmissions for different z. As we can see in Fig. 3.1a, the diversity gains are substantial
and result in greatly reducing the requirements in transmit power. At the same time, the
average number of attempts is kept very close to one, even for large z, as we can see in
Fig. 3.1b. This is because the probability of failing at the later stages is much smaller than
that of failing at the early stages 1 and thus revealing the real strength of using HARQ:
high diversity at very low cost.
But then another question arises, what is the best number of attempts to allow, in order
to optimize the system? If the number of attempts is too high, the impose data rates will
be so large that achieving the target reliability will be too costly. On the other hand, if it is
too low, there will be a small diversity gain which means that the full potential of HARQ is
not being leveraged. In this chapter, we answer this question mathematically by proposing
and solving two optimization problems. The former optimizing the energy efficiency of
the communication while the latter minimizes the EMF radiation of the system.
The motivation to optimize the average energy usage is two-fold. Firstly, the huge
burst of novel applications enabled by URLLC is bound to include several use-cases where
battery constraint systems are employed. The second motivation is environmental. The
rationale goes as follows: Green-house emissions are one of the biggest concerns of our
1This can be intuitively inferred if one considers that to fail at the later stages, the earlier attempts
must have already failed, such that the later transmissions actually occur.
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time; Moreover, consider that the telecommunications industry uses a significant chunk
of the global energy; Coupled with that, future networks are predicted to have a massive
number of new deployments, particularly in the context of Ultra-dense networks; All these
factors mean that future protocols must be designed with energy efficiency in mind.
In order to provide a sense of practical application, the proposed energy efficiency
solution is further evaluated in a smart grid teleprotection scenario, as described in the
mobile and wireless communications enablers for the twenty-twenty information society
(METIS) test case number 5 [12]. It consists of reliably delivering messages within a tight
latency constraint between substations for the purpose of triggering protection mechanisms
when faults occur, preventing damage to the grid. The results show that using different
channels for each HARQ round achieves relevant energy savings—up to 18 times more
efficient—compared to using all channels in parallel to achieve frequency diversity. This is
the case even when accounting for higher data rates required to meet latency constraints
in CC-HARQ.
3.1.1 Summary
What we are presenting in this chapter can be summarized as follows. Considering a
URLLC scenario, this Chapter assesses the trade-off in terms of energy consumption be-
tween achieving time diversity through retransmissions and having to communicate at a
higher rate due to latency constraints. The analysis herein considers Nakagami-m block-
fading channels with CC-HARQ. A fixed-point equation to determine the best number of
allowed transmission attempts considering the maximum possible energy spent is derived,
which yields insights into the system behaviour. Furthermore, by comparing the energy
consumption of the proposed approach against direct transmission with frequency diver-
sity, this chapter shows that even in the face of stringent latency and reliability constraints,
time diversity can be an efficient strategy when compared with using the same spectrum
on average to a frequency diversity technique. This is evidenced by the results, which
are presented in two optics: energy efficiency and EMF radiation. The results show sub-
stantial benefits of using retransmissions in both scenarios when selecting the maximum
number of transmission attempts according to the proposed approach.
3.2 System Model
Using the communication model presented in Chapter 2 as a starting point to model the
system, we include the context of URLLC as proposed by us in [59], wherein a message
has to be delivered with very high reliability within a maximum latency λ′.
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3.2.1 Energy Consumption Model
In this Chapter, we model the energy consumed in the transmission of one message consid-
ering the radio startup energy, the pre-transmission processing energy, the energy involved
in powering the passband receiver elements, and the electromagnetic radiation, similar
to [16]. However, we consider the exchange of short messages, typical of URLLC. There-
fore, the data rates are relatively low, which in turn causes the arithmetic processing unit
clock speed to also be low [16]. This, in turn, causes the energy required for encoding
and decoding messages to be small, especially when compared to other consumptions.
Thus, we disregard the baseband coding/decoding energy from our model simplifying the
presentation without harming the analysis, following [82]. On the other hand, since the
energy consumed to transmit pilot symbols becomes relevant with respect to the total en-
ergy when the information packets are shorter, we explicit their contribution to the energy
consumption in the following analysis.
Energy Used by the Transmitter
We assume that, in order to save energy, the transmitter is in idle mode before initiating
a transmission, such that it uses a certain startup energy (Est) to wake up before the first
attempt. Both baseband and RF circuits, as well as the power amplifier (PA), are used
for n channel uses for each attempt.
Next, at the data transmission phase, the remaining nfw = n−ρ symbols are sent with
γ̄d average SNR. The value of nfw is determined based on the rate R (in bits per channel





As in [16, 59, 62], the consumption of baseband and RF circuits is assumed to be
constant and equal to Pel,tx. Also, the power used to energize passband receiver elements
Pel,rx is assumed to be invariant. However, the electromagnetic radiation energy depends
on the PA’s consumption PPA, which is a function of its average drain efficiency η and of





Next, Prf is expressed as a function of the path loss and γ̄,
Prf = N0WMlMcA0d
αγ̄, (3.3)
where N0 is the noise power spectral density, W is the bandwidth in Hz, the link margin
is Ml—which includes the noise figure and other unforeseen losses—, and Mc is the coding
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margin (further explained in Section 3.2.2). Combining (3.2) and (3.3), we have
PPA = Ad
αγ̄/η, (3.4)
where A = N0WMlMcA0.
Lastly, to obtain the PA power consumption for the feedback PPA,fb, data transmission
PPA,d and channel estimation PPA,p phases we use (3.4) with the respective average SNR
for each phase, γ̄fb for the feedback, γ̄d for the data transmission and γ̄p for the channel
estimation. Here, the transmit power used for estimation and feedback is always the
maximum2, such that γ̄fb = γ̄p and PPA,fb = PPA,p.
When an attempt fails, the receiver requests a retransmission. Then the transmitter





Therefore, assuming a bandwidth of W , the energy used at the transmitter for τ
forward transmission attempts is
Etx = Est +
τ
W
[nfw(Pel,tx + PPA,d) + Ep,tx + nfbPel,rx] , (3.6)
where Ep,tx = ρ(Pel,tx +PPA,p) denotes the energy used by the transmitter for sending the
pilots.
Maximum EMF Radiation
By its turn, the maximum EMF energy output—the one that considers all z allowed
transmission attempts—of each exchange EPA, can be obtained by multiplying the number






Here, the broadcast time is obtained by considering the total number of bits being sent
LT at the rate R with bandwidth W .
2As shown earlier, using as much energy as possible for channel estimation yields better results in
terms of reducing the effect of the imperfect channel estimation. The feedback is also considered to use
the maximum possible power, to ensure that the feedback signal has the highest chance of being decoded.
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Energy Used by the Receiver
Assuming receiver and transmitter use identical radios, the energy used by the former is
similar to the one used by the latter. Following the same steps3, the energy used by the
receiver for τ attempts is
Erx = Est +
τ
W
[nfb(Pel,tx + PPA,p) + (nfw + ρ)Pel,rx] . (3.8)
Average Energy per Successful Bit
The average energy Ē is obtained by considering the average number of transmissions τ̄(z)
and adding (3.6) with (3.8), yielding
Ē = 2Est +
τ̄(z)
W
[nfw(Pel + PPA,d) + (ρ+ nfb)(Pel + PPA,p)] (3.9)
where Pel = Pel,tx + Pel,rx.
In order to obtain Ēb, the average energy per successful bit, we normalize the result





Energy Consumption of Frequency Diversity
In order to compare the scheme which we are proposing to a system with frequency
diversity, we also need a model for the energy consumption of such a scheme. Consider
that we have dτe channels of bandwidth W to send copies of the message, which are
combined by the receiver using MRC. In this case, to achieve the target error probability,








The maximum average SNR for each channel γ̄freqmax is reduced accounting for the radi-
ated power in all channels as
γ̄freqmax = γ̄max/dτe, (3.12)





3Note that we consider the wake-up energy both at transmitter and receiver, thus we assume scheduled-
rendezvous [83].
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and calculating the effective average SNR using (3.11), we determine the average SNR of
the data. Next, following similar steps as for the CC-HARQ case, the energy per successful





[nfw(Pel + PPA,d) + ρ(Pel + PPA,p)]
LD(1− Pout,dτe)
. (3.14)
The consumption due to larger bandwidth is accounted for by multiplying the power
consumption of the PA by dτe.
3.2.2 Latency Constraint
The goal of this chapter is to investigate the impact of CC-HARQ on the energy consump-
tion of a point-to-point URLLC system. Traditionally, it is well understood that HARQ
improves energy efficiency at the cost of higher latencies [84]. On the other hand, when
considering URLLC, a strict maximum latency is imposed [85]. Therefore it is not obvious
that CC-HARQ improves the energy efficiency in this scenario.
Here the transmitter must fit all z transmission attempts—and their associated ac-
knowledgements, decoded—within a maximum latency λ′ seconds using a bandwidth W .
Note that, as mentioned before, the receiver estimates the channel at each attempt. If the
accumulated SNR is below a threshold, it decodes the header and sends back a NACK
immediately after all the symbols have been received and stored. Therefore, the entire
message only has to be decoded once, saving latency. The time to decode it δfw is deducted
λ′, such that all transmission attempts have to fit within λ = λ′−δfw seconds. This can be
viewed as a constraint on the minimum communication rate Rmin in bits per channel use.
Fig. 3.2 illustrates this idea in a case where z = 3 and with normalized bandwidth. Note
that in Fig. 3.2a, the communication rate is higher than the minimum and it is possible to
transmit LT bits z times in less than λ seconds. Conversely, in Fig. 3.2b, the rate is lower
than Rmin and attempting to communicate LT bits using up to z transmission attempts
violates the constraint.
Therefore, Rmin is determined by calculating the rate at which all z attempts would
take Wλ channel uses, yielding
Wλ = z(nfw + nfb + ρ+Wδfb), (3.15)
where δfb is the time it takes for the transmitter to decode the feedback packet. Next,
we substitute nfw and nfb defined in (3.1) and (3.5), respectively, in (3.15) while using
R = Rmin. Then using LT = LH + LD + Lfb, and solving for Rmin, we arrive at
Rmin = z
LT
W (λ− zδfb)− zρ
. (3.16)
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Attempt 1 Attempt 2 Attempt 3
λ
LT
R + ρ + δfb
δfw
(a) Latency constraint is respected.
Attempt 1 Attempt 2 Attempt 3
λ
LT




(b) Latency constraint is violated.
Figure 3.2: Illustration of the reason why a maximum latency constraint imposes a mini-
mum rate. In this example, z = 3.
Note from (3.16) that using a larger z imposes a higher Rmin, resulting in a trade-off
between diversity and rate. Moreover, despite having excellent performance in terms of
error rates, turbo codes, the most commonly used in long-term evolution (LTE), have
a significant complexity [86] and thus may not be suitable for CC-HARQ considering
URLLC applications. Instead, polar codes are good candidates for encoding feedback
signals, as they are simple to implement and can be used to encode and decode short
feedback messages within negligible time [86], such that δfb  λ. The trade-off is a slight
loss in terms of error rate [87], which we have added to the path loss model as Mc.
3.3 Optimization
Our goal is to analyze the trade-off between gaining diversity, by increasing the maximum
number of allowed retransmissions and increasing the data rate, in order to communicate in
less than λ seconds. We formally establish the optimization problem in order to minimize
the average energy per successful forward bit whilst meeting constraints for maximum
instantaneous transmit power Prf,max, latency and reliability (expressed in the form of a
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subject to Pout,z ≤ Tout, (3.17b)
Prf ≤ Prf,max, (3.17c)
R ≥ Rmin. (3.17d)
3.3.1 Optimizing Maximum Energy
Although it can be numerically verified that the objective function is convex with respect
to z, and thus has one unique global optimal solution, to the best of our knowledge, it is
not possible to prove it analytically due to the shape of τ̄ and where it appears in (3.17a).
Thus, we propose an alternative approach, where we optimize the maximum energy
consumption4 Êb in the same setup. The value of Êb is obtained by replacing τ̄(z) by z








where Φ = Lfw(Pel + PPA,d) + (Lfb + ρR)(Pel + PPA,p).
This approach simplifies the problem as it removes the average number of attempts—
obtained via (2.20)—, which is not trivially tractable, from the objective function. More-
over, this allows us to design a protocol with the worst-case scenario in mind, which is
a sensible approach in URLLC, and we also show numerically that this result yields al-
most the same performance as a solution obtained numerically via the problem in (3.17).
Moreover, we show that in this case, the optimal rate R? and when Rmin exceeds this opti-
mal, the optimal number of transmission attempts ẑ? can be obtained via a floating-point
equation. Furthermore, using the obtained result, we are able to show that when the link
budget is more stringent, as is the case of URLLC, R? becomes smaller, and using the
obtained ẑ? becomes advantageous.
Theorem 1. The optimal rate R? to minimize the maximum energy consumption Êb con-














where Rmax is the rate which guarantees the target outage at the maximum possible SNR,
according to peak power limitations, e is Euler’s constant, W0 is the upper branch of the
4By optimizing the maximum energy consumption, we mean minimize the maximum possible con-
sumption, considering that all z attempts are used.
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given that Γ−1inc is the inverse incomplete gamma function and Lfw = LH + LD.
Proof. Considering an URLLC scenario,
Pout,z ≤ Tout  1, (3.22)





[Lfw(Pel + PPA,d) + Lfb(Pel + PPA,p)]
LD
, (3.23)
considering perfect channel state information at the receiver, for tractability. Using (3.4)







α > 0, (3.24)
thus, increasing the transmit power to obtain a better (larger) SNR results in a larger Êb.
Therefore, we assume that the transmit power used is the one that guarantees the target









Next, we obtain PPA,d(z) using (3.4) and (3.25) and replace it into (3.23). Finally, we
solve ∂Êb/∂R = 0 yielding
∆2R
?
(ln(2)R? − 1) = Ω, (3.26)
after simple algebraic manipulations. Lastly, we use the upper part of the main branch of










However, when accounting for peak power limitations, the SNR in (3.25) is limited at
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In other words, R? is limited by Rmax, which is obtained using γ̄max in (2.17) and








Lastly, combining (3.27) and (3.29) yields (3.19).
Corollary 1. When the optimum rate R? is smaller than the minimum required rate Rmin,
the optimal number of transmission attempts z? which optimizes the maximum energy Êb








+ ln(mẑ) = 1− ln(T 2out2π) (3.30)
with respect to ẑ, where ẑ is a real relaxation of z.




subject to Pout,z ≤ Tout, (3.31b)
Prf ≤ Prf,max, (3.31c)
R ≥ Rmin. (3.31d)
Next, we impose R? < Rmin and consider δfb  λ, thus




can be obtained from (3.16), by considering that the time of transmitting the pilots is
negligible in comparison to the data transmission.






[LfwPPA,d(z) + LfbPPA,p + LTPel]
LD
. (3.33)
Then, considering that z? can assume real values, we derive Êb with respect to ẑ and
equate to zero. This can only be done because we can prove the convexity of Êb with
respect to ẑ, which we will show next. Assuming high spectral efficiency, 2R  1, which is
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true in many practical applications even for small R, it is possible to rewrite ∂Êb/∂ẑ = 0
as (3.30), as we will demonstrate shortly.
3.3.2 Discussion Around Convexity
Convexity of Êb
In this section, we perform algebraic manipulations with Êb in order to determine its
convexity with respect to ẑ. The methodology of this proof is based on the literature,
mainly on [89]. From (3.33), we note that the only function of ẑ on the right hand side
of the equation is PPA,d, which is directly proportional to γ̄d. Therefore, it is explicit that
proving the convexity of γ̄d with respect to ẑ is sufficient proof that Êb is convex with
respect to ẑ.
Setting the target outage as the probability of outage5, such that Pout = Tout and using
γ̄ = γ̄d into (2.18)(the high SNR approximation for the probability of outage) we can solve




























considering high spectral efficiency such that 2ẑ
LT
Wλ  1.














5The reason this can be done is further explored when we discuss the convexity of the constraints.
6Note that we are not loosing accuracy here, as we want to find a proof of convexity by using this
approximation. Moreover, the approximation is used for tractability.
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g2(ẑ) = mẑ/e. (3.41)

















and mẑ 6= 0, (3.42) becomes




after some algebraic manipulations. Because Tout is always positive and very small and
ẑ ≥ 1, (3.44) holds in any practical scenario. Thus, g1(ẑ) is log-concave.
Moreover, because g2(ẑ) is both log-convex and log-concave [89], the product of g1(ẑ)
and g2(ẑ) is also log-concave [89] and therefore its inverse, g(ẑ), is log-convex [89].
Finally, since f(ẑ) is an exponential function, it is log-convex [89]. The product of
two log-convex functions is also log-convex [89], thus γ̄ = f(ẑ)g(ẑ) is also log-convex and
therefore convex, concluding the proof.
Convexity of the constraints in (3.31)
I It is possible to observe in (2.18) that Pout,z is monotonically decreasing with respect
to γ̄. Moreover, analyzing (3.31a), we can see that Êb is monotonically increasing with
respect to γ̄. Thus, Pout,z should be as high as possible in order to minimize (3.31a)
and therefore to respect (3.31b), we must have
Pout,z = Tout. (3.45)
Therefore, the constraint can be incorporated into the objective function and its
convexity does not bear any importance to the solution of the optimization problem.
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This means that the proof of convexity of γ̄d, presented earlier, proves that (3.31c) is
a convex constraint.
III In (3.32) we can clearly observe that Rmin is linear with respect to z, which means
that (3.31d) is convex with respect to z.
3.3.3 Derivation of (3.30)
In possession of the proof that Êb is convex with respect to ẑ, we can find the solution to












































Ξ 6= 0, (3.51)
replacing (3.49) in (3.48) and diving both sides by Ξ results in (3.30).
3.3.4 Discussion
The solution presented in this section can be utilized to obtain insights into the behaviour
of the optimization problem. For instance, because in URLLC the values of Tout are always
positive and much smaller than one, the left-hand side of (3.30) always yields a positive
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value. Therefore, fixing the values of Tout, m, LT and W in (3.30) and choosing a smaller
value for λ—considering a more stringent latency—causes ẑ? to be smaller. In other words,
having a more severe constraint in terms of latency imposes that fewer maximum attempts
are optimal, which can be explained by having less time for more attempts. With the same
rationale, but now fixing λ and decreasing the number of bits to communicate (LT), yields
a larger ẑ?. This is because the duration of each attempt is shorter, due to fewer bits being
conveyed. Similarly, decreasing m results in a larger ẑ?, which is due to the diversity gains
being more relevant in a worse channel condition. Besides, considering a communication
channel with smaller bandwidth has a similar effect as considering a stricter latency in the
solution of (3.30). Lastly, keeping the parameters on the right-hand side of (3.30) fixed
and increasing the value of Tout, (i.e. considering a less reliable communication) yields a
smaller ẑ?, which is explained by the fact that the gains in diversity are less important for
a more relaxed reliability.
3.3.5 Optimizing EMF Radiation
Depending on the application, optimizing the energy efficiency of the communication might
not be the most interesting strategy. For instance, in health and safety applications, we
might want to minimize the EMF exposure instead.










subject to Pout,z ≤ Tout, (3.52b)
Prf ≤ Prf,max, (3.52c)
R ≥ Rmin (3.52d)
To solve (3.52), since the reliability requirement is stringent, we assume that we are
operating at the high SNR region, which is true in several URLLC applications [20,21,59,
91], and thus can we use (2.18) to determine Pout,z. It is possible to observe in (2.18) that
Pout,z is monotonically decreasing with respect to γ̄. Moreover, analyzing (3.52a), we can
see that EPA is monotonically increasing with respect to γ̄. Thus, Pout,z should be as high
as possible in order to minimize (3.52a) and therefore to respect (3.52b), we must have
Pout,z = Tout. (3.53)
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Then, replacing (3.54) into (3.52a) we prove that EPA is monotonically increasing with
respect to R and thus the smallest value possible of R yields the optimal solution to (3.17).
This coupled with (3.17d) yields
R = Rmin. (3.55)
Here, we disregard the pilot used for estimation—such that we can simplify z in the













The problem above can be solved identically to the optimization problem for energy
efficiency. However, since we have the guarantees that the minimum operating rate is
optimal, and moreover because we want to optimize the optimal energy in this type of








+ ln(mẑ) = 1− ln(T 2out2π), (3.58)
for ẑ will yield an optimal value in terms of EMF radiation minimization. Note that,
because we found the solution by relaxing z to assume real values, the actual policy
implemented z? is obtained by choosing the closest integer to ẑ?. Albeit this solution is
in the form of a floating-point equation, we can still use it to make predictions regarding
the optimal value of z with respect to the system parameters. For instance:
I A more stringent latency causes z? to be smaller;
II Relaxing the target outage causes an increase in z?;
III Having access to less spectrum causes z? to decrease;
IV When there are fewer bits to exchange, z? grows;
V When the LOS conditions are worse, z increases;
VI The large scale path loss does not influence the value of z?.
7Note that this assumes that the energy of sending the pilots is much smaller than the energy of data
transmission, which is typically the case when one symbol is used for channel estimation.
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3.4 Numerical Results
In this Section, we evaluate several aspects of the proposed approach.
3.4.1 Energy Efficiency Optimization
In this Subsection, we are using parameters from the METIS test case #5 [12]: smart grid
communications. The parameters considered are summarized in Table 3.1. This example
fits within the block-fading model because there is almost no mobility and consecutive
transmissions are assumed to be performed in uncorrelated frequency channels. In addi-
tion, the Nakagami-m channel model describes the scenario well since it correctly depicts
the variability of situations encountered in smart grids, with varied LOS conditions [92].
Additionally, to perform slow frequency hopping, we assume that the transmitter uses
sub-carriers with independent and identically distributed channel gains and bandwidth W
for each transmission attempt, such that the average consumed bandwidth is τ̄W Hz per
message.
First, we show in Fig. 3.3a and Fig. 3.3b how Ēb and Êb vary with respect to z for
various strategies regarding SNR and using the rate according to8
R = max (R?, Rmin) . (3.59)
Moreover, the SNR strategies are characterized by: 1) A benchmark obtained numerically,
by optimizing the average SNR to determine its optimal value γ̄?d, 2) using the average
SNR that guarantees the target outage γ̄d,min and 3) using the maximum average SNR
according to the maximum transmit power γ̄d,max. Furthermore, we also show Êb using
γ̄?d and R = Rmin to illustrate how using a higher rate impacts the value of Êb. Note that
as the curve of Ēb is a benchmark, it has been generated using a numerically obtained
optimal number of pilots for channel estimation, while the other curves represent real
implementations and therefore use a fixed ρ = 6.
In Fig. 3.3a, we show the performance for the case with a Nakagami parameter of
m = 1. We can notice that because there is no LOS, the diversity gains are not as
impactful and the average SNR has little impact on Ēb, such that the curve with γ̄d,min
performs very close to the benchmark, more so for the smaller values of z. This means
that using the results of Corollary 1, which assumes that using the lowest possible SNR
will yield a good performance in such scenarios. Additionally, we observe that optimizing
the rate has little to no effect on Êb, as due to the stringent link budget characteristics,
R? will be close to Rmin. Moreover, the curve for Êb with γ̄
?
d matches exactly with the one
with γ̄d,min (both for Figs. 3.3a and 3.3b), as predicted analytically in (3.24).
8If Rmax < Rmin the link cannot be closed for λ and Tout.
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Table 3.1: CC-HARQ Energy Efficiency Optimization Simulation Parameters
Parameter Value
Target Outage (Tout) 10
−5 [12]
Typical Link Latency (λ) 6.48 ms†
Time to decode feedback (δfb) 0.0213 ms [87]
Maximum Transmit Power (Prf,max) -16 dBW [92]
Bandwidth (W ) 180 KHz [92]
Distance (d) 100 m
Spectral Noise Power Density (N0) -204 dBW/Hz
Link Margin (Ml) 15 dB
Coding Margin (Mc) 3 dB [87]
Path Loss Exponent (α) 2.5 [67]
Attenuation at reference (A0) 38.5 dB [67]
‡
Header Length (LH) 16 bits [16]
Feedback Length (Lfb) 17 bits
††
Payload Length (LD) 1216 bits [12]
Radio Startup Energy (Est) 0.125 nJ [82]
Average PA Efficiency (η) 50% [93]
Electronic Power (Pel) -15.69 dBW [16]
† λ′ = 8ms [12] and δfw =1.5ms [87].
‡ We consider a reference distance of 1 m, unit gain on the
antennas and a carrier frequency centered at 2 GHz.
†† We consider 1 bit feedback, such that Lfb = LH + 1.
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On the other hand, in Fig. 3.3b, m = 3 is shown, and thus the link is less stringent.
Here, the diversity gains of using higher z benefit more from using γ̄?d in terms of Êb.
However, when z is relatively small (≤ 4), using γ̄d,min still performs very close to the
benchmark. Also note that, because of the more relaxed link budget, there is more freedom
to increase the rate, and using the results from Theorem 1 results in performance gains,
in particular where z is smaller. The red dotted line in both Fig. 3.3a and Fig. 3.3b is the
result of using γ̄d = γ̄max and R = Rmin in (3.23). It represents a ceiling in the maximum
consumption when R? < Rmin and we operate at the maximum transmit power.
Further, in order to evaluate the performance of the proposed solution, we compare
it with the case of a single transmission. To make the comparison fair, we allow the
direct transmission to use τ̄ channels to send copies of the message and perform MRC
at the receiver, exploiting frequency diversity. However, because it is not possible to use
fractions of a sub-carrier and τ̄ is not always an integer, we use the next closest integer for
consistency. All channels are estimated separately and this cost is taken into account when
computing the energy used to send the message with frequency diversity Ēf, presented in
Section 3.2.1. Moreover, the optimal rate considering frequency diversity is similar to the
one obtained in (3.19), and the value of R is determined according to (3.59).
Fig. 3.4 shows the ratio between the energy consumption considering frequency di-
versity and that of our proposed solution. The energy ratio considering the benchmark
(obtained numerically) is determined by calculating Ēf(dτ̄e)/Ēb(z?), while the ratio which
considers the results in Theorem 1 and Corollary 1 is calculated as Ēf(dτ̄e)/Ēb(ẑ?). As we
can observe, for the target latency of 6.48 ms and m = 3, the proposed solution outper-
forms the frequency diversity by a factor of more than 2. Note that here, since R? > Rmin,
considering a more stringent latency has little effect on the performance as the higher
rate was already guaranteeing a more stringent latency. On the other hand, when m = 1,
the link is more stringent and R? < Rmin, such that changes in λ incur in changes to the
performance. Also regarding m = 1, we can see that for the target latency of 6.48 ms,
the proposed scheme is about 8 times better, since the HARQ approach is able to achieve
higher orders of diversity using the same spectrum on average. Because we use the next
closest integer to τ̄ when choosing the number of channels to use for frequency diversity,
our approach uses less bandwidth on average, in other words, our approach constitutes a
better way of using the spectrum. Despite using less bandwidth on average, we can often
achieve higher orders of diversity, resulting in energy savings. For example, for the case
where z? = 2, the diversity orders are the same but because τ̄ is close to one, the frequency
diversity approach uses almost twice the bandwidth. This result shows the strength of
HARQ, achieving high diversity orders at low cost, which is possible because on average
it requires few attempts and thus uses a small number of channels. Conversely, when con-
sidering frequency diversity, the cost of obtaining a large diversity is to use all channels in
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Figure 3.3: Average energy used (Ēb) and maximum possible energy required (Êb) versus
z for various strategies, considering m = 1 and m = 3. As a reminder, Rmin is the rate
which ensures the latency constraint, γ̄d is the SNR of the data forward transmition, γ̄max
is the maximum possible SNR obtained from peak power limitations and the link budget,
γ̄min is the average SNR to guarantee the target reliability, and γ̄
? is the optimal SNR in
terms of energy considering the link budget, obtained numerically.
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m = 1 Benchmark
m = 1 Optimized Êb
m = 3 Benchmark
m = 3 Optimized Êb
Figure 3.4: Performance for different λ with Tout = 10
−5 and comparison between proposed
scheme and the benchmark. The plot for m = 1 starts at a higher value because the
URLLC contraints could not be met with the link budget and the peak power limitation.
every transmission, which is less energy and spectral efficient.
In Fig. 3.5, we show the performance when considering different levels of reliability,
considering the same ratios as before with λ = 6.48 ms. As we can observe, when we
have good channel conditions (m = 3), increasing the reliability has less impact in the
frequency diversity strategy compared to the case where m = 1, because the need for
diversity is not as pressing and thus only a few channels are used each time. However,
when there is no LOS (m = 1), increasing the reliability comes at a high cost for a
direct transmission because of the need for diversity to reach the stringent reliability
requirement. Since the CC-HARQ strategy does not need to use all of those resources in
every attempt, it yields better performance when considering more reliable specifications.
For instance, if we consider no LOS and Tout = 10
−6, our scheme outperforms the direct
transmission with frequency diversity by more than 18 times. Furthermore, we can observe
from this numerical example, both in Figs. 3.4 and 3.5, that optimizing Êb has very similar
performance compared to the benchmark solution which uses numerically obtained optimal
number of pilots, SNR, and z.
3.4.2 EMF Radiation Optimization
Here we show simulation results based on generic URLLC parameters. In these results, it is
possible to confirm the predictions made above as well as show, with a numerical example,
the benefits of using HARQ in terms of reducing the EMF radiation output. Unless
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m = 1 Benchmark
m = 1 Optimized Êb
m = 3 Benchmark
m = 3 Optimized Êb
Figure 3.5: Performance for different Tout with λ = 6.48 ms and comparison between pro-
posed scheme and the benchmark. The plot for m = 1 starts at a higher value because the
URLLC contraints could not be met with the link budget and the peak power limitation.
otherwise stated, the parameters used to generate the plots are presented in Table 3.2.
The value of EPA is shown in Fig. 3.6 considering two different lengths of bits and
varied LOS conditions, encompassing sub-Rayleigh (m = 0.5) and Rayleigh (m = 1) as
non-line-of-sight (NLOS) conditions as well as some LOS (m = 3). Fig. 3.6a contains the
three conditions for LT = 512 while Fig. 3.6b plots the same setup but with LT = 1024.
We can observe in both plots the trade-off involved in increasing z without violating the
latency and reliability constraints. At first, the diversity gains make a large difference, in
particular, because the target outage is so stringent, and the amount of energy required
is severely higher in all cases when z = 1. As z increases, there is a point (z?) where
the increased rates imposed to meet λ overcome the diversity gains and more energy is
required for the communication.
As predicted by analyzing (3.30), when m is larger (i.e. there is more LOS), z? will be
smaller. This can be explained by the fact that when the link is less stringent the diversity
is not as important as when the link suffers more severely from the small scale fading. At
the same time, we can also observe by comparing Fig. 3.6a and 3.6b that increasing the
payload causes the tipping point to occur for smaller z. This is tied to the fact that the
imposed rates are higher for larger LT and the cost of increasing z is higher.
To validate the analytical results, we have plot in Fig. 3.7 the value of z? found us-
ing (3.30) (before rounding to the closest natural number) alongside a value obtained using
exhaustive search. As we can see, the values agree quite well and moreover, the prediction
that a larger λ would incur in a larger z? was also valid. The reason for this is that
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Table 3.2: CC-HARQ EMF Radiation Minimization Simulation Parameters
Parameter Value
Target Outage (Tout) 10
−5 [12]
Typical Link Latency (λ) 5 ms [12]
Bandwidth (W ) 180 KHz [92]
Distance (d) 100 m [12]
Spectral Noise Power Density (N0) -204 dBW/Hz
Link Margin (Ml) 15 dB
Coding Margin (Mc) 3 dB [87]
Path Loss Exponent (α) 2.5 [67]
Attenuation at reference (A0) 38.5 dB [67]
‡
Payload Length (LT) 1024 bits
Average PA Efficiency (η) 50% [93]
‡ We consider a reference distance of 1 m, unit gain on the
antennas and a carrier frequency centered at 2 GHz.
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(a) LT = 512

























A m = 0.5
m = 1
m = 3
(b) LT = 1024
Figure 3.6: EMF radiation energy for different values of z, considering various LOS con-
ditions and two different lengths of LT.
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Predicted, m = 0.5
Simulation m = 0.5
Predicted, m = 1
Simulation m = 1
Predicted, m = 3
Simulation m = 3
Figure 3.7: Value of z? for different maximum latencies λ. Here the predicted value is the
one obtained from (3.58) for ẑ.
when the latency is more relaxed, the cost of fitting more attempts within λ is somewhat
mitigated.
Perhaps one of the more surprising conclusions of (3.30) is that large-scale path loss
conditions do not influence the optimal policy to be used with regards to the number of
allowed attempts. This is evidenced by the resulting derivation, which does not contain
any elements of the large-scale path loss. It is important to note, however, that the
actual amount of maximum EMF radiation will be higher for more severe large-scale
path loss scenarios. What is not influenced is the policy with regards to the number of
allowed attempts to minimize the EMF radiation. To illustrate this idea we have run the
simulations considering one of the path loss parameters, the distance, and present the
results in Fig. 3.8. Note that regardless of the distance the value of z? remains the same.
However, it is important to keep in mind that even though z? does not change, EPA grows
with the distance, as to keep operating at the target reliability the transmit power has to
compensate for the large scale loss. Moreover, increasing the link distance might cause
changes in the LOS conditions, which would then change the value of m and that could
have an impact on z?.
Here we can clearly observe one of the consequences of the real relaxation of z in
order to obtain the predicted value of z?, expressed as ẑ?. As a result, this may introduce
small errors in the optimal predicted value. Another consequence is that sometimes ẑ? is
higher and sometimes it is smaller than z?, as we can see in Fig. 3.8. These are artefacts
introduced by the fact that ẑ is a Real relaxation of z.
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Predicted, m = 0.5
Simulation m = 0.5
Predicted, m = 1
Simulation m = 1
Predicted, m = 3
Simulation m = 3
Figure 3.8: Value of the optimal number of attempts, z?, for different distances d.
To explore this further, in Fig. 3.9 we show ẑ and z for different LOS conditions,
expressed as different m values. Note how since the integer values of z changes in steps
while the Real solution to (3.58) is continuous. Since the approximation curve sometimes
crosses the discrete steps of z?, the predicted value is not a bound to the actual optimal
policy. Also note that for a few values of m—for instance 3.8—the closest integer to ẑ?
does not coincide with z?. This is the aforementioned error.
As discussed before, the strength of HARQ lies in the fact that it uses on average a small
number of resources. We can see that from Fig. 3.10, where we plot the optimal number of
attempts and the average number of attempts that arises from using that optimal. Note
how, even when allowing a large number of transmission attempts, the average number of
transmissions is kept low. Also note that because we are increasing the rate for a higher
z, no latency is added as a result of increasing z.
Motivated by this efficient use of resources, in Fig. 3.11, we compare the energy involved
in using a frequency diversity scheme obtained via (3.14) with average SNR obtained
from (3.12) with the energy for the proposed CC-HARQ communication. This allows us
to showcase the benefits of using retransmissions even when low latencies are considered.
In particular, when the link is more stringent (NLOS scenario, m = 1), the CC-HARQ
can be used much less energy than the frequency diversity, despite having to increase its
data rate to compensate for the added time diversity. This does not scale indefinitely, so
depending on the parameters using the frequency diversity strategy might be beneficial, in
particular for the most stringent latency situations. Note that, however, for those cases,
the average number of transmissions for the CC-HARQ scheme was almost one, so the
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Figure 3.9: Value of the optimal number of attempts, z?, for different LOS conditions,
represented by different values of m.




























Maximum Attempts ẑ? m = 1
Average Attempts τ̄ m = 1
Maximum Attempts ẑ? m = 3
Average Attempts τ̄ m = 3
Figure 3.10: Average τ̄ and maximum ẑ? number of transmission attempts for various
target latencies λ.
spectrum usage would be much smaller than when using the frequency diversity with two
replicas of the message (because we are rounding up) and thus there is still an argument
for using CC-HARQ. It is also interesting to observe the behaviour of the curves around
13ms. The frequency diversity strategy has a discrete step at that point. This happens
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CC-HARQ m = 1
Frequency m = 1
CC-HARQ m = 3
Frequency m = 3
Figure 3.11: EMF radiation for both the frequency diversity scheme and the proposed
CC-HARQ scheme.
because the number of allowed frequency channels is determined according to the average
number of transmissions, to have a fair comparison. Moreover, it can only assume integer
values, whereas the average number of transmissions is a real value. Hence, the former
has discrete variations as observed in Fig. 3.11.
Lastly, the results showed here are similar to the ones in [59] in terms of z?, with the
difference that here the result obtained analytically is optimal while in [59] it represents
an approximation which can be used to obtain a good performance. This comes from the
fact that in [59] the circuit consumption is taken into account for the complete problem
(optimizing the energy efficiency) and here we only consider reducing the maximum EMF
output.
3.5 Conclusion
In this chapter, we have analyzed the use of truncated CC-HARQ in order to meet the
stringent reliability and latency requirements of URLLC whilst increasing energy efficiency
in a block-fading Nakagami-m channel. We demonstrated that the energy consumption
depends on the choice of allowed transmission attempts and can be minimized by optimally
tuning this parameter. Moreover, we have shown how to minimize the EMF radiation of
an application by doing a similar process. Further, we proposed solving an optimization
problem that allows us to arrive at a fixed point equation to determine the optimum
number of maximum transmission attempts, which can be used to obtain several insights
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in either scenario.
We evaluated the results in URLLC scenarios and showed interesting savings in energy
and reductions in EMF radiation emission when compared to a frequency diversity strategy
while using less bandwidth on average, in particular, the scheme is better for more strict
reliability scenarios. It is clear from the results that truncated CC-HARQ is one vital
strategy to enable efficient communication while meeting the requirements of URLLC
when adequately designed, even when accounting for higher data rates required to meet
stringent latency requirements.
It is also interesting to note that the analysis herein relies on a couple of assumptions,
namely that the decoding time is not prohibitively large, the feedback channel is perfect,
and there is always a slot available for retransmission immediately, with respect to MAC.
In Chapter 5 we present a solution that relies on SON in order to get around these
assumptions in a practical deployment.
Moreover, the design proposed in this Chapter is application agnostic. However, de-
pending on application-specific characteristics it is possible to have an even better opera-
tion, as we will see next, in Chapter 4.
Chapter 4
Communication and Control Joint
Design
4.1 Introduction
URLLC comprises a wide range of applications, and therefore it is interesting to investigate
whether or not we can benefit from application-specific characteristics when designing a
communication protocol to overcome its stringent constraints.
More specifically, in the context of this Thesis, we want to study the design of HARQ
protocols in order to support WNCS to the utmost effectiveness. In other words, this
chapter aims to answer the question: Can we improve the performance of the HARQ com-
munication protocol by taking into consideration WNCS application-specific parameters?
In the previous chapter, we managed to determine the optimal number of transmission
attempts to allow for a generic URLLC application. Here, we want to take that a step
further and explore what happens when we consider devising our communication strategy
taking into account the benefits of using PPC.
Bringing wireless connectivity into industry automation processes brings many benefits
as it is faster to deploy and easier to maintain when compared to solutions relying on wires
to connect sensors, actuators, and controllers. However, several WNCS applications also
have stringent requirements with regards to latency and reliability, typically on the order
of sub-millisecond and 10−9, respectively [94].
This means that we must be able to provide a URLLC in the wireless links to leverage
the benefits of incorporating wireless technologies into control plants.
To achieve robust stability in WNCS, PPC can be used [95], such that the plant stores
in a buffer a vector of future control signals determined via model predictive control when-
ever a message is successfully relayed to it. This way, when packets fail to be delivered, a
predicted control signal can be used and the stability of the plant can be maintained over
lossy networks.
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In PPC, a model predictive controller is used to determine a vector of control signals
that will be sent to the actuator. The vector, consisting of control signals, is also referred
to as the prediction horizon. Those vectors are buffered, such that if a message is lost,
there are still control signals available at the actuator, and the plant can be controlled
more precisely.
To illustrate this, consider a remotely controlled car. Once the trajectory is determined,
a controller can numerically determine a sequence of inputs (steering wheel angles and
accelerations) that will make the car follow that trajectory. This sequence of inputs is
then sent to the car, which keeps sending back to the controller updated information
about its state. However, if a message with a sequence of inputs fails to be delivered, the
car still maintains all the other control signals in the vector. Despite them being sub-
optimal (in the sense that they were computed with outdated sensory information about
the car’s state), they will still yield a trajectory that will go towards the intended goal.
In this context of PPC, we study two strategies. The first was proposed by [34] in the
context of an AWGN channel and is extended by us to consider the effect of the wireless
channel. It consists of optimizing the length of the prediction horizon together with the
maximum allowed attempts, given that the controller discards the failed messages.
On the other hand, the second solution—proposed by us—works similarly but attempts
to increase its chances of decoding failed messages by keeping them at the actuator and
combining those using MRC for new attempts. The motivation behind this scheme is to
try and leverage the amount of mutual information already sent to the buffer which was
not decoded with success, such that the chances of decoding of the subsequent attempt
can be increased.
Furthermore, both approaches are also compared with communication and control solu-
tions, without joint design. The performance is measured in terms of consumed bandwidth
for each controller/actuator link as a function of the distance, the maximum link latency,
and the target reliability.
Our results show that for typical networked control systems parameters the joint design
techniques can achieve far superior usage of spectrum, with even better performance for
more stringent characteristics. Moreover, the first solution yields better results due to a
higher number of attempts being allowed for the same length of the prediction horizon,
even though it is somewhat simpler than the second one. This is an interesting conclusion
of this chapter, showing how the age of information is not only relevant to the application
itself, but also to the wireless communication protocol.
The contributions of this chapter are detailed as follows: we derive an expression for
determining the minimum bandwidth required for operation considering the protocol pro-
posed in [34] with the random effect of the wireless channel and propose our own protocol.
The approach proposed by us combines messages at the buffer using MRC. In [34], the
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authors only considered an AWGN channel, which cannot be applied in practice. Here
we have extended that to include the effect of the wireless channel by incorporating fast
fading into the model. Furthermore, we compare both approaches, showing that using the
more complex solution does not yield better results due to the limitations in the number
of attempts. Moreover, we also illustrate how JD techniques can be superior to single
design techniques when the channel conditions are poor. On the other hand, our simula-
tion results show that when there is a stronger LOS component, non-JD techniques can
outperform the JD ones, and moreover, our proposed protocol outperforms that of [34].
The analytical challenges introduced here, in comparison to the previous chapter, are
regarding taking into account the application-specific characteristics, which affect the com-
munication. To elaborate a bit further, we show how increasing the payload length in order
to gain more error tolerance provides improvements in terms of required communication
bandwidth. Our numerical simulations show that for typical WNCS parameters these im-
provements can result in up to 40% less bandwidth being required to reach the application
QoS requirements when comparing the JD technique with using the solution proposed in
the earlier chapter. This is due to the fact that the former does not leverage the nature
of the control system application.
4.2 System Model
We consider a WNCS with a wireless link between the controller and the plant, such as
the one presented in Fig. 4.1. Moreover, PPC is used such that a buffer stores a vector of
K control signals, and if a message fails to be delivered a signal from the buffer is used.
In PPC, the stability of the plant depends on the length of the prediction horizon, and a
larger K means a more stable plant [95]. However, solving the finite horizon optimization
becomes more complex as K increases, and furthermore in terms of communication sending






Figure 4.1: System model for a PPC solution using a wireless link between the controller
and the actuators.
Regarding the wireless link, the model is the one presented in Chapter 2, where the
message which arrives at the buffer is represented by (2.7). Both the controller and
the plant are stationary, such that h(t) remains constant over all symbols. In order to
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avoid deep fading, the transmitter switches to a different frequency channel at every new
message, justifying the use of the block-fading model.
Furthermore, WNCS applications are strictly bound by a maximum latency λ, such
that the plant can operate accordingly. If the next control signal is not available after λ
seconds of the previous one, an error is declared. The plant can only tolerate errors with
a rate less than εc, typically on the order of 10
−9 [94].
Considering the log distance large scale path loss model presented in Chapter 2, the





4.3 Optimizing the Bandwidth
The goal of this chapter is to study joint design techniques to optimize resource utiliza-
tion in a WNCS setting. Given that the control model for the proposed work considers a
wireless link between the controller and the actuators, it is reasonable to shift the focus
from energy efficiency to bandwidth optimization, as typically actuators are not energy-
constrained. On the other hand, if we have a very optimized solution in terms of band-
width, that directly translates into being able to utilize more actuators and controllers on
the same plant, without the risk of collision in the messages being used by each of them.
In this context, we propose two approaches to joint design in the optics of PPC. The
first considers optimizing the length of the control prediction horizon in conjunction with
the number of allowed attempts before an outage is declared. Since each new forward
message contains one extra control signal, the messages cannot be combined at the receiver.
Thus, it makes more sense to send a more up-to-date control signal vector. This means
that the error performance will be the same as the one for S-ARQ.
The second approach proposes a more elaborate protocol, which considers storing the
old messages and performing MRC between attempts, in order to have a higher chance
of decoding. This results in an error performance equal to that of CC-HARQ since we
also make use of the feedback channel. In a generic application, such as what we studied
in 3, the trade-off of using this approach would be a slightly more complex protocol to
obtain a better error performance. However, in the case of WNCS with PPC, introducing
this protocol means that the value of the allowed number of attempts z is bound by the
length of the control signal vector. This is a direct effect of having to send less up-to-date
messages, in order to allow MRC to be performed at the actuator.
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4.3.1 Joint Design with New Messages
The notion of how PPC works is very well illustrated in Fig. 4.2, where the ith plant state
is represented by xi, from which the control signal vector ki is computed using a model
predictive controller (MPC) and sent wirelessly to the buffer on message si, which then
tries to decode the received message ri. If it fails, the buffer can still use a previously
successfully decoded control signal vector in order to send the correct instruction to the
plant. For instance, in this example, this can be seen in the failure to decode r2 and r3.
Since the buffer had enough control signals from decoding r1 properly, it was still able to
send the information from k1 to the plant until it correctly decoded r4. In this example,
this is possible if we consider a value of K > 2. Conversely, if K was equal to 2, in the
same example, an outage would have occurred when the receiver failed to decode r3.
In other words, a constraint on the number of attempts z is imposed by the length of
the prediction horizon. Because we must decode the message before we run out of control
signals at the buffer, we must have
z < K. (4.2)
As discussed earlier, the approach proposed here consists of applying PPC and op-
timizing the length of the prediction horizon together with the number of allowed failed
attempts that still meet target latency and reliability requirements of the application, with
the least bandwidth possible.
The URLLC requirements are incorporated by ensuring the plant has access to control
signals at every sampling interval. This translates to ensuring messages are decoded before
the buffer is empty.
Next, we write the optimization problem as
minimize
K ∈ N∗, z ∈ N∗
W (z) (4.3a)
subject to z < K, (4.3b)
The problem in (4.3) can be solved numerically, as long as we have an expression
for the minimum required bandwidth, which we derive next. Since we are considering a
Nakagami-m channel, Pout,z, is well approximated at high SNR
1 by (2.16). In order to
meet the application requirements, we must have
Pout,z ≤ εc. (4.4)
1The approximation is done here so we can solve for W in closed-form.







































Figure 4.2: Illustration of PPC.
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where βs(z) is an auxiliary function.
To simplify the algebraic manipulations in this chapter, we use the rate in bits per
second Rb instead of R. One can be easily obtained from the other by normalizing by the
bandwidth.
Considering high spectral efficiency—which is a reasonible assumption considering that
we typically have bandwidths on the orders of KHz—, such that 2Rb/W >> 1, (4.5) can
be solved for W as






where W−1 is the lower part of the main Lambert-W function [88].
To guarantee the target latency λ, Rb is obtained as
Rb =
LH + Lfb +KLu
λ
, (4.7)
where LH, Lfb and Lu are the lengths, in bits, of the header, the feedback signal and of one
control signal, respectively. Note that, for simplicity, we consider that the bit rate for the
feedback messages is the same as that of the forward messages2. Also note that, unlike in
the derivations from Chapter 3, here each message must be exchanged in the space of λ
seconds. This is possible because of the nature of the application, where the buffer at the
plant stores the future signals, which can be used for reliability.
4.3.2 Joint Design with MRC
This approach is similar to the former, however, to increase the chances of decoding
messages, we keep a copy of failed attempts at the receiver and combine those with the
following messages using MRC at the receiver, as in CC-HARQ [17].
The approach is illustrated in Fig. 4.3, where xi represents the i state of the plant,
while sji and r
j
i represent the sent and received j
th attempt for the ith state, and ki(q)
represents the qth control signal from the vector generated for the ith state. In the figure,
a red background corresponds to a failed message and a green one to a successful one.
Note how when the receiver fails to decode r12, the next transmitter resends s2, such that
at the next sampling interval the receiver can perform MRC between r12 and r
2
2. However,
2As is normally the case with commercial radios, which offer a pre-defined set of coding, rate, and
modulation parameters.
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despite having failed to decode r12, the buffer still has k1 stored in memory, such that it
can send k1(2) to the actuator. After yet another failure, k1(3) is used, and when r
3
2 is
combined with the two previous attempts, k2 is now successfully decoded at the buffer,
which means that now k2(3) can be sent to the plant. Upon receiving the ACK for s
3
2, the
controller is free to send a new vector of signals, s15, and the cycle continues.
Therefore, a new restriction on z is imposed, since now whenever we successfully decode
a message after τ failed attempts we no longer obtain K useful control signals, but rather
K − τ . This imposes that z ≤ dK/2e. To prove this, let us assume that z > dK/2e.
After having failed τ > dK/2e times, only K − τ control signals are not outdated and
therefore the next packet has to be successfully decoded in K − τ attempts. However, by
definition K − τ < dK/2e, thus it is not possible to guarantee the target error probability
and maximum latency for z > dK/2e.
Therefore, the optimization problem written as
minimize
K ∈ N∗, z ∈ N∗
W (z) (4.8a)
subject to z ≤ dK/2e. (4.8b)
Limiting the number of attempts in this manner can be justified by an attempt in in-
creasing the chances of decoding the message and indeed the probability of failing changes
to (2.18), at high SNR.
Following the same steps as before, we arrive at












where βcc is another auxiliary function and Γ is the complete gamma function.
4.4 Simulations
To evaluate the performance of the proposed methods, we have performed numerical simu-
lations using parameters from typical WNCS applications, which are summarized in Table
4.1.
















































Figure 4.3: Illustration of the MRC approach to PPC.
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Table 4.1: WNCS Simulation Parameters
Parameter Value
Target Outage (εc) 10
−9 [94]
Link Margin (Ml) 22 dB
†
Coding Margin (Mc) 3 dB [87]
Path Loss Exponent (α) 2 [96]‡
Attenuation at Reference (A0) 46.76 dB [96]
††
Noise Spectral Power Density (N0) -204.0 dBW/Hz
Transmit Power (Pt) -6.0 dBW [97]
Nakagami Parameter (m) 1 [96]
Maximum Latency (λ) 1.0 ms [94]
Control Signal Length (Lu) 16 bits
Header Length (Lh) 16 bits [98]
Feedback Length (Lfb) 17 bits
‡‡
Distance (d) 10 m [96]
† Noise figure at the device is 9 dB [96]. The extra 13 dB
accounts for unforseen losses.
‡ Experimental measurements show that free space path loss
can be used for d < 15m [99].
†† Value for a carrier frequency of 5.2GHz [96].
‡‡ header plus 1 bit feedback.
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4.4.1 Baseline Scenarios
The JD solutions presented in this chapter are further compared with 2 other techniques,
one involving only optimizing control parameters and another which only considers the
communication aspect.
Control Only Optimization
In this approach, z is set fixed at 2, and CC-HARQ is performed. The control optimization
is performed by tunning K numerically in order to find the value which yields the smallest
bandwidth which meets the application constraints in terms of latency and reliability.
Communication Only Optimization
Here, the approach proposed in Chapter 3 is used. That is, the rate is adjusted to make
the CC-HARQ latency aware and meet the targets of the application. Since it consists of
a communication only approach, no MPC is considered and therefore all messages must
be delivered within the target latency and error probability. This causes the rate to be
increased proportionally to z, such that more attempts can be made within λ seconds, as
in Chapter 3. It also means that K = 1 is considered since no PPC is performed.
4.4.2 Comparison
Rayleigh Fading (m = 1)
One typical scenario of WNCSs is when there is no LOS between a wireless controller
and the plant. In those cases, fading can be modelled as Rayleigh, which in other words
translates to m = 1. This situation is what we study first, to compare all four approaches.
In Fig. 4.4, we plot the required bandwidth for various distances between the controller
and the actuator. The proposed JD technique outperforms all other strategies regardless of
the distance, followed closely by the JD technique using CC-HARQ. For a typical distance
of 10 m, our approach requires around 60% of the bandwidth from the non-JD techniques
and around 77% of the bandwidth required by the JD technique with CC-HARQ. More-
over, as the distances increase (resulting in larger path losses), the gap between both JD
techniques and the control-only optimization increases. This is because the control-only
solution does not have varying diversity, which suffers more in less favourable links. For
instance, at 25 m the JD technique requires less than half the bandwidth when compared
to a control-only strategy. On the other hand, the CC-HARQ only solution maintains its
gap fairly constant as distances increase, as it can offer more orders of diversity in face of
more stringent links.
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Figure 4.4: Bandwidth required for different distances considering both JD strategies, a
control only optimization and a communication only approach (with CC-HARQ). λ is set
at 1 ms and εc = 10
−9. Here, m = 1.
Next, we analyze the effect of latency in the required bandwidth for the four strategies.
As we can observe in Fig. 4.5, when λ is relaxed, all strategies perform similarly, requiring
between 1.5 kHz and 2 kHz of bandwidth regardless of the protocol used. However, typical
WNCS applications have requirements of latency that are much more stringent, often less
than 1 ms. In those cases, we observe a similar trend as with the curve for the distance.
The JD solutions outperform the non-JD ones and when λ is more stringent the gap
increases considerably, e.g. at 0.5 ms. This is the case because in the JD case, there is
more freedom to use different values of z and K, since the protocol is jointly designed.
Furthermore, the solution without CC-HARQ is also always superior to the one with it.
Another relevant parameter to consider is the target outage probability. Figure 4.6
shows the effect of considering other values for εc. Making it more stringent has a similar
effect as increasing the distance, the control only strategy becomes much worse than all
others and the gap among the other three is maintained, with the JD approach being
the best for all the range. On the other hand, relaxing εc to 10
−7 causes the control
only optimization to match the performance of the CC-HARQ one and the gap between
both JD strategies becomes narrow. The communication-only solution remains consuming
around 50% more bandwidth than the other approaches.
We have demonstrated how d, λ, and εc affect the performance of the system in terms
of the required bandwidth to meet the requirements in each case. Regardless of the
parameters, the JD solution with CC-HARQ yielded a poorer performance than the other
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Figure 4.5: Bandwidth required for different values of latency considering both JD strate-
gies, a control only optimization and a communication only approach (with CC-HARQ).
d is set at 10 m and εc = 10
−9. Here, m = 1.
























Figure 4.6: Bandwidth required for different values of reliability considering both JD
strategies, a control only optimization and a communication only approach (with CC-
HARQ). d is set at 10 m and λ = 1 ms. Here, m = 1.
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(b) Joint Design with CC-HARQ.
Figure 4.7: Minimum required bandwidth for each JD approach and various pairs of z and
K, considering non-LOS (m = 1).
JD solution, which seems counterintuitive, as the CC-HARQ is more complex. However,
this can be explained due to the allowed z in each case. The price to pay to perform MRC
at the receiver is that when we fail and subsequently decode the message successfully in
the following attempt, we decode K-1 useful control signals. If we fail 2 times and decode
the message on the third attempt, we obtain K - 2 useful control signals, and so on. On
the other hand, in the JD strategy, because newer signals are being sent, we always decode
K useful control signals, which allows us to use a higher z for the same K and meet the
latency and reliability requirements, yielding a more efficient use of the spectrum.
In order to dive deeper and showcase why it is the case that the more robust protocol
does not yield the best performance, we have plotted in Fig. 4.7 the minimum required
bandwidth for both schemes for a wide range of allowed (z, K pairs). Each line corresponds
to a different value of z, growing in the direction indicated by the black arrow.
We can clearly see that for the same (z, K) pair, the CC-HARQ approach has better
performance, as evidenced by the example of z = 3 and K = 5, whence the JD approach
requires B = 9.3 kHz, while the CC-HARQ solution can guarantee the URLLC QoS
requirements with only 8.61 kHz of bandwidth. However, when we consider K = 5, the
JD strategy can allow up to 4 retransmissions, and with that, it can operate on 7.56 kHz.
Meanwhile, the CC-HARQ approach is capped at z = 3 when K = 5, and thus it cannot
outperform the former. So when we compare the absolute best that each protocol can
achieve, the JD approach performs better because of its more relaxed constraint on z.
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(b) Joint Design with CC-HARQ.
Figure 4.8: Minimum required bandwidth for each JD approach and various pairs of z and
K. Here we consider that there is some LOS, and thus m = 3.
Introduction of a LOS component (m = 3)
Despite the Rayleigh scenario being a very representative case of WNCSs, there are also
several situations where some LOS might be present in factory automation scenarios.
Moreover, this might be an interesting considering when doing antenna placement, to
facilitate the communication. Therefore, we dedicate this last sub-section to studying the
case where there is some LOS between the controller and the plant. This is expressed
mathematically in our model by considering m = 3.
Let’s start by analyzing a similar figure to Fig. 4.7, which compares both the JD and
the JD with CC-HARQ approaches. The comparison is presented in Fig. 4.8, where we
show the required bandwidth for different pairs of z and K. Note how now that the
channel conditions are better with some LOS, increasing K and z is no longer beneficial
since the reliability and latency constraints will be met with a lower bandwidth even for a
small K and z. For this particular example, this results in the optimal policy being that
of z = 2 and K = 3, which is a pair allowed in both strategies. The result is that now the
JD with CC-HARQ outperforms the simpler approach.
Next, we compare the JD techniques with the non-JD ones in the same LOS conditions.
In Fig. 4.9 we can see that having better channel conditions, causes the diversity gains
for a single shot transmission to be more efficient than using either of the JD techniques.
Note how the CC-HARQ curve (without JD) outperforms all the other ones in terms of
required bandwidth up until d = 33m, when the more challenging link budget makes it
not the best alternative anymore. It is also interesting to note how the JD only technique
is outperformed by the JD technique which uses CC-HARQ as well. This is what we
predicted when analyzing Fig. 4.8. Lastly, note how the control only approach has identical
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Figure 4.9: Bandwidth required for different distances considering both JD strategies, a
control only optimization and a communication only approach (with CC-HARQ). λ is set
at 1 ms and εc = 10
−9. Here, m = 3.
performance to the one with JD with MRC. This is the case because, as explained before,
for the control only approach we consider MRC with z = 2, and that happens to be the
optimal approach.
In a similar analysis, we compare in Fig. 4.10 the required bandwidth for all the
techniques considering different levels of reliability. Again, the same observations can
be made. This time, however, the fact that the communication only approach is only
beneficial when the constraints are easier to attain is more pronounced. This is evidenced
by the sharp slope going down on the communication only strategy, which requires more
bandwidth for Tout up to 10
−11 and after that starts to outperform the other strategies.
These analysis considering better LOS conditions are very interesting to highlight that
when evaluating the strategy to be used, the environment needs to be taken into account.
If less challenging conditions are present, going for the approach presented in Chapter 3
is the better solution.
4.5 Conclusion
In the Introduction of this chapter, we asked the question: Can we improve the per-
formance of the HARQ communication protocol by taking into consideration WNCS
application-specific parameters?
The answer is yes, particularly when channel conditions are stringent. We were able to
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Figure 4.10: Bandwidth required for different values of reliability considering both JD
strategies, a control only optimization and a communication only approach (with CC-
HARQ). d is set at 10 m and λ = 1 ms. Here, m = 3.
show that taking into consideration WNCS application-specific aspects when designing the
protocol can bring benefits in terms of resource utilization, more specifically bandwidth.
Another somewhat surprising result is that bringing CC-HARQ into the solution, which
is a more complex protocol but that normally out-performs its simpler counterpart, is not
beneficial in the case of PPC if both are designed with an awareness of the buffer at the
receiver.
Moreover, it is clear from the results demonstrated in this chapter that for WNCS,
joint design strategies greatly outperform naive approaches when stringent communica-
tion conditions are at play, which only consider communication or control parameters
separately.
On the other hand, by evaluating the example numerically for less stringent channel
conditions, we were able to show that when the constraints are more relaxed, going for
a communication only approach can outperform the JD approaches in terms of required
bandwidth. This last point highlights the strength of the approach proposed in Chapter 3.
Chapter 5
SON Enabled HARQ in URLLC
5.1 Introduction
Enabling URLLC is a complex task, as evidenced by the time it took for it to be included in
mobile network specifications. Moreover, this is particularly challenging when considering
that 5G must be more efficient than previous iterations of mobile networks in terms of
resource utilization (be that bandwidth, monetary, or energy consumption) in order for
our society to move forward sustainably, particularly in the face of the scale and ubiquity
with which mobile networks have been deployed up until now, and more so are projected
to be.
As we showed in Chapter 3, exploring time diversity—in the form of HARQ—can be
an interesting approach to fulfil those latency and reliability requirements at the same
time, while being resource-efficient.
On the other hand, for those results in [59] to be possible in practical deployments, we
still must satisfy some assumptions. Notably, a short message decoding time is assumed,
scheduling problems with the repeated message is not taking into account and the effect
of an imperfect feedback channel is dismissed.
In this chapter, we will show how can those assumptions be relaxed in practice by
leveraging the use of SON. This is achieved by using ML algorithms that can predict the
quality of the channel beforehand and determine when retransmissions will be needed.
The approach proposed here tackles all those issues. Firstly, it eliminates the need for
the transmitter to wait for the feedback message before deciding to send a retransmission,
which takes care of the imperfect feedback channel and the time for the receiver to decode
the messages and request a feedback. Secondly, it provides the network with ahead of
time predictions of when retransmissions will be needed, such that it can provision the
required resources accordingly.
In the context of this chapter, the network is learning how to predict the quality of the
channel. However, in order for such an algorithm to be designed, data must be available,
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and this is a fundamental issue in SON: obtaining real-world telecommunications data.
In order to circumvent this issue, a few strategies might be employed. For instance, re-
searchers may team up with telecommunications companies and form partnerships which
provide the access to datasets. Alternatively, researchers might assemble testbeds and
generate a synthetic data-set based on experiments. Both approaches suffer from scala-
bility problems, as they require the research groups to be established and with access to
larger amounts of funding. A third, and attractive, option is to create a digital twin [100]
of the desired scenario. It is much more than a simple simulation, it consists of a model
which closely mimics the scenario of interest [100] and allows us to obtain huge amounts of
data without the issues of the other mentioned approaches. The reason this goes further
than a typical system-level simulation is because it incorporates real-world information
which is not easily mimicked in the latter. For instance, instead of a king-walk mobility
pattern and a Manhattan grid city model, a digital twin typically incorporates the actual
topology of the city in question and real-world mobility paths.
This last alternative is what we chose to do, and we present our approach in this
chapter. We implement a mobile network digital twin of the city of Glasgow is implemented
and a comprehensive data-set is generated. Alongside the cellular network, users driving
vehicles are deployed in the digital twin scenario and they follow real-world paths along the
simulated area while maintaining wireless communication with the base stations. A large
amount of communication and localization data is recorded while the digital twin is being
run. We create this framework by combining network simulator 3 (NS3) [101], localization
application programming interfaces (APIs), and the publicly available telecommunications
data from cell-mapper1. The dataset is very close to real-world scenarios, as NS3 deploys
the entire LTE stack, and the scenario itself contains real-world user trajectories and actual
BS parameters (placement, DL frequency, antenna orientation, etc).
In order to showcase its usefulness, we then process the data-set and use it to tackle
the aforementioned problem of predicting the channel quality. That, in turn, is used to
enable the strategy presented in Chapter 3: HARQ enabling efficient URLLC. This shows
how HARQ can be used in practical scenarios and still provide important resource savings
while guaranteeing URLLC performance.
Therefore, the contributions of this chapter are three-fold and can be summarized as
follows:
• A digital twin implementation of the city of Glasgow running a mobile network with
real base station parameters and accurate routes for vehicular users connected to
the network and running an application.
• The dataset obtained from running this digital twin, which can be freely accessed
1Obtained from www.cellmapper.net.
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and used to derive novel results.
• The algorithm which uses the generated dataset to enable URLLC via HARQ and
yield important resource savings while guaranteeing stringent latency and reliability
constraints.
In summary, this chapter outlines a strategy to enable URLLC with a good resource
utilization which can be deployed in realistic scenarios, effectively demonstrating how to
realize the gains presented in Chapter 3. This is achieved by leveraging the power of SON,
a powerful new paradigm that is being deployed within 5G. Moreover, a digital twin of an
actual mobile deployment for the city of Glasgow, in Scotland, is presented to showcase
how can SON algorithms be devised even in the absence of real-world data. Next, the
generated dataset is used to train an LSTM CNN which is used to predict signal quality at
the receiver. Those predictions are in turn used to enable HARQ, which delivers excellent
resource utilization, while still meeting the stringent URLLC constraints, thanks to an
algorithm that uses the predicted signal quality to determine the need for retransmission
before a feedback signal is received.
5.2 Digital Twin
As mentioned, in this chapter we propose a digital twin to simulate a mobile network in
the city of Glasgow with users moving and accessing network services. In this section, we
describe how this was conceived to be as closely related to reality as possible.
5.2.1 NS3
The system is created using NS3, an evolution of the popular network simulator 2 designed
to be as close to reality as possible [101], which makes the software an ideal candidate for
a digital twin. More specifically, NS3 is a fully-fledged network simulator programmed in
C++ which provides the ability to simulate several layers of the communication stack with
a very high level of customization. Moreover, when it comes to the users, it has a wide array
of mobility patterns that can be easily extended. Furthermore, it already provides several
communication standards out of the box. For instance, its LENA module implements all
the LTE stack and provides 3rd generation partnership project (3GPP) channel models
for the simulation, while its LENA-5G module offers 5G capabilities. These, of course,
can be programmatically extended to produce any desired algorithm. In the digital twin
designed in this work, LENA was used, since 5G deployments are still somewhat in their
infancy at the time of the creation of the simulations, so the coverage would not be ideal
for a large-scale simulation. This, however, does not implicate in loss of generality on the
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Figure 5.1: eNBs and cells around Glasgow on the position of the digital twin. The arrows
indicate the orientation of the antennae, while their colour indicates a particular downlink
frequency and are included to show highlight how complete the digital twin is with respect
to reality.
results here obtained, since they consist of using the obtained measured data after the
fact, effectively extending the LTE capabilities of the network in a SON manner.
5.2.2 Mobile Network
In order to make the digital twin proposed in this work as close to reality as possible,
Evolved Node B (eNB) parameters from a real-world deployment in Glasgow were used.
The data input into the model consists of the parameters from 17 different eNBs 2 (in
a total of 115 cells) for one provider in a square area in the city of Glasgow. This is
illustrated in Figure 5.1, which contains a representation of the eNB and the cells used
in the simulation, overlaid on the map of the part of Glasgow that is being simulated.
Each eNB has some cells and the arrows indicate the orientation of each cell, while the
colour of the arrows indicates unique downlink frequencies. The data reflect real-world
measurements obtained from www.cellmapper.net, and the cells used in this work are all
of the cells from one provider.
For the reader’s benefit, we have included in Table 5.1 with the information from
the eNBs. It shows, by eNB location, the cells which are a part of the eNB in a list of
frequencies (in MHz) and orientation (degrees with respect to North).
2All the eNBs from one provider which was in the area of interest.
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Table 5.1: Information about the eNBs
Location Cell Info (frequency MHz, Orientation)
(55.869403, -4.306505) (1846.7, 316°), (1846.7, 164°), (1846.7, 254°), (1861.1, 303°),
(1861.1, 93°), (1861.1, 273°)
(55.878740, -4.291900) (1851.7, 344°), (1846.7, 118°), (1846.7, 203°), (1866.1, 164°),
(1861.1, 118°), (1861.1, 207°)
(55.873287, -4.288382) (1846.7, 282°), (1851.7, 91°), (1846.7, 251°), (1863.8, 287°),
(1866.1, 102°), (1863.8, 239°), (2680, 165°), (2680, 280°)
(55.867609, -4.283159) (1851.7, 105°), (1851.7, 285°)
(55.873389, -4.274889) (1851.7, 293°), (1846.7, 112°), (1851.7, 289°), (1866.1, 289°),
(1866.1, 111°), (1866.1, 250°)
(55.863864, -4.293605) (1846.7, 81°), (1846.7, 213°), (1846.7, 207°), (1861.1, 80°),
(1861.1, 167°), (1861.1, 227°), (798.5, 86°), (2680, 62°), (2680,
292°), (2662.9, 341°), (2662.9, 151°), (2662.9, 294°)
(55.863005, -4.296087) (1846.7, 123°), (1846.7, 276°), (1861.1, 88°), (1861.1, 303°)
(55.865389, -4.273814) (1851.7, 0°)
(55.868134, -4.271110) (1846.7, 59°), (1846.7, 283°), (1851.7, W (254°), (1861.1, 41°),
(1861.1, 228°), (2680, 55°), (2680 , SW (234°), (2680, 220°),
(2662.9, 329°), (2662.9, 236°), (2662.9, 209°)
(55.868134, -4.271110) (1846.7, 281°), (1861.1, 101°), (2680, 49°)
(55.859192, -4.299337) (1846.7, 156°), (1846.7, 288°), (1861.1, 52°), (1861.1, 303°)
(55.860782, -4.282858) (1846.7, 281°), (1861.1, 101°), (2680, 49°)
(55.856712, -4.289681) (1851.7, 18°), (1846.7, 100°), (2680, 295°), (2680, 93°), (2680,
268°), (2662.9, 87°), (2662.9, 95°), (2662.9, 274°)
(55.855628, -4.271013) (1851.7, 140°), (1846.7, 188°), (1851.7, 218°), (1861.1, 320°),
(1866.1, 222°)
(55.858173, -4.269335) (1846.7, 5°), (1846.7, 2°), (1846.7, 8°), (1866.1, 55°), (1863.8,
339°), (2680, 3°), (2680, 65°), (2680, 184°), (2662.9, 21°),
(2662.9, 14°), (2662.9, 186°), (2162.2, 2°), (2162.2, 356°),
(2162.2, 181°)
(55.860214, -4.267042) (1846.7, 170°), (1846.7, 122°), (1846.7 , S (178°), (1863.8, 187°),
(1866.1, 109°), (1863.8, 179°), (2680, 7°), (2680, 110°), (2680,
178°), (2662.9, 172°), (2662.9, 116°), (2662.9, 173°)
(55.857083, -4.262965) (1851.7, 135°), (1846.7, 241°), (1846.7, 256°), (1861.1, 248°),
(2680, 210°), (2680, 246°), (2680, 270°), (2662.9, 30°), (2662.9,
244°), (2662.9, 257°)
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On these eNBs, the entire LTE stack has been installed. This means that users moving
through the scenario imitate with a high degree of similarity users moving in that part of
the city of Glasgow.
5.2.3 Users
The strength of the digital twin proposed in this work is the ability it has to mimic a real-
world scenario with a high resemblance. With that in mind, 100 vehicles are considered
as the users. For the trajectory of the users to be as realistic as possible, the Google
Maps API was used to generate trajectories. The trajectories of the vehicles can also be
observed in Fig. 5.1, illustrated by the blue lines which follow the streets on the map.
Moreover, the 100 users were given each a start and an endpoint inside the depicted
red square. Then trajectories are then converted into waypoints inside NS3 using Route
Mobility Model [102]. These waypoints are then used in the simulation using the traffic
speeds obtained from the API in order to determine the velocity of each user moving from
one waypoint to the next. This way the vehicles will move at realistic speeds for the city.
On top of that, for testing purposes, each user is running an application that is at-
tempting to download one packet per second.
5.2.4 Channel Model
The path loss model considered in the digital in this Chapter is the well-established and
empirically validated COST231 [73], which has been presented in Chapter 2 and is char-
acterized by (2.2).
On top of this, small-scale fading is also taken into account. For that, excess tap delays
and relative power of taps are considered according to 3GPP technical specification (TS)
36.104 Annex B.2. An average user speed of 60 km/h is used, and several channel realiza-
tions are pre-computed using the extended vehicular A (EVA) model. Those values are
stored and used by the digital twin to determine the instantaneous SINR for each channel
realization of the simulation, in addition to the path loss obtained by using (2.2).
5.2.5 Collected Metrics
The simulation was run for the 100 users for 100 seconds and several traces were obtained.
All the results can be fully accessed at [103]. The traces are the ones generated by LENA
from within NS3, and they are presented in their documentation [104]. For the reader’s
benefit, the available data is outlined next.
The following traces are available, both for downlink (DL) as well as for uplink (UL).
Radio link control (RLC), packet data convergence protocol (PDCP), MAC, and physical
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(PHY) layer information. Particularly regarding the PHY traces, they are divided into
the following:
• DL reference signal received power (RSRP) and SINR;
• UL SINR for the user equipment (UE);
• Interference values per resource block;
• UL and DL transmission data;
• UL and DL Reception data;
All the available fields for each trace can be viewed at [103]. Notably, the SINR traces
are generated per cell/UE pair and per millisecond, while MAC, RLC, and PDCP traces
are—naturally—only available for cell/UE pairs which constitute an allocation pair (that
is, a UE which has been allocated to that cell), and are available with a different frequency.
These factors are expected due to the nature of the information being collected. Depending
on the type of application, adjustments must be made to make the data useful for the
desired purpose, as is the case with this work. These steps are outlined next.
5.3 Processing the Data
Up to this point, this chapter’s contribution has been regarding the generation and avail-
ability of the dataset. Starting from this section, said contributions are regarding utilizing
the traces obtained from the digital twin towards URLLC, thus outlining the other con-
tributions of this work.
The first task required to utilizing the traces towards any meaningful application is
to select which data is of relevance for the desired outcome and to process this data such
that it can be used to achieve its goal.
We propose to enable efficient URLLC by allowing HARQ to be performed. Moreover,
we use the data to predict channel conditions at a given time, such that the probability of
failure can be determined a priori, and retransmissions can be triggered without the need
for the cell to receive a NACK from the UE.
To that end, first, the data must be sorted, then processed, and lastly fed into the
proposed ML algorithm which yields useful information that can be used to operate the
proposed protocol.
5.3.1 Extracting Meaning from the Data
Since the objective is to predict the probability of failure from the channel quality, the best
possible metric is to predict the instantaneous SINR. If that could be achieved, it would be
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possible to determine with an extreme degree of certainty whether or not a packet would
fail.
However, this is an extremely daunting task, due to the nature of the wireless channel.
This is particularly difficult considering that there is a high level of mobility in this type
of application, making the channel variations too random to be predicted with meaningful
accuracy. Thus, the next best thing is to predict the average SINR for a given window
and to use well-established PHY layer knowledge in order to determine probabilities of
failure.
Moreover, knowing the average SINR with a good degree of accuracy allows for a
very efficient use of the strategies proposed in [59], which showed very interesting gains
in terms of energy used when comparing a direct transmission with frequency diversity
versus CC-HARQ for URLLC.
As with any supervised learning model, predictions are made on top of existing datasets
which contain the desired quantities to be predicted [65]. Since we wish to predict the
average SINR for UE/cell allocation pairs, the MAC traces in conjunction with the SINR
traces are leveraged to obtain values of instantaneous SINR per UE/cell pair only for the
time instants3 where there is a link between the two.
Fig. 5.2 illustrates the result of the process described above for three pairs of cell/UE.
Each line represents the instantaneous DL SINR for each instant of the simulation for
each pair of cell/UE. The first and second numbers in the legend indicate the international
mobile subscriber identities (IMSIs) and cell identifiers (IDs), respectively, for each signal
taken from [103]. It is clear that each vehicle is moving on a different trajectory around
the area, which results in a different behaviour with respect to its DL SINR. However,
despite that being possible to perceive by looking at the trends of the lines, there is still a
substantial amount of randomness in the values, which is to be expected since they show
the instantaneous SINR.
5.3.2 Matching Sampling Interval
Since the signals are obtained whenever there is communication between the vehicles, they
need to be processed before they can be fed into any prediction algorithm. Notably, most
algorithms do not work with an explicit notion of time, instead, the time information
is encoded into the sampling interval, and samples are compared to one another. This
is standard practice not just in ML algorithms, but also in any digital signal processing
strategy.
On the other hand, the sampled data for each cell/user pair does not have a constant
3Due to how the traces are saved from NS3, the SINR time instants always have six digits, while the
MAC traces are truncated at three decimal points (it records milliseconds). Thus, the SINR time instants
are truncated at milliseconds in order to be able to match the two logs.
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User: 28 Cell: 3
User: 54 Cell: 2
User: 88 Cell: 5
Figure 5.2: Instantaneous SINR for 3 pairs of Cell/UE.
sampling interval. This is mainly due to instantaneous characteristics of the network (such
as MAC strategies, that is, if a resource is busy, the user will have to wait for a free resource
block in order to receive its data packet). To illustrate this in the data, Fig. 5.3 shows the
first 50 samples of the signals portrayed in Fig. 5.2. Note how for the pair (28,3) the 50
samples span over less than 10 seconds, while for the other two pairs it takes 25 seconds
for them to be acquired.
Thus, to be able to apply a prediction algorithm on the input signals, the sampling
instants must be matched. Since the smallest sampling period on the data is 1 ms (which
comes from LTE’s numerology), the signals on this work have their sampling intervals
converted to 1 ms. Fig. 5.4 shows what the same signals look like after processing such
that their sampling intervals are matched at 1 ms. The strategy to match the sampling
intervals consists of performing a linear interpolation between the samples, thus ensuring
the reconstructed signal matches reality as best as possible.
After the sampling interval is matched, the only operation that must be performed on
the data is to compute the average SINR. This is done by computing a moving average
filter, considering 100 samples, over the regularized signals. The result for the 3 signals in
question is displayed in Fig. 5.5. Note how the sharp edges of the signal for the pair (28,
3) get smoother on the averaged signal. Also, note that the other two signals look very
similar after the averaging. This is due to the fact that, for this particular interval, they
are varying quite slowly compared to the length of the filter.
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User: 28 Cell: 3
User: 54 Cell: 2
User: 88 Cell: 5
Figure 5.3: First 50 samples of the original signals.














User: 28 Cell: 3
User: 54 Cell: 2
User: 88 Cell: 5
Figure 5.4: Signals with normalized sampling interval to 1 ms.
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User: 28 Cell: 3
User: 54 Cell: 2
User: 88 Cell: 5
Figure 5.5: Averaged signals using a 100 samples moving average filter.
5.4 LSTM
One of the most suitable ML tools for working with time series and trying to predict
future values based on past inputs is an LSTM recurrent neural network. That is because
it operates on the signal in question, without having information about future values of
the series, and finds trends in the data which help predict with good accuracy what is the
next value.
It is capable of achieving that, as it finds hidden patterns encoded in the time series’.
This is realized by training the network on known inputs, and then using the set of learned
weights to predict values of other series. In other words, if two series have enough behav-
ioral similarities, it is possible to use an LSTM to predict the behaviour of a completely
unseen signal by exploiting the environmental and systemic familiarities.
Furthermore, users of a cellular network—particularly of a similar application—inherently
possess a similar pattern in the way their signals behave. That is because they are all
inserted in the same medium, and have quite similar mobility characteristics. This will
be the case, even more, when considering users with similar radios and antenna place-
ment. Therefore, it is possible to exploit these similarities and use an LSTM to predict
information about the user SINR.
Critically, it is possible to train the network on one user and exploit the learned traits
to predict the SINR level of several different users. In this work, such a model is proposed.
The LSTM network proposed here has 4 units and uses the past 2 samples as look-back, in
other words, it looks at the previous two values of SINR in order to predict the next. We
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Figure 5.6: Training of the LSTM recurrent neural network, using two thirds of the signal
to train. The remaining one third is used to test the learned behavior.
chose 4 units as it is a good trade-off in terms of the number of possible knobs to tweak
in order to represent complex functions while at the same time not incurring too much
training overhead. Moreover, we selected 2 samples as look-back such that the model can
work on short term trends, which is typically how SINR behaves. The error function is the
mean squared error and the optimizer is the Adam optimizer4. Furthermore, to enhance
the predictions, the signals are scaled between -1 and 1 to compute the predictions. This
is an inexpensive mathematical operation that can be easily undone to use the obtained
value.
Fig. 5.6 shows the training of the LSTM. It learns for two-thirds of the time how the
signal behaves, and then applies the learned values to the remainder of the signal. It is
evident that the learned weights are able to predict what is the SINR behaviour for that
given user. Further, on 5.6, the predictions of completely unseen data, of other users, are
presented.
5.5 E-HARQ Protocol
One of the most efficient techniques in terms of resource utilization is HARQ [59]. It
is a well-established technique that has been studied extensively in traditional network
4The Adam optimizer has been empirically shown to produce better results when compared to other
adaptive gradient descent methods [105].
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architectures, and it is present in traditional LTE networks. However, when considering
a URLLC application, it is not intuitive that the gains in terms of resource efficiency can
still be realized. This is particularly the case because several of the assumptions made for
traditional types of communication do not hold in stringent low latency and high-reliability
scenarios.
A few aspects of the novel mode of communication are especially troublesome. For
instance, the time to decode the message—particularly when using the well-established
turbo codes—is non-negligible, and may cause the link budget to be unachievable for a
given application (for instance, if the time to decode the message is on the order of a
few milliseconds, that can eat up all the latency available, as this needs to be performed
at every attempt). Furthermore, MAC constraints must be taken into account. That is,
when a message fails to be decoded, the transmitter must request another resource block,
which might not be readily available. This, in turn, results in one of two scenarios. Either
the network must always keep some resource blocks available for when messages fail on
one of its links, or the latency requirement will not be satisfied alongside the reliability
requirement.
Both of these issues can be mitigated by the strategy proposed in this work, which aims
to enable HARQ within the context of URLLC applications. We established in Chapter 3
that HARQ can be extremely attractive to save network resources, provided one can get
around those aforementioned concerns. The strategy proposed here is to leverage the
predicted values of average SINR and use error rate curves in order to determine when a
given message will fail with high probability (defined according to the application). When
that is the case, the transmitter does not wait for the feedback message, and instead sends
the next attempt immediately. This is one implementation of E-HARQ, first hinted by us
in [66].
Notably, it will remain doing that for every attempt. This is made possible by the
intelligence which is encoded into the LSTM network, which is tuned by previous users
of the network. At this point, one might ask, what is the difference of this strategy when
compared to traditional power allocation or diversity techniques? That is, one could in-
stead of communicating through HARQ leverage the obtained values of predicted average
SINR and increase the transmit power in order to guarantee a successful delivery. Alter-
natively, the desired diversity could be achieved by allocating several frequency channels
in parallel and using those for the transmission, when the predicted average SINR is low.
The answer to this is that, even in this case, there are advantages in using HARQ,
as proposed here. This rests on the fact that, despite the transmitter not waiting for the
NACK in order to send the next attempt, the receiver might still decode the first attempt
successfully. When that is the case, it will simply discard any further attempts and send
the ACK back. The transmitter, by its turn, will receive this feedback signal and stop
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Figure 5.7: Example of how using R obtained from (5.1) makes it possible to meet the
target latency. Note that here z = 3 and n(λ) = (λ− δ)B/z, such that in total δ seconds
are being used to decode the messages.
transmitting new attempts. Indeed, there are still some wasted resources in the useless
message which was transmitted, however, it is still possible to achieve full diversity at a
lower cost.
Still, on this point, consider the following example. Assume that the transmission
time of a forward message is 2ms and that the receiver takes 0.5ms to decode the message.
Consider a 10.5ms latency budget. If the transmitter is not waiting for the receiver to
send the feedback message, it is possible to achieve diversity 5 using HARQ, since each
attempt will take one-fifth of the latency budget. Now, assume that the receiver can
correctly decode the message at the third attempt, thus the entire message takes 6.5ms to
be transmitted. However, it is key to understand that the diversity order is still maintained
at 5. Conversely, if a frequency diversity strategy is used, the transmitter will have no
choice but to send all 5 copies of the message at once, on uncorrelated frequency channels,
in order to obtain the same level of diversity, thus using more resources. This effect,
when considered for the entire network, yields a net gain in resource utilization while
guaranteeing the desired latency at the target outage probability.
5.5.1 Performance Evaluation Framework
In order to further demonstrate how the proposed E-HARQ technique yields performance
gains, we demonstrate this evaluation framework, which is a mathematical reasoning of
the aforementioned example.
Considering LT as the total number of bits to be transmitted, both for forward and
feedback messages, we determine the minimum code rate (in bits per channel use) required





which is a function of n, the number of available channel uses for each attempt. Fig. 5.7
illustrates the idea for the case with z = 3 and considering that δ seconds are being used
in total to decode messages.
The proposed framework consists of determining the number of channel uses available
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for each attempt according to the desired scheme and then determining the minimum
communication rate according to (5.1). Next, the values of n and R are used for the
purpose of measuring system performance under the desired metric. Below we show how
to determine n for S-ARQ and E-HARQ in order to evaluate their performance.
In S-ARQ, when the receiver successfully decodes the message it sends back an ACK,
whereas if it fails it sends a NACK instead. Upon receiving a NACK, the transmitter sends
a new copy of the message and the receiver discards the signal from the first message and
repeats the process until z attempts have elapsed or it successfully decodes the message.
In S-ARQ the receiver has to decode all the bits sent by the transmitter at every attempt





seconds out of the latency budget to decode messages. Here, φ is the number of operations
per bit required for decoding the messages, and fapu is the arithmetic logic unit clock
frequency. Therefore, ns(λ), the number of available channel uses for each S-ARQ attempt,
becomes




On the other hand, when considering E-HARQ, the transmitter uses our proposed
strategy to predict whether or not an error will occur and sends the next attempt without
waiting for the NACK, thus saving important latency resources. We propose to predict
the average SNR and if γ̄ is below a certain threshold, the transmitter sends the next
attempt, without the need to wait for a NACK. Since the average SNR is low, there is a
high probability of failure, and wasting time with complex decoding algorithms might not
be the best approach, in particular when latency is so critical. This way, the payload only
has to be decoded once. Therefore, δe, the amount of time required for decoding messages
in the E-HARQ case, is determined by adding the time to decode the payload once with
the amount of time to decode the remaining bits (headers, overhead and feedback signals)
z times, yielding
δe =
(z(LT − LP) + LP)φ
fapu
, (5.4)
where LP is the payload length. Thus, the number of channel uses available in each
E-HARQ attempt, ne(λ), is




We can use the equations derived here to make certain predictions on the performance
of each scheme. For instance, analyzing (5.3) and (5.5) asymptotically, when λ → inf,
ns ≈ ne and the performance of both schemes will be very similar. This explains why the
protocols designed without latency in mind are sub-optimal when considering URLLC.
CHAPTER 5. SON ENABLED HARQ IN URLLC 84

















Considering that in any system LP > 0, it is possible to see that (5.6) decreases faster
than (5.7), thus proving that S-ARQ will always have access to fewer channel uses when
compared to E-HARQ. Therefore, the former requires a larger coding rate to deliver
the same latency performance. This provides mathematical guarantees that E-HARQ
outperforms S-ARQ for any z.
Although we are comparing E-HARQ with S-ARQ in this example, the proposed frame-
work could be used for more complex ARQ mechanisms such as CC-HARQ or INR-HARQ.
In those cases, n and R would be determined in a similar fashion, the difference would be
in the function used to determine the error.
5.6 Numerical Results
Applying the prediction algorithm to the processed signals for the three signals that have
been analyzed throughout this work yields the following results. Figs. 5.8, 5.9, and 5.10
display the prediction results for the pairs (28,3), (54,2), and (88,5), respectively. Note
how, in all 3 figures the proposed LSTM architecture is able to predict the values of average
SINR closely, thus rendering it a great candidate to be used for poor channel conditions.
Looking more closely at Fig. 5.8, it is possible to see that this UE started close to the
eNB, but moved away from it as time went on. It’s also possible to observe that the edges
which are quite sharp on the original signal, in Fig. 5.2 are much smoother after all the
post-processing, due to the averaging effect. On the other hand, the user on 5.9 started
somewhat close to the eNB, moved even closer, and then moved away. Lastly, the user
for the signal depicted in Fig. 5.10 stayed more or less in the same region, with respect to
the eNB in question. In the plot, that can be verified by a smaller variation on the SINR
throughout the simulation. However, it still varies around 7 dB and that is predicted by
the proposed algorithm.
The algorithm was able to predict the average SINR throughout the simulation with
very good accuracy. The results from Figs. 5.8, 5.9, and 5.10 have also been analysed
statistically, to provide a better understanding of the significance of the results. The
metric chosen was the root mean square error, and the results are depicted in Table 5.2.
As we can see by this metric, the accuracy of the predictions is very high.
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Figure 5.8: SINR Predictions for the pair (28,3).

















Figure 5.9: SINR Predictions for the pair (54,2).
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Figure 5.10: SINR Predictions for the pair (88,5).
Table 5.2: Statistical Analysis of the predictions.




Next, the potential savings of using the proposed prediction results in conjunction with
the CC-HARQ protocol are showcased, such that the gains of using SON-enabled HARQ
are highlighted. Fig. 5.11 shows the average error probability as a function of the average
SNR for CC-ARQ and E-HARQ, for the NLOS (m = 1) case, while Fig. 5.12 has the same
information when there is some LOS (m = 3). In both figures, the rate is determined for
each line by using (5.1) and the appropriate value of n depending on the scheme. As it can
be observed, the benefits of E-HARQ are more pronounced for larger values of z, since the
difference in coding rate is larger. It is particularly interesting to observe the benefits of the
proposed scheme by observing how increasing the diversity via allowing more transmission
attempts actually incurs in worse performance for traditional CC-HARQ. This is due to
the fact that the imposed rates become too high in order to meet the latency requirement.
Particularly when z grows, the required rates grow considerably due to the time to decode
each attempt on the traditional approach. Conversely, the proposed method of this work
avoids wasting that precious time by predicting the channel quality, and thus results in a
much better performance. Moreover, when m grows, meaning that there is more LOS, the
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CC-HARQ z = 2
E-HARQ z = 2
CC-HARQ z = 4
E-HARQ z = 4
Figure 5.11: Block error rate versus SNR for CC-HARQ and E-HARQ for z = 2 and z = 4
and with m = 1.
performance gap also increases. This is due to the fact that when the channel is better,
those diversity gains become even more pronounced, and adding diversity is much more
beneficial in E-HARQ than it is in traditional CC-HARQ, for the aforementioned reasons.
Next, in Fig. 5.13, the error rate performance of both schemes when the target latency
varies is compared. This is done for two levels of average SNR (0 and 10 dB) and for z = 3.
As it can be observed, for a more strict latency the performance difference is greater since
the latency budget is more stringent. When the target latency increases, both schemes
tend to the same performance, as predicted by the asymptotic analysis presented earlier.
Moreover, the gap is almost equivalent regardless of the average SNR considered, showing
that the gains of using the proposed scheme can be used in different scenarios, such as
applications with stringent power limitations (e.g. cognitive radio) or applications with
access to more energy (e.g. cyber-physical systems).
To show the impact of increasing the number of allowed attempts z, the average error
probabilities for both schemes when m = 1 and considering γ̄ = 0 dB and -8 dB, respec-
tively, are presented in Figs. 5.14 and 5.15 In Fig. 5.15 it is possible to clearly observe that
increasing the number of allowed attempts does not scale indefinitely, as at some point the
required coding rate will overcome the added gains from increased diversity. The more
stringent the link budget (e.g. smaller average SNR) the earlier this tipping point will
occur. In Fig. 5.14, on the other hand, since it depicts a higher SNR scenario (γ̄ = 0
dB), the tipping point is only plotted for CC-HARQ, as it occurs for larger z in the case
of E-HARQ. This further explains the results from Figs. 5.11 and 5.12, where having a
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CC-HARQ z = 2
E-HARQ z = 2
CC-HARQ z = 4
E-HARQ z = 4
Figure 5.12: Block error rate versus SNR for CC-HARQ and E-HARQ for z = 2 and z = 4
and with m = 3.











E-HARQ γ̄ = 0 dB
CC-HARQ γ̄ = 0 dB
E-HARQ γ̄ = 10 dB
CC-HARQ γ̄ = 10 dB
Figure 5.13: Performance comparison between CC-HARQ and E-HARQ for z = 3 trans-
mission attempts and different values of λ.
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Figure 5.14: Performance comparison between CC-HARQ and E-HARQ for γ̄ = 0 dB and
different values of z.
higher z yielded a worse error performance.
5.7 Conclusion
In this chapter, a digital twin was proposed and implemented, showing how SON applica-
tions can be devised even when there is data scarcity, which enables solutions to be tested
and developed more quickly and efficiently, without the need for real models in the design
phase. Furthermore, leveraging the generated data-set, an LSTM was designed to predict
the instantaneous SINR for simulated users inside the digital twin, resulting in high levels
of precision in the prediction of average SINR. Moreover, the clever use of pre-processing
techniques to the available data coupled with domain-specific knowledge was crucial to
extract meaning from the data. The refined information was then fed into a proposed
algorithm to enable a resource-efficient operation of URLLC applications, thus showing
how can SON be a facilitator for important applications which rely on the latency and
reliability promises of 5G.
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Figure 5.15: Performance comparison between CC-HARQ and E-HARQ at high SNR
(γ̄ = 10 dB) and different values of z.
Chapter 6
Conclusion and Future Research
6.1 Conclusion
URLLC applications pose a few of the most exciting possibilities of the next generations
of mobile communications and the challenges of devising resource-efficient communication
protocols tailored to those are rooted in the fact that latency and reliability are typically
antagonistic to one another.
On the other hand, time diversity is a proven strategy to provide efficient resource
utilization in traditional applications, but its use in URLLC scenarios is counter-intuitive
due to the fact that it could incur an increased link latency.
In this thesis, we have shown how this increased latency can be compensated by the
gains in diversity and result in efficient utilization.
First, we explored this in the context of a generic URLLC application, showing im-
portant energy efficiency improvements when comparing with a similar approach using a
different diversity approach to enable the stringent requirements. We derived a detailed
energy consumption model and showed how to effectively determine the communication
rate and the number of allowed attempts that would provide optimal energy efficiency.
Furthermore, we also showed how a similar strategy could be used to reduce the EMF
radiation, an important metric usually tied to increasingly relevant human health con-
cerns. This approach relied on a series of assumptions, which if overcome could lead to
very interesting practical implementations.
Next, we explored how taking into account application-specific requirements when
designing the wireless communication protocol could mean that a more efficient solution
could be attained. More specifically, we showed that for WNCS, using designing a PPC
solution and tweaking its parameters in conjunction with the communication settings led
to savings in the required operational bandwidth for the challenging QoS requirements
of industry automation applications—which are amongst the most stringent of URLLC
applications. We compared two approaches, one which does not take into account the
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mutual information accumulated at the receiver on each attempt, and one which does.
We were able to show that, unlike with traditional applications, the simpler approach
had a better performance, due to the less restrictive imposition on the number of allowed
attempts.
The final investigation performed in this thesis was regarding a way to relax the as-
sumptions made earlier in an attempt to make the proposed HARQ approach imple-
mentable in practical scenarios. This was done in the context of SON, whereby ML is
applied to mobile communications in order to tweak its operation. We were able to relax
assumptions made earlier by predicting when a message would fail and not waiting for
feedback from the receiver before performing a retransmission. To design such protocol,
we first created a digital twin of the city of Glasgow and gathered realistic simulation
data. The data was then processed and fed into the ML algorithm which was, in turn,
used to predict the failure of messages by predicting the channel quality using an LSTM
convolutional neural network.
We conclude this work by presenting just a few of the large array of possible extensions
of future research that could spin off from this thesis.
6.2 Future Research
Several directions could be taken to continue this study. For instance, the investigation
from Chapter 4 could be extended to consider real control deployments, and instead of
performing joint design with a single optimization function, the control cost could be
introduced as part of the optimization problem, in a multi-objective optimization problem.
Secondly, a data collection campaign could be done in order to collect real-world data
and the SON implementation proposed in Chapter 5 could be performed using data from
an actual deployment. Furthermore, yet another interesting approach would be to use the
learned weights from the digital twin and run the LSTM without training it a priori, to
show that the parameters can be optimized even without having long-term access to the
environment. Still, regarding Chapter 5, the dataset generated in this work can be used
for a myriad of applications, by multiple researchers in several communication domains.
In the context of URLLC, for example, other ML algorithms could be explored to have
even better performance.
The third line of research which could spur from this thesis consists of taking the
study from Chapter 3 further by studying how the proposed protocol behaves under real
applications. It can be done by considering a coding and modulation approach, as opposed
to the information theory line used in this work. This would show how the designed
approaches fair against commercially available solutions and highlight the attainable gains
of using the protocols we designed.
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Moreover, the study of non-orthogonal multiple access techniques in order to reduce
the scheduling problems with HARQ feedback scheduling could be considered.
Lastly, one interesting analytical extensions of this work involves considering other
fading scenarios to evaluate the proposed algorithms in Chapters 3 and 4.
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