Abstract: Data mining techniques are very popular in modern days and are used in NLP (Natural Language Processing). It allows users to analyze data from many different perspectives, categorize it, and summarize the relationships identified. One of the techniques, clustering items to groups, has been very popular. We use this technique here to find different topics in a document. We aim to replicate previous results and empirically verify this measure to identify hypothetical topic boundaries.
I. INTRODUCTION
Data mining is the process of analyzing data from different perspectives and summarizing it into useful information. Data mining software is one of a number of analytical tools for analyzing data. It allows users to analyze data, categorize it, and summarize the relationships identified. Technically, data mining is the process of finding correlations or patterns among dozens of fields in large relational databases [1] .
Data mining algorithms have also been used in Natural Language Processing (NLP) to deal with large collections of text and learn predictive patterns. Such patterns have been used to solve NLP problems like part-of-speech tagging, opinion identification and topic clustering, among others [2] . It is this last problem that we aimed to study in our work. We wanted to explore different data mining algorithms that can be used for the task of finding the different topic clusters from raw text corpora, and compare the performance of multiple algorithms on this task.
II. PROBLEM We started our research by reading extensively on previous work that has been done in applying data mining techniques to finding topic clusters. Our original aim was to identify topic boundaries in the document level. We tried to do this using unigram, bigram and named entity (proper noun and proper and common noun) extraction.
III. PREVIOUS WORK
In one study authors aim to identify recurring topics from articles in a text corpus [3] . They do this by first identifying key entities in the articles using Named Entity Extraction, and then using data mining techniques to identify groups of related items. Their basic idea is to treat each document as a collection of named entities, which then allows them to model the topic clustering task as a market basket problem. They conduct evaluation of their work in terms of whether the system is able to find topic clusters that would make sense to a human reader. The test corpus consisted of around 60,000 articles. While the quantitative scores reveal a high miss probability, the authors claim that the system output is comprehensible to, and assists, human users.
In a second study, the authors use statistical information to group speech data based on similarity [4] . They used n-gram language modeling techniques and a tree-based clustering algorithm to generate a hierarchical structure of the corpus, and then used this to search for similar material in other corpora. Their evaluation results showed substantially good performance compared to speech clustering. The average cluster purity for text was 97.3%, where for speech clustering average purity score was 61.4%.
Another study focused on dividing multiparty dialogue to different segments and then automatically labeling these segments [5] . They apply algorithms that have been used to identify topic boundaries and then use conditional models to assign labels. Lexical cohesion means when in a group of words all the words are semantically related. Cohesion is the grammatical and lexical relationship within a text or sentence. Cohesion can be defined as the links that hold a text together and give it meaning. It is related to the broader concept of coherence. The authors compared two segmentation approaches.
First, an unsupervised lexical cohesion-based algorithm using solely lexical cohesion information and then a supervised classification approach that trains decision trees on a combination of lexical cohesion and conversational features. Lexical cohesion-based algorithms showed that a major shift is likely to occur where there are strong term repetitions. For each boundary, lexical cohesion-based algorithms calculated a lexical cohesion score by computing the cosine similarity at the transition between the two windows. In supervised approach each potential topic boundary is labeled as either boundary (POS) or non-boundary (NEG). They wanted to train decision trees to learn the most predictive combinations of features that can characterize topic boundaries.
In [6] author conducted another study on finding topic boundaries from a document using a set of new features and novel algorithms. They treat the segmentation task as labeling problem -given a document and set of potential boundary locations, they label each as either being a topic boundary or not. The basic idea of their work is to use a statistical model to weigh evidence of a diverse set of clues. They use some common features but also propose the use of some new ones, including a few domain-specific features. The features they used are given below:
a. Domain-specific Cue Phrase b. Word Bigram Frequency c. Repetition of Named Entities d. Pronoun usage In addition to new features, they also evaluate two different algorithms and compare these. Evaluation results show that both their models perform significantly better than both the baselines and previously existing algorithms.
IV. APPROACHES

A. Paragraph level
Initially we tried to find out topic boundaries at the sentence level, using unigram and bigram. But we didn't get satisfactory results using these algorithms at the sentence level. We noticed that often humans agreed the given texts as being on the same topic, but our similarity value was pretty low. So we decided to move to paragraph level. We used "proper noun extraction" and "proper noun and common noun extraction" to use as features. At first we found out proper noun from each paragraph and then found out percentage overlap between paragraphs. For example, suppose there are five proper nouns from the first paragraph and ten proper nouns from the second. If the first five proper nouns do not match at all with the ten proper nouns of second paragraph, then the overlap is 0%. If the first five proper noun of first paragraph matches with the second paragraphs then overlapping rate is (5/10*100=50%) Proper nouns of first paragraph are matched with that of the second paragraph to see how many words overlapped. If the overlap percentage is high, the topics are similar but if it is below some threshold value, we get a topic boundary. We hoped to determine this threshold value empirically.
B. Unsupervised learning
Unsupervised learning refers to the problem of trying to find hidden structure in unlabeled data. Since the examples given to the learner are unlabeled, there is no error or reward signal to evaluate a potential solution [7] . This distinguishes unsupervised learning from supervised learning and reinforcement learning. For our work, we followed unsupervised learning in order to avoid the expense of collecting labeled data.
C. Similarity measurement
Measuring similarity between two entities is a key step for several data mining and knowledge discovery tasks. The notion of similarity for continuous data is relatively well-understood, but for categorical data, the similarity computation is not straightforward. Comparing strings and assessing their similarity is not a trivial task and there exists several contrasting approaches for defining similarity measures [8, 9] . Several datadriven similarity measures have been proposed in the literature to compute the similarity between two categorical data instances but their relative performance has not been evaluated. The key characteristic of categorical data is that the different values that a categorical attribute takes are not inherently ordered. Thus, it is not possible to directly compare two different categorical values. The simplest way to find similarity between two categorical attributes is to assign a similarity of 1 if the values are identical and a similarity of 0 if the values are not identical [10] . For two multivariate categorical data points, the similarity between them will be directly proportional to the number of attributes in which they match. This simple measure is also known as the overlap measure in the literature.
We first took a word matched it with the next entity to see if there is overlap. If they overlap we can say they are similar and otherwise they are not. We did similarity measurement at the sentence and paragraph level. At first we unigram and bigram models at sentence level to find out topic boundaries. For unigrams we took the first word of the sentence and matched it with the words of second sentence, repeating this for each word in the first sentence. We compared our result with human annotators and fixed a threshold value. For bigram, we took a pair words from a sentence and compared this with each pair of words in the second sentence. We then used named entity extraction for proper noun extraction and proper and common noun extraction at paragraph level. We found out the proper nouns of a paragraph and checked if the proper nouns of first paragraph overlapped with those in the next one. We also did this for both proper and common nouns together. We compared our results with human annotators. Sometimes h were confused whether the topics were simila considered the opinion of majority of the compared our result with that.
V. CORPUS
To test our program, we were in need of la we used the NLTK text corpus. In particular we corpus.
VI. EXPERIMENTS
The basic idea of our work is to measure the adjacent pairs of sentences, and hypothesizing a whenever this similarity falls below some thresh empirically. Later we moved to paragraph inconclusive results at the sentence level.
A. Unigram
For our first experiment we used an algorit gram models to find out word overlap between An n-gram is a contiguous sequence of n items of text or speech. The items in question ca syllables, letters, words or base pairs ac application. n-grams are collected from a text or At first we tried unigram which takes e sentence and checks if it overlaps with the w sentence. We noticed that the threshold va overlap is 14%, shown in Figure-1 . So whe values, humans agree that the sentences have a below 14% they say that the topics are different the overlap percentage is close to 14% hum confused.
B. Bigram
We then used the bigram model. A bigra where n=2 [12] . Bigrams help provide probability of a token given the preceding conditional probability: P(Wn|W n-1 ) = P(Wn-1, W n ) / P (W The probability of a token W n given the W n-1 is equal to the probability of their big occurrence of the two tokens P(W n-1, W n ), probability of the preceding token.
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each word of a words of the next alue of unigram n we get higher similar topic and t. However when mans tend to get am is an n-gram the conditional token, applying
preceding token gram, or the codivided by the Chart-1 represents the overla sentence. The x axis in the chart rep y axis represents the overlap pe unigram. We noticed that the resul as we cannot get a boundary even a So we continued at sentence l percentage which has been shown a chart represents the unigram pair overlap percentage for each pair of improved result as the threshold val could mean that the overlap is m rather than just random noise. But t proper result because even at a lowe we find that the topics are same. Th in chart 2. 
D. Overlapping of noun (paragraph level)
At the paragraph level, first we extracted the proper nouns and then both proper and common nouns from each paragraph. Chart 3 and 4 represents the percentage of only proper noun and both proper and common noun respectively. In both the charts X axis represents the pair of adjacent paragraphs and y axis represents the overlap percentage for each pair From Chart 3 we can see when the overlap percentage of proper noun is 10% all the readers identified the topic as similar. For the 3 rd pair of paragraph though the overlap is 50% but the topic was not identified distinctly. On the other hand both proper and common noun extraction (chart 4) showed improved results as the overlap percentage of the 3 rd pair has gone down to 9.09%.This has been marked in the chart. Thus we can conclude that both proper and common noun extraction gives better performance than only proper noun extraction. 
E. Proper noun extraction and proper and common noun together extraction for Bengali texts
Chart 5 and Chart 6 represents the results of named entity extraction for Bengali corpus. In both the chart the y axis represents the overlapping percentage of the adjacent paragraphs and x axis represents the paragraph pair. From Chart 5 we can notice that, for the second, third, fourth and seventh pair (represented in the x axis of the chart) of paragraphs, the overlap percentage 0% and when we conducted the experiment with human, most of the human annotators agreed the topic to be different. Also when the threshold is 50% and 14.29% most of the human annotators also agreed that the topic is same. But when the value of proper noun extraction is 0% at the 1 st pair of paragraph, the human readers identified the topic as same. Naturally 0% overlap percentage should mean that there is a topic boundary. But as this is not the case, we have regarded it as an experimental noise. This area of noise has been marked in the chart. So to minimize the noise we extracted both proper and common noun from the adjacent paragraphs of the same corpus, the result of this experiment has been shown in Chart 6. 
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Chart 6 represents overlap percentages at each adjacent pair of sentences. Unlike the previous experiment with proper noun extraction here we have gotten more refined value of threshold. For example the noise occurred in the previous experiment at 1 st pair of sentence has been eliminated here as the overlap percentage value of 0% from the previous experiment, has rise up to 16.67%.
Chart 6:
Result of named entity extraction (proper and common noun for paragraph level)
From Chart 7 we can see for the 3 rd pair of paragraph (shown in x axis) overlap percentage is 0% for proper noun extraction only. But yet human agreed that the topics are same. However, when we extracted both proper and common noun the overlap percentage for the same pair of paragraph has been improved to 12.5% (Shown in Chart 8). However it is not noise free. For first and fourth pair of paragraphs (shown in x axis), human agreed the topic to be same where as threshold for both only proper and proper and common noun extraction the threshold is found to be 0%.
Chart 7: Result of named entity extraction (proper noun only)
Chart 8: Result of named entity extraction (both proper and common noun)
We conducted many experiments to get a better threshold value. One of the results is shown in Chart 9 is given below. Here when threshold value for only proper noun extraction is shown in the y axis and the pair of the paragraph is shown in x axis. Comparing Chart 9 and Chart 10 we can see we have got some refined overlap percentage while extracting both proper and common noun from each adjacent pair of paragraph. As for the 3 rd pair of sentence we get 20% overlap percentage for only proper noun extraction and most of the human readers were confused about the topic boundary. This kind of indistinct boundary is not desirable at this higher percentage. After that when we extracted both proper and common noun we have seen that this boundary has gone down from 20% to 7.14%. So the indistinct topic boundary has come down to lower percentage level and this is an improvement. The changes have been marked with arrows in the charts. However since it is a statistical model, our experiment is not all noise free. In the charts below, for the 4 th and 5 th pair of paragraphs the overlap percentage is 0% so naturally one would think that the topic should be different but yet the human readers identified the topics as unchanged. VII. FUTURE WORK In this paper, we have quantitatively assessed the effectiveness of finding topic boundary in document level using n-gram and named entity extraction. In future, if we can introduce synonym detection for use in similarity measures, it might enhance the performance even further. For example in proper noun extraction, if there is a common noun in the first paragraph and synonym of it in the second paragraph our program cannot detect this implicit similarity. Being able to detect this could be one possible future avenue of research. Proper noun resolution can also improve performance. For example, if the first sentence says, "The work of Mother Teresa has been recognized and acclaimed throughout the world" and the second sentence says, "She received Nobel Peace Prize in 1979" then our program needs to understand that "she" in the second sentence refers to "Mother Teresa" in the first sentence. This would be another possible future extension.
VIII.
CONCLUSION We used some algorithms to see which one gives better result to find out similarities between two paragraphs. We have noticed that named entity extraction as proper noun extraction and proper and common both noun extraction together works better than unigram and bigram. Even proper and common both the noun together extraction gives better result than only proper noun extraction, though we got some noises. One of the reasons could be we did not train our annotators about reading the corpus. We took their opinions randomly. If we could train them, we might have obtained better performance. 
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