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1.1 I servizi Web
L'utilizzo di Internet è cambiato profondamente nel corso degli anni. Da sem-
plice veicolo di contenuti statici, è divenuto anche un mezzo per fornire infor-
mazioni generate automaticamente e rendere disponibili servizi interattivi.
Una delle frontiere più promettenti per l'utilizzo della rete è il cosiddetto
Service-oriented Computing [1], un paradigma di calcolo ad architettura distri-
buita incentrato sul concetto di servizio. Un servizio è inteso come elemento di
base nella composizione di sistemi basati su un'architettura orientata ai ser-
vizi(SoA). Ogni servizio è un sistema autonomo e indipendente, componibile
grazie all'interfaccia che espone.
I cosiddetti servizi Web[2, 3] sono servizi accessibili tramite protocollo
HTTP, basati su una serie di standard preesistenti e aﬀermati (XML, SOAP,
WSDL, UDDI), e indipendenti dalla piattaforma, comodi quindi per realizzare
velocemente nuove applicazioni a partire da funzionalità già rese disponibili da
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varii fornitori di servizi via Web.
1.1.1 L'infrastruttura attuale
L'infrastruttura attuale per i servizi Web prevede tre ruoli concettualmente
distinti:
Il fornitore (provider) del servizio, ovvero chi rende disponibile ad un deter-
minato URI un servizio Web, fornendo l'implementazione della relativa
interfaccia WSDL;
Il cliente (client) del servizio, cioè chi invoca l'esecuzione del servizio, e che
può combinare l'uso di più servizi in modo da ottenere un risultato
desiderato;
Il registro (registry), presso il quale i fornitori pubblicano le descrizioni dei
servizi oﬀerti, in modo che i clienti li possano trovare.
Attualmente i registri sono pensati per fornire l'interfaccia WSDL dei servizi
Web, attraverso la quale un cliente è già in grado di invocare un servizio auto-
maticamente, scambiando informazioni, ammesso che il cliente sappia il senso
dei messaggi che il servizio è in grado di scambiare, e i vincoli che il servizio
pone sulla dinamica delle interazioni. Di fatto i registri attuali permettono
soltanto ricerche di servizi basate su parole chiave, che non oﬀrono quindi nes-
suna garanzia di adeguatezza dei risultati ottenuti. Questo è suﬃciente per
utilizzare un servizio noto, e magari comporlo con altri in modo studiato (non
automaticamente) soltanto dopo averne appreso l'utilizzo corretto.
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1.2 Il Semantic Web
Un'idea trainante del recente sviluppo del World Wide Web è il cosiddetto
Semantic Web[4, 5], ovvero una visione del Web in cui le risorse siano descritte
semanticamente in modo formale, e quindi reperibili e fruibili in modo auto-
matico. In questo contesto, l'infrastruttura attuale per i servizi Web si rivela
ancora insuﬃciente, perché presenta fondamentalmente due problemi aperti:
- non consente la ricerca automatica di servizi che operino su un dato
insieme di informazioni;
- non consente di individuare automaticamente una composizione di servizi
che sia adatta per realizzare una data applicazione distribuita.
1.3 Il motore di ricerca
Il motore di ricerca che abbiamo implementato consente di individuare auto-
maticamente composizioni di servizi Web che complessivamente siano in grado
di soddisfare un insieme di requisiti deﬁniti dall'utente, rappresentando quindi
un passo concreto verso la piena realizzazione del Semantic Web.
La metodologia su cui si basa il motore, chiamata Service Aggregation Mat-
chmaking (SAM ), è attualmente in fase di sviluppo presso il Dipartimento di
Informatica dell'università di Pisa. La versione attualmente implementata, de-
scritta in [6], accetta in input una query costituita da uno o più concetti con-
trassegnati come input, e una lista di concetti contrassegnati come output.
Il risultato della ricerca è un insieme di sequenze di invocazioni di servizi che
4 CAPITOLO 1. INTRODUZIONE
permettano di ottenere risultati appartenenti ai concetti in output a partire
da dati appartenenti ai concetti in input.
1.3.1 Gli obiettivi della tesi
Il risultato che con questa tesi ci siamo proposti di conseguire è stato la pro-
gettazione architetturale, l'implementazione e la messa in opera di una prima
versione eﬀettivamente funzionante del suddetto motore di ricerca. Il lavoro
descritto in queste pagine costituisce infatti un prototipo teso a dimostrare
l'eﬀettiva realizzabilità della metodologia teorica sviluppata precedentemen-
te, e rappresenta un valido punto di partenza per un successivo raﬃnamento
sia delle potenzialità dell'implementazione (soprattutto per quanto riguarda le




2.1 Problemi aperti: ricerca e composizione au-
tomatica di servizi Web
Lo standard attuale per la descrizione dei servizi Web prevede che un servizio
Web sia descritto da un documento WSDL (Web Service Description Langua-
ge)[7]. Le speciﬁche WSDL però consentono di descrivere soltanto la sintassi
dei messaggi che un servizio può scambiare con il cliente, senza dire niente
riguardo ai possibili signiﬁcati di tali messaggi. Inoltre, nel caso di servizi Web
composti da varie operazioni (si pensi, ad esempio, al tipico caso di un servi-
zio che preveda una prima fase di autenticazione e un successivo accesso alle
risorse), la descrizione WSDL non chiarisce in alcun modo l'ordine secondo cui
le varie operazioni di un servizio possono essere invocate. Si ha quindi una du-
plice carenza, nell'attuale descrizione dei servizi Web, se si vuole raggiungere
l'obiettivo di trovare e comporre automaticamente i servizi: una semantica e
una comportamentale.
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Varie iniziative sono state portate avanti da più parti per ovviare alle limi-
tazioni delle descrizioni WSDL; alcune prevedono speciﬁche comportamentali
più o meno astratte dei servizi, come BPEL4WS[8], altre invece mirano a speci-
ﬁcare la semantica dei messaggi scambiati, alcune inﬁne consentono di deﬁnire
entrambe le cose. OWL-S[9] è probabilmente la proposta più promettente tra
queste ultime, ed è lo stile descrittivo di servizi Web su cui opera SAM, il
motore di ricerca descritto in queste pagine.
2.2 OWL-S
2.2.1 Le ontologie OWL
Nel contesto del Semantic Web, le informazioni sono classiﬁcate in ontologie.
Un'ontologia è una descrizione formale di concetti correlati, di loro proprie-
tà, e di loro rapporti reciproci in termini insiemistici. In un'ontologia possono
essere classiﬁcate le informazioni più disparate, seguendo una precisa sintas-
si che permette l'interpretazione automatica delle classiﬁcazioni descritte. Ad
esempio si può asserire che una capitale è un particolare tipo di città, e che
una città è necessariamente associata a una (e una sola) nazione.
Descrivere semanticamente un'informazione o un messaggio, nella visione
del Semantic Web, corrisponde ad associare all'informazione in questione un
concetto deﬁnito in un'ontologia speciﬁca disponibile in rete. Ad esempio si po-
trebbe associare un codice alfanumerico al concetto codice_fiscale deﬁnito
in un'ipotetica ontologia, oppure al concetto codice_prenotazione deﬁnito
in un'altra ipotetica ontologia speciﬁca di concetti inerenti i viaggi aerei, e un
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sistema automatico in grado di interpretare il formalismo in cui sono espresse
le ontologie saprebbe che si tratterebbe di due informazioni ben diverse, pur
essendo sintatticamente rappresentate con lo stesso codice alfanumerico.
Il linguaggio che è stato sviluppato come standard per esprimere le ontologie
accessibili in rete è OWL (Web Ontology Language)[10].
2.2.2 L'ontologia OWL-S
OWL-S è un'ontologia basata su OWL speciﬁca per servizi Web. Una descri-
zione OWL-S di un servizio Web è complementare alla speciﬁca WSDL, ed è
sostanzialmente ripartita in tre documenti distinti:
Service Proﬁle (proﬁlo del servizio), fa da presentazione del servizio e con-
tiene una spiegazione informale delle funzioni di un servizio, così come
eventuali attributi non funzionali quali la disponibilità nel tempo, la
qualità del servizio, i termini di utilizzo e altro ancora. Il service proﬁle
pubblicizza un utilizzo di un servizio, e può essere registrato in appositi
elenchi che ne facilitino il reperimento attraverso classiche ricerche basate
su indici o parole chiave.
Process Model (modello di processo), descrive più nel dettaglio come intera-
gire con un servizio, e quali sono i dati che si possono scambiare con esso
(dati semanticamente descritti in ontologie OWL); il modello di proces-
so, ad esempio, può mostrare la dinamica delle possibili interazioni con il
servizio in termini di sequenze di invocazioni, chiamate alternative una
all'altra, condizioni che devono esser veriﬁcate prima di un'invocazione e
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conseguenze delle invocazioni (ad esempio, l'avvenuta registrazione di un
nuovo utente). Il modello di processo descrive quindi sia il comportamen-
to sia la semantica (tramite riferimenti ad ontologie OWL) dei messaggi
che il servizio è in grado di scambiare quando ne vengono invocate le
operazioni.
Service Grounding , fornisce un'associazione tra le operazioni di base del
servizio, menzionate nel process model, e l'eﬀettiva descrizione a basso
livello dell'interfaccia delle invocazioni, presente nel documento WSDL.
Questi tre documenti, in pratica, consentono di descrivere formalmente:
- cosa fa il servizio (service proﬁle);
- come funziona il servizio (process model);
- come si accede al servizio (service grounding).
C'è poi un quarto documento, detto Service, che fa da facciata per gli altri tre
e li collega a vicenda.
2.2.3 Ricerca automatica di servizi descritti in OWL-S
Con i metodi attuali (descrizioni di servizi in WSDL e registri UDDI) un
utente che vuole ricercare un servizio Web deve eﬀettuare manualmente una
ricerca per tentativi, basata su parole chiave o indici di cataloghi, poi dovrebbe
testare il servizio per veriﬁcare che risponda alle proprie esigenze, e nel caso di
servizi complessi dovrebbe anche cercare di capirne l'uso, magari cercandone
le istruzioni sul sito del fornitore.
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Avendo a disposizione dei servizi descritti in OWL-S, diventa possibile cer-
care servizi che rispondano a precise esigenze funzionali, speciﬁcando formal-
mente con una query la classiﬁcazione OWL dei dati che si vuole ottenere e che
si può oﬀrire al servizio, cioè rispettivamente il tipo di output e di input del
servizio desiderato. Grazie alla descrizione semantica dei messaggi scambiati
dai servizi, una tale ricerca può essere eﬀettuata automaticamente. Avendo
una classiﬁcazione ontologica precisa dei dati che si intende scambiare con il
servizio Web che si sta cercando, anziché doversi aﬃdare alla ricerca tramite
parole chiave e indici di registri UDDI, si può pensare anche che le query siano
formulabili in modo automatico, e che quindi anche l'invocazione della ricerca
di un servizio possa essere gestita da un sistema software in modo più o meno
autonomo.
2.2.4 Composizione automatica di servizi
descritti in OWL-S
Processi atomici e processi compositi
Una descrizione di servizio in OWL-S speciﬁca in modo formale, interpretabile
da una macchina, le operazioni invocabili sul servizio (dette processi). OWL-S
distingue tra processi atomici e processi compositi.
Un processo atomico è un'operazione eseguibile, dal punto di vista dell'u-
tente, in un singolo passo, in cui l'utente fa una richiesta e ottiene una risposta,
senza alcuna interazione intermedia tra utente e servizio. Sia la richiesta che la
risposta possono contenere un arbitrario insieme di informazioni, a seconda del
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servizio. Un esempio di processo atomico potrebbe essere l'operazione di un
servizio che fornisce il nome di una città dato un codice di avviamento postale:
l'utente invoca l'operazione fornendo il CAP, e il servizio risponde con il nome
della città corrispondente.
Un processo composito è un insieme di processi atomici eseguibili secondo
uno schema prestabilito, deﬁnito dalle regole di utilizzo del servizio. Ad esem-
pio, un servizio di prenotazione di biglietti aerei potrebbe prevedere una prima
operazione di autenticazione, seguita dalla scelta della tratta, poi dal numero
di viaggiatori, e per ciascun viaggiatore potrebbe esser previsto l'inserimento
di dati anagraﬁci, poi potrebbero seguire ancora altre operazioni.
Gli schemi secondo cui si possono deﬁnire i processi compositi a partire
dai processi atomici che li compongono, in modo da deﬁnire tutte le possibili
interazioni tra utente e servizio, sono componibili ricorsivamente a partire da
pochi schemi di base, o costrutti di controllo. In pratica i processi compositi
sono deﬁniti a partire da altri processi, atomici o compositi, raggruppati se-
condo costrutti di controllo come sequence, choice, iterate, if-then-else
. . . , che hanno il medesimo signiﬁcato che si ritrova anche nei linguaggi di
programmazione.
Composizione di servizi
Nel contesto della rappresentazione di servizi come processi atomici e processi
compositi, il problema di comporre l'utilizzo di più servizi al ﬁne di ottenere
un risultato che non sia ottenibile da un singolo servizio diviene il problema
di combinare l'invocazione di processi atomici rispettando i relativi schemi di
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utilizzo deﬁniti negli eventuali processi compositi dei servizi. Ovviamente è
necessario anche che i messaggi che si intende far passare da un servizio ad un
altro siano semanticamente compatibili, cioè che siano classiﬁcati da concetti
OWL compatibili tra loro. Se, ad esempio, un processo atomico di un servizio
produce un dato classiﬁcato come prenotazione_eurostar e un altro pro-
cesso atomico, di un altro servizio che si intende utilizzare, richiede un dato
classiﬁcato come prenotazione_treno, la composizione tra i due processi ato-
mici è fattibile, e si può inferire automaticamente la loro interoperabilità se si
può veriﬁcare in un'ontologia OWL che il concetto prenotazione_eurostar è
un caso particolare di prenotazione_treno. In pratica, un dato è utilizzabile
da un processo atomico se e solo se il concetto che lo classiﬁca è il medesi-
mo concetto che classiﬁca il dato utilizzato dal processo atomico o ne è un
sottoconcetto (un concetto più speciﬁco).
Un sistema che utilizzi descrizioni OWL-S per comporre servizi, potrebbe
veriﬁcare automaticamente che i dati scambiati tra i servizi della composizione
siano compatibili, e che i modelli di utilizzo dei servizi, cioè gli schemi di uti-
lizzo deﬁniti per i processi compositi, consentano un'eﬀettiva interoperabilità.
Con l'attuale descrizione WSDL dei servizi, invece, la composizione di servi-
zi deve necessariamente essere organizzata manualmente, dopo aver studiato
la documentazione informale dei servizi o averli provati, assicurandosi anche,
caso per caso, che i dati da poter passare da un servizio ad un altro siano
eﬀettivamente compatibili.
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2.2.5 Invocazione automatica di servizi
descritti in OWL-S
Una volta risolto il problema di trovare un servizio, o una composizione di ser-
vizi, che possa soddisfare le proprie esigenze, l'utente avrà poi la necessità di
invocare eﬀettivamente le operazioni dei servizi, secondo il giusto ordine e for-
nendo i dati appropriati. Nel caso di servizi descritti semplicemente in WSDL,
aﬃnché l'invocazione sia meccanica occorre predisporre ad hoc un'interfaccia
che rispetti la dinamica di utilizzo del servizio (o dei servizi). Nel caso di servizi
corredati di descrizioni OWL-S, invece, la dinamica di utilizzo è descritta for-
malmente nel process model, e può essere interpretata meccanicamente, quindi
è possibile che un sistema software predisponga automaticamente un'interfac-
cia pronta per utilizzare correttamente il servizio o la composizione di servizi,
integrandone magari l'uso nel contesto di un'applicazione più grande.
2.3 L'algoritmo SAM per l'analisi funzionale
Una speciﬁca OWL-S (o comunque una descrizione formale di semantica e
utilizzo) dei servizi Web apre la possibilità teorica di una ricerca eﬃcace, auto-
matica dei servizi. In particolare, la descrizione del funzionamento dei servizi
(che in OWL-S è speciﬁcato nei process model) consentirebbe anche la ricerca
automatica di una composizione di servizi, o meglio di invocazioni di servizi,
che possano cooperare per ottenere un risultato desiderato.
Recentemente è in fase di ricerca, presso il Dipartimento di Informatica del-
l'Università di Pisa, una metodologia, denominata SAM (Service Aggregation
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Matchmaking) che consenta appunto una ricerca automatica di composizioni di
servizi Web utili al raggiungimento di un risultato speciﬁcato. L'ultima versione
teorica completa di SAM, presentata in [6], è in grado di trovare composizioni
di servizi che soddisﬁno una query funzionale, cioè che siano complessivamente
in grado di produrre un insieme di dati in output, classiﬁcati semanticamente
in ontologie OWL, a partire da un insieme di dati in input classiﬁcati anch'essi
in ontologie OWL.
SAM è concettualmente diviso in due moduli: l'hypergraph builder (co-
struttore dell'ipergrafo), che gestisce l'importazione di descrizioni OWL-S di
servizi, e il query solver (risolutore di query), che ricerca composizioni di ser-
vizi, tra quelli di cui è stata importata la descrizione, che soddisﬁno una query
funzionale.
2.3.1 L'importazione di servizi in SAM
SAM prevede una prima fase di importazione dei servizi, prima di poter uti-
lizzare i servizi stessi per pianiﬁcare le composizioni. Nonostante sia possibile
in qualunque momento sottoporre una query a SAM, le composizioni che si
otterranno come soluzione potranno comprendere soltanto l'utilizzo di servizi
Web che siano preventivamente stati pubblicati in SAM, così come avviene nel
caso dei registri UDDI.
L'Hypergraph builder
Per registrare un servizio Web in SAM, è suﬃciente indicare l'indirizzo in rete
(l'URI, Uniform Resource Identiﬁer) del documento service OWL-S (cfr. se-
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zione 2.2.2, a pagina 8). A questo punto, l'hypergraph builder reperisce la
descrizione OWL-S del servizio, e svolge due funzioni: l'importazione (even-
tuale) delle ontologie riferite dal servizio, e l'importazione del servizio stesso,
durante la quale ne vengono analizzate le possibili modalità di utilizzo (i proﬁli
d'uso). Lo scopo dell'hypergraph builder è quello di costruire, nel complesso
delle importazioni di ontologie e di servizi, un ipergrafo diretto in cui i nodi
rappresentano i concetti OWL, e gli iperarchi rappresentano tre tipi diversi di
relazione:
Relazione di sottotipo che associa ad ogni concetto OWL tutti i concetti
che rappresentano sue specializzazioni, per esempio intuitivamente ci si
potrebbe aspettare che in un'ontologia geograﬁca capitale sia un sotto-
concetto di città, e a seguito dell'importazione di tale ontologia il nodo
corrispondente al concetto capitale avrebbe un'iperarco uscente verso il
nodo corrispondente al concetto città, a rappresentare la loro relazione
di sottotipo;
Relazione di equivalenza che associa ad ogni concetto OWL tutti i concet-
ti identiﬁcati come equivalenti (con un margine minimo predeﬁnito di
probabilità);
Relazione di dipendenza intra-servizio che associa coppie di insiemi di
concetti, corrispondenti agli input e agli output dei proﬁli d'uso dei ser-
vizi. Ogni arco di questo tipo è etichettato con un identiﬁcativo del proﬁlo
che rappresenta.
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La risoluzione di una query corrisponde poi alla risoluzione di un problema di
ﬂusso sull'ipergrafo, in cui le fonti sono gli input della query (i dati dichiarati
disponibili ad essere inviati ai servizi) e i pozzi ne sono gli output (i dati
richiesti dalla composizione di servizi desiderata).
Importazione di ontologie
Attualmente le ontologie reperibili in rete sono innumerevoli, e quasi tutte spe-
ciﬁche per aree di utilizzo. Può capitare anche che il fornitore di una descrizione
OWL-S di un servizio Web adoperi concetti deﬁniti in ontologie proprie.
Per poter confrontare la semantica dei dati su cui operano i servizi, ed
eﬀettuare una ricerca eﬀettiva di servizi e composizioni di servizi utilizzabili
per soddisfare un'esigenza espressa in una query, SAM necessita di interpretare
le ontologie a cui i servizi fanno riferimento. Ad ogni importazione di servizio,
quindi, SAM reperisce dalla rete tutte le ontologie riferite dal servizio che non
siano ancora state interpretate (tipicamente in seguito all'importazione di un
altro servizio eﬀettuata in precedenza), e inserisce nell'ipergrafo tutti i concetti
che vi sono deﬁniti, insieme con gli iperarchi di sottoconcetto e di equivalenza
tra concetti che siano deducibili dall'interpretazione dell'ontologia.
Vale la pena notare che, non essendoci ancora alcun organismo o sistema
che organizzi o correli l'insieme di ontologie presenti in rete, esistono molti
concetti deﬁniti in ontologie diverse ma analoghi tra loro o in relazione di
sottoconcetto, senza che la loro analogia o compatibilità sia asserita esplicita-
mente nelle ontologie che li riferiscono. Questo è un'altro dei problemi aperti
che attualmente ostacolano la piena realizzazione del Semantic Web. Come de-
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scritto in [6], SAM cerca di superare questo ostacolo appoggiandosi a Semantic
Field Tool (SemFiT ), deﬁnito in [11], uno strumento sviluppato all'Università
di Malaga appositamente per dedurre analogie tra concetti deﬁniti in ontologie
diverse.
Importazione del servizio
Una volta che l'ipergrafo sia stato aggiornato con tutti i concetti riferiti da un
servizio Web (e con i relativi iperarchi di sottoconcetto e di equivalenza), il
servizio stesso può essere importato. L'importazione consiste nell'analizzare il
process model della descrizione del servizio e ricavare tutti i possibili percorsi
alternativi di interazione col servizio, cioè tutte le possibili sequenze di invoca-
zione dei processi atomici che possono essere eﬀettuate sul servizio. Ciascuna
possibile interazione col servizio è considerata un diverso proﬁlo del servizio,
e viene memorizzata inserendo un iperarco che connette l'insieme di informa-
zioni in ingresso con l'insieme di informazioni in uscita relativi a quel tipo di
utilizzo del servizio.
2.3.2 La ricerca di composizioni di servizi in SAM
L'ipergrafo che SAM popola con le informazioni relative ai servizi importati,
viene utilizzato dal query solver per trovare le combinazioni di proﬁli che
possano soddisfare i vincoli della query dell'utente.
Le query sottoponibili a SAM sono composte da due liste di classiﬁcatori
OWL, che speciﬁcano il tipo di informazioni che si intende ottenere dai servizi
Web e il tipo di informazioni che si è in grado di fornire. I concetti OWL uti-
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lizzabili devono essere tra quelli già presenti nell'ipergrafo; se è vero infatti che
concetti deﬁniti in altre ontologie, non ancora importate in SAM, potrebbero
avere concetti analoghi individuabili tra quelli utilizzati dai servizi registrati in
SAM, è vero anche che questa eventualità non è abbastanza concreta da giu-
stiﬁcare un'interpretazione di ontologie aggiuntive anche in fase di valutazione
delle query.
Il query solver produce tutti gli insiemi minimali di invocazioni di pro-
ﬁli di servizi che, stando all'ipergrafo, consentono di soddisfare la query. Il
procedimento è ricorsivo, e si svolge indicativamente nel seguente modo: a par-
tire dall'ipergrafo, da due liste di concetti OWL (una che classiﬁca i dati a
disposizione, inizialmente contenente gli input della query, e l'altra che classi-
ﬁca i dati desiderati, inizialmente contenente gli output della query), e da una
composizione di proﬁli provvisoria, inizialmente vuota, il query solver
- seleziona nondeterministicamente un concetto tra quelli desiderati, e lo
rimuove dalla lista relativa;
- seleziona nondeterministicamente un iperarco di dipendenza
intra-servizio tra quelli che arrivano nel nodo corrispondente al concet-
to selezionato al passo precedente (se non esiste alcun arco del genere,
termina l'esecuzione del passo ricorsivo), e aggiunge alla composizione
provvisoria il proﬁlo corrispondente;
- aggiorna la lista di concetti disponibili aggiungendo quelli resi disponibili
dall'invocazione del proﬁlo appena aggiunto alla composizione;
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- aggiorna la lista di concetti richiesti aggiungendo quelli necessari al-
l'invocazione del proﬁlo di servizio selezionato, e rimuovendo i concetti
compatibili con quelli presenti nella nuova lista di concetti disponibili;
- se la lista di concetti richiesti risulta vuota, considera la composizione
provvisoria come una composizione valida e la restituisce all'utente, al-
trimenti svolge un ulteriore passo ricorsivo sulle nuove liste e la nuova
composizione provvisoria.
Dove si speciﬁca una selezione nondeterministica, si intende che tutte le
possibili alternative vengono concettualmente valutate separatamente, sia che
si faccia sequenzialmente senza un ordine particolare, sia che si faccia paralle-
lamente.
Per un'esposizione più dettagliata dell'algoritmo teorico del query solver
di SAM si rimanda a [6].
Capitolo 3
L'architettura del sistema
L'algoritmo teorico di SAM, come esposto sinteticamente nel capitolo prece-
dente, è il risultato di un lavoro portato avanti dal Dipartimento di Informatica
dell'Università di Pisa (cfr. [6]).
Il lavoro descritto in questa tesi è stato quello di realizzare un motore di ricer-
ca che implementasse questa metodologia, partendo dall'architettura generale
ﬁno ad arrivare ﬁno alla scrittura del codice e alla sua messa in opera in un
opportuno ambiente software.
La scelta dei moduli dell'architettura di sistema è stata guidata da diverse
considerazioni. Innanzitutto c'è stata l'ovvia esigenza di identiﬁcare e disaccop-
piare funzionalità e responsabilità che già ad una prima analisi, prescindendo
da considerazioni inerenti l'implementazione, risultassero tra loro relativamen-
te indipendenti. In secondo luogo c'è stata la volontà di predisporre un'elevato
grado di modularità e scalabilità, in modo da ottenere un progetto che potes-
se adattarsi facilmente a future evoluzioni della metodologia teorica, che non
circoscrivesse troppo le scelte possibili in fase di progettazione di dettaglio.
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Un sistema come SAM infatti, concepito per operare rapidamente su grandi
quantità di dati, necessita di un'attenta ottimizzazione per ottenere un'elevata
eﬃcienza, che nell'architettura, pur non essendo espressamente pianiﬁcata, va
tenuta in considerazione.
3.1 Deﬁnizione dei moduli principali
3.1.1 Registry, hypergraph builder, query solver
L'algoritmo di SAM evidenzia già alcuni elementi basilari, concettualmente
distinti, di una possibile architettura per il motore di ricerca:
- l'hypergraph builder;
- il query solver;
- l'ipergrafo.
Tutte le informazioni persistenti utilizzate da SAM, funzionali alla ricerca
di composizioni, sono contenute nell'ipergrafo, che insieme alle liste di ontolo-
gie e di servizi a cui fanno riferimento i nodi e gli iperarchi costituisce il registro
(registry) di SAM.
L'hypergraph builder e il query solver sono sostanzialmente indipendenti l'uno
dall'altro: una volta che si sia deﬁnita chiaramente la struttura dell'ipergra-
fo, l'hypergraph builder deve popolarlo, mentre il query solver necessita
solamente di navigare lungo i suoi iperarchi; ci si può ragionevolmente atten-
dere che la progettazione di dettaglio di ciascuno di questi due moduli non
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inﬂuisca sull'altro. Per vincolare meglio le dipendenze reciproche tra i due
moduli funzionali, è stato scelto di incapsulare l'accesso eﬀettivo all'ipergrafo
in un modulo indipendente, chiamato registry manager, da cui gli altri due
dipendono.
Nell'esecuzione dell'algoritmo dell'hypergraph builder, SAM fa uso del
servizio remoto SemFiT (cfr. sezione 2.3.1, a pagina 16), che introduce quindi
una dipendenza esterna al sistema che occorre tener presente nella deﬁnizione
dell'architettura del motore.
3.1.2 Account manager
Per evitare che il registry possa venire popolato in modo irresponsabile e
anonimo, si è deciso di prevedere un controllo degli accessi all'hypergraph
builder, diﬀerenziando gli utenti di SAM in utenti generici, ai quali consen-
tire solamente l'accesso alle funzioni di ricerca, e provider di servizi, in grado
di autenticarsi e sottoporre nuove descrizioni OWL-S. Un nuovo modulo, ac-
count manager, è stato aggiunto all'architettura per incapsulare le funzioni di
controllo degli accessi a SAM.
3.1.3 Data browser
Per poter formulare una query, occorre ricordare che un utente ha necessità di
sapere quali concetti OWL sono registrati in SAM, per poterli includere nelle
liste di input e output della query. Un modulo apposito, data browser, consente
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all'utente di visualizzare i concetti contenuti nell'ipergrafo e la lista di servizi
registrati.
3.1.4 Interfacce utente
In linea con la prospettiva del Semantic Web, l'accesso a SAM è stato previ-
sto tramite interfacce deﬁnite in WSDL e riferite da una descrizione OWL-S,
quindi SAM è esso stesso un servizio Web semantico. Per le considerazioni
di ﬂessibilità fatte in precedenza, i tre moduli che presentano un'interfaccia
utente (hypergraph builder, query solver e data browser) sono stati forniti di
altrettante interfacce WSDL indipendenti tra loro.
Per ottenere un'usabilità gradevole e pratica nel caso di utilizzo manuale
di SAM, è stata prevista un'interfaccia Web classica che a sua volta fa uso
unicamente delle interfacce WSDL appena introdotte. Tale interfaccia, even-
tualmente integrabile in un sito dedicato a SAM, resta quindi sostanzialmente
svincolata dal motore di ricerca, costituendone soltanto un comodo front end
graﬁco.
Nella ﬁgura 3.1 è possibile vedere le relazioni d'uso tra i suddetti moduli del
sistema e la dipendenza dal tool esterno SemFiT.
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Figura 3.1: Vista ad alto livello dell'archittettura di SAM.
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Capitolo 4
L'implementazione del sistema
In questo capitolo si mostra come si sia concretizzata l'architettura generale
esposta precedentemente, in un'implementazione reale messa eﬀettivamente in
opera.
Una volta deﬁnita la struttura generale del sistema, occorreva decidere co-
me implementare i varii moduli e le relazioni tra essi, tenendo in considerazione
anche le questioni di scalabilità e accesso condiviso ai dati, per poter passare
alla fase di scrittura del codice.
La piattaforma su cui è stato scelto di implementare il motore, Java En-
terprise Edition 5 (Java EE 5), ha consentito di passare in modo abbastanza
diretto dall'architettura all'implementazione, fornendo nel contempo un'infra-
struttura su cui ottenere facilmente scalabilità, robustezza, portabilità.
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4.1 Java platform, Enterprise Edition 5
La piattaforma Java EE 5 è espressamente pensata per consentire di realiz-
zare agevolmente applicazioni multilivello (multitier) scalabili, transazionali,
portabili e sicure.
L'ambiente in cui vengono eseguite le applicazioni Java EE 5 espone servizi
standard utili per gestire adeguatamente molti problemi tipici delle applica-
zioni aziendali, lasciando lo sviluppatore più libero di focalizzarsi sulla logica
del dominio su cui opera l'applicazione.
Il modello applicativo della piattaforma Java EE è un modello in cui la
logica dell'applicazione è suddivisa in componenti, organizzati in più livelli
(tier) a seconda delle funzionalità, ovvero:
Client tier: è il livello di presentazione, che contiene i componenti che sono
in esecuzione sulla macchina dell'utente e che costituiscono l'interfaccia
del sistema.
Nel caso di SAM, si tratta delle pagine HTML che fanno da interfaccia
graﬁca alle operazioni WSDL del servizio Web.
Middle tier: è il livello applicativo. I componenti che implementano i servizi
oﬀerti dall'applicazione si trovano a questo livello e sono in esecuzione
all'interno del Java EE server, di seguito chiamato anche application
server (non necessariamente dislocato su un singolo calcolatore). A sua
volta è suddivisibile in due livelli, detti Web tier e business tier :
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Web tier: ha le funzioni di Web server. Contiene il codice che viene in-
viato al Web browser dell'utente, e l'implementazione del lato server
nelle interazioni Web. È realizzato dal cosiddettoWeb container del-
l'application server.
Nel caso di SAM, contiene l'interfaccia Web e le descrizioni WSDL
e OWL-S del servizio Web del motore di ricerca.
Business tier: è il livello in cui viene messa in opera la logica di fun-
zionamento dell'applicazione. È realizzato dall'EJB container del-
l'application server.
Nel caso di SAM, contiene l'implementazione di tutti i moduli de-
scritti nel progetto dell'architettura, ad eccezione di registry e
interfacce utente (e ovviamente di SemFiT).
Enterprise Information System (EIS) tier: comprende tutti i sistemi in-
formativi di cui fa uso l'applicazione, e interagisce con il server Java EE
per mezzo di opportuni driver. Il sever Java EE ne astrae l'uso da parte
delle applicazioni, consentendo una maggiore portabilità e modularità.
Nel caso di SAM, l'EIS tier contiene il registry, rappresentato in un
database.
4.2 La logica di SAM all'interno di librerie
Per tenere svincolata l'implementazione Java del motore dai meccanismi della
piattaforma Java EE, al ﬁne di conservare la massima ﬂessibilità e incentivare
il riuso del codice anche qualora si volesse implementare SAM al di fuori della
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suddetta piattaforma, è stata incapsulata in librerie la logica di SAM, in modo
che il codice dei componenti Java EE contenesse soltanto le funzioni relative
all'infrastruttura di questa piattaforma. Restano codiﬁcati direttamente nei
componenti Java EE quei moduli architetturali che sono fortemente dipendenti
dall'implementazione eﬀettiva e che non avevano motivo di venirne in qualche
modo astratti, e cioè:
- le interfacce WSDL, che sono generate automaticamente dall'application
server in fase di installazione dell'applicazione, grazie ad alcune apposite
annotazioni Java EE;
- l'account manager (e l'utilizzo che ne fa l'hypergraph builder), in
quanto i meccanismi di sicurezza attuabili direttamente dall'application
server sono a un livello d'astrazione più basso rispetto alle librerie, e l'at-
tuale gestione della sicurezza in SAM non prevede politiche soﬁsticate,
tali da giustiﬁcare un'implementazione isolata dalla piattaforma;
- l'implementazione del registry manager, che fa un uso pervasivo delle
funzioni di astrazione dell'EIS tier rese disponibili dalla piattaforma Java
EE (l'interfaccia del registry manager cui fa riferimento la logica del
motore è comunque incapsulata in una libreria Java, cfr. paragrafo 4.2.1);
- l'implementazione del data browser, che serve soltanto a facilitare l'uso
del motore ed è costituita da poche semplici righe di codice.
È opportuno ricordare inoltre che il registry è realizzato da un database
indipendente dalla piattaforma Java EE, e che l'interfaccia Web è un front
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end che non contiene alcuna funzionalità propria del motore di ricerca. Si
può considerare l'interfaccia come un'aggiunta esterna, indipendente dal resto
dell'implementazione, dato che fa uso esclusivamente delle interfacce WSDL
pubbliche per interagire con il sistema.
Nella ﬁgura 4.1 è possibile vedere la corrispondenza tra le librerie e i
componenti dell'architettura di SAM.
Figura 4.1: Vista dei componenti dell'architettura realizzati in librerie. I
componenti implementativi in corsivo sono moduli Java EE.
Nelle prossime sezioni spiegheremo brevemente come sono organizzate le
librerie in cui è ripartito il funzionamento di SAM, e come interagiscono tra
loro.
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4.2.1 L'interfaccia per i dati persistenti:
SamPersistenceInterface
L'interazione con i dati persistenti di SAM è stata astratta dietro un'opportuna
interfaccia (in senso funzionale), costituita di fatto da due interfacce Java
(DataReader e DataWriter) , una per l'accesso in lettura e l'altra per l'accesso
in scrittura, e da un insieme di classi di supporto.
Qualunque implementazione corretta (che rispetti il contratto dei meto-
di, deﬁnito nella documentazione JavaDoc) delle due interfacce può essere
utilizzata per far funzionare correttamente le altre librerie.
L'implementazione attuale, basata su Java EE, è realizzata dal componente
SamPersistence, che sarà descritto più avanti (cfr. sezione 4.3.1, pagina 33).
4.2.2 La costruzione dell'ipergrafo:
SamFeedLogics
La funzione dell'hypergraph builder, così come deﬁnito nel progetto dell'ar-
chitettura, è di importare una descrizione OWL-S e le ontologie OWL relative
all'interno del registry, facendo uso anche del tool esterno SemFiT. Nel caso
in cui l'account manager vieti l'accesso all'utente, l'hypergraph builder si
riﬁuta di operare.
Nell'implementazione dell'hypergraph builder, le (semplici) funzioni di
autenticazione sono state implementate direttamente nel componente Java EE
SamFeedService, mentre i dettagli dell'accesso al servizio Web SemFiT sono
stati incapsulati nella libreria SemFiTIntegration. Alla libreria SamFeedLogics
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è delegata la sola logica di registrazione di descrizioni OWL-S e ontologie OWL
relative.
La libreria fa uso di altre librerie opensource per eﬀettuare il parsing dei ﬁle
OWL-S e OWL, e necessita di un riferimento a due oggetti che implementino
le interfacce Java DataReader e DataWriter (cfr. sezione 4.2.1, pagina 30) per
poter essere invocata.
4.2.3 La ricerca di composizioni di servizi:
SamSearchLogics
L'implementazione del query solver è contenuta nella libreria SamSearchLo-
gics, che data un'implementazione dell'interfaccia DataReader restituisce le
composizioni di invocazioni di (proﬁli di) servizi che possano soddisfare una
data query funzionale, così come previsto dall'algoritmo deﬁnito in 2.3.2 a
pagina 16.
Da notare che, al ﬁne di limitare la profondità dei cammini ricercati nel-
l'ipergrafo, la libreria prevede un parametro (maxInvocations) che vincola il
numero massimo di invocazioni in ciascuna composizione restituita.
4.3 L'infrastruttura Java EE di SAM
Le librerie descritte precedentemente, che implementano le funzioni principali
di SAM astraendole dal contesto della piattaforma Java EE, sono utilizzate da
componenti Java EE operanti all'interno dell'application server. I componenti
Java EE sono moduli funzionali autocontenuti e installabili individualmente,
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composti da normali classi Java corredate da opportune annotazioni Java EE
e in grado di utilizzare i meccanismi e le API standard che il container (una
parte dell'application server) in cui sono installati oﬀre. I servizi principali che
in questo modo (aﬃdandoli ai meccanismi del server) sono stati aggiunti a
SAM sono la gestione delle transazioni (per risolvere problemi sia di accesso
condiviso ai dati che di integrità dei dati in caso di eccezioni), l'installazione
automatica di interfacce WSDL in ascolto sul server Web a partire da classi
Java annotate, e la gestione degli accessi contemporanei.
Ciascun componente Java EE può essere istanziato dinamicamente dal ser-
ver in molteplici copie, anche su macchine diverse, in modo da gestire accessi
concorrenti e rendere l'applicazione scalabile. In particolare, nello sviluppo di
SAM, ho utilizzato cosiddetti stateless session beans, componenti che non man-
tengono uno stato interno tra una chiamata e l'altra ai loro metodi, pertanto
possono essere assegnati e deallocati più liberamente dal server in modo da
ottenere una performance complessiva maggiore.
La piattaforma Java EE consente di risolvere dinamicamente, in modo au-
tomatico e portabile, le dipendenze reciproche dei componenti tramite un mec-
canismo chiamato resource injection, che sempliﬁca grandemente l'accesso alle
varie risorse software (compresi gli altri componenti dell'applicazione) reperibili
dal server.
Nel seguito saranno brevemente illustrate le caratteristiche salienti dei
componenti Java EE utilizzati per SAM.
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4.3.1 La gestione della persistenza
I dati persistenti di SAM, ovvero il contenuto del registry, sono memorizzati
al di fuori del server Java EE, in un database. Come anticipato precedentemen-
te, il modulo registry manager del progetto dell'architettura è realizzato dal
componente SamPersistence (cfr. ﬁgura 4.1 a pagina 29), un Enterprise Java
Bean component (EJB component) che implementa le interfacce Java deﬁnite
nella libreria SamPersistenceInterface.
La gestione della persistenza possibile con la piattaforma Java EE 5 per-
mette di stabilire una corrispondenza precisa tra classi Java e tabelle di da-
tabase relazionali, semplicemente tramite opportune annotazioni (inserite di-
rettamente nel codice Java) e poche righe di conﬁgurazione scritte in XML. È
possibile creare classi di questo tipo (denominate entity classes) e lasciare che
sia l'application server (nello speciﬁco, l'EJB container, durante l'installazione
del componente che deﬁnisce le entity classes) a generare, tramite gli appositi
driver che lo interfacciano all'EIS tier, le tabelle corrispondenti nel database
speciﬁcato. Nella tabella relativa a ciascuna di queste classi un'oggetto (inteso
come istanza della classe) corrisponde ad una riga, e un campo corrisponde
ad una colonna. Un membro di una classe entity il cui tipo sia un'altra classe
entity corrisponde ad una chiave esterna che fa riferimento alla tabella corret-
ta nel database. In pratica, la Java Persistence API fornisce all'applicazione
un'astrazione ad oggetti completa di un database relazionale.
Per SAM, il database è stato deﬁnito appunto mediante entity classes,
completo dei vincoli usuali che si possono immaginare associati alle tabelle
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relazionali. Nelle entity classes di SAM (tutte deﬁnite in un apposito packa-
ge) sono stati deﬁniti anche dei metodi di utilità di base, e le query parame-
triche necessarie (deﬁnite tramite annotazioni Java, nel linguaggio standard
Java Persistence Query Language). Tali query parametriche sono utilizzate
poi dalle due classi (DataReaderBean e DataWriterBean) che implementano
le interfacce Java di SamPersistenceInterface.
Nel componente SamPersistence si fa uso della gestione delle transazio-
ni operata dall'EJB container, che evita che si creino inconsistenze a segui-
to di accesso concorrente ai dati, o di interruzioni dovute al sollevamento di
eccezioni.
Il DBMS (database management system)eﬀettivamente utilizzato
è JavaDB, fornito normalmente insieme all'application server di riferimento
(Sun Java System Application Server). Cambiare DBMS non comporterebbe
alcuna modiﬁca del codice di SAM, grazie ai driver del server Java EE che
astraggono l'utilizzo della persistenza dall'eﬀettiva conﬁgurazione dell'EIS tier,
tuttavia riteniamo (anche a seguito di un confronto con altri DBMS di libero
utilizzo) che JavaDB sia una soluzione ragionevole per SAM, almeno in questa
fase1.
4.3.2 I servizi forniti all'utente da SAM
Come previsto dal progetto dell'architettura, SAM presenta tre interfacce WSDL
che lo rendono accessibile come servizio Web. Nell'implementazione su piatta-
1non è escluso che in futuro un carico di lavoro più intenso possa far propendere verso
un DBMS più eﬃciente, ad esempio PostgreSQL, Openlink Virtuoso, o H2 .
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forma Java EE 5, ciascuna interfaccia WSDL viene generata a partire da classi
Java opportunamente annotate.
I tre componenti EJB che deﬁniscono le interfacce WSDL di SAM sono:
SamFeedService Espone l'operazione addService, che consente ad un provi-
der di servizi (registrato e in possesso di login e password) di sottoporre
una descrizione OWL-S, cioè di invocare l'hypergraph builder. Il ser-
vizio fa uso della libreria SamFeedLogics (cfr. paragrafo 4.2.2, pagina
30), e restituisce al chiamante un messaggio testuale che indica l'esito
dell'operazione.
SamSearchService Espone l'operazione ﬁndFunctionalCompositions, che ac-
cetta una query funzionale espressa da due liste di stringhe (gli URI dei
concetti OWL di input e output), e restituisce l'insieme di composizio-
ni che risultano dall'elaborazione del query solver, implementata nella
libreria SamSearchLogics (cfr. paragrafo 4.2.3, pagina 31).
SamBrowseService A diﬀerenza degli altri due, questo componente non fa
aﬃdamento a librerie (cfr. pagina 28), ma si limita a codiﬁcare opportu-
namente l'output di poche semplici chiamate all'interfaccia DataReader
(cfr. paragrafo 4.2.1, pagina 30). Espone due operazioni prive di parame-
tri che restituiscono liste di stringhe:
getServicesURIs fornisce gli URI delle descrizioni OWL-S importate
in SAM;
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getOntologiesTrees fornisce una rappresentazione della visita in pro-
fondità delle ontologie importate in SAM, strutturate ad albero
secondo la relazione di sussunzione tra concetti.
Ciascuno di questi componenti utilizza direttamente soltanto il compo-
nente SamPersistence, la cui implementazione delle interfacce DataReader e
DataWriter viene fornita dinamicamente dall'EJB container tramite resource
injection (cfr. pagina 32) al momento dell'istanziazione del componente.
La ﬁgura 4.2 mostra nel complesso l'implementazione del sistema appena
descritta.
Figura 4.2: L'implementazione complessiva del sistema.
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4.3.3 L'interfaccia Web implementata come Web compo-
nent
L'interfaccia Web realizzata per SAM, sviluppata per fornire un accesso pratico
alle operazioni WSDL descritte nel paragrafo 4.3.2, è essa stessa implementata
come componente Java EE 5 (di tipo Web component), e installabile su qua-
lunque Web server compatibile (su qualunque macchina che abbia accesso alle
interfacce WSDL del motore) semplicemente tramite il relativo ﬁle WAR (Web
archive, un tipo particolare di archivio JAR).
L'interfaccia si presenta all'utente come una pagina HTML dinamica, sud-
divisa in schede, in cui l'interazione con il server (durante l'invocazione delle
operazioni WSDL) viene gestita in modo asincrono tramite tecniche AJAX
(Asynchronous JavaScript and XML).
Il Web component prende il nome di SamGWTServlet dalle tecnologie uti-
lizzate: Google Web Toolkit (GWT, [12]) è un tool opensource per la realiz-
zazione di codice Javascript capace di interazioni AJAX con il Web server, e
Servlet è la tecnologia Java usata con GWT per le elaborazioni sul lato server
di pagine dinamiche.
4.4 La realizzazione dell'interfaccia Web
Per realizzare l'interfaccia Web di SAM è stato usato il Google Web Toolkit
(GWT), che ha reso possibile programmare i componenti dinamici (generati
sul Web browser dell'utente) in linguaggio Java, sfruttando le API messe a
disposizione dal toolkit. GWT ha fornito un meccanismo ad alto livello per
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realizzare interazioni client-server asincrone in stile AJAX, così da minimizzare
le attese dell'utente durante l'uso dell'interfaccia.
È stato scelto GWT, tra vari altri strumenti potenzialmente adatti allo sco-
po, perché è un tool relativamente recente che gode di una crescente diﬀusione
e di uno sviluppo continuo, e il fatto che sia stato ideato dai pionieri di AJAX
gli conferisce, a nostro parere, una ragionevole aﬃdabilità.
4.4.1 Lo sviluppo in due fasi
L'interazione tra la pagina Web e le interfacce WSDL di SAM è implementata
sul lato server della connessione HTTP, sul Web server (il Web container, nel
caso di Java EE). In pratica, quando l'utente si connette al sito di SAM, il
Web container spedisce al browser dell'utente il codice (HTML, JavaScript,
CSS...) che viene poi eseguito sul browser (nel client tier, cfr. paragrafo 4.1 a
pagina 26), e che interagisce con altro codice (Java) nel Web tier per presen-
tare all'utente i risultati delle chiamate alle interfacce WSDL di SAM. GWT
sempliﬁca la realizzazione delle interazioni tra client e server, permettendo di
programmare tutto in HTML e Java. C'è poi un compilatore apposito che rea-
lizza il codice JavaScript corrispondente (con tutti gli accorgimenti necessari
ad avere la resa corretta sui vari Web browser) e lo integra nella struttura
HTML predisposta dallo sviluppatore.
Sono quindi identiﬁcabili due fasi che caratterizzano lo sviluppo dell'inter-
faccia Web tramite GWT:
- la realizzazione del codice destinato al client tier, compilato tramite
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GWT a partire da pagine HTML statiche e codice Java, e
- la realizzazione del codice eseguito sul Web tier, composto da classi Java
che fanno uso di interfacce prodotte nella fase precedente secondo le
regole di GWT.
Nella ﬁgura 4.3, si nota come il compilatore GWT produca il codice per il
client tier a partire dal modello HTML, da una classe Java e da due interfacce
Java (correlate da precisi meccanismi di GWT), una delle quali è implementata
dalla Servlet Java in esecuzione sul Web tier, la quale utilizza a sua volta il
servizio Web di SAM.
Figura 4.3: La realizzazione dell'interfaccia come Web component Java EE,
tramite l'uso di Google Web Toolkit.
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4.4.2 Un possibile approccio alternativo
Nel caso di SAM, il codice eseguito sul Web tier serve unicamente a far in-
teroperare la pagina Web con le interfacce WSDL. Un approccio alternativo
avrebbe potuto prevedere la realizzazione dell'interfaccia graﬁca di SAM non
come pagina Web associata ad una Servlet, ma come applet Java, eseguibile
ancora in un Web browser. Se questo da un lato avrebbe probabilmente sem-
pliﬁcato la realizzazione dell'interfaccia (ed eliminato l'utilità di un tool come
GWT), dall'altro avrebbe appesantito di certo l'elaborazione sulla macchina
dell'utente. Implementare l'interfaccia come applet Java resta comunque, a no-
stro parere, un'opzione da tenere in considerazione per gli sviluppi futuri di
SAM.
4.5 Illustrazione di casi d'uso
In questa sezione vedremo più nel dettaglio il funzionamento del sistema, se-
guendo l'interazione tra le varie componenti durante l'espletamento delle varie
funzioni invocabili dalle interfacce WSDL.
L'utilizzo del motore viene illustrato ipotizzando l'uso dell'interfaccia Web,
in modo da avere l'occasione di descrivere anche il funzionamento di quest'ul-
tima.
Prima di mostrare come viene gestita la sottomissione di una query o la
registrazione di una descrizione OWL-S, illustreremo come viene predisposta
l'interfaccia Web quando il browser di un utente vi si connette.
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4.5.1 Predisposizione dell'interfaccia
L'interfaccia Web di SAM si presenta come una pagina Web con contenuti e
funzioni varie, suddivise in schede.
Le dimensioni dell'interfaccia sono adeguate alla visualizzazione intera sullo
schermo di un qualunque pc attuale (l'interfaccia misura 800 pixel in larghez-
za); la dimensione verticale delle schede cambia in relazione al contenuto, ma
è comunque possibile sottoporre query senza dover far scorrere la pagina già
disponendo di una risoluzione di 800x600 pixel.
La schermata che ci si trova di fronte appena si eﬀettua la connessione è
quella visibile in ﬁgura 4.4.
Si notano facilmente le voci di menù nella barra superiore, che corrispon-
dono ad altrettante sezioni del sito: cliccando su qualunque voce, nel riquadro
sottostante compare la scheda corrispondente (immediatamente, senza alcuna
interazione con il server). La scheda iniziale (home) è quella adibita alla sot-
tomissione di query. Le altre due schermate correlate alle funzioni del motore
di ricerca sono list of services, che mostra la lista di descrizioni OWL-S re-
gistrate in SAM con i collegamenti agli URI relativi, e submit a service (cfr.
ﬁgura 4.5), che consente l'immissione di nuove descrizioni OWL-S da parte di
provider registrati.
Le informazioni dipendenti dal motore di ricerca, cioè la lista di servizi re-
gistrati e le ontologie presenti nell'ipergrafo di SAM, non fanno parte dei dati
inviati al browser in risposta alla prima richiesta HTTP, ma vengono inviate
attraverso messaggi gestiti in modo asincrono; un sintomo di questo compor-
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Figura 4.4: L'interfaccia Web così come si presenta al momento della
connessione.
tamento si può ritrovare nella scritta loading ontologies' tree, please
wait... presente nella schermata iniziale, che viene sostituita da una visuale
strutturata dei concetti presenti nell'ipergrafo di SAM appena le informazioni
relative arrivano al browser. Questa gestione asincrona permette una visua-
lizzazione più tempestiva di tutti gli altri aspetti della pagina Web, che sono
disponibili e visualizzabili sul browser dell'utente prima ancora che le interfacce
WSDL del motore di ricerca vengano contattate.
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4.5.2 Sottomissione di un servizio
La sottomissione di un nuovo servizio (cioè di una descrizione OWL-S) può
essere invocata dalla scheda submit a service dell'interfaccia Web di SAM. Co-
me si può vedere nella ﬁgura 4.5, la scheda presenta diversi campi testuali che
consentono l'immissione di alcuni dati relativi alla descrizione OWL-S che si
vuole aggiungere, ad ognuno dei quali corrisponde un parametro dell'opera-
zione addService esposta dall'interfaccia WSDL di SAM. Se l'autenticazione
dell'utente va a buon ﬁne, SAM reperisce la descrizione del servizio dal relativo
URI (si noti che una descrizione OWL-S, e più in generale un'ontologia OWL,
è intesa per essere reperibile al proprio URI, che funge da sede uﬃciale per es-
sa), avviando l'importazione come prevista dall'hypergraph builder. In caso
di intoppi (ad esempio per errori nel parsing di codice OWL-S non conforme
alle speciﬁche, o per impossibilità di reperire un'ontologia OWL riferita dal
servizio) nessuna modiﬁca viene apportata al registry, e un opportuno mes-
saggio d'errore viene restituito all'utente in una ﬁnestra di allerta, altrimenti
il registry viene correttamente aggiornato e all'utente viene comunicato l'esito
positivo dell'operazione. In ogni caso, l'invio dei dati forniti dall'utente e la
ricezione del successivo responso da parte di SAM non provocano un blocco
dell'interfaccia, in quanto anche quest'interazione viene gestita in modo asin-
crono; viene però disabilitato il pulsante submit service ﬁnché la risposta di
SAM non arriva, in modo che non si sovrappongano le richieste all'hypergraph
builder da parte della medesima istanza dell'interfaccia2.
2Questa è una scelta implementativa dettata da considerazioni di usabilità; non costituisce
infatti un problema, dal punto di vista del motore, la registrazione contemporanea di più
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Figura 4.5: La scheda che consente l'immissione di descrizioni OWL-S,
all'interno della pagina Web.
4.5.3 Sottomissione di una query
La scheda principale dell'interfaccia Web consente di sottomettere query fun-
zionali al motore di ricerca. All'avvio dell'interfaccia, un'invocazione dell'ope-
razione getOntologiesTrees (cfr. 4.3.2 a pagina 35) esposta tramite WSDL
dal componente EJB SamBrowseService permette di ottenere (in modo asin-
crono) una rappresentazione strutturata di tutti i concetti presenti nell'iper-
grafo di SAM. L'utente a questo punto è in grado di selezionare i concetti che
desidera includere nelle liste di input e di output della query, semplicemen-
te cliccandoci (o selezionandoli con la tastiera) e utilizzando il bottone Add
della lista relativa. È ovviamente possibile anche togliere i concetti dalle liste,
servizi.
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selezionandoli e adoperando il bottone Delete. Entrambi i bottoni risultano
abilitati solo quando un concetto su cui operare è eﬀettivamente selezionato.
La ﬁgura 4.6 mostra la scheda di sottomissione delle query, con i dati di
una query già predisposti. Gli alberi delle ontologie registrate, con i concetti
strutturati secondo la relazione di sussunzione, sono visibili nel riquadro a
sinistra.
Figura 4.6: La scheda che consente la sottomissione di query, all'interno della
pagina Web.
Premendo il tasto Submit query le liste di input e output3 visibili sulla de-
stra vengono inviate all'operazione findFunctionalCompositions dell'inter-
3Alle interfacce WSDL viene inviato l'URI completo per ciascun concetto, anche se
nell'interfaccia, per brevità, è riportato solo in parte.
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faccia WSDL del componente EJB SamSearchService. Tale modulo utilizza
l'implementazione del query solver presente nella libreria SamSearchLogics
4.2.3, dalla quale ottiene il risultato della query. Il responso di SAM viene
quindi restituito all'utente con un messaggio asincrono, che viene decodiﬁcato
nel browser e mostrato nel riquadro inferiore (rimpiazzando la scritta please
wait... che compare appena viene inviata la query).
Come si può notare nel responso alla query di ﬁgura 4.6, visibile in ﬁgu-
ra 4.7, i proﬁli selezionati per la composizione non sono direttamente fruibili
dall'utente. Il motivo è che i proﬁli dei servizi non sono esplicitamente riferiti
nelle descrizioni OWL-S, ma sono ricavati dall'hypergraph builder durante
l'immissione degli archi di dipendenza intra-servizio (cfr. 2.3.1 a pagina 14). Il
problema di esplicitare l'invocazione dei processi atomici associati al proﬁlo di
un servizio, così come il collegamento dei dati che devono essere scambiati tra
i vari servizi di una composizione, è risolvibile nel contesto di una rappresen-
tazione formale del comportamento dei servizi tuttora in fase di studio (cfr.
[13]), basata su una variante delle reti di Petri.
Figura 4.7: Un'esempio di responso: una composizione che prevede l'esecuzione
di due proﬁli di servizi.
Capitolo 5
Conclusioni
Come abbiamo anticipato nel capitolo introduttivo, il sistema che è stato rea-
lizzato ci permetterà di disporre di un'architettura ﬂessibile per gli sviluppi
futuri del progetto, con un'implementazione portabile che poggia su tecnologie
mature, ampiamente diﬀuse e adeguate all'impiego in soluzioni reali. Tuttavia
SAM resta pur sempre un prototipo, certamente utile a ﬁni dimostrativi e di
studio, ma che richiede (e prevede) aﬃnamenti sia teorici che implementati-
vi. Il merito di questo lavoro è comunque, in sintesi, quello di aver prodotto
il primo (stando a quanto ci risulta) prototipo funzionante di motore di ri-
cerca orientato a composizioni di servizi Web1, costituendo quindi un piccolo
contributo verso la realizzazione dell'idea di Semantic Web.
1Una prima, rudimentale metodologia chiamata anch'essa SAM era già stata im-
plementata, senza un'architettura seria né un'implementazione basata su tecnologie
adeguate.
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5.1 Le prospettive future
Le possibili direzioni di sviluppo per SAM sono molteplici, sia per quanto
riguarda la metodologia teorica che per quanto concerne l'implementazione. Di
seguito faremo una sintesi dei principali punti su cui sarà possibile orientare il
lavoro di sviluppo nell'immediato futuro.
5.1.1 L'evoluzione della metodologia
Attualmente sono in fase di studio diversi aspetti legati alla metodologia teorica
di ricerca di composizioni.
Analisi comportamentale
Innanzitutto si prevede di eﬀettuare un'analisi comportamentale delle com-
posizioni attualmente ottenibili da SAM. Se è pur vero, infatti, che il query
solver analizza gli archi dell'ipergrafo producendo sempre composizioni che,
dal punto di vista dei tipi di dati su cui operano, risultano valide, è anche
vero che tali composizioni, alla prova dei fatti, potrebbero presentare proble-
mi di stallo dovuti a dipendenze cicliche sui dati. Un'analisi comportamentale
delle composizioni di servizi (cfr. [13]) consentirebbe di individuare e scar-
tare le composizioni che presentino problemi di questo tipo. L'analisi com-
portamentale, oltretutto, permetterebbe la ricerca di composizioni rispondenti
a requisiti comportamentali oltre che funzionali, aprendo la strada all'aggre-
gazione totalmente automatica di servizi, dalla fase di ricerca ﬁno a quella
dell'invocazione.
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Molteplicità dei dati
La gestione delle molteplicità dei dati è un altro punto su cui la metodologia
attuale è inadeguata: gli archi di dipendenza intra-servizio (cfr. 2.3.1, pagina
14) non prendono in considerazione infatti la molteplicità dei parametri di un
medesimo tipo gestiti dai proﬁli, ma tale molteplicità andrà ovviamente con-
siderata per consentire query più speciﬁche, e comporre più opportunamente i
proﬁli dei servizi che presentano processi compositi iterativi.
Tecniche di indexing
Per consentire a SAM di raggiungere livelli di eﬃcienza e scalabilità suﬃcien-
ti per poter eﬃcacemente gestire notevoli quantità di descrizioni OWL-S e di
concetti OWL, pensiamo che sia opportuno valutare l'adattabilità a questo spe-
ciﬁco dominio di tecniche di indexing già impiegate nei motori di ricerca Web
generici. Anche se l'implementazione attuale consente di far leva sulle potenzia-
lità dell'EIS tier e della piattaforma Java EE, infatti, è opportuno prevedere
accorgimenti metodologici esplicitamente volti al miglioramento dell'eﬃcienza
del motore, che altrimenti è facile prevedere sia destinato al raggiungimento di
latenze intollerabili al crescere dell'ipergrafo.
5.1.2 Il raﬃnamento dell'implementazione
Anche l'implementazione dell'architettura attuale è soggetta a possibili mi-
glioramenti. Quei componenti che risulteranno sostanzialmente invariati dalle
modiﬁche architetturali future, potranno essere perfezionati da un'attività di
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proﬁlatura mirata che consenta di individuare i colli di bottiglia e miglio-
rarne le prestazioni. Si potrà innanzitutto convertire l'algoritmo ricorsivo del
query solver in un algoritmo iterativo, che quasi certamente potrebbe gio-
vare all'eﬃcienza generale del componente (il query solver, su un ipergrafo
ragionevolmente grande, presenta mediamente la complessità computazionale
maggiore tra tutti i componenti di SAM).
Un'altra possibilità di aumentare le prestazioni del sistema potrebbe ve-
nire da un'implementazione esterna alla piattaforma Java (magari in C++)
di alcune funzioni particolarmente critiche rispetto alla latenza generale del
motore.
In ogni caso, è opportuno produrre (e lo si sta già facendo) un numero
ragguardevole di descrizioni OWL-S (magari generandole automaticamente)
da usare per la sperimentazione del motore, visto che attualmente le descrizioni
OWL-S di servizi Web reali sono rare.
5.1.3 L'ampliamento delle funzionalità
Per concludere, vale la pena tener presente che l'ambito di utilizzo di SAM è al
momento ristretto ai servizi Web semantici descritti in OWL-S, mentre anche
altri formalismi sono presenti nel quadro del Semantic Web. BPEL4WS[8], ad
esempio, è una delle alternative più concrete ad OWL-S. A questo proposito,
si potrebbe integrare in SAM un modulo (utilizzabile nell'architettura attuale
dal componente SamFeedService, sotto forma di libreria) che gestisse l'impor-
tazione nel registry di servizi descritti in BPEL4WS, così da consentire a
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SAM il reperimento di composizioni di servizi descritti anche secondo questo
formalismo.
Un'altra interessante prospettiva di ampliamento delle funzioni di SAM sa-
rebbe rappresentata, a nostro avviso, dalla realizzazione automatica di inter-
facce che nascondano all'utente l'orchestrazione dei servizi che costituiscono
le composizioni ottenibili con SAM. Tali interfacce, implementate ad esem-
pio tramite agenti software o rese accessibili in remoto da operazioni WSDL,
rappresentano comunque una tappa imprescindibile lungo il percorso verso la
realizzazione del Semantic Web, e risulta naturale immaginare che saranno
ottenibili dai medesimi strumenti che, come SAM, individueranno insiemi di
servizi intesi per essere composti.
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