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Abstract
Condensation is a special class of phase transition which has been observed through-
out the natural and social sciences. The understanding of dynamics towards con-
densation on a mathematically rigorous level is currently a major research topic.
Starting the system from homogeneous initial conditions, the time evolution of the
condensed phase often exhibits an interesting coarsening phenomenon of mass trans-
port between cluster sites. In this thesis, we study the coarsening dynamics in several
condensing stochastic particle systems.
First, we consider the single site dynamics in general stochastic particle sys-
tems of misanthrope type with bounded rates on a complete graph. In the limit
of diverging system size, we establish convergence to a Markovian non-linear birth
death chain, described by a mean-field equation also known from exchange-driven
growth processes. Conservation of mass in the particle system leads to conservation
of the first moment for the limiting dynamics, and to non-uniqueness of stationary
measures. The proof is based on a coupling to branching processes via the graphical
construction and establishing uniqueness of the solution for the limit dynamics. As
particularly interesting examples we discuss the dynamics of two models that exhibit
a condensation transition and their connection to exchange-driven growth processes.
The first model is the zero-range process with bounded jump rates. It is well
known that zero-range processes with decreasing jump rates exhibit a condensation
transition under certain conditions. The mean-field limit of the single site dynamics
leads to a non-linear birth death chain describing the coarsening behaviour. We
introduce a size-biased version of the single site process, which provides an eﬀective
tool to analyse the dynamics of the condensed phase without finite size eﬀects. The
vii
second model is the inclusion process, which has unbounded jump rates and also ex-
hibits the condensation phenomenon. However, in this case, the mean-field equation
is derived diﬀerently, and the single site process is in the form of a standard birth
death chain. In addition to the site and size-biased processes, we derive some exact
results on the system through duality. We compute the time dependent covariance
using the self-duality of inclusion processes and a two-particle dual process. Our
results are based on exact computations and are corroborated by detailed simulation
data, which contribute to a rigorous understanding of the approach to stationarity
in the thermodynamic limit of diverging system size and particle number.
viii
Notations
N0 = {0, 1, 2, ...} nonnegative integer numbers including 0
N = {1, 2, 3, ...} positive integer numbers
 .,. Kronecker delta function
IA(.) indicator function of the set A
@x =
@
@x partial derivative with respect to x
⇤ lattice (discrete index set)
E ✓ N⇤0 state space of the process
⌘x 2 N0 number of particles at a given site x
⌘ = (⌘x : x 2 ⇤) configuration of the process
⌘x!y configuration after a particle jumped from x to y
N 2 N0 Total number of particles in the system
L 2 N Fixed number of lattice sites L = |⇤| if ⇤ is finite
fn ' gn Asymptotically equal i.e. fn = gn + o(1)
D[0,1) set of right continuous paths with left limits (path space) (p.5)
(⌘(t) : t   0) the process on D[0,1) (p.10)
(S(t) : t   0) Markov semigroup (p.7)
L Markov generator of the process (p.8)
P⌘ probability measure on path space with initial condition ⌘(0) = ⌘ (p.5)
E⌘ expectation value with respect to P⌘ (p.5)
⇡,⇡L,N stationary distribution on E (p.13)
  mobility (p.19)
ix
⌫  grand canonical measures (p.17)
z( ) partition function, normalisation of ⌫  (p.19)
    0 fugacity parameter (p.18)
 c radius of convergence of   7! z( ) (p.18)
⇢ particle density in the thermodynamic limit (p.20)
⇢c critical density (p.20)
 2(t) second moment  2(t) = E[⌘2x(t)] (p.64)
mi(t) ith moment, i 2 N0 (p.43)
c(k, l) jump rates of the misanthrope-type process (p.17)
g(k) jump rates of the zero-range process (p.17)
q(x, y) jump probabilities from site x to y (p.17)
d diﬀusion parameter for the inclusion process (p.17)
D(⌘, ⇠) duality function or self-duality function (p.15)
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Chapter 1
Introduction
Nowadays, there is a significant increase in approaches to global challenges facing
science, business and society using mathematics. Real world problems, for example,
“When is there a jam on motorways?”, “Will the infection die out?”, “Can every-
one in the world have blue eyes?” , “Do the rich get richer?”, can be studied using
complex stochastic modelling. The main aim is to understand and predict emergent
behaviour on macroscopic scales in terms of the microscopic dynamics and interac-
tions of individual components. The probabilistic approximation of the system is
suﬃcient, since a precise description of all microscopic details is impractical due to
the large number of objects involved. Here, the macroscopic measurable quantities
of the system correspond to expected values of certain observables, such as density
or flux of the system.
In this thesis, we consider stochastic particle systems consisting of randomly
moving particles on a lattice, whose motion is influenced by interactions between
each other [90, 72]. Mathematically, these can be regarded as a continuous time
Markov process on a discrete state space where the rules of interactions can be
adapted to represent microscopic phenomena of interest. The concept of particles is
to be understood in the most general sense, simply representing discrete degrees of
freedom such as cars on motorway, people infected by a certain disease, a genotype
in genes, or a price of asset orders in financial markets. Qualitative changes in
the behaviour of these systems under variation of system parameters are known
as collective phenomena or phase transitions, and condensation transition is our
particular interest.
To describe a large system, taking the mean-field limit possibly turns a dif-
ficult model into a much simpler one. Basically, we replace the structure of the
lattice by a very large complete graph geometry, interactions between individuals
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are approximated by averaged interactions. In particular, phase transitions can of-
ten already be observed in the mean-field model so studying this limit is a wise first
step in the analysis of an even more complicated model. The mean-field kinetic
equations originate from the idea of the Boltzmann equation which describes the
evolution of dilute gases in a large system of particles [58]. The mean-field scaling
can also be thought of as particles rarely colliding and only interacting after suﬃcient
time to de-correlate. A famous example is the Vlasov equation, describing the elec-
trons interacting through Coulomb force which was introduced in [94]. Mean-field
equations are also widely used for particle exchange models [8] and exchange-driven
growth models [12]. In the mean-field type equations, gelation can appear as a sin-
gularity in the solution, corresponding to the divergence of a cluster of arbitrarily
large size in finite time (for examples see [71, 1, 77]).
Population dynamics is the study of how and why populations change in size
and structure over time. A fruitful and diverse tool to study population dynamics
is the theory of birth death processes. This theory was well-developed from the
beginning of the twentieth century as a result of attempts to model growth of a
population with stochastic demographic factors. The first and simplest birth death
processes considered by Yule [97] and Kendall [65] provide a natural and useful
theoretical framework for modern biology. The theory has been fairly well-developed
so that analysis and application are used widely in both mathematics and biology
[83], and in our case can be used to analyse the dynamics of mean-field equations
for stochastic particle systems.
Stochastic particle systems studied in this thesis are of misanthrope type [26],
where at most one particle is allowed to jump at a time and the rate that this occurs
depends on the number of particles in the arrival and departure sites. We focus on
the system defined on lattices with local conservation of the number of particles.
Under certain conditions on the rates, the models exhibit stationary product mea-
sures which are amenable to be analysed and have furnished our understanding of
condensation transitions [24] where a finite fraction of all particles in the system con-
centrates on a vanishing volume fraction, often only a single site. First, we study the
zero-range process, which is a model with no restriction on the occupation numbers
and the jump rate only depends on the number of particles on the departure site
(zero-range interaction). It serves as a generic model for condensation and jamming
transitions in simple traﬃc models (recent results and applications can be found in
[33, 34, 49] and references therein). Another model is the inclusion process with
an additional attractive mechanism, where now the jump rates depend on both de-
parture and arrival sites. It was originally introduced as a dual process of a heat
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conduction model [41], and then further developed as a bosonic counterpart of the
exclusion process in [43]. Besides its application in energy transportation, this model
can also be interpreted as a multi-allele version of the Moran model [81] which is a
well-known model in population genetics for finite populations.
Recently, research interest has focused on understanding the dynamic prop-
erties of condensing stochastic particle systems. Before reaching stationarity with
the condensate concentrating on a single lattice site, the dynamics of the condensed
phase exhibits a coarsening process with a decreasing number of cluster sites of in-
creasing size. The coarsening behaviour in condensing systems has been studied
heuristically first in [29] and in various other models [47, 45, 39], including in spa-
tially heterogeneous ones [49]. There is a significant literature on the dynamics of
condensation of the zero-range process [44, 55, 49, 46] and for the inclusion process
[18] on a heuristic level, and very few rigorous results [53, 10].
In this thesis, we aim to investigate such dynamics in the general cases,
both heuristically and rigorously in the mean-field geometry, where implementations
of simulations have been inspired by population dynamics models. We develop a
rigorous derivation of mean-field equations for stochastic particle systems. The single
site dynamics of stochastic particle systems in the limit of diverging system size
converges to a Markovian birth death chain. These results provide a contribution
towards a rigorous understanding of coarsening behaviour in the thermodynamic
limit of diverging system size and particle number. We generalise recent methods
of explicit scaling solutions for the condensed part of the single site distribution for
zero-range processes and inclusion process.
The thesis is organised as follows: In Chapter 2 we give the general setting
of the models, mathematical tools used in this thesis and a brief overview of results
related to our work. In Chapter 3, we prove the convergence of the limiting sin-
gle site dynamics of a misanthrope-type process with bounded rates on a complete
graph to a Markovian non-linear birth death chain, described by a mean-field equa-
tion. In Chapter 4, we investigate the coarsening dynamics in condensing zero-range
processes and provide the size-biased birth death chains as a new tool to study the
dynamics. In Chapter 5, we extend our results we found in Chapter 3 and 4 to
inclusion processes and derive some exact results through duality. The last chapter
is devoted to a summary of the thesis.
3
Chapter 2
Basic theory of stochastic particle
systems
In this chapter, we give precise mathematical definitions of the stochastic particle
systems that are presented in this thesis and summarise the previous results which
are relevant to our models.
In Section 2.1, we introduce the basic general setting, standard notations
in general stochastic particle systems, stating some key definitions which are used
frequently in this thesis, such as generator, master equation, and stationary measure,
largely following [72] and [73]. In Section 2.2, we review results on a family of
interacting particle systems of misanthrope type, focusing on zero-range processes
and inclusion processes which we will study in detail later.
2.1 Definitions and properties
2.1.1 Markov processes
One might be familiar with the idea of Markov Processes where given the present
state, the future time evolution does not depend on its past. In this thesis, the state
space of the process denoted by E is either a compact or locally compact separable
metric space. We consider both cases and write C(E) to be either the space of
continuous real-valued functions in the compact case or the space of continuous real-
valued functions vanishing at infinity1in the locally compact case. To make C(E) a
1A function h on a locally compact space is said to be vanishing at infinity if for every ✏ > 0,
there is a compact set K 2 E such that |h(⌘)| < ✏ for all ⌘ 62 K.
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Banach space, we use the uniform norm:
kfk = sup
⌘2E
|f(⌘)|.
We denote the continuous time stochastic process by (⌘(t) : t   0) on the countable
state space E = S⇤ where S ✓ N0 is a countable set and ⇤ is a finite lattice. We
have ⌘ = (⌘x : x 2 ⇤) where ⌘x 2 S is interpreted as the number of particles at site
x and S may be restricted to finite subsets. In this case, we can equip E with the
discrete topology which is simply the power set and obtain a compact metric space
which then makes E a compact metric space as well. The measurable structure on E
is given by the  -algebra of Borel sets B(E) where we simply take discrete topology
on S and product topology on E in general case.
The time evolution of the process is given by a sample path ⌘ : [0,1)! E,
where the path spaceD[0,1) is the set of the right continuous functions ⌘ : [0,1)!
E with left limits. The  -algebra F on E is the smallest such that the mapping
⌘(·) 7! ⌘(s) is measurable for each s   0. For t 2 [0,1), let Ft be the smallest  -
algebra so that all functions ⌘(·) 7! ⌘(s) for 0  s  t are measurable. The filtered
space (D[0,1),F ,Ft) is normally the generic choice for the probability space of the
process.
Definition 2.1. A Markov process with state space E is defined as a family of
probability measures (P⌘ : ⌘ 2 E) on D[0,1) with a right continuous filtration
(Ft, t   0) 2 on (D[0,1),F) with respect to which the process ⌘(t) is adapted,
satisfying:
(a) P⌘[⌘(0) = ⌘] = 1, for all ⌘ 2 E.
(b) The mapping ⌘ 7! P⌘(A) is measurable for every A 2 F .
(c) Markov property :
E⌘[G   ✓s | Fs] = E⌘(s)G  P⌘ a.s. (2.1)
for every ⌘ 2 E and all bounded measurable G on D[0,1). Here (✓s!)(t) =
!(t+ s) for all ! 2 D[0,1) is the time shift operator.
The Markov property (c) implies that the process is (time-) homogeneous but
it can be generalised to be inhomogeneous (see e.g. [52]). With (b), we can start the
2A a right continuous filtration Ft = Ft+ = \s>tFs for all t.
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process with an arbitrary initial distribution µ where
Pµ =
Z
P⌘µ(d⌘), and coresponding expectation E⌘.
Since we focus on countable state spaces E, we can define the transition function
which is a function defined for t   0 and ⌘, ⌘0 2 E as
pt(⌘, ⌘
0) = P⌘[⌘(t) = ⌘0]. (2.2)
It satisfies
pt(⌘, ⌘
0)   0,
X
⌘02E
pt(⌘, ⌘
0) = 1, lim
t!0+
pt(⌘, ⌘) = p0(⌘, ⌘) = 1, (2.3)
and the Chapman-Kolmogorov equations
ps+t(⌘, ⌘
0) =
X
⇠2E
pt(⌘, ⇠)px(⇠, ⌘
0). (2.4)
The dynamics are characterised by transition rates c(⌘, ⌘0)   0 for all ⌘, ⌘0 2 E
describing the rate that the system changes from the present state ⌘ to the future
state ⌘0 in a small time window dt i.e.
P⌘[⌘(dt) = ⌘0] = c(⌘, ⌘0)dt+ o(dt) as dt! 0+ for ⌘0 6= ⌘. (2.5)
With (2.2), we have
c(⌘, ⌘0) =
d
dt
pt(⌘, ⌘
0)
  
t=0
for ⌘0 6= ⌘.
As usual for Markov processes, we can write transition rates in a Q-matrix as Q =
(c(⌘, ⌘0) : ⌘, ⌘0 2 E) with c(⌘, ⌘) =  P⌘0 6=⌘ c(⌘, ⌘0). A Q-matrix is a collection
c(⌘, ⌘0) of real numbers indexed by ⌘, ⌘0 2 E that satisfies
c(⌘, ⌘0)   0 for ⌘ 6= ⌘0 and
X
⌘02E
c(⌘, ⌘0) = 0.
All processes we consider in this thesis will have |c(⌘, ⌘)| < 1, i.e. do not have
instantaneous states (see Section 2.4 in [73] for details).
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2.1.2 Semigroup and generator
Let us now introduce Feller processes, a particular subclass of Markov processes
which includes several notable families such as the standard Brownian motion, Pois-
son processes, and Lévy processes. We can write our transition function in terms of
a family of operators such that
S(t)h(⌘) := E⌘[h(⌘(t))] =
X
⌘02E
pt(⌘, ⌘
0)h(⌘0), for h 2 C(E) (2.6)
where E⌘ denotes the expectation given that the process starts at ⌘.
Definition 2.2. A Markov process (⌘(t) : t   0) on a state space E is a Feller
process if h 2 C(E) implies S(t)h 2 C(E) for all t   0, where S(t) : C(E)! C(E)
is the operator (2.6).
Definition 2.3. A family S = (S(t) : t   0) of linear operators on C(E) is called a
Markov Semigroup if it satisfies the following conditions:
(a) Identity at 0 : S(0)h = h, for all h 2 C(E).
(b) Strong continuity : t 7! S(t)h is right-continuous for all h 2 C(E).
(c) Markov property : S(t+ s) = S(t)S(s) for all s, t   0.
(d) Conservation of probability :
If E is compact, S(t)1 = 1 for all t   0.
If E is locally compact, there exist hn 2 C(E) such that supnkhnk < 1 and
S(t)hn ! 1 pointwise as n!1 for each t   0.
(e) Positivity : S(t)h   0 for all non-negative h 2 C(E).
Note that (c) is the Markov property analogously to the Chapman-Kolmogorov
equations, and is called the semigroup property. Consequently, the semigroup is
commutative. Using (d) together with (e), we have
kS(t)hk  khk · kS(t)1k  khk for all h 2 C(E),
so that each S(t) is a contraction operator. This with (b) and (c) implies that the
function t 7! S(t)h from [0,1) to C(E) is continuous.
Theorem 2.1. Given a Feller process. Then, S(t) (2.6) is a semigroup on C(E)
according to Definition 2.3.
7
Proof. Omitted. See Theorem 3.15 in [73].
Markov semigroups are in one-to-one correspondence with Markov processes
(P⌘ : ⌘ 2 E) as in the following theorem :
Theorem 2.2. Suppose (S(t) : t   0) is a Markov semigroup on C(E) as given in
Definition 2.3. Then, there exists a unique Feller process (P⌘ : ⌘ 2 E) on E such
that (2.6) holds for all t   0.
Proof. Omitted. See Theorem 1.5 in [72].
Due to Theorem 2.2, for any given Markov process, the corresponding Markov
semigroup can fully describe the time evolution of the expected values of observable
S(t)h 2 C(E). Hence, rather than explicitly giving the measures (P⌘ : ⌘ 2 E) for
each process, we introduce an operator which gives enough information to determine
the process and this will mainly be used in this thesis. This operator is called Markov
generator of the Markov semigroup which is denoted by L and can be defined as the
following :
Definition 2.4. A Markov generator is a linear operator L on C(E) satisfying:
(a) The domain D(L) of L is dense in C(E).
(b) If h 2 D(L), for any ↵   0, and set g = h  ↵Lh, then
inf
⌘2E
h(⌘)   inf
⌘2E
g(⌘).
(c) The range of the operator R(I   ↵L) = C(E) for all suﬃciently small ↵ > 0,
where I : C(E)! C(E) is the identity map.
(d) If E is compact, 1 2 D(L) and L1 = 0.
If E is locally compact, for small   > 0, there exist fn 2 D(L) so that gn =
fn    Lfn satisfies
sup
n
kgnk <1 and both fn, gn ! 1 pointwise as n!1.
The following well-known Hille-Yosida theorem provides a one-to-one corre-
spondence between Markov semigroups and Markov generators.
Theorem 2.3. There is a one-to-one correspondence between Markov generators on
C(E) and Markov semigroups on C(E). This correspondence is given by :
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(a) D(L) =
n
h 2 C(E) : the strong limit : limt!0+ S(t)h ht exists
o
, and
Lh = lim
t!0+
S(t)h  h
t
for h 2 D(L). (2.7)
(b) S(t)h = limn!1(I   tnL) nh for h 2 C(E) and t   0.
Proof. Omitted. See Theorem 2.9 in [72].
Corollary 2.1. Let S(t) be a semigroup generated by L. Then, the following hold:
For each h 2 D(L),
S(t)h 2 D(L),
and
LS(t)h = S(t)Lh for each t   0. (2.8)
In addition, for each h 2 D(L),
d
dt
S(t)h = LS(t)h = S(t)Lh, (2.9)
which is called the backward and forward equations respectively.
Proof. Let h 2 D(L) and fix t   0. Then, for s   0,
LS(t)h = lim
s!0+
(S(s)S(t)h  S(t)h)
s
= lim
s!0+
(S(t)S(s)h  S(t)h)
s
= lim
s!0+
S(t)
S(s)h  h
s
.
As s ! 0+, the right-hand side converges to S(t)(Lh) since h 2 D(L) and S(t) is
continuous on E. This gives S(t)h 2 D(L) and LS(t)h = S(t)Lh as required.
For h > 0, we have
lim
s!0+
S(t+ s)h  S(t)h
h
= lim
s!0+
S(t)S(s)h  S(t)h
s
= lim
s!0+
✓
S(s)  1
s
◆
S(s)h
= LS(t)h = S(t)Lh,
since S(t)h 2 D(L).
Here, we can write S(t) = etL as for every h 2 C(E), S(t) is the solution of
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(2.8). In this thesis, the forward equation is commonly used in computations via
d
dt
E⌘[h(⌘)(t)] = E⌘[(Lh)(⌘(t))]. (2.10)
For a finite system, Markov processes and semigroups are characterised by the Q-
matrix as defined before. To make the connection with the generator :
Proposition 2.1. Consider a Markov process (⌘(t) : t   0) with a countable state
space E with transition rates c(⌘, ⌘0). The generator is given by
Lh(⌘) = (Qh)(⌘) =
X
⌘02E
c(⌘, ⌘0)(h(⌘0)  h(⌘)). (2.11)
Proof. From (2.6) and (2.7), we have
lim
t!0+
S(t)h(⌘)  h(⌘)
t
= lim
t!0+
E⌘h(⌘(t))  h(⌘)
t
= lim
t!0+
P
⌘02E P⌘(⌘(t) = ⌘0)h(⌘0)  h(⌘)
t
= lim
t!0+
⇣P
⌘ 6=⌘0 c(⌘, ⌘
0)h(⌘0)t+ h(⌘)
⇣
1 P⌘ 6=⌘0 c(⌘, ⌘0)t⌘+ o(t)⌘  h(⌘)
t
=
X
⌘02E
c(⌘, ⌘0)(h(⌘0)  h(⌘)).
Example 2.1. Consider a birth death process (BD) (Xt : t   0) which is a contin-
uous time Markov process with state space E = N0, where there are at most two
possible state transitions: “birth” and “death” which increases and decreases (respec-
tively) the state by one. The value Xt 2 N0 can be thought of as the population size
at time t. Its Q-matrix is given by
c(k, l) =
8>>>><>>>>:
 k if l = k + 1,
µk if l = k   1,
 ( k + µk) if l = k,
0 otherwise.
(2.12)
The birth rate and the death rate satisfy  k   0, µk   0 and µ0 = 0. By Proposition
10
2.1, the generator is given by
LBDh(k) = µk(h(k   1)  h(k)) +  k(h(k + 1)  h(k)), (2.13)
for all h 2 C(E).
Note that time until the next birth is an exponential random variable TB ⇠
exp( k) and, independently, the time until the next death is then TD ⇠ exp(µk).
The rates for holding times T = min{TB, TD} are given by  k + µk. The embedded
chain for the birth death process is just a simple random walk with state dependent
up probability  k k+µk and down probability
µk
 k+µk
.
Master equation
There is another equivalent approach to describe Markov processes with discrete
state space E which is widely used in the physics literature, namely the master
equation. It can be derived from the generator and the semigroup of Markov pro-
cesses. Denote the distribution on E at time t starting from the initial distribution
µ as
pt[⌘] = Pµ[⌘(t) = ⌘] =
Z
E
S(t)I⌘dµ,
where I⌘ is the indicator function on E. Indeed, pt[⌘] =
P
⌘02E pt(⌘
0, ⌘)p0[⌘0] with
transition function given in (2.2). The time evolution of expected values of an
observable can be derived by substituting it into the forward equation in (2.10) to
get
d
dt
pt[⌘] =
Z
E
S(t)LI⌘dµ
=
X
⇠2E
pt[⇠]
X
⇠02E
c(⇠, ⇠0)(I⌘(⇠0)  I⌘(⇠)).
Hence, we have the master equation :
d
dt
pt[⌘] =
X
⇠2E
(pt[⇠]c(⇠, ⌘)  pt[⌘]c(⌘, ⇠)). (2.14)
The terms on the right-hand side can be interpreted as gain and loss dynamics,
respectively.
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Martingales
Markov processes can also be characterised through martingales, which we will ex-
plain in the following.
Definition 2.5. An Rn-valued process (M(t) : t   0) is said to be a martingale
with respect to a filtration (Ft : t   0) if
E[|Mt|] <1 and E[M(t)|Fs] = M(s)
for all t   0 and s < t.
Theorem 2.4. Consider a Feller process (⌘(t) : t   0) with semigroup S(t) and
generator L. Then, for every h 2 D(L),
M(t) = h(⌘(t))  h(⌘(0)) 
Z t
0
Lh(⌘(s))ds (2.15)
is a martingale with respect to the natural filtration of the process for every ⌘(0) 2 E.
Proof. Omitted. See Theorem 3.32 in [73].
Theorem 2.5. Suppose the Feller process (⌘(t) : t   0) has semigroup S(t) and
generator L. If P is a probability measure on D[0,1) such that
(a) P[⌘(0) = ⌘] = 1, and
(b) for every h 2 D(L), the process (2.15) is a martingale with respect to P.
Then, P = P⌘, i.e. P is equal to the path measure of the process as given in Definition
2.1.
Proof. Omitted. See Theorem 3.33 in [73].
In other words, the martingale property determines the measure P⌘. Martin-
gales are processes with constant expectation and no drift. The size of fluctuations
of a Martingale is characterised by the quadratic variation denoted by [M ](t) in the
sense that M2(t)  [M ](t) is a martingale and thus E[M2(t)] E[M2(0)] = E[[M ](t)]
for all t   0. For the martingale (2.15), it can be calculated as
[M ](t) =
Z t
0
[Lh2(⌘(s))  2h(⌘(s))Lh(⌘(s))]ds.
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Example 2.2. A Poisson process (N(t) : t   0) with rate   is defined on E = N0
by the generator
Lh(n) =  (h(n+ 1)  h(n)).
Then, with h(n) = n and h(n) = n2 we have
Ln =   and Ln2 =  (2n+ 1),
respectively. Hence, we get
M(t) = N(t)   t is a martingale with quadratic variation [M ](t) =  t.
Stationary measures
A stationary distribution for a process is, in short, a probability distribution which
is invariant under the dynamics of the process.
Definition 2.6. A measure ⌫ on E is said to be stationary if
⌫(S(t)h) = ⌫(h) for all t   0 and h 2 C(E),
where we use the notation ⌫(h) =
R
E hd⌫.
Proposition 2.2. A measure ⌫ on E is stationary if and only if
⌫(Lh) = 0 for all h 2 D(L).
Proof. Omitted. See Proposition 2.3 in [72].
Not every Markov process has stationary distributions or if it has, it is not
necessarily unique.
Definition 2.7. A Markov process (⌘(t) : t   0) with semigroup (S(t), t   0) is
ergodic if there exists a unique stationary distribution ⇡, and
pt(⌘, ·)! ⇡ for all initial conditions ⌘ 2 E.
Definition 2.8. A Markov process (⌘(t) : t   0) is irreducible if for all ⌘, ⌘0 2 E,
pt(⌘, ⌘
0) > 0 for some t > 0.
Irreducibility of a Markov process means that all states in the state space
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can be reached from any state. If the state space is compact, i.e. in particular if it
is finite, then an irreducible Markov process is ergodic.
Definition 2.9. A measure ⌫ is reversible with respect to the semigroup (S(t) : t  
0) if
⌫(fS(t)g) = ⌫(gS(t)f) for all f, g 2 C(E),
or equivalently in terms of generator,
⌫(fLg) = ⌫(gLf) for all f, g 2 C(E).
It is easy to see that every reversible measure is stationary, by simply choosing
g = 1 in the case of compact E. For a Markov process with transition rate c on
a countable state space E, a measure ⌫ is reversible if and only if it satisfies the
detailed balance conditions
⌫(⌘)c(⌘, ⇠) = ⌫(⇠)c(⇠, ⌘) for all ⌘, ⇠ 2 E. (2.16)
Example 2.3. Recall the birth death process given in Example 2.1. If  0 = 0, then
0 is the absorbing state and the process is not irreducible. For birth death process
with strictly positive rate  k and µk (µ0 = 0), we can find stationary distribution ⇡
using detailed balance as in (2.16) i.e. ⇡k k = ⇡k+1µk+1 for all k 2 N0. Then
⇡k =
 0 1 · · · k 1
µ1µ2 · · ·µk ⇡0, k   1, (2.17)
and if 1X
k=0
 0 1 · · · k 1
µ1µ2 · · ·µk <1, (2.18)
⇡ can be normalized by
⇡0 =
 1X
k=0
 0 1 · · · k 1
µ1µ2 · · ·µk
! 1
. (2.19)
2.1.3 Duality
In the late 1940s, duality of Markov processes with respect to a duality function has
been introduced in [76, 63, 70] and this concept has been further developed in a series
of papers [89, 57, 25, 93, 32]. Duality is a tool to compute properties of one process in
terms of another. It has been applied in many fields such as mathematical population
genetics, where the backward in time dual process is given by a coalescence (see e.g.
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[79, 30, 36, 13] for detail), and also for interacting particle systems where it has been
recently developed in [42, 19]. In spite of this wide interest, there is no complete
theory for the duality of Markov processes with respect to a function, even some
basic questions, such as conditions for existence of a dual process for a given Markov
process, have not yet been fully resolved. The relation between stationary measures
and duality functions was recently found in [86] which helps to construct self-duality
functions for such processes. For the general theories in this section, we refer to [59]
where the existence and uniqueness of dual processes through functional analysis
have been studied in detail.
Definition 2.10. Suppose ⌘ = (⌘(t) : t   0) and ⇠ = (⇠(t) : t   0) are two Markov
processes with state spaces E1 and E2, respectively. The process ⌘ is said to be dual
to process ⇠ with respect to the duality function D 2 C(E1 ⇥ E2), if
E⌘D(⌘(t), ⇠) = E⇠D(⌘, ⇠(t)), (2.20)
for all ⌘ 2 E1, ⇠ 2 E2 and t   0.
We can use the duality relationship (2.20) in computing the expectations of
certain condition functions for a process of interest (⌘(t) : t   0) in terms of the
expectations of a second auxiliary process (⇠(t), t   0), which is often considerably
simpler than the process of interest. We can relate the definition of duality functions
with the Markov semigroups and generator as well. Let (S⌘(t) : t   0) and (S⇠(t) :
t   0) be the Markov semigroups of the process (⌘(t) : t   0) and (⇠(t) : t   0),
respectively. We can write (2.20) as
(S⌘(t)D(·, ⇠))(⌘) = (S⇠(t)D(⌘, ·))(⇠), (2.21)
for all ⌘ 2 E1 and ⇠ 2 E2.
Duality implies that in fact for every t, and 0  s  t,
(S⌘(t)D(·, ⇠))(⌘) = (S⌘(s)S⌘(t  s)D(·, ⇠))(⌘)
= (S⌘(s)S⇠(t  s)D(⌘, ·))(⇠),
using the Chapman-Kolmogorov equation and duality property, respectively. Note
that (2.21) is given by the special case s = 0.
The equivalent version for the generators is formulated in the next result.
Proposition 2.3. Let (⌘(t) : t   0) and (⇠ : t   0) be Markov processes on E1
and E2, with generators L⌘ and L⇠ with domains D(L⌘) and D(L⇠), respectively.
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Suppose D : E1 ⇥E2 ! R is in C(E1 ⇥E2). If D(⌘, ·), S⇠(t)D(⌘, ·) 2 D(L⇠) for all
⌘ 2 E1, t   0 and D(·, ⇠), S⌘(t)D(·, ⇠) 2 D(L⌘) for all ⇠ 2 E2, t   0, then
L⌘D(·, ⇠)(⌘) = L⇠D(⌘, ·)(⇠) for all ⌘ 2 E1, ⇠ 2 E2 (2.22)
if and only if ⌘ and ⇠ are dual with respect to D.
Proof. Omitted. See Proposition 1.2 in [59].
2.1.3.1 Self-Duality
A Markov process is called self-dual with respect to a duality function D if the
equation (2.20) holds for any two copies of the process (⌘(t) : t   0) and (⇠(t) : t   0).
These two processes are defined on the same state space and governed by the same
dynamics, but with diﬀerent initial conditions, where in one copy there may be
infinitely many particles but in the other with only a small number (e.g. 1 or 2) of
particles.
Definition 2.11. Let ⌘ = (⌘(t) : t   0) and ⇠ = (⇠(t) : t   0) be two copies of the
same Markov processes on a state space E. The process is said to be self-dual with
self-duality function D : E ⇥ E ! R if for all ⌘ 2 E and ⇠ 2 E, (2.20) holds.
Note that with Proposition 2.3 on finite state space E this is equivalent to
QD = DQT , (2.23)
where QT is the transpose of the Q-matrix.
2.2 Interacting Particle System
In 1970, a variety of interacting particle systems has been introduced by Spitzer
in [90]. Throughout this thesis, we only consider processes with conservation of
particles (i.e. no particle being created or annihilated) and study models defined on
finite lattices in the limit of large system size instead of the infinite lattices directly.
Therefore, we have compact or locally compact state space E, and can define the
particle system using the general theory in Section 2.1.2. On infinite lattices the
space E is not necessarily locally compact and the definition of the dynamics is
challenging for unbounded local state space; there is no general theory to guarantee
a well-defined process yet, it requires further regularity assumptions on the rates
[2, 7]. As long as the local state space S is finite, E = S⇤ is compact for all ⇤
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and the Feller construction applies [73]. This can be used for exclusion processes or
other classical interacting particle systems as discussed in [72]. The misanthrope-
type process we introduce next is defined on finite lattices with locally compact E,
so the standard method applied.
2.2.1 Definition and Properties
Interacting particle systems are continuous time Markov processes on a discrete state
space E = S⇤, where ⇤ is the lattice which is a countable set such as the regular
lattice or the vertex set of a graph and S ✓ N0 is the local state space. We focus
on finite lattices, so E is locally compact or compact if S is finite. Configurations
are typically denoted by ⌘ = (⌘x : x 2 ⇤), where ⌘x 2 N0 is the number of particles
on site x. A stochastic particle system of misanthrope type [26] with S = N0 is then
denoted by (⌘(t) : t   0) and its dynamics is given by the infinitesimal generator
(Lh)(⌘) =
X
x,y2⇤
q(x, y)c(⌘x, ⌘y)(h(⌘
x!y)  h(⌘)), (2.24)
where the usual notation ⌘x!y indicates a configuration where one particle has moved
from site x to y i.e. ⌘x!yz = ⌘z    (z, x) +  (z, y) and   is the Kronecker delta. The
functions h 2 C(E) are continuous functions as introduced earlier in Section 2.1.1
and h can be regarded as an observable. The q(x, y)   0 are irreducible, finite range
transition probabilities of a single random walker on ⇤ with q(x, x) = 0. To ensure
that the process is non-degenerate, the jump rates satisfy(
c(0, l) = 0 for all l   0
c(k, l) > 0 for all k > 0 and l   0. (2.25)
There are several processes with this dynamics [24], for example:
1. zero-range processes (ZRP) : c(k, l) = g(k) with g : N0 ! [0,1) such that
g(k) = 0 iﬀ k = 0,
2. inclusion processes (IP) : c(k, l) = k(d+ l) with parameter d   0,
3. explosive condensation processes (ECP) : c(k, l) = k (d+ l ) with parameters
  > 1 and d   0.
A misanthrope-type process with generator (2.24) has a family of stationary
product measures (see e.g. [26, 35, 85]) denoted by
⌫  =
Y
x2⇤
⌫ [⌘x = ·], (2.26)
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provided that
c(k, l)
c(l+1, k 1) =
c(k, 0)c(1, l)
c(l+1, 0)c(1, k 1) for all k   1, l   0, (2.27)
and if one of the two following conditions holds
q(x, y) = q(y, x) for all x, y 2 ⇤, or (2.28)
c(k, l)  c(l, k) = c(k, 0)  c(l, 0) for all k, l   0. (2.29)
The marginals are given explicitly by
⌫ [⌘x = n] =
1
z( )
w(n) n with w(n) =
nY
k=1
c(1, k 1)
c(k, 0)
, (2.30)
and normalization given by the partition function
z( ) :=
1X
n=0
w(n) n . (2.31)
The parameter     0 is the fugacity controlling the average particle density
R( ) :=
1X
n=0
n⌫ [⌘x = n], (2.32)
which is a monotone increasing function of   with R(0) = 0. It can also be calculated
via
R( ) =  @  log z( ),
as z( ) in (2.31) is a generating function.
The stationary distributions exist if z( ) is finite. We define the domain of
(2.26) by
D = {    0 : z( ) <1}.
The domain is of the form D = [0, c] or [0, c) (the right boundary of the domain
depends on the particular process), where
 c = (lim sup
n!1
w(n)1/n) 1
is the radius of convergence of z( ).
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Another important quantity to understand the large-scale dynamics is the mobility
 ( ) = E⌫  [c(⌘x, ⌘y)] for x 6= y, (2.33)
i.e. the expected jump rate under the stationary distribution. Note that this is
independent of x 6= y 2 ⇤ since the stationary measures are permutation invariant
in homogeneous system. In an asymmetric system, this determines the stationary
current together with q(x, y), and is related to the diﬀusivity in symmetric systems
(see e.g. [14]).
Condensation
Under certain conditions on the jump rates, stochastic particle systems can exhibit
a condensation transition where a non-zero fraction of all particles accumulates in
a condensate, provided the particle density exceeds a critical value ⇢c (see Defini-
tion 2.12 below). The system phase separates into a condensate and a homogeneous
background. The homogeneous background is distributed according to the maximal
invariant measure with critical density and the excess mass concentrates on a subex-
tensive part of the lattice, establishing the condensed phase. In finite systems with
stationary product measures, the condensed phase occupies only a single lattice site,
which is located uniformly at random on the lattice. Condensing models with ho-
mogeneous stationary product measures have attracted significant research interest
(see e.g. [24, 35] for recent summaries), including zero-range processes of the type
introduced in [29, 33], inclusion processes with a rescaled system parameter [54, 18]
and explosive condensation models [95, 21]. The role of spatial inhomogeneities and
their interplay with particle interactions is summarised in detail for zero-range pro-
cesses in [49] (see also [24] and [78] for further references), and in this thesis we only
focus on spatially homogeneous processes. While the stationary measures have been
understood in great detail on a rigorous level [62, 55, 6, 4, 24], the dynamics of these
processes continues to pose interesting mathematical questions. First recent results
for zero-range and inclusion processes have been obtained on metastability in the
stationary dynamics of the condensate location [11, 5, 15], approach to stationar-
ity on fixed lattices under diverging particle density [54, 10], a hydrodynamic limit
for density profiles below the critical value [91], and also in the context of related
population models [28].
Formally, we consider the misanthrope-type process (2.24) restricted on the
finite lattice of size |⇤| = L and with conserved particle number. With periodic
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boundary conditions, it is translation invariant and irreducible on the state space
EL,N = {⌘ 2 E :
X
x2⇤
⌘x = N}, (2.34)
for any fixed number of particles N 2 N0. Since the total number of particles
is conserved and is the only conserved quantity under the dynamics, the process is
ergodic with a unique stationary measure supported on EL,N which is given explicitly
by
⇡L,N = ⌫ [· |
X
x2⇤
⌘x = N ].
This is independent of the fugacity   so we can choose   = 1 for simplicity. This
together with (2.30) leads to
⇡L,N [⌘] =
1
ZL,N
Y
x2⇤
w(⌘x)I(⌘ 2 EL,N ), (2.35)
with ZL,N =
P
⌘2EL,N
Q
x2⇤w(⌘x) the normalization.
Here, {⇡L,N : N 2 N0} are called the canonical measures, whereas {⌫  :   2
D} are the grand-canonical measures (see e.g. [24]). As for the product measure ⌫ 
where we define the mobility (2.33), we define the canonical mobility as
 L,N := E⇡L,N [c(⌘x, ⌘y)].
In the thermodynamic limit
L,N !1 such that N
L
! ⇢   0,
the product measure (2.26) are usually a good approximation to the sequence of
⇡L,N , which is called the equivalence of ensembles in statistical mechanics. Since
we know that the average particle density R( ) (2.32) is strictly increasing with
R(0) = 0, we can define the critical limit as follows.
Definition 2.12. The critical density ⇢c 2 [0,1] is defined as
⇢c := lim
 ! c
R( ) 2 [0,1]. (2.36)
Therefore, ⇢c is the maximal density for the family of product measures to
occur. If D = [0, c) then ⇢c = 1 so there is no condensation (see [68]). And if
⇢c <1 the model exhibits a condensation transition (see e.g. [24]).
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2.2.2 Graphical representation of interacting particle systems
It is natural and useful to construct interacting particle systems via a probabilis-
tic or graphical representation which was introduced by Harris in 1972 [56]. It is
constructed explicitly in terms of collections of independent Poisson processes. The
graphical construction played a crucial role in many proofs for various stochastic
particle systems [74]. There are many advantages to this approach such as the possi-
bility of constructing the process starting from diﬀerent initial configurations on the
same probability space. It also explains duality in an explicit way as can be observed
in the space-time graphical picture, the evolution of the dual process is then seen
by reversing the time direction [59]. We only consider the construction for bounded
rates c(k, l)  C¯ in Chapter 3, where it takes a particularly simple form. A Poisson
process of rate C¯q(x, y) is associated with each pair of sites x, y 2 ⇤. At the event
times of the Poisson process, a particle jumps from site x to site y with probability
c(⌘x, ⌘y)/C¯  1. This again constructs all processes with arbitrary initial configura-
tions on the probability space of the Poisson processes. With this construction, the
system is realised as a collection of interacting copies of simple Poisson processes.
Example 2.4 (Contact process). The contact process is a model of an interacting
particle systems usually interpreted as the spread of an infection. The process is
defined on the state space E = {0, 1}⇤ of particle configurations (⌘x : x 2 ⇤), which
is restricted to maximally only one particle per site. Here, ⌘x = 1 means site x is
occupied (interpreted as infected) and ⌘x = 0 means site x is empty (interpreted as
healthy). Then, the dynamics of the process is characterised by the generator
Lcontacth(⌘) =
X
x2⇤
⇣
⌘x + (1  ⌘x)
X
y2⇤
q(y, x)⌘y
⌘
(h(⌘x)  h(⌘)), (2.37)
where ⌘x is the configuration where the state of site x is flipped i.e. (⌘x)y = ⌘y(1 
 x,y)+ (1  ⌘x) x,y. Here, infected sites recover or become healthy at a constant rate
1, while a healthy site gets infected independently with rate q(y, x) > 0 by infected
sites y 2 ⇤. This process can be constructed using the graphical representation as
shown in Figure 2.1 for q(x, y) =  ( y,x+1 +  y,x 1) with infection rate   > 0 in one
dimension. We will use this idea of the graphical construction later on in Section
3.3.2.
2.2.3 Zero-range process
The zero-range process (ZRP) was first introduced by Spitzer in [90]. It is a stochas-
tic particle system with no restriction on the number of particles per site, and a
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Time 
Λ
Figure 2.1: Graphical construction of the contact process (2.37). “⇥” ⇠ PP (1) are given
by iid Poisson processes with rate 1 on each line marking the recovery events. The infection
events are marked by “!” and “ ” which indicate the independent Poisson processes PP ( )
for infection events between nearest neighbours. Examples of infected sites are indicated in
red.
particle jumps to another site with a jump rate depending only on the occupation of
the departure site. The model has attracted research interest as it exhibits simple
product stationary measures [90, 2] and a condensation transition in some particular
cases [33, 44, 55]. In one dimension, the zero-range process can be mapped to an
exclusion process (another model in which lattice sites can either be occupied by a
single particle or vacant), where particles in ZRP can be thought as vacancies in the
exclusion process, and sites in the ZRP as occupied sites in the exclusion process
[34, 75]. In this section, we give a definition and summarise the key properties of
the zero-range process, for further details see [90, 68].
Definition
First, define the jump rates g : N0 ! [0,1) as a non-negative function of the number
of particles ⌘x at site x. Then, the dynamics of the zero-range process (⌘(t) : t   0)
on E is defined by the infinitesimal generator acting on a test function h 2 C(E),
substituting c(k, l) = g(k) in (2.24):
(LZRPh)(⌘) =
X
x,y2⇤
g(⌘x)q(x, y)(h(⌘
x!y)  h(⌘)). (2.38)
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q(x, y)g(ηx )
yx
Figure 2.2: Dynamics of zero-range process. Particles perform random walks with rate
q(x, y)g(⌘x), which is independent of number of particles on target site y.
The jump rates g(⌘x) are assumed to be strictly positive on positive integers to
ensure that the process is non-degenerate and irreducible, and
g(k) = 0 iﬀ k = 0.
Stationary measures
On finite lattices ⇤, the state space E is locally compact and the construction of
the dynamics given in Section 2.1 applies. Note that ZRPs fulfil (2.27) and (2.29),
so they exhibit product stationary measures with the marginal as given in (2.30),
where the stationary weight is now given by
w(n) =
nY
k=1
1
g(k)
. (2.39)
The activity for zero-range processes is simply given by
 ( ) := E⌫  [g(⌘x)] =
1
z( )
1X
n=0
g(n)w(n) n =  , (2.40)
which can be calculated directly using the form of the stationary weights w(n) given
in (2.39). To construct the process on infinite ⇤ further regularity assumptions on g
are necessary (see e.g. [2, 7]).
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Figure 2.3: Illustration of the condensation dynamics via sample density profiles for the
symmetric zero-range process with homogeneous initial conditions. In the coarsening regime
(a) clusters exchange particles and large ones grow at the expense of small ones. Clusters
do not change location, and with only few cluster sites left the system saturates (b). This
leads to the stationary state with a single condensate (c) which changes position only on a
slower time scale. Note the diﬀerent ranges of the y-axes.
Condensation in zero-range processes
In this thesis, we focus on zero-range processes introduced in [29, 33] with monotonic
decreasing jump rates of the form
g(k) =
(
0 if k = 0,
1 + bk  otherwise,
(2.41)
for any constant b > 0 and   2 (0, 1].
It is known that this system exhibits condensation if   2 (0, 1) or   = 1 and b > 2
[33, 55]. The stationary weights for n!1 are
w(n) ⇠
(
n b if   = 1 and b > 2,
exp
⇣
  bk1  1  
⌘
if   2 (0, 1) and b > 0. (2.42)
The stationary distributions exist for all   2 [0, 1] with the maximal invariant
measure ⌫1 and critical density ⇢c = R(1) <1. When the imposed particle density ⇢
in a finite system of size L exceeds ⇢c, the system phase separates into a homogeneous
background distributed according to ⌫1 with critical density, and the condensate
where the excess mass (⇢ ⇢c)L concentrates on a single randomly located lattice site.
The condensing zero-range process with rates (2.41) exhibits particularly interesting
dynamics starting from homogeneous initial conditions with a particle density ⇢ > ⇢c,
which have first been described in [44, 48] for   = 1. The stages of the dynamics
can be summarised as follows (cf. also Figure 2.3):
1. Nucleation regime: the density decreases locally to ⇢c and the resulting excess
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mass concentrates into cluster sites. Outside clusters on so-called bulk sites,
the system relaxes to its stationary distribution ⌫ c .
2. Coarsening regime: the clusters exchange particles through the bulk, leading
to a decreasing number of cluster sites of increasing size.
3. Saturation Regime: on finite systems, eventually there is only a single cluster
site left which contains all excess particles and forms the condensate. This is
reached on a slower timescale which is L1+  for a complete graph or asymmetric
system of size L depending on the parameter  . In one-dimensional symmetric
systems, the scale is L2+  .
4. The remaining single condensate changes position on an even longer time scale,
which is L1+b for   = 1 [48, 11, 5], and expected to be of stretched exponential
form for   2 (0, 1).
Our main interest in this thesis is the coarsening regime and we will explain how to
eﬀectively describe the dynamics in Chapter 4.
2.2.4 Inclusion process
In this section we introduce another interesting model called the inclusion process
(IP) which was originally found in [41] as a dual of a heat conduction model. It
is a system of particles performing independent random walks on a lattice with an
additional attractive (inclusion) interaction between each other. It has later been
developed as bosonic counter part of the exclusion process [43]. The most important
property in our context is that, like the zero-range process, the inclusion process can
exhibit a condensation transition in the limit of vanishing diﬀusion parameter. The
inclusion interaction then plays an important role and leads to typical stationary
configurations where a single lattice site contains almost all the particles in the
system, which has been established rigorously on finite lattices [53, 54].
Definition
The dynamics of inclusion process (⌘(t) : t   0) with parameter d > 0 on E is
defined by the infinitesimal generator acting on a bounded test function h, where
c(k, l) = k(d+ l) with a parameter d   0 in (2.24)
(LIPh)(⌘) =
X
x,y2⇤
q(x, y)⌘x(d+ ⌘y)(h(⌘
x!y)  h(⌘)). (2.43)
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Figure 2.4: Dynamics of inclusion process. Particles perform random walks with rate
q(x, y)d⌘x and attract each other with rate q(x, y)⌘x⌘y.
The parameter d determines the relative rate of the independent random walk of
particles in comparison to the interacting inclusion part given by the product ⌘x⌘y.
Stationary measure
The stationary measures of the inclusion process were identified in [41]. The rates
fulfil conditions (2.27) and (2.29). Translation invariant systems may exhibit sta-
tionary measures of product form with the marginal as given in (2.30) and stationary
weights
w(n) =
 (d+ n)
n! (d)
⇠ nd 1 as n!1, (2.44)
where   denotes the Gamma function. The single site partition function is of the
form
z( ) =
1X
n=0
w(n) n = (1   ) d. (2.45)
This implies that z( ) diverges as   ! 1, hence the measures only exist for all
  2 [0, 1). The average particle density is then
R( ) =  @  log z( ) =
d 
1    .
For inclusion processes, the mobility can be simply written as a function of the
density ⇢ = R( ) as
 ( ) = R( )(d+R( )).
Condensation in inclusion processes
On the complete graph, the simplest case for the inclusion process is when d = 0,
which obviously leads to absorbing states. For diﬀusion parameter d which scales
with the system size, i.e. d = dL, the condensation in the inclusion process occurs
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when dL decays fast enough such that dL ⌧ 1/L, and in the condensed regime
all particles will concentrate on a single site [22, 18]. For diﬀusion parameter which
scales depending on N i.e. d = dN ! 0 as NdN !1, the diﬀusion gets slow and the
attractive inclusion interaction creates condensates. The dynamics of the rescaled
process in this case was studied in details in [53].
In this thesis, we focus on the system with diﬀusion parameter d ! 0 in
thermodynamic limit. We will see in Chapter 5 that the analysis of the case d = 0
gives a good approximation on complete graphs. The critical density in this case is
⇢c = 0. The condensate contains all particles which can be localised on any site of
the lattice, so it is an absorbing state for the dynamics.
Self-dual property of the inclusion process
From Definition 2.11 of self-duality, the symmetric inclusion process is self-dual with
the duality function
D(⇠, ⌘) =
Y
x
d(⇠x, ⌘x) where d(k, n) =
n!
(n  k)!
 (d)
 (d+ k)
. (2.46)
The self-duality is then given by
E⌘[D(⇠, ⌘(t))] = E⇠[D(⇠(t), ⌘], (2.47)
which was proved in [42, 43].
Connection to population genetics
In population genetics, the basic source of randomness due to reproduction is consid-
ered. This leads to so-called random genetic “drift”, which is considered as a major
evolutionary force in addition to selection [36]. The forward evolution of population
genetics models has a long history started in the 1920s; Wright and Fisher are con-
sidered as two of the founders in this area [96, 40]. Here, we give the basic example of
population genetics models and their connection. The classical Wright-Fisher model
is a discrete-time model of a population with constant size N and only two types i.e.
E = {1, 2}N . The Moran model is a continuous-time version of the Wright-Fisher
model [80, 81]. The two-allele Moran model (Zt : t   0) where Zt denotes the num-
ber of alleles type 1 at time t on state space E = {0, ..., N} can be written in the
generator form as
(LNMoranh)(i) = i(N   i)(h(i+ 1) + h(i  1)  2h(i)), (2.48)
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for all i 2 E with h( 1) = h(N + 1) = 0.
The interpretation is that each of the N individuals reproduces with rate 1, and
then one of the N + 1 individual is killed instantaneously. The diﬀusion limit of
this model can be obtained by using generator and space rescaling in a very large
population size. We rescale the state space of the process to be a Markov process
on {0, 1N , ..., 1} ✓ [0, 1] i.e. zNt := 1NZt. The generator (2.48) becomes for a function
h : [0, 1]! R
(LNMoranh)
✓
i
N
◆
= i(N   i)

1
N2
h00
✓
i
N
◆
+O(1/N3)
 
,
and for z 2 [0, 1],
(LNMoranh)(z)! z(1  z)h00(z) as N !1.
Hence, as N ! 1, the generator LNMoran of the Moran model converges to the
well-known Wright-Fisher diﬀusion [30] :
(LWFdiﬀh)(z) = 12z(1  z)h
00(z), (2.49)
but run twice faster.
The duality concept has been used to connect these two processes. The backward
problems are obtained from looking at the forward process backward in time [50].
The corresponding backward processes have studied in the 1980s, with Kingman
[66, 67] being the best-known. By applying duality function H(z, j) = zj to (2.49)
we get
LWFdiﬀH(·, j)(z) = 12z(1  z)[j(j   1)z
j 2]
=
j(j   1)
2
[H(z, j   1) H(z, j)]
= LjKingmanH(z, ·)(j),
where the process with generator
LjKingmanh(j) =
j(j   1)
2
(h(j   1)  h(j)),
is known as Kingman’s coalescent. It is a pure death process on the state space N
with absorbing state 1.
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The inclusion process can be interpreted as a multi-allele version of the Moran
model with additional mutation, which describes generic dynamics in finite popula-
tions where sites are interpreted as allele types and particles as individuals or people.
For detail on how to include mutation see e.g. [30, 36]. Condensation corresponds
to fixation of a particular species in the limit of vanishing mutation rate, which is
eﬀectively given by the parameter d [54]. On a fixed lattice ⇤ (representing the
allele type) in the limit of large population size N ! 1, the dynamics is giving
by a multi-dimensional version of the Wright-Fisher diﬀusion [54]. It has also been
shown in [20] that there is a limiting duality between Wright-Fisher diﬀusion and the
Moran model which corresponds to the inclusion process as mentioned before. This
is duality between two “forward processes” and as we know that inclusion process
is also self-dual, this could apply for Moran model as well. The “backward process”
also could arise from the limiting multi-type Wright-Fisher diﬀusion process with
mutation which leads to the dual process of lineage coalescence starting from infin-
ity similar to Kingman’s coalescence but with additional lost due to mutation rate
[92, 51, 31].
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Chapter 3
Derivation of mean-field equations
for stochastic particle systems
3.1 Introduction
In this chapter, we study stochastic particle systems in a limit of large system size
leading to a description by a mean-field master equation for the time evolution of a
single lattice site, which has often been used in physics literature [44, 48, 35]. For
conservative systems, these equations are very similar to mean-field rate equations
in the study of cluster growth models (see e.g. [69] and the references therein). We
focus on interacting particle systems where only one particle jumps at a time, which
corresponds to monomer exchange in cluster growth models as studied in [12], and
also in the well-known Becker-Döring model [9, 8].
While these mean-field equations often provide the starting point for the
analysis and have an intuitive form, to our knowledge their connection to underlying
particle systems has not been rigorously established so far. Hence, we provide a
rigorous derivation of this equation for misanthrope-type processes as defined in
(2.24) with bounded jump rates and homogeneous initial conditions on a complete
graph. The limit equation describes the dynamics of the fraction fk(t) 2 [0, 1]
of lattice sites with a given occupation number k, and also provides the master
equation of a birth death chain for the limiting single site dynamics of the process.
Note that no time rescaling is required and the limiting dynamics are non-linear,
i.e. the birth and death rates of the chain depend on the distribution fk(t). Even
though the limiting birth death dynamics is irreducible under non-degenerate initial
conditions, the non-linearity leads to conservation of the first moment of the initial
distribution, resulting in a continuous family of stationary distributions, as has been
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observed before for other non-linear birth death chains (see e.g. [64]). To establish
the mean-field property in the limit, we show the asymptotic decay of correlations
by bounding percolation clusters in the graphical construction of the process with
branching processes up to finite times, similar to [3, 38]. Existence of limits follows
from standard tightness arguments, and our proof also includes a simple uniqueness
argument for solutions of the limit equation. While uniqueness has been established
for more complicated coagulation fragmentation models [8], we could not find a result
covering our case in the literature.
Our result provides a contribution towards a rigorous understanding of the
approach to stationarity in the thermodynamic limit of diverging system size and
particle number. This exhibits an interesting coarsening regime characterised by a
power-law time evolution of typical observables, which has been identified in previous
heuristic results [44, 55, 21, 46] also on finite dimensional regular lattices. Conden-
sation implies that stationary measures for the limiting birth death dynamics only
exist up to a first moment ⇢c, above which fk(t) phase separates over time into
two parts describing the mass distribution in the condensate and the background
of the underlying particle system. Explicit travelling wave scaling solutions for the
condensed part of the distribution have been found in [44, 60, 46] for zero-range
processes and in [12] for a specific inclusion process, and will be discussed in detail.
This chapter is organised as follows. In Section 3.2 we introduce notations
and state our main result with the proof given in Section 3.3. In Section 3.4 we
discuss basic properties of the limit dynamics and its solutions, as well as limitations
and possible extensions of our result. We also provide a concluding discussion in
Section 3.5.
3.2 Notation and Main result
Consider a stochastic particle system (⌘(t) : t > 0) of misanthrope type as introduced
in Section 2.2.1 on finite lattices ⇤ of size |⇤| = L with the infinitesimal generator
(2.24) i.e.
(Lh)(⌘) =
X
x,y2⇤
q(x, y)c(⌘x, ⌘y)(h(⌘
x!y)  h(⌘)). (2.24 revisited)
We focus on complete graph dynamics, i.e. q(x, y) = 1/(L   1) for all x 6= y, and
denote by PL and EL the law and expectation on the path space D[0,1) of the
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process. We will study the processes t 7! Fk(⌘(t)) defined by the test functions
Fk(⌘) :=
1
L
X
x2⇤
 ⌘x,k 2 [0, 1], (3.1)
counting the fraction of lattice sites for each occupation number k   0. Expectations
are denoted by
fLk (t) := EL
⇥
Fk(⌘(t))
⇤
=
1
L
X
x2⇤
PL[⌘x(t) = k] 2 [0, 1], (3.2)
and we write fL(t) = (fLk (t) : k 2 N0). Note that fL(t) are probability distributions
on N0 for all t   0. Following (2.14), the time evolution is then given by
d
dt
fLk (t) =
d
dt
E
⇥
Fk(⌘(t))
⇤
= E
⇥
(LFk)(⌘(t))
⇤
. (3.3)
As usual this equation is not closed for finite system sizes L, since the right-hand
side is not a function of fL(t). Our aim is to derive a closed equation in the limit
L!1.
In the following, we consider a sequence (in L) of initial conditions (⌘x(0) :
x 2 ⇤) of the process such that
{⌘x(0) : x 2 ⇤} are i.i.d. with distribution fL(0) for all L (3.4)
and such that there exists a probability distribution f(0) = (fk(0) : k 2 N0) with
fLk (0)! fk(0) for all k   0 as L!1. (3.5)
The second condition excludes cases where the sequence fL(0) is not tight or does
not have a unique limit. The simplest choice with the required properties is, of
course, a product measure with marginals fL(0) = f(0) for all L. By symmetry
of the dynamics on the complete graph, (⌘x(t) : x 2 ⇤) is therefore permutation
invariant for all t   0 and we also have
fLk (t) = PL[⌘x(t) = k] for all x 2 ⇤. (3.6)
We further assume that the jump rates are uniformly bounded with
C¯ := sup
k,l
c(k, l) <1. (3.7)
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Our main theorem can be formulated as a convergence result for the single site
dynamics with state space N0,
(⌘x(t) : t   0) for fixed x 2 ⇤ (with ⇤ big enough). (3.8)
Theorem 3.1. Consider a process with generator (2.24) on the complete graph with
uniformly bounded rates (3.7) and initial conditions satisfying (3.4) and (3.5). Then,
the single site process (3.8) converges weakly on path space to a birth death chain
with distribution f(t) = (fk(t) : k 2 N0) characterised by the mean-field master
equation
dfk(t)
dt
=
X
l 0
c(k + 1, l)fl(t)fk+1(t) +
X
l 0
c(l, k   1)fl(t)fk 1(t)
 
✓X
l 0
c(k, l)fl(t) +
X
l 0
c(l, k)fl(t)
◆
fk(t) for all k   0, (3.9)
with initial condition f(0) given by (3.5). Here we use the convention f 1(t) ⌘ 0
for all t   0 and recall that c(0, l) = 0 for all l   0. (3.9) has a unique solution
(f(t) : t   0), and in particular fLk (t)! fk(t) as L!1 for all t   0.
We see that ddt
P
k 0 fk(t) = 0, and with (3.5) the limit is indeed the master
equation of a birth death chain with state space N0, birth rate
P
l 0 c(l, k)fl(t) and
death rate
P
l 0 c(k, l)fl(t). Note that the chain and its master equation are non-
linear since the birth and death rates depend on the distribution f(t). Further details
are provided in Section 3.5.
Theorem 3.2. Consider the process with generator (2.24) and conditions as in
Theorem 3.1. We have propagation of chaos, i.e. for all m   1, and t   0 as L!1
(⌘1(t), ⌘2(t), ..., ⌘m(t)) converges to independent random variables with distribution
f(t) of Theorem 3.1.
3.3 Proof of the main result
The proof follows a standard approach. We first establish existence of limits via
a tightness argument, then characterise all limit points as solutions of (3.9) using
a coupling to a branching process based on the graphical construction, and finally
show that (3.9) has a unique solution for a given initial condition.
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3.3.1 Existence
Proposition 3.1. Consider the process with generator (2.24) and conditions as in
Theorem 3.1. Then, the law of the single site process ⌘x(t) (3.8) is tight as L!1.
This implies existence of weak limit points (f(t) : t   0) of the sequence (fL(t) : t  
0) as defined in (3.2).
Proof. For each L large enough, consider the single site process ⌘x(t) for a fixed
x 2 ⇤ with law QL on the path space D([0,1),N0). We will show tightness of the
sequence QL as L ! 1, which implies existence of limit points Q. Since fLk (t) =
QL[⌘x(t) = k], this also provides existence of limit points t 7! f(t) = Q[⌘x(t) = ·].
Interpreting ⌘x : ⌘ 7! ⌘x as a mapping, QL = PL   ⌘ 1x is given as the image
measure of PL under ⌘x. By a version of Aldous’ criterion to establish tightness for
QL (cf. Theorem 16.10 in [16]), it suﬃces to show that
lim
a!1 lim supL!1
PL[⌘x(t)   a] = 0, (3.10)
and that for any ✏ > 0
lim
 !0+
lim sup
L!1
sup
s< 
sup
⇣2E
PL⇣
⇥|⌘x(s)  ⇣x| > ✏⇤ = 0. (3.11)
Here ⇣ 2 E denotes the initial condition of the original process and PL⇣ the corre-
sponding path measure, while in (3.10) the initial condition is given by i.i.d random
variables with asymptotic density ⇢ as given in (3.4) and (3.5). Using Markov’s
inequality, we get by conservation of mass
PL[⌘x(t)   a]  E
L[⌘x(t)]
a
 ⇢(1 + o(1))
a
.
Hence, (3.10) follows easily.
For fixed ⇣ and x from above, consider the test function f(⌘) = |⌘x   ⇣x| to get
Lf(⌘) = 1
L  1
X
y 6=x
h
c(⌘y, ⌘x)
 |⌘x   ⇣x + 1|  |⌘x   ⇣x| 
+ c(⌘x, ⌘y)
 |⌘x   ⇣x   1|  |⌘x   ⇣x| i
=
1
L  1
⇣X
y 6=x
c(⌘y, ⌘x) 
X
y 6=x
c(⌘x, ⌘y)
⌘
(I⌘x ⇣x(⌘)  I⌘x<⇣x(⌘)), (3.12)
with standard notation for indicator functions I. By Itô’s formula and with f(⌘(0)) =
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0, we have for any s > 0
|⌘x(s)  ⇣x| =
Z s
0
1
L  1
⇣X
y 6=x
c(⌘y(u), ⌘x(u)) 
X
y 6=x
c(⌘x(u), ⌘y(u))
⌘
 
I⌘x ⇣x(⌘(u))  I⌘x<⇣x(⌘(u))
 
du +M(s), (3.13)
where (M(s) : s > 0) is a martingale. It has quadratic variation
[M ](s) =
Z s
0
⇥Lf2   2fLf⇤(⌘(u))du,
and the integrand is easily computed to be
⇥Lf2   2fLf⇤(⌘) = 1
L  1
⇣X
y 6=x
c(⌘y, ⌘x) +
X
y 6=x
c(⌘x, ⌘y)
⌘
.
Since the rates are bounded (3.7), we have for the first term in (3.13)     Z s
0
1
L 1
⇣X
y 6=x
c(⌘y(u), ⌘x(u)) 
X
y 6=x
c(⌘x(u), ⌘y(u))
⌘
du
      2C¯s! 0 (3.14)
as s ! 0, which holds PL⇣ -a.s. uniformly in ⇣ 2 E and in L. The same argument
applies to the quadratic variation part, where for s! 0 we get
[M ](s) =
Z s
0
1
L  1
⇣X
y 6=x
c(⌘y(u), ⌘x(u)) +
X
y 6=x
c(⌘x(u), ⌘y(u))
⌘
du
 2C¯s! 0. (3.15)
Almost sure convergence in (3.14) and (3.15) uniformly in ⇣ 2 E and in L implies
(3.11).
3.3.2 Characterization of limit points
Proposition 3.2. Consider the process with generator (2.24) and conditions as in
Theorem 3.1. Every limit point (f(t) : t   0) of Proposition 3.1 satisfies the mean-
field rate equation (3.9).
We first collect some auxiliary results before giving the proof. Recall the stan-
dard graphical construction of interacting particle systems studied in Section 2.2.2.
Here, it consists of a family of independent Poisson point processes PPxy
⇣
C¯
L 1
⌘
for
each pair x 6= y 2 ⇤. For a given ⌘, at the jump time of the point process a particle
jumps from x to y with probability c(⌘x, ⌘y)/C¯. This is illustrated in Figure 3.1 for
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Particle Position
Time 
t
ηx (t) ηy (t)
Ax (t) Ay (t)
t=0
Figure 3.1: Illustration of the graphical construction of the process (2.24) for one-
dimensional nearest neighbour dynamics. It is based on independent Poisson processes
PP (C¯/2) with jump events shown as ! and  . The sets Ax(t) and Ay(t) as given in
Lemma 3.2, possibly influencing ⌘x(t) and ⌘y(t), respectively, are shown in red and blue.
one-dimensional nearest neighbour dynamics.
We say (y, 0) is connected to (x, t), writing (y, 0) ! (x, t), if there exists a
forward in time path along jump events in [z,z02⇤PPzz0
⇣
C¯
L 1
⌘
from (y, 0) to (x, t).
Equivalently, consider running a contact process on ⇤ without recovery backward in
time using all jump events of [z,z02⇤PPzz0
⇣
C¯
L 1
⌘
in the time interval [0, t] (regardless
of their direction), starting with a single infection at site x. Then (y, 0)! (x, t) if y
is infected at time 0. We write
Ax(t) = {y 2 ⇤ : (y, 0)! (x, t)}, (3.16)
for all sites whose configuration at time 0 possibly influences ⌘x(t). We denote the
backward in time contact process by
⌧ 7! Ax(t, ⌧) := {y 2 ⇤ : (y, t  ⌧)! (x, t)}, ⌧ 2 [0, t], (3.17)
which is fully determined by the graphical construction of the original process (⌘x(t) :
t   0). We will couple Ax(t, ⌧) to auxiliary processes (Nx(⌧) : ⌧   0), contact pro-
cesses without recovery on ⇤, starting with Nx(0) = {x} and with state dependent
infection rates C¯L |Nx(⌧)| across bonds. The total infection rate at any time can be
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calculated by
Nx(⌧)(L  |Nx(⌧)|) C¯
(L  |Nx(⌧)|) = C¯Nx(t) ,
and Nx = ⇤ is absorbing for this process.
Therefore, (Nx(⌧) : ⌧   0) can be coupled to a pure birth process (N(⌧) : ⌧   0)
with N(0) = 1, state space N, and generator
Lh(n) = nC¯(h(n+ 1)  h(n)) , (3.18)
for h : N! R such that N(⌧) = |Nx(⌧)| for all ⌧   0 as long as N(⌧) < L.
Lemma 3.1. Let Nx(t) and Nx(t) be two independent processes as defined above
with y 6= x and denote their law by P˜L. Then,
P˜L[Nx(t) \Ny(t) = ;]! 1 as L!1, (3.19)
for all fixed t > 0.
Proof. Using independence, we have
P˜L[Nx(t) \Ny(t) 6= ;] =
LX
nx,ny=0
P˜L[Nx(t) \Ny(t) = ; | |Nx(t)| = nx, |Ny(t)| = ny]
· P˜L[|Nx(t)| = nx]P˜L[|Ny(t)| = ny],
and for given sizes |Nx(t)| = nx and |Ny(t)| = ny, Nx(t), Ny(t) are independent
uniform subsets of ⇤. Therefore,
P˜L [Nx(t) \Ny(t) = ; | |Nx(t)| = nx, |Ny(t)| = ny]
=
L  nx   1
L  1 ·
L  ny   1
L  2 · · ·
L  nx   ny
L  ny ! 1, as L!1 . (3.20)
Consider again the pure birth process (N(t) : t   0) on N with generator (3.18) with
law denoted by P. Then, by construction we have
P˜L[|Nx(t)| = nx] = Inx<LP[Nx(t) = x] + Inx=LP[Nx(t)   L] + (1  Inx>L),
for all t   0 and the same holds for Ny(t). Therefore,
P˜L[|Nx(t)| = nx]P˜L[|Ny(t)| = ny]   Inx<LP[Nx(t) = x]Iny<LP[Ny(t) = y],
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and we get
P˜L[Nx(t) \Ny(t) = ;]
 
1X
nx,ny
P˜L [Nx(t) \Ny(t) = ; | |Nx(t)| = nx, |Ny(t)| = ny] Inx<LIny<L| {z }
!1 as L!1 for all nx,ny with (3.20)
· P[Nx(t) = x]P[Ny(t) = y].
Since the L-dependent part of the above sum is bounded by 1, we can use dominated
convergence to get
P˜L[Nx(t) \Ny(t) = ;]! 1 as L!1,
where obviously
1X
nx,ny=0
P[Nx(t) = x]P[Ny(t) = y] = 1,
since Nx(t) and Ny(t) are P  a.s. finite1.
Lemma 3.2. Consider Ax(t) and Ay(t) as defined in (3.17) with y 6= x. Then, for
each fixed t   0,
PL[Ax(t) \Ay(t) = ;]! 1 as L!1. (3.21)
Proof. By the graphical construction, Ax(t, ⌧) can be coupled to Nx(⌧) so that
Ax(t, ⌧) ✓ Nx(⌧) for all ⌧  t since the infection rates are C¯L |Nx(t)|   C¯L 1 . The
same holds for (Ny(⌧) : ⌧   0) with Ay(t, ⌧) ✓ Ny(⌧) for all ⌧  t and in particular
{Ax(t) \Ay(t) 6= ;} ✓ {Nx(t) \Ny(t) 6= ;}. Therefore, with Lemma 3.1 we have
PL[Ax(t) \Ay(t) 6= ;]  P˜L[Nx(t) \Ny(t) 6= ;]! 0 as L!1,
and (3.21) follows as required.
Proof of Proposition 3.2. Applying the generator (2.24) with q(x, y) = 1/(L  1) to
1A standard computation with generating functions in fact reveals that N(t) has a geometric
distribution, where P[N(t) = n] = e C¯t
 
1  e C¯t n 1.
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the test function Fk, we get
(LFk)(⌘) =
X
x,y2⇤
1
L 1c(⌘x, ⌘y)[Fk(⌘
x!y)  Fk(⌘)]
=   1
L 1
X
x,y2⇤
c(k, ⌘y)
 k,⌘x
L
+
1
L 1
X
x2⇤
c(k, ⌘x)
 k,⌘x
L
  1
L 1
X
x,y2⇤
c(⌘x, k)
 k,⌘y
L
+
1
L 1
X
x2⇤
c(⌘x, k)
 k,⌘x
L
+
1
L 1
X
x,y2⇤
c(⌘x, k 1)
 k 1,⌘y
L
  1
L 1
X
x2⇤
c(⌘x, k 1) k 1,⌘x
L
+
1
L 1
X
x,y2⇤
c(k+1, ⌘y)
 k+1,⌘x
L
  1
L 1
X
x2⇤
c(k + 1, ⌘x)
 k+1,⌘x
L
=   1
L 1
X
y2⇤
c(k, ⌘y)Fk(⌘)  1L 1
X
x2⇤
c(⌘x, k)Fk(⌘)
+
1
L 1
X
x2⇤
c(⌘x, k 1)Fk 1(⌘) + 1L 1
X
y2⇤
c(k+1, ⌘y)Fk+1(⌘)
+
1
L 1
⇣
  (BL,k +B0L,k) +B0L,k 1 +BL,k+1
⌘
. (3.22)
Here BL,k :=
P
x c(⌘x, k)Fk(⌘) and B0L,k :=
P
x c(k, ⌘x)Fk(⌘) are corrections result-
ing from diagonal terms in the sum over x, y 2 ⇤, and are uniformly bounded in k
and L.
In the following, we will show that fk(t) fulfills (3.9). From (3.2)-(3.3) and
(3.22), we have
d
dt
fLk (t) =  EL

1
L
X
y2⇤
c(k, ⌘y)Fk(⌘)
 
  EL

1
L
X
x2⇤
c(⌘x, k)Fk(⌘)
 
+ EL

1
L
X
x2⇤
c(⌘x, k   1)Fk 1(⌘)
 
+ EL

1
L
X
y2⇤
c(k + 1, ⌘y)Fk+1(⌘)
 
+O(1/L), (3.23)
where we used that all corrections in (3.22) are of order 1/L.
To conclude, we will establish that expectations of product terms in (3.23) factorize.
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For the second term, we have
1
L
X
x2⇤
c(⌘x, k)Fk(⌘) =
X
l 0
c(l, k)
1
L
X
x2⇤
 ⌘x,l
1
L
X
y2⇤
 ⌘y ,k
=
X
l 0
c(l, k)
1
L2
X
x,y2⇤
 ⌘x,l ⌘y ,k
=
X
l 0
c(l, k)
1
L2
X
x,y 6=x
 ⌘x,l ⌘y ,k + c(k, k)
1
L2
X
x2⇤
 ⌘x,k.
Since the rates are bounded (3.7) and Fk(⌘)  1, we have
EL

1
L
X
x2⇤
c(⌘x, k)Fk(⌘)
 
=
X
l 0
c(l, k)
1
L2
X
x 6=y
PL[⌘x(t) = l, ⌘y(t) = k] +O(1/L)
=
X
l 0
c(l, k)PL[⌘x(t) = l, ⌘y(t) = k] +O(1/L), (3.24)
where we can fix particular sites x 6= y in the last line by symmetry of the process.
Now, in order to use Lemma 3.2 we write
PL
⇥
⌘x(t) = k, ⌘y(t) = l
⇤
= PL
⇥
⌘x(t) = k, ⌘y(t) = l, Ax(t) \Ay(t) = ;
⇤
+ PL
⇥
⌘x(t) = k, ⌘y(t) = l, Ax(t) \Ay(t) 6= ;
⇤
,
and as L!1 we have for the second term
PL
⇥
⌘x(t) = k, ⌘y(t) = l, Ax(t) \Ay(t) 6= ;
⇤  PL⇥Ax(t) \Ay(t) 6= ;⇤! 0 .
For the first term, we write
PL
⇥
⌘x(t) = k, ⌘y(t) = l, Ax(t) \Ay(t) = ;
⇤
= PL
⇥
⌘x(t) = k, ⌘y(t) = l | Ax(t) \Ay(t) = ;
⇤
PL
⇥
Ax(t) \Ay(t) = ;
⇤
,
where PL[Ax(t) \Ay(t) = ;]! 1 as L!1 by Lemma 3.2.
Conditional on {Ax(t)\Ay(t) = ;}, the events {⌘x(t) = k} and {⌘y(t) = l} are inde-
pendent by construction and independence of initial conditions (3.4), and therefore
PL
⇥
⌘x(t) = k, ⌘y(t) = l | Ax(t) \Ay(t) = ;
⇤
= PL
⇥
⌘x(t) = k | Ax(t) \Ay(t) = ;
⇤
PL
⇥
⌘y(t) = l | Ax(t) \Ay(t) = ;
⇤
! fk(t)fl(t) as L!1. (3.25)
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Convergence to the limit points fk and fl uses again that the conditional event
{Ax(t) \ Ay(t) = ;} has limiting probability 1 with Lemma 3.2. With dominated
convergence in (3.24), this implies factorization of
EL
hX
x2⇤
c(⌘x, k)Fk(⌘)
i
!
X
l 0
c(l, k)fl(t)fk(t), as L!1,
which follows analogously for the other terms in (3.23). This completes the proof of
Proposition 3.2.
3.3.3 Uniqueness
We consider solutions of (3.9) f(t) = (fk(t) : k 2 N0) which are limit points of
the sequence fL(t). Since
P
k 0 f
L
k (t) = 1 and f
L
k 2 [0, 1] for all t   0 and L,
fk(t) 2 [0, 1] for all t   0 and k   0. Furthermore, Fatou’s Lemma implies
kf(t)k1 =
X
k 0
fk(t)  1 and therefore f 2 `1.
This also implies f(t) 2 `2 with kf(t)k22 =
P
k 0 f
2
k (t) <1.
For given such f , the operators
(Qfg)k =
X
l 0
fkc(k, l)gl and (Qˆfg)k =
X
l 0
fkc(l, k)gl
are defined for all g 2 `1 \ `2. Since 0  c(k, l)  C¯ <1, we have for non-negative
g, h   0,
hg,Qfhi =
X
k,l
gkfkc(k, l)hl  C¯hg, hi, (3.26)
and the same holds for Qˆf .
Proposition 3.3. Let t 7! f(t) be a solution to (3.9) with fk(t) 2 [0, 1] andP
k fk(t)  1 for all k   0, t   0. Then, t 7! f(t) is unique.
Proof. Suppose f and fˆ are two solutions of (3.9) with above the properties and
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f(0) = fˆ(0). With the convention f 1 = fˆ 1 ⌘ 0, we have
d
dt
kf fˆk22 = 2
X
k 0
(fk fˆk) ddt
X
k 0
(fk   fˆk)
= 2
X
k 0
(fk fˆk)
24X
l 0
c(l, k 1)(fk 1fl fˆk 1fˆl)
+
X
l 0
c(k+1, l)(fk+1fl fˆk+1fˆl)
 
X
l 0
(c(k, l) + c(l, k))(fkfl fˆkfˆl)
35 ,
omitting the time argument of f to simplify notation.
In the following, we use
fkfl   fˆkfˆl = fk(fl   fˆl) + fˆl(fk   fˆk)
together with boundedness of shift operator (Sf)k = fk+1, i.e. kSfk22  kfk22, and
the Cauchy-Schwarz inequality
hg, hi :=
X
k 0
gkhk  kgk2khk2 for all g, h 2 `2.
Hence, we get
d
dt
kf fˆk22 = 2
24X
k,l 1
(fk fˆk) c(l, k 1)
⇣
fk 1(fl fˆl) + (fk 1 fˆk 1)fˆl
⌘
+
X
k,l 0
(fk fˆk) c(k+1, l)
⇣
fk+1(fl fˆl) + (fk+1 fˆk+1)fˆl
⌘
+
X
k,l 0
(fk fˆk)(c(k, l) + c(l, k))
⇣
fk(fl fˆl) + (fk fˆk)fˆl
⌘35
 2
h
hS|f fˆ |, Qˆf |f fˆ |i+ C¯kf fˆk22
+ h|f fˆ |, SQf |f fˆ |i+ C¯h|f fˆ |, S|f fˆ |i
+ h|f fˆ |, (Qf + Qˆf )|f fˆ |i+ 2C¯kf fˆk22
i
 16 C¯kf fˆk22,
having also used fk, fˆk  1 for all k   0 and (3.26) to get the third inequality.
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Since we assume the initial condition f(0)   fˆ(0) = 0, by Gronwall’s inequality we
get
kf(t) fˆ(t)k22  kf(0) fˆ(0)k
2
2 exp(16 C¯t) = 0 for all t   0.
Hence, f(t) = fˆ(t) for all t   0 and the solution t 7! f(t) is unique.
3.3.4 Proof of Theorem 3.2
Proof. We use equivalence of propagation of chaos with a law of large numbers for
the empirical measures, as explained in Appendix A. Recall,
fLk (t) = EL[Fk(⌘(t))].
We have
F 2k (⌘(t)) =
1
L2
X
x,y2⇤
 ⌘x,k ⌘y ,k,
and by taking the expectation, we get
E[F 2k (⌘(t))] =
1
L2
X
x,y2⇤
PL[⌘x(t) = k, ⌘y(t) = k]
= P[⌘x(t) = k, ⌘y(t) = k] +O(1/L), where x 6= y
! f2k (t) as L!1.
This follows in full analogy with the derivation after (3.24).
This also implies VarL[Fk(⌘(t))] ! 0 as L ! 1 and a weak law of large numbers
Fk(⌘(t))! fk(t) for all t   0.
3.4 Properties of solutions
3.4.1 Conserved quantities
Since fk(t) are limits of fLk (t) 2 [0, 1], we have fk(t) 2 [0, 1] for all k   0, t   0. We
denote the ith moment of f(t) by
mi(t) =
X
k 0
kifk(t).
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The limiting mean-field equation (3.9) is the master equation of the non-linear birth
death chain (Yt : t   0) on N0 so that fk(t) = P [Yt = k] with generator
LBDh(k) =
X
l 0
c(k, l)fl(t)(h(k 1)  h(k)) +
X
l 0
c(l, k)fl(t)(h(k+1)  h(k)), (3.27)
where c(0, l) = 0 for all l   0. This is the limit dynamics of the single site process
(3.8), and the time dependent birth rates  k(t) and death rates µk(t) are given by
 k(t) =
X
l 0
c(l, k)fl(t) and µk(t) =
X
l 0
c(k, l)fl(t). (3.28)
Note that this immediately implies that fk =  0,k is stationary, but in general 0 is
not an absorbing state as long as fk(0) > 0 for some k > 0, as discussed in detail
later. The adjoint operator L†BD then characterises the right-hand side of the master
equation (3.9) which can be written as
d
dt
f(t) = L†BDf(t).
f(t) is indeed a probability distribution on N0 for all t   0 since we have
LBD1 = 0 and therefore m0(t) = m0(0) = 1.
Also, as usual LBDk =  k(t)  µk(t), which leads with (3.28) to
d
dt
m1(t) =
X
k 0
fk(t)LBDk =
X
k 0
X
l 0
fk(t)fl(t)
 
c(l, k)  c(k, l)  = 0.
This implies that the expectation is conserved for the chain (Yt : t   0), i.e.
m1(t) = m1(0) =: ⇢   0,
which corresponds to the particle density ⇢ in the original particle system.
Note, however, that (Yt : t   0) is not a martingale since LBDk 6= 0, and the
conservation of m1 results from the non-linearity of the process. By assumption
(2.25) on the rates c, the chain is further irreducible unless f(0) is degenerate, but
we will see below that the additional conserved quantity leads to non-uniqueness for
the stationary distribution.
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3.4.2 Stationary distributions
Under condition (2.27) on the rates, we know that for each   2 D , the single site
marginal of the grand canonical product measures ⌫ 
f k := ⌫ [⌘x = k]
is a stationary solution of (3.9). From the stationary marginal of the process (2.30),
we have the relation
c(k, 0)
c(1, k 1)f
 
k =  f
 
k 1 for all k   1 and   2 D . (3.29)
With the usual convention f  1 = 0 and c(0, l) = 0 for all l   0 this leads to
L†BDf k =
X
l 0
c(k+1, l)f l f
 
k+1 +
X
l 1
c(l, k 1)f l f k 1
 
✓X
l 1
c(l, k)f l +
X
l 0
c(k, l)f l
◆
gf k
=
X
l 1
c(k+1, l 1)f l 1
c(1, k)
c(k+1, 0)
 f k +
X
l 0
c(l+1, k 1)f l+1
c(k, 0)
c(1, k 1)
1
 
f k
 
✓X
l 1
c(l, k)f l +
X
l 0
c(k, l)f l
◆
f k
=
X
l 1
c(l, k)
c(1, l 1)
c(l, 0)
 f l 1f
 
k +
X
l 0
c(k, l)
c(l+1, 0)
c(1, l)
1
 
f l+1f
 
k
 
✓X
l 1
c(l, k)f l +
X
l 0
c(k, l)f l
◆
f k
= 0,
where in the second equality and the last equality we use (3.29) and in the third
equality we use condition (2.27) of the rate. Therefore, under condition (2.27), we
have an explicit stationary distribution for each value ⇢ = m1(0) of the conserved
first moment which is not larger than ⇢c (see Definition 2.12), given by f  with
  2 D  such that R( ) = ⇢.
3.4.3 Initial conditions and ergodic behaviour
Consider a fixed initial condition f(0) for the limit equation (3.9) with finite density
⇢ = m1(0) 2 (0,1). A natural corresponding sequence of initial conditions for the
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particle system are simply product measures ⌫L with marginals ⌫L[⌘x = ·] = f(0),
in which case fL(0) = f(0) for all L   1. Another useful choice is a conditional
version of these measures with a fixed number of particles
⇡L,N = ⌫
L
h
·
   X
x2⇤
⌘x = N
i
and fL(0) = ⇡L,N [⌘x = ·]. (3.30)
If N is chosen to increase with L such that N/L! ⇢, then fL(0)! f(0) as L!1
weakly and in total variation distance. The formulation of our main result requires
i.i.d. initial conditions (3.4), which provide permutation invariance of the dynamics
and are otherwise used only in (3.25). Permutation invariance is also given under
the conditional measures (3.30), and the condition introduces only a small negative
correlation between diﬀerent occupation numbers ⌘x(0) and ⌘y(0) of order 1/L. This
leads to a vanishing correction in (3.25), and the proof can be easily adapted to also
cover initial conditions with a fixed number of particles.
A generic initial condition of the form (3.30) is to simply distributeN particles
uniformly at random, leading to binomial marginals✓
N
k
◆✓
1
L
◆k ✓
1  1
L
◆N k
= fLk (0)! fk(0) =
⇢k
k!
e ⇢, (3.31)
converging to Poi(⇢) variables as N,L!1 and N/L! ⇢.
Given a family of stationary measures f , a natural question is that of er-
godicity, i.e. for initial conditions f(0) with first moment ⇢ = m1(0) <1, does f(t)
converge to f  with R( ) = ⇢? While contraction arguments may by possible for par-
ticular jump rates c(k, l), we are not aware of general results on convergence to sta-
tionary solutions for non-linear dynamical systems that would answer this question.
As discussed in Section 2.2.1, on the restricted state space
 
⌘ 2 E : Px2⇤ ⌘x = N 
the process (⌘(t) : t   0) is a finite state, irreducible Markov chain, which converges
to its unique stationary distribution ⇡L,N . The equivalence of ensembles ensures
weak convergence
⇡L,N [⌘x = k]! f k as L,N !1, N/L! ⇢ (3.32)
provided that R( ) = ⇢  ⇢c. For condensing models with ⇢ > ⇢c, the above holds
with   =  c < 1, which corresponds to a loss of mass in the condensate since the
limit has only first moment ⇢c < ⇢. Due to ergodicity for a finite state Markov chain,
we have
fL(t)! ⇡L,N [⌘x = ·] as t!1
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for each finite L, which holds in total variation or L2 distance.
If the convergence fL(t) ! f(t) was uniformly in t > 0, this could be used
to establish ergodicity for the limit process. However, the error bounds arising from
Lemma 3.2 are in fact of order eCt/L for some C > 0, since the branching processes
(3.18) in our coupling argument grow exponentially in time. They are clearly only
useful for t⌧ logL (in particular for all fixed t > 0), and our proof does not provide
uniform convergence. In fact, ergodicity breaking is a well-known phenomenon in the
presence of phase transitions, e.g. for the contact process uniqueness of the stationary
distribution is lost in infinite volume. For solutions to (3.9), however, we still expect
ergodicity at least for ⇢  ⇢c, and explicit heuristic scaling solutions for particular
systems discussed in the next section support this even for ⇢ > ⇢c.
Note that our main result in Theorem 3.1 holds independently of condition
(2.27) and instead requires boundedness of the rates c. Without condition (2.27) we
still expect a continuous family of stationary distributions for the birth death chain
indexed by the first moment with similar ergodicity properties, but we are not aware
of related results. Results on some particular cases of non-linear birth death chains
can be found in [37] where the chain has normal state-dependent death rates but
birth rates are in the form of a time-dependent mean.
3.5 Discussion
We have established the mean-field equation (3.9) as the limit dynamics of stochastic
particle systems, which provides an important ingredient for a rigorous analysis
of the coarsening dynamics of condensing stochastic particle systems. Our result
holds under arguably quite restrictive conditions, which we discuss in detail in the
following.
• Theorem 3.1 is formulated for i.i.d. initial conditions (3.4), and we have dis-
cussed in Section 3.4 how this can be extended to conditional product measures
which introduce vanishing correlations and are permutation invariant. In our
proof, permutation invariance is only used to establish existence in Section
3.3.1. This makes use of (3.6) implying that the single site process ⌘x(t) pro-
vides a realisation of the limiting birth death chain. Since all estimates in
Section 3.3.1 hold uniformly in x, a similar argument can be used to estab-
lish tightness for the empirical process (Fk(⌘t) : k   0). This would allow for
non-permutation invariant initial conditions with vanishing correlations and a
result on convergence of fLk (t). Its limit could then, however, not be interpreted
as the single site distribution.
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• Mean-field equations (3.9) are often used as approximations in other geometries
such as symmetric or asymmetric dynamics on d-dimensional regular lattices.
As usual, the larger the dimension the better the approximation, see e.g. [48,
21, 35] for details. Since our result does not involve any time scaling, mean-
field averaging of the birth and death rates (3.28) is achieved by a diverging
number of neighbours of each lattice site. This is a crucial ingredient in our
proof in (3.22) and in fact essential for any rigorous derivation of (3.9). Our
arguments could be directly extended to graphs which are not complete but
have a weaker version of the above property.
• Condensing stochastic particle systems exhibit several time scales diverging
with the system size (e.g. for ZRPs, this has been studied in [48]), some of which
have been identified recently also on a rigorous basis including hydrodynamics
[91] and also metastable dynamics of the condensate [11, 5]. As we discussed in
Section 3.4, convergence in our result does not hold uniformly in time, and error
estimates vanish on time scales at most of order logL due to the coupling with
branching processes. Time scales related to possible condensation dynamics are
typically at least polynomial in L also on complete graphs (see [48] for ZRP).
Therefore, our result only describes the initial part of the dynamics which still
contains interesting coarsening phenomena as seen in the next chapter.
• Boundedness of jump rates (3.7) is the most restrictive condition that we expect
to be not necessary for the limit result to hold, but which would require a
significant extension of our proof including e.g. a priori bounds on occupation
numbers to use cut-oﬀ arguments. Alternatively, one can try to adapt a proof
in [84] for interacting diﬀusions, which only requires Lipchitz continuity in the
rates. This would, however, also not cover for the inclusion process, for which
our result can be established with other techniques as discussed in Chapter 5.
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Chapter 4
Coarsening dynamics in
condensing zero-range processes
and size-biased birth death chains
4.1 Introduction
In Chapter 3, we presented a rigorous derivation of the mean-field equation for the
single site dynamics of misanthrope-type processes on a complete graph. In this
chapter, we apply that in a specific model in which the jump rates only depend
on the number of particles in the departure site, namely the zero-range process as
introduced in Section 2.2.3. Based on the mean-field master equation, we analyse
the coarsening dynamics of the single site process fk using the method studied in
[44, 46] for zero-range processes with the generator
(LZRPh)(⌘) =
X
x,y2⇤L
g(⌘x)q(x, y)(h(⌘
x!y)  h(⌘)), (2.38 revisited)
with jump rates of the form
g(k) =
(
0 if k = 0,
1 + bk  otherwise,
(2.41 revisited)
for any constant b > 0 and   2 (0, 1]. We then study the coarsening scaling law for
values of the parameter   2 (0, 1]. In addition to extending the results in [44] to
a larger class of parameter values (which have also been studied in [46]), the main
novelty is a direct description of the size-biased version of the single site dynamics. It
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provides an interesting tool to analyse the coarsening dynamics without any finite size
eﬀects and is also numerically more eﬃcient than previous approaches. The volume
of the condensed phase does not vanish in time as in the zero-range process or the
direct mapping to birth death chains as presented in Chapter 3. As usual, we focus
the presentation of our results on processes on complete graphs i.e. q(x, y) = 1/(L 1)
for all x 6= y with finite lattices ⇤ of size L, and discuss the role of other homogeneous
geometries in Section 4.4.
This chapter is organised as follows. In Section 4.2, we introduce and analyse
the dynamics of site empirical process fk and its size-biased version pk. This is
followed by Section 4.3 in which we provide details for the implementation of non-
linear birth death chains and give results which are corroborated by simulation data.
We then discuss and conclude in Section 4.4.
The results of this chapter have been published in [60], and the scaling anal-
ysis for   2 (0, 1) has been done in more detail afterwards in [46].
4.2 Dynamics of the process
4.2.1 Empirical processes
Consider a zero-range process (2.38) with bounded rates (2.41) on a finite lattice of
size L with N particles, initially distributed uniformly at random. To describe the
coarsening dynamics, we will study dynamics of two kinds of empirical processes:
Site empirical process Fk(⌘(t)) :=
1
L
X
x2⇤
 ⌘x(t),k, (3.1 revisited)
Size-biased empirical process Pk(⌘(t)) :=
1
N
X
x2⇤
k ⌘x(t),k . (4.1)
The first process is defined in Chapter 3 as (3.1), while the second one counts the
fraction of particles which are on sites with occupation number k. Note that the
condensed phase has only a small contribution in the first process which decreases
in time and tends to the stationary value 1/L with only one condensate site. In the
second process, however, the weight of the condensed phase is roughly constant in
time and given by the mass fraction (⇢  ⇢c)/⇢ due to the diﬀerent weighting, where
N/L! ⇢ is the limiting particle density. This is, therefore, more useful to describe
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Figure 4.1: Time evolution of the mass distribution as described by the empirical processes
(3.1) and (4.1) for a system with L = 1024,   = 1, b = 4 and two diﬀerent densities ⇢ = 2
and 4, which are larger than ⇢c = 0.5. Expectations fk(t) (left) and pk(t) (right) are defined
in (3.2) and (4.19). Outputs are at three diﬀerent times, the first two during the coarsening
regime, the last one when stationarity is reached. Note that the diﬀerent scales of the y-axes
indicate the larger weight of the condensed phase under the Pk process. The bulk part of the
distribution concentrates on the far left and is not resolved in this plot. Data are averaged
over 500 realisations.
the dynamics in the condensed phase. Both processes are normalized, i.e.
1X
k=0
Fk(⌘) =
1X
k=1
Pk(⌘) = 1 for all ⌘ 2 EL,N .
Also, they can be interpreted as distributions of single site occupations. The second
process is a size-biased version of the first one, and both are related via
LkFk(⌘) = NPk(⌘) for all ⌘ 2 EL,N and k   1. (4.2)
In Figure 4.1, we illustrate the behaviour of these processes when averaged
over 500 realisations of the zero-range dynamics. We see that the coarsening process
transports mass from small occupation numbers to form a stationary bump around
occupation numbers (⇢   ⇢c)L, two such bumps are shown for densities ⇢ = 2 and
4. The distribution within the condensed phase at any given time is characterised
by an intermediate bump which is broadening over time with its maximum moving
to the right. Building on the analysis in [44], we investigate the scaling behaviour
of this bump. On a finite lattice, the scaling behaviour only occurs in a finite time
window before the system reaches stationarity. However, ideally, we are interested
in an infinite lattice where the condensed phase distribution keeps broadening and
51
k-1
g(1) g(k-1) g(k+1) g(k+2)
g(t) g(t) g(t) g(t) g(t) g(t)
g(2) g(k)
k k+10 1
Figure 4.2: Diagram of the ZRP birth death chain Yt.
moving to larger occupation numbers forever. Both processes in Figure 4.1 are shown
on very diﬀerent scales since the condensed phase has much larger weight under Pk
than under Fk, as explained above. The bulk part of the distribution concentrates
on the left and is not shown in full since we focus our attention on the condensed
phase.
4.2.2 Analysis of Fk(⌘)
While the size-biased process Pk is more suitable to study the coarsening dynamics,
we start our analysis with the process Fk describing the single site dynamics of the
process since this is simpler to analyze. This has already been studied in [44] for
  = 1, so we keep the presentation short and show numerical results only for the
size-biased process later. For our zero-range processes assumptions in Theorem 3.1
are satisfied which leads to the mean-field equation (3.9) taking the form
dfk(t)
dt
= g(k + 1)fk+1(t) + g¯(t)fk 1(t)  (g(k) + g¯(t))fk(t), (4.3)
valid for all k   0 with the convention f 1(t) ⌘ 0. The short hand
g¯(t) =
X
k
g(k)fk(t) (4.4)
indicates the time-dependent expectation of the jump rate. As before, this is the mas-
ter equation of a birth death chain with k-independent birth rate g¯(t) =
P
k g(k)fk(t)
and time-independent but state dependent death rate g(k), which have been studied
in [37]. In the following, we denote the corresponding process by (Yt : t   0) on state
space N0, so that fk(t) = P [Yt = k]. Note that the birth rate is itself an expectation
with respect to fk(t) (4.4), so that this is still a non-linear master equation. This
chain describes the single site dynamics of the zero-range process. With our choice
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of g¯(t) in (4.4) we see that
d
dt
X
k
kfk(t) =
X
k
g(k + 1)kfk+1(t) + g¯(t)
X
k
kfk 1(t)
 
X
k
g(k)kfk(t)  g¯(t)
X
k
kfk
=  
X
k
g(k)fk(t) + g¯(t) = 0 , (4.5)
which is consistent with mass conservation and
P
k kfk(t) = ⇢ for all t   0.
Due to this additional conserved quantity, the non-linear chain has a whole family
of stationary distributions, and indeed it is easy to see that the marginals
f k := ⌫ [⌘x = k] =
1
z( )
 k
g!(k)
with weight (2.39) of the zero-range process are stationary for all   2 [0, 1]. For
every initial distribution with density ⇢  ⇢c, the chain should converge to the cor-
responding distribution with R( ) = ⇢. For supercritical densities ⇢ > ⇢c, we expect
the chain to converge to f1 in analogy to the behaviour of the zero-range process
summarised in Section 2.2.1. The solution of (4.3) will develop a bimodal structure
over time, corresponding to the bulk and the condensed part of the distribution. This
separation is characterised by a scaling parameter ✏t ! 0 as t ! 1, denoting the
volume fraction of the condensed phase. Following the approach in [44], we therefore
make the ansatz for a separated state
fk(t) = fk(t) I[0,1/p✏t](k)| {z }
:=fbulkk (t)
+ fk(t) I(1/p✏t,1)(k)| {z }
:=fcondk (t)
. (4.6)
The split of the two contributions at occupation numbers k = O(✏ 1/2t ) is arbitrary,
both phases are clearly separated as can be seen later in Figure 4.6, and any other
power in ( 1, 0) would work equally well. The bulk part of the distribution converges,
i.e.
fbulkk (t)! f1k = ⌫1[⌘x = k] as t!1, (4.7)
and in fact is very close to the stationary marginal ⌫1 even for finite times as is
confirmed later in Figure 4.5. The probability fraction of this part is (1   ✏t) ! 1
and the expectation converges to ⇢c corresponding to the mass contained in the bulk.
The condensed part therefore contains the rest of the mass ⇢ ⇢c according to (4.5),
but only a vanishing probability of order ✏t. Therefore, typical occupation numbers
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in this phase scale as 1/✏t, which justifies the intermediate scale chosen in the formal
Definition (4.6). Furthermore, we assume that f condk (t) takes the scaling form
f condk (t) = ✏
2
th(u), with u = k✏t and ✏t = t
  1 +1 , (4.8)
which we adapted from [44] to   2 (0, 1]. One of the prefactors ✏t corresponds to
the vanishing probability of the condensed phase, the other one is a volume element
to get a density h(u). In terms of the scaling function h(u), the volume fraction of
the condensed phase is given by
X
k
f condk (t) =
X
k 1/p✏t
✏2th(k✏t) ⇡ ✏t
Z 1
0
h(u)du = O(✏t). (4.9)
Also, the mass in the condensed phase is
X
k
kf condk (t) =
X
k 1/p✏t
✏2tkh(k✏t) ⇡
Z 1
0
uh(u)du = ⇢  ⇢c, (4.10)
which fixes the normalization of h consistently with previous assumptions. Since the
bulk phase is close to the stationary marginal f1 and h(u) changes with time only
on scale ✏t, we have
d
dt
fbulkk (t) = O(✏˙t)⌧ O(✏t) =
d
dt
f condk (t) , (4.11)
as we will see later that ✏t decays as a power law with t. Therefore, the condensed
part fulfills the same master equation as (4.3)
d
dt
f condk (t) = g(k + 1)f
cond
k+1 (t) + g¯(t)f
cond
k 1 (t)  (g(k) + g¯(t))f condk (t). (4.12)
To write this as a closed equation for h(u), we need to find an expression for the
time-dependent birth rate g¯(t) =
P
k 1 g(k) fk(t) under the phase separated state.
In the canonical ensemble, the mobility (2.40) for ZRP is simply given by a ratio of
the partition functions
 L,N := E⇡L,N [g(⌘x)] = ZL,N 1/ZL,N . (4.13)
This can be easily computed numerically using recursions of the form
ZL,N =
NX
n=0
w(n)ZL 1,n,
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Figure 4.3: Approximation of the canonical mobility (4.13) (bold line) by the jump rates
(dashed line) as predicted in (4.14). Parameter values are b = 4,   = 0.5 (left) and   = 1
(right).
and it is known [23] that the supercritical mobility for ⇢ > ⇢c is well approximated
by the jump rates of the condensate as
 L,⇢L ⇡ g((⇢  ⇢c)L) = 1 + b
(⇢  ⇢c) L  . (4.14)
This is illustrated in Figure 4.3, and this approximation works well even for very
small system sizes. Now assume that 1/✏t is the typical separation between cluster
sites, and the system is locally stationary in between clusters. The main assumption
is that the phase separated state in the limit of diverging system size is given by
fk(t) = ⇡1/✏t,⇢/✏t ,
i.e. the canonical, super-critical state with time-dependent system size corresponding
to the typical distance between clusters. So we can replace L by 1/✏t in (4.14) to
get the prediction
g¯(t) = 1 + ✏ t
b
(⇢  ⇢c)  ,
which we then write in the form
g¯(t) = 1 +A✏ t , (4.15)
where for ⇢ large enough we expect A = b/(⇢   ⇢c)  . Plugging this into (4.8) and
(4.12), we get for the leading order terms
✏˙t
✏t
[uh0(u) + 2h(u)] = ✏ +1t
✓
✏1  t h
00(u) +
b
u 
h0(u) Ah0(u)  b 
u +1
h(u)
◆
. (4.16)
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Equating powers of ✏t on both sides leads to the choice ✏t = t 
1
 +1 and the equation
t 
1  
1+  h00(u) +
✓
u
(  + 1)
+
b
u 
 A
◆
h0(u) +
✓
2
(  + 1)
  b 
u +1
◆
h(u) = 0, (4.17)
for the scaling function h. For   = 1, we simply have
h00(u) +
✓
1
2
u A+ b
u
◆
h0(u) +
✓
1  b
u2
◆
h(u) = 0, (4.18)
as was derived in [44] which is indeed time-independent. For   < 1 we have to keep a
small time-dependent prefactor for h00 to regularize the solutions. This is necessary
since we impose conditions on the first moment on h as given in (4.10) and also
require h(u) ! 0 as u ! 1. A more detailed discussion of this point can be found
in [46]. Neither equation (4.17) nor (4.18) can be solved explicitly, but numerical
solutions presented in the next section agree well with simulation data.
4.2.3 Analysis of Pk(⌘)
Analogously to Fk, we can act with the generator (2.38) on the test function Pk
(4.1). In this section, we would like to apply our result from Theorem 3.1 for the
size-biased process (4.1), and denote
pLk (t) = EL[Pk(⌘(t))]. (4.19)
Using (4.2), we can get convergence of pLk (t) by
pLk (t) = E

kL
N
Fk(⌘(t))
 
! pk(t) := k⇢fk(t), (4.20)
for all k   0 and t   0. This implies that the size-biased process converges weakly
to another kind of birth death chain with distribution p(t) = (pk(t) : k 2 N). In this
case, however, the mean-filed master equations are more complicated. Using (4.3)
and (4.19), we get for all k > 1
dpk(t)
dt
=
k
⇢

g(k + 1)
⇢
k + 1
pk+1(t) + g¯(t)
⇢
k   1pk 1(t)  (g(k) + g¯(t))
⇢
k
pk(t)
 
.
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For k = 1, we have
d
dt
p1(t) =  g(1)p1(t)  g¯(t)p1(t) + 1
⇢
g¯(t)f0(t) +
1
2
g(2)p2(t)
=
1
2
g(2)p2(t)  2g¯(t)p1(t) +
X
k 2
1
k
(g(k)  g¯(t))pk(t), (4.21)
where we used (4.4) and that f0(t) = 1 
P1
k=1 fk(t) = 1  ⇢
P1
k=1
pk(t)
k .
For k > 1, we can write
d
dt
pk(t) =  g(k)pk(t)  g¯(t)pk(t) + kk 1 g¯(t)pk 1(t) +
k
k+1
g(k+1)pk+1(t)
=
k
k+1
g(k+1)pk+1(t) +
k
k 1 g¯(t)pk 1(t)
 
✓
k 1
k
g(k) +
k+1
k
g¯(t)
◆
pk(t) +
1
k
(g¯(t)  g(k))pk(t). (4.22)
As before, this can be thought of as the master equation of a birth death chain on
the state space N, with additional long-range jumps from occupation numbers k > 1
to k = 1, and diagonal terms corresponding to killing or cloning events which are
not probability conserving. We have
birth rate
k + 1
k
g¯(t), for k > 0 ,
death rate
k   1
k
g(k), for k > 1 ,
rate from k to 1
1
k
(g(k)  g¯(t))+, for k > 1 ,
cloning rate
1
k
(g¯(t)  g(k))+, for k > 1 ,
killing rate
X
k>1
1
k
(g¯(t)  g(k))+, for k = 1 , (4.23)
where we denote by (·)+ = max{0, (·)} the positive part of the expression. Note that
the total cloning rate of chains with k > 1 exactly equals the killing rate of chains
with k = 1, so in total the probability is conserved
d
dt
X
k 1
pk(t) =
X
k 2
pk(t)
k
(g¯(t)  g(k)) +
X
k 2
pk(t)
k
(g(k)  g¯(t)) = 0.
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Using (4.2), the average jump rate is now given by
g¯(t) = ⇢
X
k 1
g(k)
k
pk(t). (4.24)
If g¯(t) < 1, all cloning and killing rates vanish and the only new part of the dynamics
are long range jumps from k to 1. This leads to subcritical dynamics, and it is easy
to see that now the size-biased version
p k := ⌫¯ [⌘x = k] :=
k
R( )
⌫ [⌘x = k] (4.25)
of the marginals of stationary measures of the zero-range process (2.30) with weight
(2.39) are stationary for the birth death chain with master equation (4.22) for all
  2 [0, 1]. Note also that there is no obvious second conservation law for the size-
biased chains related to the density as was the case for fk(t). However, ⇢ now
explicitly enters the master equation of the process through the above expression
for g¯(t) in (4.24), which selects the stationary distribution for diﬀerent ⇢ 2 [0, ⇢c].
Any long jumps from k to 1 can be interpreted as sites with ⌘x = 0 receiving a
particle in the original zero-range processes. For supercritical systems with g¯(t)   1,
chains with small occupation number k perform jumps to 1 since g(k) > g¯(t), while
chains that made it to large occupation numbers do not, but have a positive rate for
cloning. This mechanism generates bimodal distributions with a condensed and a
bulk phase denoted by pcondk and p
bulk
k , analogously to (4.6). Using the same scaling
ansatz as (4.6) where we replace the asymptotic bulk part with a size-biased version,
we note that ⇢pk(t) = kfk(t) implies the same relation for the condensate part of
the distribution, i.e. ⇢pcondk (t) = kf
cond
k (t). This leads toX
k
pcondk (t) =
1
⇢
X
k
kf condk (t) =
⇢  ⇢c
⇢
for the mass fraction in the condensed phase which does not vanish and is constant
in time. In particular, for the scaling of pcondk (t), we have
pcondk (t) =
1
⇢
kf condk (t) =
1
⇢
uh(u)✏t. (4.26)
Therefore, it is suﬃcient to solve the equations (4.17) or (4.18) to get theoretical
predictions for the scaling behaviour of pcondk (t).
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4.3 Main Results for the coarsening dynamics
4.3.1 Implementation of non-linear birth death chains
Simulation of the birth death chains related to fk and pk can only be done approx-
imately using a large ensemble of parallel realisations, due to the non-linearity of
the master equations. To determine the time evolution, it is necessary to compute
the time-dependent expectation g¯(t), which can be approximated by an ensemble
average. We denote the birth death chain related to fk by (Yt : t   0) and let Y it
be diﬀerent realisations with i = 1, . . . ,m in an ensemble of size m. With master
equation (4.3), we then use the approximation
g¯(t) ⇡ hgim =
1
m
mX
i=1
g(Y it ) . (4.27)
The dynamics of m birth death chains Y = (Y i : i = 1, ...,m) related to fk(t) is
defined by the generator
LH(Y ) =
mX
i=1
g(Y i)[H(Y   ei) H(Y )] + g¯(t)[H(Y + ei) H(Y )],
where ei 2 {0, 1}m is the unit vector (ei)j =  i,j . Using the special test function
H(Y ) =
Pm
i=1 Y
i for the total number of particles in the birth death chains, we get
LH(Y ) =  
mX
i=1
g(Y i) +
mX
i=1
1
m
mX
j=1
g(Y j) = 0.
This implies that H(Yt) =
Pm
i=1 Y
i
t is a (non-negative) martingale and in particular
that E[H(Yt)] = E[H(Y0)] for all t   0. Hence, the total density in the ensemble
average 1m
Pm
i=1 Y
i
t is a martingale, i.e. future expectations are equal to its present
value. As opposed to zero-range processes where the total number of particles is
strictly conserved, this is still a fluctuating quantity. Furthermore, the ensemble has
an absorbing state at Y i = 0 for all i = 1, . . .m, since the approximated birth rate
in this state is hgim = 0. This leads to the fact that by fluctuations all ensembles
get absorbed in state 0, and one can show that the average time to absorption scales
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Figure 4.4: The tail distribution of the absorption time T of Xt for b = 4 against rescaled
time t/m confirms the scaling of T being linear in m. The actual distribution of T has the
same tail proportional to t 1/2 as simple random walks or Brownian motion.
like m. By considering, H(Y )2 = (
Pm
i=1 Y
i)2 we get
L(H2) =
mX
i=1
g(Y i)[(H   1)2  H2] + g¯(t)[(H + 1)2  H2]
=
mX
i=1
g(Y i)[ 2H + 1] +
mX
i=1
g¯(t)[2H + 1]
=  2mg¯(t)
mX
i=1
Y i +mg¯(t) + 2mg¯(t)
mX
i=1
Y i +mg¯(t)
= 2mg¯(t).
Therefore, the quadratic variation is [H]t =
R t
0 LH2(Ys)ds = 2m
R t
0 g¯(s)ds, which
characterises the fluctuations of the martingale H(Yt) as discussed in Section 2.1 (see
e.g. Chapter 2 in [32] for more details). This is linear in t to leading order as long as
g¯(t) > 0 is bounded. With H(Y0) = ⇢m, the process can get absorbed in 0 when the
variance reaches a level of order (⇢m)2. Since g¯(s) converges to  (⇢), this implies
2mT (⇢) = (⇢m)2 to characterise the expected absorption time T for large m, which
is then approximately m ⇢
2
2 (⇢) ⇡ m as is confirmed in Figure 4.4. This implies that
the coarsening process can only be truthfully represented by the ensemble in a finite
time window, which is similar to the restriction in the zero-range process due to the
approach to stationarity. This represents a strong limitation for numerical analysis
and is illustrated in Figure 4.10 further below. A further disadvantage is that in both
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Figure 4.5: Convergence of the tail distribution for the size-biased chain (Xt : t   0) in the
subcritical case ⇢ < ⇢c to a size-biased version of the stationary distribution ⌫¯ [· > k] (4.25)
with   = 0.95 such that R( ) = ⇢. The limiting distribution has an exponential tail, and
the initial condition is Poisson with density ⇢0. Parameter values are   = 1 with b = 2.5
and ensemble size m = 105. The particle density is ⇢0 = ⇢ = 1 < ⇢c = 1/(b   2) = 2 (left)
while we also confirm that convergence only depends on the parameter ⇢ = 1 entering the
dynamics through (4.28), and is independent of the initial density ⇢0 = 0.5, 1 and 10 (right).
processes, the chains related to fk and the original zero-range process, the condensed
phase only covers a vanishing fraction of the ensemble or lattice, which leads to poor
statistics as is illustrated in Figure 4.9 below. We can overcome these problems by
simulating an ensemble of size-biased birth death chains (Xit : t   0) with master
equation (4.22). The ensemble average
hgim = ⇢
mX
i=1
g(Xit)/X
i
t , (4.28)
has to be modified as explained in the previous section since Xit now represents a
size-biased single site process. In contrast to the Y it chains, the density ⇢ explicitly
enters the dynamics as a parameter. In addition, we use the ensemble to implement
killing and cloning events as follows: since the killing rate of chains with occupation
number k = 1 is equal to the total cloning rate for chains with k > 1, everytime we
clone a chain, we kill a chain with k = 1 to keep the ensemble size m fixed. There
may be instances where no k = 1 chain exists in the ensemble at the time of cloning,
but it turns out that for large enough ensemble sizes this happens very rarely (for
our parameter values not more than 10 times in simulations up to times of order
106), and we can ignore such events. They could easily be taken into account by
allowing the ensemble size to grow in time, but this does not make any diﬀerence to
numerical results.
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Figure 4.6: Time evolution of the tail distribution of the size-biased chain (Xt : t   0) in
the supercritical case ⇢ > ⇢c. Parameter values are   = 1, b = 4 and ⇢ = 10 > ⇢c = 0.5, the
ensemble size is m = 105. A plateau emerges at the value 1  ⇢c⇢ = 0.95 characterising the
phase separation as shown on the left. While the bulk part conditioned on small occupation
numbers P[Xt > k | Xt < 70] converges to the tail of a size-biased stationary marginal of the
zero-range process ⌫¯1 (4.25) as shown on the right, the condensed part of the distribution
keeps evolving to larger occupation numbers.
4.3.2 Main results
In the following we present our results comparing numerical solutions of the scaling
equations with simulation results from the size-biased birth death chain and master
equation (4.22) (Xt : t   0) with Xt 2 N. As a first test, we confirm that for
subcritical densities ⇢ < ⇢c, Xt eventually converges to a size-biased stationary
distribution as given in the previous section. This is illustrated in Figure 4.5, where
the tail distribution of the process Xt converges to a size-biased version p  (4.25)
of the stationary marginal of the zero-range process. This is independent of the
actual initial condition X0, the asymptotic density ⇢ is determined by the parameter
⇢ in (4.24) and (4.28) as shown in Figure 4.5 (right). For supercritical ⇢ > ⇢c,
the distribution of Xt phase separates, where with probability ⇢c⇢ it takes small
values corresponding to the bulk sites of the zero-range process. This part of the
distribution again converges to p  with   = 1 which has now a sub-exponential tail,
as is illustrated in Figure 4.6 (right). With probability ⇢ ⇢c⇢ , the chain takes large
values corresponding to the condensed phase. This is shown in Figure 4.6 (left)
where we plot the tail P [Xt > k] and see a plateau emerging at 1   ⇢c⇢ . In Figure
4.7, we compare the ensemble average for g¯ under the ensemble of birth death chains
with the spatial average in the zero-range process, and find good agreement. The
fluctuations around the mean are of similar size as well since we choose m and L of
similar size, even though much higher values ofm can be treated numerically without
problems. Note that a single ensemble of m = L chains gives the same quality of
data as an average of 500 realisations of the zero-range process of size L. The data
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Figure 4.7: Agreement of the ensemble averages for the expected jump rate g¯ under zero-
range dynamics (ZRP) and the birth death chain Xt (4.28) (BD), in comparison with the
theoretical prediction g¯(t) in (4.15) with fitted parameters A( ). Parameter values are b = 4
and ⇢ = 2, system sizes are L = m = 1024. The data for ZRP have further been averaged
over 500 realisations. Error bars denote standard error of mean and are comparable in both
systems.
also compare well with the theoretical prediction obtained in (4.15) with a fitted
constant A depending on the parameter  . By plotting the empirical distribution of
Xt, we can see in Figure 4.8 (left) that the condensed part of the distribution has
time independent mass ⇢ ⇢c⇢ and is moving to the right. Plotting against the rescaled
occupation numbers u = k✏t we see a data collapse confirming the predicted scaling
in (4.8) as shown in Figure 4.8 (right). The rescaled distributions of the condensed
part also match well with the solution of (4.17) which is shown for   = 0.5 and   = 1
in Figure 4.9. While for   = 1 the theoretical prediction is indeed independent of
time, there is a time dependence for   < 1 as can be seen in the left plot. The
asymptotic analysis as t ! 1 is delicate in this case, see [46] for details. We also
show data from a direct simulation of a zero-range process with the same numerical
eﬀort and bandwidth parameter for smoothing the density. The birth death chain
obviously provides much better data for the condensed phase, and describes the
distribution well, not only asymptotically but also for relatively small time values.
Another interesting quantity is the second moment of the occupation numbers which
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Figure 4.8: Scaling behaviour of the condensed part of the distribution pk(t), with a
data collapse when plotted against the rescaled variable u = k✏t as shown in the bottom.
Parameter values are   = 1, b = 4 and ⇢ = 10, with ensemble size m = 105.
can be computed as
 2(t) = ⇢E[pk(t)] = ⇢
X
k
kpk(t) =
X
k
k2fk(t). (4.29)
In the coarsening regime, the time evolution of  2(t) is expected to follow a scaling
law analogous to results in [44]. With the above expression, one can compute using
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Figure 4.9: Normalised theoretical prediction uh(u) as a solution of (4.17) and (4.18) shows
good agreement with asymptotic simulation data for the birth death chain ✏ 1t ⇢pk(⌘) (BD),
plotted against the rescaled variable u = k✏t. Data from direct zero-range simulations (ZRP)
coincide but are clearly of inferior quality in particular for large times since the volume of
the condensed phase decreases. Parameter values are b = 4, ⇢ = 2 with   = 0.5 and 1 and
ensemble size L = m = 1024. For ZRP, we further average over 500 realisations while for
BD we only use one.
the master equation (4.3)
d
dt
X
k
k2fk(t) =
X
k
g(k + 1)k2fk+1(t) +
X
k
g¯(t)k2fk 1(t)
 
X
k
(g(k) + g¯(t))k2fk(t)
65
=
X
k 1
g(k)(k   1)2fk(t) +
X
k
g¯(t)(k + 1)2fk(t)
 
X
k
(g(k) + g¯(t))k2fk(t)
=
X
k 1
g(k)( 2k + 1)fk(t) +
X
k
g¯(t)(2k + 1)fk(t)
=  2
X
k 1
✓
1 +
b
k 
◆
kfk +
X
k
g(k)fk(t)
+ 2g¯(t)
X
k
kfk(t) + g¯(t)
X
k
fk(t)
=  2
X
k 1
kfk(t)  2b
X
k 1
k1  fk(t) + 2g¯(t)⇢+ 2g¯(t)
=  2⇢+ 2g¯(t) + 2⇢g¯(t)  2b
X
k 1
k1  fk(t).
Therefore, we have
d
dt
 2(t) = 2⇢(g¯(t)  1) + 2
⇣
g¯(t)  b
X
k 1
k1  fk(t)
⌘
, (4.30)
and for   = 1, this simplifies further to
d
dt
 2(t) = 2⇢(g¯(t)  1) + 2(g¯(t)  b(1  f0(t)).
Using that limt!1 f0(t) = ⌫1[0] = b 1b , we get for large times
d
dt
 2(t) =
⇣
2⇢+ 2
⌘
(g¯(t)  1) =
⇣
2⇢+ 2
⌘
A✏ t , (4.31)
which can be integrated to
 2(t) = Bt
1
1+  , (4.32)
where B = (2⇢+2)(1+ )A is a constant related to A and ⇢. While exact for   = 1,
for   < 1 explicit computations are not possible but numerical data strongly suggest
that the second term in (4.30) does not aﬀect the scaling of the second moment, and
(4.32) remains valid when fitting constants B. This scaling law is plotted in Figure
4.10 which shows good agreement with the simulation data of the size-biased chains.
Data from the zero-range process agree in the coarsening regime, and data from the
chains related to fk(t) show large fluctuations due to the existence of the absorbing
state, so are numerically not very useful.
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Figure 4.10: The second moment  2(t) (4.29) increases asymptotically as a power law pre-
dicted in (4.32), as can be seen from simulation data of Xt (shown by square boxes). We
compare this to data from the birth death chains for fk(t) (left) with parameter values
b = 4, m = 1000 and ⇢ = 10, and to zero-range processes (right) with b = 4, ⇢ = 2 and
system size L = m = 1024. Both suﬀer from finite-size eﬀects, the fk chains get eventually
absorbed leading to large fluctuations at large times and the ZRP data saturate and con-
verge to a stationary value around (⇢   ⇢c)2L = 2304, which is visible for   = 0.3 and 0.5
modulo finite size eﬀects.
4.4 Conclusion
We apply results on the limiting single site dynamics in Chapter 3 on the zero-range
process with a particular bounded jump rate of the form (2.41). We then use the
mean-field master equation to study the coarsening dynamics towards condensation
for the process via the site and size-biased empirical processes, which are non-linear
birth death chains with master equations (4.3) and (4.22), respectively. The coars-
ening time scale ✏t = t 1/1+  for   2 (0, 1] is derived from a phase separated ansatz
for the solution of the closed equation, analogously to results in [44] for   = 1. The
main novelty is the use of the size-biased birth death chain providing a strong tool to
sample the coarsening dynamics without finite size eﬀects and significantly improved
statistics. This approach is generic and can be adapted to other condensing particle
systems such as the inclusion process, which will be shown later in Chapter 5.
Our results have been presented for the complete graph case. In other translation
invariant geometries, such as one-dimensional lattices with periodic boundary con-
ditions, the time scales can depend on local transport properties on the lattice, in
particular on the symmetry of the dynamics. Asymmetric dynamics behave in gen-
eral as the complete graph independently of the dimension (cf. [44] and [55]). The
scaling can be aﬀected by the particular behaviour of first passage times and prob-
abilities dominating the transport process of mass between cluster sites. This is
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slowing down coarsening for symmetric systems in one dimension with an expected
scaling of  2(t) ⇠ t 12+  in analogy with results in [44] and [55]. In higher dimensions
we expect the same scaling as for asymmetric systems and the complete graph, with
logarithmic corrections in two dimensions. Mathematically this results from the
mean-field approximation to derive the master equations (4.3) and (4.22) not be-
ing justified in certain symmetric systems, and it has to be adapted. In particular,
the replacement of the spatially averaged jump rate hgi⌘ = 12(g(⌘x 1) + g(⌘x+1)) in
(4.13) in 1-dimensional symmetric systems has to be corrected since the presence of
a cluster at site x modifies the occupation number at sites x  1 and x+1, resulting
in a decrease of the birth rates in the birth death chain.
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Chapter 5
Coarsening dynamics in inclusion
processes and duality
5.1 Introduction
We have proved the convergence of the single site process of a misanthrope-type
process with bounded rates to a Markovian non-linear birth death chain in Chapter
3. In this chapter, we extend the result to a particular version with unbounded jump
rates, the inclusion process which has been introduced in Section 2.2.4. Recall the
generator of the inclusion process
(LIPh)(⌘) =
X
x,y2⇤
q(x, y)⌘x(d+ ⌘y)(h(⌘
x!y)  h(⌘)). (2.43 revisited)
Even though the inclusion process has rate c(k, l) = k(d+ l) which is unbounded and
is not covered by Theorem 3.1, the single site dynamics can be derived diﬀerently. For
a process with a finite number of particles on finite state space, the single site process
can be written in a form of a (linear or standard) birth death chain with birth rate
 k   0 and death rate µk   0 on E = {0, 1, ..., N} whereas in the thermodynamic
limit the state space is E = N0. Both cases will be proved in Theorem 5.1. Since
the chain is linear, we can simply use the usual method of generating functions for
birth death chain [63, 64, 52] to study its mean and covariance. From the mean-field
master equation, we also analyse the scaling limit of the coarsening dynamics in
the condensing case for d = 0, using the method studied for zero-range processes in
Chapter 4. We also recover the size-biased process pk analogously to one we have for
the zero-range process. Another approach to study inclusion processes is self-duality
which allows us to study condensation also for d = dL ! 0 as mention in Section
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2.2.4
This chapter is organised as follows. In Section 5.2, we state the main result of
convergence with proof, followed by analysis sections for both processes fk and pk.
In Section 5.5, we compute the covariances of the inclusion process on a complete
graph using a dual process and recover some results of Section 5.3 and more general
results on finite system size.
5.2 Coarsening dynamics in Inclusion processes
Consider the single site process (⌘x(t) : t   0) for a fixed x 2 ⇤ (with L = |⇤| large
enough) on a complete graph with q(x, y) = 1/(L   1) for all x 6= y in generator
(2.43).
Theorem 5.1. For each L,N   1, the process ⌘x(t) is a birth death chain on the
state space E = {0, 1, ..., N} with
 k =
N   k
L  1 (d+ k) and µk = k
(d(L  1) +N   k)
L  1 . (5.1)
In the thermodynamic limit, i.e. L,N !1 with NL ! ⇢, ⌘x(t) converges (weakly on
path space) to a birth death chain on N0 with rates
 k = ⇢(d+ k) and µk = k(d+ ⇢), (5.2)
with the corresponding master equation
d
dt
fk(t) = (k+1)(d+⇢)fk+1(t)+⇢(d+(k 1))fk 1(t)  (dk+2⇢k+⇢d)fk(t), (5.3)
valid for all k   0 with the convention f 1(t) ⌘ 0 for all t   0.
Proof. Consider a function h : N0 ! R. For ⌘x > 0, we have
(LIPh)(⌘x) = 1L  1
X
y 6=x
⌘x(d+ ⌘y)(h(⌘x   1)  h(⌘x))
+
1
L  1
X
y 6=x
⌘y(d+ ⌘x)(h(⌘x + 1)  h(⌘x))
=
1
L  1⌘x(d(L  1) +N   ⌘x)(h(⌘x   1)  h(⌘x))
+
1
L  1(N   ⌘x)(d+ ⌘x)(h(⌘x + 1)  h(⌘x)), (5.4)
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whereas for ⌘x = 0,
(LIPh)(0) = 1L  1
X
y 6=x
d⌘y(h(1)  h(0)) = N
L  1d(h(1)  h(0)). (5.5)
These expressions are closed in ⌘x and take the form of a generator of a birth death
chain with rates  k and µk as given in (5.1). Thus, for the inclusion process, the single
site dynamics ⌘x(t) is a Markov process for every fixed system size. As L,N !1 ,
N/L! ⇢,
 k ! ⇢(d+ k) and µk ! k(d+ ⇢).
As a simple application of the Trotter Kurtz Theorem (see e.g. Theorem I.2.12 in
[72]), the single site dynamics ⌘x(t) on E = {0, 1, ..., N} with generator (5.4), (5.5)
converge to a birth death process with state space N0 and the stated rates.
Note that the birth death chains are without non-linearity in the master
equation unlike what we have seen before for general misanthrope processes with
bounded rates. The dependence on fk(t) is only via the first moment ⇢ =
P
k kfk(t),
which is constant.
By spatial homogeneity, Theorem 5.1 also implies that for all k   0 and t   0,
fLk (t) = E[Fk(⌘(t))] =
1
L
X
x2⇤
P[⌘x(t) = k]! fk(t) (5.6)
as L,N !1, N/L! ⇢ which is a solution of (5.3).
Therefore, for the size-biased version (4.1) we get convergence of pLk (t) i.e.
pLk (t) = E

kL
N
Fk(⌘(t))
 
! pk(t) := k⇢fk(t), (5.7)
for all k   1 and t   0.
5.3 Analysis of the single site limit dynamics
We denote the limit process with the master equation (5.3) by (Yt : t   0) which has
the generator in the form
LBDh(k) = k(d+ ⇢)(h(k   1)  h(k)) + ⇢(d+ k)(h(k + 1)  h(k)). (5.8)
For h(k) = k,
LBDk =  k(d+ ⇢) + ⇢(d+ k) = d(⇢  k). (5.9)
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This means that the process is a martingale if and only if d = 0. Also, for all values
of d   0, we have
E[Y0] = ⇢ and
d
dt
E[Yt] = E[⇢  Yt].
This leads to E[Yt] = ⇢ for all t   0, corresponding to conservation of mass of the
original dynamics.
For h(k) = k2, we have
LBDk2 = k(d+ ⇢)(1  2k) + ⇢(d+ k)(1 + 2k) =  2dk2 + (2⇢+ 2⇢d+ d)k.
Taking expectation, we get
d 2(t)
dt
=
d
dt
E[Y 2t ] = 2d 2(t) + 2⇢(⇢+ ⇢d+ d),
which has solution
 2(t) =  2(0) +
⇢2
d
(1  e 2dt), for d > 0. (5.10)
This is consistent with the simpler case d = 0, where we get
 2(t) =  2(0) + 2⇢2t. (5.11)
For example, if particles are distributed uniformly at time 0, ⌘x(0) is binomial
with a Poissonian limit Poi(⇢) analogously to (3.31). In that case  2(0) = ⇢(⇢+ 1).
When d > 0, to find the stationary distribution f⇢k for the birth death chain, we can
use detailed balance (2.16), i.e. f⇢k k = f
⇢
k+1µk+1, to get
f⇢k =
 0 1 2 · · ·  k 2 k 1
µ1µ2 · · · µk f
⇢
0 =
⇢k
(⇢+ d)k
 (d+ k)
k! (d)
f⇢0 .
As expected, this is identical to the single site marginal of the stationary product
measure of the inclusion process (2.30) with weight (2.44). From this we know the
normalization and have
f⇢k =
 (d+ k)
k! (d)
✓
d
⇢+ d
◆d✓ ⇢
⇢+ d
◆k
, for all k   0, (5.12)
where the fugacity parameter in the original formulation in Section 5.5 is given by
 (⇢) = ⇢⇢+d . Note that conservation of ⇢ = E[Yt] leads to a family of stationary
distributions for each ⇢ > 0, analogously to ZRP results in Chapter 4. For d = 0,
the stationary distribution degenerates to f⇢k =  k,0 for all ⇢   0, and an absorbing
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state in 0 drives condensation in the original inclusion process where all particles
accumulate on one site. Formally, this corresponds to the critical density ⇢c = 0 as
we discussed in Section 2.2.4.
5.3.1 Generating function for d = 0
Generating functions are widely used and play an important role in probability as
they can uniquely characterise the probability distribution of a process [82, 52]. For
d = 0, the master equation (5.3) becomes
d
dt
fk(t) = ⇢(k + 1)fk+1(t) + ⇢(k   1)fk 1(t)  2⇢kfk(t), (5.13)
for k 2 N0 with the convention f 1(t) ⌘ 0 for all t   0. Now (Yt : t   0) is a
standard birth death process with the same birth and death rates  k = µk = ⇢k.
Note that the initial condition Y0 is a random variable with E[Y0] = ⇢. We also have
 0 = µ0 = 0, so we have the absorbing state at k = 0. The process is simply a time
change of a continuous time simple symmetric random walk with absorption at 0.
Consider the generating function
G(z, t) =
1X
k=0
zkfk(t) = E[zYt | Y0],
conditional on the initial state Y0.
Multiply the k-th equation of (5.3) by zk and sum to obtain
1X
k=0
zk
d
dt
fk(t) = ⇢
1X
k=0
(k + 1)zkfk+1(t) + ⇢
1X
k=1
(k   1)zkfk 1(t)  2⇢
1X
k=0
kzkfk(t)
= ⇢
1X
k=0
kzk 1fk(t) + ⇢z2
1X
k=0
kzk 1fk(t)  2⇢z
1X
k=0
kzk 1fk(t).
Hence, we have
@G
@t
= ⇢
@G
@z
+ ⇢z2
@G
@z
  2⇢z@G
@z
= ⇢(z   1)2@G
@z
, (5.14)
with boundary conditions G(z, 0) = zY0 for z 2 [0, 1] and G(1, t) = 1, t   0.
The solution can be found using the method of characteristics and is constant along
curves t 7! zt, satisfying
dzt
dt
= ⇢(zt   1)2.
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Considering zt = z, it follows that
  1
⇢(z   1) +
1
⇢(z0   1) =  t, or z0 =
⇢t(1  z) + z
⇢t(1  z) + 1 .
With the uniqueness of solution of (5.14) and z0 = Y0, we have
G(z, t) =
✓
⇢t(1  z) + z
⇢t(1  z) + 1
◆Y0
. (5.15)
For given initial condition Y0 2 N0, the probability of being absorbed in 0 by time
t is G(0, t) =
⇣
⇢t
⇢t+1
⌘Y0
. Taking limt!1G(0, t) = 1, we know that absorption is
certain eventually for all Y0 2 N0. The absorption probability can be written as
f0(t) = G(0, t) =
X
k 0
✓
⇢t
⇢t+ 1
◆Y0
fk(0), (5.16)
with expectation over the initial distribution f(0) which has first moment ⇢. For
example, for ⇢ = 1 and deterministic Y0 = 1, this is simply f0(t) = t/(t+ 1).
To find the mean and variance of Yt, we have
E[Yt | Y0] = d
dz
G(z, t) |z=1= Y0. (5.17)
Since this holds for all Y0 and due to the time homogeneous Markov property, (Yt :
t   0) is a martingale as mentioned in (5.9).
With G00(1, t) = 2⇢Y0t+ Y0(Y0   1), we get
E[Y 2t | Y0] = 2⇢Y0t+ Y 20 . (5.18)
Taking expectation with respect to the initial distribution f(0), we also recover
(5.11). In principle, we can recover the full distribution from the generating function
(5.15) via
fk(t) =
dk
dzk
G(z, t)
k!
|z=0, (5.19)
but it does not lead to useful formulas in this case.
Instead, we will analyze the scaling solution more directly in Section 5.4.
Since we know
E[Yt | Y0] = P[Yt = 0 | Y0] · 0 + P[Yt > 0 | Y0]E[Yt | Y0, Yt > 0],
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we can also compute
E[Yt | Y0, Yt > 0] = Y0
1  f0(t) =
Y0
1 
⇣
⇢t
⇢t+1
⌘Y0 ' ⇢t as t!1, (5.20)
independently of Y0. Here we use
⇣
⇢t
⇢t+1
⌘Y0 ' ⇣1  Y0⇢t+1⌘ as t!1, and will revisit
this in Section 5.4.
5.3.2 Generating function for case d > 0
Similarly to the case d = 0, we can derive an explicit formula for the generating
function. We have
@G
@t
= (d+ ⇢)
1X
k=0
(k + 1)zkfk+1(t) + ⇢
1X
k=0
(d+ (k + 1))zkfk 1(t)
 
1X
k=0
(dk + 2⇢k + ⇢d)zkfk(t)
= (d+ ⇢)
1X
k=0
kzk 1fk(t) + ⇢d
1X
k=0
zkfk 1(t) + ⇢
1X
k=0
kzk+1fk(t)
  (2⇢+ d)
1X
k=0
kzkfk(t)  ⇢d
1X
k=0
zkfk(t)
= (d+ ⇢)
@G
@z
+ ⇢z2
@G
@z
  (2⇢+ d)z@G
@z
+ ⇢dzG(z, t)  ⇢dG(z, t)
= (⇢z2   (2⇢+ d)z + ⇢+ d)@G
@z
+ ⇢d(z   1)G(z, t)
= (1  z)(d+ ⇢  ⇢z)@G
@z
+ ⇢d(z   1)G(z, t).
Solving this with boundary condition G(z, 0) = zY0 gives
G(z, t) =
1
(d+ ⇢(1  z))d
✓
dedt(d+ ⇢(1  z))
dedt + (edt   1)⇢(1  z)
◆d
·
✓
(d+ ⇢)(z   1) + edt(d+ ⇢(1  z)
⇢(z   1) + edt(d+ ⇢(1  z))
◆Y0
. (5.21)
We also get
E[Yt | Y0] = d
dz
G(z, t) |z=1= Y0e dt + (1  e dt)⇢. (5.22)
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Figure 5.1: The generating function G(z, t) for the case d = 1 (top left), d = 0.01 (top
right) and d = 0 (bottom).
As mentioned earlier, (Yt : t   0) is not martingale but
Ef(0)[Yt] = ⇢
since the initial condition f(0) has first moment ⇢. With G00(1, t) and computing
Ef(0)[Y 2t ] we again recover (5.10). It can be seen in Figure 5.1 that the generating
function is convex. For the case d = 0, limt!1G(z, t) = 1 for all z 2 [0, 1]. For any
d > 0, the generating function has a nontrivial limit corresponding to the stationary
distribution f⇢ as given in (5.12).
5.4 Scaling limit for the dynamics with d = 0
It has been shown in [18, 22] that condensation in the inclusion process on regular
lattices occurs when d = dL ! 0 as L ! 1, N/L ! ⇢ > 0 and dLL ! 0. Here,
considering dynamics on the complete graph, we study the case d = 0 for simplicity.
This would lead to degenerate dynamics on regular lattices with many absorbing
states, and has therefore, not been addressed in previous work.
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5.4.1 Analysis of Fk
Analogously to (4.6) for ZRP, the solution to (5.13) phase separates into a bulk and
condensed part
fk(t) = f
bulk
k (t) + f
cond
k (t). (5.23)
Since ⇢c = 0 and k = 0 is absorbing, the bulk part is very simple and given by
fbulkk (t) = f0(t) k,0 !  k,0 as t!1, (5.24)
using (5.16). In the following we focus on the condensed part f condk (t) = fk(t)IN(k)
for k > 0. Similarly to the ZRP, we assume that f condk (t) takes the scaling form
f condk (t) = ✏
2
th(u), with u = k✏t. (4.8 revisited)
This leads to
✏˙t
✏t
[uh0(u) + 2h(u)] = ⇢
✓
u
✏t
+ 1
◆
h(u) + ✏th
0(u) +
✏t2
2
h00(u)
 
+ ⇢
✓
u
✏t
  1
◆
h(u)  ✏th0(u) + ✏t
2
2
h00(u)
 
  2⇢ u
✏t
h(u)
= 2⇢✏th
0(u) + ⇢u✏th00(u).
With ✏t = 1⇢t and thus
✏˙t
✏2t
=  ⇢, we have
uh00(u) + (2 + u)h0(u) + 2h(u) = 0, (5.25)
which has the solution h(u) = Ce u for some constant C. Since we know
⇢ =
Z 1
0
uh(u)du =
Z 1
0
Cue udu = C,
we have
h(u) = ⇢e u. (5.26)
Note that with (5.20)
1
✏t
= ⇢t = E[Yt | Yt > 0] as t!1, (5.27)
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Figure 5.2: pk(t) of system size L = 1024 for ⇢ = 2 from the simulation of inclusion
processes on complete graph with d = 0 (red) and dL = 1 (magenta) and dL = 10 (blue) at
time 10, 50, 100 and 200 from top to bottom, respectively.
so 1/✏t can be interpreted as the expectation of the condensed part. We also have
as t!1, X
k>0
f condk (t) = 1  f0(t) '
1
t
' ✏t
Z
h(u)du,
the total probability in the condensed phase which is consistent with (5.26).
5.4.2 Analysis of Pk
Analogously to the analysis of Pk for the ZRP in Section 4.2.3, using (5.3) and the
relation (5.7), we get the following mean-field master equation.
For k = 1,
d
dt
p1(t) = (d+ ⇢)p2(t) + ⇢d
1
⇢
f0(t)  [d+ ⇢+ ⇢(d+ 1)] p1(t)
= (d+ ⇢)p2(t)  2⇢(d+ 1)p1(t) +
0@X
k 2
[d  1
k
d⇢]pk(t)
1A .
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For k   2,
d
dt
pk(t) = k(d+ ⇢)pk+1(t) +
k
k   1⇢(d+ (k   1))pk 1(t)
 

(k   1)(d+ ⇢) + k + 1
k
⇢(d+ k)
 
pk(t)
+

1
k
d⇢  d
 
pk(t).
We can check that total probability is conserved i.e.
d
dt
X
k 1
pk(t) =
X
k 2

d+
1
k
d⇢
 
p(t) +
X
k 2

1
k
d⇢  d
 
pk(t) = 0.
Therefore, we again have a birth death chain with killing/cloning with rates
birth rate
k + 1
k
⇢(d+ k), for k > 0 ,
death rate (k   1)(d+ ⇢), for k > 1 ,
rate from k to 1
✓
d  1
k
d⇢
◆
+
, for k > 1 ,
cloning rate
✓
1
k
d⇢  d
◆
+
, for k > 1 ,
killing rate
X
k>1
✓
1
k
d⇢  d
◆
+
, for k = 1 , (5.28)
where we again denote by (·)+ = max{0, (·)} the positive part of the expression. It
can be seen from Figure 5.2 that when d is small enough e.g. d . 1/L, pk(t) almost
coincide with values for d = 0. Hence, we can study the case d = 0 to understand
the coarsening dynamics.
For the case d = 0 in pk(t), we have the size-biased birth death chain (Xt :
t   0) on E = N with birth and death rates
 k = ⇢(k + 1) and µk = ⇢(k   1), (5.29)
corresponding to the master equation
d
dt
pk(t) = ⇢kpk+1(t) + ⇢kpk 1(t)  2⇢kpk(t), (5.30)
for all k   1 with the convention p0(t) = 0.
This is diﬀerent to the process (Yt : t   0) of the fk as it is not symmetric with small
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Figure 5.3: Scaling behaviour of the condensed part of the distribution pk(t) of the inclusion
process on complete graph (left) and the birth death process (5.30) (right), showing a
data collapse when plotted against the rescaled variable u = k⇢t . Parameter values are
d = 0, ⇢ = 2, 4 and ensemble size L = m = 1024.
drift to the right and also has no absorbing at state 0. Since there are no cloning and
killing rates, the chain Xt can be simulated as a usual birth death chain. In Figure
5.3, we plot the distribution pk against the rescaled occupation number u = k✏t.
Note that a single birth death chain gives same quality of data as an average of 500
realisations of the inclusion process of the same size. As before, the size-biased chain
(Xt : t   0) provides a powerful tool (due to lack of absorption) to sample from the
condensed part of the distribution as seen in Figure 5.3. We again check the second
moment of the process using the pk chain. We multiply the k-th equation of (5.30)
80
0 1 2 3 4 5 6 7
u = k/ρt
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
u
h
(u
)/
ρ
BD, t = 50
BD, t = 200
IP, t = 50
IP, t = 200
Theory
Figure 5.4: Normalised theoretical prediction uh(u) as solution of (5.26), plotted against
the rescaled variable u = 1⇢t . Data from direct IP simulations with averaging over 500
realisations coincide but are clearly of low quality comparing to the size-biased birth death
process method which we only use one realisation of m = L copies. Parameter values are
d = 0, ⇢ = 2 and ensemble size L = m = 1024, the solution of (5.26) is given by a full line.
by k and sum to obtain ddt
P
k kpk(t) = 2⇢. This leads to
X
k
kpk(t) = 2⇢t+ C with C =
E[Y 20 ]
⇢
.
Hence, we recover again the previous equation (5.11),
 2(t) = E[fk] = ⇢E[pk] = 2⇢2t+  2(0). (5.31)
5.5 Analysis using duality
As discussed in Section 2.2.4, a condensation occurs also for positive d = dL !
0. This is not accessible with previous methods based on the limiting single site
dynamics. In this section, we compute variance and covariance of the process in order
to understand how coarsening occurs starting from a homogeneous product measure
using a dual process containing only two particles, which has been previously studied
for the nearest neighbour symmetry inclusion process in [17].
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5.5.1 Time dependent variances
In the following, we derive a formula for the second moment of the occupation
numbers for fixed system size, i.e.,
CLxx(t) := E⌫⇢ [⌘2x(t)]. (5.32)
In our complete graph dynamics with a fixed number of particle N , we can easily
derive the (non-normalised) covariance as
CLxy(t) := E[⌘x(t)⌘y(t)] =
N2   LCLxx(t)
L(L  1) , (5.33)
since we know X
x<y
⌘x⌘y =
1
2
 X
x,y
⌘x⌘y  
X
x
⌘2x
!
,
and therefore
L(L  1)
2
E[⌘x(t)⌘y(t)] =
1
2
(N2   LCLxx(t)).
Proposition 5.1. For x 6= y 2 ⇤, and for every initial product measure ⌫⇢ with
density ⇢ and second moment  2(0) we have
CLxx(t) =  
2(0)Px,x[Xt = Yt] +
✓
d⇢(1 + ⇢) + ⇢2
d
◆
Px,x[Xt 6= Yt]. (5.34)
Here Xt and Yt denote the particle positions for an inclusion process with two parti-
cles on the lattice ⇤, and Px,y the path measure with initial values X0 = x, Y0 = y.
Proof. Let (⌘(t) : t   0) be a general inclusion process (⌘(t) : t   0) starting from
⌘ whereas (⇠(t) : t   0) is another inclusion process with two particles with initial
position x, y 2 ⇤. Denote the particle positions at time t by Xt and Yt and write
⇠(t) =  Xt +  Yt . Consider the initial position of the two-particle inclusion process
to be on the same site i.e. x = y. We can write
E⌘[D(2 x, ⌘(t))] = Ex,x[D( Xt +  Yt , ⌘)],
as (2.47) also holds for these two processes. We know that the duality function (2.46)
can be simply written as
D(2 x, ⌘(t)) =
⌘x(t)(⌘x(t)  1)
d(d+ 1)
.
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Figure 5.5: Two dual particle system of the inclusion process.
Then, taking expectation and using the duality relation, we get
E⌘[⌘x(t)(⌘x(t)  1)]
= d(d+ 1)E⌘[D(2 x, ⌘(t))]
= d(d+ 1)Ex,x[D( Xt +  Yt , ⌘)]
= d(d+ 1)
✓
Ex,x

⌘Xt(⌘Xt   1)
d(d+ 1)
I(Xt = Yt)
 
+ Ex,x
h⌘Xt
d
⌘Yt
d
I(Xt 6= Yt)
i◆
,
for all ⌘.
If we take the initial distribution to be translation invariant with first moment ⇢ and
second moment  2(0), then we have
E⌫⇢ [⌘x(t)2]  ⇢ = ( 2(0)  ⇢)Px,x(Xt = Yt) + d+ 1
d
⇢2Px,x(Xt 6= Yt), (5.35)
which gives (5.34) as required.
5.5.2 Exact computations for two dual particles
Since we know that the inclusion process is self dual, we consider the process with
only two particles at positions Xt and Yt. In the complete graph case, the process
Zt =| Yt Xt | takes values on the state space {0, 1} corresponding to both particles
being on the same site, i.e. Zt = 0, or on two diﬀerent sites, i.e. Zt = 1. Two particles
at diﬀerent location jump onto the same site with rate 1L 1 · 1 · (d+1) and there are
2 possibilities, so the total rate is 2(d+1)L 1 . On the other hand, the particles on the
same site jump apart with rate 1L 1 · 2 · (d + 0) and there are L   1 other sites to
jump to, so the total rate is 2d. This leads to the Q-matrix for (Zt : t   0) on {0, 1}
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Q =
 
 2d 2d
2(d+1)
L 1  2(d+1)L 1
!
.
We can diagonalise Q which has eigenvalues 0 and  2(1+dL)L 1 to obtain Q = U⇤U 1
where
⇤ =
 
0 0
0  2(1+dL)L 1
!
, and U =
 
1 2d(L  1)
1  2(d+ 1)
!
.
Therefore,
Pt = e
tQ = U
 
1 0
0 e 
2(1+dL)
L 1 t
!
U 1
=
1
(1 + dL)
0@ (d+ 1) + d(L  1)e  2(1+dL)L 1 t d(L  1)[1  e  2(1+dL)L 1 t]
(d+ 1)[1  e  2(1+dL)L 1 t] d(L  1) + 2(d+ 1)e  2(1+dL)L 1 t
1A .
As t!1, we have
Pt !
 
↵ 1  ↵
↵ 1  ↵
!
,
where ↵ = d+1dL+1 . Hence,
P(Zt = i)!
(
↵ if i = 0,
1  ↵ if i = 1, (5.36)
for any initial distribution of Z0 and ⇡ = (↵, 1  ↵) is the stationary distribution.
In our case with Z0 = 0,
CLxx(t) =  
2(0)P0[Zt = 0] +
✓
d⇢(1 + ⇢) + ⇢2
d
◆
P0[Zt = 1]. (5.37)
Since we know
P0[Zt = 1] = 1  P0[Zt = 0],
and
P0[Zt = 0] = (Pt)00 =
1
1 + dL
[(d+ 1) + d(L  1)e  2(1+dL)L 1 t],
we get
CLxx(t) =  
2(0) +
⇢2(L  1)
1 + dL
(1  e  2(1+dL)L 1 t). (5.38)
It can be seen that for L!1,
CLxx(t)!  2(t),
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is consistent with (5.10) for fixed d > 0 as L ! 1. If d = 0 or d = dL ! 0 as
L!1, N/L! ⇢ > 0 and dLL! 0, it is consistent with (5.11), so (5.38) provides
the most general result.
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Figure 5.6: The second moment  2(t) for Poi(⇢) initial data increases as predicted in (5.38),
as can be seen from simulation data for L = 1024, averaged over 500 realisations.
5.6 Observing multiple sites
Similarly to Theorem 5.1, we can derive explicit Markovian dynamics for observing
multiple sites in the inclusion process. If we consider two lattice sites instead of one,
we can define a generator for this process as follow,
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This is a two-dimensional birth death process on the state space E := N0 ⇥ N0 so
that the chain has 6 possible jumps with rates
c((i, k), (j, l)) =
8>>>>>>>>>><>>>>>>>>>>:
1
L 1(N   i  k)(d+ i) if j = i+ 1, l = k
i
⇣
d+ N i kL 1
⌘
if j = i  1, l = k
1
L 1(N   i  k)(d+ k) if l = k + 1, i = j
k
⇣
d+ N i kL 1
⌘
if l = k   1, i = j
1
L 1k(d+ i) if j = i+ 1, l = k   1
1
L 1 i(d+ k) if j = i  1, l = k + 1.
(5.39)
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It can be seen that rates vanish as L!1 for the interacting terms (last two terms),
so ⌘x(t) and ⌘y(t) become independent birth death chains with rates as in (5.2). The
same will be true for any fixed number of sites.
5.7 Explosive condensation processes and gelation
We discuss another processes of type (2.24) that exhibits condensation and has at-
tracted significant recent research interest. Even though it is not covered by Theorem
3.1 or Theorem 5.1, we include it to illustrate the possible irregular behaviour and
non-existence of solutions to (3.9) related to gelation in growth/aggregation models.
Explosive condensation processes (ECP) have been introduced in [95] and further
studied in [35, 21] on a heuristic level. The jump rates are of the form
c(k, l) = k (d+ l ) with parameters     1 and d   0, (5.40)
are unbounded and diverge super-linearly with occupation numbers on departure
and target sites. For   = 1, this model is the inclusion process which we discussed
previously. While our results do not apply to the case   > 1, (3.9) still represents
the only possible limit dynamics for fk(t), and we expect convergence to actually
hold at least as long as it has a unique solution. Rates of the form (5.40) are related
to collision kernels in aggregation models which have attracted significant research
interest (see e.g. [21] and references therein).
The rates (5.40) for   > 1 satisfy condition (2.27) and we have product
measures of the form (2.30) with  c = 1 and
w(n) =
nY
k=1
(k   1)  + d
k 
⇠ n  , as n!1. (5.41)
Therefore, ⇢c < 1 for   > 2 and as for models with bounded rates we expect
f(t) ! f  as t ! 1 for all initial conditions with m1(0) = ⇢  ⇢c. If ⇢ > ⇢c, we
expect a scaling solution in analogy to zero-range processes as discussed in Section
4.2.2.
The exchange-driven growth model studied in [12] corresponds to rates (5.40)
in the degenerate case d = 0, and provides a detailed analysis of the condensed part of
the scaling solution. Note that in this case w(n) =  0,n and the mean-field equation
has an absorbing state corresponding to fk =  0,k as the only stationary distribution
for all   > 0, eﬀectively setting ⇢c = 0. Still, m1(t) is conserved and the dynamics of
the particle system is not irreducible, more and more sites become empty over time
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and cannot get occupied again thereafter. The limiting master equation (3.9) can
be written as
d
dt
fk(t) = m (t)
⇥
(k + 1) fk+1(t) + (k   1) fk 1(t)  2k fk(t)
⇤
, (5.42)
for all k   0, using f 1(t) ⌘ 0. This involves the moment m (t) which can be
absorbed in a time change ⌧t =
R t
0 dt
0m (t0), leading to a standard birth death chain
with symmetric rates k . Note that for   = 1 and m1(t) = ⇢ this corresponds to
(5.3) for the inclusion process. Since ⇢c = 0 all initial conditions with ⇢ = m1(0) > 0
lead to phase separated solutions of the form (4.6)
fk(t) = f
bulk
k (t) + f
cond
k (t), (5.43)
with fbulkk (t)!  k,0 as for the inclusion process with d = 0. The results reported in
[12] refer to f condk , which for   < 2 again exhibits a scaling form
f condk (t) = ✏
2
th(u), with u = k✏t , ✏t = ⌧
 ↵
t and ↵ =
1
2    . (5.44)
The scaling function again satisfies a second-order linear diﬀerential equation
(2   ) d
2
du2
(u h(u)) + u
d
du
h(u) + 2h(u) = 0, (5.45)
subject to normalization, which has an explicit solution
h(u) =
(2   )2/(2  )
 (1/2   ) u
1   exp
✓
  x
2  
(2   )2
◆
. (5.46)
For   > 2 there is no solution to the limit dynamics (3.9), which exhibits instan-
taneous blow up of second moments – also called gelation in the context of aggre-
gation models (see e.g. [8]). On the level of the particle system this corresponds
to the explosive condensation phenomenon studied in [95, 35, 21] for d > 0, where
the time to reach the condensed state vanishes with increasing system size even in
one-dimensional geometries. On the complete graph with d = 0 the behaviour can
again be characterised through the second moment as reported in [12],
m2(t) ⇠
8>>>><>>>>:
t  ,   < 3/2
exp(Ct) ,   = 3/2 for some C > 0
(tc   t)  , 3/2 <   < 2 for some tc > 0
1 ,   > 2
. (5.47)
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The dynamical exponent for the power law cases above is given by   = (3  2 ) 1,
and for   > 3/2 the system exhibits finite-time blow up at tc, which becomes in-
stantaneous for   > 2. The boundary case   = 2 shows interesting multiscaling
behaviour as discussed in [12] Section 3B. Note that for d > 0 with (5.41) only   > 2
leads to ⇢c <1 and condensation is always explosive as mentioned above.
However, the example of explosive processes with   > 2 shows that some
growth conditions on the rates are necessary for convergence to (3.9) to hold. In
cases of instantaneous blow up, the single site process ⌘x(t) does not have well-
defined limit dynamics for any t > 0.
5.8 Conclusion
We show that the single site dynamics of the inclusion process is a birth death chain
even for fixed system size. The limiting process is also a birth death chain, described
by a mean-field equation without non-linearity. Since the master equation of the
birth death chain (5.3) is simple, it can be analysed via the common generating
function approach where we can get the mean and variance of the process. We also
study the coarsening dynamics towards condensation for the inclusion process with
d = 0 via the site and size-biased empirical processes as we did in Chapter 4. The use
of the size-biased birth death chain for the inclusion process still provides a strong
tool to study the coarsening dynamics without absorption and significantly improved
statistics. We get a simple linear birth death chain, the rates of which depend only
on ⇢ unlike what we had before for the zero-range process. For the case d > 0, there
is no condensation without scaling d = dL ! 0 with the system size. This can be
studied using duality, which provides a powerful tool for all values of d and system
sizes for exact computations for the second moment of the process. The calculation
for the complete graph case is rather straightforward and could also be applied to
the 3-particle-dual system to compute the third moment or used on other geometries
such as regular lattices with periodic boundary conditions and symmetric dynam-
ics. The intermediate case dL ! ↵ 2 (0,1) leads to hierarchical configuration
with several macroscopic clusters related to Poisson-Dirichlet distributions, which
is currently under investigation. These distributions have been observed before e.g.
in spatial random permutations related to Bose-Einstein condensation. Lastly, we
expect convergence to the limiting mean-field master equation could also apply to a
more general case such as the explosive condensation process, which has been studied
in the literature for the case d = 0 as discussed in Section 5.7.
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Chapter 6
Conclusion and Outlook
In this thesis, we studied several interacting particle models of misanthrope type that
exhibit a condensation transition. We focused on models that are ergodic on finite
systems with homogeneous initial conditions on a complete graph, and in particular,
have factorised stationary measures. We first established a rigorous derivation of the
mean-field equation for stochastic particle systems of misanthrope type with bounded
rates. This single site mean-field master equation helps to study the coarsening
dynamics related to condensation. We also introduced a new size-biased version of
the single site dynamics which provides an eﬀective tool to analyse the dynamics of
the condensed phase without finite size eﬀects.
In Chapter 3, we introduced the main mean-field master equations and pre-
sented some rigorous results that are used throughout the thesis. We considered the
single-site dynamics in stochastic particle systems of misanthrope type with bounded
rates on a complete graph. In the limit of diverging system size, we establish con-
vergence to a Markovian non-linear birth death chain, described by a mean-field
equation also known from exchange-driven growth processes. Conservation of mass
in the particle system leads to conservation of the first moment for the limit dy-
namics, and to non-uniqueness of stationary measures. The proof we provided is
based on a coupling to branching processes via the graphical construction. Our re-
sult provides a contribution towards a rigorous understanding of the connection of
the mean-field equations to underlying particle systems and of coarsening dynamics
in condensing systems.
In Chapter 4, we considered a zero-range process for which the jump rates
are bounded so that we could use the mean-field master equation derived in Chapter
3. The jump rates which decrease with occupation number are chosen so that the
system exhibits a condensation transition. The time evolution of the condensed phase
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exhibits an interesting coarsening phenomenon of mass transport between cluster
sites characterised by a power law. The derived single site master equation is used
to describe the coarsening behaviour. We revisited and extended the approach in [44]
to a larger class of parameter values which gives the coarsening scaling law depending
on system parameters. We establish a new method based on the size-biased process,
which provides an eﬀective tool to sample the dynamics of the condensed phase
without finite size eﬀects and with significantly improved statistics, which is the
main novelty of this chapter.
In Chapter 5, we studied the inclusion process, that under certain conditions
also exhibits a condensation transition. For this process, our technique of deriving
the mean-field master equation in Chapter 3 does not hold since the jump rate is
not bounded. However, it turns out that for the inclusion process, the single site
dynamics are a Markovian birth death chains even for finite system size. The limiting
process is also a birth death chain, described by a mean-field equation but without
non-linearity which simplifies due to mass conservation. The use of the size-biased
process for the inclusion process still works well and provides a strong tool to study
the coarsening dynamics for a special case of the jump rates. We also derived some
exact results on the system through duality. We gave exact computations of the time
dependent covariance using the self-duality of inclusion processes and a two-particle
dual process. By considering this covariance, we were able to generalise previous
results on the coarsening regime.
Several interesting and important open questions follow directly from work
in this thesis. Firstly, it would be interesting to establish the mean-field equation for
a more general case. We expect the limit result to hold for more general conditions
on jump rates as long as the system does not exhibit the explosive condensation, but
this would require a significant extension of our proof. The i.i.d initial conditions
could also be relaxed to a more general condition as discussed in Chapter 3. Since
we know that mean-field equations provide an approximation for other geometries,
one possible extension is to apply our argument to graphs which are not complete.
Although the derivation might not be rigorous, the approach of a size-biased process
is generic and can be adapted to other condensing particle systems such as explosive
condensation processes. For the inclusion process, we could also consider a finite
system which follows a birth death master equation. Also, the case with d > 0
could be interesting if we scale d! 0 to see the coarsening behaviour deriving from
the birth death chain. The analysis with duality also provides insights into the
understanding of the inclusion process, and it posed significant challenges to give
rigorous proofs of the dynamics, in particular for asymmetric systems. It would also
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be interesting to explore potential applications of this work further, for example, the
zero-range process as a traﬃc model (on roads or other networks), or the inclusion
process as a simple model for evolutionary dynamics in biological systems or wealth
condensation in macroeconomics.
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Appendix A
Propagation of Chaos
The propagation of chaos is a concept originating from kinetic theory, where it serves
to relate the equations of Boltzmann and Vlasov to the dynamics of many-particle
systems (see [88] and references therein). Propagation of chaos means that stochastic
independence of random quantities under the initial distribution is preserved in time
under the dynamics. For interacting particle systems, this usually only holds in the
limit of diverging system size.
Propagation of chaos for symmetric simple exclusion processes is studied in
[87]. Assuming that particles are initially located independently on the lattice, it
is shown that observing a finite number of diﬀerent particles leads to independent
diﬀusions in a hydrodynamic scaling limit. The interactions on the microscopic scale
vanish on large space and time scales due to the hydrodynamic scaling. This is also
related to the dynamics of tagged particles which have been studied in great detail
for exclusion processes and related models, as explained in Section IV.3 in [68].
Another origin of the propagation of chaos is the presence of mean-field in-
teractions, which lead to self-averaging of local dynamics in the limit of large system
size even without time rescaling. This has been studied e.g. in [27] for systems of
birth death processes with mean-field interaction to model a class of chemical reac-
tions. This result covers a law of large numbers as a deterministic dynamical system
and a central limit theorem for the asymptotic fluctuations. In our result presented
in Chapter 3 we cover the case of mean-field interactions in misanthrope processes,
which has not been addressed so far to our knowledge.
Following the lecture notes [84] (where this is worked out in detail for mean-
field interacting diﬀusions), we will make use of the following equivalent characteri-
zation of the chaos property formulated in a general context.
Proposition A.1. Let (Xi,N : 1  i  N,N   1) be a triangular array of random
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variables taking values in a topological space E, such that for each N , the law of
(Xi,N )1iN is symmetric, i.e. invariant by permutation of components. Moreover,
let (X¯i)i 1 be an i.i.d. sequence of E-valued random variables. Then the following
statements are equivalent:
(a) for all m   1,
(X1,N , X2,N , ..., Xm,N )! (X¯1, X¯2, ..., X¯m)
in distribution as N !1,
(b) the sequence of empirical measures on E
pN (dy) :=
1
N
NX
i=1
 Xi,N (dy)
converges in distribution to Q := Law(X¯1) as N !1.
In Chapter 3 we show that under independent initial conditions, (b) holds
for all t   0 for empirical measures of particle configurations on the state space E,
establishing the propagation of chaos.
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