The evaluation of elementary functions can be performed by approximations using minimax polynomials requiring simple hardware resources. The general method to calculate an elementary function is composed by three steps: range reduction, computation of the polynomial in the reduced argument and range reconstruction. This approach allows a low-degree polynomial approximation but range reduction and reconstruction introduce a computation overhead.
INTRODUCTION
Function evaluation can often be the performance bottleneck of many important compute-bound applications. Elementary mathematical functions, such as trigonometric, logarithmic, square root, reciprocal, and combinations of these functions, are extensively used in computer graphics, digital signal processing, robotics, astrophysics, fluid dynamics, etc. Computing these functions quickly and accurately is a major goal in computer arithmetic and hardware design in general. Software implementations are often too slow for numerically intensive or realtime applications. For instance, it is reported 1 that over 60% of the total runtime is spent on function evaluation operations in a simulation of a jet engine. The performance of such applications depends on the design of an efficient hardware function evaluator. Advanced FPGAs enable the development of low-cost and high-speed function evaluation units, customizable to particular applications. Yet, in order to implement function evaluation efficiently, the hardware designer is faced with a multitude of function evaluation methods.
To compute elementary functions, iterative algorithms, such as the CORDIC (COordinate Rotation DIgital Computer) algorithm, 2, 3 have been often used. Although the CORDIC algorithm achieves accuracy with compact hardware, its computation time is proportional to the number of bits used by the representation format.
For a function composed of elementary functions, the CORDIC algorithm is slower, since it computes each elementary function sequentially. It is too slow for numerically intensive applications. Implementing a function by a single lookup-table is simple and very fast. For low precision computations, this kind of implementation is straightforward. For high precision computations, however, the single lookup-table implementation is impractical due to the huge table size that is required.
To reduce memory size, polynomial approximations have been used and extensive work exist. [4] [5] [6] [7] [8] This method approximates a given numerical function by piecewise polynomials, and realize the polynomials with hardware. For piecewise polynomial approximations, in many cases, the domain is partitioned into uniform segments. For elementary functions, such as sin x and e x , by using higher-order polynomial approximations, the number of uniform segments can be reduced, and therefore the memory size can be reduced too. However, for some numerical functions, such as √ − ln x, methods based on uniform segmentation yield large memory size for implementation on conventional FPGAs even if second-order polynomials are used. 9 Polynomial-only or a combined table and polynomials solution, both reinforce the role of polynomial approximation.
The general method to calculate an elementary function is composed by three steps: range reduction, computation of the polynomial in the reduced argument and range reconstruction. This methodology allows a low-degree polynomial approximation but range reduction and reconstruction introduce a computation overhead. However, using such approach may be infeasible in high-demand applications as those that occurs in embedded systems and system-on-chip. In addition, data with specific formats are typical of such applications allowing to consider not doing range reduction, specially if low precision or a range with few bits is enough.
The main contribution of this work is a new approach to evaluate elementary functions opening a new paradigm to consider in design space exploration. It consists in performing evaluation without range reduction (woRR) and consequently without range reconstruction. The implementation of this methodology is compared to the common method consisting in evaluation with range reduction (wRR). The woRR method is used in a previous work, 10 but with other goal in mind. As far as we know, this is the first paper dealing with this issue.
The rest of the paper is organized as follows. Section 2 describes background material. Section 3 covers the proposed methodology to evaluate elementary functions without range reduction. Section 4 describes its implementation and related issues. Section 5 presents the experimental results and discusses them comparing the proposed method (woRR) with the general one (wRR). Main conclusions and future developments are described in section 6.
BACKGROUND
This section presents several aspects related to function evaluation. Firstly, the steps involved in the general method of elementar function evaluation are described. Then, some considerations are done about polynomial approximations.
Function evaluation
Consider an elementary function f (x), where x have a given range [a, b] and precision requirement. The evaluation of f (x) typically consists of three steps: Range reduction allows to consider a small interval where approximations can be done with low degree polynomials. There are two main types of range reduction:
• additive reduction: x = x − kC;
• multiplicative reduction: x = x/C k where integer k and a constant C are specific for each elementary function, depending also of the approximation interval. The kind of reduction depends on the function to be evaluated. 
Polynomial approximation
Polynomial approximation is the generic mathematical tool that reduces the evaluation of a function to additions and multiplications. A good primer on polynomial approximation for function evaluation is Mullers book.
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One may use the well-known Taylor or Chebyshev approximation polynomials of arbitrary degree. 11, 12 These polynomials can be obtained analytically, or using computer algebra systems like Maple. 13 Another method of polynomial approximation is Remez's algorithm, a numerical process that, under some conditions, converges to the minimax approximation: the polynomial of degree n that minimizes the maximal difference between the polynomial p(x) and the function f (x) (equation 1).
Between approximation and evaluation, for an efficient hardware implementation, one has to round the coefficients of the minimax polynomial (which has real numbers in theory, and are computed with large precision in practice) to smaller precision numbers suitable for efficient evaluation. On a processor, one will typically try to round to single or double-precision numbers. On a FPGA, we may build adders and multipliers of arbitrary size, but the question is about the optimal size that these coefficients should have. This subject is discussed in a paper 14 where an error analysis is done considering separately the error of rounding each coefficient of the minimax polynomial and tries to minimize the bit-width of the rounded coefficients while remaining within acceptable error bounds.
To measure the numerical quality of a function evaluator, it should be considered the total error resulting from the implementation. This error has two components: approximation error ap and quantization error qt (equation 2).
The approximation error ap is introduced in the function approximation step because it results from using polynomials to approximate a function. This error is independent of the used precision. The quantization error qt is a consequence of the limited representation used do represent the polynomial coefficients. Moreover, it propagates between the operations realized during the value computation of a polynomial. This propagation is worsened when doing range reduction and reconstruction, present in the wRR general methodology. A trade-off should exists between these two parcels and the degree of an approximation.
PROPOSED METHODOLOGY
In spite of range reduction and range reconstruction allow approximations with low-degree polynomials, they introduce an additional computation overhead, since it involves operators like multipliers and dividers. This reflects in the cost and latency of the hardware implementation. On average, range reduction and reconstruction can be as high as 37% on sin x and 23% on log x.
14 Custom computing hardware for embedded applications uses specific number formats. In most of these applications, range and precision are lesser than the used in corresponding software implementations, where standard floating point formats are used. Therefore, it these circumstances it is plausible doing function evaluation without range reduction. The success of that approach naturally depends of the range where the evaluation is needed and of the required precision.
A direct consequence of this methodology is the computation of higher degree polynomials comparing to the common three-step methodology. This is particularly true if only one polynomial is used to evaluate the function over the entire interval, what is not the most frequent case. To solve this issue we propose to use interval segmentation. 15 It consists in to slice the approximation interval into segments and compute the polynomial that approximates a specific segment, allowing function evaluation through low degree polynomials. Although this technique leads to more compact and efficient designs, it is more effective when applied to the proposed methodology since it only optimizes the polynomial computation, having no effect in range reduction and reconstruction steps of the general computing methodology.
Even so, polynomials tend to have higher degrees in the proposed method, which motivates a careful balance between the number of segments to choose and the degree of correspondent polynomials. This choice has a direct impact in terms of cost and latency of the implementations.
Regarding the proposed methodology and as far as we know, there is no published research about combining function evaluation without range reduction and interval segmentation.
DESIGN AND IMPLEMENTATION
This section details the main aspects concerning the design flow of the proposed methodology and also the adopted architecture for implementation.
Design flow
The design flow is depicted in figure 1 , showing two main steps: numerical optimization and hardware implementation.
When need to design an evaluator for a certain function f (x), the first things to define are the interval of x, [a, b] , where the evaluation is wanted, as well as the required precision for that evaluation. This is the start data to proceed to the numerical optimization, that was entirely performed with scripts for Maple and Matlab tools. Maple generates the coefficients of the polynomial p(x) that approximate f (x) and reports the approximation error . As it uses as entry the degree of the polynomial, this requires an iterative process, controlled by Matlab, in order to achieve the defined precision. In each iteration the degree is incremented by one and the approximation error is checked. This is done until the accuracy is achieved.
Regarding the segmentation, it is carried out when the estimated values of the latency and/or the area are above of reference values. These correspond to the obtained values for the entire set of range reduction, approximation and reconstruction, that are estimated by the logical synthesis tool. The number of segments is determined using the precision as criteria, conjugated with non-uniform segmentation that minimizes the number of slices that results for the whole interval. Moreover, it can adapts to the behaviour of a function in terms of linearity.
A Matlab script generates all the synthesizable Verilog code, that models the function evaluator. Logic synthesis of all models is done, reporting estimated values of cost implementation (area) and latency. Functional validation is done at that time. Besides polynomial extraction, Matlab was also used to furnish the results of a function evaluation to the simulation tool, Modelsim, to verify the correctness of the evaluation results, as well as the satisfiability of requirements for accuracy. After that, the implementation continues, doing place and route of the circuit. A bitstream file is created to programming the prototyping board, where the evaluator can be tested. 
Architecture
The numerical optimization step produces a polynomial or a set of segments and a set of polynomials in the case of using segmentation. To represent these data, a fixed point representation is used. The range, fixed by the interval [a, b] , determines the number of bits of the integer part. The fractional part is conditioned by the required precision.
The general form of a n-degree polynomial ( 3) is not the best to implement it.
The total number of operations can be reduced using the Horner rule, that rewrites p(x) as showed in equation 4.
Assuming the proposed woRR methodology, the architecture used to implement a function evaluator with segmentation is shown if figure 2.
The segment index block consists in a comparator that determines the segment corresponding to the input argument x. It determines the index of an entry on the table and forwards the computation to the correct polynomial that approximates the function in that segment. In case of a FPGA implementation, the table can be implemented using a BRAM (Block RAM). Additionally, also the FPGA embedded multipliers can advantageously be used. 
RESULTS
This section presents the experimental results that we obtained with the proposed approach using wRR and woRR methods, with and without interval segmentation. Results for wRR are reported since they are used as a reference to the ones of woRR. The elementary functions to which they relate are cos x and e x , that are representative of the elementary functions class. Other ones were experimented but due to the amount of data produced, we restrict them to those two functions. Although, for two of these functions, log(x) and √ x, was concluded that the woRR method reveals no advantage regarding both metrics, area and latency. In fact, they contain a high non-linearity near zero which forces high bit-width representation of the polynomial coefficients.
The results are provided for three possible values of precision using 8, 12 and 16 bits. The range considered for cos x is expressed by the value of the argument x. For that, three possible values are included: π, 3π/2 and 2π. For e x , range is also given by the argument value, considering in this case the values of 3, 4 and 5. These limited ranges are commonly found in elementary function evaluation for specific applications in embedded systems.
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The results are expressed in terms of the implementation cost, given by the implementation area, i.e., FPGA look-up tables (LUTs), and latency. The Xilinx ISE 12.1 toolkit was used to synthesize and implement the several circuits. The test was done in a prototyping board 18 equipped with a Spartan 3 FPGA.
Implementations without segmentation
The results included in this section do not consider interval segmentation. Table 2 shows the polynomial degree needed to evaluate cos x for both wRR and woRR methods. With the 16 bits precision it is not considered the range of 2π because the results are further out of the other values, which makes comparison with other results difficult. Table 3 shows the polynomial degree needed to evaluate e x for both wRR and woRR methods. With the 16 bits precision it is not considered the range equal to 5 by the same reason given for cos x. Figure 3 presents the implementation results for cos x, expressed by the area and latency metrics. For each range, two sets of bars are given: one for wRR and other one for woRR method. Each set of bars refers to the considered precision values. Comparing the results for the same precision, the main conclusion is that area is slightly lower in woRR method, but only for ranges up 3π/2. Latency increases from 3π/2. This suggests that interval segmentation can be useful to improve woRR results, at least for one of the metrics.
The implementation results for e x are presented in figure 4 . In all the considered ranges, it is visible a better result with regard to the area. This is explained by the need of performing range reduction and range reconstruction in wRR method, in spite of in woRR proposed method the polynomials have a greater degree than the used for wRR.
Implementations with segmentation
The results included in this section consider now interval segmentation.
The consequence of using interval segmentation is more visible with the woRR design methodology we proposed as previously seen. For example, table 4 shows the number of clock cycles needed to perform the evaluation of cos x for both, wRR and woRR. It confirms that, for the same range and precision, the polynomial degree for woRR is lesser than the one for wRR. Of course this conclusion is valid only for the considered range and precision. The results for cos x and e x are shown in figures 5 and 6, respectively.
Analysing these figures, is interesting to note that latency is always reduced with the methodology we proposed (woRR) face to the general methodology (wRR). However, the same not happens with area. Except for low ranges, the area increases when using the woRR method. This is due to the size of table used to save the coefficients of polynomials for each segment and the correspondent index computation block.
Analysis
The main results obtained for computation latency are summarized in Table 5 . As it can be seen from the table, it is advantageous to avoid range reduction for the functions cos x and e x , when computing them over the covered precisions and ranges. This is mainly due to the use of a divider to perform range reduction in both functions, which greatly increases the computation time. Regarding the occupied area, this method only optimizes ranges up to 2 bits, and for a particular case of 3 bits for cos x with a precision of 8 bits. When computing cos x for ranges higher than 5 bits, the cost tends to be very high. Computing e x for ranges higher than 3 bits reveals no advantage at all in giving up range reduction because of the high non-linearity behaviour of this function resulting the same issue as for log x and √ x near zero.
Comparing these implementation results to others from previous works is difficult, specially because there are no results regarding evaluation without range reduction together with segmentation.
CONCLUSION
The general methodology to evaluate elementary functions in any point of their domains is formed by three steps. Although this procedure is generally considered advantageous for most situations, in some specific applications typically found in embedded systems, elementary functions need to be computed in small intervals of their domains. This circumstances combined with certain accuracy requirements, they do not require high degree polynomials and therefore may improve the computation without range reduction and reconstruction steps. The methodology proposed in this work explores these occurrences and proposes to use interval segmentation allied to evaluation without range reduction. The methodology was applied for some elementary functions, that were evaluated in a FPGA platform, confirming the expectations. Experimental results show a significant reduction of latency for cos x and e x evaluators, depending of the required precision of computation.
As future improvements, it is expected to automate the procedures related to approximation optimization and generation of synthesizable models. This is considered fundamental to improve the design space exploration.
