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RESUMEN 
En este trabajo se expone, la teoría de integración de Henstock-
Kurzweil como una la genetalización la integral de Riemann Se 
discuten las propiedades y conceptos fundamentales de esta integral, 
tales como El Teorema Fundamental del Cálculo, la no existencia de 
integrales impropias, los teoremas de convergencia, etc Por último se 
concluye con una discusión acerca de la viabilidad de enseñar esta 
teoría de integración en los cursos de Cálculo o en los cursos de 




In this work shows, the theory of integration of Henstock-
Kurzweil as a generahzation of the Riemann integral Properties and 
fundamental concepts of this integral, such as The bundamental 
Theorem of Calculus, the nonexistence of improper integral", the 
convergence theorems , etc are discussed To fintsh, we have a 
discussion about the viability Lo teach this theory of mtegration Lo the 




Es conocido que la integral de Riemann no es la más adecuada para los estudios 
en matemática avanzada, ya que existen muchas funciones que no son Riemann 
integrables y que no posee teoremas de convergencia lo suficientemente fuertes Estas 
"deficiencias" fueron corregidas por Lebesgue quién desarrollo su teoría en los inicios del 
siglo pasado y su integral se convirtió en la herramienta de la investigación matemática 
Sin embargo, esta teoría también presenta algunas dificultades y se necesitaba una 
teoría de integración superior a Id teoría de Lebesgue En sus estudios de ecuaciones 
diferenciales en 1950, J Kurzweil introduce una versión generalizada de la integral de 
Riemann y en 1960 Henstock hace el primer estudio sistemático de la nueva integral la 
integral de Henstock- Kurzweil (H-K integral), pero por alguna razón esta integral no ha 
llegado a ser muy conocida, a pesar de que es esencialmente fácil de describir corno la 
mtegtal de Riemann 
La idea de desairollar este tiabajo bibliográfico, naLe de la necesidad de dai 
conocei en nuestio medio, esta tema en meneion y el mismo tiene los siguientes 
objetivos Reseñar la evolución de las teorías de integración, presentar los fundamentos 
de la teoría de integiactón según Henstock-Kut zweil, analiza' comparativamente la temía 
de integración según Henstock-Kurzweil con la teoría de integración de Lebesgue, 
discutir la conveniencia de incluir la teoría de integración de Henstock-Kurzweil en los 
cursos de Análisis Matemático y Cálculo que se ofrecen en nuestras universidades 
4 
Consta de ocho capítulos, el primero es un resumen de la evolución de la 
integración En el segundo damos la definición de la integral de Henstock-Kurzweil y 
algunos ejemplos que ilustran la generalidad de la misma, luego el tercer capítulo muestra 
las propiedades básicas, el cuarto capítulo presentamos el Teorema Fundamental del 
Cálculo, en el quinto se presenta el Lema de Henstock principal herramienta para 
establecer una de las propiedades más importantes de esta integral los teoremas de 
convergencia, también se demuestra que esta integral no posee integrales impropias 
En el sexto capítulo se hace un estudio de la integral de Henstock_Kurzweil sobre 
intervalos no acotados y en el séptimo capítulo mostramos que tan profundo es el leve 
cambio que se realiza en la definición de la integral de Riemann para definir esta nueva 
integral, los teoremas de convergencia puesto que para establecer los mismos no 
necesitamos de condiciones tan fuertes Por último, en el octavo capítulo, realizamos una 
exposición de algunos matemáticos tales corno Robert Bartle entre otros sobre la 
enseñanza de esta nueva teoria y además darnos nuestra opinion acerca de este punto 
La metodología utilizada consistió en la revisión de la bibliografía acerca del 
tema, para recopilar las definiciones, propiedades fundamentales y desarrollar los 




EVOLUCIÓN DE LA INTEGRACIÓN 
La integración es un concepto matemático que usualmente se asocia a la idea 
intuitiva de determinar el área de la región limitada por la gráfica de una función 
Los orígenes de la integración se remontan a la cultura griega, en Grecia se dan 
los primeros pasos debido al problema de la cuadratura 
"Dada una figura plana, construir un cuadrado de igual área". 
La primera cuadiatura de una figura curvilínea cenada tue dada por H ipóct ates en 
el siglo quinto A C , quién entre otros problemas de cuadraturas probó que el álea 
limitada por el semicírculo de radio I y un cuarto del círculo de radio 	2 
(ver figura I I), es igual al área del cuadrado unitario 
Fig 1 1 
6 
En el tercer siglo Antes de Cristo, Arquímedes (287-212 A C) cuadró el 
segmento parabólico, deduciendo que esta área es cuatro tercio el área del triángulo de 
máxima área inscrita en el segmento parabólico ( ver fig I 2) 
Fig I 2 
ANL ímedes realizó numerosas cuadraturas , algunas de las cuales tueion 
cal izadas utilizando construcciones extraordinariamente ingeniosas, pero la mayoi ía 
lueion basadas en la técnica de encalar el lea de la región buscada entre polígonos 
inscritos y circunscritos, lo que se conoce como el Método de Exhausión, obviamente no 
hizo explícito del concepto de límite, pero en términos modernos la parte final de la 
discusión de una prueba que emplee el Método de Exhausión se fundamenta en probar la 
unicidad del límite de una sucesión de Cauchy 
7 
No existen evidencias de que entre Arquímedes y Cavalieri (1598-1647), se 
hubiese utilizado las cantidades infinitesimales, por lo que existe un salto de 2000 años 
hasta que éste matemático Cavalieri, diera los siguientes pasos hacia la construcción de la 
teoría de integración, esto se justifica si se reconoce la necesidad de una adecuada 
representación de los números reales, en este caso la representación decimal 
Cavalieri, estudia áreas planas, redescubre las bases metodológicas del método 
mecánico y desconocido de Arquímedes, logra calcular lo que en nuestros tiempos 
* x escribimos como 	dx , para k = 1,2,3 ,9, su principal dificultad fue la evaluación 
de l' +2' +3' + +ti' 
Las desventajas de su método de indivisibles son 	Poca generalidad, debilidad 
lógiLa, excesivos razonainientos y procediniientos geométricos fueron superados 
rápidamente por Torricelli (608-1647), Fermat (1601-1665), Pascal (1623-1662), Wallis 
p 
y Roberval En particular Fermat evalúa I' xgdx, por medio de un brillante y simple 
metodo , por otra parte Pascal interpretó las sumas de líneas de Cavalieri como una suma 
infinitesimal de rectángulos 
Si combinamos los resultados de Fermat con los de Cavalieri obtenemos la 
linealidad de la integral definida, con lo que podemos concluir que a mediados del siglo 
XVII se hubiese podido evaluar la integral 1 P(x)dx .donde P(x) es un polinomio 
Wallis, editor de obras de Argunnedes, aritmetizó los indivisibles de Cavilen 
asignándole valores numéricos convirtiendo así el cálculo de áreas hasta entonces algo 
meiainente geométrico, en cálculos aritméticos aplicando un primitivo proceso de paso al 
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límite, y el uso no justificado del infinito A Wallis debemos el símbolo que usamos pala 
denotar el "infinito" (e/3) 
Otro de los protagonistas de la historia de la integración es sin duda alguna 
Grégorie de San Vincent, quién publica sus principales aportaciones en 1647 en su "Opus 
Geometi icum", en ella desarrolla un método geométi leo de integiación, estudia las set les 
geométi icas incluyendo diveisas aplicaciones de las mismas, San Vincent discute la 
conocida paradoja de Zenón, sobre Aquiles y la tortuga y la resuelve magistralmente, 
argumentando que Zenon no consideró en la persecución de Aquiles que en el tiempo se 
formaba una progresión geométrica de razón —
1 
y por tanto tardaba un tiempo finito en 
2 
alcanzar la tortuga, finalmente, una de sus aportaciones más valiosas a la teoría de la 
integración fue el descubrimiento que está ligado a la funcion logaritmo y el área bajo la 
dt 
hipérbola xy = I, este iesultado es expiesado como loge (x) =j - 
Desde Hipócrates hasta Grégorie de San Vincent hemos mencionado los avances 
realizados, de los cuales algunos desembocaron en la geometría analítica y la teoría de la 
derivada Pero lo que hoy conocemos como Cálculo empieza a tomar forma cuando Isacc 
Newton (643-1727) creó la teoría de las Iluxiones y el método de las tangentes inveisas 
para encontrar áreas baio curvas y por otro lado Gottfried Wilhelm Leibniz (1646-1716), 
quien desconocia el t'abajo no publicado de Newton descubie el pioceso inverso de 
encontrai rectas tangentes para calcular áreas, y quien llegó al descubrimiento por un 
camino muy diferente Leibniz introdujo la terminología Calculus Differentialis y 
Calculus Integralis, debido a que para encontrar rectas tangentes se utilizan diferencias y 
9 
para encontrar áreas se utilizan sumas, sintetizando esto con " El Teolema 'Fundamental 
del Cálculo" 
Una explicación más amplia de esta afirmación utilizando la terminología de los 
tiempos modernos es la siguiente 
Teorema Fundamental del Cálculo 
Si f ra,b]--> R es integrable y continua en x0 e [ct,b], entonces 
G(x) = f f (1)dt 
es derivable en xo y G'(x0 ) = f (x0 ) 
Discutamos la demostración de este teorema 
Premier caso: Supongamos que h>0, entonces 
iii11111111111 
a 	Au 	A + h o 
Fig I 3 
t„+h 	 t„ 	 +„ 
G(xo +h)— G(x0 ) = I f (1)dt — 1 f (t)di = 
r 
J(1)di o 
poi el teorema del valor medio para integrales en el intervalo[x0,x0 + h], tenemos que 
f,
r„+h 
f (t)dt = 
„ 
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para algun valor xi, entre A„ y x„ +h y en consecuencia 
G(x0 + h)—G(x0)= f (x„)h 
Para calcular la derivada de G en x„ calculamos el siguiente límite 
Ox0)= hm 	
+ h)— G(x„) 
= hm (x) = (x0 ) h,o 
pelo cuando h se aproxima a eeio el punto se aproxima a x„ y en consecuencia 
C7(x0 )= 1(x0 ) 
probando así lo allimado 
Segundo caso: Supongamos que h<O, entonces 
a 	x„ +h x, 
Fig 1 4 
G(A 1 )—G(A0 + h). I:" f (1)cl, — I j (1)di = 	1 (i)d, 
poi el teorema del valor medio para integrales en el intervalok +h,x01, de longitud 
(—h) ,tenernos que 
II 
(i)ch = 
para algún valor x1, enti e A„ h y x„ y en consecuencia 
(j( r„ + h)- G( ) = /( x„)// 
Corno en el caso anterior, para calcular la derivada de G en x0 , calculamos el 
siguiente límite 
G(.x 	h)- G(X 0 ) 
G' (xo ) = 	--9-- - - — = hin I (x h ) = (X0 ) 
h--)0 
cuando h se aproxima a cero el punto x,, se aproxima a x„ yen consecuencia 
Gi(x0) = f(x0 ) 
probando así lo afirmado 
En notación de Leibruz podemos expresar el resultado de este teorema como 
—d r j (1 ). 1( x ) o bien 
dx 	 —dx Sj =1 
que nos da una manera más clara de expresar la relación entre la Derivada y la Integial, 
como operaciones inversas 
1 (Jeep en el siglo XIX, Agustín Cauchy (1789-1857) finalmente desarrolla una 
teot ía i igurosa del limite y nos da la pi linera definición de integral definida, investigando 
la integral para funciones continuas en intervalos cerrados , pero en vista de la 
impoitancia de la serie de Fourier y que sus coeficientes son dados por integrales fue 
necesario definir una integral para funciones más generales 
Este problema fue resuelto por Bemhard Riemann (1826-1866), redetimendo la 
definición de Cauchy, él estudia la integral de funciones continuas salvo en un número 
12 
finito de discontinuidades y formaliza lo que hoy conocemos como La Integral de 
Riemann, adoptando una perspectiva nueva y diferente, separó el concepto de 
integración de su contraparte, la diferenciación Examinó de forma aislada el interesante 
proceso de sumas y límites para encontrai áreas Para definir esta integral uno aproxima 
el área bajo la gráfica de la función por la suma de áreas de rectángulos infinitesimales y 
toma el límite de la suma de las aleas 
Riemann amplió el panorama considerando todas las funciones definidas sobre un 
intervalo para las que era posible definir este proceso de integración la clase de 
funciones integrables 
Desafortunadamente, algunas funciones no tienen bien definidos los límites de 
estas sumas, así que ellas no tienen integral de Riemann, es decir, no son Riemann 
integrables 
Las "limitaciones" de la integral de Riemann fueron "remediadas" al comienzo 
del siglo XX por Henry Lebesgue (1875-1941) En 1902, Lebesgue ideó una nueva teoría 
de integración, superando mucho de las "insuficiencias" de la integral de Riemann, su 
definición que es apreciablemente más complicada, produce algunos teoremas para la 
convergencia y un amplio conjunto de funciones integrables, ya que toda función que es 
integrable según Riemann es integrable según Lebesgue y más aún las integrales 
coinciden, pero existen funciones que son integrables según Lebesgue pero no según 
Riemann 
Como parte del desarrollo de la integral de Lebesgue, él crea el concepto de 
medida de Lebesgue, concepto que da vuelta a la generalización de la integración y 
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conduce al campo moderno de la leoría de la Medida, pero la integral de Lebesgue 
también posee "algunas deficiencias" 
Una respuesta levemente más satisfactoria, es decir, nociones más generales de la 
integración, fueron dadas en 1912 por Arnaud Denjoy (1884-1974) yen I 914por Oskar 
Perron (1880-1975), pero las definiciones resultaron complicadas 
Décadas más tarde Ralph Henstock (1955) y Jaroslav Kurzweil (1957), 
encuentran una l'ormulación mucho más simple que la integral Demoy-Perron I n eleLto, 
la formulación de Henstock-Kurzweil, es considerablemente más sencilla que la integral 
de Lebesgue y su definición es sólo una leve modificación de la definición de la integral 
de Riemann Esto ha traído como consecuencia, que el interés en esta integral se haya 
levantado en las últimas décadas y algunos matemáticos abogan por enseñar esta integral 




INTRODUCCIÓN A LA INTEGRAL HENSTOCK- 
KURZWEIL 
Es muy conocido que la integral de Lebesgue es una integral más general que la 
integi al de Riemann, en el sentido de que toda funcion Riemann integrable es Lebesgue 
integrable y de teoremas de convergencia menos restrictivos Sin embargo, la integral de 
Lebesgue como geneialización de la integial de Riemann es técnicamente dificil de 
describir en términos básicos y no es inmediata la relación entre ellas 
Existe una integral llamada la Integral de Gauge, también conocida como la 
Integral Henstock-Kurzweil (H-K) o la integral generalizada de Riemann, la cual en 
esencia es tan simple de definir como la integral de Riemann y a su vez generaliza la 
integral de Lebesgue 
En esta sección introducimos la definición de esta integral y también damos vat los 
ejemplos que ilustran su generalidad La definición es una ligera variación de la clásica 
definición de la integtal de Riemann, pero el efecto es muy profundo pues se obtiene 
una integral más general que la integral de Lebesgue, sin integrales impropias y además 
satisface teoremas de convergencia menos restrictivos 
En la primera parte de este trabajo trabajaremos con intervalos acotados de la 
¡ceta real (R) Si a y b son númetos reales y a h , utili /Airemos la siguiente notación, 
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[a ,b1= {x e R ci A b} , ( intervalo cerrado) 
(a, b) = {x e 1? a<x<b},( intervalo abierto) 
[a,b)= {xER u5_x<b},(allervalo abierto por la derecha) 
(a ,b1= {x ER u<x 5_ b}( intervalo abierto por la izquierda) 
El punto a es llamado punto inicial y el punto b es llamado punto final de cada 
uno de estos intervalos 
Definición 2.1: Si 1= [a,11, con a b definimos la longitud de I 
/(/)= b — a 
Note que 1(1) O y que /(/)=-0 si y sólo si los puntos extremos de /coinciden 
Similarmente definimos la longitud de cualquiei a de los intervalos de la tbrma 
(a,b), [a,b) , (a,b1 
es decir, b-a y en particular 1(0) = O 
Definición 2.2:  Una partición etiquetada del intervalo I=Ea,bi es un conjunto finito de 
pares oidenados D={(i„1,)}:n i , donde {1,}:" i es una partición de I que esta formada por 
subintervalos cerrados no traslapados, es decir, intervalos que tienen intersección vacía o 
contiene a lo mas un punto, el cual necesai lamente es el punto final y el punto final de 
dos intervalos consecutivos y 1, es un punto que pertenece a I, En este caso el punto i, 
cs llamado la etiqueta de I , 
Observación 2.1:  Es claro que dada una partición cualquiera de 1, esta puede set 
etiquetada de infinitas formas 
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Definición 2.3: Sean / I --> I? una aplicación y D una partición etiquetada de / la suma 
de Riemann dei con respecto a D se define por 
m 
(2 1) 	SU , D)=Z I (t,)1(1 ,), 
1=1 
si /, = [A,,,x,], para i= I ,2„n, entonces esta suma de Riemann toma la Forma 
III 
(22) 	 Al , D) = E / (i, )(x, - -1, --1 ) 
/-=-1 
Definición 2.4:  Sea I = [a, b]c 1 ? , y 5 / —> 1? una función, 6 es llamada una función 
medidora sobre / si 5(i) > O pai a todo / e 1 
Definición 2.5:  Sea / = [a,b] y sea D = {(i , , 1 ,)},11  una partición etiquetada Si cV es una 
función medidora sobre I, entonces decimos que D es una partición etiquetada cY -fina de 
/ , si 
I, c [1 ,-8 (i , ),1 , + 
para todo i = I ,2„n 
Veamos ahora algunas de las propiedades y algunos ejemplos que se desprenden 
de este concepto 
Ejemplo 2.1:  Supongamos que 5, y 82 son funciones medidoras sobre I y si definimos 
5(1) = min{51 (i),52 (i)} para todo / e / 
entonces 8 es una tunción medidora sobre I Es claro que toda partición de I que es c> - 
tina es 8, -tina y 8, -fina, esta construccion se puede extender a cualquier número finito 
de funciones medidoras 
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Ejemplos 2.2:  
a Si á > O es un número positivo, entonces podemos definir una función medidoia 
8 / --> 1? de la siguiente manera 
8(1)= 8 , pata todo 1 E 1, 
tal función es conocida como la función medidora constante 
b Sea a<c<b y sea 8 una función medidora sobre [a,b1 Si D' es una partición 8-fina 
de [a , c] y si D" es una partición 5 -fina de [c,b] ,entonces D' u D" es una partición 
8 -fina de [a , b] 
c Sea a<c<b y sean 8' y 8" dos funciones medidora sobre los intervalos [a,c] y 
[c, b] respectivamente Se define 8 de la siguiente manera 
/ 1 E 
8(i) = min{(V(c),5"(i)} si 1 = c 
j"(1) 	si 1 E (c.,13] 
entonces () es una tuncion medidola subte [a,b] Ademas, si D' es una partición b' - 
fina de [a , e] y D" es una paitición 8" -tina de ic,b], entonces D' u D" es una paitición 
de [u , hl 
d Sean b' y á" como en e y sea (). definida de la siguiente maneta sobre [a , b1 
I 
mi+'(/), (‹. --i) 	si / E 
7 
(.5 .  (I) = u minlY(c),cr(c)} si 1 = c 
I 
(1 — c)} s/ 1 E (C,bi 
2 
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Es claro que (r es una función medidora sobre [a ,b] y es fácil probar que toda 
partición D, 5-fina de [a,b] debe tener a c como una etiqueta para cualquiei 
subintervalo cl,-: D que contenga c, así si reacomodamos la partición, toda partición D, 
j* -fina dará lugar a una partición de [a,e1 que es 8' -fina y a una partición de [c,b] 
que es 8" -fina 
Plobalemos ahoia que si ó es cualquiei función medidora definida sobre /, 
entonces siempre existe una partición de / que es 8 -fina Este resultado fue establecido y 
utilizado en los espacios I?"' , in __ I ,poi Pierre Cousin (1867-1933) 
Teorema 2.1: (Lema de Cousin).Sea 8 una sobre función medidora el intervalo 
I= ly,b] Entonces existe al menos una paitición etiquetada á -lina sobi e I 
Prueba: 	Considei emos 	el 	subconjunto 	E 	de 	1 	pot 
E= {1 E / 3 una pariicion ellquelada 8— fina de[a,d} 
Es claro que E ø, en efecto sea x e (a — d(a),a + d(a)) tal que a<x<b, 
entonces cr,[cr, xl} es una partición etiquetada 8 -tina, es decir d e E 
Por otro lado, como E está acotado supelioi mente entonces tiene un supi emo. Sc,1 
y=sup E, mostraremos que y e E Escojamos x e E tal que X E 8(y) y x<y, entonces 
existe una partición D b -tina de [ci,x] El conjunto Du {(y,[ x,y])} es 1111d pm ticion 
etiquetada 8-tina de [a, y] , es decir y e E 
Mostremos ahora que y = b, para ello supongamos que y <b y escojamos 
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IV E 8(y) n (y, b) Sea D una partición etiquetada 5-tina de [a, y] Entonces 
D'= Do{(y,[y,w])} es una partición etiquetada -fina de [a,w], pero esto contradice 
la definición de y, con lo cual y = b 
Existe otra forma de probar este teorema Suponga que el teorema es falso y 
bisectemos el intervalo, y construyamos intervalos 1» = / D D /2 D , tal que 
e(/ k ) e(lk -1) y también supongamos que no exista ninguna partición 8 -fina de I, y 
2 
concluyamos con una contradicción, este teorema no sólo nos asegura la existencia de 
una partición 8-fina, también es equivalente a la compacidad de un intervalo cerrado 
Veamos ahora la siguiente definición la cual genei al iza la clásica definición de la 
Integral de Rieinann 
Definición 2.6: Sea/ [u,b]--> R, se dice que/es H-K integrable sobre ja,bf, si existe 
A E R tal que para todo g > o existe una á función medidora sobre ia,b1 tal que 
' D)- Al< ,
siempre que D sea una partición y -fina de Eu,k1 
Esta detinicion tiene sentido gracias a la validez del Lema de Cousin 
Teorema 2.2: El númei o A en la definición 2 6 es único 
Prueba: Supongamos que A1 y A2 satisfacen las condiciones en la definición 2 6, y 
sea 3 Ai — A,1> O Como Al satisface la definición 2 6 entonces existe una función 
medidora 8: sobre ¡ tal que si D es una partición 5: -tina de 1, entonces 
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S'inflan-neme. como A, satisface la definición 2 6 entonces existe una funcion 
med idoi a c>: sobre / tal que si D es una ¡m'Ación (>: -fina de ¡entonces 
Ahora, sea 8, = min{8,1 ,87} poi lo que 8 es una funcion medidora sobre ! y sea 
D una partición 8, -tina de 1 Entonces la partición D es 5: -fina y 8: -tina , ahora por la 
desigualdad de triangulo tenernos, 
lo cual es una contradicción 
1_1 número A se conoce como la l-I-K integi al de f sobi e I= Ea, b1 y es denotado poi 
f i o S , cuando encontramos integrales que dependen de parámetros es conveniente 
escribir 	(t)dl o 	I (i)cli 
Ejemplo 2.3:  La función constante f(x)=c es 1-I-K integrable en / = [c1,11 En electo, si 
D = 	„[x,_,, x,11," , es cualquier partición etiquetada del, entonces 
s(1,D)=IJ(1,)Cx,—x,_1)=Ic(x,— x,_,)= c(b — a) 
,=1 
es decir, que todas las sumas de Riemann son iguales a c(b-a), por lo que podemos 
escoget una función medidora arbitraria, por ejemplo 5 (x) = I Si D es una partición 
8 -fina entonces 
IS(I,D)—c(/—a)! =0 < , 
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con lo cual f es H-K integrable y ademas 
f = c(b— 
Elemnlo 2.4: La función g(x)=x , para / = [u,b] con a<b es g es El-K integrable En 
efecto, sea G(x)= - x -
,  
para x e [a,b] Del teolema del valor medio y del hecho de que 
2 
G'(x) = g(x) = x , existe u, E [A t _ i 	] tal que 
G(x,)—G(A,_,)=. g(u,)(x,—x,)= 	) , para i= I ,2„n, 
si sumamos esta expresión obtenemos la suma telescópica 
G(h)—G(u)=Z[G(A,)—G(x,_,)]=Zu,(A-, — 
1=1 	 1=1 
de allí que si D ={1„[A,_, 	es cualquier partición etiquetada de I, entonces 
G(b)— G(u)— S(g,D) =[u, 
1=1 
Si 6 es una función medidora constante sobre ki,b1 si y D es á -fina, entonces 
como u„/, e [x,_, ,.x-,1 tenemos que u — t,1 . 28 Así, 
1G(b)—G(u)— S(g,D)! 	— 	— x,_, ) 	28(x, — x,_, ) = 28(b — a) 
Poi consiguiente, si 	> O esta dado podemos escoger la función medidora constante 
E 
	 y como > O es arbitrario entonces g es H-K integrable y además 
2(b — u) 
g =G(b)—G(u)= (6' — a2 ) ,  
por lo que podemos escribir, 
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) „ 
xdx = I —(b - — a- ) 
f, 	2 
El lector puede llegar a pensar que el uso de la función G en el ejemplo 
precedente es un truco, sin embargo, es un procedimiento estándar para evaluar una suma 
que envuelve a lilld !unción manipulándola pala que la suma sea teemplalada poi una 
suma ,telescópica envolviendo a la función telacionada 





SI 	a x < c 
si 	c < x h 
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1 	1 	1 	1 	1  
b a 
Figura 2 I 
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Probaremos que f es H-K integrable y que f i = a(c — a)+ )0(b — c) , notemos que f es 
continua excepto en el punto x=c, por lo que nuestra dificultad está enfocada en este 
plinto Será conveniente torzar a c para que sea etiqueta de dos subintervalos de longitud 
menor o igual a 8 (función medidora constante) y después determinar exactamente cuan 






8, si 1= c 
donde 8 será escogida de manera adecuada 
Alioi d, sea D ={1 ,,EA , _, , A- , i}:' , una pdinuon (5 , -fina de [(1,11 en la cual asumimos 
el siguiente orden 
U = Xo <" I, < <x ,I  
Haciendo un aileglo adecuado en la partición, podemos asumir que c es la 
etiqueta consignada a los subinteiyalos [x,,_1 ,..1,1 y [A ,,A1„], donde xk .= c Como 
1 (i, = a paia 1=1,2,3„k-I la suma de los primeros k-I términos en sao es igual a 
aG - — a) por otro lado , Lomo 1 (i ,) = fi para i=k, k+ 1, 	la suma del resto de los 
términos en S(1,D) es /3(1) — x_1 ), así tenernos que 
S(1 , D) = a(.,v k _, — a)+ fi(b — x k _,) 
Pero, como xk _, —a =(c — a) — (c. — xk _i ) y b — x k _, = (b — c)+ (c — x k _i ) , entonces 
tenemos 
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S(/ ,L)) = a(c — a) + [1(b — 1) +(/I— a)(c. — 	, 
ahoia corno D es /5, -fina, entonces 	— 	v,_, <I por lo que O <c — .x,_, 	, de 
donde, 
!S( f,  D)—[a(c — (4)+ '0(h — 	5. fi — a (c. — Xk—I 13 — a 8 
Vemos que es suficiente tomar 8 (e) = 	, en la definición de 8 , ahota 
al 
como c > O es arbitrario, concluimos que / es H-K integrable y 
f = a(c — a) + fl(b — c) 
Eiemplo 2.6: Sean y O, y e R, a<c<d<b y g [u, ti R definida por 
{y, si c<x5_d 
g(x)= 
o, en olio coso 






Xri-I 	X s_i 




I 	1 	1 	I  
a 
Figura 2 2 
Corno en el ejemplo anterior escogeremos una función medidora que forzará a los 
puntos c, d a ser etiqueta de los subintervalos que los contengan en cualquier partición 
8, -tina La práctica sugiere que definamos Ót sobre [a, b] por 
75 
	
minr 	—d1}, si r 
8, 	Si 	E {C,d} 
donde 8 > O 
Ahora sea D = 	 una partición etiquetada de [ci,b], podemos asumir 
que el punto c es la etiqueta para los subintel valos 	r _l , xj y [x,.,x„, I ( donde A, =c) y 
quedes la etiqueta pata [x ,x, I y [x„ x, ( donde x,=d) 
Como las etiquetas que hacen una contribución no nula a S(g,D) son tr+,„/,+1, 
tenemos entonces que 
S(g, D) = y(x — x,..,,) , 
pelo x 	= t/ + (.‘ 	— d)y x„,=c+(x,,i —c), poi lo que 
S'(g, D) = 7(d — c)+ 	d) — y(A,,, —c) 
Como D es 8, -tina, entonces lx„, —d 58 y ixr+, —LI 8, de donde se sigue 
que 
1S(g,D)— y(d c)! 2!2,18 
E 
Pero como y O, vemos que podríamos tomar 8 	-- en la definición de 5, en 
2 yj 
los plintos x=c Haciendo esto y observando que e> O es arbitrario, concluimos que g es 
H-K integrable y que 
(1) 
g = y(d — 
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Eiemplo 2.7:  Supongamos que f [a, b]—* R, tiene valor constante c excepto en un 
número contables de puntos I- = 	k E N} Fritonces I es H-K integrable sobre [a, b] y 
f = c(b — a) 
Prueba: Sea E > 0 Si D = 	 es una partición etiquetada de [a,b1, considei e 
(23)
iii 
IS(f,d)— c(b — 	=  
Si 1; tl E, el término 0 (t, )— c))e(I,)en (2 3) es cero, así que podemos definit 
una tunción medidora como 8(0= 1 si t, E Si t, = zk , para algún k y si D es 8-fina 
de [a,b1, para alguna función medidora 5 , entonces f (i ,) — c.; 	,) 5..11 (z — c15(z 1,) 
Si escogemos 8k 	
1)
2k+,  = 
i(zk) 	
y (zk —8k ,Z k ±8k ), entonces cuando D es 5-fina y 
( -1  
E 
E, = Z k , tenemos f (i ,)— eleu ,) < 	Si Des -fina, de (23) tenemos que 
2" 
de allí que cada zk puede ser la etiqueta de al menos 2 subintet valos en D 
En particulat. la lunción 
1
0, sil es irracional 
I (1)= 
I, 	si es racional 
?"1 
es H-K integrable sobre [a,b] con fi = 0, esta función fue definida por Peter G L 
Dirichlet (1805-1859), es de dominio común de que esta función es discontinua y que no 
es Riemann integrable 
2.1 Conjuntos Nulos, Funciones Nulas y Conjuntos Excepcionales 
La noción de conjuntos nulos y funciones nulas serán de mucha importancia en lo 
que sigue 
Definición 2.7:  
a Un conjunto E c R es llamado nulo (o de medida cero) si para todo e> O existe una 
colección contable {.I ,}:" i de intervalos abiertos tal que 
1.• CU],  y II(.1 ,) _. t, 
b Si AcR, entonLes una función f A---->R es llamada función nula si el conjunto 
i ix E A RO Oj es un conjunto nulo 
c tina ptoptedad P ¡detente a los elementos de un conjunto A es llamada Lasi en todas 
partes (e t p) en A SI la propiedad P se cumple para todos los elementos de A excepto en 
subconjunto nulo de A 1 s decn, E = .\E /1 P( ) no \e cumplej es un conjunto 
nulo 
Veamos ahora algunos ejemplos de conjuntos nulos y flinciones nulas 
Ejemplo 2.8:.Si EcR,E nulo y FcE, entonces F es nulo 
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Como E es nulo entonces dado > O, existe una colección contable de intervalos abiel tos 
} que cubien a E con 	e(1 ) < t y como E c L. entonces { 1,} también eubie a 1 , 
por lo tanto F es nulo 
E em )Io 2.9: Cualquier conjunto unitario {p} es un conjunto nulo En efecto, para > 




 e) y J, =.1i = 	0 
Ejemplo 2.10: La unión contable de conjunto nulos es un conjunto nulo 
Como {E, j e N} es nulo para cada .j e N , entonces pata todo E> O y cada j E N 
existe una colección de intervalos abiertos {P} que cubren a E con 	€(1,9 <--. 
' 
	
J EN 	2  
Por otro lado es claro que U E, U(U/I),  es decir que 	,E N es una 
1EN 	/EN /EN 




l€ N 	JEN 2' 
con lo cual U E, es nulo 
Etemplo 2.11: Cualquier conjunto contable es nulo En electo, sea E =Ix1 ,x2 „x,,, 	, 
entonces E =U{x,} y como cada {x, / E /V} es nulo , entonces E es nulo 
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2.2 La integrabilidad de funciones nulas 
Estasoleceremos ahora un resultado muy importante acerca de las funciones nulas 
Teorema 2.3: Sea f I =[(1,11—> R una función nula sobre / Entonces / es 1-l-K 
integrable con I f = O 
I 
Prueba:  
Sea ¿ > O y E={1E 1, 1(1) O} Para cada leN sea E,=-{teE 1-1 <1/(')1 r} 
Lntonces E=U h, 
,0 
y cada E, es nulo l'ala cada i sea { /', / E N} una colecc ion de ,..-i  
intervalos abiertos que cubren a E, con Z e(/,i)<-6 Definamos una función medidora 
/=1 	t2.1 
y sobre 1 por 8(t)= R si 1 o E y 8(t)=1;, si t c E, y j es el entero más pequeño tal que 
1, e I; Supongamos que D={(i k ,l k )_km}« 5 y sean D,={(tk,1k) 'A  E,) 
para 1 e 151 y D0 ={(tk .11 ) te E) Entonces S(J, D0 )= O y
2' /=-I 
pai a / 1 , entonces 
con lo cual l es H-K integrable y además j f =O 
Como consecuencia inmediata de este teorema, se tiene que si E c [a,b] es nulo, 
entonces C, definida poi 
40 
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JI, sil E E 
1 	10, sil o E 
c= 




PROPIEDADES BÁSICAS DE LA INTEGRAL DE HENSTOCK- 
KURZWEIL 
En esta sección desarrollaremos las propiedades básicas de la H-K integral A lo 
largo de esta sección 1 representaiá el intervalo kb] y 1 ,j,, f 2 , I --> R funciones 
Teorema 3.1:  Supongamos que JI y /2 son integrables sobre I Entonces 
i) f i + /2 es integrable sobre I y fi  ( fi + /)= fi  /I + f/2 
ii) Para toda í e R, if, es integrable sobre I y j: O, --,- 1 fi 11  
ni) Si 1, .. O en I, entonces j i, 	O 
iv) Si /, ?_ /2 en I, entonces f/ il 	fi i2  
Prueba:  
¿ 0 Sea e> O Para 1=1,2 , sea y, una función medidora tal que  1  1 2 
siempre que D sea y, -fina 
Sea y(t) = min {y, }, entonces yes una función medidora y si D es y -fina 
entonces D es y, -tina , por lo tanto 
is(J, ±i2,D)-(1, f, + f, /2 )k isup o - 1 JEsu2,D)- f, 
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Así, f, + f2 es integrable sobre I con fi  ( + f)= fi ± 112 
u) Si t = 0. el resultado es inmediato Por lo tanto supongamos que t O como f, es 
integrable sobre 1, sea r >0 y y una funcion medidora tal que [S.( f i , D)— j 11< — ' 
siempre que D sea y -Fina Luego 
!S(11I , D)— t 	S ( D)— 	11= itliS ( D)— 	= , así tf, es integrable 
sobre I con Pf, = f f, 
III) Sea r > O Existe una luncion medidora y, , tal que IS( 1. D) —f <. siempre que 
D sea y, -fina Corno /, ?_ 0, entonces 
O S( D) f i +g, 
por lo tanto. 	f, O 
I, 	f IV) COMO 	- /2 o , entonces por I, II y in se tiene que 
El coniunto de las funciones H-K integrables sobre / es un espacios vectorial con 
iespecto a la suma y al producto escalar y la aplicación 
T f --> f 
es un funcional lineal 
Corolario 3.1:  Sean f una función H-K integrable y m, M números reales tales que 
m 	(x) M ,para todo x E / = hl entonces 
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m(b — a) f f 5_ M (h — a) 
Prueba:  Como f (x)— m _?. O, para todo X E I entonces por el teorema anterior 
t(f —m)= f f — itii.0, 
de allí que 
ti k m(b — a) 
La prueba de la otra desigualdad es similar 
Definición 3.1:  Decimos que una funcion f es H-K absolutamente integrable sobie I. si 
ambas funciones /y Pi son H-K integrables 
Corolario 3.2:  Sea f H-K absolutamente integrable sobre I, entonces 1 f 15_ flf1 / 	i 
Prueba:  Como f .i fi y — f 51 f l para todo I, por la parte iv del teorema 3 1. se 
tiene que 1 f .q1/1 y —S,  f =I (-I) 11f1 por lo tanto if fl._. II/1 
En contraste con la integral de Ricmann y la integral de Lchesgue. veremos mas 
adelante que la suposición de que la tuncion sea absolutamente integrable es de suma 
importancia 
De la misma forma que el criterio de Cauchy para sucesiones de numeros reales 
este criterio nos permite probar que una función es integrable sin la necesidad de conocer 
el valor de la integral 
Teorema 3.2 (Criterio de Cauchv):  Sea f I —› R Entonces f es H-K integrable sobre I 
si y sólo si para todo g> O, existe una función medidora ti, en I tal que si Di y D„ 
son particiones etiquetadas 17, -finas, entonces IS( f, A )-S( f ,D2 )1< E 
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Prueba:  () Sea f H-K integrable con 11 = A y sea q = 	> O una funcion medidora 
r 2 
sobre tal que si DI, D2 son 17, - finas, entonces 
5 y 	, 
' 2 	 2 
con lo cual, 
S(1,D,)- AHS(1,D2 )- 	e -f t.  
2 2 
() Note que para todo k existe una 7k función medidora en I tal que 
si D1 , D, 5.0/7 y, - finar, entonces 
IS( f , D,)- S( , D2 )I < 
Podemos asumir que y n (i) 	pan.] todo e / de oh a manera tomemos 
= m 	{y, (/), (/)„ y„ (/)} Para cada k Dk sea y, -fina Si k>/, tenemos 
IS(1 , Dk )- S(1 , D,)I< —
I 	
Así, {S(1, Dk )} es una sucesion de Cauchy en R, sea 
A = lim S( f , ) Entonces 
1S ( f, Dk ) - Al 5!, para todo k 




Supongamos que D sea YN -fina, entonces N 2 
ISU 	.. ,D)- Al [S'(1 ,D)-SU,DA-1-1S(f,DN )- Al<-ALf-f-jN-<£ 
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Así, f es H-K integrable sobre I con j f = A 
Probaremos ahora que si una función es H-K integrable sobre un intervalo. 
también es 	integrable sobre cualquier subinteivalo de éste intervalo 
Teorema 3.3  Sea f [a 	R y seac E (a ,b) Entonces f es H-K integrable sobre 
[a .11 si sus restricciones a [a, cl y [c,11 , son ambas H-K integrables rn este caso 
= 	1 + f 
Prueba:  () Supongamos que la restricción fi de f al intervalo /, = [a.c] y la 
restricción f2 de f a /, = k,b1 son H-K integrable con integrales A, y A, 
respectivamente Entonces, dado e > O, existe un función medidora 8', sobre /I y una 
función medidora 8 sobre /2 tal que si P, es una partición 8: -fina de I , y P, es una 
partición 8:-fina de /2 entonces 
y Is(f2,P2)- < 
2 	 - 2 
Definamos una función medidora sobre {a ,11, dada por 
1 mm{8,'(/),- (c—i)} si  
2 
min{81, (C), 8' MI SI I = t 
I 
min{8,"(/), -(/ —c)} si / E(./1 
2 
Sea P una partición de / = [a,b] que es (S, -fina entonces el punto c puede ser una 
etiqueta de al menos un subintervalo en P o P contiene dos subintervalos con c como 
etiqueta, sea .1 el subintervalo que contiene a c como etiqueta. observe que si dividirnos a 
.1 en c sin cambiar la suma de Riemann S( f ,P) , obtenemos el último caso, en este caso 
BIBLIOTECA 
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Pi -,-  1,1)E P .1 c [a,c1} es una 	particion etiquetada 	8', -fina de [a,c] Y 
P, = f(l ,I) e P .1 c Íc,b1} es una partición etiquetada 8" -fina  de [c, hl Entonces 
1S(f,P)—(A, + A2 )1 _!S(f ,P1 )— A,!+ S(1,P7 )— A2 ! <E 
y como E> O es arbitrario entonces [es H-K integrable sobre [a,b] con 
rf=1141 f 
Teorema 3.4: Sea f / —> R H-K integrable sobre I Si .1 es un subintervalo cerrado de 
I, entonces / es H-K integrable sobre I 
Prueba:  Sea E>0, existe una 'y función medidora en I tal que si 13,, D2 son particiones 
etiquetadas y -finas de I. entonces 1S( /, 13! ) — S(1 , D2 )1 < t; 
Considere el caso a<c<d<b y .1 =Ec,c11, los otros casos son similares Sea y' la 
restricción de y a ./ y sea y,(y 2 ) la restricción de y a [a,c1(kbl) Sea D1 (D2 ) una 
partición etiquetada y1 (y2 ) -fina de [a,c1([£,11) Ahora supongamos que D y E son una 
partición 	y' -fina 	de 	1, 	entonces 	D' = Di u D u D, es. y — fina 
y E' = D, L...) E u D, e.s y— fina , por lo tanto, 
IS( f,  D') — S( f,  E')I=IS(  f,  D)— S( f,  E)< E- , 
entonces por el Criterio de Cauchy [ es H-K integrable sobre" 
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Lema 3.1:  Sea f 1 —> R y supongamos que para todo E > O existen funciones 
integrables g,, g2 	—> R tal que g, 5_ f g2 en 1 y 	g2 5_ jg +e Entonces f es 
integrable sobre 1 
Prueba:  Sea E > O, existe una función medidora y en 1 tal que si D es y -fina, entonces 
I
S(g„D)— g,i< , para 1=1,2 Supongamos que D es y -fina, entonces 
S(gi , D) S( f ,D)_S(g2 ,D)< 1.12 	fig, +2E 
Así, cualquier suma de Riemann para Icon respecto a una partición etiquetada y - 
fina se encuentra dentro de un intervalo de la forma [ig, — t, Jg1  + 2ti, por lo tanto la 
diferencia de dos ''urnas de Riemann cualesquiera difieren por lo menos en 3 e, luego por 
el Criterio de Cauchy f es integrable sobre 1 
Teorema 3.5: Sea / I--->R continua. entonces /es H-K integrable sobre 1 
Prueba:  Sea e > O Puesto que f es uniformemente continua en 1. existe 6 > O tal que 
1 / (x) — /(y)i <e, cuando x, y E 1, lx — yl< 5 Sea P = {a = x0 <x1 « x„ = h} una 
partición de [a, h], tal que (x„ x, 1 ) < , para 1=1,2 ,n 
Para 1=1 ,2„n, sea 	M, = sup { (I) x 1 t x,} y m, = inf [(/) x,_, t x,} y 
definamos las funciones escalonadas g-1 y g2 por 
mi C, 	+ m,C, 	1, g2 —Mick + M,Ck I  
1.2 
entonces g, f g2 y O g2 — 	E en I, por lo tanto fi  (g2 — g1 ) E(h —a) 
entonces por el lema 3 1 es integrable sobre 1 
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Ahora emplearemos el teorema 3 5 pasa obtenei una veision del teoiema del val), 
medio para la 11K-integral 
Corolario 3.3:  Sea f / --> R continua Entonces existe 1 e 1 tal que 
Prueba:  Sea M = max f (i) t E i}, m = inf f (i) le /} , entonces 
	
m(h — a) 5 f 	M (b— a), es decir 
f < 	< M 
h — a 
luego por el teorema del valor medio se obtiene el resultado 
Teorema 3.6:  Sean /,g I —› R, continuas con g O Pruebe que existe / E / tal que 
fg = 	g 
Prueba:  Sea Al = max{f (x) x E 	ni = inf{ f (x) x e /}, entonces 
mg(x) 	(x)g(-1.)- mg(x)- 
para todo 1 e [a,1,], por lo tanto 
m f:g(x)f (x)g(t) M g(v) 
SI 	g(x) = O entonces fJ(x)g(x) = O, con lo cual el teorema es cierto para cualquier t 
Supongamos ahora que r g(x) 0, entonces 
f (x)g(x) 
m < ' 	- < M 
g(x) 
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i f (x)g(x)  
tomemos u= -'-- - - ,entonces in p M y Sf (x)g(x) = p i g(x) 
ih, g(x) 	 , 
Ahora como f es continua existe i € [a, h], tal que /(/) = 1u. con lo cual 
fi f (x)g(x) = f (l) f g(x) 
Teorema 3.7:  Sea 1 I-->R Supongamos que existe AER. tal que para todo E > O, 
existen funciones integrales g y h con g 5_ f 5.h y A—e< ig < Sh< A-Fe Entonces f 
es integrable con I I = A 
Prueba:  Sea E > O y sea y una función medidora ademas sea D = li„ /,) 1 / .. n} una 
partición etiquetada y -fina Es claro que 
S(g, D) S( f.  D) S(h , D) 
luego, 
.ig 	SU , D) jh 
por lo que, 
A—e< íg ._. S(f , D) ih < A-Fe 
asi, 
1S( f , D)— A <e 
es decir, f es integrable y ademas I f = A 
Corolario 3.4:  Supongamos que f ti = O Entonces f es integrable sobre 1 y I/ = O 
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Prueba: Como —f f 	 0 entonces if = O 
Teorema 3.8:  Suponga que f — = O Pruebe que íes integrable sobre I y solo si g es 
integrable sobre I con if = Jg 
Prueba:  Como f — = O entonces i( — g)= O y además como g es integrable se 
tiene que 
Sí = 1(1 -g)+ fg= jg 
Teorema 3.9:  Sea f / —> R integrable sobre l y supongamos que g / --> R es igual a f 
excepto posiblemente en un número contable de puntos en I Entonces g es H-K 
integrable sobre /con ig = f 
Prueba: Sea E = {z k el f (zk ) g(z k ), k e N}, es claro que E es un coniunto nulo y 
h=g-f es una función nula entonces por el teorema 2 3, h es H-K integrable con I h O , 
como g=f+h se tiene que íg = f + Sh = f 
Teorema 3.10: Sean f y g H-K integrables, si f(x).. g(x) c t p sobre 1, entonces 
.íg 
Prueba:  Sea E = e I f (x)> g(x)} es claro que E es un comunto nulo, ahora sea 
f", (x) = f (x) y sea g, (x) = g(x) para xeI—E y sea 1,(.) = g (.x-) = O, para x e E • 
luego if = f, Jgi=Jg  
4! 
Corolario 3.5:  Sean [y g H-K integrables si 1 f(x) g(x) c t p sobre I, entonces 
ig 
Prueba:  Como —g(x) f (x) g(x)c t p sobre / entonces por el teorema anterior se 
tiene que 	g 	f Jg,  con lo cual, 
Estableceremos ahora la integrabilidad de las funciones reguladas una clase de 
funciones muy importante pero primero discutiremos las funciones escalonadas 
3.1 Funciones Escalonadas 
Definición 3.2:  Una función s. I —> I? es llamada función escalonada sobre I = [a .11 si 
existen una partieron 	, de/y números reales {a, }I; tal que 
s(x) = a „ para x (c,_,,c,), ¡= 1,2, n 
Observación 3.1: La función escalonada también tiene valores en los puntos c,, los 
cuales pueden diferir de los valores a,, pero para los propósitos de la integración estos 
valores no son de importancia, como se pudo observar en el teorema 3 9 
Teorema 3.11:  Toda función escalonada sobie l es I-I-K integiable y además, 
s 	a, (c, — c,_, ) 
,-1 
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Prueba:  Definamos 5, sobre / por 5, =a, para x !, =(,_,c,) y 5,(x) = O en otro 
caso, por el ejemplo 2 7 podemos afirmar que s, es l-l-K integrable sobre 1, con integral 
s, =a,(c.,_,,c,), ahora aplicando la linealidad e inducción se obtiene el resultado 
Introduciremos ahora las funciones reguladas y mostraremos que son H-K 
integrables y luego probaremos que las funciones monótonas y las funciones continuas 
son parte de este conjunto de funciones 
Definición 3.3:  Una función f / --> R es llamada regulada sobre / = [(1,1] si para todo 
E > O existe una función escalonada s, / --> R tal que 
(x)— 	E, para todo x E I 
Observación 3.2:  Es claro que una función / es regulada si y sólo si existe una sucesión 
de funciones escalonadas 15„r„ , que convergen uniformemente a [ sobre / 
Teorema 3.12: Si f I 	R es una funcion regulada sobre I =[a,11, entonces / es H-K 
integrable 
Prueba:  Dado E • O , sea s I -3 R una functon escalonada tal que I /(x) — s 	, por 
consiguiente, tenemos que 
(x)— 	f (x) S. (x)+ E, para todo x e [a ,b] 
Si 	hacemos 9(x) = s, (x) — e y 	,.(x) = s, (x) + e . para todo x e [a.1], 
entonces las funciones escalonadas 9, y y , son integrables y 
y), 5_ 1(x) sp, para todo x E [a ,h], 
más aún. corno 
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(yze — o = 2E = 2(1) — a)E , 
con lo cual se tiene que f es H-K integrable 
Veamos una caiacterizacion de las funciones reguladas que es muy utilizada 
Teorema 3.13:  Una función f I ---> R es una función regulada si y sólo si tiene límites 
laterales en todo punto del intervalo / 
Prueba:  ()Primero notemos que toda funcion escalonada tiene límites laterales en 
cada punto Para probar que la función regulada f tiene la misma propiedad. sea 
C. E [a, 1)), probaremos que f nene límite por la derecha de c Dado E> O sea Sr / --> R 
una función escalonada tal que 
f (x)— s 	, para todo X E / , 
Corno se es una función escalonada y hm s, (x)existe , existe 8, (c) > O tal que 
r-->1 
Si 	x, YE (c,c +8,(c)), 	entonces 	s, (v) = (y) 	Por 	consiguiente, 	si 
i. v e (c.c + (c))entonces 
1(x)- (y) 
	
f (x)— s , (x)14 	(x) — s (y)+ s, (y) — f (y)1 E -1- 0-1-E= 2E 
Pero como E> O es arbitrario, el criterio de Cauchy implica que el límite por la 
derecha hm f (x) existe La existencia del límite por en C E (a ,h1 se prueba de la misma 
forma 
()Supongamos tiene límites laterales en todo punto de I, el ci iterio de Cauchy para la 
existencia de límites laterales garantiza que dado E > O. existe una función medidora Se 
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sobre ¡ tal que si /El y .v i , y2 están ambos en 1/ — 8 ,(1),1) o ambos están en 
(/,/ +8,(1)1 entonces 
11 (y1) — 	2Y., 	2e 
Ahora sea D 	' )C, 	):n=i una particion 8, -fina de I, definamos 
s ,.(z) = f (z) si z es uno de los números 
a = xo 	v,_, 5_ I, 	x, 	5_í,, 	= h 
( I I 
Sobre el intervalo (x,_,,i,)c [i, — 8,(i,),t,) definamos s, (x) = f 	(x
'-' 




! f (x) — s f(x)!=
i
if (x) 	kx + 
Similarmente. 	sobre 	el 	intervalo 	(/,.x,)c (/, ./, + 8(t, )1 	definamos 
f(x)= f( 7--kr,+x,)j. por lo que. 
(x) — s, (x) = f (x) — 1( Q+ 	< 
2 ' 	' ' 
De allí que la función escalonada 	satisface [(x)— s 	e para todo x E l Pero como 
> O es arbitrario, concluimos que [ es una función regulada 
Observación 3.3:  Otra forma de probar el teorema 3 5 es la siguiente 
Prueba:  Como toda función continua sobre ! tiene límite en todo punto de entonces por 
el teorema anterior [ es una función regulada luego por el teorema 3 12 f es H-K 
integrable 
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Teorema 3.14: Si f / --> R es una funcion monótona sobre 1 entonces f es regulada y 
H-K integrable sobre / 
Prueba: Como toda función nionotona sobre / tiene limites laterales sobre todo punto de 




TEOREMA FUNDAMENTAL DEL CÁLCULO 
Antes de establecer el principal teorema de este capítulo es conveniente 
introducir alguna terminología que nos ayudará en la exposición del mismo 
Definición 4.1: Sea / = [a,11c R y sea F 1 ----> R 
a Decimos que F es una primitiva ( o antiderivada) de f sobre / si la derivada de F 
existe y F1(x)= f(x) para todo X E 
b Decimos que F es una a-primitiva de [sobre / si F es continua sobre ¡y si existe un 
conjunto nulo E de puntos de x E / donde F'(x) no existe o no es igual a f 
c Decimos que F es una c-primitiva de [ sobre / si F es continua sobre / y si existe un 
conjunto contable E de puntos de x E 1 donde F'(x) no existe o no es igual a f 
d Decimos que F es una f-primitiva de ¡sobre / si F es continua sobre ¡y si existe un 
conjunto finito E de puntos de X E 1 donde F'(x) no existe o no es igual a f 
Observación 4.1:  En todos los casos decimos que E es el conjunto excepcional 
Lema 4.1: Sea f ta,b1-+R, diferenciable y sea z cia,k1 Entonces para cada E > 0 , 
existe un 8 > 0 tal que 	(v) - [(u) - f' (z)(1,  - 11)1 e(v - u), siempre que 	y 
vi. k,,bin - , z + 5 ) 
Prueba:  Como f es difeienciable en z, existe 5 > OtaI que I f(x)- 	- f ,(:) < 
1 - Z 
para o <lx 	< , E [( 1,1 
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Si z = u, z = y la conclusión del lema es inmediata, por lo que supcndremos que ti<z 
f(v) - f (u)- 	- v)I-If (v) - f C-- )- 	 -- )(1,  - 1+11 (z) - f (u)- f ' (z)(= - u)I <y, entonces 
< c(v-:)+ c(.: - u) = e(v - u) 
La interpretación geométrica del lema 3 1 es clara, si los puntos u y y 
"encasillan z", entonces la pendiente de la cuerda entre los puntos (u,f(u)) y (v,f(v)) es 
casi la pendiente de la recta tangente en (z,f(z)) La conclusión del lema 4 1 falla SI los 
puntos uy y no encasillan a z, considere f (1).-- 1 2 cos—jr , para t # t) y f(0)=0, para t = O 
t 




n 	 n 	n +1 
1 	1 f(v) = - -,- cos(ff n) = , (-1)" 
n- n - 
1 	r 	1 f(u) = 	, cosbi + 07d= , 	„ ( Ir' 
(n + 1) - (n + lr 
 
(n-41-1)2 (—ir  — ni2(-1)11 4(n 1+ 02 + 
1 
, n - 
Así. 1 f (y) - f (u)1= 
  
  
Si se cumple la conclusión del lema. entonces 
1 	I 	1 	1 	1 „ + 	< - 	= 
(n + ly 	n2 	n n+1 	ii(n + 1) - 
pero esto es una contradicción ya que, 
1 	1 	1 _ _  
(n + 1)-, 
 
	n n(n + 1) 
Nos disponemos ahora a establecer la primera de varias de las versiones del 
Teorema Fundamental del Cálculo, que garantiza que la derivada de cualquier función 
sobre un intervalo I siempre es 1-1-K integrable, sin la imposición de hipótesis 
adicionales sobre esta derivada 
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Teorema 4.1: Sea f ra hi—> R con primitiva F sobre [a,hi, entonces f es H-K 
integrable y 
f f = F(h)— F(a) 
Prueba:  Dado e > O. sea la (5, función medidora como el Lema 4 1 y sea 
D={[x,_1 ,x,11, }:, una partición etiquetada (5!  -fina de [a , b] Como x,_, y x, 
encasillan a la etiqueta 1, , entonces 
( 4 1 ) 
F(x,)— F(x,_,)— 1 (1,)(x, — x,_, )1 e(x, — x,_, ) 
Ahora deseamos estimar la cantidad F(h)— F(a)— S( f ,D), para esto 
11 
hacemos uso de la suma telescópica F(h)— F(a)=I1F(x-,)— F(x „)1 y obtenemos 
11 
F(b)— F(a)— .S'( f ,D)=E[F(x,)— 17(x,_1 )— 1 (i,)(x, —x,_)] 
Ahora de la desigualdad del triángulo obtenemos, 
1F(h)— F(a) — S(1 ,D)1I11; (x,) — F(x-)— 1 (1,)(x, — x,) 
de la desigualdad (4 1) se sigue que el último termino esta dominada por la suma 
telescópica 
n 
ZE*(X , — X ,_I )= g(1) -- a), 
1=i 
como e > O, es arbitrario concluimos que f es H-K integi able y ademas 
f f = F(h)— F(a) 
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Podemos rescribir el teorema de la siguiente manera Si F[a,11-> R es 
diferenciable en todo punto de [a,11, entonces F' es li-K integrable y además 
f F' = F(b)- F(a) 
El proximo ejemplo a considerar es un ejemplo de una función no acotada la 
cual es una integral impropia según Riemann 
1 
Ejemplo 4.1:  Sea f(x) =—, , para x> O y f(0)=0 Mostraremos que f es H-K 
IN 
integrable sobre [0,1], con Í f =2 como se sabe del Cálculo 
Sea e> O, primero consideremos la función cerca del cero Si 0<x<1, 
entonces el área bajo la curva sobre [0,x] es 21/7 Si construimos la función 
medidora y tal que y(t) c (O, t), para todo t E (0,11, entonces cuando D es una 
particion etiquetada y -fina de [0,1], la etiqueta asociada con el subintervalo de D que 
Í 	) 	3 
contiene a cero es cero (teorema 8) Si y(0) = --,— , entonces 
16 16 
1 f (0)(x, - O) -2 \TX71 = 2 \rx7. <24!—.2  = -g- 
16 7 
siempre que [O, x 1 ] c y(0) Si 0<u<v 5_1, el área bajo la curva sobre [u, y] es 
217- 21-u- y si u __ z y, tenemos 
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Esto sugiere que definamos el conjunto  
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1 	2  
para 0<z, 	con Ez 
(2:)=  4 
Ahora 	supongamos 
que D = „ I ,) O 	n} es 8(z)— fina ,con 
1, ={x„x,+ ,1, O = x0 <x1 « x = 1 
Entonces i0 = 0, de la estimación hecha arriba, tenemos 
  
1S( f,  D)— 21= l{ f (1,)(x,,, — x,)— 2(‘F,7, — 
  









f (t yx,+ , 
\ 2 
1 	X1 ) 




2(V x,+ , — \17c,)1 
(X1+ - X ) 
/1 2 





Teorema 4.2: Si f [a ,11 —› R, tiene una e-primitiva F sobre [a ,b1, entonces f es 1-1-
K integrable y 
f 1 = F(h)— F(a) 
Prueba: Sea E =Ick Ikn=1 el coniunto excepcional para la e-primitiva E sobre [0,1], 
como E es un conjunto contable entonces es nulo, en vista del teorema 3 9 podemos 
asumir que Rch ) = O 
Definamos ahora una función medidora sobre fr[ci,b], sea e> 0y toE, sea 
(5,0) corno en lema, si / E E entonces / = ck para algún k E N , de la continuidad 
de F en c A , escogernos 6, (ca ) > O tal que 1F(z)— F(c, )i 5._ 
c 
2 	
para todo z E / que 
'+' 
satisface z — ck 1. 8, (ck ), con esto definirnos la función medidora 8, (/) sobre / 
Ahora sea D ={[x,_,,x,1; , una partición etiquetada 6, -fina del Si ninguna de 
las etiquetas pertenecen a E, entonces la prueba en el teorema anterior se aplica sin 
cambios Sin embargo, si ck E E es la etiqueta de un subintervalo {x,_,,x, } entonces 
iF(x,)— F(x,_i )— f(ck )(x, —x,_1 )11F(x,)— F(c1 )1+1F(c k )-17(x,_,) if(c,)(x, — x)i 
e 	e 	f. 
< 	+ 	-I- O = k + 	k+ 2Á+, 2 7  - 2 , - 
Ahora cada punto de E puede ser la etiqueta en más de dos subintervalos en D, 
por consiguiente la suma de los términos con /, E E satisface 
Z 
I,E/ 
F(x,)— F(x,_,)— f(t,)(x, — x,_1 ) 
op e 
< 	
2 k- '-I = e  
Por el lema, la suma de los términos con 1,1 E satisface 
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Z IF(x, ) — F(x,_, ) — f (I ,)(x, — x,_1 )1 EZ (x, — x,_, ) E(1) — a), 
r «I 	 i,11 
por lo cual cuando D sea a, -fina, tenemos 
tF(h)— F (a) — S( f . D),, 5.. e(1 +h — a) . 
y ya que E > O es arbitrario, entonces ¡es F-I-K integrable con 
i
f . = F (h)— F(a) 
Se sigue del teorema (TFC) que las reglas desarrolladas para calcular 
integrales de la forma usual utilizando antiderivadas se mantienen para la integral H- 
K En lo que sigue si f [a, h] -- > R , a<b definamos 1:f.—tí y f í =o 
Otro método común muy utilizado en el cálculo de integrales es el método de 
sustitucion o cambio de variables Podemos utilizar el teorema 4 I (TFC) para 
establecer tal resultado para la integral de H-K 
Teorema 4.3 	( Integración por sustitución) Sean 	f [ad)] —› R Y 
9 [a, fi] —> [a, hl di ferenciables Entonces 
In ::: f' = f (l'o q))9' 
Prueba: Por la regla de la cadena tenemos que ( f oq))' = ( f ' o 9)' y por el teoiema 
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Teorema 4.4:  Sean f, y f, diferenciables sobre 1 Entonces f,'1, es integrable sobre I 
si y sólo si fi f; es integrable sobre y en este caso, 
f f,' f; = fi(b) f2 (b) —  f2(a)1.2(a)— 
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Prueba:  Por la regla del producto tenemos que (f f,)' = f1 2 + f, , entonces 
t fi' f2 =E ( f2)—ti /21, luego 




LEMA DE HENSTOCK Y LAS INTEGRALES IMPROPIAS 
Una de las propiedades más importantes de la integral de Henstock-Kurzweil es 
la validez de los teoremas de convergencia de la forma hm f fk = f (hm fh ), balo / 	/ 
hipotesis mas generales que los válidos para la integral de Lebesgue que a su VC7 son 
mas generales que los tememas válidos para la integi al de Riemann I ,stableLeiemos 
estos teoremas más adelante, pero la principal herramienta utilizada para establecer los 
teoremas de convergencia es un resultado conocido como el Lema de Henstock, resultado 
que presentamos de inmediato para luego discutir algunas aplicaciones del mismo, antes 
de esto veremos la terminología necesaria para este fin 
Sea I =[a,b], una partición parcial etiquetada de I es una coleccion finita de 
parejas 
:I = {(1 „.. I ,) 1 	1 	n} , 
donde los { .1, } son subintervalos cerrados no traslapados de / y i, E 1,( no se requiere 
que Uf,  =1) Si yes una funcion medidora sobre / y 3 es una particion parcial 
etiquetada de 1, entonces 3 es y -fina , si /, e .1, c (1, -7(1,),I, + y(1,)), para i= I ,2„n 
Si 	3 es una partición parcial etiquetada de 1 y 	f I-->R. escribimos 
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n 	 n 
S( f ,Z5) =I f (t JP(.1,) para la suma de Riemann de [ con respecto a 73 , y si .1 =U.1 , , 
esci ibimos s f =Z JI  cuando f es integrable En el caso que D sea una particion 
1=1 
etiquetada y-fina de /este resultado coincide con nuestra definición previa 
Lema 5.1(Henstock):  Sea f I --> R integrable sobre / Para e > 0, supongamos que y 
es una función medidora sobre / tal que si D es una partición etiquetada y -fina de I, 
entonces [S'U, D)-- 5 fl<e Si Z's ={(t„./,) 1 1 ' 5n} es una partición parcial etiquetada / 
(cualquiera) de ¡tal que Z3 es y -fina, entonces 
is(l- 5,1<r. 
Donde .1 = U.I„ y 
,-1 
(52) 	 ±If (oe(/ ,)- 5,, fl. 2e 
,..1 
II 
Prueba:  El conjunto '—U 1, consiste de un número finito de intervalos disjuntos Sea 
K„ 	1 _..rn, la clausura de estos subintervalos Para 11> 0  la integrabilidad de / sobte 
cada K, implica que existe una partición etiquetada y -fina E, de K, tal que 
1-1  
' m 
Entonces D =`,1U E,U E2 U E,U U E„, es una partición y -fina de I Si 
11 
I  ' U'i, , entonces 
:=1 
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1S( f ,D)— j; fi= 
ni 
SU,)— j, f +Z(s(I,E,)- ID 
,.-.1 
< E , 
   
por lo tanto, 
III 
11 
1S(f,D)- f fl<e+ZISU,E,)— f  r 	 1, 	In 1.1 
Como q>0 es arbitrario. 	1. 1))— P <I 1 	como se deseaba 
Para probar la segunda desigualdad. sea '-'s y sea (t,../,) tal que 
fme(1,)— 1f O (<0) Entonces por la desigualdad (5 I) se tiene 
O «E(1-(1,)e(J,) — fi, n =Z 1.(1,)e(.1,)- I f 
, 
< E 
   
O --Zumeu,)-- $f =I :-  roJey,)— ff , 
< E 
   
por lo que se obtiene la desigualdad (5 2) 
El lema de Henstock afirma que si yes una función medidora sobre 1 tal que las 
particiones etiquetadas y -finas de / inducen una suma de Riemann las cuales dan una 
buena aproximación del valor de la integral sobre I, entonces cualquier partición parcial 
etiquetada y -fina induce sumas de Riemann las cuales dan buenas aproximaciones al 
valor de la integral sobre la unión de los intervalos en la particion etiquetada 
Veamos ahora algunas aplicaciones del lema de Henstock 
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Corolario 5.1:  Sea f 1 —> R H-K integrable sobre 1=kr,h1 entorces la integral 
r 
indefinida F(x) = 1 f, para a5x5h, es continua en , Ía,b1 
Prueba:  Sea c e [cl,b) probaremos que F es continua a la derecha en c Si e > O, sea 
8, la función medidora sobre / como en la hipótesis del lema de Henstock Definamos 
ahora una función medidora por 
1 
min{d, (i), It — c1}, á/ t E Í, / # c, 
2 
{ 	e mili Ó, (e), z 	\ , si i = c 
f(c)1-1-1) 
Ahora, sea O < h «S:(c) y sea D„ la subparticion (V: -fina consistente de los 




Se sigue del hecho de que h 5 7 -------\ , que 
f (c) + 1) 
F(c + h)— F(c) 
fe +11 
I f < 1(c) h+e<e+e=2e 
     
Como E > O es arbitrario, entonces F es continua a la derecha de c De la misma 
forma se prueba que F es continua a la izquierda de cualquier punto en (ci,h] 
Corolario 5.2:  Sea f 1 —> R H-K integrable sobre I Si f f = O, para todo c E [ad'', 
entonces I f 1 es H-K integrable con 
8: (1) 
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Prueba:  Note que si a<c<c1.1), entonces 
rf=tf-ff=0,  
sea E> O y sea y una función medidora sobre I, tal que 
f i f1=1S(1 ,D)l< e , 
siempre y cuando D=1,,1,1,".4 << y , por el lema de Henstock 
tif(1,)11(1,)_2e, 
,..1 
esto implica que I fi es 1-1-K integrable con 11 fi = O 
Concluiremos esta sección considerando la integral impropia para la HK integral 
Teorema 5.1( Teorema de Hake):  Sea f {a , 11 —> R H-K integrable sobre [c,b]para 
h 
todo a<c<b Entonces f es H-K integrable sobre [a,b] si y sólo si hm f f existe En este 
h 	 h 
caso f f . h
1 
m f 
<1 	( —)o'  
Prueba:  Para probar la condición necesaria, sea e > O y escojamos y una funcion 
medidora sobre [a,11 tal que 
1S(/,D)- 
siempre que D sea una partición etiquetada Para cada CE(a,b) existe una función 
medidora y, sobre [c,b] tal que 
1S(f,E)- f fH, 
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siempre que E sea una partición etiquetada 7-fina de [c,b] Podemos asumir que 
y,(1) c 7(t) para todo 	E [c,1,] Escojamos c tal que c e (a — y(a), a + y(a)) y 
(c — a)lf (a)l <e 
Supongamos que s E (a,c), sea E una partición etiquetada y, -fina de [N,b1 y sea 
D= EU {(a ,[a , sil Note que D « y por lo tanto 
1ff— f /kif f—S(f,D)1+1S(f,E)ffi+if(a)lis—al<3g, 
por lo que hm f = A 
Para probar la condición suficiente, sea {ck k = 0,1,2 } c (a , bi tal que 
co = b, ck > ck+i y ck —> a Tomemos una función medidora 7, sobre [cc01 tal que 
o 
,d) — f J1<—
E  , siempre y cuando D sea una partición etiquetada 7, -fina de [c1 ,c0  
2 
Para k ?_ 2 tomemos una función medidora 7k sobre [ck ,ck _2 ] tal que 
I 2k 
siempre y cuando D sea una partición etiquetada 7k -fina de [ck  9Ck-21 Escojamos N tal 
que 1,1— rf < e para a <s <cm y if(a)1(cm —a) <e Definamos ahora una función 
medidora 7 de la siguiente manera 
{(-00,cm ), sil =a 
7(1)= 71 (0 n(cpc0), .s, c1 <I <co 
yk (i)n(ck ,ck _2 ), .vi ck <i _ck _,,k ..2 
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Supongamos ahora que D =1,,1,11: 1 « y Para cada k sea Dk el subconjunto de D 
cuyas etiquetas están en (ck ,ck _, 1 (sólo un número finito de los Dk son no vacíos y no dos 
de los Dk tienen elementos en común) 
Sea Jk la unión de los subintervalos pertenecientes a Dk, por la definición de 
y, cada Dk « y„ .11 c (c,,ca l y .1*  c (c,,c,_,) para k 2 Por el lema de Henstock 
—27 
note que si (x, K)es tal que el subinteivalo K =ra,d1, es el subintervalo en D que 
contiene a a, entonces la etiqueta asociada con K puede ser a, es decir a=x (Asuma que 
a<x, entonces u <c, <X pala algún k y Aehc (‘ — y(A),A + y(x)) c (ch ,ek _,), esto es 
imposible ya que u e h Así, 
lA — su ,D)1.11 ((1)le(K) + t ( f / — S( f , Dk ) 
rs +141— I /<E+L-4-e=3E 
I 	k=1 2k 
   
De este resultado podemos concluir que la 1-1K-integral no posee integrales 
impiopias sobie Intel valos acotados Piobaremos más adelante que esta situación es 
similar para intervalos no acotados Esta particularidad de la HK-integral entra en un 
contraste muy agudo con la integral de Lebesgue y la integral de Riemann puesto que 
para ambas integrales existen integrales impropias 
Emplearemos ahora el teorema 5 I para obtener el criterio de comparación para la 
existencia de la integral 
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Corolario 5.3:  Sean /,g [a,b]---> R con i*g en [a,b] Supongamos que t es 
absolutamente integrable sobre [c,b] para a<e_b 
0 Si f es no negativa, entonces j es integrable sobre [a,b] si y sólo si 
lif a <e b} es acotado 
ii) Si g es interiable sobre [a , h] , entonces / es integrable sobre [a , bl 
Prueba:  
i) Note que la funcion c --> i ¡es decreciente en kblentonces por el teorema 5 I el 
resultado es inmediato 
ii) Sean F(.$) = fi y G(s) = fi  g, para a<sb, por el teorema 5 I, es suficiente 
pi obar que la función E satisface el criterio Cauchy cerca de a 
Para a<s<t, 
IF(/)— F(s)I ni! .. ig =G(/)—G(..$), 
por el teorema 5 1, la funcion G satisface el criterio de Cauchy cerca de a, por lo tanto f 
es integrable sobre [a,b] 
Ejemplo 5.1:  Para peR, sea J(i)=i", O t 5. I Para O < c < I y p#I, 
1 o 	(l — cP+1 ) 1 = 	 
(P 4-1 ) 





por el teorema 5 I Para p=- I, tenemos 
i/ -2 In c , 
por lo tanto ('no es HK-mtegrable sobre [0,1] por el teorema 5 I, Así, t" es mtegrable 




LA INTEGRAL HENSTOCK-KURZWElL SOBRE 
INTERVALOS NO ACOTADOS 
Consideraremos ahora funciones a valores reales sobre inteivalos no acotados 
y definiremos su integral, esta definición se pudo haber dado anteriormente, ya que 
existen pocos puntos donde necesitamos consideraciones adicionales al tratar con 
intervalos infinitos, pero es más conveniente comenzar el estudio de esta integral 
sobre intervalos compactos 
Supongamos que 1 es cualquier intervalo en R, I 1—>1? y que deseamos 
definir la H-K integral de f sobre / Extenderemos la definición del a R, definiendo 
f(t)=0 para 1 E R—I y entonces la integral de esta extensión sobre R nos daría una 
definición de la integral de f sobre / Así, necesitamos solamente considerar la 
definición de la integral para funciones / R—>R 
Si deseamos extender la definición de la integral para funciones f R—>R, la 
primera cosa que debemos considerar son los conceptos de partición y partición 
etiquetada de R 
Una partición de R es un número finito de subintervalos cerrados, en el sentido 
topologico, no traslapados cuya union es R, por lo tanto al menos uno de los 
subintervalos debe tener longitud infinita Una partición etiquetada de R es una 
colección finita de pares ordenados {(/„1,)1 1 m}, donde I!, 1 t ml es una 
partición de R y 1, e R, para cada i Si j I? —> R es una función estrictamente 
positiva y (1,,/,) es un elemento de una partición etiquetada donde 1, tiene longitud 
infinita entonces el término /(i, )/(/,) es infinito y la correspondiente suma de 
Riemann, para esta partición etiquetada también es infinita Si asociarnos la integral de 
una función positiva con el área bajo la curva de esta función, sería una situación 
indeseable 
Podernos "remediar" fácilmente esta situación considerando extender los 
números reales, para esto a R le adjuntamos los"puntos infinitos" + oo y — oo, como es 
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usual Denotaremos esta extensión por le y adoptaremos el siguiente orden y las 
propiedades algebi ateas en R • 
— 00 < x < c0 para todo x E R 
00 + 00 = CO 
— 00 + (-00) = —00 
x ± 00 = ±00, para lodo x E R 
para x > O 
x(±- 00) = -Tm, para x < O 
Observación 6.1:  La más importante convención concerniente a la aritmética en R * es 
la regla 
0(±:10) = O = (±00) = O 
la cual es fietaentemente utilizada 
Nos referiremos a los intervalos de la forma [— 00,4 [a,00], [— 00,001 corno 
subintervalos cerrados de R* y además llamaremos a los intervalos de la forma 
[— a,00),(a,001 subintervalos abiertos de le Para intervalos no acotados / como los 
descritos arriba, se tiene que 
1(1) = 00 
Sea / un subintervalo cerrado de le Una partición de / es una colección 
finita de subintervalos no traslapados de / cuya unión es / y una parición etiquetada de 
/ 	es una colección finita de pares ordenados I 3 = {(i ,, 1 ,) 1 ._ _ i _. ml tal que 
{/, 1 5_. i m}es una partición etiquetada de / y i, e 1, para cada 1 Como en el 
capitulo 2, nos referiremos a los subintervalos 1, como los subintervalos de D y a los 
i, como las etiquetas asociadas con 1, 
Si / es cualquier subintervalo de Ry f I —> R, siempre asumiremos que f es 
extendida a R• por ¡(1) = O para 1 e R • —1 Si / es un subintervalo cerrado de R. 
f 	I --> R y D = {(t,, /,) 1 .5. 1 m} es una parición etiquetada de /, la suma def con 
respecto a D está definida por 
S( .1 ,D) =  
,=1 
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Note que aunque sea ± oo la etiqueta asociada con el intervalo de longitud 
infinita, entonces S( f , D) esta siempre bien definida y es un número real debido a la 
condición 
0(±00) = O 
Una función medidora y sobre I c Res una función en ¡ tal que 7(1) es un 
intervalo abierto que contiene a t 
Si D = {(t 1,) 1 1 r/z/es una partición etiquetada de I y y es una luneion 
medidora sobie I, decimos que D es y -fina y escribimos D « y , si 1, E 1, c y(/,) 
para 15.1171 Note que si 7(1) es un intervalo abierto acotado para todo teRnI, 
entonces la etiqueta de cualquier intervalo no acotado en una partición y -tina de D de 
/ debe ser ± 00 así la suma de Riemann de cualquier función f / —> R con respecto 
a D esta bien definida 
Estamos ahoia en posición de definir la H-K integral sobre un subintervalo 
cerrado arbitrario I de R • Primero el Lema de Cousin a intervalos no acotados 
Teorema 6.1:  Sea I un intervalo cerrado en le y y una función medidora sobre I 
Entonces existe una partición etiquetada y -fina de / 
Prueba: Consideremos el caso / = [a,o0] y sea y(00) = (b,001 Si b<a, tenemos 
D = {(00,1)} Si b a existe una partición etiquetada y -fina Do de ki,b+ 11 
Entonces D = Do u {(00,[b + 1,0]} es una partición etiquetada y -fina de I Los otros 
casos de intervalos no acotados son similares 
Procederemos ahora a definir la H-K integral para un subintervalo cerrado 
arbitrario/de R• 
Definición 6.1: Sea/un intervalo cerrado en R • y sea f 1 —÷ R Entonces f es I l-K 
integrable sobre I si existe A E R tal que para todo E> O existe una función 
medidora y sobre 1 tal que 1S( f ,D)— A <E siempre que D sea una partición 
etiquetada y -fila de I 
Como en el teorema 2 2 es fácil establecer que el valor de A en esta definición 
es único y bien definida por el teorema 6 1, también adoptamos la notación 
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A= fi =if (t)cli Si I = 	.[—co,a], 1 = ce ,col, algunas veces escribiremos 
fi = f f(fi,Li) 
Veamos ahora un ejemplo que ilustra esta definición 
Ejemplo 6.1:  Sea (i) = 1„ para 1 I Mostraremos que íes integrable sobre 
con 	f f =1 Sea ¿ > O, definiremos una función medidora sobre [1,04 tal que y (1 ) 
es acotada pata todo / E [1,001 , esto obliga que la etiqueta de cualquier intervalo no 
acotado en cualquier partición etiquetada es +00 Si definimos  
e 
I 	1 	c tenemos [w,00] c y(oo), entonces f (00)1([w , co)) — - - = - < - (Note que el área balo w w 






partición etiquetada, queremos estimar 
 
( Nuevamente el área 
   




1 	l 	Z 2 11 1 	1 I 	- // 	I 	1 
) /,/ v 1 Z lu vi 7. V U 
Considel ando los casos Luando uy — z 2 es positivo o negativo Supongamos ahoia que 
	
D = {(i,, 1,) 1 	ml es una partición etiquetada de [1,00]con 
/, = [x,,x, xo  = 1, x„, = 00, i„, = 00 De la desigualdad anterior y del hecho de que 
1 	111-1 	1 
l+ = (— + ),tenemos 
1,1 	x,_, 	x, 
1 	IT-Nin-1 I 	 1 	.11  <  1SU , D) — 11 f (00)1(1 „,) 	)1 + 	(x x,) —1 	E 1 + -) x,,,_ 1 	1 2 	1, 	x,_, x, 
Si definimos y(t) = (1 — - ,1 + ) y asumimos que D « y , tenemos que 4 	4 
Y 
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e 	111-1 u 	1 
g 	in-1 	I 
c = - + —(1 — -- I ) < E 
2 2 x„,_, 
Las propiedades básicas de esta integral establecidas anteriormente Y 
particularmente el Lema de Henstock se verifican para la integral sobre intervalos no 
acotados 
Como vimos en el caso de los intervalos acotados, mostraremos que no existen 
integrales impropias sobre intervalos no acotados 
Teorema 6.2:  Sea f Ea , co]=1-41? 1-I-K integrable sobre [a , bl para todo a<b<co 
Entonces les H-K integrable sobre / si y sólo si hm f = A existe y if = A 
h—*oo z 
Prueba: Sea e > O, supongamos que f es 1-1-K integrable sobre I, existe una función 
medidora y sobre / tal que S(f ,D)— j/ <, , siempre que D sea y -fina Para 2 
I E a <c < co existe una función medidora y, en [a,c] tal que I S(J,E)- 	— 
I 	2 
siempre que E sea una partición etiquetada y -fina de [a,c], podemos asumir que 
y ,(1)c 7(1) para todo 1 e [a,c] Sea y(00) = (T,001, para c>T, sea E una partición 
etiquetada y, -fina de [a,], sea D= Ey {(00,k,o0D} Entonces D es y -fina y 
1 ft — f
I 	
S(1 ,19 )HvS(1 	Sí+ 	 2 2 = E , 
por lo tanto, hm f 
Supongamos que 	I  f = A, escojamos una sucesión {cí } tal que 
a =c0 <c l < 	y c. / ---> co Escojamos una función medidora yo en ko , cd tal 
que 
IS ( f , D) — f < 
9- 
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siempre que D sea una partición etiquetada y,,-fina de [co ,c, ] Para k 1, esLojamos 
una (unción medidora y k en ki_1 ,ck+11 tal que 
S(f , D)— I" f i < --6---- 
2" 2  A-1 
siempre que D es una partición etiquetada yk -fina de Eck _i , ck+, I y N tal que b c A  
con lo cual 
f f — A 
Definamos ahoi a una función medidora y en / por 





-.. 	1 	.. 	C L-1-1 ,  
i <C1  
k= 1,2, 
y supongamos que D = {(i,, 1,) I 1 _. ni } es una partición etiquetada y -fina de / 
Asumamos que 1„, -.1a,co] es el intervalo no acotado en D, note que i =coy 
c., <a Para k __. O sea DA el elemento en D cuyas etiquetas están en [ck ,cA+, ] Por la 
definición de y cada DA es yk -fina, si ", es la unión de los subintervalos en DA , 
entonces J„ c [co ,c i l, pata k I Poi el Lema de llenstock 
¿ 
1 S(.1,DA) — f I 1. 7 k+2 L 
Por consiguiente, 
I 
1 A—S(f,D)11.4-11+ fx, f — S(J, D) 
, . 	. i 	r  
+1 j f — Z S( f ,DÁ ) -F i (C0)1( l „I )1 




Z 	= E 
k=0 2+ 
Por supuesto que lesultados análogos se obtienen para integrales sobre 
intervalos de la forma [— 0;4 [— oo,00l Utilizando este teorema podemos obtener un 
corolario análogo al corolario 5 3 
Corolario 6.1: Sea f [ci, col = / .—> R H-K absolutamente integrable sobre klil para 










i) Si ¡es no negativa,/ es H-K integrable sobre / si y sólo si, 
suplí/ a < b < 0.4 < oo 
, 
ii) Si g I —> R es no negativa y H-K 	integrable sobre / 
O), 	para todo i E / , entonces 1 es H-K absolutamente integrable sobre / 
	
1 	 , 	(b-p+I -1) Ejemplo 6.2:  Sea peR y sea _RO = , paral0 Entonces I j = 	, i' 1— p 
para p 1, .si p=i. t j = In b 
Así del corolario 3 8 se sigue que ¡es H-K integrable sobre [1,00] si y sólo si p>1 
Proposición 6.1  Sea f [1 , 001—> R positiva, decreciente y H-K integrable sobre [1,b1, 
para todo 1 <b <00 Entonces la integral 	f i = A, existe si y sólo si la serie 
CO 
I f(k)=S es convergente, en este caso A5S<A+J(1) 
Á.: 
Prueba: Para 1 x / + 1, 1(1+1) 5 1(x) 5 1(1), así f (1 +1) 5_ r I 5_ 1 (i) y 
, 
Z Ri +1) .5- I' 1 Z /(i) 
si n —> co, entonces 
S— ¡(l) A S 
Veamos otro ejemplo que ilustra la convergencia cóndicional de la integral 
se Ejemplo 6.3:  La integral f -nl—dt existe En efecto, integrando por partes se tiene 
í 
r sem 	cosí ,h 	Sc  os/ 11 - j 	d/ J 	1 	 1 12 
la función cosí es 1-1-K integrable sobre {1,00}, por el corolario 6 1 (ii) y el ejemplo 12 
cosb 	 seni 6 2 con p=2 De allí que, hm -- = O con lo cual del teorema 6 2 la integral de 1,,,, b i 
sobre [1,4 existe 
senl Sin embaigo, iI f 	di no existe, en electo, 








Consideremos la integrabilidad absoluta para la I-I-K integral Recalcamos que 
la I-I-K integral admite funciones condicionalmente integrables, daremos ahora las 
condiciones necesarias y suficientes para integrabilidad absoluta, estas condiciones 
involucian la variación de una función 
Definición 6.2: Sea / [a,b]—› R, si 7r ={a = x0 <x1 « X „= b} es una partición 
de [a ,b1, la variación del sobre ir es 
II- 
var( f 7r) =lit (x,)— f 
i=0 
y la variación de / sobre [ti,b1 es 
Var( f [a,b1) = sup var( f 7r) 
donde el supremo se toma sobre todos las posibles particiones Ir de ki,b1 Si 
Var(.1 [a,b]) <00 , 
se dice que tiene variación acotada 
Para los lectores que no están familiarizados con la definición y propiedades 
de las funciones con vat ¡ación acotada iefelimos el libro Introduction to Gauge 
integral 
Teorema 6.3: Sea / = [a,b1, con —00<a<b<00 y .f 1—>1? H-K integrable 
sobre / Sea F(x)=ff, 	 la integral indefinida del Entonces Jj es H-K 
integrable sobre / si y sólo si F es de variación acotada sobre / En este caso 
Var(F I) 
Prueba:  Sea V = Var(F I) Si if es H-K integrable y a = xo <x1 < <x, = h es 
una partición de I, entonces 
ZIF(x,)-F(x,_1)1Z 




Para la condición suficiente asumamos que V <00 y sea e > O Existe una 
  
p ,donde partición P = {a = ,r„ <x1 < < 	=h} del tal que, 
 
   
   
K =[x,_,,x,] Note que si 	= {a = yo < y, « y,,, = h} es un refinamiento de Id 
partición P Y 	L, = [y , y 	entonces, 
 
(1) V -E 
1,1 
Sea funeion medidora y, en / tal que S(J,D) Ji — <E , siempre que D sea 
   
una 	partición etiquetada 	y, — fina de / , por el ejercicio 3 1, si 
D = 	, , .1 ,) 1 5 	p} « y , entonces 
±{11(1,)11(«J 
Sea 	una función medidora y en / tal que 7(í) c 71 (i) para todo 
	
E I, y(i)c K, y 	y(x,) c (x „v) donde 	x-i = 	xn+1 = 	Si 
E = {(z „I ,) 1 	5_ q} es una partición etiquetada y -tina de 1, entonces existe una 
partición etiquetada y -tina E' = {(z , 1 ,1 ) 1 	r} tal que la partición {/: 1 	r} 
es un refinamiento de {K, „ K „} y tal que S(I E) = 	f E') En efecto, por la 
definición de y, podemos tomar 
E'= 	„ 1 , n K i ) 1 5_ 15 ci,1 5_ 	n, ¡ 0 n K 
Observe la figura 
// 
fib—Z—'111 
X1-1 a 	 x, 





    
    
    







IS(11 1 1, E) — V 1= IS(II I, E') ±l 
1.1 
  
st — 	2e + e  
 
  
Consideremos el caso cuando el intervalo / es no acotado 
Teorema 6.4: Sea / = [-- 00,4 b <00 y J / --> R H-K integrable sobre 1 Sea 
E(x) = 	1 para — 00 <x < b Entonces 1/1 es I-I-K integiable sobre I si y solo si F 
es de variación acotada sobre 1 En este caso, 
I = Var(F I) 
Prueba:  Para — 00 <a <h, sea Fa (x) = f f para a 	y yca = f por 
consiguiente F(x)= F„(x)+ c„ para a 	b 
Supongamos que 1 /1 es H-K integrable sobre I, si — < a < b , entonces poi el 
teorema 6 3 tenernos que 
f 1= Var(E„ [a, b]) = Var(E [a,b1) 




Supongamos ahoia que F es de vai 'ación acotada sobre I Si - CO <a < b , 
entonces por el teorema 6 3 
f fi= Var(E„ [a,b])= Var(E [a, h]), 
por el teoiema 3 18 
Val' (E I) = hm Val (E [a,1)]. hm P/1=Ifl, 
<1J 
los casos cuando / = Ea,+00] o [-00,+001 se tratan de forma similar 
Como consecuencia de estos dos últimos teoremas se obtiene el siguiente 
resultado el teorema de comparación para la integrabilidad absoluta 
Corolario 6.2:  Si 1 un subintervalo cerrado de R• y si f ,g I ---> R son funciones 
H-K 	integrables sobre 1 con 1 f (i) g(1), para todo 1 E 1 Entonces f es H-K 
absolutamente integrables sobre I con 
11/1 - 	íg 
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Prueba: Si xo <x1 <x, « x„ con x, e / , entonces, 
y por los teoremas 6 3 y 6 4, se obtiene el resultado deseado 
6.1 Propiedades de la integrabilidad absoluta. 
Teorema 6.5: Si f ,g 1 —› R son funciones H-K absolutamente integrable y si 
C E R, entonces cf y f + g son H-K absolutamente integrables 
Prueba: Como f y 7 son H-K integrables sobre , la primera afirmación se obtiene 
del hecho de que •cr(x) = I i(x), para todo x E / Ahora, como 1 /1 y 	son 
integrables sobre I, entonces 10- 	es H-K integrable sobre I , luego poi la 
desigualdad del triángulo tenemos que 
7 -Egl-71±1g1,  
y por el corolario, f + g es H-K absolutamente integrable 
Teorema 6.6:  Si/ es H-K integrable las siguientes afirmaciones son equivalentes 
a l es H-K absolutamente integrable 
b Existe w H-K absolutamente integrable tal que (x) w(x) para todo x e I 
e Existe a H-K absolutamente integrable tal que a(x) f(x) para todo x / 
Prueba:  
a 	h inmediato solo basta hacer w=f 
a Note que I = w—(w— f)y como w-f es integrable w— f ?_ O entonces w-f 
es H-K absolutamente integrable y por teorema anterior / es H-K absolutamente 
integrable 
Dejamos como ejercicio al lector la demostración a <=> 
Corolario 6.3: Si f es H-K integrable las siguientes afirmaciones implican que f es 
absolutamente integrable 
a / es acotada superiormente en / 
b / es acotada inferiormente en / 
e les acotada en / 
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Definición 6.3:  Sean /,g I —> R 
a Definimos el máximo de fyg, denotado por fyg o max {/ ,g} de la siguiente 
manera 
(J y g)(x) = max{ f (x), g(x)} , para todo x E 1 
b Definimos el mínimo de l y g, denotado por f Ag o min{f,g} de la siguiente 
manera 
(1 A g)(x) = min{1 (x), g(x)} , para todo x E / 
L Definimos la parte positiva y negativa de 1, denotada por 1' y 1 - respectivamente 
por 
j+ = f v0 y J - =fA0 
Teorema 6.7: Si 1 es una función 1-1-K integiable las siguientes animaciones son 
equivalentes 
a /es absolutamente !meg' able 
b f  y/ son H-K integiables 
e f.' y/ - son H-K absolutamente integrables 
Prueba:  
a 	h De' la identidad f 1 /jy del teorema 3 1 se tiene que r es H-K 
integrable 
b = c Como r .__ O y f - O, entonces r yr son absolutamente integrables 
c. 	a De la identidad i / = f + + 1 - y el teorema 6 5 es absolutamente integrable 
Teorema 6.8: Si f y g son funciones H-K integrables entonces las siguientes 
animaciones son equivalentes 
a fyg son funciones 1-1-K absolutamente integiables 
b / y g es H-K absolutamente integrable 
e ing es ll-K absolutamente integrable 
Prueba:  
1 r 
a 	b 	De la identidad 1 y g = L/ + g +11 — gl y como ! 1 — g 
' 	2 
es 1-1-K 
absolutamente integrable por el teorema 6 5 / y g es 11-K absolutamente integrable 
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h 	a Como ¡,g 5 1 vg entonces poi el teorema 6 6, / y g son funciones 1-1-K 
absolutamente integi ables 
a 	c Como 1 Ag51,g, entonces por el teorema 3 1 f y g son funciones H-K 
absolutamente integiables 
Teorema 6.9:  Sean f,g,a,co 1-1-K integrables, 
a Si f5_0) y g 5_ co entonces fyg y fng son H-K integrables 
b Sia5.j y a 5_ g son H-K integrables 
Prueba:  
1 r 
a De la identidad f v g = 1.1 + g +1,1 —g] y como j v g co, entonces 
2 
051—gi=21vg—f—g5.2co—f, 
luego por el corolario tenemos que i1 — gl es H-K integrable, por lo que fyg y 
/ A g son H-K integrables 
b Como a f yg y aplicando un razonamiento similar al anterior se tiene que 
1 f —g5_ 1 + g-2a , 
luego 1 vg y f Al; son 1-1-K integrables 
Observación 6.2:  En contraste con la integral de Riemann y la integial de Lebesgue, 
si fyg son H-K integrables no siempre fvg y 1 ng son 1-1-K integrables Por 
ejemplo, si f es 1-1-K integrable condicionalmente entonces r y 1 - no son 1-1-K 
integrables Así, si 
sem 
RO= i 
, para 1 E [1,+00], entonces 14 y 1 - no son 1-1-K 




TEOREMAS DE CONVERGENCIA 
Definición 7.1:  tina sucesión {Jk }de funciones sobre un intervalo / a R se dice que 
converge uniformemente sobre I a una función / si para todo e> O existe K, E IV tal 
que si k _•_ K L y xE/ entonces 1 h (x) - 1(x) < E 
La convergencia umfoi me es una restricción muy fuerte pero sigue siendo un 
modo de convergencia importante Recordemos que si una sucesión de funciones 
Riemann mtegrables sobre un Intel valo compacto / converge uniformemente sobre / 
a una 'unción f entonces / es Riemann mtegrable sobre / y if = hm S Ji  probaremos 
ahora la generalización de este resultado 
Teorema 7.1: (Teorema de convergencia uniforme) Si {f k } es una sucesión de 
funciones 1-1-K integiables que convergen unifoimemente a f sobre / 41,11. 
entonces f es H-K integrable y 
Ji = ',12 iik 
Prueba: Dado e> O, existe K, E N tal que si k_1(,. y x E 1 entonces 
f k (x)— /(x)1 e Por lo que, si h,kK„ entonces 
— 2E 5 Jh (x)— Jk (x) 5_ 2E , para x E [a , /31 
luego, 
I," 
S(1 	S(1,0=ILIfÁ(le) — (1,)y(1,) 
1,=1 
1(1,)5_ it1(1,)= (b- 




- 2E(b - a) ifh - If k 2E(b - a), 
.2E(17 - a) y como e > O es arbitran°, la sucesión (if k ) es de de donde If k — 
   
Cauchy en R por lo tanto converge a un número A E R 
Mostraremos ahora que f es H-K integrable con integral A, dado t. > O y 
Kt como antes, si D=It„1,1:1 _, es cualquier partición etiquetada de / y 	K L 
entonces, 
Ahora escojamos un número fijo r K„ tal que .í.fr — A < , sea 8, una 
  
lunción medidora sobre / tal que JJ — S( j„ D) e siempre que D sea 	-fina 




como e > O es arbitral lo entonces f es l-I-K integrable y II = A 
Teorema 7.2: (Teorema de convergencia monótona) Sea {fk } una sucesión 
monotona ( sucesión que es creciente o decreciente ) H-K integrable y sea 
(x) = hm fk (x) para toda x e I = [a ,b] Entonces f es H-K integrable si y sólo si la 





Prueba:  Discutii emos el caso de una suLesión de funciones decientes 
()Si f es I-I-K integiable y como /,(x) /4 (x) 	 f (x) para toda x E , 
entonces la sucesión (J/4 ) es creciente y acotada 
()Sea A = 	k E N, por lo que la sucesión (j/4  ) converge a A Sea F. > O 
y sea r E M tal que —
I 
< E y 
O 	A - r < 6 
Ya que /4 es I-I-K integrable, para cada k E N existe una función medidora 
8, sobre / tal que D es una partición 84 -fina de /, entonces 
S(f 1 ,D)- f 
Por otro lado, como f (x)= hm jk (x), entonces para cada x E / existe un 
entero k(x)?._ r con, 
(7r 0 O 5_ /(x)- f k(r) (x) < 
Ahora definamos (V, (1) = 84( , )(1) para 1 E 1, por lo que .55L es una función 
medidora de 1, utilizaremos una función medidora para probar que jes 1-I-K integrable 
con integral igual a A Así, si D=11,41, es una partición 8, -fina del, deseamos 
probar que 1S(J,D)- Al es conveniente pequeña Por la desigualdad triangular 
tenemos que 
,D)- 	E 1 (11 )1(1 ,) -Z 0, )(1 ,)/(1,)1+11«,, )(1,)1(1,) -Zi.  k(1 I +[5- f 	 _A ,1 	, 	I 
(denotemos esta suma por (R.  2) 
be la desigualdad (Ir I), tenemos que 
1.1 	 E 	11=1 	 1.1 
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1Z.1(1,),(1,)-Zi k(1,)(11) 11(11) 5 Ze1(1,) = 5.(b a)  
1=1 	 1=1 	 1=1 
   
además, k(t,)(11)1(1,) — Z I I k(t,) 
1=1 	 1=1 	' 
5- 	/( 1,)/(/,) -- 	fk(,,) (ff 3) 
1,1 
 
Para estimar esta suma, sea s = max{k(i1 )„ k(i„ )1 r, notemos que la Suma 
finita (ir 3) puede escribirse como una suma iterada la primera sobre todos los 
valores de i tal que k(t,)= p, para algún numero natural p r y luego sobre 
p = r, s Considere todas etiquetas 1, con k(/,) = p, para p fijo Cada subintervalo 
1, correspondiente esta contenido en la bola cerrado con centro t, y !lidio 
(1,)=81,( (1,)= 
	Por 	consiguiente 	la 	colección 	de 	parejas 
k(1,)= p} forma una subpartición di, -tina Entonces por el lema de lienstock 
tenemos que 
Z!fh( ,, ) (1,)1(1,)- 11 01 	211,, 
Si sumamos sobre p = r„.s encontramos que el segundo término en (71- 2) 
está dominada por 
1 	I 	 U.1 	I 
< = E -- 	 < E p-i 	p- y 	2 r-Z 
p= 
Estimaremos ahora el tercer término en (7r 2) , como la sucesión es creciente y 
/ 5_ k(/,) 	s ,entonces /, 	f k/ ,,) 	is con lo cual 
JJrJt k (1, ) 	J, 




A— ¿ 5_Z1 f ko,) 5_ A 
1=1 	' 
por lo que el tercer término en la desigualdad (2r 2) , está dominada por e, 
combinando esta tres estimaciones concluimos que si D es 8, -fina entonces 
IS( f ,D) — A! (b — a)e.  + E-FE= (b — a + 2)c 
y como e > O es arbitrario, entonces/ es integrable sobre / con integral A = hm I f k  
Veremos ahora un resultado que es utilizado cuando la sucesión no es 
monótona, el mismo fue probado por Pierre Fatou (1878-1929) Para la integral de 
Lebesgue, pero antes necesitaremos probar el siguiente lema 
Lema 7.1 :  Sean f k ,a dos funciones H-K integrables tal que 
a(x) 5_ f A (x), para x E I,k E N, 
entonces inft/k 1 es una función 1-1-K integrable 
Prueba: Como a (x) I i (x) entonces el mi{i), } existe y además es mayor o igual a 
a Si k E N, sea ip, = 1, A /2 A A f k , por el teorema 6 9 e inducción matemática 
tenemos que i/J k es El-K integrable Más aún, la sucesión (1u, ) es decreciente y 
converge a inftfk 1, pero como lyik la , el teorema de la convergencia monótona 
implica que hm 1,v x es H-K integrable, de allí que inf tik 1= hm y k , con lo que se 
prueba la afirmación del lema 
Lema de Fatou:  Sean f k ,a dos funciones H-K integrables tal que 
a(x) 5 f k (x), para X E I,k E N, 
y que 
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hm inf ii, < oo 
k --> Go 
entonces hm mí' f h es H-K integrable y k -.0 
-oo < Slim Int' / A 	lim inf If j, <co 
Prueba: Si 9h = in11/„, ni ? k,m E N} para k e N, entonces el lema anteliot 
implica que 91  es H-K integrable, ahora como a(x) .5_ 91 (x) f l (x) , pata 
x E I,k e N entonces 
la 19k .- Iik 
por la muy conocida propiedad del límite inferior (ver A modern Theory of 
integration), tenemos 
la 	hm inf I9k hm int' III, 
Ahora (9,, ) es una sucesión creciente que converge sobre I a 9 = hm inf JA' 
por consiguiente esta última desigualdad implica que la sucesión creciente (19k ) es 
convergente y por lo tanto acotada, entonces el teorema de convergencia monótona 
implica que 9 = hm 91  = hm inf f,, es H-K integrable y que 19 =hm 191 ER , si 
utilizamos la desigualdad hm inf Ifk < oo obtenemos la desigualdad 
— 00 < Slim inf j k 5_ hm int I j k < oo 
k-,..3 
El próximo resultado es una extensión a la integral generalizada de Riemann 
de un teorema probado en 1908 por Lebesgue 
Teorema 7.3: (Teorema de Convergencia Dominada). Sea (fk ) una sucesión de 
funciones H-K integrables con f (x)= lim f Á (x) para todo x e / = [a,b1 
Supongamos que existe l'unciones cr, (o 1-I-K integrables tal que 
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a(x) f,  (x) w(x) , para xE I,k EN, 
entonces f es H-K integrable y 
11 = p_r+u 11, 
Prueba: Por hipótesis tenemos que 1 (A) = hm / k (X) = !muní fk (x) E R , para todo 
‘ E / De la desigualdad a (x) 5_ ¡ , (x) S w(x) se tiene que 
fot S I f I, 5 lo , para k E N , 
de donde hm inf 1/1 Y hm sup if k están en R, entonces el lema de Fatou implica 
que ¡es l-l-K integrable y que 
I f 5 hm inf Ifk  k_.. 
Si aplicamos el lema de Fatou a la sucesión 
hm inf(—, ) = — hm sup , entonces concluimos que 
— 1' = l(— f ) S IALT l(—f„)= — hm sup 1 fk , 
de donde inferimos que 
(— fk ) Y como 
hm sup lik 1/ , k -->o) 
combinando las desigualdades 1,/ hm inf Ifk y hin supi/k Ji , obtenemos que 
Si = Ik12 Si k 
Teorema 7.4: Sean 1k ,ak ,a H-K integrables tal que ak f k c t p sobre I, ak —› a 
c t p sobre y la, —> Ja, supóngase también que liminf Ifk < 00 Entonces 
hm inf I f , es H-K integrable y 
— 00 < Slim /4 	lim inf IJA < 00 k -w3 	Á--> 
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Prueba:  Sea hk = f k — ak O, por lo que O Ihk = if k — la k Juego 
O 5 liminf Ihk = liminf Ifk — lim int.  la í = liminf Ifk — la < 00 , 
por el lema de Fatou ( con a = O), tenemos que lim inf hk = liminf f k —a es H-K 
integrable y 
O 	Ilim inf fk — la = Pim inf lik liminf II; 
= lim int I fk — la <c 
como fa e R, se obtiene la conclusión deseada 
Teorema 7.5: Sean f k ,wk ,ca H-K integrable tal que f k a)k ctp sobre I, c a k  
c t p sobre / y 'cok —.> Iffl Supóngase también que — 00 < limsup ifk Entonces 
hm sup f k es H-K integrable y 
— co < lim sup I f k 11 im sup f k < GO 
k —>cn  
La prueba de este teorema se realiza con argumentos similares ala 
demostración del teorema anterior 
El siguiente resultado es una ligera extensión del Teorema de Convergencia 
Dominada 
Teorema 7.6: Sean ak ,a,jk ,cok ,a) H-K integrable y supóngase que 
a, 5 'A 5 (t)A e t p sobie / , que 1Á —> a , 'A —> 1 y ro, —> o> e t p sobre I y que 
S
a k —> Ja y IN k —> fo) Entonces / es H-K integrable y I f k —> if 
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Prueba:  Como ah 5 j, 5wh , entonces Iak 5 1 f k  5 .i cok, por lo que 
hm int' 1 fk hm 1 cok = Ico < co y similarmente — 09 <hm sup I fk , por el teorema 
anterior tenemos que f = lim f A es H-K integrable y 
— co < Ji km inf 1f k limsup I jk Ji < ce , 
de donde jf k --> p 
Teorema 7.7: Sea (1)  una sucesión de funciones H-K integrables tal que 
/(x) = hm 'A  (x) para todo x E 1 = [a , b] Entonces f es I-I-K integrable y 
I/ = hm Ifk  
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si y sólo si para todo e >o existe m, e N tal que si k ?._ m, existe una función 
medidora y, en / tal que si D es una partición y, - fina de 1 entonces 
!S( f k , D) — S( f , D)! E 
Prueba:  Probaremos primero que (Ijk ) es una sucesión de Cauchy Dado e > O sea 
nit como en la condición, asi si h,knit , entonces existen y„, yh< tales que si D es 
una partición etiquetada y„ -fina entonces IS( f,,,  D) — SU , D)1 e ,y si D es una 
partición etiquetada yh -tina entonces 1S(fk , D) — S ( f , D) <E Por consiguiente, ya 
que ¡A  f k son H-K integrables, existen funciones medidoras d„ y 8k tales que si 
I D es una partición etiquetada 8„ -fina entonces1S( f,,, D) — 111,1 t , y si D es una i 
partición 	etiquetada 	8A -tina entonces 	!S(jk , D)— I f k l .. e 	Ahora, 	sea 
rit 	= minty„, yk , 81„ 8k 1, por consiguiente, si D es una partición etiquetada 77 , - 
fina, tenemos entonces 
< Sf 1, — S (I 1 „ D) +1S (f i, , D) — (I ,D), +1S ( f , D) — S(ik, D)1+1S( fk , D) — SI A  
5*-1-e -l-e4-£ =46' 
! S fi, - jfk 
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Dado que E> 0, es arbitrario, la sucesión de ( J/ k )es una sucesión de Cauchy en R, y 
por consiguiente converge a algún número A E R 
Probaremos ahora que j es 14-K integrable y que lf = A Si E> O, sea mt  
corno en la condición, y sea krn, tal que f k 	— — A! < E Entonces existe una 
función medidora yk sobre ¡ tal que si D es una partición etiquetada yk -fina entonces 
1,S.( fi  ,D)—S(1,D)i_<_1, Ahora corno f k son H-K integrables existe una I unción 
mediodra81, tal que si D es una partición etiquetada c;;11 -fina 
entonces IS(jh ,D)— jf I E Ahora sea 4", = min{yk ,8k } se sihue que si D es una 
partición etiquetada ÇL -fina entonces 
1S(J,D) — .;S(1 ,D)— S(f k ,D) +S(fk ,D)— if k + 5_3E 
    
Corno e > 0, es arbitrario, entonces [es H-K integrable y II= A 
Sea E> , ya que Uf )—> 	, existe mt E N tal que si 	entonces Á 
, ahora como 	es fijo y ya que fk son Fl-K integrables existe una 
función medidora 8k tal que si D es una partición etiquetada 8k -fina entonces 
— S(fk ,D) e Ya que f es H-K integrable existe una función medidora 80 tal 
que si D es una N'alción etiquetada ()„ -fina entonces SI —S(1 ,D)1. E Ahora sea 
yk = min{80 ,8k }, poi lo que si Des una partición etiquetada yk -fina entonces 




EL PAPEL DE LA INTEGRAL DE LA H-K INTEGRAL EN LA 
ENSEÑANZA DEL CÁLCULO Y EL ANÁLISIS 
Tradicionalmente la enseñanza del Cálculo, en una variable, se centra en el 
cálculo de derivadas y antiderivadas y como utilizarlas en algunas aplicaciones A pesar 
de que se opta por iniciar el estudio de la integración presentado el concepto de integral 
de Riemann, se omiten las pruebas o demostraciones de la mayoría de los resultados 
teóricos A manera de ejemplo citamos los siguientes resultados 
"Si una función es continua es Riemann integrable" 
"Si una funcion, definida sobre un intervalo compacto, es monótona entonces es 
Riemann integrable" 
La omisión de estas pruebas es inevitable ya que las demostraciones implican el uso de 
la completitud de la recta, la continuidad uniforme en intervalos compactos y otras 
nociones que van más allá del alcance de los estudiantes de primer año No obstante, 
consideramos que es imprescindible que el estudiante sea inducido, a partir del primer 
curso de Cálculo, al tratamiento de resultados teóricos y no dedicarse exclusivamente al 
dominio de técnicas y algoritmos, dado que este tipo de formación puede convertirse en 
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un obstáculo para los estudiantes que necesitan tomar cursos de Análisis Matemático y 
adquirir conocimientos sobre feoría de la Medida e Integración 
En contraste con esta realidad, existe una tendencia, promovida por Robert 
Barde (Estados Unidos de Norteamérica), Ralph Henstock (Irlanda), Jaroslav Kurzweil 
(República Checa) Rudolf VS/rbornS,  (Australia), Eric Schechter (Estados Unidos de 
Norteamérica), Stefan Schwabick (República Checa ),que abogan por la inclusión en los 
libros de Cálculo de la Integral de Henstock-Kurzweil En una carta abierta, dirigida a 
los autores de libros de Cálculo y publicada en la Internet en 1997, estos matemáticos 
consagrados argumentan que algunas partes de los libros serían más legibles por el hecho 
de que algunas definiciones y teoremas se pueden indicar de manera más simple (y más 
fuertes) si se utiliza la H-K integral en lugar de la integral de Riemann, esto es 
particularmente cierto para el segundo teorema fundamental del Cálculo y que además la 
preparación para los estudiantes que van seguir cursos más avanzados de Matemática 
sei ía más adecuada, ya que para ellos la H-K integral repiesenta un puente más adecuada 
hacia Id comprension del Análisis 
Para Erice Schechter ( Estados Unidos de Norteamérica) a pesar de que 
recomienda la inclusión de la H-K integral en los libros de Cálculo, muestra algunas 
reservas pues según su opinión no existen muchos puntos a favor para que se enseñe 
en los cursos de Cálculo ya que los estudiantes en este nivel entienden poco o nada de 
pruebas ya que se concentran en fórmulas y cálculos, por ejemplo, para ellos el segundo 
teorema fundamental del Cálculo es una simple ecuación y cualquier afirmación sobre 
continuidad o diferenciabilidad o existencia de integrales pasa desapercibido para la 
mayoría Por otro lado, afirma que el curso de Análisis sería el nivel apropiado para la 
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enseñanza formal de esta integral puesto que el estudiante se concentra en el uso de 
herramientas tales corno épsilon y deltas, sucesiones convergentes, etc , y estás son las 
mismas herramientas usadas en la E-1K integral por lo que las modificaciones en el CUi so 
ser Idll leves 	 O' 
Existen otros matemáticos que fundamentan la enseñanza de la H-K integral en 
los cursos de Cálculo, en el hecho de que esta integral preserva la misma forma 
intuitiva con que se presenta la definición de la integral de Riemann, pero que tiene la 
fortaleza de la teoría de Lebesgue y abogan por su uso posible en todos los niveles, 
incluso sostienen que el interés de tratar la Teoría de Integración en todos los niveles 
era también parte de la motivación para R Henstock para desarrollar la teoría 
La idea de enseñar la H-K integral a los estudiantes de primer año de las 
universidades fue promovida por ejemplo en artículo "The teaching of the integral" por 
Bullen y VS/bornS,  publicada en 1990 por Journal of Mathematical Education in Science 
and fecnology, vol 21 
Es cierto que la HK integral posee las mismas virtudes pedagógicas que la integral 
de Riemann, pero también es cierto que la generalidad de esta integral trae como 
consecuencu el no poder presentar tan fácilmente funciones que no sean HK integrables, 
por lo que el estudiante del Cálculo, podría pensar que todas las funciones son HK 
integrables cosa que no es así, como es el caso de los estudiantes de ingeniería que por 
más de diez años de trabajar con ellos, he podido notar lo difícil que ha sido el intentar 
introducir algunos conceptos teóricos, en los diferentes cursos que he dictado por lo que 
para los propósitos de las aplicaciones en estos niveles la integral de Riemann satisface 
las necesidades 
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Por otro lado, como se ha demostrado los teoremas de convergencia de esta 
integral exigen menos condiciones que los teoremas de convergencia que la integral de 
Riemann de allí su generalidad, pero los estudiantes de Cálculo no necesitan del dominio 
de este tipo de teoría tan abstracta, por estas razones considero que la ense'ñanza de esta 
nueva teoría debe iniciarse en los cursos de Análisis de pregrado donde la madurez 
matemática de los estudiantes o la mayoría de los estudiantes es la adecuada para 
introducir dicha teoría y luego continuar con los resultados más fuertes ( teoremas de 
convergencia ) en los cursos de Análisis de postgrado, además esta integral es más 
concreta y no requiere de la maquinaria complicada de sigma álgebras, medida etc , sus 
cálculos producen mucha intuición y penetración en medidas, particularmente en los 




Después de haber realizado este trabajo formulamos las siguientes conclusiones 
I La definición de la Integral de Henstock-Kurzweil, es una ligera variación de la 
integral de Riemann, pero sus resultados son más profundos 
2 La integral de Henstock-Kurzweil, representa una alternativa didáctica, en la 
generalización de la integral de Riemann 
3 Las reglas desarrolladas para calcular integrales usando antiderivadas, también son 
válidas para la integral de Henstock-Kurzweil 
4 En contraste con la integral de Riemann y la integral de Lebesgue, el teorema 
Fundamental del Cálculo garantiza que la derivada de cualquier función sobre un 
intervalo I, siempre es I-I-K integrable, sin la imposición de hipótesis adicionales sobre 
esta derivada 	 • 
5 La integral de Henstock-Kurzweil, no posee integrales impropias ya sea sobie 
intervalos acotados o no 
6 La enseñanza de las propiedades y conceptos fundamentales de esta teoría de 
integración debe incluirse, en los cursos de análisis de postgrado y no en los cursos a 
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