Abstract. In this paper, we establish theorems of Bombieri-Vinogradov type and Barban-DavenportHalberstam type for sparse sets of moduli.
Introduction and History
The classical Bombieri-Vinogradov theorem [5, 15] touches upon the distribution of primes in arithmetic progressions on average. More precisely, the theorem states the following.
Let A > 0 be fixed. Then Moreover, theorems concerning the mean square error in the prime number theorem for arithmetic progressions were initiated by Barban [4] and Davenport and Halberstam [8] . Their results were sharpened by Gallagher [10] . The theorem in question states the following. For any A > 0 fixed, we have (log x) A .
Montgomery [12] showed that (1.2) is the best possible.
In this paper, we aim to prove theorems of the types of Bombieri-Vinogradov and Barban-HalberstamDavenport for sparse sets of moduli. Theorems of both types are also proved for square moduli. As in the classical theorems, one of the key ideas in the proof is the large sieve. We shall need versions of the large sieve for these sparse sets of moduli. Works in the direction of large sieve for special moduli can be found in [1-3, 16, 17] .
It is also note-worthy that the implied constants in both (1.1) and (1.2) are ineffective because of the use of the Siegel-Walfisz theorem in the estimates. Such ineffectiveness is also present in Theorem 2 and Theorem 4 of this paper for the same reason.
Statements of Results
Throughout this paper, we assume without loss of generality that x ≥ 3. We start with the following notation and definition. Let S be a set of natural numbers. For t ∈ N we set (2.1) S t = {q ∈ N : qt ∈ S}, S t (R) = {q ∈ S t : R < q ≤ 2R} and S(R) = S 1 (R).
We say that S is well-distributed if, for ε > 0, t ∈ N, R ≤ x < x + y ≤ 2R and gcd(k, l) = 1 we have
where the implied constant depends at most on ε and S. It should be noted that the above is a natural definition of a set being "well-distributed" in arithmetic progressions as the majorant in (2.2) gives essentially the "expected" cardinality of the left-hand side of (2.2).
We are now ready to state the results of this paper. First we have the following Barban-DavenportHalberstam type theorem for sparse sets of moduli. Theorem 1. Let S be a well-distributed set. Assume that
for any fixed ε > 0 and all q ∈ N with the implied constant depending at most on ε and S. Suppose further that
Then if Q ≤ x 1−ε , we have, for any A > 0 fixed,
As a corollary to Theorem 1, we have the following theorem for square moduli.
Theorem 2. For any ε > 0 and fixed A > 0, we have (2.6)
Next, we have a Bombieri-Vinogradov type theorem for sparse sets of moduli.
Theorem 3. Let S be a well-distributed set. Assume that condition (2.3) holds and
We shall also prove the following Bombieri-Vinogradov type theorem for square moduli. 
A better version of Theorem 4 can be obtained under the assumption of a conjecture, as will be noted in a later section.
It should also be noted that we achieve a saving of an arbitrary power of logarithm beyond the trivial bound in our results, as in the classical results. Moreover, the weight q that is present in both (2.6) and (2.8) is the is the suitable for square moduli to obtain results analogous to the classical theorems.
Preliminary Lemmas
In this section, we quote lemmas that we shall need in the proofs of our theorems. We begin with the following.
Lemma 1 (Siegel-Walfisz). Let B be any positive constant. Then there exist positive numbers C 1 (B) and C 2 (B) depending only on N , such that if q satisfies
uniformly in q, and
for any non principle character χ (mod q).
Proof. See section 22 of [7] .
We shall also need the following identity.
with
for i = 2 and 3, where a i (m), b i (k) are arithmetic functions which depend only on U and V and satisfy the inequalities
Proof. This is Theorem 6.1.1 in [6] and has its origin in [14] .
We shall also need the following lemma due to Polya and Vinogradov.
Lemma 3. Let χ(n) be a non-principal character modulo q and M ∈ Z and N ∈ N. Then we have
Proof. This is Theorem 12.5 in [11] .
We shall not need the classical large sieve inequality in its full generality as given by Davenport and Halberstam [9] , but only the inequality touching upon Dirichlet characters.
Lemma 4 (Classical Large Sieve). Let {a n } be a sequence of complex numbers. Suppose that M ∈ Z, N, Q ∈ N. Then we have
where ⋆ henceforth denotes the sum over primitive characters to the specified modulus.
Proof. See [13] for the proof of this lemma.
We also need the following lemma.
Proof. See section 28 of [7] .
Large sieve inequality with sparse sets of moduli
As stated before, large sieve is one of the key ideas in the proofs of our theorems. We have the following lemma.
Lemma 6. Suppose that S is a well-distributed set. Let {a n } be a sequence of complex numbers, M ∈ Z, Q, t ∈ N and t ≤ Q. Then we have
where the implied constant depends at most on ε and S.
Proof. We observe from (2.1) that (S t1 ) t2 = S t1t2 . Using this and (2.2), we deduce the lemma from Theorem 2 in [1] with S replaced by S t (Q/t) and X = Q ε after a linear change of variables in n.
Lemma 7.
Under the same conditions as in Lemma 6, we have
Proof. This lemma follows from Lemma 6 in the usual way by considering Gauss sums.
Lemma 8. Let {a m } and {b n } be two sequences of complex numbers. Then under the same conditions as Lemma 6, we have
where the implied constant depends at most on ε and S,
Proof. This lemma follows from Lemma 7 in the standard way, using the techniques in section 28 in [7] .
Proof of Theorem 1
We are now ready to prove Theorem 1. Following the arguments in section 29 of [7] , we have
where
and χ 1 is the primitive character that induces χ. Therefore, we have
The second term on the right-hand side of (5.2) is
It now remains to estimate the first term on the right-hand side of (5.2). If Q ≤ (log x) B for a large fixed B > 0, then we apply Siegel-Walfisz Theorem, Lemma 1, for the estimate. Otherwise, we divide the sum of interest into the following two sums.
where 2 < C < B/2. Note that χ is never trivial in the inner-most sum of Σ 2 since q > 1. Using (2.3), we have
Therefore, we have
Using Siegel-Walfisz Theorem, Lemma 1, for q ≤ (log x) D with an appropriate D > 0 and the classical large sieve in Lemma 4 for q > (log x) D , we obtain
where we have used (2.4) and Q ≤ x 1−ε for the second inequality above. To estimate Σ 2 , we use Lemma 7, the fact that |S t (Q/t)| ≤ |S(Q)| and the conditions of the theorem to get
where A = C − 2. Combining the estimates for Σ 1 , Σ 2 and (5.3), we get the desired result.
Proof of Theorem 3
We will now prove Theorem 3. Following the arguments in section 28 of [7] , we have
where ψ ′ (x, χ) is as defined in the previous section and χ 1 is the primitive character that induces χ. Therefore, we have
The second term on the right-hand side of (6.2) is
It still remains to estimate the first term on the right-hand side of (6.2). If Q ≤ (log x) B for a large fixed B > 0, then we apply Siegel-Walfisz Theorem, Lemma 1, for the estimate. Otherwise, we divide the sum of interest into the following two sums.
where Q 1 < Q is to be chosen later. Note again here that the inner most sum of Σ 2 never contains the trivial character. By the virtue of (5.4), we have
Using Siegel-Walfisz Theorem, Lemma 1, for q ≤ (log x) C with an appropriate C > 0 and Lemma 5 for q > (log x) C , we obtain (6.6)
To estimate Σ 2 , we majorize Σ 2 in the following way.
To estimate Σ 2 (t), we proceed similarly as in the proof of the classical Bombieri-Vinogradov theorem (1.1). Using the Vaughan identity, Lemma 2, we have
with i = 2, 3, |a i (m)| ≤ log x and |b i (k)| ≤ τ (k). (6.9) can be estimated using Polya-Vinogradov theorem, Lemma 3. We have
We split the sum over m in (6.10) into dyadic intervals and estimate the following.
By the virtue of Lemma 8, we get
Expanding (6.13), summing up the contributions from the dyadic intervals, setting U = V and using (6.11), (6.8) and (6.7), we obtain
Since |S t (Q/t)| ≤ |S(Q)|, we have
Moreover, we have
Consequently, the right-hand side of (6.14) is
(6.15)
Choosing U = x 1/4 and using (6.15) and the conditions of the theorem, we get
Now we choose
Using (6.2), (6.3), (6.6), (6.16 ) and the conditions of the theorem, we get the desired result.
Proof of Theorem 4
Let S be the set of squares. It suffices to estimate (6.4) and (6.5) with square moduli under the assumption Q > (log x) B as it does in the previous section.
Using the first inequality in (5.4) and the estimate
, which follows from section 6 of [1] , we obtain
Using Siegel-Walfisz, Lemma 1, for small moduli q ≤ (log x) B with an appropriate B > 0 and Lemma 5 for q > (log x) B , we obtain
To estimate Σ 2 , we use (6.15). Choosing U = x −ε with a large C > 0, we obtain Σ 1 + Σ 2 ≪ x Q 1/2 (log x) A from (7.1) and (7.2). We have therefore proved, in a manner similar to the previous section, 
Implication of a Conjecture
We start with the following conjecture which can be viewed as a generalization of the conjecture given in [16] . Conjecture 1. Let S be the set of squares and S t (Q/t) as defined before. Let M ∈ Z, N ∈ N and {a n } be a complex sequence. Then we have where the implied constant depends on ε.
Under the truth of this conjecture, the range of summation for the outer-most sum in (2.8) can be extended to q ≤ x 1/4−ε . This better range would give the complete analogue of the classical Bombieri-Vinogradov theorem, up to an ε-factor, for square moduli.
