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Abstract—We consider the uplink of a cloud radio access
network (C-RAN), where massive MIMO remote radio heads
(RRHs) serve as relays between users and a centralized baseband
unit (BBU). Although employing massive MIMO at RRHs can
improve the spectral efficiency, it also significantly increases the
amount of data transported over the fronthaul links between
RRHs and BBU, which becomes a performance bottleneck.
Existing fronthaul compression methods for conventional C-
RAN are not suitable for the massive MIMO regime because
they require fully-digital processing and/or real-time full channel
state information (CSI), incurring high implementation cost for
massive MIMO RRHs. To overcome this challenge, we propose
to perform a two-timescale hybrid analog-and-digital spatial
filtering at each RRH to reduce the fronthaul consumption.
Specifically, the analog filter is adaptive to the channel statistics
to achieve massive MIMO array gain, and the digital filter is
adaptive to the instantaneous effective CSI to achieve spatial
multiplexing gain. Such a design can alleviate the performance
bottleneck of limited fronthaul with reduced hardware cost
and power consumption, and is more robust to the CSI delay.
We propose an online algorithm for the two-timescale non-
convex optimization of analog and digital filters, and establish
its convergence to stationary solutions. Finally, simulations verify
the advantages of the proposed scheme.
Index Terms—C-RAN, Massive MIMO, Hybrid compression
and forward, Two-stage stochastic optimization
I. INTRODUCTION
Cloud radio access network (C-RAN) [1] and massive
multiple-input multiple-output (MIMO) [2] are regarded as
two key technologies for future wireless systems. Both tech-
nologies can significantly improve the spectral and energy
efficiency of wireless systems by employing a huge number
of antennas per unit area. However, they adopt different
architectures and thus have their own pros and cons.
C-RAN is essentially a large-scale distributed antenna sys-
tem, where plenty of remote radio heads (RRHs) are dis-
tributed within a specific geographical area and are connected
to a centralized baseband unit (BBU) pool through fronthaul
links. Each RRH merely serves as a relay to forward the
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signals from/to the BBU via its fronthaul link, while all
baseband processings are performed at the BBU. Since each
user can always find some nearby RRHs with strong channel
conditions, the users at different locations can enjoy a uniform
quality of experience without suffering from the cell-edge
effect. However, in practice, the performance of C-RAN is
limited by the fronthaul capacity between each RRH’s and
BBU, especially when each RRH has multiple antennas. In
contrast, the massive MIMO system deploys a large number
of antennas at the base station (BS) to achieve large spatial
multiplexing and array gains. In this case, processing is done
locally at the BS, hence the performance is no longer limited
by the fronthaul capacity.
Recently, massive MIMO aided C-RAN, in which each
RRH is equipped with a massive MIMO array, has been
proposed to further improve the spectral and energy efficiency
of wireless systems [3]. However, moving signal processing of
an uplink massive MIMO system from the RRH to the cloud
would require a huge amount of digital sampled data to be
transported over the fronthaul link. Therefore, it is necessary
to compress the uplink data at each RRH to satisfy the limited
fronthaul capacity constraint. Various fully-digital fronthaul
compression techniques have been proposed for the uplink of
C-RAN with small-scale multi-antenna RRHs, from the more
complicated quantize-and-forward (QF) schemes [4], [5] to
the simpler uniform scalar quantization schemes [6] and RRH
selection schemes [7]. In particular, the spatial compression
and forward scheme proposed in [8] combines fully-digital
linear spatial filtering and uniform scalar quantization to
alleviate the performance bottleneck caused by the limited
fronthaul capacity. Unfortunately, fully-digital spatial filtering
requires a larger number of analog-to-digital converter (ADCs)
and radio frequency (RF) chains at each massive MIMO
RRH. In [9], a fully-analog linear spatial filtering is used at
each RRH to achieve the fronthaul compression with reduced
hardware cost and power consumption. However, fully-analog
processing is known to be less efficient than hybrid analog and
digital processing. Moreover, the analog filtering matrix in [9]
is adapted to the instantaneous channel state information (CSI),
making it difficult to be extended to wideband systems with
many subcarriers, because the instantaneous CSI on different
subcarriers is usually different [10].
In this paper, we propose a two-timescale hybrid (analog
and digital) compression and forward (THCF) scheme for
the uplink transmission of massive MIMO aided C-RAN, to
alleviate the performance bottleneck of the limited fronthaul,
with reduced hardware cost and power consumption. In this
scheme, each RRH first performs a two-timescale hybrid
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analog and digital spatial filtering to reduce the dimension of
its received signal. Specifically, the analog filtering matrix is
adapted to the long-term channel statistics to achieve massive
MIMO array gain, and the digital filtering matrix is adapted
to the instantaneous effective CSI (i.e., the product of the
instantaneous channel and analog filtering matrix) to achieve
spatial multiplexing gain. Then, each RRH applies the uniform
scalar quantization over each of these dimensions. Finally,
the quantized signals at the RRHs are sent to the BBU for
joint decoding. The power allocation at users, analog/digital
filtering matrices and quantization bits allocation at RRHs, as
well as the receive beamforming matrix at the BBU are jointly
optimized to maximize a general utility function of long-
term average data rates of users, including average weighted
sum-rate maximization and proportional fairness (PFS) utility
maximization as special cases.
Such a two-timescale hybrid design has several advantages.
For example, the analog filtering matrix is robust to the CSI
signaling latency. Moreover, since the channel statistics is
approximately the same over different subcarriers [11], a single
analog filtering matrix is sufficient to cover all subcarriers at
each RRH, making it applicable to wideband systems. With
the proposed THCF scheme, the massive MIMO aided C-
RAN uplink system can enjoy the huge array gain provided
by the massive MIMO almost for free (i.e., the complexity
and power consumption are similar to the C-RAN with small-
scale multi-antenna RRHs). However, there are also several
technical challenges in the implementation of this architecture.
• Two-timescale Stochastic Non-convex Optimization:
The joint optimization of long-term control variables
(analog filtering) and short-term control variables (power
allocation, digital filtering, quantization bits alloca-
tion, and receive beamforming matrix) belongs to two-
timescale stochastic non-convex optimization, which is
difficult to solve. Specifically, the objective function con-
tains expectation operators and the argument of the expec-
tation operators involves the optimal short-term control
variables, which do not have closed-form expressions. In
addition, the optimization of the short-term control vari-
ables at different time slots are usually coupled together
for a general utility function such as PFS. Moreover, both
short-term and long-term subproblems are non-convex.
• Lack of Channel Statistics: In practice, we may not even
have explicit knowledge of the channel statistics. Hence,
the solution should be self-learning to the unknown
channel statistics.
• Convergence Analysis: It is very important to establish
the convergence of the algorithm. However, this is non-
trivial for a two-timescale stochastic non-convex opti-
mization problem.
To address the above challenges, we propose an online
block-coordinate stochastic successive convex approximation
(BC-SSCA) algorithm with self-learning capability to solve
the two-timescale stochastic non-convex optimization problem
without explicit knowledge of the channel statistics. In ad-
dition, we establish convergence of the BC-SSCA algorithm
to stationary solutions. Finally, simulations show that the
Symbol Parameters
N (n) Number of RRHs (index for RRH)
M Number of antennas at each RRH
S Number of RF chains at each RRH
K (k) Number of users (index for user)
L Signal dimension after compression
l Index for the entry of compressed signal
i Index for time slot
t Index for frame
v Digital filtering vector (short-term)
d Quantization bits allocation (short-term)
u Rx beamforming vector (short-term)
p Transmit power vector (short-term)
θ Phase vector of analog filtering (long-term)
Θ Feasible set of θ
X Feasible set of the short-term variables
X˜ Relaxed feasible set of the short-term variables
Ω Collection of short-term variables
(rk) r◦k (Approximate) data rate of user k
(rk) r◦k (Approximate) average data rate of user k
g (r) Utility function
rˆtk Recursive approximation for rk
f t Recursive approximation for ∇θg (r)
Table I
LIST OF NOTATIONS.
proposed two-timescale hybrid scheme achieves better tradeoff
performance than the baselines.
The rest of the paper is organized as follows. In Section
II, we give the system model for two-timescale hybrid com-
pression and forward in the uplink of massive MIMO aided C-
RAN. In Section III, we formulate the two-timescale stochastic
non-convex optimization problem for the joint optimization
of long-term and short-term control variables. The proposed
online BC-SSCA algorithm and the associated convergence
proof are presented in Section IV. The simulation results are
given in Section V to verify the advantages of the proposed
solution, and the conclusion is given in Section VI. The key
notations used in this paper are summarized in Table I.
II. SYSTEM MODEL
A. Network Architecture and Channel Model
Consider the uplink of a massive MIMO aided C-RAN,
where N RRHs, each equipped with a massive MIMO array
of M  1 antennas and S < M Rx RF chains, are distributed
within a specific geographical area to serve K single-antenna
users, as shown in Fig. II. Each RRH n serves as a relay
between the BBU and users, and is connected to the BBU via
a fronthaul link of capacity Cn bits per second (bps). The BBU
is in charge of making resource allocation decisions and joint
decoding of the users’ messages based on the signals from all
the RRHs. We assume that the number of users K is fixed and
NS  K so that there are enough spatial degrees of freedom
to serve all the K users. This is a typical operating regime that
has been assumed in many works on massive MIMO systems
[10], [12], [13]. As a motivating example, consider a system in
Figure 1. Uplink of a Massive MIMO aided C-RAN
which the users are a fixed number of pico BSs and the RRH
provides backhaul links between the pico-cells and BBU.
For clarity, we focus on a narrowband system with flat
block fading channel, but the proposed algorithm can be easily
modified to cover the wideband system as well. In this case,
the received signal at RRH n is given by
yn =
K∑
k=1
hn,k
√
pksk + zn = HnP
1/2s+ zn,
where Hn = [hn,1, ...,hn,K ] ∈ CM×K with hn,k ∈ CM
denoting the channel vector from user k to RRH n, s =
[s1, ..., sK ]
T with sk ∼ CN (0, 1) denoting the data symbol of
user k, P = diag (p1, ..., pK) with pk denoting the transmit
power of user k, and zn ∼ CN (0, I) is the additive white
Gaussian noise vector.
B. Two-timescale Hybrid Compression and Forward at RRHs
Each RRH n applies the THCF scheme to make sure that the
compressed received signal y˜n can be forward to the BBU via
its fronthaul with a limited capacity of Cn bps, as illustrated
in Fig. 2. Specifically, a two-timescale hybrid filtering matrix
F nV n ∈ CM×L is first applied at RRH n to compress
the received signal yn into a low-dimensional signal yn =
V Hn F
H
n yn =
[
yn,1, ..., yn,L
]T ∈ CL, where F n ∈ CM×S
and V n = [vn,1, ...,vn,L] ∈ CS×L are the analog and digital
filtering matrices, respectively, and we set L = min(K,S)
such that there is no information loss due to digital filtering
at each RRH [8]. The analog filtering matrix F n is usually
implemented using an RF phase shifting network [14]. Hence,
F n can be represented by a phase vector θn ∈ [0, 2pi]MS ,
whose ((j − 1)M + i)-th element θn,i,j is the phase of the
(i, j)-th element of F n, i.e., [F n]i,j =
1√
M
e
√−1θn,i,j . In
this paper, we assume that high-resolution ADCs are used at
each RRH such that the quantization error due to ADCs is
negligible. Then, a simple uniform scalar quantization [6] is
applied to each element of yn at RRH n to achieve fronthaul
compression. Note that the quantization is performed at the
baseband after the digital filter instead of at the ADC because
we need to dynamically adjust the quantization bits according
to the instantaneous channel state to improve the efficiency of
fronthaul compression.
Figure 2. An illustration of the THCF scheme in Massive MIMO aided C-
RAN
After the uniform scalar quantization, the compressed re-
ceived signal y˜n = [y˜n,1, ..., y˜n,L]
T is modeled by
y˜n = yn + en = V
H
n F
H
n
(
HnP
1/2s+ zn
)
+ en,
where en = [en,1, ..., en,L] ∈ CL with en,l denoting the
quantization error for yn,l. Let dn,l denote the number of bits
that RRH n uses to quantize the real or imaginary part of
yn,l. With uniform scalar quantization, the covariance matrix
of en is given by a function of p = [p1, ..., pK ]
T , F nV n and
dn = [dn,1, ..., dn,L]
T as [6]
Qn (p,F nV n,dn) = diag (qn,1, ..., qn,L) ,
where qn,l is the variance of the quantization error en,l:
qn,l =
{
3
4dn,l
(
∑K
k=1 pk|hHn,kv˜n,l|2 + ‖v˜n,l‖2) if dn,l > 0,
∞ if dn,l = 0,
(1)
where v˜n,l = F nvn,l. Finally, each RRH forwards the
quantized bits to the BBU via the fronthaul link.
C. Joint Rx Beamforming at the BBU
The received signal y˜ =
[
y˜T1 , ..., y˜
T
N
]T
at the BBU from
all RRHs can be expressed as
y˜ = V˜
H
HP 1/2s+ V˜
H
z + e,
where V˜ = diag (F 1V 1, ...,FNV N ) ∈ CMN×LN , H =
[h1, ...,hK ] ∈ CMN×K with hk =
[
hT1,k, ...,h
T
N,k
]T
denoting the composite channel vector of user k, z =[
zT1 , ...,z
T
N
]T
, and e =
[
eT1 , ..., e
T
N
]T
. A joint Rx beamform-
ing vector uk ∈ CNL×1 is applied at the BBU to obtain the
estimated data symbol for each user k as
sˆk = u
H
k y˜
= uHk V˜
H
HP 1/2s+ uHk V˜
H
z + uHk e,∀k.
D. Frame Structure and Achievable Data Rate
In this paper, we focus on a coherence time interval of chan-
nel statistics within which the channel statistics (distribution)
are assumed to be constant. The coherence time of channel
statistics is divided into Tf frames and each frame consists
of Ts time slots, as illustrated in Fig. 3. The channel state
H = {Hn,∀n} is assumed to be constant within each time
Figure 3. An illustration of two-timescale frame structure.
slot. In this paper, we assume that one (possibly outdated)
channel sample H at each frame can be obtained by uplink
channel training. Specifically, users send uplink pilot signals
and then the BBU estimates the channel based on the received
pilot signals collected from RRHs via the fronthaul. Several
compressive sensing (CS) based channel estimation methods
have been proposed for uplink channel training with a limited
number of RF chains, see e.g., [15], [16]. At each time slot, the
BBU needs to obtain the effective CSI FHnHn ∈ CS×K ,∀n,
which can also be obtained by uplink channel training. Since
the dimension of the effective channel is equal to the number
of RF chains at each RRH, a simple least-square (LS) based
channel estimation method is sufficient to obtain a good
estimation of the effective channel with low computation time,
i.e., the delay for effective CSI can be made small relative to
the channel coherence time. In our design, the BBU is not
required to have explicit knowledge of the channel statistics.
By observing one channel sample at each frame, the proposed
algorithm can automatically learn the channel statistics (in
an implicit way). Specifically, the long-term analog filtering
matrices Fn,∀n are only updated once per frame based
on a (possibly outdated) channel sample to achieve massive
MIMO array gain with reduced implementation cost. On the
other hand, the short-term control variables {p,V n,dn,uk}
are adaptive to the real-time effective CSI FHnHn,∀n to
achieve the spatial multiplexing gain. For convenience, we
let v = Vec ([V 1, ...,V N ]), d =
[
dT1 , ...,d
T
N
]T
and u =[
uT1 , ...,u
T
K
]T
.
For given long-term control variables θ =
[
θT1 , ...,θ
T
n
]T
(phase vectors of analog filtering matrices), short-term control
variables x ,
[
pT ,vT ,dT ,uT
]T
and channel realization H ,
the achievable data rate of user k is given by
r◦k (θ,x,H) = log (1 + SINRk (θ,x;H)) ,
where SINRk (θ,x;H) is the SINR of user k given by
SINRk (θ,x;H) =
pk|uHk V˜
H
hk|2∑
l 6=k
pl|uHk V˜
H
hl|2 + ||uHk V˜
H ||2 + uHk Q (θ,p,v,d)uk
,
where
Q (θ,p,v,d) =
diag (Q1 (p,F 1V 1,d1) , ...,QN (p,FNV N ,dN )) .
Note that F n is a function of θn and we will explicitly write
it as F n (θn).
Let x(H) denote the short-term control variable under
channel state H and Ω˜ ,
{
x(H) ∈ X˜ ,∀H
}
denote the
collection of the short-term control variables for all possible
channel states, with X˜ denoting the feasible set of the short-
term control variables. To be more specific, X˜ is the set of
all short-term control variables x =
[
pT ,vT ,dT ,uT
]T
that
satisfy the following constraints:
pk ∈ [0, Pk] ,∀k, (2)
2BW
L∑
l=1
dn,l ≤ Cn,∀n, (3)
dn,l ≥ 0 is an integer,∀n, l, (4)
where Pk is the individual power constraint at user k, BW
is the system bandwidth, and (3) is the fronthaul capacity
constraint. Then the average data rate of user k is
r◦k
(
θ, Ω˜
)
= E [r◦k (θ,x(H);H)] ,
where the expectation is taken with respect to the chan-
nel state H . For convenience, define r◦
(
θ, Ω˜
)
,
[r◦1
(
θ, Ω˜
)
, ..., r◦K
(
θ, Ω˜
)
]T as the average data rate vector.
III. TWO-TIMESCALE JOINT OPTIMIZATION AT BBU
A. Problem Formulation
Note that r◦k (θ,x,H) is not a continuous function of
dn,l,∀n, l because dn,l is an integer. To make the problem
tractable, we relax the integer constraint on dn,l and ap-
proximate the quantization noise power qn,l,∀n, l with the
following continuous function of a real variable dn,l ≥ 0 as
qˆn,l =
3
4dn,l
(
K∑
k=1
pk|hHn,kv˜n,l|2 + ‖v˜n,l‖2). (5)
The same approximation has also been considered in [8]. We
use rk (θ,x;H) to denote the approximate data rate of user k
obtained by replacing qn,l in (1) with qˆn,l in (5) and the integer
constraint in (4) with constraint dn,l ≥ 0. Moreover, define
r (θ,Ω) = [r1 (θ,Ω) , ..., rK (θ,Ω)]
T as the approximate av-
erage data rate vector, where rk (θ,Ω) = E [rk (θ,x(H);H)]
and Ω , {x(H) ∈ X ,∀H} with X denoting the set of all
short-term control variables that satisfy constraint (2), (3) and
dn,l ≥ 0. To simplify the notation, we drop the arguments in
rk (θ,x,H), r (θ,Ω), and write them as rk, r, when there is
no ambiguity.
With the above approximate rate, the two-timescale joint
optimization of long-term and short-term control variables can
be formulated as the following utility maximization problem
P : max
θ∈Θ,Ω
g (r (θ,Ω)) , (6)
where the utility function g (r) is continuously differentiable
(and possibly non-concave) function of r, Θ , [0, 2pi]NMS is
the feasible set of θ. Moreover, g (r) is non-decreasing with
respect to rk,∀k and its derivative ∇rg (r) with respect to
r is Lipschitz continuous. This general utility function g (r)
includes many important network utilities as special cases,
such as average sum rate (g (r) =
∑K
k=1 rk) and proportional
fairness utility (g (r) =
∑K
k=1 log (rk + ε), where ε > 0 is a
small number to avoid the singularity at rk = 0).
B. Stationary Solution of Problem P
Since Problem P is a two-timescale stochastic non-convex
problem, we focus on designing an efficient algorithm to find
stationary solutions of Problem P , as defined below.
Definition 1 (Stationary solution of P). A solution
(θ∗,Ω∗ = {x∗ (H) ∈ X ,∀H}) is called a stationary solution
of Problem P if it satisfies the following conditions:
1) For every H outside a set of probability zero,
(x− x∗(H))T Jx (θ∗,x∗(H);H)∇rg (r∗) ≤ 0,
(7)
∀x ∈ X , where Jx (θ∗,x∗(H);H) is the Jacobian ma-
trix1 of the (approximate) rate vector r , [r1, ..., rK ]T
with respect to x at θ = θ∗ and x = x∗(H), and
∇rg (r∗) is the derivative of g (r) at r = r∗ ,
r (θ∗,Ω∗).
2)
(θ − θ∗)T ∇θg (r∗) ≤ 0,∀θ ∈ Θ, (8)
where ∇θg (r∗) , E[Jθ (θ∗,x∗(H);H)]∇rg (r∗) is
the partial derivative of g (r) with respect to θ at θ = θ∗
and Ω = Ω∗, Jθ (θ∗,x∗(H);H) is the Jacobian matrix2
of the (approximate) rate vector r (θ,x;H) with respect
to θ at θ = θ∗ and x = x∗(H).
In other words, a solution (θ∗,Ω∗) is called a stationary so-
lution of P if for fixed θ∗,
{
x∗(H
′
)∀H ′ 6= H
}
, x∗(H) is a
stationary point of P w.p.1., and for fixed Ω∗, θ∗ is a stationary
point of P . The stationary solution is a natural extension of the
stationary point for a deterministic optimization problem. The
global optimal solution must be a stationary solution. However,
the set of stationary solutions may also contain local optimal
solutions and a certain type of saddle points. When P is a
two-timescale stochastic convex problem, a stationary solution
(θ∗,Ω∗) is also a globally optimal solution.
Note that a stationary solution (θ∗,Ω∗) of P may not satisfy
all the integer constraints in (4). To obtain an integer solution
for the quantization bits allocation, we use the same method
as in [8] to round each d∗n,l to its nearby integer as follows.
dˆn,l (αn) =

⌊
d∗n,l
⌋
, if d∗n,l −
⌊
d∗n,l
⌋
≤ αn,⌈
d∗n,l
⌉
, otherwise,
∀n, l,
1The Jacobian matrix of r (θ,x;H) with respect to x is defined as
Jr (θ,x;H) =
[ ∇xr1 ∇xr2 · · · ∇xrK ], where ∇xrk is the
partial derivative of rk (θ,x;H) with respect to x.
2The Jacobian matrix of r (θ,x;H) with respect to θ is defined as
Jr (θ,x;H) =
[ ∇θr1 ∇θr2 · · · ∇θrK ], where ∇θrk is the
partial derivative of rk (θ,x;H) with respect to θ.
where 0 ≤ αn ≤ 1 is chosen such that
∑L
s=1 dˆn,l (αn) =
Cn/2B. Since
∑L
l=1 dˆn,l (1) =
∑L
l=1
⌊
d∗n,l
⌋
≤ Cn/2B and∑L
s=1 dˆn,l (0) =
⌈
d∗n,l
⌉
≥ Cn/2B, we can always find such
αn using a bisection search over αn ∈ [0, 1].
IV. ONLINE BLOCK-COORDINATE STOCHASTIC
SUCCESSIVE CONVEX APPROXIMATION
There are several challenges in finding stationary solutions
of Problem P , elaborated as follows.
Challenge 1. Complex coupling between the short-term and
long-term control variables; no closed-form characterization
of the average data rates rk (θ,Ω) ,∀k; unknown distribu-
tion of H .
To the best of our knowledge, there lacks an efficient and
online algorithm with self-learning capability to handle the
two-timescale stochastic non-convex optimization problem P .
In this section, we propose an online BC-SSCA algorithm to
find stationary solutions of Problem P . We shall first summa-
rize the proposed BC-SSCA algorithm. Then we elaborate the
implementation details.
A. Summary of the BC-SSCA Algorithm
The proposed online BC-SSCA algorithm is summarized
in Algorithm 1 and its time line is illustrated in Fig. 3.
In BC-SSCA, an auxiliary weight vector µ = [µ1, ..., µK ]
T
is introduced to approximate the derivative ∇rg (r). At the
beginning of each coherence time of channel statistics, the
BBU resets the BC-SSCA algorithm with an initial analog
filter phase vector θ0 and a weight vector µ0. Then θ and µ
are updated once at the end of each frame, where θ is updated
by maximizing a concave surrogate function f¯ t (θ) of g (r)
with respect to θ. Note that we cannot obtain the optimal θ by
directly maximizing g (r) because g (r) is not concave and it
does not have closed-form expression. Specifically, let θt and
µt denote the analog filter phase vector and weight vector
used during the t-th frame. The t-th iteration (t-th frame) of
the BC-SSCA algorithm is described as follows.
Step 1 (Short-term control optimization at each time slot):
At time slot i ∈ [tTs + 1, (t+ 1)Ts] in the t-th frame, the
BBU first acquires the effective channel FHn
(
θt
)
Hn (i) ,∀n,
where Hn (i) is the channel state of RRH n at time
slot i. Then it calculates the short-term control variables
xJt
(
µt,θt,H(i)
)
from FHn
(
θt
)
Hn(i),∀n by running a
short-term block-coordinate (BC) algorithm with input Jt,
µt,θt and Hn(i), where Jt determines the total number of
iterations for the short-term BC algorithm at frame t. Note
that xJt
(
µt,θt,H(i)
)
depends on θt,H(i) only through the
effective channel FHn
(
θt
)
Hn(i),∀n.
Specifically, for given input J , µ,θ and H , the short-
term BC algorithm runs J iterations to find a stationary point
(up to certain accuracy) of the following weighted sum-rate
maximization problem (WSRMP):
PS (µ,θ,H) : max
x=[pT ,vT ,dT ,uT ]
T
K∑
k=1
µkrk (θ,x;H) .
The reason that the short-term control variables
xJt
(
µt,θt,H(i)
)
are obtained by solving the WSRMP
PS
(
µt,θt,H(i)
)
is as follows. It follows from (7) that at
a stationary solution (θ∗,Ω∗ = {x∗ (H) ∈ X ,∀H}), the
short-term control variables x∗(H) for channel realization
H must be a stationary point of PS (µ∗,θ∗,H) with a
stationary weight vector µ∗ = ∇rg (r∗). Therefore, for
fixed long-term control variable θ∗, once we know µ∗, the
joint optimization of the collection of short-term control
variables Ω can be decoupled into the optimization of per
time slot short-term control variables by solving a WSRMP
PS (µ∗,θ∗,H (i)) at each time slot i. However, µ∗ is not
known a prior. Therefore, the basic idea of the proposed
algorithm is to iteratively update the long-term variable θt
and the weight vector µt such that θt and µt converge to a
stationary solution θ∗ and the corresponding stationary weight
vector µ∗, respectively. Then the short-term control variable
x∗(H) that satisfies (7) for each channel state H can be
calculated by finding a stationary point of the corresponding
WSRMP PS
(
µt,θt,H
)
as t→∞.
The details of the short-term BC algorithm will be post-
poned to Section IV-B. Here, we only discuss the impact of
Jt on the convergence. For any finite iteration t < ∞, Jt
is finite, and we can let Jt → ∞ as t → ∞ to ensure the
convergence to stationary solutions. A larger Jt for fixed t
usually leads to a faster overall convergence speed at the cost
of higher complexity.
Step 2 (Long-term control optimization at the end of frame
t): In Step 2a, the BBU obtains a full channel sample Ht ,
H(tTs + 1) before the end of t-th frame. Then, in Step 2b
(at the end of the t-th frame), the BBU updates the surrogate
function f¯ t (θ) based on Ht, the current iterate θt, and the
short-term control variables x (i) , xJt
(
µt,θt,H(i)
)
,∀i ∈
[tTs + 1, (t+ 1)Ts] as
f¯ t (θ) = g
(
rˆt
)
+
(
f t
)T (
θ − θt)− τ ∥∥θ − θt∥∥2 , (9)
where τ > 0 is a constant; rˆt = [rˆt1, ..., rˆ
t
K ]
T is an approx-
imation for the average data rate vector, which is updated
recursively as
rˆtk = (1− ρt) rˆt−1k + ρt
(t+1)Ts∑
i=tTs+1
rk
(
θt,x (i) ;H (i)
)
Ts
,∀k,
(10)
with rˆ−1k = 0,∀k; f t is an approximation of the partial
derivative ∇θg (r (θ,Ω)) with respect to θ, which is updated
recursively as
Ft = (1− ρt)Ft−1 + ρtJθ
(
θt,x (tTs + 1) ;H
t
)
,
f t = Ft∇rg
(
rˆt
)
, (11)
with F−1 = 0, where ρt ∈ (0, 1] is a sequence to be
properly chosen, Jθ (θ,x;H) is the Jacobian matrix of the
rate vector r (θ,x;H) with respect to θ and its expres-
sion is derived in Appendix A, Ft is an approximation for
E
[
Jθ
(
θt,xJ
(
µt,θt,H
)
;H
)]
. It will be shown in Lemma
1 that rˆtk and f
t will converge to the true average data
rate and partial derivative, respectively. Therefore, the issues
of no closed-form characterization of the average data rates
Algorithm 1 Block-Coordinate Stochastic Successive Convex
Approximation
Input:
{
ρt
}
,
{
γt
}
, {Jt}.
Initialize: θ0 ∈ Θ; µ0 = [1, ..., 1]T , t = 0.
Step 1 (Short-term control optimization at each time slot i ∈
[tTs + 1, (t+ 1)Ts]):
Apply the short-term BC algorithm with input Jt, µt,θt and
Hn(i), to obtain the short-term variable xJt
(
µt,θt,H(i)
)
, as
elaborated in Section IV-B.
Step 2 (Long-term control optimization at the end of frame t):
2a: Obtain a full channel sample Ht ,H(tTs + 1).
2b: Update the surrogate function f¯ t (θ) according to (9) based
on Ht,θt and xJt
(
µt,θt,H(i)
)
,∀i ∈ [tTs + 1, (t+ 1)Ts]. Cal-
culate µ¯t = ∇rg
(
rˆt
)
and update µt+1 according to (12).
2c: Solve (13) to obtain θ¯t. Update θt+1 according to (14).
Let t = t+ 1 and return to Step 1.
rk (θ,Ω) ,∀k and unknown distribution ofH can be addressed
by approximating the average data rate and ∇θg (r (θ,Ω))
in a recursive way as in (10) and (11) based on the online
observations of the channel samples H(i) at each time slot i.
Moreover, the weight vector µ is updated as
µt+1 = (1− γt)µt + γtµ¯t. (12)
with µ¯t , ∇rg
(
rˆt
)
, where γt ∈ (0, 1] is a sequence satisfying∑
t γt =∞,
∑
t (γt)
2
<∞.
In Step 2c, the optimal solution θ¯t of the following quadratic
optimization problem is solved:
θ¯
t
= argmax
θ∈Θ
f¯ t (θ) , (13)
which has closed-form solution θ¯t = PΘ
[
θt + f
t
2τ
]
, where
PΘ [·] denotes the projection on to the box feasible region Θ.
Finally, θ is updated according to
θt+1 = (1− γt)θt + γtθ¯t. (14)
Then the above iteration is carried out until convergence.
B. Short-term Block-Coordinate Algorithm
To apply the BC algorithm, we first transform the WS-
RMP PS (µ,θ,H) to the following weighted minimum mean
square error (WMMSE) problem
min
β,v,d,u,w
K∑
k=1
µk (wkηk − logwk) (15)
s.t. d ≥ 0, (2) and (3),
where w = [w1, ..., wK ] with wk > 0 : ∀k is a weight vector
for MSE, β = [β1, ..., βk]
T with |βk|2 = pk and
ηk , E
[
|sk − sˆk|2 |H
]
=
∣∣∣1− uHk V˜ Hhkβk∣∣∣2 +∑
l 6=k
∣∣∣uHk V˜ Hhlβl∣∣∣2
+uHk V˜
H
V˜ uk + u
H
k Q (θ,p,v,d)uk,
is the MSE of user k. Following similar proof to that of
Theorem 1 in [17], it can be shown that Problem PS (µ,θ,H)
Algorithm 2 Short-term Block-Coordinate Algorithm for
PS (µ,θ,H)
Input: J , µ,θ and H .
Initialization: Let j = 0, βk =
√
Pk, ∀k, dn,l = Cn2BL , ∀n, l and
V n, ∀n be the first L eigenvectors of FHnHnHHn F n.
Step 1 (Update u, w and β): For k = 1, ...,K, let
uk =
(
K∑
l=1
V˜
H
hl |βl|2 hHl V˜ + V˜
H
V˜ +Q
)−1
V˜
H
hkβk, (16)
wk =
(
1− uHk V˜
H
hkβk
)−1
, (17)
βk = β
∗
k (λk) , (18)
where β∗k (λk) is given in (19).
Step 2 (Update v): Let v
′
= v. Update v according to (22), which
depends on v
′
.
Step 3 (Update d): Let dn,l = d∗n,l (λn) , ∀n, l, where d∗n,l (λn) is
given in (24).
Let j = j + 1. If j = J , terminate the algorithm and output
xJ (µ,θ,H) =
[
pT ,vT ,dT ,uT
]T
, where pk = |βk|2 , ∀k. Other-
wise, go to Step 1.
is equivalent to (15). Moreover, if (β∗,v∗,d∗,u∗,w∗) is
a stationary point of (15), then (p∗,v∗,d∗,u∗) is also a
stationary point of PS (µ,θ,H), where p∗ = [p∗1, ..., p∗K ]T
with p∗k = |β∗k |2. Therefore, we shall focus on designing a BC
algorithm to find a stationary point of (15).
In the proposed BC algorithm, the short-term control vari-
ables β,v,d,u,w are optimized in an alternating way by
solving a convex subproblem with respect to each variable.
The BC algorithm is summarized in Algorithm 2. The choice
of the initial point and the update equation for each variable
is elaborated below.
1) Choice of Initial Point: For β, we choose the initial
point to be βk =
√
Pk,∀k, i.e., each user transmits at the
maximum power. For d, we choose the initial point to be
dn,l =
Cn
2BL ,∀n, l, i.e., equal quantization bits allocation
at each RRH. For v, we choose V n,∀n to be the first L
eigenvectors of FHnHnH
H
n F n.
2) Optimization of u, w and β: When fixing the other
short-term variables, the optimal u is given by the MMSE
receiver in (16), where Q is an abbreviation for Q (θ,p,v,d);
the optimal wk is given by (17); and the optimal β is given
by βk = β∗k (λk) ,∀k with
β∗k (λk) = µkwkRe
[
uHk V˜
H
hk
]
×
(
K∑
l=1
2µlwlh
H
k V˜ ulu
H
l V˜
H
hk + νk + 2λk
)−1
,
(19)
where νk =
∑
n,l
6
4dn,l
|uk,n,l|2 |hHn,kv˜n,l|2, uk,n,l is the
((n− 1)N + s)-th element of uk, and λk is chosen to be
zero if |β∗k (0)|2 ≤ Pk and chosen to satisfy |β∗k (λk)|2 = Pk
otherwise.
3) Optimization of v: When fixing the other short-term
variables, the optimization of v is not necessarily a strictly
convex problem and the optimal v may not be unique. To
ensure the convergence of the short-term BC algorithm, we
solve the following modified subproblem with respect to v by
adding a proximal regularization term 
∥∥∥v − v′∥∥∥2:
min
v
K∑
k=1
µk (wkηk − logwk) + 
∥∥∥v − v′∥∥∥2 , (20)
where v
′
is the digital filter at the beginning of the current
iteration in Algorithm 2, and  > 0 is a small positive number.
Clearly, Problem (20) is an unconstrained quadratic opti-
mization problem. Therefore, we can obtain the optimal digital
filter by checking its first-order optimality condition. After
some tedious calculations, it can be shown that the first-order
optimality condition can be expressed in a compact form as
Bv + J + (v − v′) = 0, (21)
where the LHS is the gradient of the objective function in (20),
B =
[
BT1,1, ...,B
T
N,L
]T
and Bn,l = [B1,1,n,l, ...,BN,L,n,l]T
with
Bn′ ,l′ ,n,l
=

∑K
k=1 µkwk|uk,n,l|2( 34dn,l + 1)Dn, n
′
= n, l
′
= l,∑K
k=1 µkwku
∗
k,n,luk,n,l′Dn, n
′
= n, l
′ 6= l,∑K
k=1 µkwku
∗
k,n,luk,n′ ,l′Dn,n′ , n
′ 6= n,
Dn = F
H
n F n +
K∑
k=1
β2kF
H
n hn,kh
H
n,kF n,
Dn,n′ =
K∑
k=1
β2kF
H
n hn,khn′ ,kF n,
and J = [J1,1, ...,JN,L]
T with Jn,l =∑K
k=1 µkwkβku
∗
k,n,lF
H
n hn,k,∀n, l. From (21), the optimal
digital filter for (20) is given by
v = (B + I)−1(J + v
′
). (22)
4) Optimization of d: The subproblem with respect to d
can be expressed as:
min
d≥0
K∑
k=1
µkwku
H
k Quk, s.t. (3), (23)
Note that we have
uHk Quk =
N∑
n=1
uHk,nQnuk,n =
N∑
n=1
L∑
l=1
qn,l|uk,n,l|2
=
N∑
n=1
L∑
l=1
ςk,n,l4
−dn,l ,∀k,
where Qn is an abbreviation for Qn (p,F nV n,dn), and
ςk,n,l = 3|uk,n,l|2(
K∑
k=1
pk|hHn,kv˜n,l|2 + ‖v˜n,l‖2),∀n, l.
In the following, we use the Lagrange dual method to solve
subproblem (23). The Lagrange function for (23) is
L(d,λ) =
K∑
k=1
N∑
n=1
L∑
l=1
µkwkςk,n,l4
−dn,l ,
+
N∑
n=1
λn(2BW
L∑
l=1
dn,l − Cn),∀d ≥ 0,
where λ = [λ1, ..., λN ]
T is the Lagrange multiplier vector.
Since subproblem (23) is convex, the optimal quantization bits
allocation can be obtained by solving the KKT conditions as
d∗n,l (λn) =
[
log 2BWλn − log(log 4
∑K
k=1 µkwkςk,n,l)
log 4
]+
,
(24)
∀n, l, where the optimal Lagrange multiplier λn ≥ 0 is chosen
such that 2BW
∑L
l=1 d
∗
n,l (λn) = Cn.
5) Convergence of the Short-term BC Algorithm: The short-
term BC algorithm is an instance of the MM algorithm in [18].
From Theorem 4.4 in [18], we have the following result.
Theorem 1 (Convergence of Short-term BC Algorithm). Sup-
pose Problem (15) has a discrete set of stationary points. As
J →∞, the short-term BC algorithm converges to a station-
ary point (β∗,v∗,d∗,u∗,w∗) of Problem (15). Moreover,
(x− x∗)T Jx (θ∗,x∗;H)µ ≤ 0,∀x ∈ X˜ ,
where x∗ =
[
p∗T ,v∗T ,d∗T ,u∗T
]T
, and p∗k = |β∗k |2 ,∀k.
In Theorem 1, we assume that Problem (15) has a discrete
set of stationary points to ensure the convergence of to a single
stationary point. Even if this condition is violated, the short-
term BC algorithm can still converge to an invariant set of
stationary points of (15) in the worst case. However, such
worst-case scenario rarely occurs in practice [18], [19]. To
ensure the exact convergence of the overall Algorithm 1 to
stationary solutions, we need to let Jt → ∞, as t → ∞.
As t → ∞, the output of the short-term BC algorithm
xJ∞ (µ,θ,H) , limt→∞ xJt (µ,θ,H) is well defined only
when it converges to a single stationary point. Therefore, in the
convergence analysis of Algorithm 1 in the next subsection,
we will assume that the short-term BC algorithm converges
to a single stationary point w.p.1. If we allow approximate
convergence by running the short-term BC algorithm for only
a finite number of iterations i.e., limt→∞ Jt = J∞ < ∞
(which is always the case in practice), then xJ∞ (µ,θ,H)
is always well defined and the assumption that Problem (15)
has a discrete set of stationary points can be removed.
C. Convergence Analysis
In this section, we establish the local convergence of BC-
SSCA to stationary solutions. Due to the complex coupling
between the short-term and long-term control variables, the
convergence of long-term control variable depends heavily on
the properties of the short-term solution xJt
(
µt,θt,H(i)
)
found by the short-term BC algorithm. Since there is no
closed-form characterization of xJt
(
µt,θt,H(i)
)
, it is dif-
ficult to prove the convergence of BC-SSCA, which gives rise
to the following challenge.
Challenge 2. For the BC-SSCA which involves an iterative
short-term BC algorithm without closed-form characteriza-
tion, it is non-trivial to establish its local convergence to
stationary solutions.
To address Challenge 2, we need to make the following
assumptions on the parameters {ρt, γt, Jt}.
Assumption 1 (Assumptions on {ρt, γt, Jt}).
1) ρt → 0, 1ρt ≤ O (tκ) for some κ ∈ (0, 1),
∑
t (ρt)
2
<
∞3.
2) γt → 0,
∑
t γt =∞,
∑
t (γt)
2
<∞.
3) limt→∞ γt/ρt = 0.
4) For any fixed t > 0, Jt <∞; and Jt →∞, as t→∞.
With Assumption 1, we first prove a key lemma which
establishes the convergence of the recursive approximations
rˆt, f t and the surrogate function f¯ t (θ).
Lemma 1 (Convergence of rˆt, f t and f¯ t (θ)). Under Assump-
tion 1, we have
lim
t→∞
∣∣rˆtk − rk (θt,ΩJt (µt,θt))∣∣ = 0, (25)
lim
t→∞
∥∥f t −∇θg (r (θt,ΩJt (µt,θt)))∥∥ = 0, (26)
lim
t→∞
∥∥µt −∇rg (r (θt,ΩJt (µt,θt)))∥∥ = 0, (27)
where ΩJ (µ,θ) =
{
xJ (µ,θ,H) ,∀H} , and xJ (µ,θ,H)
is the output of Algorithm 2 with input J , µ, θ and H .
Moreover, consider a subsequence
{
µtj ,θtj
}∞
j=1
converging
to a limiting point (µ∗,θ∗), and define a function
fˆ (θ) , g
(
r
(
θ∗,ΩJ∞ (µ∗,θ∗)
))− τ ‖θ − θ∗‖2
+∇Tθ g
(
r
(
θ∗,ΩJ∞ (µ∗,θ∗)
))
(θ − θ∗) ,
where ΩJ∞ (µ,θ) =
{
xJ∞ (µ,θ,H) ,∀H} , and
xJ∞ (µ,θ,H) is the stationary point of PS (µ,θ,H)
found by Algorithm 2 (i.e., run Algorithm 2 until convergence
to a stationary point). Then, almost surely, we have
lim
j→∞
f¯ tj (θ) = fˆ (θ) , ∀θ ∈ Θ. (28)
Please refer to Appendix B for the proof. The motivation
for some key assumptions and the intuition behind Lemma
1 are explained below. From the recursive update for rˆtk in
(10), rˆtk is roughly obtained by averaging the instantaneous
rates over a time window of size 1ρt . Since θ
t is changing
over time t, rˆtk may not converge to rk
(
θt,ΩJt
(
µt,θt
))
in general. However, if limt→∞ γt/ρt = 0, it follows from
(14) that θt is almost unchanged during the time window 1ρt
(i.e., θt−
1
ρt ≈ θt− 1ρt+1 ≈ ... ≈ θt−1 ≈ θt) for sufficiently
large t, and thus rˆtk will converge to rk
(
θt,ΩJt
(
µt,θt
))
as t → ∞. The same assumption has also been made in
single-timescale stochastic optimization (with long-term con-
trol variable only) [20] for the same reason. Another standard
3We use O (·) to denote the Big O notation. Therefore, 1
ρt
≤ O (tκ) means
that lim supt→∞
t−κ
ρt
<∞.
technical assumption
∑
t ρt = ∞ is required in single-
timescale stochastic optimization. However, for the considered
two-timescale stochastic optimization in which the short-term
control variables x (i) are obtained by an iterative short-term
BC algorithm, a slightly stronger condition 1ρt ≤ O (tκ) with
κ ∈ (0, 1) than ∑t ρt = ∞ is required. With Lemma 1, the
following convergence theorem can be proved.
Theorem 2 (Convergence of Algorithm 1). Suppose Assump-
tion 1 is satisfied. Let
{
µtj ,θtj
}∞
j=1
denote any subsequence
of iterates generated by Algorithm 1 that converges to a
limiting point (µ∗,θ∗). Then we almost surely have
µ∗ = ∇rg (r∗) ,
(θ − θ∗)T ∇θg
(
r
(
θ∗,ΩJ∞ (µ∗,θ∗)
)) ≤ 0, (29)
∀θ ∈ Θ, where r∗ = r (θ∗,ΩJ∞ (µ∗,θ∗)). Moreover,
lim
j→∞
(x− x (i))T Jx (θ∗,x (i) ;H(i))∇rg (r∗) = 0, (30)
where x (i) , xJtj
(
µtj ,θtj ,H(i)
)
,∀i ∈
[tjTs + 1, (tj + 1)Ts].
Please refer to Appendix C for the proof. According to
Theorem 2, as j → ∞, for any i ∈ [tjTs + 1, (tj + 1)Ts],
the short-term solution x (i) found by the short-term BC al-
gorithm satisfies the stationary condition in (7). Moreover, the
limiting point θ∗ generated by Algorithm 1 also satisfies the
stationary condition in (8). Therefore, Algorithm 1 converges
to stationary solutions of the two-timescale Problem P .
D. Computational Complexity
In this subsection, we compare the computational complex-
ity of the proposed BC-SSCA algorithm with the following
baseline schemes.
• Baseline 1 - Spatial-compression-and-forward (SCF)
[8]: This is the SCF scheme in [8] with the consideration
of the CSI delay.
• Baseline 2 - Analog SCF (A-SCF) [9]: This is the fully-
analog spatial-compression-and-forward scheme in [9].
• Baseline 3 - Slow-timescale SCF (S-SCF): This scheme
is obtained by removing the short-term optimization in
the proposed scheme.
We first analyze the complexity of the proposed BC-SSCA
algorithm. The complexity order for other schemes can be
obtained similarly.
Complexity order of the short-term BC algorithm: In
each iteration of the short-term BC algorithm, we solve the
subproblems for the five blocks of variables in three steps:
1) In Step 1, the calculation of(∑K
l=1 V˜
H
hl |βl|2 hHl V˜ + V˜
H
V˜ +Q
)−1
∈ CNL×NL
and uk needs O(N3L3) and O(N2L3) floating point
operations (FPOs), respectively. Moreover, we only need
O(NL) FPOs to compute wk =
(
1− uHk V˜
H
hkβk
)−1
,
since uk and V˜
H
hkβk have been already been calculated
previously. Similarly, the calculation of βk,∀k in (18) needs
O(1) FPOs.
Schemes Complexity order
THCF scheme O(N
2ML+MSNK
Ts
+N3L3S3)
SCF scheme O(N3L3M3)
A-SCF scheme O(N3L3M3)
S-SCF scheme O(N
2ML+MSNK
Ts
)
Table II
COMPLEXITY ORDERS FOR DIFFERENT SCHEMES.
2) In Step 2, the computation complexity of updating v is
dominated by the inversion of B and is given by O(N3L3S3).
3) In Step 3, the bisection method to find the Lagrangian pa-
rameter λn requires O(1) iterations to achieve certain accuracy
and L multiplications are performed in each iteration. There-
fore, the computation complexity of updating d is O(S +L).
Based on the above analysis, the computation complexity
of the short-term BC algorithm is:
CS , O
(
N3L3 +N3L3S3 + L
)
.
Complexity order of the long-term control optimization:
The computation complexity is dominated by the updating f
and computing the Jθ (θ,x;H), whose complexity order is
CL = O(N
2ML+MSNK).
Overall complexity order of BC-SSCA: Since each
frame consists of Ts time slots, the overall complexity or-
der of the proposed BC-SSCA algorithm is CBC−SSCA ,
O
(
CL
Ts
+ CS
)
.
Comparison of complexity orders: In Table II, we sum-
marize the complexity orders of different schemes. As seen
from Table II, since M  S ≥ L, the proposed THCF
scheme has much lower complexity than that of both the
SCF scheme and the A-SCF scheme. Although the S-SCF
scheme provides a lower computation complexity than that
of the proposed THCF scheme, the performance is in general
much worse. Consequently, our proposed THCF scheme offers
a better trade-off between complexity and performance.
E. Implementation Consideration
At the beginning of each frame, the BBU needs to send θn
to RRH n. Moreover, at each time slot, the BBU needs to
send V n,dn to RRH n and pk to user k. In practice, each
of these control variables θn,V n, pk needs to be quantized
using, e.g., a codebook based method, before sending them
to the RRHs or users (note that dn is already an integer).
The detailed codebook design for each control variable is out
of the scope of this paper. In the simulations, we observe
that the loss due to the quantization of θn is already small
under the simple uniform scalar quantization with only 3-bits
quantization for each element. Since θn is adaptive to the
channel statistics and is only updated once per frame (Tf time
slots), the signaling overhead for communicating the quantized
θn is relatively small. On the other hand, by adapting the
short-term control variables V n,dn and pk to the effective
channel, these variables are updated once per time slot. Note
that V n,dn can be conveyed to RRH n via a dedicated high-
speed fronthaul link and this may not cause too much overhead
compared to the amount of data symbols that needs to be send
to RRH n (since each time slot may contain a large number
of data symbols). Although pk needs to be send to each user
k via the downlink wireless channel with a lower capacity
compared to the fronthaul link, it is only a scalar and thus the
resulting signaling overhead is still acceptable in practice.
For users with higher mobility, the channel coherence time
is smaller and the signaling overhead for sending V n,dn
to RRH n may become unacceptable. In this case, we can
simply use a distributed digital filter V n as in [8] such that
each RRH can independently determine its digital filter V n
based on the covariance matrix of its received pilot signal that
can be obtained locally at each RRH by sending uplink pilots
from the users. Please refer to [8] for the detailed design of
the distributed digital filter V n. In addition, we can simply
use a uniform quantization (i.e., dn,l = Cn2BL ,∀n, l) to avoid
the signaling overhead of sending dn to RRH n. Therefore,
the proposed algorithm framework can be easily modified to
achieve a good tradeoff between the performance and signaling
overhead for practical implementations.
Remark 1. In this paper, we focus on fast power control and
thus the power allocation vector p is a short-term control
variable. In practice, for high mobility user with smaller
channel coherence time, we may switch to slow power control
to avoid frequent fast power control signaling. The proposed
algorithm can be easily modified to consider slow power
control by removing the power allocation from the short-term
control optimization and modifying the surrogate function for
long-term control optimization to include the power allocation
as a long-term variable.
V. SIMULATION RESULTS AND DISCUSSIONS
Consider a C-RAN with 4 RRHs placed in a circle cell of
radius 500 m. There are 8 users randomly distributed in the
cell. The channel bandwidth is 1 MHz. As in [13], we adopt a
geometry-based channel model with a half-wavelength space
ULA for simulations. The channel vector between RRH n
and user k can be expressed as hn,k =
∑Np
i=1 αn,k,ia (ϕn,k,i),
where a (ϕ) is the array response vector, ϕn,k,i’s are Lapla-
cian distributed with an angle spread σAS = 10, αn,k,i ∼
CN
(
0, σ2n,k,i
)
, σ2n,k,i are randomly generated from an expo-
nential distribution and normalized such that
∑Np
i=1 σ
2
n,k,i =
Gn,k, Gn,k is the average channel gain determined by the
pathloss model 30.6 + 36.7 log 10 (distn,k) [21], and distn,k
is the distance between RRH n and user k in meters. Unless
otherwise specified, we consider M = 64 antennas, S = 16
RF chains and Np = 6 channel paths for each RRH. The power
spectral density of the background noise is -169 dBm/Hz. The
transmit power constraint for each user is Pk = 23 dBm. There
are Ts = 10 time slots in each frame and the slot size is 1
ms. The coherence time for the channel statistics is assumed
to be 10 s [22] . As in [10], [23], we assume that the CSI
delay is proportional to the dimension of the channel vector
that is required at the BS, i.e., if the full-CSI delay (which
is defined as the delay required to obtain the full channel
sample Hn,∀n) is τ ms, then the effective-CSI delay (which
is defined as the delay required to obtain the effective channel
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Figure 4. Convergence of the BC-SSCA algorithm.
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Figure 5. Rate performance versus the per-RRH fronthaul capacity C.
FHnHn,∀n) is SM τ ms. The carrier frequency is 2.14 GHz
and the velocity of users is 3 Km/h. The CSI delay is set to
be τ = 4 ms except for Fig. 7.
We use PFS utility as an example to illustrate the advantage
of the proposed scheme. Three baseline schemes described in
Section IV-D are considered for comparison. In the simula-
tions, the performance of the ideal SCF without CSI delay is
also provided as a performance upper bound.
A. Convergence of the online BC-SSCA algorithm
In the upper subplot of Fig. 4, we plot the objective
function of the short-term BC algorithm versus the iteration
number. The short-term BC algorithm converges within a
few iterations. The lower subplot illustrates the convergence
behavior for the overall BC-SSCA algorithm. It can be seen
that BC-SSCA quickly converges to a stationary solution.
B. Performance versus the Fronthaul Link Capacity
Fig. 5 shows the performance comparison of different
schemes versus per-RRH fronthaul capacity C varies from
C = 16 Mbps to C = 160 Mbps. It can be observed that
the best performance of both the sum throughput and worst
user throughput are achieved by the SCF scheme without CSI
delay, followed by the proposed THCF scheme. Furthermore,
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Figure 6. Rate performance versus the per-RRH number of antennas M .
the proposed THCF scheme achieves significant gain over
A-SCF and S-SCF, which demonstrates the importance of
hybrid analog-and-digital processing and two-timescale joint
optimization. When the fronthaul capacity increases, the per-
formance gap between the proposed THCF scheme and the
performance upper bound (SCF without CSI delay) becomes
smaller. Finally, it is observed that the performance of SCF
is inferior to the proposed THCF since the full-CSI delay is
larger than the effective-CSI delay.
C. Performance versus the Number of Antennas per RRH
In Fig. 6 , we plot the rate performance versus the number of
antennas M per-RRH, where the per-RRH fronthaul capacity
is fixed as C = 64Mbps. We observe that the proposed THCF
scheme achieves a near-optimal performance when compared
to the SCF scheme without CSI delay (a performance upper
bound) and outperforms the competing schemes. Moreover,
as M increases, the performance gap between the competing
schemes becomes larger. Again, the SCF scheme without CSI
delay achieves the best PFS performance, but its hardware
complexity and implementation cost are much larger than the
proposed THCF especially when the number of antennas M
per-RRH is large. Moreover, when there is CSI delay, the
proposed THCF scheme will outperform the SCF scheme. In
contrast, with the proposed THCF scheme, we can enjoy the
huge array gain provided by the massive MIMO almost for
free (i.e., the complexity and power consumption are similar
to the C-RAN with small-scale multi-antenna RRHs). This
indicates that the proposed THCF scheme achieves better
tradeoff performance than other baselines.
D. Performance versus the CSI Delay
In Fig. 7, we plot the rate performance versus the CSI
delay, where the per-RRH fronthaul capacity is fixed as
C = 64Mbps. We can see that as the CSI delay increases, the
PFS of all schemes decreases gradually. It is observed that the
PFS achieved with the proposed THCF scheme is higher than
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Figure 8. Rate performance versus the total feedback bits per timeslot.
that achieved by the other schemes for moderate and large full-
CSI delay. This is because the performance of the proposed
THCF scheme is insensitive to the full-CSI delay. Although
the performance of the S-SCF scheme is also insensitive to
the full-CSI delay, its performance is still much worse than
the proposed THCF scheme due to the lack of optimal power
control and quantization bits allocation.
E. Performance under Practical Implementation Considera-
tion
To illustrate the impact of quantization on the analog and
digital filtering matrices in practice, the performance of all
schemes are evaluated in Fig. 8 with different total numbers
of quantization bits. The per-RRH fronthaul capacity is fixed
as C = 64 Mbps. For THCF, we assume that θn is quantized
using the simple uniform scalar quantization with only 3-
bits quantization for each element. Moreover, the digital filter
V n are quantized using a random vector quantization (RVQ)
codebook. For fair comparison, the total number of feedback
bits per timeslot of all schemes are set to be equal. As shown
in Fig. 8, the PFS utility of SCF and THCF increases with
the total feedback bits per timeslot. On the other hand, the
PFS utility of S-SCF and A-SCF almost remain constant when
total feedback bits per timeslot ranges from 95 to 159 bits.
This is because for S-SCF, a total number of 95 quantization
bits corresponds to 3-bits quantization for each phase in θn,
since the analog filter is updated at the slow timescale in
S-SCF. In this case, the quantization loss is already small
compared to the unquantized case. For A-SCF, a total number
of 159 quantization bits only corresponds to less than 1-bit
quantization for each phase in θn, since the analog filter is
updated at the fast timescale in A-SCF. Therefore, we can
only use 1-bit quantization for each phase in A-SCF for the
entire range of feedback bits in the simulations. This also
demonstrates that the slow-timescale/two-timescale design can
significantly reduce the feedback overhead.
VI. CONCLUSION
We propose a two-timescale hybrid compression and for-
ward (THCF) scheme to reduce the fronthaul consumption in
Massive MIMO aided C-RAN. We formulate the optimization
of THCF as a general utility maximization problem, and
propose a BC-SSCA algorithm to find stationary solutions of
this two-stage non-convex stochastic optimization problem. At
each iteration, BC-SSCA first runs an iterative BC algorithm
to find a stationary point (up to a certain accuracy) of the short-
term weighted sum rate maximization subproblem associated
with the observed channel state. Then it updates the surrogate
function for the objective of the long-term analog spatial filter-
ing problem based on the observed channel state, the current
iterate and the stationary point of the short-term subproblem.
Finally, it updates the long-term analog spatial filter by solving
the resulting convex approximation problem with closed-form
solution. We show that the BC-SSCA algorithm converges to
stationary solutions of the joint optimization problem almost
surely. Finally, simulations verify that the proposed BC-SSCA
algorithm achieves significant gain over existing solutions.
APPENDIX
A. Jacobian Matrix of Instantaneous Rate
For given channel state H, the Jacobian matrix of the
instantaneous rate vector r(θ,x;H) with respect to θ is
Jr (θ,x;H) =
[ ∇θr1 ∇θr2 · · · ∇θrK ] ,
where ∇θrk = [∇Tθ1rk, ...,∇TθN rk]T . According to the matrix
calculus and the chain rule, we can get
∇θnrk =
an,k
Γk
− an,−k
Γ−k
,
where
Γk =
K∑
l=1
pl|uHk V˜
H
hl|2+‖uHk V˜
H‖2+uHk Q (θ,p,v,d)uk,
Γ−k =
K∑
l 6=k
pl|uHk V˜
H
hl|2+‖uHk V˜
H‖2+uHk Q (θ,p,v,d)uk,
an,k = −Vec(R[
√−1F ∗n ◦An,k]),
an,−k = −Vec(R[
√−1F ∗n ◦An,−k]),
An,k =
K∑
l=1
pl(hn,lu
H
n,kV
H
n )·(hHl V˜ uk)+F nV nun,kuHn,kV Hn
+
L∑
l=1
3uHn,k,lun,k,l
4dn,l
(
∑
k
pkhn,kh
H
n,kF nvn.lv
H
n,l+F nvn,lv
H
n,l),
An,−k =
K∑
l 6=k
pl(hn,lu
H
n,kV
H
n )·(hHl V˜ uk)+F nV nun,kuHn,kV Hn
+
L∑
l=1
3uHn,k,lun,k,l
4dn,l
(
∑
k
pkhn,kh
H
n,kF nvn,lv
H
n,l+F nvn,lv
H
n,l).
B. Proof of Lemma 1
The proof relies on the following lemma which char-
acterizes the Lipschitz continuity of xJ (µ,θ,H) and
rk
(
θ,ΩJ (µ,θ)
)
,∀k with respect to µ,θ.
Lemma 2. Let xJ (µ,θ,H) denote the output of Algorithm
2 with input J , µ, θ and H . We have∥∥xJ (µ1,θ1,H)− xJ (µ2,θ2,H)∥∥
≤BJx
√
‖µ1 − µ2‖2 + ‖θ1 − θ2‖2, (31)∥∥rk (θ1,ΩJ (µ1,θ1))− rk (θ2,ΩJ (µ2,θ2))∥∥
≤BJ
√
‖µ1 − µ2‖2 + ‖θ1 − θ2‖2, (32)
for any µ1µ2 > 0, θ1,θ2 ∈ Θ, any inner iteration number
J ≥ 1 and some constant Bx > 0, B > 0.
Proof: In Algorithm 2, the initial point x0 (µ1,θ1,H)−
x0 (µ2,θ2,H) is Lipschitz continuous with respect to µ, θ.
Moreover, each subproblem with respect to one short-term
variable has a closed-form solution which is also Lipschitz
continuous with respect to µ, θ and the other short-term
variables. Therefore, after the first iterations, we have∥∥x1 (µ1,θ1,H)− x1 (µ2,θ2,H)∥∥
≤B1
√
‖µ1 − µ2‖2 + ‖θ1 − θ2‖2,
for some B1 > 0, and after J iteration, we have∥∥xJ (µ1,θ1,H)− xJ (µ2,θ2,H)∥∥
≤B1B2...BJ
√
‖µ1 − µ2‖2 + ‖θ1 − θ2‖2.
for some Bj > 0, j = 1, ..., J . Letting Bx = maxj Bj , (31)
is proved. Finally, (32) follows immediately from the fact that
rk (θ,x,H) is Lipschitz continuous with respect to θ and x.
In the rest of the proof, we will focus on proving (25). The
proof for (26) and (27) is similar. We first show that for any
positive integer J > 0, we almost surely have
lim
t→∞
∣∣rˆtk − rk (θt,ΩJ (µt,θt))∣∣ ≤ eJ ,∀k, (33)
where eJ satisfies limJ→∞ eJ = 0.
Step 1 of proving (33): Define a sequence
r˜tk = (1− ρt) r˜t−1k
+ ρt
(t+1)Ts∑
i=tTs+1
rk(θ
t,xJ(µt,θt,H(i));H(i))
Ts
. (34)
Comparing (10) and (34), the update term∑(t+1)Ts
i=tTs+1
rk(θt,xJ(µt,θt,H(i));H(i))
Ts
in (34)
is only different from (10) by eJ,t =∣∣∣∣∑(t+1)Tsi=tTs+1(rk(θt,xJ(µt,θt,H(i));H(i))−rk(θt,x(i);H(i)))Ts
∣∣∣∣. Then
we have
lim
t→∞
∣∣r˜tk − rk (θt,ΩJ (µt,θt))∣∣ = 0. (35)
This is a consequence of [24], Lemma 1, which provides
a general convergence result for any sequences of random
vectors {ηt} , {zt} that satisfies conditions (a) to (e) in this
lemma. When applying [24], Lemma 1 to prove the con-
vergence of r˜tk in (35), we let η
t = rk
(
θt,ΩJ
(
µt,θt
))
,
zt = r˜tk and ζ
t =
∑(t+1)Ts
i=tTs+1
rk(θ
t,xJ (µt,θt,H(i));H(i))
Ts
. Since
the instantaneous rate rk is bounded, we can find a convex and
closed box region Z to contain rk such that condition (a) and
(b) are satisfied. Since E
[
ζt
]
= rk
(
θt,ΩJ
(
µt,θt
))
, we have
bt = 0 in condition (c) and it follows from
∑∞
t=0 (ρ
t)
2
<∞
that condition (c) is satisfied. Condition (d) follows from the
assumption on {ρt}. Finally, from Lemma 2, we have
lim
t→∞
|rk(θt+1,ΩJ
(
µt+1,θt+1
)
)− rk(θt,ΩJ
(
µt,θt
)
)|
ρt
≤ lim
t→∞O
(
γtBJ
ρt
)
= 0,
where the last inequality follows from (32) and√
‖µt+1 − µt‖2 + ∥∥θt+1 − θt∥∥2 = O (γt). Therefore,
condition (e) in [24], Lemma 1 is also satisfied, and thus (35)
follows immediately from [24], Lemma 1.
Step 2 of proving (33): By the definitions of r˜tk and rˆtk,
we have∣∣rˆtk − r˜tk∣∣
≤
t∑
t′=1
(1− ρt)t−t
′
ρt′ eJ,t′
=
nt∑
t′=1
(1− ρt)t−t
′
ρt′ eJ,t′ +
t∑
t′=nt+1
(1− ρt)t−t
′
ρt′ eJ,t′
≤ρ1eaJ,t
(1− ρt)t−nt
ρt
+
ρnt+1
ρt
ebJ,t,
where nt = (1− κ− ) t with  ∈ (0, 1− κ), eaJ,t =
maxt′∈{1,...,nt} eJ,t′ and e
b
J,t = maxt′∈{nt+1,...,t} eJ,t′ . From
Assumption 1-2, we have limt→∞ ρ1eaJ,t
(1−ρt)t−nt
ρt
= 0 and
limt→∞
ρnt+1
ρt
< ∞. Moreover, from Theorem 1, we have
limJ→∞ ebJ,t = 0,∀t. Then it follows from the above analysis
that limt→∞ |rˆtk − r˜tk| ≤ eJ for some error eJ satisfying
limJ→∞ eJ = 0. Together with (35), it follows that (33) holds.
Then, we prove (25). From Theorem 1, we have
lim
t→∞
∣∣rk (θt,ΩJt (µt,θt))− rk (θt,ΩJ (µt,θt))∣∣ = eJ ,
(36)
for some error eJ satisfying limJ→∞ eJ = 0. Note that (33)
holds for any finite J . Therefore, for any  > 0, there exists
sufficiently large but finite J such that eJ ≤ 2 . Then it follows
from (33) and (36) that
lim
t→∞
∣∣rˆtk − rk (θt,ΩJt (µt,θt))∣∣ ≤ ,∀k. (37)
Since (37) holds for any  > 0, we have
limt→∞
∣∣rˆtk − rk (θt,ΩJt (µt,θt))∣∣ = 0.
Finally, (28) follows directly from (25) - (27) and the
definition of fˆ (θ).
C. Proof of Theorem 2
Let φ =
[
θT ,µT
]T
denote the composite long-term
control variables. For any t > 0, we use g (φ) as an
abbreviation for g
(
r
(
θ,ΩJt (µ,θ)
))
, rt as an abbreviation
for r
(
θt,ΩJt
(
µt,θt
))
, and rt+1,t as an abbreviation for
r
(
θt+1,ΩJt
(
µt,θt
))
, when there is no ambiguity.
1. We first prove that lim inft→∞
∥∥∥φ¯t − φt∥∥∥ = 0 w.p.1.
Since f¯ t (θ) is uniformly strongly concave, we have
∇T f¯ t (θt)dt ≥ η ∥∥dt∥∥2 + f¯ t (θ¯t)− f¯ t (θt) ≥ η ∥∥dt∥∥2 ,
(38)
for some η > 0, where dt = θ¯t − θt. Moreover, we have
g
(
φt+1
) a≥ g (rt+1,t)− o (γt)
b≥ g (φt)+ γt∇Tθ g (φt)dt
− L0
(
γt
)2 ∥∥dt∥∥2 − o (γt)
= g
(
φt
)− L0 (γt)2 ∥∥dt∥∥2 − o (γt)
+ γt
(∇Tθ g (φt)−∇T f¯ t (θt)+∇T f¯ t (θt))dt
≥ g (φt)+ γtη ∥∥dt∥∥2 − o (γt) , (39)
where o (γt) /γt → 0 as t, t → ∞ and
∇θg
(
φt
)
= ∇θg
(
r
(
θt,ΩJt
(
µt,θt
)))
; (39-
a) follows from the first order Taylor expansion
g
(
rt+1,t
)−g (rt+1) = ∇Tr g (rt+1) (rt+1,t − rt+1)+o (γt),
the fact that
∥∥µt+1 −∇rg (rt+1)∥∥ = et with limt→∞ et = 0,
and the definitions of rt+1,t, rt+1; (39-b) follows
from the fact that the partial derivative ∇θg
(
φt
)
is
Lipschitz continuous with L0 > 0 denoting the Lipschitz
constant; and the last inequality follows from (38) and
limt→∞
∥∥∇θg (φt)−∇f¯ t (θt)∥∥ = et. Let us show by
contradiction that w.p.1. lim inft→∞
∥∥∥φ¯t − φt∥∥∥ = 0. Suppose
lim inft→∞
∥∥∥φ¯t − φt∥∥∥ ≥ χ > 0 with a positive probability.
Then we can find a realization such that
∥∥dt∥∥ ≥ χ for
all t. We focus next on such a realization. By choosing a
sufficiently large t0 and t, there exists η > 0 such that
g
(
φt+1
)− g (φt) ≥ γtη ∥∥dt∥∥2 ,∀t ≥ t0. (40)
It follows from (40) that
g
(
φt
)− g (φt0) ≥ ηχ2 t∑
j=t0
(
γj
)2
,
which, in view of
∑∞
j=t0
(
γj
)2
= ∞, contradicts
the boundedness of
{
g
(
φt
)}
. Therefore, it must be
lim inft→∞
∥∥∥φ¯t − φt∥∥∥ = 0 w.p.1.
2. Then we prove that lim supt→∞
∥∥∥φ¯t − φt∥∥∥ = 0 w.p.1.
We first prove a useful lemma.
Lemma 3. There exists a constant Lˆ > 0 such that∥∥∥φ¯t1 − φ¯t2∥∥∥ ≤ Lˆ∥∥φt1 − φt2∥∥+ e (t1, t2) ,
where limt1,t2→∞ e (t1, t2) = 0.
Proof: Following a similar analysis to that in Appendix
B, it can be shown that
lim
t→∞
∣∣f¯ t (θ)− g¯t (θ;φt)∣∣ = O (et) , (41)
lim
t→∞
∥∥µ¯t −∇rg (rt)∥∥ = O (et) , (42)
where g¯t
(
θ;φt
)
, g
(
rt
)
+∇θg
(
φt
) (
θ − θt)−τ ∥∥θ − θt∥∥2
and limt→∞ et → 0. It can be verified that g¯t
(
θ;φt
)
and
∇rg
(
rt
)
are Lipschitz continuous in φt, and thus∣∣g¯t (θ;φt1)− g¯t (θ;φt2)∣∣ ≤ B ∥∥φt1 − φt2∥∥ , (43)∥∥∇rg (rt1)−∇rg (rt2)∥∥ ≤ B ∥∥φt1 − φt2∥∥ ,∀θ ∈ Θ (44)
for some constant B > 0. Combining (41) to (44), we have∣∣f¯ t1 (θ)− f¯ t2 (θ)∣∣ ≤ B ∥∥θt1 − θt2∥∥+O (et) + e (t1, t2) ,
(45)∥∥µ¯t1 − µ¯t2∥∥ ≤ B ∥∥θt1 − θt2∥∥+O (et) + e (t1, t2) ,
(46)
where limt1,t2→∞ e (t1, t2) = 0. Since (45) holds for any t >
0 and limt→∞ et = 0, we have∣∣f¯ t1 (θ)− f¯ t2 (θ)∣∣ ≤ B ∥∥θt1 − θt2∥∥+ e (t1, t2) ,∀θ ∈ Θ.
(47)
Then it follows from (47) and the Lipschitz continuity and
strong convexity of f¯ t (x) that∥∥∥θ¯t1 − θ¯t2∥∥∥ ≤ B1B ∥∥θt1 − θt2∥∥+B1e (t1, t2) , (48)
for some constant B1, B2 > 0. This is because for strictly
convex problem, when the objective function (13) is changed
by amount e (θ), the optimal solution θ¯t will be changed by
the same order (i.e., ±O (|e (θ)|)). Finally, Lemma 3 follows
from (44) and (48).
Using Lemma 3 and following the same analysis as
that in [20], Proof of Theorem 1, it can be shown that
lim supt→∞
∥∥∥φ¯t − φt∥∥∥ = 0 w.p.1. Therefore, we have
lim
t→∞
∥∥∥φ¯t − φt∥∥∥ = 0, w.p.1. (49)
3. Finally, we are ready to prove the convergence theorem.
By definition, we have limj→∞ µ¯tj = ∇rg (r∗). Then it
follows from (49) that µ∗ = limj→∞ µtj = ∇rg (r∗).
According to (13), Lemma 1 and (49), θ∗ must be the optimal
solution of the following convex optimization problem w.p.1.:
max
θ∈Θ
fˆ (θ) . (50)
From the first-order optimality condition, we have
∇T fˆ (θ∗) (θ − θ∗) ≤ 0,∀θ ∈ Θ. (51)
It follows from Lemma 1 and (51) that θ∗ also satisfies (29).
Finally, (30) follows from µ∗ = ∇rg (r∗) and Theorem 1.
This completes the proof.
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