In this paper we consider the problem of no-wait cyclic scheduling of identical parts in an m-machine production line in which a robot is responsible for moving each part from a machine to another. The aim is to find the minimum cycle time for the so-called 2-cyclic schedules, in which exactly two parts enter and two parts leave the production line during each cycle. The earlier known polynomial-time algorithms for this problem are applicable only under the additional assumption that the robot travel times satisfy the triangle inequalities. We lift this assumption on robot travel times and present a polynomial-time algorithm with the same time complexity as in the metric case, O(m 5 log m).
Introduction
This paper considers a robotic flowshop cell which consists of m machines M 1 , . . . , M m , an input station M 0 , an output station M m+1 , and a single robot that performs all material handling operations in the cell, i.e., the transportation of parts between the machines and the stations, as well as the loading and unloading of parts onto and from the machines and stations. Each part must spend a predetermined amount of processing time on each machine and, once this time is elapsed, it must be immediately transported by the robot to the next machine (or to the output station) in a technological sequence. This condition is called the no-wait condition. In the electrochemical industry, violating this condition may deteriorate the product quality and cause a defect product. The paper considers cyclic production of identical parts which means that all operations in the cell are periodically repeated. The robot repeats its moves periodically, and the corresponding sequence of robot moves is called a cyclic sequence. The sequence of robot moves supplied by the start and finish times is called robot's schedule. A schedule is said to be cyclic if the start and finish times repeat periodically with a constant time T, called the cycle time.
A cyclic schedule in which each processing operation and each robot move appear r times during each cycle is said to be r-cyclic. During each cycle of the r-cyclic schedule, exactly r parts enter the line and r parts are unloaded at the output station; at the end of the cycle the flowshop cell returns to its original state. The mean cycle time is defined as the whole cycle time divided by r. The throughput rate is the inverse of the mean cycle time. An optimization problem for robotic flowshops asks to specify a cyclic sequence of robot moves so as to maximize the throughput rate of the flowshop, or, equivalently, to minimize the cycle time.
Optimal robotic flowshop schedules have been intensely studied over the past decades -for a thorough description and discussion of the model considered in this paper we refer the interested reader to the book by Dawande et al. [11] , the surveys by Hall [13] , Crama et al. [9] and Dawande et al. [10] , and numerous references therein. In general, the multi-cyclic schedules may have a better throughput rate than the 1-cyclic ones, as has been reported by many authors (e.g., [25, 17, 20, 16, 5, 6] ).
The literature on the r-cyclic scheduling, for r > 1, is not so vast. To the best of our knowledge, the first work on multi-cyclic robotic scheduling has appeared in the 1960s in the former Soviet Union: Suprunenko et al. [26] , Aizenshtat [2] and Tanayev [27] , have proposed concise mathematical descriptions of the r-cyclic processes with transporting automatic devices and introduced the so-called method of forbidden intervals (MFI) for finding an optimal schedule; however, these authors did not study its complexity and did not establish its polynomiality. This method has been further developed and proved to be polynomial for the 1-cyclic case by Levner and Kats [18] and Levner et al. [19] , where the upper bound of O(m 3 · log m) has been obtained. However, this result is related to the 1-cyclic schedules only.
Sethi et al. [24] proved that for a 2-machine bufferless robotic cell producing identical parts the optimal solution is 1-cyclic and conjectured that 1-cyclic schedules yield optimal solutions for every multi-machine robotic flowshop. Crama and Klundert [8] established the validity of the conjecture for three machines. However, Brauner and Finke [4] proved that 1-cyclic schedules do not necessarily yield optimal solutions for cells when the number of machines is four or larger. For a 2-machine no-wait robotic cell producing identical parts Agnetis [1] showed that the optimal solution is 1-cyclic whereas for a 3-machine no-wait robotic cell the optimal solution could be 2-cyclic. Akturk et al. [3] proved that the optimal solution is not necessarily 1-cyclic and could be 2-cyclic for the 2-machine flexible cells, in which the processing of each part consists of several different operations and the latter operations are to be allocated to the machines.
Special attention of the researchers has been devoted to finding efficient algorithms for the case of multi-machine 2-cyclic scheduling. Based on the above-mentioned method of forbidden intervals (MFI), Levner et al. [20] have proposed a geometric algorithm solving this class of problems fast in practice and have conjectured that it is of polynomial time. This conjecture has been proven by Chu [7] for a special case in which the robot transportation times satisfy the triangle inequalities. For the sake of brevity, we refer to this case as "the Euclidean case" although the Euclidean metrics is only a special type of metrics satisfying the triangle inequalities. These authors have proved that, in this case, the complexity of the geometric algorithm is O(m 8 log m). Chu [7] has presented a more elaborate analysis of the MFI for the considered problem, which permitted him to improve the algorithm complexity estimation for the Euclidean case from O(m 8 log m) to O(m 5 log m). In order to complete the entire picture, we add that for a more general class of r-cyclic schedules, r > 2, Che et al. [5] , have shown that for a fixed r, the MFI solves the Euclidean case in polynomial time in m with the complexity quickly increasing with the growth of r, approximately as m
The complexity for the general non-Euclidean case remained an open question, which will be answered in this paper for 2-cyclic schedules. Thus, we investigate a general, non-Euclidean case, when the robot transportation and traveling times are not required to satisfy the triangle inequalities. This model may be appropriate in practical situations in which distances are not necessarily Euclidean, for example, in the case when a mobile robot has to navigate in an area with many obstacles. Here, the method of forbidden intervals, in its original form, is not applicable because the intervals cannot be simply merged together, as in the Euclidean case. We suggest a different geometric approach based on the concepts of feasible polygons and singular points which is valid for both of the cases, Euclidean as well as non-Euclidean. Using this approach, we enhance the geometrical scheme suggested by Levner et al. [20] and construct an improved algorithm of complexity O(m 5 log m). This paper is organized as follows. Section 2 gives a formal description of the problem. Section 3 presents the analysis of the problem and restate it as a finite series of linear programming problems. Section 4 introduces the singular points and estimates their total number. Based on the concepts of feasible polygons and singular points, Section 5 presents a new polynomial algorithm and estimates its complexity. A numerical example in this section demonstrates that the MFI developed for the Euclidean case is no longer an exact method valid for the non-Euclidean case. Section 6 concludes the paper. Appendix A contains the proofs. Appendix B introduces the MFI method and gives computational details for the example from Section 5 whereas Appendix C provides the details of how the present geometrical algorithm solves this example to optimality.
Problem formulation and notation
In 2-cyclic schedules, exactly two parts enter and two parts leave the line during each cycle of length T. The identical parts are loaded into the line at time . . .−kT, −kT +T 1 , . . . , −2T, −2T +T 1 , −T, −T +T 1 , 0, T 1 , T, T +T 1 , 2T, . . . , kT +T 1 , (k+1)T, . . . , where T 1 < T. The parts loaded at time kT (respectively, at time kT + T 1 ), k = 0, ±1, ±2, . . . are called the parts of Class 1 (respectively, the parts of Class 2).
Two sequences, U and S, characterize the considered scheduling problem:
• a fixed and a priori known sequence U = {0, 1, 2, . . . , m, m + 1} which specifies that each of the (identical) parts is loaded at the input station M 0 , processed on the machines in order M 1 , . . . , M m , and then is unloaded at an output station M m+1 ; • an a priori unknown sequence S of robot moves, S = {s(1) = 0, s(2), . . . , s(2m + 2)}, which is to be found; it specifies the order of operations to be performed by the robot in each cycle in the 2-cyclic schedule. After unloading machine 
Definition 1 (Cycle Time T).
For any instance of the problem, the cycle time T is defined as the total time required by the robot to perform all the 2m + 2 moves in sequence S.
Notice that the length of a life cycle of each part (that is, the time elapsed between the moment when the part enters into the line and the moment when it is unloaded to the output station) can be much longer than the cycle time T, which is dependent of S.
To make a formal definition for the problem, we introduce the following parameters: 
Since all R ij > 0, the robot cannot do more than one unloading operation at a time.
We start with formulating several natural constraints of the problems. Consider the part introduced into the process at time 0. Due to the no-wait condition, this part must be completed at machine M i at time 
On the other hand, let us define the upper bound T 0 for T 1 and T − T 1 as follows:
Obviously, the minimal values of T 1 and T − T 1 are not larger than T 0 . Indeed, the schedule with
to a primitive cyclic robot route S 0 = {0, 1, 2, . . . , m, 0, 1, 2, . . . , m}, repeating twice the technological order of machines U.
Comparing T 0 and T 0 , we obtain:
The process periodicity allows us to restrict its analysis to a single cycle confined within the time interval [0, T). Within this interval, exactly two parts are unloaded from each machine M i : the part which was introduced at time (−kT), where k = floor(Z i /T), will be unloaded at time Y i = Z i mod T = Z i − kT, whereas the part which was introduced at time (−hT + T 1 ),
The station M 0 will be unloaded at time 0 and T 1 .
Notice that the height k i (and, correspondingly, h i ) where
the number of complete cycles that the part has gone through before being completed since its introduction into the process.
Let Y be the set containing all the values 
The sequence of indices S = {s(1) = 0, s(2), . . . , s(2m + 2)} determines the robot route, which is the sequence of robot moves between the machines in time interval [0, T).
The proof is similar to the 1-cyclic case given, for instance, by Livshits and Mikhailetski [21] and Phillips and Unger [23] , and is skipped here. In case we need to indicate that the robot moves a part of Class 2 from a certain machine (that is, the move starts at moment Y i ), the corresponding machine number in S will be marked by symbol " ", the notation will be used in the Example in Section 5 and in Appendix C.
If Similarly to the 1-cyclic case (see, for instance, [21, 23, 14] ), a 2-cyclic schedule S = {s(1) = 0, s (2), . . . , s(2m + 2)} is feasible iff the decision variables (the times) T, T 1 , and Y ( * ) satisfy inequalities (1a)-(1b) and the following inequalities (3) below:
Now the 2-cyclic scheduling problem under consideration can be formulated as follows:
Problem P. To find a feasible 2-cyclic robot route S and a variable T 1 minimizing the cycle time T (such a route is said to be optimal).
Problem analysis
In this section, we estimate the number of all feasible robot routes. Recall that the robot route remains unchanged as long as the set of values Y 
Types of the intersection lines
The times The intersections can be of four types, which are written out below; in what follows, without loss of generality, we assume
The intersections are determined by the equation
and take place at values
where
, ranging between 0 and Fig. 1 ). Therefore, at value T = F ijk , only one pair of segments of lines Y i and Y j intersect, whereas the infinite number of straight
As we will see below, the number of different k in (4) is, in fact, finite and bounded from above by the number of machines m, due to the fact that the cycle time T, which we are interested in, cannot be arbitrarily small and is bounded from below by T 0 (see condition (1a)). 
This type of intersections defines the same set of intersection points as in the previous case:
In combination with relation (4), the latter formula shows that when a varying parameter T passes the point T = F ijk the robot route changes the order of serving machines M i and M j in two different places of the sequence S, one related to serving a part of Class 1 and another of Class 2.
For fixed T 1 , the intersections take place at the following points E ijk :
which means that on the plane with axes (T, T 1 ), those intersections are located along the line given by the following equation
. . . Taking into account that 0 ≤ T 1 < T, the latter equation presents a composition of line segments described by the expression
Graphically, the intersection of functions Y i and Y j of type 3 looks like a toothed line with a finite number of teeth (see Fig. 2 ).
Type 4. Intersections of
Similarly to the previous case, those intersections are located along the lines 
The number of the route-changing lines
Consider now the triangular area A in the plane with axes (T, T 1 ), bounded by the following inequalities
Example. Let T 0 = 27, T 0 = 112. The corresponding area A is shown in Fig. 2 .
Lemma 1.
The search for an optimal solution for Problem P can be restricted to the area A only.
The proofs of this and other lemmas are presented in Appendix A. The route-changing lines (5a)-(5c) divide the area A into the regions bounded by line segments.
Definition 4 (Polygons). The regions in the area
A which are bounded by the segments of lines (5a)-(5c) are called polygons. The polygons without segments inside are said to be minimal. Further in this paper we will consider the minimal polygons only and call them briefly "polygons", omitting the adjective "minimal".
Lemma 2. For any fixed pair of indices (i, j), the number of different lines with different k values in (5a)-(5c) crossing the area A is finite and bounded from above by the number of machines, m.
The proof is given in Appendix A. It worth noticing that for each value T, there exists no more then one line of type (5b) and (5c), with fixed values i and j, crossing the area A, namely, it is the line for which the integer parameter k is determined, correspondingly, by the following 
Linear programming formulation of the problem
In the scheduling Problem P under consideration, we have to find two types of interrelated variables: (1) the time values T and T 1 , and (2) the corresponding robot route. Earlier, in Proposition 1, we have observed that if T and T 1 are known then the robot route is defined in a unique way (by sorting 2m + 2 numbers). Now consider the case when the robot route defined in an arbitrary polygon is known while the values of T and T 1 are unknown.
Let us take an arbitrary point (T, T 1 ) inside any polygon in the area A. According to Proposition 1, this point uniquely determines the robot route. Since the times Y i and Y j for different indices can become equal only at the polygon edges, the robot route will be the same for all points (T, T 1 ) inside of the polygon.
Lemma 3. For any values T > T 1 and T 1 ≥ T 0 which define the same fixed robot route S, the heights k i and h i in expressions
Y i = Z i mod T = Z i − k i T and Y i = (Z i + T 1 ) mod T = Z i + T 1 − h i T are
uniquely determined by the route in linear time.
The proof is given in Appendix A.
Denote the robot route in the considered polygon by S = {s(1) = 0, s(2), . . . , s(2m + 2)}. Then the problem of finding minimal cycle time T for a fixed robot route S in a fixed polygon becomes the following (polynomial solvable) special case of the linear programming problem ("Problem LP") defined for two variables, T and T 1 :
Problem LP.
Minimize T subject to
Here all the parameters Z i are known input data, and the heights k i and h i for each Y i and Y i are defined prior to the solution of Problem LP, as indicated in Lemma 3. The total number of constraints, 2m + 4, is linear in m.
Note that the initial scheduling Problem P is not a standard linear programming problem. Indeed, it turns into Problem LP, a simple problem of two variables, T and T 1 , as soon as the heights k i and h i for each Y i and Y i are known and fixed. However, these values are different for different polygons in the area A and a priori unknown. So, in order to solve P, Problem LP is to be solved repeatedly in each of polygons. As we will see below, this can be done in strongly polynomial time.
The number of robot routes. The Euler formula
Let us estimate the total number of polygons in the area A.
Theorem 1. The number of polygons in
Proof. 1. First, let us estimate how many intersection points the lines (5a)-(5c) can have in A. Any line of type (5a), (5a) with all other route-changing lines, is at most O(m 5 ). Further, the intersection of two lines of the same type, that is, either (a)
where, without loss of generality, we assume that
Note that inside the area A only one pair of the lines may intersect at this point. In case (a) this pair of lines is determined by the pair of numbers
The intersection of lines of different types, that is, either (a) ). 2. Now we can estimate the total number of polygons. Denote the number of polygons in A by f , the number of intersection points in A by n, and the number of line segments connecting pairs of intersection points in A by e. Let us interpret the intersection points as vertices of a planar graph, the connecting segments as edges and the polygons as faces of a planar graph (not counting the outer infinitely large face). Then we can use the Euler polyhedron formula which claims:
For a simple, connected, planar graph with n vertices and e edges, it is well known in graph theory that, for n ≥ 3, it holds: e ≤ 3n − 6, and, therefore, f ≤ 2n − 5. Thus, the total number of the polygons in A is of the same order of magnitude as the number of intersection points, that is, it does not exceed O(m 5 ).
A straightforward algorithm
Now we can construct a straightforward algorithm on the plane taking into account that all points (T, T 1 ) in any polygon define just the same robot route, and, therefore, the original scheduling Problem P can be solved by examining all possible polygons inside the area A. The algorithm works as follows: First, sequentially examine all the polygons p A in the area A, one after another, and in each of them do the following: (i) find the robot's route determined by the sorting (2), (ii) compute the heights k i and h i for each Y i , and Y i , i = 1, . . . , m, using Lemma 3, and (iii) having the above information, solve Problem LP with respect to T and T 1 . Then, among all the found solutions for different polygons, choose the one with the minimum T value.
Let us estimate the complexity of this algorithm. For each polygon, finding a robot route requires O(m log m) operations. After a route is found in a certain polygon, the next route in any neighboring polygon can be obtained in O (1) time, because, as it was shown in Section 3.1, the adjacent robot routes in two neighboring polygons differ only in one or two known transpositions of adjacent numbers (machine indices).
Next, the heights k i and h i in expressions
Lemma 3, are uniquely determined by the route in some initial polygon in linear time and then can be obtained also in O (1) time in any neighboring polygon.
Further, the system of constraints of Problem LP contains only two variables, T and T 1 , therefore, its solution (in each polygon) can be found in O(m) operations (see [22, 12] ). Hence, the total complexity of this algorithm is at most O(m log m)+O(m organizes the enumeration and sequential scanning of the polygons on a plane. Apparently, this can be done in polynomial time by using the linked data structures; however, a more detailed discussion of this question falls out of the scope of this paper. In what follows, we propose an enhanced algorithm which does not need the enumeration of the polygons and has a better complexity, O(m 5 log m).
Singular points

Definition of the singular points
Consider an arbitrary polygon p A created by the intersection of the route-changing lines (5a)-(5c) in the area A. Since the robot route S = {s(1) = 0, s (2), . . . , s(2m + 2)} is determined uniquely for all points (T, T 1 ) in p A , we can now re-define the polygon p A as the set of points in the area A satisfying 2m+2 inequalities (2). Let us re-write the system (2) using explicitly the decision variables T and T 1 ; then each inequality in chain (2) will be replaced by one of the following inequalities (6a)-(6c): (3) by one of the following inequalities (7a)-(7c) below, using explicitly the variables T and T 1 :
where l ∈ {1, 2, . . . , 2m + 1}. The last inequality in chain (3) could be one of the following:
Denote Z s(2m+3) ≡ Z 0 = 0 and k s(2m+3) ≡ −1, for l = 2m + 2 in (7a) and (7b). Then inequality (7d) becomes of the form (7a) and inequality (7e) becomes of the form (7b). Notice that some of the polygons p B , defined by (7a)-(7e), can be empty. Obviously, the heights k s(l) and k s(l+1) in (7a)-(7c) and in (6a)-(6c) are the same as they are defined for the same robot route
S.
If the heights for unknown Y i are found prior to finding T and T 1 , and k s(l+1) = k s(l) the inequalities (7a) can be solved with respect to T:
Similarly, the inequalities (7b) and (7c) can be re-written as follows:
and, correspondingly,
In the case when k s(l+1) = k s(l) the inequalities (7a) do not contain any variables:
while the inequalities (7b)-(7c) depend on variable T 1 only:
If the numerical inequalities of type (8 ) are inconsistent we will say that the polygon p B is empty.
From the theory of linear programming it follows that if the polygon p B is not empty then the minimal value of the cycle time T in p B is always reached at the extreme point (vertex) of the convex polygon, which, in turn, is defined as an intersection point of a pair of lines obtained from (8) , (8 ), (9)- (9 ) and (10)- (10 ) as exact equations.
Since the considered Problem LP is a minimization linear programming problem, its optimal extreme points will necessarily belong to one of the lines bounding a halfplane of the types (8)-(10) whereas the lines bounding the halfplanes of the types (8 ), (9 )-(9 ) and (10 )-(10 ) can be skipped. Although this fact does not affect the worst-case complexity of the forthcoming algorithm, it decreases twice the total number of operations in the algorithm below, which is important in practical computations.
The relations (8)- (10) regarded as strict equations can be presented as follows:
where 
Definition 5 (Lines of Possible Solutions). The lines defined by the Eqs. (11a)-(11c) are called the lines of possible solutions.
Lemma 4. Any of the constraints of Problem LP of the form (7a)-(7c), when considered on the lines of possible solutions, can be reduced to either an equivalent inequality with one variable T 1 only, or a numerical inequality with no variables at all.
Definition 6 (Singular Points).
Consider the points in the area A in which the lines of possible solutions (11a)-(11c) intersect with the route-changing lines (5a)-(5c). These points are said to be singular. Two singular points lying on the same line of possible solutions are said to be neighboring if there is no other singular point lying between them on that line.
Definition 7 (Basic Segments). Consider a piece of a line of the type (11a)-(11c) bounded by (the points of its intersection with) the borders of area A.
The singular points belonging to it divide it into smaller segments. Each segment lying in between two neighboring singular points is said to be basic and denoted by s A .
If there are two repeated singular points, a segment confined between them is considered to be empty. By the definition of the route-changing lines, in each of the basic segments the robot route will be the same for all its points (T, T 1 ).
The number of singular points
Let us estimate the total number of singular points in area A.
Lines of possible solutions
The lines of the type (11a) may intersect only lines of the types (5b) and (5c). Among all the lines (5b), i.e. those of the 
T 1 = −(Z j − Z i + R j,i ) + kT
The total number of intersection points of those lines with lines (5a)-(5c) is O(m 5 ). The proof is similar to the previous case.
To summarize, the total number of all singular points, lying on the lines of possible solutions (11a)-(11c) in area A is at most O(m 5 ).
Algorithm and complexity
Now we can describe the improved algorithm. It is based on the following facts.
A. The optimal solution to the considered problem must be located on one of the lines of possible solutions (11a)-(11c).
Due to this, instead of solving the set of two-variable problems LP defined on polygons p A , we can solve a set of simple one-variable problems determined on corresponding segments s A of lines (11a)-(11c), introduced in Section 4.1. The corresponding techniques are described in detail in Theorem 2. B. The robot routes determined on two adjacent segments s A , s A (that is, those having a common singular point) of the same line, will differ in the order of one or two pairs of neighboring machines only. It allows us to obtain the robot route on any current segment s A just from the previously found robot route on the adjacent segment s A , by transposing the order of one or two pairs of neighboring machines in the latter route, which, in turn, leads to a considerable computational gain.
(A similar situation takes place in the case of 1-cyclic scheduling, see [15] ). We explain these techniques in more detail in Appendix C.
Evidently, any two-variable Problem LP defined for variables T and T 1 lying on any segment of a line of possible solutions bounded between two neighboring singular points can be reduced to a single one-variable Problem LP (since there is a strict equation linking the variables). In the algorithm which we present below, we will not examine anymore all the problems LP on polygons p B in A, one after another (as the above algorithm of Section 3 does). Instead, all the basic segments on the lines of feasible solutions are scanned one after another, and an optimal solution to the Problem LP is found separately in each of them, or "no solution" is returned. Although this scheme may look straightforward, its complexity is better than that of the algorithm in Section 3, as the following Theorems 2 and 3 claim. (2) . Notice that the robot route found will be the same for all the points of the considered segment. Consider now the inequalities (7a)-(7e). Using the equation of the line on which the segment s A lies, that is, on one of the Eqs. (11a)-(11c), we can, according to Lemma 4, transform all inequalities (7a)-(7c) defining the Problem LP into either equivalent inequalities with one variable T 1 only, or numerical inequalities with no variables at all. If these inequalities are consistent, then the interval of feasible solutions will be found in the segment s A , otherwise, no solution exists in this segment. After the above procedure is repeated for all basic segments on all the lines of feasible solutions, the optimal solution to Problem P is found.
(b) The total number of the one-dimensional problems solved on all the basic segments does not exceed the total number of singular points, which is, as shown in Section 4.2, does not exceed O(m 5 ).
As we will see in Theorem 3 below, along any line of possible solutions it is sufficient to solve from scratch only one linear programming problem in some initial basic segment s A in O(m) time and, then, in all the following segments the problems LP can be solved in only O(log m).
The algorithm is presented below. Denote the minimum cycle time T by T opt . Set T opt = ∞. If this initial value of T opt will not be improved it means that no solution to the problem exists. Build a robot route in the segment s A and define all the heights. Separate the inequalities (3) into the following three heaps:
• Heap {α}: the inequalities of the type T 1 ≥ α,
• Heap {β}: the inequalities of the type T 1 ≤ β, • Heap {γ}: the inequalities of the type γ ≥ 0, where α, β, and γ are the real numbers (see the proof of Lemma 4). In each heap, arrange the numbers α, β and γ in increasing order.
Step 4. If max{α} ≤ min{β} and 0 ≤ min{γ}, that is, the inequalities (3) in the considered segment are consistent, do the following:
Step 4.1. For line of the type (11a) take T = W jik and T 1 = max{α}; for line of the type (11b) take T 1 = max{α} and Step 4.3. Choose the next line from among (11a)-(11c) and go to Step 2.
Else go to Step 5.
Step 5. If the current segment s A is not the last one in the line considered, then move through the singular point to the next adjacent segment s A ; adjust the robot route and the heaps of inequalities as described in Appendix C, and return to
Step 4. If the current segment s A is the last one in the line considered, take the next line (11a)-(11c) and go to Step 2. If the current segment s A is the last one in the last line (11a)-(11c) return T opt with the corresponding T 1 and the robot route.
If T opt = ∞ return "no solution".
Notice that the algorithm, along with the coordinates (T, T 1 ) of all singular points, needs to keep the information about their intersection lines, i.e., each singular point is supplied with the following attributes fully determining the lines of possible solutions and route-changing line as they were described in Section 4.2:
• Attribute A1: indices (i, j) of the lines of the type (11a)-(11c) and indices (f , g) of the lines of the type (5a)-(5c),
• Attribute A2: integers k of lines (11a)-(11c) and h of lines (5a)-(5c), and • Attribute A3: the corresponding line types: "type (5a), (5b) or (5c)" for the route-changing line, and "type (11a), (11b) or (11c)" for the line of possible solutions. So, the number of all operations made during one pass of Steps 2-5 (i.e., for any individual line of the type (11a)-(11c)) is
Thus, the total complexity of the algorithm during all repetitions of Steps 2-5 is the sum of all the operations over all lines (11a)-(11c), j (n j log n j )
Concluding this section, let us show that the method of forbidden intervals (MFI) mentioned in the introduction is invalid for the non-Euclidean case. The reason is that the MFI uses the so-called extended set of inequalities of type (3) imposed on the decision variables Y i , but in the general case the latter set is excessive and may lead to the loss of the optimal solution. The following example illustrates this situation.
Example. Let a robotic flowshop cell consist of m = 5 machines M 1 , . . . , M 5 , the input station M 0 , and the output station M 6 . The parameters of the cell are the following:
All traveling times r ij = 1, except for r 6,0 = 13 and r 4,2 = 3. In this cell, the transportation and traveling times do not satisfy the Euclidean metrics, or the triangle inequality
According to the MFI, the optimal solution (T, T 1 ) will be (118, 50). However, it is not true. Actually, any of the above algorithms in Sections 3 and 5 finds the following optimal schedule: the minimum cycle time T = 80, T 1 = 30, and the robot route S = {0, 4, 3 , 5, 1, 0 , 4 , 2, 5 , 1 , 3, 2 } (see Fig. 4 ). In Appendices B and C, we present details of computations.
Conclusion
The solution of no-wait cyclic scheduling problems is part of the classical repertoire on scheduling algorithms. A practical problem motivating this study is that encountered in an automated electroplating line for processing printed circuit boards (PCBs). Each PCB is processed in a sequence of chemical baths ("machines"), each containing the chemicals required for a particular treatment step, such as acid cleaning, acid activating, copper plating, rinsing, etc. Each lot with PCBs must spend a given processing time in each bath and, once this time has elapsed, it must be immediately transported to the next bath or unloaded from the line in a technological sequence. A computer-controlled robot is used to move fixtures containing PCBs from one chemical bath to another. The robot performs a fixed sequence of moves repeatedly. Similar scheduling problems commonly arise in food industries, steel manufacturing, plastic molding and other applied areas also.
In contrast to many previously known works which deal with 1-cyclic schedules only, this paper treats a more complicated case of m-machine 2-cyclic schedules. Many researchers have indicated and experimentally verified that the throughput in 2-cyclic schedules is usually better than that in the optimal 1-part schedules. In this paper, we provide a polynomial-time cyclic scheduling algorithm minimizing the cycle time. To simplify the presentation, all parts have been assumed to be identical; however, all the results presented are valid for the cyclic flowshop system producing two different product types A and B in the sequence ABAB. . . . We believe that the considered problem can be solved with better complexity, by using more efficiently the geometry of the problem.
The suggested polynomial-time method can be easily extended for the k-cyclic schedules, k > 2, however the complexity will be exponential in k. Another direction for future work is to incorporate heuristic rules into the basic geometric algorithm in order to reduce computational effort in practical computations. (c) Similarly to Case (b), we have for Eq. (5c) that in order the line T 1 = (Z j − Z i ) − kT at point T = 2T 0 could intersect the area A, it is necessary that its T 1 -coordinate in this point, equal to (Z j − Z i ) − 2kT 0 , should be larger than the value T 0 (see Fig. 3 ), that is,
The claim is proved. Case a. This is the case where 
Case b. This is the case where
(and we have the same inequality for integers h i and h i−1 ). The last inequality holds only when k i ≥ k i−1 + 1. Assume that k i ≥ k i−1 + 2; then the following chain of inequalities leading to a contradiction takes place:
Thus, the only possibility left is that
The inductive step is proved. By a direct count on the total number of elementary computational operations involved (additions and comparisons), one can verify that this computational effort is linear in the number of machine operations m.
Proof of Lemma 4 (Reduction of Two-Variable Inequalities to Single-Variable Inequalities).
Suppose that a robot route S and a line of the form (11a)-(11c) are given, and consider the reduction of two-variable inequalities (7a)-(7c) written out along the route S to one-dimensional ones. Denote U(j, i) = (Z j − Z i + R j,i ). Then the inequalities (7a)-(7c) can be re-written in the form: 1. On lines of the type (11a), T = W jik , becomes the following:
2. On lines of the type (11b), T = W jik + T 1 /k, becomes the following: Next, the MFI finds points (T, T 1 ) satisfying (3c*), and selects one with the minimum T. We give only a scheme of the MFI here; the interested reader can find the detailed description in [6, 7] .
For the Example from Section 5, the corresponding Z i and U(j, i) values are computed and presented in Table 1 : Thus, the MFI generates the following set I: the extended feasibility condition (3c*). We conclude that the set of forbidden intervals I is excessive, and the MFI, in the non-Euclidean case, is invalid.
Appendix C. Adjustment of the robot routes and inequalities
Consider a fragment of our algorithm for a numerical example introduced in Section 5. One of the lines of possible solutions of type (11b) is the line Each of those inequalities is associated with a pair of corresponding machine numbers. For instance, the inequality T 1 ≥ 43 was obtained from the following inequality (3): Y 2 + R 2,0 ≤ Y 0 , that is, it is associated with a pair of machine numbers 2 and 0 . We supply each obtained inequality with a pointer #s which denotes the number s of the first machine in the pair. This pointer is not mentioned in the algorithm described above because, as we will see, it is a technical detail needed only to provide direct access to a corresponding inequality without an additional search. Then the inequalities (A3.2) will be written as follows: Since Z 4 and Z 2 define the latter line (5c) it follows that when a varying point (T, T 1 ) passes through this singular point the sequence S is changed by transposing only two neighboring indices, namely, the machine numbers 2 and 4. Thus, the robot route within segment s A becomes S = {0, 4 , 1, 5 , 2, 0 , 3, 1 , 4, 2 , 5, 3 }. This results in that the set of inequalities (3) also changes: instead of the inequalities defined by the pairs of indices (1 , 2 ), (2 , 4) and (4, 5) , the inequalities defined by the pairs of indices (1 , 4), (4, 2 ) and (2 , 5) appear. To adjust the heaps of inequalities we discard from the available heaps the inequalities marked by the pointers #1 , #2 , and #4, that is, the inequalities (0 ≤ 14, #1 ) and: (0 ≤ 9, #4) from {γ}, and 
