Abstract. This work presents analysis of chro- 
Introduction
Chromatographic analytical systems are commonly used nowadays. They can be applied in several areas such as: substance identification, purity control and purification thus they are commonly used in science and industry, e.g. pharmacy, cosmetology, forensic science and medical diagnosis [7, 19] .
Strong points of chromatographic system such as little amount of required sample and capability to analyse gases, liquids and solids are reasons of their popularity [11, 18] . However, there exist problems which cannot be solved with traditional data analysis techniques. The most important issues are low signal-to-noise ratio, varying baseline and uncertainty of peaks positions. With additional requirements, including lower costs and shorter time of the process, more complex data analysis methods are needed [2, 11, 17] .
The papers focuses on applications of neural networks and support vector machines to classification stage.
Chromatography overview
Chromatography is a very important part of modern instrumental analytical chemistry, particularly in analysis of organic compounds. The reason of that is the ability to identify substances in very small samples (order of nanograms per litre [19] ).
Chromatography is a physical method of compounds separation based on their unequal distribution between two phases. First one, gas or liquid, is mobile, when the other, named stationary phase, can be solid, liquid or gel.
Particles move in a continuous way between phases and those which are more attracted to the stationary phase move slower and need longer time to leave chromatograph. Thus each compound is distributed between phases in its own characteristic ratio (distribution constant) defined as [19] (1):
where:
C s -concentration of compound in stationary phase, C m -concentration of compound in mobile phase.
Chromatographic parameters
Primary chromatogram characteristics are retention parameters, associated with time the substance spent inside chromatographic system. The most important, presented on Fig. 1 , are [14] • total retention time t R -time between sample injection and peak maximum,
• hold-up time t M -time required to elute component which is not retained to stationary phase (in other words it is time which mobile phase needs to go through system),
• adjusted retention time t R ' -time related to compounds presence in system:
• retention factor -ratio of substance's time spent in stationary phase to mobile phase, defined by the formula [19] (2): Moreover, there exists parameters describing the shape of peak (Fig. 1b) ):
• height,
• width,
• width at half the maximum (FWHM),
• area.
In the same process conditions (e.g. temperature, system parameters, types of phases) each substance has its It is necessary to teach ANN before using it. In this process known examples are presented to network inputs and calculated outputs are compared to referential. Then neurons weights are modified according to algorithm called backpropagation [3, 5, 13, 16] . It calculates errors of all layers from known output layer error.
Probabilistic neural networks
Probabilistic neural networks (PNNs), which were introduced in late 90s by Donald Specht [12] , are based on Bayes classification. They are based on the calculated probability that an unknown sample belongs to each considered class (eq. 3):
Term P(X), probability of sample X appearance, is the same for each class so it does not have any impact on the result, so the class C i which maximizes P(C i |X) is considered as the X class.
The above probability is calculated (according to
Parzen works [10] ) as average of small Gaussian distributions centred at each class sample (eq. 4):
• p -feature space dimensionality,
• m -number of samples in class C i ,
• X ij -j-th sample in class C i ,
• σ -window width (Gaussian standard deviation).
It can be shown that calculated estimated distribution function tends to real probability density function (pdf) when number of samples in class goes to infinity [5] . An example for two classes and their estimated pdfs is presented in Fig. 2 .
Classification results depend on selected width of a window, σ . There is a wide range of correct values for σ and little changes do not affect the algorithm performance [12] . Too small values cause that only one sample has impact on classification and algorithm realizes the regular NN classifier [9] .
Presented algorithm can be realized as a special kind of neural network with architecture presented on Fig. 3 .
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Next layer neurons (one for each considered output class) are connected to pattern units which belong to that class.
Their purpose is to calculate class probability by summing inputs. Last layer compares probabilities of each class (taking into account class size) and selects the winning one.
Support vector machines
Support vector machines are relatively new method of classification [1, 8] . They were introduced as a tool for two classes linear discrimination. Then, the nonlinear SVM were developed, and methods to deal with more classes [6] . 
• K -kernel function,
• x,y -vectors in original space,
• ϕ -transformation function,
• <> -vector dot product.
There are few commonly used kernels:
• linear,
• polynomial,
• Gaussian (rbf -radial basis function),
• sigmoidal.
Dealing with more classes can be realized in several ways [8] :
• one-against-all, • one-against-one,
• binary tree of SVM.
Algorithm description
Described classifiers were tested on two kinds of data:
1. whole chromatographic signal (after filtering) given as input, 2. feature vectors describing peaks -first extracted and then classified. • asymmetric least squares smoothing,
• polynomial approximation,
• based on maximum entropy,
• quantile regression,
• median filtering.
The last method was selected for the proposed algorithm due to simplicity and efficiency. It works properly for signals with narrow and well separated peaks but in case of broad peaks estimated base line may be improper [7] . After checking several widths of median filter, the value of 1200 samples (60 s of signal sampled at 20 Hz) was chosen.
Estimated baseline was subtracted from signal and resulting data was FIR filtered with cut-off frequency at 0.6
Hz. Results are presented on Small maxima detection threshold value was used because it was better to get lots of false positive peaks at this stage, which can be later dismissed at classification stage, than to miss a single real peak.
Further step was feature extraction for the sum of Gaussians (eq. 7) approximation:
Perfect peaks have shape of one Gaussian [19] , but in practice they are asymmetric and two Gaussians must be used.
Finally, feature vectors have eight elements:
• peak maximum time,
• peak area,
• 6 Gaussian coefficients -see (7).
Final step was classification. First case was dedicated to whole chromatographic signal, which had almost 40 000
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1. training set contained only true peaks (but classificator must deal with wrongly detected peaks by thresholding),
2. all detected peaks were inside training set (so there exists special class for bad detections). In case of peaks classification ANN also scored very bad percentage of correctness. Both PNN and SVM obtained many more correct classifications, they were also more reliable (average and max were not very distant). It is worth noticing that peak detection algorithm has too many false positive detection which indicates that this process should be a subject of further investigation.
The presented study was performed with 55 signals.
Collecting larger set of experimental data should enable continuation and extension of the scope of comparative computations.
