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ON A CONJECTURE OF VASCONCELOS
RICARDO BURITY, ARON SIMIS AND STEFAN O. TOHAˇNEANU
Abstract. One studies the structure of the Rees algebra of an almost complete intersection
monomial ideal of finite co-length in a polynomial ring over a field, assuming that the least
pure powers of the variables contained in the ideal have the same degree. It is shown that the
Rees algebra has a natural quasi-homogeneous structure and its presentation ideal is generated
by explicit Sylvester forms. A consequence of these results is a proof that the Rees algebra
is almost Cohen–Macaulay, thus answering affirmatively an important case of a conjecture of
W. Vasconcelos.
Introduction
Let R := k[x1, . . . , xn] denote a polynomial ring over a field k. In 2013 W. Vasconcelos
formulated the conjecture that the Rees algebra of an Artinian almost complete intersection
I ⊂ R generated by monomials is almost Cohen-Macaulay. For the binary case (i.e., for n = 2)
a result of M. Rossi and I. Swanson ([6, Proposition 1.9]) gives an affirmative answer to the
conjecture. Recently, different proofs were established in the binary case of monomials of the
same degree as a consequence of work by T. Benitez and C. D’Andrea ([1]), and independently,
of work by the present second and third authors ([7]).
One main tool in the binary case of an Artinian almost complete intersections I of forms of
the same degree is birationality. The other two tools are the Ratliff–Rush filtration theory and
the Huckaba–Marley criterion using a minimal reduction of I. While the Ratliff-Rush filtration
gives no insight into the conjectured property of the Rees algebra beyond the two variables
case, using the criterion of Huckaba–Marley, would probably require as much calculation and
besides lead one into no reasonable bound to manage the partial lengths. We add the fact that
even when the uniformity assumption degenerates into equigrading, birationality for more than
two variables is an issue, and hence computing the first Hilbert coefficient of R/I becomes a
hardship.
The purpose of this paper is to tackle the case of arbitrary number of variables with an
extra condition on the degrees of the monomials, called uniformity. Under this condition, we
answer affirmatively the stated conjecture. In our opinion this contributes a significant step
toward the general case, since we have in mind a couple of procedures to reducing the case of
general exponents to this one. Notwithstanding the seemingly simple case of a monomial ideal,
as compared to the problem of ideals generated by arbitrary forms – a situation still lacking a
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bona fide conjecture – its general case may require ahead an additional tour de force beyond
the facilitation provided by the methods of the present paper.
The method in the present paper emphasizes the structure of the presentation ideal of
RR(I) that may benefit from the appeal to Sylvester forms, as we understand them in their
modern algebraic formulation. However, additional muscle work soon became imperative,
so the technology comes from three sources: first, a thorough employ of the natural quasi-
homogeneous grading over k of the presentation ideal of RR(I), compatible with the usual
standard grading of RR(I) over R; second, mastering the overwhelming presence of a sequence
of iterated Sylvester forms that are Rees generators; third, the perception of an underlying
monomial order in the ambient polynomial ring S ⊃ R of the presentation of RR(I), allowing
for a careful computation of certain colon ideals crucial for extracting the homological nature
of RR(I). To our knowledge, the systematic role of these three tools has not been sufficiently
emphasized elsewhere.
The core of the paper is confined to the first two sections, while we collected the technically
hard proofs in the third section in order to avoid distraction. In the first section one develops
the details of a very precise set of generators of the Rees presentation ideal, drawing upon a
weighted grading naturally stemming from the form of the monomial generators of I. Of course,
it is well-known that ideals of relations of monomials are generated by binomials. However,
for the sake of an efficient generation we need to show that these binomials acquire a special
form due to the nature of the given monomials.
One shows that the relation type of I equals the reduction number of I plus 1 and, moreover,
state a precise count of the number of the generators in each external (i.e., presentation) degree.
Finally, one dedicates a stretch of the section to the identification of these binomial generators
as iterated Sylvester forms.
In the subsequent section one states that the above generators can be ordered in a such a
way as to describe the Rees presentation ideal I of I by a finite series of subideals of which any
two consecutive ones have a monomial colon ideal. By inducting on the length of this series one
is then able to consider mapping cones iteratively culminating with I itself. As a consequence,
the Rees algebra RR(I) will be almost Cohen–Macaulay, thus answering affirmatively in this
case a conjecture of Vasconcelos stated in [5, Conjecture 4.15].
The preliminaries of this section require dealing at length with initial ideals and their colon
ideals. The calculations along this line of approach though basically straightforward are quite
lengthy and seem to be unavoidable. For the purpose of not disturbing the readership smooth-
ness of the main results, we collected those proofs in the subsequent section. Although the
details of the proofs can be avoided in a first reading, they constitute the fine tissue legitimating
the main results of the paper.
The main results of this paper are Theorem 1.3, Theorem 1.4, Proposition 2.3, Proposi-
tion 2.4 and Theorem 2.5.
A substantial portion of the computational results are part of the PhD thesis of the first
author.
1. Efficient generation
Let R := k[x1, . . . , xn] denote a polynomial ring over a field k. Given integers 0 < b < a,
the monomial ideal I := (xa1, . . . , x
a
n, (x1 · · · xn)
b) ⊂ R will be called uniform.
Our main focus is the presentation of the Rees algebra RR(I) over a polynomial ring S :=
R[y1, . . . , yn, w]:
I := ker (S −→ R[It]), yj 7→ x
a
j t, w 7→ (x1 · · · xn)
bt.
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The presentation ideal I ⊂ S is often referred to as the Rees ideal of I and y1, . . . , yn, w as the
presentation or external variables. We will moreover let L ⊂ I denote the set of generators
coming from the syzygies of I.
A major question is a lower bound for the depth of RR(I), where the depth is computed
on the maximal graded ideal (m, S+), with m = (x1, . . . , xn). Knowingly, RR(I) is Cohen–
Macaulay when its depth attains the maximum value in the inequality depth(RR(I)) ≤
dimRR(I) = n + 1. One says that RR(I) is almost Cohen–Macaulay if depth(RR(I)) ≥ n, a
condition equivalent to RR(I) having homological dimension ≤ n+ 1 over S.
As prolegomena, we restate the following valuable piece of information about the reduction
number of the ideal I proved in [7]:
Proposition 1.1. ([7, Proposition 2.13]) For a uniform monomial ideal as above the following
hold:
(a) J := (xa1, . . . , x
a
n) is a minimal reduction of I if and only if nb ≥ a; in this case, letting
1 ≤ p ≤ n be the smallest integer such that pb ≥ a (hence (p − 1)b < a), one has
redJ(I) = p− 1.
(b) If nb < a, then Q := (xa1 − x
a
n, . . . , x
a
n−1 − x
a
n, (x1 · · · xn)
b) is a minimal reduction of I
and redQ(I) = n− 1.
In particular, for a ≤ 2b the ideal J is a minimal reduction of I with reduction number 1,
hence is RR(I) is Cohen–Macaulay as is well-known. Since this situation has no interest in
our discussion, we will assume a > 2b throughout the paper.
In this part we search for a set of binomials of a particular form that minimally generate the
Rees ideal I of I. As we will contend in Theorem 1.3, the ring S admits a weighted grading
under which an extra behavior will emerge. For now, as a preamble we can prove a basic result
that depends solely on the standard grading of S as a polynomial ring over R. It is well-known
that ideals of relations of monomials are generated by binomials. In the present case, we show
that these binomials acquire a special form due to the nature of the given monomials. This
step will be crucial in the subsequent unfolding.
Lemma 1.2. Any binomial in I belonging to a set of minimal generators thereof is of the form
m(x)wδ − n(x)y
αi1
i1
· · · y
αis
is
,
where m(x),n(x) are relatively prime monomials in x = x1, . . . , xn and 1 ≤ i1 < · · · < is ≤ n,
αij > 0.
Proof. One has to show that, for no 1 ≤ i ≤ n do yi and w divide the same monomial in the
expression of a generating binomial.
Assuming the contrary, one has the following two possibilities for a binomial relation:
Case 1. yα11 · · · y
αt
t w
δ − xd11 · · · x
dt
t x
dt+1
t+1 · · · x
dn
n y
αt+1
t+1 · · · y
αn
n , where δ > 0 and α1, . . . , αt ≥ 1.
Because of the homogeneity of the variables y1, . . . , yn, w and since upon evaluation the
degrees of x1, . . . , xn must match on the two sides, we obtain the numerical equalities
α1 + · · ·+ αt + δ = αt+1 + · · ·+ αn
aαj + δb = dj , j = 1, . . . , t
δb = aαk + dk, k = t+ 1, . . . , n.
From the first of these equalities we can assume that αt+1 ≥ 1 and, from the second one,
that d1 > a. Then the binomial can be written as
yα11 · · · y
αt
t w
δ − (K1,t+1 + x
a
t+1y1)︸ ︷︷ ︸
xa
1
yt+1
xd1−a1 · · · x
dt
t x
dt+1
t+1 · · · x
dn
n y
αt+1−1
t+1 · · · y
αn
n ,
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where Ki,j = x
a
i yj − x
a
jyi, i, j ∈ {1, . . . , n}, i < j.
Since I is a prime ideal, simplifying by y1 due to minimality, one obtains a binomial in I of
the same shape with y1 raised to the power α1−1. Iterating, we can replace the given generator
by another one of the same shape, where the exponent of y1 vanishes. But this contradicts the
assumption that this exponent is nonzero.
Case 2. xd11 · · · x
dm
m y
αm+1
m+1 · · · y
αt
t w
δ−x
dm+1
m+1 · · · x
dt
t y
α1
1 · · · y
αm
m x
dt+1
t+1 · · · x
dn
n y
αt+1
t+1 · · · y
αn
n , where
δ > 0 and αm+1, . . . , αt ≥ 1.
As before, one has the following equalities between the exponents:
di + δb = αia, i = 1, . . . ,m
aαj + δb = dj , j = m+ 1, . . . , t
δb = aαk + dk, k = t+ 1, . . . , n.
As δ > 0, the first set of equations gives α1, . . . , αm ≥ 1. The assumption αj ≥ 1, j =
m+ 1, . . . , t, and the second set of equations give dm+1, . . . , dt > a. Then the binomial can be
written in the form
xd11 · · ·x
dm
m y
αm+1
m+1 · · · y
αt
t w
δ − (Km+1,1 + x
a
1ym+1)︸ ︷︷ ︸
xa
m+1
y1
x
dm+1−a
m+1 · · ·x
dt
t y
α1−1
1 · · · y
αm
m x
dt+1
t+1 · · ·x
dn
n y
αt+1
t+1 · · · y
αn
n .
By the same token as above, one obtains a binomial in I of the same shape with ym+1 raised
to αm+1 − 1. Iterating on αm+1 as in the first case gives a contradiction – note that, because
α1 also drops by 1, the first case is around the corner in the inductive process.
The following notation will be used throughout the rest of the paper: if {i1, . . . , ij} is a
subset of {1, . . . , n} we denote by P (i1, . . . , ij) the product of the variables belonging to the
subset {x1, . . . , xn} \ {xi1 , . . . , xij}. A few times around we may deal with a similar situation
where we may wish to stress that {i1, . . . , ij} is a subset of a smaller subset of {1, . . . , n}.
Our first basic result specifies much further the nature of the minimal binomial generators.
Theorem 1.3. Let I ⊂ R = k[x1, . . . , xn] be a uniform monomial ideal as above. Then the
polynomial ring S := R[y1, . . . , yn, w] admits a grading under which the presentation ideal I of
the Rees algebra of I over it is generated by homogeneous binomials in this grading.
Moreover:
(a) If a ≤ nb, letting 1 ≤ p ≤ n be the unique integer such that (p− 1)b < a ≤ pb, then any
minimal binomial generator of external degree δ can be written in the form
(1) (xi1 · · · xiδ)
a−δb wδ − P (i1, . . . , iδ)
δb yi1 · · · yiδ ,
where δ ≤ p, with the convention that if δ = p then the x-term on the left hand side
goes over to the right hand side with exponent −(a− δb) = δb− a.
(b) If a > nb, then any minimal binomial generator of external degree δ can be written in
the form
(2) (xi1 · · · xiδ)
a−δb wδ − P (i1, . . . , iδ)
δb yi1 · · · yiδ ,
where δ ≤ n. (no convention needed in this case since for δ = n, there is no x-term on
the right hand side).
Proof. Start with generators of the presentation ideal of the symmetric algebra of I. It is
easy to see that the syzygies of I are generated by the Koszul relations of the pure powers
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xa1, . . . , x
a
n and by the reduced relations of (x1 · · · xn)
b with each one of the pure powers. In
other words, L ⊂ S = R[y1, . . . , yn, w] is generated by the binomials
Ki,j = x
a
i yj − x
a
j yi, i, j ∈ {1, . . . , n}, i < j,
Li = x
a−b
i w − P (i)
byi, i ∈ {1, . . . , n}.
Now, these binomials are homogeneous in S by attributing the following weights to the vari-
ables: deg(xi) = 1 and deg(w) = nb−a+1,deg(yj) = 1 if a ≤ nb, while deg(w) = 1,deg(yj) =
a− nb+ 1 if a ≥ nb. Therefore, L is homogeneous for these weights. Since I = L : I∞ and I
is monomial, it follows that I is generated by binomials which are homogeneous as well under
the same weights. Indeed, one has the string of inclusions
I = L : I∞ ⊂ L : (x1)
∞ ⊂ I : (x1)
∞ = I,
the last equality because I is a prime ideal. Then by [2, Corollary 1.7 (a)] (or, directly, by
[2, Corollary 1.9]), I is generated by binomials and hence by homogeneous binomials as x1 is
homogeneous of degree 1. (Note that the counterexamples in [2] are non-prime.)
By Lemma 1.2, a binomial in I belonging to a set of minimal generators thereof is of the
form
m(x)wδ − n(x)y
αi1
i1
· · · y
αis
is
,
with 1 ≤ i1 < · · · < is ≤ n, αij > 0, and m(x),n(x) suitable monomials in R such that
gcd{m(x),n(x)} = 1.
In addition, one has the following three basic principles:
• w corresponds to a monomial that involves all variables of R; this implies that the mono-
mial n(x) must involve the variables indexed by the complementary subset {js+1, . . . , jn} :=
{1, . . . , n} \ {i1, . . . , is} and, since gcd{m(x),n(x)} = 1, the variables effectively involved in
m(x) must be indexed by a subset of {i1, . . . , is}. Therefore, the monomial has the form
x
di1
i1
· · · x
dis
is
wδ − x
cis+1
is+1
· · · x
cin
in
y
αi1
i1
· · · y
αis
is
for suitable exponents dil ≥ 0, for l = 1, . . . , s (some of which may vanish) and cik , for
k = s+ 1, . . . , n (which are positive).
• Weighted homogeneity implies the equalities
(3) (nb− a+ 1)δ +
s∑
l=1
dil =
s∑
l=1
αil +
n∑
k=s+1
cik
if a ≤ nb, and
(4) δ +
s∑
l=1
dil = (a− nb+ 1)
s∑
l=1
αil +
n∑
k=s+1
cik
if a ≥ nb.
Moreover, since upon evaluation the powers x
cik
ik
on the right hand side can only cancel
against the ones coming from wδ on the left hand side, we see that cik = δb for every k =
s+ 1, . . . , n. By the same token, dil = aαil − δb for every l = 1, . . . , s.
• Lastly, since the Rees algebra RR(I) is also standard graded over R = RR(I)0, we may
assume that the binomial is homogeneous with respect to the external variables (however,
we warn that RR(I) is standard bigraded over k if and only if a = nb). This means that
δ =
∑s
l=1 αil , a formula already found in the above lemma.
So we can assume our binomial to look like
xaα1−δb1 · · · x
aαs−δb
s w
δ − (xs+1 · · · xn)
δbyα11 · · · y
αs
s , αi ≥ 1.
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Suppose δ ≥ p + 1. The goal is to show that this binomial can be generated by binomials
in I with w raised to a power ≤ p. Since a < (p + 1)b and aαi − δb > 0, then αi ≥ 2 for all
i = 1, . . . , s.
If s ≥ p, consider the polynomial
H := wp − (x1 · · · xp)
pb−a(xp+1 · · · xn)
pby1 · · · yp ∈ I.
If a = pb, consider H := wp − y1 · · · yp. By primality of I, using H, our binomial is generated
by H and by the following binomial in I
x
a(α1−1)−(δ−p)b
1 · · · x
a(αp−1)−(δ−p)b
p x
aαp+1−(δ−p)b
p+1 · · · x
aαs−(δ−p)b
s w
δ−p
−(xs+1 · · · xn)
(δ−p)byα1−11 · · · y
αp−1
p y
αp+1
p+1 · · · y
αs
s ,
where w is raised to δ − p, and in addition the exponents of xi on the left do not vanish since
aαi > δb, then a(αi − 1)− (δ − p)b > pb− a ≥ 0.
If s ≤ p− 1, consider
G := (x1 · · · xs)
a−sbws − (xs+1 · · · xn)
sby1 · · · ys.
Then, by the same token as above, using G, the binomial can be generated by G and by the
following binomial in I:
x
a(α1−1)−(δ−s)b
1 · · · x
a(αs−1)−(δ−s)b
s w
δ−s − (xs+1 · · · xn)
(δ−s)byα1−11 · · · y
αs−1
s .
Recursively, in both situations above (s ≥ p and s ≤ p − 1), our binomial can be generated
by binomials in I of the same shape with w raised to a power ≤ p.
The concluding blow is given by the following result:
Claim. With the preceding notation, if δ ≤ p, then we can assume α1 = · · · = αs = 1, and
s = δ.
For the proof, assume α1 ≥ 2. Then aα1 − δb ≥ 2a− δb = a− b+ a− (δ − 1)b. Since p ≥ δ
and a > (p− 1)b, then a− (δ − 1)b > 0. Our binomial can be written as
x
a(α1−1)−(δ−1)b
1 x
aα2−δb
2 · · · x
aαs−δb
s w
δ−1 (L1 + (x2 · · · xn)
by1)︸ ︷︷ ︸
xa−b
1
w
−(xs+1 · · · xn)
δbyα11 · · · y
αs
s .
Since L1 ∈ I and we only care for minimal generators, by simplifying by (xs+1 · · · xn)
by1
one can assume the binomial to be of the form
x
a(α1−1)−(δ−1)b
1 x
aα2−(δ−1)b
2 · · · x
aαs−(δ−1)b
s w
δ−1 − (xs+1 · · · xn)
(δ−1)byα1−11 y
α2
2 · · · y
αs
s ,
where both α1 and δ dropped by 1. Therefore, recursion takes care of the conclusion.
The case where a > nb is handled similarly.
This concludes the proof of the claim and also of the theorem.
1.1. Sylvester forms as generators. For the reader’s convenience, we recall once more
the following notation: if {i1, . . . , ij} is a subset of {1, . . . , n} in the natural order of the
integers, we denote by P (i1, . . . , ij) the product of the variables in the complementary set
{x1, . . . , xn} \ {xi1 , . . . , xij}.
The next theorem partly summarizes the results of the preceding part, adding information
on the nature of the generators as Sylvester forms.
Theorem 1.4. Let I ⊂ R be a uniform monomial ideal as above and let r denote its reduction
number as established in Proposition 1.1. Then:
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(a) I is generated by (
n
2
)
+
r∑
δ=1
(
n
δ
)
+ 1,
quasi-homogeneous binomials, where r is the reduction number of I; of these,
(
n
2
)
are the Koszul
syzygies of the generators of I and the remaining ones are each a binomial of the form
(xi1 · · · xiδ)
a−δb wδ − P (i1, . . . , iδ)
δb yi1 · · · yiδ ,
where 1 ≤ δ ≤ r + 1 (with the same convention as stated in Theorem 1.3 in the case a ≤ nb).
(b) Moreover, each binomial in the previous item is a Sylvester form obtained in an iterative
form out of the syzygy forms.
(c) The relation type of I is r + 1.
Proof. (a) The proof of the generation statement will consist in showing that a quasi-
homogeneous generator of I of arbitrary standard degree in the external variables y1, . . . , yn, w
belongs to the ideal generated by the binomials in the statement, with standard external
degrees bounded by the reduction number of I. Thus, the result will be a consequence of
Theorem 1.3 and of Proposition 1.1.
From the above degree reduction result and from Theorem 1.3 we deduce that, for each
2 ≤ δ ≤ r, where r is the reduction number of I, I admits
(
n
δ
)
generators which are quasi-
homogeneous binomials. Generators for δ = 1 are the syzygy binomials, which add up
(
n
2
)
+n
generators in standard degree 1.
Finally, we deal with generators in standard degree r+1. In the case where a > nb, then there
is a unique generator in degree n given in Theorem 1.3, namely, (x1 · · · xn)
a−nbwn − y1 · · · yn.
In the case where a ≤ nb and p ≤ n is the unique integer such that (p − 1)b < a ≤ pb, we
obtain
(
n
p
)
generators, one for each choice of an ordered subset {i1, . . . , ip} ⊂ {1, . . . , n}:
Si1,...,ip := w
p − P (i1, . . . , ip)
pb (xi1 · · · xip)
pb−a yi1 · · · yip .
We now show that fixing one of these, the remaining ones belong to the ideal generated by this
one and the Koszul relations. To prove this assertion it suffices to fix one subset {i1, . . . , ip}
and another subset obtained by one transposition. Without loss of generality, we assume the
fixed subset is {1, . . . , p} and the other one is {1, . . . , p − 1, p + 1}.
Claim: With the above notation and the previous notation for the Koszul relations, one
has
Si1,...,ip−1,ip+1 = Si1,...,ip +M(x) y2 · · · ypL1,p+1 −M(x) y2 · · · yp−1yp+1L1,p,
where M(x) = (x1 · · · xpxp+1)
pb−a(xp+2 · · · xn)
pb.
The proof is a straightforward calculation by developing the right hand side.
As a consequence, also for the case (p − 1)b < a ≤ pb there is a unique minimal generator
in standard degree p. Summing up, in both cases, we get(
n
2
)
+
r∑
δ=1
(
n
δ
)
+ 1
minimal quasi-homogeneous binomial generators.
(b) We next show that the generators of the first part are indeed Sylvester forms obtained
iteratively.
Recall once more the form of the generators of L ⊂ S = R[y1, . . . , yn, w]: the Koszul relations
(5) Ki,j = x
a
i yj − x
a
j yi, i, j ∈ {1, . . . , n}, i < j
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and the reduced (Taylor) relations
(6) Li = x
a−b
i w − P (i)
byi, i ∈ {1, . . . , n}.
We start by availing ourselves of Sylvester forms of degree 2. For this, take any two distinct
indices l, i ∈ {1, . . . , n}, say, l < i. We form the Sylvester content matrix of {Ll, Li} with
respect to the complete intersection {xbl , x
b
i}:[
Ll
Li
]
=
[
xa−bl w − P (l)
byl
xa−bi w − P (i)
byi
]
=
(
xa−2bl w −P (l, i)
byl
−P (l, i)byi x
a−2b
i w
)
︸ ︷︷ ︸
M
l,i
2
[
xbl
xbi
]
.
Set H l,i2 = det(M
l,i
2 ) = (xlxi)
a−2bw2 − P (l, i)2bylyi. Note that, since we are assuming that
a > 2b, we obtain this way
(
n
2
)
distinct forms of external degree 2.
We now induct on the degree. Thus, suppose that for j ∈ {1, . . . , n} with a > jb, one has
found
(
n
j
)
Sylvester forms, of external degree j, each of the shape
(7) H
i1,...,ij
j = (xi1xi2 · · · xij )
a−jbwj − P (i1, . . . , ij)
jbyi1 · · · yij ,
with i1, . . . , ij ∈ {1, . . . , n} and i1 < · · · < ij . Then for every l ∈ {1, . . . , n} \ {i1, . . . , ij},
we obtain a Sylvester content matrix of Ll,H
i1,...,ij
j with respect to the complete intersection
(xjbl , (xi1 · · · xij )
b):[
Ll
H
i1,...,ij
j
]
=
[
xa−bl w − P (l)
byl
(xi1 · · ·xij )
a−jbwj − P (i1, . . . , ij)jbyi1 · · · yij
]
=
(
x
a−(j+1)b
l w −P (i1, . . . , ij , l)
byl
−P (i1, . . . , ij, l)jbyi1 · · · yij (xi1 · · ·xij )
a−(j+1)bwj
)
︸ ︷︷ ︸
M
i1,...,l,...,ij
j+1
[
xjbl
(xi1 · · ·xij )
b
]
.
This yields a new Sylvester form of external degree j + 1: H
i1,...,...,ij , l
j+1 = det(M
i1,...,...,ij , l
j+1 )
= (xi1 · · · xij , xl)
a−(j+1)bwj+1 − P (i1, . . . , ij , l))
(j+1)byi1 · · · yij · · · yl.
(Here, we assume that {i1, . . . , ij , l} is written in increasing order.) This way we have produced(
n
j+1
)
distinct Sylvester forms of external degree j + 1.
To conclude the inductive procedure, we divide the proof into the two basic cases:
(i) a ≤ nb.
In this case, let 1 ≤ p ≤ n be the smallest integer such that (p − 1)b < a ≤ pb. By the
previous argument, since a > (p− 1)b then a Sylvester form of standard degree (p− 1) over R
has the shape
H
i1,...,ip−1
p−1 = (xi1 · · · xip−1)
a−(p−1)bwp−1 − P (i1, . . . , ip−1)
(p−1)byi1 · · · yip−1 ,
with {i1, . . . , ip−1} an ordered subset of {1, . . . , n}. Take the Sylvester form of {Ll,H
i1,...,ip−1
p−1 }
with respect to {xa−bl , (xi1 · · · xip−1)
a−(p−1)b}, since a ≤ pb:[
Ll
H
i1,...,ip−1
p−1
]
=M
i1,...,l,...,ip−1
p ·
[
xa−bl
(xi1 · · · xip−1)
a−(p−1)b
]
,
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where M
i1,...,l,...,ip−1
p denotes the content matrix w −P (i1, . . . , ip−1, l)b(xi1 · · ·xip−1)pb−ayl
−P (i1, . . . , ip−1, l)(p−1)bx
pb−a
l yi1 · · · yip−1 w
p−1
 .
Thus,
H
i1,...,l,...,ip−1
p = det(M
i1,...,l,...,ip−1
p )
= wp − P (i1, . . . , ip−1, l)
pb(xi1 . . . xl . . . xip−1)
pb−ayi1 · · · yl · · · yip−1 .
(ii) a > nb.
By the previous argument, since a > nb then a Sylvester form of standard degree n over R
has the shape
H1,...,nn = (x1 · · · xn)
a−nbwn − y1 · · · yn.
(c) This follows immediately from the details of the generation as described in (a).
Remark 1.5. Note the sharp difference between cases (i) and (ii) at the end of the proof
above: if p = n then there is a unique binomial Sylvester form with a term a pure power of
w (namely, wn), while for p < n there are various such binomials having the pure term wp –
although only one emerges as part of a minimal set of generators, as explained in the proof of
the previous theorem.
2. Combinatorial structure of the Rees ideal
We keep the notation of the previous part. Recall that, given an integer 2 ≤ j ≤ p−1, where
p − 1 ≤ n − 1 is the reduction number of the ideal I ⊂ S = k[x1, . . . , xn], and an increasing
sequence of integers i1 < · · · < ij in {1, . . . , n}, we had a well-defined Sylvester form H
i1,...,ij
j in
the set of generators of the Rees ideal RR(I). This polynomial is weighted homogeneous in all
concerned variables and homogeneous of degree j in the presentation variables y1, . . . , yn, w.
We will order the set of these forms in the following way: first, if two of these forms H
i1,...,ij
j
and H
k1,...,kj
j have the same presentation degree j then we set H
i1,...,ij
j before H
k1,...,kj
j provided
ir < kr, where r is the first index from the left such that ir 6= kr; second, we decree that the
last form Hn−j+1,...,nj of degree j in this ordering precedes the first form H
1,2,...,j+1
j of the next
presentation degree j + 1.
The presentation ideal of the symmetric algebra of I is denoted L as before. It is generated
by the Koszul relations Ki,j, 1 ≤ i < j ≤ n and the reduced Taylor relations Li, 1 ≤ i ≤ n, as
in (5) and (6).
We will need the following easy properties of the colon ideal in the proof of the next propo-
sition:
Lemma 2.1. Let J ⊂ R be an ideal in a ring and f ∈ R. Then:
(i) (J : f)f = J ∩ (f).
(ii) Suppose that R is a polynomial ring over a field and < is a monomial order. Then
in<(J : f) ⊂ in<(J) : in<(f); if in addition in<(J) : in<(f) ⊂ J : f then the equality
in<(J) : in<(f) = J : f holds.
Proof. (i) This is straightforward from the definition of the colon ideal.
(ii) The inclusion in<(J : f) ⊂ in<(J) : in<(f) follows immediately from the definition of
the initial ideal.
Now let F ∈ J : f . Then, by the above inclusion and the assumption, one has in<(F ) ∈ J : f ,
hence G := F − in<(F ) ∈ J : f . By induction on the number of nonzero terms of a polynomial
in R, we have G ∈ in<(J) : in<(f). It follows that F ∈ in<(J) : in<(f).
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2.1. Initial ideals. In the following propositions we discuss the preliminaries on Gro¨bner basis
and initial ideals related to the ordered sequence of Sylvester forms.
Proposition 2.2. Let 2 ≤ j ≤ p− 1, where p− 1 ≤ n− 1 is the reduction number of the ideal
I ⊂ S = k[x1, . . . , xn], and let i1 < · · · < ij be an ordered subset of {1, . . . , n}. The set
Σ(i1, . . . , ij) := {Ki,k (1 ≤ i < k ≤ n), Li (1 ≤ i ≤ n),H
1,2
2 , . . . ,H
i1,...,ij
j }
is a Gro¨bner basis of the ideal H(i1, . . . , ij) := (L,H
1,2
2 , . . . ,H
i1,...,ij
j ) in the lexicographic order
on w > xn > · · · > x1 >> · · · . In particular, the initial ideal of H(i1, . . . , ij) is
(8) {xai yk (1 ≤ i < k ≤ n), x
a−b
i w (1 ≤ i ≤ n), (x1x2)
a−2bw2, . . . , (xi1 · · · xij )
a−jbwj},
where j and {xi1 , . . . , xij} flow as in the statement.
Since the proof is a case-by-case scrutiny of S-pairs, we postpone it to the last section of
the paper.
Proposition 2.3. With the above setting, let H
k1,··· ,kj′
j′ ∈ S denote the first Sylvester form
succeeding the Sylvester from H
i1,··· ,ij
j ∈ S in the prescribed ordering of these forms.
(a) If j = j′, one has
in(H(i1, . . . , ij)) : in(H
k1,...,kj
j ) =
(
x
(j−1)b
k1
, . . . , x
(j−1)b
kj
, xa−jbu , x
a−b
kj+1
, . . . , xa−bn , (xr1 · · ·xrs)
(j−s)b,
(xq1 · · ·xqr )
(j−s)b(xd1 · · ·xds−r)
a−sb
)
S,
for all ki < u < ki+1, i = 1, . . . , j − 1 and all choices of indices s ∈ {1, . . . , j − 1}, r ∈
{0, . . . , s − 1}, of ordered subsets {r1 < · · · < rs} ⊂ {k1, . . . , kj}, {q1 < · · · < qr} ⊂
{k1, . . . , kj} and of an ordered set d1 < · · · < ds−r with kj < d1.
(b) If j′ = j + 1 (and hence {k1, · · · , kj′} = {1, . . . , j + 1}), one has
in(H(i1, . . . , ij)) : in(H
1,...,j+1
j+1 ) =
(
xjb1 , . . . , x
jb
j+1, x
a−b
j+2 , . . . , x
a−b
n , (xr1 · · ·xrs)
(j+1−s)b,
(xq1 · · ·xqr )
(j+1−s)b(xd1 · · ·xds−r )
a−sb
)
S,
for all choices of indices s ∈ {1, . . . , j}, r ∈ {0, . . . , s − 1}, of ordered subsets {r1 <
· · · < rs} ⊂ {1, . . . , j + 1}, {q1 < · · · < qr} ⊂ {1, . . . , j + 1} and of an ordered set
d1 < · · · < ds−r with j + 1 < d1.
(In both cases, we adopt the convention that xq0 = 1.)
For both items, we will apply Lemma 2.1 (i), by which one is to compute a minimal set of
generators of the intersection of the two initial ideals on the left hand side, then divide each
generator by the initial term of H
k1,...,kj′
j′ . To get a minimal set of generators of the intersection
we use a well-known principle (see, e.g., [3, Proposition 1.2.1]), by which this set is the set of
the least common multiples of in(H
k1,...,kj′
j′ ) and each minimal generator of in(H(i1, . . . , ij)).
The details of the proof are given in the last section.
The next result is slightly surprising.
Proposition 2.4. With the previously established notation, one has
H(i1, . . . , ij) : H
k1,...,kj′
j′ = in(H(i1, . . . , ij)) : in(H
k1,...,kj′
j′ ).
In particular, the colon ideal on the left hand side is a monomial ideal.
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The proof hinges on the explicit form of the generators given in the previous proposition.
The computation is again a case-by-case calculation and quite often it requires some ingenuity
as to how the generator looks and how the result of the calculation ought to look like. Since at
this point it will give no additional conceptual contribution to the rhythm of the exposition,
we postpone the details to last section.
2.2. Almost Cohen–Macaulayness. In this part we deal with the depth of the Rees algebra
of the ideal I ⊂ S, which wraps-up the main goal of the paper.
In the notation of the preceding sections, the main result is as follows.
Theorem 2.5. Let I ⊂ R = k[x1, . . . , xn] denote a uniform monomial ideal as in Section 1.1.
Then S/H(i1, . . . , ij) has depth at least n for every tuple i1 < · · · < ij . In particular, the Rees
algebra RR(I) of I is an almost Cohen–Macaulay ring.
Proof. We basically follow the idea of [7, Theorem 3.14 (b)]. Namely, produce a sequence of
mapping cones, each a free resolution of the sequential ideal
H(i1, . . . , ij) := (L,H
1,2
2 , . . . ,H
i1,...,ij
j )
discussed above, ending with a free resolution of RR(I); at each step the mapping cone has
length at most n+1. Therefore, the depth of RR(I) will turn out to be at least 2n+1−(n+1) =
n, as desired.
In a precise way, we now argue that for each tuple i1 < · · · < ij , starting from the first tuple
1 < 2, a free S-resolution of S/H(k1, . . . , kj′) is the mapping cone of the map of complexes
from a resolution of S/(H(i1, . . . , ij) : H
k1,...,kj′
j′ ) to a resolution of S/H(i1, . . . , ij) induced by
multiplication by H
k1,...,kj′
j′ on S, where k1 < · · · < kj′ is the first tuple succeeding i1 < · · · < ij
in the ordering explained before.
To see this, we induct on the number of generators H(i1, . . . , ij).
Now, by Proposition 2.4 and Proposition 2.3, the generators of the colon ideal H(i1, . . . , ij) :
H
k1,...,kj′
j′ are elements of R containing powers of all variables. Therefore, these monomials
generate an R+-primary ideal of R, and hence a free S-resolution of S/(H(i1, . . . , ij) : H
k1,...,kj′
j′ )
is obtained by flat base change R ⊂ S from a minimal free R-resolution of length n.
In the first step one has H(1, 2) = (L,H1,22 ). Since the ideal I ⊂ R is an almost complete
intersection of finite length, S/L is Cohen–Macaulay ([4, Corollary 10.2]). As the codimension
of the Rees algebra of I on S is n, the codimension of S/L is at least n. But since L ⊂ R+ =
(x1, . . . , xn)S then the codimension is n.
We consider the map of complexes induced by multiplication by H1,22 on S:
0 → Sβn −→ · · · −→ Sβ2 −→ Sβ1 −→ S → 0
↑ ↑ ↑ ↑
0 → Sαn −→ · · · −→ Sα2 −→ Sα1 −→ S → 0
,
where the upper complex is a free resolution of S/L and the lower one is the free S-resolution
of S/(L : H1,22 ) extended from the free R-resolution by flat base change R ⊂ S. (Note that
β1 =
(
n+1
2
)
is the minimal number of generators of L, but all the remaining Betti number of
both resolutions are harder to guess.)
The mapping cone is a free S-resolution of S/H(1, 2) (not minimal as there will be cancel-
lation in general). By definition, this S-resolution has length at most n+ 1.
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The general step of the induction is entirely similar, by taking the mapping cone of the map
of complexes induced by multiplication by H
k1,...,kj′
j′ :
0 → Sβn+1 −→ Sβn −→ · · · −→ Sβ2 −→ Sβ1 −→ S → 0
↑ ↑ ↑ ↑
0 −→ Sαn −→ · · · −→ Sα2 −→ Sα1 −→ S → 0
,
where the upper complex is a (not necessarily minimal) free resolution of S/H(i1, . . . , ij) and
the lower one is the S-resolution of S/(H(i1, . . . , ij) : H
k1,...,kj′
j′ ) extended by flat base change
from a minimal free R-resolution. Here we have used for simplicity the same notation for the
Betti number as above, but of course they are different.
Because the lower complex has length at most the length of the upper complex, the mapping
cone is again a free S-resolution of length at most n+ 1.
By Theorem 1.4 and the previous discussion of this section, the presentation ideal I of the
Rees algebra on S is the sequential ideal H(1, . . . , p), where p − 1 is the reduction number of
I. Therefore the above gives that RR(I) has an S-resolution of length at most n + 1, as was
to be shown.
3. Proofs
3.1. Proof of Proposition 2.2. The proof will compute all S−pairs of elements in the set
Σ = Σ(i1, . . . , ij). As usual, pairs F,G such gcd(in(F ), in(G)) = 1 will be overlooked.
Case 1. S(Ki,k,Ki′,k′).
In this case, in(Ki,k) = x
a
kyi and in(Ki′,k′) = x
a
k′yi′ .
Case 1.1. Let i < k < i′ < k′. No action here since in(Ki,k) and in(Ki′,k′) are relatively prime.
Case 1.2. Let i < i′ < k < k′. No action here since in(Ki,k) and in(Ki′,k′) are relatively prime.
Case 1.3. Let i′ < i < k < k′. No action here since in(Ki,k) and in(Ki′,k′) are relatively prime.
Case 1.4. Let k = k′. Then
S(Ki,k,Ki′,k) =
xakyiyi′
−xakyi
Ki,k −
xakyiyi′
−xakyi′
Ki′,k = −yk(x
a
i yi′ − x
a
i′yi) ≡ 0 mod Σ.
Case 1.5. Let i < k = i′ < k′. No action here since in(Ki,k) and in(Kk,k′) are relatively prime.
Case 1.6. Let i′ < k′ = i < k. No action here since in(Ki,k) and in(Kk,i) are relatively prime.
Case 1.7. Let i = i′. Then
S(Ki,k,Ki,k′) =
xakx
a
k′yi
−xakyi
Ki,k −
xakx
a
k′yi
−xak′yi
Ki,k′ = −x
a
i (x
a
k′yk − x
a
kyk′) ≡ 0 mod Σ.
Case 2. S(Lj, Lj′), with j < j
′.
In this case, in(Lj) = x
a−b
j w and in(Lj′) = x
a−b
j′ w.
Then
S(Lj , Lj′) =
xa−bj x
a−b
j′ w
xa−bj w
Lj −
xa−bj x
a−b
j′ w
xa−bj′ w
Lj′ = P (j, j
′)bKj,j′ ≡ 0 mod Σ.
Case 3. S(Lj,Ki,k).
In this case, in(Lj) = x
a−b
j w and in(Ki,k) = x
a
kyi.
Case 3.1. Let j < i < k. No action here since in(Lj) and in(Ki,k) are relatively prime.
Case 3.2. Let i < j < k. No action here since in(Lj) and in(Ki,k) are relatively prime.
Case 3.3. Let i < k < j. No action here since in(Lj) and in(Ki,k) are relatively prime.
Case 3.4. Let j = i < k. No action here since in(Li) and in(Ki,k) are relatively prime.
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Case 3.5. Let i < j = k. Then
S(Lk,Ki,k) =
xakwyi
xa−bk w
Lk −
xakwyi
−xakyi
Ki,k = x
b
iykLi ≡ 0 mod Σ.
Case 4. S(Ku,k,H
i1,...,ij
j ).
In this case, in(Ku,k) = x
a
kyu and in(H
i1,...,ij
j ) = (xi1 · · · xij )
a−jbwj .
Case 4.1. Let u < k, u, k /∈ {i1, . . . , ij}. No action here since in(Ku,k) and in(H
i1,...,ij
j ) are
relatively prime.
Case 4.2. Let u < k, u ∈ {i1, . . . , ij} and k /∈ {i1, . . . , ij}. No action here since in(Ku,k) and
in(H
i1,...,ij
j ) are relatively prime.
Case 4.3. Let u < k, u /∈ {i1, . . . , ij}, and k ∈ {i1, . . . , ij}. Then
S(Ku,k,H
i1,...,ij
j ) =
xakyu(xi1 · · · x̂k · · · xij)
a−jbwj
−xakyu
Ku,k −
xakyu(xi1 · · · x̂k · · · xij)
a−jbwj
(xi1 · · · xk · · · xij)
a−jbwj
H
i1,...,ij
j
= (−xjbu yk)H
I′
j ≡ 0 mod Σ, where I
′ = ({i1, . . . , ij} \ {k}) ∪ {u}.
Case 4.4. Let u < k, u, k ∈ {i1, . . . , ij}. Then
S(Ku,k,H
i1,...,ij
j ) =
xakyu(xi1 · · · x̂k · · · xij)
a−jbwj
−xakyu
Ku,k −
xakyu(xi1 · · · x̂k · · · xij)
a−jbwj
(xi1 · · · xk · · · xij)
a−jbwj
H
i1,...,ij
j
= −yk[x
a
u(xi1 · · · x̂k · · · xij)
a−jbwj − xjbk yuP (i1, . . . , ij)
jbyi1 · · · yu · · · ŷk · · · yij ].
Since xa−bu w = Lu + P (u)
byu, it obtains
S(Ku,k,H
i1,...,ij
j ) ≡ −P (i1, . . . , k̂, . . . , ij)
byuykH
I′′
j−1 ≡ 0 mod Σ,
where I ′′ = {i1, . . . , ij} \ {k}.
Case 5. S(Lu,H
i1,...,ij
j ).
In this case, in(Lu) = x
a−b
u w and in(H
i1,...,ij
j ) = (xi1 · · · xij )
a−jbwj .
Case 5.1. Let u /∈ {i1, . . . , ij}. Then
S(Lu,H
i1,...,ij
j ) = −P (i1, . . . , ij , u)
b[(xi1 · · · xij )
a−(j−1)bwj−1yu
− xa+(j−1)bu P (i1, . . . , ij , u)
(j−1)byi1 , . . . , yij ].
Pick any subset I ′ ⊂ {i1, . . . , ij}, with |I
′| = j−1 and reduce modulo HI
′
j−1 the monomial with
w occurring within the square brackets. The result is a binomial not involving w. By the same
argument as before, we conclude that this pair reduces to 0 modulo Σ.
Case 5.2. Let u ∈ {i1, . . . , ij}. Then
S(Lu,H
i1,...,ij
j ) = −P (i1, . . . , ij)
byuH
i1,...,û,...,ij
j−1 ≡ 0 mod Σ.
Case 6. ConsiderH i1,...,imm andH
j1,...,jm′
m′ , with the respective external degreesm ≤ m
′. Denote
I := {i1, . . . , im}, I
′ := {j1, . . . , jm′} and let I ∩ I
′ = {k1, . . . , ks}, for some s ∈ {0, . . . ,m}.
Under the given order, the two leading terms of the two binomials are
in(H i1,...,imm ) = (xi1 · · · xim)
a−mbwm and in(H
j1,...,jm′
m′ ) = (xj1 · · · xjm′ )
a−m′bwm
′
, so their least
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common multiple is wm
′
(xj1 · · · x̂i1 · · · x̂im · · · xjm′ )
a−m′b(xi1 · · · xim)
a−mb. Therefore
S(H i1,...,imm ,H
j1,...,jm′
m′ ) = −P (i1, . . . , j1, . . . , im, . . . , jm′)
mbyk1 · · · yks
·
[
wm
′
−m(xj1 · · · x̂i1 · · · x̂im · · · xjm′ )
a−m′b+mbyi1 · · · ŷj1 · · · ŷjm′ · · · yim
−(xi1 · · · x̂j1 · · · x̂jm′ · · · xim)
a−mb+m′b(xk1 · · · xks)
(m′−m)b
· P (i1, . . . , j1, . . . , im, . . . , jm′)
(m′−m)byj1 · · · ŷi1 · · · ŷim · · · yjm′
]
.
If m′ = m, then the binomial inside the square brackets does not involve w and therefore
reduces to 0 modulo Σ by previous cases.
If m′ > m, then |I′| = m′ > m = |I|, and therefore |I′ \ I| ≥ m′ −m ≥ 1. Let I˜ ⊂ I′ \ I
with |I˜| = m′ − m. Reducing the binomial inside the square brackets modulo H I˜m′−m ∈ Σ,
will result in the cancellation of the monomial involving w, hence we are back to the previous
situation.
3.2. Proof of Proposition 2.3. To apply Lemma 2.1 (i) we set ourselves to compute a
minimal set of generators of the intersection of the two initial ideals on the left hand side,
then divide each generator by the initial term of H
k1,...,kj′
j′ . A minimal set of generators of the
intersection turns out to be the set of the least common multiples of in(H
k1,...,kj′
j′ ) and each
minimal generator of in(H(i1, . . . , ij)).
We separate the two cases, according as to whether j′ = j or j′ = j + 1.
(a) Same degree: j = j′
One has in(H
k1,...,kj
j ) = (xk1 · · · xkj)
a−jbwj . Drawing upon (8), according to the external
degree of a monomial, we have
Degree 1:
• xa−bd w, d /∈ {k1, . . . , kj} and d < kj (coming from Ld ∈ L)
lcm(xa−bd w, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= xa−bd .
As j ≤ p − 1, and a > (p − 1)b, then a − jb > 0. But then xa−bd = x
(j−1)b
d x
a−jb
d , and
xa−jbd is among the generators listed in the right hand side monomial ideal.
• xa−bd w, d /∈ {k1, . . . , kj} and d > kj (coming from Ld ∈ L)
lcm(xa−bd w, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= xa−bd .
As above, xa−jbd is among the generators listed in the right hand side monomial ideal.
• xa−bd w, d ∈ {k1, . . . , kj} (coming from Ld ∈ L)
lcm(xa−bd w, (xk1 · · · xkj )
a−jbwj)
(xk1 · · · xkj )
a−jbwj
= x
(j−1)b
d ,
which is among the generators listed in the right hand side monomial ideal.
• xadyv, d /∈ {k1, . . . , kj} and d < kj (coming from Kd,v ∈ L)
lcm(xadyv, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= xadyv
Note that xadyv = (x
jb
d yv)x
a−jb
d , while x
a−jb
d is among the generators listed in the right
hand side monomial ideal.
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• xadyv, d /∈ {k1, . . . , kj} and d > kj (coming from Kd,v ∈ L)
lcm(xadyv, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= xadyv
One has xadyv = (x
b
dyv)x
a−b
d , while x
a−b
d is among the generators listed in the right hand
side monomial ideal.
• xadyv, d ∈ {k1, . . . , kj} (coming from Kd,v ∈ L)
lcm(xadyv, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= xjbd yv
Note that xjbd yv = (x
(j−1)b
d yv)x
b
d, so once more we get a generator listed in the right
hand side monomial ideal.
Degree s (2 ≤ s ≤ j − 1):
• (xd1 · · · xdrxq1 · · · xqs−r)
a−sbws, {d1 < . . . < dr} ∩ {k1, . . . , kj} = ∅, d1 < kj and {q1 <
· · · < qs−r} ⊂ {k1, . . . , kj}.
lcm((xd1 · · · xdrxq1 · · · xqs−r)
a−sbws, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= (xd1 · · · xdr )
a−sb(xq1 · · · xqs−r)
(j−s)b
Note that xa−sbd1 is a factor thereof factoring further as x
a−sb
d1
= x
(j−s)b
d1
xa−jbd1 , while
xa−jbd1 is among the generators listed in the right hand side monomial ideal since d1 /∈
{k1, . . . , kj} and d1 < kj .
• (xq1 · · · xqs)
a−sbws, {q1 < · · · < qs} ⊂ {k1, . . . , kj}.
lcm((xq1 · · · xqs)
a−sbws, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= (xq1 · · · xqs)
(j−s)b
• (xq1 · · · xqrxd1 · · · xds−r)
a−sbws, {q1 < · · · < qr} ⊂ {k1, . . . , kj}, d1 < . . . < ds−r with
kj < d1.
lcm((xq1 · · · xqrxd1 · · · xds−r)
a−sbws, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= (xq1 · · · xqr)
(j−s)b(xd1 · · · xds−r)
a−sb
• (xd1 · · · xds)
a−sbws, d1 < . . . < ds with kj < d1.
lcm((xd1 · · · xds)
a−sbws, (xk1 · · · xkj)
a−jbwj)
(xk1 · · · xkj )
a−jbwj
= (xd1 · · · xds)
a−sb.
In all three cases above the resulting monomial is among the generators listed in the
right hand side monomial ideal.
Degree j :
• (xk1 · · · x̂kc . . . xkj)
a−jbxd
a−jbwj , d /∈ {k1, . . . , kj}, d < kj, c ∈ {1, . . . , j}.
lcm((xk1 · · · x̂kc . . . xkj )
a−jbxd
a−jbwj , (xk1 · · · xkj )
a−jbwj)
(xk1 · · · xkj)
a−jbwj
= xa−jbd .
Again we conclude as before.
16 RICARDO BURITY, ARON SIMIS AND STEFAN O. TOHAˇNEANU
(b) Degree jump: j′ = j + 1
We now consider the case where the degree goes up, that is, one is dealing with
in(H1,...,j+1j+1 ) = (x1 · · · xj+1)
a−(j+1)bwj+1.
We go through similar calculations as before. In each case below the resulting monomial is
among the generators listed in the right hand side monomial ideal.
Degree 1:
• xa−bd w, d /∈ {1, . . . , j + 1}.
lcm(xa−bd w, (x1 · · · xj+1)
a−(j+1)bwj+1)
(x1 · · · xj+1)a−(j+1)bwj+1
= xa−bd
• xa−bd w, d ∈ {1, . . . , j + 1}.
lcm(xa−bd w, (x1 · · · xj+1)
a−(j+1)bwj+1)
(x1 · · · xj+1)a−(j+1)bwj+1
= xjbd
• xadyv, d /∈ {1, . . . , j + 1}.
lcm(xadyv, (x1 · · · xj+1)
a−(j+1)bwj+1)
(x1 · · · xj+1)a−(j+1)bwj+1
= xadyv
Note that xadyv = (x
b
dyv)x
a−b
d .
• xadyv, d ∈ {1, . . . , j + 1}.
lcm(xadyv, (x1 · · · xj+1)
a−(j+1)bwj+1)
(x1 · · · xj+1)a−(j+1)bwj+1
= x
(j+1)b
d yv
Note that x
(j+1)b
d yv = (x
b
dyv)x
jb
d .
Degree s (2 ≤ s ≤ j):
• (xq1 · · · xqs)
a−sbws, with {q1 < · · · < qs} ⊂ {1, . . . , j + 1}.
lcm((q1 · · · xqs)
a−sbws, (x1 · · · xj+1)
a−(j+1)bwj+1)
(x1 · · · xj+1)a−(j+1)bwj+1
= (xq1 · · · xqs)
(j+1−s)b
• (xq1 · · · xqrxd1 · · · xds−r)
a−sbws, {q1 < · · · < qr} ⊂ {1, . . . , j + 1}, d1 < . . . < ds−r with
j + 1 < d1.
lcm((xq1 · · · xqrxd1 · · · xds−r)
a−sbws, (x1 · · · xj+1)
a−(j+1)bwj+1)
(x1 · · · xj+1)a−(j+1)bwj+1
= (xq1 · · · xqr)
(j+1−s)b(xd1 · · · xds−r)
a−sb
• (xd1 · · · xds)
a−sbws, d1 < . . . < ds−r with j + 1 < d1.
lcm((xd1 · · · xds)
a−sbws, (x1 · · · xj+1)
a−(j+1)bwj+1)
(x1 · · · xj+1)a−(j+1)bwj+1
= (xd1 · · · xds)
a−sb
To conclude the present case of degree jump, we stress the limit situation where the degree
jumps to the highest possible degree of a Sylvester form. It is convenient to separate the two
basic settings:
Setting a > nb.
The expected outcome is in(H(2, . . . , n) : in(H1,...,nn ) = (x1, . . . , xn)
(n−1)bS and the calcula-
tion of the required least common multiples is included in the general calculation above, setting
j = n.
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Setting a ≤ nb, (p − 1)b < a ≤ pb.
Here H1,...,pp = wp − (xp+1 · · · xn)
pb(x1 · · · xp)
pb−ay1 · · · yp. The typical expected generator
has one of the following forms
(xr1 · · · xrs)
a−sb and (xq1 · · · xqrxd1 · · · xds−r)
a−sb,
where s ∈ {2, . . . , p − 1}, r ∈ {0, . . . , s − 1}, {r1 < · · · < rs} ⊂ {1, . . . , p}, {q1 < · · · < qr} ⊂
{1, . . . , p}, {d1 < · · · < ds−r} ⊂ {p+ 1, . . . , n}.
Here is the calculation for this setting, according to the external degrees of the generating
monomials:
Degree 1:
• xa−bd w, d /∈ {1, . . . , p}.
lcm(xa−bd w,w
p)
wp
= xa−bd
• xa−bd w, d ∈ {1, . . . , p}.
lcm(xa−bd w,w
p)
wp
= xa−bd
• xadyv, d /∈ {1, . . . , p}.
lcm(xadyv, w
p)
wp
= xadyv
Note that xadyv = (x
b
dyv)x
a−b
d .
• xadyv, d ∈ {1, . . . , p}.
lcm(xadyv, w
p)
wp
= xadyv
Note that xadyv = (x
b
dyv)x
a−b
d .
Degree s (2 ≤ s ≤ p− 1):
• (xq1 · · · xqs)
a−sbws, {q1 < · · · < qs} ⊂ {1, . . . , p}
lcm((q1 · · · xqs)
a−sbws, wp)
wp
= (xq1 · · · xqs)
a−sb
• (xq1 · · · xqrxd1 · · · xds−r)
a−sbws, {q1 < · · · < qs} ⊂ {1, . . . , p}, d1 < . . . < ds−r with
p < d1
lcm((xq1 · · · xqrxd1 · · · xds−r)
a−sbws, wp)
wp
= (xq1 · · · xqrxd1 · · · xds−r)
a−sb
• (xd1 · · · xds)
a−sbws, d1 < . . . < ds with p < d1
lcm((xd1 · · · xds)
a−sbws, wp)
wp
= (xd1 · · · xds)
a−sb
This concludes the proof of the proposition.
3.3. Proof of Proposition 2.4. We just have to prove the inclusion ⊃ since the inclusion ⊂
follows from it by applying Lemma 2.1 (ii).
Again, we deal with two cases, according to the established sets of generators for the right
hand side of the stated equality in either (a) or (b) of Proposition 2.2.
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3.3.1. Same degree.
• xa−bs , s = kj + 1, . . . , n.
xa−bs H
k1,...,kj
j = (xk1 · · · xkj)
a−jbwj−1Ls + x
a−(j−1)b
k1
P (k1, . . . , kj , s)
bysH
k2,...,kj
j−1
+P (k1, . . . , kj , s)
jbx(j−1)bs yk2 · · · ykjKk1,s.
• x
(j−1)b
ks
, s = 1, . . . , j.
x
(j−1)b
ks
H
k1,...,kj
j = (xk1 · · · x̂ks · · · xkj)
a−jbwj−1Lks + P (k1, . . . , ks, . . . , kj)
byksH
k1,...,k̂s,...,kj
j−1 .
• (xr1 · · · xrs)
(j−s)b, s ∈ {1, . . . , j − 1}, {r1 < · · · < rs} ⊂ {k1, . . . , kj}.
(xr1 · · · xrs)
(j−s)bH
k1,...,kj
j = (xk1 · · · x̂r1 · · · x̂rs · · · xkj )
a−jbwj−sHr1,...,rss +
P (k1, . . . , r1, . . . , rs, . . . , kj)
sbyr1 · · · yrsH
k1,...,r̂1,...,r̂s,...,kj
j−s
• xa−jbr , r < k1.
xa−jbr H
k1,...,kj
j = x
a−jb
k1
H
r,k2,...,kj
j − P (r, k1, . . . , kj)
jbyk2 · · · ykjKr,k1 .
• xa−jbr , ki < r < ki+1, i = 1, . . . , j − 1 .
xa−jbr H
k1,...,kj
j = x
a−jb
ki+1
H
k1,k2,...,ki,r,k̂i+1,...,kj
j
− P (k1, . . . , ki, r, ki+1, . . . , kj)
jbyk1 · · · yki ŷki+1yki+2 · · · ykjKr,ki+1 .
• (xq1 · · · xqr)
(j−s)b(xd1 · · · xds−r)
a−sb.
Since this case is a lot more involved than the previous ones, we chose to formulate it as a
lemma.
Lemma 3.1. Fix an integer 2 ≤ j ≤ p−1 and an ordered subset {k1, . . . , kj} ⊂ {1, . . . , n}. Let
there be given integers s ∈ {1, . . . , j − 1}, r ∈ {0, . . . , s− 1} and ordered subsets {q1, . . . , qr} ⊂
{k1, . . . , kj} and {d1, . . . , ds−r} ⊂ {1, . . . , n}\{k1, . . . , kj}, with kj < d1. Consider a 2-partition
of {k1, . . . , kj} \ {q1, . . . , qr} by ordered subsets {km1 , . . . , kmj−s} and {n1, . . . , ns−r}. Set
Q := P (k1, . . . , kj , d1, . . . , ds−r)
jb (xq1 · · · xqr)
(j−s)byq1 · · · yqrykm1 · · · ykmj−s .
Then
(xq1 · · · xqr)
(j−s)b(xd1 · · · xds−r)
a−sbH
k1,...,kj
j = (xkm1 · · · xkmj−s xn1 · · · xns−r)
a−jb
·wj−sHq1,...,qr,d1,...,ds−rs
+P (k1, . . . , kj , d1, . . . , ds−r)
sb · (xn1 · · · xns−r)
a−(j−s)b
·yq1 · · · yqryd1 · · · yds−rH
km1 ,...,kmj−s
j−s
+
s−r∑
c=1
(xnc+1 · · · xns−r)
a(xd1 · · · xdc−1)
a+(j−s)b(xdc · · · xds−r)
(j−s)bQ
·ydc+1 · · · yds−ryn1 · · · ync−1Knc,dc ,
with the convention that xd0 = yn0 = xns−r+1 = xds−r+1 = 1.
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Proof. Although the above expression is verifiable by expanding the right hand side, the idea
to get at it is by no means obvious. Since similar expressions will appear in the sequel, we will
now explain its main core. Thus, first write
(xq1 · · · xqr)
(j−s)b(xd1 · · · xds−r)
a−sbH
k1,...,kj
j = (xq1 · · · xqr)
(j−s)b(xd1 · · · xds−r)
a−sb
·
(
(xk1 · · · xkj)
a−jbwj − P (k1, . . . , kj)
jb yk1 · · · ykj
)
= (xk1 · · · x̂q1 · · · x̂qr · · · xkj )
a−jb (xq1 · · · xqr)
a−sb (xd1 · · · xds−r)
a−sbwj(9)
−(xq1 · · · xqr)
(j−s)b (xd1 · · · xds−r)
a+(j−s)b P (k1, . . . , kj , d1, . . . , ds−r)
jbyk1 · · · ykj(10)
Next, we rewrite each of the numbered expressions above. Using the partition explained
above, one can write
(xkm1 · · · xkmj−s xn1 · · · xns−r)
a−jb wj−sHq1,...,qr, d1,...,ds−rs
= (xkm1 · · · xkmj−s xn1 · · · xns−r)
a−jb wj−s
(
(xq1 · · · xqr xd1 · · · xds−r)
a−sbws
−P (q1, . . . , qr, d1, . . . , ds−r)
sbyq1 · · · yqr yd1 · · · yds−r
)
= (xk1 · · · x̂q1 · · · x̂qr · · · xkj)
a−jb (xq1 · · · xqr)
a−sb (xd1 · · · xds−r)
a−sbwj(11)
−P (k1, . . . , kj , d1, . . . , ds−r)
sb (xkm1 · · · xkmj−s xn1 · · · xns−r)
a−(j−s)b wj−s(12)
· yq1 · · · yqr yd1 · · · yds−r .
The first numbered expression above is exactly the first numbered expression in the previous
display. However, the second numbered expression above does not coincide with the second
numbered expression in the previous display, so there is a little more to pursue in order to
cancel this expression by bringing up an expression involving another Sylvester form:
P (k1, . . . , kj , d1, . . . , ds−r)
sb (xn1 · · · xns−r)
a−(j−s)byq1 · · · yqr yd1 · · · yds−rH
km1 ...,kmj−s
j−s
= P (k1, . . . , kj , d1, . . . , ds−r)
sb (xn1 · · · xns−r)
a−(j−s)byq1 · · · yqr yd1 · · · yds−r
·
(
(xkm1 · · · xkmj−s )
a−(j−s)b wj−s − P (km1 , . . . , kmj−s)
(j−s)b ykm1 · · · ykmj−s
)
= P (k1, . . . , kj , d1, . . . , ds−r)
sb (xkm1 · · · xkmj−s xn1 · · · xns−r)
a−(j−s)b wj−s
· yq1 · · · yqr yd1 · · · yds−r
−P (k1, . . . , kj , d1, . . . , ds−r)
jb (xq1 · · · xqr)
(j−s)b (xn1 · · · xns−r)
a (xd1 · · · xds−r)
(j−s)b
· yq1 · · · yqr ykm1 · · · ykmj−s yd1 · · · yds−r
= P (k1, . . . , kj , d1, . . . , ds−r)
sb (xkm1 · · · xkmj−s xn1 · · · xns−r)
a−(j−s)b wj−s(13)
· yq1 · · · yqr yd1 · · · yds−r
−(xn1 · · · xns−r)
a (xd1 · · · xds−r)
(j−s)bQyd1 · · · yds−r .(14)
Now, expression numbered (14) is same as expression numbered (13), but expression (15)
still has way to go. In the subsequent steps we resort to Koszul generators as tags, namely,
firstly,
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(xn2 · · · xns−r)
a x
a+(j−s)b
d0︸ ︷︷ ︸
=1
(xd1 · · · xds−r)
(j−s)bQyd2 · · · yds−r yn0︸︷︷︸
=1
Kn1,d1
= (xn1 · · · xns−r)
a (xd1 · · · xds−r)
(j−s)bQyd1 · · · yds−r(15)
−(xn2 · · · xns−r)
a x
a+(j−s)b
d1
(xd2 · · · xds−r)
(j−s)bQyd2 · · · yds−r yn1
The procedure establishes an inductive argument by which one monomial term is canceled
against a next term in an expression involving a further down Koszul form. To obtain the final
combination in terms of earlier Sylvester forms and Koszul forms, one resorts to a summation
of expressions of the same type where the first summand is the expression in the last line of the
last display and the last summand recovers (11). This explains the final form of the required
expression as stated.
3.3.2. Degree jump. Now j′ = j + 1.
• xa−bs , s = j + 2, . . . , n.
xa−bs H
1,...,j,j+1
j+1 = (x1 · · · xjxj+1)
a−(j+1)bwjLs
+ xa−jb1 (xj+2 · · · xs−1 x̂s xs+1 · · · xn)
bysH
2,...,j+1
j
+ (xj+2 · · · xs−1 x̂s xs+1 · · · xn)
(j+1)bxjbs y2 · · · yj+1K1,s.
• xjbs , s = 1, . . . , j + 1.
xjbs H
1,...,j,j+1
j+1 = (x1 · · · xs−1 x̂s xs+1 · · · xj+1)
a−(j+1)bwjLs − (xj+2 · · · xn)
bysH
1,...,ŝ,...,j+1
j .
• (xr1 · · · xrs)
(j+1−s)b, where s ∈ {1, . . . , j} and {r1, . . . , rs} is an ordered subset of
{1, . . . , j, j + 1}.
(xr1 · · · xrs)
(j+1−s)bH1,...,j,j+1j+1 = Pj+1(r1, . . . , rs)
a−(j+1)bwj+1−sHr1,...,rss
+ P (1, . . . , j + 1)sbyr1 · · · yrsH
1,...,r̂1,...,r̂s,...,j,j+1
j+1−s ,
where the lower index j +1 in the first P indicates that the product of the variables is
over the complement of {r1, . . . , rs} in {1, . . . , j, j+1} (and not in the entire {1, . . . , n}.)
• (xq1 · · · xqr)
(j+1−s)b(xd1 · · · xds−r)
a−sb.
One applies the hypotheses and the conclusion of Lemma 3.1 with the following changes in
the numerology:
{k1, . . . .kj} {1, . . . , j + 1}
{km1 , . . . , kmj−s} {m1, . . . ,mj+1−s}
j  j + 1, in all appearances of j in a subscript or exponent.
Finally, we stress the calculation when the degree jumps to the highest degree in the sequence
of Sylvester forms. Once more we only display the case where a ≤ nb, (p− 1)b < a ≤ pb, since
when a > nb the result is embedded in the general discussion of this case.
• xa−br , r = 1, . . . , p.
xa−br H
1,...,p
p = w
p−1Lr + (xp+1 · · · xn)
b(x1 · · · x̂r · · · xp)
pb−ayrH
1,...,r̂,...,p
p−1 .
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• xa−bs , s = p+ 1, . . . , n.
xa−bs H
1,...,p
p = w
p−1Ls + (x1 · · · xp−1)
pb−a(xpxp+1 · · · x̂s · · · xn)
bysH
1,...,p−1
p−1
+x(p−1)bs (x1 · · · xp)
pb−a(xp+1 · · · x̂s · · · xn)
pby1 · · · yp−1Kp,s.
• (x1 · · · x̂r · · · xp)
a−(p−1)b, r = 1, . . . , p.
(x1 · · · x̂r · · · xp)
a−(p−1)bH1,...,pp = wH
1,...,r̂,...,p
p−1 + x
pb−a
r (xp+1 · · · xn)
(p−1)by1 · · · ŷr · · · ypLr
• (xq1 · · · xqs)
a−sb, {q1 < · · · < qs} ⊂ {1, . . . , p}.
(xq1 · · · xqs)
a−sbH1,...,pp = w
p−sHq1,...,qss
+ (x1 · · · x̂q1 · · · x̂qs · · · xp)
pb−a(xp+1 · · · xn)
sbyq1 · · · yqsH
1,...,q̂1,...,q̂s,...,p
p−s
• (xq1 · · · xqrxd1 · · · xds−r)
a−sb, where s ∈ {2, . . . , p − 1}, r ∈ {0, . . . , s − 1}, {q1 < . . . <
qr} ⊂ {1, . . . , p}, p < d1 < · · · < ds−r.
This case follows the pattern of Lemma 3.1, with the following changes:
{k1, . . . , kj} {1, . . . , p}
{m1, . . . ,mj−s} {m1, . . . ,mp−s}
j  p, in all appearances of j in a subscript or exponent.
However, there are some changes in the coefficients of the final expression. We write
this expression for the sake of completeness:
(xq1 · · · xqrxd1 · · · xds−r)
a−sbH1,...,pp = w
p−sHq1,...,qr,d1,...,ds−rs
+P (q1, . . . , qr,m1, . . . ,mp−s, d1, . . . , ds−r)
sb(xm1 · · · xmp−s)
pb−a
·yq1 · · · yqryd1 · · · yds−rH
m1,...,mp−s
p−s +
s−r∑
c=1
(xp+1 · · · x̂d1 · · · x̂ds−r · · · xn)
pb
·(xdc−1 · · · xds−r)
a(xd1 · · · xds−r )
(p−s)b(xm1 · · · xmp−s)
pb−a
·(xnc+1 · · · xns−r)
pb(xn1 · · · xnc)
pb−a(xq1 · · · xqr)
(p−s)b
·yq1 · · · yqrym1 · · · ymp−syn1 · · · ync−1ydc+1 · · · yds−rKnc,dc ,
with the convention that xd0 = yn0 = xns−r+1 = xds−r+1 = 1.
• (x1 · · · xj xrj+1 · · · xrp−1)
a−(p−1)b, with j ∈ {0, . . . , p − 2}, k ∈ {j + 1, . . . , p − 1} and
rk ∈ {p + 1, . . . , n}.
This case still follows the general shape afforded by the result of Lemma 3.1, except that,
besides changes in the x-coefficients, the Sylvester tag of one of the terms degenerates into a
syzygy generator Lj+1.
(x1 · · · xjxrj+1 · · · xrp−1)
a−(p−1)bH1,...,pp = wH
1,...,j,rj+1,...,rp−1
p−1
+xpb−aj+1 (xj+2 · · · x̂rj+1 · · · x̂rp−1 · · · xn)
(p−1)b y1 · · · yjyrj+1 · · · yrp−1Lj+1
+
p−1−j∑
c=2
(x1 · · · xj)
b(xj+1 · · · xj+c)
pb−a(xj+c+1 · · · xp)
pb(xrj+1 · · · xrj+c−2)
a+b(xrj+c−1 · · · xrp−1)
b
·(xp+1 · · · x̂rj+1 · · · x̂rp−1 · · · xn)
pby1 · · · yj+c−1yrj+c · · · yrp−1Kj+c,rj+c−1
+(x1 · · · xj)
b(xj+1 · · · xp)
pb−a(xrj+1 · · · xrp−2)
a+bxbrp−1(xp+1 · · · x̂rj+1 · · · x̂rp−1 · · · xn)
pb
·y1 · · · yp−1Kp,rp−1 .
This concludes the proof of the proposition.
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