Abstract. For a finite quiver Q without sinks, we consider the corresponding finite dimensional algebra A with radical square zero. We construct an explicit compact generator for the homotopy category of acyclic complexes of injective A-modules. We call such a generator the injective Leavitt complex of Q. This terminology is justified by the following result: the differential graded endomorphism algebra of the injective Leavitt complex of Q is quasiisomorphic to the Leavitt path algebra of Q. Here, the Leavitt path algebra is naturally Z-graded and viewed as a differential graded algebra with trivial differential.
Let A be a finite dimensional algebra over a field k. The homotopy category K ac (A-Inj) of acyclic complexes of injective A-modules is called the stable derived category of A in [12] . This category is a compactly generated triangulated category such that its subcategory of compact objects is triangle equivalent to the singularity category [5, 15] of A.
In general, it seems very difficult to give an explicit compact generator for the stable derived category of an algebra. In this paper, we construct an explicit compact generator for the homotopy category K ac (A-Inj), in the case that the algebra A is with radical square zero. The compact generator is called the injective Leavitt complex. This terminology is justified by the following result: the differential graded endomorphism algebra of the injective Leavitt complex is quasi-isomorphic to the Leavitt path algebra, which was introduced in [2, 3] as an algebraisation of graph C * -algebras [13, 16] and in particular Cuntz-Krieger algebras [10] . Here, the Leavitt path algebra is naturally Z-graded and viewed as a differential graded algebra with trivial differential.
Let Q be a finite quiver without sinks. Set A = kQ/J 2 to be the corresponding finite dimensional algebra with radical square zero. We introduce the injective Leavitt complex I
• in Definition 1.4, which is an acyclic complex of injective A-modules; see Proposition 1.9.
We denote by L k (Q) the Leavitt path algebra of Q over k. Recall that L k (Q) is a naturally Z-graded algebra, which is viewed as a differential graded algebra with trivial differential.
The main result of this paper is as follows, which combines Theorem 2.13 with Theorem 4.2.
Theorem I. Let Q be a finite quiver without sinks and A = kQ/J 2 the corresponding algebra with radical square zero.
(1) The injective Leavitt complex I
• of Q is a compact generator for the homotopy category K ac (A-Inj). ( 2) The differential graded endomorphism algebra of the injective Leavitt complex I
• is quasi-isomorphic to the Leavitt path algebra L k (Q).
This result is inspired by [9, Theorem 6 .1], which describes the homotopy category K ac (A-Inj) in terms of Leavitt path algebras. We mention that [9, Theorem 6 .1] extends [17, Theorem 7.2] ; compare [7, Theorem 3.8] . The construction of the injective Leavitt complex is inspired by the basis of the Leavitt path algebra given by [1, Theorem 1] .
For the proof of (1) in Theorem I, we construct an explicit filtration of subcomplexes of the injective Leavitt complex I
• . For (2), we actually prove that I
• has the structure of a differential graded A-L k (Q) op -bimodule, which is right quasi-balanced. Here, we consider A as a differential graded algebra concentrated on degree zero, and L k (Q) op is the opposite algebra of L k (Q), which is naturally Z-graded and viewed as a differential graded algebra with trivial differential.
The paper is structured as follows. In section 1, we introduce the injective Leavitt complex I
• of Q and prove that it is an acyclic complex of injective A-modules. In section 2, we prove that I
• is a compact generator for the homotopy category K ac (A-Inj). In section 3, we endow I • with a differential graded module structure over the corresponding Leavitt path algebra L k (Q). In section 4, we prove that the differential graded endomorphism algebra of I
• , as a complex of A-modules, is quasi-isomorphic to the Leavitt path algebra.
The injective Leavitt complex of a finite quiver without sinks
In this section, we introduce the injective Leavitt complex of a finite quiver without sinks, which is an acyclic complex of injective modules over the corresponding finite dimensional algebra with radical square zero.
1.1. The injective Leavitt complex. Recall that a quiver Q = (Q 0 , Q 1 ; s, t) consists of a set Q 0 of vertices, a set Q 1 of arrows and two maps s, t : Q 1 − → Q 0 , which associate to each arrow α its starting vertex s(α) and its terminating vertex t(α), respectively. A quiver Q is finite if both the sets Q 0 and Q 1 are finite.
A path in the quiver Q is a sequence p = α n · · · α 2 α 1 of arrows with t(α j ) = s(α j+1 ) for 1 ≤ j ≤ n − 1. The length of p, denoted by l(p), is n. The starting vertex of p, denoted by s(p), is s(α 1 ). The terminating vertex of p, denoted by t(p), is t(α n ). We identify an arrow with a path of length one. We associate to each vertex i ∈ Q 0 a trivial path e i of length zero. Set s(e i ) = i = t(e i ). Denote by Q n the set of all paths in Q of length n for each n ≥ 0.
Recall that a vertex of Q is a sink if there is no arrow starting at it. For any vertex i which is not a sink, fix an arrow γ with s(γ) = i. We call the fixed arrow the special arrow starting at i. For a special arrow α, we set
(1.1)
We mention that the terminology "special arrow" is taken from [1] .
The following notion is inspired by [1, Theorem 1], which describes a basis for Leavitt path algebra; also see Lemma 3.3. Definition 1.1. For two paths p = α m · · · α 1 and q = β n · · · β 1 in Q with m, n ≥ 1, we call the pair (p, q) an admissible pair in Q if t(p) = t(q), and either α m = β n , or α m = β n is not special. For each path r in Q, we define two additional admissible pairs (r, e t(r) ) and (e t(r) , r) in Q.
For each vertex i ∈ Q 0 and l ∈ Z, set
is an admissible pair with l(q) − l(p) = l and s(q) = i}.
(1.2)
We recall that an arrow α in Q is a loop if it satisfies s(α) = t(α). For a rational number x, denote by ⌊x⌋ the maximal integer which is not greater than x. Lemma 1.2. Let Q be a finite quiver without sinks. The above set B l i is not empty for each vertex i and each integer l.
Proof. Assume first that l ≥ 0. Since Q has no sinks, there exists a path q of length l starting at i. Then we have (e t(q) , q) ∈ B l i . We now consider the case l < 0. For each vertex i ∈ Q 0 , there are two subcases. The first subcase is that there exists a path αq such that s(q) = i and that α is a loop. We may assume that q does not end with the loop α. Set p to be the (l(q) − l)-th power of α. Then we have (p, q) ∈ B l i . The second subcase is that for the vertex i there exists no path αq such that s(q) = i and that α is a loop. There exists a path α n · · · α 2 α 1 starting at i such that the arrows α 1 , α 2 , · · · , α n−1 are pairwise distinct and that α n = α m for some 1 ≤ m < n. We observe that m < n − 1, since α n is not a loop.
i . Here, if t = 0, we understand α n−1 · · · α n−t as e t(αn−1) . If m = 1, we understand α m−1 · · · α 2 α 1 as e i .
Let k be a field and Q be a finite quiver. For each n ≥ 0, denote by kQ n the k-vector space with basis Q n . The path algebra kQ of the quiver Q is defined as kQ = n≥0 kQ n , whose multiplication is given as follows: for two paths p and q, if s(p) = t(q), then the product pq is their concatenation; otherwise, we set the product pq to be zero. Here, we write the concatenation of paths from right to left.
We observe that for any path p and vertex i, pe i = δ i,s(p) p and e i p = δ i,t(p) p. Here, δ denotes the Kronecker symbol. It follows that the unit of kQ equals i∈Q0 e i . Denote by J the two-sided ideal of kQ generated by arrows.
Consider the quotient algebra A = kQ/J 2 ; it is a finite dimensional algebra with radical square zero. Indeed, A = kQ 0 ⊕ kQ 1 as a k-vector space and its Jacobson radical radA = kQ 1 satisfying (radA) 2 = 0. For each vertex i and arrow α, we still use e i and α to denote their canonical images in A.
Denote by I i = D(e i A) the injective left A-module for each i ∈ Q 0 , where (e i A) A is the indecomposable projective right A-module and D = Hom k (−, k) denotes the standard k-duality. Denote by {e ♯ i } ∪ {α ♯ |α ∈ Q 1 , t(α) = i} the basis of I i , which is dual to the basis {e i } ∪ {α|α ∈ Q 1 , t(α) = i} of e i A. We recall from [4, I.2.9 ] that the left A-action on I i is as follows: for j ∈ Q 0 and β ∈ Q 1 ,
. We have the following direct observation. Lemma 1.3. Let i, j be two vertices in Q, and f : I i − → I j be a k-linear map. Then f is a left A-module morphism if and only if f (e
with λ and µ(α) scalars for all α ∈ Q 1 with t(α) = i.
For a set X and an A-module M , the coproduct M (X) will be understood as x∈X M ζ x , where each component M ζ x is M . For an element m ∈ M , we use mζ x to denote the corresponding element in M ζ x .
For a path p = α n · · · α 2 α 1 in Q of length n ≥ 2, we denote by p = α n−1 · · · α 1 and p = α n · · · α 2 the two truncations of p. For an arrow α, denote by α = e s(α) and α = e t(α) . Definition 1.4. Let Q be a finite quiver without sinks. The injective Leavitt complex I
• = (I l , ∂ l ) l∈Z of Q is defined as follows:
(1) the l-th component
for any i ∈ Q 0 , (p, q) ∈ B l i and α ∈ Q 1 with t(α) = i. Here, the set S(α) is defined in (1.1).
We observe that in the first case of defining ∂ l (α ♯ ζ (p,q) ), we have that l < 0 and that the pair (p, qα) = (α p, α) is not admissible.
Each component I l is an injective A-module. The differentials ∂ l are A-module morphisms; compare Lemma 1.3. It is direct to see that ∂ l+1 • ∂ l =0 for each l ∈ Z. In summary, I
• is a complex of injective A-modules.
The following fact is immediate.
(2) If q = qα with q the truncation of q, then e
1.2. The acyclicity of the injective Leavitt complex. We will show that the injective Leavitt complex is acyclic. We observe some lemmas on linear maps. For the convenience of the reader, we give full proofs. In what follows, f : V − → V ′ is a k-linear map between two vector spaces V and V ′ . Suppose that B and B ′ are k-bases of V and V ′ , respectively.
We say that the triple (f, B, B ′ ) satisfies Condition (X) if f (B) ⊆ B ′ and the restriction of f on B is injective. The following observation is immediate. Proof. Let x = c∈B1 µ c c + b∈B2 ν b b with µ c and ν b scalars satisfy f (x) = 0. We claim that x = 0. In view of (Y1), the claim implies that B 0 is a k-basis of Kerf .
We consider Proof. By (Z3), the element b + y∈B1(b) y lies in Kerf for each b ∈ B 2 . We observe that the set B 0 ∪ {b + y∈B1(b) y | b ∈ B 2 } is linearly independent. Let x = c∈B1 µ c c + b∈B2 ν b b with µ c and ν b scalars satisfy f (x) = 0. We claim that x belongs to the subspace spanned by {b
We write
. Then x ′ belongs to the subspace spanned by B 1 . Observe that f (x ′ ) = 0. Applying (Z2) and Lemma 1.6 for the triple (f 1 , B 1 , B ′ ), we infer that
By (Z1) and (Z3), any element of Imf is a k-linear combination of elements from
In what follows, Q is a finite quiver without sinks. We consider the differential ∂ l : I l − → I l+1 in Definition 1.4. We have the following k-basis of I l :
Recall that a complex X • of A-modules is acyclic if the l-th cohomology H l (X • ) = 0 for each l ∈ Z. The main result of this section is as follows. is a k-basis of Im∂ l .
Proof. We observe that the triple (
. Then we have (Y1) and (Y2). To see (Y3), for l < 0 and each element α ♯ ζ (p,e t(α) ) ∈ Γ l 2 , we have p = α p and that α is special. By the differential ∂ l in Definition 1.4, we have
We recall that Γ
we apply Lemma 1.5(2); if q = e i , let α be the special arrow starting at i and set
The statements follow by applying Lemma 1.7 for the triple
Example 1.11. Let Q be the following quiver with one vertex and one loop.
1· α e e The unique arrow α is special. Set e = e 1 and B l = B l 1 for each l ∈ Z. It follows that
{(e, e)},
The corresponding algebra A with radical square zero is isomorphic to
) and ζ l = ζ (e,α l ) for l > 0. Then the injective Leavitt complex I
• of Q is as follows
Observe that A is a self-injective algebra with a unique simple module. The injective Leavitt complex I
• is isomorphic to a complete resolution of the simple A-module; see [5 The corresponding algebra A with radical square zero has a k-basis {e, α 1 , α 2 }. Set I = D(A A ). Then the injective Leavitt complex I
• of Q is as follows.
We write the differential ∂ −1 explicitly:
and
The injective Leavitt complex as a compact generator
In this section, we prove that the injective Leavitt complex of a finite quiver without sinks is a compact generator in the homotopy category of acyclic complexes of injective modules over the corresponding algebra with radical square zero.
2.1. The cokernel complex and its subcomplexes. Let Q be a finite quiver without sinks and A = kQ/J 2 be the corresponding algebra with radical square zero. For each i ∈ Q 0 , l ∈ Z and n ≥ 0, denote by
Remark 2.1. For each l ∈ Z, the l-th component of the injective Leavitt complex I
• is the coproduct of the objects in the l-th column of the above diagram. The differentials of I
• are combinations of the maps in the diagram.
We will give a subcomplex of the injective Leavitt complex
• the inclusion chain map with ι l = 0 for l < 0. We set C • to be the cokernel of ι • , called the cokernel complex in this section. The objects on the first cyan coloured diagonal line on the right of the diagram ( †) form the subcomplex M
• , while the other part gives rise to the cokernel complex C
• .
We now describe the cokernel complex
We have the disjoint union
for each l ≥ 0, and
• is as follows
where the differential ∂ −1 is given such that ∂ −1 (e ♯ i ζ (p,q) ) = 0 and
and α ∈ Q 1 with t(α) = i. Here, we recall from (1.1) the definition of S(α). We emphasize that the differential ∂ −1 is induced by the differential ∂ −1 in Definition 1.4.
We observe the following inclusions inside the complex C • :
2)
By (2.3) and (2.4), the following complex C
In general, by (2.2), (2.3) and (2.4), we have the subcomplex C • n of C
• for each n ≥ 2, whose components are given by
For each n ≥ 1, the first nonzero component of the complex C We denote by i
the inclusion chain map for each n ≥ 1. We obtain the sequence
• n in the category of complexes of A-modules. We now compute the cokernel E
where ∂ −n is given by ∂ −n (e ♯ i ζ (p,q) ) = 0 and
for any i ∈ Q 0 , (p, q) ∈ B −n,0 i and α ∈ Q 1 with t(α) = i. The above differentials ∂ l for l ≥ −n + 1 are inherited from C
We will describe an explicit decomposition of E
Indeed, we have C
For each n ∈ Z, we denote by [n] the n-th power of [1] .
Proof. For each vertex i ∈ Q 0 , l ≥ −n and path γ ∈ Q n−1 , set
with p = βγ for some β ∈ Q 1 }.
We observe a subcomplex E(γ)
• of E
• n , whose components are given by , and a decomposition E
• n = γ∈Qn−1 E(γ)
• of complexes.
For each path γ ∈ Q n−1 and l ≥ −n, we have a bijection B(γ)
, sending (p, q) to (β, q) for
with p = βγ. This bijection induces an isomorphism of complexes
l(n−1) xζ (β,q) for l ≥ −n and xζ (p,q) ∈ I i ζ (p,q) with i ∈ Q 0 , and f l γ = 0 for l < −n. Therefore, we have E
We give two examples to describe the cokernel complex C • and its subcomplexes C
• n . Example 2.4. Let Q be the following quiver with one vertex and one loop.
1· α e e We use the same notation as in Example 1.11. In particular, A = kQ/J 2 is a self-injective algebra, and then
with q ∈ Q n } for l ∈ Z and n ≥ 0. We have that
The subcomplex M • of the injective Leavitt complex I • of Q is as follows
We denote by B l,+ = m>l B l,m for l ∈ Z; compare (2.1). Then B l,+ = B l for l < 0 and B l,+ = ∅ for l ≥ 0. It follows that the cokernel complex C
is a stalk complex concentrated on degree −1. The subcomplex C
• n of C • for each n ≥ 2 is as follows C
Example 2.5. Let Q be the following quiver with one vertex and two loops.
with q ∈ Q n } for l ∈ Z and n ≥ 0. The subcomplex M • of the injective Leavitt complex I
We denote by B l,+ = m>l B l,m for each l ∈ Z; compare (2.1). We mention that each set B l,+ is infinite. The cokernel complex C
We write down the subcomplexes C
In C
• 2 , the differentials ∂ −1 and ∂ l for l ≥ 0 are given by diagonal matrices of morphisms; compare the second paragraph in the proof of Lemma 2.6.
The homotopy categories.
We consider the category A-Mod of left A-modules. Denote by K(A-Mod) its homotopy category. We will always view a module as a stalk complex concentrated on degree zero.
Recall that for a complex
for some chain map f • .
Consider the semisimple left A-module kQ 0 = A/radA. Recall from subsection 2.1 that the injective Leavitt complex I
• of Q has a subcomplex M • .
Lemma 2.6. The left A-module kQ 0 is quasi-isomorphic to M • as complexes. In other words, M
• is an injective resolution of the A-module kQ 0 .
Proof. We define an A-module monomorphism f 0 : kQ 0 − → M 0 by f 0 (e i ) = e ♯ i ζ (ei,ei) for each i ∈ Q 0 , and observe that ∂ 0 • f 0 = 0. Then we obtain a chain map f
Recall that for each l ≥ 0, Proof. Define an A-module monomorphism ǫ −1 :
We observe that ǫ −1 (α) = e ♯ t(α) ζ (α,e t(α) ) for α ∈ Q 1 with s(α) = j. Then we have a chain map by ǫ • = (ǫ l ) l∈Z :
Here, we use the fact that
For l ≥ 0, we have
. Applying Proposition 1.9, we obtain H l (E 
and α ∈ Q 1 with t(α) = i}.
Consider a subset Λ
2 ). Then we have a disjoint union Λ 
This completes the proof that ǫ
• is a quasi-isomorphism.
Recall that E We now recall some terminology and facts on triangulated categories. For a triangulated category T , a thick subcategory of T is a triangulated subcategory of T which is closed under direct summands. Let S be a class of objects in T . We denote by thick S the smallest thick subcategory of T containing S. If T has arbitrary coproducts, we denote by Loc S the smallest triangulated subcategory of T which contains S and is closed under arbitrary coproducts. By [6, Proposition 3.2] we have that thick S ⊆ Loc S .
The following standard fact will be used.
Lemma 2.9. Let T be a triangulated category with arbitrary coproducts. Let S be an object in T and T ′ be a triangulated subcategory of T satisfying Hom T (S, T ′ ) = 0 for each T ′ ∈ T ′ . Then any object X ∈ Loc S satisfies
Proof. It suffices to observe that {Y ∈ T | Hom T (Y, T ′ ) = 0 for each T ′ ∈ T ′ } is a triangulated subcategory of T , which is closed under arbitrary coproducts.
For a triangulated category T with arbitrary coproducts, an object M in T is compact if the functor Hom T (M, −) commutes with arbitrary coproducts. Denote by T c the full subcategory consisting of compact objects; it is a thick subcategory.
A triangulated category T with arbitrary coproducts is compactly generated [11, 14] if there exists a set S of compact objects such that any nonzero object T satisfies that Hom T (S, T [n]) = 0 for some S ∈ S and n ∈ Z. This is equivalent to the condition that T = Loc S , in which case we have T c =thick S ; see [14, Lemma 3.2] . If the above set S consists of a single object S, we call S a compact generator of T . Lemma 2.10. Suppose that T is a compactly generated triangulated category with a compact generator X. Let T ′ ⊆ T be a triangulated subcategory closed under arbitrary coproducts. Assume that there exists a triangle
such that Y ∈ T ′ and Z satisfies Hom T (Z,
Proof. For each T ′ ∈ T ′ , we apply the cohomological functor Hom T (−, T ′ ) to the above triangle. Then we obtain a functorial isomorphism Hom T (X,
The result follows immediately, since X is a compact generator of T .
Let A-Inj be the category of injective A-modules. Denote by K(A-Inj) the homotopy category of complexes of injective A-modules, which is a triangulated subcategory of K(A-Mod) that is closed under coproducts. By [12, Proposition 2.3(1)] K(A-Inj) is a compactly generated triangulated category.
Denote by A-mod the category of finitely generated A-modules and by D b (A-mod) its bounded derived category. Recall that each bounded complex of A-modules admits a quasi-isomorphism to a bounded-below complex of injective A-modules. This gives rise to a full embedding D b (A-mod) ֒→ K(A-Inj), which induces a triangle equivalence
We point out that the following lemma is contained in the proof of [9, Theorem 2.5]. Recall from subsection 3.1 the subcomplexes C
• n of the cokernel complex C • for n ≥ 1 and
Then we have an exact sequence of complexes
where the restriction of the chain map 1-shift on C Proof. Recall E
in the category K(A-Inj). By induction, we have that C Here, we recall that the singularity category D sg (A) of A is the quotient triangulated category of D b (A-mod) by the full subcategory formed by perfect complexes; see [5, 15] . A complex in D b (A-mod) is perfect provided that it is isomorphic to a bounded complex consisting of finitely generated projective modules. We mention that the singularity category D sg (A) is described by [17, Theorem 7.2] and [7, Theorem 3.8] , in the case that A is with radical square zero.
The following theorem is the main result of this section.
Theorem 2.13. Let Q be a finite quiver without sinks, and let A = kQ/J 2 . Then the injective Leavitt complex I
• of Q is a compact generator of the category K ac (A-Inj).
Proof. By Proposition 1.9, we have I
• is the inclusion chain map. Then we have the following exact sequence of complexes
The above sequence splits in each component, since M • consists of injective modules. This gives rise to a triangle in
For any complex X • ∈ K ac (A-Inj), we have Hom K(A-Mod) (A, X • ) = 0. Here, we recall the canonical isomorphism
Recall from Corollary 2.8 that the complex E
is an injective resolution of A. We apply [12, Lemma 2.1] to deduce the following isomorphism
Recall from Proposition 2.12 that
• is a compact generator of K(A-Inj). By the triangle (2.7) and Lemma 2.10, we are done.
The injective Leavitt complex as a differential graded bimodule
In this section, we endow the injective Leavitt complex with a differential graded module structure over the corresponding Leavitt path algebra.
3.1. The Leavitt path algebra and module structure. Let k be a field and Q be a finite quiver without sinks. We will endow the injective Leavitt complex of Q with a Leavitt path algebra module structure. Recall from [2, 3] the notion of the Leavitt path algebra.
Definition 3.1. The Leavitt path algebra L k (Q) of Q is the k-algebra generated by the set {e i | i ∈ Q 0 } ∪ {α | α ∈ Q 1 } ∪ {α * | α ∈ Q 1 } subject to the following relations:
(0) e i e j = δ i,j e i for every i, j ∈ Q 0 ;
(1) e t(α) α = αe s(α) = α for all α ∈ Q 1 ;
Here, δ is the Kronecker symbol. The relations (3) and (4) are called Cuntz-Krieger relations. The elements α * for α ∈ Q 1 are called ghost arrows.
There is an alternative description of L k (Q). Let Q be the double quiver obtained from Q by adding for each arrow α in Q an arrow α * in the opposite direction. Then the Leavitt path algebra L k (Q) is isomorphic to the quotient algebra of the path algebra kQ of Q modulo the ideal generated by {αβ
n . For convention, we set e * i = e i for i ∈ Q 0 . We observe by (2) that for paths p, q in Q, p * q = 0 for t(p) = t(q). Consider the relation (3). We have the following fact; see [19, Lemma 3 .1].
Lemma 3.2. Let p, q, γ and η be paths in Q with t(p) = t(q) and t(γ) = t(η). Then in L k (Q) we have
Here, γ ′ and q ′ are some nontrivial paths in Q.
By the above lemma, we deduce that the Leavitt path algebra L k (Q) is spanned by the following set {p * q | p, q are paths in Q with t(p) = t(q)}; Lemma 3.3. The following elements form a k-basis of the Leavitt path algebra L k (Q):
(1) e i , i ∈ Q 0 ; (2) p, p * , where p is a nontrivial path in Q; (3) p * q with t(p) = t(q), where p = α m · · · α 1 and q = β n · · · β 1 are nontrivial paths of Q such that α m = β n , or α m = β n which is not special.
We denote by Λ the k-basis of L k (Q) given in Lemma 3.3. Define a map χ : Λ − → l∈Z,i∈Q0 B l i by χ(e i ) = (e i , e i ), χ(p) = (e t(p) , p), χ(p * ) = (p, e t(p) ) and χ(p * q) = (p, q). The map χ is bijective. Then we identify Λ with the set of admissible pairs in Q; see Definition 1.1. A nonzero element x in L k (Q) can be written uniquely in the following form
with λ i ∈ k nonzero scalars and (p i , q i ) pairwise distinct admissible pairs in Q.
From now on, Q is a finite quiver without sinks and
We define a right B-module structure on I
• . For each vertex j ∈ Q 0 and each arrow α ∈ Q 1 , we define the right action " · " on I l for any l ∈ Z as follows. For any element xζ (p,q) ∈ I i ζ (p,q) with i ∈ Q 0 and (p, q) ∈ B l i , we set
Here for the notation, a path p = α n · · · α 2 α 1 of length n ≥ 2 has two truncations p = α n · · · α 2 and p = α n−1 · · · α 1 . If p = α is an arrow, p = e t(α) and p = e s(α) . We recall that S(α) = {β ∈ Q 1 | s(β) = s(α), β = α} for a special arrow α. We have the following observations.
We have a left L k (Q)-action on I
• by the right B-action. But we write (3.1), (3.2) and (3.3) as right B-action to avoid confusion of two left actions, since the injective Leavitt complex I
• has already a left A-action. In what follows, we fix xζ (p,q) ∈ I i ζ (p,q) ⊆ I l . For (0), we observe that xζ (p,q) · (e j • e j ′ ) = δ j,j ′ xζ (p,q) · e j .
For (1), we have that
where the last equality uses (3.4).
We have
which proves (1) . Similarly, we prove (2).
For (3), we have that
Here for the third equality, we use the following fact in the case that l(p) = 0, q = β q and β is special: if α = β, we have that s(α) = s(β), s(p) = t(β) and γ = α for all γ ∈ S(α); if α = β and s(α) = s(β), we have α ∈ S(β).
For (4), we fix a vertex j ∈ Q 0 . If α ∈ Q 1 with s(α) = j is special, then
If α ∈ Q 1 with s(α) = j is not special, we have
We put the two cases together to obtain the following identity.
The following observation will be used in the next subsection. It gives an intuitive description of the B-module action on I
Lemma 3.5. Let (p, q) be an admissible pair in Q.
(1) We have i∈Q0 e
Proof. Since (p, q) is an admissible pair in Q, we are in the second subcases in (3.2) and (3.3) for the right action of p * q. Then the identities follow from direct calculation.
3.2. The differential graded module structure. We recall from [11] some notation on differential graded modules. Let A = n∈Z A n be a Z-graded algebra. For a (left) graded A-module M = n∈Z M n , elements m in M n are said to be homogeneous of degree n, denoted by |m| = n.
A differential graded algebra (dg algebra for short) is a Z-graded algebra A with a differential d :
|a| ad(b) for homogenous elements a, b ∈ A.
|a| a·d M (m) for homogenous elements a ∈ A and m ∈ M . A morphism of dg A-modules is a morphism of A-modules preserving degrees and commuting with differentials. A right differential graded A-module (right dg A-module for short) N is a right graded A-module
for homogenous elements a ∈ A and m ∈ N . Here, we use central dots to denote the A-module action.
Let B be another dg algebra. Recall that a dg A-B-bimodule M is a left dg A-module as well as a right dg
Recall that Q is a finite quiver without sinks and that L k (Q) is the Leavitt path algebra of Q. Set |e i | = 0, |α| = 1 and |α * | = −1 for i ∈ Q 0 and α ∈ Q 1 . Then we obtain a Z-grading on L k (Q) and write
op , which is graded by B n = L k (Q) n . We view B as a dg algebra with trivial differential.
Consider A = kQ/J 2 as a dg algebra concentrated on degree zero. Recall the injective Leavitt complex I • = l∈Z I l , which is a left dg A-module. By Lemma 3.4, I
• is a right B-module. We observe from (3.1), (3.2) and (3.3) that I
• is a right graded B-module.
The following result states that I
• is a dg A-B-bimodule. We mention that it is evident that I
• is a graded A-B-bimodule. Recall that the differentials on I
• are denoted by ∂ l .
. Then for each vertex j ∈ Q 0 and each arrow β ∈ Q 1 , we have
In other words, the right B-action makes I
• a right dg B-module and thus a dg A-B-bimodule.
We make some preparation for the proof of Proposition 3.6. There is a unique right B-module morphism ψ : B − → I
• with ψ(1) = i∈Q0 e ♯ i ζ (ei,ei) . Here, 1 is the unit of B. For each arrow β ∈ Q 1 , there is a unique right B-module morphism ψ β : B − → I
• with ψ β (1) = β ♯ ζ (e t(β) ,e t(β) ) . Then by Lemma 3.5 we have
for p * q ∈ Λ. Here, Λ is the basis of B = L k (Q) op given in Lemma 3.3. It follows that ψ is injective.
We have the following observation.
Lemma 3.7. Let (p, q) be an admissible pair in Q with l(q) − l(p) = l for some l ∈ Z. Then for each β ∈ Q 1 , we have that (∂ l • ψ β )(p * q) = ψ(p * qβ). From this, we conclude that (∂ l • ψ β )(a) = ψ(aβ) for any element a ∈ B l .
We observe that both ψ and ψ β are graded B-module morphisms. In particular, we have ψ β (p * q) ∈ I l and ψ(p * qβ) ∈ I l+1 . Here, p * qβ is the multiplication of p * q and β in L k (Q).
Proof. We first make an observation. For each β ∈ Q 1 and p * q ∈ Λ, we have that
Then we have that
if l(q) = 0, p = β p and β is special;
Here, the second equality uses Definition 1.4 of the differential ∂ l and the last equality uses (3.6).
Proof of Proposition 3.6. We observe that ∂ l (e ♯ i ζ (p,q) ) = 0 for each l ∈ Z. It follows immediately that (1), (2) and (3) hold for x = e ♯ i . Then it suffices to prove (1), (2) and (3) for x = α ♯ with α ∈ Q 1 . Recall that (p, q) ∈ B l i , and thus t(α) = i.
For (1), we have that
Here, the second and the fourth equalities hold because ψ α and ψ are right B-module morphisms; the third and the last equalities use Lemma 3.7. Similar arguments prove (2) and (3).
The differential graded endomorphism algebra of the injective Leavitt complex
In this section, we prove that the differential graded endomorphism algebra of the injective Leavitt complex is quasi-isomorphic to the Leavitt path algebra. Here, the Leavitt path algebra is naturally Z-graded and viewed as a dg algebra with trivial differential. In what follows, Q is a finite quiver without sinks and A = kQ/J 2 is the corresponding algebra with radical square zero. Consider A as a dg algebra concentrated on degree zero. Recall that the opposite Leavitt path algebra B = L k (Q) op is naturally Z-graded, and that it is viewed as a dg algebra with trivial differential.
Recall from Proposition 3.6 that the injective Leavitt complex I
• is a dg A-B-bimodule. The following result establishes a connection between the injective Leavitt complex and the Leavitt path algebra, which justifies the terminology.
Theorem 4.2. Let Q be a finite quiver without sinks. Then the dg A-B-bimodule I
• is right quasi-balanced.
In particular, the dg endomorphism algebra End A (I • ) is quasi-isomorphic to the Leavitt path algebra L k (Q). Here, L k (Q) is naturally Z-graded and viewed as a dg algebra with trivial differential.
We will prove Theorem 4.2 in subsection 4.2. The following triangle equivalence has been proved by [9 b for b ∈ B n , where B op is the usual opposite algebra of B. Then the dg endomorphism algebra End A (I • ) is quasi-isomorphic to B opp , and also to the Leavitt path algebra L k (Q) = B op .
Acknowledgements
The author thanks her supervisor Professor Xiao-Wu Chen for inspiring discussions and encouragement. This project was supported by the National Natural Science Foundation of China (No.s 11522113 and 11571329). The author also gratefully acknowledges the support of Australian Research Council grant DP160101481.
