Abstract. Bilevel optimization problems require every feasible upperlevel solution to satisfy optimality of a lower-level optimization problem. These problems commonly appear in many practical problem solving tasks including optimal control, process optimization, game-playing strategy development, transportation problems, and others. In the context of a bilevel single objective problem, there exists a number of theoretical, numerical, and evolutionary optimization results. However, there does not exist too many studies in the context of having multiple objectives in each level of a bilevel optimization problem. In this paper, we address bilevel multi-objective optimization issues and propose a viable algorithm based on evolutionary multi-objective optimization (EMO) principles. Proof-of-principle simulation results bring out the challenges in solving such problems and demonstrate the viability of the proposed EMO technique for solving such problems. This paper scratches the surface of EMO-based solution methodologies for bilevel multi-objective optimization problems and should motivate other EMO researchers to engage more into this important optimization task of practical importance.
Introduction
In evolutionary optimization, a few studies have considered solving bilevel programming problems in which an upper level solution is feasible only if it is one of the optimum of a lower level optimization problem. Such problems are found abundantly in practice, particularly in optimal control, process optimization, transportation problems, game playing strategies, reliability based design optimization, and others. In such problems, the lower level optimization task ensures a certain quality or certain physical properties which make a solution acceptable. Often, such requirements come up as equilibrium conditions, stability conditions, mass/energy balance conditions, which are mandatory for any solution to be feasible. For example. in reliability based design optimization, a feasible design must correspond to a certain specified reliability against failures. Solutions satisfying such conditions or requirements are not intuitive to obtain, rather they often demand an optimization problem to be solved. These essential tasks are posed as lower level optimization tasks in a bilevel optimization framework. The upper level optimization then must search among such reliable, equilibrium or stable solutions to find an optimal solution corresponding to one or more different (higher level) objectives.
Despite the importance of such problems in practice, the difficulty of searching and defining optimal solutions for bilevel optimization problems [7] exists. Despite the lack of theoretical results, there exists a plethora of studies related to bilevel single-objective optimization problems [1, 3, 12, 15] in which both upper and the lower level optimization tasks involve exactly one objective each. Despite having a single objective in the lower level task, usually in such problems the lower level optimization problem has more than one optimum. The goal of a bilevel optimization technique is then to first find the lower level optimal solutions and then search for the optimal solution for the upper level optimization task. In the context of bilevel multi-objective optimization studies, however, there does not exist too many studies using classical methods [8] and none to our knowledge using evolutionary methods, probably because of the added complexities associated with solving each level. In such problems, every lower level optimization problem has a number of trade-off optimal solutions and the task of the upper level optimization algorithm is to focus its search on multiple trade-off solutions which are members of optimal trade-off solutions of lower level optimization problems.
In this paper, we suggest a viable evolutionary multi-objective optimization (EMO) algorithm for solving bilevel problems. We simulate the proposed algorithm on five different test problems, including a bilevel single-objective optimization problem. This proof-of-principle study shows viability of EMO for solving bilevel optimization problems and should encourage other EMO researchers to pay attention to this important class of practical optimization problems.
Description of Bilevel Multi-Objective Optimization Problem
A bilevel multi-objective optimization problem has two levels of multi-objective optimization problems such that the optimal solution of the lower level problem determines the feasible space of the upper level optimization problem. In general, the lower level problem is associated with a variable vector x l and a fixed vector x u . However, the upper level problem usually involves all variables x = (x u , x l ), but we refer here x u exclusively as the upper level variable vector. A general bilevel multi-objective optimization problem can be described as follows:
In the above formulation, F 1 (x), . . . , F M (x) are the upper level objective functions, and G(x) and H(x) are upper level inequality and equality constraints, respectively. The objectives f 1 (x), . . . , f m (x) are the lower level objective functions, and functions g(x) and h(x) are lower level inequality and equality constraints, respectively. It should be noted that the lower level optimization problem is optimized only with respect to the variables x l and the variable vector x u is kept fixed. The Pareto-optimal solutions of a lower level optimization problem become feasible solutions to the upper level problem. The Pareto-optimal solutions of the upper level problem are determined by objectives F and constraints G, and restricting the search among the lower level Pareto-optimal solutions.
Classical Approaches
Several studies exist in determining the optimality conditions for a Paretooptimal solution to the upper level problem. The difficulty arises due to the existence of the lower level optimization problems. Usually the KKT conditions of the lower level optimization problems are used as constraints in formulating the KKT conditions of the upper level problem. As discussed in [7] , although KKT optimality conditions can be written mathematically, the presence of many lower level Lagrange multipliers and an abstract term involving coderivatives makes the procedure difficult to be applied in practice. Fliege and Vicente [9] suggested a mapping concept in which a bilevel singleobjective optimization problem can be converted to an equivalent four-objective optimization problem with a special cone dominance concept. Although the idea can be, in principle, extended for bilevel multi-objective optimization problems, the number of objectives to be considered is large and moreover handling constraints seems to introduce additional difficulties in obtaining resulting objectives. However, such an idea is interesting and can be pursued in the future.
In the context of bilevel single-objective optimization problems, there exists a number of studies, including some useful reviews [3, 13] , test problem generators [1] , and even some evolutionary algorithm (EA) studies [12, 11, 15, 10, 14] . However, there does not seem to be too many studies on bilevel multi-objective optimization.
A recent study by Eichfelder [8] suggested a refinement based strategy in which the algorithm starts with a uniformly distributed set of points on x u . Thereafter, for each x u vector, the lower level Pareto-optimal solutions are found using a classical generating based optimization method. The set of such points obtained are said to be an approximation of the induced set. Non-dominated points with respect to the upper level problem are chosen from this set and they provide an approximate idea of the desired upper level Pareto-optimal front. Now, the chosen x u vectors are refined in their vicinities and the lower level optimizations are repeated till a good approximation of the Pareto-optimal front is obtained. The difficulty with such a technique is that if the dimension of x u is high, generating a uniformly spread x u vectors and refining the resulting x u vector will be computationally expensive. Definitely, an optimization algorithm for simultaneous selection of x u and corresponding optimal x l vectors will be more effective.
The greatest challenge in handling bilevel optimization problems seems to lie in the fact that unless a solution is optimal for the lower level problem, it cannot be feasible for the overall problem. This requirement, in some sense disallow any approximate optimization algorithm (including an EA or an EMO) to be used for solving the lower level task. But from all practical point of view near-optimal or near-Pareto-optimal solutions are often acceptable and it is in this spirit for which EA and EMO may have a great potential for solving bilevel optimization problems. EA or EMO has another advantage. Unlike the classical point-by-point approach, EA/EMO uses a population of points in their operation. By keeping two interacting populations, a coevolutionary algorithm can be developed so that instead of a serial and complete optimization of lower level problem for every upper level solution, both upper and lower level optimization tasks can be pursued simultaneously through iterations. In the following, we suggest one such procedure.
Proposed Procedure (BLEMO)
The proposed method uses the elitist non-dominated sorting GA or NSGA-II [6] , however any other EMO procedures can also be used instead. The upper level population (of size N u ) uses NSGA-II operations for T u generations with upper level objectives (F) and constraints (G) in determining non-dominated rank and crowding distance values of each population member. However, the evaluation of a population member calls a lower level NSGA-II simulation with a population size of N l for T l generations. The upper level population has a special feature. The population has n s = N u /N l subpopulations of size N l each. Each subpopulation has the same x u variable vector. To start the proposed BLEMO, we create all solutions at random, but maintain the above structure. From thereon, the proposed operations ensure that the above-mentioned structure is maintained from one generation to another. In the following, we describe one iteration of the proposed BLEMO procedure. At the start of the upper level NSGA-II generation t, we have a population P t of size N u . Every population member has the following quantities computed from the previous iteration: (i) a non-dominated rank N D u corresponding to F and G, (ii) a crowding distance value CD u corresponding to F, (iii) a non-dominated rank N D l corresponding to f and g, and (iv) a crowding distance value CD l using f . For every subpopulation in the upper level population, members having the best non-domination rank (N D u ) are saved as an 'elite set' which will be used in the recombination operator in the lower level optimization task of the same subpopulation.
Step 1: Apply a pair of binary tournament selections on members (x = (x u , x l )) of P t using N D u and CD u lexicographically. The upper level variable vectors x u of two selected parents are then recombined using the SBX operator [5] to obtain two new vectors of which one is chosen at random. The chosen solution is mutated by the polynomial mutation operator [4] to obtain a child vector (say, x
(1) u ). We then create N l new lower level variable vectors x (i) l by applying selection-recombination-mutation operations on entire P t . Thereafter, N l child solutions are created by concatenating upper and lower level variable vectors together, as follows:
Thus, for every new upper level variable vector, a subpopulation of N l lower level variable vectors are created by genetic operations from P t . The above procedure is repeated for a total of n s new upper level variable vectors.
Step 2: For each subpopulation of size N l , we now perform a NSGA-II procedure using lower level objectives (f ) and constraints (g) for T l generations.
It is interesting to note that in each lower level NSGA-II, the upper level variable vector x u is not changed. For every mating, one solution is chosen as usual using the binary tournament selection using a lexicographic use of N D l and CD l , but the second solution is always chosen randomly from the 'elite set'. The mutation is performed as usual. After the lower level NSGA-II simulation is performed for a subpopulation, the resulting solutions are marked with their non-dominated rank (N D l ) and crowding distance value (CD l ). All N l members from each subpopulation are then combined together in one population (the child population, Q t ). It is interesting to note that in Q t , there are at least n s members having N D l = 1 (at least one coming from each subpopulation). Also, in Q t , there are exactly n s different x u variable vectors.
Step 3: Each member of Q t is now evaluated with F and G. Populations P t and Q t are combined together to form R t . The combined population R t is then ranked according to non-domination and members within an identical nondominated rank are assigned a crowding distance computed in the F space. Thus, each member of Q t gets a upper level non-dominated rank N D u and a crowding distance value CD u .
Step 4: From the combined population R t of size 2N u , half of its members are chosen in this step. First, the members of rank N D u = 1 are considered. From them, solutions having N D l = 1 are noted one by one in the order of reducing crowding distance CD u , for each such solution the entire N l subpopulation from its source population (either P t or Q t ) is copied in an intermediate population S t . If a subpopulation is already copied in S t and a future solution from the same subpopulation is found to have N D u = N D l = 1, the subpopulation is not copied again. When all members of N D u = 1 are considered, a similar consideration is continued with N D u = 2 and so on till exactly n s subpopulations are copied in S t .
Step 5: Each subpopulation of S t is now modified using the lower level NSGA-II procedure applied with f and g for T l generations. This step helps progress each lower level populations towards their individual Pareto-optimal frontiers.
Step 6: Finally, all subpopulations obtained after the lower level NSGA-II simulations are combined together to form the next generation population P t+1 .
The evaluation of the initial population is similar to the above. First, members of P 0 are created at random with n s subpopulations, each having an identical x u vector for all its subpopulation members. Thereafter, each subpopulation is sent for an update of x l vectors to the lower level NSGA-II (with f and g) for T l generations. Every member is assigned corresponding N D l and CD l values. The resulting subpopulations (from NSGA-II) are combined into one population (renamed as P 0 ) and evaluated using F and G. Every member is then assigned a non-dominated rank N D u and a crowding distance value CD u .
The good solutions of every generation is saved in an archive (A t ). Initially, the archive A 0 is an empty set. Thereafter, at the end of every upper level generation, solutions having both N D u = 1 and N D l = 1 from P t is saved in the archive A t . The non-dominated solutions (with F and G) of the archive are kept in A t and rest members are deleted from the archive.
In the above BLEMO, we have used a simple termination rule based on specified 
Test Problems and Pareto-Optimal Solutions
In the context of bilevel single-objective optimization, there exists some studies [3, 1] which suggest linear, quadratic and transport related problems. However, to our knowledge, there does not exist any systematic study suggesting test problems for bilevel multi-objective optimization. In this study, we borrow a couple of problems used in [8] and suggest a small and a large-dimensional version of a new test problem.
Problem 1
Problem 1 has a total of three variables with x 1 , x 2 belonging to x l and y belonging to x u and is taken from [8] :
Both the lower and the upper level optimization tasks have two objectives each.
A little consideration will reveal that for a fixed y value, the feasible region of the lower-level problem is the area inside a circle with center at origin (x 1 = x 2 = 0) and radius equal to y. The Pareto-optimal set for the lower-level optimization task for a fixed y is the bottom-left quarter of the circle:
The linear constraint in the upper level optimization task does not allow the entire quarter circle to be feasible for some y. Thus, at most a couple of points from the quarter circle belongs to the Pareto-optimal set of the overall problem. Eichfelder [8] reported the following Pareto-optimal solutions for this problem:
The Pareto-optimal front in F 1 -F 2 space is given in parametric form, as follows: Lower level Pareto-optimal fronts of some representative y values are also shown on the figure, indicating that at most two such Pareto-optimal solutions (such as points B and C for y = 0.9) of a lower level optimization problem becomes the candidate Pareto-optimal solutions of the upper level problem. It is interesting to note that in this problem there exists a number of lower level Paretooptimal solutions (such as solution A marked in the figure) which are infeasible to the upper level task. Thus, if the lower level optimization is unable to find critical Pareto-optimal solutions (such as B or C) which correspond to the upper level Pareto-optimal solutions, but finds solutions like A in most occasions, the lower level task becomes useless. This makes the bilevel optimization task challenging and difficult.
Problem 2
This problem is also taken from [8] :
(5) For this problem, the exact Pareto-optimal front of the lower or the upper level optimization problem is difficult to derive mathematically. The previous study [8] did not report the true Pareto-optimal front, instead presented a front through their obtained results.
Problem 3
Next, we create a simplistic bilevel two-objective optimization problem, having x l = (x 1 , x 2 ) and x u = (y):
For a fixed value of y, the Pareto-optimal solutions of the lower level optimization problem are given as follows: {(x 1 , x 2 ) ∈ R 2 x 1 ∈ [0, y], x 2 = 0}. For example, for y = 0.75, Figure 2 shows these solutions (points A through B) in the F 1 -F 2 space. The points lie on a straight line and are not conflicting to each other. Thus, only one point (point A with x 1 = y = 0.75 and x 2 = 0) is a feasible solution to the upper level optimization task for a fixed y = 0.75. Interestingly, for a fixed y, the bottom-left boundary of the F 1 -F 2 space corresponds to the upper bound of x 1 or x 1 = 1. However, solutions having x 1 = 1 till x 1 = y are not Pareto-optimal for the overall problem. For y = 0.75, solutions on line CA (excluding A) are not Pareto-optimal to both lower and upper level problems. Similarly solutions from B upwards on the 'y = 0.75' line are also not Pareto-optimal for both levels. When we plot all solutions for which x 1 = y and x 2 = 0, we obtain the dotted line marked with 'x 1 = y' in the figure. Different lower level Pareto-optimal fronts (for different y values) are shown in the figure with dashed straight lines. It is interesting to note that all solutions on this 'x 1 = y' curve are not Pareto-optimal to the overall problem. By investigating the figure, we observe that the Pareto-optimal solutions to the upper-level problem corresponds to following solutions: {(x 1 , x 2 , y) ∈ R 3 x 1 = y, x 2 = 0, y ∈ [0.5, 1.0]}. This problem does not have any constraint in its lower or upper level. If an algorithm fails to find true Pareto-optimal solutions of a lower level problem and ends up finding a solution below the 'x 1 = y' curve, such as solution C, it can potentially dominate a true Paretooptimal point (such as point A) thereby making the task of finding true Paretooptimal solutions difficult.
Problem 4
In this problem, we increase the dimension of the variable vector of problem 3 by adding more variables like x 2 :
This problem has an identical Pareto-optimal front as in problem 3 with x i = 0 for i = 2, . . . , (K + 1), x 1 = y and y ∈ [0.5, 1]. In our simulation here, we use K = 13, so that total number of variables is 15.
Problem 5
To test the proposed BLEMO procedure for bilevel single objective optimization problems, we include one problem from the literature [2] having x l = (x 1 , x 2 , x 3 , x 4 ) T and x u = (y 1 , y 2 , y 3 , y 4 ) T :
(8) The reported solution to this problem [2] is x * u = (7.36, 3.55, 11.64, 17.45)
T and x * l = (0.91, 10, 29.09, 0)
T with F (x * ) = −6600.0 and f (x * ) = 57.48.
Proof-of-Principle Results
We use the following parameter settings: N u = 400, T u = 200, N l = 40, and T l = 40. Since lower level search is made interacting with the upper level search, we have run lower level optimization algorithm for a fewer generations and run the upper level simulations longer. The other NSGA-II parameters are set as follows: for SBX crossover, p c = 0.9, η c = 15 [5] and for polynomial mutation operator, p m = 0.1, and η m = 20 [4] . Figure 3 shows the obtained solutions using proposed BLEMO. It is clear that the obtained solutions are very close to the theoretical Pareto-optimal solutions of this problem. The lower boundary of the objective space is also shown to indicate that although solutions could have been found lying between the theoretical front and the boundary and dominate the Pareto-optimal points, BLEMO is able to avoid such solutions and find solutions very close to the Pareto-optimal solutions. Also, BLEMO is able to find a good spread of solutions on the entire range of true Pareto-optimal front. Figure 4 shows the variation of x for these solutions. It is clear that all solutions are close to being on the upper level constraint G(x) boundary (x 1 +x 2 = −1) and they follow the relationship depicted in equation 3.
Problem 1

Balancing Computations Between Lower and Upper Levels
For a fixed overall population size N u , the number of solution evaluations depends on the product (2T u + 1)(T l + 1). Thus, a balance between T u and T l is needed for the overall BLEMO to work well. A too large T l will ensure near Pareto-optimality of lower level solutions (thereby satisfying the upper level constraint better), but this will be achieved only at the expense of not having adequate upper level generations. On the other hand, a too small value of T l means inadequate generations for the lower level task for getting close to Paretooptimal fronts. To understand the effect of this balance between lower level and upper level computational efforts, we perform a number of simulations of our algorithm for different T u -T l combinations by keeping the overall solution evaluation constant. Table 1 shows the hypervolume values computed for four other T u -T l combinations. To not consider the effect of any non-Pareto-optimal solutions, we eliminate all solutions which lie below the theoretical Pareto-optimal curve before we compute the hypervolume. The reference point used in calculating the hypervolume is (−1, 0) T . The combination T l = 40 and T u = 200 seems to perform the best. It is clear that hypervolume degrades with an increase in T l from 40. To keep the solution evaluations the same as before, T u must be re-duced for an increase in T l . The use of smaller number of upper level generations is detrimental to the overall algorithm. On the other hand, when a smaller T l (=20) is used, the performance degrades marginally, due to reduced number of lower level generations which did not allow lower level solutions to reach close to their Pareto-optimal sets.
Problem 2
This problem is more complex than the problem 1 involving non-linearities and periodic functions. We use N u = 600 and N l = 60 for this problem, but use identical termination conditions on generations as before. The number of subpopulation is also the same as in problem 1 and is equal to 600/60 or 10. Figure 5 shows the obtained non-dominated points. For this problem, the exact Paretooptimal front is not known, but our front is similar to that reported in the previous study [8] . We have also plotted the solutions found by a simulation of the proposed algorithm which is run for an exorbitantly long number of generations (N u = 2, 000, T u = 400, N l = 100, T l = 100). Although, our limited generation results are not exactly the same as this 'long run', the solutions are close.
T_u=200, T_l=40 Table 2 tabulates the hypervolumes obtained using different T u -T l combinations. In this case also, we remove all the points which are below the F 1 -F 2 points found by the 'long run'. Again, our setting of T u = 200 and T l = 40 is found to perform the best in terms of the hypervolume measure. Figure 6 shows the obtained solutions of different T u -T l combinations with respect to the 'long run' (shown in a solid line). In each case, the lower level non-Pareto-optimal solutions which are below the 'long run' front are deleted from the final front owing to being non-Pareto-optimal in the lower level. The distribution and convergence get worse with an increasing T l value. For T l = 20, there were too many solutions which were below the 'long run', simply because these solutions were not close to Pareto-optimal front of corresponding lower level problem. However, 40 generations for the lower level search seems adequate with T u = 200 in this problem as well. Figure 7 shows the obtained BLEMO points on problem 3. Although solutions in between this front and the feasible boundary of objective space could have been found for an apparently better non-dominated front, these solutions would be non-Pareto-optimal with respect to the lower level problems and our algorithm has succeeded in eliminating them to appear on the final front. The figure shows that BLEMO is able to find a good distribution of solutions on the entire range of the true Pareto-optimal front. Figure 8 shows that for obtained optimal solutions, the relationship y = x 1 in the range x 1 ∈ [0.5, 1] holds. Additionally, we observed that x 2 = 0 for all obtained solutions. These observations match with the theoretical Pareto-optimal solutions on this problem discussed in the previous section. 
Problem 3
Problem 4
In this problem, we have 15 variables. Figure 9 shows the obtained BLEMO solutions. An identical Pareto-optimal front to that in problem 3 is obtained here. For all solutions, we observed that x i = 0 for i = 2, . . . , 14. Again, y = x 1 in the range x 1 ∈ [0.5, 1] relationship is obtained for BLEMO solutions. T and x u = (7.3601, 3.5516, 11.6400, 17.4520)
T . Figure 10 shows the best and average F (x) value with generation. This problem shows that the proposed BLEMO is able to degenerate its multi-objective operations to suit the solution of a bilevel single objective optimization problem.
Conclusions
In this paper, we have proposed and simulated a bilevel evolutionary multiobjective optimization (BLEMO) algorithm based on NSGA-II applied to both level problems. To coordinate the processing of populations between upper and lower levels we have maintained subpopulations having identical upper level variable values. Although any feasible solution on the upper level must correspond to the Pareto-optimal solutions of the corresponding lower level optimization problem, through simulation studies on a number of problems we have shown that the proposed interactive upper and lower level population processing strategy is able to steer the search close to the correct Pareto-optimal set of the overall problem. In this direction, we have argued and shown through a systematic parametric simulation study that a proper balance between the extent of lower and upper level generations is an important matter for an efficient use of the proposed procedure. Interestingly, we have also shown that the proposed multi-objective algorithm is also able to solve bilevel single-objective optimization problems.
This study has shown one viable way of using an existing EMO methodology for handling bilevel optimization problems. Many other ideas are certainly possible. Hopefully, this study will spur the interest in handling bilevel multi-objective optimization problems more to other interested researchers and practitioners.
