Combination chemotherapy treatment regimens created for patients diagnosed with childhood acute lymphoblastic leukemia have had great success in improving cure rates.
Introduction
In studies that collect covariate measurements on subjects/experimental units in addition to a response, determining which covariates influence the response and in what way are of principal interest. This seemingly benign statistical problem has been seriously considered for many years with methods ranging from exploratory techniques to model based procedures. Perhaps the reason why research dedicated to this problem persists is that in practice building a statistical model is as much an art as a science. This is a consequence of important or "significant" associations depending completely on the factors included in the model. Therefore, knowing which effects to include in a model is crucial, but this information is rarely known a priori. Since this information is rarely known, an approach that is commonly used in practice proposes fitting a saturated model (a model containing all possible covariates or predictors) and then employing some type of multiplicity test correction, model selection criteria, shrinkage method, or stochastic search to locate "significant" factors (see, e.g. George and McCulloch 1997; Scott and Berger 2010; Tibshirani 1996; Ishwaran and Rao 2005; Smith and Kohn 1996; Chung and Dunson 2009; Mitra et al. 2017 ). These methods have been shown to work well in many instances. However, when multiplicative effects and/or nonlinear associations are present and are of interest, a fairly common scenario (see, e.g. Hu et al. 2009; Lim and Hastie 2015) , the process of identifying associations becomes much more problematic as the saturated model can quickly become unwieldy. This happens to be the case in the study that we consider that examines which factors affect the severity of osteonecrosis in children treated for acute lymphoblastic leukemia (ALL).
Interest lies in learning how time-varying physiological and other baseline covariates such as gender, triglycerides, and body mass index (BMI) influence disease severity in an additive or multiplicative fashion. Employing the saturated model approach here with all possible two-way and/or three-way interactions becomes computationally expensive and inferentially difficult, so knowing which covariates to consider is important.
Adding to the complexity of the scenario just described, methods used to identify associations (either additive or multiplicative) are geared towards discovering covariates that only influence the mean of the response distribution. It is completely plausible that covariates also influence the variance or even the shape of the response distribution, and most methods are not equipped to detect these types of associations. Regression methods that allow covariates to influence the entire response (or error) distribution have been developed and are commonly known as density regression (see Dunson et al. 2007; Fan et al. 1996) .
There has been work in density regression that simultaneously carries out variable selection (Tokdar et al. 2010; Shen and Ghosal 2016) , but they require that all effects of interest be included in a model. Though it may be possible to extend work done in density regression to incorporate multiplicative effects, a priori information would be necessary to guide which of these effects to consider. In light of this, an exploratory procedure that is able to discover possible associations in a general way, prior to model fitting, would be appealing.
There has been some work dedicated to explicitly identifying interactions (not just variable selection). Sorokina et al. (2009 Sorokina et al. ( , 2008 define interactions based on additive regression functions and discover them using comparisons of additive groves, but their method depends on a preprocessing feature selection step (i.e., knowing what predictors to consider). Loh (2002) propose a method based on treed regression (Alexander and Grimshaw 1996) that allows detection of simple two-way interactions by partitioning trees based on predictor values. Hu et al. 2009 use Bayes factors to compare massive loglinear models with the goal of finding interactions. Once again these methods require including all interactions (or knowing the subset to consider) and are based on a specific data model.
There is also a growing literature dedicated to subgroup analysis, i.e., the study of heterogenous treatment effects among subgroups of a study population. Subgroups are typically identified or defined based on specific values in the covariate space. Since subpopulation treatment effects are of principal interest, focus is placed on studying the interaction between a covariate and a treatment (see e.g., Simon 2002; Berger et al. 2014; Varadhan and Wang 2014; Schnell et al. 2016; Liu et al. 2017; Su et al. 2018 ). Our approach is more general in nature, but can be used as an exploratory tool to help discover which covariates interact with the treatment and provide guidance by spotting subpopulations of potential interest.
Perhaps the works that most closely aligns with ours in terms of detecting interactions in a general way is Reich et al. (2012) and Du and Linero (2018) . Recently, Du and Linero (2018) developed a method based on Bayesian decision tree ensembles which incorporates an additive component, something we are not limited to. Reich et al. (2012) develop a statistical emulator and devise a procedure that allows them to learn how the inputs of a stochastic computer model influence the output (which is a distribution). However, these methods are developed for a specific purpose while what we propose is much more general and can be employed with any data model, making the procedure essentially "model free". That is, the exploratory procedure we propose discovers associations where anything is fair game in the sense that associations could be additive and/or multiplicative and could influence any aspect of the response density (i.e., mean, spread, shape, etc.) regardless of the data model that will eventually be employed. Our goal is ambitious and admittedly being able to discover all possible interactions in the general way we are proposing is presumably not possible.
Thus, we do not claim that the exploratory approach detailed in the sequel discovers all "significant" interactions, rather it provides guidance to practitioners by highlighting possible interactions with very little overhead. As an aside, in subsequent sections we use the term "interaction" to denote something more general than what is referred to in a linear model 4 setting. Here, an interaction exists if the response distribution is in some way influenced by specific combinations of covariate values. This general conception includes the special case where all the influence is carried by only one of the covariates. Our general recommendation is then to carefully assess any influences that may be detected using the proposed procedure to gain insight on the source(s) of the detected difference(s). This highlights the exploratory nature of our proposal.
The remainder of the article is organized as follows. In the next section we detail the data collected from the study that motivated this work. Section 3 provides some background on dependent random partition distributions and association rules. Section 4 details the exploratory procedure we develop and includes a small simulation study. In Section 5 we apply the procedure to the osteonecrosis data and Section 6 contains a brief discussion.
Osteonecrosis Study
The study that motivated developing the exploratory procedure detailed in this paper was designed to learn more about factors affecting risk for osteonecrosis in children suffering from acute lymphoblastic leukemia (ALL). With combination chemotherapeutic regimens, five-year survival is around 85% overall for childhood ALL, with some subgroups' rates well above 90% (American Cancer Society 2018). These regimens include the drug asparaginase and the steroid dexamethasone. Some have suggested that there is a pharmacokinetic interaction between these two agents, leading to greater inter-patient variability and severe adverse events (Kawedia et al. 2011) . The principal aim of the motivating study was to learn about relationships between physiological characteristics and treatment characteristics and how these relationships influence susceptibility to osteonecrosis as a result of therapy.
The analysis considers a number of physiological covariates measured on each patient, including low-density lipoprotein (LDL), high-density lipoprotein (HDL) levels, body mass 5 index (BMI), and others. In addition to these covariates, the data include plasma levels of dexamethasone, cortisol, and asparaginase at various times during each patient's course of treatment (baseline, week 7, week 8) to explore how the pharmacokinetics (PK) of these substances influenced the risk and severity of osteonecrosis and whether other factors interact with the drugs' PK. Finally, demographic variables include age at diagnosis, gender, and race. In total 23 predictors where considered with numerical summaries provided in Tables   1 and 2 . Out of the 400 patients in the study, we have complete data vectors for 234, and we focus on these. Table 2 it is clear that a few continuous covariates are highly right skewed. Empirical correlations between time varying covariates suggest that temporal dependence is present. This dependence can be accommodated in our approach and is formally considered in the model developed by Barcella et al. (2018) . We briefly comment that week 12 measurements were also collected, but very irregularly. This resulted in many incomplete covariate vectors, and for this reason we only consider measurements taken up to week 8.
The response measured in this study reflects the severity of osteonecrosis ranging on an ordinal scale from 0 for none up to 4 for high grade. Table 3 contains the number of patients by grade of osteonecrosis. We expect, but do not force, the covariates' influences on osteonecrosis grade to be multiplicative, but it is not clear which covariates to pair together when exploring multiplicative effects. This is something we hope to discover. 
Background and Preliminaries
The exploratory procedure we develop consists of three stages. In this section we briefly introduce each one and provide notation and background information necessary to make ideas concrete. The first step consists of connecting covariates to the response by way of a covariate informed partitioning of the response variable. A nice feature of the procedure is that any statistical model that produces (explicitly or implicitly) a covariate dependent partition may be employed. This includes the dependent Dirichlet process mixture (DDPM) model of MacEachern (2000) and its variants (e.g., De Iorio et al. 2004) . The second step is to use the partition to identify potentially interesting interactions. This is done using a machine learning technique called association rules (Han et al. 2012, Chapter 6) . The third step is to verify interactions which is done using posterior predictive densities. We now provide more pertinent background information.
Dependent Random Partition Models
First we introduce some general notation. Let i = 1, . . . , m index the m experimental units in a designed experiment or m subjects in an observational study. Further, let ρ m = {S 1 , . . . , S km } denote a partitioning (or clustering) of the m units into k m subsets such that i ∈ S j implies that unit i belongs to cluster j. A common alternative notation that specifies a partitioning of the m units into k m clusters is to introduce m cluster labels
We will use Y i to denote the ith subject's response variable with Y = (Y 1 , . . . , Y m ) denoting an m dimensional response vector and
a covariate vector and X j = {X i : i ∈ S j } a partitioned covariate vector. When p covariates are measured on each individual, then X i = (X i1 , . . . , X ip ) will denote the ith individuals p-dimensional covariate vector and with a slight abuse of notation set X j = (X j1 , . . . , X jp )
where X jh = {X ih : i ∈ S j } for h = 1, . . . , p. Thus depending on context, X j could possibly be a super vector of stacked patients' covariate vectors. Lastly, if there are qualitative and continuous covariates, without loss of generality we sort X i so that the pualitative covariates appear first and the p c continuous covariates appear last. This results in X i = (X i1 , . . . , X ipq , X i,pq+1 , . . . , X i,pq+pc ) and X j = (X j1 , . . . , X jpq , X j,pq+1 , . . . , X j,pq+pc ).
We now introduce notation associated with the basic model. A dependent random partition prior distribution is assigned to ρ m . This prior distribution parametrized by η, will be denoted using RP M X (η). Once a prior for ρ m is specified, we will make use of
denotes the likelihood for Y , and G 0 a prior for cluster specific parameters θ j . Note that unit-specific parameters can be connected to their cluster-specific counterpart via
Alternatively, the data model can be written hierarchically using the cluster labels s 1 , . . . , s n in the following way
Notice that covariates do not appear in the data model so that neither pre-specified associations nor their forms are required. As a result, Y is only connected to X through the posterior distribution of ρ m (denoted by π(ρ m |Y , X)) which will facilitate our interaction search. There are a number of computational techniques that have been developed to fit this model. Most are some variant of MCMC that depends on the exact specification of RP M X (η). We opt to employ algorithm 8 of Neal (2000) when fitting model (1), since it is a general algorithm that can be used in a variety settings.
As mentioned there are many possibilities for RP M X (η 
where c(S) is a set function that measures the chances elements in S co-cluster a priori, and 
Association Rules
One possible approach of employing π(ρ m |Y , X) to pinpoint potential interactions is to identify covariates that seem to influence cluster formation. This would imply that an association exists among the influential covariates, and since π(ρ m |Y , X) connects X and Y , there is also a potential association between the influential covariates and Y (a necessity for an interaction to exist). Identifying influential covariates can be done by determining which covariates have the same (or similar) values for many individuals in a cluster. Performing this type of exhaustive search, which can be viewed as cluster "mode finding" or "bump hunting", quickly becomes computationally prohibitive as the number of covariates grow. An unsupervised learning technique that has been developed to avoid the heavy computational cost, performs a greedy type search (rather than exhaustive) and establishes so called association rules.
Association rules discover patterns or relations among a large collection of variables. They are typically denoted using {A} ⇒ {B} where A and B define a subset of the covariate space that does not share any variables. One can interpret this association rule as "If A happens, then B happens". Connecting the idea to the osteonecrosis study, a possible association rule is {A = AgeAtDiagnosis ∈ [3, 5)} ⇒ {B = DexClWk07 ∈ [9, 12)} which would indicate that if AgeAtDiagnosis is between 3 and 5, then DexClW k07 is between 9 and 12.
There are two criteria to evaluate an association rule's import. The first, called support, is the proportion of patients whose covariate vector contains both A and B. Thus, the support of the osteonecrosis example association rule is the proportion of subjects whose AgeAtDiagnosis ∈ [3, 5) and DexClWk07 ∈ [9, 12). Notice the natural connection between support and joint probability. The second criterion, called confidence, is the fraction of patients that display B among those that display A. Thus, the confidence of the osteonecrosis example association rule is the fraction of patients for which DexClWk07 ∈ [9, 12) among those whose AgeAtDiagnosis ∈ [3, 5). Notice the connection that confidence has with conditional probability. Association rules with large support and confidence are considered interesting and will be our criteria to determine which covariate pairs to consider when looking for interactions. For a more detailed overview of association rules we refer interested readers to Hastie et al. (2009, chapter 14) or Han et al. (2012, chapter 6) .
Interaction Discovering Procedure
Fishing for interactions or effects in a vast covariate space is much like fishing on a vast, unknown lake. Being successful in either is essentially hopeless without some guidance on where to focus efforts. The exploratory approach we develop can be thought of as employing a guide to identify areas in the covariate space that increase chances of successfully identifying additive and multiplicative effects (much like a fishing guide can identify locations in a vast lake where fish are present). As mentioned, the procedure consists of three stages. The first connects covariates to the response using π(ρ m |Y , X) which is constructed by way of model (1). Second, association rules are employed to explore the cluster specific covariate structure identifying potential covariate associations that potentially influence the response distribution. Third, posterior predictive distributions are employed to confirm that effects identified indeed influence the response distribution. (As a side note, Gabry et al. (2019) advocate using a posterior predictive distribution as an exploratory or confirmatory tool.)
We provide more details to each step, followed by an illustrative simulation study. In what follows we will refer to the three step procedure as the PPMx, Association rule, Interaction
Discovery procedure (or the PAID procedure).
A natural way of employing π(ρ m |Y , X) in the first stage of the exploratory procedure is to produce a point estimate of ρ m using MCMC iterates and the least squares method developed by Dahl (2006) (or some other alternative). However, as noted by Wade and Ghahramani (2018) , there might be substantial variability associated with the partition point estimate. Therefore, we apply association rules to each of the draws collected from π(ρ m |Y , X) via the MCMC algorithm employed to fit model (1). This approach provides a means of propagating uncertainty associated with ρ m through the exploratory procedure. For each draw from π(ρ m |Y , X) we use association rules to identify covariates that are associated by selecting those that correspond to the highest total for support and confidence. Since the interactions identified will be based on specific clusters they are local in the same way that treatment effects are local in subset analysis. That is, the interaction may not remain consistent across the entire population. Lastly, posterior predictive distributions of outcomes based on values of covariates identified by association rules are used to confirm the presence of associations. To make the third stage of the procedure concrete, consider an example with three binary covariates. Let f ijk (Y 0 |Y , X) denote the posterior predictive density for X 1 = i, X 2 = j, and X 3 = k with i, j, k ∈ {0, 1} and assume that within a cluster, the association rule with highest total support and confidence is {X 1 = 0} ⇒ {X 2 = 0}. To verify that there does indeed exist what we call an interaction between (X 1 , X 2 ), we test the following hypothesis (after fixing X 3 = k to its empirical median)
If the hypothesis is rejected, then we conclude that X 1 and X 2 interact. That is, the predictive distribution of Y is in some way influenced by X 1 and X 2 , and the specific way in which this occurs can be later explored separately. There are a number of procedures that might be selected to test the hypothesis found in (3). The Pólya tree procedure outlined in Chen and Hanson (2014) is quite flexible and powerful, and thus we opt to use it in what follows. However, any other procedure that is able to formally test the hypothesis in (3) is completely valid.
We briefly draw attention to a small notational change moving forward. The notation typically used with association rules highlights the fact that they are by nature directional.
However, the direction of the association rule is immaterial in the procedure we develop.
Notice that testing (3) for association rule {X 1 = 1} ⇒ {X 2 = 1} would produce the same conclusions as testing (3) for {X 1 = 0} ⇒ {X 2 = 0} (or any other association rule that contains X 1 and X 2 ). Our purpose in using association rules is to simply identify a pair of covariates that are associated with each other and possibly influence the distribution of Y in a non-additive way. Therefore, we will use X 1 ⇔ X 2 to denote that at least one association rule contained the pair X 1 , X 2 in some fashion.
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Simulation Study
To illustrate the procedure just described, we consider a simulation study that demonstrates how association rules and posterior predictive distributions can identify valid interactions even when they influence the response distribution in ways other than through its expectation. Data sets consisting of three binary covariates are generated (i.e., X i ∈ {0, 1}, for i = 1, 2, 3). The response distribution f (Y |X 1 , X 2 , X 3 ) is made to explicitly depend on X = (X 1 , X 2 , X 3 ) in the three ways that are listed in Table 4 . Each row of the table represents a possible covariate combination and the columns correspond to a particular response distribution. Note first that only X 1 and X 2 influence the distribution of Y and they do so multiplicatively (i.e., they interact in the linear model sense). As a control, we consider the case where the distribution of Y does not depend on X in any way, which is denoted by f 0 (Y |X). From Table 4 note that f 0 (Y |X) corresponds to a standard normal regardless of the values of X. For f 1 (Y |X) the variance and shape remain the same regardless of the value of X, but the mean changes based on the values of X 1 and X 2 . For f 2 (Y |X), the mean and shape remain the same, but the variance changes depending on the values of X. Lastly, for f 3 (Y |X) the mean and variance do not change but X influences shape. The scenario under f 1 (Y |X) follows the classical definition of an interaction and thus can be detected using any number of procedures. The other two scenarios would not be detected even if an interaction between X 1 and X 2 is explicitly included in a linear model. As competitors, we consider a linear model and the spike and slab approach of Ishwaran and Rao (2005) that includes all main effects and two-way interactions. The spike and slab procedure is carried out using the spikeslab package (Ishwaran et al. 2013) found in R (R Core Team 2017). We note that by fixing X 3 , we are implicitly assuming that there is no three-way interaction. Although we focus on identifying two-way interactions, straightforward extensions to association rules and (3) would permit detecting three-way interactions using the same approach something we explore in Section 5. 
For each scenario we generated 1000 data sets each with 500 observations. To each, model
(1) was fit with RP M X (η) being the PPMx. The cohesion used is c(S) = M × (|S| − 1)! with M = 1 connecting the partition model to that induced by a Dirichlet process mixture and retaining the "rich get richer" property. We employ the auxiliary similarity function (see Müller et al. 2011; Page and Quintana 2018) . As a result, for qualitative variables q(·|ξ ) and q(ξ |η) correspond to multinomial and Dirichlet density functions, respectively and for continuous variables they take on a Gaussian and Gaussian-Inverse-Gamma density functions.
Once model (1) is fit, at each MCMC iterate of ρ m , cluster-specific association rules were gathered using the apriori function found in the arules package (Hahsler et al. 2015) of the statistical software R (R Core Team 2017). This function is based on the apriori algorithm of Agrawal et al. 1996 . We consider association rules from clusters that contain at least 10 subjects/experimental units. After association rules are gathered, we identify the covariate tandem that has the highest total support and confidence. If this results in a tie, then both 15 covariate tandems are considered. For each association rule considered, we employ the Pólya tree-based testing procedure of Chen and Hanson (2014) to test the hypothesis in (3). The variable absent from the association rule is fixed at the empirical median value. The p-values from this testing procedure are derived from permutation tests and values in Table 5 are based on 500 permutations.
In the online supplementary material, we provide a more detailed description of the simulation study for each of the 24 possible association rules, but here we focus on results for testing (3) which are found in Since the number of posterior predictive draws collected to carry out the test can be selected somewhat arbitrarily, the adage "statistical vs practical significance" is important here as it would be undesirable to reject (3) for differences that are inconsequential. Therefore, we considered a differing number of posterior predictive draws when carrying out the test (N ∈ {50, 100, 250}). It seems that for this data generating mechanism, it was sufficient to only consider 50 posterior predictive draws when testing the hypothesis for f 1 (Y |X) and f 2 (Y |X), while 100 draws were sufficient for f 3 (Y |X). Table 5 : p-values resulting form carrying out the hypothesis test (3) using the Pólya tree method of Chen and Hanson (2014) . Figure 1: Posterior predictive densities for the six combinations of X 1 , X 2 , and X 3 based on a synthetic data set used in the simulation study.
X 1 ⇔ X 3 under f 1 , f 2 , and f 3 and X 2 ⇔ X 3 under f 3 produced large p-values which was to be expected as X 3 does not influence Y . Since there is an interaction between X 1 and X 2 , the small p-values associated with X 1 ⇔ X 2 under f 1 , f 2 , and f 3 were expected. That said, notice that under f 1 and f 2 the association rule that includes X 2 and X 3 also produced small p-values for (3). This was unexpected as an interaction between X 2 and X 3 does not exist. Note that since X 2 and X 3 do not interact, fixing X 1 makes it so that (3) is testing for the "marginal effect" of X 2 . As a result small p-values associated with hypothesis (3) can indicate an interaction or a marginal effect. To correctly determine which, further testing can be carried out, or the posterior predictive densities being compared in (3) should be carefully examined. Here, we carry out the later by providing posterior predictive densities in Figure 1 which displays densities estimated using the first fake data set generated in the simulation study under f 1 . The first row of the figure corresponds to densities in (3) when X 3 is fixed, the second row when X 2 is fixed, and the third when X 1 is fixed. Notice that the densities in the first row are noticeably different and clearly depend on the levels of X 1 and X 2 (i.e., there is an interaction between X 1 and X 2 ). Close inspection of rows 2 and 3 of the figure shows that differences seen in the posterior predictive densities are not due to X 3 at all, but entirely to X 1 for the second row and X 2 for the third. Thus, graphs like Figure 1 are able to help determine if interactions correspond to "main effects" or "interaction effects"
as they are typically defined in a linear model setting. Ultimately, the take home message of Table 5 and Figure 1 is that the exploratory procedure is able to identify that X 1 and X 2 interact regardless of the influence that they have on the distribution of Y . Table 6 compares the performance of detecting the interaction between X 1 and X 2 using a linear model and spike and slab procedure to that which we proposed. The table displays the proportion of data sets for which the interaction between X 1 and X 2 was correctly identified.
Notice that when no interaction is present all procedures perform similarly. Additionally, when the interaction is based on the expectation of the response distribution (f 1 ), all pro-cedures are able to detect the interaction regularly. However, if the interaction is based on the variance or shape of the response distribution, the PAID procedure is the only one that is able to detect it. Table 6 : Percent of datasets in the simulation study for which the interaction between X 1 and X 2 was correctly identified
Linear Model 0.05 1.00 0.05 0.05 Spike and Slab 0.09 1.00 0.07 0.08 PAID with N = 50 0.05 1.00 1.00 0.91 PAID with N = 100 0.05 1.00 1.00 0.99 PAID with N = 250 0.07 1.00 1.00 1.00
Interactions in the Osteonecrosis Study
We now turn our attention to the osteonecrosis study. Since the response is an ordinal variable it is natural to consider latent variable ordinal data models as those described in Bao and Hanson (2015) and in Kottas et al. (2005) . These types of models are clearly more complex than that in (1), but they permit demonstrating the flexibility of the exploratory procedure as any data model can be employed so long as the response is connected to the covariates through a dependent random partition model (or analogous predictor dependent clustering procedures).
For sake of completeness we detail the ordinal model in its entirety. Let y i ∈ {0, 1, 2, 3, 4} be the ordinal response measured on the ith patient i = 1, . . . , 234. Further, let X i = (X i1 , . . . , X i22 ) denote subject i's 23-dimensional covariate vector. As is done in Bao and Hanson (2015) , real-valued latent scores z 1 , . . . , z n are introduced such that for −∞ = γ 0 < γ 1 < . . . γ 4 < γ 5 = ∞
The appeal of employing the methods described in Bao and Hanson (2015) and Kottas et al. (2005) is that the values selected for γ are immaterial, so long as the model is flexible enough to assign sufficient probability mass to each (γ , γ +1 ] interval. Since assigning a PPMx prior to ρ m results in modeling the latent ordinal scores with a mixture (which is essentially the same data model specified by Bao and Hanson 2015) , we conclude that the model we specify affords sufficient flexibility and, therefore, the γ's can be selected arbitrarily. In light of this we set γ 1 = 0, γ 2 = 1/3, γ 3 = 2/3, γ 4 = 3/3. The remainder of the model is expressed hierarchically after introducing latent cluster labels s 1 , . . . , s n
where c(S j ) and g(X j ) are set to functions detailed in Section 3.1. Further, we assume µ 0 ∼ N (0, 10 2 ), σ 0 ∼ U N (0, 10), and set A = 0.1. This model was fit to the osteonecrosis data by collecting 1000 MCMC iterates after discarding the first 10,000 as burn-in and thinning by ten. Afterwards, the exploratory procedure of identifying association rules for each MCMC iterate of ρ m was carried out. Since association rules require discrete variables, each of the continuous covariates were dichotomized such that an equal number of observations belonged to each interval. Covariate values for those variables not identified in the association rule are set to the overall median. Testing (3) was done by using Chen and Hanson (2014) 's method based on 500 permutations and 100 posterior predictive draws. This testing procedure was replicated five times with a unique set of 100 random posterior predictive draws and the average p-value is reported. We briefly mention that in addition to dichotomizing continuous covariates, we explored the impact that trichotomizing continuous covariates might have on the PAID exploratory procedure. Results are provided in the online supplementary material.
Since the study was conducted specifically to explore if dexamethasone clearance (DexCl) and/or asparaginase (AsparaginaseAntibodyAUC) interact with other physiological measurements, we restrict attention to those association rules that contain at least one of these two covariates. Results are provided in Table 7 . The column "Pr" corresponds to the percent of MCMC iterates that identified the particular association rule, "Supp." is the support, "Conf."
the confidence, |S| corresponds to average cluster size from which association rule was identified, and "p-value" indicates result of testing (3). Notice that DexClWk07 interacts with
LowRisk and AlbuminWk07 while DexClWk08 interacts with HDLWk08. On the other hand,
Asparaginase seems to interact with AlbuminWk07, HDLWk07, and AgeAtDiagnosis. Figure   2 contains the posterior predictive densities corresponding to the first four association rules in Table 7 that do not contain LowRisk. Note how the interaction between AlbuminWk07
and AsparaginaseAntibodyAUC influences the shape of the predictive densities verifying that there is indeed an interaction between them. would be appealing to determine how interactions influence the risk of osteonecrosis. Table   8 contains predictive probabilities associated with each osteonecrosis grade for specific levels of covariates found in the bottom row of plots in Figure 2 . It appears that low level of
DexCl results in higher risk of osteonecrosis, but the exact risk depends on the levels of the other covariates (AlbuminWk07 and HDLWk08). The combination of low DexClWk07 and high
AlbuminWk07 results in the highest risk of osteonecrosis. This leads one to hypothesize that a three-way interaction between Albumin, HDL, and DexCl may be present. We explored this by testing a version of (3) that includes posterior predictive densities for all possible combinations of the three covariates (eight in total). Doing this resulted in rejecting the null (with a p-value of 0) that all densities are equal and hence we conclude that a three-way interaction exists. More details are provided in the online supplementary material. 
where p t denotes the number of temporally measured variables, and individual covariate vectors are ordered such that qualitative variables appear first, categorical second, and time-dependent last. For temporal covariates q(·|ξ ) and q(ξ ) correspond to a multivariate Gaussian density and a multivariate Gaussian-Inverse-Wishart density respectively, with dimensionality given by the number of measurements for that particular covariate. It seems plausible that this similarity construction will be able to more accurately measure the compactness of temporal variables as correlations will be included. Using the same MCMC specs as in the univariate similarity case, we fit the ordinal data model with a multivariate PPMx prior. The two model fits are fairly compatible although the multivariate similarity produces a slightly lower log pseudo marginal likelihood (LPML) (-275.74) relative to the univariate similarity (-255.25) indicating a slightly better model fit. In addition, the average number of clusters is 10.3 for the former and 11.2 for the later. Association rule results are provided in Table 9 . All association rules that appear in Table 9 also appear in Table 7 save those that invovle LDLBaseline, which is not "significant" when paired with DexClWk08. Overall, this analysis further reinforces the interaction between AsparaginaseAntibodyAUC and AlbuminWk07.
Conclusions
We have detailed an exploratory procedure that in a general way is able to identify interactions. The definition of interaction that we espouse is more general than that typically associated with linear models. Here we claim that an interaction can influence any aspect of the response distribution rather than focusing solely on the first moment. Further, the procedure is able to identify interactions without a priori information regarding which (multiplicative) effects to include in a data model. This was seen when applying the procedure to the osteonecrosis data set. In the application, relationships that were known to exist (e.g., Low DexCl and higher risk of osteonecrosis) were identified without considering them explicitly in the procedure. In addition, a three-way interaction, also not explicitly included in the data model, was highlighted (see supplementary material). This interaction was not previously known by the investigators, and its scientific relevance has yet to be determined.
We also demonstrated that the procedure can be easily employed regardless of the type of response being measured. Indeed, the procedure is essentially "data model free" as it can be employed regardless of the data model so long as some type of random partition model is employed. Lastly, we note that our exploratory procedure only identifies potential interactions. That is, it does not estimate their effect. If this is desired, then any number of statistical procedures that include the specific covariates identified by our procedure can be employed (i.e., some form of regression).
