Due to a variety of motions across different frames, it is highly challenging to learn an effective spatiotemporal representation for accurate video saliency prediction (VSP). To address this issue, we develop an effective spatiotemporal feature alignment network tailored to VSP, mainly including two key subnetworks: a multi-scale deformable convolutional alignment network (MDAN) and a bidirectional convolutional Long Short-Term Memory (Bi-ConvLSTM) network. The MDAN learns to align the features of the neighboring frames to the reference one in a coarse-to-fine manner, which can well handle various motions. Specifically, the MDAN owns a pyramidal feature hierarchy structure that first leverages deformable convolution (Dconv) to align the lowerresolution features across frames, and then aggregates the aligned features to align the higher-resolution features, progressively enhancing the features from top to bottom. The output of MDAN is then fed into the Bi-ConvLSTM for further enhancement, which captures the useful long-time temporal information along forward and backward timing directions to effectively guide attention orientation shift prediction under complex scene transformation. Finally, the enhanced features are decoded to generate the predicted saliency map. The proposed model is trained end-to-end without any intricate post processing. Extensive evaluations on four VSP benchmark datasets demon- * Corresponding author. Phone number: 086-13851581017
Introduction
The objective of VSP is to faithfully model the human's gaze eye-fixation when watching a dynamic scene. As a branch of object saliency detection, VSP contributes to the cognitive research of human vision attention through understanding and analyzing dynamic video frames. VSP has been widely used to assist various computer vision applications, such as autonomous driving [1] , object detection and recognition [2, 3] , video segmentation [4, 5] , visual tracking [6] , video captioning [7] , human-robot interaction [8] and video summarization [9] , to name a few.
In recent years, benefiting from the breakthrough of deep learning (DL), a variety of DL-based VSP methods [10, 11, 12, 13, 14] have been proposed to predict eye-fixation allocation in each frame. Those DL-based techniques take advantage of a large amount of labeled eye-tracking data to learn an effective semantic feature representation in an end-to-end manner that can accurately predict the salient object locations, greatly outperforming the traditional methods [15, 16, 17, 18] with hand-crafted features. Different from the static image saliency detection that only needs to consider spatial cues in one image, VSP should also take into account the temporal cues to handle challenging motion scenarios across frames. The human eye's fixation mechanism is affected by subjective consciousness, which shifts the target of attention as the scene changes caused by camera motion, light change, scene scaling and fast target movement, etc. Complex motions from background and inconsistent foreground patterns together result in the difficulty of VSP. Hence, how to learn an effective spatiotemporal feature representation that can well guide attention orientation shift prediction under various scene transitions plays a key role in VSP.
Existing approaches for VSP [19, 20, 21, 21] often explicitly estimate opticalflow field between the reference frame and its adjacent frames to capture shortterm temporal information and then simply fuse the temporal and spatial information to complement their characteristics. STSConvNet [19] extracts temporal information using optical flow between consecutive video frames and investigates different ways to integrate spatial and temporal cues within a deep two-stream spatiotemporal network architecture for VSP. OM-CNN [20] leverages a CNNbased optical-flow estimation method to measure the motion intensity in all frames to solve dynamic consistence restriction. STRA-Net [21] makes use of two parallel DNN streams to extract the spatial and temporal cues with optical flows as input. Besides, the aforementioned methods further leverage LSTM or Gated Recurrent Unit (GRU) to capature the long-term temporal information across frames to learn effective spatiotemporal feature representations for VSP. OM-CNN [20] designs a 2C-LSTM architecture to learn temporal correlation of high-dimensional features for VSP. ACLNet [22] presents an attentive CNN-LSTM mechanism to predict human gaze, and encodes static attention to learn a dynamic salient representation by using frame-wise image saliency maps.
SalEMA [23] extends an image saliency structure to VSP by integrating a Con-vLSTM module and wrapping a convolutional layer with a temporal exponential moving average. STRA-Net [21] develops a spatiotemporal residual attentive network that leverages convolutional GRUs to model the attention transitions across video frames. Despite demonstrated success of widely applying LSTM or GRU to VSP, all the aforementioned methods only leverage forward sequence modeling that only captures the forward-frame information, while omitting the useful backward-frame cues that are also helpful to enhance the spatiotemporal feature representations. To address this issue, we design the Bi-ConvLSTM that makes full use of the forward and backward frame cues to learn a robust feature representation.
However, directly using LSTM or GRU to learn spatiotemporal representations from the simply fused short-term spatiotemporal cues cannot work well when the attention target appearances across frames suffer from severe distortions due to large and complex motions. An effective approach to address this issue is to employ multi-frame alignment technique to enhance feature representation, which has been widely applied in video super-resolution [24, 25, 26] for motion compensation. However, we have not found any work that applies feature alignment technique to VSP. To this end, we design a novel spatiotemporal alignment network to implement feature alignment between the reference frame and its adjacent frame via Dconv [27] . The aligned features are then fed into the Bi-ConvLSTM to learn a robust spatiotemporal feature representation for VSP.
In summary, our main contributions are summarized into threefold:
• A Muti-scale Deformable convolutional Alignment Network (MDAN) is designed to align the features across frames with the help of Dconv [27] .
To the best of our knowledge, this is the first work to apply Dconv to VSP.
• A novel Bi-ConvLSTM is introduced to effectively model the long-term attention shift across video frames, which makes full use of the long-term temporal context information in the forward and backward time directions.
• Extensive evaluations on four VSP benchmarks including DHF1K [22] , HollyWood2 [28] , UCF-sports [28] and DIEM [29] demonstrate the proposed method achieves competing performance against state-of-the-art methods.
Related Work

Computational Models for VSP
Existing VSP methods could be roughly grouped into two categories including static models [30, 13, 12, 10, 31, 14] and dynamic ones [32, 22, 33, 21] . With the help of large-scale eye-tracking labeled datasets for training, numerous DLbased static saliency models for VSP [30, 13, 12, 10, 31, 14] have been proposed and achieved remarkable performance boosting compared to the traditional approaches. eDN [30] follows an entirely automatic data-driven approach to perform a large-scale search for an optimal ensemble of deep CNN features, and then trains an SVM classifier to predict the saliency maps. DeepFix [13] , Deep-Net [12] and SALICON [10] DVA [14] is based on a skip-layer network structure, which estimates eye-fixation from multiple convolutional layers with various reception fields.
Another research branch of VSP focuses on simulating eye fixation behavior in dynamic scenes [32, 22, 33, 21] . The traditional dynamic approaches [15, 16, 17] leverage hand-crafted spatiotemporal features to model visual saliency, which cannot capture rich semantic information from the attention targets that is essential for accurate VSP. To address this issue, numerous DL-based dynamic saliency models [32, 22, 33, 21] have been developed with promising performance. SalGan [32] proposes a data-driven metric based VSP method that is trained with an adversarial loss function, yielding saliency maps that resemble the ground-truth. ACLNet [22] releases a benchmark dataset for predicting human eye movements during dynamic scene free viewing and proposes a CNN-LSTM network with an attention mechanism for VSP. SalEMA [23] introduces a conceptually simple exponential moving average of an internal convolutional state to modify existing network architectures for VSP. TASED-Net [33] designs a 3D fully-convolutional network structure and decodes the encoded features spatially while aggregating all the temporal information for VSP. STRA-Net [21] develops a residual attentive learning network architecture, which enhances the spatiotemporal features by a composite attention mechanism for VSP.
Deformable Convolutional Networks
The deformable convolutional network (DCN) proposed by [34] aims to enhance the capability of regular convolutions by learning additional offsets from its local neighborhood, and allows the network to adaptively capture more contextual information in a larger receptive field. DCNv2 [27] reformulates Dconv and introduces a modulation mechanism that expands the scope of deformation modeling through a more comprehensive integration of deformable convolution within the network. The superior performance of Dconv has been demonstrated in some other computer vision tasks including video super-resolution [25, 26] , object detection [35] , image classification [36] and crowd understanding [37] . TDAN and EDVR [25, 26] use Dconv to align features between the reference frame and its corresponding supporting frames for motion compensation in video restoration task. RepPoints [35] leverages Dconv to develop a flexible object representation for accurate geometric localization as well as semantic feature extraction. DHCNet [36] achieves better classification performance for hyperspectral image classification by applying the regular convolutions on the Dconv feature maps. ADCrowdNet [37] designs an attention-injective Dconv to address the accuracy degradation issue in highly-congested noisy scenes for crowd understanding task. :
Proposed Approach
Architecture Overview
where θ CNN denotes the whole network parameters to be optimized. f CNN con- different semantic levels, f align enables to well handle diverse motions across frames that can severely affect accurately predicting attention shifts in VSP.
Given a sequential of 2T + 1 frames with the reference frame t at the center, f align aligns the left-and the right-side T neighboring frames to the reference frame t, respectively and then fuses them to generate the enhanced reference frame features A t :
where θ align denotes the corresponding network parameters of MDAN to be optimized.
Although the features A t in (2) are strengthen by the features of the neigh- bouring frames, their representative capability will be severely affected when the attention targets suffer from severe distortions caused by long-term occlusions or large motions. To address this issue, we further design the Bi-ConvLSTM f Bi−ConvLSTM to maintain long-term visual attention stability, generating the enhanced spatiotemporal representation as:
where H f t and H b t denotes the forwardly and backwardly estimated hidden states for frame t, respectively. (11) and fed into the decoder network f decoder that is composed of a few convolutional layers and a bilinear upsamping layer, yielding the finally predicted saliency map of frame t:
where θ decoder is the parameters of the decoder sub-network to be learned. Figure 2 illustrates the architecture of MDAN, which progressively makes feature alignment in a coarse-to-fine manner through a set of deformable convolutional alignment modules (DAMs). MDAN can well capture large and complex motion information by adaptively sampling at multiple feature levels in a coarse-to-fine fashion, and does not need to explicitly estimate the motion fields as optical flow [19, 20, 21, 21] , thereby greatly reducing computational cost. Figure 3 shows the architecture of DAM that is based on Dconv [27] . In [27] , the Dconv that maps the input feature A to the output features maps A is defined as
Multi-scale Deformable Convolutional Alignment Network (MDAN)
where K denotes the number of sampling locations in a convolutional kernel.
For instance, if K = 9, p k ∈ {(−1, −1), (−1, 0), . . . , (1, 1)} defines a 3 × 3 convolutional kernel of dilation 1. ∆p k and ∆m k denote the learnable offset and modulation scalar at the k-th location, respectively. w k and p k denote the weight and pre-specified offset of the k-th position, respectively
We employ the Dconv (5) for feature alignment. Given the feature maps A tr and A tc at the reference frame t r and the current frame t c , respectively, we concatenate the features [A tr , A tc ] as input, and learn the offset and modulation scalar by
where ∆P = {∆p} and ∆M = {∆m}. f offset and f modulation are two networks consisting a few convolution layers with parameters θ offset and θ modulation , respectively. Afterwards, we replace A in (5) by A tc , generating the corresponding aligned feature maps A tc :
where ∆p tc ∈ ∆P tc and ∆m tc ∈ ∆M tc in (6) .
After introducing the DAM, we give the details of how to design the MDAN.
As shown in Figure 2 , given the reference frame t r and the current frame t c as input, we utilize a Siamese network architecture with the VGG16 [38] backbone network to extract their features. Specifically, we first select three differentlevel feature maps {A p3 tr , A p4 tr , A p5 tr } and {A p3 tc , A p4 tc , A p5 tc } of frames t r and t c , respectively, which correspond to their pool3, pool4 and pool5 layers in VGG16, respectively. Then, we progressively align the features of frame t c to those of frame t r in a coarse-to-fine manner. First, we feed the pairs {A pi tr , A pi tc }, i = 3, 4, 5 into the formula of DAM (7) , outputting the corresponding multi-level aligned features A pi tc , i = 3, 4, 5. Then, we fuse the multi-level aligned features progressively from top to bottom, yielding the enhanced aligned features as
Afterwards, we put A tc (8) and A tr ← A p3 tr into (7), yielding the output of MDAN A tc for frame t c . Finally, we concatenate all the aligned features { A tc } t+T tc=t−T and fuse them through a 1 × 1 convolution layer to yield the enhanced spatiotemporal features for frame t
where θ fusion denotes the weight parameters of the 1 × 1 convolutional layer.
Bidirectional ConvLSTM (Bi-ConvLSTM)
The aforementioned MDAN aligns the features between the reference frame and its left-and right-side neighbouring frames that can be viewed as a shorttime bidirectional spatial alignment process. However, video sequence may have large scene transformation and attention shift due to long-term occlusions or large motions, resulting in difficulty by only using short-term information from adjacent frames. We further strengthen the fused features A t (9) generated by MDAN through encoding long-term information across more frames, and leverage Bi-ConvLSTM to fully capture long-term spatiotemporal context information in bi-directions. In [39] , the ConvLSTM is formulated as:
where * is the convolution operator, • is the Hadamard product, σ denotes the Sigmoid function, and tanh denotes the hyperbolic tangent function. For different learnable parameters W , we do convolutions with input feature maps A t and hidden state H t−1 , respectively, and then sum them and feed into the Sigmoid function to obtain an input gate I t , an output gate O t and a forget gate F t . The memory cell C t plays the role of an accumulator of the state information by updating the ratio of memory and forgetting between the current and the previous moments, respectively. Finally, the hidden state H t is generated by pixel-wise multiplying the output gate O t by the memory cell C t rescaled by a tanh activation function.
The ConvLSTM can capture long-term information from the past frames well, but does not consider the rich information from the future frames that is helpful to further boost the performance of VSP. To this end, we design
Bi-ConvLSTM that captures both forward and backward long-range context information, yielding the final spatiotemporal feature representation for VSP:
where H f t and H b t denote the hidden states from forward and backward ConvL-STM units. Afterwards, the output features Y t are sent to the decoder network f decoder (4) to generate the predicted saliency map M t .
Loss Function
We leverage the loss function similar to that proposed by [10, 21] , which combines four loss terms related to saliency evaluation metrics. The loss function is formulated as: L(P , Q, G) = L NSS (P , Q) + L SIM (P , G) + L CC (P , G) + L KL (P , G), (12) where P denotes the predicted attention map, Q is the ground-truth binary fixation map, and G indicates the continuous ground-truth attention map.
L NSS originates from normalized scanpath saliency (NSS), which is introduced to the visual saliency field as a simple correspondence measure between saliency maps and ground-truth [40] . L NSS computes the average normalized saliency at fixated locations:
where µ(·) and σ(·) denote the mean and the standard deviation, respectively, N is the number of positive pixels belonging to Q.
L SIM is derived from the similarity (SIM) metric, which measures the similarity between two distributions and computes the sum of the minimum values at each pixel:
where P and Q are normalized to
L CC measures the correlation or dependence of two variables by linear correlation coefficient (CC):
where cov() means the covariance and σ(·) is the standard deviation.
L KL is from Kullback-Leibler (KL) divergence metric, which measures the difference between two probability distributions:
Experiments
Implementation Details
We adopt the frequently-used VGG16 [38] pre-trained on ImageNet [42] as the backbone network to extract three feature maps with different resolutions.
All the other parameters are trained from scratch except for the backbone network. The neighbor size of the reference frame is set to 2T + 1 = 5. Each video training batch contains 15 consecutive frames from the same video with batch size 4. We randomly select the video and its starting frame for each training sample. All the training frames are scaled to 256 × 320 pixels, and the surrounding pixels of the image are padded with 0 if its size does not match to 256 × 320 pixels. The ground-truth binary fixation mask and its continuous attention map are scaled to 128 × 160 pixels. We use the Adam optimizer [43] to learn the whole network parameters θ CNN in an end-to-end manner without 
Evaluation Datasets
We conduct extensive evaluations on four widely-used eye-tracking benchmark datasets. DIEM [29] : It has 84 videos that are collected from 50 participants which are widely used for studying human-eye fixation attention. Following [50, 21] , we select the same 20 videos as the testing set.
For fair comparison, we leverage the standard training strategy in [22] , 
Comparison Results
As [22, 23, 33, 21] , we use the widely-used evaluation metrics [56] to evaluate the comparative methods, including Normalized Scanpath Saliency (NSS), Similarity (SIM), shuffled AUC (s-AUC), linear Correlation Coefficient (CC) and AUC-J.
We compare the proposed approach with 19 saliency models, including 6 static models (ITTI [41] , GBVS [44] , SALICON [10] , Shallow-Net [12] , Deep-Net [12] , DVA [14] ) and 13 dynamic models (PQFT [45] , Seo et al. [46] , Rudoy et al. [47] , Hou et al. [48] , Fang et al. [49] , OBDL [50] , AWS-D [51] , OM-CNN [52] , Two-stream [19] , ACLNet [22] , SalEMA [23] , TASED-Net [33] , STRA-Net [21] ).
Among them, SALICON [10] , Shallow-Net [12] , Deep-Net [12] , DVA [14] , OM-CNN [52] , Two-stream [19] , ACLNet [22] and STRA-Net [21] are the DL-based models while the others are the traditional models.
Results on DHF1K
. We test our model on the testing set of DHF1K, which contains 300 videos without publicly released ground-truth annotations of human eye-tracking maps available. A public server is used to report the results on the test set. It is a fair and large test set for verifying the generalization capability of our model. Table 1 Results on HollyWood-2. As listed by Table 1 , the performance of our approach is superior to the other methods, especially in training setting (ii), our model achieves the best scores in terms of s-AUC, CC and NSS. The dataset mainly focuses on task-driven viewing mode whose contents are limited to human actions and movie scenes. Therefore, training with the same distribution of the training setting yields much better results. Figure 4 (b) shows a man opening the door from the car and going out, where our predicted saliency maps can more accurately track the salient objects than the saliency maps generated by the other methods.
Results on UCF sports. Compared to all the other models, the proposed method achieves the best or second-best performance in terms of all metrics under training setting (iii). For the other training settings, our method achieves comparative results compared to the top-performing methods such as ACLNet, SalEMA, TASED-Net and STRA-Net. Figure 4 (c) shows the scene where a man rides a horse in the desert. The salient targets we focus on at different times will change, and our predicted visual maps enable to precisely move the attention shift from horse to man compared to the other methods.
Results on DIEM. For evaluating the generalization capability of our model, we do not use any data of DIEM to train our model. Following [50, 21] , we evaluate our model on the testing set of DIEM, containing the first 300 frames of each video. Table 1 lists the quantitative results, which achieves competitive results compared to the other methods, especially under training settings (i) and (iv)
where the proposed method achieves the best or second-best performance in terms of almost all metrics.
Ablative Study
To further show our main contributions, we compare different variants of our model including those without Bi-ConvLSTM and replacing all Dconv in MDAN to regular convolution. Table 3 lists the results of ablative experiments on the UCF sports testing set under training setting (iii). We can observe that without Bi-ConvLSTM, the scores of all the metrics decline to some degree such as the AUC-J score drops from 0.921 to 0.9034 and the CC score reduces by Table 3 , which confidently validate that each component in Bi-ConvLSTM and MDAN has a positive effect to boost the performance of the proposed approach.
Conclusions
In this paper, we have presented an effective enhanced spatiotemporal alignment network for VSP, mainly including two novel module designs: the MDAN and the Bi-ConvLSTM. The MDAN makes multi-resolution feature alignment between the reference and its neighboring frames in a coarse-to-fine manner, which is good at handling various motions. Afterwards, the output features of MDAN are further enhanced by the Bi-ConvLSTM that fully captures the long-time temporal information in both forward and backward timing directions. Extensive experiments on four VSP benchmark datasets have clearly demonstrated superiority of the proposed method to state-of-the-art methods in terms of five metrics.
