Abstract. Carasso and Laurent studied a method for computing natural polynomial splines interpolating simple data. We discuss several similar methods which can be applied to numerical construction of more general interpolating splines, including Lg-splines interpolating Extended-Hermite-Birkhoff data.
Introduction.
Let x0 < Xi < ■ • ■ < xN+l. A natural polynomial spline of degree 2m -1 with knots at the {Xi\p+i and interpolating data (j',}*+1 at the knots is a function 5 with the properties There are a wide variety of computational schemes for numerical construction of such splines (see e.g.
[1], [3] , [5] , [6] , [9] , [10] , [11] , [12] , [15] and the references therein). Carasso and Laurent [3] proposed a certain factorization method which proceeds roughly as follows. Let six) = [six), ■ ■ ■ , s<2"'"1,(.x)]7' and R¿ = 5(x¡-r-), Lj = s(Xi~). Clearly, (1.2) and (1.4) provide m relations on the components of R0. But, in view of (1.1), it is easy to obtain (using the Taylor expansion) m relations on the components of Lx from those on R0. Furthermore, the smoothness property (1.3) at x1 and the interpolation condition permit the derivation of m relations on R¡ from those on L¡. Continuing this process, m relations can be found on all of the vectors l£,}f+1 and \Ri}1. Similarly, starting with LN+1 and proceeding backwards, a separate set of m relations on each of these vectors can be derived. Finally, for each i, the sets of relations can be combined to obtain 2m equations for the 2m components of the Li and Rit which, of course, determines the spline in each interval. The purpose of this paper is to discuss such factorization schemes in a general framework and to derive several explicit methods which can be utilized for the numer-ical construction of considerably more general interpolating splines, including, for example, Lg-splines interpolating Extended-Hermite-Birkhoff data.
Preliminaries.
The basic structural properties underlying the factorization method outlined in Section 1 for polynomial splines are shared by a wide class of generalizations (e.g. g-splines, L-splines, and Lg-splines; see Section 4). It is convenient to abstract these properties.
Let jc0 < Xi < • • • < Xx+t, and let i^lo"1"1 be 2m functions such that the Wronskian W(u0, ■ ■ ■ , i/2"_i)(x) > 0 for x E [x0, xN+1]. We consider construction of a spline function s(x) with the following properties (as before, we use the notation s(x) - Proof For example, from Corollary 2.2, we see that
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
As we remarked above, to construct a spline s satisfying (2.1)-(2.4) it suffices to find either L¿ or R{ for each i = 0, 1, • • • , N + 1. To this end, we now seek to find 2m conditions on the components of each of the L, and R{.
First, starting with the end condition RF0R0 = r0, we show how to find m conditions on each of the L¡ and R{. If we substitute R0 = TBpL^ in RF0R0 = r0, we get LF^Li = k with LFi = RF0TB0 and lx = r0 (since RFn ism X 2m so is LFU and these are the desired m relations on L¡). To find conditions on Ru consider 
LFj
. Si _ is 3w -z, by 2m. Suppose the rows of LFj are rearranged so that the last e¿ rows coupled with the 2m -z¿ rows of S¿ are linearly independent. Since S¡ is of rank 2m -Zj, 0 £1 e{ ^ z,. Now, using the 2m -z< rows of the matrix S, and the last e, rows from LFit we can eliminate the first 2m variables from the first m -z, of the equations. This leaves m -z¿ equations on the components of /?,-. Adding the z< equations ^¿/?, = 7¿, we have m equations on Rj which can be written RFiRi = rt. These steps can be repeated to go from m conditions on Rx to m conditions on L2, then to R2, and so on. We conclude there exist m X 2m matrices LFi, RF{ and mvectors /,, t*¿ such that In general, LFj = RFi^TBj^ and h = r,_x, f = 1, 2, • • • , TV + 1.
Conditions (2.11) and (2.12) were constructed by starting with the left end condition and proceeding forward (the F in RF is to remind us of that). A similar procedure starting with LBf,+lLM+1 = l'N+1 and proceeding backwards produces m X 2m matrices LB{, RBj and m-vectors /,', r'{ such that 
0J
and adding the relations AiL¡ = y¡. We assume for the remainder of the paper that if S,Lj = SiRt, then AjRj = yir if and only if AjLj = 7,. The following lemma will be needed later.
Lemma 2.4. Suppose R*{ is a vector satisfying (2.12) and (2.14). Then there exists a vector L*< satisfying (2.11) and (2.13). Conversely, given V\ satisfying (2.11), (2.13) there exists R* satisfying (2.12), (2.14).
Proof. Let R% satisfy (2.12) and (2.14) .We show how to construct L%. Let LF, be a Z; X 2m matrix formed by augmenting the last e, rows of LFj (cf. the discussion following (2.10)) in such a way that the matrix in (2.16) below is nonsingular. Let L*, be the solution of By the construction of (2.12), .RF^ = r< implies A{R*j = y{. Since StR*{ = SjL*, it follows that AjL* = yt. Now we claim LF¡L*j = /¿ and LBjL^ = l\. Indeed, suppose LFjL*, ;¿ I. Then 
4).
The matrix in (3.5) was obtained from LF, and S, by an augmentation process. In view of the uniqueness of the interpolating spline, we see that the solution of (3.5) must be unique, and so any augmentation must give the same solution. But this means that there is no freedom to choose different augmentations and we conclude that e{ = z, in the proofs of Corollary 2.3 and Lemma 2.4. Thus no augmentation is ever necessary in practice.
4. Applications. We recall the definition of Lg-splines [8] . Let L be an wth order differential operator, A = {A,-}" a set of linearly independent linear functionals on H™, and je?,}" a set of real numbers. An Lg-spline interpolating jc/,-}" with respect to A is a solution of For the smoothness matrices of (4.3), the condition S,L¿ = S,J?, clearly implies the first m components of L¿ and F¡ are the same. Thus, the hypothesis needed for Lemma 2.4 that /LL, = y¿ iff AiR¡ = 7, holds for these splines.
The matrices A¡, St, RF0, and LF^+i are considerably simplified for less general forms of data. For example, for HB data (see [8] 2. There are a variety of methods using bases for computing polynomial interpolating splines with Hermite data (cf. the discussions in [1], [3] , [5] , [6] , [8] , [9] , [11] , [15] ). These fall into two classes: methods where bases for the space of splines S are used and those where bases for the space L §> are used (called projection methods). For polynomial splines with Hermite data, convenient local-support bases have been found ( [5] , [7] , [11] ). Similar bases have been found for g-splines with Hermite-Birkhoff data [9] , but to date not for EHB data or for more general operators L. The projective methods [1], [3] , [6] can be used for L-splines with Hermite data [12] . (Projective methods have the drawback that bases (even local support bases) for LS, lead to nonlocal bases for S, with attendant conditioning problems.)
3. Methods for computing Lg-splines have a variety of practical applications; e.g. in constructing optimal quadrature rules (see e.g. Karlin [10, p. 83 ] and references therein) and solving two-point-boundary-value problems [2], [6] . An optimal method for boundary value problems of Golomb [6] requires the construction of Lg-spline corresponding to EHB data.
4. There are some obvious dual versions of Methods 1 and 3. Method 1' would involve solving~R F, RBi A Method 3' can be constructed by starting with x0; we compute R0 and proceed forward. It should be cautioned that the natural dual to Method 2 (that is, the use of RFi and LB, to determine L, and R,) would not be well defined. The reason is that both sets of m relations are obtained by adding the interpolating conditions to other sets of m -Zj relations.
5. The methods of Section 3 apply equally well to type III L-splines [14] . The periodic case (type IV) is not covered. It may be possible to develop factorization methods for the case of splines satisfying inequalities (see [8] ) rather than interpolating data exactly, and for smoothing splines (see [11] ).
The methods of Section 3 apply equally well to type III L-splines [14] . The periodic case (type IV) is not covered. It may be possible to develop factorization methods for the case of splines satisfying inequalities (see [8] ) rather than interpolating data exactly, and for smoothing splines (see [11] ).
6. The methods of Section 3 can be compared with each other and with other methods in the literature for efficiency. Without examining operation counts, it is clear that Method 3 requires only half the effort to set up that the other two do as the [LFj}* and {RBj}" are not needed. The actual operation counts for finding {LF,jf+1 depend on the complexity of the interpolation and smoothing conditions. For polynomial splines, the total operation count for any of the algorithms is of the order con Nm3, where con does not depend on N or m (but does depend on the algorithm). The storage required for the factorization method is of order Nm2. Local support basis methods use on the order of Nm storage if the band structure is accounted for, and A^2 otherwise. i = 0, 1, N.
