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ABSTRACT 
The matrix equation Y.5:fikAiXB k= C is discussed, based on the algebraic ap- 
proach of Djaferis and Mitter. 
1. INTRODUCTION 
This report will bring together and unify work on the general matrix 
equation 
r -1  s -1  
E E fiik A'XBk = C (1.1) 
i=0  k=0 
and on the special equations 
and 
AX - XB = C (1.2) 
X - AXB = C. (1.3) 
We assume that A, B, and C are matrices over an algebraically closed field 
K of size of size p x p, q x q, and p × q respectively, and that 
r -1  s -1  
f (x ,y )  = E E fikX'Y k (1.4) 
i=0  k=O 
is in K[x, y]. 
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Dja_feris and Mitter [4] introduced the following module structure on 
K p×q. Put 
a(x) = det(xI - A), b(y) = det(yI - B), 
and let 
• = (a(x) ,  b(y) )  
be the ideal in K[x, y] generated by the characteristic polynomials of A and 
B. For .f ~ K[x, y] given as in (1.4) and X ~ K pxq put 
r - l s  1 
( f+~)*X= • E f~k AIxBk" (1.5) 
i=0  k=0 
Then K p×q is a module over the ring K[x, y] /q ' ,  and (1.1) can be written as 
( f+  q')* X = C. If f+  q' is a unit in K[x, y] /q ' ,  then the solution of (1.1) is 
unique and is given by 
j m X=(g +'I')*C= EEg jm A CB , 
where g(x ,  y )  - i m - -  ~,~. .g jm x y such  that  
gf = 1 (mod q'). (1.6) 
In Section 2 we describe the approach of Djaferis and Mitter in detail and 
determine a polynomial g satisfying (1.6) from an auxiliary matrix equation 
which involves the companion matrices of a and b. As an application we 
obtain a bound for the rank of the solution X of (1.1), The equations (1.2) 
and (1.3) are studied in Section 3. Connections with the Bezoutian of a and 
b are made, which lead in Section 4 to proofs of Hermite-Fujiwara nd 
Schur-Cohn theorems on the root location of complex polynomials. 
The paper is intended to be self-contained. Only those references and 
results are cited which are directly related to our exposition. 
2. THE APPROACH OF DJAFERIS AND MITTER 
The left hand side of (1.1) can be viewed as a product of the polynomial .f 
in (1.4) and the matrix X ~ K p×q if we put 
r - i  s - i  
f ,X= E E fik AiXBk' 
i =0 k~O 
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Then for c ~ K, f ,  g ~ K[x,  y], and X,Y  ~ K p×q we have 
(i) c*X=cX,  
(ii) f * (X+Y)=f*X+f*Y ,  
(ifi) ( f+g)*X=f*X+g*X,  
(iv) ( /g )*  X = f * (g  * X). 
The Cayley-Hamflton theorem implies a(x)*  X = 0 and b(y)*  X = 0. Hence 
d .X=0 for all d~t ' .  Thus K p×q becomes a module over the ring 
K[x ,  y ] /q t  if we define, as in (1.5), 
=y,x.  
It is obvious that (1.1), i.e. ( f+  ~P)* X = C, has a unique solution if f+  't' is 
invertible. 
The following lemma identifies a unique representative in each coset 
h + eg. Recall that p = deg a and q = deg b. 
LEMMA 2.1 [4]. For each h ~ K [ x, y] there exists a unique polynomial 
p-I q-I 
r(x,y)= Z E /t=0 ~=0 
such that h = r (mod ~) .  
Let  
0 --a° / 
1 -a  1 
1 -ap_  1 
be the companion matrix of a(x)  = a o + a lx  + • • • + av_ lxV-1  + x v. Then 
(1, x . . . . .  xV-1)x  '=  - (1, x . . . . .  xV-1)F~ (mod ~P), (2.1) 
where the congruence is meant to hold entrywise. 
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be the companion matrices of  a and b. The polynomial 
satisfies 
i f  and only i f  
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Let f ~ K[x, y] be given as in (1.4), and let F a and F b 
Proof. Besides (2.1) we have 
T k yk(1,y ..... yq-1) r - (F  b) (1, y . . . . .  yq-1) r. 
Therefore (1.5) is equivalent to 
(1,x . . . . .  x p- l )  Y'~fikF~G(Fr)k(1, y ..... yq x) r 
i,k 
= 1 = (1, x . . . . .  xP-1)(1,O . . . . .  0)r(1,O . . . . .  0)(1, y ..... yq- l )  r, 
which is the same as (2.2). • 
The theorem below contains a set of conditions which are equivalent to 
the universal solvability of (1.1). It will also yield the solution in an explicit 
fo rn l .  
We denote by V(f(x, y) the variety of f in K 2, i.e. 
v(f(x,y)) = ((-, B) K tf(-, =o}  
fg - 1 (mod q') (1.5) 
r -1  s -1  
~,, ~_~ fikFjG(F~) k = (1,0 . . . . .  0)r(1,0 . . . . .  0) ,  ×q.  (2.2) 
i=0  k=O 
p- lq - -1  
la r )T 
g(x ,u )  = E E gt,~ x Y =(1 ,x  . . . . .  xP - l lG(1 ,  y . . . . .  yq-1 
g=O v=0 
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THEOmEM 2.3. The following statements are equivalent: 
(1) The equation (1.1) has a unique solution for all C e K p×q. 
(2) f(A, !~ ) ~ 0 for all eigenvaIues A of  A and for all eigenvalues p orB. 
(3) V( f (x ,y ) )N  V(a(x ) )N  V(b(y ) )=O.  
(4) f+  gl is a unit in K[x, g]/xt'. 
(5) The equation 
r -1  s -1  
~., ~_, f lkF'Y(F~)k=(1,O,. . . ,O)r(1,O ..... O) 
i =0  k=0 
is consistent. 
Proof. In Lemma 2.2 we have shown (4) ~ (5). We now follow the proof 
in [4]. 
(1) =, (2): Suppose f ( t , /~)  = 0 and urA = tu  r, u ¢ 0, Bw = txw, w ¢ O. 
Then X = urw is a solution of EEf~kA~XB k = 0. Because urw ¢ O, this 
solution is not unique. 
(2) = (3): Obvious. 
(3) = (4): If the polynomials f(x,  y), a(x), and b(y) have no common 
zero, then according to Hilbert's Nullstellensatz 
f (x ,  g)g(x ,  y) + a (x )s (x ,  g) + b(g) t (x ,  y) = 1 
for some g, s, t ~ K[x, y], and we have (1.5). 
(4) = (1): If ( f+  if,)-1 = (g + xt, ) exists, then 
x -- (g  + • c (2 .3)  
is the unique solution of (1.1). 
The following notation allows us to express the solution (2.3) in concise 
form. For 
L ~ K pxt and R ~ K t×q (2.4) 
put 
S,(A, L)  -- ( L, AL ..... Ar- IL ) (2.5) 
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R 
Q(B,R) = R B 
RB'~- 1 
(2.6) 
THEOREM 2.4 [4, 12, 10]. 
(a) Let (1.1) have a unique solution for all C, and let 
m-ln - I  
g(x,y)-- E (2.7) 
~=0 v=0 
be a polynomial which satisfies 
fg --- 1 (mod q'). (1.5) 
Then the solution X of  (1.1)/s given by 
m-- I  n - I  
X= E E g.~ A~CB~' (2.8) 
/x~O v~O 
Let G = (g~v) be the m × n matrix which generates g(x, y). I f  C = LR with 
L and R as in (2.4), then 
X = Sm(A, L ) (G®It )On(B,  R).  (2.9) 
(b) There exists a unique polynomial g ~ K [ x, y ] such that (1.5) holds 
and m = p and n = q in (2.7). The corresponding matrix G satisfies 
r -1  s - I  
~, ~_, fikFiG(F[)k=(X,O ..... o)r(l,O ..... 0), 
i~0  k=0 
In the case of r = p and s = q we omit the subscripts r and s in (2.5) and 
(2.6). Thus S(A, L) is the controllability matrix of the pair (A, L), and 
O(B, R) is the observability matrix of (B, R). The pair (A, L) is controllable 
if the rank of S(A, L) is maximal. 
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where F a and F b are the companion matrices of the characteristic polynomials 
of A and B. 
Proof. It is only the step from (2.8) to (2.9) which requires a comment. 
As usual, G®C = (g~C) is the Kronecker product of G and C. Then we 
have in (2.8) 
I 
X=( I ,A  ..... Am-')(G®C) B. 
= Sm(A , I ) (G®C)Q(B,  I). (2.10) 
If C=LR then G®C=(I®L)(G®I)(I®R). Furthermore Sm(A,L)= 
Sm(A, I)( I®L) and On(B, R)= (I®R)Q(B, I). Hence (2.10) implies (2.9). 
By the Cayley-Hamilton theorem we have rank Sm(A, L) <~ rank S(A, L) 
and rank O,( B, R ) ~ rank O( B, R ). The bound (2.11) on the rank of X is 
then obvious from (2.9). We want to give another proof of (2.11) which will 
be used in Section 3. 
TnEom~M 2.5 [10]. Assume C= LR, and let (1.1) have a unique 
solution X. Then 
rank X ~< min(rank S(A, L),rank O(B, R)).  (2.11) 
Proof. Given the pairs (A, L) and (B, R), there exist nonsingular matri- 
ces Q and T (see e.g. [8]) such that 
Q Q:(A1 Axe} 
0 A~ ' Q-1L= 1 , Al~KVl×vl ' Lt~KVl×t ' 
and 
B O) 
TBT-I= B21 B~ ' RT- I=(RI 'O) '  Bl~Kql×q~ , R1EKt×ql, 
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Let 
v~ = rank S(A, L), 
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ql = rank O(B, R). (2.12) 
Q-1XT-1 .= XI 
X21 
be partitioned conformably. The block X 2 
homogeneous equation 
i k ~f ,  kA2X2B2 = o. 
There{ore X 2 = 0, which in turn yields X12 = 0 and X21 = 0. Hence 
Q-1XT-I=( xlO ~) ' X1EKPI×qI~ 
and (2.11) follows from (2.12). 
xl ) 
X2 
is the unique solution of the 
. 
and 
TWO SPECIAL EQUATIONS 
In this section we consider the equations 
AX - XB = C (1.2) 
x - AXB = C.  (1 .3 )  
For (1.2) we shall obtain an explicit form of the solution which involves the 
Bezoutian of a and b, the characteristic polynomials of A and B. In the ease 
of rank C = 1 we shall see that (2.11) becomes an equality. 
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To (1.2) the polynomial .f(x, y )= x -y  is associated, and the condition 
(2) of Theorem 2.3 means that a and b are coprirne. To (1.3) belongs the 
polynomial f (x ,  y) = 1 - xy. If ~ is the reverse polynomial of a, i.e. 
a (x)  = xPa(x-1), 
then the conditions of Theorem 2.3 are equivalent to the coprimeness of 
and b. 
We discuss (1.2) first. A polynomial g(x, y) which satisfies 
(x - y)g(x,  y) - 1 (mod q') (3.1) 
can be constructed as follows [4]. Put 
a(x)b(y )  - a (y )b (x )  
y) = (3.2) 
x- -y  
Then y ~ K[x, y] is of degree less than m = max( p, q} in x and y, and 
~,(x, y) = (1, x . . . . .  xm-~)F(a,  b)(1, y .. . . .  ym-~) T. 
The matrix F(a, b) is the Bezoutian of a and b. We assume (a, b) --- 1, i.e. 
a(x)a (x )  + b(x ) f l (x )  = 1 (3.3) 
for some or, fl ~ K[x]. In the following all congruences are rood (a(x), b(u)). 
From (3.3) we obtain 
b(x) f l (x )  =1 and a(y)a(y) - - -1 .  
The definition (3.2) of y implies 
(x -  y )y (x ,y )  =- - a (y )b (x ) .  
Therefore (x - y)fl(x)3,(x, y)a(y)  = - 1, and 
g(x ,  = (3.4) 
has the property (3.1). 
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THEOm~M 3.1. Assume that A and B have no common eigenvalues. I f  
C = LR is a factorization as in (2.4), then 
X= -b (A) - tSm(A,L ) [F (a ,b )®I t ]Om(R,B)a(B)  - '  (3.5) 
is the unique solution of (1.2). The matrix F(a, b) is the Bezoutian of a 
and b. 
From (3.3) we deduce t~(A)=b(A) -t and a(B)=a(B) -1. Proof. 
Therefore 
X=g.C=-b(A) - I (7*C)a(B)  ' 
and T * C can be written as in (2.9). • 
TI~EOaEM 3.2 [3]. I f rankC=lwi thC=I r ,  l~KP×l , r~Kl×q,  andif  
the solution X of (1.2) is unique, then 
rank X = min { rank S ( A, l), rank O(B, r ) }. (3.6) 
Proof. From the proof of Theorem 2.5 it can be seen that there is no loss 
of generality in assuming rankS(A, l )=p  and rankO(B,r)= q. Then both 
S(A, l) and O(B, r) are nonsingular. Suppose p ~< q. Then (3.5) becomes 
X = - b(A) - I[S(A, l), M] r(a, b)O(B, r)a(B) - '  
with M=(APl ..... Aq-ll). It is well known (see e.g. [5]) that F(a,b)  is 
nonsingular if a and b are eoprime. Hence rank X = p = rain( p, q } and the 
proof is complete. • 
For the equation X - AXB = C and f(x, y) = 1 - xy, a polynomial h(x, y) 
is required such that 
(1 - xg)h(x, g) - 1 (mod q'). (3.7) 
The assumption is
(a ,b )= l  and (5, b )= l .  (3.8) 
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We proceed as in [4]. Again put m = max{ p, q }. Assume first m = q. As 
xq-Pa(x )b(y )  - a (y )~, (x )  
~r( x ,  y )  = 1 - xy  (3.9) 
is a polynomial of degree less than m in x and y, it can be written as 
m-- l \  T rr(x, y) = (1, x .....  xm-1)I I(1, y .. . . .  y ) (3.10) 
with (1) 
II = . - "  F(5, b) ~ K m×'n, (3.11) 
1 
where F(8, b) is the Bezoutian of 5 and b. If m = p, we put 
yP-qa(x)b(y)-5(y)b(x) 
~(x ,y )= (3.12) 
1-  xy 
Then again ~r ~ K[x, y] and (3.10) holds, now with 
H=r(a,~)( 1 1 
Clearly H is nonsingular ff and only ff (3.8) holds, both (3.9) and (3.12) imply 
(1 - xy ) . (x ,  y )  - - b (x )a (y ) .  
From (3.8) follows 
a(x)ax(x)+b(x)f l(x)=l (3.13a) 
and 
t~(y)a(y) + b(y)fll(y ) = 1 (3.13b) 
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for some polynomials a, fl, ai, fli. Hence b(x)f l (x)~ 1 and 5(y)a(y)  ~ 1, 
and (1 - xy)f l (x)~(x,y)a(y)  ~ - 1. Thus 
h(x ,y )  = - f l (x )~(x ,y )a (y )  
satisfies (3.7). From (3.13) follows f l(A) =/9(A) -1 and a(B) = 5(B) -I. With 
the notation (2.4) and (2.6) we have a solution of (1.3) in closed form. 
THEOREM 3.3. I f  X - AXB = LR has a unique solution, then 
X= -T ) (A) - ISm(A,L ) (H®It )Om(B,R)~(B)  -~ (3.14) 
The next result is analogous to Theorem 3.2 and can be proved along 
similar lines. 
THEOREM 3.4 [10]. I f  the solution of  
X -  AXB = It, 1E K pxl, 
is unique, then the rank of X is given by (3.6). 
r E K lxq, 
4. LYAPUNOV MATRIX EQUATIONS; THE HERMITE-FUJIWARA 
AND THE SCHUR-COHN MATRIX 
The module theoretic approach we described in Section 2 originated with 
Kalman's work on algebraic stability criteria for polynomials [6, 7]. We take 
up this subject here and use the representations (3.5) and (3.14) together with 
inertia theorems to give short proofs of two classical results on root location of 
polynomials. 
DEFINITION 4.1. For a polynomial a ~ C[x] the inertia (with respect o 
the imaginary axis) is defined by In(a) --- (~r, ~, 8), where ~r, u, and 8 are the 
numbers of roots of a with positive, negative, and vanishing real part 
respectively. For a complex matrix A with characteristic polynomial a(x) we 
put 
In(A) = In(a) .  
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The inertia of a matrix A is related to the inertia of a hermitian matrix X 
by a Lyapunov matrix equation. 
THEOVmM 4.2 [1, 9]. Let A and L be two complex matrices uch that the 
pair ( A, L) is controllable. I f  X is a hermitian matrix which satisfies 
then 
AX + XA* = LL*, (4.1) 
In(A ) = In(X) .  (4.2) 
Let a(x)= ~,~_oaix , a u ---1, be a given complex polynomial. We take 
A = F~ and L* = el* =(1 ,0  . . . . .  0) in (4.1) and put 
D = d iag(1 , -1 ,1  . . . . .  (-1)"-1). 
It is easy to see that S(F~, el) = (e 1, F~el,..., Fa p- lel) = I and O( -- Fa*, el*) 
= D. Assume that 
FaX - X( - F~* ) = ele ~' (4.3) 
has a unique solution, i.e. that a(x) and d(x )= 5( -  x) are coprime. Note 
that 
P 
( -  1)Pd(x) = ~] ( -1 )  p-'-a,x' 
i=0  
is the characteristic polynomial of - F~*. The matrix 
n = r(a, d)D (4.4) 
is called the Hermite-Fujiwara matrix associated with a (see e.g. [2]). H is 
hermitian, since 
a(x)d(y ) -a ( -y )d ( -x )  
(1, x . . . . .  xp-  1)H(1, y . . . . .  yp-1)  = 
x+y 
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Clearly H is nonsingular if and only if 
(a, d) = 1. (4.5) 
THEOREM 4.2 (see e.g. [2]). Let a be a monic polynomial with the 
property (4.5), and let H be the Hermite-Fujiwara matrix (4.4) of a( x ). Then 
In(a) = In( - n) .  In other words, the number of roots of a(x) in the left 
(right) half plane is equal to the number of positive (negative) eigenvalues 
of  H. 
Proof. By (3.5) the solution X of (4.3) has the form 
X = - a( - F~)-1S(Fa,e , )F(a ,d)O(  - Fa*,e~)a ( - Fa* ) - '  
Put M= d( -  F~) -~. Then X = -MHM*.  As M is nonsingular, we have 
In(X) = In( - H). From (4.2) follows In(a) = In(F~) = In(X). • 
The stability theory of discrete-time systems x(t +1)= Ax(t)  is con- 
cerned with the location of eigenvalues of A with respect o the unit circle. 
DEFINITION 4.3. Let a ~ C[x] be a polynomial which has k, T, 7/ roots 
with modulus less than, greater than, and equal to 1 respectively. Then the 
d-inertia of a is defined by d-In(a)= (k, T, ~1). If the characteristic polyno- 
mial of a complex matrix A is a(x), then we define d-In(A) = d-In(a). 
THEOREM 4.4 [11]. Let (A, L) be a pair of complex matrices which is 
controllable. I f  X is a hermitian solution of 
X -  AXA*= LL*, 
then 
d-In(A) = In(X ). (4.6) 
Our target is a formula for the solution of 
X - F~XFa* = ele ~ . (4.7) 
We assume 
(~, d) = 1, (4.8) 
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where ~i(x)= E~ix i and a (x )= xPa(x-t). The Schur-Cohn matrix P is the 
matrix 1-I in (3.11) with b = d, 
p= 
1 / 
• " r (a ,  
1 
1 
~). (4.9) 
Hence 
(1,x . . . . .  xP-1)P(1, y .. . . .  t /p-1)= 
a(x)~(y)  - ~(y )a (x )  
1 - xy 
and P is nonsingular ff and only if (4.8) holds. 
THEOREM 4.5 (see e.g. [2]). Let a ~ C[x] be a monic polynomial with 
the property (4,8). Then 
d-In(a) = In( - P) ,  
where P is the Schur-Cohn matrix (4.9) of  a(x ). 
Proof. Put M*=~(Fa*) -x. We see from (3.14) that X= -MPM* is 
the solution of (4.7). The inertia result (4.6) yields In ( -P )=In(X)= 
d-In(Fa) = d-In(a). • 
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