In the present paper, we introduce Stancu type generalization of Baskakov-Schurer-Szász operators based on the q-integers and investigate their approximation properties. We obtain rate of convergence, weighted approximation and Voronovskaya type theorem for new operators. Then we obtain a point-wise estimate using the Lipschitz type maximal function. Furthermore, we study A-statistical convergence of these operators and also, in order to obtain a better approximation.
Introduction and Preliminaries
The q -calculus has played an important role in the field of approximation theory since last three decades. In the year of 1987, Lupas was the first to apply the q -calculus in approximation theory. He introduced the q -analogue of the well known Bernstein polynomials [11] . Another remarkable application of the q -calculus advented in the year of 1997 by Phillips [12] . He used the q -calculus to define another interesting q -analogue of the classical Bernstein polynomials. Ostrovska [19] obtained more results on the q -Bernstein polynomials. In recent years, many studies have been done related to this subject [2] , [3] , [8] , [9] . For f ∈ C[0, ∞) , a new type of Baskakov-Szász type operators proposed by Gupta and Srivastava [10] which is defined as
where
It is observed from [10] that these operators reproduce only the constant functions. In the last decade lots of work has been done on q -operators and approximation by different types of summability operators. We refer the recent work in this direction due to Aral [1] and Mursaleen et al [16] , [17] , [18] .
The q -integer [n] q , the q -factorial [n] q ! and the q -binomial coefficients are defined by (see [11] )
[n] q := 1−q n 1−q , if q ∈ R + \ {1}
nn, if q = 1, for n ∈ N and [0] q = 0,
There are two q -analogues of the exponential function e z , defined as (see also [11] ):
For | z |< In particular, for u ∈ Z , K(A, u) = q u(u−1) 2 and K(A, 0) = 1 . In [21] , Yüksel introduced the q -Baskakov-Schurer-Szász type operators S q n,p ( f ; x), which was generalization of (1) . 
Operator and some auxiliary results
Let p, k ∈ N, n ∈ N \ {0}, A > 0 and f be a real valued continuous function on the interval [0, ∞). For every n ∈ N, 0 < q < 1 and
We introduce the Stancu type generalization of q -Baskakov-Schurer-Szász type linear positive operators as
In case q = 1 , α = 0 , β = 0 and p = 0 , the above operators reduce to the operators (1). For α = 0 , β = 0 the operators (3) reduce to the operators (2).
Lemma 2.1. (see [21] ). For S q n,p (t m ; x) , m = 0, 1, 2 , one has n,q,p ( f ; x) be given by (3) . Then the followings hold: Proof. (i)
.
Lemma 2.3. For every q ∈ (0, 1) , and p ∈ N, we have
Lemma 2.4. For every x ∈ [0, ∞), we have 
Direct Theorems
In this section, we prove some direct theorems for the operators S Proof. First, we suppose that lim n→∞ q n = 1 . Then we will show that S (α,β) n,q n ,p ( f ; x) converges to f uniformly on [0, A] . Note that for 0 < q n < 1 and q n → 1 for n → ∞ , we get [n + p] q n → ∞ as n → ∞ . Now it can be easily seen that
Using this and the Lemma 2.2, we find that
Therefore, the Korovkin's theorem proves that the sequence S
We shall prove the converse by the method of contradiction. Suppose that the sequence (q n ) does not converge to 1 . Then there must exist a subsequence (q n i ) of the sequence (q n ) such that q n i ∈ (0, 1) ,
n,q n ,p (t; x) from Lemma 2.2, then we get S
, which is different from x when i → ∞ , which contradicts our supposition. Hence, lim n→∞ q n = 1 . Thus the theorem is completely proved. Theorem 3.2. (Voronovskaja type theorem) Let f ∈ C γ [0, ∞) and q n ∈ (0, 1) be a sequence such that q n → 1 and q n n → 0 as n → ∞ such that f , f ∈ C γ [0, ∞) and x ∈ [0, ∞), then we have
Proof. By Taylor's formula, we have
where r(t, x) is the Peano form of the remainder and lim t→x r(t, x) = 0 . Applying S (α,β) n,q,p ( f ; x) to the both sides of (4), we have
Now, we will show that [n] q n S (α,β)
n,q n ,p ((t − x) 2 r(t, x); x) → ∞ when n → ∞ . By using the Cauchy-Schwarz inequality, we have
We observe that r 2 (x, x) = 0 and r 2 (·, x) ∈ C γ [0, ∞) . Then, it follows that
uniformly with respect to x ∈ [0, A] , where A > 0 . Now from (5), (6) and Lemma 2.4 , we obtain
Now from (7) and Lemma 2.4, we get the required result.
Local approximation
For C B [0, ∞), let us consider the following K -functional:
where δ > 0 and
, there exists an absolute constant C > 0 such that
is the second order modulus of smoothness of f ∈ C B [0, ∞) . The usual modulus of continuity of f ∈ C B [0, ∞) is defined by
, and q ∈ (0, 1) . Then for every x ∈ [0, ∞) , we have
Proof. Introduce auxiliary operators as follows:
In the light of the Lemma 2.2, it can be easily seen that S (α,β) n,q,p (1; x) = 1 and S (α,β) n,q,p (t; x) = x . Now from the Taylor's formula, for ∈ W 2 , we can write
Applying the operators S (α,β) n,q,p to both sides of the above equation, we get
Therefore, we will have
In view of (9), we obtain
By Lemma 2.5
On taking the infimum of the right hand side running over all ∈ W 2 and using the definition of the Peetre's functional, we get (8), we obtain
Now in view of
and this completes the proof of the theorem.
Theorem 4.2.
Let f ∈ C γ [0, ∞), q n ∈ (0, 1) , such that q n → 1, as n → ∞ and ω a+1 ( f, δ) be its modulus of continuity on the finite interval [0, a + 1] ⊂ [0, ∞). Then, we have
where β n,q n (x) is defined in Lemma 2.3.
Proof. For x ∈ [0, a] and t > a + 1, since t − x > 1, we have
Thus, by applying the Cauchy-Schwarz inequality, we have
Choosing δ = β n,q n (x) we have desired result.
Weighted approximation
The weighted Korovkin-type theorems were proved by Gadzhiev [7] . A real function γ(x) = 1 + x 2 is called a weight function if it is continuous on R and lim |x|→∞ γ(x) = ∞, γ(x) ≥ 1 for all x ∈ R.
Let B γ [0, ∞) be the set of all functions f defined on the positive real axis satisfying growth condition | f (x) |≤ M f γ(x) , where M f is a constant depending only on f . B γ [0, ∞) is a normed space with the norm f γ = sup{| f (x) | /γ(x) : x ≥ 0} , for any f ∈ B γ [0, ∞) . C γ [0, ∞) denotes the subspace of all continuous functions in B γ [0, ∞) and C * γ [0, ∞) denotes the subspace of all functions f ∈ C γ [0, ∞) for which lim |x|→∞ ( f (x)/γ(x)) exists finitely.
Theorem 5.1. Let q n ∈ (0, 1) be a sequence such that q n → 1 as n → ∞ . Then, for every f ∈ C * γ [0, ∞) , we have
Proof. Using theorem in [6] , we see that it is sufficient to verify the following three conditions
Since, S (α,β)
n,q n ,p (1; x) = 1 , the first condition of (10) is satisfied for r = 0 . Now,
which implies that the condition in (10) holds for r = 1 . Similarly, we can write
holds for r = 2 .
Theorem 5.2. Let α > 0 , q n ∈ (0, 1) sequence such that q n → 1 as n → ∞ and f ∈ C * γ [0, ∞) . Then, we have
Proof. Let x 0 ∈ [0, ∞) be arbitrary but fixed. Then
) α . Let ε > 0 be arbitrary. We can choose x 0 to be so large that
In view of Theorem 3.1, we obtain
Using Theorem 4.2, we can see that the first term of the inequality (11), implies that
Combining (12) and (14), we get the desired result.
For f ∈ C * γ [0, ∞) , the weighted modulus of continuity is defined as
, then for sufficiently large n , we have
where λ ≥ 1 , δ n = max{α n , β n , γ n } and K is a positive constant independent of f and n .
Proof. From the definition of Ω γ ( f ; δ) and Lemma 5.3, we have
Now, applying the Cauchy-Schwarz inequality to the second term on the right hand side, we get
From Lemma 2.2
for sufficiently large n,
where C 1 is a positive constant. From (16) , there exists a positive constant
, for sufficiently large n . Proceeding similarly,
for sufficiently large n , where C 2 is a positive constant. So there exists a positive constant K 2 such that S
, where x ∈ [0, ∞) and n is large enough. Also, we get
Hence, from (15) , we have
If we take δ n = max{α n , β n , γ n } , then we get
for sufficiently large n and x ∈ [0, ∞) . Hence, the proof is completed.
Point-wise estimates
In this section, we establish some point-wise estimates of the rate of convergence of the operators S (α,β) n,q,p . First, we give the relationship between the local smoothness of f and local approximation. We know that a function f ∈ C[0, ∞) is in Lip M (η) on E , η ∈ (0, 1] , E be any bounded subset of the interval [0, ∞) if it satisfies the condition
where M is a constant depending only on η and f .
where M is a constant depending on η and f , and d(x, E) is the distance between x and E defined as d(x, E) = inf{| t − x |: t ∈ E} .
Proof. Let E be the closure of E in [0, ∞) . Then there exists at least one point
By our hypothesis and the monotonicity of S (α,β) n,q,p , we get
Now, applying Hölder's inequality with p = 2 η and 1
from which the desired result immediate.
Next, we obtain the local direct estimate of the operators defined in (3), using the Lipschitz-type maximal function of order η introduced by Lenze [14] as
Theorem 6.2. Let f ∈ C B [0, ∞) , 0 < η ≤ 1 and q n (0, 1) such that q n → 1 as n → ∞ . Then for every x ∈ [0, ∞) , we have
Proof. In the light of the Lemma 2.2 , we have
and in view of (17) , we have
When we use the Hölder's inequality with p = 2 η and 1
Thus, the proof is completed.
Statistical convergence
Kolk [13] introduced the notion of A -statistical convergence by taking an arbitrary nonnegative regular matrix A . Let A = (a nk ) be a non-negative infinite summability matrix. For a given sequence x := (x) n , the A -transform of x denoted by Ax : (Ax) n is defined as
a nk x k , provided the series converges for each n . A is said to be regular if lim n (Ax) n = L whenever lim n (x) n = L . Then x = (x) n is said to be A -statistically convergent to L , i.e., st A − lim n (x) n = L if for every ε > 0 , lim n k:|x k −L|≥ε a nk = 0 . If we replace A by C 1 then A is a Cesaro matrix of order one and A -statistical convergence is reduced to the statistical convergence [5] . Similarly, if A = I , the identity matrix, then A -statistical convergence is called ordinary convergence. Now we take a sequence q n such that q n ∈ (0, 1) satisfying the following:
Theorem 7.1. Let A = (a nk ) be a non-negative regular summability matrix and q n be a sequence satisfying the above conditions. Then for any f ∈ C γ [0, ∞) , we have
Proof. Let e i (x) = x i , where i = 0, 1, 2 . Then, from Lemma 2.2 (i), we have
n,q n ,p (e 0 ; ·) − e 0 = 0. 
and in view of (18) , we have
Now, for a given ε > 0 , let us define the following sets:
n,q n ,p (e 1 ; ·) − e 1 ≥ ε ,
The containment U ⊆ U 1 ∪ U 2 is obvious which in turn implies that n,q n ,p (e 2 ; ·) − e 2 = 0.
This completes the proof.
Theorem 7.2.
Let A = (a nk ) be a non-negative regular summability matrix and q n be a sequence satisfying (18) . For each ε > 0 , let us define the following sets:
n,q k ,p (e 1 ; ·) − e 1 ≥ ε ,
