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Introduction
Let O n := {U ∈ R n×n : U t U = U U t = I n } and SO n := {U ∈ O n : detU > 0} be the sets of n × n orthogonal matrices and n × n special orthogonal matrices respectively. For any A ∈ R n×n , we define the special orthogonal orbit of A by O(A) := {U AV : U, V ∈ SO n }.
It is clear that every element in O(A) has the same collection of singular values and the same sign of determinant. In [9] , Thompson studied the set of diagonals of the matrices in O(A), and in [8] , Miranda and Thompson studied the characterizations of extreme values of L(O(A)) where L : R n×n → R is a linear map.
A set S is said to be star-shaped with respect to c ∈ S if for all 0 ≤ α ≤ 1 and x ∈ S, αx+(1−α)c ∈ S. The c is called a star center of S. In this paper, we shall study the star-shapedness of images of O(A) under arbitrary linear maps L : R n×n → R ℓ . In fact the study of linear images of matrix orbits is a popular topic. If A, C are n × n complex matrices and U n denotes the group of n × n (complex) unitary matrices, then the (classical) numerical range of A, denoted by W (A), and the C-numerical range of A, denoted by W C (A), are simply the images of the unitary orbit of A, denoted by U n (A) := {U * AU : U ∈ U n }, under the linear maps X −→ tr(E 1 X) and X −→ tr(CX)
respectively, where E 1 is the diagonal matrix with diagonal entries 1, 0, ..., 0. It has been proved that W (A) is always convex and W C (A) is always star-shaped (see [1] , [2] , [10] ). Many results on the convexity and the star-shapedness of other generalized numerical ranges, which can be expressed as some particular linear images of U n (A), have been obtained (e.g., see [1] , [3] , [4] , [5] , [6] , [11] , [12] ). Our paper is organized as follows. In Section 2, we study an inclusion relation of L(O(A)) with L : R n×n → R ℓ and n ≥ 2 ℓ−1 . We then apply the inclusion relation to show that L(O(A)) is star-shaped for general A and L : R n×n → R ℓ where n ≥ 2 ℓ−1 . In particular, the star-shapedness holds for L(O(A)) with L : R n×n → R 2 and n ≥ 3. Moreover, we shall extend our results to linear images of the following joint (real) orthogonal orbits, where G = O n or SO n . In Section 3, we study boundary points of L(O(A)) with L : R n×n → R 2 . When A ∈ R n×n has distinct singular values, we shall discuss the conditions on U, V ∈ SO n under which L(U AV ) will be a boundary point of L(O(A)). Then we show that the intersection of L(O(A)) and any of its supporting lines is path-connected. Combining the result in Section 2, convexity of L(O(A)) for L : R n×n → R 2 then follows. This result was proved by Li and Tam [7] with a different approach. We shall also discuss the convexity of linear images of joint orthogonal orbits.
Star-shapedness of linear image of O(A)
The following is the first main theorem in this section. Theorem 2.1. Let ℓ ≥ 3. For any A ∈ R n×n and any linear map L :
is star-shaped with respect to the origin.
We need some lemmas to prove Theorem 2.1. Note that any linear map L : R n×n → R ℓ can be expressed as L(X) = tr(P 1 X), ..., tr(P ℓ X) t for some P 1 , ..., P ℓ ∈ R n×n . For convenience, for M ⊆ R n×n and any P 1 , ..., P ℓ ∈ R n×n , we define
For A, P 1 , ..., P ℓ ∈ R n×n , we let S A (P 1 , ..., P ℓ ) be the set containing (P
. This definition is motivated by Cheung and Tsing [1] . Below are some basic properties of S A (P 1 , ..., P ℓ ).
n×n . For any P 1 , ..., P ℓ ∈ R n×n , the followings hold: (b) and (c) are trivial. For (d), "⊆" follows from (b) and "⊇" follows from the definition of S A (P 1 , ..., P ℓ ). Lemma 2.3. The following statements are equivalent (hence if one of these statements holds then the other three must also hold):
(a) L(O(A)) is star-shaped with respect to the origin for any A ∈ R n×n and any linear map L : R n×n → R ℓ ;
(b) S A (P 1 , ..., P ℓ ) is star-shaped with respect to (0 n , ..., 0 n ) for any A ∈ R n×n and any P 1 , ..., P ℓ ∈ R n×n , where 0 n is the n × n zero matrix; (c) L(SO n ) is star-shaped with respect to the origin for any linear map L :
For any U, V ∈ SO n and 0 ≤ α ≤ 1, since L UA (SO n ) is star-shaped with respect to the origin, there exists V ′ ∈ SO n such that
((c)⇔(d)) Apply similar arguments as those in (a)⇔(b).
To prove Theorem 2.1, we apply Lemma 2.3 and show the star-shapedness of S In (P 1 , ..., P ℓ ) for any P 1 , ..., P ℓ ∈ R n×n with n ≥ 2 ℓ−1 . For simplicity, we denote S In (P 1 , ..., P ℓ ) by S(P 1 , ..., P ℓ ). In fact, by the following lemma, we may focus only on the case of n = 2 ℓ−1 .
Lemma 2.4. If S(P 1 , ...,P ℓ ) is star-shaped with respect to the origin for all P 1 , ...,P ℓ ∈ R n×n , then for all m > n and for all P 1 , ..., P ℓ ∈ R m×m , S(P 1 , ..., P ℓ ) is star-shaped with respect to the origin.
Proof. Let m = n + k where k is a positive integer. For any (P ′ 1 , ..., P ′ ℓ ) ∈ S(P 1 , ..., P ℓ ), we write
where U 1 ∈ R n×n and U 4 ∈ R k×k . Then for 0 ≤ ǫ ≤ 1, by the hypothesis of the lemma, there exists V ∈ SO n such that
Since this holds for all U ∈ SO m , we have P
Note that the preceding result also holds if we multiply arbitrary n rows of P ′ i by 0 ≤ ǫ ≤ 1. We re-apply the result by considering all n-combinations of rows
.., P ℓ ). We now consider the following recursively defined matrices. Let
Lemma 2.5. Let ℓ ≥ 2 and P 1 , ..., P ℓ ∈ R N ×N where N = 2 ℓ−1 . Then for any U, V ∈ SO N , the set
is an ellipsoid in R ℓ centered at the origin and is a subset of L(P 1 , ..., P ℓ ; SO N ).
Proof. We first show that for any
. . .
for some a 1 , ..., a ℓ ∈ R by induction on ℓ. The case for ℓ = 2 is trivial. Now assume it is true for ℓ ≤ m where m ≥ 2 and consider A ∈ R 2M×2M where M = 2 m−1 . We write
where
for some T ∈ R ℓ×ℓ and hence E(U, V ) is an ellipsoid in R ℓ centered at the origin.
Lemma 2.6. Let ℓ ≥ 3. For any P 1 , ..., P ℓ ∈ R N ×N where N = 2 ℓ−1 , there exist U, V ∈ SO N such that E(U, V ) defined in Lemma 2.5 degenerates (i.e., E(U, V ) is contained in an affine hyperplane in R ℓ ).
Proof. From the proof of Lemma 2.5, we see that if there exist U, V ∈ SO N such that
where P
4 ) = 0 and P
will give the desired U P 1 V .
Note that, by considering P 1 = 1 0 0 0 and P 2 = 0 0 1 0 , then for any U, V ∈ SO 2 , the ellipse E(U, V ) defined in Lemma 2.5 is always non-degenerate. Hence Lemma 2.6 and Theorem 2.1 fail to hold for ℓ = 2.
We are now ready to prove our first main result.
Proof of Theorem 2.1. By Lemma 2.3 and Lemma 2.4, it suffices to show that for any P 1 , ..., P ℓ ∈ R N ×N with N = 2 ℓ−1 , S(P 1 , ..., P ℓ ) is star-shaped with respect to (0 N , ..., 0 N ).
Assume now α tr(P
As SO N × SO N is path connected, consider a continuous function f :
.., P ℓ ; SO N ). As it is true for all U ∈ SO N , we have
In fact for ℓ = 2, we have the following theorem, the proof of which is given by Lemma 2.8 to Corollary 2.11. Theorem 2.7. Let A ∈ R n×n and L : R n×n → R 2 be a linear map with n ≥ 3. Then L(O(A)) is star-shaped with respect to the origin. Lemma 2.8. Let n ≥ 2. For any P, Q ∈ R n×n , U ∈ SO n , the locus of the point
Proof. We write
where p
Similarly for tr(T θ QU ). Hence
the locus of which forms an ellipse (possibly degenerate) when θ runs through [0, 2π].
Lemma 2.9. For any P, Q ∈ R n×n with n ≥ 3, there exists U 0 ∈ SO n such that the ellipse E(U 0 ) defined in Lemma 2.8 degenerates.
Proof. Note that E(U ) degenerates if we find orthonormal vectors u (1) , u (2) ∈ R n such that the matrix
is singular. We will show that for any given p 1 , p 2 ∈ R n , there exist orthonormal vectors u 1 , u 2 such that p 
and w θ = 1
which is a continuous function with f (0) = b and f (π) = −b.
Hence there exists θ ′ ∈ [0, π] such that f (θ ′ ) = 0. Then we take u 2 = v θ ′ and u 1 = w θ ′ .
Lemma 2.10. For P, Q ∈ R n×n , n ≥ 3 and 0 ≤ ǫ ≤ 1 we define
Then (P ǫ , Q ǫ ) ∈ S(P, Q).
Proof. For any U ∈ SO n , consider the ellipse E(U ) defined in Lemma 2.8. If
inside the ellipse E(U ). Since SO n is path-connected, consider a continuous function f : [0, 1] → SO n with f (0) = U and f (1) = U 0 where U 0 is defined in Lemma 2.9. Since E(f (1)) degenerates, by continuity of f , there exist s
As it is true for all U ∈ SO n , we have L(P ǫ , Q ǫ ; SO n ) ⊆ L(P, Q; SO n ) and hence (P ǫ , Q ǫ ) ∈ S(P, Q).
Lemma 2.10 remains valid if we consider S A (P, Q) instead of S(P, Q).
Corollary 2.11. Let A ∈ R n×n and n ≥ 3. For any P, Q ∈ R n×n and 0 ≤ ǫ ≤ 1, we define
Proof. For any U, V ∈ SO n , let
As this is true for all U, V ∈ SO n , we have L(P ǫ , Q ǫ ; O(A)) ⊆ L(P, Q; O(A)).
Note that in Lemma 2.10 and Corollary 2.11, P ǫ , Q ǫ can be defined by picking arbitrary two rows of P and Q instead of the first two rows. We are now ready to prove our second main theorem.
Proof of Theorem 2.7. By Lemma 2.3, it suffices to show that for all P, Q ∈ R n×n , S(P, Q) is star-shaped with respect to (0 n , 0 n ). Let (P ′ , Q ′ ) ∈ S(P, Q) and 0 ≤ α ≤ 1. We apply Lemma 2.10 repeatedly to every two rows of P, Q. Then we have (ǫ
For the case of ℓ = 2 and ℓ = 3, we know that n = 3 and n = 4 are respectively the smallest integers such that L(O(A)) is star-shaped for all A ∈ R n×n and all linear maps L : R n×n → R ℓ . However, for ℓ ≥ 4, n = 2 ℓ−1 may not be the smallest integer to ensure star-shapedness of L(O(A)). One may ask the following question.
The preceding results on star-shapedness of L(O(A)) can be easily generalized to the following joint orbits. We let (R n×n ) m := {(A 1 , ..., A m ) :
where G = O n or SO n .
.., A m ; G)), i = 1, 2, 3, are star-shaped with respect to the origin.
Proof. The case of G = O n can be derived from the case G = SO n easily. Hence we consider the case G = SO n only and simply denote
Similarly for L (O 2 (A 1 , ..., A m ) ). Hence the star-shapedness follows from Theorem 2.1 and Theorem 2.7. Now consider the case of O 3 (A 1 , ..., A m ). For any U, V ∈ SO n , we have (O 3 (A 1 , ..., A m ) ).
Convexity of linear image of O(A)
We first give two non-convex examples, one is a linear image of O(A) under L : R n×n → R ℓ with ℓ ≥ 3 and another is a linear image of
Example 1. Consider O(I n ) = SO n with n ≥ 2 and the linear map L : R n×n → R ℓ with ℓ ≥ 3 defined by L(X) = (tr(P 1 X), ..., tr(P ℓ X)) t where P 1 = I n−2 ⊕ 0 2 , P 2 = I n−2 ⊕ 1 0 0 0 , P 3 = I n−2 ⊕ 0 1 0 0 , and P j = 0 n for j = 4, ..., ℓ. The mid-point of points L(I n ) = (n − 2, n −
.., P ℓ ; SO n ) only if there exists U ∈ SO n having the form
. This is impossible as u 
By taking U = V = I n , and U =
We shall show that their mid-point which is (1, 1, 0 
Since each absolute row (column) sum of U • V is not greater than one, we have (1, 1, 0 
The possible choices of the leading 2 × 2 principal submatices of U and V are
where k 1 , k 2 = ±1. However, any two of them will not give the U •V as required.
From the above two examples we know that L(O(A)) is not convex in general. However if the codomain of L is R 2 then L(O(A)) is always convex. This result was obtained by Li and Tam [7] by using techniques in Lie algebra. In the following, we shall give an alternative proof on this result by showing that L(O(A)) has convex boundary for all A ∈ R n×n and linear L : R n×n → R 2 , i.e., the intersection of L(O(A)) with any of its supporting lines is path connected. Combining with the star-shapedness property of L (O(A) ), the convexity of L(O(A)) follows. We first need some notations. (a 11 , a 22 , ..., a nn ) t ∈ R n . We further denote the sum of the first k diagonal elements of A by t k (A). Moreover for P ∈ R n×n , we denote r(P, A) = max{tr(P U AV ) : U, V ∈ SO n } and G P (A) = {B ∈ O(A) : tr(P B) = r(P, A)}.
We shall characterize the set G P (A) when A has distinct singular values and then show that it is path connected. Note that for any U, V ∈ SO n , G P (U AV ) = G P (A) and G UP V (A) = {V t BU t : B ∈ G P (A)}. Hence we may assume that A, P are diagonal matrices.
Lemma 3.1. Let A = diag(a 1 , . .., a n−1 , a n ) where
where W ∈ SO k , X 1 , X 2 ∈ SO n−k .
Proof. Let B = U AV where U, V ∈ SO n and write
a ii with equality holds if and only if v i * u * i = 1 for i ≤ k and v i * u * i = 0 for i > k. Hence we have v i * = u t * i and u * i u
Thompson [9] gave the following result on characterizing the diagonal elements of O(A). (1) , ..., ±s σ(n) ) with an even number (possibly zero) of negative signs and arbitrary permutation σ.
For matrices A, B ∈ R n×n , the following result by Miranda and Thompson [8] can be regarded as a characterization of the extreme values of O(A) under the linear map X −→ tr(BX).
Theorem 3.4. Let A = diag(a 1 , ..., a n−1 , ±a n ) where a 1 > · · · > a n ≥ 0 and
In both cases, G P (A) is path connected.
Proof. (⊇) Obvious. (⊆). We assume that
where B ij ∈ R ni×nj . We have tr(P U AV ) = tr(P B) = k i=1 p i trB ii . We shall show that trB ii = trA i for all i whenever p i > 0. By Proposition 3.2, d(B) = α i s i where α i > 0, α i = 1 and s i are vector of (±a σ(1) , ..., ±a σ(n) ), σ is a permutation on {1, ..., n} and the number of negative signs is even (odd, respectively) if detA ≥ 0 (≤ 0, respectively). If k = 1, then P = p 1 I, and the proof is trivial. Now consider k > 1, hence p 1 > 0. We first show that trB 11 = trA 1 . Note that trB 11 < trA 1 holds if and only if at least one of the following cases hold:
(1) there exists i 1 such that the first n 1 elements of s i1 contain −a j where j ≤ n 1 ; (2) there exists i 1 such that the first n 1 elements of s i1 contain ±a j where j > n 1 .
In case (1), we construct s ′ i1 from s by multiplying −1 to −a j and arbitrary a q for some q > n 1 . If in case (2), then there exists i ′ < n 1 such that ±a i ′ will not be the first n 1 elements of s i1 . In this case, we construct s ′ i1 from s i1 by interchanging ±a j and ±a i ′ and multiplying −1 to both if necessary to have
t s, which contradicts the assumption on B. Therefore, we have trB 11 = trA 1 . By Lemma 3.1, we have
The path connectedness of G P (A) follows from the path connectedness of SO ni for all i. Proof.
. Then L(O(A)) has convex boundary if for any θ ∈ [0, 2π], the set {− sin θx + cos θy : (x, y) ∈ L(P, Q; O(A)), cos θx + sin θy = r θ }, where r θ = max{cos θx + sin θy : (x, y) ∈ L(P, Q; O(A))}, is path connected. For any θ ∈ [0, 2π], we define P Note that a set M ⊆ R 2 is convex if and only if it is star-shaped and has convex boundary. Hence by Theorem 2.12 and Corollary 3.5, the following result is clear. In fact, the condition of distinct singular values in Theorem 3.6 can be removed by applying the following lemma. ℓ : x − y < ǫ} has empty intersection with L(O(A 0 )). Since S is dense in R n×n , there exists A ǫ ∈ S such that for all U, V ∈ SO n ,
Hence there exist x Since the set of n × n matrices with n distinct singular values is dense in R n×n , by Lemma 3.7 we have the following result. 
