Abstract. The particle Gibbs sampler is a Markov chain Monte Carlo (MCMC) algorithm which operates on the extended space of the auxiliary variables generated by an interacting particle system. In particular, it samples the discrete variables that determine the particle genealogy. We propose a coupling construction between two particle Gibbs updates from different starting points, which is such that the coupling probability may be made arbitrary large by taking the particle system large enough. A direct consequence of this result is the uniform ergodicity of the Particle Gibbs Markov kernel. We discuss several algorithmic variations of Particle Gibbs, either proposed in the literature or original. For some of these variants we are able to prove that they dominate the original algorithm in asymptotic efficiency as measured by the variance of the central limit theorem's limiting distribution. A detailed numerical study is provided to demonstrate the efficacy of Particle Gibbs and the proposed variants.
Introduction

PMCMC (Particle Markov chain Monte Carlo) is a new set of MCMC algorithms discovered by
which has attracted considerable attention in Statistics. It has in a relatively short span of time generated a series of diverse research contributions, whether methodological (Silva et al., 2009; Whiteley et al., 2010; Chopin et al., 2012; or applied, the latter in domains as diverse as Ecology (Peters et al., 2010) , Electricity Forecasting (Launay et al., 2012) , Finance (Pitt et al., 2012) , systems Biology (Golightly and Wilkinson, 2011) , study of social networks (Everitt, 2012) , Hydrology (Vrugt et al., 2012) , among other fields. One appeal of PMCMC is that it makes it possible to perform "plug-and-play" inference for complex hidden Markov models, that is, the only requirement is that one needs to be able to sample from the Markov transition of the hidden chain, which is most cases a non demanding requirement, in contrast to previous approaches based on standard MCMC.
The specificity of PMCMC is that each MCMC step includes the generation of a complete interacting particle system, that is, the set of random variables generated when running a particle filtering (also known as Sequential Monte Carlo (SMC)) algorithm; see Doucet et al. (2001 ) Del Moral (2004 and Cappé et al. (2005) for general references on particle filtering. Several instances of PMCMC may be understood as exact Monte carlo approximations of an ideal algorithm, that is to say they may be analysed as noisy versions of an ideal algorithm where some intractable quantity in the ideal algorithm is replaced by an unbiased Monte carlo estimate, which is computed using the interacting particle system. This is the approach followed in Andrieu and Vihola (2012) . The term exact highlights the fact that, despite being an approximation of an ideal algorithm, PMCMC samples exactly from the distribution of interest. However, this interpretation does not appear to be suitable for those variants of PMCMC that involves a Particle Gibbs (also known as conditional Sequential Monte Carlo (CSMC)) step. While the Particle Gibbs step also generates a complete interacting particle system at each iteration, it does so conditionally on the trajectory for one particle being fixed, and it does not replace an intractable quantity of an ideal algorithm with an unbiased estimator.
One of the objectives of this paper is to undertake a theoretical study of Particle Gibbs. We design a coupling construction between two Particle Gibbs updates that start from two different trajectories and using this coupling construction, we are able to establish that the coupling probability may be made arbitrary large if the number N of particles is large enough. A direct consequence is the uniform geometric ergodicity of the Particle Gibbs Markov transition kernel.
We also derive several variants of the Particle Gibbs algorithm by considering alternative resampling schemes, which is an unexplored and important facet of PMCMC. We also discuss backward sampling, an extra step for Particle Gibbs proposed by Whiteley (2010) . We show that all these variants of Particle Gibbs (including the original algorithm) define reversible kernels. Regarding backward sampling, we establish that the Particle Gibbs kernel which incorporates backward sampling dominates Particle Gibbs without it, in asymptotic efficiency as measured by the variance of the CLT. Finally, we present a detailed numerical comparison of all these different algorithms.
The plan of the paper is the following. Sections 2 and 3 set up respectively the notations and the considered Feynman-Kac model. Section 4 gives a probabilistic description of the corresponding particle system, and Section 5 derives the conditional distribution associated to the Particle Gibbs step. Section 6 describes the conditional resampling algorithms corresponding to either residual and systematic resampling. Section 7 develops the coupling construction mentioned above. Section 8 introduces a variant of Particle Gibbs which we call "forced move". Section 9 discusses the BS (backward sampling) step, establishes that Particle Gibbs, either with or without an extra BS step, defines a reversible kernel, and uses this result to establish that Particle Gibbs with BS dominates Particle Gibbs without. Section 10 is a numerical study of the several variants of Particle Gibbs algorithm. Section 11 concludes. The Appendix contains the proofs of technical results not included in the main body of the paper.
Notations
For m ≤ n, we denote by m : n the range of integers {m, . . . , n}, and we use extensively the semi-colon short-hand for collections of random variables, e.g. X 0:T = (X 0 , . . . X T ), X , where v is a vector in N + will refer to the collection (X n t ) n∈v . These short-hands are also used for realisations of these random variables, which are in lower case, e.g. x 0:t or x 1:N t . The sub-vector containing the t first components of some vector Z T is denoted [Z T ] t .
For a vector r 1:N of probabilities, r n ∈ [0, 1] and N n=1 r n = 1, we denote by M(r 1:N ) the multinomial distribution which produces outcome n with probability r n , n ∈ 1 : N . For reals x, y let x ∨ y = max(x, y) and x ∧ y = min(x, y). The integer part of x is x , and the positive part is x + = x ∨ 0. The cardinal of a finite set C is denoted as |C|.
For a complete separable metric space X , we denote by P(X ) the set of probability distribution on X . For a probability measure µ ∈ P(X ), a kernel K : X → P(X ) and a measurable function f defined on X , we use the following standard notations: µ(f ) = X dµ f , Kf is the application x →´X K(x, dx )f (x ), and µK is the probability measure (µK)(A) =´X µ(dx)K(x, A). The atomic measure at a ∈ X is denoted δ a (dx). We denote by µ ⊗ K the measure µ(dx)K(x, dx ) on the product space X × X .
Model
Let (X t ) t≥0 be a discrete-time X -valued Markov chain, with initial law m 0 (dx 0 ) = m 0 (x 0 ) dx 0 , and transition law m t (x t−1 , dx t ) = m t (x t−1 , x t ) dx t . Let (G t ) t≥0 be a sequence of X → R + potential functions. In the context of hidden Markov models, G t (x t ) = g(x t , y t ), the density (with respect to some dominating measure dy) of observation y t of the Y-valued random variable Y t , conditional on state X t = x t .
It is convenient in this work to rewrite this Feynman-Kac model as a Feynman-Kac path model, that is a model operating on trajectories. Thus, we define z t = x 0:t , Z t = X 0:t , taking values in X t+1 , and slightly abusing notation, we extend the domain of G t from X to X t+1 as follows: G t (z t ) = G t (x t ). The Z t 's form a time inhomogeneous Markov kernel, with initial law q 0 (dz 0 ) = m 0 (dx 0 ), and transition q t (z t−1 , dz t ) = δ z t−1 (dx 0:t−1 ) m t (x t−1 , x t )dx t i.e. keep all of z t−1 and append new state x t , from Markov transition m t (x t−1 , dx t ). The associated Feynman-Kac path measures are then traditionally defined as (3.1) Q t (dz t ) = Q t (dx 0:t ) = 1 Z t m 0 (dx 0 ) t s=1 {G s−1 (x s−1 )m s (x s−1 , dx s )} where Z t > 0 is defined as
{G s−1 (x s−1 )m s (x s−1 , dx s )} .
Probabilistic description of the interacting particle system
The aim of this section is to derive the joint distribution of all the random variables generated in the course of the execution of an interacting particle algorithm that targets the Feynman-Kac path measures given in the previous section.
The particle representation Q N t (dz t ) is the empirical measure defined as, for t ≥ 0,
where the particles Z ) is generated jointly from
, where the A n t 's, n ∈ 1 : N , jointly sampled from the resampling distribution t (z 1:N t , dA 1:N t ) are the ancestor variables, i.e. A n t is the label of the particle at time t which generated particle Z n t+1 at time t + 1. A common assumption on the resampling distribution t is the following.
Assumption (MR). The resampling distribution t (z 1:N t , da 1:N t ), t ≥ 0, has probability density (abusing notations and using the same symbol t for the probability density):
where the W n t 's are the normalised weights
, n ∈ 1 : N.
In other words, the A n t 's are independent draws from M W
Analysis under Multinomial resampling, which is an important sampling strategy in the literature on particle filtering, is much simpler than under the more general strategies below. That is, the validity of the particle Gibbs sampler may be established for other resampling schemes, provided they follow the more general assumption (R).
An N −cycle c : (1 : N ) → (1 : N ) is a permutation such that c(n) ≡ (n + k) (mod N ), for all n ∈ 1 : N , and some k ∈ 1 : N . Note that if c is a cycle then so is c −1 .
⊗N , is (a) marginally unbiased, that is, the marginal probability that A 
, c
−1 (a 1:N t )). Assumption (Rb) is a technical condition that facilitates the formalisation of Particle Gibbs. The first part of (Rb) states that a sample from t (z 1:N t , ·) can be arbitarily cycled without changing its law. The second part of (Rb) states that if A 1:N t is a sample from
, ·). We will discuss both these points in more in detail in Section 6. For now, we note that, under Assumption (R), we can write, for any n ∈ 1 : N ,
, where q t (z a n t−1 t−1 , dz n t ) . Proposition 1. Under Assumption (Ra), one has
This result has been established previously in e.g. Del Moral (2004) under Assumption (MR) but the author only really used the marginal unbiased property as formalised in Assumption (Ra).
The Conditional Particle Filter
This section is concerned with the definition of the Markov kernel of the Particle Gibbs algorithm that has Q t (dz t ) as its invariant measure; i.e. the Markov kernel operates on the path space in the sense that it maps X T +1 → P(X T +1 ). We call this Markov kernel the CPF (Conditional Particle Filter) kernel for reasons to be made obvious below.
In order to define the CPF kernel and prove it leaves Q t (dz t ) invariant, we commence first with the definition of the following extended distribution π N T whose sampling space is the sampling space of ϑ N T augmented to include a discrete random variable N ∈ 1 : N ,
The fact that the expression above does define a correct probability law (with a density that integrates to one) is an immediate consequence of the unbiasedness property given in (4.3); note that cycle invariance is not needed to show π N T integrates to one.
Proposition 2. Under Assumption (Ra), the distribution π N T is such that the marginal distribution of the random variable
This Proposition has been established by Andrieu et al. (2010) under Assumption (MR), but extension to Assumption (Ra) is trivial. In particular, the expectation of functions of Z T may be computed by integrating out the variables in the order n , as follows. Let B t for t ∈ 0 : T be the index of the time t ancestor particle of trajectory Z T , which is defined recursively backwards as
for t ∈ 0 : T , so that Z t is precisely the first t + 1 components of Z T . Let With a slight abuse of notation, we identify the law induced by this transformation (going to the representation with the b t variables) as π N T as well:
Passage from (5.1) to (5.2) is straightforward. It is worth noting that the marginal law of (B 0:T −1 , N ) is the uniform law on the product space (1 : N ) T +1 . Given a sample Z T = z T from Q T , consider the following three step sampling procedure that transports Z T = z T to define a new random variable Z T ∈ X T +1 .
Step 1 is to sample the ancestors (B 0:T −1 , N ) of the random variable Z 0:
Step 2 is to generate the N − 1 remaining trajectories (Z 
It follows from Proposition 2 that the law of Z T = Z N T is also Q T . As we detail below, there is no specific difficulty in performing Step 2, which is pretty much equivalent to the problem of generating a particle filter for T time steps while Step 3 is evidently trivial. We show Step 1 is actually redundant by proving below that Steps 2 and 3 (applied in succession), for a fixed (B 0:T −1 , N ), say (1, . . . , 1), induces a Markov kernel, which we call the CPF kernel, that maps X T +1 → P(X T +1 ) with Q T as the invariant measure; Assumption (Rb) is crucial here. We now define the CPF Markov kernel.
Given a realization z T for Z T ∼ Q T , we initialize the CPF kernel by arbitrarily choosing a realization (b 0:T −1 , n ) for (B 0:T −1 , N ), which we always set to (1, . . . , 1). Moving z T through CPF kernel may be decomposed into two steps (which were Steps 2 and 3 above):
CPF-1: The first step where the N −1 remaining trajectories are generated, conditional on the trajectory Z T , kept as "frozen", and assigned the ancestry (B 0:
. By direct inspection of (5.2), one sees that the first step of applying the CPF kernel is equivalent to sampling from the conditional distribution q t (z a n t−1 t−1 , dz n t ) .
CPF-2:
A second step where the index N is randomly regenerated to change the selected trajectory, which is the realization z T we started of with, to Z N . The second step is a Gibbs step which updates component N from the distribution π Sampling from the distribution of step CPF-1 is equivalent to running a particle algorithm with N particles, while maintaining one trajectory (with all labels equal to 1 in the expression above) as "frozen". One difficulty is to sample from the conditional resampling distribution c t−1 . We return to this point in Section 6. With all these considerations, one sees that the CPF algorithm defines the following kernel P
The following result shows that the ancestry (B 0:T −1 , N ) of the starting trajectory in the CPF kernel can indeed be assigned in an arbitrary fashion.
T is unchanged by the choice of (b 0:T −1 , n ) for the realization of (B 0:T −1 , N ) in the initialization of the CPF kernel.
Assumption (Rb), that is cycle invariance, makes it possible to skip the step that would sample (B 0:T −1 , N ). Thus it follows from Proposition 3, and the discussion preceding the definition of steps CPF-1 and CPF-2, that P N T has invariant probability measure Q T (dz T ), for any N ≥ 2. To the best of our knowledge, this proposition is original. . We will show a specific deterministic transformation will convert samples from choice one to samples from choice 2 from which we can then straightforwardly obtain the stated result.
Recall, by definition, for t ∈ 0 : T we have
We define c 0 , . . . , c T be the sequence of cycles satisfying c t (i t ) = 1 for all t ∈ 0 : T . It follows thatŽ
) is a sample from π 
Conditional resampling algorithms
We have seen in the previous Section that the CPF step involves sampling from the conditional resampling distribution c t . Under Assumption (MR) (multinomial resampling), sampling c t is trivial: draw N − 1 times from the multinomial distribution that assigns probability W n t (z 1:N t ) to outcome n, n ∈ 1 : N . We describe in this section two alternative conditional resampling algorithms, one corresponding to the residual resampling (Liu and Chen, 1998) , and the other corresponding to systematic resampling (Carpenter et al., 1999) .
As already explained, it is sufficient to describe how to sample from Liu and Chen (1998) consists in creating N off-springs, based on the weights W 1:N , as follows. Let the residue r n = N W n − N W n for n ∈ 1 : N , and R = N n=1 r n . First, stack N W n "deterministic" copies of particle label n, sequentially in n. This gives a vector of N − R labels. Then, extend that vector by appending R draws from M(r 1:N /R). To make this algorithm fulfil Assumption (R), it is sufficient to permute randomly the so obtained vector of labels. In this way, the resulting algorithm is both marginally unbiased and cycle-invariant.
We now describe an algorithm to draw from the conditional distribution
We observe first that, under residual resampling, the probability that A 1 t is set to one of the N W (1) With probability N W 1 /N W 1 , perform standard residual resampling (without random permutation). Note that in that case, the first label is necessarily equal to 1 (since N W 1 ≥ 1).
(2) Otherwise (with probability r 1 /N W 1 ), perform the following modified residual resampling scheme: put label 1 in slot one, then stack recursively N W n t deterministic copies of particle label n, sequentially in n ∈ 1, . . . , N . Fill the (R − 1) remaining slots by independent draws from M(r 1:N /R). (3) Randomly permute the N − 1 labels in positions 2 : N .
Step 1 to Step 3 formally describes how to sample from
is the joint distribution of labels obtained by residual resampling, then random permutation. However, Step 3 does not need to be implemented in practice, because (provided residual resampling is used at every iteration) the actual order of particles with labels 2 : N does not play any role in the operations performed at the following iterations.
6.2. Conditional systematic resampling. The systematic resampling algorithm of Carpenter et al. (1999) consists in creating N off-springs, based on the weights W 1:N , as follows. Let U a uniform variate in [0, 1], and consider a segment of length N , made of N successive segments of length N W n , n = 1, . . . , N . Take s = U , and repeat the following until s > N : determine which segment n contain s, add one off-spring to particle n, and increment s, s ← s + 1.
A particular difficulty of this resampling scheme is that it is order-dependent. Even if we would randomly permute the labels at the end of the algorithm (like in residual sampling), we may still have t (z
. Instead, we propose to include a a cycle randomisation step in systematic resampling; that is, we take A
, where c is a N −cycle (chosen uniformly among the N possible cycles) andĀ 1:N t is the vector of labels obtained from systematic resampling. It is trivial to see that that the corresponding algorithm fulfils Assumption (Ra), i.e. it is marginally unbiased, and that (Rb), cycle-invariance, is also satisfied. (Rb) could be established as follows: it is a property of standard systematic sampling without cycling that if A 1:N t is a sample from t (z
, ·). The result now follows from the cycle randomization step.
We now describe how one may generate N − 1 labels from the conditional distribution 
, da
2:N t |A 1 = 1) amounts to sampling from the posterior distribution of U conditioned on the fact that after cycling A 1 t = 1 (step 1 below), which is then followed by a step that realizes the N off-springs from the sampled U as in standard systematic resampling, and finally a step (step 3) that chooses a cycle uniformly from the set of cycles that ensures A 1 t = 1. The number of off-springs of particle n is either N W n or N W n + 1. Again, we call "deterministic copy" the N W n copies obtained by the N W n first jumps of cursor s in interval n, and we call "random copy" the extra copy which is generated with probability
, the probability that a deterministic copy of 1 was put in slot 1 is N W 1 t /N W 1 t . This observation leads to the following algorithm for generating from
and go to step 2. Otherwise, with probability
(2) Perform standard systematic resampling (without cycle randomisation and using the value of U sampled in Step 1). CallĀ 1:N the obtained vector of labels. (3) Choose C uniformly from the set of cycles such thatĀ C(1) = 1 and set A 1:N =Ā C(1:N ) .
In the second part of step (1), U is being sampled from its law conditional on A 1 t = 1. In step (3) C is sampled from its law conditional on U and A 1 t = 1.
A coupling of the Particle Gibbs Markov Kernel
To establish the stability of the Feynman-Kac system, it is common to make the following assumption.
Assumption (G). There exists a sequence of finite positive numbers {g t } t≥0 such that 0
The purpose of this section is to establish the following Theorem.
Theorem 4. Under Assumptions (G) and (MR), for any ∈ (0, 1) and T ∈ N + , there exists N 0 ∈ N + , such that, for all N ≥ N 0 , x 0:T ,x 0:T ∈ X T +1 , and ϕ :
This means that, for N large enough, the kernel P N T is arbitrary close to the independent kernel that sample from Q T . A direct corollary is that, again for N large enough, the kernel P N T is uniformly ergodic (see e.g. Roberts and Rosenthal (2004) for a definition), with an arbitrary small ergodicity coefficient.
The proof of Theorem 4 is based on the following coupling construction: letπ(dz t , dž t ) be a joint distribution for the couple (Z t ,Ž t ), such that the marginal distribution of Z t , resp.
The following section describes the coupling we are using. Section 7.2 then establishes that this particular coupling ensures that
for N large enough, which concludes the proof.
7.1. Coupling construction. The coupling operates on the extended space corresponding to the support of the conditional distribution (5.3). The idea is to construct two conditional particle systems generated marginally from (5.3), that is, two systems of N − 1 trajectories, denoted respectively (Z , that complement respectively the trajectory x 0:T (first system) andx 0:T (second system), in such a way that these trajectories coincide as much as possible. We will denote by C t ⊂ 1 : N the set which contains the particle labels n such that Z 
the following probability measures, µ 0 (dz 0 ) = m 0 (dz 0 ), and for t ≥ 1,
where
)(dz t−1 ) and
)(dz t−1 ) being defined similarly, and finally the constants
, and the measures
We now construct C t and the two particle systems as follows. First, set C 0 = 2 : N , hence C c 0 = {1}, draw Z n 0 independently from m 0 , and setŽ
To progress from time t − 1 ≥ 0 to time t, we note that there is a λ t−1 (resp.λ t−1 ) probability that A n t−1 (resp.Ǎ n t−1 ) is drawn from C t−1 , for any n ∈ 2 : N . Hence, the maximum coupling probability for A n t−1 ,Ǎ n t−1 is λ t−1 ∧λ t−1 . Thus, with probability λ t−1 ∧ λ t−1 , we sample A n t−1 from C t−1 (with probability proportional to
n t is drawn from µ t , and we set n ∈ C t .
Conditional on not being coupled (hence we set n ∈ C c t ), (A n t−1 , Z n t ) and (Ǎ n t−1 ,Ž n t−1 ) may be sampled independently using the same ideas. Assume λ t−1 ≤λ t−1 . With probability (λ t−1 − λ t−1 ), one should sample A n t−1 from C c t−1 andǍ n t−1 from C t−1 . And with probability 1 − λ t−1 ∨λ t−1 , both A n t andǍ n t may be sampled from C c t . Either way,
t−1 , dZ t ), independently. By symmetry, the case λ t−1 ≥λ t−1 works along the same lines. Marginally (when integrating out A n t−1 andǍ n t−1 ), and conditional on not being coupled, the pair Z n t ,Ž n t is drawn from κ t . Clearly, this construction maintains the correct marginal distribution for the two particle systems.
At the final time T , the trajectories Z T ,Ž T that are eventually selected, that is, the output of Markov kernels P N T (x 0:T , dz T ) and P N T (x 0:T , dž T ) may be coupled exactly in the same way: with probability λ T ∧λ T , they are taken to be equal, and Z T = Z T is sampled from µ T ; and with probability (1
The motivation for this coupling construction is that it is the maximal coupling for quantifying the total variation norm between CPF kernels P N T (x 0:T , ·) and P N T (x 0:T , ·) when either T = 0 or T > 0 and m t is a Dirac measure for all t. Details of proof of this fact can be obtained from the authors.
7.2. Proof of inequality (7.1). We now prove that the coupling construction described in the previous section is such that inequality (7.1) holds for N large enough.
By construction, one has that P(
Given Assumption (G), and the definition of λ T , one has
and the same inequality holds for 1 −λ T , which leads to:
where the second inequality is due to Assumption (G). Therefore, for k 1 , . . . , k T ∈ 1 : N ,
Conditional on Z 1:N T −1 , and n ∈ C T , Z n T is an independent draw from µ T (dz T ). Thus, by Hoeffding's inequality (Hoeffding, 1963) ,
where the last line again follows from Assumption (G). Thus
Finally, for any sequence of integers
. . .
provided N is large enough. To conclude, we resort to a technical lemma, proven in the following section, that states it is possible to choose L 1 , . . . , L T large enough so as to make the sum of probabilities in the last line above as large as needed. In addition, for L T fixed and N large enough, the two factors in front of that sum are arbitrarily close to one.
7.3. Technical lemma.
Lemma 5. Under Assumptions (G) and (MR), and for any δ ∈ (0, 1), T ∈ N + , there exist positive integers N 0 , L 1 , . . . , L T such that for any N ≥ N 0 and x 0:T ,x 0:T ∈ X T +1 ,
Proof. Let ω t = λ t ∧λ t and recall that ω t is the probability (conditional on Z 1:N t ) that n ∈ C t+1 , i.e. that particles Z n t+1 andŽ n t+1 are coupled. Thus, and using the fact that, under assumption (R), the particle system is permutation invariant, one has:
with the convention that k 0 = 1, that µ 0 (dz 0 ) = m 0 (dz 0 ), and that empty products equal one, and defining the event A t as
Note that the integrals above must be understood as conditional probabilities, since µ t and κ t are conditional measures. In addition, the conditional distributions (first bracketed factor in the integral above) defining these conditional probabilities are such that |C t | = N − k t with probability one. For the sake of transparency, we complete the proof for T = 2, but we note that exactly the same steps employed may be extended to general case where T > 2.
The key idea is to replace the two factors in the integrand of (7.2) with their large N values which we now define. Let
and set Λ t = 0 if |C t | = 0. Using Lemma 6, stated and proved at the end of this section, one has, for fixed k 1 , k 2 , δ, and N large enough, that the integral in (7.2) is larger than
We now explain how to choose L 1 , L 2 such that, for N large enough,
First note that, given Assumption (G), and since |C 0 | = N − 1, |C 1 | = N − k 1 (with probability one under the conditional distribution that appears in (7.2), for t = 1, as explained above), and since ξ Ct (G t ) ≥ |C t | µ t (G t )/2 (by event A t ), one has (again with probability one under the same conditional distribution):
By Hoeffding's inequality,
2 where the last inequality follows from Assumption (G). Using the same calculations for the first integral in (7.7) (that is applying Hoeffding's inequality to A 0 and so on), one obtains eventually:
2 .
and therefore, combining this with (7.6), one may conclude that
provided N is taken to be large enough.
To conclude the proof, we state and prove the following lemma, which we used in the proof above in order to replace the two last factors in (7.2) by their large-N values.
Lemma 6. Assume (G). For any given δ > 0 and positive integers k 1 , . . . , k T there exists a positive integer N 0 such that the following inequalities hold for all N ≥ N 0 and x 0:T ,
Proof. Given that |C t | = N − k t and the respective definitions of ω t and Λ t , one has:
and therefore for N large enough and k t fixed, and conditional on I At = 1, the probability 1 − ω t may be made arbitrary small, given that Λ t I At is a bounded quantity; see (7.8). Since log(1 + x) ≥ x − x 2 for x ≥ −1/2, one has, for N large enough (so that x = ω t − 1 ≥ −1/2), and conditional on I At = 1,
which can be clearly made arbitrary small (in absolute value) by taking N large enough, since both ω t and Λ t are bounded quantities. The second inequality may be proved along the same lines.
Forced move
Step CPF-2 may be replaced by one that tries to force a selection of a trajectory different from the reference, in the spirit of the metropolized Gibbs sampler of Liu (1995) . Specifically, CPF-2 is replaced by a Metropolis-Hastings step on the variable N instead of the Gibbs step. The proposal is concentrated on index n = 2 : N with probability
for n = 1; otherwise set N = 1. We call this the variation of PG forced move. As in Liu (1995) , one is able to establish that the forced move strategy always brings an improvement.
Proposition 7. Assuming 0 < G t (x t ) ≤ g t for all x t ∈ X and t, then forced move CPF dominates CPF in Peskun ordering.
Proof. Recall that for Markov kernels P 1 and P 2 , P 1 dominates P 2 in Peskun ordering iff P 1 (x, A) ≥ P 2 (x, A) for all x and measurable sets A with x / ∈ A. The assumption of the potentials are merely to ensure the PG kernel is well defined. Let Z 1:N 1:T be the sequence of random variables generated in step CPF-1, N the outcome of CPF-2, and letŇ be the chosen trajectory of forced move. Then for
A way to quantify the improvement brought by a forced move is to note that Peskun ordering implies lag-one ordering and, assuming reversibility, efficiency ordering, see the discussion around Theorem 9 in Section 9.4 for a definition of these ordering of Markov kernels.
Backward sampling
It is convenient in this section to revert to standard notations based on the initial process X t , rather than on notations based on trajectories Z t = X 0:t . Thus, we now consider the following (extended) invariant distribution for the CPF kernel . This extra step amounts to update the ancestral lineage of the selected trajectory up to time t, recursively in time, from t = T − 1 to time t = 0. It is straightforward to show that (9.2) is the conditional distribution of random variable B t = A B t+1 t , conditional on B t+1 = b and the other auxiliary variables of the particle system, relative to the joint distribution (9.1). As such, this extra step leaves Q T (dx 0:T ) invariant.
It should be noted that the BS step may be implemented only when the density m t+1 (x t , x t+1 ) admits an explicit expression, which is unfortunately not the case for several models of practical interest.
When this density is tractable, and since the support of (4.2) is 1 : N , sampling from this distribution is a O(N ) operation, provided one is able to compute simultaneously 
, since the A n t 's are independent. We explain now how to compute this quantity when either residual resampling or systematic resampling is used. 9.1. Backward sampling for residual resampling. To describe how to compute the probability t x
when residual resampling is used, we use the same short-hand notations as Section 6: for any n ∈ 1 : N , W n stands for W n t (z
r n , and in addition let χ n (a
, counts the number of off-springs of particle x n t within a 1:N t , resp. a −b t . Then, using standard properties of the multinomial distribution, it is easy to see that the algorithm described in Section 6.1 (that is residual resampling, plus random permutation) actually samples from the following joint distribution with density
for any m ∈ 1 : N . In case there exists n ∈ 1 : N such that χ n (a −b t ) = N W n − 1, then one simply has
This reflects the fact that residual resampling always generates at least N W n off-springs of particle n for each n ∈ 1 : N .
During the forward pass of the algorithm, one may compute quickly (that is, without changing the O(N ) complexity of the algorithm) quantities such as r n , N W n and χ n (a that is specific to systematic resampling plus cycle randomisation, as described in Section 6.2, is that one needs to consider several cases, depending whether one or more than one cycles may have generated A (and therefore one need to take into account cycle uncertainty).
9.3. Peskun ordering and backward sampling. Peskun ordering was useful in establishing that forced move PG is preferable over PG and one might be tempted to think that Peskun dominance of PG with backward sampling over PG could also be shown. The following counter-example shows otherwise.
Example 8. Let X = R, (X t ) t≥0 be an i.i.d. sequence with marginal law m(dx), and let the potentials be unit valued, i.e. G t (x t ) = 1 for all t. Then one can show that the CPF kernel with backward sampling does not dominate the CPF kernel in Peskun sense. For example, let B = B 0 × . . . × B T ⊂ X T +1 , where m(B t ) = for all t. If we choose a reference trajectory x 0:T / ∈ B but x t ∈ B t for t = T , then it is easy to show that (e.g. when T = 2 and N = 2) that the probability of hitting B when starting from x 0:T , i.e.P N T (x 0:T , B), is higher without backward sampling than with it. In this example, a chosen trajectory that coalesces with the reference trajectory has more chance of hitting set B.
9.4. Reversibility, covariance ordering and asymptotic efficiency. Backward sampling (BS) does in practice bring improvement to the decay of the autocorrelation function of successive samples of X 0:T generated by the Particle Gibbs sampler, i.e. more rapid decay compared to not implementing BS; see our numerical experiments in Section 10. However, how much improvement depends on the transition kernel m t (x t−1 , dx t ) of the hidden state process (X t ) t≥0 . If only X 0 ∼ m 0 is random while m t (x t−1 , dx t ) is a point mass at x t−1 for t ≥ 1, then it is clear that BS will bring no improvement. We can however prove that, regardless of m t , the empirical average of the successive samples from a CPF kernel with BS will have an asymptotic variance no larger than the asymptotic variance of the empirical average of successive samples from the corresponding CPF kernel without BS. The asymptotic variance here is the variance of the limiting Gaussian distribution characterised by the usual √ n-Central limit theorem (CLT) for Markov chains; see for example Roberts and Rosenthal (2004) .
The following result due to Tierney (1998) , see also Mira and Geyer (1999) , formalises this comparison, or ordering, of two Markov transition kernels having the same stationary measure via the asymptotic variance given by the CLT. We call this efficiency ordering. 
Let P 1 and P 2 be two reversible Markov kernels with stationary measure π such that
2 (π) and P 1 is said to dominate P 2 in efficiency ordering.
Note that in the original version of this theorem by Tierney (1998) the requirement on P 1 and P 2 for v(f, P 1 ) ≤ v(f, P 2 ) for all f ∈ L 2 (π) is that P 1 dominates P 2 in Peskun ordering. However, Tierney's proof actually makes use of the weaker Peskun implied property of lag-1 domination instead, as also noted in Theorem 4.2 of Mira and Geyer (1999) .
To prove efficiency odering, we must prove first that the CPF kernel, with or without BS, is reversible. Following reversibility we then need to show that the CPF kernel with BS has smaller lag 1 autocorellation compared to the CPF kernel without BS, this property if holds is called lag-one domination. 
where the first equality follows from Proposition 3 and the remaining steps are a change of variables; again, z n T , resp. zň T , must be understood as a certain deterministic function of (x is unchanged by the choice of (b 0:T −1 , n ) for the realization of (B 0:T −1 , N ) in the initialization, i.e.
Step CPF-1. 
where the second equality is a consequence of Corollary 11, the third equality is based on the fact that one may generate (X , dominates the CPF kernel in lag one autocorrelation, i.e. let h be square integrable function then
Proof. We use again the facts that π 
The penultimate line uses Jensen inequality. The last line is indeed the the same expectation but under Q T ⊗ P N T (no BS step).
Combining this result with Propositions 10 and 12 (reversibility of both kernels) and Theorem 9 from Tierney (1998), we conclude that the CPF-BS kernel dominates the CPF kernel in efficiency ordering (smaller asymptotic variances), at least when multinomial resampling is used, i.e. Assumption (MR).
For other resampling schemes, establishing lag-one dominance for all test functions does not seem to be easy, so one might consider an alternative measure of efficiency for MCMC algorithms. The Mean Square Jumping Distance (MSJD) is one such measure (e.g. Andrieu and Thoms, 2008) and in the following result we show that incorporating backward sampling will not decrease the MSJD for a certain class of additive test functions. Note that for Multinomial sampling we were able to prove a stronger version of the stated result below (Proposition 13) where the test function need not be of the additive structure required below but just square integrable with respect to π T . The main reason why we are limited to the following weaker result when one only assume (R) is that for multinomial sampling Proposition 14. Assume (R) and consider the following additive square integrable (with respect to π T ) function
The CPF kernel with the additional step CPF-3 (backward sampling) has MSJD (mean square jumping distance) no less than the same kernel without step CPF-3, i.e. is a measure on X T +1 × X T +1 . It is noteworthy that there are some models for which the update of the parameter θ depends on x 0:T precisely through functions h of the above form; see the update for parameters µ, ρ and 1/σ 2 in Section 10. Therefore maximising the MSJD for h in the stationary regime should benefit the exploration of these parameters. The proof of Proposition 14 may be found in Appendix C.
Numerical experiments
The focus of our numerical experiments is on comparing the different resampling schemes described in this paper (multinomial, residual, systematic), with or without backward sampling. The forced move step described in Section 8 is implemented.
We consider the following state-space model
for t ∈ 0 : T , hence one may take G t (x t ) = exp {−e xt + y t x t }, where y t is the observed value of Y t . This model is motivated by Yu and Meng (2011) who consider a similar model for photon counts in X-ray astrophysics. The parameters µ, ρ, σ are assumed to be unknown, and are assigned the following (independent) prior distributions:
(We took m µ = 0, s µ = 10, a σ = b σ = 1 in our simulations.) We run a Gibbs sampler that targets the posterior distribution of (θ, X 0:T ), conditional on Y 0:T = y 0:T , by iterating (a) the Gibbs step that samples from θ|X 0:T , Y 0:T , described below; and (c) the Particle Gibbs step discussed in this paper, which samples from X 0:T |θ, Y 0:T . Direct calculations show that step (a) may be decomposed into the following successive three operations, which sample from the full conditional distribution of each component of θ, conditional on the other components of θ and X 0:T :
where we have used the short-hand notationsx t = x t − µ,
and where N [−1,1] (m, s 2 ) denotes the Gaussian distribution truncated to the interval [−1, 1]. In each case, we run our Gibbs sampler for 10 5 iterations, and discard the first 10 4 iterations as a burn-in period. Apart from the resampling scheme, and whether or not backward sampling is used, the only tuning parameter for the algorithm is the number of particles N in the Particle Gibbs step.
10.1. First dataset. The first dataset we consider is simulated from the model, with T +1 = 400, µ = 0, ρ = 0.9, σ = 0.5. Fig. 10 .1 reports the ACF (Autocorrelation function) of certain components of (θ, X 0:T ) for the six considered variants of our algorithm, for N = 200.
One observes the following in this particular case. First, without backward sampling, there is a clear advantage of using systematic resampling over the two alternative resampling schemes. Second, the improvement brought over by backward sampling depends on the resampling scheme: it is small when systematic resampling is used, and quite important when either multinomial or residual resampling is used. Third, the fastest mixing seems to be obtained by multinomial resampling with backward sampling, and residual resampling with backward sampling.
Note that this ACF comparison does not take into account the relative CPU cost of each variant of Particle Gibbs. As a rule of thumb, one may consider that the different resampling schemes have essentially the same CPU cost. In fact, it is often the case that the resampling step represents a small part of the total CPU cost of a particle algorithm. On the other hand, backward sampling amounts to a backward pass through the data, which represents a significant extra cost, relative to the forward pass already performed during the generation of the particle system. However, this extra cost is of course highly model and implementationdependent. In that respect, if CPU cost was taken into account, then systematic resampling without backward sampling would appear be the best choice in this particular exercise. It is also worthwhile to look at the update rates of X t with respect to t which is defined as the proportion of iterations where X t changes value; see left panel of Figure 10 .2. This figure reveals that backward sampling (when used in conjunction with either multinomial or residual resampling) increases very significantly the probability of updating X t to a new value, especially at small t values, to a point where this proportion is close to one. This also suggests that good performance for these two variants might be obtained with a smaller value of N .
To test this idea, we ran the six variants of our Gibbs sampler, but with N = 20. The right side of Figure 10 .2 reveals the three non-backward sampling algorithms provide useless results because components of X 0:300 hardly ever change values. For the same reasons, the ACF's of these variants do not decay at reasonable rate (which is not shown here.) Figure 10 .3 gives the ACF of certain components for the three variants with backward sampling. Although N is quite small, the MCMC chain seems to be mixing well, especially when either multinomial or residual resampling is used.
10.2. Second dataset. We consider a second dataset, simulated from the model with T + 1 = 200, µ = log(5000), ρ = 0.5, σ = 0.1. (These values are close to the posterior expectation for the real dataset of Yu and Meng (2011).) What makes this example interesting relative to the first one is that the impact of backward sampling is even bigger in this case. We have to increase N to N = 1000 to obtain nonzero update rates for the three variants that do not use backward sampling, whereas good update rates may be obtained for N = 20 for either multinomial or residual resampling, when backward sampling is used; see Figure 10 .4. Again, we observe that backward sampling leads to very good performance even when N is small, see also the ACF in Figure 10 .3.
Discussion and Conclusions
The following guidelines seem to emerge from the numerical results. First, when backward resampling cannot be used (e.g. when the probability density of the Markov transition is not tractable), one should run Particle Gibbs with systematic resampling, as this leads to better mixing. A possible explanation is that, when only a forward pass is performed, the lower variability of systematic resampling makes it less likely that the proposed trajectories in the particle system coalesce with the fixed trajectory during the resampling steps. Therefore the Particle Gibbs step is more likely to output a trajectory which is different than the previous one.
Second, when backward sampling can be implemented, it should be used, as this makes it possible to set N to a smaller value while maintaining good mixing; see also Lindsten and Schön (2012); for similar findings. In this case, either multinomial or residual resampling may be used, as they seem to lead to similar performance and they both outperform systematic sampling. It seems more complicated to give a precise justification for this phenomenon. One possible explanation is that the greater variability of e.g. multinomial resampling during the forward pass also results in greater liberty in redefining the ancestry of the chosen trajectory in the backward sampling step; recall that with multinomial resampling one is able to update the index a n t of the selected trajectory, without conditioning on a n t , n = n, as opposed to the two other resampling schemes. For example, the update of a n t in the backward step of systematic resampling appears to be very constrained.
When backward sampling is used, multinomial and residual resampling seem to lead to very similar ACF. Perhaps an additional advantage of residual resampling is that it may lead to a smaller variance of the estimator of the likelihood of Y 0:T given θ, as this quantity depends only on the variables computed in the forward pass. This quantity could be used for instance to compute the evidence of the model (the marginal likelihood of Y 0:T ), using the harmonic mean estimator (Gelfand and Dey, 1994) .
In all cases, we recommend inspecting the same type of plots as in Fig. 10 .2 and 10.4, that is, update rate of X t versus t, in order to assess the mixing of the algorithm, and in particular to choose a value of N that is a good trade-off between mixing properties and CPU cost. An interesting and important theoretical line of research would be to explain why this update rate seems more or less constant when backward sampling is used, while it deteriorates (while going backward in time) when backward sampling is not implemented. Now assume a Recall that the standard CPF kernel (with step CPF-1 and step CPF-2 only) is denoted by P N T , and let P N,B(J) T denote what we call from now on the CPF-BS(J) kernel, which operates Steps CPF-1, CPF-2 and CPF-3', where the latter is implemented for a specific J ⊆ 0 : T − 1 indicated in the superscript.
Proposition 15. Assume (R). For any J ⊂ 0 : T − 1, the kernel CPF-BS(J) with the additional step CPF-3' (partial backward sampling) is reversible. In particular, the CPF-BS kernel with Step CPF-3 (complete backward sampling, J = 0 : T − 1) is reversible.
Proof. The proof will proceed by mathematical induction on the cardinal of J. Let J = {t} ⊆ 0 : T − 1, and denote kernel K J as K t . One has Then these same genealogies b 0:T −1 andb 0:T −1 can also be generated by reversing the order of the application of the kernels K I and K J while retaining the same probability of realizing them. To see why this is so, firstly, we note that the probability of realizingb 0:T −1 is the same under K J (a is reversible for any I J, and combining the 2 k terms corresponding to the above decomposition.
C. Lag-one dominance under Assumption (R). We establish first the following lemma. 
