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ANTI-DE SITTER GEOMETRY AND TEICHMU¨LLER THEORY
FRANCESCO BONSANTE AND ANDREA SEPPI
Abstract. The aim of these notes is to provide an introduction to Anti-de Sitter ge-
ometry, with special emphasis on dimension three and on the relations with Teichmu¨ller
theory, whose study has been initiated by the seminal paper of Geoffrey Mess in 1990. In
the first part we give a broad introduction to Anti-de Sitter geometry in any dimension.
The main results of Mess, including the classification of maximal globally hyperbolic
Cauchy compact manifolds and the construction of the Gauss map, are treated in the
second part. Finally, the third part contains related results which have been developed
after the work of Mess, with the aim of giving an overview on the state-of-the-art.
Introduction
At the end of last century the interest around Lorentzian geometry in low dimension,
and in particular Lorentzian manifolds of constant sectional curvature, grew significatively.
Among them, the most interesting ones are those of constant negative sectional curvature,
which are called Anti-de Sitter manifolds and have been largely studied until nowadays.
There were at least two different motivations behind this increased interest for Lorentzian
geometry of constant sectional curvature. The first motivation was the study of proper
affine actions on Rn. Affine actions which preserve the Euclidean structure of Rn are well-
understood since the work of Bieberbach of 1912. On the other hand the general case
seems considerably more difficult and there are still important open questions in the area.
It was natural to consider proper actions which preserve the Minkowski structure as an
intermediate problem, which already contains some deep cases, like proper actions of free
groups. In particular in dimension three, the classification of free group actions was shown
to be crucial towards a complete understanding of three-dimensional affine manifolds, see
[FG83, Theorem 2.1]. This problem has been studied by several authors, see for instance
[Dru92, Dru93, GLM09, CDG10, CDG14], and a complete classification has been given only
recently [DGK16b, DGK16d, CG17]. Similar problems have been studied in the more general
setting of proper isometric actions on Lorentzian manifolds of constant sectional curvature
[KR85, Sal97, Sal00, DGK16b]. See [DDGS20] for a recent and complete survey on these
topics.
In a different direction, another motivation arose from the study of gravity in dimen-
sion three. In mathematical physics, this consists in the study of Lorentzian metrics on
manifolds which obey to the so-called Einstein equation. In dimension three the problem is
considerably simpler, since solutions of Einstein equations are precisely Lorentzian metrics of
constant sectional curvature (whose sign depends on the choice of the cosmological constant
which appears in the Einstein equation). The classification of the space of constant sectional
curvature metrics was therefore considered as the first step towards a quantization of the
three-dimensional gravity, and as a toy model which could help in the understanding of the
four-dimensional situation. See for instance the inspiring work of Witten [Wit89]. Differ-
ently from its Riemannian counterpart, this classification is expected to include Lorentzian
metrics which are not geodesically complete, in light of the relevant notion of initial and
final singularity. A standard assumption is to consider globally hyperbolic metrics. Roughly
speaking, these are metrics which admit a foliations by Riemannian hypersurfaces, recovering
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the idea of a space evolving in time. By a result of Choquet-Bruhat, any globally hyper-
bolic metric solving Einstein equation can be isometrically embedded in a maximal one, see
[CB68, CB71], which reduces the problem to the classification of maximal globally hyperbolic
Einstein spacetimes. In dimension three this problem was addressed by Andersson, Moncrief
and others by means of analytic methods (see for instance [Mon89, AMT97, And02]).
The seminal work of Geoffrey Mess [Mes07], which originally appeared in 1990, repre-
sented a very striking, and successful, attempt to link these two different areas. On the
one hand Mess proved one of the main achievements in the classification of proper isometric
actions of discrete groups on Minkowski space, showing that the action is necessarily by a
free group. On the other hand he gave a noteworthy classification of the moduli space of
maximal globally hyperbolic spacetimes of constant sectional curvature. Mess’ approach,
differently from that of Andresson and Moncrief, was based on geometric constructions in-
spired by the work of Thurston in the 80s. Indeed a remarkable aspect of his work is the link
between three-dimensional gravity and hyperbolic geometry in dimension two, with partic-
ular regard to connections with Teichmu¨ller theory. While those connections were expected,
and partially contained in the previous work of other authors, it is really the paper of Mess
that deeply clarified the picture.
The work of Mess, now considered “classical”, provided a new perspective for the study
of Lorentzian geometric structures and Teichmu¨ller space. It inspired many lines of inves-
tigation which have been developed until the very recent years and seem to be still very
promising.
Scope and organization. The purpose of this paper is threefold. The first goal is providing
an introduction to Anti-de Sitter geometry, first in any dimension and then specifically in
dimension three, and this is the content of Part 1. More concretely, in Chapter 1 we provide
some general preliminaries on Lorentzian geometry, with focus on Lorentzian manifold of
constant sectional curvature and maximal isometry group. This serves also as a motivation
for the models of Anti-de Sitter space to be introduced later, by explaining in which sense
they represent the model spaces for constant negative curvature in the Lorentzian setting. In
Chapter 2 we introduce various models of Anti-de Sitter space in arbitrary dimension, and
study their geometry and their properties. Chapter 3 focuses on three-dimensional Anti-de
Sitter geometry, by introducing the PSL(2,R)-model which is peculiar of this dimension.
The second goal, achieved in Part 2, is to provide a self-contained exposition of the results
of Mess, published in [Mes07], which concern Anti-de Sitter three-dimensional geometry.
These can be divided into two main directions: the classification of maximal globally hyper-
bolic Anti-de Sitter three-manifolds containing a closed Cauchy surface and the construction
of the Gauss map. Chapter 4 contains a number of preliminary results necessary to develop
the theory, in particular about causal properties of Anti-de Sitter geometry and isometric
actions, which constitute the fundamental setup for the proofs of Mess’ classification results.
In Chapter 5 we then prove the classification result of maximal globally hyperbolic manifold
containing a Cauchy surface of genus g. For genus g = 1, we describe the deformation space
of these structures, which essentially identify to the deformation space of semi-translation
structures on the 2-torus. The situation is extremely more interesting in genus g ≥ 2. Here
the main classification result of Mess, whose proof is concluded in Theorem 5.5.4, is that
the deformation space of maximal globally hyperbolic manifolds is homeomorphic to the
product of two copies of the Teichmu¨ller space of the closed surface of genus g. In Chapter
6 we discuss the construction of the Gauss map associated to spacelike surfaces in Anti-de
Sitter space, an idea whose main application in the work of Mess is a proof of Thurston’s
Earthquake Theorem, using pleated surfaces. We will sketch Mess’ proof of the Earthquake
Theorem, again in an essentially self-contained fashion, and at the same time we develop
further tools, for instance a differential geometric approach to the Gauss map for smooth
spacelike surfaces, which have proved useful in many applications.
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Indeed, in Part 3 we survey more recent results on Anti-de Sitter three-dimensional geom-
etry, with special interest in the relations with Teichmu¨ller theory, which somehow rely on
the legacy of Mess’ paper. In Chapter 7 we still focus on maximal globally hyperbolic man-
ifolds with closed Cauchy surfaces. We give further results on their structure, for instance
on foliations by surfaces with special properties of curvatures, and on the understanding of
invariants such as the volume, in relation with their deformation space. As an outcome,
we obtain applications in Teichmu¨ller theory, and new parameterizations of the deformation
space in terms of holomorphic objects. Finally, Chapter 8 discusses the case of spacelike
surfaces with different topology. We explain a number of results which can be seen as the
“universal” version of the analogue problems in the closed case, and derive applications for
the theory of universal Teichmu¨ller theory. As a conclusion we mention very briefly Anti-de
Sitter structures with timelike cone singularities (“particles”) and with multi-black holes,
and how they are related to the Teichmu¨ller theory of hyperbolic surfaces with cone points
and with geodesic boundary respectively.
Other research directions. As mentioned already at the beginning, the aim of this paper
is not to provide a comprehensive treatment of Anti-de Sitter geometry, and we decided
to focus on three-dimensional geometry, in the spirit of Mess, and to the relations with
Teichmu¨ller theory of hyperbolic surfaces. A variety of related topics are not included here,
as a result of our necessity to make certain choices in the exposition, but would certainly
deserve their own place. Among others, we would like to mention:● The study of properly discontinuous actions on Anti-de Sitter three-space, a natural
problem to consider in light of the results we mentioned in this introduction about
proper actions on affine space, for which much work towards a complete classification
has been developed in recently times. See [Gol15, DGK16c, DGK16a, DT16, Tho17,
Tho18, DDGS20].● Higher-dimensional Anti-de Sitter geometry, in particular the study of globally hyperbolic
manifolds: [BBZ03, BM12, Bar15, Bar18, LM19, MST20]● The relations of Anti-de Sitter geometry with other geometric structures, both in dimen-
sion three and in higher dimension, for instance given by Wick rotation [BB09b, BB09a,
SS18] and by geometric transition [Dan13, Dan14, DGK16c, Sch16, CDW18, FS19, RS19].● The study of dynamical properties of isometric actions on Anti-de Sitter space, for in-
stance in terms of Anosov representations, and the generalizations of these properties to
other types of geometric structures. See for instance [BM12, Bar15, GGKW17, DGK18,
Kas18, Wie18, GM19, GMT19]. It is also worth remarking here the recents works which
highlighted the Higgs bundles perspective, see [AL18, CTT19, Ale19].
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of writing this article and for his patience during the preparation of the manuscript. More-
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Part 1. Anti-de Sitter space
1. Preliminaries on Lorentzian geometry
The aim of this preliminary section is to briefly recall some basic facts about Lorentzian
manifolds. We will introduce Lorentzian manifolds of constant sectional curvature and
we will see that, as in the Riemannian case, two Lorentzian manifolds of constant sec-
tional curvature K are locally isometric. In particular, we focus on those with maximal
isometry group, as they provide models of manifolds of constant sectional curvature: if
M is a Lorentzian manifold with constant sectional curvature K and maximal isometry
group, then any Lorentzian manifold with constant sectional curvature K carries a natural(Isom(M),M)-atlas made of local isometries. Simply connected space forms have maximal
isometry group, but in general there are manifolds with maximal isometry group which are
not simply connected. In particular in the paper we will focus on the case K = −1 and in
that case it will be convenient to use models which are not simply connected.
1.1. Basic definitions. A Lorentzian metric on a manifold of dimension n + 1 is a non-
degenerate symmetric 2-tensor g of signature (n,1). A Lorentzian manifold is a connected
manifold M equipped with a Lorentzian metric g.
In a Lorentzian manifold M we say that a non-zero vector v ∈ TM is spacelike, lightlike,
timelike if g(v, v) is respectively positive, zero or negative. More generally, we say a linear
subspace V ⊂ TxM is spacelike, lightlike, timelike if the restriction of gx to V is positive
definite, degenerate or indefinite.
The set of lightlike vectors, together with the null vector, disconnects TxM into 3 regions:
two convex open cones formed by timelike vectors, one opposite to the other, and the region
of spacelike vectors. As a consequence the set of timelike vectors in the total space TM
is either connected or is made by two connected components. In the latter case M is said
time-orientable, and a time orientation is the choice of one of these components. Vectors
in the chosen component are said future-directed, vectors in the other component are said
past-directed.
A differentiable curve is spacelike, lightlike, timelike if its tangent vector is spacelike
(resp. lightlike, timelike) at every point. It is causal if the tangent vector is either timelike
or lightlike. Given a point x in a time-oriented Lorentzian manifold M , the future of x is
the set I+(x) of points which are connected to x by a future-directed causal curve. The past
of x, denoted I−(x), is defined similarly, for past-directed causal curves.
An orthonormal basis of TxM is a basis v1, . . . vn+1 such that ∣g(vi, vj)∣ = δij , with v1, . . . vn
spacelike, and vn+1 timelike. If v1, . . . vn+1 is an orthonormal basis then for v = ∑n+1i=1 xivi we
have that g(v, v) = ∑ni=1 x2i − x2n+1.
As in the Riemannian setting, on a Lorentzian manifold M there is a unique linear
connection ∇ which is symmetric and compatible with the Lorentzian metric g. We refer to
it as the Levi-Civita connection of M . The Levi-Civita connection determines the Riemann
curvature tensor defined by
R(u, v)w = ∇u∇vw −∇v∇uw −∇[u,v]w .
We then say that a Lorentzian manifold M has constant sectional curvature K if
g(R(u, v)v, u) =K (g(u,u)g(v, v) − g(u, v)2) (1.1)
for every pair of vectors u, v ∈ TxM and every x ∈M . This definition is strictly analogue to
the definition given in the Riemannian realm. However in this setting the sectional curvature
can be defined only for planes in TxM where g is non-degenerate.
Finally, we say that M is geodesically complete if every geodesic is defined for all times,
or in other words, the exponential map is defined everywhere.
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1.2. Maximal isometry groups and geodesic completeness. Two Lorentzian mani-
folds M and N of constant curvature K are locally isometric, a fact which is well-known in
the Riemannian setting. More precisely, the following holds:
Lemma 1.2.1. Let M and N be Lorentzian manifolds of constant curvature K. Then every
linear isometry L ∶ TxM → TyN extends to an isometry f ∶ U → V , where U and V are
neighbourhoods of x and y respectively. Any two extensions f ∶ U → V and f ∶ U ′ → V ′ of L
coincide on U ∩ U ′. Moreover L extends to a local isometry f ∶M → N provided that M is
simply connected and N is geodesically complete.
Exactly as in Riemannian case the proof is a simple consequence of the classical Cartan-
Ambrose-Hicks Theorem (see for instance [PT05] for a reference). A direct consequence of
Lemma 1.2.1 is the following:
Corollary 1.2.2. Let M and N be simply connected, geodesically complete Lorentzian man-
ifolds of constant curvature K. Then any linear isometry L ∶ TxM → TyN extends to a global
isometry f ∶M → N .
In particular, there is a unique simply connected geodesically complete Lorentzian man-
ifold of constant curvature K up to isometries. For instance for K = 0 a model is the
Minkowski space Rn,1, that is Rn+1 provided with the standard metric
g = dx21 + . . . + dx2n − dx2n+1 .
In Section 2.3 we will construct an explicit model for K = −1.
Another consequence of Lemma 1.2.1 is that, fixing a point x0 ∈M , the set of isometries
of M , which we will denote by Isom(M), can be realized as a subset of ISO(Tx0M,TM),
namely the fiber bundle over M whose fiber over x ∈M is the space of linear isometries of
Tx0M into TxM . It can be proved that Isom(M) has a structure of Lie group with respect to
the composition so that the inclusion Isom(M)↪ ISO(Tx0M,TM) is a differentiable proper
embedding, see [Kob95, Theorem 4.1]. It follows that the maximal dimension of Isom(M)
is dim O(n,1) + n + 1 = (n + 1)(n + 2)/2.
Definition 1.2.3. A Lorentzian manifold M has maximal isometry group if the action of
Isom(M) is transitive and, for every point x ∈ M , every linear isometry L ∶ TxM → TxM
extends to an isometry of M .
Equivalently M has maximal isometry group if the above inclusion of Isom(M) into
ISO(Tx0M,TM) is a bijection. Hence if M has maximal isometry group, then the dimension
of the isometry group is maximal.
From Corollary 1.2.2, every simply connected Lorentzian manifold M has maximal isom-
etry group if it has constant sectional curvature and is geodesically complete. The converse
holds even without the simply connectedness assumption. Namely:
Lemma 1.2.4. If M is a Lorentzian manifold with maximal isometry group then M has
constant sectional curvature and is geodesically complete.
Proof. Let us show that the sectional curvature is constant. First fix a point x ∈M . As the
identity component of O(TxM) ≅ O(n,1) acts transitively on spacelike planes, there exists
a constant K such that Equation (1.1) holds for for every pair (u, v) of vectors tangent at
x which generate a spacelike plane. Now, for every point x ∈ M both sides of Equation
(1.1) are polyonomial in u, v ∈ TxM . Since the set of pairs (u, v) which generate spacelike
planes is open in TxM × TxM , we conclude that Equation (1.1) must hold for every pair(u, v) ∈ TxM × TxM . Since Isom(M) acts transitively on M , Equation (1.1) holds for every(u, v) ∈ TxM × TxM independently of x, with the same constant K.
To prove geodesic completeness, we have to show that every geodesic is defined for all
times. Suppose γ is a parameterized geodesic with γ(0) = x and γ′(0) = v ∈ TxM , which
is defined for a finite maximal time T > 0. Let T0 = T −  > 0. Then by assumption
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one can find an isometry f ∶ M → M which maps x to γ(T0) and v to γ′(T0). Then
t ↦ f ○ γ(t − T0) is a parameterized geodesic which provides a continuation of γ, thus
contradicting the assumption that T < +∞ is the maximal time of definition. 
1.3. A classification result. Simply connected Lorentzian manifolds with maximal isom-
etry group play an important role, in light of the following result of classification.
Proposition 1.3.1. Let MK be a simply connected Lorentzian manifold of constant sectional
curvature K with maximal isometry group, and let M be a Lorenztian manifold of constant
sectional curvature K. Then:● M is geodesically complete if and only if then there is a local isometry p ∶MK →M
which is a universal covering.● M has maximal isometry group if and only if Aut(p ∶ MK → M) is normal in
Isom(MK).
Proof. If M is geodesically complete, then lifting the metric to the universal cover M̃ one
gets a simply connected geodesically complete Lorentzian manifold of constant sectional
curvature K, which is isometric to MK by Corollary 1.2.2. The covering map p ∶MK →M
is then a local isometry by construction. The converse is straightforward.
Now, let Γ = Aut(p ∶MK →M), which is a discrete subgroup of Isom(MK). Thus M is
obtained as the quotient M = MK/Γ, where Γ acts freely and properly discontinuously on
MK . The isometry group of M is isomorphic to N(Γ)/Γ, where N(Γ) is the normalizer of Γ
in Isom(MK). The isomorphism is based on the observation that any isometry of M̃ which
normalises Γ descends to an isometry of M , and conversely the lifting of any isometry of M
must be in N(Γ).
Hence the condition that M has maximal isometry group is equivalent to the condition
that every element f of Isom(MK) descends in the quotient to an isometry of M . This is
in turn equivalent to the condition that fΓf−1 = Γ for every f ∈ Isom(MK), namely, that Γ
is normal in Isom(MK). 
Remark 1.3.2. Since Γ = Aut(p ∶MK →M) is discrete, being normal in Isom(MK) implies
that elements of Γ commute with the elements of the identity component of Isom(MK). This
remark suggests that there are usually not many Lorentzian manifolds of constant sectional
curvature with maximal isometry group.
Finally, any isometry between connected open subsets of a Lorentzian manifold M with
maximal isometry group extends to a global isometry. In particular if MK is a Lorentzian
manifold of constant sectional curvatureK with maximal isometry group, than any Lorentzian
manifold M of constant sectional curvature K admits a natural (Isom(MK),MK)-structure
whose charts are isometries between open subsets of M and open subsets of MK .
We will sometimes refer to Lorentzian manifold of constant sectional curvature K with
maximal isometry group as models of constant sectional curvature K. After the preliminary
motivations of this chapter, in the next chapters we will study several models of constant
sectional curvature −1, or in other words, models of Anti-de Sitter geometry.
2. Models of Anti de Sitter (n + 1)-space
In this chapter we construct in any dimension models of Lorentzian manifolds with con-
stant sectional curvature −1 and maximal isometry group, by stressing the analogies with
the models of hyperbolic space.
2.1. The quadric model. Let us start by the so-called quadric model, which is the analogue
of the hyperboloid model of hyperbolic space. Denote by Rn,2 the real vector space Rn+2
equipped with the quadratic form
qn,2(x) = x21 + . . . + x2n − x2n+1 − x2n+2 ,
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and by ⟨v,w⟩n,2 the associated symmetric form. Finally let O(n,2) be the group of linear
transformations of Rn+2 which preserve qn,2.
Then we define
Hn,1 ∶= {x ∈ Rn,2 ∣ qn,2(x) = −1} .
It is immediate to check that Hn,1 is a smooth connected submanifold of Rn,2 of dimension
n+1. The tangent space TxHn,1 regarded as a subspace of Rn+2 coincides with the orthogonal
space x⊥ = {y ∈ Rn+2 ∣ ⟨x, y⟩n,2 = 0}. A simple signature argument shows that the restriction
of the symmetric form ⟨⋅, ⋅⟩n,2 to THn,1 has Lorentzian signature, hence it makes Hn,1 a
Lorentzian manifold. We remark that this model is somehow the analogue of the hyperboloid
model of hyperbolic space, that is
Hn = {y ∈ Rn,1 ∣ qn,1(y) = −1 , yn+1 > 0} , (2.1)
and in fact Hn is isometrically embedded in Hn,1 as the submanifold defined by xn+2 = 0,
xn+1 > 0.
The natural action of O(n,2) on Rn,2 preserves Hn,1 and in fact O(n,2) acts by isometries
on Hn,1. We remark that if x ∈ Hn,1 and v1, . . . , vn+1 is an orthonormal basis of TxHn,1 then
the linear transformation of Rn+2 sending the standard basis to the basis v1, . . . , vn+1, x is
in O(n,2). This in particular shows that O(n,2) acts transitively on Hn,1 and that the
stabilizer of a point x acts transitively on the space of orthonormal basis of TxHn,1. These
facts imply that Hn,1 has maximal isometry group and that the isometry group is indeed
identified to O(n,2). Notice that Hn,1 can be regarded as the non-Riemannian symmetric
space O(n,2)/O(n,1), where O(n,1) is identified with the stabilizer of (0,0, . . . ,0,1).
The sectional curvature. By Lemma 1.2.4, Hn,1 has constant sectional curvature. Let us
now check that the sectional curvature is negative (actually, K = −1). For this purpose,
observe that the normal line in Rn,2 of Hn,1 at a point x ∈ Hn,1 is identified with the line
generated by x itself. It follows that, if v,w are tangent vector fields along Hn,1, we have
the orthogonal decomposition (we will omit here the subscript in the bilinear form ⟨v,w⟩n,2,
and simply write ⟨v,w⟩): (Dvw)(x) = (∇vw)(x) + ⟨v,w⟩x ,
where D is the flat connection of Rn+2 and ∇ is the Levi-Civita connection of Hn,1. Using
the flatness of D, one easily computes that
R(u, v)w = ⟨u,w⟩v − ⟨v,w⟩u ,
so that ⟨R(u, v)v, u⟩ = − (⟨u,u⟩⟨v, v⟩ − ⟨v, u⟩2) ,
and this shows that Hn,1 has constant sectional curvature −1. Finally, let us remark that
Hn,1 is not simply connected, being homeomorphic to Rn × S1. (See Figure 1.)
2.2. The “Klein model” and its boundary. Let us now introduce a projective model,
or “Klein model”, for Anti-de Sitter geometry. Let us define
AdSn,1 ∶= Hn,1/{±1} .
Since {±1} is the center of O(n,2) (hence normal), AdSn,1 (endowed with the Lorentzian
metric induced by the quotient) has maximal isometry group by Proposition 1.3.1 and is
therefore a model of constant sectional curvature −1. It can also be shown that the center
of the isometry group of AdSn,1 is trivial, or equivalently that AdSn,1 is the quotient of its
universal covering by the center of its isometry group. It follows (see also Remark 1.3.2) that
it is the minimal model of AdS geometry, in the sense that any other model is a covering
over AdSn,1.
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Figure 1. For n = 1, H1,1 is the one-sheeted hyperboloid in R1,2, which is
homeomorphic to the annulus R×S1. The lines in the left and right rulings
are lightlike geodesics.
By the definition AdSn,1 is naturally identified with a subset of real projective space
RPn+1, more precisely the subset of timelike directions of Rn,2:
AdSn,1 = {[x] ∈ RPn+1 ∣ qn,2(x) < 0} .
Like in hyperbolic geometry, the boundary of AdSn,1 in projective space RPn+1 is a
quadric of signature (n,2), that is the projectivization of the set of lightlike vectors in Rn,2.
Namely
∂AdSn,1 = {[x] ∈ RPn+1 ∣ qn,2(x) = 0} .
Isometries of AdSn,1 induce projective transformations which preserve ∂AdSn,1.
The conformal Lorentzian structure of the boundary. In the rest of this subsection, in analogy
with hyperbolic geometry, we shall equip ∂AdSn,1 with a conformal Lorentzian structure that
extends the conformal Lorentzian structure defined inside. This will be obtained by means
of the following construction.
Given a point ` = Span(x) of RPn+1, the tangent space of real projective space has the
canonical identification
T`RPn+1 ≅ Hom(`,Rn+2/`) .
As a preliminary remark, when ` is timelike (namely qn,2(x) < 0), the quotient Rn+2/` is
canonically identified with `⊥. For any local section σ ∶ AdSn,1 → Rn,2 of the canonical
projection, one can then define a metric over TAdSn,1 by⟪f, g⟫σ = ⟨f(σ[x]), g(σ[x])⟩n,2 , (2.2)
for f, g ∈ T[x]AdSn,1 ≅ Hom(`, `⊥). It is an exercise to check that if σ0 is a section with values
in Hn,1, then one recovers the previously constructed metric of AdSn,1, which coincides with
the pull-back of the metric over Rn,2 since the differential of σ0 identifies T[x]AdSn,1 with
TxHn,1 = x⊥. This does not hold for a general section σ, but one still recovers a conformal
metric as a consequence of the easy formula⟪f, g⟫λσ = λ2⟪f, g⟫σ (2.3)
for any function λ.
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Let us now turn our attention to the case that ` = Span(x) is lightlike, namely qn,2(x) = 0.
In this case there is no way to define a natural metric on Rn+2/`. However, if we let
L = {x ∈ Rn,2 ∣ qn,2(x) = 0}
be the space of lightlike vectors, then TxL is precisely `⊥ and contains ` itself. In fact
T`∂AdSn,1 is canonically identified to Hom(`, `⊥/`). Moreover the bilinear form of Rn,2,
restricted to `⊥, induces a well-defined, non degenerate bilinear form (of signature (n−1,1))
on `⊥/`, which we denote by ⟨v,w⟩`⊥/`.
Hence one can define a metric on ∂AdSn,1 for any section σ ∶ ∂AdSn,1 → L of the canonical
projection by the formula ((f, g))σ = ⟨f(σ[x]), g(σ[x])⟩`⊥/` , (2.4)
where now f, g ∈ Hom(`, `⊥/`). Here this metric can be indeed be expressed as the pull-back((f, g))σ = ⟨σ∗(f), σ∗(g)⟩n,2 , (2.5)
since the degenerate metric on TxL = `⊥ is by construction the pull-back of the metric of
`⊥/` by the projection along the degenerate direction `.
One again has the formula ((f, g))λσ = λ2 ((f, g))σ (2.6)
similarly to (2.3), and therefore the induced conformal class over T∂AdSn,1 is independent of
the choice of σ and equips T∂AdSn,1 with a conformal Lorentzian metric. The naturality of
the construction implies that the isometry group of Hn,1 acts by conformal transformations
over ∂AdSn,1. Finally, let us show that this conformal Lorentzian metric is naturally the
conformal compactification of AdSn,1. In fact, if σ is a section of the canonical projection
pi ∶ Rn,2 → RPn+1, defined in a neighborhood U of a point of ∂AdSn,1, by construction
the metric ((⋅, ⋅))σ over ∂AdSn,1 ∩ U is the limit of the conformal metric associated to σ
defined in AdSn,1 ∩ U : this means that if (pn, vn) is a sequence in TAdSn,1 that converges
to (p∞, v∞) ∈ T∂AdSn,1, then ⟪vn, vn⟫σ(pn)→ ((v∞, v∞))σ(p∞).
In the physics literature, the conformal Lorentzian manifold ∂AdSn,1 is known as Einstein
universe. See for instance [Fra02, Fra05, BCD+08] for more details.
Remark 2.2.1. A conformal Lorentzian structure is equivalent to the smooth field of light
directions. More precisely, a diffeomorphism f ∶ (M,g) → (N,g′) between Lorentzian man-
ifold is conformal, meaning that f∗g′ = e2λg for some smooth function λ ∶ M → R, if and
only if the differentials of f and f−1 map causal vectors to causal vectors. If M and N
have dimension ≥ 3, this is indeed equivalent to the condition that the differential of f maps
lightlike vectors to lightlike vectors.
Remark 2.2.2. In order to better understand the lightcone in the case of ∂AdSn,1, let us
notice that if [y] ∈ ∂AdSn,1 formula (2.5) implies that the lightlike vectors in T[y]∂AdSn,1
are the projection of vectors x ∈ Rn+2 such that ⟨x, y⟩n,2 = 0 and ⟨x,x⟩n,2 = 0. These vectors
are such that Span(x, y) are totally degenerate planes in Rn,2, or equivalently give projective
lines contained in ∂AdSn,1. Thus the lightlike cone in ∂AdSn,1 through [y] is the union of
all the projective lines contained in ∂AdSn,1 which pass through [y].
2.3. The “Poincare´ model” for the universal cover. We have already observed that
Hn,1, and its double quotient AdSn,1, are not simply connected. Let us now construct a
simply connected model of Anti-de Sitter geometry, namely the universal cover of Hn,1 and
AdSn,1. For this purpose, let Hn be the hyperboloid model of hyperbolic space (defined in
(2.1)). Then
pi(y, t) = (y1, . . . , yn, yn+1 cos t, yn+1 sin t) (2.7)
defines a map pi ∶ Hn×R→ Hn,1 and it is immediate yo check that this map is a covering with
deck transformations of the form (y, t)↦ (y, t+ 2kpi) for k ∈ Z. See Figure 6 for a picture in
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dimension 3. Clearly ÃdSn,1 is the universal cover also for the projective model AdSn,1, the
covering map being the composition of (2.7) with the double quotient Hn,1 → AdSn,1.
Pulling back the Lorentzian metric over Hn × R we get a simply connected Lorentzian
manifold of constant curvature −1, which we denote by ÃdSn,1. The metric of ÃdSn,1 is a
warped product of the form
pi∗gHn,1 = gHn − y2n+1dt2 . (2.8)
Moreover ÃdSn,1 has maximal isometry group, hence we have obtained a simply connected
model for AdS geometry. More precisely, we have a central extension, that is a (non splitting)
short exact sequence
0→ Z→ Isom(ÃdSn,1)→ O(n,2)→ 1 .
It is convenient to express the metric (2.8) using the Poincare´ model of the hyperbolic
space. Recall that the disk model of the hyperbolic space is the unit disk Dn = {x ∈ Rn∣∣∣x∣∣ <
1} equipped with the conformal metric 4(1−r2)2 ∑dx2i , where r2 ∶= ∣∣x∣∣2 = ∑ x2i . The isometry
with the hyperboloid model of Hn is given by the transformation
(x1, . . . , xn)↦ (y1 = 2x1
1 − r2 , . . . , yn = 2xn1 − r2 , yn+1 = 1 + r21 − r2 ) .
In conclusion ÃdSn,1 has the model Dn ×R equipped with the metric
4(1 − r2)2 (dx21 + . . . + dx2n) − (1 + r21 − r2 )2 dt2 . (2.9)
The “Poincare´ model” of the AdS geometry, which has been introduced in [BS10], is then
the cylinder Dn ×R equipped with the metric (2.9). From Equation (2.9), each slice {t = c}
is a totally geodesic copy of Hn, a fact which will be evident also from other reasons in
Section 2.4. The expression (2.9) also shows that the vector field ∂/∂t is a timelike non-
vanishing vector field on ÃdSn,1, which shows that ÃdSn,1 is time-orientable. Since any
choice of time orientation is preserved by the action of deck transformations of the covering
ÃdSn,1 → AdSn,1, this shows that also Hn,1 and AdSn,1 are time-orientable. Notice however
that vertical lines in the metric are not geodesic (2.9), except for the central line, passing
through x1 = . . . = xn = t = 0.
The conformal metric of the boundary. Using the covering map from Hn ×R to AdSn,1, we
can endow ÃdSn,1 (and similarly any other covering of AdSn,1) with a natural boundary.
Concretely, the covering map (now in the projective model of Hn)
pi′([y1 ∶ . . . ∶ yn, ∶ yn+1], t) = [y1 ∶ . . . ∶ yn ∶ yn+1 cos t ∶ yn+1 sin t]
extends to pi′ ∶ (Hn ∪ ∂Hn) ×R → AdSn,1 ∪ ∂AdSn,1. To compute the conformal Lorentzian
structure of the boundary, we consider the map τ ∶ Hn ×R→ Rn+2 defined by
τ([y1 ∶ . . . ∶ yn, ∶ yn+1], t) = (y1/yn+1, . . . , yn/yn+1, cos t, sin t)
which clearly extends to the boundary, and induces a (local) section of the projection Rn+2 →
AdSn,1. In fact, if η is the generator of the group of deck transformations of the covering
pi′ ∶ ÃdSn,1 → AdSn,1, then τ has the equivariance τ ○ ηi = (−1)iτ . Using also (2.6), the
conformal Lorentzian metric on ∂ÃdSn,1 induced by σ by means of Equation (2.4) is the
pull-back of a Lorentzian metric compatible with the natural conformal structure of the
boundary ∂AdSn,1. A direct computation (which becomes very simple by using the metric
(2.9), the formula (2.3) and the observation that τ differs by the hyperboloid section by the
factor yn+1 = 1+r21−r2 ) gives the expression
4(1 + r2)2 (dx21 + . . . + dx2n) − dt2 . (2.10)
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This metric extends to Dn × R and thus the metric gSn−1 − dt2 on Sn−1 × R, where gSn−1 is
the round metric over the sphere, is compatible with the conformal Lorentzian structure
of ∂ÃdSn,1. This also shows that the conformal structure of ∂Hn,1 ≅ Sn−1 × S1 admits the
representative gSn−1 − gS1 , and the conformal structure of ∂AdSn,1 is compatible with the
double quotient of the latter, by the involution (p, q)↦ (−p,−q) on Sn−1 × S1.
2.4. Geodesics. Let us now study more precise properties of AdS geometry, concerning its
geodesics.
In the quadric model. Let us start with the exponential map in the hyperboloid model.
Given a point x ∈ Hn,1 and v ∈ THn,1 we shall determine the geodesic through x with speed
v. Let us distinguish several cases according to the sign of qn,2(v). If v is lightlike, then
γ(t) = x + tv
is a geodesic of Rn,2 and is contained in Hn,1, hence γ is a geodesic for the intrinsic metric.
See Figure 1.
If v is either timelike or spacelike, we claim that the geodesic γ(t) = expx(tv) is contained
in the linear plane W = Span(x, v). In fact, the linear transformation T that fixes point-wise
W and whose restriction to W ⊥ is −1W ⊥ is in O(n,2). By uniqueness of solutions of the
geodesic equation, T ○ γ = γ hence γ is necessarily contained in Hn,1 ∩W . One can then
easily derive the expressions
γ(t) = cosh(t)x + sinh(t)v (2.11)
if qn,2(v) = 1 and
γ(t) = cos(t)x + sin(t)v (2.12)
if qn,2(v) = −1.
In the Klein model. In analogy with the hyperbolic case, in the Klein model AdSn,1 geodesics
are intersection of projective lines with the domain AdSn,1 ⊂ RPn+1. From the above dis-
cussion,● Timelike geodesics correspond to projective lines that are entirely contained in
AdSn,1, are closed non-trivial loops and have length pi.● Spacelike geodesics correspond to lines that meet ∂AdSn,1 transversally in two
points. They have infinite length.● Lightlike geodesics correspond to lines tangent to ∂AdSn,1.
In particular the lightlike cone through a point [x] ∈ AdSn,1 coincides with the cone of lines
through [x] tangent to ∂AdSn,1. See Figure 2 for a picture (in dimension 3) in an affine chart,
where geodesics look like straight lines. For instance in the affine chart An+2 = {xn+2 ≠ 0},
where in coordinates (y1, . . . , yn+1) = (x1/xn+2, . . . , xn+1/xn+2), the intersection AdSn,1∩An+2
is the interior of a one-sheeted hyperboloid, that is,
AdSn,1 ∩An+2 = {y21 + . . . + y2n − y2n+1 < 1} ,
while its boundary is the one-sheeted hyperboloid itself:
∂AdSn,1 ∩An+2 = {y21 + . . . + y2n − y2n+1 = 1} .
In an affine chart, timelike geodesics corresponds to affine lines which are entirely contained
in the Anti de Sitter space, and which are not asymptotic to its boundary; lightlike geodesics
are tangent to the one-sheeted hyperboloid, or are asymptotic to it (tangent at infinity)
Remark 2.4.1. An important observation concerns the space of timelike geodesics. Any
timelike line is the projectivisation of a negative definite plane. As Isom(AdSn,1) ≅ PO(n,2)
acts transitively on the space of timelike lines, and the stabiliser of a timelike line is the
group P(O(n) × O(2)) that is the maximal compact subgroup of PO(n,2), the space of
timelike geodesics of AdSn,1 is naturally identified with the Riemannian symmetric space of
PO(n,2).
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Figure 2. The projective model of three-dimensional AdS space in an
affine chart. The interior quadric is the lightcone from the point [0 ∶ 0 ∶ 0 ∶ 1],
which is tangent to the boundary as explained in Section 2.4, pictured in
the affine charts x4 ≠ 0 (left) and x3 ≠ 0 (right).
Totally geodesic subspaces. Before discussing the geodesics in the Poincare´ model, let us
briefly discuss more in general totally geodesics subspaces. By an argument analogous to
the case of geodesics, totally geodesic subspaces of AdSn,1 of dimension k are obtained as
the intersection of AdSn,1 with the projectivisation P(W ) of a linear subspace W of Rn,2 of
dimension k+1. The negative index of W can be either 2 or 1, for otherwise the intersection
AdSn,1 ∩P(W ) would be empty. We have several cases – see Figure 3:● If W has signature (k − 1,2), then P(W ) ∩AdSn,1 is isometric to AdSk−1,1.● If W has signature (k − 2,1), then it is a copy of Minkowski space Rk−2,1, hence
P(W ) ∩AdSn,1 is a copy of the Klein model of hyperbolic space.● If W is degenerate, then P(W ) ∩AdSn,1 is a lightlike subspace foliated by lightlike
geodesics tangent to the same point of ∂AdSn,1.
A particular case of the last point is when W is degenerate and dimW = n + 1. Then
P(W ) ∩ AdSn,1 is a projective hyperplane tangent to ∂AdSn,1 at a point [x] and P(W ) ∩
∂AdSn,1 is the lightlike cone of ∂AdSn,1 through [x] (Remark 2.2.2).
In the universal cover. Clearly geodesics in the universal cover ÃdSn,1, geodesics are the
lifts of the geodesics of the models AdSn,1 or Hn,1 which we have just described. Hence
every lightlike and spacelike geodesic in AdSn,1 and Hn,1, which are lines, has a countable
number of lifts to ÃdSn,1. On the other hand timelike geodesics in AdSn,1 and Hn,1 are
topologically circles and are in bijections with timelike geodesics of ÃdSn,1, as the covering
map from ÃdSn,1, restricted to a timelike geodesic, induces a covering map onto the circle.
Using the Poincare´ model for the universal cover, introduced in Section 2.3, it is easy to
give an explicit description of (unparameterized) lightlike geodesics. In fact, in Lorentzian
geometry not only the nature of a vector (i.e. timelike, lightlike or spacelike) is conformally
invariant, but also unparameterized lightlike are a conformal invariant. More concretely, the
following holds, see for instance [GHL04, Proposition 2.131].
Theorem 2.4.2. If two Lorentzian metrics g and g′ on a manifold M are conformal, then
they have the same unparameterized lightlike geodesics.
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Figure 3. In an affine chart for AdS2,1, a spacelike plane (horizontal),
which intersects a timelike plane (vertical) in a spacelike geodesic. A light-
like plane (on the left) is tangent to ∂AdS2,1 at a point.
As a consequence of Theorem 2.4.2, we can replace the Poincare´ metric (2.9) by the
conformal metric given by (2.10):
4(1 + r2)2 (dx21 + . . . + dxn)2 − dt2 . (2.13)
Now observe that the first term in the expression (2.13) is exactly the form of the spherical
metric on a hemisphere, pulled-back to the unit disc by means of the stereographic projection.
We will call such a metric the hemispherical metric and we will denote it, with a small abuse
of notation, by gSn . In other words, the conformal metric (2.13) is isometric to gSn − dt2
on the product of a hemisphere and the line. The boundary of ∂D is an equator for the
hemispherical metric, and in fact it is the only equator completely contained in (D∪∂D, gSn),
which justifies the fact that it will be called the equator for simplicity.
As a consequence, unparameterized lightlike geodesics of ÃdSn,1 going through a point(p0, t0) are characterized by the conditions that they are mapped to spherical geodesics
under the vertical projection (p, t)↦ p and moreover
t − t0 = dSn(p,p0) (2.14)
on the geodesic. In particular, these lightlike geodesics meet the boundary of ÃdSn,1 at the
points which satisfy (2.14) such that p is on the equator of the hemisphere: as an example,
if p0 is the center of the hemisphere, then the points at infinity of the lightcone over (p0, t0)
are the horizontal slice t = t0 + pi/2. This sphere is also the boundary of a hyperplane dual
to (p0, t0), see next section.
The same argument also permits to describe explicitely a lightlike hyperplane in the
Poincare´ model for the universal cover: the lightlike hyperplane having (p0, t0) as a past
endpoint, (where now p0 is on the equator) is precisely {(p, t) ∣ t − t0 = dSn(p,p0)}, and its
future endpoint is (−p0, t + pi). See Figure 4 for pictures in dimension 2 + 1.
2.5. Polarity in Anti-de Sitter space. The quadratic form qn,2 induces a polarity on
the projective space RPn+1, namely the correspondence which associates to the projective
subspace P(W ) the subspace P(W ⊥). In particular this correspondence induces a duality
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Figure 4. In the left and middle pictures, future lightcones over a point
in ÃdS2,1. In the left picture the basepoint of the lightcone projects to the
center of the disc, and therefore the closure of the lightcone in the cylinder
∂ÃdS2,1 is a horizontal slice. In the right picture, a lightlike plane, which
is actually the degenerate limit of future lightcones as the basepoints tend
to the boundary.
between spacelike totally geodesic subspaces of AdSn,1: the dual of a spacelike k-dimensional
subspace is a n − k + 1 subspace. For instance the dual of a point [x] is a n-dimensional
spacelike hyperplane P[x] = P(x⊥). Projectively P[x] is characterised as the hyperplane
spanned by the intersection of ∂AdSn−1,1 with the lightcone from [x]. More geometrically,
it can be checked that P[x] is the set of antipodal points to [x] along timelike geodesic
through [x]. Also, every timelike geodesic through [x] meets P[x] orthogonally at time pi/2.
Conversely, given a totally geodesic spacelike hyperplane H, all the timelike geodesics that
meet H orthogonally intersect in a single point, which is the dual point of H.
In the quadric model. To some extent, the duality between points and planes lifts to the
coverings of AdSn,1. In Hn,1 there are two dual planes associated to any point x: the sets
P ±x = {expx(±(pi/2)v) ∣ qn,2(v) = −1, v future-directed} .
Clearly P +x and P −x are antipodal and P ±−x = P ∓x . The planes P ±x disconnect Hn,1 in two
regions Ux and U−x, where Ux is the region containing x. See Figure 5. They can be
characterised by
Ux = {y ∈ Hn,1 ∣ ⟨x, y⟩n,1 < 0} .
Spacelike and lightlike geodesics through x do not exit Ux, while all the timelike geodesics
through x meet orthogonally P ±x and all pass through the point −x. More precisely, a point
y ≠ x is connected to x:● by a spacelike geodesic if and only if ⟨x, y⟩n,1 < −1,● by a lightike geodesic if and only if ⟨x, y⟩(n,1) = −1,● by a timelike geodesic if and only if ∣⟨x, y⟩(n,1)∣ < 1.
(To check this, see also the expressions of geodesics in Section 2.4.) An immediate conse-
quence is that if y is connected to x by a spacelike geodesic, there is no geodesic joining y to
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−x. Hence the exponential map of Hn,1 is not surjective. But as any point y ∈ Hn,1 can be
connected through a geodesic either to x or to −x, the exponential over AdSn,1 is surjective.
Figure 5. The duality in H2,1, which is the interior of a solid torus. The
lightcone from a point x is tangent to ∂H2,1 in two meridians, which span
the dual planes P ±x . Timelike geodesics through x intersect P ±x orthogonally
and all meet again at the antipodal point −x. The region Ux is the solid
cylinder bounded by P ±x and containing x.
In the universal cover. Finally, let us consider the situation in ÃdSn,1 ≅ Hn ×R. Recall that
the group of deck transformations for the covering ÃdSn,1 → Hn,1 is Z, where a generator
acts by translations of 2pi in the R factor. Hence the preimage of a spacelike plane P ⊂ AdSn,1
is the disjoint union of spacelike planes (P k)k∈Z, enumerated so that the generator η of Z
acts by sending P k to P k+1. Moreover each connected component of ÃdSn,1 ∖⋃k∈Z P k is a
fundamental domain for the action of deck transformations of the covering ÃdSn,1 → AdSn,1.
Now given a point x, let us apply the previous construction to the plane Px = Ppi′(x)
which is the dual of the image pi′(x) in AdSn,1, and let Vx be the connected component
which contains x. We will refer to Vx as the Dirichlet domain in ÃdS2,1 centered at x,
since the construction of Vx is the analogue of a Dirichlet domain in this context. Then
the restricted covering map pi′∣Vx ∶ Vx → AdSn,1 ∖ Px is an isometry. Therefore lightlike and
spacelike geodesics through x are entirely contained in Vx. See Figure 6.
Figure 6. A topological picture of the universal cover ÃdS2,1. The planes
P kx are spacelike and differ by deck transformations. The Dirichlet domain
Vx is a solid cylinder containing x, bounded by P
k−1
x and P
k
x .
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3. Anti de Sitter space in dimension (2 + 1)
The purpose of this section is to focus on some peculiarites of Anti-de Sitter geometry in
dimension three.
3.1. The PSL(2,R)-model. The fundamental observation is the existence of a special
model in dimension three which naturally endows Anti-de Sitter space with a Lie group
structure. To construct this, consider the vector space M(2,R) of 2 × 2 matrices with real
entries. Then q = −det is a quadratic form with signature (2,2), hence there is an isomor-
phic identification between (M(2,R),−det) and (R2,2, q2,2), unique up to composition by
elements in O(2,2). Under this isomorphism H2,1 is identified to the Lie group SL(2,R).
Let us notice that SL(2,R) × SL(2,R) acts linearly on M(2,R) by left and right multi-
plication: (A,B) ⋅X ∶= AXB−1 . (3.1)
As a simple consequence of Binet Formula, this action preserves the quadratic form q = −det
and thus induces a representation
SL(2,R) × SL(2,R)→ O(M(2,R), q) .
Since the center of SL(2,R) is ±1, the kernel of such representation is given by K ={(1,1), (−1,−1)}, and by a dimensional argument it turns out that the image of the repre-
sentation is the connected component of the identity:
Isom0(H2,1) ≅ SO0(M(2,R), q) ≅ (SL(2,R) × SL(2,R))/K .
Using this model, one then has a natural identification of AdS2,1 with the Lie group PSL(2,R),
in such a way that
Isom0(AdS2,1) ≅ PSL(2,R) ×PSL(2,R) (3.2)
acting by left and right multiplication on PSL(2,R).
The stabilizer of the identity in Isom0(AdS2,1) is the diagonal subgroup ∆ < PSL(2,R)×
PSL(2,R). Under the obvious identification of PSL(2,R) and ∆, the action of the identity
stabilizer on the Lie algebra sl(2,R) = T1PSL(2,R) is the adjoint action of PSL(2,R). A
direct consequence of this construction is the bi-invariance of the quadratic form q. Indeed,
denoting by q1 the restriction of q to T1SL(2,R), a direct computation shows that q1 equals(1/8)κ, where κ(X,Y ) = 4tr (XY ) is the Killing form of sl(2,R).
Remark 3.1.1. The Lie algebra sl(2,R) equipped with the quadratic form q1 is then a copy
of the 3-dimensional Minkowski space, hence the adjoint action yields a representation
PSL(2,R)→ O(sl(2,R), q1)
which in turn induces the well-known isomorphism
SO0(2,1) ≅ SO0(sl(2,R), q1) ≅ PSL(2,R) ,
which is nothing but the restriction of the isomorphism (3.2) to the stabilizer of the identity
in the left-hand side Isom0(AdS2,1), and to the diagonal subgroup ∆ in the right-hand side
PSL(2,R) ×PSL(2,R).
Remark 3.1.2. The identification between H2,1 and SL(2,R) parallels the more classical
identification between the three sphere S3 and the Lie group SU(2). The analogy can be
deepened by considering the isomorphism of gl(2,R) with the algebra of pseudo-quaternions,
namely the four-dimensional real algebra generated by 1, i, j, k with the relations −i2 = j2 =
k2 = 1 and k = ij = −ji. Under this isomorphism the quadratic form det corresponds to
q(a + bi + cj + dk) = a2 + b2 − c2 − d2 ,
hence H2,1 is identified to the set of unitary pseudo-quaternions.
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3.2. The boundary of PSL(2,R). From the identification between AdS2,1 and PSL(2,R),
we obtain an identification of ∂AdS2,1 with the boundary of PSL(2,R) into P(M(2,R)),
which is the projectivization of the cone of rank 1 matrices. Therefore from now on we shall
always consider
∂AdS2,1 = {[X] ∈ P(M(2,R)) ∣ rank(X) = 1} .
We have a homeomorphism
∂AdS2,1 → RP1 ×RP1
which is defined by [X]↦ (ImX,KerX) ,
and is equivariant under the actions of PSL(2,R)×PSL(2,R): the obvious action on RP1 ×
RP1, and the action on ∂AdS2,1 induced by (3.1).
Lemma 3.2.1. The inversion map ι[X] = [X]−1 is a time-reversing isometry of AdS2,1
which induces the homeomorphism (x, y)↦ (y, x) on ∂AdS2,1.
Proof. Clearly ι is equivariant with respect to the isomorphism of PSL(2,R) × PSL(2,R)
which switches the two factors. To show that it is an isometry it thus suffices to check that
its differential at the identity is a linear isometry, which is obvious since d1ι is minus the
identity, which also shows time-reversing. The second claim is easily checked by observing
that for an invertible 2×2 matrix we have (detX)X−1 = (trX)1−X by the Cayley-Hamilton
theorem, so that projectively [X−1] = [trX1 −X]. This shows that the inversion map of
AdS2,1 extends to the transformation [X] → [trX1 − X] along the boundary. If X is a
rank 1 matrix, then it is traceless if and only if X2 = 0, that is if and only if KerX = ImX.
So in this case the statement is easily proved. If trX ≠ 0, then X is diagonalizable with
eigenvalues 0, and trX. Moreover KerX and ImX are the corresponding eigenspaces. It is
easily seen that Ker(trX1 −X) = ImX and Im(trX1 −X) = KerX. 
Using the upper half-plane model for the hyperbolic space H2, RP1 corresponds to the
boundary at infinity ∂H2 and PSL(2,R) is identified to Isom0(H2), which acts on RP1 in
the canonical way. One can therefore consider ∂AdS2,1 as ∂H2 × ∂H2. We can interpret the
convergence to ∂AdS2,1 in this setting.
Lemma 3.2.2. A sequence [Xn] ∈ AdS2,1 converges to (x, y) ∈ ∂AdS2,1 if and only if for
every p ∈ H2, Xn(p)→ x and X−1n (p)→ y.
Proof. Since the action of PSL(2,R) on H2 is isometric, if the condition holds for some p,
then it holds for all p ∈ H2. Hence one can take for instance p = i in the upper half-plane.
Assuming Xn converges projectively to a rank 1 matrix X, one checks immediately that
X(p) is in the projective class of x = Im(X). The convergence X−1n (p) → y then follows by
Lemma 3.2.1. 
In this dimension, ∂AdS2,1 is a double ruled quadric, which in an affine chart looks like in
Figure 1. We shall now describe geometrically these rulings. Given any (x0, y0) ∈ ∂AdS2,1,
λy0 ∶= {(x, y0) ∣x ∈ RP1}
describes a projective line in RP3 which is contained in ∂AdS2,1, hence lightlike for the
conformal Lorentzian structure of ∂AdS2,1 by Remark 2.2.2. In fact, λy0 is the orbit of(x0, y0) by the action of PSL(2,R)×{1}, or by the (now free) action of PSO(2)×{1}, where
PSO(2) corresponds to a 1-parameter elliptic subgroup in PSL(2,R). In short,
λy0 = PSL(2,R) ⋅ (x0, y0) = PSO(2) ⋅ (x0, y0) .
We refer to λy0 as the left ruling through (x0, y0), and similarly the right ruling is
µx0 ∶= {(x0, y) ∣ y ∈ RP1} ,
for which analogous considerations hold.
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We conclude this section by remarking that the conformal Lorentzian structure on ∂AdS2,1
is easily expressed in terms of the left and right rulings. Let us start by carefully choosing a
time-orientation on AdS2,1. Orienting RP1 in the usual way, consider the induced orientation
on PSO(2). We remark that PSO(2) is a timelike geodesic of AdS2,1 and we choose the
time orientation on AdS2,1 in such a way that PSO(2) oriented as above is future directed.
Observe that the action of PSO(2) × {1} on AdS2,1 yields a flow on AdS2,1 generated by a
right-invariant vector field, which at 1 is the positive tangent vector of PSO(2). So orbits
are all timelike and future directed. Similarly {1}×PSO(2) yields a flow generated by a left-
invariant vector field, which at 1 is the negative tangent vector of PSO(2), and its orbits
are all timelike and past directed.
Proposition 3.2.3. Let pil, pir ∶ RP1 × RP1 → RP1 be the canonical projection and dθ the
angular form on RP1 ≅ ∂H2. Then the symmetric product pi∗l (dθ)pi∗r (dθ) is in the conformal
class of ∂AdS2,1.
Proof. Since we already know that the left and right rulings are lightlike for the conformal
class of ∂AdS2,1, it only remains to check the sign by Remark 2.2.1. Notice that λy0 is the
orbit of the action of PSO(2) × {1}, while µx0 is the orbit of the action of {1} × PSO(2).
Then λy0 with the obvious parameterization is future directed while µx0 is past directed.
The result follows. 
Therefore a C1 curve in ∂AdS2,1 is spacelike when it is locally the graph of an orientation-
preserving function, and timelike when it is locally the graph of an orientation-reversing
function. Given two intervals I1 and I2 in ∂H2 and assuming θ1 and θ2 are angle determi-
nantion over I1 and I2, the future I
+
I1×I2(p0, q0) of a point (p0, q0) in I1 × I2 is region where
θ1(p) − θ1(p0) > 0 and θ2(q) − θ2(q0) < 0, while the past is determined by reversing both
inequalities. In conclusion
I+I1×I2(p0, q0) ∪ I−I1×I2(p0, q0) = {(p, q) ∈ I1 × I2 ∣ (θ1(p) − θ1(p0))(θ2(q) − θ2(q0)) < 0} . (3.3)
3.3. Levi-Civita connection. In this section we shall describe the properties of natural
metric connections on AdS2,1, for which the theory of Lie groups permits to give a trans-
parent description. Let us start by some general facts of Lie groups.
Recall that the Lie bracket on the Lie algebra g = T1G of a Lie group G is defined as[V,W ]g = [Ṽ , W̃ ](1) = −[Ṽ ′, W̃ ′](1) , (3.4)
where [⋅, ⋅] now denotes the bracket of vector fields and Ṽ , W̃ (resp. Ṽ ′, W̃ ′) are the left-
invariant (resp. right-invariant) vector fields extending V and W respectively.
Now, any Lie group G is equipped with two natural connections, the left-invariant con-
nection Dl and the right-invariant connection Dr. The former is uniquely determined by
the condition that left-invariant vector fields are parallel, and is left-invariant in the sense
that, if Lg ∶ G→ G denotes left multiplication by g, then(Lg)∗(DlVW ) =Dl(Lg)∗(V )(Lg)∗(W ) .
The left-invariant connection Dl at a point g ∈ G can be easily expressed as ordinary dif-
ferentiation in TgG, after pulling-back a vector field W to g by left multiplication. More
precisely,
DlVW = ddt ∣t=0 (Lgγ(t)−1)∗(Wγ(t)) , (3.5)
where γ(t) is a path with γ(0) = g and γ′(0) = V .
The analogous definition and property holds for Dr, replacing left-invariant by right-
invariant vector fields. Both these connections Dl and Dr are flat and are compatible
with any metric on G which is left-invariant or right-invariant respectively. Indeed parallel
transport of a vector W ∈ TgG to Tg′G consists just in left (resp. right) multiplication,
namely in applying (Lg′g−1)∗ (resp. (Rg′g−1)∗) to W , and is therefore path-independent.
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But Dl and Dr are not torsion-free, as it can be easily checked by the definition of torsion,
which we recall is a tensor of type (2,1). For instance, computing at the identity and using
left-invariant extensions Ṽ and W̃ of V and W , one obtains
τ l(V,W ) =DlV W̃ −DlW Ṽ − [Ṽ , W̃ ](1) = −[Ṽ , W̃ ](1) = −[V,W ]g .
Similarly one obtains
τ r(V,W ) = [V,W ]g .
By construction, τ l is left-invariant and τ r is right-invariant. But by Ad-invariance of the
Lie bracket of g, the torsions τ l and τ r are actually bi-invariant.
Moreover, a direct computation shows that the tensorial quantity Dr − Dl admits the
following expression at the identity:
DrVW −DlVW = [V,W ]g . (3.6)
To check Equation (3.6), it suffices to consider the right-invariant extension W̃ of W , so that
DrV W̃ = 0. Using the expression (3.5) for Dl at the identity, we see that
DlV W̃ = ddt ∣t=0 (Lexp(−tV ))∗(W̃exp(tV ))= d
dt
∣
t=0 (Lexp(−tV ))∗(Rexp(tV ))∗(W ) = −adV (W ) = −[V,W ]g ,
which thus shows Equation (3.6).
Now, given a bi-invariant pseudo-Riemannian metric on G, its Levi-Civita connection ∇
can be expressed as the mid-point between Dl and Dr. Namely, using now V and W to
denote vector fields, ∇VW = 1
2
(DlVW +DrVW ) , (3.7)
which is still a connection on G since the space of connections forms an affine space with
underlying vector space the space of (2,1)-tensors. Indeed ∇ is still compatible with the
metric and is moreover torsion-free, since its torsion, which equals (τ l + τ r)/2, vanishes.
A direct consequence of Equations (3.6) and (3.7) is the following well-known expression
for the Levi-Civita connection in terms of left-invariant vector fields:
Lemma 3.3.1. Given left-invariant vector fields V and W on G, the Levi-Civita connection
of a bi-invariant metric has the expression:
∇VW = 1
2
[V,W ] .
In particular, the Lie group exponential map coincides with the pseudo-Riemannian expo-
nential map.
Proof. The first part of the statement follows from Equations (3.6) and (3.7), since for left-
invariant vector fields DlVW = 0. The second part is a direct consequence, since 1-parameter
groups γ ∶ I → G integrate left-invariant vector fields, and therefore ∇γ˙ γ˙ = 0. 
3.4. Lorentzian cross-product. Before a discussion on geodesics in the PSL(2,R)-model,
which will rely on the Lie group generalities of the previous section, we discuss here some
particular features of the Lie group G = PSL(2,R). Namely, we have a natural Lorentzian
cross product, that is a TAdS2,1-valued 2-form (V,W ) ↦ V ⊠W , which is defined by the
equality ⟨V ⊠W,U⟩ = Ω(V,W,U) . (3.8)
where ⟨⋅, ⋅⟩ is the Anti-de Sitter metric and Ω is the associated volume form, namely the
unique 3-form taking the value 1 on any positive oriented orthonormal basis. Here we orient
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PSL(2,R) by declaring that the orthonormal basis
V = (0 1
1 0
) W = (1 0
0 −1) U = (0 −11 0 )
at the identity is positive. In other words, V ⊠W equals ∗(X ∧ Y ), where ∗ ∶ Λ2TAdS2,1 →
TAdS2,1 is the Hodge star operator defined similarly to the Riemannian case.
At the identity, a very simple equality holds for the Lorentzian cross product and the Lie
bracket of g:
Lemma 3.4.1. Given V,W ∈ T1PSL(2,R), [V,W ]g = −2V ⊠W .
Proof. We claim that the volume form of the Anti-de Sitter metric equals:
Ω(V,W,U) = −1
2
⟨[V,W ]g, U⟩ . (3.9)
The stated equality then follows from Equation (3.8). To see the claim, first let us observe
that the expression in (3.9) is an alternating three-form, as a consequence of the skew-
symmetry of the Lie bracket and of the (infinitesimal version of) Ad-invariance of the Anti-de
Sitter metric, namely: ⟨[V,W ]g, U⟩ = −⟨W, [V,U]g⟩ . (3.10)
Hence Ω is a multiple of the volume form. To check the multiplicative factor, by left-
invariance, it suffices to perform the computation at T1AdS2,1 = sl(2,R) on the positive
orthonormal basis
V = (0 1
1 0
) W = (1 0
0 −1) U = (0 −11 0 )
for which V,W are spacelike and U is timelike. The equality follows since [V,W ]g = 2U . 
Lemma 3.4.1 permits to rewrite the expression for the Levi-Civita connection of left-
invariant vector fields, from Lemma 3.3.1, simply as ∇VW = −V ⊠W and, together with
Equations (3.7) and (3.6), to obtain the following general expression for the Levi-Civita
connection. ∇VW =DlVW − V ⊠W =DrVW + V ⊠W . (3.11)
Remark 3.4.2. Using the set-up of this section, one easily gets another computation of the
curvature of AdS2,1, different than that given in Section 2.1. Fix V,W,U ∈ g = T1PSL(2,R),
and denote by Ṽ , W̃ , Ũ the left invariant extensions of V,W,U . From Lemma 3.3.1 and the
Jacobi identity, one gets the following expression for the Riemann tensor:
R(V,W )U = (∇Ṽ∇W̃ Ũ −∇W̃∇Ṽ Ũ −∇[Ṽ ,W̃ ]Ũ) (1)= (1
4
[Ṽ , [W̃ , Ũ]] − 1
4
[W̃ , [Ṽ , Ũ]] − 1
2
[[Ṽ , W̃ ], Ũ]) (1)
= 1
4
[V, [W,U]g]g − 1
4
[W, [V,U]g]g − 1
2
[[V,W ]g, U]g = 1
4
[U, [V,W ]g]g .
Hence from Lemma 3.4.1 and Equation (3.10):
⟨R(V,W )W,V ⟩ = 1
4
⟨[W, [V,W ]g]g, V ⟩ = 1
4
⟨[V,W ]g, [V,W ]g⟩ = ⟨V ⊠W,V ⊠W ⟩ = −1 ,
for V,W orthonormal spacelike vectors, hence spanning a spacelike plane. An analogous
computation holds for timelike planes, thus showing that the sectional curvature is identically−1.
3.5. Geodesics in PSL(2,R). In this section we will describe the geodesics of the PSL(2,R)-
model, applying its Lie group structure.
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Exponential map. Let us start by understanding the geodesics through the identity. Re-
calling Remark 3.1.1, the Lie algebra of PSL(2,R) is isometrically identified to a copy of
Minkowski space, where under such isometry the stabilizer of a point (namely PSL(2,R)
acting by means of the adjoint action) corresponds to the group of linear isometries of
Minkowski space. In short, this means that we shall distinguish geodesics by their type
(timelike, spacelike, lightlike) and those will be equivalent under this action. Moreover, by
Lemma 3.3.1 it suffices to understand the one-parameter groups for the Lie group structure
of PSL(2,R). We immediately get the following:● Timelike geodesics are, up to conjugacy, of the form
(cos(t) − sin(t)
sin(t) cos(t) )
namely, under the identification of PSL(2,R) with Isom(H2), they are elliptic one-
parameter groups fixing a point in H2. In this example, the tangent vector is the
matrix (0 −1
1 0
) .
These are in fact closed geodesics, parameterized by arclength, of total length pi.● Spacelike geodesics are, again up to conjugacy:
(cosh(t) sinh(t)
sinh(t) cosh(t))
with initial velocity (0 1
1 0
) .
In terms of hyperbolic geometry, these are hyperbolic one-parameter groups, fixing
two points in the boundary of H2 (in this case, ±1).● Finally, lightlike geodesics are the parabolic one-parameter groups conjugate to
(1 t
0 1
) ,
whose initial vector has indeed zero length.
A totally geodesic spacelike plane. Using the above description of timelike geodesics through
1, we can also interpret the duality of Section 2.5 in terms of the structure of PSL(2,R).
Recalling that the dual plane of a point A is the set of antipodal points along timelike
geodesic through A, one sees that the dual plane of 1 consists of elliptic isometries of H2
which rotate by an angle pi. Equivalently, this is the set of (projective classes) of traceless
matrices, that is (by the Cayley-Hamilton theorem)
P1 = {[J] ∈ PSL(2,R) ∣J2 = −1} .
In other words, P1 is identified with the space of linear almost-complex structures on R2,
up to sign reversing. The boundary at infinity of P1 is made of traceless matrices of rank 1,
that is the projectivization of the set of nilpotent 2 × 2 matrices.
Recall that the stabilizer of 1 is the diagonal subgroup of PSL(2,R)×PSL(2,R), and it also
acts on the dual plane P1 by conjugation. The following statement is then straightforward:
Lemma 3.5.1. The map from H2 to P1, sending p ∈ H2 to the elliptic order two element in
PSL(2,R) fixing p, is a PSL(2,R)-equivariant isometry.
Proof. Equivariance with respect to the actions of PSL(2,R) is easy since, for an element
X ∈ PSL(2,R), the order two elliptic element fixing X ⋅ p is precisely the X-conjugate of
the order two elliptic element fixing p. Using the equivariance, it follows that the pull-back
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of the metric of P1 is a constant multiple of the hyperbolic metric of H2. Since both have
curvature −1, they must coincide. 
On the double cover H2,1, which is the SL(2,R)-model, P1 lifts to the two planes P ±1 dual
to the identity. One of them consists of the matrices J such that J2 = −1, namely the linear
almost-complex structures on R2, which are compatible with the standard orientation of R2;
the other contains the linear almost-complex structures on R2 compatible with the opposite
orientation of R2.
Timelike geodesics. To get a complete description of timelike geodesics (not only those
through the identity) it suffices to let the (identity component of) isometry group of AdS2,1,
namely PSL(2,R) ×PSL(2,R) act on PSL(2,R) by left and right multiplication. In partic-
ular an important description of the space of timelike geodesics of AdS2,1 (which is also the
space of timelike geodesics of each finite-index cover of AdS2,1) can be obtained, see [Bar18].
Proposition 3.5.2. There is a homeomorphism between the space of (unparameterized)
timelike geodesics of AdS2,1 and H2 ×H2. The homeomorphism is equivariant for the action
of Isom0(AdS2,1) ≅ PSL(2,R) ×PSL(2,R).
Proof. The homeomorphism is defined as follows. Given (p, q) ∈ H2 ×H2, we associate the
subset
Lp,q = {X ∈ PSL(2,R) ∣X ⋅ q = p} .
By the previous discussion, geodesics through the identity are precisely of the form Lp,p for
some p ∈ H2. It is easy to check that the map (p, q) ↦ Lp,q is equivariant for the natural
actions of PSL(2,R) × PSL(2,R), namely (A,B) ⋅ Lp,q = LA⋅p,B⋅q, which also implies that
Lp,q is an unparameterized geodesic and that all unparameterized geodesics are of this form,
namely the map we defined is surjective. It remains to see injectivity: if Lp,q = Lp′,q′ for(p, q) ≠ (p′, q′) then in particular there exists an isometry of H2 sending p to q and p′ to
q′. But such an isometry is necessarily unique since the identity is the only isometry of H2
fixing two different points. This gives a contradiction and thus concludes the proof. 
Spacelike geodesics. Let us conclude this section by an analysis of spacelike geodesics. Let us
consider an oriented geodesic ` of H2. From the discussion at the beginning of this section,
the one-parameter group of hyperbolic transformations fixing ` as an oriented geodesic con-
stitutes a spacelike geodesic through the origin. By an argument very similar to Proposition
3.5.2, relying on the equivariance of the construction by the actions of PSL(2,R)×PSL(2,R),
one then proves that every spacelike geodesic is of the form:
L`, = {X ∈ PSL(2,R) ∣X ⋅  = ` as oriented geodesics} .
We remark that every (unparameterized, unoriented) geodesic can be expressed in the above
form in two ways, as one can change the orientation of both ` and . Every such choice
corresponds to a choice of orientation for the spacelike geodesic. In other words, one can
show:
Proposition 3.5.3. There is a homeomorphism between the space of (unparameterized)
oriented spacelike geodesics of AdS2,1 and the product of two copies of ∂H2 × ∂H2 ∖∆, the
space of oriented geodesics of H2. The homeomorphism is equivariant for the action of
Isom0(AdS2,1) ≅ PSL(2,R) ×PSL(2,R).
However, for our purpose, we will mostly deal with unoriented geodesics, hence we will
have L`, = L`′,′ where `′ equals ` but endowed with the opposite orientation. Given a
spacelike geodesic, there is a natural notion of dual spacelike geodesic, which is defined
using the projective duality between points and planes from Section 2.5:
Definition 3.5.4. Given a spacelike geodesic L`, in AdS2,1, the dual spacelike geodesic is
the intersection of all spacelike planes dual to points of L`,.
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The construction of the dual geodesic is involutive. Let us now see an explicit example.
For the case of the geodesic L`,` through the origin, which consists of the one-parameter
hyperbolic group of PSL(2,R) translating along `, it can be checked that the dual geodesic
consists of all elliptic order two elements (hence contained in P1, as it is expected from the
definition) whose fixed point lies in `. In other words, the dual spacelike geodesic of L`,` is
L`,`′ .
We can easily describe the points at infinity in ∂AdS2,1 of these geodesics. Using Lemma
3.2.2, if x and y are the endpoints at infinity of ` in ∂H2, then clearly any sequence diverging
towards an end of L`,` ⊂ PSL(2,R) maps an interior point towards x, and the sequence of
inverses towards y (up to switching x and y). In other words, under the identification of
∂AdS2,1 with RP1 ×RP1 (Section 3.2), the endpoints of L`,` are (x, y) and (y, x). A similar
argument applied to L`,`′ , which consists of order two elliptic elements with fixed point in
`, shows that its endpoints are (x,x) and (y, y).
Recalling the descriptions of the left and right rulings of ∂AdS2,1, we conclude that the
endpoints of a spacelike geodesic and its dual are mutually connected by lightlike segments
in ∂AdS2,1. See also Figure 8 in Section 5, where this configuration is studied and applied
more deeply.
By naturality of the construction with respect to the action of PSL(2,R) × PSL(2,R),
one has:
Proposition 3.5.5. Given a spacelike geodesic L`, of AdS2,1, its endpoints in ∂AdS2,1 are(x1, y2) and (y1, x2), where x1 and y1 are the final and initial endpoints of ` in ∂H2, and x2
and y2 are the final and initial endpoints of  (where final and initial refers to the orientation
of ` and ). The dual geodesic is L`,′ and has endpoints (x1, x2) and (y1, y2).
Part 2. The seminal work of Mess
The aim of this part is to describe Mess’ work, including the classification of maximal
globally hyperbolic spacetimes with compact Cauchy surface and the Gauss map of spacelike
surfaces. The material is organized in the following way. Chapter 4 analyses various prop-
erties of causality and convexity in Anti-de Sitter space, which are preliminary to the proof
of Mess’ classification result. The latter is given in Chapter 5. In Chapter 6 we then treat
the Gauss map and its first properties, and discuss Mess’ proof of the Earthquake Theorem.
4. Causality and convexity properties
Here we will first study achronal sets in the conformal compactification of Anti-de Sitter
space, a notion that makes sense in the universal cover ÃdS2,1, and then adapt the notion
for subsets of AdS2,1. Then we introduce the fundamental notions of invisible domain and
of domain of dependence, and describe their properties.
4.1. Achronal and acausal sets. Let us begin with the first definitions.
Definition 4.1.1. A subset X of ÃdS2,1 ∪ ∂ÃdS2,1 is achronal (resp. acausal) if no pair of
points in X is connected by timelike (resp. causal) lines in ÃdS2,1.
Since acausality and achronality are conformally invariant notions, it will be often con-
venient to consider the metric gS2 − dt2 on D ×R we introduced in (2.13) (for gS2 the hemi-
spherical metric on the disc), which is conformal to the Poincare´ model of ÃdS2,1.
Lemma 4.1.2. A subset X of ÃdS2,1 ∪ ∂ÃdS2,1 is achronal (resp. acausal) if and only if
it is the graph of a function f ∶ D → R that is 1-Lipschitz (resp. strictly 1-Lipschitz) with
respect to the distance induced by the hemispherical metric gS2 .
Clearly here D = piD(X) denotes the projection of X to the D factor.
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Proof. Assume that X is an achronal subset. Since vertical lines in the Poincare´ model are
timelike, the restriction of the projection piD ∶ D × R → D to X is injective. So X can be
regarded as the graph of a function f ∶ D → R. Imposing that (x, f(x)) and (y, f(y)) are not
related by a timelike curve we deduce that∣f(x) − f(y)∣ ≤ dS2(x, y) , (4.1)
where dS2 is the hemispherical distance (see also Section 2.4). The same argument shows
that conversely the graph of a 1-Lipschitz function defined on some subset of D is achronal.
Moreover, two points (x, t) and (y, s) are on the same lightlike geodesics if and only if∣t − s∣ = dS2(x, y). Hence X is acausal if and only if the inequality in (4.1) is strict. 
Observe that a 1-Lipschitz function on a region D ⊂ D extends uniquely to the boundary
of D. As a simple consequence of the previous lemma, we thus have:
Lemma 4.1.3. An achronal subset X in AdS2,1 is properly embedded if and only if it is a
global graph over D, and in this case it extends uniquely to the global graph of a 1-Lipschitz
function over D ∪ ∂D.
In light of Lemma 4.1.3, in the following we will refer to an achronal surface as an achronal
subset X in AdS2,1 which is the graph of a 1-Lipschitz function defined on a domain in D.
Before studying more detailed properties, we shall remark that achronality and acausality
are global conditions. Let us first recall the definition of spacelike surface:
Definition 4.1.4. Given a surface S and a Lorentzian manifold (M,g), a C1 immersion
σ ∶ S → M is spacelike if the pull-back metric σ∗g is a Riemannian metric. If σ is an
embedding, we refer to its image as a spacelike surface.
A spacelike surface S is locally acausal (in the sense that any point admits a neighborhood
in S that is acausal), but there are examples of spacelike surfaces which are not achronal
(hence a fortiori not acausal), a fact which highlights the global character of Definition 4.1.1.
On the other hand, we have this global result.
Lemma 4.1.5. Any properly embedded spacelike surface in ÃdS2,1 is acausal.
Proof. By Lemma 4.1.3, any properly embedded spacelike surface S in ÃdS2,1 disconnects
the space in two regions U and V , whose common boundary is S, and we can assume that
the outward pointing normal from U (resp. V ) is past-directed (resp. future directed). It
then turns out that any future oriented causal path that meets S passes from V towards U .
This implies that any causal path meets S at most once. 
Recall from Theorem 2.4.2 that unparameterized lightlike geodesics only depend on the
conformal class of the Lorentzian metric, hence in the following we will simply refer to
lightlike geodesics in ÃdS2,1, although we very often use the conformal metric (2.13).
Lemma 4.1.6. Let S be a properly embedded achronal surface of ÃdS2,1 ∪ ∂ÃdS2,1 and
assume that a lightlike geodesic segment γ joins two points of S. Then γ is entirely contained
in S.
Proof. Recalling Lemma 4.1.3, let fS ∶ D→ R be the function defining S, which is 1-Lipschitz
with respect to the hemispherical metric. Now if γ joins (x, fS(x)) to (y, fS(y)), then (up to
switching the role of x and y) fS(y) = fS(x) + dS2(x, y). Moreover γ consists of points of the
form (z, fS(x) + dS2(x, z)), for z lying on the gS2 -geodesic segment joining x to y. For such a
point z on the geodesic segment joining x to y, by achronality of S we have:
fS(z) − fS(x) ≤ dS2(x, z) and fS(y) − fS(z) ≤ dS2(z, y) = dS2(x, y) − dS2(x, z) .
But the second inequality implies that fS(z) ≥ fS(x) + dS2(x, z) so we conclude that fS(z) =
fS(x) + dS2(z, x), proving that γ is contained in S. 
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Given a function f ∶ D→ R, we define its oscillation as
osc(f) ∶= max
y∈D f(y) −miny∈D f(y) .
It is important to stress that this quantity is not invariant under the isometry group of
ÃdS2,1.
Lemma 4.1.7. Let S be a properly embedded achronal surface, defined as the graph of
fS ∶ D→ R. Then osc(fS) ≤ pi. Moreover osc(fS) = pi if and only if S is a lightlike plane.
Proof. As fS is 1-Lipschitz for the hemispherical metric, and the diameter of D for gS2 is pi
we easily see that osc(fS) is bounded by pi. Moreover if the value pi is attained it follows that
there are two antipodal points y, y′ ∈ ∂D such that fS(y′) = fS(y) + pi. Recall from Section
2.4 (see also Figure 4) that the lightlike plane with past and future points (y, fS(y)) and(y′, fS(y) + pi) is
P = {(x, t) ∣ t = fS(y) + dS2(x, y)}
and is foliated by lightlike geodesics joining (y, fS(y)) to (y′, fS(y)+pi). By Lemma 4.1.6, P
is included in S. Since both P and S are global graphs over D, S = P . 
4.2. Invisible domains. The first part of this subsection will be devoted to the definition
and first properties of invisible domains, which was first given in [Bar08a], and in the last
part we will focus on the case that X is a subset of ∂ÃdS2,1.
Definition 4.2.1. Given an achronal domain X in ÃdS2,1 ∪ ∂ÃdS2,1, the invisible domain
of X is the subset Ω(X) ⊂ ÃdS2,1 of points which are connected to X by no causal path.
Recall that by McShane’s Theorem ([McS34]) any 1-Lipschitz function on a subset of a
metric space admits a 1-Lipschitz extension everywhere. Hence any achronal set X, which
by Lemma 4.1.2 is the graph of a 1-Lipschitz function fX ∶ D→ R for D = piD(X), is a subset
of a properly embedded achronal surface.
Here we introduce two particular extensions fX± ∶ D ∪ ∂D, to which we sometimes refer as
the extremal extensions:
fX− (y) = sup{fX(x) − dS2(x, y) ∣ x ∈ piD(X)} fX+ (y) = inf{fX(x) + dS2(x, y) ∣ x ∈ piD(X)} ,
Clearly fX± coincide with fX on X and are 1-Lipschitz.
Lemma 4.2.2. Let X be any closed achronal subset X of ÃdS2,1 ∪ ∂ÃdS2,1 and let S±(X)
be the graphs of the extremal extensions fX± .
(1) The properly embedded surfaces S−(X) and S+(X) are achronal with S−(X) ⊂
I−(S+(X)), and Ω(X) = I+(S−(X)) ∩ I−(S+(X)).
(2) Every achronal subset containing X is contained in S−(X) ∪Ω(X) ∪ S+(X).
(3) Every point of S±(X) is connected to X by at least one lightlike geodesic segment,
which is entirely contained in S±(X). Finally, S+(X) ∩ S−(X) is the union of X
and all lightlike geodesic segments joining points of X.
Proof. Let us first show that S−(X) ⊂ I−(S+(X)). Given a point (y, t), t ≤ fX+ (y) if and only
if t ≤ fX(x) + dS2(x, y) for every x ∈ piD(X), that is if and only if (y, t) lies outside I+(X).
Similarly (y, t) lies outside I−(X) if and only if t ≥ fX− (y). By achronality, S+(X) does not
meet the past of X, so we deduce that fX+ (y) ≥ fX− (y) for all y ∈ D, that is S−(X) is contained
in I−(S+(X)).
As a similar observation, given a point (y, t), {(y, t)} ∪ X is achronal if and only if
fX− (y) ≤ t ≤ fX+ (y). Moreover (y, t) is connected to X by no causal curve if and only if and
only if fX− (y) < t < fX+ (y). This shows that
Ω(X) = {(y, t) ∣ fX− (y) < t < fX+ (y)} ,
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and also the second item, by applying the previous observation to any point of an achronal
set containing X which is not in X itself.
To prove the third item, fix a point in (y, t) ∈ S+(X). As we are assuming that X is closed
in ÃdS2,1 ∪ ∂ÃdS2,1, the fact that fX is 1-Lipschitz implies that piD(X) is closed in D ∪ ∂D,
so it is compact. In particular there exists x ∈ ∂D such that t = fX+ (y) = fX(x) + dS2(x, y).
Thus (y, t) is connected to (x, fX(x)) by a lightlike geodesic segment. By Lemma 4.1.6, this
geodesic segment is entirely contained in S+(X). Clearly the proof for S−(X) is analogous.
It remains to compute S−(X) ∩ S+(X). For this purpose, notice that if two points of
X are connected by a lightlike geodesic segment γ, applying Lemma 4.1.6 we deduce that
γ ⊂ S−(X) ∩ S+(X). Conversely let (y, t) ∈ S−(X) ∩ S+(X) so that fX− (y) = fX+ (y). There
exist x and x′ in piD(X) such that
fX+ (y) = fX(x) + dS2(x, y) and fX− (y) = fX(x′) − dS2(x′, y)
Using that fX− (y) = fX+ (y), the triangle inequality and the fact that fX is 1-Lipschitz we
deduce that
fX(x) − fX(x′) = dS2(x, x′) = dS2(x, y) + dS2(y, x′) . (4.2)
Hence the points (x, fX(x)) and (x′, fX(x′)) are joint by a lightlike segment. If x, x′ are not
antipodal points on ∂D there, there is a unique hemispherical geodesic η in D joining x to x′,
which must pass through y by (4.2), and we may assume parameterized by arclength. In this
case the geodesic segment joining (x, fX(x)) to (x′, fX(x′)) takes the form t↦ (η(t), fX(x′)+
t), so it passes through (y, fX+ (y)) = (y, fX− (y)).
If x and x′ are antipodal, then there are infinitely many geodesics joining x to x′, and we
can pick one going through y. Then the same argument as above applies. 
Remark 4.2.3. Given a point (y, t), the set of points (x, s) satisfying ∣s−t∣ < dS2(x, y) coincides
with the region of ÃdS2,1 which is connected to (y, t) by a spacelike geodesic for the Anti-de
Sitter metric. It coincides also with the region of points connected to (y, t) by a spacelike
geodesic for the conformal metric gS2 − dt2, although in general spacelike geodesics for the
two metrics do not coincide.
Now, since fX− (y) ≤ t ≤ fX+ (y) is equivalent to the condition that ∣s − t∣ ≤ dS2(x, y) for all(x, s) ∈X, the region
S+(X) ∪Ω(X) ∪ S−(X) = {(y, t) ∣ fX− (y) ≤ t ≤ fX+ (y)}
consists of points that are connected to any point of X by spacelike or lightlike geodesics.
Moreover Ω(X) consists of points connected to any point of X by a spacelike geodesic.
We remark that in general Ω(X) could be empty. For instance if X is a global graph
then S+(X) = S−(X) =X and Ω(X) is empty.
Remark 4.2.4. Since any point of S±(X) is connected to X by a lightlike geodesic it follows
by Lemma 4.1.6 that the intersection of any properly embedded achronal surface containing
X with S±(X) is a union of lightlike geodesic segments with an endpoint in X. In particular
any properly embedded acausal surface containing X is contained in the region Ω(X).
4.3. Achronal meridians in ∂ÃdS2,1. We will be mainly interested in the invisible do-
mains of achronal meridians Λ in the boundary of ÃdS2,1, that are graphs of 1-Lipschitz
functions f ∶ ∂D→ R. Let us study more closely this case.
Lemma 4.3.1. Let Λ be an achronal meridian in ∂ÃdS2,1. Then either Λ is the boundary
of a lightlike plane, or S+(Λ) ∩ S−(Λ) = Λ. In the latter case there is an achronal properly
embedded surface in Ω(Λ) whose boundary in ∂ÃdS2,1 is Λ.
Proof. Let f ∶ ∂D → R be the function whose graph is Λ. Recall from Lemma 4.1.7 that
osc(f) ≤ pi. If there are points x0, x′0 such that f(x′0) = f(x0)+pi, then combining Lemma 4.1.7
and Lemma 4.2.2 we deduce that Λ is the boundary of a lightlike plane, and this lightlike
plane coincides with S+(Λ) ∩ S−(Λ).
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Assume now that the maximal oscillation of f is smaller than pi, and let us show that
S+(Λ) ∩ S−(Λ) = Λ. By the assumption, if a lightlike geodesic connects (x0, f(x0)) to(x′0, f(x′0)), then x0 and x′0 are not antipodal. But then x0, x′0 are connected by a unique
length-minimizing geodesic in D for the hemispherical metric, which lies in ∂D. So the light-
like line connecting (x0, f(x0)) to (x′0, f(x′0)) is contained in ∂ÃdS2,1. By Lemma 4.2.2 we
conclude that S−(Λ) and S+(Λ) do not meet in ÃdS2,1 and therefore S+(Λ) ∩ S−(Λ) = Λ.
Finally, in this latter case the function F = (fΛ− + fΛ+ )/2 is 1-Lipschitz and defines an
achronal properly embedded surface contained in Ω(Λ), whose boundary is Λ. 
We remark that in fact for any achronal meridian there is a spacelike surface whose
boundary at infinity is Λ, see Remark 4.4.7 below.
Recall from Section 2.5 that, given a point x in ÃdS2,1, the Dirichlet domain of x is the
region Rx containing x and bounded by two spacelike planes “dual” to x. Namely the planes,
which by a small abuse we denote by P +x and P −x , consisting of points at timelike distance
pi/2 in the future (resp. past) along timelike geodesics with initial point x.
Proposition 4.3.2. Let Λ be an achronal meridian in ∂ÃdS2,1 different from the boundary
of a lightlike plane. Then
(1) A point x ∈ ÃdS2,1 lies in Ω(Λ) if and only if Λ is contained in the interior of the
Dirichlet region Rx.
(2) For any z ∈ Λ, let L−(z) and L+(z) be the two lightlike planes such that z is the past
vertex of L+(z) and the future vertex of L−(z). Then
Ω(Λ) = ⋂
z∈Λ I+(L−(z)) ∩ I−(L+(z)) .
(3) The length of the intersection of Ω(Λ) with any timelike geodesic of ÃdS2,1 is at
most pi. Moreover, there exists a timelike geodesic whose intersection with Ω(Λ) has
length pi if and only if Λ is the boundary at infinity of a spacelike plane.
Proof. By Remark 4.2.3 a point x lies in Ω(Λ) if and only if it is connected to any point of
Λ by a spacelike geodesic. The region of points connected to x by a spacelike geodesic has
boundary the lightcone from x, whose intersection with ∂ÃdS2,1 coincides with P ±x ∩∂ÃdS2,1.
This proves the first statement.
Similarly the region bounded by L+(z) and L−(z) contains exactly points connected to z
by a spacelike geodesic. Using the characterization of Ω(Λ) as above, we conclude the proof
of the second statement.
For the third statement, if a timelike geodesic γ meets Ω(Λ) at point x, then, Ω(Λ) ⊂ Rx,
so that the length of γ∩Ω(Λ) is smaller than the length of γ∩Rx. But the latter is pi. Assume
there exists a geodesic γ such that the length of γ∩Ω(Λ) is pi. Up to applying an isometry of
ÃdS2,1 we may assume that γ is vertical in the Poincare´ model of ÃdS2,1 and the mid-point
of γ ∩Ω(Λ) is (0,0). Thus (0,−pi/2) and (0, pi/2) lie on S−(Λ) and S+(Λ) respectively. By
Remark 4.2.3 points of Λ are connected to (0,−pi/2) by a spacelike or lightlike geodesic,
hence s ≤ 0 for all (ξ, s) ∈ Λ. Analogously using the point (0, pi/2) we deduce s ≥ 0 for all(ξ, s) ∈ Λ, so that Λ = ∂D × {0}. 
With similar arguments, we obtain that the invisible domain of an achronal meridian
which is not the boundary of a lightlike plane is always contained in a Dirichlet region.
Proposition 4.3.3. Given an achronal meridian Λ in ∂ÃdS2,1 different from the boundary
of a lightlike plane, the invisible domain Ω(Λ) is contained in a Dirichlet region. Moreover
the closure of Ω(Λ) is contained in a Dirichlet region unless Λ is the boundary of a spacelike
plane.
Proof. In fact let us set a+ = sup fΛ+ and a− = inf fΛ− , and consider the planes
Qa+ = {(x, t) ∣ t = a+} and Qa− = {(x, t) ∣ t = a−}
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in the Poincare´ model. Since clearly Ω(Λ) lies in the open region bounded by those planes,
it is sufficient to show that a+ − a− ≤ pi. Assume by contradiction that a+ − a− > pi. Notice
that Pa+ meets S+(Λ) at some point p+ = (x+, a+), and Pa− meets S−(Λ) at some point
p− = (x−, a−), where x+ and x− are points on D. For  = (a+ − a− − pi)/2 we can find x′+ and
x′− in D such that p′+ = (x′+, a+ − ) and p′− = (x′−, a− + ) lie in Ω(Λ) (clearly if x± lies in D
we can take x′± = x±). As (a+ − ) − (a− − ) = pi, the geodesic segment γ joining p′+ and p′− is
timelike of length pi. Its end-points are in I+(S−(Λ)) ∩ I−(S+(Λ)), so γ is entirely contained
in Ω(Λ). As end-points of γ are contained in Ω(Λ), γ can be extended within Ω(Λ) but this
contradicts the third point of Proposition 4.3.2.
The third point of Proposition 4.3.2 then shows that if a+−a− = pi then Λ is the boundary
of a spacelike plane. Hence apart from this case, one has a+ − a− < pi, so the closure of Ω(Λ)
is contained in a Dirichlet region. 
Remark 4.3.4. When Λ is the boundary of a spacelike plane P , then there are two points
x− and x+, such that P = P +x− = P −x+ . The previous arguments show that in this case Ω(Λ)
is the union of all timelike lines joining x− to x+. In this case S−(Λ) is the union of future
directed lightlike geodesic rays emanating from x−, whereas S+(Λ) is the union of future
directed lightlike geodesic rays ending at x+. See Figure 7.
Figure 7. The invisible domain of the boundary of a spacelike plane in
the Poincare´ model for ÃdS2,1.
4.4. Domains of dependence. We shall now introduce the notion of Cauchy surface and
domains of dependence, which is general in Lorentzian geometry, and develop some proper-
ties in ÃdS2,1.
Definition 4.4.1. Given an achronal subset X in a Lorentzian manifold (M,g), the domain
of dependence of X is the setD(X) = {p ∈M ∣ every inextensible causal curve through p meets X} .
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We say that X is a Cauchy surface of M if D(X) = M . A spacetime M is said globally
hyperbolic if it admits a Cauchy surface.
Globally hyperbolic spacetimes have some strong geometric properties, which we sum-
marize in the following theorem. We refer to [BE81, Ger70, BS03, BS05] for an extensive
treatment.
Theorem 4.4.2. Let M be a globally hyperbolic spacetime. Then
(1) Any two Cauchy surfaces in M are diffeomorphic.
(2) There exists a submersion τ ∶M → R whose fibers are Cauchy surfaces.
(3) M is diffeomorphic to Σ ×R, where Σ is any Cauchy surface in M .
Remark 4.4.3. The spacetime ÃdS2,1 is not globally hyperbolic. In fact if X is achronal, it
is contained in the graph of a 1-Lipschitz function f ∶ (D ∪ ∂D, gS2) → R. If t0 > sup f and
ξ ∈ ∂D, then any lightlike ray with past end-point (ξ, t0) does not intersect X.
Remark 4.4.4. By the usual invariance of causality notions under conformal change of met-
rics, causal paths in ÃdS2,1 are the graphs of 1-Lipschitz function from (intervals in) R to D
with respect to the hemispherical metric in the image. Hence an inextensible causal curve
in ÃdS2,1 is either the graph of a global 1-Lipschitz function from R, or it is defined on a
proper interval and has endpoint(s) in ∂ÃdS2,1.
Lemma 4.4.5. Given an achronal meridian Λ in ∂ÃdS2,1, any Cauchy surface in Ω(Λ) is
properly embedded with boundary at infinity Λ.
Proof. Let S be a Cauchy surface in Ω(Λ). For every x ∈ D, the vertical line through x in
the Poincare´ model meets Ω(Λ), and its intersection with Ω(Λ) must meet S by definition of
Cauchy surface. This shows that S is a graph over D, proving that S is properly embedded,
and clearly ∂S = Λ. 
Proposition 4.4.6. Let Λ be an achronal meridian in ∂ÃdS2,1 different from the boundary
of a lightlike plane. Let S be a properly embedded achronal surface in Ω(Λ). Then D(S) =
Ω(Λ). In particular Ω(Λ) is a globally hyperbolic spacetime.
Proof. Let x be any point in Ω(Λ) and take any inextensible causal path through x. A priori
its future endpoint might be either in S+(Λ) or in Λ, but by definition of Ω(Λ), x cannot
be connected by a causal path to Λ, hence the latter case is excluded. The same argument
applies to show that the past endpoint is in S−(Λ). Since the inextendible causal path meets
both S+(Λ) and S−(Λ), it must meet S by Lemma 4.4.5, hence x ∈ D(S).
Conversely, if x is not in Ω(Λ), then one can find a causal path joining x to Λ, which is
necessarily inextensible. Hence x is not in D(S). This concludes the proof. 
Remark 4.4.7. It follows from Theorem 4.4.2 and Proposition 4.4.6 that Λ is the boundary
of a spacelike surface in Ω(Λ), namely a Cauchy surface for Ω(Λ). By lemma 4.4.5, this
surface is properly embedded, hence the graph of a global 1-Lipschitz function. This shows
that any proper achronal meridian Λ is the boundary at infinity of a properly embedded
spacelike surface, which improves the statement of Lemma 4.3.1.
The most remarkable consequence of Proposition 4.4.6 is that the domain of dependence
of a properly embedded surface in ÃdS2,1 only depends on the boundary at infinity. More
precisely we have:
Corollary 4.4.8. If S and S′ are properly embedded spacelike surfaces in ÃdS2,1, thenD(S) = D(S′) if and only if ∂S = ∂S′.
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4.5. Properly achronal sets in AdS2,1. It will be important for the applications of this
theory to consider the model AdS2,1. As AdS2,1 contains closed timelike line, it does not
contain any achronal subset. However if P is a spacelike plane in AdS2,1, then AdS2,1 ∖ P
does not contained closed causal curves. Indeed it is simply connected, so it admits an
isometric embedding into ÃdS2,1, given by a section of the covering map ÃdS2,1 → AdS2,1,
and whose image is a Dirichlet region.
Definition 4.5.1. A subset X of AdS2,1∪∂AdS2,1 is a proper achronal subset if there exists
a spacelike plane P such that X is contained in AdS2,1 ∪ ∂AdS2,1 ∖ P and is achronal as a
subset of AdS2,1 ∪ ∂AdS2,1 ∖ P .
Notice that if X is a proper achronal subset of AdS2,1 ∪∂AdS2,1, then it admits a section
to ÃdS2,1 ∪ ∂ÃdS2,1 and the image is achronal in ÃdS2,1 ∪ ∂ÃdS2,1. Conversely if X̃ is an
achronal subset of ÃdS2,1 different from a lightlike plane, then it is contained in a Dirichlet
region, as a consequence of Lemma 4.1.7 and the fact that any achronal subset of ÃdS2,1 is
contained in a properly embedded one. As Dirichlet region are projected in AdS2,1 to the
complement of a spacelike plane, the image of X̃ to AdS2,1 is a proper achronal subset.
Let us provide an important example which will be extensively used later.
Lemma 4.5.2. Let ϕ ∶ RP1 → RP1 be an orientation preserving homeomorphism. Then the
graph of ϕ, say Λϕ ⊂ RP1 ×RP1 ≅ ∂AdS2,1 is a proper achronal subset and any lift Λ̃ϕ is an
achronal meridian in ∂ÃdS2,1.
Proof. First let us prove that Λϕ is locally achronal. In fact if U and V are intervals around
x and ϕ(x) and θ1 and θ2 are positive coordinates on U and V respectively, then timelike
curves γ(t) = (γ1(t), γ2(t)) in U × V are characterized by the property that θ′1(t)θ′2(t) < 0,
where we have put θi(t) ∶= θi(γi(t)). (See Proposition 3.2.3 and the following paragraph.)
In particular points on Λϕ ∩ U × V are not related by a timelike curve contained in U × V ,
by the assumption that ϕ is orientation-preserving.
Let us prove that there exists a spacelike plane P such that P∩Λϕ = ∅. Let us consider the
identification RP1 = R ∪ {∞}, and take ϕ0 ∈ PSL(2,R) so that ϕ−10 ϕ(0) = 1, ϕ−10 ϕ(1) = ∞,
and ϕ−10 ϕ(∞) = 0. Then notice that ϕ−10 ϕ sends the intervals (∞,0), (0,1) and (1,∞)
respectively to (0,1), (1,∞), (∞,0). Thus ϕ−10 ϕ has no fixed points, that is the graph of ϕ
does not meet the graph of ϕ0, which is the asymptotic boundary of a spacelike plane Pϕ0 .
Let us consider now a lift of Λϕ to the boundary of ÃdS2,1, say Λ̃ϕ. As Λϕ is contained in a
simply connected region of AdS2,1∪∂AdS2,1, Λ̃ϕ is a closed locally achronal curve contained
in ∂ÃdS2,1. In particular the projection Λ̃ϕ → ∂D is locally injective. As Λ̃ϕ is compact, the
map is a covering. On the other hand, since Λϕ is homotopic to the boundary of a plane in
∂AdS2,1, it turns out that Λ̃ϕ is homotopic to ∂D in ∂ÃdS2,1 so that the projection Λ̃ϕ → ∂D
is bijective. It follows that Λ̃ϕ is achronal, and the conclusion follows. 
All the results we have proven for achronal sets in ÃdS2,1 can be rephrased for proper
achronal sets of AdS2,1. For instance any proper achronal set X can be extended to a
properly embedded proper achronal surface and there are two extremal extensions, as in
Lemma 4.2.2.
We will now focus on proper achronal meridians of ∂AdS2,1, which are proper achronal
embedded circles of the boundary of AdS2,1. They lift to achronal meridians of ∂ÃdS2,1
different from the boundary of a lightlike plane. Indeed the boundary of a lightlike plane is
not contained in a Dirichlet region. Conversely any achronal meridian of ∂ÃdS2,1 different
from the boundary of a lightlike plane projects to an achronal meridian of AdS2,1.
Proposition 4.5.3. Let Λ be a proper achronal meridian in ∂AdS2,1 and denote by Λ̃ any lift
to the universal covering. Then the universal covering map of AdS2,1 maps Ω(Λ̃) injectively
to the domain
Ω(Λ) ∶= {x ∈ AdS2,1 ∣Px ∩Λ = ∅} .
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Proof. If p ∶ ÃdS2,1 → AdS2,1 denotes the covering map, by Proposition 4.3.3 the invisible
domain Ω(Λ̃) is contained in a Dirichlet region Rx˜, hence the restriction of p to Ω(Λ̃) is
injective and its image is contained in p(Rx˜), namely the complement in AdS2,1∪∂AdS2,1 of
the spacelike plane Px dual to x = p(x˜). Moreover by the first point of Proposition 4.3.2, one
can actually pick for x˜ any point in Ω(Λ̃), which shows that the image p(Ω(Λ̃)) is contained
in Ω(Λ) ∶= {x ∈ AdS2,1 ∣Px ∩Λ = ∅}.
For the converse inclusion, let x ∈ AdS2,1 be a point whose dual plane Px does not
meet Λ. The preimage p−1(Px) is a countable disjoint union of planes which disconnect
ÃdS2,1 ∪∂ÃdS2,1 in a disjoint union of Dirichlet regions centered at preimages of x. The lift
Λ̃ is contained in exactly one of such region, say Rx˜. By the first point of Proposition 4.3.2
x˜ ∈ Ω(Λ̃) which implies that x = p(x˜) lies in p(Ω(Λ̃)). 
When Λ is the graph of an orientation-preserving homeomorphism ϕ ∶ RP 1 → RP 1, there
is a fairly simple characterization of Ω(Λ) using the identification AdS2,1 = PSL(2,R).
Corollary 4.5.4. Let ϕ an orientation preserving homeomorphism. Then x ∈ AdS2,1 lies
in Ω(Λϕ) if and only if x ○ ϕ has no fixed point as homeomorphism of RP 1.
Proof. It is easy to check that the dual plane of x, as an element of PSL(2,R), meets ∂AdS2,1
along the graph of x−1, say Λx−1 . Indeed this is easily checked if x = id is the identity by the
description of P1 we gave in Section 3.5 together with Lemma 3.2.2. The general case then
follows by applying left multiplication by x itself, which maps the graph of the identity to
the graph of x−1.
With this remark in hand, we have that x ∈ Ω(Λϕ) if and only if Λx−1 ∩ Λϕ = ∅. This
condition is equivalent to requiring that x ○ ϕ has no fixed point on RP 1. 
Proposition 4.5.5. Let σ ∶ S → AdS2,1 is a proper spacelike immersion. Then● σ is a proper embedding.● σ lifts to a proper embedding σ̃ ∶ S → ÃdS2,1.● The boundary at infinity of σ(S) is a proper achronal meridian Λ in ∂AdS2,1.● D(σ(S)) = Ω(Λ).
Proof. Denote by Ŝ the covering of S admitting a lift σ̂ ∶ Sˆ → H2,1. In general either Ŝ = S
or it is a 2 ∶ 1 covering. Since the covering is finite, σ̂ is a proper immersion.
Let us consider the identification pi ∶ H2 × S1 → H2,1 defined in (2.7). The induced
projection pr ∶ H2,1 → H2 is a proper fibration with timelike fibers. In particular σ̂ is trasverse
to the fibers of pr. It follows that pr ○ σ ∶ Ŝ → H2 is a proper local diffeomorphism, hence a
covering map. Since H2 simply connected, we deduce that the projection pr ○ σ ∶ Ŝ → H2 is
a homeomorphism, σ̂ is an embedding, and Ŝ is homeomorphic to the plane.
In particular we can lift σ̂ to the universal covering, say σ̃ ∶ Ŝ → ÃdS2,1, which is still a
proper spacelike embedding Ŝ → ÃdS2,1. By Lemma 4.1.3 and Lemma 4.1.5 we know that
the image is an achronal surface whose boundary is an achronal meridian, and is contained in
a Dirichlet domain by Lemma 4.1.7. It follows that σ̃(Ŝ) is contained in a Dirichlet domain
of the covering map H2,1 → AdS2,1, on which we know that the covering map is injective. In
particular σ is also injective, hence Ŝ = S and this concludes the proof. 
Remark 4.5.6. We remark that in the proof of Proposition 4.5.5, once we proved that Ŝ is
homeomorphic to R2, then we could have inferred immediately that Ŝ = S since it is known,
although non-trivial, that Z/2Z cannot act freely on R2 by diffeomorphisms.
We therefore have the following analogue version of Corollary 4.4.8 in AdS2,1.
Corollary 4.5.7. If S and S′ are properly embedded spacelike surfaces in AdS2,1, thenD(S) = D(S′) if and only if ∂S = ∂S′.
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4.6. Convexity notions. Let Λ be any proper achronal meridian in ∂AdS2,1. In this section
we will investigate the convexity properties of Ω(Λ).
Let us recall that X ⊂ RP3 is convex if it is contained in an affine chart and it is convex
in the affine chart. This notion does not depend on the affine chart containing X. It is a
proper convex set if it is moreover compactly contained in an affine chart.
Proposition 4.6.1. Given a proper achronal meridian Λ in ∂AdS2,1, Ω(Λ) is convex. If Λ
is different from the boundary of a spacelike plane then Ω(Λ) is a proper convex set.
Proof. By Proposition 4.3.3 there exists a spacelike plane P such that Ω(Λ) is contained
in the affine chart V of RP3 obtained by removing the projective plane containing P . The
domain AdS2,1∩V = AdS2,1∖P is isometric to a Dirichlet region R of ÃdS2,1, by an isometry
sending Λ to a lifting Λ̃ and Ω(Λ) to Ω(Λ̃). By the second point of Proposition 4.3.2 we
have that
Ω(Λ̃) = ⋂˜
z∈Λ̃ I
+(L−(z˜)) ∩ I−(L+(z˜)) .
Now if z˜ projects to z, then the images of L−(z˜) and L+(z˜) in V are the two components of
L(z)∩AdS2,1, where L(z) is the affine tangent plane of ∂AdS2,1 ∩V at z. It turns out that
the image of the region I+(L−(z˜)) ∩ I−(L+(z˜)) is the intersection of AdS2,1 with the open
half-space U(z) bounded by L(z) and whose closure contains Λ. This shows:
Ω(Λ) = AdS2,1 ∩ ⋂
z∈ΛU(z) .
We now claim that actually
Ω(Λ) = ⋂
z∈ΛU(z) ⊂ AdS2,1 ,
which will conclude the proof. As ⋂z∈ΛU(z) is connected and it meets AdS2,1, to show that
it is contained in AdS2,1 it is sufficient to show that it does not meet the boundary of AdS2,1.
For any w ∈ ∂AdS2,1 let us consider the leaf of the left ruling through w, which intersects
Λ at a point z. It turns out that L(z) contains the leaf of the left ruling through z, hence
w ∉ U(z).
Now, assume that Λ is not the boundary of a spacelike plane. Then by Proposition 4.3.3
on the universal covering the compact set Ω(Λ̃) ∪ S+(Λ̃) ∪ S−(Λ̃) is contained in a Dirichlet
domain, so its image is a compact set contained in an affine chart. 
A a consequence of the previous argument is that Λ is contained in an affine chart whose
complement in RP3 is a projective plane containing a spacelike plane of AdS2,1. (Indeed Λ
is contained in the closure of Ω(Λ), which is contained in an affine chart, unless Λ is the
boundary of a spacelike plane, in which case the statement is trivial.) Hence it makes sense
to give the following definition:
Definition 4.6.2. Given a proper achronal meridian Λ in ∂AdS2,1, we define C(Λ) the
convex hull of Λ, which can be taken in an affine chart containing Λ.
Observe that we have proved implicitly that if Λ is an achronal meridian in ∂AdS2,1, then
C(Λ) is contained in AdS2,1, which is not obvious as AdS2,1 is not convex in RP3.
Remark 4.6.3. Since Ω(Λ) is convex, C(Λ) is contained in Ω(Λ). Moreover if K is any
convex set contained in AdS2,1 ∪ ∂AdS2,1 and containing Λ, then C(Λ) ⊂K ⊂ Ω(Λ).
To see this, let V be an affine chart such that Λ ⊂ V obtained by removing a spacelike
projective plane. Now, if z ∈ Λ then for any x ∈ AdS2,1 ∩ V the segment connecting z and x
in V is contained in AdS2,1 if and only if x ∈ U(z), the half-space containing Λ and bounded
by the tangent space of Λ at z, as defined in the proof of Proposition 4.6.1.
Hence by the characterization of Ω(Λ) as the intersection of the U(z) given in Proposition
4.6.1, if x is not in Ω(Λ), then it cannot be in K. This shows that Ω(Λ) is the biggest convex
subset of AdS2,1 containing Λ.
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Assume now that Λ is not the boundary of a spacelike plane. Then the topological
frontiers in RP3 of Ω(Λ) and of C(Λ) are Lipschitz surfaces homeomorphic to a sphere.
This sphere is disconnected by Λ into two regions, homeomorphic to disks, which form the
boundary of Ω(Λ) and of C(Λ) in AdS2,1. For Ω(Λ) those components are the image of
S±(Λ̃) and will be denoted by S±(Λ).
Let us now focus on C(Λ). Let C(Λ̃) be a lifting of C(Λ), which is contained in a Dirichlet
region, say R. Let P be a support plane for C(Λ), which is necessarily either spacelike or
lightlike, and let P̃ be its lift which touches C(Λ̃). Hence either Λ̃ is in I+(P̃ ) ∪ P̃ or in
I−(P̃ ) ∪ P̃ . This permits to distinguish the components of ∂C(Λ) ∖ Λ: the past boundary
component ∂−C(Λ) has the property that Λ̃ is contained in I+(P̃ )∪ P̃ for all support planes
which touch ∂−C(Λ), and analogously we define the future boundary component ∂+C(Λ)
by replacing I+ with I−. The following proposition explains that the boundary components
∂±C(Λ) and S±(Λ) have a kind of duality.
Proposition 4.6.4. Let Λ a proper achronal meridian in AdS2,1, x ∈ AdS2,1 and Px the
dual plane. Then● x ∈ Ω(Λ) if and only if Px ∩C(Λ) = ∅.● x ∈ C(Λ) if and only if Px ∩Ω(Λ) = ∅.
In particular if Λ is not the boundary of a spacelike plane, then● x ∈ ∂±Ω(Λ) if and only if Px is a support plane for ∂∓C(Λ).● x ∈ ∂±C(Λ) if and only if Px is a support plane for S∓(Λ).
Proof. From Proposition 4.5.3, points in Ω(Λ) are dual to planes disjoint from Λ, which are
precisely those which do not intersect C(Λ) by definition of convex hull. For the second
statement, fix x and observe that z ∈ Px if and only if x ∈ Pz. Hence there exists a point z in
the intersection Px ∩Ω(Λ) if and only if x is in a plane Pz which is disjoint from Λ, namely
when x is not in C(Λ).
As a consequence ∂C(Λ) consists of points dual to support planes of Ω(Λ). Take a
support plane Px of S+(Λ) (hence dual to a point x) which meets S+(Λ) at z. If z˜ denotes
the corresponding point on S+(Λ̃), then Λ̃ ⊂ I+(P −˜z ), and P −˜z ∩ Λ˜ ≠ ∅. Thus Pz, which is the
projection of P −˜z , is a support plane of C(Λ) touching the past boundary. As x ∈ Pz, we
conclude that x lies in the past boundary. Similarly points of the future boundary of C(Λ)
correspond to support planes for S−(Λ). 
Remark 4.6.5. It may happen that a boundary component of C(Λ) meets the boundary of
Ω(Λ). This exactly happens when the curve Λ contains a sawtooth, namely two consecutive
lightlike segments in ∂AdS2,1 one past directed and the other future-directed. In this case
the lightlike plane L(z) tangent to ∂AdS2,1 at the vertex z of the sawtooth contains the two
consecutive lightlike segments of Λ, while the convex hull of Λ contains a lightlike triangle
contained in L(z). This is however not contained in Ω(Λ). If the curve Λ does not contain
any sawtooth, then C(Λ) ∖Λ is entirely contained in Ω(Λ).
The fundamental example is given in Figure 8, where the yellow region represents at the
same time the convex hull of the proper achronal meridian Λ in ∂AdS2,1 composed of four
lightlike segments, two past-directed and two future-directed, and the closure of Ω(Λ). See
also Remark 8.1.3 and Figure 14 below.
Proposition 4.6.6. The past and future boundary components of C(Λ) are achronal sur-
faces.
Proof. Let us give the proof for ∂+C(Λ). Take x, y ∈ ∂+C(Λ) and consider the segment
joining x to y in an affine chart containing Λ. If this segment was timelike then the dual
planes Px and Py would be disjoint. Then up to switching x to y we may assume that, in the
universal cover, P 1x˜ ⊂ I+(P 1y˜ ), where x˜ and y˜ are the lifting of x and y in the same Dirichlet
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region mapping to the fixed affine chart. But then S+(Λ̃) would be contained in I−(P 1y˜ ) and
could not meet P 1x˜ , thus contradicting Proposition 4.6.4. 
Remark 4.6.7. The past and future boundary components of C(Λ) are not smooth, but only
Lipschitz surfaces. Indeed the complement of Λ and of the lightlike triangles (as described
in Remark 4.6.5) is locally connected by acausal Lipschitz arcs, and one can define a pseudo-
distance, that in fact turns out to be a distance and makes C(Λ) locally isometric to the
hyperbolic plane.
The situation is very similar to the counterpart in hyperbolic three-space. The intersection
of a spacelike support plane with C(Λ) is either a geodesic or a straight convex subset of
H2, i.e. a subset bounded by geodesics. Thus ∂C(Λ)∖Λ is intrinsically a hyperbolic surface
pleated along a measured geodesic lamination. A remarkable difference with respect to the
hyperbolic case is that in general those surfaces may be non complete, but they are always
isometric to straight convex subsets of H2. See [BKS11] for more details.
5. Globally hyperbolic three-manifolds
The aim of this section is to study maximal globally hyperbolic (MGH) Anti-de Sitter
spacetimes containing a compact Cauchy surface of genus r (we briefly say that the globally
hyperbolic spacetimes have genus r). We first prove that there are no examples for r = 0.
We will then briefly consider the torus case, and finally we will deepen the study for r ≥ 2,
first by introducing examples, and then by giving a complete classification.
5.1. General facts. We begin by some general results which will be used both in the genus
one and in the higher genus case. Recall that an immersion σ ∶ S → AdS2,1 is spacelike if
the pull-back metric (also called first fundamental form) is a Riemannian metric. We will
provide more details on the theory of spacelike immersions in Section 6.1 below, which can
be read independently.
Lemma 5.1.1. Let σ ∶ S → AdS2,1 be a spacelike immersion. If σ∗(gAdS2,1) is a complete
Riemannian metric, then σ is a proper embedding and S is diffeomorphic to R2.
Proof. By Proposition 4.5.5 it is sufficient to prove that σ is a proper immersion. In the
notation of Proposition 4.5.5, consider a lift σ̂ ∶ Ŝ → H2,1. It is clearly sufficient to prove that
σ̂ is proper. We will prove that if γ ∶ [0,1) → Ŝ is a path such that the limit limt→1 σ̂(γ(t))
exists, then also limt→1 γ(t) exists.
Using the expression (2.9) for the metric on H2,1 under the identification with H2 × S1
given by (2.7), we see that the length of γ for the pull-back metric is smaller that the length
of the projection of γ to the H2 factor, with respect to the hyperbolic metric on H2. The
latter hyperbolic length is finite by the assumption, hence γ has finite length for the pull-back
metric. The assumption on the completeness of the pull-back metric implies the existence
of the limit point for γ(t). 
As an immediate consequence, there can be no globally hyperbolic AdS spacetime whose
Cauchy surfaces are diffeomorphic to the sphere. In fact, supposing such a spacetime exists
and Σ is a Cauchy surface, the developing map restricted to Σ would be a spacelike im-
mersion, and the pull-back metric would be complete by compactness. But this contradicts
Lemma 5.1.1. Hence we proved:
Corollary 5.1.2. There exists no globally hyperbolic Anti-de Sitter spacetime of genus zero.
The following is a fundamental result on the structure of globally hyperbolic AdS space-
times.
Proposition 5.1.3. Let M be a globally hyperbolic Anti-de Sitter spacetime of genus r ≥ 1.
Then
(1) The developing map dev ∶ M̃ → AdS2,1 is injective.
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(2) If Σ is a Cauchy surface of M , then the image of dev is contained in Ω(Λ), where
Λ is the boundary at infinity of dev(Σ̃).
(3) If ρ ∶ pi1(M) → Isom(AdS2,1) is the holonomy representation, ρ(pi1(M)) acts freely
and properly discontinuously on Ω(Λ), and Ω(Λ)/ρ(pi1(M)) is a globally hyperbolic
spacetime containing M .
Proof. Let d̃ev ∶ M̃ → ÃdS2,1 be a lift of dev to the universal cover. By Theorem 4.4.2, the
spacetime M admits a foliation by smooth spacelike surfaces (Σt)t∈R of genus r ≥ 1, such
that Σt ⊂ I+(Σt′) for t > t′. Let Σ̃t the lift of the foliation on M̃ . Since Σt is closed, the
induced metric on Σt is complete, and so is the induced metric on Σ̃t. As d̃ev is a local
isometry, we deduce by Lemma 5.1.1 that the restriction of d̃ev to Σ̃t is a proper embedding.
Assume now by contradiction that d̃ev(Σ̃t) ∩ d̃ev(Σ̃t′) ≠ ∅ for some t ≥ t′. Then there is
a point x ∈ Σ̃t such that d̃ev(x) ∈ dev(Σ̃t′). By the assumption x is connected to Σ̃t′ by a
timelike arc η in M̃ . Then d̃ev(η) is a timelike arc in ÃdS2,1 with end-points in d̃ev(Σ̃t′) and
this contradicts the achronality of d̃ev(Σ̃t′). This shows that d̃ev is injective, and moreover
we conclude that d̃ev(Σ̃t) is a Cauchy surface of d̃ev(M̃). It follows using Proposition 4.5.5
that d̃ev(M̃) ⊂ D(d̃ev(Σ̃t)) = Ω(Λ̃), where Λ̃ is the boundary at infinity of d̃ev(Σ̃t), which
proves the second point.
Now, that the map d̃ev is ρ̃-equivariant, for a representation ρ̃ ∶ pi1(M) → Isom(ÃdS2,1)
which is a lift of the holonomy of M . As d̃ev(Σ̃t) is ρ̃-invariant, then so are Λ̃ and Ω(Λ̃).
We shall prove that the action of pi1(M) on Ω(Λ̃) given by ρ̃ is proper. This will also show
that the action is free, since pi1(M) is isomorphic to pi1(Σr) and therefore has no torsion.
For this purpose, let us notice that if K is relatively compact in Ω(Λ̃) then
XK ∶= (I+(K) ∪ I−(K)) ∩ d̃ev(Σ̃t)
is relatively compact as well. As the action of pi1(M) on Σ̃t, and thus on d̃ev(Σ̃t), is proper
and XγK = γ(XK), we deduce that the set of γ such that XγK ∩ XK ≠ ∅ is finite. On
the other hand if K ∩ γK ≠ ∅ then XK ∩XγK ≠ ∅. We thus conclude that the action is
proper. By applying the path lifting property, one sees that the quotient d̃ev(Σ̃t)/pi1(M) is
a Cauchy surface of Ω(Λ̃)/pi1(M), which is therefore globally hyperbolic.
The proof of the statement is then accomplished since the restriction of the covering map
ÃdS2,1 → AdS2,1 to Ω(Λ̃) ∪Λ is injective by Proposition 4.5.3. 
A remarkable difference between Lorentzian and Riemannian geometry is that in Lorentzian
geometry geodesic completeness is a very strong assumption, and in fact interesting classifi-
cation results are obtained without such an assumption. However, it is necessary to impose
some maximality condition to compensate for non-completeness. Among several approaches,
one of the most common is the classification of a maximal globally hyperbolic spacetimes.
We give a definition here in our special setting, although one can give more general definitions
in the larger class of Einstein spacetimes.
Definition 5.1.4. A globally hyperbolic Anti-de Sitter manifold (M,g) is maximal if any
isometric embedding of (M,g) into a globally hyperbolic Anti-de Sitter manifold (M ′, g′),
which sends a Cauchy surface of (M,g) to a Cauchy surface of (M ′, g′), is surjective.
The following corollary is a direct consequence of Proposition 5.1.3 and Definition 5.1.4.
Corollary 5.1.5. An Anti de-Sitter globally hyperbolic spacetime M is maximal if and only
if M̃ is isometric to the invisible domain of a proper achronal meridian in AdS2,1.
5.2. Genus r = 1: examples. Our first objective is the classification of MGH AdS space-
times of genus 1. We start by constructing a family of examples, which will later be shown
to be all examples of genus 1 up to isometry, thus providing a full classification.
Recall from Definition 3.5.4 the construction of dual spacelike lines, as in Figure 8. In
the PSL(2,R) model, up to isometry the two dual spacelike lines L and L′ can be taken of
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the form L = L`,` where ` is an oriented spacelike geodesic in H2, and L′ = L`,`′ where `′
is ` endowed with the opposite orientation. This means that L consists of the hyperbolic
isometries of H2 which translate along the geodesic `, while L′ consists of order two elliptic
elements with fixed point in `. By Proposition 3.5.3, the endpoints of L are of the form(x, y) and (y, x) in ∂AdS2,1 ≅ RP1 ×RP1, for x and y the endpoints of ` in RP1, while the
endpoints of L′ are of the form (x,x) and (y, y).
The following lemma exhibits proper achronal meridians in ∂AdS2,1 containing these four
points, each of which, together with the two dual lines L and L′, constitute the 1-skeleton
of the affine tetrahedron as in Figure 8.
Figure 8. The lightlike tetrahedron T : two of its edges are spacelike lines
of AdS2,1, dual to one another (on the top and bottom), and the other four
are lightlike segments contained in ∂AdS2,1.
Lemma 5.2.1. Let x, y be different points in RP1. Then there exist exactly two proper
achronal meridians in ∂AdS2,1 containing the points (x,x), (y, x), (y, y), (x, y).
Proof. Since (x,x) and (y, x) are in the same leaf λx of left ruling of ∂AdS2,1 ≅ RP1×RP1, a
proper achronal meridian must necessily contain one of the two segments connecting (x,x)
and (y, x) in λx, thus giving two possible choices. Once this choice is made, the same
argument apply for the left of the right ruling µy containing (y, x) and (y, y), but there is
only one possible choice so that, concatenated with the previously chosen segment in λx,
gives a locally achronal curve.
More precisely, if we choose an affine chart which contains the four points (x,x), (y, x),(y, y) and (x, y) and we assume the segment chosen in the first step from (x,x) to (y, x)
is future-directed in this affine chart, then the segment connecting (y, x) to (y, y) must
necessarily be past directed. One then iterates this argument and obtains precisely two
proper achronal meridians: if we assume for simplicity that x = 0 and y =∞ in RP1 ≅ R∪{∞},
the first is the concatenation of [0,∞] × {0}, {∞} × [0,∞], [∞,0] × {∞} and {0} × [∞,0];
the second the concatenation of [∞,0] × {0}, {∞} × [∞,0], [0,∞] × {∞} and {0} × [0,∞].
See Figure 9. 
Let us call Λ1 and Λ2 be the two proper achronal meridians described in Lemma 5.2.1.
Their lift on the universal cover ÃdS2,1 is easily described. For this purpose, let us fix
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Figure 9. A schematic picture of the two curves of Lemma 5.2.1 in the
torus RP1 × RP1, represented as a square with sides identified by transla-
tions.
x, y ∈ RP1 and let us choose a lift L̃ to ÃdS2,1 of the spacelike geodesic in AdS2,1 connecting
p1 = (x, y) and p2 = (y, x). Say p̃1 = (ξ1, t1) and p̃2 = (ξ2, t2) are the endpoints of L̃ in
the boundary ∂D ×R of the Poincare´ model of ÃdS2,1. (Up to isometries, we could in fact
assume that ξ1 and ξ2 are antipodal on S1 and t1 = t2 = 0.)
Then Λ̃1 and Λ̃2 can be expressed as the graphs of f
Λi ∶ ∂D→ R defined by:
fΛ1(ξ) = min{dS2(ξ, ξ1) + t1, dS2(ξ, ξ2) + t2} , (5.1)
and
fΛ2(ξ) = max{t1 − dS2(ξ, ξ1), t2 − dS2(ξ, ξ2)} . (5.2)
Indeed, for fΛ1 , since (ξ1, t1) and (ξ2, t2) are connected by a spacelike line, fΛ1(ξ1) = t1
and fΛ1(ξ2) = t2; moreover there are two points q̃1 = (η1, s1) and q̃2 = (η2, s2) at which
the expressions dS2(ξ, ξ1) + t1 and dS2(ξ, ξ2) + t2 are equal, which are the endpoints of one
lift of the dual line L′. Hence the graph of fΛ1 consists of four lightlike segments, two
future-directed and two past-directed. By the way, observe that fΛ1 could be written by the
equivalent expression:
fΛ1(ξ) = max{s1 − dS2(ξ, η1), s2 − dS2(ξ, η2)} . (5.3)
This analysis turns out to be extremely useful for the description of the invisible domain
and the convex hull of Λ1 and Λ2. These are pictured in Figure 10 below.
Proposition 5.2.2. Let x, y be different point in RP1 and let Λ0 be a proper achronal
meridian in ∂AdS2,1 containing the points (x,x), (y, x), (y, y), (x, y). Then Ω(Λ0) = C(Λ0)
is a tetrahedron bounded by four lightlike planes.
Proof. Let us first consider the picture in the universal cover ÃdS2,1, and consider the lift Λ̃1
defined as the graph of fΛ1 as in Equation (5.1). As a simple consequence of the triangular
inequality for the hemispherical metric, one sees that the functions fX− and fX+ we introduced
in Section 4.2 and Lemma 4.2.2 (where now X = Λ̃1) are given themselves by the expressions
of Equations (5.1) and (5.3) respectively, except that the point ξ is now allowed to vary in
D ∪ ∂D.
Using the description of lightlike planes we gave in Section 2.4, see also Figure 4, the sur-
faces S±(Λ̃1) (which we recall are the graph of fX± ) consist of two lightlike half-planes meeting
in a spacelike geodesic: the geodesic with endpoints q̃1 and q̃2 for S+(Λ̃1); the geodesic with
endpoints p̃1 and p̃2 for S−(Λ̃1). Projecting down to AdS2,1, the same description holds for
S±(Λ0). Hence Ω(Λ0) is the interior of a tetrahedron with lightlike faces. Its closure, which
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is the tetrahedron itself, clearly coincides with the convex hull of Λ0 in an affine chart, which
is also the convex hull of L ∪L′. 
Figure 10. The invisible domains of the two achronal meridians Λ̃1 and
Λ̃2 composed of four lightlike segments in ÃdS2,1. The 1-skeleton of the two
tetrahedra contains four lightlike segments together with two dual spacelike
lines. The left and right tetrahedra actually differ by rotating on D and
translating vertically.
Remark 5.2.3. The region Ω(Λ0) is, up to isometries, insensitive of the choice of Λ0 as in
Lemma 5.2.1. Namely, there is an orientation-preserving, time-preserving isometry of AdS2,1
which maps one proper achronal meridian as in Lemma 5.2.1 to the other. The isometry is
achieved simply by mapping the spacelike line L to its dual L′, and therefore L′ is mapped
to L.
In the universal cover ÃdS2,1, this isometry is easily expressed if we normalize L̃ so that
its endpoints in ∂D ×R are of the form p̃1 = (ξ1, t1) and p̃2 = (ξ2, t2) with t1 = t2 and ξ1, ξ2
antipodal points in the sphere. Then the isometry we are looking for is induced by the
isometry of ÃdS2,1 which acts as a rotation of angle pi/2 on D and a vertical translation of
pi/2 on R. See again Figure 10.
In what follows, we will refer to the region Ω(Λ0), which is uniquely determined up
to isometries, as the lightlike tetrahedron T . To give a concrete description of the MGH
spacetimes of genus one, the following geometric description of the tetrahedron, from an
intrinsic point of view, will be useful.
Lemma 5.2.4. The lightlike tetrahedron T is isometric to R2 × (0, pi/2) endowed with the
Lorentzian metric
cos2(z)dx2 + sin2(z)dy2 − dz2 . (5.4)
Proof. The easiest way to perform this computation is in the quadric model H2,1. Let us
consider two lifts L̂ and L̂′ of the spacelike dual geodesics L and L′ of AdS2,1. It follows
from the discussion of the duality in Section 2.5 that points in L′ are the midpoints of the
closed timelike geodesics leaving from L orthogonally. Hence in the double cover we have
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a timelike geodesic of length pi/2 connecting every point of L̂ to every point of L̂′. Clearly
these geodesics, projected to AdS2,1, foliate the interior of the convex hull of Λ0, namely the
lightlike tetrahedron T .
Let γ ∶ R → L̂ and η ∶ R → L̂ be arclength parameterizations of the chosen spacelike
geodesics in H2,1. By virtue of the above description, and using the expression (2.12) for the
geodesics in the quadric model, we have the following diffeomorphism Φ between R2×(0, pi/2)
and a lift of T in H2,1:
Φ(x, y, z) = cos(z)γ(x) + sin(z)η(y) .
A direct computation, using that γ(x) and η(y) are orthogonal in R2,2 for every x, y, shows
that the pull-back of the ambient metric ⟨, ⋅, ⋅⟩2,2 of H2,1 equals the metric (5.4). 
It is worth remarking that the surfaces given by z = c under the diffeomorphism Φ are
intrinsically flat and complete, hence properly embedded by Lemma 5.1.1. They are Cauchy
surfaces for T by Proposition 4.5.5. See Figure 11.
Figure 11. The foliation of the lightlike tetrahedron T = Ω(Λ0) by flat
CMC surfaces with constant values of z, in the coordinate system Φ. On
the right the maximal surface corresponding to z = pi/4 is highlighted.
To conclude the construction of the examples, it only remains to study the stabilizer of the
lines L and L′. In light of the naturality of the construction of the dual line, the stabilizer
of L actually coincides with the stabilizer of L′. In the PSL(2,R)-model, recall that we
defined L as the one-parameter subgroup of PSL(2,R) of hyperbolic transformations which
fix a geodesic ` in H2. The dual line consists of elliptic order two isometries with fixed point
on `.
Let us denote by αd the hyperbolic isometry which translates along ` of signed distance
d. One then easily checks that the stabilizer of L which preserves an orientation of L is:
Stab+(L) = {(αl, αm) ∣ l,m ∈ R} ⊂ PSL(2,R) ×PSL(2,R) , (5.5)
which is therefore isomorphic to R2. In fact, recalling that the isometric action of PSL(2,R)×
PSL(2,R) on PSL(2,R) from Equation (3.1), and the isometric identification of the dual
plane P1 with H2 (Lemma 3.5.1), the isometries of the form (αd, αd) fix L pointwise and
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act on L′ as a translation of length d. Conversely, the isometries of the form (αd, α−d) fixL′ setwise and act on L as a translation of length d.
The full stabilizer consists of the normal subgroup Stab+(L) and on another single coset,
which consists in the rotations of angle pi along each of the timelike geodesics leaving L
orthogonally and thus connecting L to the dual geodesic L′. In conclusion, we have the
following:
Lemma 5.2.5. The orientation-preserving, time-preserving stabilizer of T is a isomorphic
to the semidirect product R2 ⋊Z/2Z. The normal subgroup R2 acts, in the coordinates given
by Lemma 5.2.4, as
(l,m) ⋅ (x, y, z) = (x + l −m
2
, y + l +m
2
, z) ,
while a generator of the Z/2Z-factor acts as (x, y, z)↦ (−x,−y, z).
The full stabilizer of T contains also orientation-reversing and time-reversing isometries,
which can be easily figured out. Maximal globally hyperbolic spacetimes of genus 1 are then
obtained as quotients of T by an action of Z2.
Proposition 5.2.6. Given two linearly independent vectors (l,m) and (l′,m′), the group
Z2 generated by α = (αl, αm) and α′ = (αl′ , αm′) acts freely and properly discontinuously on
T and the quotient is a MGH spacetime of genus 1.
Proof. The vectors ((l−m)/2, (l+m)/2) and ((l′−m′)/2, (l′+m′/2) are linearly independent
if and only if (l,m) and (l′,m′) are linearly independent. It is then clear from Lemma
5.2.5, using the coordinates of Lemma 5.2.4, that the action on T is free and properly
discontinuous. Since any surface {z = c} is a Cauchy surface in T , they project to Cauchy
surfaces in the quotient, which is therefore globally hyperbolic, and maximal by Proposition
5.1.3. 
5.3. Genus r = 1: classification. In this section we will prove that any MGH spacetime
of genus r = 1 is isometric to one of those constructed in Proposition 5.2.6. The key step in
the argument is the following proposition.
Proposition 5.3.1. Let M be a globally hyperbolic spacetime of genus r = 1 and let ρ =(ρl, ρr) ∶ pi1(T 2)→ PSL(2,R)×PSL(2,R) be the holonomy representation. Then ρ is discrete
and faithful. Moreover ρl and ρr are elementary representations with two fixed points in RP1.
The last property in the statement is equivalent to the fact that ρl(γ) and ρr(γ) are
hyperbolic transformations for any γ ∈ pi1(T 2).
Proof. By Proposition 5.1.3 the developing map dev ∶ M̃ → AdS2,1 is injective, which implies
that the holonomy representation is faithful. Moreover dev(M̃) is a domain in AdS2,1
on which ρ(pi1(T 2)) acts properly. It follows that ρ(pi1(T 2)) is a discrete subgroup of
PSL(2,R) × PSL(2,R). The fact that ρl and ρr are elementary representations is a simple
consequence of the fact that pi1(T 2) is Abelian. In order to prove that ρl and ρr fix two
points on RP1 we will show that no other possibility can hold.
First assume that both ρl and ρr have a fixed point in H2. Then ρ is conjugated to a
representation in PSO(2) × PSO(2). But there is no faithful and discrete representation of
pi1(T 2) into a compact group.
To exclude the other possibilities we will use that, by Proposition 5.1.3, there is a proper
achronal meridian Λ in ∂AdS2,1 = RP1 ×RP1 invariant under the representation ρ.
Assume first that ρl fixes a point in H2, and ρr fixes (at least) a point y0 ∈ RP1. By
homological reasons the curve Λ must intersect the leaf λy0 at a point, say p0 = (x0, y0). Let
γ be a non trivial element of pi1(T 2), and set p1 ∶= ρ(γ)(x0, y0) = (ρl(γ)x0, y0). So Λ meets
λy0 also at p1. By Lemma 4.1.6, Λ contains a lightlike segment I in λy0 with end-points p0
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and p1. Since ⋃n ρ(γ)n(I) = λy0 we deduce that Λ contains the entire leaf λy0 but this is a
contradiction with Λ being a proper achronal meridian.
Let us now consider the case that ρl(γ) and ρr(γ) are parabolic transformations for
all c ∈ pi1(T ). Up to conjugation we may assume that the fixed points of ρl and ρr are
both ∞ ∈ RP1, hence ρ takes values into the subgroup G∞ of PSL(2,R) × PSL(2,R) fixing
p∞ = (∞,∞). Notice that G∞ acts by translations on the domain
U0 = RP1 ×RP1 ∖ (λ∞ ∪ µ∞) = (RP1 ∖ {∞}) × (RP1 ∖ {∞}) = R2 ,
and such an action provides an isomorphism G∞ ≅ R2. Since the holonomy is discrete and
faithful, ρ(pi1(T 2)) is identified to a lattice of G∞. This implies that for every p = (x0, y0) ∈
U0, the orbit of p is the set of vertices of a tessellation of R2 by parallelograms. In particular
such an orbit must contain points of I+U0(p) = {(x, y) ∣x − x0 > 0, y − y0 < 0}, which shows
that in U0 there is no achronal orbit for the action of pi1(T 2). It follows that Λ cannot meet
U0, so it is contained in λ∞ ∪ µ∞. On the other hand, arguing as above we see that if Λ
intersects the leaf λ∞ (resp. µ∞) at a point different from p∞, then it must contain the
whole leaf λ∞ (resp. µ∞), and this gives a contradiction.
Finally consider the case where for all γ ∈ pi1(T 2) we have ρl(γ) parabolic, and ρr(γ)
hyperbolic. We can assume that ∞ is the fixed point of ρl, and 0,∞ are the fixed points of
ρr. We consider the partition of RP1×RP1 into ρ-invariant subsets µ∞, λ0, λ∞, U+ = R×R+,
and U− = R × R−. We will prove that no pi1(T 2)-orbit of U± is achronal, showing that
Λ ⊂ µ∞ ∪ λ0 ∪ λ∞. Let G be the subgroup of PSL(2,R) × PSL(2,R) made of elements
whose left factor is a parabolic transformation with fixed point at ∞ and whose right factor
hyperbolic transformation with fixed points 0,∞. Let us consider the diffeomorphism
Φ ∶ R2 → U+ Φ(x, y) = (x, ey) ,
which conjugates the action of G∞ on R2 and of G on U+. In particular Φ−1 ○ρ(pi1(T 2)) ○Φ
is a lattice in G∞. Thus as before no Φ−1 ○ ρ(pi1(T 2)) ○Φ-orbit in R2 is achronal. But Φ is
conformal with respect to the Lorentzian metric dxdy on R2 and the conformal Lorentzian
structure of ∂AdS2,1 restricted to U+. We deduce that no ρ(pi1(T 2))-orbit is achronal in U+.
A similar proof works for U−.
This shows that Λ is contained in µ∞ ∪ λ0 ∪ λ∞. Hence Λ ∩ λ0 is either one point or an
arc. In the latter case the end-points of the arc should lie in ρ∞, but the intersection of λ0
and µ∞ is only at the point (∞,0), which contradicts that Λ is a proper achronal meridian.
So Λ intersects λ0 only at (∞,0). Similarly Λ intersects λ∞ only at (∞,∞). This implies
that Λ ⊂ µ∞ which is a contradiction. 
Now, given a pair of elementary representations ρl, ρr ∶ Z2 → PSL(2,R) which map every
non-trivial element to a hyperbolic transformation, assume for simplicity that the fixed
points of ρl and ρr coincide, and let us call them x and y. Recall from Lemma 5.2.1 that
there are two proper achronal meridians containing the four points (x,x), (y, x), (y, y), (x, y)
in ∂AdS2,1. Each of them is clearly invariant under the Z2-action induced by ρ. The next
step consists in showing that these are the only invariant proper achronal meridians.
Proposition 5.3.2. Let ρ ∶ pi1(T 2)→ PSL(2,R)×PSL(2,R) be a representation such that ρl
and ρr are elementary representations with two fixed points in RP1. Then there are exactly
two proper achronal meridians in ∂AdS2,1 invariant under the action of pi1(T 2) induced by
ρ.
Proof. Up to conjugation we may assume that both ρl and ρr fix 0 and ∞. It will be
sufficient to show that any ρ-invariant proper achronal meridian Λ necessarily contains the
four points (0,0), (0,∞), (∞,0), (∞,∞). Indeed by Lemma 5.2.1 this will imply that Λ is
either Λ1 or Λ2.
We claim that Λ must be contained in the union of leaves
X = λ0 ∪ λ∞ ∪ µ0 ∪ µ∞ .
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First let us show how to conclude assuming the claim. Notice that the leaves λj and µi meet
at point pi,j = (i, j) for i, j = 0,∞. If Λ is an achronal meridian contained in X, then it must
be a concatenation of arcs on the leaves λ0, λ∞, µ0, µ∞ with end-points in {pi,j ∣ i, j = 0,∞}.
Notice that● If Λ contains an arc on λj (resp. µi) then it contains both p0,j , and p∞,j (resp. pi,0
and pi,∞).● If pij is contained in Λ, then Λ contains an arc on both λi and µj (otherwise Λ
should contain a leaf).
In particular we easily deduce that Λ must contain all points pi,j and we conclude.
In order to prove the claim we will check that no point in ∂AdS2,1 ∖X has an achronal
orbit. Notice that ∂AdS2,1 ∖X is has the following four connected components:
U+,+ = R+ ×R+, U+,− = R+ ×R−, U−,+ = R− ×R+, U−,− = R− ×R− .
Each of these component is preserved by ρ. Let us focus on U+,+. Using the notation of
Proposition 5.3.1 consider the diffeomorphism
Φ+,+ ∶ R2 → U+,+ Φ+,+(x, y) = (ex, ey) ,
which is conformal, similarly to the last part of the proof of Proposition 5.3.1. Let Ĝ =
Stab+(L) be the stabilizer of the geodesic L = L`,` preserving an orientation, as in (5.5),
where ` is the oriented geodesic of H2 with endpoints 0 and ∞. Namely Ĝ is the subgroup of
PSL(2,R)×PSL(2,R) of pairs of hyperbolic transformations with fixed points at 0,∞. Then
Φ+,+ conjugates G∞ and Ĝ. As in Proposition 5.3.1, we deduce that Φ−1+,+ ○ ρ(pi1(M)) ○Φ+,+
is a lattice in G∞ = R2 and therefore the action cannot have achronal orbits in R2. Since
Φ+,+ is conformal, then the action of ρ(pi1(M)) cannot have achronal orbits in U+,+. The
proof for the other connected components U±,± is completely analogous. 
A consequence of Proposition 5.3.2 is the following. Recall from Section 5.2 that T
denotes a lightlike tetrahedron whose boundary in ∂AdS2,1 is a proper achronal meridian
consisting of the concatenation of four lightlike segments. In Lemma 5.2.5 we showed that
Ĝ = Stab+(L), which is the orientation-preserving, time-preserving stabilizer of T , is iso-
morphic to the semi-direct product R2 ⋊Z/2Z.
Corollary 5.3.3. Any MGH spacetime of genus one is isometric to a quotient of T by a
subgroup of Ĝ acting freely and properly discontinuously on T .
Proof. By Proposition 5.1.3, any MGH spacetime M of genus one is isometric to the quo-
tient of the invisible domain of a proper achronal meridian invariant under the action of
ρ(pi1(T 2)), where ρ ∶ pi1(T 2) → PSL(2,R) × PSL(2,R) is the holonomy representation. By
Proposition 5.3.1, ρ maps every non-trivial element to a pair of hyperbolic transformations,
and by Proposition 5.3.2 there are exactly two proper achronal meridians invariant under
such a ρ, namely those described in Lemma 5.2.1. However, by Remark 5.2.3, there is
an orientation-preserving, time-preserving isometry of AdS2,1 sending one invariant proper
achronal meridian to the other. Hence, up to composing with an isometry, we see that M
is isometric to a quotient of the T , which is the invisible domain of the proper achronal
meridian Λ0 as in Proposition 5.2.2. 
Let us conclude this section by a discussion on the classification of MGH spacetimes of
genus one. For this purpose, we introduce the deformation spaceMGH(T 2) = {g MGH AdS metric on T 2 ×R}/Diff0(T 2 ×R) ,
where the group of diffeomorphisms isotopic to the identity acts by pull-back. It is a well-
known fact from the theory of (G,X)-structures that the holonomy map, which is well-
defined with image in the space of representations of the fundamental group into G up to
conjugacy (in this case G = PSL(2,R) ×PSL(2,R)), descends to the quotient MGH(T 2).
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Now, Corollary 5.3.3 tells us that MGH spacetimes of genus 1 are determined by the holo-
nomy representations of Z2 which take value in Ĝ and act freely and properly discontinuously
on T .
Two MGH spacetimes T /ρ1(Z2) and T /ρ2(Z2) represent the same point in MGH(T 2)
if and only if ρ1 and ρ2 are conjugate in Isom(AdS2,1), but in fact in this case they are
necessarily conjugate in Ĝ. Hence the deformation space MGH(T 2) is identified to the
space of Z2-representations in Ĝ acting freely and properly discontinuously on T up to
conjugacy in Ĝ.
By the proof of Proposition 5.2.6 we see that ρ(pi1(T 2)) acts freely and properly dis-
continuously on T if and only if, under the isomorphism between Ĝ and the semi-direct
product R2 ⋊ Z/2Z, its acts freely and properly discontinuously on R2. Under this isomor-
phism, conjugacy by elements in the normal subgroup R2 do not change ρ, while conjugacy
by the generator of Z/2Z acts by minus the identity. In conclusion, we have the following
classification result:
Theorem 5.3.4. The deformation space MGH(T 2) is homeomorphic to the space of dis-
crete and faithful representations of pi1(T 2) into R2 up to sign.
As a final comment, the space of discrete and faithful representations of pi1(T 2) into R2
coincides with the space of translation structures on the torus. Since they are considered
up to sign changing, MGH(T 2) is identified to the deformation space of semi-translation
structures on the torus.
5.4. Genus r ≥ 2: examples. Let us now consider Σr an oriented surface of genus r ≥ 2.
Let us recall the definition of Fuchsian representations.
Definition 5.4.1. A representation ρ ∶ pi1(S)→ PSL(2,R) is positive Fuchsian if there is a
ρ-equivariant orientation-preserving homeomorphism δ ∶ Σ̃r → H2.
The definition is invariant under conjugation in PSL(2,R) ≅ Isom0(H2), but not under
conjugation in Isom(H2). By a celebrated result by Goldman [Gol80], a representation ρ
is positive Fuchsian if and only if the associated flat RP1 bundle Eρ, constructed as the
quotient of Σ̃r ×RP 1 by the diagonal action of pi1(S) given by the obvious action by deck
transformation on the first factor, and by ρ on the second factor, has Euler class 2−2r. This
is also equivalent to the existence of an orientation-preserving fiber bundle isomorphism
between Eρ and the unit tangent bundle of Σr.
The following classical fact in Teichmu¨ller theory, see for instance [GL00], is essential for
the construction of MGH spacetimes of genus r ≥ 2.
Lemma 5.4.2. Given two positive Fuchsian representations ρl, ρr ∶ pi1(Σr) → PSL(2,R),
any (ρl, ρr)-equivariant orientation-preserving homeomorphism of H2, which exist as a con-
sequence of Definition 5.4.1, extends continuously to an orientation-preserving homeomor-
phism of H2∪RP1. Moreover, its extension ϕ ∶ RP1 → RP1 is the unique (ρl, ρr)-equivariant
orientation preserving homeomorphism of RP1.
By (ρl, ρr)-equivariance of ϕ we mean the condition that for every γ ∈ pi1(S):
ϕ ○ ρl(γ) = ρr(γ) ○ ϕ . (5.6)
Now let ρl, ρr ∶ pi1(Σr) → PSL(2,R) be two positive Fuchsian representations. We will
consider the representation
ρ = (ρl, ρr) ∶ pi1(S)→ Isom0(AdS2,1) ≅ PSL(2,R) ×PSL(2,R) ≅ Isom(AdS2,1) .
Definition 5.4.3. Given a pair of positive Fuchsian representations ρl, ρr ∶ pi1(Σr) →
PSL(2,R), we define Λ(ρ) the graph in RP1×RP1 of the unique (ρl, ρr)-equivariant orientation-
preserving homeomorphism of RP1, and Ωρ ∶= Ω(Λ(ρ)) its invisible domain in AdS2,1.
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Using the above construction, we can build examples of MGH spacetimes having holonomy
any ρ = (ρl, ρr) of this form.
Proposition 5.4.4. The domain Ωρ is invariant under the isometric action of pi1(Σr) on
AdS2,1 induced by ρ. Moreover pi1(Σr) acts freely and properly discontinuously on Ωρ and
the quotient is a MGH spacetime of genus r and holonomy ρ.
Proof. By the definition of ϕ and the action of PSL(2,R)×PSL(2,R) on it is clear that Λ(ρ)
is invariant by the action of (ρl(γ), ρr(γ)), for every γ ∈ pi1(Σr). Recalling from Corollary
4.5.4 that Ωρ is the set of elements x ∈ PSL(2,R) such that x ○ ϕ have no fixed point on
RP1, the invariance of Ωρ also follows immediately: indeed(ρl(γ) ○ x ○ ρr(γ)−1) ○ ϕ = ρl(γ) ○ (x ○ ϕ) ○ ρl(γ)−1
acts freely on RP1 if x ○ ϕ does.
Let us show that for a compact set K in Ωρ, ρ(γ) ⋅K stays in a compact region of Ωρ
only for finitely many γ ∈ pi1(Σr). This will also show that the action is free, since pi1(Σr)
has no torsion. For this purpose, take a sequence xn ∈ K and a sequence γn ∈ pi1(Σr) not
definitively constant. We claim that up to a subsequence, (ρ(γn) ⋅ xn) converges to some(ξ+, ϕ(ξ+)) in Λ(ρ). We will apply the criterion of convergence to ∂AdS2,1 given in Lemma
3.2.2.
Since Fuchsian representations act cocompactly on H2, the sequence ρl(γn) has no con-
verging subsequences in PSL(2,R). By a well-known dynamical property of PSL(2,R)
(see for instance [BZ06]), up to taking a subsequence, there exist ξ−, ξ+ on RP1 such that
ρl(γn)±1(ξ) → ξ± for all ξ ≠ ξ∓ and that the convergence is uniform on compact sets of(H2 ∪RP1) ∖ {ξ∓}. By the equivariance (5.6), the same holds for ρr(γn) where now ξ± are
replaced by ϕ(ξ±).
To apply the criterion of Lemma 3.2.2, pick any p ∈ H2, and recall that ρ(γn) ⋅ xn =
ρl(γn) ○xn ○ ρr(γn)−1. By the dynamical property above, for any δ > 0 one can find n0 such
that ρr(γn)−1(p) is in the δ-neighborhood of ϕ(ξ−) (for the Euclidean metric on the closed
disc), say Uδ. Since xn lies in a compact region of Ωρ, we can assume that it converges to
x∞ ∈ Ωρ, hence x∞ ○ ϕ has no fixed point, and in particular x∞ ○ ϕ(ξ−) ≠ ξ−.
Up to taking δ sufficiently small and n0 large, xn(Uδ) lies in a neighborhood V of x∞ ○
ϕ(ξ−) such that the closure of V is disjoint from ξ−. By construction xn○ρr(γn)−1(p) ∈ V and
by the uniform convergence on compact sets of the complement of ξ−, ρl(γn)○xn○ρr(γn)−1(p)
converges to ξ+ for n large. The very same argument then shows that (ρ(γn) ⋅ xn)−1(p) =
ρr(γn) ○ x−1n ○ ρl(γn)−1(p) converges to ϕ(ξ+). This concludes the claim.
Finally, the past and future boundary components ∂±C(Λ(ρ)) are contained in Ωρ, since
Λ(ρ) is the graph of an orientation-preserving homeomorphism (see Remark 4.6.5). Hence
they are ρ-invariant properly embedded Cauchy surfaces in Ωρ and project to Cauchy sur-
faces of the quotient by the action of ρ(pi1(Σr)), which are homeomorphic to Σr. This
shows that the quotient is a globally hyperbolic spacetime of genus r, which is maximal by
Proposition 5.1.3. 
5.5. Genus r ≥ 2: classification. In this section we will conclude the classification result,
by showing essentially that the examples of Proposition 5.4.4 are all the MGH spacetimes
of genus r.
Lemma 5.5.1. Let ρ = (ρl, ρr) be a pair of positive Fuchsian representations, and ϕ ∶ RP1 →
RP1 be the unique (ρl, ρr)-equivariant orientation-preserving homeomorphism of RP1. Then
Λ(ρ) is the unique proper achronal meridian in ∂AdS2,1 invariant under the action of pi1(Σr)
induced by ρ.
Proof. Let Λ be a proper achronal meridian invariant under the action of pi1(Σr). We claim
that the intersection Λ ∩ Λϕ is not empty. Once the claim will be showed, the proof is
ANTI-DE SITTER GEOMETRY AND TEICHMU¨LLER THEORY 46
Figure 12. The proof of Proposition 5.4.4, and in particular the fact that
the image of p ∈ H2 under ρ(γn) ⋅ xn = ρl(γn) ○ xn ○ ρr(γn)−1 converges to
ξ+ as n → +∞. A completely analogous argument shows that the image of
p under the inverse converges to ϕ(ξ+).
concluded in the following way. If (ξ0, ϕ(ξ0)) ∈ Λ, then(ρl(γ) ⋅ ξ0, ϕ(ρl(γ) ⋅ ξ0)) = (ρl(γ) ⋅ ξ0, ρr(γ) ⋅ ϕ(ξ0)) ∈ Λ .
However the ρl(pi1(Σr))-orbit of ξ0 is dense in RP1, hence we deduce that Λ contains Λϕ.
But both Λϕ and Λ are homeomorphic to S
1, which necessarily implies Λϕ = Λ.
Let us prove the claim. Let γ be a non-trivial element in pi1(Σr). It is known that ρl(γ)
and ρr(γ) are necessarily hyperbolic elements in PSL(2,R), hence denote by ξ+l (γ), and
ξ+r (γ) their attractive fixed points respectively. Notice that ξ+r (γ) = ϕ(ξ+l (γ)), hence(ξ+l (γ), ξ+r (γ)) ∈ Λϕ .
By homological reasons the curve Λ must meet the leaf of the left ruling of ∂AdS2,1:
λξ+r (γ) = {(η, ξ+r (γ)) ∣η ∈ RP1} .
That is, there exists η0 ∈ RP1 such that (η0, ξ+r (γ)) lies in Λ. But then (ρl(γ)kη0, ξ+r (γ)) lies
in Λ for k > 0. If η0 ≠ ξ−l (γ) we can pass to the limit on k and deduce that (ξ+l (γ), ξ+r (γ))
lies in Λ.
So far, the choice of γ was arbitrary. To conclude, assume now by contradiction that for
every γ ∈ pi1(Σr) the point (ξ−l (γ), ξ+r (γ)) lies in Λ. Take α,β ∈ pi1(S) so that the axes of
ρl(α) and ρl(β) do not intersect. We may assume that the cyclic order of end-points of
those axes is
ξ+l (α) < ξ+l (β) < ξ−l (β) < ξ−l (α) . (5.7)
Since ξ±r (α) = ϕ(ξ±l (α)) and ξ±r (β) = ϕ(ξ±l (β)), we also have that
ξ+r (α) < ξ+r (β) < ξ−r (β) < ξ−r (α) . (5.8)
On the other hand by assumption (applied to α,β and their inverses) the curve Λ contains(ξ+l (α), ξ−r (α)), (ξ+l (β), ξ−r (β)), (ξ−l (β), ξ+r (β)), (ξ−l (α), ξ+r (α)). By achronality of Λ, the
cyclic order of the second components must be the same as that of the first components
(although not necessarily strict), hence from (5.7) we obtain
ξ−r (α) ≤ ξ−r (β) ≤ ξ+r (β) ≤ ξ+r (α) ,
which contradicts (5.8). 
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Given a pair ρ = (ρl, ρr) of positive Fuchsian representations of pi1(Σr), let us denote by
Mρ the MGH spacetime Ωρ/ρ(pi1(Σr)) of Proposition 5.4.4.
Corollary 5.5.2. For any pair ρ = (ρl, ρr) of positive Fuchsian representations of pi1(Σr),
Mρ is the unique MGH spacetime with holonomy ρ.
The last step for the classification result is that the left and right holonomies are neces-
sarily positive Fuchsian.
Proposition 5.5.3. Let M be an oriented, time-oriented, globally hyperbolic spacetime of
genus r ≥ 2 and let us endow a Cauchy surface Σ with the orientation induced by the future
normal vector. Then the left and right components of the holonomy ρ = (ρl, ρr) ∶ pi1(Σ) →
PSL(2,R) ×PSL(2,R) are positive Fuchsian representations.
In the statement, we refer to the holonomy ρ with respect to an orientation-preserving
developing map. Therefore ρ is well-defined up to conjugacy in PSL(2,R) ×PSL(2,R).
Proof. We will prove that the RP1-flat bundles with holonomy ρl and ρr are isomorphic
to the unit tangent bundle of Σ. For the sake of definiteness, let us focus on ρl. We will
construct an isomorphism
Φl ∶ T 1Σ̃→ Σ̃ ×RP1
equivariant with respect to the action on T 1Σ̃ by the actions by deck transformation, and
the diagonal action given by ρl on Σ̃ ×RP1.
The map Φl is defined in the following way. For an element (x, v) ∈ T 1Σ̃, let
ξ(x, v) = (ξl(x, v), ξr(x, v)) ∈ RP1 ×RP1
be the end-point of the spacelike geodesic ray expx(tv) in AdS2,1, for positive t. Then
define Φl(x, v) = (x, ξl(x, v)). This map is clearly continuous, proper, equivariant and fiber
preserving.
In order to prove that it is bijective it is sufficient to notice that for any x ∈ Σ̃ the map
ξx ∶ T 1x (Σ̃) → RP1 ×RP1 is an embedding with image the boundary of the totally geodesic
plane tangent to Σ̃ at x. This boundary is the graph of an orientation-preserving map of
RP1, so the projection v → ξl(x, v) is bijective. Moreover, by our choice of the orientation
on Σ, the orientation on T 1x Σ̃ corresponds to the orientation induced on ξx(T 1x Σ̃) as graph
of an orientation-preserving homeomorphism. The proof for ρr is completely analogous. 
We conclude by stating the classification result. Let us denote the deformation space of
MGH spacetimes of genus r by:MGH(Σr) = {g MGH AdS metric on Σr ×R}/Diff0(Σr ×R) ,
where the group of diffeomorphisms isotopic to the identity acts by pull-back. Again the ho-
lonomy map takes value in the space of representations of pi1(Σr) into PSL(2,R)×PSL(2,R)
and is well-defined on the quotient MGH(Σr).
By Proposition 5.5.3, the left and right components of the holonomy of elements ofMGH(Σr) are positive Fuchsian representations. The space of these representations up
to conjugacy identifies to the Teichmu¨ller space of Σr by the aforementioned work of Gold-
man [Gol80]:T (Σr) ≅ {ρ ∶ pi1(Σr)→ PSL(2,R) positive Fuchsian representations}/PSL(2,R) .
Therefore the holonomy map can be considered as a map from MGH(Σr) with values inT (Σr)×T (Σr). We can summarize Proposition 5.4.4 and Corollary 5.5.2 with the following
theorem of Mess.
Theorem 5.5.4. The holonomy map
ρ ∶MGH(Σr)→ T (Σr) × T (Σr)
is a homeomorphism.
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6. Gauss map of spacelike surfaces
In this section we will introduce the Gauss map associated to a spacelike surface in Anti-
de Sitter space, study its properties, and deduce some results which will further highlight the
deep relation of Anti-de Sitter geometry with Teichmu¨ller theory and hyperbolic surfaces.
6.1. Spacelike surfaces and immersion data. Let us start by recalling some generalities
of (immersed) spacelike surface in Anti-de Sitter geometry. For the moment, we shall assume
all our immersed surfaces are of class C1.
Let us therefore assume σ ∶ Σ → AdS2,1 is a C1 immersion, and recall that σ is spacelike
if the pull-back σ∗gAdS of the ambient Lorentzian metric gAdS is positive definite for every
point of Σ. In this case the Riemannian metric I ∶= σ∗gAdS is called first fundamental form
of σ.
The tangent bundle TS is then naturally identified to a subbundle of the pull-back bundle
σ∗(TM) by means of the differential dσ. The normal bundle Nσ of σ is defined as the gAdS -
orthogonal complement of TS in σ∗(TM), and the restriction of gAdS to Nσ is negative
definite. Using the decomposition
σ∗(TM) = TS ⊕Nσ ,
The pull-back of the ambient Levi-Civita connection ∇, restricted to sections tangent to S
splits as the sum of the Levi Civita connection ∇I of the first fundamental form I, and a
symmetric 2-form with value in Nσ. As a consequence of time-orientability of AdS2,1, the
normal bundle admits a natural trivialization, which is the same as a choice of a continuous
unit normal vector field for σ. We will denote by ν ∶ S → Nσ the future-directed unit normal
vector field, and consider the decomposition for all vector field X,Y tangent to S:∇VW = ∇IVW + II(V,W )ν ,
where the symmetric (2,0)-tensor II is called second fundamental form. It will be convenient
to consider the I-symmetric (1,1)-tensor B ∈ (TS)∗⊗TS defined by II(V,W ) = I(B(V ),W ),
which is called shape operator of σ. Similarly to the Riemannian case, it turns out that
σ∗(B(v)) = ∇vν.
The first and the second fundamental form of an immersion σ satisfy constraint equations,
known as the Gauss-Codazzi equations. More precisely the Gauss equation consists of the
identity
KI = −1 − det
I
II (6.1)
where KI is the curvature of I and detI II ∶= detB by definition. On the other hand the
Codazzi equation states that ∇III is a totally symmetric 3-form. In other words we have(∇IV II)(W,U) = (∇IW II)(V,U) (6.2)
which sometimes is also written in the equivalent form d∇IB = 0 where
d∇IB(V,W ) = (∇IVB)(W ) − (∇IWB)(V ) = ∇IV (B(W )) −∇IW (B(V )) −B([V,W ]) . (6.3)
The following classical results states that the Gauss-Codazzi equations are the only con-
straints to be satisfied by the first and second fundamental forms.
Theorem 6.1.1 (Fundamental theorem of immersed surfaces). Let S be a simply connected
surface, let I be a Riemannian metric on S and II be a symmetric (2,0)-tensor on S. If
I and II satisfy the Gauss-Codazzi equations (6.1) and (6.2), then there exists a spacelike
immersion σ ∶ S → AdS2,1 having I and II as first and second fundamental form. Moreover
if σ and σ′ are two such immersions, then there exists a time-preserving isometry f such
that σ′ = f ○ σ.
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6.2. Germs of spacelike immersions in AdS manifolds. Let us now consider the case
of an oriented surface Σ, not necessarily simply connected. Given a spacelike immersion
σ ∶ Σ → (M,g), where (M,g) is an oriented Anti-de Sitter manifold, we can associate to
σ the pair (I, II) of first and second fundamental form exactly as in the previous section,
where II is computed with respect to the future unit normal vector ν of σ. Moreover, in
this section we shall always assume that the orientation of Σ and ν compatible with the
orientation of M .
The pair (I, II) only depends on the germ of σ, which we introduce in the following
definition:
Definition 6.2.1. A germ of a spacelike immersion of Σ into an Anti-de Sitter three-
manifold is an equivalence class of spacelike immersions σ ∶ Σ → (M,g), where the time-
oriented Lorentzian manifold (M,g) has constant sectional curvature -1, by to the following
relation: σ ∶ Σ→ (M,g) and σ′ ∶ Σ→ (M ′, g′) are equivalent if there exist open subsets U in
M and U ′ in M ′ and an orientation-preserving, time-preserving isometry f ∶ (U, g)→ (U ′, g′)
such that σ′ = f ○ σ.
Observe that in the definition, σ′ = f ○ σ implies that U is an open neighbourhood of the
image of σ, and similarly for U ′. It is a simple exercise to check that the above definition
gives an equivalence relation.
Now, given a pair (I, II) on a surface Σ, one can perform the following construction. If pi ∶
Σ̃→ Σ is a universal cover, the pair (pi∗I, pi∗II) clearly satisfy the Gauss-Codazzi equations
on Σ̃, hence by the existence part of Theorem 6.1.1 there exists a spacelike immersion
σ̃ ∶ Σ̃ → AdS2,1 having immersion data (pi∗I, pi∗II). The uniqueness part of Theorem 6.1.1
then has two consequences:● Any two such immersions differ by post-composition by a global isometry of AdS2,1.● Given any such σ̃, there exists a map ρ ∶ pi1(Σ) → Isom0(AdS2,1) such that, for every
γ ∈ pi1(Σ), f ○ γ = ρ(γ) ○ f .
It is easily checked that ρ is in fact a group representation. Moreover changing σ̃ by post-
composition with an isometry f has the effect of conjugating ρ by f . The immersion σ can
then be extended to an immersion of U , an open neighbourhood of Σ × {0} in Σ × R, into
AdS2,1, by mapping (x, t) to the point γ(t) on the timelike geodesic γ such that γ(0) = σ(p)
and γ′(0) is the future normal vector of σ at x. We collect here the expression of the Anti-de
Sitter metric in such a tubular neighborhood of σ, which is in fact a local computation and
will be useful for future reference:
Lemma 6.2.2. Given a spacelike immersion σ ∶ Σ → AdS2,1, the pull-back of the ambient
metric by means of the map (p, t)↦ expσ(x)(tν(x)) has the expression:− dt2 + cos2(t)I + 2 cos(t) sin(t)II + sin2(t)III , (6.4)
where I, II and III are the first, second and third fundamental form of σ.
Recall that the third fundamental form is defined as III(⋅, ⋅) = I(B(⋅),B(⋅)) where B is
the shape operator. Conversely observe that, by a simple computation, the immersion data
of x↦ (x,0) in (6.4) are (I, II).
Proof. We may use the quadric model, introduced in Section 2.1. By equation (2.12),
we have expσ(x)(tν(x)) = cos(t)σ(x) + sin(t)ν(x). The differential in t gives the vector− sin(t)σ(x)+cos(t)ν(x), while the differential in a the spatial direction (V,0) gives the vec-
tor cos(t)dσx(v) + sin(t)dxν(v), which are orthogonal. Recalling that I(⋅, ⋅) = ⟨dσ(⋅), dσ(⋅)⟩
and that the differential of σ identifies B(v) and ∇vν, namely the tangential component of
dν(v), the expression of the pull-back metric follows immediately. 
Therefore, given a pair (I, II), the expression (6.4) provides a Lorentzian metric of con-
stant curvature -1 on an open set U in Σ ×R containing the slice Σ × {0}, and thus a germ
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of immersion of Σ into an Anti-de Sitter three-manifold with immersion data (I, II). The
conclusion of the above discussion is summarized in the following statement:
Proposition 6.2.3. Given a surface Σ, there are natural identifications between the follow-
ing spaces:
(1) The space of pairs (I, II) on Σ which are solutions of the Gauss-Codazzi equations.
(2) The space of germs of spacelike immersions of Σ into Anti-de Sitter manifolds.
(3) The space of spacelike immersions of Σ̃ into AdS2,1, equivariant with respect to a
representation ρ ∶ pi1Σ→ Isom0(AdS2,1), up to the action of Isom0(AdS2,1) by post-
composition.
The identifications are equivariant with respect to the actions of Diff(Σ), by pull-back in
item (1) and by pre-composition in items (2) and (3).
Let us now consider the case where Σ is a closed surface. By the arguments of the
previous section, necessarily the equivariant immersion σ̃ in item (3) of Proposition 6.2.3 is an
embedding, which can be extended to an embedding of Σ̃×R onto a domain of dependence in
AdS2,1. The representation ρ ∶ pi1(Σ)→ PSL(2,R)×PSL(2,R) coincides with the holonomy
of a maximal globally hyperbolic Anti-de Sitter manifold (M,g) (after identifying pi1(Σ)
with pi1(M) using the embedding of Σ into M ≅ Σ×R), and therefore ρ consists of a pair of
positive Fuchsian representations by Proposition 5.5.3.
Quite remarkably, the embedding data (I, II) permit to recover explicitly the pair of
elements in the space T (S) × T (S) which parameterizes maximal globally hyperbolic Anti-
de Sitter manifolds with compact Cauchy surfaces — recall Theorem 5.5.4. Such an explicit
formula is the content of Proposition 6.3.7 in the next section.
6.3. Gauss map and projections. We are now ready to define the Gauss map for spacelike
surfaces in AdS2,1, see [Bar18]. Recall from Proposition 3.5.2 that the space of timelike
geodesics of AdS2,1 is naturally identified with H2 × H2, where the identification maps a
geodesic of the form
Lp,q = {X ∈ PSL(2,R) ∣X ⋅ q = p} ,
to the pair (p, q) ∈ H2 ×H2. We still suppose that our spacelike immersions are C1 here, and
will discuss certain cases of weaker regularity in the next section.
Definition 6.3.1. Let σ ∶ S → AdS2,1 a spacelike immersion. The Gauss map Gσ ∶ S →
H2 × H2 is defined as Gσ(x) = (p, q) such that Lp,q is the timelike geodesic orthogonal to
Im(dxσ) at σ(x).
As a consequence of the equivariance property given in Proposition 3.5.2, the Gauss map
Gσ is natural with respect to the action of the isometry group, meaning that
Gf○σ = f ⋅Gσ
for every f ∈ Isom0(AdS2,1) = PSL(2,R) ×PSL(2,R).
Example 6.3.2. Recall that in Lemma 3.5.1 we gave an isometric embedding of H2 in AdS2,1
with image the plane P1 dual to the identity. This isometric embedding is defined by sending
p ∈ H2 to the unique order two element in PSL(2,R) fixing p, which by definition lies on
the geodesic Lp,p. Moreover the geodesic Lp,p is orthogonal to P1. Hence the Gauss map
associated to this isometric embedding of H2 is simply p↦ (p, p).
By construction, the Gauss map of a spacelike immersion σ is invariant by reparameter-
ization, in the sense that Gσ○φ = Gσ ○ φ for a diffeomorphism φ ∶ S′ → S. Hence it makes
sense to talk about the Gauss map of a spacelike surface in AdS2,1. For example, for the
plane P1 dual to the identity as in Example 6.3.2, the Gauss map of P1 is sending an order
two element of PSL(2,R) to the pair (p, p) where p is its fixed point.
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Lemma 6.3.3. Given a spacelike immersion σ ∶ S → AdS2,1 with future unit normal vector
field ν, if σ(p) = 1, then
Gσ(p) = GP1 (exp(pi2 ν(p))) . (6.5)
Proof. The proof follows from Example 6.3.2 and the observation that the geodesic leaving
from 1 with velocity ν(p) meets orthogonally P1 at exp((pi/2)ν(p)). 
Let us now introduce the map
Fix ∶ T 1,+
1
AdS2,1 → H2
where T 1,+
1
AdS2,1 denotes the hyperboloid of future unit timelike vectors in T1AdS2,1, such
that Fix(ν) is the fixed point of the one-parameter elliptic group {exp(tν) ∣ t ∈ R}. This map
is equivariant for the action of PSL(2,R), which acts on the hyperboloid T 1,+
1
AdS2,1 by the
adjoint representation and on H2 by the obvious action. Since both T 1,+
1
AdS2,1 and H2 have
constant curvature −1, it follows immediately from the equivariance that Fix is an isometry.
In terms of the map Fix, Equation (6.5) reads
Gσ(p) = (Fix(ν(p)),Fix(ν(p))) , (6.6)
provided σ(p) = 1. Using Lemma 6.3.3 and the naturality, we get the following description
of the Gauss map.
Lemma 6.3.4. Given a spacelike immersion σ ∶ S → AdS2,1 with future unit normal vector
field ν,
Gσ(p) = (Fix((Rσ(p)−1)∗(ν(p))),Fix((Lσ(p)−1)∗(ν(p)))) .
Proof. Let us first observe that, if σ(p) = 1, then the equality holds true by Equation (6.6).
In the general case, the immersion σ′ = (1, σ(p)) ○ σ has the property that σ′(p) = 1, and
the future normal vector at σ′(p) equals ν′(p) = (Rσ(p)−1)∗(ν(p)). Therefore
Gσ′(p) = (Fix((Rσ(p)−1)∗(ν(p))),Fix((Rσ(p)−1)∗(ν(p)))) .
By the naturality of the Gauss map,
Gσ(p) = (1, σ(p)−1) ⋅Gσ′(p)= (Fix((Rσ(p)−1)∗(ν(p))), σ(p)−1 ○ Fix((Rσ(p)−1)∗(ν(p))))= (Fix((Rσ(p)−1)∗(ν(p))),Fix((Lσ(p)−1)∗(ν(p)))) ,
where in the last line we used that Fix is equivariant with respect to the adjoint action on
the hyperboloid T 1,+
1
AdS2,1. 
The components of the Gauss map are called left and right projections, and will be denoted
by Πl,Πr ∶ S → H2.
Remark 6.3.5. Under the identification given by Fix, the left and right projections can be
interpreted in the following way. Given p ∈ S, Πl(p) is the parallel transport in 1 of the future
unit vector ν(p) at σ(p) with respect to the right-invariant connection Dr we introduced
in Section 3.3. The right projection Πr(p) is instead obtained by parallel transport with
respect to the left-invariant connection.
Remark 6.3.6. Another interpretation of the Gauss map, which was originally given in the
work of Mess, is the following. Given p ∈ S one can find a unique left isometry fl(p), and a
unique right isometry fr(p), sending the tangent plane P to the image of σ at σ(p) to P1.
Indeed the isometries fl(p) and fr(p) are simply obtained by left and right multiplication by
the inverse of dual point of the tangent plane P , namely ς(p) = expσ(p)((pi/2)ν(p)). Using
the identification of the dual plane P1 with H2 provided by Lemma 3.5.1, Πl(p) and Πr(p)
are the image of σ(p) under the right and left isometries respectively:
Πl(p) = fr(p) ○ σ(p) = (1, ς(p)) ⋅ σ(p) and Πr(p) = fl(p) ○ σ(p) = (ς(p)−1,1) ⋅ σ(p) .
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We are now ready to prove the formulae which express the pull-back of the hyperbolic
metrics by the left and right projections. When applying these formulae to the embedding
data of a surface in a MGH Cauchy compact Anti-de Sitter spacetime (M,g), we obtain
a pair of hyperbolic metrics whose isotopy classes give are the parameters of (M,g) inT (S) × T (S). (See also Proposition 6.2.3 and the following paragraph.)
Proposition 6.3.7. Let σ ∶ S → AdS2,1 be a spacelike immersion, let Πl,Πr ∶ S → H2 be the
left and right projections and let gH2 be the hyperbolic metric. Then
Π∗l gH2 = I((id −JB)⋅, (id −JB)⋅) and Π∗rgH2 = I((id +JB)⋅, (id +JB)⋅) ,
where I is the first fundamental form of σ, J its associated almost-complex structure, and
B the shape operator.
These formulae have appeared in [KS07, Lemma 3.16]. Here we provide a self-contained
proof.
Proof. Let us check the formula for the pull-back of Πr. By Lemma 6.3.4,
Πr(x) = Fix((Lσ(x)−1)∗(ν(x))) .
Since Fix ∶ T 1,+
1
AdS2,1 → H2 is an isometry, Π∗rgH2 equals the pull-back of the Anti-de Sitter
metric through the map Π̂r ∶ S → T1AdS2,1 defined by Π̂r(x) = (Lσ(x)−1)∗(ν(x)).
Let us fix a orthonormal basis of left-invariant vector fields E1, . . . ,En on TAdS2,1. Then
we can express the unit normal vector as ν(x) = ∑i νi(x)Ei(σ(x)), for some functions
νi ∶ S → R. By Remark 6.3.5,
Π̂r(x) =∑
i
νi(x)Ei(1) .
By differentiating we obtain
dΠ̂r(v) =∑
i
dνi(v)Ei(1) . (6.7)
On the other hand, since left-invariant vector fields are parallel for the left-invariant connec-
tion Dl, we have
Dlvν =∑
i
dνi(v)Ei(σ(x)) . (6.8)
The identities (6.7) and (6.8) together show that Π∗rgH2(v,w), which equals the Anti-de
Sitter metric gAdS2,1 at the identity evaluated on the tangent vectors dΠ̂r(v) and dΠ̂r(w),
equals gAdS2,1(Dlvν,Dlwν).
Using Equation (3.11) and Lemma 3.4.1,
Dlvν = ∇vν + v ⊠ ν = B(v) − ν ⊠ v = (B −J)v .
We conclude that
Π∗rgH2(v,w) = I((B −J)v, (B −J)w) = I((id +JB)v, (id +JB)w)
as claimed. The proof for the left projection is exactly the same, using right-invariant vector
fields and the right-invariant connection, and one gets a difference in sign when applying
Equation (3.11). 
6.4. Consequences and comments. We collect here several consequences and remarks
around Proposition 6.3.7.● A first simple remark is that if σ is a totally geodesic immersion, which means that
B vanishes identically, then the projections are local isometries. Even without using
Proposition 6.3.7, we have already observed this fact in Example 6.3.2 for the totally
geodesic plane P1, and it is therefore true for every totally geodesic immersion by the
naturality property.
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● Proposition 6.3.7 shows that the differential of the left and right projections essentially
has the expression
dσx ○ (B ±J) ,
up to post-composing with an isometry sending the image of dσx to a fixed copy of H2.
Since B is I-symmetric, J ○B is traceless, and therefore
det(B ±J) = 1 + detB = −KI . (6.9)
This shows that Πl is a local diffeomorphism at a point x if and only if Πr is, which is
the case if and only if the intrinsic curvature of I at x is different from 0.● Since the trace of B ± J equals 2, the differentials of Πl and Πr have either rank 2 or
rank 1. (In fact, by (6.9), when the differential of Πl has rank 1, the same holds for the
differential of Πr.) Hence the differential of the Gauss map G ∶ S → H2 ×H2 is always
non-singular. Moreover, we have the following dichotomy: for every point x, either the
image of G is locally a graph of a map between (open subsets of) H2, or it is tangent at
G(x) to a maximal flat of H2 ×H2, that is, to the product of two geodesics.● If an immersed surface has the property that the curvature of the first fundamental form
never vanishes, and moreover Πl and Πr are globally injective, than the image of G is the
graph of a diffeomorphism Fσ between two subsets of H2, which is called the associated
map. From Equation (6.9), the Jacobians of Πl and Πr are equal, hence the associated
map is area-preserving. When Πl and Πr are only locally injective, but not globally, we
still obtain an area-preserving local diffeomorphism Fσ which is now defined between two
hyperbolic surfaces, not globally isometric to subsets of H2.● More generally, as a consequence of the previous points, the image of G is always a
Lagrangian submanifold in H2 ×H2 with respect to the symplectic form
Ω = pi∗l ωH2 − pi∗rωH2 , (6.10)
where ωH2 is the hyperbolic area form. This result has been proved in several works
with different methods: see [Bar18, BS19, Sep17]. Moreover the Lagrangian condition is
locally the only obstruction to inverting this construction, that is to realizing an immersed
surfaces in H2 ×H2 locally as the image of the Gauss map of a spacelike immersion in
AdS2,1.● Finally, given a spacelike immersion σ, the normal evolution of σ is defined as
σt(x) = expσ(x)(tν(x)) ,
where ν is the future unit normal vector field. In general σt may fail to be an immersion
for ∣t∣ large. (We will come back to this point in Section 7.1, in particular Remark
7.1.3). When it is an immersion, the computation of the metric in Lemma 6.2.2 shows
that the image of σt at x is orthogonal to the geodesic γ(t) = expσ(x)(tν(x)). In other
words, the Gauss map of σt is equal to the Gauss map of σ. Hence with respect to the
previous point, given a spacelike immersion, there is actually a one parameter family
of immersions, which differ from one another by the normal evolution, which have the
same Lagrangian submanifold of H2 ×H2 as Gauss map image. This phenomenon can
be explained in a more transparent way in terms of the unit tangent bundle, see Section
6.5 below.
Remark 6.4.1. Given a Riemannian metric I, suppose A a (1,1)-tensor which is I-symmetric
and I-Codazzi, namely satisfying d∇IA = 0 (recall Equation (6.3) for the definition of the
exterior derivative). Then the curvature of the metric g = I(A⋅,A⋅) is expressed by the
formula
Kg = KI
det(A) ,
see [Lab92]. The tensors id ± J ○ B appearing in Proposition 6.3.7 are I-Codazzi, since
id, J and B are all I-Codazzi. Then using the Gauss equation and Equation (6.9), one
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verifies directly that, when non-degenerate, the pull-back metrics of Proposition 6.3.7 are
hyperbolic.
6.5. Future unit tangent bundle perspective. The Gauss map of an embedded surface
can be described concisely in terms of the future timelike unit tangent bundle T 1,+AdS2,1,
namely the bundle whose fiber over x ∈ AdS2,1 is the subset of TxAdS2,1 consisting of future-
directed timelike vectors of square norm −1 (which is therefore a copy of H2). The total
space of T 1,+AdS2,1 has also a structure of principal S1-bundle over H2 ×H2: the projection
pi ∶ T 1,+AdS2,1 → H2 ×H2 maps (x, v) to the equivalence class (up to reparametrization) of
the timelike geodesic γ with γ(0) = x and γ′(0) = v, and the S1-action is by the geodesic
flow, namely the action of eit maps (x, v) to (γ(2t), γ′(2t)) (recalling that timelike geodesics
have length pi).
One can then define the Gauss map for any spacelike immersed surface σ ∶ S → AdS2,1:
this is simply obtained by first lifting σ to a map σ̃ ∶ S → T 1,+AdS2,1, where σ̃ = (σ, ν), and
then projecting σ̃ to H2×H2 by composition with pi. Hence one clearly recovers the fact that
the Gauss map is invariant by the normal evolution, since normal evolution corresponds to
the action of the geodesic flow on T 1,+AdS2,1.
We will not pursue this point of view very far here, and we refer to [BS19] for the interested
reader and to [Kob96] for the necessary background. However, it is worth mentioning that
there is a natural fiber bundle connection on the principal bundle pi ∶ T 1,+AdS2,1 → H2 ×H2,
which has interesting consequences. To define the connection, recall that the Levi-Civita
connection of AdS2,1 induces a decomposition of T(x,v)TAdS2,1 = H ⊕ V , where V is the
tangent space to the fiber, hence naturally isomorphic to TxAdS2,1, while H consists are
vectors tangent to the lifts to TAdS2,1 of geodesics of AdS2,1, and therefore the differential of
the projection TAdS2,1 → AdS2,1 identifies H with TxAdS2,1. Then the pseudo-Riemannian
Sasaki metric gS is defined on TAdS2,1 by declaring that H and V are orthogonal, and that
gS restricted to H and V coincides with the metric of AdS2,1 under the above isomorphisms.
It turns out that the Sasaki metric is invariant both under the action of the isometry group
Isom(AdS2,1) and by the geodesic flow. Then the connection, which in this case is simply a
real-valued 1-form on T 1,+AdS2,1, is defined as
ω(⋅) = gS(χ, ⋅) ,
where χ is the infinitesimal generator of the geodesic flow: at a point (x, v), the component
of χ along V vanishes, while its component along H is v. One can then prove (see [BS19,
Proposition 3.9]) that the curvature of the connection ω, which is defined as dω (in general
there is an additional term ω ∧ ω, which vanished automatically here), coincides up to a
factor with the pull-back pi∗Ω, where Ω is the symplectic form of H2 ×H2 defined in (6.10).
This permits to recover once more the fact that the Lagrangian condition is the only local
obstruction to realize a submanifold of H2 × H2 as the Gauss map image of a spacelike
surface in AdS2,1, a fact we mentioned already in Section 6.4. In [BS19] this technology is
applied to determine a global obstruction to the reversibility of the Gauss map construction
for MGH Cauchy compact manifold, namely in presence of the action of a pair of Fuchsian
representations ρ = (ρl, ρr) ∶ pi1Σ→ PSL(2,R) ×PSL(2,R), in terms of Hamiltonian orbits.
6.6. Non-smooth surfaces. The construction of the Gauss map can be extended in the
non-smooth setting, for instance for convex spacelike surfaces S in AdS2,1, which means that
every support plane of S is spacelike. Then one defines the set-valued Gauss map as the
map sending each point x of S to the set of future unit vectors in T 1,+x AdS2,1 orthogonal to
support planes of S at x. Hence the image of a point x ∈ S is a convex subset of TxAdS2,1,
and it is reduced to a single point if and only if S is differentiable at x. The image of G in
T 1,+x AdS2,1 is a C1,1 surface.
In this pioneering work, Mess highlighted the relation between pleated surfaces and earth-
quake maps. Recall that, given an achronal meridian Λ ⊂ ∂AdS2,1, the upper and lower
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boundary components ∂±C(Λ) of the convex hull of Λ are a convex and a concave pleated
surface, see Proposition 4.6.6 and Remark 4.6.7.
In general the pleated surfaces ∂±C(Λ) may contain lightlike triangles, which happens
exactly in correspondence of a sawtooth, see Remark 4.6.5 and also Remark 8.1.3 below. In
this case, the Gauss map is of course not defined on these lightlike triangles. The fundamental
claim is then the following:
Lemma 6.6.1. Given an achronal meridian Λ ⊂ ∂AdS2,1, the image of the Gauss map of
∂+C(Λ) and ∂−C(Λ), which are defined only on the spacelike parts, are the graph of (left
and right respectively) earthquake maps between straight convex sets of H2.
More precisely, what happens is that the left and right projections from ∂+C(Λ) to H2
are (right and left respectively) earthquake maps with image a straight convex set, and the
earthquake measured laminations coincide with the bending measured laminations. Hence
the composition Πr ○Π−1l gives a left earthquake map, which is in fact defined in the com-
plement of the simplicial leaves of the lamination, and its earthquake measured lamination
is identified to the bending measured lamination of ∂+C(Λ). The same holds for ∂−C(Λ),
by reversing the roles of left and right.
We will not give a full proof of Lemma 6.6.1, but in the next section we will explain the
case of a surface pleated along a single geodesic, which is the essential step. The full lemma
can then be proved by an approximation argument as in [BB09b]. For more details on the
part of the statement about straight convex sets, see [BKS11].
Now, when the curve Λ is the graph of an orientation-preserving homeomorphism, one
obtains as a result earthquake maps of H2. When moreover ϕ is the homeomorphism which
conjugates the left and right representations ρl, ρr ∶ pi1Σ → PSL(2,R) of the holonomy
of a MGH Cauchy compact manifold, the naturality of the construction implies that the
earthquake map descends to an earthquake map from the left to the right hyperbolic surfaces,
namely H2/ρl(pi1Σ) and H2/ρr(pi1Σ). (By Lemma 8.2.1 which will be discussed below, one
actually sees directly that the earthquake maps of H2 extends continuously to ϕ on the
boundary at infinity.)
Let us denote, for a measured geodesic lamination µ on Σ, the left and right earthquake
maps by
Elµ ∶ T (Σ)→ T (Σ) and Erµ ∶ T (Σ)→ T (Σ) ,
seen as maps of the Teichmu¨ller space of Σ to itself. As a consequence of the previous
discussion, and the example to be explained in the next section, Mess recovered Thurston’s
Earthquake Theorem:
Theorem 6.6.2 (Earthquake Theorem). Given any two hyperbolic metrics h,h′ on Σ,
there exists a unique pair of measured geodesic laminations (µl, µr) on Σ such that [h′] =
Elµl([h]) = Erµr([h]).
We mention here that in [FS12] the Gauss map is considered for convex polyhedral surfaces
Σ in MGH Cauchy compact manifolds M . These convex polyhedral surfaces are therefore
contained in the complement of the convex core, and their Gauss map will be again set-
valued. The bending locus of Σ, which replaces the bending lamination, induces two geodesic
graphs on the left and right hyperbolic surfaces with different combinatorics, called flippable
tilings. Roughly speaking, this is because the image of the vertices of Σ are mapped to
hyperbolic polygons under the left and right projections, and the associated map “flips”
these polygons with respect to the adjacent components of the complement of the geodesic
graph. As a result of this construction, in [FS12] the authors prove the existence of (many)
left and right “flip” maps between any two closed hyperbolic surfaces of the same genus.
6.7. The fundamental example. Finally, in order to understand how earthquake maps
are associated to pleated surfaces, let us now consider the fundamental example. Let S
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be a piecewise totally geodesic surface consisting of the union of two half-planes in AdS2,1
meeting along a spacelike geodesic, see Figure 13.
Figure 13. A pleated surface with bending locus a single geodesic, in an
affine chart for AdS2,1.
Our aim is to understand the left and right projection for this surface S. Observe that
these are well-defined in the complement of the spacelike geodesic which constitutes the
bending locus of S. As already observed above (see the first point in Section 6.4), the
projections Πl and Πr are isometric on each (totally geodesic) connected component of the
complement of such bending geodesic in S. Let us call these two components S1 and S2.
We may assume that S1 is contained in the plane P1, composed of order two elliptic
elements in PSL(2,R). Therefore the bending locus is a spacelike geodesic contained in P1,
namely the set of order two elliptic elements having fixed point in a geodesic ` of H2. From
the notation of Section 3.5, it has the form
L`,`′ = {X ∈ PSL(2,R) ∣X ⋅ `′ = ` as oriented geodesics} ,
where `′ is the same geodesic but endowed with the opposite orientation.
To understand the behaviour of the projections, the key point is to understand the sta-
bilizer of the spacelike geodesic L`,`′ . This is a group isomorphic to R2, consisting of pairs(A,B) ∈ PSL(2,R)×PSL(2,R) where both A and B are hyperbolic transformations preserv-
ing `. The stabilizer of L`,`′ fixes setwise also the dual geodesic, namely L`,` (Proposition
3.5.5).
In fact, by the definition of dual geodesic (Definition 3.5.4), the dual point of the spacelike
plane S2 lies in the dual geodesic, and is therefore a hyperbolic transformation σ0 with axis `.
Now, from the discussion of Section 6.3 (see in particular Remark 6.3.6), the left projection
Πl ∶ S1 ⊔ S2 → H2 is obviously the identity on S1 (where we identify as usual P1 with a
copy of H2), while on S2 it is given by multiplication on the right by σ−10 . Similarly, the
right projection is the identity when restricted to S1, and left multiplication by σ
−1
0 when
restricted to S2.
In conclusion, the composition Πr ○Π−1l acts on P1 as the identity on one connected com-
ponent of the complement of L`,`′ , and conjugates by σ0 on the other connected component
— which simply means acting by the hyperbolic transformation σ0 under the identification
between P1 and H2 (Lemma 3.5.1). This is exactly an earthquake map with associated
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earthquake lamination the geodesic `. Since the angle between the spacelike planes contain-
ing S1 and S2 equals the distance in the dual geodesic L`,` between the corresponding dual
points, we also conclude that the bending measure equals the measure associated to the
earthquake map. In short, the bending and earthquake measured laminations are identified.
Part 3. Further results
In this part we will explain various results which have been obtained after the work of
Mess. Of course we do not aim at an exhaustive treatment here; as mentioned already in the
introduction, our choice is to underline mostly the relations between Anti-de Sitter geometry
and Teichmu¨ller theory.
7. More on MGH Cauchy compact AdS manifolds
In this section we first consider MGH Cauchy compact manifolds, which have been studied
in Chapter 5, with the purpose of describing more deeply their structure, their deformation
space, and the applications to Teichmu¨ller theory of closed hyperbolic surfaces.
7.1. Foliations. A smoothly embedded spacelike surface S in AdS2,1 has constant mean
curvature if its mean curvature, namely the trace of the shape operator B, is constant. We
will mostly denote by H the constant value of the mean curvature, whose sign actually
depends on the choice of a normal unit vector (we will implicitly consider the future unit
normal vector here). A particular case are maximal surfaces, for which H = tr (B) = 0. We
will implicitly assume that surfaces are spacelike.
Theorem 7.1.1 ([BBZ07]). Every maximal globally hyperbolic Anti-de Sitter manifold with
compact Cauchy surface is uniquely foliated by closed CMC surfaces, where the mean cur-
vature H varies in (−∞,+∞).
In fact, for every H the CMC surface ΣH is unique, as an application of the maximum
principle. Moreover, the CMC function τ ∶M → R which associates to p the unique H such
that the CMC surface ΣH contains p is a time function, namely it is strictly increasing along
future-directed causal curves.
The embedded surface S has constant Gaussian curvature if the determinant detB is
constant. In this case the value of the constant is well-defined, and we will consider here the
case of positive Gaussian curvature, which will be denoted by K ∈ (0,+∞). Hence a CGC
surface is either locally convex or locally concave, where the distinction between convex and
concave is relative to the time orientation.
Theorem 7.1.2 ([BBZ11]). Let M be a maximal globally hyperbolic Anti-de Sitter manifold
with compact Cauchy surface. Then each connected component of M ∖ C(M) is uniquely
foliated by closed CGC surfaces, where the Gaussian curvature K varies in (0,+∞).
Again, each surface with constant Gaussian curvature K is unique in its connected com-
ponent. On each connected component the function which associates to every point the
corresponding value of K is again a time function (up to changing the sign if necessary).
There is a remarkable relation between Theorem 7.1.1 and Theorem 7.1.2, which is given
by the normal evolution, and which will appear again in the generalizations of these foliation
results to the setting of universal Teichmu¨ller space. Let us introduce this relation here.
Recall that, given a spacelike immersion σ ∶ S → AdS2,1 with future unit normal vector
field ν, the normal evolution of σ is defined as
σt(x) = expσ(x)(tν(x)) .
(See also the final item in Section 6.4.) The computation of Lemma 6.2.2 shows that the
pull-back of the ambient metric by σt has the form:
σ∗t gAdS = I((cos(t)id + sin(t)B)⋅, (cos(t)id + sin(t)B)⋅) , (7.1)
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where as usual I is the first fundamental form of σ and B its shape operator.
Remark 7.1.3. The pull-back σ∗t gAdS might in general be degenerate, corresponding to the
fact that the differential of σt might be singular for some t. Under the identification between
the tangent space of the image of σ and σt at x, dσ and dσt differ by pre-composition with
cos(t)id+ sin(t)B, whose eigenvalues are cos(t)+ sin(t)λ1 and cos(t)+ sin(t)λ2, λi being the
principal curvatures.
Under certain conditions relating B and t, however, one can make sure that the map σt
is an immersion. For instance, by compactness there exists  > 0 (which depends on the
norm of B) such that σt is an immersion for t ∈ (−, ). A more significant condition is the
following: if σ is a convex immersion (meaning that B is positive definite with respect to
the future unit normal vector), then σt is an immersion for positive times t, and of course
the same holds for a concave immersion and negative times.
The relation between CMC surfaces and CGC surfaces is then contained in the following
statement.
Proposition 7.1.4. Let σ ∶ S → AdS2,1 be an immersion of constant Gaussian curvature
K > 0. Then the normal evolution σtK on the convex side of σ, for time tK = arctan(K1/2)
is an immersion of constant mean curvature H =K−1/2(K − 1).
Proof. The normal evolution σt is an immersion by Remark 7.1.3. Let us denote by It its
first fundamental form, and by Bt its shape operator. To check the relation between mean
and Gaussian curvature, it is smarter to apply Equation (7.1) to σt for negative times and
the expression of the curvature given in Remark 6.4.1. Then one obtains
KI = KIt
det(cos(t)id − sin(t)Bt) = − 1 + detBtcos2(t) + sin2(t)detBt − cos(t) sin(t)trBt .
Hence one can check that KI (which equals −1 − detB) is constant if and only if trBt =
2/ tan(2t), in which case an explicit computation shows that tan(t) = 1/√K. The result
follows. 
We remark here that a priori, the construction of Proposition 7.1.4 cannot be reversed,
since the normal evolution σt obtained from a constant mean curvature immersion σ might
be singular at some points. From the proof of Proposition 7.1.4, one sees that in fact this
occurs if and only if the intrinsic curvature of the CMC immersion σ vanishes, which is
equivalent to the determinant of the shape operator being equal to −1.
But a posteriori the correspondence is indeed bijective when applied to the closed sur-
faces of constant mean and Gaussian curvature of Theorems 7.1.1 and 7.1.2 as a consequence
of the uniqueness statements. Indeed if a closed surface of constant mean curvature H in
a MGH spacetime (M,g) was not obtained by the “reversed” normal evolution construc-
tion with respect to Proposition 7.1.4 (either in the future or in the past), then applying
Proposition 7.1.4 to an actual surface of the expected constant Gaussian curvature (given
by Theorem 7.1.2) one would find a new surface of constant mean curvature in (M,g), thus
contradicting the uniqueness of Theorem 7.1.1. This means that each surface ΣH of constant
mean curvature H has two equidistant surfaces of constant Gaussian curvature K+ and K−
(which only depend on H), one convex in the past of ΣH , the other concave in its future.
7.2. Minimal Lagrangian maps and landslides. Using the results of the previous sec-
tion, we can recover the existence of special maps between closed hyperbolic surfaces, as
maps associated to surfaces with constant mean or Gaussian curvature.
Definition 7.2.1. Given two hyperbolic metrics h and h′ on a surface S, a smooth map
f ∶ (S,h)→ (S,h′) is minimal Lagrangian if its graph is a minimal Lagrangian submanifold
of S × S with respect to the Riemannian product metric h ⊕ h′ and the symplectic form
pi∗l ωh − pi∗rωh′ .
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Given a maximal surface Σ0 in a maximal globally hyperbolic spacetime (M,g), with
compact Cauchy surface Σ, we claim that the associated map f0 is a minimal Lagrangian
map from (Σ, h) to (Σ, h′), where h and h′ are the quotient metrics induced in H2/ρl(pi1Σ)
and H2/ρl(pi1Σ). We have already discussed the Lagrangian condition, which amounts to
f0 being area-preserving and is always verified by the Gauss map image (Section 6.4). The
fact that the graph of f0 is minimal in (Σ×Σ, h⊕h′) is a consequence of Proposition 6.3.7,.
In fact, we shall show that the Gauss map is conformal and harmonic, which implies that
its image is a minimal surface. By Proposition 6.3.7 the pull-back of the product Riemannian
metric has the expression 2(I+III). When the trace of B vanishes identically, by the Cayley-
Hamilton theorem B2 + (detB)id = 0, which implies III = −(detB)I showing conformality.
Also, observe that the projections are local diffeomorphisms since by the previous section
Σ0 is obtained as the equidistant surface from a convex surface (of intrinsic curvature −2),
the projections are always local diffeomorphisms on convex surfaces (Section 6.4), and its
Gauss map coincide with that of Σ0 (Section 6.4, last item). By a topological argument, the
projections are then global diffeomorphisms from Σ0 to (Σ, h) and (Σ, h′).
The harmonicity of the Gauss map is equivalent to the harmonicity of each projection.
Since the notion of harmonic map between Riemannian surfaces only depends on the con-
formal structure on the source, it suffices to show that
Πl ∶ (Σ0, I)→ (Σ0, I((id −J ○B)⋅, (id −J ○B)⋅)
is harmonic, and the same for Πr. To see this, we can rewrite the target metric as (I +
III) − 2I((J ○ B)⋅, ⋅). We have used that B is traceless and thus J ○ B is I-symmetric.
Together with the Codazzi property of J ○B, this also implies that 2I((J ○B)⋅, ⋅) is the real
part of a holomorphic quadratic differential, in light of the following well-known fact, see
[Hop51, Tau04, KS07].
Lemma 7.2.2. Given a Riemannian metric g on a surface and a (1,1)-tensor A, A is
traceless if and only if g(A⋅, ⋅) is the real part of a quadratic differential for the conformal
structure of g. Moreover the quadratic differential is holomorphic if and only if A is g-
Codazzi.
Therefore Πl is harmonic. The same proof clearly holds for Πr. This construction can
actually be reversed, in the sense that every minimal Lagrangian map can be realized as
the associated map to a maximal surface. This permits to reprove the following theorem of
existence and uniqueness of minimal Lagrangian diffeomorphisms in a given isotopy class:
Theorem 7.2.3 ([Lab92, Sch93]). Given a closed surface Σ and two hyperbolic metrics h
and h′ on Σ, there exists a unique minimal Lagrangian diffeomorphism f0 ∶ (Σ, h)→ (SΣ, h′)
isotopic to the identity.
Let us briefly turn our attention to landslides, a natural generalization of minimal La-
grangian maps introduced in [BMS13], which turn out to be precisely the maps associated
to constant mean curvature and constant Gaussian curvature surfaces.
Given two hyperbolic metrics h and h′ on a surface S, and θ ∈ (0, pi) a θ-landslide fθ ∶(S,h)→ (S,h′) is a smooth map which satisfies one of the equivalent conditions (see [BS18,
Section 4.3] for more details and for the equivalence):
(1) There exists a smooth (1,1)-tensor A such that (if Jh is the almost-complex structure
of h):
f∗θ h′ = h(((cos θ)id + (sin θ)Jh ○A)⋅, ((cos θ)id + (sin θ)Jh ○A)⋅)
which is positive-definite, h-symmetric, h-Codazzi and has unit determinant.
(2) There exist harmonic maps f ∶ (S,X) → (S,h) and f ′ ∶ (S,X) → (S,h′), where X is a
conformal structure on S, such that fθ = f ′ ○ f−1 whose Hopf differentials satisfy
Hopf(f) = e2iθHopf(f ′) .
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Moreover, in the non-compact case, one has to further impose that f and f ′ have the
same holomorphic energy density.
When θ = pi/2 we recover minimal Lagrangian maps, as the above two conditions are in
fact equivalent to Definition 7.2.1. It then turns out that θ-landslides are precisely the maps
associated to surfaces of constant mean curvature H = 2/ tan θ, and therefore also to the two
equidistant surfaces of constant Gaussian curvature tan2(θ/2) and 1/ tan2(θ/2). Hence the
following result is a consequence of Theorem 7.1.1 (or Theorem 7.1.2):
Theorem 7.2.4. Given a closed surface Σ and two hyperbolic metrics h and h′ on Σ, and
θ ∈ (0, pi), there exists a unique diffeomorphism fθ ∶ (Σ, h) → (Σ, h′) isotopic to the identity
which is a θ-landslide.
It is worth remarking that, when θ approaches 0, then one of the two associated surfaces
of constant Gaussian curvature (namely the one having Gaussian curvature tan2(θ/2)) ap-
proaches a boundary component of the convex core of the ambient manifold (M,g), while
the other is escaping at infinity in the other end of (M,g). When θ approaches pi instead,
the roles are switched. Hence the landslide maps fθ converge to the left and right earthquake
maps between (Σ, h) and (Σ, h′) as θ diverges in its interval of definition (0, pi). Morally,
θ-landslides are a natural one-parameter family of smooth extensions which interpolate be-
tween left earthquake, minimal Lagrangian maps, and right earthquakes.
As a final remark for this section, recall from Section 6.4 that the area-preserving condition
for maps from (Σ, h) to (Σ, h′), or more in general the Lagrangian condition for submanifolds
of Σ×Σ (endowed with the symplectic form induced in the quotient by (6.10)), are the only
local obstructions to reversing the Gauss map construction.
Roughly speaking, this means that any Lagrangian immersion of a simply connected
surface in H2 × H2 can be realized as the Gauss map image of a spacelike immersion in
AdS2,1. However, if the Lagrangian immersion in H2 ×H2 is equivariant with respect to a
pair of Fuchsian representations ρ = (ρl, ρr), the corresponding immersion in AdS2,1 is not
necessarily ρ-equivariant.
There is indeed an additional obstruction to reversing the Gauss map construction glob-
ally. As mentioned already in Section 6.5, this obstruction has been studied in [BS19] and
[Sep17] in terms of an orbit of the group of Hamiltonian symplectomorphisms. This obstruc-
tion translates to a cohomological vanishing condition by means of the flux homomorphism,
a tool from symplectic geometry.
7.3. Cotangent bundle of Teichmu¨ller space. The existence and uniqueness of maximal
and constant mean curvature surfaces can be remarkably applied to provide new parameter-
izations of the deformation space of MGH Cauchy compact Anti-de Sitter three-manifolds.
The fundamental observation is that, from Lemma 7.2.2, given a maximal surface Σ of con-
stant mean curvature H, the second fundamental form of Σ uniquely determines a holomor-
phic quadratic differential α for the conformal structure associated to I. Hence the conformal
class of g, together with α, determines an element of the cotangent bundle T ∗T (Σ).
By virtue of the following theorem, the construction can be perfectly reversed.
Theorem 7.3.1 ([KS07, Lemma 3.10]). Given a Riemannian metric g on a closed sur-
face Σ of genus at least 2 and a holomorphic quadratic differential α for g, there exists a
unique germs of maximal spacelike embedding in a MGH Anti-de Sitter manifold having first
fundamental form conformal to g and second fundamental form the real part of α.
The proof roughly consists in applying PDEs methods to find a function f such that the
Riemannian metric g′ = e2fg, together with the real part of α, solves the Gauss equation.
The Codazzi equation is still automatically satisfied as a consequence of Lemma 7.2.2, and
therefore the pair (g′,Re(α)) determines the embedding data of a maximal surface using
Theorem 6.1.1.
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Remark 7.3.2. In [KS07, Lemma 3.10] the proof is actually given in the more general case of
surfaces of constant mean curvature H ∈ (−1,1), where now the traceless part of the second
fundamental form, namely II0 = II − (H/2)I, is the real part of a holomorphic quadratic
differential.
Theorem 7.3.1, together with Theorem 7.1.1 and the parameterization of Mess, then pro-
vides a homeomorphism F ∶ T ∗T (S)→ T (S)×T (S). It was asked in [BBD+12, Question 8.1]
whether this map is a symplectomorphism with respect to the natural symplectic structures
ΩCOT on the cotangent bundle, and pi
∗
1ΩWP − pi∗2ΩWP on T (S) → T (S), where ΩWP is the
Weil-Petersson symplectic form on T (S). The answer is affirmative up to a multiplicative
factor.
Theorem 7.3.3 ([SS18, Theorem 1.11]). The map F ∶ T ∗T (S)→ T (S) × T (S) satisfies
F ∗(pi∗1ΩWP − pi∗2ΩWP) = −2ΩCOT .
7.4. Volume. In this section we will briefly mention the results of [BST17] on the volume
of MGH Cauchy compact Anti-de Sitter manifolds, which is an interesting invariant on the
deformation space T (S) × T (S). Here we are mostly interested in the coarse behaviour of
the volume function.
A first foundational fact is that the volume of a MGH Cauchy compact manifold is finite,
and is coarsely comparable to the volume of the convex core, up to a constant which only
depends on the topology.
Proposition 7.4.1 ([BST17, Proposition G]). Given a MGH Anti-de Sitter manifold M
with compact Cauchy surface homeomorphic to Σ, the volume of M ∖ C(M) is at most
pi2∣χ(Σ)∣/2, with equality if and only if M is Fuchsian.
Special surfaces in M can then be used to obtain bounds on the volume in terms of certain
quantities defined on the deformation space T (S)×T (S), related to energies of L1-type, by
means of their associated maps (for instance, earthquake maps from pleated surfaces, and
minimal Lagrangian maps from maximal surfaces).
More concretely, given a C1-map f ∶ (Σ, h) → (Σ, h′), where h and h′ are hyperbolic
metrics on Σ, the L1-energy of f is defined as:
E1(f) = ∫
Σ
∣∣df ∣∣dAh ,
where the norm ∣∣df ∣∣ of the differential is computed with respect to the metrics h and h′,
and dAh denotes the area form of h. Differently from the more studied L
2-energy, which
is the integral of ∣∣df ∣∣2, the L1-energy is not conformally invariant on the source, but fully
depends on the Riemannian metrics both on the source and on the target.
Remark 7.4.2. The L1-energy can be defined under weaker regularity assumptions on f , and
in fact it coincides with the notion of total variation for BV maps. For earthquake maps, the
total variation is essentially the length of the earthquake lamination, up to a constant which
only depends on the genus. The latter is defined for simple closed curves as the product of
the length of the h-geodesic realization of the simple closed curve and its weight, and is then
extended to general measured laminations by a continuity argument.
Another important energy of L1-type is the holomorphic energy, which is defined as
E∂(f) = ∫
Σ
∣∣∂f ∣∣dAh ,
and was studied in [TV95]. In particular, it was showed that minimal Lagrangian diffeomor-
phisms are minima of E∂(f) on the space of diffeomorphisms from (Σ, h) to (Σ, h′) isotopic
to the identity.
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Let us now summarize the results of [BST17], although we omit some of the details here.
We say that two quantities f, g, defined here on T (Σ)×T (Σ), are coarsely equivalent if there
exist positive constants M1,M2,A1,A1 (M for multiplicative and A for additive) such that
M1f −A1 ≤ g ≤M2f +A2 .
Theorem 7.4.3 ([BST17]). The following quantities are coarsely equivalent over T (Σ) ×T (Σ), with explicit multiplicative constants (universal) and additive constants (which instead
depend only on the genus of Σ):● The volume of the MGH Cauchy compact manifold with left and right metrics h and
h′;● The volume of its convex core;● The infimum of the L1-energy over C1 maps from (Σ, h) to (Σ, h′) homotopic to the
identity;● The length of the left earthquake lamination from (Σ, h) to (Σ, h′);● The length of the right earthquake lamination from (Σ, h) to (Σ, h′);● The holomorphic energy density of the minimal Lagrangian diffeomorphism f0 ∶(Σ, h)→ (Σ, h′) isotopic to the identity.
It is also worth mentioning that the multiplicative constants from above and below for
the length of the left and right earthquake maps all agree, hence one obtains as a corollary
that, given two points in Teichmu¨ller space, the length of the left and right earthquake
laminations differ by at most a constant which only depends on the topology (explicitly, the
constant is 2pi2∣χ(Σ)∣).
Bounds on the volume are obtained also in terms of the exponential of the Thurston
distance between the corresponding points in T (Σ) (either of the two asymmetric distances),
from above, and in terms of the exponential of the Weil-Petersson distance, from below,
always up to additive and multiplicative constants, both depending on the topology in this
case. These results answer to some extent Question 4.1 of [BBD+12].
7.5. Realization of metrics and laminations. A consequence of the pleated surface
construction of Section 6.6 is that the geometry of a MGH Anti-de Sitter manifold with
compact Cauchy surface homeomorphic to Σ is determined by the pair of a hyperbolic metric
h on Σ and a measured geodesic lamination. In fact, lifting the measured geodesic lamination
µ on the universal cover H2 of (Σ, h), one can realize a pleated surface having bending
lamination µ, which will be equivariant for some representation ρ ∶ pi1Σ → PSL(2,R) ×
PSL(2,R). Such pleated surface maps in the quotient to a boundary component of the
convex core of a MGH Anti-de Sitter manifold.
Theorem 7.3.1 is, to some extent, a smooth analogue, where pleated surfaces are replaced
by maximal surfaces, and the data of a holomorphic quadratic differential is a measure of
the curvature of the surface. It is then a natural question to ask, if the geometry of the
MGH Cauchy compact manifold is uniquely determined by other pairs, for instance the
two bending laminations on the boundary components of the convex core, or the hyperbolic
metrics induced, or even by the induced metrics on a pair of smooth surfaces. These questions
can therefore provide new parameterizations of the deformation space, and are of course
motivated also by their counterparts for quasi-Fuchsian hyperbolic manifolds. We briefly
collect here the state-of-the-art on these questions. Most of these questions were asked in
[BBD+12, Section 3].
Theorem 7.5.1 ([BS12, Theorem 1.4]). Given a compact surface Σ and two measured lam-
inations µ−, µ+ which fill Σ, there exists a MGH Anti-de Sitter manifold homeomorphic to
Σ ×R such that the bending measured laminations of the lower and upper boundary compo-
nents of the convex core are isotopic to µ− and µ+ respectively.
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The statement can be equivalently reformulated as the fact that, given any two measured
laminations which fill Σ, the composition of the corresponding left earthquakes, seen as maps
from T (Σ) to itself, has a fixed point. See [BS12, Theorem 1.1]. Observe that, similarly
to the quasi-Fuchsian case, the hypothesis that µ− and µ+ fill Σ is a necessary condition.
Uniqueness of the MGH manifold (up to isotopy of course) is still open.
The following result of Diallo concerns the prescriptions of the induced hyperbolic metric
on the boundary of the convex core.
Theorem 7.5.2 ([Dia14]). Given a compact surface Σ and two hyperbolic metric h−, h+,
there exists a MGH Anti-de Sitter manifold homeomorphic to Σ×R such that induced metrics
on the lower and upper boundary components of the convex core are isotopic to h− and h+
respectively.
The following result is a smooth analogue, for convex/concave surfaces lying outside the
convex core.
Theorem 7.5.3 ([Tam18]). Given a compact surface Σ and two Riemannian metrics g−, g+
of curvature < −1, there exists a MGH Anti-de Sitter manifold homeomorphic to Σ × R
containing a convex surface Σ− and concave surface Σ+ whose first fundamental forms are
isotopic to g− and g+ respectively.
Again, uniqueness is not known in general. When the curvature of g− and g+ is equal to−2, uniqueness is proved in [KS07, Theorem 3.21] by proving that g− and g+ can be uniquely
realized as the metrics on the equidistant surfaces from the maximal surface (in the sense of
Proposition 7.1.4 for H = 0, K = −1). This gives a new parameterization of the deformation
space by T (S) × T (S).
When the two metrics g− and g+ coincide, then Theorem 7.5.3 had been already obtained
in [LS00], by showing that there exists a Fuchsian realization. This has been recently gen-
eralized by Labeni in [Lab19], showing that one can realize any locally CAT(-1) distance on
Σ as the induced distance on a convex surface in a Fuchsian MGH Anti-de Sitter spacetime.
The result of Labeni generalizes also [Fil11], which concerns the realizability of a hyper-
bolic metric with cone singularities. It is natural to expect that any two locally CAT(-1)
distances can be realized, probably uniquely, in a (non-Fuchsian, in general) MGH Anti-de
Sitter manifold, but this is still an open question.
8. Non-closed surfaces
In this last chapter we will survey other results where the topology of spacelike surfaces
is not that of a closed surface. We will first discuss a number of universal constructions,
meaning that they generalize the situation one sees in the universal covering of a MGH
Cauchy compact Anti-de Sitter manifold, which was explained in Chapter 5. This will
have applications for the theory of universal Teichmu¨ller space. Then we briefly discuss
the state-of-the-art for manifolds with conical singularities of timelike type, called particles
and corresponding to Cauchy surfaces with cone points, and the so-called multi-black holes
which instead correspond to surfaces with boundary.
8.1. Foliations with asymptotic boundary. Recall from Chapter 5 and in particular
Proposition 5.1.3 that, given a MGH Cauchy compact manifold M , any Cauchy surface in
M lifts to a spacelike embedded surface in AdS2,1 having asymptotic boundary a proper
achronal meridian Λ which is the graph of the unique homeomorphism conjugating the left
and right representations of pi1Σ in PSL(2,R).
Some of the constructions we discussed above can be generalized to the setting of any
proper achronal meridian. Recall that Ω(Λ) denotes the invisible domain of Λ, see Section
4.2.
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Theorem 8.1.1. Let Λ ⊂ ∂AdS2,1 be the graph of an orientation-preserving homeomor-
phism. Then there exists a unique foliation of the invisible domain Ω(Λ) by properly embed-
ded spacelike surfaces of constant mean curvature H, as H ∈ (−∞,+∞).
The CMC function associated to the foliation is a time function, similarly to the compact
case (see Theorem 7.1.1 and the following discussion).
In the literature Theorem 8.1.1 does not appear as it is stated here. The existence for
maximal surfaces (that is H = 0) is proved in [BS10, Theorem 1.6] (where the statement is
indeed given in any dimension). The result for any value of H, including uniqueness and the
foliation statement, appears in [Tam19a, Theorem 3.1] again under the assumption that Λ
is the graph of a quasi-symmetric homeomorphism.
Moreover, as in the compact case, for every H the surface of constant mean curvature
H and asymptotic boundary Λ is unique. This is proved in [BS10, Theorem 1.10] for Λ
the graph of a quasi-symmetric homeomorphism (Definition 8.2.4 below) and under the
additional assumption of bounded second fundamental form. Using the foliation result,
uniqueness for the CMC surfaces is showed in [Tam19a, Theorem 5.2] again assuming that
Λ the graph of a quasi-symmetric homeomorphism.
The proofs, however, can be extended without further difficulty to the general case of any
orientation-preserving homeomorphism. We believe that, by a refinement of the arguments,
the statement can also be proved for Λ any proper achronal meridian.
When Λ is the graph of an orientation-preserving homeomorphism, the existence part of
Theorem 8.1.1 can be actually be obtained as a straightforward consequence of the following
result for constant Gaussian curvature, by applying the normal evolution described in Section
7.1.
Theorem 8.1.2 ([BS18, Theorem 1.3]). Let Λ be any proper achronal meridian in ∂AdS2,1
which is not a two-step curve. Then there exists a foliation of each connected component of
the complement of the convex hull C(Λ) in the invisible domain Ω(Λ) by spacelike surfaces
of constant Gaussian curvature K, as K ∈ (0,+∞).
Here we say that a proper achronal meridian Λ ⊂ ∂AdS2,1 is a two-step curve if it is
the union of four lightlike segments, two horizontal and two vertical in an alternate fashion,
under the natural identification of ∂AdS2,1 with RP1×RP1. Up to isometry, the configuration
of a two-step curve is the one drawn in Figure 8.
In other words, every domain of dependence in AdS2,1 which is not the invisible domain
of a two-step curve admits a foliation of the complement of the convex hull by surfaces of
constant Gaussian curvature. The Gaussian curvature function is a time function, up to
changing the sign as for the closed case (Theorem 7.1.1). Moreover in [BS18, Theorem 1.4]
uniqueness of the surfaces of constant Gaussian curvature K in each connected component
is proved under the assumption that Λ is the graph of a quasisymmetric homeomorphism.
Theorems 8.1.1 and 8.1.2 provide affirmative answers to Questions 8.3 and 8.4 of [BBD+12]
respectively.
Remark 8.1.3. Differently from Theorem 8.1.1, the surfaces S±K of constant Gaussian cur-
vature K ∈ (0,+∞) are not always properly embedded in AdS2,1. Their boundary, however,
is explicitely described: it coincides with Λ in the complement of all sawteeth of Λ, where
by a sawtooth we mean two consecutive lightlike segments in ∂AdS2,1, one horizontal and
one vertical, which are maximal (meaning that they cannot be extended to longer lightlike
segments). In correspondence of each sawtooth, the boundary of S±K has an interior spacelike
geodesic, namely the geodesic connecting the two endpoints of the sawtooth. See Figure 14,
and compare also with Remark 4.6.5. In conclusion, the surfaces S±K are actually properly
embedded in Ω(Λ). When Λ is the graph of an orientation preserving homeomorphism, it
has no sawteeth, hence the boundary of S±K is precisely Λ, hence in this case S±K is properly
embedded also in AdS2,1.
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Figure 14. A lightlike triangle, whose boundary consists of a sawtooth,
contained in ∂AdS2,1, and a spacelike geodesic of AdS2,1.
Remark 8.1.4. The invisible domain of a two-step curve coincides with its convex hull, hence
clearly there can be no existence for surfaces of constant Gaussian curvature in (0,+∞) in this
case, since such a surface would be either convex or concave and therefore live in the convex
hull complement, which is empty. On the other hand, when Λ is a two-step curve, there
does exists a foliation by surfaces of constant mean curvature with asymptotic boundary Λ,
which is given by the surfaces with z = c in the parameterization of Ω(Λ) of Lemma 5.2.4
and pictured in Figure 11.
8.2. Extensions and universal Teichmu¨ller space. The results of Section 8.1 have ap-
plications to the extensions of circle homeomorphisms, by means of the associated map
which has already been discussed in the closed case, together with the relevant definitions,
in Section 7.2.
Extensions of circle homeomorphisms. The essential lemma to obtain extensions of circle
homeomorphisms is the following. Recall from Section 3.2 that we denoted by pil, pir the
projections from ∂AdS2,1 to ∂H2 which come from the left and right rulings, or in other
words, the projections to the first and second factor in the identification of ∂AdS2,1 with
RP1 ×RP1.
Lemma 8.2.1 ([BS10, Lemma 3.18, Remark 3.19]). Let Λ ⊂ ∂AdS2,1 the graph of an
orientation-preserving homeomorphisms and S be a spacelike convex (or concave) surface
in AdS2,1 with boundary at infinity Λ. Then the left and right projections Πl,Πr ∶ S → H2
extend to the restrictions of pil, pir ∶ RP1 ×RP1 → RP1 on Λ.
We do not repeat the computations of Section 7.2 here, but essentially for every θ ∈ (0, pi)
there are three special surfaces with asymptotic boundary Λ, equidistant from one another,
one with constant mean curvature H = 2/ tan θ, one convex with constant Gaussian curvature
tan2(θ/2) and one concave with constant Gaussian curvature 1/ tan2(θ/2), which all have
associated map a θ-landslide. Hence Theorem 8.1.1, or Theorem 8.1.2, together with the
extension lemma (Lemma 8.2.1), imply the following result:
Corollary 8.2.2. Given any orientation-preserving homeomorphism ϕ ∶ S1 → S1 and any
θ ∈ (0, pi), there exists a θ-landslide Φθ ∶ H2 → H2 whose extension to S1 equals ϕ.
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Since surfaces of constant mean curvature or Gaussian curvature are smooth, the extension
Φθ will be smooth on H2, and continuous up to the boundary.
Quasiconformal mappings. We now briefly recall some notions of the theory of quasiconfor-
mal mappings. Since here we will be only interested in smooth maps, we give a simplified
definition under the smoothness assumption. Here we denote by D the unit disc in C, as a
Riemann surface. A diffeomorphism of D is quasiconformal if its differential maps circles in
TzD ≅ C to ellipses of uniformly bounded eccentricity. More formally:
Definition 8.2.3. A diffeomorphism Φ ∶ D→ D is quasiconformal if
K(Φ) ∶= sup
z∈D ( largest eigenvalue of dΦTz dΦzsmallest eigenvalue of dΦTz dΦz )
1/2 < +∞ .
In this case, the quantity K(Φ) is called maximal dilatation of Φ.
Quasiconformal mappings of D are precisely those which extend to homeomorphisms
of the circle which are quasisymmetric, namely, they distort the cross-ratio of symmetric
quadruples in a uniformly controlled way.
Definition 8.2.4. An orientation-preserving homeomorphism ϕ ∶ ∂D→ ∂D is quasisymmet-
ric if ∣∣ϕ∣∣ ∶= sup
cr(Q)=−1 ∣ log ∣cr(ϕ(Q))∣∣ < +∞ .
In this case, the quantity ∣∣ϕ∣∣ is called cross-ratio norm of ϕ.
Some explanation is required concerning Definition 8.2.4. In the definition of ∣∣ϕ∣∣, the
supremum is taken over all quadruples of points in ∂D which have cross-ratio equal to −1.
We use here a definition of cross-ratio such that a quadruple (p, q, r, s) of points of ∂D has
cross-ratio −1 if and only if it is symmetric, meaning that the two geodesics for the Poincare´
metric on D with endpoints (p, r) and (q, s) intersect orthogonally.
Remark 8.2.5. Observe also that the cross-ratio norm is a well-defined invariant of a curve
Λ in the boundary of AdS2,1, since applying isometries of AdS2,1, which corresponds to
pre- and post-composing ϕ with elements of PSL(2,R), do not change the cross-ratio norm.
The cross-ratio norm is indeed well-defined on universal Teichmu¨ller space T (D), which can
be defined as the space of quasisymmetric homeomorphism up to post-composition with
PSL(2,R).
Theorem 8.2.6 ([BA56]). Any quasiconformal diffeomorphism of D extends to a quasisym-
metric homeomorphism of ∂D. Conversely, every quasisymmetric homeomorphism of ∂D
admits a quasiconformal extension to D.
Back to Anti-de Sitter geometry, the following result is proved in [BS10, Theorem 1.4]
for minimal Lagrangian extensions (i.e. θ = pi/2) using maximal surfaces, and in [BS18,
Corollary 1.5] in full generality, using surfaces of constant Gaussian curvature.
Theorem 8.2.7. Given any quasisymmetric homeomorphism ϕ ∶ ∂D → ∂D and any θ ∈(0, pi), there exists a unique quasiconformal diffeomorphism Φθ ∶ D → D extending ϕ which
is a θ-landslide.
This result, which can be seen as a version of the Schoen Conjecture ([Sch93, BH17,
Mar17]) for minimal Lagrangian maps and θ-landslides, has essentially two additional points
with respect to Corollary 8.2.2. The first is the fact that one can find an extension which is
quasiconformal, and the second is the uniqueness under the quasiconformality assumption.
For the former, the proof given in [BS18] essentially consists in showing that the surfaces
with constant Gaussian curvature with asymptotic boundary the graph of ϕ have bounded
principal curvatures, a condition which translates in the quasiconformality of the associated
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map. We will discuss the ingredients of the proof given in [BS10] below together with other
applications.
For the uniqueness instead, roughly speaking the key point is that not only the construc-
tion of the associated map can be reversed, but moreover if one starts with a quasiconformal
extension (minimal Lagrangian, or landslide more in general), then this can be obtained as
the associated map of a surface S (which can be taken of constant mean curvature or of
constant Gaussian curvature) in AdS2,1 whose first fundamental form is complete. Then S
has asymptotic boundary a curve Λ in ∂AdS2,1, which coincides necessarily with the graph
of ϕ by Lemma 8.2.1. The uniqueness of the extension Φθ then follows from the uniqueness
of the surface, as mentioned in the comments after Theorem 8.1.1 and Theorem 8.1.2.
Optimality of minimal Lagrangian extensions. An essential ingredient in the proof of The-
orem 8.2.7 given in [BS10] for minimal Lagrangian extension is the width of the convex hull
of Λ, which is defined for every proper achronal meridian Λ as the supremum of the length
of timelike curves contained in C(Λ). It turns out that the width is always at most pi/2.
One then has the following equivalent conditions:● The proper achronal meridian Λ is the graph of a quasisymmetric homeomorphism;● The width of the convex hull C(Λ) is strictly less than pi/2;● The principal curvatures of the maximal surface with asymptotic boundary Λ are in(−1 + ,1 − ) for  > 0;● The minimal Lagrangian associated map is quasiconformal.
These four points all played an essential roˆle in the proof of the following theorem.
Theorem 8.2.8 ([Sep19, Corollary 2.D]). There exists a universal constant C > 0 such
that, for every quasisymmetric homeomorphism ϕ ∶ ∂D → ∂D, the maximal dilatation of the
quasiconformal minimal Lagrangian extension Φ satisfies:
logK(Φ) ≤ C ∣∣ϕ∣∣ .
Theorem 8.2.8 thus adresses a question asked in [BBD+12, Section 4.3] about the efficiency
of minimal Lagrangian extensions in terms of Teichmu¨ller distance. Let us outline the
strategy of the proof. Essentially, the equivalence of four equivalent points mentioned above
need to be quantified. One can in fact obtain quantitative inequalities between the cross-ratio
norm of ϕ and the width of the convex hull, between the width and the principal curvatures of
the maximal surface, and finally between the principal curvatures and the maximal dilatation
of the minimal Lagrangian extension. Putting together all the quantitative estimates, one
obtains the inequality of Theorem 8.2.8.
There are two extreme cases to be understood. The first is when ϕ is the graph of
a transformation in PSL(2,R), which is equivalent to the maximal surface being totally
geodesic, to the width of the convex hull being equal to 0 and to the minimal Lagrangian
extension being isometric. In this case ∥ϕ∥ = 0 and K(Φ) = 1. The qualitatively opposite
case occurs for a two-step curve Λ, namely the concatenation of four lightlike segments,
which we described in detail in Section 5.2. In this case the maximal surface is given by{z = pi/4} in the coordinates introduced in Lemma 5.2.4 on the lightlike tetrahedron T . See
also Figure 11. Here the maximal surface is intrinsically flat, hence by the Gauss equation
its principal curvatures are 1 and −1 at every point. It follows from the discussion of Section
6.4 that in this case there is no associated map at all between subsets of H2. The width of
the convex hull, which is the tetrahedron T itself, equals pi/2. The proof of Theorem 8.2.8
roughly speaking consists in showing that, as ∥ϕ∥ approaches 0 or +∞, the geometry of the
corresponding maximal surface approaches that of the two extreme examples, the totally
geodesic plane and the flat maximal surface with principal curvatures identically 1 and −1.
8.3. Related results. We briefly mention here some related results. The work [SK13]
studies a “universal” version of the correspondence between MGH Anti-de Sitter manifolds
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and Teichmu¨ller space, and parameterizes a suitably defined moduli space of these structures
by the product of two copies of the universal Teichmu¨ller space T (D). (Recall Remark 8.2.5
for the definition of T (D).) Moreover, a universal version of the map F of Theorem 7.3.3
is constructed, namely a map T ∗T (D) → T (D) × T (D), using the fact that the cotangent
bundle T ∗T (D) is identified to the space of bounded holomorphic quadratic differentials.
A qualitatively opposite situation is described in [Tam19b], where maximal surfaces whose
first fundamental form is conformal to C, and the second fundamental form is the real part
of a polynomial quadratic differential on C, are considered. It is shown that these maximal
surfaces are characterized by having asymptotic boundary a curve in ∂AdS2,1 composed of
the concatenation of a finite number of lightlike sides.
A result of prescription of the induced metric on convex surfaces of constant Gaussian
curvature, generalizing to the universal setting some of the results discussed in Section 7.5,
is proved in [BDMS19]. In a similar spirit, results about the realization of metrics on the
boundary of ideal polyhedra in AdS2,1 are presented in [DMS14], and a first result on the
prescription of bending laminations on the boundary of the convex hull in the universal
setting will appear in [MS20].
8.4. Cone singularities and manifolds with particles. The last part of this paper
will briefly survey on results on Anti-de Sitter manifolds with spacelike surfaces of finite
type, namely homeomorphic to the complement of a finite number of punctures in a closed
surface. Depending on the geometry near the removed points, different geometric structures
can arise. For instance MGH Anti-de Sitter manifolds with particles can be defined, where
a particle is a cone singularity of timelike type. It is required in the definition that the
manifold contains a locally convex Cauchy surface orthogonal to the singular locus. Hence
the first fundamental form of such a Cauchy surface has a cone point in correspondence of
each intersection with a particle. Many of the results we mention here are the counterpart
“with particles” of the results which have been described in Section 7 for the closed case.
Hence we will omit most of the details here.
If one fixes the number of cone points (say n) and the cone angles θ1, . . . , θn at each cone
point, which is assumed to be smaller than pi, it was proved in [BS09, Theorem 1.4] that the
deformation space of MGH Anti-de Sitter manifolds with a Cauchy surface homeomorphic
to Σ and particles of cone angles θ1, . . . , θn is homeomorphic to the product of two copies of
the Teichmu¨ller space of Σ with n cone points of angles θ1, . . . , θn. An earthquake theorem
for hyperbolic surfaces with cone points of angle less than pi has then been proved, see [BS09,
Theorem 1.2]. The prescription of measured geodesic laminations on the boundary of the
convex core, as an analogue of Theorem 7.5.1, has been established in [BS12].
The existence and uniqueness of a maximal surface orthogonal to the singular locus was
proved in [Tou16, Theorem 1.4], thus obtaining as a consequence the existence and unique-
ness of a minimal Lagrangian map between two hyperbolic surfaces with the same cone
angles (less than pi) in a given isotopy class ([Tou16, Theorem 1.3]). Moreover, together
with [KS07, Theorem 5.11] which is a version “with particles” of Theorem 7.3.1, one obtains
a parameterization of the deformation space of MGH AdS manifolds with particles by means
of the cotangent bundle of the Teichmu¨ller space of Σ with cone angles θ1, . . . , θn < pi, which
is also identified to the bundle of holomorphic quadratic differentials with at most simple
poles at the punctures.
The existence and uniqueness of the maximal surface orthogonal to the singular locus has
then been improved in [CT19, Theorem 1.1] to the existence of a foliation by constant mean
curvature surfaces. The proof actually relies on the results of [CS20], namely the existence
of a foliation by surfaces of constant Gaussian curvature of each connected component of the
convex core complement ([CS20, Theorem 1.1]). These results have of course applications
for the existence of θ-landslides between hyperbolic surfaces with cone angles, see [CS20,
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Theorem 5.8]. Many of these results had been conjectured in [BBD+12, Section 6.2], see
Questions 6.2-6.5.
The general study of cone singularities besides the case of particles, including the pos-
sibility of intersections between singularities (“collisions”), and introducing the notion of
global hyperbolicity in this setting together with examples, has been pursued in [BBS11]
and [BBS14].
8.5. Boundary components and multi-black holes. Teichmu¨ller theory for hyperbolic
surfaces with boundary components or cusps is instead intimately related to the geometry
of Anti-de Sitter manifolds with multi-black holes. Here we only sketch the definition, and
we refer to [Bar08b] and [BKS11] for more details.
Let us now assume that ρl, ρr ∶ pi1Σ → PSL(2,R) are the holonomy representations of
complete hyperbolic structures on Σ with cusps and geodesic boundary components. Then
there is a maximal domain Ω in AdS2,1 on which the action of (ρl, ρr) is free and properly
discontinuous, which is however not globally hyperbolic. The domain Ω can actually be
described as the union of all globally hyperbolic domains on which the action is free and
properly discontinuous, and each of these can be obtained by the following construction.
The limit set of the action of ρl(pi1Σ) onH2 can be described as the complement of a family
of open arcs in ∂H2, where the endpoints of each removed arc are the endpoints of a lift to H2
of a geodesic boundary component. The limit set for ρr(pi1Σ) has an analogue description,
and similarly to the closed case, one can find a circle homeomorphism ϕ ∶ ∂H2 → ∂H2 which is
equivariant with respect to the actions of ρl and ρr. This is however not uniquely determined
when geodesic boundary components are present. In fact, there are many possible choices
of the equivariant map ϕ, and the freedom of such choice corresponds to the definition of ϕ
on each open arc in ∂H2 in the complement of the limit set.
The choice of some particular equivariant map ϕ gives a globally hyperbolic domain,
namely the invisible domain of the graph of ϕ, on which the action is free and properly dis-
continuous. The union of all such domains provides the maximal domain Ω, whose quotient
is a maximal Anti-de Sitter manifold with multi-black holes.
Using the pleated surface construction in this setting, in [BKS11] an earthquake theorem
was proved for surfaces with boundary, namely given two hyperbolic structures on Σ with
geodesic boundary, there exist 2k left (or right) earthquake maps, where k is the number
of boundary components of Σ. The 2k choices correspond to the choice, for every bound-
ary component of Σ, to the sense in which the earthquake lamination “spirals” around the
boundary; in terms of Anti-de Sitter geometry, this is the choice of a future or past sawtooth
in ∂AdS2,1. An extension of this result to crowned hyperbolic surfaces was given in [Ros17].
The PhD thesis [Ros17] contains a result of prescription of two filling measured geo-
desic laminations on a hyperbolic surface with boundary, as the bending laminations on
the boundary components of the convex core of an Anti-de Sitter manifold with multi-black
holes. Finally, [Tam20] contains a study of the maximal surfaces which appear in this case,
and the associated minimal Lagrangian diffeomorphisms, in terms of holomorphic quadratic
differentials with poles of order at most 2, hence extending the parameterization we discussed
in Section 7.3 in the closed case.
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