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Abstract
We study the existence problem of a special solution to the Helfrich functional such that it corre-
sponds to a surface of the shape of a red blood cell. The Helfrich functional is also a perturbation
of the Willmore functional involving some parameters with physical meanings. With the expected
symmetry of the surface, it reduces to an analysis on an ODE with certain shape requirements. We
discover a sufficient condition on the parameters which ensures the existence of such a special solu-
tion to the ODE.
 2003 Elsevier Science (USA). All rights reserved.
0. Introduction
During the last few decades, perturbations of the Willmore functional [8,17,18] have
been used in the investigation of the mechanism behind the unusual shape of red blood
cells. The study was concentrated on finding a suitable model of “energy” functional [1]
on (embedded) surfaces. It is hoped that the minimizer has the shape of a regular red blood
cells. A model which has been widely studied by scientists is the so-called Helfrich func-
tional on embedded surfaces [4]. After normalization and simplification up to a topological
constant, this functional can be written as
F(Σ)=
∫
Σ
(2H − c0)2 dS + λ|Σ| +pV,
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a volume V . Its Euler–Lagrange equation is
4∆ΣH + 2(2H − c0)
[
2(H 2 −K)+ c0H
]− 2λH + p = 0,
where K is the Gauss curvature of Σ .
Theoretical and numerical studies of axisymmetric solutions to this variational problem
have been carried out by numbers of scientists [2,3,7,9–11,13,14,16]. However, up to now,
there is no mathematical existence results about the solution of the required shape even
in the axially symmetric case. In this paper, we would like to look into the problem in
this direction. As far as we know, though there is an increasing interest on the rigorous
mathematical studies of this problem, how the energy functional governs the geometry of
the minimizer is still a mystery. This partly is due to the nonlinearity of the equations. In
fact, it is not clear why the equation respect an axial symmetry. Besides our work, another
important direction about the stability of a solution is thoroughly investigated by Nagasawa
and Takagi [12]. Their work provides an in depth analysis of the functional complementary
to ours.
Using the axial symmetry and the translational invariance of the Helfrich functional F ,
the Euler–Lagrange equation reduces to a second-order ordinary differential equation on
the derivative of the generating graph (see Section 1). The existence of the solution to the
corresponding initial value problem is out of the question because it follows from well-
known theory. The main point is to show that the solution behaves correctly so that it
generates a closed surface of the required shape. This involves estimates on the location of
the first zero, the number of zeros, the number of critical points, etc.
We show in this article that if every real root of the associated cubic polynomial
Q(t)= t3 + 2c0t2 +
(
c20 + λ
)
t − p
2
is positive, there is a solution of the nonlinear ODE having the required behaviour.
This paper is organized as follows. In Section 1, we define the shape of a red blood cell,
state the main theorem, and give the corresponding equation in several forms which are
useful in the proofs. In Section 2, we study the qualitative behaviours of the solution of the
ordinary differential equation and prove our statement.
1. The theorem
A surface having the shape of a regular red blood cell is usually described as a closed
surface which is
(1) Rotationally symmetric (i.e., a closed surface of revolution);
(2) Symmetric under a reflection in a plane perpendicular to the rotational axis; and
(3) The “upper” part of the generating curve satisfies the following conditions:
(a) it intersects the rotational axis and the reflection plane perpendicularly,
(b) it is a graph over its projection on the reflection plane,
(c) it is concave up near the rotational axis,
(d) it has a unique point of inflection and a unique point of maximum.
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If we label the rotational axis as the z-axis and the plane of reflection as the xy-plane,
then the upper part of the surface Σ which has the shape of a red blood cell can be parame-
trized by X= (r cos θ, r sin θ,u(r)), with a function z= u(r) defined for r in some interval
[0, r∞] with u(r) > 0 for r ∈ [0, r∞) and u(r∞)= 0. The above shape conditions implies
that
(1) u′(0)= 0;
(2) u′(r)→−∞ as r→ r∞;
(3) There is rM < r∞ such that u′′(r) > 0 if and only if r ∈ (0, rM).
One should note that in the analysis of the corresponding ODE, the existence of r∞ needs
to be proved. The last condition implies that u′ has a unique maximum and no other critical
point. This in turn implies that z= u(r) itself has a unique maximum and no other critical
points for r > 0. Figure 1 shows the typical generating graph that produces a closed surface
of the shape of a regular red blood cell.
The Euler–Lagrange equation for the Helfrich functional is reduced to the following
second-order ordinary differential equation on the derivative w(r)= u′(r) (this equation is
usually called the shape equation in the literature):
2r
(1+w2)5/2w
′′ = 5rw
(1+w2)7/2w
′2 − 2w
′
(1+w2)5/2
+ 2w+w
3
r(1+w2)3/2 +
2c0w2
1+w2 +
(c20 + λ)rw
(1+w2)1/2 −
pr2
2
. (1)
We include the derivation of this equation in Appendix A for the convenience of the read-
ers. In [2,5,6,19] there are versions of the same equation written in terms of the angle
between the surface tangent and the plane perpendicular to rotational axis. However, it is
convenient for our discussion to write the equation in the above form.
According to the conditions on u, we need to find a solution w(r) to (1) with initial data
w(0)= 0 and w′(0)=w′0 > 0 satisfying the following conditions:
(C1) It has a unique critical point which is a maximum;
(C2) There is a finite number r∞ > 0 such that w(r)→−∞ as r→ r∞; and
(C3) −∞< ∫ r∞ w(r) dr < 0.0
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embedded surface.
Let κ(r)=w/(r√1+w2) be the principle curvature in the meridional direction. Then
Eq. (1) is equivalent to[
r2w′2
(1+w2)5/2
]′
=
[
w2
(1+w2)1/2
]′
+ r3w′[Q(κ(r))− κ(r)3] (1a)
or [
r2w′2
(1+w2)5/2
]′
=
[
− 2√
1+w2
]′
+ r3w′Q(κ(r)). (1b)
It is natural, and turns out to be important, to look at the behaviour of κ(r). By a straight-
forward calculation, one easily sees that its derivatives are given by
κ ′(r)= w
′
r(1+w2)3/2 −
w
r2
√
1+w2 ,
κ ′′(r)= w
′′
r(1+w2)3/2 −
3ww′2
r(1+w2)5/2 −
2w′
r2(1+w2)3/2 +
2w
r3
√
1+w2 ,
and the equation for κ(r) is
rκ ′′ = − rκ(rκ
′ + κ)2
2(1− r2κ2) − 3κ
′ + rQ(κ(r))
2(1− r2κ2) . (2)
It is easier to see from Eq. (2) that the singular initial value problem also has a solution
and it depends continuously on the initial value w′0. In fact, the initial data for κ(r) are
κ(0) = w′0 and κ ′(0) = 0. By letting y1(r) = κ(r) − w′0 and y2(r) = κ ′(r), we have a
singular system of equations of the form,{
r
(
y1
y2
)′ = ( 0−3y2+(1/2)[2c0w′0+(c20+λ)w′0−p/2]r)+ ( ry2ϕ(r,y1,y2)),
y1(0)= y2(0)= 0,
where
ϕ(r, y1, y2)=
∞∑
i+k2
Ai,kr
iyk1 −
[
r2(y1 +w′0)2
2(1− r2(y1 +w′0)2)
]
y2
−
[
r3(y1 +w′0)
2(1− r2(y1 +w′0)2)
]
y22
is consisting of higher-order terms in r , y1, y2 and Ai,k are polynomials in w′0. Since the
coefficient of y2 is not a positive integer, we can use the method of Briot–Bouquet to obtain
a power series solution near r = 0, which depends continuously on w′0. Please refer to [15]
for details.
In the next section, we are going to prove the following theorem.
Main theorem. Suppose that every real root ofQ(t) is positive, then there exists a constant
ε0 > 0 such that any solution w of (1) with w(0) = 0 and 0 < w′(0)= w′0 < ε0 satisfies
conditions (C1)–(C3).
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Thus, in order to have all its real roots positive, it is necessary that p > 0. Moreover,Q has
critical points at (1/3)(−2c0±
√
c20 − 3λ), provided c20  3λ. The roots are positive if and
only if either one of the following cases occurs:
(i) p > 0 and c20  3λ, where Q is nondecreasing;
(ii) p > 0, c20 > 3λ, and 2c0 +
√
c20 − 3λ < 0;
(iii) p > 0, c20 > 3λ, 2c0 +
√
c20 − 3λ > 0, and p/2+ (2/27)[c0(c20 + 9λ)− (c20 − 3λ)3/2]
> 0.
Many numerical experiments have been focused on the special case that all c0, λ,p are
positive. In such case, either case (i) holds or else c0(c20 + 9λ) > (c20 − 3λ)3/2, which
implies case (iii).
2. Global behaviour of solutions
In this section, we always assume that every real root of Q(t) is positive. That is, if we
denote the smallest real root of Q(t) by t0, then t0 > 0 and Q(t) < 0 for all t < t0. And
we consider only those solutions of (1) with initial data w(0)= 0. Since the solution w is
completely parametrized by w′(0)= w′0, we will simply refer to w as the solution given
by w′0. Now given w′0 ∈ (0, t0), we have the following notations:
µ
(
w′0
)=−min{Q(t): 0 t w′0}=max{−Q(t): 0 t w′0},
δ+
(
w′0
)=min{−Q(t): 0 t w′0}=−max{Q(t): 0 t w′0},
δ− =min
{−Q(t): t  0}=−max{Q(t): t  0}.
Note that limw′0→0 δ+(w
′
0)= p/2= limw′0→0µ(w′0) and δ− is independent of w′0.
We also note that the principle curvature κ is positive initially. In fact, κ(0) = w′0 ∈
(0, t0), and the zeros of κ(r) and w(r) are identical. Let r0 = r0(w′0) ∈ (0,+∞] be the first
zero of κ(r) and w(r). Then we have
Lemma 2.1. For any w′0 ∈ (0, t0), the solution w given by w′0 satisfies the condition that
κ(r)=w(r)/(r
√
1+w2(r) ) decreases on (0, r0).
Proof. By continuity of κ and that limr→0 κ(r)=w′0 ∈ (0, t0), there exists ε > 0 such that
Q(κ, (r)) − κ(r)3 < 0 on (0, ε). Since w′0 > 0, we may also assume that w(r)  0 and
w′(r) > 0 for all r ∈ (0, ε) by choosing a smaller ε if necessary. Integration of Eq. (1a) on
(0, ε) gives
r2w′2
2 5/2 <
w2√
2
on (0, ε).
(1+w ) 1+w
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κ ′(r)= w
′
r(1+w2)3/2 −
w
r2
√
1+w2 < 0 for r ∈ (0, ε).
This also implies that κ(r) remains in the interval (0,w′0] ⊂ (0, t0) for r ∈ (0, ε). Now
suppose that κ(r) is not decreasing in (0, r0), then there is a smallest r1 ∈ (0, r0) such that
κ ′(r1) = 0. By the choice of r1, κ(r1) ∈ [0,w′0], κ ′(r1) = 0, and κ ′′(r1)  0. Putting this
into Eq. (2), we have
0 r1κ ′′(r1)= r1[Q(κ(r1))− κ(r1)
3]
2(1− r21κ2(r1))
< 0.
This is a contradiction and hence κ(r) is decreasing on (0, r0). ✷
Lemma 2.2. For any w′0 ∈ (0, t0), r0 = r0(w′0) is finite. Moreover, we have
r20 <
16w′0
δ+
and w′(r0) <−δ+8 r
2
0 .
If we further assume that 64w′30 < 27δ+(w′0), then
r0∫
0
w(r) dr 
4w′20
δ
3/2
+
(
1− 64w
′3
0
27δ+
)−1/2
.
Proof. By Lemma 2.1, κ ′(r) < 0 on (0, r0); hence κ(r) ∈ (0,w′0)⊂ (0, t0) for r ∈ (0, r0).
Therefore Q(κ(r))−δ+. Putting this into the form of Eq. (2),
κ ′′ = −3κ
′
r
− ww
′2
r(1+w2)5/2 +
1+w2
2
Q
(
κ(r)
)
,
we conclude that
r3κ ′′ + 3r2κ ′ −δ+
2
r3,
since w  0 on (0, r0). Therefore it implies that, after integration, for all r ∈ (0, r0),
κ ′(r)−δ+
8
r, (3)
and hence
κ(r)w′0 −
δ+
16
r2. (4)
Letting r = r0 in the above inequality, we have
r20 
16w′0
δ+
.
Then again by (3), we have
κ ′(r0)= w
′(r0)
r0(1+w2(r0))3/2 −
w(r0)
r2
√
1+w2(r ) <−
δ+
8
r0.0 0
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w′(r0) <−δ+r20/8.
This completes the proof of the first part of the lemma.
To prove the second statement, we temporarily let a =w′0 and b = δ+/16. Then
0 <
w
r
√
1+w2  a − br
2, r ∈ (0, r0),
which is equivalent to
w  r(a − br
2)√
1− r2(a − br2)2 .
By the assumption that 4a3 < 27b, we have
1− r2(a − br2)2  1− 4a3
27b
for r ∈ (0, r0). (5)
Therefore,
w  r(a − br
2)√
1− 4a3/(27b)
on (0, r0) and
r0∫
0
wdr
√
a/b∫
0
r(a − br2)√
1− 4a3/(27b) dr=
1√
1− 4a3/27
a2
4b
= 4w
′2
0
δ+
(
1− 64w
′3
0
27δ+
)−1/2
.
This completes the proof of the lemma. ✷
Immediately from the above lemma and that limw′0→0 δ+(w
′
0)= p/2, we have the fol-
lowing
Corollary 2.3. Under the assumption of this section,
lim sup
w′0→0
r20
w′0
 32
p
and lim sup
w′0→0
1
w′20
r0∫
0
wdr  8
p
.
Next, we are going to give a lower bound for r0. We note that from Lemma 2.2, w has at
least one maximum in the interval (0, r0). Since w is increasing at the beginning, the first
critical point must be a maximum point.
Lemma 2.4. Let rM = rM(w′0) ∈ (0, r0) be the first critical point of w. Then
lim inf
w′ →0
r20
w′
= lim inf
w′ →0
r2M
w′
 32
3p0 0 0 0
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lim inf
w′0→0
w′(r0)
w′0
−2.
Proof. Let ξ = ξ(w′0)= 1− 64w′30 /(27δ+) > 0. Then Eq. (5) becomes
1− r2κ(r)2  ξ on (0, r0).
Combining together the assumption on Q, the fact that κ < w′0 on (0, r0), and inequal-
ity (3), then putting into Eq. (2), one obtains
(rκ)′′ = rκ ′′ + 2κ ′ − 1
2ξ
rκ(rκ ′ + κ)2 + 1
8
δ+r − µ2ξ r
− 1
2ξ
rw′0
[
(rκ)′
]2 + 1
8
δ+r − µ2ξ r =−
w′0
2ξ
[
(rκ)′2 + µ− (ξ/4)δ+
w′0
]
r.
Note that in the above, µ=max{−Q(t): 0 t w′0} δ+.
Let
y = (rκ)′ = w
′
(1+w2)3/2 and A
2 = µ− (ξ/4)δ+
w′0
 (1− ξ/4)δ+
w′0
>
3δ+
4w′0
> 0.
We then have
y ′
y2 +A2 −
w′0
2ξ
r.
Integrating from 0 and using y = (rκ)′ = rκ ′ + κ → w′0 as r → 0, we conclude that for
any r ∈ (0, r0),
arctan
(
y
A
)
 arctan
(
w′0
A
)
− Aw
′
0
4ξ
r2. (6)
Using y(rM)= (w/
√
1+w2 )′(rM)= 0 and r0  rM , we have
A2r20 A2r2M  4ξ
A
w′0
arctan
(
w′0
A
)
 4ξ
(
1− w
′2
0
3A2
)
.
Then,
r20
w′0

r2M
w′0
 4ξ
(µ− (ξ/4)δ+)
[
1− w
′3
0
3(µ− (ξ/4)δ+)
]
.
By limw′0→0µ = limw′0→0 δ+ = p/2 and limw′0→0 ξ = 1, we immediately have the first
result.
For the second estimate, by taking r→ r0 in (6) and that y(r0)=w′(r0), we have
arctan
(
w′(r0)
A
)
 arctan
(
w′0
A
)
− Aw
′
0
4ξ
r20 .
By the result of Corollary 2.3 and the choice of the principal branch of arctan, all the terms
involved above are in the interval (−π/2,π/2) for w′ sufficiently small. Therefore, we0
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A(w′(r0)−w′0)
A2 +w′(r0)w′0
= tan
[
arctan
(
w′(r0)
A
)
− arctan
(
w′0
A
)]
 tan
(
−4Aw
′2
0
δ+ξ
)
−4Aw
′2
0
δ+ξ
[
cos
(4Aw′20
δ+ξ
)]−1
.
Then,
w′(r0)
w′0

cos(4Aw′20 /(δ+ξ))− 4A2w′0/(δ+ξ)
cos(4Aw′20 /(δ+ξ))+ 4w′30 /(δ+ξ)
.
Since A2w′0 → 3p/8, ξ → 1, δ+→ p/2 as w′0 → 0, we see that
lim inf
w′0→0
W ′(r0)
w′0
−2. ✷
Combining the previous lemmas, we have the following
Corollary 2.5. For any ε > 0, there exists β > 0 such that if w′0 ∈ (0, β), then
32
3p
− ε  r
2
M
w′0

r20
w′0
 32
p
+ ε
and
−2− ε  w
′(r0)
w′0
−2
3
+ ε.
Proof. All the inequalities are clear except the last one, i.e.,
w′(r0)
w′0
−2
3
+ ε.
To prove this, we observe that κ(r0)=w′(r0)/r0. Then by (3), we obtain
w′(r0)
w′0
−δ+
8
r20
w′0
.
Using the corresponding inequality on r20/w
′
0, we have
lim sup
w′0→0
w′(r0)
w′0
−
(
p/2
8
)
32
3p
=−2
3
. ✷
Lemma 2.6. Under the assumption of this section, if w′0 is sufficiently small, then w has a
maximum at rM and has no other critical point in (0, r0).
Proof. We have already shown that rM is a maximum point. Supposew has another critical
point in (0, r0), then according to the definition of rM , w attains a positive nonmaximal
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given any ε > 0, r2m > r2M  (32/(3p)− ε)w′0 for sufficiently small w′0. On the other hand,
substituting w′(rm)= 0 and w′′(rm) 0 into Eq. (1), and writing wm =w(rm), we have
0 2wm
rm(1+w2m)3/2
+ r2mQ
(
κ(rm)
)
,
which implies
0 2κ(rm)
r2m
+Q(κ(rm)).
Since 0 < κ(rm)  w′0 and Q(0)=−p/2, we also have Q(κ(rm)) <−p/2 + ε for suffi-
ciently small w′0. Therefore
0 2κ(rm)
r2m
+Q(κ(rm)) 232/(3p)− ε − p2 + ε,
which is clearly a contradiction since ε > 0 is arbitrary. ✷
Proposition 2.7. Let r0 > 0 be given by Lemma 2.2, then under the assumption of this
section, w′ < 0 for r  r0 and there is a finite number r∞ > r0 such that limr→r∞ w(r)
=−∞. Moreover, we have
r∞ − r0  π
2
√
δr20 |w′(r0)|
,
where δ =min{δ+/8, δ−/2} and δ− =min{−Q(t): t  0}.
Proof. For convenience, let us temporarily denote v = −w for r > r0. Since κ(r0) < 0
and v′(r0) = −w′(r0) > 0, there exists ε > 0 such that κ(r) < 0 and v′(r) > 0 for all
r ∈ (r0, r0 + ε). By the assumption on Q(t), we have −v′Q(κ(r)) > δ−v′ on (r0, r0 + ε).
Then Eq. (1b) gives[
r2v′2
(1+ v2)5/2
]′
=
[
− 2
(1+ v2)1/2
]′
− r3v′Q(κ(r))

[
− 2
(1+ v2)1/2
]′
+ δ−r3v′ (7)
for all r ∈ (r0, r0 + ε). In particular, for all r ∈ (r0, r0 + ε),[
r2v′2
(1+ v2)5/2
]′

[
− 2
(1+ v2)1/2
]′
,
which gives
r2v′2
(1+ v2)5/2 − r
2
0v
′(r0)2 − 2
(1+ v2)1/2 + 2 0.
This implies that v′ does not vanish and therefore
rv′  rv
′
2 5/4  r0v
′(r0) > 0, r ∈ (r0, r0 + ε). (8)
(1+ v )
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κ = w
r(1+w2) =−
v
r(1+ v2) < 0 for all r ∈ (r0, r0 + ε).
Since the above argument can be applied to any starting point with v > 0 and κ < 0, we see
that inequalities (7) and (8) continue to hold as long as v is defined, i.e., for all r ∈ (r0, r∞),
where r∞ ∈ (r0,∞] is the blow up point of v. More precisely, limr→r∞ v(r) = ∞, or
equivalently, limr→r∞ w(r)=−∞. Note that we have already proved w′(r)=−v′(r) < 0
for all r ∈ [r0, r∞) and we are going to prove that r∞ is finite and satisfies the required
estimate.
Now substituting (8) into Eq. (7), we conclude that[
r2v′2
(1+ v2)5/2
]′
 δ−r3v′  δ−r0v′(r0)r2  δ−r20v′(r0)r
for all r ∈ (r0, r∞). Integrating from r0, we have, for all r ∈ (r0, r∞),
r2v′2
(1+ v2)5/2  r
2
0v
′(r0)2 + δ−r
2
0v
′(r0)
2
(
r2 − r20
)
.
In the case that δ+  4δ−, we have v′(r0) δ−r20/2 by Lemma 2.2, and hence
r2v′2
(1+ v2)5/2  r
2
0v
′(r0)
(
v′(r0)− δ−2 r
2
0
)
+ δ−r
2
0v
′(r0)
2
r2 
δ−r20v′(r0)
2
r2.
Otherwise, the quotient ζ = δ+/(4δ−) < 1 and by Lemma 2.2 again
r20v
′(r0)2  r20v′(r0)
(
δ−r20
2
)
1
2
ζ δ−v′(r0)r40 .
It follows that
r2v′2
(1+ v2)5/2  r
2
0v
′(r0)2+ δ−r
2
0v
′(r0)
2
(
r2− r20
)
 r20v′(r0)2+
ζ δ−r20v′(r0)
2
(
r2− r20
)
= r20v′(r0)
[
v′(r0)− ζ δ−v
′(r0)
2
r20
]
+ ζ δ−r
2
0v
′(r0)
2
r2

ζ δ−r20v′(r0)
2
r2 = 1
8
δ+r20v′(r0)r2.
Hence, with δ =min{δ+/8, δ−/2}, one has in both cases
r2v′2
(1+ v2)5/2  δr
2
0v
′(r0)r2
for all r ∈ (r0, r∞). Therefore,
v′
2 5/4 
√
δr20v
′(r0) (9)
(1+ v )
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v(r∞)=∞, we have
π
2

π/2∫
0
√
cos θ dθ =
r∞∫
r0
v′ dr
(1+ v2)5/4 
√
δr20v
′(r0) (r∞ − r0).
This completes the proof of the statement. ✷
Corollary 2.8. Under the same conditions of Proposition 2.7, we have
∞>
r∞∫
r0
∣∣w(r)∣∣dr  B−1 log( 1
cos(B(r∞ − r0))
)
 B
2
(r∞ − r0)2,
where B =
√
δr20v
′(r0)
√
δδ+/8 r20  δr20/
√
2.
Proof. From (7), by simply dropping the term −r3v′Q(κ(r)) > 0, we have
r2v′2
(1+ v2)5/2  2
(
1− 1√
1+ v2
)
.
After multiplied by
√
1+ v2 (√1+ v2 + 1), it becomes
(√
1+ v2 + 1) r2v′2
(1+ v2)2  2
(√
1+ v2 + 1)(√1+ v2 − 1)= 2v2.
Moreover, 2
√
1+ v2 > (√1+ v2 + 1), so one has
r2∞
v′2
(1+ v2)3/2  v
2.
Taking square root and integrating, it leads to
r∞
r∞∫
r0
v′
(1+ v2)3/4 dr 
r∞∫
r0
v dr,
in which the left-hand side is obviously convergent and this gives the upper bound.
For the lower bound, we note that from (9),
v′
1+ v2 
v′
(1+ v2)5/4 
√
δr20v
′(r0),
and hence by integration
arctanv B(r − r0),
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√
δr20v
′(r0). Then by a straightforward calculation, we have
r∞∫
r0
v dr 
r∞∫
r0
tan
(
B(r − r0)
)
dr
=B−1 log
(
1
cos(B(r∞ − r0))
)
 B
2
(r∞ − r0)2.
This completes the proof of the lower bound. ✷
So far, we have proved conditions (C1) and (C2). And we are going to show that the
total integral
∫ r∞
0 w is negative which is condition (C3) and this will complete the proof of
Main theorem.
Proof of Main theorem. We first note that if every real root of Q(t) is positive, then, by
putting t = 0 into Q(t), we have p > 0. Then Eq. (1b) implies that for all r ∈ (r0, r∞),[
r2v′2
(1+ v2)5/2
]′
=
[
v2
(1+ v2)1/2
]′
− 2c0v
2v′r
1+ v2 +
(c20 + λ)r2vv′
(1+ v2)1/2 +
pr3v′
2

[
v2
(1+ v2)1/2
]′
+
[
2|c0|v2r∞
1+ v2 +
(c20 + |λ|)r2∞v
(1+ v2)1/2 +
pr3∞
2
]
v′

[
v2
(1+ v2)1/2
]′
+
[
2|c0|r∞ +
(
c20 + |λ|
)
r2∞ +
pr3∞
2
]
v′.
Therefore, after integrating from r0,
r2v′2
(1+ v2)5/2  r
2
0v
′(r0)2 + v
2
(1+ v2)1/2 +
[
2|c0|r∞ +
(
c20 + |λ|
)
r2∞ +
pr3∞
2
]
v
 r20v′(r0)2 +
[
1+ 2|c0|r∞ +
(
c20 + |λ|
)
r2∞ +
pr3∞
2
]
v,
r20v
′2
(1+ v2)5/2  r
2
0v
′(r0)2 +
[
1+ 2|c0|r∞ +
(
c20 + |λ|
)
r2∞ +
p
2
r3∞
]
v. (10)
Let c1 =
∫ π/2
0
√
cosθ dθ , then after integration and application of Holder inequality, we
have
c1r
2
0  r20
( r∞∫
r0
v′
(1+ v2)5/4 1
)2
 r20
r∞∫
r0
v′2
(1+ v2)5/2
r∞∫
r0
1
 r20v′(r0)2(r∞− r0)2+ (r∞− r0)
[
1+2|c0|r∞+
(
c20 +|λ|
)
r2∞+
p
2
r3∞
] r∞∫
v.r0
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c′1w′0  c2w′30 x2 + x
[
a0 + a1x + a2x2 + p2 x
3
] r∞∫
r0
v, (11)
where c′1, c2 > 0 are constants and
a0 = 1+ 2|c0|r0 +
(
c20 + |λ|
)
r20 +
p
2
r30 ,
a1 = 2|c0| + 2
(
c20 + |λ|
)
r0 + 3p2 r
2
0 , and a2 =
(
c20 + |λ|
)+ 3p
2
r0.
We now claim that there exists C > 0 independent of w′0 such that
∫ r∞
r0
v  Cw′0 for suffi-
ciently small w′0. Otherwise, for any ε > 0, there is w′0 < ε such that
εw′0 >
r∞∫
r0
v.
Then by Corollary 2.8, we have
εw′0 >
δ
2
√
2
r20x
2.
Using again Corollary 2.5, we conclude that
x2 < ε
2
√
2
δ
w′0
r20
 2
√
2 δ+
δ
ε.
Putting this into (11), we have
c′1w′0  c′2w′30 ε+ c3ε1/2
{
1+ o(w′1/20 )+ [2|c0| + o(w′1/20 )]c3ε1/2
+ [c20 + |λ| + o(w′1/20 )]c23ε+ p2 c33ε3/2
}
εw′0
for some positive constants c′1, c′2, and c3. This is impossible since this implies
0 < c′1  c′2w′20 ε+ c3ε3/2
[
1+ o(ε1/2)+ o(w′1/20 )]→ 0
as ε→ 0, which is a contradiction.
Then by the claim and Corollary 2.3, we have
∫ r∞
0 w O(w′20 )− Cw′0. Therefore, for
sufficiently small w′0,
∫ r∞
0 w < 0. This completes the proof. ✷
In the above proof, we have proved a comparison between the growth of w′ and |w|.
Corollary 2.9. If w(r) is a solution to Eq. (1) which blows down to −∞ at r∞, then
w′2/(|w|(1+w2)5/2) is bounded.
Proof. It follows directly from (10). ✷
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Appendix A. Derivation of the main equation
Let the surface of revolution Σ be parametrized by X(r, θ)= (r cosθ, r sin θ, z(r)) for
(r, θ) ∈ [0, r∞]× [0,2π]. Then, with w(r)− z′(r), the mean curvature H is given by
H =− 1
2(1+w2)3/2
[
w′ + 1
r
w+ 1
r
w3
]
.
The area element is 2πr
√
1+w2 dr . With the assumption that z(r∞)= 0, after integrating
by parts, the volume enclosed by Σ is −π ∫ r∞0 r2w(r) dr . Therefore, to find the critical
point of F , we may consider the variation on
1
4π
F =
r∞∫
0
[
(2H − c0)2 + λ
]
r
√
1+w2 dr − p
2
r∞∫
0
r2wdr.
Let δ be the variational operator and δ(w) = ϕ where ϕ(r) is a smooth function with
compact support. Then δF/2π = I1 + I2 + I3 where
I1 =
r∞∫
0
2(2H − c0)δ(2H)r
√
1+w2 dr,
I2 =
r∞∫
0
[
(2H − c0)2 + λ
]
rδ
(√
1+w2 )dr =
r∞∫
0
[
(2H − c0)2 + λ
]
r
rwϕ√
1+w2 dr,
I3 =−p2
r∞∫
0
r2δ(w)dr =−p
2
r∞∫
0
r2ϕ dr.
We also have
δ(2H)=− 1
(1+w2)5/2
[(
1+w2)ϕ′ + 1
r
(
1+w2)ϕ − 3ww′ϕ],
(2H)′ = − 1
(1+w2)5/2
[(
1+w2)w′′ − 3ww′2 + 1
r
(
1+w2)w′ − 1
r2
w
(
1+w2)2].
Therefore,
I1 =−
r∞∫ 2r(2H − c0)
(1+w2)2
[(
1+w2)ϕ′ + 1
r
(
1+w2)ϕ− 3ww′ϕ]dr0
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r∞∫
0
∂
∂r
[
2r(2H − c0)
(1+w2)
]
ϕ dr −
r∞∫
0
2(2H − c0)
(1+w2) ϕ dr +
r∞∫
0
6rww′(2H − c0)
(1+w2)2 ϕ dr
=
r∞∫
0
[
2r(2H)′
(1+w2) +
2rww′(2H − c0)
(1+w2)2
]
ϕ dr
=
r∞∫
0
[
− 2rw
′′
(1+w2)5/2 +
6rww′2
(1+w2)7/2 −
2w′
(1+w2)5/2 +
2w
r(1+w2)3/2
− 2c0rww
′
(1+w2)2 −
2rww′2
(1+w2)7/2 −
2w2w′
(1+w2)5/2
]
ϕ dr.
The quantity I2 is expanded into
I2 =
r∞∫
0
[(2H − c0)2 + λ]rw
(1+w2)1/2 ϕ dr
=
r∞∫
0
[
rw
(1+w2)7/2
(
w′ + 1
r
w
(
1+w2))2
+ 2c0rw
(1+w2)2
(
w′ + 1
r
w
(
1+w2))+ (c20 + λ)rw√
1+w2
]
ϕ dr
=
r∞∫
0
[
rww′2
(1+w2)7/2 +
2w2w′
(1+w2)5/2 +
w3
r(1+w2)3/2
+ 2c0rww
′
(1+w2)2 +
2c0w2
(1+w2) +
(c20 + λ)rw√
1+w2
]
ϕ dr.
Summing the above quantities, we have
1
2π
δ(F)= I1 + I2 + I3
=
r∞∫
0
[
− 2rw
′′
(1+w2)5/2 +
5rww′2
(1+w2)7/2 −
2w′
(1+w2)5/2
+ 2w+w
3
r(1+w2)3/2 +
2c0w2
(1+w2) +
(c20 + λ)rw
(1+w2)1/2 −
pr2
2
]
ϕ dr.
Therefore, the variational equation is given by (integrand)+ constant= 0 (since ϕ = δw =
δ{z′}, not δz). With the assumption that w(0)= 0, taking r→ 0, one gets
−2w′(0)+ lim
r→0
2w
r
+ constant= 0.
This concludes that the constant is in fact zero and hence the derivation of the variational
equation is completed.
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