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Abstract 
The numerical and computational aspects underlying the approximation of moment independent sensitivity measures are 
discussed. Sampling plans based on column substitution and column permutations are evaluated and compared for both analytical 
test cases and a practical application. The influence of the sampling strategy (simple random, latin hypercube or quasi-random 
sequences) is investigated. 
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1. Main text  
Probabilistic sensitivity analysis methods are based on the design of computer experiments sampling the space of 
uncertain inputs in order to characterise the underlying input-output mapping. The analysis of the spatial dispersion 
around the expectation of the variable of interest is natural given the common gaussianity assumption underlying 
most of our analysis techniques. However, variance is not the only nor the best measure of uncertainty. For example, 
variance is not adapted when the model output is characterized by a heavy-tail or a multi-modal probability 
distribution function. It does not reflect the decision-maker's state of belief and basing the analysis on this moment 
can result in misleading conclusions. The objective of the present contribution is to propose and compare different 
sampling strategies for the estimation of the moment-independent sensitivity measures proposed by Borgonovo 
(2006).   
 
Let us denote X=(X1,X2,...,Xk) the vector of model inputs and Y the output of interest which are treated as random 
variables characterised by probability distribution functions fX(x) and fY(y). The importance of Xi is defined as: 
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The approximation of i, the normalized expected shift in the probability distribution of Y produced by fixing Xi, 
involves the resolution of a multi-dimensional integral using Monte Carlo methods. The sampling strategy adopted 
in order to generate the conditional input samples is the key aspect of the calculation method.  
 
Substituted columns sampling plans and permuted columns sampling plans (Morris et al, 2006) are proposed and 
discussed in the context of moment independent sensitivity analysis. Using Latin Hypercube sampling and quasi-
Monte Carlo sequences, the previously mentioned sampling plans are evaluated for analytical test cases derived by 
Borgonovo et al (2010). In order to assess the accuracy and robustness of the different approaches, numerical 
estimates and calculated for 50 replicates using an increasing base sample size. Additional experiments were carried 
out for the LevelE model, a model simulating the radiological dose to humans over geological time scales due to the 
underground migration of radionuclides from a nuclear waste disposal site. 
 
The results show the superiority of Quasi-Random sequences over Simple Random or Latin Hypercube sampling 
(similar outcome was obtained for variance-based sensitivity analysis by Kucherenko (2007)). Moreover, using 
substituted column sampling plans, performances can be improved by reducing the number of sample points 
characterising the external integration loop. Although a slight positive bias was observed for non-influent model 
inputs, the use of permuted column sampling plans is the most efficient calculation method.  
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