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CHAPTER I INTRODUCTION 
One goal of transportation safety engineers is to identify safety deficient locations 
along roadways. The identification of such locations allows an examination of the 
possible engineering, enforcement, and/or educational measures that might be used to 
improve safety (1 ). Federal law requires states to identify the high crash locations on the 
roadway network. Safety studies are essential for identification and prioritization of high 
crash locations and the allocation of safety funds (2). 
Traditionally, a two-stage process is used to identify and prioritize high crash 
locations. In stage one, a limited number of potentially dangerous locations are selected 
based on their crash history and in the second stage the selected sites are analyzed in 
detail and ranked. The filters used in the first stage are crucial because the locations 
selected determine the locations to be prioritized. A good filter is essential in stage one. 
(1 ). The procedures adopted to identify and prioritize potential high crash locations also 
must be efficient to avoid resources being wasted on locations incorrectly identified as 
unsafe. In addition, inefficient procedures may also result in locations that are truly 
unsafe not being identified (3). 
Currently various basic methods are used to identify and prioritize candidate high 
crash locations. Some of the most widely used methods, which can be used individually 
or in combination can be classified into four categories and are listed below: 
1. Frequency 
2. Crash rate 
3. Severity 
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• Bayesian analysis (4,5,6) 
The aforementioned methods will be discussed in detail in ChapterII. In general, 
each state selects its own methodology for the identification and prioritization of high 
crash locations. The most commonly used methods are crash frequency (number of 
crashes), crash rate ( crashes per vehicle miles traveled or crashes per unit traffic volume), 
and crash severity (a higher weight given to crashes where there is an injury or a fatality) 
either individually or in combination with each other. According to a survey of 16 states 
conducted by the Federal Highway Administration (FHWA), majority indicated that they 
use a combination of methods (7). 
The methodology adopted by the Iowa Department of Transportation (DOT) for 
identification and ranking of high crash locations is outlined in the next section. 
Identification and Ranking of High Crash Locations: The Iowa DOT Procedure 
The Iowa DOT annually identifies and ranks the 100 highest crash locations in the 
state. The DOT uses a combination of crash frequency, crash rate, and value loss. The 
crash data considered in the identification and ranking process are from the previous five 
years and rankings are given to road segments (link locations between adjacent nodes), 
and spot locations (intersections or nodes (geometric features such as ramp terminals, 
bridges, railroad crossings etc., are considered to be nodes)). The collision data 
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considered is searched to identify all locations in the state that meet the Iowa DOT filter. 
The Iowa DOT list of locations that meet the "high crash" filter are included in the 
candidate location file that is used for ranking. The crash requirements for this filter 
included at least one fatal crash, or at least four personal injury crashes, or at least eight 
total crashes for the locations considered (8). 
Ranking by Crash Frequency 
The candidate location file is sorted in descending order by the number of crashes 
and each location is given a "Crash Frequency Ranking" (8). That is, the location with 
the most crashes is given a rank of one. 
Ranking by Crash Rate 
For all locations in the candidate location list with traffic exposure data, the crash 
rate per million entering vehicles is also calculated ( see Equation 1.1) 
(Number of crashes) x ( 10 6 ) Crash rate= ----------- [Equation 1.1] 
where 
(DEV) x (n years) x (365 days/year) 
n = analysis time period in years (5 years for the Iowa DOT) 
DEV= actual daily entering vehicles for spot locations and average daily traffic 
for road segments (for road segments up to 0.6 miles long and spot 
locations) 
DEV= Absolute value of [(Link length/0.3) x (Actual DEV)] (for road segments 0.6 miles 
and longer) 
4 
For locations where traffic exposure data are not available, a crash rate ranking of 
"zero" is assigned by the DOT and the location is considered in the ranking process. The 
original candidate location file is then sorted in descending order by the crash rate and 
each location is given a "crash rate ranking" (8). That is, the location with the highest 
crash rate gets a rank of one. 
Ranking by Value Loss 
The value loss for each location in the candidate location file is also calculated 
according to Equation 1.2. 
Value Loss (in dollars)= Fx $800,000 + IMajorX $120,000 + IMinorX $8,000 + Plx $2,000 + PDO 
[Equation 1.2] 
where 
F = number of fatalities 
IMajor = number of major injuries 
!Minor= number of minor injuries 
PI= number of possible injuries 
PDQ = actual property damage of $2000 if unknown 
The number of fatalities, injuries, and property damage are for the past five years of data. 
The original candidate location file is then sorted in descending order by value loss and 
each location is given a "Value Loss Ranking" (8). That is, the location with highest 
value loss is given a rank of one. 
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Composite State Ranking 
Finally, the crash frequency rank, crash rate rank, and value loss rank are summed 
to get a composite ranking for each location. The candidate location file is then sorted in 
an ascending order by the composite ranking and all the locations re-ranked according to 
the composite number. The locations ranked from one to 100 are considered as "high 
crash" locations (8). The Iowa DOT process is depicted in Figure 1.1. 
Problem Statement 
The methodology adopted by the Iowa DOT obtains a list of potential high crash 
locations by the use of a filter and the locations are ranked using measured values of 
crash frequency, crash rate, and value loss. The crash requirements for the filter were 
presented in the previous section. The filter was implemented to reduce the number of 
locations considered in the ranking process. The basis for the numbers used in the filter 
is not clear. 
In addition, fatal crashes appear have a major impact on the crash locations 
considered in the process. The number of fatalities at locations impact the filtering 
process and the value loss ranking. The dollar loss associated with a fatality in the value 
loss ranking is much higher than that of an injury or property damage crash. The current 
Iowa DOT approach used for the calculation of value loss is also sensitive to the number 
and/or type of crash related injuries. But, this is especially true for fatalities because of 
the associated cost. The possibility that the value loss ranking process is sensitive to 




All crash locations 
in Iowa 
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4 injury crashes or 
8 total crashes 
Potential high crash 
location 







Value loss rank 
Figure 1.1 Iowa DOT Identification and Ranking Process 
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Also, in the present Iowa DOT ranking process, all three rankings ( crash 
frequency, crash rate, and value loss) are considered equal contributors to the final 
composite ranking. This equal weighting may not be correct. Hence, the impact of 
different weightings needs to be considered. Crash rate and severity are considered by 
many researchers to more closely represent safety and may need to be assigned a larger 
contribution in the final ranking process. 
Research Objectives 
The impact of fatalities on the filtering process should be evaluated by adjusting 
the current filter. The impact of fatalities on the value loss ranking process should also 
be evaluated by changing the contribution of the three ranking factors ( crash frequency, 
crash rate, and value loss) to the composite ranking. The ranking produced by the 
incorporation of new filters and the new combinations of crash frequency, crash rate, and 
value loss should be compared to those produced by the current approach. 
Benefits of this Research 
The research is expected to benefit safety engineers at the Iowa DOT by 
improving the identification of locations with potential safety deficiencies. The 
conclusions may help minimize the probability of identifying spurious problem areas and 
may also help with the issue of locations with fatalities being over represented in the final 
ranking list. Hence, the final results may help better prioritize locations for safety 
improvements resulting in better utilization of available safety funds. 
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Thesis Organization 
This thesis outlines the need for an improved methodology for identification and 
prioritization of high crash locations in the State of Iowa and is organized into five 
chapters. In Chapter! the current Iowa DOT methodology for identification and ranking 
of high crash locations is explained and an overview of this thesis is presented. The high 
crash location identification and ranking methodologies adopted by different states across 
the country in comparison to the Iowa DOT methodology are outlined as part of 
Chapterll. The reasoning behind the methodologies adopted by various states is also 
explained. Chapter III has the detailed explanation of the statistical analysis used to 
evaluate the current methodology with two new filters. The shift in rankings in case of 
the 27 new combinations of ranking factors, explained using descriptive statistics and 
non-parametric statistical analysis is presented in ChapterIV. ChapterV includes the 
conclusions and recommendations regarding the new filters and the 27 new combinations 
of ranking factors. 
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CHAPTER II STATE OF PRACTICE 
There are many different approaches to the identification and prioritization of 
high crash locations. Some of those approaches and their methodologies are explained in 
this chapter. Methodologies adopted by some of the states~ in the United States are also 
discussed. States with methodologies similar to that of the Iowa DOT are identified. 
Current Methods 
Several methods are used to identify and prioritize candidate high crash locations. 
Some of the most frequently used methods include the crash frequency method, crash rate 
method, number-rate method, crash severity method, safety indices, severity-rate method, 
and statistical approaches. The advantages, disadvantages and the applicability of all 
these methods are explained in the following paragraphs. 
Crash Frequency Method 
In the crash frequency method locations are ranked by their number of crashes. 
This method does not account for variations in traffic volumes and the fact that a location 
may have high crash frequency due to high traffic volumes rather than some deficiency 
(4,5). The advantage of this method is that it is simple and easy to use and doesn't 
require complex statistics. It is useful initially in identifying a group of locations for 
further analysis and ranking. But, the crash frequency method tends to rank high traffic 
volume locations as high crash locations and may be biased towards these types of 
locations ( 10, 11 ). 
Crash Rate Method 
The crash rate method uses exposure as ratio of volume and the number of 
crashes. Along roadway segments, crash rate is a function of the number of crashes, 
traffic flow, and the length of the segment. At intersections, crash rate is a function of the 
number of crashes and daily entering vehicles. Crash rate is typically expressed as the 
number of crashes per million vehicle miles traveled for road segments and number of 
crashes per million daily entering vehicles for intersections ( 4,5). The advantage of this 
method is if reliable estimates of crash rates exist, then the sites that expose road users to 
greatest risk can generally be identified (11 ). Because crash rate is inversely proportional 
to volume, the main disadvantage of this method is that high crash rates may result on 
low volume roads with a marginal number of crashes. As a result, this method may be 
biased towards low volume roadways (10,11). 
Frequency - Rate Met hod 
This method is a combination of crash frequency and crash rate methods. 
Candidate locations are first ranked by crash frequency. Only the most crucial locations 
from this ranking are then re-ranked using crash rate ( 4,5). The combination of crash 
frequency and rate may eliminate or minimize the bias of using only crash frequency or 
only crash rate since both number of crashes and crash rates are considered (5,11). This 
method does not recognize the importance of a comparison of what is normal or expected 
(11). 
Laughland et al. (12) described an identification procedure similar to the number 
and rate method. Locations with an observed crash frequency ( during a specific time 
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period) exceeding a predetermined value and observed crash rate exceeding an upper 
control limit are classified as high crash locations. In this method, locations with low 
exposure are eliminated from the candidate location list (12). 
Crash Severity Method 
The crash severity method accounts for monetary losses of crashes by considering 
and then weighting crashes at a location based on the degree of injury produced (10). In 
this method a separate factor is applied to fatal and injury crashes. This factor gives more 
importance to fatal and injury producing crashes than property damage only (PDO) 
crashes. The factored number of fatal and injury crashes are added to the number of PDO 
crashes to obtain a number called the equivalent property damage only (EPDO) measure 
(13). Locations are then ranked by their EPDO. Many states identify high crash 
locations based on a crash history. Many analysts prefer to use crash severity as part of 
the ranking procedure and according to Zeeger (2), a proper crash analysis requires 
additional information beyond the historical crash data. 
The biggest advantage of this method is that both the highway safety research 
community as well as general public is very concerned about most severe crashes (11). 
But, this method must be used with care when the number of crashes is very small. A 
single fatal crash at a location can move a location to the top of the rankings. In other 
words, it may incorporate a bias introduced by the value loss difference assigned to fatals 
and injuries. This method also favors rural areas (10). Also, gross inaccuracies can result 
when using the EPDO method given the randomness of fatal crashes and the large weight 
attached to them (1 1). 
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Safety Indices 
Tamburri and Smith have introduced the concept of a safety index. This concept 
is based on the idea that locations with severe crashes deserve more immediate 
improvement. In this method, each road type is assigned a characteristic mix of crash 
severity (i.e., each roadway type is considered to have a certain percentage of fatalities, a 
certain percentage of injuries, and a certain percentage of PDQ crashes). A weight is also 
assigned to each severity for each road type (14). 
Taylor and Thompson have suggested a ranking approach that uses hazard index 
for each location. The index is a weighted sum of the following factors: crash frequency, 
rate, severity, volume-to-capacity ratio, sight distance, conflicts, erratic maneuvers, and 
driver expectancy. The weights assigned each variable were proposed by 14 state 
highway safety personnel (15). 
Severity-Rate Method 
This method combines the crash severity and crash rate methods and is considered 
to be the most meaningful method by various state and local agencies (2). In this method, 
the EPDO number is calculated ( as in crash severity method) and then divided by vehicle 
exposure (e.g., MEY or MVM) to obtain an EPDO rate for each location (13). 
Statistical Approaches 
Rate-Quality-Control Method 
In this method a simple statistical test is applied to the crash rate at a particular 
location (intersection/roadway) to determine whether it is significantly different 
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(abnormally high) than the average crash rate of other similar locations ( 4,5, 10). The 
critical crash rate is determined by using Equation 2.1. 
where 
[Equation 2.1] 
R: = Critical crash rate 
Ra = Average crash rate for locations of similar characteristics 
M = Millions of vehicle miles (MVM) for segments or millions of total daily 
entering vehicles (MEY) for intersections 
K = probability constant based on the desired level of significance 
Equation 2.1 is based on the assumption that traffic crashes are Poisson distributed (5). If 
the actual crash rate of a location is greater than the critical crash rate, it is considered 
significant (16, 17). This method recognizes the variation in the occurrence of crashes for 
both low and high volume roadways (10). This method recognizes the importance of 
making a comparison to what is normal crash rate for the group being considered. The 
process if fairly simple and flexible and relies upon a statistical test that can be combined 
with severity methods. But, it does not address crash severity (11 ). Also, by comparing 
locations to only other locations with the same physical characteristics, the safety 
problems inherent to those physical characteristics are masked. 
Flak and Barbaresso (18) recommend creation of a list of crashes by type ( angle, 
rear-end, etc.), by pavement condition (dry, wet, etc.), and so forth. The crash frequency 
at a location is compared to average crash frequency and standard deviation calculated 
for the list of similar locations. These locations with crash frequencies, a few standard 
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deviations above the average are considered for safety remediation. Analysis of crash 
rates for specific crash types should improve the ability of an analyst to identify problem 
areas and causal factors. In this method total crashes are also considered (represented by 
crash frequency and crash rate) (18). 
Empirical Bayes Method 
Hauer and Persaud (19) suggest that an empirical Bayes (EB) method should be 
used for the identification of high crash locations. The EB method is a recent technique 
for estimating the safety of locations and attempts overcome the difficulties with some of 
the conventional techniques. The EB method controls the randomness of crash data by 
using an estimate of the long-term mean number of crashes at a location. This method is 
used for predicting crashes in the future and then ranking based on the predicted number 
of crashes. An estimate of the long-term mean number of crashes at a location is 
obtained by combining its crash count (in the most recent n years) with the expected 
annual number of crashes at that location (based on the crash history of sites with similar 
characteristics) (3). The method presents new, promising concepts to advance beyond the 
current procedures currently used. But, the method is complex and not ready for 
widespread implementation (11). Also, the disadvantage of this method is extensive data 
requirements. 
Extended Empirical Bayes Method 
Hauer (20) has suggested an extended EB approach for the identification of high 
crash locations. In this method, an estimate of the long-term mean of crashes at each 
location is calculated. But, an estimation of the expected number of crashes at a location 
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is based on a regression model of data from a crash history of similar sites. The 
regression model typically applied has traffic and geometric factors as independent 
variables (3). Crash data at numerous, similar sites is obtained and a threshold for 
number of crashes is then calculated. Any location with an expected crash count greater 
than the threshold is considered to a high crash location (20). This method has modeling 
capabilities and the estimates of crash rates ( couf':tS) are very accurate. But, the 
disadvantages of this method are extensive data requirements and choice of control sites 
(11). This is an identification method and not a ranking method. 
Jorgenson has also introduced two ideas for identification and ranking of high 
crash locations (21 ). According to his method, first, a multivariate model estimates the 
expected number of crashes at a location. Second, a ranking is done based on the 
difference between the observed crash frequency of a location and expected crash 
frequency of similar locations estimated by the multivariate model (21 ). Mahalel et al. 
consider a location as high crash, if the probability of observed crash counts is less than 
the confidence interval considered and thus support Jorgenson's first idea (22). 
McGuigan suggested the calculation of the difference between the actual number 
of crashes at a location and its expected number of crashes (23,24). This difference 
quantifies the potential crash reduction at that location which is used to rank locations. 
High Crash Location Identification and Ranking: State of Practice 
Each state selects its own high crash identification and ranking methodology and 
there are a number of methods that can be used. The most common methods in use are 
crash frequency, crash rate, and crash severity. 
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Florida 
According to the Florida Department of Transportation, any location experiencing 
an abnormal amount of crashes is termed as a hazardous location. Hazardous locations 
come to the attention of the district safety engineers through citizen complaints, Florida 
Highway Patrol, various incident reports, pavement skid tests, fatal crash reports, and 
other district personnel. Once the locations come to the attention of the safety engineers, 
the number of crashes at each location is analyzed (25). 
Methodology 
In order to identify high crash locations, the crash database of statewide crash 
records is filtered with 8 crashes one year as the minimum requirement. For each of the 
locations that meet the filter requirement, a safety ratio is then calculated using Equation 
2.2. 
S fi t R t . Actual Crash Rate aey a10=------
Critical Crash Rate 
[Equation 2.2] 
The actual and critical crash rates are calculated using Equation 1.1 (see Chapter!). For 
calculation of the critical crash rate, 95 percent level of significance is used for rural and 
99 percent for urban locations. In Florida, all highway segments are between 0.1 and 3 
miles long and spot locations are less than 0.1 mile (25). Using the crash database, 
average crash rates are developed for each type of roadway ( e.g. rural, urban, 2 lane, 3 
lane, 4 lane, divided, undivided) (26). 
In Florida, for critical crash rate a K factor of 1.645 is used for rural locations. 
Therefore, anything above 95 percent confidence interval is considered to be abnormal 
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and designated as high crash locations. AK factor of 3.291 is used for urban locations 
and this uses a 99.95 percent confidence interval (25). 
All the locations with a safety ratio greater than or equal to one are selected as 
high crash roadway spots and high crash roadway segments (25). The list of high crash 
locations is then submitted to the DOT districts and then prioritized (27). 
Ideology 
There is no exact reason for using the minimum threshold of 8 crashes. 
According to Thakkar (27), one reason may be to reduce the number of locations to be 
evaluated. The rate quality control method is used in order to take care of variations in 
traffic volume and also to impart some weighting (27). The statistical test applied is 
based on the common assumption that crashes fit the Poisson distribution (25). 
Georgia 
Georgia DOT uses intersection and segment frequency, rate, and severity analysis 
and considers the top 150 locations in each category and a top 150 for a total of all three 
categories is also considered. The time period of analysis is one year (28). For ranking, 
the locations are grouped by their type and character and the candidate locations are only 
compared to similar locations. Gwinnett County DOT uses a frequency method and 
produces a list of the top 100 intersections. It uses a three-year crash total to review the 
intersections. The county uses three years of data to avoid regression-to-the-mean errors. 
Also, only those locations with 15 total crashes are considered as potential high crash as 
this is the crash warrant for multiway stop signs and traffic signals (29). 
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Idaho 
Idaho has a program for the identification and ranking of high crash locations. 
The Idaho program evaluates intersections and roadway segments separately, and 
considers all crashes in which a fatality and/or injury occurs or property damage is 
greater than $750 (30). Idaho also requires that each location experience at least 4 
crashes over the three-year period considered (31 ). The locations identified are not 
automatically considered as high crash locations, and are further analyzed using a ranking 
criteria (30). 
For ranking the filtered locations, a combination of crash frequency, crash rate, 
and severity is used in Idaho. The locations are first ranked by each factor and the 
frequency, rate, and severity rankings are then combined into a single listing to obtain the 
final ranking. Each of the three rankings is weighted before they are combined (30). The 
weighted score is calculated by Equation 2.3 
Weighted Score = (0.25) x FR+ (0.25) x RR+ (0.50) x SR 
where 
FR = Frequency rank 
RR = Rate rank 
SR = Severity rank 
Ideology 
[Equation 2.3] 
By combining frequency, severity and rate and weighting them in a 25 percent, 50 
percent, and 25 percent ratio, the Idaho DOT hopes to strike a balance between crash 
frequency and crash severity (31 ). By using more than three years of data, Idaho DOT 
19 
believes that more problems will be encountered in relation to physical changes in the 
roadway, and even changes in the collision database format. Idaho DOT considers 
fatalities to be important, but does not want its program to only identify locations where 
fatal crashes have occurred. Rather, Idaho DOT intends to identify areas prone to severe 
types of crashes or predict where severe crashes would happen in the future (31 ). 
Illinois 
Illinois has a computerized system called the High Accident Location System 
(HAUS) for the identification of high crash locations in Illinois. The HAUS software 
consists of the following five steps: 
Step 1 - organize the data for analysis. 
Step 2 - perform initial analysis, determine statewide statistics, and identify possible 
candidate locations. 
Step 3 - compare possible candidate locations with statewide statistics and identify high 
crash locations. 
Step 4 - provide a ranking and listing of high crash locations. 
Step 5 - provide collision diagram printouts/plots for each location (32). 
Methodology 
HAUS uses three years of crash data and the identification and ranking is done 
only for the following roadway features: segments, signalized intersections, non-
signalized intersections, bridges, railroad crossings, and ramps. For the initial analysis, 
sixty roadway categories (by urban or rural, type of street, and type of location) are 
defined. Each of the categories is also separated by number oflanes. For each roadway 
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category, the crash data is summarized by vehicle-miles-traveled (VMT), total crashes 
(frequency), average crash rate, EPDO (calculated by Equation 2.4), and delta change 
(determined by analyzing crashes by quarter for a three-year period and establishing a 
slope of the trend line of crashes by quarter) (32). 
EPDO = (lO)(FA) + (9)(AA) + (5)(BA) + (2)(CA) + (PDO) 
(Total Accidents) 
where 
FA = fatal crashes 
[Equation 2.4] 
AA= number of crashes where the most severe injury is an A (major) injury 
BA= number of crashes where the most severe injury is a B (minor) injury 
CA= number of crashes where the most severe injury is a C (possible) injury 
The actual crash frequency for each location is compared to minimum values 
established by a user task force. In order to qualify as a possible candidate high crash 
location, the crash frequency of any location must exceed these minimum values. 
Minimum crash frequency values are established for segments and intersections 
( signalized and non-signalized) and also bridges, railroad crossings, and ramps. 
Minimum crash densities ( crashes per mile) are also established for one way, two-way, 
divided, bi-directional, and freeway types of roadways for both urban and rural locations. 
A segment must exceed all the three minimum crash values (frequency, length, and 
density) to qualify as a possible high crash segment. For the identification of high crash 
locations, separate statewide averages are determined for intersections with similar 
characteristics such as land use, number of lanes (32). 
I 
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The identification of high crash spot locations (from the list of possible candidate 
locations) requires two steps. First, critical values are established for each of the three 
measures (i.e., frequency, rate, and EPDO). For frequency, the average is calculated and 
two standard deviations are added to the average to establish the critical value. In case of 
crash rate, critical values are obtained by adding one standard deviation to the average 
rate. The critical value for EPDO is calculated similar to that for crash rate. One 
standard deviation is added to the average EPDO value. In case of non-signalized 
intersections, the critical values for frequency, rate, and EPDO are doubled (32). 
In the second step, the ratio of the actual crash value to the critical value is 
determined for each location for each of the three selection methods. The candidate 
locations with any of the three ratios greater than 1.0 remain as possible high crash 
locations. Finally, for each possible candidate location, a priority index value (PIV) is 
calculated using Equation 2.5. 
PIV = F + R + EPDO +(DCW)(DCV) 
(FW)(Critical F) (RW)(Critical R) (EPDOW)(Critical EPDO) 
where 
F = crash frequency 
FW = frequency weight 
R = crash rate 
R W = rate weight, 
EPDOW = EPDO weight 
DCV = delta change value 
[Equation 2.5] 
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DCW = delta change weight 
The weighting factors are variable and based on the PIV all the candidate locations are 
ranked (32). 
Ideology 
The minimum thresholds for potential high crash locations are varied based on the 
type oflocation (segment, signalized intersection and so on) and also whether the 
location is in one of the counties in the Chicago area. HAUS was designed to use all 
four-selection criteria in order to include locations that might not be considered potential 
if only one factor was used. The delta change factor is considered to be useful to 
determine if a location has an increasing or decreasing crash trend (33). 
Minnesota 
Minnesota DOT (MnDOT) also has separate ranking lists for intersections and 
road segments. The top 200 intersections and the top 150 segments in the state are 
identified for safety analysis, and the time period considered for analysis is three years 
(34). The following five methods are considered in the ranking of intersections or 
segments: 
1) Total crashes (for intersections) or crashes per mile (for segments) 
2) Crash rate - crashes per million vehicles (for intersections) and crashes per million 
vehicle miles (for segments) 
3) Severity rate - an index similar to crash rate where fatal crashes have a weight of 10, 
injury crashes have a weight of 4, and property damage have a weight of 1. 
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4) Crash cost - each crash is multiplied by its monetary cost, and the total sum for all 
crashes is calculated. The final number is total cost for intersections and cost per mile for 
segments. 
5) Sum of ranks - all the intersections are ranked using the four previous indices, the 
values are summed, and then ranked by this sum (35). 
Crash cost is considered to be the index that would be the most useful. MnDOT's 
existing crash cost values are based on the average cost of crashes obtained from the four 
largest insurance carriers in Minnesota. The current cost figures are $500,000 per fatal 
crash, $30,500 per injury crash, and $2,700 per PDO crash. The proposed crash costs are 
$3,400,000 per fatal crash, $260,000 per severity A crash, $56,000 per severity B crash, 
$27,000 per severity C crash, and $4,000 per property damage only crash (36). 
Ideology 
According to MnDOT, any or all of the five indices have merit. Crash cost is 
used since MnDOT performs a benefit/cost analysis for all locations, where the benefit is 
the anticipated reduction in crashes after a safety recommendation is made (35). 
Missouri 
Missouri DOT (MoDOT) uses crash frequency and crash rate for initial analysis 
and both number-rate and severity-rate methods for the final selection of high crash 
locations. MoDOT performs an annual citywide analysis (which uses 1 to 3 years of 
data), and an early warning analysis (which uses either 3 or 6 months of crash data). In 
both the analysis, a factor of six is applied to the number of fatal and injury crashes at 
each location. The weighted number of fatal and injury crashes are then added to the 
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number of PDO crashes to obtain an EPDO. Crash rate and EPDO rate are calculated for 
both intersections and mid-block sections. For intersections, the crash rate is per million 
entering vehicles, and the EPDO rate is per million (see Equation 2.6). For mid-block 
sections, the crash rate is per 100 million vehicle miles driven on the section, and the 
EPDO rate is per 100 million (3 7). 
EPDO rate= (EPDO Number) x (1 million) 
Exposure 
[Equation 2.6] 
MoDOT recommends that the benefit/cost ratio be applied for selecting high-
crash location countermeasures since it is the practice of many state and local agencies to 
choose projects by this method. Furthermore, MoDOT considers the benefit/cost ratio to 
be a straightforward procedure with its results meaningful to government officials. The 
crash costs used by Missouri for benefit-cost analysis are: $1,900,000 for fatal crash, 
$21,100 for injury crash, and $4,000 for property-damage-only (PDO) (37). 
Kansas 
The procedure adopted by Kansas is similar to that in Missouri. The high 
accident location identification and ranking system adapted by Kansas was originally 
prepared for smaller communities in Missouri. The only difference between Kansas and 
the Missouri processes is the value of crash costs used for benefit-cost analysis. The 
crash costs used in Kansas include $61,500 for both fatal and injury crashes, and $3,500 




The Highway Safety Division of the Nebraska Department of Roads (NDOR) 
collects and maintains crash, traffic, and highway data. According to state statute, all 
crashes involving personal injury or individual property damage in excess of $500 must 
be reported. Traffic data is collected throughout Nebraska and used to calculate crash 
rates for each type of roadway and for the system. The highway-related information 
collected by NDOR includes number of lanes, location type, and the engineering district 
(39). 
Nebraska uses the rate quality control method to identify hazardous locations on 
the state highway system. Intersections, clusters, and sections are analyzed as part of the 
identification process. Intersections are junctions of two or more state highways, clusters 
are defined as floating spot locations where three or more crashes occur within a selected 
cluster length (usually 0.1 mile), and sections are long stretches of roadway with similar 
characteristics (39). 
The intersections, clusters, and sections are divided into eight categories. They 
are grouped by lane characteristics (2-lane, 4-lane, one-way, and interstate standard) and 
by land use (rural and urban). For each of these categories, a statewide average crash rate 
is computed and the individual crash rate for each intersection, cluster, and section 
compared to the statewide average rate of the appropriate highway category. All 
locations with a crash rate greater than the comparable statewide average rate are of 
interest and prioritized on the basis of crash severity. A severity index is used to assign a 
value representing average dollar loss per crash to each crash type. For each significant 
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location, the cost of the crashes is summed and the totals used to rank the locations. The 
analysis is done every six months and uses two years of data for every analysis. 
Nebraska considers the two-year period short enough to allow sudden changes in crash 
numbers at any specific location to be identified, and long enough to improve the 
reliability of the location selection process (39): 
The top one-third of the locations identified within each highway-engineering 
district (ranked by severity), are provided to the Department of Roads Safety Committee 
for review. Also, a listing of the historical ranking for all the selected locations is 
provided annually to the committee. The two lists are used to determine those locations 
that require further study (39). 
New York 
The New York State Department of Transportation (NYSDOT) uses the rate 
quality control method to identify and rank high crash locations, also called as priority 
investigation locations (PILs). A two-year crash history is used to calculate the crash 
rate for a highway location. The number of crashes at each highway location must also 
meet a minimum threshold of 12 crashes for highways in rural locations and 20 crashes 
for highways in urban locations. The crash rate of what will be concluded a high crash 
location (for a highway section) must be three standard deviations (99.9 percent level of 
significance) above the mean for similar segments. The locations are then ranked by a 
factor comprised of the number of crashes and the severity of crashes occurring at the 
identified location. However, NYSDOT does not use dollar values to determine severity 
(40). 
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A listing of safety deficient locations (SDLs) is also produced using lower 
threshold values of 6 crashes in a two-year period and a 90 percent level of significance. 
This listing is used to help identify locations on highways where possible highway safety 
problems may exist in the future ( 40). 
Ideology 
NYSDOT determined that a one-year period was too short for safety analysis. 
Also, NYSDOT believes that random fluctuations in the occurrence of crashes can cause 
a location to appear in the final listing of high crash locations based on short time frames. 
They also believe that a time period longer than two years makes it harder for an 
emerging problem location to be identified. The three-year analysis period used in case 
of a highway safety investigation is to help identify specific crash patterns and trends 
(40). 
North Dakota 
A list of locations with the highest crash severity is produced annually by North 
Dakota department of transportation (NDDOT). A list is produced for urban locations 
and rural state highways ( 41 ). 
Crash statistics are calculated for 13 major cities in ND (i.e., 5,000 population or 
more) for the most recent one-year period and crash statistics for the most recent three-
year period are obtained for rural state highway locations ( 41 ). All roadway segments 
and intersections are ranked by crash frequency, crash rate and weighted severity ( 41 ). 
Weighted severity is calculated using Equation 2. 7 
Weighted Severity= F x 12 + Ix 3 + PDOx 1 [Equation 2. 7] 
where 
F = number of fatalities 
I = number of injuries 
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A filter is applied and locations with a weighted severity of 15 or more are considered 
further. The identified locations from the filter represent a preliminary list of possible 
high crash locations but are not the final ranking ( 41 ). The locations in the list are first 
ranked by crash frequency, then by crash rate and then severity. A composite ranking is 
obtained by adding the three ranks ( 42). 
Ohio 
As part of their highway safety program, Ohio DOT uses a high crash location 
identification and ranking system called the high crash location identification system 
(HCLIS). The HCLIS is a flexible system, which allows minimum section length, crash 
count thresholds, time period, and crash types to be specified. Also, HCLIS allows a user 
to define the rules for selecting and ranking high crash locations ( 43). 
The time period considered for crash analysis in Ohio is 3 years. These three 
years of crash data are merged with the operational characteristics of each location (i.e., 
intersection or road segment). These characteristics can include current traffic signal 
data, volume information, and geometrics. Also, each intersection or intersection- related 
crash is examined to ensure that it is correctly identified ( e.g., correct priority roadway, 
and cross-road name) (43). 
The number of crash locations is first filtered and a pre-candidate location listing 
is created by comparing the number of crashes to a user-prescribed threshold values for 
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the following 
• Crash frequency- The frequency thresholds are determined from statewide statistics 
and are calculated for similar locations. The frequency threshold value is equal to the 
statewide mean frequency plus three standard deviations. 
• Crash rate - The crash rate thresholds are determined from statewide statistics and are 
calculated for similar locations. The crash rate threshold value is equal to the 
statewide mean crash rate plus three standard deviations. 
• Delta-change - This is the slope of a regression line obtained from a plot of crashes 
per quarter and time. The threshold value used in Ohio is 0.091. 
• EPDO -The EPDO value is calculated by using weights of 292.9 for fatals, 6.9 for 
injuries, and 1 for PDO crashes. The threshold value used in Ohio is 65. 
• EPDO rate - EPDO rates per million VMT are calculated. The threshold value used 
in Ohio is 89. 
• Relative severity index (RSI) - The RSI is obtained by obtaining the relative cost of 
each crash and dividing it by the total number of crashes at that location. The 
threshold value used in Ohio is 2253. 
• Density - Crash density is the number of crashes per mile. In case of intersections, 
the density defaults to a value of zero. There is no threshold value in Ohio for density 
(43). 
For a pre-selected candidate to remain a candidate location it must meet or exceed 
at least one threshold value. For each candidate location that meets a threshold value, a 
rank is assigned for each of the seven characteristics involved. Then, a hazard index is 
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calculated by weighting the value from each of the seven rankings. The hazard index for 
each location is the sum of the products of the weighted ranks (43). 
Oregon 
Oregon Department of Transportation (ODOT) uses the safety priority index 
System (SPIS) to identify high crash locations on state highways. The SPIS index values 
are based on three years of crash data and consider frequency, crash rate, and crash 
severity and 0.10-mile segments. Any location that experiences either three or more 
crashes or one or more fatal crashes over the previous three years qualifies as a SPIS site 
(44). 
Methodology 
SPIS uses three distinct components crash frequency, crash rate, and crash 
severity with associated indicators. The crash frequency indicator is a value between 0 
and 25 determined by a logarithmic distribution of total crashes over a three-year period. 
The crash rate indicator is also a value between O and 25 determined by a logarithmic 
distribution of crash rates over a three-year period. The crash severity indicator is a value 
between O and 50 that is linear distributive of severity scores of 100 for fatals, 100 for 
severe injuries, 10 for moderate injuries, 10 for minor injuries, and one for PDO crashes. 
The crash frequency indicator, crash rate indicator, and crash severity indicator are added 
together to calculate the SPIS value ( 44). 
Ideology 
The current SPIS process is more likely to select intersections, where the greatest 
frequency of crashes occurs. ODOT' s other tool called the Safety Improvement Program 
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(SIP) looks at highways in five-mile segments and considers only frequency of A severity 
and fatal crashes. These tools together help ODOT program safety improvements. 
ODOT uses three years as time period for analysis as it believes that multiple years of 
data should be used for safety analysis ( 45). 
But, once the HCLs are flagged, ODOT doesn't necessarily rank them. For 
example, the location with the highest SPIS score doesn't automatically go to the top of 
the list for funding. The decision on which projects are to be funded is not based entirely 
on just the safety aspects of the projects (45). 
Pennsylvania 
PennDOT considers severity and frequency for identification and ranking of high 
crash locations ( 46). 
South Carolina 
South Carolina DOT uses crash frequency, rate quality control method, and crash 
severity method for identification and ranking of high crash locations. Improvements to 
these locations are done after consideration of available funding, the net annual benefit of 
the selected countermeasure, and the calculated benefit/cost ratio (47). 
South Dakota 
The South Dakota Department of Transportation (SDDOT) has hazard elimination 
and safety (HES) program as part of its safety management system. The primary purpose 
of the HES program is to identify high crash locations on all public roads in South Dakota. 
Crash maps generated from the crash database are used to identify crash locations and the 
period considered is three years. For each identified location, a crash record search is done 
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and the number and type of crashes determined. Based on the number of crashes and the 
traffic volume, a crash rate is then calculated for each location. For every location with a 
crash rate above a pre-determined level, the cost of crashes are compared to the cost of an 
effective countermeasure. The benefit/cost (B/C) ratio must be 1: 1 or greater for the 
location to be further studied by a field review team and an on-site inspection ( 48). 
Washington 
The crash database in Washington is queried every year for locations with the 
greatest number of crashes and a list of 100 high crash locations and 50 high crash road 
segments is generated. The time period of analysis is three years and the locations 
prioritized using benefit/cost ratios. For crash costs, the following values are used: 
fatality $800,000, disabling injury $800,000, evident injury $62,000, possible injury 
$33,000, and PDQ $5,800 ( 49). 
Wisconsin 
The Wisconsin Department of Transportation (WisDOT) has a state highway plan 
(SHP) to enhance safety on the state DOT system and for specific roadway segments. 
Two highway safety problem identification methods are employed. One method uses 
statistical process control algorithms to identify roadways or groups of roadways with 
extraordinarily high crash rates or severity. In the second method, the existing road 
segment geometrics are compared to engineering design standards or benchmarks. 
Locations with inadequate geometrics are observed more closely. The problem 
identification algorithms used in the first method employ statistical process control theory 
of disproportionate crash rate (DCR) modeling (50). 
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SHP Disproportionate Crash Rate Modeling 
The DCR modeling methodology groups' highway segments by user-defined 
characteristics, and calculates baseline crash rates and types for highway categories and 
for individual segments. It also applies data-defined statistical upper and lower control 
limits, and allows to categorize road improvement needs based on severity and type of 
crash. Two years of crash data is used for analysis and the crash data are aggregated by 
highway segment and then associated with the deficiency file roadway inventory data. 
The DCR model calculates and compares crash for highway segments for nine roadway 
sub-categories ( defined by cross-section type, functional classification, or average daily 
traffic - ADT) (50). 
If a highway segment has a crash rate ( or fatal/injury crash rate or ROR non-
intersection crash rate or intersection crash rate) that is disproportionately high relative to 
its sub-category (i.e., at least 1.65 standard deviations higher than the sub-category mean 
crash rate), then it is flagged a problem location. Segments with disproportionately high 
severity outcome rates are more closely examined to determine if they would warrant an 
engineering remedy. The model also measures the clustering of crashes at intersection 
and non-intersection spots (50). 
Summary of State of Practice 
A summary of the state of practice is in Table 2.1. Georgia, Oregon, Idaho, and 
North Dakota use the same ranking factors as Iowa. Idaho's ranking methodology is the 
most similar to Iowa's. Idaho DOT also has recently made some changes to its ranking 
methodology to address a potential bias towards locations with fatals (30). From Table 
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2.1, it can be seen that 11 states do not use different ranking lists for intersections and 
segments. This is also similar to Iowa's approach. Each of the states listed in Table 2.1 
also has a time period of analysis less than that used in Iowa. 
Table2.1 Summary of State of Practice for Some States in the U.S 
State High Crash Location Time Period Separate Ranking 
Identification and Ranking of Analysis for Intersections 
Factors Used (In Years) and Segments 
Florida Rate Quality Control Method 1 Yes 
Georgia Crash Frequency, Crash rate, and 3 Yes 
Severity 
Idaho Crash Frequency, Crash rate, and 3 No 
Severity 
Illinois Crash Frequency, Crash rate, 3 No 
EPDO, and Delta change 
Kansas Crash rate, and EPDO rate 1, 6 months Yes 
Minnesota Crash cost 3 No 
Missouri Crash rate, and EPDO rate 1, 6 months Yes 
Nebraska Rate Quality Control Method 2 No 
New York Rate Quality Control Method 2 No 
North Dakota Crash Frequency, Crash rate, and 1, 3 No 
Weighted Severity 
Ohio Crash Frequency, Crash rate, 3 No 
Delta Change, EPDO, EPDO 
rate, Relative severity index, and 
Density 
Oregon Crash Frequency, Crash rate, and 3 No 
Crash Severity 
Pennsylvania Crash Frequency, and Severity 
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Table2.1 ( continued) 
State High Crash Location 
Identification and Ranking 
Factors Used 
South Carolina Crash Frequency, Rate Quality 
Control Method, and Crash 
Severity 
South Dakota Crash rate, and Crash Cost 
Washington Severity (Benefit/Cost Ratios) 
Wisconsin Crash rate, Rate of Fatal/Severe 
Injury Crashes, Rate of run-off-
the-road non-intersection crashes, 
















CHAPTER III FILTER ANALYSIS 
The first step of the high crash location ranking methodology (see Figure 1.1 in 
Chapter I) used by the Iowa DOT involves the application of a filter to the crash 
information database. This filter selects only those roadway locations from the database 
that have experienced at least one fatal, four personal injury, or eight total crashes during 
the previous five years for further analysis. This filter will be referred to as the 1-4-8 
filter. The locations that satisfy the filter requirements remain in the database and are 
then ranked. 
It is theorized that the present filter may introduce a bias into the Iowa DOT high 
crash ranking process (see Chapter I). The filter appears to result in an overestimation of 
the composite ranking of locations that have experienced a fatality in the five-year 
analysis period. For example, locations that experience only one fatality and no other 
injury crashes are often ranked much higher than locations with a large number of 
personal injury and/or total crashes. There are many reasons for the occurrence of a 
fatality and the high crash ranking of a location that experienced just one fatality in five 
years may not be appropriate. 
Proper filtering requirements are crucial to the identification of the locations that 
should be included in the remaining steps of the high crash location ranking process used 
by the Iowa DOT. Two alternative filters were evaluated in this research that have the 
potential to reduce the apparent influence of fatalities in the current approach. The 
impact of these alternative filters on Iowa DOT high crash location ranking results was 
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investigated with a sensitivity analysis. The results of this sensitivity analysis are 
described in this chapter. 
Database for Analysis 
The crash database used for sensitivity analysis, contained information for 10,534 
crash locations in Iowa (Source: Iowa DOT crash database). The information contained 
in the database was from crashes that occurred from 1995 to 1999. The database of 
locations considered in the sensitivity analysis resulted from the application of the 
currently used filter to all the crash locations in Iowa for the five-year period mentioned. 
The filters considered in this research (see the following section) were more restrictive 
than the one currently used. In addition, 2,692 locations were removed from 
consideration because there was no traffic volume data available for them. Hence, for the 
sensitivity analysis of the two alternative filters, only 7,842 locations were used. 
Alternative Filters 
Two alternative filters were evaluated as part of this research. Both the filters are 
variations of the currently used 1-4-8 filter. In case of both the filters, the currently used 
filter (1-4-8 filter) was applied and the potential high crash location listing was developed 
as the first step. In the second step, for the first alternative filter (Filterl ), the first fatal 
crash at all locations with one or more fatal crashes was assumed to be a major injury 
crash. For the second alternative filter (Filter2), the first fatal crash at all locations with 
one and only one fatal crash was assumed to be a major injury. In the case of locations 
that do not experience any fatal crashes and locations with more than one fatal crash in 
case of Filter2, there is no change in the number of fatal and injury crashes. For ranking 
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locations, the current ranking process ( see Chapter I) was followed in case of both the 
filters. The impacts of Filterl and Filter2 were determined by comparing the alternative 
rankings to the Iowa DOT composite ranking of high crash locations. 
Determination of Composite Rankings 
The following steps were followed to determine the composite rankings that result 
from the application of Filterl and Filter2. First, the frequency ranking and crash rate 
ranking of each location were calculated. These rankings did not change from those that 
result from the application of the original 1-4-8 filter. The alternative filters do not 
change the number of crashes or the traffic volumes experienced by a location. However, 
both alternative filters do change the value loss ranking (and hence the composite 
ranking) because the number of fatalities and major injuries considered at each location 
was altered. 
The focus of the Iowa DOT high crash ranking process is the 100 most crucial 
locations (i.e., those locations with a composite ranking from 1 to 100). This research 
evaluated the difference in the rankings of the most crucial 100 locations ( as defined by 
the current approach of the Iowa DOT) when Filterl and Filter2 were applied. The same 
approach was used to evaluate the content of the 50, 150, and 200 most crucial locations. 
A series oflocations were considered for a detailed investigation of how the rankings of 
the locations shifted with the application of the alternative filters. The rankings produced 
by Filterl and Filter2 for the most crucial 50 locations ( as defined by the original ranking 
process) are shown in Table 3 .1. The alternative rankings for those locations originally 
ranked 51 to 200 are in Table A-1 of Appendix A. Wherever there is a reference of the 
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Table 3.1 Iowa DOT, Filterl, and Filter2 Rankings for the Most Crucial 50 
Locations 
IowaDOT Filterl Filter2 IowaDOT Filterl Filter2 
Ranking Ranking Ranking Ranking Ranking Ranking 
1 1 1 26 18 17 
2 6 5 27 16 12 
3 9 13 28 35 44 
4 5 6 29 67 76 
5 15 14 30 53 61 
6 17 18 31 24 19 
7 2 2 32 106 100 
8 3 3 33 26 22 
9 12 15 34 45 51 
10 4 4 35 40 46 
11 7 11 36 90 88 
12 27 37 37 83 82 
13 28 30 38 80 78 
14 11 16 39 124 122 
15 62 59 40 47 49 
16 43 52 41 91 111 
17 20 27 42 41 43 
18 19 20 43 97 114 
19 22 23 44 61 68 
20 21 21 45 70 79 
21 51 63 45 71 80 
22 23 25 47 31 27 
23 25 31 48 114 124 
24 55 49 49 54 53 
25 8 8 50 66 70 
most crucial locations in this thesis, those locations are defined as most crucial by the 
original ranking process of the Iowa DOT. 
Descriptive Statistics of Ranking Shift 
Some descriptive statistics were calculated to clearly define, investigate, and 
better interpret the apparent difference in the rankings when Filterl and Filter2 were 
applied. The magnitude of the ranking shifts, absolute value of change in ranking 
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positions, minimum/maximum rankings, and quartile rankings were calculated and/or 
developed to investigate and quantify the variability and shift in location rankings. These 
descriptive statistics are explained in the following sections. 
Magnitude of Ranking Shifts 
One indicator of a shift in the rankings is the number of locations that move out 
of, or are no longer ranked as, one of those locations originally ranked from 1 to 50 (see 
Table 3.2). This measure was also computed for the locations that shifted out of the 
original 1 to 100, 1 to 150, and 1 to 200 rankings (see Table 3.2). Table 3.2 shows the 
number and percentage of locations that shifted out of the most crucial 50, 100, 150, and 
200 locations (as defined by the original ranking process) when Filterl and Filter2 were 
used. 
As shown in Table 3.2, when Filterl was applied, the number of locations that 
drop out of each category ranges from 36 percent for the most crucial 50 locations to 24 
percent for the most crucial 200 locations. When Filter2 was applied, the number of 
locations that drop out of each category ranges from 38 percent for the most crucial 50 
locations to 25 percent for the most crucial 200 locations. The percentage shift in number 
of locations decreases from the most crucial 50 locations to the most crucial 200 locations 
Table 3.2 Number of Locations that Shift Out of Most Crucial 50, 100, 150, and 200 
Alternative Shift a Percent Shift a Percent Shift a Percent Shift a Percent 
Filter Out of Shift a Out of Shift a Out of Shift a Out of Shift a 
50 100 150 200 
Filter 1 18 36 30 30 38 25 48 24 
Filter 2 19 38 33 33 40 27 49 25 
a Number of locations that shift out of the corresponding crucial locations 
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in case of both Filterl and Filter2. Also from Table3.2 it can be shown that nearly one-
third of the most crucial 50 and 100 locations and nearly one-fourth of the most crucial 
150 and 200 locations shift out of the most crucial listings when Filterl and Filter2 were 
applied. 
Absolute Value of Ranking Position Change 
Another measure that can be used to quantify the shift in rankings is the absolute 
value of the change in the ranking position (using Filterl and Filter2) of those locations 
originally determined to be the most crucial 50, 100, 150, and 200. The number of those 
locations within a certain absolute value range of change in ranking position was 
calculated for each group and filter, and is shown in Tables 3.3 and 3.4. The ranges 
considered for the absolute value of change in rank positions were intended to represent 
groups of locations with substantial, major, minor, minimal, and no change in ranking 
position. 
Based on these categorizations, an absolute value of change in rank greater than 
or equal to 500 was considered as substantial, greater than or equal to 100 but less than 
500 was considered major, greater than or equal to 50 but less than 100 was considered 
minor, and greater than O but less than 50 was considered minimal. The number of 
locations that experience no change in rank was also calculated. 
Only one or two locations experienced no change in their rank position when 
Filterl and Filter2 were applied. For all the four categories, when Filterl was applied, 
almost no locations experienced a substantial change ( except for 3 locations in case of 
most crucial 200 locations), less than 25 percent a major change, less than 35 percent a 
Table 3.3 Absolute Value of Change in Ranking Position (Using Filterl, Filter2 Ranking) (Most Crucial 50 and 100) 
Absolute Value of Most Crucial Most Crucial Most Crucial Most Crucial Most Crucial Most Crucial 
Percent Change 50 2 50 2 50 2 100 2 100 2 100 2 
Filterl Filter2 Difference Filterl Filter2 Difference 
Substantial 0 0 0 0 0 0 
Major 0 0 0 16 (16 percent) 16 (16 percent) 0 
Minor 6 (12 percent) 6 (12 percent) 0 13 ( 13 percent) 17 (17 percent) -4 
Minimal 43 (86 percent) 42 (84 percent) 1 69 (69 percent) 65 (65 percent) 4 
None 1 2 -1 2 2 0 
a Number of locations with the corresponding absolute value of percent change 
.,I:::. 
Table 3.4 Absolute Value of Change in Ranking Position (Using Filterl, Filter2 Ranking) (Most Crucial 150 and 200) N 
Absolute Value of Most Crucial Most Crucial Most Crucial Most Crucial Most Crucial Most Crucial 
Percent Change 150a 150 2 150a 200a 200a 200a 
Filterl Filter2 Difference Filterl Filter2 Difference 
Substantial 0 0 0 3 3 0 
Major 36 (24 percent) 36 (24 percent) 0 48 (24 percent) 48 (24 percent) 0 
Minor 41 (27 percent) 45 (30 percent) -4 66 (3 3 percent) 73 (3 6 percent) -7 
Minimal 71 (47 percent) 67 ( 45 percent) 4 81 ( 40 percent) 74 (37 percent) 13 
None 2 2 0 2 2 0 
a Number of locations with the corresponding absolute value of percent change 
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minor change, and greater than 40 percent a minimal change in ranking positions. For all 
the four categories, when Filter2 was applied, almost no locations experienced a 
substantial change ( except for 3 locations in case of most crucial 200 locations), less than 
25 percent a major change, less than 40 percent a minor change, and nearly greater than 
40 percent a minimal change in ranking positions. In case of both Filterl and Filter2, 
maximum number of locations experienced only a minimal change in ranking positions 
while the least number of locations experienced substantial change. 
In addition, the difference in the number of locations shifting rankings with 
Filterl and Filter2 was calculated for the most crucial 50, 100, 150 and 200 locations (see 
Tables 3.3 and 3.4). The results of these calculations show the similarity in the impact of 
Filterl and Filter2. The number of locations that experienced a substantial and major 
change in the absolute percent change in rank was the same for all the four categories 
considered when both Filterl and Filter2 were applied. But, there was a minor difference 
in the results for the two filters with regard to the number of locations that experienced 
minor, minimal and no changes in rank. 
Minimum/Maximum Rankings 
The minimum and maximum ranks that appear in the results from Filterl and 
Filter2 for the most crucial 50, 100, 150, and 200 locations are also a measure of shift. 
The minimum rank was 1 for all the four categories when Filter 1 and Filter2 were 
applied. The maximum rank of the rankings produced by Filterl and Filter2 is shown in 
Table 3.5 for the four categories under consideration. The maximum rank is nearly 2.5 
times the original value of 50 for the most crucial 50 locations, over 3 times the original 
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value of 100 for the most crucial 100 locations, approximately 4 times the original value 
of 150 for the most crucial 150 locations, and over 3.5 times the original value of 200 for 
the most crucial 200 locations when the alternative filters were applied. Hence, it can be 
shown that both Filter 1 and Filter2 have a similar impact on the original rankings. 
Table 3.5 Maximum Rankings for Filterl and Filter2 
Crucial Locations Maximum Rank Maximum Rank 
Filterl Filter2 
Most Crucial 50 124 124 
Most Crucial 100 315 315 
Most Crucial 150 601 601 
Most Crucial 200 712 711 
Quartile Rankings 
The 25th quartile, 50th quartile (median), and 75th quartile rankings from the 
application of Filterl and Filter2 for the most crucial 50, 100, 150, and 200 locations 
were also calculated (see Table 3.6). The quartile rankings help identify which part of 
ranking list (from 1 to 200) had major and minor shifts. From Table 3.6 it is shown that 
there is no/minimal shift in rankings for the first (25 th) quartile for all the four categories 
(most crucial 50, 100, 150, and 200 locations) when both Filterl and Filter2 were applied. 
From Table 3.6 it is shown that the change in the 50th quartile when Filterl was 
applied was less than 30 percent for the most crucial 50 and most crucial 100 locations 
and there was a 36 percent change when Filter2 was applied. For the most crucial 150 
and most crucial 200 locations, there was no change in the 50th quartile when Filterl and 
Filter2 were applied. It is also shown that the change in the 7 5th quartile was greater than 
30 percent for any category when Filterl and Filter2 were applied (with 66 percent 
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change for the most crucial 50 locations when Filter 1 was applied and an 82 percent 
change for the most crucial 50 locations when Filter2 was applied). 
Hence, it can be concluded that the maximum change in rankings occurred in the 
7 5th quartile when Filter2 was applied and the minimum change in rankings occurred in 
the 25 th quartile when both Filterl and Filter2 were applied. The information in Table 3.6 
shows that the most crucial 50 locations experienced minimal change in ranking when 
both Filterl and Filter2 were applied. But, the last 50 locations in the most crucial 200 
locations experienced a substantial change in ranking positions when both Filterl and 
Filter2 were applied. Most of the shift in rank for the most crucial 50 and 100 locations 
started in the 50th quartile and in the 75 th quartile for the most crucial 150 and 200 
locations. 
Histograms 
For a visual representation of the difference in rankings between the original Iowa 
DOT ranking and the rankings produced by the alternative filters histograms were drawn 
for the most crucial 100 locations when both Filter 1 and Filter2 were applied ( see 
Appendix E). 
Non-Parametric Statistical Analysis 
The previous sections provided simple comparisons of the data. For further 
investigation of the difference in rankings and to evaluate the alternative filters with 
inferential statistics, non-parametric statistical analysis was performed. Non-parametric 
statistical analysis can be useful when the ranking data being analyzed is ordinal, and 
cannot be assumed to have a normal distribution. One of the effective non-parametric 
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coefficients used to perform a statistical analysis of the ranking is Spearman's rank 
correlation coefficient (p ). Hence, it was considered as the non-parametric coefficient for 
analysis. However, in order to meet the requirements to use the Spearman's p test, the 
rankings initially produced by the alternative filters had to be re-ranked. Spearman's 
requires that the largest number be equivalent in each of the rankings being compared, 
and this was not true after the alternative filters were applied. Table 3.1 clearly shows 
this. Hence, the non-parametric analysis was performed using Wilcoxon matched-pair 
signed-rank test. 
Wilcoxon Matched-Pair Signed-Rank Test 
The Wilcoxon matched-pair signed-rank test was used to evaluate whether the 
median of the differences in the paired rankings was significantly different from zero. 
In case of ties in ranks (of the difference in rankings), each location with a tied ranking is 
set equal to the rank that would have been assigned if there had been no ties ( 51). 
In order to determine whether the median of the difference in rankings was 
significantly different than zero a test was performed. The null hypothesis (H0 ) was that 
the underlying populations were represented by the two rankings and that the median of 
the differences between the rankings was equal to zero. In other words, if the null 
hypothesis is not rejected, the two rankings can be assumed to be similar. The alternative 
hypothesis (Ha) was that the median of the differences between the rankings is some 
value other than zero. Acceptance of the alternative hypothesis would lead to the 
conclusion that the two rankings are significantly different (51). 
Table 3.6 25th, 50th, and 75th Quartile Rankings for Original, Filterl and Filter2 Rankings 
Original Filterl Filter2 Original Filterl Filter2 Original Filterl Filter2 
Crucial 25th 25th 25th 5oth 5oth 50th 75th 75th 75th 
Locations Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile 
Most Crucial 13 16 16 25 30 34 38 63 69 
50 
Most Crucial 25 25 25 50 65 68 75 113 121 
100 
Most Crucial 38 38 38 75 75 75 113 163 162 
150 





The Wilcoxon test that needed to be applied in this research was non-directional 
and was evaluated with a two-tailed test at both 95 percent and 99 percent levels of 
significance. The alternative hypothesis was supported when the computed test statistic 
was less than or equal to the critical two-tailed value at the specified level of significance. 
Critical values for Wilcoxon tests are only available for sample sizes up to 50. For larger 
sample sizes, a normal distribution approximates the sampling distribution of the 
Wilcoxon test statistic. The alternative hypothesis is supported when the absolute value 
of the Wilcoxon test statistic whose sampling distribution is normally approximated is 
equal to or greater than the critical two-tailed value (51). 
Testing Procedure 
Wilcoxon test statistic values were calculated to compare the original ranking of 
the most crucial 50, 100, 150 and 200 locations to the rankings for these locations when 
both Filterl and Filter2 were applied. The differences in the ranking of the locations 
were calculated and the absolute value of the differences ranked. When the difference in 
ranking equaled zero (i.e., the ranking for a particular location stayed the same for both 
filters) it was not included in the test statistic calculation. Only one or two instances of 
equal ranking occurred in each category considered for both the filters. After ranking the 
differences, the sign of each difference was assigned, and the sum of ranks with a 
positive and negative sign was calculated. The absolute value of the smaller of these two 




The Wilcoxon test statistic ( or corresponding Wilcoxon test statistic whose 
sampling distribution is normally approximated) that resulted from a comparison of the 
Iowa DOT original ranking and the rankings produced by Filterl and Filter2 are shown in 
Table 3. 7 for the most crucial 50, 100, 150 and 200 locations. The tabled critical two-
tailed values for the test statistic at the 95 percent and the 99 percent levels of 
significance were 415 and 355, and 396 and 339 for the sample sizes considered for 
Filterl and Filter2 in the comparison of the most crucial 50 locations. The critical values 
for the Wilcoxon test statistic with a normal approximation of the sampling distribution, 
which were used to test the most crucial 100, 150, and 200 locations at the 95 and 99 
percent levels of significance, were 1.96 and 2.58 respectively. 
Table 3. 7 Values for Wilcoxon Test Statistic 
Most Crucial Sample Wilcoxon Absolute Sample Wilcoxon Absolute 
Locations Size Ta zb Size Ta zb 
(Filterl) (Filterl) (Filterl) (Filter2) (Filter2) (Filter2) 
Most crucial 50 49 222.5 48 173.0 
Most Crucial 100 98 950.0 5.23 98 916.5 5.35 
Most Crucial 150 148 3561.5 3.73 148 3491.0 3.87 
Most Crucial 200 198 7655.0 2.72 198 7505.5 2.90 
a Wilcoxon test statistic 
b Wilcoxon test statistic with sampling distribution normally approximated 
In the case of the most crucial 50 locations, the computed value of the test statistic 
was less than the critical value at both the 95 and 99 percent levels of significance for 
Filter I and Filter2. Also, for the most crucial 100, 150, and 200 locations the absolute 
value of the calculated test statistic was greater than the critical values at both the 95 and 
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99 percent levels of significance for both Filterl and Filter2. Therefore, for all the four 
categories, the null hypothesis should be rejected for both alternative filters, and the 
rankings they produce for these locations assumed to be significantly different 
statistically. 
Overall, the Wilcoxon test ( or its normal distribution approximation) resulted in 
the conclusion that the median of the difference in rankings that resulted from the original 
filter and the alternative filters was some value other than zero. It can be concluded that 
the rankings generated by both alternative filters are statistically different than the 
ranking produced by the original filter. This result supports the conclusions that were 
reached from the descriptive statistics evaluation and a visual analysis of the difference in 
the rankings. 
Summary of Findings 
The impacts of Filterl and Filter2 were first evaluated with descriptive statistics 
and then with non-parametric statistical analysis. The difference in the Filterl and Filter2 
rankings (when compared to the ranking produced by the original Iowa DOT filter) for 
the most crucial 50, 100, 150 and 200 locations were evaluated using descriptive statistics 
like the magnitude of the ranking shift, the absolute value of change in rank, the 
minimum/maximum rankings, and quartile rankings. 
The descriptive statistics calculated were used to evaluate the shift that appeared 
to occur between the ranking that resulted from the original 1-4-8 filter and the ranking 
that was produced by the two alternative filters. It was concluded that Filterl and Filter2 
have a similar impact on the number of locations that shift rank. The results from both 
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filters show that for the most crucial 50 and 100 locations, one out of three locations shift 
out of the crucial listing and for the most crucial 150 and 200 locations, one out of four 
shift out of the listing. The number oflocations that experienced a substantial and major 
change in the absolute percent change in rank was the same for all the four categories 
co~sidered when both Filter 1 and Filter2 were applied. But, there was a minor difference 
in the results for the two filters with regard to the number of locations that experienced 
minor, minimal and no changes in rank. Most of the shift in rank for the most crucial 50 
and 100 locations started in the 50th quartile and for the most crucial 150 and 200 
locations in the 75 th quartile. Finally, it was concluded that the most crucial 50 locations 
experienced minimal change in ranking positions and the last 50 locations in the most 
crucial 200 locations experienced a substantial change when both Filterl and Filter2 were 
applied. 
The difference in the rankings was also investigated with non-parametric 
statistical analysis. Wilcoxon matched-pair signed-rank test was performed to better 
interpret the apparent differences observed in the rankings produced by the original filter 
and the two alternative filters. The Wilcoxon test suggests that, there is a significant 
difference between the original ranking and those produced by Filterl and Filter2. This 
conclusion is supported by the descriptive statistics and a visual inspection of the 
rankings considered in this research. 
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CHAPTER IV SENSITIVITY OF RANKING FACTORS 
As explained in Chapter I (see Figure 1.1), the second step of the Iowa DOT high 
crash location prioritization process uses values or ranks calculated for crash frequency, 
crash rate, and value loss to rank the locations. The crashes that remain after the filtering 
process are ranked by each of the three methods and then a final composite rank is 
assigned. The final composite rank is determined by Equation 4.1: 
CR Vi = C 1Rcf(i) + c 2Rcr(i) + C1Rvt(i) 
where: 
CR Yi = composite rank value for location i 
Rcf(i) = the rank of location i by crash frequency 
R cr(i) = the rank of location i by crash rate 
Rvt(i) = the rank of location i by value loss 
c1, c2, c3 = individual coefficients applied 
[Equation 4.1] 
The current Iowa DOT method gives equal weight to each method and the coefficients 
are 1/3, 1/3, 1/3 for the crash frequency, crash rate, value loss rankings. 
It is believed that the present combination of ranking factors may introduce a bias 
into the Iowa DOT high crash ranking process (see Chapter I), which favors locations 
that experience a fatality in the five-year analysis period. The value loss ranking may be 
the source of this influence of fatalities on the ranking process since it is the sum of all 
crash costs at a location. Much higher costs are assigned to the fatalities at a location 
than the other types of crashes. The current costs used in the model are $800,000 for a 
fatality, $120,000 for a major injury, $8000 for a minor injury, $2000 for a possible 
injury, and actual property damage or $2000 (if unknown)). As a result a single fatality 
may overwhelm the results or composite ranking. In addition, treating the three ranking 
l 
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methods as equal contributors to the composite ranking, may not be a correct assumption 
as some safety researchers (2,11,12) consider crash rate and severity to be better 
measures of safety than frequency. 
In order to evaluate the dependency of the final composite ranking on any one or 
combination of the three methods, a sensitivity analysis was performed. Twenty-seven 
new combinations of coefficients, which gave different weights to the three individual 
ranking methods, were tested to evaluate the magnitude of change that would result in the 
composite ranking. The results of the sensitivity analysis are described in this chapter. 
Database for Analysis 
As explained in Chapter III, the crash database used in the sensitivity analysis 
contained information for 7,842 crash locations in Iowa from1995 to 1999. This set of 
locations resulted from the application of the 1-4-8 filter currently used by the Iowa DOT 
(see the ChapterIII section "Database for Analysis"). 
Alternative Combinations of Coefficients 
Twenty-seven combinations of coefficients were evaluated (see Tables 4.1 to 4.3). 
The contribution of each one of the ranking methods for every alternative is shown in 
these tables. For example, for Altemativel (0,0.5,0.5), C1 equals 0, C2 equals 0.5 and C3 
equals 0. That is, for Altemativel (0,0.5,0.5), the contribution of crash frequency is zero 
and the contribution of crash rate and value loss is 50 percent each. The sensitivity of the 
Iowa DOT crash rankings to the new combinations of coefficients was determined by 
comparing the resultant composite rankings for each different set of coefficients to the 




Table 4.1 Alternative Combinations of Coefficients (When Contribution of Crash 





























C1 - Crash frequency coefficient; C2 - Crash rate coefficient; C3 - Value loss coefficient 
Table 4.2 Alternative Combinations of Coefficients (When Contribution of Crash 






































C1 - Crash frequency coefficient; C2 - Crash rate coefficient; C3 - Value loss coefficient 
Table 4.3 Alternative Combinations Coefficients (When Contribution of Value Loss 
is Varied) 
Alternative C1 C2 C3 
19 0.5 0.5 0 
20 0.45 0.45 0.1 
21 0.4 0.4 0.2 
22 0.25 0.25 0.5 
23 0.2 0.2 0.6 
24 0.15 0.15 0.7 
25 0.1 0.1 0.8 
26 0.05 0.05 0.9 
27 0 0 1 
C, - Crash frequency coefficient; C2 - Crash rate coefficient; C3 - Value loss coefficient 
l 
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Determination of Composite Ranking 
Equation 4.1 was used to determine the crash location composite rankings that 
resulted from testing different combinations of coefficients. The final rank for each 
location was determined by sorting the locations by the value calculated in Composite 
Rank Valuei. For the initial ranking, the coefficients were (1/3, 1/3, 1/3). 
Typically the most crucial 100 locations are used when deciding where safety 
improvements should be implemented in Iowa. The difference produced in the ranking 
of the most crucial 100 locations was evaluated and the change in the most crucial 50, 
150, and 200 locations were also evaluated. The series of locations were considered for a 
thorough investigation of ranking shift. Also, the potential shift of a location is more 
clearly defined when more than the most crucial 100 locations are considered. 
An example of the composite ranking produced by the current Iowa DOT 
approach, and the rankings produced by the alternative combinations of coefficients for 
the most crucial 25 locations ( defined by the original ranking process) when the 
contribution of crash frequency is varied are shown in Table 4.4. Final results for the 
most crucial 200 locations for all other combinations and for the location rankings from 
26 to 200 when the contribution of crash frequency is varied are located in Appendix B. 
Evaluation of Ranking Shift Using Descriptive Statistics 
Changes in ranking between the original and proposed combinations of 
coefficients were evaluated using magnitude of ranking shifts, absolute value of change 
in ranking positions, minimum/maximum rankings, and quartile rankings. 
Table 4.4 Iowa DOT, Final Rankings for Different Combinations of Coefficients for the Most Crucial 25 Locations 
(Crash Frequency, Crash Rate, Value Loss) 
Original Iowa 
DOT (0,0.5,0.5) (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5 ,0.25,0.25) (0.6,0.2,0.2) (0.7,0.15,0.15) (0.8,0.1 ,0.1) (0.9,0.05,0.05) (1 ,0,Q) 
4 1 1 1 1 1 1 4 21 
2 8 2 2 2 2 2 2 1 10 
3 11 4 4 3 3 3 3 3 6 
4 18 7 5 4 4 4 4 2 2 
5 9 3 3 9 11 19 34 64 170 
6 16 6 6 6 7 7 11 22 69 
7 24 8 8 5 5 5 5 5 4 
8 14 5 7 8 10 14 21 35 110 
9 30 13 10 7 6 6 6 6 1 
10 28 11 11 11 9 9 14 21 60 
11 31 14 14 10 8 8 9 16 41 
V) 
12 27 12 12 12 13 17 20 31 94 0\ 
13 21 9 9 13 20 22 31 55 140 
14 25 10 13 14 19 21 30 49 131 
15 31 16 15 19 23 27 35 58 140 
16 47 19 17 15 12 10 7 8 16 
17 44 18 19 16 17 16 16 18 44 
18 26 15 16 29 43 51 76 146 288 
19 53 22 21 18 16 13 12 11 23 
20 54 25 22 17 15 12 10 9 18 
21 48 20 20 22 22 20 23 25 71 
22 58 27 24 19 14 11 8 7 7 
23 55 26 23 21 18 15 13 12 24 
24 37 17 18 28 40 43 60 107 219 
25 52 24 25 25 28 36 39 60 131 
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Magnitude of Ranking Shift 
Ranking shift measured how many of the locations in the most crucial 50, 100, 
150, and 200 ( original ranking) dropped out of that category when a new set of 
coefficients was used. The amount of shift that occurred for each of the combinations of 
coefficients for 1 to 50, 1 to 100, 1 to 150, and 1 to 200 location rankings was calculated. 
Table 4.5 shows the number of locations that drop out of the most crucial 50, 100, 150, 
and 200 when the crash frequency coefficient was varied with the other two coefficients 
being held constant so that the sum of the coefficients equals 1. The shift in rankings 
when the crash rate was varied is shown in Table 4.6 and the shift in rankings when value 
loss was varied is shown in Table 4. 7. 
As shown in Table 4.5, maximum changes occurred for the combinations 
(0,0.5,0.5) and (1,0,0). For the combination (0,0.5,0.5), nearly 50 percent of the locations 
dropped out for any category and for the combination (1,0,0), more than 40 percent of the 
locations dropped out for each category. The minimum shift occurred when the 
combinations (0.2,0.4,0.4), (0.5 ,0.25,0.25), (0.6,0.2,0.2), and (0. 7,0.15,0.15) were used 
with less than 20 percent of locations dropping out for any category. 
When the coefficient for crash rate was varied as shown in Table 4.6, the 
maximum change occurred with the combinations (0.1,0.8,0.1 ), (0.05,0.9,0.05) and 
(0, 1,0). For the combination (0.1,0.8,0. l ), more than 40 percent of the locations dropped 
out of any category and for the combination (0.05,0.9,0.05), more than 60 percent of the 
locations dropped out of each category. In case of the combination (0, 1,0), more than 90 
percent of the locations dropped out of each category with 100 percent dropping out for 
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Table 4.5 Number of Locations that Shift Out of the Most Crucial 50, 100, 150, and 
200 (When the Contribution of Crash Frequency was Varied) 
Combination Shift Percent Shift Percent Shift Percent Shift Percent 
Out of Shift Out of Shift Out of Shift Out of Shift 
top 50 top top top 200 
100 150 
(0,0.5,0.5) 28 56 48 48 75 50 97 49 
(0.1,0.45,0.45) 8 16 18 18 33 22 45 23 
(0.2,0.4,0.4) 3 6 9 9 15 10 18 9 
(0.5,0.25,0.25) 1 2 5 5 14 9 24 12 
(0.6,0.2,0.2) 3 6 8 8 23 15 33 17 
(0. 7,0.15,0.15) 6 12 13 13 27 18 38 19 
(0.8,0.1,0.1) 9 18 18 18 36 24 49 25 
(0.9,0.05,0.05) 16 32 27 27 47 31 58 29 
(1,0,0) 28 56 48 48 61 41 79 40 
the most crucial 50 locations. The minimum shift occurred for the combinations 
(0.4,0.2,0.4) and (0.25,0.5,0.25) with a change ofless than 15 percent for each of the 
categories. 
The results of varying value loss are shown in Table 4. 7. Maximum changes 
occurred for the combinations (0.5,0.5,0), (0.05,0.05,0.9), and (0,0,1). For the 
combination (0.5,0.5,0), more than 38 percent of the locations dropped out of each 
category and for the combination (0.05,0.05,0.9), more than 48 percent of the locations 
dropped out of each category. For combination (0,0,1), more than 84 percent of the 
locations dropped out of each category with 96 percent dropping out for the most crucial 
50 locations. The combinations with the least amount of change were (0.4,0.4,0.2) and 
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(0.25,0.25.0.5) for which less than 20 percent of the original locations dropped out of any 
category. 
Absolute Value of Ranking Position Change 
Another method used to evaluate the impact of using different combinations of 
coefficients was the absolute value of change in ranking position. This was calculated by 
measuring the amount of change in rank that a location in the original most crucial 50, 
100, 150, and 200 ranking positions experienced when a different combination of 
coefficients was used. For example, if a location was originally ranked as 2 and then 
moved to 150 using a different set of coefficients, the location would experience a 
Table 4.6 Number of Locations that Shift Out of the Most Crucial 50, 100, 150, and 
200 (When the Contribution of Crash Rate was Varied) 
Combination Shift Percent Shift Percent Shift Percent Shift Ou Percent 
Out of Shift Out of Shift Out of Shift of top Shift 
top 50 top top 200 
100 150 
(0.5,0,0.5) 15 30 29 29 50 33 78 39 
(0.45,0.1,0.45) 9 18 14 14 36 24 49 25 
(0.4,0.2,0.4) 2 4 7 7 19 13 23 12 
(0.25,0.5,0.25) 6 12 13 13 17 11 24 12 
(0.2,0.6,0.2) 11 22 23 23 31 21 41 21 
(0.15,0. 7,0.15) 16 32 34 34 47 31 60 30 
(0.1,0.8,0. l) 24 48 52 52 68 45 86 43 
(0.05,0.9,0.05) 36 72 72 72 97 65 125 63 
(0,1,0) 50 100 94 94 142 95 186 93 
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Table 4.7 Number of Locations that Shift Out of the Most Crucial 50,100,150, and 
200 (When the Contribution of Value Loss was Varied) 
Combination Shift Percent Shift Percent Shift Percent Shift Ou Percent 
Out of Shift Out of Shift Out of Shift oftop Shift 
top 50 top to 150 200 
100 
(0.5,0.5,0) 27 54 47 47 62 41 75 38 
(0.45,0.45,0.1) 15 30 35 35 38 25 46 23 
(0.4,0.4,0.2) 5 10 15 15 25 17 32 16 
(0.25,0.25,0.5) 3 6 12 12 31 20 38 19 
(0.2,0.2,0.6) 9 18 19 19 34 23 64 32 
(0.15,0.15,0.7) 11 22 24 24 42 28 68 34 
(0. l ,0.1,0.8) 15 30 33 33 55 37 82 42 
(0.05,0.05,0.9) 28 56 48 48 76 51 108 54 
(0,0, 1) 48 96 87 87 130 87 168 84 
change of-148. The absolute difference (i.e, 148) was recorded. The absolute value was 
used since the concern was focused on magnitude of change rather than direction. 
The absolute value of change in ranking position calculated when the contribution 
of crash frequency was varied is shown in Table 4.8 (for Alternativel), Table 4.9 (for 
Alternative9) and Appendix C (for Alternatives 2-8). For the absolute value of change in 
rank when the contribution of crash rate was varied see Table 4.10 (for Alternativel0), 
Table 4.11 (for Alternativel8) and Appendix C (for Alternatives 11-17) and for the 
values when contribution of value loss was varied see Table 4.12 (for Altemativel9), 
Table 4.13 (for Alternative27), and Appendix C (for Alternatives 20-26). Even though 
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the evaluation of all the twenty-seven alternative combinations is crucial for a better 
interpretation of the shift in rankings, only the Alternatives 1 (0,0.5,0.5), 9 (1,0,0), 10 
(0.5,0,0.5), 18 (0, 1,0), 19 (0.5,0.5,0), and 27 (0,0, 1) are explained in detail in this section 
as well as the maximum rankings section and the quartile rankings section. Results for 
the other alternatives are presented in Appendix C. 
The ranges considered for the absolute value of change in rank positions were 
intended to represent groups of locations with substantial, major, minor, minimal, and no 
percent change. Based on these categorizations, an absolute value of change in rank 
greater than or equal to 500 was considered as substantial, greater than or equal to 100 
but less than 500 was considered major, greater than or equal to 50 but less than 100 was 
considered minor, and greater than 0 but less than 50 was considered minimal. The 
number of locations that experience no change in rank was also calculated. 
Alternative! (0,0.5,0.5) 
It is shown from Table 4.8 that only one location experienced no change in its 
rank position when Alternative! (0,0.5,0.5) was applied. It is also shown that for all the 
four categories, when Alternative! (0,0.5,0.5) was applied, no location experienced a 
substantial change, nearly less than 50 percent a major change, less than 35 percent a 
minor change, and less than greater than 25 percent a minimal change (with 72 percent 
for the most crucial 50 locations) in ranking positions. Hence, it can be shown that in 
case of Alternative I (0,0.5,0.5), large number of locations experienced a minimal change 
in ranking positions while none of the locations experienced a substantial change. 
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Altemative9 0,0,0) 
It is shown from Table 4.9 that only one or two locations experienced no change 
in their rank position when Altemative9 (1,0,0) was applied. It is also shown that for all 
the four categories, when Altemative9 (1,0,0) was applied, less than 15 percent of the 
locations experienced a substantial change, less than 35 percent a major change, less than 
25 percent a minor change, and less than 50 percent a minimal change in ranking 
positions. Hence, it can be shown that in case of Altemative9 (1,0,0) majority of 
locations experienced either a minimal change in ranking positions while the least 
number of locations experienced a substantial change. 
AltemativelO (0.5,0,0.5) 
It is shown from Table 4.10 that three to four locations experienced no change in 
their rank position when Alternative IO (0.5,0,0.5) was applied. It is also shown that for 
all the four categories, when Alternative 10 (0.5,0,0.5) was applied, no locations 
experienced a substantial change, less than nearly 50 percent a major change, less than 25 
percent a minor change, and more than 30 percent a minimal change (with more than 50 
percent for the most crucial 50 and 100 locations) in ranking positions. Hence, it can be 
shown that in case of AltemativelO (0.5,0,0.5); large number oflocations experienced a 
minimal change in ranking positions while the least number of locations experienced a 
substantial change. 
Table 4.8 Absolute Value of Change in Rank (Original versus Alternative 1 (0,0.5,0.5) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 0 21 (21 percent) 59 (39 percent) 102 (51 percent) 
Minor 14 (28 percent) 33 (33 percent) 41 (27 percent) 44 (22 percent) 
Minimal 36 (72 percent) 46 ( 46 percent) 49 (33 percent) 53 (26 percent) 
None 0 0 1 1 
a Number of locations with the corresponding absolute value of percent change 
Table 4.9 Absolute Value of Change in Rank (Original versus Alternative 9 (1,0,0) Ranking) 0\ w 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 7 (7 percent) 20 ( 13 percent) 29 (14 percent) 
Major 16 (32 percent) 29 (29 percent) 42 (28 percent) 61 (30 percent) 
Minor 8 (16 percent) 17 (17 percent) 33 (22 percent) 44 (22 percent) 
Minimal 25 (50 percent) 46 ( 46 percent) 54 (36 percent) 64 (32 percent) 
None 1 1 1 2 
a Number of locations with the corresponding absolute value of percent change 
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Alternative I 8 (0,1,0) 
It is shown from Table 4.11 all the locations experienced a change in their rank 
position when Alternative18 (0,1,0) was applied. It is also shown that for all the four 
categories, when Alternative18 (0,1,0) was applied, nearly more than 50 percent of the 
locations experienced a substantial change, less than 50 percent a major change, less than 
5 percent a minor change and a minimal change in ranking positions. Hence, it can be 
shown that in case of Alternative I 8 (0, 1,0), majority of locations experienced a 
substantial change in ranking positions while the least number of locations experienced a 
minimal change. 
Alternative19 (0.5,0.5,0) 
It is shown from Table 4.12 all the locations experienced a change in their rank 
position when Alternative19 (0.5,0.5,0) was applied. It is also shown that for all the four 
categories, when Alternative19 (0.5,0.5,0) was applied, less than 15 percent of the 
locations experienced a substantial change, less than 40 percent a major change, less than 
30 percent a minor change, and less than 55 percent a minimal change in ranking 
positions. Hence, it can be shown that in case of Alternative19 (0.5,0.5,0), large number 
of locations experienced a minimal change in ranking positions while the least number of 
locations experienced a substantial change. 
Alternative27 (0,0,1) 
It is shown from Table 4.13 all the locations experienced a change in their rank 
position when Alternative27 (0,0, 1) was applied. It is also shown that for all the four 
categories, when Alternative27 (0,0, 1) was applied, less than 50 percent of the locations 
Table 4.10 Absolute Value of Change in Rank (Original versus Alternativel O (0.5,0,0.5) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 0 21 (21 percent) 59 (39 percent) 102 (51 percent) 
Minor 4 (8 percent) 23 (23 percent) 31 (21 percent) 34 (17 percent) 
Minimal 43 (86 percent) 53 (53 percent) 56 (37 percent) 60 (30 percent) 
None 3 (6 percent) 3 (3percent) 4 (3 percent) 4 (2 percent) 
a Number of locations with the corresponding absolute value of percent change 
Table 4.11 Absolute Value of Change in Rank (Original versus Alternative18 (0,1,0) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 24 ( 48 percent) 61 (61 percent) 83 (55 percent) 111 (55 percent) 
Major 24 ( 48 percent) 33 (33 percent) 5 8 (3 9 percent) 7 5 (3 7 percent) 
Minor 2 ( 4 percent) 2 (2 percent) 5 (3 percent) 7 (3 percent) 
Minimal 0 4 ( 4 percent) 4 (3 percent) 7 (3 percent) 
None 0 0 0 0 




experienced a substantial change, more than 35 percent a major change, less than 15 
percent a minor change, and less than 10 percent a minimal change in ranking positions. 
Hence, it can be shown that in case of Alternative27, majority oflocations experienced a 
major change in ranking positions while the least number of locations experienced a 
minimal change. 
Minimum/Maximum Rankings 
The minimum and maximum ranks that appear in the results from the alternative 
combinations of coefficients for the most crucial 50, 100, 150, and 200 locations are also 
a measure of shift. The minimum rank was 1 for all the four categories when 
Alternatives 9 (1,0,0), 10 (0.5,0,0.5) and 19 (0.5,0.5,0) were applied. For Alternative 27 
(0,0,1), the minimum rank was 3 for all the four categories and for Alternativel 
(0,0.5,0.5), the minimum rank was 4 for all the locations. But, for Alternativel8 (0,1,0), 
the minimum rank was 85 for the most crucial 50 locations and 57 for the other three 
categories. The maximum rank of the rankings produced by the alternative combinations 
of coefficients for the four categories under consideration is shown in Tables 4.14, 4.15 
and 4.16. 
The maximum rank is nearly 2.5 times the original values of 50, 100, 150 and 200 
for all the four categories when Alternatives 1 (0,0.5,0.5) and 10 (0.5,0,0.5) were applied. 
When Alternative 9 (1,0,0) was applied, the maximum rank is nearly 9 times the original 
value of 50 for the most crucial 50 locations, nearly 15 times the original values of 100 
and 150 for the most crucial 100 and 150 locations, and nearly 12 times the original value 
of 200 for the most crucial 200 locations. In case of Alternative 18 (0, 1,0), the maximum 
Table 4.12 Absolute Value of Change in Rank (Original versus Alternative19 (0.5,0.5,0) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 2 (2 percent) 15 (10 percent) 30 (15 percent) 
Major 11 (22 percent) 40 ( 40 percent) 52 (35 percent) 60 (30 percent) 
Minor 12 (24 percent) 22 (22 percent) 43 (29 percent) 52 (26 percent) 
Minimal 27 (54 percent) 36 (36 percent) 40 (27 percent) 58 (29 percent) 
None 0 0 0 0 
a Number of locations with the corresponding absolute value of percent change 
Table 4.13 Absolute Value of Change in Rank (Original versus Alternative27 (0,0,1) Ranking) 0\ 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a ......J 
Percent Change 
Substantial 6 (12 percent) 32 (32 percent) 65 (43 percent) 100 (50 percent) 
Major 33 (66 percent) 54 (54 percent) 65 ( 43 percent) 77 (3 8 percent) 
Minor 6 (12 percent) 7 (7 percent) 11 (7 percent) 12 (6 percent) 
Minimal 5 (10 percent) 7 (7 percent) 9 (6 percent) 11 (5 percent) 
None 0 0 0 0 
a Number of locations with the corresponding absolute value of percent change 
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rank is nearly 21 times the original value of 50 for the most crucial 50 locations, nearly 
19 times the original value of 100 for the most crucial 100 locations, nearly 15 times the 
original value of 150 for the most crucial 150 locations, and nearly 12 times the original 
value of 200 for the most crucial 200 locations. For Alternative 19 (0.5,0.5,0), the 
maximum rank is nearly 5 times the original value of 50 for the most crucial 50 locations, 
nearly 14 times the original value of 100 for the most crucial 100 locations, and nearly 10 
times the original value of 150 and 200 for the most crucial 150 and 200 locations. When 
Alternative 27 (0,0,1) was applied, the maximum rank is nearly 14 times the original 
values of 50 and 100 for the most crucial 50 and 100 locations, nearly 11 times the 
original value of 150 for the most crucial 150 locations, and nearly 10 times the original 
value of 200 for the most crucial 200 locations. 
From Tables 4.14, 4.15, and 4.16, it is also shown that the maximum rank 
produced by the alternative combinations of coefficients is higher for those combinations 
where the contribution of one of the coefficients is substantially higher than those of the 
other two coefficients. 
Quartile Rankings 
The 25th quartile, 50th quartile (median), and 75th quartile rankings from the 
application of the alternative combinations of coefficients for the most crucial 50, 100, 
150, and 200 locations were also calculated (see Tables 4.17, 4.18 and 4.19 and 
Appendix D). The quartile rankings help identify which part of the ranking list (from 1 
to 200) had major and minor shifts. The quartile rankings for the extreme combinations 
Table 4.14 Maximum Rankings for Alternatives 1-9 (When the Contribution of Crash Freguenc~ is Varied) 
Crucial Locations {0,0.5,0.5} {0.1,0.45,0.45} {0.2,0.4,0.4} {0.5,0.25,0.25} {0.6,0.2,0.2} {0.7,0.15,0.15} {0.8,0.1,0.1} {0.9,0.05,0.05} {1,0,0} 
Most Crucial 50 119 66 54 55 68 95 150 271 433 
Most Crucial 100 254 142 115 225 408 640 939 1259 1543 
Most Crucial 150 398 238 183 503 810 1164 1587 1998 2266 
Most Crucial 200 494 321 241 606 934 1331 1775 2166 2470 
Table 4.15 Maximum Rankings for Alternatives 10-18 (When the Contribution of Crash Rate is Varied) 
Crucial Locations {0.5,0,0.5} {0.45,0.1,0.45} {0.4,0.2,0.4} {0.25,0.5,0.25} {0.2,0.6,0.2} {0.15,0.7,0.15} {0.1,0.8,0.l} {0.05,0.9,0.05} {0,1,0} 
Most Crucial 50 95 68 55 70 96 184 344 761 1138 
Most Crucial 100 254 167 125 194 342 594 1011 1533 1958 
Most Crucial 150 398 268 197 334 540 865 1356 1875 2303 0\ I..O 
Most Crucial 200 494 405 296 462 722 1092 1634 2137 2550 
Table 4.16 Maximum Rankings for Alternatives 19-27 (When the Contribution of Value Loss is Varied) 
Crucial Locations {0.5,0.5,0) {0.45,0.45,0.1} {0.4,0.4,0.2} {0.25,0.25,0.5} {0.2,0.2,0.6} {0.15,0.15,0.7} {0.1,0.1,0.8} {0.05,0.05,0.9} (0,0,1} 
Most Crucial 50 273 123 64 63 79 101 144 320 699 
Most Crucial 100 643 369 178 156 212 333 630 1075 1402 
Most Crucial 150 985 654 372 229 310 498 894 1380 1695 
Most Crucial 200 1109 747 444 339 473 735 1266 1777 2041 
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of coefficients are shown in Tables 4.17, 4.18 and 4.19. For the quartile rankings of other 
alternative combinations see Appendix D. 
Table 4.17 shows that the change in the 25th quartile when Alternativel (0,0.5,0.5) 
was applied was greater than 70 percent for any category (with nearly 120 percent for the 
most crucial 50 locations) and the change was less than 30 percent for any category when 
Alternative 9 (1,0,0) was applied. In case of the 50th quartile, when Alternativel 
(0,0.5,0.5) was applied, the change was greater than 85 percent for all categories (with 
nearly 120 percent for the most crucial 50 locations) and the change was greater than 40 
percent for any category when Alternative 9 (1,0,0) was applied (with a change of nearly 
160 percent for the most crucial 50 locations). It is also shown that the change in the 75th 
quartile was greater than 100 percent for all the categories when Alternativel (0,0.5,0.5) 
and Alternative 9 (1 ,0,0) were applied (with a change of nearly 130 percent for the most 
crucial 50 locations when Alternativel (0,0.5,0.5) was applied and a change of nearly 270 
percent for the most crucial 50 locations when Alternative9 (1,0,0) was applied). 
From Table 4.18, it is shown that the change in the 25th quartile when Alternative 
10 (0.5,0,0.5) was applied was less than 35 percent for any category. But, for Alternative 
18 (0, 1,0), the change in the 25th quartile ranges from nearly 2400 percent for the most 
crucial 50 locations to nearly 700 percent for the most crucial 200 locations. In case of 
the 50th quartile, when Alternativel 0 (0.5,0,0.5) was applied, the change was greater than 
30 percent for all the categories (with more than 95 percent for the most crucial 150 
locations and 85 percent for the most crucial 200 locations). But, for Alternative 18 
(0,1,0), the change in the 50th quartile as well as the 75 th quartile was greater than 500 
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percent for any category (ranging from nearly 1900 percent for the most crucial 50 
locations to nearly 550 percent for the most crucial 200 locations). It is also shown that 
the change in the 7 5th quartile was greater than 100 percent for all the categories except 
the most crucial 50 locations (where the change is 45 percent) when Alternative 10 
(0.5,0,0.5) was applied. 
From Table 4.19, it is shown that the change in the 25 th quartile when Alternative 
19 (0.5,0.5,0) was applied ranges from nearly 120 percent for the most crucial 50 
locations to 12 percent for the most crucial 200 locations. In case of the 50th quartile, 
when Alternative19 (0.5,0.5,0) was applied, the change was greater than 35 percent for 
all the categories (with nearly 120 percent for the most crucial 50 locations and nearly 
150 percent for the most crucial 100 locations). It is also shown that the change in the 
7 5th quartile was greater than 120 percent for all the categories when Alternative 19 
(0.5,0.5,0) was applied (with nearly 250 percent for the most crucial 50 locations and 
with nearly 200 percent for the most crucial 100 locations). But, for Alternative 27 
(0,0, 1) the change in the 25 th quartile, 50th quartile and 75 th quartile was greater than 500 
percent for each one of the categories. For Alternative 27 (0,0,1), the change in the 25 th 
as well as the 50th quartile ranges from nearly 1100 percent for the most crucial 50 
locations to nearly 500 percent for the most crucial 200 locations and for the 75th quartile, 
the change is from nearly 950 percent for the most crucial 50 locations to 700 percent for 
the most crucial 200 locations. 
Hence, it can be concluded that the maximum change in rankings occurred in the 
25th quartile when Altemative18 (0,1,0) was applied and the minimum change in 
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rankings occurred in the 25 th quartile when Alternative IO (0.5,0,0.5) was applied. The 
information in Tables 4.17, 4.18 and 4.19 shows that the last 50 locations of the most 
crucial 200 locations experienced minimal change in ranking when the extreme 
combinations of coefficients were applied. But, the most crucial 50 locations 
experienced a substantial change in ranking positions when the alternative combinations 
were applied. Finally, it was shown that major rank shifts occurred in all the quartiles. 
Histograms 
For a visual representation of the difference in rankings between the original Iowa 
DOT ranking and the rankings produced by the alternative combinations of coefficients, 
histograms were drawn for the most crucial 100 locations when the alternative 
combinations of coefficients were applied (see Appendix E). 
Non-Parametric Statistical Analysis 
The previous sections provided simple comparisons of the data. For further 
investigation of the difference in rankings and to evaluate the alternative filters with 
inferential statistics, non-parametric statistical analysis was performed. The analysis is 
explained in the following section. Non-parametric statistics were also used to evaluate 
the changes that occurred when different combinations of coefficients were tested. The 
non-parametric statistical analysis was performed using the Wilcoxon matched-pair 
signed-rank test. 
Table 4.17 25th, 50th, and 75th Quartile Rankings for Original, Alternative 1 and Alternative 9 Rankings 
Original Alternative Alternative Original Alternative 1 Alternative Original Alternative Alternative 
Crucial 25th 1 9 50th 50th 9 75th 1 9 
Locations Quartile 25th 25th Quartile Quartile 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile 
Most 13 28 17 25 54 66 38 86 140 
Crucial 50 
Most 25 49 31 50 98 96 75 165 194 
Crucial 100 
Most 38 68 41 75 148 117 113 247 288 
Crucial 150 
Most 50 85 57 100 185 140 151 325 327 
-...) 
C_rucial 200 w 
Table 4.18 25th, 50th, and 75th Quartile Rankings for Original, AlternativelO and Alternative18 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 10 18 50th 10 18 75th 10 18 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most Crucial 13 14 320 25 33 510 38 55 761 
50 
Most Crucial 25 31 350 50 79 620 75 165 924 
100 
Most Crucial 38 43 365 75 148 613 113 247 980 
150 
Most Crucial 50 67 384 100 185 631 151 325 987 
--....J 
200 ..J::a. 
Table 4.19 25th, 50th, and 75th Quartile Rankings for Original, Alternative19 and Alternative27 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 19 27 50th 19 27 75th 19 27 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most Crucial 13 28 157 25 56 305 38 131 394 
50 
Most Crucial 25 44 253 50 123 359 75 236 621 
100 
Most Crucial 38 46 275 75 119 442 113 308 883 
150 




Wilcoxon Matched-Pair Signed-Rank Test 
For a more in-depth description of the test including the null and alternative 
hypotheses and table of critical values, see chapter III. 
Testing Procedure 
Wilcoxon's test statistic (T) values were calculated to compare the original 
ranking of the most crucial 50, 100, 150 and 200 locations to the rankings produced by 
the alternative combinations of coefficients. For a detailed explanation of the testing 
procedure see Chapter III. 
Results 
The Wilcoxon test statistic ( or corresponding Wilcoxon test statistic whose 
sampling distribution is normally approximated) resulting from a comparison of Iowa 
DOT original ranking and the rankings produced by the alternative combinations of 
coefficients are shown in Tables 4.21, 4.22, 4.23 and 4.24. The values for the most 
crucial 50 locations are shown in Table 4.21, for the most crucial 100 locations in Table 
4.22, for the most crucial 150 locations in Table 4.23, and for the most crucial 200 
locations in Table 4.24. 
The tabled critical two-tailed values for T at the 95 percent and the 99 percent 
levels of significance for different sample sizes less than or equal to 50 are shown in 
Table 4.20. The critical values for the test statistic whose sampling distribution is 
normally approximated, which were used to test the most crucial 100, 150, and 200 
locations at the 95 and 99 percent levels of significance, were 1.96 and 2.58 respectively. 
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Table 4.20 Tabled Critical Two-Tailed Values for T (Sample Sizes Less than or 
Equal to 50) 
Sample Size Critical Value at 95 percent Critical Value at 99 percent 
Level of Significance Level of Significance 
50 434 373 
49 415 355 
48 396 339 
47 378 322 
46 361 307 
45 343 291 
44 327 276 
43 310 261 
40 264 220 
Tables 4.21, 4.22, 4.23, and 4.24 indicate that in case of the most crucial 50, 100, 
150, and 200 locations, for the majority of alternatives and especially the extreme 
combinations, the computed value of the test statistic was less than the critical value at 
both the 95 and 99 percent levels of significance. As shown in Table 4.21, Alternatives 
1, 2, 9, 10, 14 - 20, and 25 - 27, produce ranking lists that are significantly different from 
the original Iowa DOT ranking lists for the top 50 locations. Alternatives 3 - 7, 11 - 13, 
and 21 - 23 produce ranking lists that are not significantly different from the original 
ranking lists. The ranking lists produced by the alternatives 8 and 24 are significantly 
different from the original ranking lists at the 95 percent level of significance but not at 
the 99 percent level of significance. 
As shown in Table 4.22, for the most crucial 100 locations, alternatives 1 - 3, 8 -
11, 14 - 21, and 23 - 27, produce ranking lists that are significantly different from the 
original Iowa DOT ranking lists. It can also be shown that the alternatives 4 - 7 and 12 
produce ranking lists that are not significantly different from the original ranking lists. 
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The ranking lists produced by the alternatives 13 and 22 are significantly different from 
the original ranking lists at the 95 percent level of significance but not at the 99 percent 
level of significance. 
Tables 4.23 and 4.24 provide results for the most crucial 150 locations and the 
most crucial 200 locations. As shown, alternatives 1 - 3, 8 -12, 14 - 20, and 22 - 27, 
produce ranking lists that are significantly different from the original Iowa DOT ranking 
lists. Alternatives 4, 5, 6, and 13 produce ranking lists that are not significantly different 
from the original ranking lists. The ranking lists produced by the alternatives 7 and 21 
are significantly different from the original ranking lists at the 95 percent level of 
significance but not at the 99 percent level of significance. 
Therefore, for all the four categories, it can be shown that the null hypothesis 
should be rejected for the extreme combinations of coefficients, and the rankings they 
produce for these locations assumed to be significantly different. Overall, the Wilcoxon 
test ( or its normal distribution approximation) resulted in the conclusion that the median 
of the difference in rankings that resulted from the original combination and the 
alternative combinations 1, 2, 3, 7 - 12, 14 - 20, and 22 - 27 was some value other than 
zero. It can be concluded that the rankings generated by the majority of the alternative 
combinations of coefficients are statistically different than the ranking produced by the 
original combination. 
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Table 4.21 Wilcoxon Test Results for the Most Crucial 50 Locations 
Alternative Samole Wilcoxon T Shmificant at 95 Shmificant at 99 
Alternativel 50 0 Yes Yes 
Alternati ve2 45 238.0 Yes Yes 
Alternative3 43 383.5 No No 
Alternative4 40 352.5 No No 
Alternatives 44 462.5 No No 
Alternative6 46 501 No No 
Alternative? 46 442.5 No No 
Alternative8 48 348 Yes No 
Alternative9 49 163 Yes Yes 
Alternativel0 47 281.5 Yes Yes 
Alternativel 1 44 401 No No 
Alternative 12 44 491.5 No No 
Alternative13 45 381 No No 
Alternative14 48 321 Yes Yes 
Alternative15 48 224.5 Yes Yes 
Alternative16 48 102.5 Yes Yes 
Alternative 17 50 38.5 Yes Yes 
Alternative 18 50 0 Yes Yes 
Alternative 19 50 51 Yes Yes 
Alternative20 49 281 Yes Yes 
Alternative21 44 414 No No 
Alternative22 45 488.5 No No 
Alternative23 47 433 No No 
Alternative24 47 340.5 Yes No 
Alternative25 48 246.5 Yes Yes 
Alternative26 49 132.5 Yes Yes 
Alternati ve2 7 50 0 Yes Yes 
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descriptive statistics such as magnitude of ranking shift, absolute value of change in 
ranking position, minimum/maximum rankings, and quartile rankings. 
The several descriptive statistics calculated were used to evaluate the shifts that 
occurred between the rankings that resulted from the original combination of coefficients 
and the alternative combinations coefficients considered. When the contribution of crash 
frequency was varied, the maximum changes in ranking positions occurred for the 
combinations (0,0.5,0.5) and (1,0,0) and the minimum shift occurred when the 
combinations (0.2,0.4,0.4), (0.5,0.25,0.25), (0.6,0.2,0.2), and (0. 7,0.15,0.15) were used. 
When the coefficient for crash rate was varied, the maximum change occurred with the 
combinations (0.1,0.8,0.1), (0.05,0.9,0.05) and (0,1,0) and the minimum shift occurred 
for the combinations (0.4,0.2,0.4) and (0.25,0.5,0.25). When the contribution of value 
loss was varied, maximum changes occurred for the combinations (0.5,0.5,0), 
(0.05,0.05,0.9), and (0,0, 1) and the least amount of change occurred for (0.4,0.4,0.2) and 
(0.25,0.25.0.5). 
With respect to the absolute value of change in rank, it was concluded that the 
Alternatives 18 causes substantial difference in rankings while Alternative 19 and 27 
causes major difference in rankings. Also, it was concluded that Alternatives 1, 9, 10 
cause minimal differences in rankings. It was also concluded that the maximum rank of 
the rankings produced by the alternative combinations of coefficients is higher for those 
combinations where the contribution of one of the coefficients is substantially higher than 
those of the other two coefficients. It can be concluded that the maximum change in 
rankings occurred in the 25 th quartile when Alternative18 was applied and the minimum 
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change in rankings occurred in the 25 th quartile when Alternative 10 was applied. Also, 
the last 50 locations of the most crucial 200 locations experienced minimal change in 
ranking when the extreme combinations of coefficients were applied. But, the most 
crucial 50 locations experienced a substantial change in ranking positions when the 
alternative combinations were applied. Finally, it is shown that major rank shifts 
occurred in all the quartiles. 
To further investigate the differences in rankings, non-parametric statistical 
analysis was performed. Wilcoxon's matched-pair signed-rank test was performed to 
better interpret the differences in rankings produced by the alternative combinations of 
ranking factor contributions. Wilcoxon's test statistic suggests that at both 95 percent 
and 99 percent levels of significance, there is a significant difference in the rankings 
produced by the Alternatives 1-3, 7-12, 14-20, and 22-27 produce ranking lists that are 
significantly different from the original ranking lists. This conclusion is supported by 
descriptive statistics explained earlier and the visual analysis. 
85 
CHAPTER V CONCLUSIONS AND RECOMMENDATIONS 
The primary purpose of this research was to evaluate the current methodology for 
the identification and prioritization of high crash locations in Iowa. The impacts of two 
new filters and 27 new combinations of coefficients were studied. The analysis focused 
on the changes that occurred in the most crucial 50, 100, 150 and 200 high crash 
locations. The impact of the two new filters and the alternative combinations of 
coefficients on the original composite ranking was evaluated using descriptive statistics 
and a non-parametric statistical analysis approach. 
Conclusions 
The following conclusions were made based on the literature review, state of 
practice survey, and evaluation of the new filters and the new combinations of 
coefficients. 
• The state of practice suggests that for the identification and ranking of high crash 
locations many highway agencies use crash frequency for selection of high crash 
locations and then use some other method (usually crash rate and/or severity) for 
ranking of high crash locations 
• The evaluation of the two new filters revealed that both of them have an impact on 
the composite ranking. But, both of them have a similar impact on the composite 
ranking. 
• Wilcoxon's statistical test suggests that (at both 95 percent and 99 percent levels of 
significance) there is a significant difference between the rankings produced by the 
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new filters and the original rankings. This conclusion was supported by the 
descriptive statistics and a visual analysis. 
• Of the most extreme combinations of coefficients (Altemativel (0,0.5,0.5), 
Altemative9 (1,0,0), Altemativel0 (0.5,0,0.5), Altrenativel8 (0,1,0), Altemativel9 
(0.5,0.5,0), and Altemative27 (0,0,1)), Altemativesl and 9 have a similar impact 
while the remaining most extreme combinations have a different impact on the 
number of locations that shift out of those defined as crucial by the original Iowa 
DOT approach. 
• Overall, the maximum rank of the rankings produced by the alternative combinations 
of coefficients was higher for those combinations where the contribution of one of the 
coefficients was substantially higher than those of the other two coefficients. 
• When the contribution of crash frequency was either zero (Altemativel (0,0.5,0.5)) or 
1 (Altemative9 (1,0,0)) the new rankings were not substantially different from the 
original ranking. This might suggest that the contribution of crash frequency as one 
of the ranking factors is inconsequential. The possible reason for this conclusion is 
that crash frequency is also represented as part of the crash rate. 
• When the contribution of crash rate was zero (Altemativel 0 (0.5,0,0.5)), the new 
rankings were not substantially different from the original ranking. This could be 
because the crash frequency is still being represented as part of the ranking process 
even when the crash rate is eliminated as one of the ranking factors. 
• When the contribution of crash rate was 1 (Altemative18 (0,1,0)), the new rankings 
were substantially different from the original rankings. This suggests that the 
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contribution of crash rate ( a measure representing both crash frequency and exposure) 
is under represented in the current ranking process. 
• When the contribution of value loss was zero (Alternative 19 (0.5,0.5,0)), the new 
rankings were not substantially different from the original ranking. This could be 
attributed to the fact that severity of crashes has been represented in the filtering 
process. 
• When the contribution of value loss was 1 (Altemative27 (0,0,1)), the new rankings 
were substantially different from the original ranking. This suggests that the 
contribution of value loss is under represented in the current ranking process. 
• Wilcoxon's statistical test suggests that (at both 95 percent and 99 percent levels of 
significance) there is a significant difference in the rankings produced by 
Table 5.1 Combinations of coefficients which produce significantly different ranking 
lists for all the four categories 
Alternative C1 C, C, 
1 0 0.5 0.5 
2 0.1 0.45 0.45 
9 1 0 0 
10 0.5 0 0.5 
14 0.2 0.6 0.2 
15 0.15 0.7 0.15 
16 0.1 0.8 0.1 
17 0.05 0.9 0.05 
18 0 1 0 
19 0.5 0.5 0 
20 0.45 0.45 0.1 
25 0.1 0.1 0.8 
26 0.05 0.05 0.9 
27 0 0 1 
C 1 - Crash frequency coefficient ; C 2 - Crash rate coefficient; C 3 - Value loss coefficient 
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combinations of coefficients shown in Table 5.1 for all the four categories. The 
majority of these combinations are the most extreme combinations of coefficients. 
• The contribution of crash frequency or crash rate or value loss was found to have an 
impact on the composite ranking when it is less than or equal to 0.2. Also, the 
contribution of crash frequency was found to have an impact on the composite 
ranking when it is greater than or equal to 0.8 while in the case of crash rate and value 
loss the impact begins when the contribution is greater than or equal to 0.5. 
Recommendations 
• Based on this research, it is recommended that the current Iowa DOT filter continue 
to be used. This research has proven that change in the currently used filter has an 
impact on the composite ranking of locations. But, that does not necessarily imply 
that the current ranking process is biased. 
• Filterl should be used if the Iowa DOT prefers to filter locations with less bias 
towards locations with fatalities. This recommendation is also supported by safety 
researchers, who suggest that the first fatality at any location should be not be 
considered as a fatality related to highway characteristics since the occurrence of a 
fatality at a location could also be attributed to a driver or vehicle related fault. 
• The crash frequency should be dropped as one of the ranking factors since there is no 
impact of its contribution on the composite ranking except for the most extreme 
combinations (that is a contribution of zero or one). The Iowa DOT should consider 
using crash frequency as a measure for selecting potential high crash locations ( after 
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the filtering process) and then rank the selected locations using a combination of 
crash rate and value loss. The state of practice also supports this recommendation. 
Future Research 
• Evaluation of other filters should be considered. 
• A change in the dollar values associated with type of crashes should be considered. A 
change in the relative proportions of dollar values will be a better analysis rather than 
a change in the dollar values without change in the proportions among the different 
types of crashes. 
• Many states use statistical methods, which employ an assumption of normal 
approximation. But, it is a well-known fact that crashes are random and cannot be 
approximated to a normal distribution. Hence, application of statistical analysis 
techniques that do not employ normal distribution approximation should be 
considered. 
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APPENDIX A RANKINGS OF ALTERNATIVE FILTERS 
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Table A-1 Iowa DOT Ranking, Filterl Ranking, and Filter2 Ranking for the Most 
Crucial 51-200 Locations 
IowaDOT Filterl Filter2 
Ranking Ranking Ranking 
51 215 215 
52 81 104 
53 83 99 
54 49 44 
55 96 107 
56 109 130 
57 164 164 
58 46 41 
59 197 195 
60 69 67 
61 315 315 
62 50 47 
63 94 101 
64 162 161 
65 64 62 
66 101 105 
67 32 29 
68 173 187 
69 93 94 
70 57 55 
71 65 64 
72 110 112 
73 238 236 
74 254 254 
75 216 216 
75 73 69 
77 196 199 
78 258 258 
79 126 132 
80 309 309 
81 144 152 
82 102 98 
83 192 201 
84 221 221 
85 85 83 
86 78 75 
87 88 86 
88 79 77 
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Table A-1 ( continued) 
IowaDOT Filterl Filter2 
Ranking Ranking Ranking 
88 42 39 
90 230 228 
91 235 237 
92 236 234 
93 10 7 
94 140 143 
95 118 116 
96 14 10 
97 129 127 
98 13 9 
99 29 24 
100 148 151 
101 228 250 
102 275 274 
103 334 334 
104 318 318 
105 300 299 
106 30 26 
107 36 34 
108 33 32 
109 305 304 
110 37 35 
110 452 452 
110 34 33 
113 38 36 
114 113 109 
115 39 38 
116 349 348 
117 570 570 
118 44 40 
119 48 42 
120 372 371 
121 601 601 
122 52 48 
123 466 465 
124 348 362 
125 58 56 
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Table A-1 (continued) 
IowaDOT Filterl Filter2 
Ranking Ranking Ranking 
126 283 306 
127 56 54 
128 60 58 
129 59 57 
130 63 60 
131 72 66 
132 68 65 
133 219 219 
134 374 372 
135 259 268 
136 74 71 
137 75 72 
138 132 131 
139 82 81 
140 472 471 
141 76 73 
142 77 74 
143 92 89 
144 87 84 
145 405 399 
146 89 87 
147 411 411 
148 98 91 
149 475 474 
150 100 93 
151 86 85 
152 105 97 
153 95 90 
154 99 92 
154 244 243 
156 427 441 
157 103 95 
158 111 106 
158 104 96 
160 430 421 
161 108 102 
162 440 439 
163 107 103 
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Table A-1 ( continued) 
IowaDOT Filterl Filter2 
Ranking Ranking Ranking 
164 112 108 
165 668 669 
166 117 115 
167 335 344 
168 122 120 
169 123 121 
170 694 694 
171 115 110 
172 127 125 
173 135 135 
174 116 113 
175 125 123 
176 618 618 
177 121 119 
178 133 133 
179 120 118 
180 567 567 
181 128 126 
182 119 117 
183 345 355 
184 143 142 
185 134 134 
186 712 711 
187 130 128 
188 136 136 
189 131 129 
190 139 139 
191 463 462 
192 513 514 
193 370 378 
194 142 141 
195 141 140 
196 506 507 
197 153 153 
198 137 137 
199 138 138 
200 502 502 
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APPENDIX B RANKINGS OF ALTERNATIVE COMBINATIONS 
OF COEFFICIENTS 
Table B-1 Iowa DOT, Final Rankings for Different Combinations of Coefficients for the Most Crucial 26-200 Locations 
(Crash Freguenc~, Crash Rate, Value Loss) (When Contribution of Crash Freguenc~ was Varied) 
Original (O 0_5 0_5) Iowa DOT ' ' (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5,0.25,0.25) (0.6,0.2,0.2) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.9,0.05,0.05) (1,0,0) 
26 77 36 27 23 21 18 15 10 15 
27 73 35 28 24 24 23 22 24 49 
28 71 34 31 26 25 26 27 28 64 
29 46 23 26 40 44 49 68 118 232 
30 69 33 32 27 29 32 33 39 91 
31 64 31 28 33 38 40 44 71 145 
32 61 30 30 37 42 42 51 85 170 
33 75 37 34 30 33 37 38 46 106 
34 81 40 36 36 35 39 42 56 119 
35 85 42 38 32 32 34 32 36 77 
36 92 45 40 35 30 30 29 27 56 
37 91 44 41 38 36 38 36 40 83 \.0 0\ 
38 97 46 42 31 26 24 17 13 7 
39 60 32 35 46 52 67 92 160 288 
40 100 49 43 34 27 25 18 15 9 
41 44 28 33 55 68 95 150 271 433 
42 108 56 44 39 30 28 19 14 5 
43 67 41 39 49 57 73 103 179 315 
44 109 58 45 41 34 29 24 19 19 
45 118 65 53 43 39 33 26 20 19 
46 119 66 54 42 37 31 25 17 13 
47 114 63 52 44 41 35 28 23 26 
48 107 59 49 45 45 44 47 61 110 
49 102 53 46 47 47 53 61 89 161 
50 103 54 47 48 48 54 62 90 161 
51 99 52 48 51 56 64 82 123 219 
Table B-1 (continued) 
Original (O 0.5 0.5) Iowa DOT ' ' (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5,0.25,0.25) (0.6,0.2,0.2) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.9,0.05,0.05) (1,0,0) 
52 38 29 37 80 107 169 296 465 678 
53 125 70 58 50 49 50 55 69 119 
54 106 61 56 65 74 93 127 220 344 
55 140 76 64 53 51 47 45 43 76 
56 145 77 66 51 46 41 37 26 30 
57 86 47 55 81 100 138 242 370 547 
58 152 81 68 54 50 45 41 32 39 
59 96 60 57 79 94 117 193 307 469 
60 151 82 69 56 55 52 50 45 71 
61 110 68 61 75 86 108 164 265 406 
62 112 69 62 76 87 109 165 266 406 
63 165 88 74 57 54 48 43 34 41 
64 131 73 65 70 79 92 117 188 303 \0 ---..J 
65 169 93 77 58 53 46 40 30 25 
66 154 84 72 61 62 63 64 76 119 
67 156 87 73 59 58 59 57 63 94 
68 144 78 70 67 70 76 91 126 206 
69 161 89 75 62 61 61 59 66 98 
70 167 91 79 60 59 57 56 59 83 
71 164 90 81 68 69 69 78 99 154 
72 172 97 83 66 65 65 65 72 106 
73 41 39 51 116 207 351 536 780 1016 
74 184 102 87 63 60 55 48 38 41 
75 181 100 85 64 63 58 53 44 60 
76 94 62 63 97 128 209 319 484 '678 
77 166 95 84 72 76 80 97 127 199 
78 87 55 60 108 151 261 404 592 807 
79 177 99 86 74 78 77 90 117 180 
Table B-1 (continued) 
Original (O 0_5 0.5) Iowa DOT ' ' (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5,0.25,0.25) (0.6,0.2,0.2) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.9,0.05,0.05) (1,0,0) 
80 139 79 78 91 103 127 197 300 433 
81 201 108 92 69 64 56 49 37 29 
82 74 50 59 123 205 329 509 737 957 
83 193 105 91 78 73 75 75 88 123 
84 199 107 93 77 71 70 72 77 106 
85 211 111 95 71 67 62 54 41 39 
86 178 103 89 87 89 100 118 175 264 
87 227 123 102 73 66 60 46 29 3 
88 224 121 100 82 75 71 67 65 77 
89 210 114 98 85 82 81 86 96 136 
90 211 115 99 86 83 83 87 97 136 
91 17 21 50 225 408 640 939 1259 1543 
92 88 64 67 139 245 389 558 794 1016 \0 00 
93 248 136 107 83 72 66 52 33 10 
94 242 134 106 84 76 68 58 42 30 
95 219 122 103 94 97 102 109 154 219 
96 254 142 115 88 80 72 63 47 36 
97 252 140 115 89 81 74 66 52 44 
98 246 137 110 90 84 81 81 78 91 
99 247 138 113 92 85 85 83 83 98 
100 237 133 109 93 91 90 95 103 136 
101 232 131 112 102 106 111 129 172 241 
102 66 57 71 223 371 559 803 1085 1332 
103 157 101 97 142 212 296 427 582 765 
104 248 143 119 107 110 116 142 185 252 
105 217 126 111 119 141 188 261 352 469 
106 282 159 125 95 88 78 70 54 33 
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Table 4.22 Wilcoxon Test Results for the Most Crucial 100 Locations 
Alternative Samnle Wilcoxon Absolute Si2:nificant at 95 Si2:nificant at 99 
Alternative I 100 126.5 8.25 Yes Yes 
Alternati ve2 95 873.5 5.22 Yes Yes 
Alternative3 91 1181.5 3.61 Yes Yes 
Alternative4 89 1666 1.38 No No 
Alternatives 94 2037 0.74 No No 
Alternative6 96 2296.5 0.12 No No 
Alternative7 96 1981.5 1.27 No No 
Alternative8 97 1544 3.00 Yes Yes 
Alternative9 98 775.5 5.85 Yes Yes 
Alternative IO 97 473.5 6.85 Yes Yes 
Alternativel 1 94 1516.5 2.70 Yes Yes 
Alternative 12 93 1749.5 1.67 No No 
Alternative 13 94 1655 2.18 Yes No 
Alternative14 98 1411.5 3.59 Yes Yes 
Alternative15 98 985 5.10 Yes Yes 
Alternative16 98 555.5 6.63 Yes Yes 
Alternative! 7 100 232.5 7.88 Yes Yes 
Alternative18 100 10 8.65 Yes Yes 
Alternative19 100 329.5 7.55 Yes Yes 
Alternative20 99 944.5 5.34 Yes Yes 
Alternative21 93 1476.5 2.72 Yes Yes 
Alternative22 95 1697 2.16 Yes No 
Alternative23 97 1488.5 3.20 Yes Yes 
Alternative24 96 1162 4.26 Yes Yes 
Alternative25 98 886.5 5.45 Yes Yes 
Alternative26 98 479.5 6.90 Yes Yes 
Alternati ve2 7 100 17 8.62 Yes Yes 
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Table 4.23 Wilcoxon Test Results for the Most Crucial Locations 150 Locations 
Alternative Samnle Wilcoxon Absolute Shmificant at 95 Shmificant at 99 
Alternativel 149 413 9.81 Yes Yes 
Alternative2 144 1833.0 6.75 Yes Yes 
Alternative3 141 2728.5 4.69 Yes Yes 
Alternative4 139 4488.5 0.79 No No 
Alternatives 143 5097.5 0.10 No No 
Alternative6 144 4693 1.05 No No 
Alternative? 146 4153.5 2.37 Yes No 
Alternative8 147 3355.5 4.03 Yes Yes 
Alternative9 148 2142 6.45 Yes Yes 
Alternativel 0 146 781 8.96 Yes Yes 
Alternativel 1 143 2736.5 4.86 Yes Yes 
Alternative12 142 3349 3.52 Yes Yes 
Alternative 13 144 4589.5 1.26 No No 
Alternative14 148 4087.5 2.73 Yes Yes 
Alternative 15 148 3127.5 4.57 Yes Yes 
Alternative16 148 2017 6.69 Yes Yes 
Alternativel 7 150 798 9.13 Yes Yes 
Alternativel 8 150 10 10.61 Yes Yes 
Alternative19 150 2062 6.76 Yes Yes 
Alternative20 149 3329 4.28 Yes Yes 
Alternative21 143 4163 1.98 Yes No 
Alternative22 145 3558 3.42 Yes Yes 
Alternative23 147 3155.5 4.42 Yes Yes 
Alternative24 146 2598 5.41 Yes Yes 
Alternative25 147 2029 6.59 Yes Yes 
Alternative26 147 1118 8.36 Yes Yes 
Alternative27 150 74.5 10.48 Yes Yes 
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Table 4.24 Wilcoxon Test Results for the Most Crucial 200 Locations 
Alternative Samnle Wilcoxon Absolute Shmificant at 95 Shmificant at 99 
Alternative 1 199 1012.5 10.99 Yes Yes 
Alternative2 194 3415.0 7.72 Yes Yes 
Alternative3 191 4994 5.46 Yes Yes 
Alternative4 188 8004 1.18 No No 
Alternatives 193 9305 .5 0.07 No No 
Alternative6 193 8317 1.34 No No 
Alternative7 196 7375 2.86 Yes Yes 
Alternative8 197 6049.5 4.62 Yes Yes 
Alternative9 198 4183 7.02 Yes Yes 
Alternativel 0 196 1400.5 10.38 Yes Yes 
Alternativel 1 193 4288 6.53 Yes Yes 
Alternative 12 191 5504.5 4.79 Yes Yes 
Alternative13 194 8619 1.07 No No 
Alternative14 198 7476 2.94 Yes Yes 
Alternativel 5 198 5650.5 5.20 Yes Yes 
Alternative 16 198 3644.5 7.69 Yes Yes 
Alternativel 7 200 1525 10.40 Yes Yes 
Alternativel 8 200 32 12.22 Yes Yes 
Alternative19 200 4726 6.50 Yes Yes 
Alternative20 199 6953.5 3.68 Yes Yes 
Alternative21 193 8380 1.26 No No 
Alternative22 195 5884 4.65 Yes Yes 
Alternative23 197 4994.5 5.94 Yes Yes 
Alternative24 196 4240.5 6.81 Yes Yes 
Alternative25 197 3280 8.08 Yes Yes 
Alternative26 197 1733.5 10.01 Yes Yes 
Alternati ve2 7 200 121.5 12.11 Yes Yes 
Summary of Findings 
Different combinations of coefficients (see Tables 4.1, 4.2, and 4.3 for description 
of the Alternatives) were first evaluated using descriptive statistics and then using non-
parametric statistical analysis. The differences in the rankings of the most crucial 50, 
100, 150 and 200 locations of the original ranking process in comparison to the rankings 
generated by the alternative combinations of coefficients were evaluated using 
Table B-1 ( continued) 
Original (O 0_5 0_5) Iowa DOT ' ' (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5,0.25,0.25) (0.6,0.2,0.2) 
(0.7,0.15,0.15) (0.8,0.1,0.1) (0.9,0.05,0.05) (1,0,0) 
107 293 166 129 96 90 79 69 50 26 
108 286 162 127 100 95 87 79 68 56 
109 215 127 114 127 152 217 287 388 517 
110 295 167 131 99 93 86 74 57 36 
111 76 67 82 261 423 634 888 1184 1436 
112 298 168 132 98 92 84 71 53 30 
113 283 161 128 103 98 91 88 81 80 
114 297 169 133 101 96 89 80 67 52 
115 285 164 130 104 102 99 98 98 110 
116 187 113 108 148 215 292 400 544 711 
117 179 109 105 169 241 330 460 621 807 
118 270 152 126 115 121 137 171 222 288 
119 310 180 141 106 101 96 85 74 62 \0 \0 
120 280 165 134 114 114 120 138 168 219 
121 204 124 118 162 231 301 410 550 711 
122 324 190 146 105 99 88 73 48 13 
123 123 85 96 254 389 553 773 1039 1248 
124 292 174 140 120 124 132 156 186 241 
125 291 172 139 121 127 136 160 197 252 
126 39 48 80 363 579 852 1172 1525 1786 
127 308 183 144 116 115 118 126 147 180 
128 317 187 148 113 111 107 106 112 123 
129 338 197 154 109 103 97 84 62 33 
130 334 194 151 110 108 98 89 75 56 
131 335 196 153 112 109 101 93 79 64 
132 357 206 158 111 105 94 77 51 12 
133 278 170 142 143 157 199 253 311 406 
Table B-1 (continued) 
Original (O 0_5 0.5) Iowa DOT ' ' (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5,0.25,0.25) (0.6,0.2,0.2) (0. 7,0.15,0.15) (0.8,0.1,0.1) (0.9,0.05,0.05) (1,0,0) 
134 263 155 136 164 202 256 324 427 547 
135 218 135 124 204 270 367 483 635 807 
136 325 193 157 125 125 123 133 153 180 
137 353 207 162 118 113 104 101 93 80 
138 346 204 164 126 120 119 119 130 140 
139 353 209 166 124 118 115 107 113 115 
140 126 92 104 318 475 683 921 1198 1436 
141 305 186 152 150 167 197 245 299 379 
142 382 227 175 122 112 103 94 73 44 
143 348 208 168 130 129 124 130 139 161 
144 341 202 165 134 133 144 159 182 219 
145 233 146 135 222 284 384 491 645 807 
146 318 191 159 156 173 195 240 292 360 >--' 0 
147 12 38 76 503 810 1164 1587 1998 2266 0 
148 398 238 183 127 115 106 99 80 52 
149 239 148 137 228 290 387 493 647 807 
150 360 219 174 137 137 143 153 169 199 
151 350 217 172 141 142 148 162 184 219 
152 333 200 169 154 158 184 210 255 315 
153 360 220 178 145 146 158 173 193 232 
154 410 253 185 129 119 110 100 82 52 
155 323 198 167 166 186 213 254 302 379 
156 170 112 120 303 437 603 805 1055 1248 
157 413 255 191 132 123 114 105 94 69 
158 388 237 184 140 132 133 136 140 154 
159 417 260 194 133 122 112 104 92 64 
160 62 71 94 455 689 993 1320 1686 1941 
Table B-1 (continued) 
Original (O 0_5 0_5) Iowa DOT ' ' (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5,0.25,0.25) (0.6,0.2,0.2) (0. 7,0.15,0.15) (0.8,0.1,0.1) (0.9,0.05,0.05) (1,0,0) 
161 408 249 189 136 130 121 114 114 106 
162 284 181 156 209 251 302 383 481 607 
163 431 268 201 131 117 105 96 70 26 
164 343 214 177 165 181 194 230 272 331 
165 302 188 160 201 237 279 340 435 547 
166 403 248 193 144 133 134 134 138 145 
167 356 223 180 167 180 193 221 258 315 
168 420 265 202 138 131 122 111 111 98 
169 435 273 211 135 126 113 102 84 49 
170 168 116 121 341 471 651 871 1128 1332 
171 411 262 200 146 142 139 140 141 151 
172 409 259 197 147 144 142 145 152 161 
173 392 243 195 157 154 165 174 187 219 ....... 0 
174 380 235 187 170 179 187 208 242 288 ....... 
175 406 256 199 158 153 161 168 180 206 
176 82 74 101 469 712 1005 1333 1692 1941 
177 327 203 179 204 235 265 313 400 491 
178 433 274 217 149 140 135 128 128 123 
179 376 236 192 173 189 201 228 261 315 
180 33 51 90 542 844 1189 1608 2009 2266 
181 420 269 214 159 150 155 158 163 180 
182 396 252 203 171 177 182 200 228 264 
183 393 250 204 172 181 185 204 234 272 
184 415 267 213 168 160 170 181 192 219 
185 447 286 220 153 138 129 120 115 98 
186 311 195 173 239 275 325 413 513 639 
187 451 293 222 151 135 125 112 105 83 
Table B-1 (continued) 
Original (O 0_5 0_5) Iowa DOT ' ' (0.1,0.45,0.45) (0.2,0.4,0.4) (0.5,0.25,0.25) (0.6,0.2,0.2) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.9,0.05,0.05) (1,0,0) 
188 452 295 223 152 136 126 113 106 83 
189 358 226 188 206 226 250 295 356 433 
190 444 280 220 163 149 150 149 151 154 
191 147 109 123 400 573 775 1045 1311 1543 
192 15 43 88 606 934 1331 1775 2166 2470 
193 466 300 230 155 139 128 116 108 83 
194 384 243 207 197 206 231 259 298 360 
195 428 276 219 174 178 177 188 205 232 
196 234 151 149 311 416 540 705 904 1077 
197 457 298 231 161 147 140 131 125 115 
198 494 321 241 160 145 130 115 101 74 
199 448 292 232 179 176 173 176 183 199 




Table B-2 Iowa DOT, Final Rankings for Different Combinations of Coefficients for the Most Crucial 26-200 Locations 
(Crash Freguenci, Crash Rate, Value Loss) (When Contribution of Crash Rate was Varied) 
Original (0.5 0 0.5) Iowa DOT ' ' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) (0.15,0.7,0.15) (0.1,0.8,0.1) (0.05,0.9,0.05) 
(0,1,0) 
1 1 1 1 1 1 4 6 13 250 
2 2 2 2 3 6 7 10 26 323 
3 3 3 3 8 9 12 20 72 401 
4 10 8 5 7 7 9 11 25 311 
5 19 10 8 5 5 5 5 9 193 
6 4 4 4 12 15 19 27 120 487 
7 41 16 13 4 3 2 2 3 125 
8 45 22 14 2 2 1 1 1 85 
9 8 7 6 16 17 21 28 123 484 
10 53 29 17 6 4 3 3 4 121 
11 21 13 10 10 13 13 17 43 343 
12 6 6 7 17 21 31 51 173 565 
,..... 
0 w 
13 18 12 11 13 14 15 21 64 371 
14 37 19 15 9 12 11 13 23 282 
15 52 33 21 11 11 10 9 17 250 
16 5 5 9 27 38 56 132 333 771 
17 29 17 18 19 22 29 39 129 484 
18 71 47 29 15 10 8 7 11 193 
19 33 23 22 21 24 28 38 126 475 
20 36 25 23 20 23 27 36 121 468 
21 7 9 12 31 42 59 135 337 771 
22 35 24 24 24 25 30 44 135 491 
23 30 21 20 25 26 32 50 162 530 
24 13 11 16 29 37 48 108 289 707 
25 93 59 45 14 8 6 4 2 91 
26 68 48 35 22 19 18 22 67 356 
Table B-2 (continued) 
Original (0.5 0 0_5) Iowa DOT ' ' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) (0.15,0.7,0.15) (0.1,0.8,0.1) (0.05,0.9,0.05) (0,1,0) 
27 78 55 42 18 16 14 16 24 270 
28 39 28 26 30 33 40 74 226 613 
29 16 15 25 36 47 65 142 332 758 
30 11 14 19 38 51 77 181 416 834 
31 81 57 44 23 18 16 19 36 305 
32 54 41 33 28 30 37 58 174 543 
33 77 56 43 26 20 20 23 65 348 
34 42 36 31 34 41 47 98 259 656 
35 57 44 38 33 34 41 71 208 589 
36 25 26 28 44 54 79 179 396 812 
37 27 27 30 46 55 85 186 415 824 
38 15 20 27 50 63 104 220 495 913 
39 69 52 46 32 32 39 61 170 529 ....... 0 
40 46 40 40 42 49 63 124 305 707 
41 44 39 41 47 53 75 165 357 771 
42 67 51 47 41 44 53 99 250 636 
43 26 30 34 53 68 110 228 501 913 
44 34 35 39 52 67 102 216 474 883 
45 23 31 36 58 82 132 257 586 991 
46 23 31 36 58 82 132 257 586 991 
47 95 68 55 35 31 34 47 128 454 
48 12 18 32 70 96 184 344 761 1138 
49 84 61 54 43 46 50 85 219 589 
50 66 53 50 51 57 78 159 345 749 
51 88 63 55 45 48 52 90 234 598 
52 105 78 63 39 35 36 48 125 439 
53 43 45 49 69 87 151 268 606 1002 
54 142 95 75 37 29 26 24 37 278 
Table B-2 ( continued) 
Original (0.5 0 0.5) Iowa DOT '' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) (0.15,0.7,0.15) (0.1,0.8,0.1) (0.05,0.9,0.05) (0,1,0) 
55 48 49 52 76 103 180 326 696 1074 
56 20 37 48 89 136 255 457 898 1278 
57 92 74 64 62 71 94 183 367 758 
58 118 82 72 55 52 57 87 203 554 
59 91 72 66 66 78 105 196 412 795 
60 97 75 69 67 76 97 190 387 771 
61 117 83 74 57 58 70 116 253 613 
62 170 109 90 40 27 22 18 18 199 
63 70 60 61 81 108 183 312 663 1041 
64 22 38 51 101 163 299 553 1003 1394 
65 104 80 71 68 74 96 182 350 738 
66 80 67 65 78 102 165 275 597 977 
67 156 106 85 49 40 33 32 75 336 -0 
Vi 
68 28 42 53 102 166 303 556 1005 1394 
69 87 70 68 79 101 160 266 576 958 
70 122 88 78 64 64 73 125 266 627 
71 131 94 83 65 66 74 122 258 613 
72 85 71 70 88 121 194 329 674 1041 
73 171 112 95 54 45 38 41 84 348 
74 46 54 60 106 172 298 534 980 1355 
75 115 86 79 75 86 116 210 424 795 
76 111 85 77 77 88 121 217 434 812 
77 31 46 57 122 218 358 641 1106 1503 
78 140 101 89 71 70 80 128 262 613 
79 90 76 73 97 128 215 352 724 1074 
80 107 84 80 87 107 168 264 556 924 
81 56 58 67 119 206 337 589 1033 1414 
82 210 138 107 48 27 17 8 5 57 
Table B-2 ( continued) 
Original (0.5 0 0_5) Iowa DOT ' ' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) (0.15,0.7,0.15) (0.1,0.8,0.1) (0.05,0.9,0.05) 
(0,1,0) 
83 17 43 59 150 272 458 792 1290 1700 
84 32 50 62 145 252 423 750 1220 1625 
85 121 92 87 94 110 164 260 525 895 
86 160 110 98 74 79 88 140 267 613 
87 124 96 93 98 124 189 282 583 945 
88 189 122 104 72 61 61 68 155 444 
89 150 108 99 90 97 126 211 401 758 
90 9 34 58 194 342 594 1011 1533 1958 
91 206 142 110 63 50 35 25 38 247 
92 106 87 88 113 156 262 405 799 1138 
93 227 157 120 56 36 23 12 7 66 
94 98 81 84 133 211 318 538 955 1308 
95 145 107 100 103 129 191 281 570 924 ...... 0 
96 249 167 125 60 39 24 14 6 61 0\ 
97 123 99 96 126 171 274 423 804 1138 
98 243 166 124 61 43 25 15 8 84 
99 214 150 118 73 56 43 43 70 288 
100 108 90 94 135 210 309 511 920 1260 
101 55 64 76 208 339 555 933 1426 1823 
102 168 115 106 114 138 202 289 568 913 
103 126 103 101 152 232 333 540 940 1278 
104 59 69 81 224 367 604 985 1480 1881 
105 79 79 92 211 328 529 868 1333 1725 
106 228 165 131 85 72 60 56 99 340 
107 266 183 143 80 59 42 33 39 228 
108 259 181 140 83 65 46 45 62 262 
109 48 65 82 251 420 674 1116 1601 2012 
Table B-2 (continued) 
Original (0.5 0 0_5) Iowa DOT '' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) (0.15,0.7,0.15) (0.1,0.8,0.1) (0.05,0.9,0.05) (0,1,0) 
110 235 172 135 92 80 67 63 118 369 
111 234 171 134 93 81 68 64 119 370 
112 255 178 137 86 69 54 49 79 296 
113 272 187 146 82 60 45 35 40 228 
114 176 121 112 136 173 251 369 691 1011 
115 253 179 144 91 77 62 59 97 332 
116 116 100 102 193 294 432 721 1137 1503 
117 190 133 117 134 159 229 317 592 924 
118 302 207 155 84 62 43 29 29 201 
119 238 176 145 100 91 91 105 182 463 
120 58 73 91 283 461 724 1187 1680 2088 
121 187 131 119 150 193 271 384 720 1028 
122 221 168 142 109 112 119 171 268 577 I---' 0 
123 207 151 130 130 143 188 252 456 784 
-.....) 
124 39 62 86 325 540 865 1356 1875 2303 
125 330 225 166 95 73 49 40 41 219 
126 290 205 161 99 85 72 69 122 360 
127 278 196 157 105 94 87 95 160 419 
128 284 197 159 104 93 86 94 157 412 
129 224 173 147 124 126 148 199 318 640 
130 261 188 154 110 106 111 138 220 508 
131 355 241 175 96 75 51 42 44 219 
132 243 184 153 125 125 142 188 300 607 
133 164 120 116 212 295 407 653 1040 1377 
134 63 77 97 334 539 839 1318 1829 2237 
135 182 132 122 195 260 359 559 934 1242 
136 325 232 178 107 95 84 78 130 367 
Table B-2 (continued) 
Original (0.5 0 0.5) Iowa DOT ' ' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) (0.15,0.7,0.15) (0.1,0.8,0.1) 
(0.05,0.9,0.05) (0,1,0) 
137 286 208 165 123 122 117 154 239 523 
138 200 152 139 175 230 291 417 753 1041 
139 344 243 185 112 99 89 88 136 376 
140 213 162 148 159 197 253 341 602 913 
141 324 236 184 117 109 103 118 176 439 
142 226 182 158 153 164 213 270 487 795 
143 385 268 196 108 92 76 66 100 313 
144 361 252 190 116 104 92 96 150 391 
145 94 93 105 329 510 773 1216 1696 2088 
146 379 265 197 121 105 95 97 148 387 
147 353 250 191 127 116 107 120 178 439 
148 298 222 183 141 137 156 195 302 598 
149 136 114 115 287 415 614 948 1397 1758 >---" 0 
00 
150 358 255 195 129 120 112 121 184 444 
151 275 211 173 149 149 185 234 381 690 
152 409 291 209 115 100 83 72 107 320 
153 283 216 181 155 158 192 248 403 707 
154 248 194 167 166 190 241 301 522 834 
155 172 128 129 259 357 518 778 1201 1539 
156 165 124 126 270 369 533 818 1245 1587 
157 258 201 172 165 187 234 286 505 812 
158 346 251 198 142 134 143 177 254 538 
159 247 195 169 172 208 248 327 559 863 
160 257 202 173 169 192 239 297 517 824 
161 268 210 180 162 180 224 273 482 784 
162 99 98 109 353 556 835 1298 1779 2170 
163 239 190 168 181 221 266 350 605 905 
164 408 294 214 131 116 99 102 156 391 
Table B-2 (continued) 
Original (0.5 0 0_5) Iowa DOT ' ' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) (0.15,0.7,0.15) (0.1,0.8,0.1) (0.05,0.9,0.05) (0,1,0) 
165 143 116 121 306 434 643 983 1432 1788 
166 385 278 210 140 127 122 147 212 475 
167 100 101 111 360 561 843 1303 1783 2170 
168 428 309 225 132 119 100 101 152 383 
169 365 267 206 148 142 154 187 271 557 
170 251 200 179 187 228 273 356 608 905 
171 281 218 188 177 205 242 295 509 812 
172 392 289 218 144 132 130 155 224 487 
173 528 371 265 111 84 55 30 20 128 
174 295 227 193 173 189 228 272 472 771 
175 366 271 213 156 146 167 204 303 589 
176 441 322 238 137 123 108 112 158 391 




178 382 281 217 157 145 162 197 291 575 
179 332 256 205 163 165 199 242 379 678 
180 530 378 272 117 90 64 46 31 168 
181 306 240 200 180 200 231 277 475 771 
182 289 224 194 190 222 261 332 555 849 
183 103 105 113 385 601 893 1362 1842 2237 
184 522 373 271 128 98 71 52 57 213 
185 305 242 202 184 209 243 292 497 795 
186 159 125 132 330 469 678 1039 1466 1823 
187 253 206 187 218 251 308 424 730 1002 
188 429 314 242 154 141 144 172 237 498 
189 383 284 225 164 161 186 224 330 627 
190 449 333 251 147 130 120 134 185 431 
191 191 149 151 297 391 548 822 1229 1560 
Table B-2 (continued) 
Original (0.5 0 0.5) Iowa DOT '' (0.45,0.1,0.45) (0.4,0.2,0.4) (0.25,0.5,0.25) (0.2,0.6,0.2) 
192 575 405 296 120 89 
193 75 89 108 462 722 
194 500 360 269 139 118 
195 397 298 235 168 162 
196 169 134 141 332 466 
197 519 376 278 138 114 
198 252 212 192 236 278 
199 286 229 203 221 253 

































Table B-3 Iowa DOT, Final Rankings for Different Combinations of Coefficients for the Most Crucial 26-200 Locations 
(Crash Frequency, Crash Rate, Value Loss) (When Contribution of Value Loss was Varied) 
Original (0.5 0_5 O) Iowa DOT ' ' (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) (0.15,0.15,0.7) 
(0.1,0.1,0.8) (0.05,0.05,0.9) (0,0,1) 
1 9 2 1 1 1 1 1 1 6 
2 17 5 2 2 2 2 2 3 58 
3 29 9 7 3 3 4 4 4 78 
4 13 6 5 6 7 11 14 24 196 
5 19 8 8 5 6 8 11 20 178 
6 57 18 10 4 4 3 3 2 42 
7 3 1 3 16 20 26 47 96 388 
8 6 3 4 12 17 22 32 62 338 
9 42 15 11 8 8 10 13 17 169 
10 5 4 6 18 25 38 59 112 417 
11 22 10 9 14 14 17 23 40 260 
12 82 29 16 7 5 5 5 5 70 
...... ...... ...... 
13 48 16 15 9 12 13 17 25 192 
14 30 13 12 15 15 18 24 41 267 
15 25 11 13 19 22 24 38 68 339 
16 113 37 27 10 9 7 7 8 95 
17 53 26 22 20 21 23 28 51 295 
18 41 19 18 23 27 32 43 77 350 
19 46 22 21 24 26 30 41 75 344 
20 43 20 19 25 28 33 49 84 358 
21 123 49 29 11 11 9 8 9 96 
22 46 23 23 27 29 37 52 87 361 
23 56 27 24 22 24 25 37 56 315 
24 149 55 33 13 10 6 6 6 62 
25 7 7 14 44 60 81 111 248 627 
26 20 14 20 38 51 64 86 183 537 
Table B-3 ( continued) 
Original (0.5 0_5 O) Iowa DOT ' ' (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) (0.15,0.15,0.7) (0.1,0.1,0.8) (0.05,0.05,0.9) (0,0,1) 
27 15 12 17 46 57 78 105 226 600 
28 86 33 28 29 32 35 42 66 326 
29 171 69 39 17 13 12 9 11 102 
30 148 59 37 21 16 16 18 21 159 
31 35 24 25 42 53 65 87 182 531 
32 94 36 30 31 36 39 50 76 337 
33 36 25 26 45 54 68 89 188 542 
34 109 47 34 30 35 36 40 60 309 
35 83 34 31 37 44 52 69 124 418 
36 129 56 40 34 34 31 35 50 277 
37 142 61 41 33 31 28 31 46 259 
38 146 65 42 32 30 27 27 44 252 




40 95 42 36 43 48 55 75 139 433 
41 262 110 55 26 18 14 10 10 84 
42 78 35 35 52 62 77 94 191 539 
43 265 114 59 28 19 15 12 12 91 
44 139 66 45 41 41 49 62 92 351 
45 178 85 53 39 38 42 44 58 296 
46 173 83 52 40 39 44 48 63 302 
47 39 30 32 63 79 101 144 320 699 
48 273 123 64 35 23 19 19 22 150 
49 99 52 43 55 67 80 97 190 532 
50 144 70 50 50 52 59 74 131 412 
51 116 58 47 56 65 76 91 177 504 
52 230 107 61 48 42 46 45 55 287 
53 223 103 63 49 46 51 58 79 322 
54 76 44 46 80 95 118 173 386 756 
Table B-3 ( continued) 
Original (0.5 0_5 O) Iowa DOT ' ' (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) (0.15,0.15,0.7) (0.1,0.1,0.8) (0.05,0.05,0.9) (0,0,1) 
55 237 116 69 57 59 62 73 121 384 
56 299 134 78 51 45 48 46 52 268 
57 305 141 82 54 50 50 55 57 282 
58 67 43 48 84 100 126 202 446 806 
59 286 131 80 58 56 57 66 97 340 
60 123 73 60 77 93 110 150 318 684 
61 181 100 68 70 78 95 116 230 574 
62 71 48 51 87 110 136 209 471 835 
63 208 112 71 68 73 89 109 206 541 
64 443 219 109 47 33 20 16 13 73 
65 104 64 58 83 99 119 182 402 765 
66 215 113 73 71 76 92 112 209 548 




68 414 199 102 53 43 34 25 31 184 
69 198 109 72 74 85 98 126 255 605 
70 93 57 57 89 111 132 206 453 810 
71 105 68 62 91 112 137 207 457 809 
72 235 125 84 78 86 97 122 240 582 
73 346 170 95 65 68 70 77 126 381 
74 332 169 94 67 69 74 81 141 407 
75 128 84 67 90 109 128 200 425 778 
76 382 190 103 64 63 61 67 90 318 
77 445 230 117 59 49 43 30 35 195 
78 361 176 101 69 70 75 83 140 402 
79 276 144 92 81 89 99 124 236 574 
80 321 167 98 79 83 93 106 187 497 
81 359 180 106 75 74 87 92 161 452 
82 200 122 87 93 108 122 178 380 742 
Table B-3 (continued) 
Original (0.5 0_5 O) Iowa DOT ' ' (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) (0.15,0.15,0.7) (0.1,0.1,0.8) (0.05,0.05,0.9) 
(0,0,1) 
83 491 263 136 62 55 47 34 36 194 
84 457 248 129 66 64 58 63 59 262 
85 156 101 83 101 122 152 223 488 839 
86 131 89 79 106 127 163 247 526 889 
87 160 106 88 108 131 165 246 524 881 
88 50 50 65 127 159 222 393 789 1154 
89 138 93 86 112 139 175 269 572 935 
90 590 326 164 61 47 29 20 15 79 
91 519 294 151 72 66 53 54 47 235 
92 643 369 178 60 40 21 15 7 3 
93 1 17 49 153 204 314 596 1038 1356 
94 316 172 115 100 116 124 177 367 715 
95 234 140 104 111 134 161 235 501 840 
___.. 
___.. 
96 2 21 54 156 212 333 630 1075 1402 
.,J:::.. 
97 252 150 112 116 135 166 238 507 845 
98 4 28 56 155 206 315 588 1026 1337 
99 23 40 66 150 187 279 498 933 1267 
100 332 192 125 107 119 131 191 382 731 
101 577 337 185 82 72 71 71 81 278 
102 700 420 216 73 58 41 22 18 85 
103 580 347 195 88 84 83 80 113 336 
104 612 370 202 86 81 79 76 91 292 
105 639 392 210 85 77 73 68 70 256 
106 21 46 76 159 214 328 608 1035 1336 
107 8 32 70 177 240 374 699 1170 1476 
108 14 39 74 169 228 355 660 1101 1417 
109 793 478 256 76 61 40 21 14 37 
Table B-3 (continued) 
Original (0.5 0_5 O) Iowa DOT ' ' (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) (0.15,0.15,0.7) (0.1,0.1,0.8) (0.05,0.05,0.9) (0,0,1) 
110 28 51 81 164 217 335 620 1048 1351 
111 519 312 188 103 100 113 131 223 522 
112 16 41 77 170 231 359 669 1111 1425 
113 12 38 75 175 234 367 682 1138 1445 
114 201 142 119 144 161 223 370 734 1099 
115 34 54 85 166 222 341 624 1050 1349 
116 653 408 226 95 87 85 79 106 312 
117 466 284 180 118 125 138 186 361 694 
118 44 60 90 171 224 343 627 1052 1349 
119 52 67 91 174 226 342 623 1044 1339 
120 683 427 244 97 94 88 84 109 317 
121 467 292 186 120 136 150 203 401 735 
122 66 79 95 177 225 339 612 1032 1317 >--' >--' 
123 607 384 225 109 104 112 123 198 486 Vl 
124 797 501 277 94 81 67 61 43 198 
125 37 63 93 187 253 394 723 1174 1472 
126 692 433 255 102 96 96 90 137 364 
127 68 82 100 182 240 357 650 1072 1367 
128 54 72 97 186 249 379 693 1140 1434 
129 85 90 111 180 230 345 617 1033 1315 
130 60 78 99 185 247 377 688 1121 1419 
131 11 44 89 207 296 486 893 1380 1695 
132 74 86 110 188 250 378 685 1113 1410 
133 483 303 204 135 150 177 248 489 799 
134 890 589 318 92 71 56 33 26 98 
135 582 385 238 122 130 134 172 322 646 
136 55 80 107 199 274 423 767 1223 1527 
Table B-3 ( continued) 
Original (0.5 0.5 O) Iowa DOT ' ' (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) (0.15,0.15,0.7) (0.1,0.1,0.8) (0.05,0.05,0.9) (0,0,1) 
137 69 87 113 198 266 409 743 1192 1486 
138 250 184 152 161 198 276 470 856 1197 
139 45 74 105 214 294 466 852 1319 1624 
140 761 491 291 113 104 104 107 157 398 
141 118 124 130 191 246 364 642 1055 1333 
142 120 126 132 190 243 362 637 1045 1323 
143 38 71 108 229 310 498 894 1369 1673 
144 71 88 116 211 286 444 801 1262 1559 
145 944 632 352 98 80 60 36 28 94 
146 99 117 128 202 272 411 737 1176 1459 
147 985 654 372 96 75 54 26 19 56 
148 81 98 120 218 288 451 808 1270 1562 
149 816 538 311 117 107 102 102 149 367 
,....... 
,....... 
150 79 96 120 223 292 454 821 1281 1574 0\ 
151 143 135 139 194 252 368 643 1048 1324 
152 77 95 123 228 300 467 842 1304 1594 
153 157 146 145 197 254 371 648 1053 1326 
154 135 132 140 200 261 387 686 1091 1379 
154 525 359 245 148 158 190 274 545 860 
156 947 641 369 104 90 72 57 38 157 
157 132 133 142 205 267 399 701 1122 1403 
158 87 111 131 233 308 471 841 1296 1587 
159 150 145 146 201 260 385 679 1080 1366 
160 971 657 386 105 88 69 53 33 138 
161 136 136 144 206 269 402 709 1128 1408 
162 889 602 348 115 97 94 81 93 264 
163 153 148 149 204 264 390 687 1084 1374 
164 96 120 134 234 305 463 827 1284 1575 
Table B-3 (continued) 
Original (0.5,0.5,0) (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) (0.15,0.15,0.7) (0.1,0.1,0.8) (0.05,0.05,0.9) (0,0,1) Iowa DOT 
165 703 467 296 133 139 143 176 312 625 
166 75 98 126 249 328 527 927 1394 1688 
167 771 514 313 128 129 123 149 253 536 
168 40 81 118 271 383 604 1057 1551 1823 
169 70 94 127 255 347 558 966 1429 1722 
170 698 468 297 139 145 154 195 349 663 
171 166 152 153 214 275 406 711 1125 1401 
172 80 105 133 253 338 545 943 1407 1701 
173 18 62 114 304 443 687 1194 1693 1975 
174 199 171 165 208 263 383 662 1061 1331 
175 114 127 143 245 316 480 847 1302 1584 
176 799 539 328 131 133 125 151 254 535 
177 168 155 156 227 283 419 736 1162 1432 ...... ...... 
178 89 121 138 259 346 546 942 1401 1694 -...J 
179 172 164 162 225 279 416 727 1149 1414 
180 863 591 362 126 120 116 121 174 427 
181 161 154 157 235 289 434 763 1195 1469 
182 221 188 174 209 265 381 656 1057 1318 
183 785 531 329 137 142 142 166 297 598 
184 33 77 122 312 449 689 1188 1675 1958 
185 137 149 154 246 311 469 820 1263 1546 
186 766 524 327 142 146 149 185 327 634 
187 212 183 175 226 278 404 695 1097 1373 
188 64 97 135 296 407 633 1082 1566 1838 
189 203 177 172 231 280 414 719 1126 1396 
190 65 102 137 297 416 637 1092 1578 1848 
191 1109 747 444 110 91 66 39 27 76 
Table B-3 ( continued) 
Original (0.5,0.5,0) (0.45,0.45,0.1) (0.4,0.4,0.2) (0.25,0.25,0.5) (0.2,0.2,0.6) Iowa DOT 
192 937 650 399 121 114 
193 836 574 355 136 137 
194 84 119 141 290 388 
195 125 139 155 264 339 
196 950 663 407 123 114 
197 26 75 124 339 473 
198 242 201 193 241 285 
199 247 206 194 239 284 



































APPENDIX C ABSOLUTE VALUE OF CHANGE IN RANKING 
POSITION FOR ALTERNATIVE COMBINATIONS OF 
COEFFICIENTS 
Table C-1 Absolute Value of Percent Change in Rank (Original versus Alternative2 (0.1,0.45,0.45) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 0 0 0 0 
Minor 1 2 18 39 
Minimal 44 93 126 155 
None 5 5 6 6 
a Number of locations with the corresponding absolute value of percent change 
Table C-2 Absolute Value of Percent Change in Rank (Original versus Alternative3 (0.2,0.4,0.4) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 0 0 0 0 
Minor 0 0 0 2 
Minimal 43 91 141 189 
None 7 9 9 9 




Table C-3 Absolute Value of Percent Change in Rank (Original versus Alternative4 (0.5,0.25,0.25) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 2 3 
Major 0 1 5 11 
Minor 2 6 9 11 
Minimal 38 82 123 163 
None 10 11 11 12 
a Number of locations with the corresponding absolute value of percent change 
Table C-4 Absolute Value of Percent Change in Rank (Original versus Alternatives (0.6,0.2,0.2) Ranking) 




Substantial 0 1 7 13 
Major 2 6 9 12 
Minor 5 9 14 15 
Minimal 37 78 113 153 
None 6 6 7 7 
a Number of locations with the corresponding absolute value of percent change 
Table C-5 Absolute Value of Percent Change in Rank (Original versus Alternative6 (0.7,0.15,0.15) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 1 7 13 21 
Major 2 4 11 12 
Minor 9 14 18 22 
Minimal 34 71 102 138 
None 4 4 6 7 
a Number of locations with the corresponding absolute value of percent change 
Table C-6 Absolute Value of Percent Change in Rank (Original versus Alternative7 (0.8,0.1,0.1) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 3 12 25 34 
Major 8 12 15 18 
Minor 10 12 15 18 
Minimal 25 60 91 126 
None 4 4 4 4 




Table C-7 Absolute Value of Percent Change in Rank (Original versus Alternatives (0.9,0.05,0.05) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 13 26 42 51 
Major 5 8 11 15 
Minor 16 27 37 45 
Minimal 14 36 57 86 
None 2 3 3 3 
a Number of locations with the corresponding absolute value of percent change 
Table C-8 Absolute Value of Percent Change in Rank (Original versus Alternativel 1 (0.45,0.1,0.45) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 9 9 9 13 
Minor 9 21 46 64 
Minimal 26 64 88 116 
None 6 6 7 7 
a Number of locations with the corresponding absolute value of percent change 
_. 
N w 
Table C-9 Absolute Value of Percent Change in Rank (Original versus Alternative12 (0.4,0.2,0.4) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 0 0 0 0 
Minor 7 7 7 10 
Minimal 37 86 135 181 
None 6 7 8 9 
a Number of locations with the corresponding absolute value of percent change 
Table C-10 Absolute Value of Percent Change in Rank (Original versus Alternative13 (0.25,0.5,0.25) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 2 3 11 15 
Minor 5 11 14 20 
Minimal 38 80 119 159 
None 5 6 6 6 




Table C-11 Absolute Value of Percent Change in Rank (Original versus Alternative14 (0.2,0.6,0.2) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 2 5 13 17 
Major 4 12 16 22 
Minor 16 29 33 37 
Minimal 26 52 86 122 
None 2 2 2 2 
a Number of locations with the corresponding absolute value of percent change 
Table C-12 Absolute Value of Percent Change in Rank (Original versus Alternative15 (0.15,0.7,0.15) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 6 18 30 39 
Major 14 25 29 30 
Minor 9 24 36 50 
Minimal 19 31 53 79 
None 2 2 2 2 
a Number of locations with the corresponding absolute value of percent change 
N 
Vl 
Table C-13 Absolute Value of Percent Change in Rank (Original versus Alternative16 (0.1,0.8,0.1) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 22 48 64 74 
Major 9 14 18 25 
Minor 11 27 37 55 
Minimal 6 9 29 44 
None 2 2 2 2 
a Number of locations with the corresponding absolute value of percent change 
Table C-14 Absolute Value of Percent Change in Rank (Original versus Alternativel 7 (0.05,0.9,0.05) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 37 75 96 117 
Major 2 3 7 15 
Minor 7 14 22 33 
Minimal 4 8 25 35 
None 0 0 0 0 




Table C-15 Absolute Value of Percent Change in Rank (Original versus Alternative20 (0.45,0.45,0.1) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 2 7 23 33 
Major 10 24 29 35 
Minor 16 31 41 45 
Minimal 21 37 56 86 
None 1 1 1 1 
a Number of locations with the corresponding absolute value of percent change 
Table C-16 Absolute Value of Percent Change in Rank (Original versus Alternative21 (0.4,0.4,0.2) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 1 1 12 20 
Minor 5 13 23 31 
Minimal 38 79 108 142 
None 6 7 7 7 




Table C-17 Absolute Value of Percent Change in Rank (Original versus Alternative22 (0.25,0.25,0.5) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 1 1 1 1 
Minor 5 9 18 27 
Minimal 39 85 126 167 
None 5 5 5 5 
a Number of locations with the corresponding absolute value of percent change 
Table C-18 Absolute Value of Percent Change in Rank (Original versus Alternative23 (0.2,0.2,0.6) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 0 0 0 0 
Major 5 8 18 26 
Minor 12 25 42 64 
Minimal 30 64 87 107 
None 3 3 3 3 
a Number of locations with the corresponding absolute value of percent change 
N 
00 
Table C-19 Absolute Value of Percent Change in Rank (Original versus Alternative24 (0.15,0.15,0.7) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 3 6 20 32 
Major 7 13 27 49 
Minor 18 34 40 44 
Minimal 19 43 59 71 
None 3 4 4 4 
a Number of locations with the corresponding absolute value of percent change 
Table C-20 Absolute Value of Percent Change in Rank (Original versus Alternative25 (0.1,0.1,0.8) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 8 18 47 81 
Major 10 21 21 21 
Minor 17 32 41 48 
Minimal 13 27 38 47 
None 2 2 3 3 




Table C-21 Absolute Value of Percent Change in Rank (Original versus Alternative26 (0.05,0.05,0.9) Ranking) 
Absolute Value of Most Crucial 50 a Most Crucial 100 a Most Crucial 150 a Most Crucial 200 a 
Percent Change 
Substantial 22 51 83 118 
Major 7 10 12 13 
Minor 13 24 31 38 
Minimal 7 13 21 28 
None 1 2 3 3 





APPENDIX D QUARTILE RANKINGS OF ALTERNATIVE 
COMBINATIONS OF COEFFICIENTS 
Table D-1 25th, 50th, and 75th Quartile Rankings for Original, Alternative2 and Alternative3 Rankings 
Original Altemative2 Altemative3 Original Altemative2 Altemative3 Original Altemative2 Altemative3 
Crucial 25th 25th 25th 50th 50th 50th 75th 75th 75th 
Locations Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 26 25 38 42 39 
Crucial 
50 
Most 25 25 25 50 54 50 75 90 78 
Crucial 
100 
Most 38 38 38 75 83 75 113 140 118 
Crucial 
150 
Most 50 50 50 100 109 100 151 195 158 
Crucial >--' w 
200 
N 
Table D-2 25th, 50th, and 75th Quartile Rankings for Original, Alternative4 and Alternatives Rankings 
Original Alternative4 Alternatives Original Alternati ve4 Alternatives Original Alternative4 Alternatives 
Crucial 25th 25th 25th 50th 50th 50th 75th 75th 75th 
Locations Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 25 25 38 38 38 
Crucial 
50 
Most 25 25 25 50 50 50 75 76 76 
Crucial 
100 
Most 38 38 38 75 75 75 113 113 113 
Crucial 
150 





Table D-3 25th, 50th, and 75th Quartile Rankings for Original, Alternative6 and Alternative7 Rankings 
Original Altemative6 Altemative7 Original Altemative6 Altemative7 Original Altemative6 Altemative7 
Crucial 25th 25th 25th 50th 50th 50th 75th 75th 75th 
Locations Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 25 25 38 38 40 
Crucial 
50 
Most 25 25 25 50 50 50 75 76 85 
Crucial 
100 
Most 38 38 38 75 75 75 113 118 144 
Crucial 
150 
Most 50 50 50 100 100 100 151 172 199 
Crucial w .j:::,. 
200 
Table D-4 25th, 50th, and 75th Quartile Rankings for Original, and Alternatives Rankings 
Original Alternatives Original Alternatives Original Alternatives 
Crucial Locations 25th Quartile 25 th 50th Quartile 50th 75 th Quartile 75th 
Quartile Quartile Quartile 
Most Crucial 50 13 13 25 26 38 60 
Most Crucial 100 
Most Crucial 150 






















Table D-5 25th, 50th, and 75th Quartile Rankings for Original, Alternativel 1 and Alternative12 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 11 12 50th 11 12 75th 11 12 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 25 25 38 42 38 
Crucial 50 
Most 25 25 25 50 50 50 75 84 76 
Crucial 100 
Most 38 38 37 75 76 75 113 144 119 
Crucial 150 
Most 50 50 50 100 104 100 151 199 167 w °' Crucial 200 
Table D-6 25th, 50th, and 75th Quartile Rankings for Original, Alternative13 and Alternative14 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 13 14 50th 13 14 75th 13 14 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 25 25 38 41 47 
Crucial 50 
Most 25 25 25 50 50 50 75 76 94 
Crucial 100 
Most 38 38 38 75 75 75 113 114 126 
Crucial 150 
,_.... 
Most 50 50 50 100 100 100 151 151 173 w -...J 
Crucial 200 
Table D-7 25th, 50th, and 75th Quartile Rankings for Original, Alternative15 and Alternative16 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 15 16 50th 15 16 75th 15 16 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 17 25 31 48 38 63 137 
Crucial 50 
Most 25 25 25 50 60 119 75 146 259 
Crucial 100 
Most 38 38 43 75 84 124 113 188 284 
Crucial 150 
Most 50 50 56 100 107 171 151 242 328 w 00 
Crucial 200 
Table D-8 25th, 50th, and 75th Quartile Rankings for Original, and Alternativel 7 Rankings 
Original Altemativel 7 Original Altemativel 7 Original Altemativel 7 
Crucial Locations 25 th Quartile 25 th 50th Quartile 50th 75 th Quartile 75th 
Quartile Quartile Quartile 
Most Crucial 50 13 33 25 148 38 334 
Most Crucial 100 
Most Crucial 15 0 






















Table D-9 25th, 50th, and 75th Quartile Rankings for Original, Alternative20 and Alternative21 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 20 21 50th 20 21 75th 20 21 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 28 25 38 55 38 
Crucial 50 
Most 25 25 25 50 58 50 75 120 81 
Crucial 100 
Most 38 38 38 75 79 75 113 167 113 
Crucial 150 
1---' 
Most 50 50 50 100 104 100 151 187 154 +::,,. 0 
Crucial 200 
Table D-10 25th, 50th, and 75th Quartile Rankings for Original, Alternative22 and Alternative23 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 22 23 50th 22 23 75th 22 23 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 25 25 38 38 39 
Crucial 50 
Most 25 25 25 50 50 50 75 78 86 
Crucial 100 
Most 38 38 38 75 75 75 113 118 135 
Crucial 150 
>--' 
Most 50 50 50 100 100 104 151 181 240 .,J::::. >--' 
Crucial 200 
Table D-11 25th, 50th, and 75th Quartile Rankings for Original, Alternative24 and Alternative25 Rankings 
Original Alternative Alternative Original Alternative Alternative Original Alternative Alternative 
Crucial 25th 24 25 50th 24 25 75th 24 25 
Locations Quartile 25th 25th Quartile 50th 50th Quartile 75th 75th 
Quartile Quartile Quartile Quartile Quartile Quartile 
Most 13 13 13 25 27 37 38 46 60 
Crucial 50 
Most 25 25 28 50 52 62 75 99 125 
Crucial 100 
Most 38 38 39 75 79 89 113 167 247 
Crucial 150 
...... 
Most 50 50 52 100 111 128 151 363 649 N 
Crucial 200 
Table D-12 25th, 50th, and 75th Quartile Rankings for Original, and Alternative26 Rankings 
Original Altemative26 Original Altemative26 Original Altemative26 
Crucial Locations 25 th Quartile 25 th 50th Quartile 50th 75 th Quartile 75 th 
Quartile Quartile Quartile 
Most Crucial 50 13 19 25 59 38 100 
Most Crucial 100 
Most Crucial 150 







































10 19 28 37 46 55 64 
Locations 
Original Ranking Filter1 Ranking I 
Figure E-1 Original versus Filterl ranking for the most crucial 100 locations 


















10 19 28 37 46 55 64 
Locations 
Original Ranking Filter2 Ranking I 
Figure E-2 Original versus Filter2 ranking for the most crucial 100 locations 
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Locations 
Original Ranking (0,0.5,0.5) Ranking I 
Figure E-3 Original versus (0,0.5,0.5) ranking for the most crucial 100 locations 





















10 19 28 37 46 55 64 
Locations 
Original Ranking (1,0,0) Ranking [ 
Figure E-4 Original versus (1,0,0) ranking for the most crucial 100 locations 
-+::-
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10 19 28 37 46 55 64 
Locations 
I Ranking Ranking I 
Figure E-5 Original versus (0.5,0,0.5) ranking for the most crucial 100 locations 
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Figure E-6 Original versus (0,1,0) ranking for the most crucial 100 locations 
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Figure E-7 Original versus (0.5,0.5,0) ranking for the most crucial 100 locations 
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