We present a recognition-based user tracking and augmented reality system that works in extreme large scale areas. The system will provide a user who captures an image of a building facade with precise location of the building and augmented information about the building. While GPS cannot provide information about camera poses, it is needed to aid reducing the searching ranges in image database. A patch-retrieval method is used for efficient computations and real-time camera pose recovery. With the patch matching as the prior information, the whole image matching can be done through propagations in an efficient way so that a more stable camera pose can be generated. Augmented information such as building names and locations are then delivered to the user. The proposed system mainly contains two parts, offline database building and online user tracking. The database is composed of images for different locations of interests. The locations are clustered into groups according to their UTM coordinates. An overlapped clustering method is used to cluster these locations in order to restrict the retrieval range and avoid ping pong effects. For each cluster, a vocabulary tree is built for searching the most similar view. On the tracking part, the rough location of the user is obtained from the GPS and the exact location and camera pose are calculated by querying patches of the captured image. The patch property makes the tracking robust to occlusions and dynamics in the scenes. Moreover, due to the overlapped clusters, the system simulates the "soft handoff" feature and avoid frequent swaps in memory resource. Experiments show that the proposed tracking and augmented reality system is efficient and robust in many cases. 
INTRODUCTION
The Global Positioning System (GPS) is a space-based satellite system that can provide location information anywhere where there is an unobstructed line of sight to more than three satellites. It precisely times the signals sent by GPS satellites and then determines the distances to these satellites. These distances and the locations of satellites are used to calculate the position of GPS receivers. While GPS system is widely used to aid navigation, however, many applications demand more accurate locations and more detailed sensor information for better environment-interaction capabilities.
Vision sensors provide a tremendous amount of information about the user's environments. They are considered one of the most powerful sources of information among all the sensors. Not only can they be used to provide more accurate location information, they can also provide users with more context-based information such as appearance information about the buildings. However, due to the wealth of information provided by vision sensors, the processing usually takes much longer time than other types of sensors like ultrasound sensors and inertial sensors. Besides, a picture itself provides no information about locations. The location can be estimated by matching images in the database. Therefore, image querying is an essential process, which will consume extra computational resource.
Determining locations from vision-based sensors is a critical problem in the vision and robotics community. When a user obtains information from its optical sensors, the visual information is summarized and compared with the existing landmarks. Point-based features such as SIFT [11] or SURF [3] are usually used in the matching process due to their robustness. However, because of the complexity for such feature generations and matchings, the image retrieval and matching processes are not fast enough for some applications such as real time tracking and augmented reality.
We propose a novel system that can track the user with augmented information in large scale areas. The system can work in real time through speeding up the retrieval and matching processes. With the GPS information, the system first selects the nearest cluster and load the corresponding database. Then for the image captured by the user, the system picks the most promising part of the image and use it to query the best matching patch in the existing database. The query results are used to refine the user's location. The calculated camera pose is still not stable or accurate enough for some applications like augmented reality since the querying features are located in a small area on the image. So in the next step, an algorithm is designed to propagate matchings to the whole image. The searching range for feature matchings is largely limited. Therefore, the speed for matchings will be significantly increased and the calculated camera pose will be more accurate.
Another advantage of our proposed framework is its ability to handle occlusions and dynamics. It is common that the newly captured images are different from existing images in the database due to moving passengers and objects. The proposed algorithm will pick some patches that are from the non-occluded parts and match them in the database. In most cases, the proposed framework is robust to large occlusions and dynamics.
The remainder of this paper presents the proposed system in more details. After discussing some related work in Section 2, we provide an overview of our proposed system in Section 3. The process of building the database is presented in Section 4. Following that, we talk about the recognition-based user tracking in Section 5. In Section 6, we propose a propagation method for camera pose refinement. We show experimental results in Section 7 and conclude the paper in Section 8.
RELATED WORK
Over the past years, many vision-based localization systems have been proposed. Depending on the features they use to describe the images and the method they exploit to do the matchings, these systems can be divided into two categories. In the first category [7, 8, 5, 4] , simple features like lines and colors are used, but sophistic learning techniques are usually required to locate the users. Horswill [7] extracts features around the environment like walls, doors or openings and identify the robot position according to these features. The algorithm is efficient due to its specialization to its task and environment. In [8] , the vertical lines are extracted from images and combined with distance information which is obtained from ultrasound sensors. A Bayesian network is used for the combination and estimation of the robot location. Dodds and Hager [5] use a color interest operator consisting of a weighted combination of heuristic scores to identify landmarks. The operator can select regions that are robust representations for scenes recognition. A Bayesian filtering method was proposed in [4] . It uses samplingbased representation method and localizes the robot by using scalar brightness measurement.
In the second category, more sophisticated features are used [15, 16, 19, 9] . In [15] , Se et al. propose a vision-based simultaneous localization and mapping (SLAM) system by tracking the SIFT features. SIFT features [11] are robust in scale, orientation and viewpoint variations so they are good natural visual landmarks for tracking over long periods of time from different views. Tamimi et al. [16] propose an approach that reduces the number of features generated by SIFT, and with the help of a particle filter, the robot location can still be estimated accurately. In [19] , Wolf et al. use local scale-invariant features and combine with Monte-Carlo localization to estimate robot positions. The system is robust against occlusions and dynamics such as people walking by. In [9] , scaleinvariant features are also used, and they are combined with a proposed probabilistic environment model in order to locate the robot.
To match images in large-scale database, image retrieval techniques are usually exploited [19, 10, 17, 13] . Wolf et al. [19] make use of image retrieval technique together with sample-based Monte Carlo localization to extract the possible viewpoints for the current image. Krose and Bunschoten [10] describe a vision based localization method that uses principal component analysis on images captured at different locations. In [17] , Ulrich and Nourbakhsh propose an efficient approach that uses color histogram matchings for localization. The color images can be classified in real-time based on nearest-neighbor learning and voting scheme. In [13] , Nister and Stewenius proposes a recognition scheme that scales to large number of objects. The scheme builds upon indexing descriptors based on SIFT features and efficiently integrates indexing and hierarchical quantization with a vocabulary tree.
Some systems are not specially designed for localization purpose but try to recognize objects with less computational cost. Wagner et al. [18] presents a modified SIFT that is created from a fixed patch size of 15x15 pixels and form a descriptor with only 36 dimensions. The modified feature is used for efficient nature tracking with interactive speed on current-generation phones. Henze et al. [6] combines the simplified SIFT with a scalable vocabulary tree to achieve interactive object recognition on mobile phones. The simplified features consume less computational cost which is necessary for mobile applications. Azad et al. [2] present a combination of the Harris corner detector and the SIFT descriptor, which computes features with a high repeatability and good matching properties. By replacing the SIFT keypoint detector with extended Harris corner detector, the algorithm can generate features in real time.
The techniques described above match images captured by vision sensors with existing landmarks in the database. The goal of this paper is to propose a novel system that can track users in large scale areas and provide with augmented information. We describe how the landmarks are built in the database and how the image can be queried efficiently.
In practical experiments we demonstrate that our system is able to locate the user and recover the camera pose at the real time speed and is robust to large occlusions and dynamics. The system consists of two main parts, database building and user tracking. As shown in Fig. 2 , each part contains several steps. In database building process, first we select locations of interests in the large-scale area and take images from different viewpoints for each location. Then we use the bundler algorithm [1] to build a 3D point cloud per location. The point cloud is manually registered with the world coordinates, i.e. assigning the UTM coordinates, adjusting the scale and orientation. We use overlapped clustering method to cluster these locations so that each cluster contains a few nearby locations. The images are partitioned into smaller patches and the patches in each cluster are put into a vocabulary tree for retrieval in the tracking process.
OVERVIEW OF THE SYSTEM
For the online tracking part, the user's rough location is obtained through GPS device so that the closest cluster is determined. Due to the inaccuracy of GPS devices, the locations that are nearly close to two or more cluster centers will be assigned to these clusters at the same time. An overlapped clustering method that is based on k-means is used. When a user captures a new image, the image is partitioned into patches and the most distinctive patches are used for retrieval through the corresponding vocabulary tree. The more accurate location information and the camera pose can be recovered from 2D to 3D matchings. We will discuss each step in more details in the following sections.
DATABASE BUILDING
We use similar method in [1] to build the environment. Instead of obtaining images from the web and cover the whole area, we take images ourselves and only cover the locations of interests such as facades of buildings. At each location, the images are taken from different views at different distances. SURF features [3] are used due to its fast speed and robustness. Moreover, the UTM coordinates and building-related information for each location are also recorded. Such information can be obtained from GPS device or manually input. In our system, 120 locations are recorded. For each location, we take 10 images from different viewing angles and distances. Therefore, there are totally 1,200 images in our database.
Overlapped Clustering with K-Means
To reduce the searching range, we cluster the locations of interests into groups. The user is associated with the cluster whose center is nearest to his or her rough location. Such location is represented as the UTM coordinates returned from GPS device, so the retrieval process can be done within the cluster. To build overlapped K clusters, we first use traditional k-means clustering method to get K non-overlapped clusters. For those locations that are at the boundaries, we assign them to all those clusters that are nearly close as the closest one. The steps are shown as follows, 1. Suppose there are N different locations, and the UTM coordinates (easting and northing) for location i are L i = (X i ,Y i ), i = 1..N. Let the maximum error caused by a GPS device be E and the longest distance from which a user is allowed to take pictures for a location be D. Let H be the threshold for handoff (we will discuss in later section). We want to cluster the locations into K groups.
2. (Traditional K-means) Randomly select K locations. We consider these K locations as the centers of K clusters.
3. For each location, assign it to the cluster whose center is nearest to it.
4. For each cluster, recalculate the cluster center. Repeat step 3 and step 4 until it converges. Then goto step 5.
5. (Overlapped assignment) For each location i, let d i be the distance to the nearest cluster center. Let centers for the K clusters be C j = (X j ,Y j ), j = 1..K. We assign the location i to cluster j if and only if
The step 2 to step 4 are traditional k-means clustering method. We add one more step for overlapped assignment to handle three problems. Firstly, the instability and inaccuracy of GPS. Secondly, the position of the user is usually different from the location of interest. Thirdly, the user may go back and forth within certain areas, which can cause unnecessary swaps of databases in the memory.
In our system, we have N=120 locations. We want to cluster them into K=5 groups. The clustering results are shown in Fig. 3 . 
Image Partitioning
When we build the database, instead of bagging SURF features based on images, we make smaller bags that are based on patches. For an 8 by 8 partitioning, there are totally 15 × 15 + 7 × 7 + 3 × 3 + 1 = 284 patches. Therefore, there are totally 1200 × 284 = 340, 800 patches so on average 340, 800/5 = 68, 160 patches for each cluster. Moreover, we will remove those patches that contain too few features since they are not good representations for the locations. After removal, there are around 30,000 to 40,000 patches per cluster.
As we can see, many of the patches have duplicate SURF features. In another word, each SURF feature is contained in many different patches. Therefore, when we calculate the visual words of these features, we need to make sure each feature is only calculated once to avoid overheads caused by partitioning. It is also important to note that we should calculate the SURF features first and then partition them into patches. Otherwise, the features near the patch boundary will not be correctly described.
Scalable Vocabulary Tree with Patches
Every patch is represented by a bag of SURF features. For a large number of patches, to compare the 64-dimension-vector SURF features for every two images is extremely expensive. Vocabulary tree is usually used to quantize SURF into more compact features. A vocabulary tree is a hierarchical-structured tree that can efficiently integrate quantization and classification. The classification results can be further used as indexing based on well-designed scoring scheme. The quantization is built by hierarchical k-means clustering. The tree can be trained unsupervisely with a large set of SURF features. In our implementation, the vocabulary tree has 6 levels and each level has 10 branches. So there are 1 million leaf nodes or classes.
A patch usually contains hundreds of features, and each feature generates a visual word by going through the vocabulary tree, so a patch can be represented by the bag of visual words. It can be further described by the frequency or distribution of visual words, and such distribution can be represented by a vector. The length of the vector is the same as the number of leaf nodes. To compare two patches, we only need to compare the two distribution vectors. Though the vector is very high-dimensional, there are only a few non-zero elements, so the comparison can be done in little time. When a new patch is queried, a score is calculated for each comparison with every patch containing the same nodes along the path.
To calculate the distribution vector for a patch, the most time consuming part is the quantization process. Instead of going through the vocabulary tree patch by patch, we first do the quantization for all the features in the image to avoid duplicate quantization. The distribution vectors can be calculated hierarchically in a simple way as follows.
As shown in Fig. 5-(a) , let the number of features for these patches be N 1 to N 6 . The distribution vectors for patch 7 and patch 8 can be simply calculated as,
For each image, though we have 284 distribution vectors instead of one vector, the total amount of time used for calculating the vectors is negligible compared to the quantization process. For a 640 × 480 image on a 4GHz CPU, the total amount of time used for the quantization process is about 70-80ms, and the time to calculate all the vectors is about 2-4ms. Therefore, the overheads for image partitioning are no more than 3 percent.
RECOGNITION-BASED TRACKING
For the online stage, we first associate the user with the nearest cluster. The most distinctive patches in the new image will be matched with images in the corresponding database. The over- lapped clusters are used to achieve "soft handoff" feature. The use of patches will greatly increase the speed for retrieval thus reduce the localization time. With careful selection of the patch used for retrieval, the performance is still competitive with using the whole image. In the cases that large occlusions exist, the patch-based method can have even better performance.
Cluster Association and Soft Handoff
With the user's UTM location provided by GPS, the cluster whose center is nearest to the user can be found. The corresponding database will then be loaded to the memory. However, when a user is at some locations that are nearly close to two cluster centers and frequently crosses the boundary, there will be unnecessary swaps of memories. Therefore, we set a handoff threshold H to avoid such overheads. As shown in Fig. 6 , C 1 and C 2 are two clusters. The user is initially at point a, which is closer to cluster C 1 . When the user crosses the boundary to point b which is closer to cluster C 2 , he or she is still associated with cluster C 1 . The association will not change if the user goes back to point a. However, if the user goes further with extra distance H to point c, the association will be changed to cluster C 2 . When he or she goes back to b or a, the user is still associated to cluster C 2 . In our system, since the GPS has an error E and the user may take pictures with distance D from the location of interest, we will use max(E, D, H) instead of H.
Patch Distinctiveness
Similar to the partitioning in database building process, an image is partitioned into 8 by 8 smaller patches. However, in the querying process, we do not overlap patches so only 64 patches are used.
For each image, the top 5 patches are selected according to the number of features, as shown in Fig. 7 . The quantization process for these patches is about 10-20ms, which is 5 to 8 times faster than using the whole image. The patch with the most number of features is considered the one with the wealthiest visual information. However, these features may not be the best for image retrieval because some features may not be as distinct as others to identify the patch. By learning the database images, we can learn about the distinctiveness for the features. One way to measure feature distinctness is to calculate the feature frequencies. For a specific feature, the more patches that contain it, the less distinctive the feature is. Reversely, if the feature is contained only in one patch, such feature is considered very distinctive. For any quantized features (visual words), we count the number of patches that contain it. Only the smallest non-overlapping patches in the database are counted.
The process is shown with a simpler vocabulary tree in 
With such weights, features a and b are less distinctive compared to features c, d and e. Features c and d are similar so they should be less distinctive than feature e. However, the above assignment can not distinguish this.
We improve this by assigning weights to nodes along a feature path at different levels. For a n-level vocabulary tree, the weights are 1 2 n , 1 2 n−1 , ..., 1 2 for nodes at level 1 to level n. For any path in a vocabulary tree, let the number of patches that go through a node in level i be N i . Then the frequency and weight of the path p can be calculated as,
With the new weight assignment, frequencies for a to e are calculated as, f a = f b = 2, f c = f d = 1.5, f e = 0.875. In this way, e is considered more distinctive than c and d.
With the top 5 patches selected, we will measure the distinctiveness for each patch by summing the weights of all the features in the patch. Then the 5 patches are ranked according to these distinctiveness. The ordered patches are used for querying in the database.
Querying with Patches
The more distinctive the patch is, the higher probability that the correct patch will be retrieved in the database. Therefore, we start patch retrieval in the order of distinctiveness. In the retrieval process, a similarity score is assigned to each patch in the database that contains same features with the querying patch.
For any two patches, the similarity score can be calculated by multiplying the two distribution vectors of the patches. To consider the distinctiveness for different features, we multiply with the distinctiveness weights in calculating the scores. Let v 1 and v 2 be the two vectors with length n, and v 1 = (e 11 e 12 ...e 1n ) and v 2 = (e 21 e 22 ...e 2n ). The score S 12 is calculated as,
where w p is the distinctiveness weight for path p.
For each of the selected 5 querying patches, the top 3 patches in the database with highest scores are returned. As shown in table 1, the top 1 query results are not always reliable. However, the probability is more than 90% that the correct patch is in the top 3 returned patches by querying the best selected patch. The accuracy rate of retrieval can be further increased by querying more patches. From the table, we see that using 3 out of the 5 patches will increase the accuracy to more than 95%, but using all the 5 patches cannot increase further much. Therefore, we will use 3 querying patches which will totally return 9 patches. Table 1 : The accuracy rate for patch retrieval. The value at ith column, jth row means the probability that the correct patch can be returned by querying j patches with each returning top i results.
To find the correct patch, RANSAC is used to guarantee that the matchings are correct. In our implementation, we set the threshold value for inliers to be 20. On average 4 patch matchings are needed, which cost about 10-15ms.
More Accurate Locations
When we build the database with method in [1] , for each location of interests, a 3D feature point cloud is generated from images at different positions and views. Each 3D feature point corresponds to some 2D features in the database patches. When we match features from the querying patch with the features in the retrieved patch, we also find feature matchings with the 3D points. Therefore, the camera pose can be calculated from the 2D to 3D matchings.
Let camera position for the returned patch be L w = (X w ,Y w , Z w ) in world coordinates. Let the camera pose of returned patch in the camera coordinates be P c = [R c |T c ], and the pose of current camera
where Z w is set to 0 if the height information is unknown.
CAMERA POSE REFINEMENT
The location information is obtained through patch querying and camera pose calculation. However, the calculated pose is not accurate enough for some other applications. For example, many augmented reality applications usually needs high accuracy in order to correctly place the virtual objects into the real scenes. The pose calculated with two patches is not accurate because all the features are located in a small area. With matching propagations, we can obtain a much refined pose.
Matching Propagations
We can calculate the homography from the matched features in the two patches. This is reasonable because most building facades are more or less planar-like. With the estimated homography transform H 1 , we can estimate the locations of the matches for other feature points that lie outside the patch. The procedure is shown in Fig. 8 . The red rectangles represent the two matching patches. H 1 is calculated from the matched features, and x 2 is one of feature points that are outside the patch. The location of corresponding point for x 2 can be estimated by H 1 · x 2 , which is represented by x 2 in the figure. Therefore, we can find the real match point x 2 by searching the neighboring area. Not all the matches of feature points lie at nearby area. For example, after the first propagation, x 3 , the real match point of x 3 is probably far from the estimated match point x 3 which is calculated from H 1 . This is due to the fact that the further the feature points are from the matched pairs, the larger errors are produced by such homographic transformation. Therefore, one-time propagation is not enough. For an image that is partitioned into a 8 by 8 patches, we use three propagations. The propagation steps are one patch, two patches and four patches, which are shown in Fig. 9 .
With the proposed propagations, the searching area for feature matchings can be largely restricted. Another advantage of such matching scheme is that RANSAC process can be simplified. This is because the number of outliers is largely reduced by restriction of searching areas. We randomly select two inliers p 1 and p 2 in the patch, and two matched feature points p 3 and p 4 in the propagation area. The four matching pairs are used to calculate the homography, and it is used to determine the outliers. If there are too many outliers, it is very possible that the selected points p 3 or p 4 is an outlier. In this case, we randomly choose another two points and calculate the pose again. If the number of outliers is small, we remove these outliers and calculate the pose using all the matched points.
The matching time with 3 propagation steps is about 15-25ms, while it usually take 120-160ms without the proposed patch-approach and such propagations.
Pose Refinement with Propagations
When the camera pose is estimated with features in the patch area, the calculated pose is not accurate. The accuracy can be improved through matching propagations. When the matchings are propagated to the whole image, the calculated pose is accurate enough for most applications. As described in previous section, the propagation method is 5 to 6 times faster than the traditional way of feature matchings. As shown in Fig. 10 , the reprojection errors of all the matching points are shown. We can see that the errors after the third propagation are the smallest. Without any propagations, the reprojection errors are large for the features that are far from the patch. For ex- ample, the errors in the third propagation area are much larger than the errors in the second propagation area, and those errors in the patch area are close to 0. Figure 11 shows similar results but only reprojection errors of the inliers are displayed.
EXPERIMENTAL RESULTS

System Speedup
With the overlapped clustering, we can reduce the database size so that the retrieval performance will not be hurt due to its large scale. The retrieval time is reduced by querying a patch instead of querying the whole image. The matching speed is increased through first matching with a smaller patch and then propagating to the whole image. Therefore, the whole process is speeded up. Table 2 shows the comparisons of computing time between the framework with patch-approach and the one without patch-approach. 
490-540
325-345 40-55% Total (2) 225-275 60-80 200-400% Total (3) 205-255 40-60 300-500% From the experiments, we conclude that if SURF detector is used, the performance can be increased by up to 50%. If faster detectors such as extended Harris corner detector [12] or FAST corner detector [14] are used, the performance will be increased significantly which can be up to 2 to 5 times. This is because patch retrieval and matching process become the most time consuming parts in the whole system.
Localization and Augmented Reality
We conduct many experiments for our localization system in the outdoor. Some of the results are shown In Fig. 7.2 and Fig. 7.2 . As we can see, the system is demonstrated to be robust for many different cases such as image captured with rotations, at different distances and with large occlusions. The user locations are displayed by red dots in the map. The building names and locations are also displayed with a 2D label and a 3D sign in the captured images.
CONCLUSION
We propose an efficient system for user tracking and augmented reality in large scale area. The system is composed of two parts, offline database building process and online user tracking process. The database is built from images captured at many locations with different viewing directions and distances. The locations are clustered with overlaps for limiting the database size. The images are partitioned into patches of different sizes. Each patch is represented by the distribution of visual words, which are generated from the quantization of SURF descriptors. A 3D points cloud is also formed for each location, which is used for pose calculation. At the online stage, the new image is also partitioned into smaller patches. The nearest cluster is selected and the most distinctive patch is used to retrieve the similar patches in the corresponding database for that cluster. The camera pose can be calculated from the 2D to 3D matchings. Since the features are located in a small area, the calculated pose is not accurate enough for augmented reality applications. Therefore, the pose is further refined through matching propagations in an efficient way.
Experiments show that the proposed system works well in large scale areas. Furthermore, the system is demonstrated to be robust to large occlusions and dynamics in the images. Through matching propagations, the pose can be generated with expected accuracies. 
