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Abstract: Identification of altered glucose levels in serum is the main indicator for diabetes, 
where control levels are classed as <100 mg/dL, and altered levels are classified as pre-
diabetic (100-125 mg/dL) or diabetic (>125 mg/dL). Herein, we propose a method to identify 
control, pre-diabetic or diabetic simulated and real-world samples based on their glucose 
levels using classification-based variable selection algorithms [successive projections 
algorithm (SPA) or genetic algorithm (GA)] coupled to linear discriminant analysis (SPA-
LDA and GA-LDA) towards analysing red-green-blue (RGB) digital images. Images were 
recorded after glucose enzymatic reaction, whereby 250 μL of reactant content of samples 
were captured by using a common cell phone camera. Processing was applied to the images 
at a pixel level, where 72.2% of the pixels were correctly classified as control, 79.2% as pre-
diabetic and 90.9% as diabetic using SPA-LDA algorithm; and 76.8% as control, 81.4% as 
pre-diabetic and 91.7% as diabetic using GA-LDA algorithm in the validation set containing 
nine simulated samples. Eight real-world samples were measured as an external test set, 
where an accuracy using GA-LDA was found to be 92%, with sensitivities ranging from 70-
100% and specificities ranging from 90-99%. This method shows the potential of variable 
selection techniques coupled with digital image analysis towards blood glucose monitoring. 
 
Keywords: Glucose; diabetes; digital images; colorimetry; variable selection  
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Introduction 
 Image processing is an emerging analytical technique with great potential towards 
colorimetry. Advantages including low-cost, high portability, sensitivity, fast data acquisition 
and translation to in situ applications make the use of digital images very attractive as a 
possible alternative method to visible spectroscopy. This is achievable by processing red-
green-blue (RGB) channels composed of pixels that combined produce millions of colours 
with greater details than the human eye can see (Solomon and Breckton 2011). Applications 
in analytical sciences includes qualitative and quantitative analysis, in fields such as food 
monitoring (Benedetti et al. 2015; Lyra et al. 2014; dos Santos and Pereira-Filho 2013), 
environmental analysis (Firdaus et al. 2014; Andrade et al. 2013), forensic investigations 
(Choodum and Daeid 2011; Choodum et al. 2013; Tosato et al. 2016), and clinical assays 
(Xia et al. 2015; Morais and Lima 2014; Morais and Lima 2015; Morais et al. 2016a). 
Despite limitations, the use of cell phones cameras for these types of applications further 
increases their potential, since with a cell phone one could be potentially carrying a portable 
spectrometer in their pocket (Scheeline 2016). 
  For these image processing applications, there are several methodologies that can be 
used to extract the colour signal and relate it with the substance of interest. Examples include 
using single channel intensities or absorbances (Morais and Lima 2014; Morais et al. 2016b; 
Christodouleas et al. 2015; Moraes et al. 2014), sets of colour intensities or absorbances 
(Morais et al. 2016a; Morais et al. 2018), and colour histograms (Capitán-Vallvey et al. 
2015). The use of full images in a pixel perspective can also be used for these applications, 
where the level of pre-processing is reduced thus keeping the data as original as possible. The 
computation of such signals are performed by either univariate or multivariate approaches, in 
which the latter has significant advantages, e.g., being able to work with data in the presence 
of unknown interferences. 
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 Variable selection is a data reduction method much applied to spectroscopy data, 
where the original set of variables is reduced to a small number of features representing the 
most important information in the original data. Successive projections algorithm (SPA) 
(Soares et al. 2013) and genetic algorithm (GA) (McCall 2005) are two variable selection 
methods with great potential for such applications. SPA is a forward feature selection method 
operating by solving co-linearity problems, wherein the variables whose information content 
is minimally redundant are selected. This is achieved through a series of interactions, starting 
with one variable (e.g., pixel value), and then incorporating a new one at each interaction 
until a specified number of variables is reached (Theophilou et al. 2018). As a main 
advantage, SPA maintains the same variable space, so the selected features have the same 
physical meaning of the original data. Similarly, GA also reduces the original data to features 
in the same variable space; however, this is achieved following an evolutionary process 
mimicking Mendelian genetics. GA is built in an interactive process using combinations, 
recombination and mutations, to evolve sets of initial variables (chromosomes) though a 
certain number of generations until the best solution of a problem (e.g., discrimination of two 
images clusters) is found. The set of variables with a higher chance of achieving this goal is 
selected (Theophilou et al. 2018). 
 Despite these obvious advantages of feature selection, there are only a few 
applications using SPA or GA for processing digital images. Some examples include 
classification of biodiesel (Costa et al. 2015), edible vegetable oil (Milanez and Pontes 2014), 
tea (Diniz et al. 2012; Diniz et al. 2015), and coffee (Souto et al. 2015). Herein, we explore 
the application of SPA-linear discriminant analysis (SPA-LDA) and GA-linear discriminant 
analysis (GA-LDA) towards detecting altered glucose levels in simulated-diabetic and real-
world serum samples. Glucose in serum is the main indicator for diabetes, where levels >99 
mg/dL are an indicator of a pre-diabetic state, and >125 mg/dL of diabetes. To the best of our 
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knowledge, this is the first time that these algorithms have been applied towards detecting 
altered levels of glucose based on digital images. 
 
Materials and Methods 
Samples 
 Thirty samples were prepared for analysis (22 simulated and 8 real-world samples). 
Samples assigned as “control” (8 simulated samples, 2 real-world samples) had glucose 
concentrations ranging from 12.5 to 99 mg/dL; samples assigned as “pre-diabetic” (9 
simulated samples, 2 real-world samples) had glucose concentration ranging from 101 to 121 
mg/dL; and samples assigned as “diabetic” (5 simulated samples, 4 real-world samples) had 
glucose concentration ranging from 126 to 200 mg/dL. Simulated samples were prepared 
based on simulated serum solutions. These samples were composed of glucose diluted with 
benzoic acid (20.47 mmol/L) as preservative in a buffer solution (pH 7.0), traceable to the 
National Institute of Standards and Technology (NIST) SRM 917. Real-world samples were 
obtained from volunteers with informed consent. The colorimetric enzymatic reaction for 
glucose determination was performed using the Bioclin (Quibasa Química Básica Ltd., 
Brazil) commercial kit (reference code k.082-2). This reagent is composed of 4-
aminoantypyrine (0.3 mmol/L), phenol (10 mmol/L), glucose oxidase (>10,000 U/L), 
peroxidase (>700 U/L) and sodium azide (15.38 mmol/L) in a buffer solution (pH 7.0). In 
this reaction, glucose reacts with glucose oxidase in the presence of oxygen forming 
hydrogen peroxide and δ-D-gluconolactone; then, the hydrogen peroxide reacts, in the 
presence of peroxidase, with 4-aminoantypyrine and phenol, forming quinoneimine, a cherry 
chromogen whose colour intensity (λmax = 500-505 nm) is proportional to the glucose 
concentration (Menezes et al. 2015). This reaction was carried out in microcentrifuge tubes 
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incubated for 10 min at 37ºC. Reference measurements of glucose concentration were carried 
out using a ultraviolet-visible (UV-Vis) spectrometer BIO-2000 (Bioplus Ltda, Brazil) with 
absorbance readings at 505 nm by using a pre-built calibration curve. 
Image acquisition 
 After reaction, 250 μL of sample were transferred to a 96-microwell enzyme-linked 
immunosorbent assay (ELISA) plate (Fischer Scientific, USA), which acts as a sample holder 
for image acquisition. The microplate’s image was captured by a Sony Xperia C smartphone 
with camera resolution of 8 megapixels, with a distance of approximately 15 cm from the cell 
phone to the samples. The image was saved in .JPG format and further processed by cutting 
the regions of interest (ROI) for each microwell with a size of 63 × 66 pixels by using GIMP 
2.10 software (https://www.gimp.org/). 
Computational analysis 
 The ROI images were imported and processed within MATLAB R2014b environment 
(The MathWorks, Inc., USA) using lab-made routines. Initially, each image with size 66 × 63 
× 3 was decomposed into RGB channels, forming a single image with size 66 × 189 (i.e., 66 
× 63 times 3). The simulated samples’ images were separated into training (n=13) and 
validation (n=9) sets using the Kennard-Stone sample selection algorithm (Kennard and 
Stone 1969). The real-world samples’ images were assigned to an external test set used to 
evaluate the model performance towards real-world samples. 
 SPA-LDA and GA-LDA algorithms were applied to the image data by using SPA and 
GA for variable selection, followed by a linear discriminant classifier applied based on a 
Mahalanobis distance calculation (Morais and Lima 2018) between the pixels of each image. 
SPA and GA reduce hundreds of pixels to a small number of orthogonal variables in the same 
spatial domain (pixels), where the calculation of inverse matrix operations in LDA can be 
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achieved with high accuracy. The optimization of SPA-LDA and GA-LDA for selecting 
variables was performed within the training set according to the lowest risk of 
misclassification 𝐺 as follows (Siqueira et al. 2017): 
𝐺 =
1
𝑁
∑ 𝑔𝑛
𝑁
𝑛=1           (01) 
in which 𝑁 is the number of training samples and 𝑔𝑛 is defined as follows: 
𝑔𝑛 =
𝑟2(𝑥𝑛,𝑚𝐼(𝑛))
min𝐼(𝑚)≠𝐼(𝑛) 𝑟2(𝑥𝑛,𝑚𝐼(𝑚))
         (02) 
where 𝑟2(𝑥𝑛, 𝑚𝐼(𝑛)) is the squared Mahalanobis distance between pixel 𝑥𝑛 (of class index 
𝐼(𝑛)) and the centre of its true class 𝑚𝐼(𝑛); and 𝑟
2(𝑥𝑛, 𝑚𝐼(𝑚)) is the squared Mahalanobis 
distance between pixel 𝑥𝑛 and the centre of the closest wrong class (𝑚𝐼(𝑚)). GA was 
performed though 100 generations, having 200 chromosomes each. Crossover and mutation 
probability were set to 60% and 1%, respectively. GA was repeated three times, and the best 
result chosen. 
 
Results and Discussion 
The RGB images captured after enzymatic colorimetric reaction were separated into 
three classes according to their glucose levels: control (glucose <100 mg/dL), pre-diabetic 
(100 mg/dL ≤ glucose ≤ 125 mg/dL) and diabetic (glucose >125 mg/dL). These images are 
shown in Figure 1. 
[Insert Figure 1 here] 
 Clearly, there is a colour variation between the images in which the diabetic samples 
are darker (higher glucose concentration) and the control samples are lighter (lower glucose 
concentration). The pre-diabetic samples have coloration in between the two classes. This 
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tendency is confirmed by the colour pixel values for each image in the RGB channels (Figure 
2). For the red (Fig. 2a), green (Fig. 2b) and blue (Fig. 2c) channels, the pixels with larger 
intensity (closer to 1, lighter colour) are from class control, followed by pre-diabetic and 
diabetic samples (closer to 0, darker colour). Nevertheless, there are some degrees of 
superposition between the pixels, especially for the pre-diabetic class where pixels are 
observed superposing the other two classes. Although the colorimetric solution is 
homogeneous by nature, surface deformities, ambiance lighting, shades and other 
environmental effects cause colour variations on the image surface giving a heterogeneous 
multivariate nature to the data. Such variations are depicted by means of the coefficient of 
variation (CV) across the x- and y-axis coordinates of the average image for each class 
(Figure 3). Therefore, multivariate variable selection algorithms could act as tools to remove 
these effects and filter only chemically-relevant pixel positions. 
[Insert Figure 2 here] 
[Insert Figure 3 here] 
 Multivariate analysis was employed by means of SPA-LDA and GA-LDA algorithms 
for classifying the images pixels into one of the three classes. SPA-LDA selected 11 variables 
for model construction identified by vertical lines in the RGB images in Figure 4. Most of the 
variables are in the blue channel (6 variables), followed by the green (3 variables) and red (2 
variables) channels. This indicates a higher degree of importance of the blue channel towards 
glucose concentration. This same trend has been previously observed for glucose based on 
higher resolution images obtained with a desktop scanner, where the blue channel and 
glucose concentration exhibited a linear relationship in the range between 12.5 and 100 
mg/dL with an R2 of 0.984 (Morais and Lima 2014). This happens because the absorption 
centre of the blue channel is at 435.8 nm, which is closer to the absorption region of 
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quinoneimine formed during glucose enzymatic colorimetric reaction (500-505 nm) 
(Menezes et al. 2015), and farther from the green (546.1 nm) and red (700.0 nm) channels 
(Petrou and Petrou 2010). Similarly, the variables selected by GA-LDA exhibit a 
predominance for the blue channel although this algorithm only selected 4 variables (Figure 
5). 
[Insert Figure 4 here] 
[Insert Figure 5 here] 
 The classification performance for the simulated samples at a pixel level using SPA-
LDA and GA-LDA algorithms are represented by the accuracy values depicted in Table 1. 
GA-LDA exhibits a better accuracy for the three classes in the validation set in comparison 
with SPA-LDA, although its performance in the training set is inferior, in particular for 
control samples (66% accuracy). The SPA-LDA model seems more stable for the simulated 
samples, where the accuracies for the validation and training sets are more similar. For both 
algorithms, the diabetes class is the one with higher accuracy, indicating a higher degree of 
correctly classified pixels. This is related to the larger colour difference between this class in 
comparison with the others. Figure 6 shows the discriminant function (DF) graphs for SPA-
LDA and GA-LDA algorithms, where clear distinction between the images of the three 
classes are observed at a pixel level. 
[Insert Table 1 here] 
[Insert Figure 6 here] 
 Sensitivity and specificity levels for simulated samples were also calculated for SPA-
LDA and GA-LDA models. The sensitivity indicates the proportion of positive pixels 
correctly identified, whereas the specificity highlights the proportion of negative pixels 
correctly identified (Morais and Lima 2017). Notably, the specificities for control and 
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diabetes images are the highest (>90%), indicating that these samples are well incorporated 
into their own clusters; and the pre-diabetic pixels, with lower specificity, are more 
distributed among the other two classes. This is associated with the larger colour difference 
between control and diabetic images, whereas for pre-diabetic samples the colour intensities 
merges with the other two classes. 
[Insert Table 2 here] 
 The classification for simulated samples is presented at a sample level according to 
the confusion matrices in Table 3. The SPA-LDA model exhibits more consistent results, 
with only one control sample being incorrectly classified as pre-diabetic in the validation set. 
All the other samples are correctly assigned to their true classes based on their colour images. 
On the other hand, the GA-LDA model misclassified two control samples as pre-diabetic and 
one diabetes sample as pre-diabetic in the training set; and one control sample as pre-diabetic 
in the validation set. This indicates that SPA-LDA is more stable towards classifying 
simulated samples. 
[Insert Table 3 here] 
 Finally, an external set of real-world serum samples were introduced as a prediction 
set in the models previously built using simulated samples. The accuracy for this dataset 
using SPA-LDA was found to be 76%, with sensitivities ranging from 66-83% and 
specificities ranging from 82-94% (Table 4). GA-LDA exhibited a better performance with 
real-world samples, with a total accuracy of 92%, and sensitivities ranging from 70-100% 
and specificities ranging from 90-99% (Table 4). Overall, the model performance towards 
real-world samples was inferior than that using simulated samples, which is expected since 
real-world samples contain more complex matrix effects. GA-LDA shows a better 
classification performance than SPA-LDA for real-world samples, which indicates that GA-
11 
 
LDA is more robust, covering more random sources of variations within the real matrix, 
while SPA-LDA is better well-fitted to the simulated samples only. This reinforces the 
hypothesis that a well-fitted training model will not necessarily provide good prediction 
estimates towards external samples. 
Conclusion 
This paper demonstrates the use of variable selection techniques for processing digital 
images for classification of simulated and real-world serum samples in three class levels, 
based on a glucose enzymatic colorimetric reaction: control, pre-diabetic and diabetic. 
Images were acquired with a cell phone camera and processed by means of SPA-LDA and 
GA-LDA algorithms. Both algorithms generated high accuracies at a pixel level, especially 
for diabetic samples, but the GA-LDA model provided more reliable results for real-world 
samples. In addition, the variables selected by these algorithms suggest the blue colour 
channel has the most importance for glucose determination, confirming previous findings. 
These results show the potential of variable selection methods for multivariate classification 
of digital images, where altered levels of glucose can be easily distinguished based on colour 
intensities. 
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Captions for Figures 
Figure 1: Example of ELISA plate image and region of interests (ROI) of glucose images 
used for analysis, where * represents real-world samples. 
Figure 2: Colour intensity of pixels in the (a) red, (b) green and (b) blue channels. Data in 
blue: “control” images; data in red: “pre-diabetic” images; data in black: “diabetic” images. 
Figure 3: Coefficient of variation (CV) on the x- and y-axis coordinates of the average RGB 
coloured image for (a) control, (b) pre-diabetic and (c) diabetic samples. R: red channel, G: 
green channel, B: blue channel. 
Figure 4: Mean coloured image, RGB image and selected pixels by SPA-LDA algorithm for 
“control”, “pre-diabetic” and “diabetic” images. 
Figure 5: Mean coloured image, RGB image and selected pixels by GA-LDA algorithm for 
“control”, “pre-diabetic” and “diabetic” images. 
Figure 6: Discriminant function (DF) graphs for (a) SPA-LDA and (b) GA-LDA algorithms 
in a pixel level. 
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Table 1: Classification accuracy for SPA-LDA and GA-LDA models applied to simulated 
samples in a pixel level. 
Algorithm Class Training  Validation  
SPA-LDA Control 71% 72% 
 Pre-diabetic 89% 79% 
 Diabetic 91% 91% 
GA-LDA Control 66% 77% 
 Pre-diabetic 83% 81% 
 Diabetic 80% 92% 
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Table 2: Sensitivity and specificity for SPA-LDA and GA-LDA models applied to simulated 
samples in a pixel level. 
Algorithm Class Sensitivity Specificity 
SPA-LDA Control 72% 95% 
 Pre-diabetic 79% 88% 
 Diabetic 91% 94% 
GA-LDA Control 77% 93% 
 Pre-diabetic 81% 83% 
 Diabetic 92% 94% 
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Table 3: Confusion matrix of the simulated validation set for SPA-LDA and GA-LDA 
models in a sample basis. Numbers inside parenthesis are the real number of samples for each 
class. 
SPA-LDA    
Training Control Pre-diabetic Diabetic 
Control (5) 5 0 0 
Pre-diabetic (5) 0 5 0 
Diabetic (3) 0 0 3 
    
Validation Control Pre-diabetic Diabetic 
Control (3) 2 1 0 
Pre-diabetic (4) 0 4 0 
Diabetic (2) 0 0 2 
GA-LDA    
Training Control Pre-diabetic Diabetic 
Control (5) 3 2 0 
Pre-diabetic (5) 0 5 0 
Diabetic (3) 0 1 2 
    
Validation Control Pre-diabetic Diabetic 
Control (3) 2 1 0 
Pre-diabetic (4) 0 4 0 
Diabetic (2) 0 0 2 
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Table 4: Sensitivity and specificity for SPA-LDA and GA-LDA models applied in real-world 
samples in a pixel level. 
Algorithm Class Sensitivity  Specificity  
SPA-LDA Control 83% 90% 
 Pre-diabetic 66% 82% 
 Diabetic 78% 94% 
GA-LDA Control 98% 97% 
 Pre-diabetic 70% 99% 
 Diabetic 100% 90% 
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