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Resumo
Neste trabalho, são tratados alguns elementos da análise funcional como espaços de
Banach, espaços com produto interno e espaços de Hilbert, estudamos também séries
de Fourier e no ﬁnal consideramos brevemente a equação da corda vibrante. Com isso,
percebe-se que não se precisa de muita teoria para conseguirmos resultados signiﬁcativos.
Palavras Chaves: espaços de Banach, espaços de Hilbert, ortogonalidade, séries de
Fourier, corda vibrante.
Abstract
In this work, we are treated some elements of functional analysis such as Banach spaces,
inner product spaces and Hilbert spaces, also studied Fourier series and at the end brieﬂy
consider the equation of the vibrating string. With this, you realize that you do not need
a lot of theory in order to get signiﬁcant results.
Key Words: Banach spaces, Hilbert spaces, inner product spaces, orthogonality, Fourier
series, vibrating string.
Introdução
Até certo ponto, a análise funcional pode ser descrito como álgebra linear em espaços de
dimensão inﬁnita combinada com a análise. Essa combinação permite dar sentido a ideias
tais como convergência e continuidade. Por isso, faz-se necessário brevemente recordar e
resumir várias ideias e resultados que são fundamentais para o estudo do análise funcional.
Dentre esses resultados, temos conceitos básicos de álgebra linear e ideias elementares
de espaços métricos. Nestes últimos tratam-se conceitos analíticos, tais como convergência
de sequências e continuidade de funções. Nos espaços métricos em geral nenhuma outra
estrutura é imposta além de uma métrica, a qual é utilizada para discutir convergência e
continuidade. No entanto, a essência de análise funcional é considerar espaços vetoriais
dimensão inﬁnita (espaços métricos) e estudar a interação entre as estruturas algébricas
e métricas desses espaços, especiﬁcamente quando tais espaços são métricos e métricos
completos, na literatura os livros de análise funcional cobrem estes tópicos. por exemplo
mencionamos os livros [2, 4, 5].
Outra ferramenta importante usada nesta teoria é a integral de Lebesgue. Isto porque
muitos espaços vetoriais consistem em conjuntos de funções integráveis. A ﬁm de usar
as propriedades espaciais métricas desejáveis, tais como completes, faz-se necessário usar
a integral de Lebesgue no lugar de a integral de Riemann, normalmente discutida nos
cursos de análise, ver mais detalhes em [1].
Neste estudo, tentaremos modelar e compreender o problema da corda vibrante, o qual é
um sistema estudado pelos físicos e matemáticos na história da ciência; tal problema data
paralelamente com à escola pitagórica (sec. VI a.c.). Sendo ﬁxas as duas extremidades
da corda, onde põe-se em vibração afastando um dos seus pontos da posição de equilíbrio
estável [7].
As cordas vibrantes são um tema importante na Física, alguns dos primeiros estudos
podem ser vistos em [6]. Por exemplo, no referente à música as cordas dos instrumentos
musicais são cordas vibrantes, permitindo assim o estudo das cordas vibrantes a compre-
ensão do funcionamento dos instrumentos de corda (guitarra, piano, harpa, violino, viola,
violoncelo, contrabaixo, etc).
As equações da corda vibrante são modeladas por equações diferenciais parciais que
admitem como solução uma combinação linear de funções chamadas expansões do seno
ou do cosseno de Fourier. As séries de Fourier, por sua vez, é a soma de termos de uma
sequência ortonormal que formam base para um espaço de Hilbert dado [3, 5].
Por tais motivos, no primeiro capítulo titulado preliminares, enunciaremos alguns re-
sultados sobre espaços métricos e teoria da medida. No segundo, daremos atenção aos
espaços vetoriais normados, e depois os espaços de Banach.
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Em seguida, no terceiro capítulo, deﬁniremos estudaremos os espaços vetoriais com
produto interno, para depois tratar a completes de tais espaços e estudar os espaços de
Hilbert.
Por ﬁm, no último capítulo será tratado ao respeito da equação da corda vibrante.
Antes de chegar na modelagem dessa equação, iremos demonstrar que as parcelas das
expansões de uma função f do seno e do cosseno de Fourier são elementos de um conjunto
ortonormal.
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Capítulo 1
Preliminares
Neste capítulo, serão apresentados alguns resultados de Álgebra Linear, Espaços Métri-
cos e Integral de Lebesque, necessários para a compreensão e demonstração de resultados
nos próximos capítulos.
Teorema 1.1 Seja (M,d) um espaço métrico e seja A ⊂M.
(a) A é fechado e é igual à interseção das coleções de todos os subconjuntos fechados de
M que contém A (Assim A é o menor conjunto fechado que contem A);
(b) A é fechado se, e somente se, A = A;
(c) A é fechado se, e somente se, qualquer sequência {xn} em A que converge para um
elemento x ∈M , então x ∈ A;
(d) x ∈ A se, e somente se, inf{d(x, y); y ∈ A} = 0;
Teorema 1.2 Suponha que (M,d) é um espaço métrico e seja A ⊂M. Então:
(a) Se A é completo, então ele é fechado;
(b) Se M é completo, então A é completo se, e somente se, ele for fechado;
(c) Se A é compacto, então ele é fechado e limitado;
(d) Todo subconjunto fechado e limitado de Fn é compacto.
Seja CF(M) o conjunto das funções f : M → F continuas. Nós omitiremos F e simpliﬁca-
remos a escrita C(M).
Teorema 1.3 O espaço métrico C(M) é completo.
Deﬁnição 1.1 Suponha que f é uma função mensurável e existe um número b tal que
f(x) ≤ b em quase todos os pontos. Então podemos deﬁnir o supremo essencial de f por
ess sup f = inf{b : f(x) ≤ b a.e. }.
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Deﬁnição 1.2 Deﬁnimos os espaços
Lp(X) = {f : f é mensurável e (∫
X
|f |pdµ) 1p <∞}, 1 ≤ p <∞;
L∞(X) = {f : f é mensurável e sup |f | <∞}.
Quando X = [a, b] ⊂ R é um intervalo limitado e 1 ≤ p ≤ ∞, nós escrevemos Lp[a, b].
Teorema 1.4 Suponha que 1 ≤ p ≤ ∞. Então o espaço métrico Lp(X) é completo. Em
particular, o espaço das sequências lp é completo.
Teorema 1.5 Desigualdade de Holder
Sejam 1 < p, q <∞ conjugados de Lebesgue, ou seja, 1
p
+ 1
q
= 1.
Sejam {an} e {bn} sequências de números reais ou complexos. Então:
|
N∑
n=1
anbn| ≤ (
N∑
n=1
|an|p)
1
p · (
N∑
n=1
|bn|q)
1
q .
Teorema 1.6 Beppo Levi (ou Teorema da Convergência Monótona)
Seja (X,
∑
, µ) um espaço de medida 〈fn〉n∈N uma sequência de funções reais integráveis
em X tais que
f(x) = lim
n→∞
fn(x), µ - qtp. em X.
Suponha que a sequência é monótona crescente. Se supn∈N
∫
fndµ < ∞, então f é inte-
grável e ∫
fdµ = lim
n→∞
∫
fndµ.
Lema 1.1 (de Fatou)
Seja fn : E → R uma sequência de funções mensuráveis não negativas, então:∫
( lim
n→∞
inf fn)dµ ≤ lim
n→∞
inf
∫
fndµ.
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Capítulo 2
Espaços Normados
Nesta seção, apresentamos alguns resultados necessários para compreender as Séries de
Fourier e algumas de suas aplicações.
2.1 Exemplos de Espaços Normados
Os espaços normados são estruturas mais ricas que os espaços métricos, isto é, são
conjuntos não vazios que possuem duas operações fechadas deﬁnidas sobre ele. Uma
delas é a soma de vetores, e a outra o produto por um escalar, em outras palavras um
espaço normado é um espaço vetorial.
Mais precisamente, quando os espaços vetoriais R2 e R3 são representados no sentido
usual, temos a ideia de comprimento de um vetor em R2 e R3 associado a cada vetor.
Esta é claramente uma vantagem que nos dá uma compreensão mais aprofundada desses
espaços vetoriais. Quando nós mudamos para outros espaços vetoriais (possivelmente de
dimensão inﬁnita), podemos ter a esperança de obter mais detalhes sobre esses espaços
se pudermos, de algum modo, atribuir algo semelhante ao comprimento de um vetor para
cada vetor no espaço.
Consequentemente olhamos para um conjunto de axiomas que são satisfeitos para o
comprimento de um vetor em R2 e R3. Este conjunto de axiomas vai deﬁnir a "norma"de
um vetor, e ao longo desta dissertação nós vamos considerar principalmente espaços veto-
riais normados. Neste capítulo nós investigaremos as propriedades elementares de espaços
vetoriais normados.
Deﬁnição 2.1 Seja X um espaço vetorial sobre R. Uma norma em X é uma função
‖·‖ : X → R tal que para todos x, y ∈ X e α ∈ R,
(i) ‖x‖ ≥ 0;
(ii) ‖x‖ = 0 se, e somente se, x = 0;
(iii) ‖αx‖ = |α| . ‖x‖;
(iv) ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
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Como uma motivação para olhar as normas, implicamos que o comprimento de um
vetor em R2 e R3 satisfaz os axiomas de uma norma. Isto será veriﬁcado no exemplo
2.2, mas vale mencionar que a propriedade do item (iv) da deﬁnição 2.1 é chamada de
desigualdade triangular, uma vez que, em R2, dizemos simplesmente que a medida de um
lado do triangulo é sempre menor que a soma das medidas dos lados dos outros dois.
Exemplo 2.1 A função ‖·‖ : Rn → R deﬁnida por ‖(x1, ..., xn)‖ = (
∑n
j=1 |xj|2)
1
2 é uma
norma em Rn chamada de norma usual (ou canônica) em Rn.
Não daremos a solução do exemplo 2.1 pois o generalizaremos no exemplo 2.3. Como Fn
é talvez o espaço normado mais simples de visualizar, quando todas as novas propriedades
de espaços vetoriais normados são introduzidas posteriormente, ele pode ser útil para
tentar ver o que signiﬁca primeiro no espaço Fn mesmo que ele tenha dimensão ﬁnita.
Exemplo 2.2 Seja X um espaço vetorial de dimensão ﬁnita sobre R com base {e1, e2, ..., en}.
Qualquer x ∈ X pode ser escrito como ∑nj=1 λj.ej para únicos λ1, λ2, ..., λn ∈ R. Então a
função ‖·‖ : X → R deﬁnida por ‖x‖ = (∑nj=1 |λj|2) 12 é uma norma em X.
Solução: Sejam x =
∑n
j=1 λj.ej, y =
∑n
j=1 µj.ej, vetores de X e α ∈ F. Então, αx =∑n
j=1 αλj.ej e:
(i) ‖x‖ = (∑nj=1 |λj|2) 12 ≥ 0 por ser a raiz quadrada de uma soma de números não
negativos.
(ii) Se x = 0, então ‖x‖ = 0. Reciprocamente, se ‖x‖ = 0 então (∑nj=1 |λj|2) 12 = 0.
Donde segue que λj = 0 para 1 ≤ j ≤ n. Logo, x = 0.
(iii)
‖αx‖ =
∥∥∥∥∥(
n∑
j=1
|αλj|2) 12
∥∥∥∥∥ = |α|.(
n∑
j=1
|λj|2) 12 = |α| ‖x‖
(iv)
‖x+ y‖2 =
n∑
j=1
|λj + µj|2 =
n∑
j=1
|λj|2 +
n∑
j=1
λjµj +
n∑
j=1
λjµj +
n∑
j=1
|µj|2
=
n∑
j=1
|λj|2 + 2
n∑
j=1
Re(λjµj) +
n∑
j=1
|µj|2
≤
n∑
j=1
|λj|2 + 2
n∑
j=1
|λj||µj|+
n∑
j=1
|µj|2
=
n∑
j=1
|λj|2 + 2(
n∑
j=1
|λj|2) 12 · (
n∑
j=1
|µj|2) 12 +
n∑
j=1
|µj|2
= ‖x‖2 + 2 ‖x‖ ‖y‖+ ‖y‖2
= (‖x‖+ ‖y‖)2.
Portanto, ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
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Exemplo 2.3 Seja S um conjunto não vazio qualquer e seja X um espaço normado sobre
F . Seja Fb(S,X) o subespaço linear de F(S,X) de todas as funções f : S → X tal que
{‖f(x)‖;x ∈ S} é limitado. Mostre que Fb(S,X) tem uma norma deﬁnida por
‖f‖b = sup{‖f(s)‖; s ∈ S}.
Solução: Sejam f, g ∈ Fb(S,X) e α ∈ F.
(i) ‖f‖b = sup{‖f(s)‖; s ∈ S} ≥ 0.
(ii) Se f = 0, então f(s) = 0, para todo s ∈ S. Daí, ‖f(s)‖ = 0, para todo s ∈ S e,
consequentemente, ‖f‖b = 0
Por outro lado, se ‖f‖b = sup{‖f(s)‖; s ∈ S} = 0, então ‖f(s)‖ = 0, para todo
s ∈ S. Assim, f(s) = 0, para todo s ∈ S e, então f = 0 .
(iii) ‖αf‖b = sup{‖αf(s)‖; s ∈ S} = |α| · sup{‖f(s)‖; s ∈ S} = |α| · ‖f‖b.
(iv) Note que, ‖f(s) + g(s)‖ ≤ ‖f(s)‖ + ‖g(s)‖ ≤ ‖f(s)‖b + ‖g(s)‖b, para todo s ∈ S.
Consequentemente, ‖f + g‖b = sup{‖f(s) + g(s)‖; s ∈ S} ≤ ‖f(s)‖b + ‖g(s)‖b
Exemplo 2.4 Seja M um espaço métrico compacto e seja CF(M) um espaço vetorial de
funções contínuas sobre F deﬁnidas em M . Então a função ‖·‖ : CF(M)→ R deﬁnida por
‖f‖ = sup{|f(x)| : x ∈M} é uma norma em CF(M) chamada de norma usual em CF(M).
Solução: Sejam f, g ∈ CF(M) e α ∈ F.
(i) ‖f‖ = sup{|f(x)| : x ∈M} ≥ 0.
(ii) Se f é a função constante nula, então f(x) = 0, para todo x ∈M . E, daí,
‖f‖ = sup{|f(x) : x ∈M} = 0.
Reciprocamente, se ‖f‖ = 0, então sup |f(x)| : x ∈M = 0. Por isso, f(x) = 0, para todo
x ∈M . Logo, a função é nula.
(iii) ‖αf‖ = 0, então
sup{|αf(x)| : x ∈M} = |α| sup{|f(x) : x ∈M} = |α| ‖f‖ .
(iv) Se y ∈M , então
|(f + g)(y)| ≤ |f(y)|+ |g(y)| ≤ ‖f‖+ ‖g‖ .
Portanto, ‖(f + g)(y)‖ =sup{|(f + g)(x)| : x ∈M} ≤ ‖f‖+ ‖g‖ .
Exemplo 2.5 Para cada n ∈ N, seja fn : [0, 1] → R deﬁnida por fn(x) = xn. Encontre
a norma fn nos seguintes casos:
(a) no espaço normado CR([0, 1]);
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(b) no espaço normado L1[0, 1].
Solução:
a) Usando a norma canônica, temos:
‖fn‖ = sup{‖fn(x)‖;x ∈ [0, 1]} = 1.
b) Como f é contínua, por Lebesgue,
‖fn‖ = (
∫ 1
0
|fn|(x)dx) 1n =
∫ 1
0
|xn|dx = [ x
n+1
n+ 1
] =
1
n+ 1
.

No próximo exemplo, mostraremos que alguns espaços vetoriais de funções integráveis
deﬁnidos nas preliminares tem norma. Recordaremos que se (X,
∑
, µ) é um espaço de
medida e 1 ≤ p <∞, então os espaços Lp(X) foram introduzidos na deﬁnição 1.2.
Exemplo 2.6 Seja (X,
∑
, µ) um espaço de medida.
(i) Se 1 6 p <∞, então
‖f‖p = (
∫
x
|f |pdµ) 1p
é a norma em Lp(X) chamada de norma usual em Lp(X);
(ii) ‖f‖∞ = ess sup{|f(x)| : x ∈ X} é a norma em L∞(X) chamada a norma usual em
L∞(X).
A notação especíﬁca introduzida nas preliminares para o caso de medidas contáveis em
N. Relembrando que lp é o espaço vetorial de todas as sequências {xn} em F tais que∑∞
n=1 |xn|p <∞ para 1 ≤ p <∞ e l∞ o espaço vetorial de todas as sequências limitadas
em F. Portanto, se levarmos a medida de contagem em N no Exemplo 2.6 nós deduzimos
que lp para 1 ≤ p <∞ e l∞ são espaços normados.
Para completarmos nossa deﬁnição de norma nesses espaços, vejamos o exemplo 2.7.
Exemplo 2.7 .
(i) Se 1 6 x < ∞, então ‖xn‖p = (
∑∞
n=1 |xn|p)
1
p é a norma em lp chamada de norma
usual em lp;
(ii) ‖xn‖p = sup{‖xn‖ : n ∈ N} é uma norma usual em lp.
De agora em diante, se escrevermos quaisquer dos espaços nos exemplos 2.1, 2.5, 2.6 e 2.7
sem mencionar explicitamente a norma, assumiremos que a norma usada é a norma usual
desses espaços.
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Exemplo 2.8 Seja X um espaço vetorial com a norma ‖·‖ e seja S um subespaço linear
de X. Seja ‖·‖S a restrição de ‖·‖ a S. Então ‖·‖S é uma norma em S.
Exemplo 2.9 Sejam X, Y espaços vetoriais normados sobre F e Z = X × Y o produto
cartesiano de X e Y . Se (‖·‖)1 é uma norma em X e (‖·‖)2 é uma norma em Y , então
‖(x, y)‖ = ‖x‖1 + ‖y‖2 deﬁne uma norma em Z.
Solução: Sejam (x, y) e (a, b) ∈ Z.
(a) ‖(x, y)‖ = ‖x‖1 + ‖y‖2 ≥ 0, pois ‖x‖1 ≥ 0 e ‖y‖2 ≥ 0;
(b) Se ‖(x, y)‖ = 0, então ‖x‖1 + ‖y‖2 = 0, logo ‖x‖1 = −‖y‖2 , portanto x = y = 0;
(c) ‖α(x, y)‖ = ‖(αx, αy)‖ = ‖αx‖1 + ‖αy‖2 = |α| ‖x‖1 + |α| ‖y‖2 = |α|(‖x‖1 + ‖y‖2)
(d) ‖(x, y) + (a, b)‖ = ‖(a+ x, b+ y)‖ = ‖a+ x‖1+‖b+ y‖2 = ‖a‖1+‖x‖1+‖b‖2+‖y‖2
≤ ‖x‖1 + ‖y‖2 + ‖a‖1 + ‖b‖2 = ‖(x, y)‖+ ‖(a, b)‖
Logo, ‖(x, y)‖ = ‖x‖1 + ‖y‖2 deﬁne uma norma em Z. 
Exemplo 2.10 Seja X um espaço linear normado. Se x ∈ X {0} e r > 0, encontre
α ∈ R, tal que ‖αx‖ = r.
Solução: Se α = ± r‖x‖ , então ‖αx‖ = |α| · ‖x‖ = r.
Como vimos nos exemplos 2.2 a 2.7 e 2.9, existem muitos espaços normados diferentes
e isso explica, em parte, porque o estudo de espaços normados é importante. Uma vez
que a norma de um vetor é uma generalização do comprimento de um vetor em R3, não é
de surpreender que cada espaço normado seja um espaço métrico de forma muito natural.

Lema 2.1 Seja X um espaço vetorial com norma ‖·‖ . Se d : X ×X → R está deﬁnida
por d(x, y) = ‖x− y‖, então (X, d) é um espaço métrico.
Demonstração: Seja x, y, z ∈ X. Usando as propriedades de norma, temos:
(a) d(x, y) = ‖x− y‖ ≥ 0;
(b) d(x, y) = 0↔ ‖x− y‖ = 0↔ x− y = 0↔ x = y;
(c) d(x, y) = ‖x− y‖ = ‖(−1)(y − x)‖ = | − 1| ‖y − x‖ = ‖y − x‖ = d(y, x);
(d) d(x, z) = ‖x− z‖ = ‖x− y + y − z‖ ≤ ‖x− y‖+ ‖y − z‖ = d(x, y) + d(y, z).
Logo, d satisfaz as condições de uma métrica. 
Se X é um espaço vetorial com norma ‖·‖ e d é a métrica deﬁnida por d(x, y) = ‖x− y‖,
então (X, d) denota o espaço métrico e d é chamada de métrica associada à ‖·‖.
Sempre que usamos uma métrica ou um conceito de espaço métrico, por exemplo,
convergência, continuidade ou completes, em um espaço normado, então sempre iremos
usar a métrica associada com a norma usual; mesmo que isso não esteja explicitado. As
métricas associadas com as normas usuais já estamos familiarizados.
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Exemplo 2.11 As métricas associadas com as normas usuais nos espaços abaixo são as
métricas usuais (também chamadas canônicas ou usuais).
(a) Fn;
(b) CF(M), onde M é um espaço métrico compacto;
(c) Lp(X) para 1 ≤ x <∞, onde (X,∑, µ) é um espaço de medida;
(d) lp, onde (X,
∑
, µ) é um espaço de medida.
Solução:
(a) Se x, y ∈ Fn, então d(x, y) = ‖x− y‖ = (∑nj=1 |xj−yj|2) 12 e daí, d é a métrica usual
em Fn.
(b) Se f, g ∈ CF(M), então d(x, y) = ‖f − g‖ = sup{|f(x)− g(x)| : x ∈M} e daí, d é a
métrica usual em CF.
(c) Se f, g ∈ Lp(X), então d(x, y) = ‖f − g‖ = (∫
X
|f − g|pdx) 1p e daí, d é a métrica
usual em Lp(X).
(d) Se f, g ∈ L∞(X), então d(x, y) = ‖f − g‖ = ess sup{|f(x) − g(x)| : x ∈ X} e daí,
d é a métrica usual em L∞(X). 
Usando uma medida de contagem em N segue que, as métricas associadas com as normas
usuais em lp e l∞ são também métricas usuais nesses espaços. Concluiremos esta sessão
com informações básicas sobre convergência de sequências em espaços vetoriais normados.
Teorema 2.1 Seja X um espaço vetorial sobre R com norma ‖·‖. Sejam {xn} e {yn}
sequências em X que convergem para x, y ∈ X, respectivamente, e {αn} uma sequência
que converge para α ∈ R. Então:
(a) |‖x‖ − ‖y‖| ≤ ‖x− y‖;
(b) limn→∞ ‖xn‖ = ‖x‖;
(c) limn→∞(xn + yn) = x+ y;
(d) limn→∞ αnxn = αx.
Demonstração:
(a) Usando a desigualdade triangular, temos:
Se ‖x‖ = ‖x− y + y‖ ≤ ‖x− y‖+ ‖y‖ , então ‖x‖ − ‖y‖ ≤ ‖x− y‖ e
Se ‖y‖ = ‖y − x+ x‖ ≤ ‖y − x‖+ ‖x‖ , então ‖y‖ − ‖x‖ ≤ ‖y − x‖
Donde conclui-se que | ‖x‖ − ‖y‖ | ≤ ‖x− y‖.
(b) Temos que,
lim
n→∞
xn = x
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e
| ‖x‖ − ‖xn‖ | ≤ ‖x− xn‖ ,
para todo n ∈ N. Logo,
lim
n→∞
‖xn‖ = ‖x‖ .
(c) Por hipótese, xn → x e yn → y. Note que:
‖xn + yn − (x+ y)‖ = ‖xn − x+ yn − y‖ ≤ ‖xn − x‖+ ‖yn − y‖ ,
para todo n ∈ N. Assim, conclui-se que
lim
n→∞
(xn + yn) = x+ y.
(d) Por {αn} ser convergente, sabemos que ela é limitada. Então, existe k > 0 tal que
|αn| ≤ k, para todo n ∈ N. Também,
‖αnxn − αx‖ = ‖αnxn − αnx+ αnx− αx‖ ≤ |αn| ‖xn − x‖+ ‖x‖ · ‖αn − α‖
≤ k ‖xn − x‖+ ‖x‖ · ‖αn − α‖ ,
para todo n ∈ N. Logo,
lim
n→∞
αnxn = αx.

Uma maneira diferente de indicar os resultados do teorema 2.1 itens (b), (c) e (d) é que
a norma, a adição e multiplicação por escalar são funções contínuas. Isso pode ser visto
usando a caracterização da continuidade sequencial.
Exemplo 2.12 Sejam X um espaço vetorial com norma ‖·‖1 e Y um espaço vetorial com
norma ‖ · ‖2. Seja Z = X × Y com norma do exemplo 2.9. Seja (xn, yn) uma sequência
em Z.
(a) Mostre que (xn, yn) converge para (x, y) em Z se, e somente se, {xn} converge para
x em X e {yn} converge para y em Y.
(b) Mostre que (xn, yn) é de Cauchy em Z se, e somente se, {xn} em X e {yn} em Y
forem de Cauchy.
Solução:
a) Dado  > 0. Suponhamos que (xn, yn) → (x, y) ∈ Z, quando n → ∞. Então, existe
N ∈ N tal que |(xn − x, yn − y)‖ = ‖(xn, yn) − (x, y)‖ ≤ , quando n ≥ N . Assim,
‖xn − x‖1 ≤ ‖(xn, yn)− (x, y)‖ ≤  e ‖yn − y‖2 ≤ ‖(xn, yn)− (x, y)‖ ≤ , quando n ≥ N .
Daí, {xn} e {yn} convergem para x ∈ X e y ∈ Y , respectivamente.
Reciprocamente, suponhamos que xn → x e yn → y. Então, existe N1, N2 ∈ N tal que
‖xn−x‖1 ≤ 2 , quando n ≥ N1 e ‖yn−y‖2 ≤ 2 , quando n ≥ N2. Seja N0 = max{N1, N2}.
Então, ‖(xn, yn) + (x, y)‖ = ‖(xn + x, yn + y)‖ = ‖xn − x‖1 + ‖yn − y‖2 ≤ 2 + 2 = ,
quando n ≥ N0. Consequentemente, (xn, yn) converge para (x, y) em Z.
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b) Dado  > 0. Suponhamos que (xn, yn) → (xm, ym) ∈ Z, quando n → ∞. Então,
existe N ∈ N tal que |(xn − xm, yn − ym)‖ = ‖(xn, yn) − (xm, ym)‖ ≤ , quando n ≥ N .
Assim, ‖xn − xm‖1 ≤ ‖(xn, yn)− (xm, ym)‖ ≤  e ‖yn − ym‖2 ≤ ‖(xn, yn)− (xm, ym)‖ ≤ 
quando n ≥ N . Daí, {xn} e {yn} convergem para xm ∈ X e ym ∈ Y , respectivamente.
Reciprocamente, suponhamos que xn → xm e yn → ym. Então, existe N1, N2 ∈ N
tal que ‖xn − xm‖1 ≤ 2 , quando n ≥ N1 e ‖yn − ym‖2 ≤ 2 , quando n ≥ N2. Seja
N0 = max{N1, N2}. Então, ‖(xn, yn) + (xm, ym)‖ = ‖(xn +xm, yn + ym)‖ = ‖xn−xm‖1 +
‖yn − ym‖2 ≤ 2 + 2 = , quando n ≥ N0. Consequentemente, (xn, yn) converge para
(xm, ym) em Z. 
2.2 Espaços Normados de Dimensão Finita
Os espaços vetoriais mais simples de se estudar são os de dimensão ﬁnita, então um
lugar natural para começar o nosso estudo de espaços normados é com espaços normados
de dimensão ﬁnita. Vimos no exemplo 2.2 que tais espaços de dimensão ﬁnita tem uma
norma, mas esta norma depende da base escolhida. Isso sugere que pode haver diferentes
normas em cada espaço de dimensão ﬁnita. Mesmo em R2 já vimos que existem pelo
menos duas normas:
(a) a norma usual deﬁnida no exemplo 2.1;
(b) a norma ‖(x, y)‖ = |x|+ |y|, deﬁnida no exemplo 2.7.
Para mostrar a diferença entre essas duas normas, é instrutivo esboçar o conjunto
{(x, y) ∈ R2 : ‖(x, y)‖ = 1} para cada norma. No entanto, mesmo quando temos duas
normas sobre um espaço vetorial, se as normas não são muito diferentes, é possível que
as propriedades de espaços métricos podem ser as mesmas para ambas as normas. A
aﬁrmação mais precisa do que se entende por "não muito diferente"é dada na deﬁnição a
seguir.
Deﬁnição 2.2 Seja X um espaço vetorial e sejam ‖·‖1 e ‖·‖2 duas normas em X. A
norma ‖·‖2 é equivalente a norma ‖·‖1 se existem m,M > 0 tais que para todo x ∈ X,
m ‖x‖1 ≤ ‖x‖2 ≤M ‖x‖1.
Tendo em vista a terminologia usada, não deve ser surpresa deﬁnir uma relação de
equivalência no conjunto de todas as normas em X, como iremos mostrar a seguir.
Lema 2.2 Seja X um espaço vetorial e sejam ‖·‖1, ‖·‖2 e ‖·‖3 três normas em X. Sejam
‖·‖2 equivalente a norma ‖·‖1 e ‖·‖3 equivalente a norma ‖·‖2. Então
(a) ‖·‖1 é equivalente a norma ‖·‖2;
(b) ‖·‖3 é equivalente a norma ‖·‖1.
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Demonstração: Por hipótese, existem m,M > 0 tais que m ‖x‖1 ≤ ‖x‖2 ≤ M ‖x‖1 e
k,K > 0 tais que k ‖x‖2 ≤ ‖x‖3 ≤ K ‖x‖2, para todo x ∈ X. Assim,
(a) 1
M
‖x‖2 ≤ ‖x‖1 ≤ 1m ‖x‖2, para todo x ∈ X;
(b) mk ‖x‖1 ≤ ‖x‖3 ≤MK ‖x‖1, para todo x ∈ X. 
Agora mostraremos que em um espaço vetorial com duas normas equivalentes, as pro-
priedades de espaços métricos são as mesmas para ambas as normas.
Exemplo 2.13 Seja P o espaço vetorial (de dimensão inﬁnita) dos polinômios deﬁnidos
em [0,1]. Uma vez que P é um subespaço linear de CF([0, 1]), ele tem uma norma ‖p‖1 =
sup{|p(x)|;x ∈ [0, 1]} e, uma vez que P é um subespaço linear de L1[0, 1], ele tem outra
norma ‖p‖2 =
∫ 1
0
|p(x)|dx. Mostre que ‖ · ‖1 e ‖ · ‖2 não são equivalentes em P.
Solução: Suponhamos que ‖·‖1 e ‖·‖2 sejam equivalentes em P . Assim, existemm,M > 0
tais que m‖p‖1 ≤ ‖p‖2 ≤ M‖p‖1, para todo p ∈ P . Como m > 0, existe n ∈ N tal que
1
n
< m. Seja pn : [0, 1] → R dada por pn(x) = xn+1. Então ‖pn‖1 = 1n+1 = 1 e
‖p‖2 =
∫ 1
0
xn+1dx = x
n
n
= 1
n
. Logo, m = m‖p‖1 ≤ ‖p‖2 = 1n . Contradição! Portanto,‖ · ‖1 e ‖ · ‖2 não são equivalentes em P . 
Lema 2.3 Sejam X um espaço vetorial, ‖·‖ e ‖·‖1 normas em X, e d e d1 as métricas
deﬁnidas por d1(x, y) = ‖x− y‖1. Suponha que exista k > 0 tal que ‖x‖ ≤ k ‖x‖1 para
todo x ∈ X. Seja {xn} uma sequência em X.
(a) Se {xn} converge para x, no espaço métrico (X, d1), então {xn} converge para x,
no espaço métrico (X, d);
(b) Se {xn} é de Cauchy no espaço métrico (X, d1), então {xn} é de Cauchy no espaço
métrico (X, d).
Demonstração: Seja  > 0.
(a) Por hipótese, existe N ∈ N tal que ‖xn − x‖ < k , quando n ≥ N . Logo, quando
n ≥ N ,
‖xn − x‖ ≤ k ‖xn − x‖1 , .
Portanto, {xn} converge para x, no espaço métrico (X, d1).
(b) Por hipótese, existe N ∈ N tal que ‖xn − xm‖ < k , quando n,m ≥ N . Segue que,
quando n,m ≥ N ,
‖xn − xm‖ ≤ k ‖xn − xm‖1 < .
Portanto, {xn} é de Cauchy no espaço métrico (X, d). 
Corolário 2.1 Seja X um espaço vetorial e sejam ‖·‖ e ‖·‖1 normas equivalentes em X.
Sejam d e d1 as métricas deﬁnidas por d(x, y) = ‖x− y‖ e d1(x, y) = ‖x− y‖1. Seja {xn}
uma sequência em X.
(a) {xn} converge para x, no espaço métrico (X, d1) se, e somente se, {xn} converge
para x, no espaço métrico (X, d1);
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(b) {xn} é de Cauchy no espaço métrico (X, d) se, e somente se, xn é de Cauchy no
espaço métrico (X, d1);
(c) (X, d) é completo se, e somente se, (X, d1) o for.
Demonstração:
(a) Como as normas ‖·‖ e ‖·‖1 são equivalentes em X, existem m,M > 0 tais que
m ‖x‖ ≤ ‖x‖1 ≤M ‖x‖, para todo x ∈ X.
(b) Suponhamos que xn → x em (X, d). Como temos que ‖x‖1 ≤ M ‖x‖, para todo
x ∈ X, segue, pelo lema 1.14, que xn → x em (X, d1).
Reciprocamente, suponhamos que xn → x em (X, d1). Como temos que ‖x‖ ≤ 1m ‖x‖1,
para todo x ∈ X, segue, pelo lema 2.3, que xn → x em (X, d).
(b) Suponha que {xn} é de Cauchy em (X, d). Sabemos que para todo x ∈ X, ‖x‖ ≤
1
m
‖x‖1. Pelo lema 2.3, xn é de Cauchy np espaço métrico (X, d1);
Reciprocamente, suponha que xn é de Cauchy no espaço métrico (X, d1). Assim, para
todo x ∈ X, ‖x‖ ≤ 1
m
‖x‖1. Pelo lema 2.3, xn é de Cauchy no espaço métrico (X, d).
(c) Suponha que (X, d) é completo, isto é, que toda sequência de Cauchy é convergente.
Seja {xn} uma sequência de Cauchy em (X, d1). Então {xn} é uma sequencia de Cauchy
em (X, d) pelo resultado acima, no item (b). Assim, como (X, d) é completo, {xn}
converge para x em (X, d) e, pelo item (a), também irá convergir para x em (X, d1).
Logo, (X, d1) é completo. A recíproca segue de modo análogo. 
Se X é um espaço vetorial com duas normas ‖ · ‖ e ‖ · ‖1 e x ∈ X, é provável que
‖x‖ 6= ‖x‖1. No entanto, pelo corolário 2.1, como muitas propriedades de espaços métricos
são conservadas, não importa se consideramos uma norma ou outra. Isto é importante
porque, às vezes, uma das normas é mais fácil de se trabalhar do que a outra.
Se X é um espaço de dimensão ﬁnita então sabemos, do exemplo 2.2, que X tem pelo
menos uma norma. Vamos mostrar agora que qualquer outra norma em X é equivalente
a esta norma e, portanto, derivam muitas propriedades de espaços métricos de espaços
vetoriais normados de dimensão ﬁnita.
Teorema 2.2 Sejam X um espaço vetorial de dimensão ﬁnita com norma ‖·‖ e {e1, e2, ..., en}
uma base para X. Seja ‖.‖1 outra norma em X deﬁnida por∥∥∥∥∥
n∑
j=1
λjej
∥∥∥∥∥
1
= (
n∑
j=1
|λj|2) 12 . (2.1)
As normas ‖·‖ e ‖·‖1 são equivalentes.
Demonstração: Seja M = (
∑n
j=1 ‖ej‖2)
1
2 . Então, M > 0 pois {e1, e2, ..., en} é base.
Também ∥∥∥∥∥
n∑
j=1
λjej
∥∥∥∥∥ ≤
n∑
j=1
‖λjej‖ =
n∑
j=1
|λj| ‖ej‖1
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usando a desigualdade de Hold (Teorema 1.5), temos:
≤ (
n∑
j=1
|λj|2) 12 (
n∑
j=1
‖ej‖2) 12 = M
n∑
j=1
‖λjej‖1
Agora seja f : Fn → F deﬁnida por
f(λ1, λ2, ..., λn) =
n∑
j=1
‖λjej‖ .
A função f é contínua com respeito à métrica usual em Fn pelo Teorema 1.11.
Se S = {(λ1, λ2, ..., λn) ∈ Fn/
∑n
j=1 |λj|2 = 1}, então S é compacto. Assim, existem
(µ1, µ2, ..., µn) ∈ S tais que f(µ1, µ2, ..., µn) ≤ f(λ1, λ2, ..., λn) para todos
f = (λ1, λ2, ..., λn) ∈ S.
Se m = 0, então
∥∥∥∑nj=1 µjej∥∥∥. Donde, seque que∑nj=1 λjej = 0, o que contradiz o fato
que {e1, e2, ..., en} é uma base para X.
Consequentemente, m > 0. Além disso, por deﬁnição de ‖·‖1, se ‖x‖1 = 1, então
‖x‖ ≥ m.
Portanto, se y ∈ X − {0}, então
∥∥∥ y‖y‖1∥∥∥1 = 1. Daí, ∥∥∥ y‖y‖1∥∥∥1 ≥ m e, ﬁnalmente, ‖y‖ ≥
m ‖y‖1.
Como ‖y‖ ≥ m ‖y‖1 quando y = 0, segue que as normas ‖·‖ e ‖·‖1 são equivalentes. 
Corolário 2.2 Se ‖·‖ e ‖·‖1 são duas normas quaisquer num subespaço vetorial X de
dimensão ﬁnita então elas são equivalentes.
Demonstração: Seja {e1, e2, ..., en} base de X e seja ‖·‖1 a norma em X deﬁnida por∥∥∥∑nj=1 λjej∥∥∥
1
= (
∑n
j=1 |λj|2)
1
2 . Então ambas as normas ‖·‖ e ‖·‖2 são equivalentes à ‖·‖1,
pelo Teorema 2.2. Por ﬁm, ‖·‖2 é equivalente à ‖·‖ pelo Lema 2.1. 
Agora que mostramos que todas as normas em espaços de dimensão ﬁnita são equiva-
lentes, podemos obter propriedades de espaços métricos da métricas associadas às normas
simplesmente considerando uma norma particular.
Lema 2.4 Sejam X um espaço vetorial de dimensão ﬁnita sobre F e {e1, e2, ..., en} uma
base para X. Se ‖·‖1 : X → R é a norma em X deﬁnida por 2.1, então X é completo.
Demonstração: Seja {xn} uma sequência de Cauchy em X e  > 0. Cada elemento da
sequência pode ser escrito como x =
∑n
j=1 |λj,m · ej|2, para algum λj,m ∈ F. Uma vez que
{xn} é de Cauchy, existe N ∈ N tal que, quando k,m ≥ N,
n∑
j=1
|λj,k − λj,m|2 = |xk − xm|21 ≤ 2.
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Consequentemente,
∑n
j=1 |λj,k − λj,m|2 ≤ 2 para k,m ≥ N e 1 ≤ j ≤ n. Assim, {λj,m}
é de Cauchy em F, para 1 ≤ j ≤ n e, uma vez que F é completo, existe λj ∈ N tal que
λj,m → λj.
Portanto, existem Nj ∈ N tais que quando m ≥ Nj,
|λj,k − λj,m|2 ≤ 
2
m
.
Seja N0 = max{N1, ..., Nj} e seja x =
∑n
j=1 λjej. Então, quando n ≥ N0,
|xm − x|2 =
n∑
j=1
|λj,m − λj|2 ≤
n∑
j=1
2
n
= 2.
Logo, xm → x e, por isso, X é completo. 
Corolário 2.3 Se ‖·‖1 é uma norma qualquer no espaço X de dimensão ﬁnita, então X
é um espaço métrico completo.
Demonstração: Sejam {e1, e2, ..., en} uma base para X e ‖·‖1X → R uma segunda norma
em X deﬁnida por
∥∥∥∑nj=1 λjej∥∥∥
1
= (
∑n
j=1 |λj|2)
1
2 . As normas ‖·‖ e ‖·‖1 são equivalentes
pelo Corolário 2.2 e X com a norma ‖·‖1 é completa pelo Lema 2.4. Logo, X com a norma
‖·‖ também é completo pelo Corolário 2.1. 
Corolário 2.4 Se Y é um subespaço de um espaço vetorial normado X, então Y é fe-
chado.
Demonstração: O espaço Y é um espaço vetorial normado e, assim, ele é um espaço mé-
trico completo pelo Corolário 2.3. Logo, Y é fechado pois qualquer subconjunto completo
de um espaço métrico X é fechado. 
Estes resultados mostram que as propriedades de espaços métricos de todos os espaços
de dimensão ﬁnita normados são semelhantes aos de Fn. No entanto,cada norma em um
espaço de dimensão ﬁnita dará diferentes propriedades no espaço normado. Um exemplo
diferente disto é a diﬁculdade na obtenção de uma boa estimativa do menor número
possível, podemos tomar para [m,M ] no Corolário 2.1.
2.3 Espaços de Banach
Quando tratamos com espaços vetoriaisX de dimensão inﬁnita pode haver duas normas
em X que não são equivalentes. Portanto, muitos dos métodos utilizados na seção anterior
não se estendem aos espaços vetoriais de dimensão inﬁnita e, por isso, podemos esperar
que muitos destes resultados já não sejam verdadeiros. Por exemplo, cada subespaço
linear de um espaço normado é fechado, pelo Corolário 2.20. Isso não é verdade para
subespaços lineares de dimensão inﬁnita de espaços normados conforme veremos agora.
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Exemplo 2.14 Seja S = {{xn} ∈ l∞; existe N ∈ N;xn = 0, para todo n ≥ N}, de
modo que S é um subespaço vetorial de l∞ formado por sequências que tem um número
ﬁnito de termos não nulos.
Solução: Se x = (1, 1
2
, 1
3
, ...) então x ∈ l2 − S. Seja x = (1, 1
2
, 1
3
, ..., 1
n
, 0, 0, ...). Então
{xn} ∈ S e
‖x− xn‖ =
∥∥∥∥(0, 0, ..., 1n+ 1 , 1n+ 2 , ...)
∥∥∥∥ = sup{|f(x)|} = 1n+ 1 .
Logo, lim
n→∞
|x− xn| = 0 e, assim, lim
n→∞
xn = X. Portanto, x ∈ S − S e, daí, S não é
fechado. 
Veremos a seguir que subespaços lineares fechados são mais importantes que subespaços
lineares não fechados. Assim, se um determinado subespaço linear S não é fechado, será
vantajoso considerar o seu fecho S (lembre-se que para qualquer subconjunto A de um
espaço métrico, A ⊂ A e A = A se, e somente se, A é fechado). No entanto, é preciso
mostrar primeiro que o fecho de um subespaço linear de um espaço normado também é
um subespaço linear.
Lema 2.5 Se X é um espaço normado e S é um subespaço linear de X, então S é um
subespaço linear de X.
Demonstração: Sejam x, y ∈ S e α ∈ F. Por isso, existem sequências {xn} e {yn} em S
tais que
x = lim
n→∞
xney = lim
n→∞
yn.
Como S é um subespaço linear, xn + yn ∈ S para todo n ∈ N. Assim,
x+ y = lim
n→∞
(xn + yn) ∈ S.
Similarmente, αxn ∈ S, para todo n ∈ N. Daí,
αxn = lim
n→∞
αxn ∈ S.
Logo, S é um subespaço linear. 
Suponha que X é um espaço vetorial normado e seja E um subconjunto qualquer de
X, não vazio. Lembrando de que o spam de E é o conjunto de todas as combinações
lineares dos elementos de E ou, equivalentemente, à interseção de todos os subespaços
lineares que contém E. Uma vez que X é um subespaço linear fechado de X contendo E,
podemos formar uma interseção semelhante com subespaços lineares fechados.
Deﬁnição 2.3 SejamX um espaço normado e E um subconjunto não vazio de X. O
fecho do Span de E, denotado por SpE é a interseção de todos os subespaços lineares
fechados de X que contém E.
A notação usada para spam linear fechado de E sugere que existe uma ligação entre
SpE e SpE. Esta ligação será esclarecida no Lema 2.6.
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Lema 2.6 Sejam X um espaço normado e E um subconjunto não vazio de X.
(a) SpE é um subespaço linear fechado de X que contémE;
(b) SpE = SpE, isto é, SpE é o fecho de SpE.
Demonstração:
(a) Como a interseção de qualquer família de conjuntos fechados é fechado, SpE é
fechado; e como a interseção de uma família qualquer de subespaços lineares é um subes-
paço linear, SpE também é um subespaço linear. Logo, SpE é um subespaço linear
fechado de X que contém X.
(b) SpE =
⋂
Vi ⊆ SpE ⊆ SpE. 
O caminho usual para encontrar SpE é encontrar SpE, então SpE e usar o Lema 2.6.
A importância dos subespaços lineares fechados é ilustrada no Teorema 2.3. Se a palavra
"fechado"for omitida do enunciado deste teorema, o resultado tem de ser falso.
Teorema 2.3 (Lema de Riesz) Suponha que X é um espaço vetorial normado, Y é um
subespaço linear de X tal que Y 6= X e α é um número real entre 0 e 1. Então, existe
xα ∈ X tal que ‖xα‖ = 1 e ‖xα − y‖ > α, para todo y ∈ Y .
Demonstração: Como Y 6= X, existe um ponto x ∈ X − Y . Também, uma vez que Y
é um conjunto fechado, d = inf{‖x− z‖ ; z ∈ Y } > 0, pela parte (d) do Teorema 1.1.
Assim, d < dα−1.
Seja xα = x−z‖x−z‖ . Então ‖xα‖ = 1 e, para qualquer y ∈ Y ,
‖xα − y‖ =
∥∥∥∥ x− z‖x− z‖ − y
∥∥∥∥ = ∥∥∥∥ x‖x− z‖ − z‖x− z‖ − x− z‖x− z‖ · y
∥∥∥∥
=
1
‖x− z‖ · ‖x− (z + ‖x− z‖y)‖ > (αd
−1) · d = α.
Assim, z + ‖x− z‖y ∈ Y ; uma vez que Y é um subespaço linear. 
Teorema 2.4 Se X é um espaço vetorial normado de dimensão ﬁnita então nem D =
{x ∈ X; ‖x‖ ≤ 1} nem D = {x ∈ X; ‖x‖ = 1} é compacto.
Demonstração: Seja x1 ∈ K. Então, como X não tem dimensão ﬁnita, Sp{x1} 6= X.
Além disso, como Sp{x1} tem dimensão ﬁnita, Sp{x1} é fechado, pelo Corolário 2.4.
Consequentemente, pelo Lema de Riesz, existe x3 ∈ K tal que
‖x3 − αx1 − βx2‖ ≥ 3
4
,
para todos α, β ∈ F.
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Continuando com este raciocínio, obtemos uma sequência {xn} em K tal que ‖xn −
xm‖ ≥ 34 quando n 6= m. Esta não tem uma subsequência convergente. Assim, nem D
nem K são compactos (pois K ⊂ D). 
Compacidade pode ser uma propriedade de espaços métricos muito útil. Como vimos,
por exemplo, na prova do Teorema 2.16. Recordamos que em qualquer espaço normado de
dimensão ﬁnita, qualquer conjunto fechado e limitado é compacto. Mas infelizmente não
existem muitos conjuntos compactos em espaços normados de dimensão inﬁnita, como
existem em dimensão ﬁnita. Pelo Teorema 2.2, esta é a grande diferença entre a estrutura
de espaço métrico de dimensão ﬁnita e inﬁnita. Portanto, os resultados mais profundos
em espaços normados, provavelmente, só ocorrem nesses espaços que já são completos.
Deﬁnição 2.4 Um espaço de Banach é um espaço vetorial normado que é completo sob
a métrica associada a esta norma.
De sorte, muitos de nossos exemplos de espaços vetoriais normados são espaços de
Banach.
Teorema 2.5 .
(a) Qualquer espaço normado de dimensão ﬁnita é um espaço de Banach;
(b) SeX é um espaço métrico compacto, então CF(X) é um espaço de Banach;
(c) Se (X,
∑
, µ) é um espaço de medida, então Lp(X) é Banach para 1 ≤ p ≤ ∞;
(d) l∞ é um espaço de Banach para 1 ≤ p ≤ ∞;
(e) Se X é de Banach e Y é um subespaço linear de X, entãoY é de Banach se, e
somente se, Y é fechado em X.
Demonstração:
(a) Segue do Corolário 2.3.
(b) Segue do Teorema 1.3
(c) Segue do Teorema 1.4
(d) Este é um caso particular do item (c) acima, em que a sua medida de contagem é
em N.
(e) Y é um subespaço linear normado do Exemplo (2.6) e Y é um espaço de Banach
se, e somente se, ele é completo. Contudo, um subconjunto de um subespaço métrico é
completo se, e somente se, ele é fechado (pelo Teorema 1.2). Logo, Y é um espaço de
Banach se, e somente se, Y é fechado em X. 
Exemplo 2.15 Prove que c0 é um espaço de Banach.
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Solução: Por deﬁnição, c0 = {(ak)∞k=1 : ak ∈ K, para todo k ∈ K e ak → 0}. Como
c0 é um espaço vetorial com as operações usuais de sequência. Considerando a norma
‖(ak)‖∞ = sup{|ak|; k ∈ N}. Seja (xn)∞n=1 uma sequência de Cauchy em c0. Dizemos que
xn = (a
k
n)
∞
k=1, para cada n ∈ N. Seja j ∈ N. Note que
|ajn − ajm| ≤ sup{|akn − akm|; k ∈ N} = ‖xn − xm‖∞.
Isso signiﬁca que a sequência de escalares (ajn)
∞
n=1 é de Cauchy em K, logo converge.
Digamos que n→∞ implica em ajn → aj, para cada j ∈ N. Tome x = (aj)∞j=1 e observe
que x ∈ c0. Como xn → x em c0, concluímos que c0 é Banach. 
Deﬁnição 2.5 Sejam X um espaço normado e xk uma sequência em X. Para cada
inteiro positivo n, seja sn =
∑n
k=1 xk a soma parcial dos n primeiros termos da sequência.
A série
∑n
k=1 xk é dita convergente se limn→∞ sn existe em X e se deﬁnamos
n∑
k=1
xk = lim
n→∞
sn.
Teorema 2.6 Sejam X um espaço de Banach e {xn} uma sequência em X. Se a série∑n
k=1 ‖xk‖ converge, então a série
∑n
k=1 xk converge.
Demonstração: Sejam  > 0 e sn =
∑n
k=1 xk a soma parcial dos n primeiros termos da
sequência. Como
∑n
k=1 ‖xk‖ converge, as suas somas parciais formam uma sequência de
Cauchy. Assim, existe N ∈ N tal que ∑mk=n+1 ‖xk‖ < , quando m > n ≥ N,
‖sm − sn‖ =
m∑
k=n+1
‖xk‖ < .
Logo, {sn} é uma sequência de Cauchy. Assim, ela converge pois X é completo. Por ﬁm,∑n
k=1 xk converge. 
Exemplo 2.16 Seja S = {{xn} ∈ l2 : existe N ∈ N tal que xn = 0, para todo n ≥ N},
de modo que S é um subespaço linear de l2 formado por sequências que tem um número
ﬁnito de termos não nulos. Mostre que S não é fechado.
Solução: Se x =
(
1, 1
2
, 1
3
, ...
)
, então x ∈ l2 S. Seja xn =
(
1, 1
2
, 1
3
, ..., 1
n
, 0, ...
)
. Então x ∈ S
e
‖x− xn‖ =
∥∥∥∥(0, 0, ..., 0, 1n+ 1 , 1n+ 2 , ...
)∥∥∥∥ = 1n+ 1.
Logo, limn→∞ ‖x− xn‖ = 0 e, assim, limn→∞ xn = x. Portanto, x ∈ S−S concluindo que
S não é fechado. 
Exemplo 2.17 Sejam X um espaço normado, x ∈ X − {0} e Y um subespaço linear de
X.
(a) Se existe η > 0 tal que {y ∈ X; ‖y‖ < η} ⊂ Y ; mostre que ηx
2‖x‖ ∈ Y.
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(b) Se Y é aberto, mostre que Y = X.
Solução:
a) Observe que, ∥∥∥∥ ηx2‖x‖
∥∥∥∥ = η2 · ‖x‖‖x‖ = η2 < η.
Então, concluímos que ηx
2‖x‖ ∈ Y.
b) Seja x ∈ X − 0. Como Y é aberto, existe η > 0 tal que {y ∈ X; ‖y‖ < η} ⊂ Y .
Logo, ηx
2‖x‖ ∈ Y, pelo item (a). Como a multiplicação de um escalar por um vetor está
em Y , nós temos que x = 2‖x‖
η
· ( ηx
2‖x‖) ∈ Y. Então, X ⊂ Y . Como Y ⊂ X por deﬁnição,
concluímos que Y = X. 
Exemplo 2.18 Sejam X um espaço linear normado e, para todo x ∈ X e r > 0,
T = {y ∈ X; ‖y − x‖ ≤ r} e S = {y ∈ X; ‖y − x‖ < r}.
(a) Mostre que T é fechado.
(b) Se z ∈ T e zn = (r − n−1) · z, para todo n ∈ N, mostre que limn→∞ zn = z e,
portanto, mostre que S = T.
Solução:
a) Seja {zn} uma sequência em T que converge para z ∈ X. Então, para todo n ∈
N, ‖zn − x‖ ≤ r, logo
‖z − x‖ = lim
n→∞
‖zn − x‖ ≤ r,
dai pelo Teorema 2.1. Assim, z ∈ T e T é fechado.
b) Note que ‖z− zn‖ = ‖z− (1−n−1) · z‖ = n−1 · ‖z‖ ≤ n−1r, para todo n ∈ N. Então,
limn→∞ zn = z. Uma vez que S ⊂ T e T é fechado, S ⊂ T . Por outro lado, se z ∈ T e zn
está deﬁnida acima, então ‖zn‖ = (1− n−1) · ‖z‖ ≤ (1− n−1) · r < r, logo zn ∈ S. Assim,
z é o limite de uma sequência de elementos de S, então z ∈ S. Consequentemente, T ⊂ S
e, daí S = T. 
Exemplo 2.19 Sejam X um espaço de Banach com norma ‖ · ‖1 e Y também de Banach
com norma ‖ · ‖2. Se Z = X × Y com a norma dada no Exemplo 2.9, mostre que Z é de
Banach.
Solução: Seja {(xn, yn)} uma sequência de Cauchy em Z. Então, {xn} é de Cauchy em
X e {yn} é de Cauchy em Y pelo Exemplo 2.12. Como X e Y são espaços de Banach,
quando n → ∞ temos que xn → x ∈ X e yn → y ∈ Y . Logo, (xn, yn) → (x, y), pelo
Exemplo 2.12. Portanto, Z é um espaço de Banach. 
Exemplo 2.20 Seja S um conjunto qualquer não vazio, seja X um espaço de Banach
sobre F e seja Fb(S,X) um espaço vetorial com a norma ‖f‖b = sup{‖f(s)‖; s ∈ S}.
Mostre que Fb(S,X) é um espaço de Banach.
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Solução: Sejam {fn} uma sequência de Cauchy em Fb(S,X) e  > 0. Existe, N ∈ N tal
que ‖fn − fm‖ < , quando n,m > N.
‖fn(s)− fm(s)‖ ≤ ‖fn − fm‖b < ,
para todo s ∈ S, quando n,m > N . Segue-se que {fn(s)} é uma sequência de Cauchy em
X. Uma vez que X é completo, a sequência {fm(s)} converge. Assim, deﬁnimos a função
f : S → X por
f(s) = lim
n→∞
fn(s).
Como ‖fn(s)− fm(s)‖ < , para todo s ∈ S, quando n,m > N ; fazendo o limite quando
m→∞, temos que ‖fn(s)− f(s)‖ ≤ , sempre que n > N. Assim,
‖f(s)‖ ≤ + ‖fn(s)‖ ≤ + ‖fn‖b,
com n > N , para todo s ∈ S. Donde, segue-se que f é uma função limitada e, assim,
f ∈ Fb(S,X) e limn→∞ fn = f pois ‖fn − f‖b < , quando n > N. Portanto, Fb(S,X) é
um espaço de Banach. 
22
Capítulo 3
Espaços com Produto Interno e
Espaços de Hilbert
Neste capítulo introduzimos o conceito de norma de um vetor como a generalização da
ideia de comprimento de um vetor. Entretanto, o comprimento de um vetor em R2 ou
R3 não é somente um conceito geométrico que pode ser expressado algebricamente. O
produto interno, por sua vez, é um conceito usado para estender espaços vetoriais. Para
fazer isso, veremos um conjunto de axiomas que são satisfeitos pelo produto interno em
R3 e que podem ser usados como base da deﬁnição em um contexto mais geral.
3.1 Produtos Internos
Deﬁnição 3.1 Seja X um espaço vetorial sobre R. Um produto interno em X é uma
função (·, ·) : X ×X → R tal que para todos x, y, z ∈ X e α ∈ R,
(i) (x, x) ≥ 0;
(ii) (x, x) = 0 se, e somente se, x = 0;
(iii) (αx+ y, z) = α(x, z) + β(y, z);
(iv) (x, y) = (y, x)
O primeiro exemplo, mostra que o produto escalar em R3 é um produto interno.
Exemplo 3.1 A função (·, ·) : Rk × Rk → R deﬁnida por (x, y) = ∑∞n=1 xnyn é um
produto interno em Rk. Este produto interno será chamado de produto interno usual (ou
canônico) em Rk.
Exemplo 3.2 Seja X um espaço com produto interno e sejam u, v ∈ X. Se (x, u) =
(x, v), para todo x ∈ X, mostre que u = v.
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Solução: Por hipótese (x, u)− (x, v) = 0. Assim, (x, u− v) = 0, para todo x ∈ X. Assim,
u− v = 0, ou seja, u = v. 
Antes de recorrer a outros exemplos consideramos que modiﬁcações precisam ser feitas
para deﬁnir um produto interno adequado em espaços lineares sobre os números com-
plexos. Vamos considerar o espaço linear C3 e, por analogia com o Exemplo 3.2, va-
mos examinar o que parece ser o análogo natural do produto escalar em R3, ou seja
(x, y) =
∑3
n=1 xnyn, com x, y ∈ C3. Um problema imediato é que, no caso complexo, a
igualdade (x, x) = x21 + x
2
2 + x
2
3 não precisa ser real e assim, em particular, não precisa
ser positivo. Assim, no caso complexo, a propriedade (a) na Deﬁnição 3.1 não precisa
garantida.
Além disso, a quantidade,
√
(x, x) que dá o comprimento de x no caso real não precisa
ser um número real e, consequentemente, não dá uma boa ideia do comprimento de x.
Por outro lado, as quantidades |xn|2 = xnxn, n = 1, 2, 3 (indicam o conjugado complexo)
são reais e positivas, de modo que pode evitar esse problema redeﬁnindo, no entanto,
o conjugado complexo nas variável y, nesta deﬁnição, obrigamos a fazer uma pequena
modiﬁcação na deﬁnição geral de produtos internos em espaços complexos.
Deﬁnição 3.2 Seja X um espaço vetorial. Um produto interno em X é uma função
(·, ·) : X ×X → C tal que para todos x, y, z ∈ X e α ∈ C,
(i) (x, x) ∈ R e (x, x) ≥ 0;
(ii) (x, x) = 0 se, e somente se, x = 0;
(iii) (αx+ βy, z) = α(x, z) + β(y, z);
(iv) (x, y) = (y, x)
Exemplo 3.3 A função (·, ·) : Ck × Ck → C deﬁnida por (x, y) = ∑∞n=1 xnyn é um
produto interno em Ck.
Deﬁnição 3.3 Um espaço vetorial real ou complexo X com um produto interno (·, ·) é
chamado de espaço com produto interno.
Estritamente falando, uma vez que distinguimos o espaço vetorial X óbvio que o produto
interno (·, ·) do mesmo espaço com um produto interno com um produto interno diferente
(·, ·)′. No entanto, uma vez que sempre será óbvio que um produto interno destina-se a
qualquer espaço vetorial X, nós (em comum como a maioria dos autores) iremos ignorar
esta distinção. Em particular, a partir de agora (exceto quando indicado), Rk e Ck indicam
sempre os espaços com produtos internos dados nos Exemplos 3.1 e 3.2.
A única diferença entre produtos internos entre espaços reais e complexos reside na
ocorrência do conjugado complexo na propriedade (d) na Deﬁnição 3.2. Da mesma forma,
exceto para a ocorrência de conjugados complexos, a maioria dos resultados e provas que
serão discutidos abaixo aplicam-se igualmente aos espaços reais e complexos. Assim, a
partir de agora, salvo indicação contrária espaços vetoriais podem ser ou real ou com-
plexo, mas vamos incluir o conjugado complexo na discussão de determinados aspectos,
no entendimento que no caso real, isso será ignorado.
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Em geral, um produto interno pode ser deﬁnido em qualquer espaço vetorial de di-
mensão ﬁnita. Nós daremos a solução do próximo exemplo, que é a generalização dos
Exemplos 3.1 e 3.2.
Exemplo 3.4 Sejam X um espaço vetorial de dimensão k e sua base {e1, ..., ek}. Sejam
x, y ∈ X dados por x = ∑kn=1 λnen e x = ∑kn=1 µnen. A função (·, ·) : X × X → F
deﬁnida por (x, y) =
∑k
n=1 λnµn é um produto interno em X.
Claramente, o produto interno depende da base escolhida, e então somente obtemos
um produto interno "Usual"quando usamos a base "Usual"para o espaço.
Agora, seja (X,
∑
, µ) um espaço de medida, e relembre dos espaços vetoriais Lp(X) na
Deﬁnição 1.2.
Exemplo 3.5 Se f, g ∈ L2(X) então fg ∈ L2(X) e a função (·, ·) : L2(X)× L2(X)→ F
deﬁnida por (x, y) =
∫
X
fgdx é um produto interno em L2(X). Este produto interno será
chamado de produto interno usual em L2(X).
O próximo exemplo mostra que o espaço das sequências l2 deﬁnido no é um espaço com
produto interno. Ele é, na verdade, um caso especial de exemplo prévio, usando medida
de contagem em N.
Exemplo 3.6 Se a = {an} e b = {bn} ∈ l2 então a sequência anbn ∈ l2 e a função
(·, ·) : Fk × Fk → F deﬁnida por (x, y) = ∑∞n=1 anbn é um produto interno em l2.
Nossos próximos exemplos mostram que subespaços e produto cartesiano de espaços
com produto interno são também espaços com produto interno deﬁnidos de maneira na-
tural. Esses resultados são similares aos Exemplos 2.8 e 2.9 para espaços normados.
Exemplo 3.7 Seja X um espaço com produto interno (·, ·) e seja S um subespaço linear
de X. Seja (·, ·)S a restrição de (·, ·) a S. Então (·, ·)S é um produto interno em S.
Exemplo 3.8 Sejam X e Y espaços com produto interno (·, ·)1 e (·, ·)2, respectivamente;
e seja Z = X×Y o espaço linear do produto cartesiano. Então a função (·, ·) : Z×Z → F
deﬁnida por (u, v), (x, y) = (u, x)1 + (v, y)2 é um produto interno em Z.
Observação 3.1 . Devemos notar que, embora as deﬁnições dos Exemplos 2.8 e 3.10 são
naturais, a norma induzida em Z pelo produto interno acima tem a forma
√‖x‖21 + ‖y‖22
(onde ‖·‖1, ‖·‖2 são as normas produzidas pelos produtos internos(·, ·)1, (·, ·)2 ). Enquanto
que a norma deﬁnida em Z no Exemplo 2.8 tem a forma ‖x‖1 +‖y‖2. Estas duas normas
não são iguais, mas são equivalentes. Assim na discussão propriedades analíticas não faz
qualquer diferença qual é utilizado.
No entanto, a norma induzida é um tanto menos conveniente de manipular devido ao
termo de raiz quadrada. Assim, ao lidar com espaços de produto cartesiano que geralmente
se utiliza a norma no Exemplo 2.8. Se apenas normas estão envolvidas, deve-se usar a
norma induzida se produtos internos também estão envolvidos.
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Exemplo 3.9 Para quaisquer a, b ∈ C, prove que:
(a) 2|a| · |b| ≤ |a|2 + |b|2
(b) |a+ b|2 ≤ 2(|a|2 + |b|2)
Solução:
a) Basta notar que 0 ≤ (|a|2 − |b|2) = |a|2 − 2|a| · |b|+ |b|2.
b) Observe que |a+ b|2 = (a+ b) · (a+ b) = a · a+ a · b+ a · b+ b · b
≤ |a|2 + 2|a| · |b|+ |b|2 ≤ 2(|a|2 + |b|2).

Vamos agora aﬁrmar algumas identidades algébricas elementares que os produtos in-
ternos satisfazem.
Lema 3.1 Sejam X um espaço com produto interno, x, y ∈ X e α ∈ F. Então:
(a) (0, y) = (x, 0) = 0;
(b) (x, αy + βz) = α(x, y) + β(x, z);
(c) (αx+ βy, αx+ βy) = (|α|)2(x, x) + αβ(x, y) + βα(y, x) + (|β|)2(y, y).
Demonstração:
(a) (0, y) = (0 · 0, y) = 0 · (0, y) = 0. Assim, como (x, 0) = (0, x) = 0 = 0.
(b) (x, αy + βz) = (αy + βz, x) = (αy, x) + (βz, x) = α(x, y) + β(x, z).
(c) (αx+ βy, αx+ βy) = α(αx+ βy, x) + β(αx+ βy, y)
= αα(x, x) + αβ(y, x) + βα(x, y) + ββ(y, y)
= (|α|)2(x, x) + αβ(x, y) + βα(y, x) + (|β|)2(y, y).

Proveniente da parte (c) da Deﬁnição 3.2 e parte (b) do Lema 3.1, podemos dizer que
um produto interno (·, ·) em um espaço complexo é linear em relação à sua primeira
variável e é conjugado linear em relação à segunda variável (um produto interno em um
espaço real é linear em relação a ambas as variáveis).
Na introdução deste capítulo, observou-se que, se x ∈ R3 e (·, ·) é o produto interno
usual sobre R3, então a fórmula
√
(x, x) dá o comprimento euclidiano usual, ou norma, de
x. Agora queremos mostrar que para um espaço com produto interno geral X, a mesma
fórmula deﬁne uma norma em X.
Lema 3.2 Sejam X um espaço com produto interno e x, y ∈ X. Então:
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(a) (|(x, y)|)2 ≤ (x, x)(y, y), com x, y ∈ X;
(b) a função ‖·‖ : X → R dada por ‖x‖ = (x, x) 12 é uma norma em X.
Demonstração:
(a) Se x = 0 ou y = 0, o resultado é verdade. Então, vamos supor que nem x nem y é
zero. Fazendo α = − (x,y)
(x,x)
e β = 1 no item (c) do Lema 3.1, obtemos:
0 ≤ (αx+ y, αx+ y) = | (x, y)
(x, x)
|2 · (x, x)− (x, y)
(x, x)
· (x, y)− (x, y)
(x, x)
· (y, x) + (y, y)
≤ |(x, y)|
2
(x, x)
− |(x, y)|
2
(x, x)
− |(x, y)|
2
(x, x)
+ (y, y)
= −|(x, y)|
2
(x, x)
+ (y, y)
e, consequentemente,
|(x, y)|2 ≤ (x, x) · (y, y).
(b) Observe que, usando as propriedades de produto interno, a função ‖ · ‖ de fato
deﬁne uma norma:
(i) ‖x‖ = (x, x) 12 ≥ 0;
(ii) ‖x‖ = 0 see (x, x) 12 = 0 see x = 0;
(iii) ‖αx‖ = (αx, αx) 12 = (αα) 12 · (x, x) 12 = |α| · ‖x‖;
(iv)
‖x+ y‖2 = ‖x‖2 + 2Re(x, y) + ‖y‖2
≤ ‖x‖2 + 2‖x‖ · ‖y‖+ ‖y‖2
= (‖x‖+ ‖y‖)2

A norma ‖x‖ = (x, x) 12 deﬁnida no Lema 3.2 no espaço com produto interno X é dita ser
induzida pelo produto interno (·, ·). O lema mostra que, por usar a norma induzida, cada
espaço com produto interno pode ser considerado como um espaço normado. De agora
em diante, sempre que usarmos uma norma em um espaço com produto interno X, será
a norma induzida, mesmo que não seja especiﬁcado.
Ao examinar as normas usuais e os produtos internos que deﬁnimos até agora (em
Fk, l2, Lp(X)), vemos que cada uma dessas normas é induzida pelos produtos internos
correspondentes. Além disso, com esta convenção, a desigualdade na parte (a) do Lema
3.2 pode ser reescrita como
|(x, y)| ≤ ‖x‖ · ‖y‖. (3.1)
A desigualdade no Teorema 1.5 (com p = q = 2) é um caso especial da desigualdade (3.1)
(obtida substituindo o produto interno padrão e a norma em Fk em (3.1). A desigualdade
(3.1) é chamada desigualdade de Cauchy-Schwarz. Ela irá revelar-se extremamente útil a
seguir.
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Notamos também que é muitas vezes mais conveniente trabalhar com o quadrado da
norma induzida para evitar ter que tomar as raízes quadradas. Uma vez que cada espaço
com produto interno tem uma norma induzida, uma pergunta natural é se toda norma
é induzida por um produto interno. A resposta é não - normas induzidas por produtos
internos têm algumas propriedades especiais que as normas em geral não possuem.
Lema 3.3 Seja X um espaço com produto interno (·, ·). Então para todos u, v, x, y ∈ X:
(a) (u+ v, x+ y)− (u− v, x− y) = 2(u, v) + 2(v, x);
(b) 4(u, y) = (u+ v, x+ y)− (u− v, x− y) + i(u+ iv, x+ iy)− i(u− iv, x− iy).
Demonstração:
(a) (u + v, x + y) − (u − v, x − y) = (u, x) + (v, x) + (u, y) + (v, y) − (u, x) + (v, x) +
(u, y)− (v, y) = 2(u, v) + 2(v, x);
(b) (u+ v, x+ y)− (u− v, x− y) + i(u+ iv, x+ iy)− i(u− iv, x− iy) =
= 2(u, v) + 2(v, x) + i((u+ iv, x)− i(u+ iv, y))− i((u− iv, x) + i(u− iv, y))
= 2(u, v) + 2(v, x) + i(u, x)− (v, x) + (u, y) + i(v, y)− i(u, x)− (v, x) + (u, y)− i(v, y)
= 4(u, y).

Teorema 3.1 Seja X um espaço com produto interno (·, ·) e norma induzida ‖·‖. Então
para todos x, y ∈ X:
(a) ‖x+ y‖2 + ‖x− y‖2 = 2.(‖x‖2 + ‖y‖2); (Regra do paralelogramo)
(b) se X é real, então 4(u, y) = (‖x+ y‖)2 + (‖x− y‖)2;
(c) se X é real, então 4(u, y) = (‖x+ y‖)2 + (‖x− y‖)2 + i(‖x+ iy‖)2 − i(‖x− iy‖)2.
(Identidade de Polarização)
Demonstração:
(a) Por deﬁnição,
‖x+ y‖2 + ‖x− y‖2 = ((x+ y, x+ y)2) 12 + ((x− y, x− y)2) 12
(x, x) + (x, y) + (y, x) + (y, y) + (x, x)− (x, y)− (y, x) + (y, y)
= 2 · ((x, x) + (y, y)) = 2 · (‖x‖2 + ‖y‖2)
(b) ‖x+ y‖2 − ‖x− y‖2 = ((x+ y, x+ y)2) 12 − ((x− y, x− y)2) 12
(x, x) + (x, y) + (y, x) + (y, y)− (x, x) + (x, y) + (y, x)− (y, y)
= 2(x, y) + 2(y, x) = 4(x, y).
(c) Faça u = x e v = y no item (c) do lema (3.3). 
Um caminho para mostrar que a norma dada em um espaço vetorial não é induzida por
um produto interno é mostrar que ela não satisfaz a regra do paralelogramo.
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Exemplo 3.10 A norma usual no espaço C[0, 1] não é induzida por um produto interno.
Solução: Considere as funções f, g ∈ C[0, 1] deﬁnida por f(x) = 1, g(x) = x, com
x ∈ [0, 1]. Da deﬁnição de norma usual em C[0, 1], temos:
‖f + g‖2 + ‖f − g‖2 = 4 + 1 = 5,
mas,
2(‖f‖2 + ‖g‖2) = 2(1 + 1) = 4.
Assim, a regra do paralelogramo não é veriﬁcada. 
Uma vez que um espaço com produto interno X é um espaço normado (com a norma
induzida), é também um espaço métrico com a métrica associada com a padrão (ver
capítulo 2). A partir de agora, quaisquer conceitos de espaços métricos que usamos um
X será deﬁnido em termos desta métrica.
Uma propriedade importante dessa métrica é que o produto interno (·, ·) em X, que foi
deﬁnido unicamente em termos das suas propriedades algébricas, é uma função contínua
no seguinte sentido:
Lema 3.4 Seja X um espaço com produto interno e suponha que {xn} e {yn} são sequên-
cias convergentes em X, com lim
n→∞
xn = x, lim
n→∞
yn = y. Então lim
n→∞
(xn, yn) = (x, y).
Demonstração:
|(xn, yn)− (x, y)| = |(xn, yn)− (xn, y) + (xn, y)− (x, y)|
≤ |(xn, yn)− (xn, y)|+ |(xn, y)− (x, y)|
= |(xn, yn − y)|+ |(xn − x, y)|
≤ ‖xn‖‖yn − y‖+ ‖xn − x‖‖y‖.
Como {xn} converge, ela é limitada. Então, o lado direito da desigualdade tende a zero
quando n→∞. 
3.2 Ortogonalidade
A razão pela qual nós introduzirmos produto interno estava na esperança de ampliar o
conceito de ângulos entre vetores. A partir da desigualdade de Cauchy Schwarz, para os
espaços de produto interno real, se x, y são vetores não nulos, então
−1 ≤ (x, y)‖x‖‖y‖ ≤ 1,
e, daí, o ângulo entre x e y pode ser deﬁnido por
θ = (cos)−1(
(x, y)
‖x‖‖y‖).
Para espaços com produto interno complexos, a posição não é mais difícil ( o pro-
duto interno (x, y) pode ser complexo, e não está claro que o que um ângulo complexo
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signiﬁcaria). No entanto, um caso especial importante pode ser considerado, ou seja,
quando (x, y) = 0. Neste caso, podemos considerar os vetores como sendo perpendicular
ou ortogonal.
Deﬁnição 3.4 Seja X um espaço com produto interno. Os vetores x, y em X são ditos
ortogonais de (x, y) = 0.
Da álgebra linear, temos algo similar com o conceito de conjunto de vetores ortonormais
em espaços com produto interno de dimensão ﬁnita. Esse conceito pode ser estendido para
espaços com produto internos arbitrários.
Deﬁnição 3.5 Seja X um espaço com produto interno. O conjunto {e1, e2, ..., en} ⊂ X é
dito ortonormal se ‖en‖ = 1, para todo 1 ≤ n ≤ k e (em, en) = 0, para todos 1 ≤ n,m ≤ k
com m 6= n.
O resultado no próximo lema é sobre conjuntos ortonormais em espaços com produto
interno de dimensão ﬁnita pode ser bem familiar, mas relembraremos aqui para usar como
referência mais a frente.
Lema 3.5 .
(a) Todo conjunto ortonormal nas condições acima é linearmente independente. Em
particular, se dimX = k então este conjunto é base e qualquer vetor x ∈ X pode
ser expresso na forma x =
∑k
n=1(x, en)en.
(b) Seja v1, v2, ..., vn um subconjunto linearmente independente de X (espaço com pro-
duto interno), e seja S = Sp = v1, v2, ..., vn. Então, existe uma base ortonormal
e1, e2, ..., en para S.
Demonstração:
(a) Suponha que
∑k
n=1 αnen = 0, para algum αn ∈ F;n = 1, 2, ..., k. Então fazendo o
produto interno com em e usando ortonormalidade, temos:
0 = (
k∑
n=1
αnen, em) = (αmem, em) = αm‖em‖ = αm,
para m = 1, 2, ..., k. Logo, o conjunto e1, e2, ..., en é linearmente independente.
Além disso, se {e1, e2, ..., en} é base, existem λn ∈ F;n = 1, 2, ..., k tais que x =∑k
n=1 αnen. Então, fazendo o produto interno com em e usando ortonormalidade, temos:
(x, em) = (
k∑
n=1
λnen, em) = (λmem, em) = λm,
para m = 1, 2, ..., k.
(b) Provaremos usando indução sobre k.
30
Para k = 1, como v1 6= 0, ‖v1‖ 6= 0 então podemos tomar e1 = v1‖v1‖ , e e1 é a base
desejada. Agora suponha que o resultado é verdade para algum inteiro k ≥ 1. Seja
{v1, v2, ..., vk+1} um conjunto linearmente independente e seja {e1, e2, ..., ek} uma base
ortonormal para Sp{v1, v2, ..., vk}; nossa hipótese de indução.
Como {v1, v2, ..., vk+1} é um conjunto linearmente independente, vk+1 /∈ Sp{v1, v2, ..., vk}.
Então, vk+1 /∈ {e1, e2, ..., ek}.
Seja
bk+1 = vk+1 −
k∑
n=1
(vk+1, en)em.
Então bk+1 ∈ Sp{v1, v2, ..., vk+1} e bk+1 6= 0. Também, para cada m = 1, 2, ..., k, tem-se:
(bk+1, em) = (vk+1, en)−
k∑
n=1
(vk+1, en)(en, em))
= (vk+1, en)− (vk+1, en) = 0.
Logo, bk+1 é ortonormal a todos os vetores {e1, e2, ..., ek}.
Seja ek =
bk+1
‖bk+1‖ . Então, {e1, e2, ..., ek+1} é um conjunto ortonormal com
Sp{e1, e2, ..., ek+1} ⊂ Sp{v1, v2, ..., vk+1}.
Mas, ambos subespaços tem dimensão k+1. Então, eles só podem ser iguais, completando
a prova por indução. 
Exemplo 3.11 Se S é o Span linear de a = (1, 4, 1) e b = (−1, 0, 1) em R3, use o
algoritmo de Grand-Schimidt para encontrar a base ortonormal de S e de R3 contendo
múltiplos de a e b.
Solução: Inicialmente, ‖a‖ = √12 + 42 + 12 = √18 = 3√2 e b = √2. Assim, tomando
v1 =
a
‖a‖ =
√
2
6
·(1, 4, 1) e v2 = b‖b‖ =
√
2
2
(−1, 0, 1) temos que {v1, v2} é uma base ortonormal
de S. Nós podemos estender a base para R3 acrescentando o vetor v3 obtido através da
normalização do vetor c obtido pelo produto vetorial entre a e b. Assim,
c = a× b =
∣∣∣∣∣∣
i j k
1 4 1
−1 0 1
∣∣∣∣∣∣ = (4,−2, 4).
Note que ‖c‖ = √42 + (−2)2 + 42 = √36 = 6. Donde segue que v3 = c‖c‖ = 16(4,−2, 4).

Exemplo 3.12 Use o algoritmo de Grand-Schimidt para encontrar uma base ortonormal
para Sp{1, x, x2} em L2[−1, 1].
Solução: Vale lembrar que se f, g ∈ L2[−1, 1], então
(f, g) =
∫ 1
−1
f(x) · g(x)dx.
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Sejam v1 = 1, v2 = x, v3 = x2. Para obter o primeiro vetor da base ortonormal,
b1 =
v1
‖v1‖ ,
observe que
‖v1‖ = (v1, v1) 12 =
(∫ 1
−1
1dx
) 1
2
=
√
2.
Daí,
e1 =
1√
2
.
Prosseguindo com o Algoritmo,
b2 = v2 − (v2, e1)e1 =
∫ 1
−1
x
1√
2
dx = x.
Logo,
‖b2‖ =
(∫ 1
−1
x2dx
) 1
2
=
x3
3
=
√
2
3
e, consequentemente,
e2 =
b2
‖b2‖ =
√
3
2
x
Por ﬁm,
b3 = v3 − (v3, e2)e2 − (v3, e1)e1 = x2 − (
∫ 1
−1
x2
√
3
2
dx)e2 −
(∫ 1
−1
x2
√
1√
2
dx
)
e1
= x2 − 3
2
x · (x
4
4
)− 1
2
· (x
3
3
) = x2 − 1
2
· 2
3
= x2 − 1
3
Sendo assim,
‖b3‖ =
(∫ 1
−1
(x2 − 1
3
)dx
)2
= (
∫ 1
−1
x4 − 2
3
x2 +
1
9
dx)
1
2
= (
x5
5
− 2x
3
9
)
1
2 = (2(
1
5
− 2
9
+
1
9
))
1
2
=
√
8
3
√
5
.
Consequentemente,
e3 =
b3
‖b3‖ =
3
√
5√
8
· (x2 − 1
3
) =
√
5
8
(3x2 − 1).

Observação 3.2 A construção indutiva da base na parte (b) do lema 3.5, usando a fór-
mula
bk+1 = vk+1 −
k∑
n=1
(vk+1, en), ek+1 =
bk+1
‖bk+1‖ ,
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é chamado de algoritmo de Gram-Schmidt. A ﬁgura abaixo ilustra este algoritmo para
k=2.
Usando uma base ortonormal em um espaço com produto interno (de dimensão ﬁnita),
faz com que seja fácil trabalhar a norma de um vetor em termos de seus componentes. O
teorema a seguir é uma generalização do teorema de Pitágoras.
Teorema 3.2 Seja X um espaço com produto interno de dimensão k e seja {e1, e2, ..., en}
uma base ortonormal para X. Então, para quaisquer números αn ∈ F, n = 1, 2, ..., k,∥∥∥∥∥
k∑
n=1
αnen
∥∥∥∥∥
2
=
k∑
n=1
|αn|2.
Demonstração: Por ortogonalidade e propriedades de produto interno, temos:
‖
k∑
n=1
αnen‖2 = (
k∑
m=1
αmem
k∑
n=1
αnen) =
k∑
m=1
k∑
n=1
αmαn(em, en)
=
k∑
n=1
αnαn =
k∑
n=1
|αn|2.

Dizemos, quando discutimos espaços normados, que completeza é uma propriedade
extremamente importante, e isto também é verdade para espaços com produto interno.
Espaços normados completos foram chamados de espaços de Banach, e espaços com pro-
duto interno completos também recebem um nome especial.
Deﬁnição 3.6 Um espaço com produto interno que é completo com respeito à métrica
associada à norma induzida por este produto interno é chamado de espaço de Hilbert.
A partir dos resultados anteriores, temos os seguintes exemplos de espaços de Hilbert.
Exemplo 3.13 .
(a) Todo espaço com produto interno de dimensão ﬁnita é Hilbert.
(b) L2(X) com o produto interno usual é Hilbert.
(c) l2 com o produto interno usual é Hilbert.
Solução:
(a) Sejam X um espaço com dimensão ﬁnita com norma ‖ · ‖ e {e1, e2, ..., en} uma base
para X. Considere também a norma euclidiana. Sabemos que duas normas quaisquer
num espaço de dimensão ﬁnita são sempre equivalentes. Pelo lema (2.4), X com a norma
euclidiana é completo. Portanto, como ‖ · ‖ e a euclidiana são equivalentes, X é completo
com a norma ‖ · ‖. Donde segue que ele é Hilbert.
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(b) Suponha que fn é uma sequência de Cauchy. Seja  = 12 . Existe N1 tal que para
n ≥ N1,
‖fn − fN1‖1 ≤
1
2
.
Depois, seja  = 1
22
, e para algum N2 > N1, temos
‖fn − fN2‖1 ≤
1
22
, para n ≤ N2.
Nesse caminho, construímos uma subsequência fNk satisfazendo
‖fNn+1 − fNn‖1 ≤
1
2n
,
para todo n . Logo, a série
∑
n≥1 ‖fNn+1 − fNn‖1 converge e, pelo teorema de Beppo Levi
(1.6), a série
fN1(x) +
∑
n≥1
[fNn+1(x)− fNn(x)]
converge em quase todos os pontos. Denote a soma por f(x). Assim,
fN1(x) +
k∑
n=1
[fNn+1(x)− fNn(x)] = fNk+1(x),
o lado esquerdo converge para f(x), então fNk+1(x) também convergirá para ele. Por
isso, aﬁrmamos que a sequência de números reais fn(x) é Cauchy e a subsequência acima
converge. Todas para o mesmo limite f(x). Temos que mostrar que f ∈ L2 e ‖fk−f1‖1 →
0. Seja  > 0. Por ser Cauchy, existe N ∈ N tal que para todo n,m ≥ N ,
‖fn − fm‖1 < .
Pelo lema de Fatou (1.1),
‖fn − fm‖12 =
∫
|f − fm|2 ≤ lim
k→∞
inf
∫
|fNk − fm|2dm
lim
k→∞
inf ‖fNk − fm‖1 < . (3.2)
Então f − fm ∈ L2, que implica f = (f − fm + fm) ∈ L2, mas equação (3.1) também
resulta ‖f − fm‖1 → 0.
sendo ele completo, munido com esse produto interno, ele é Hilbert.
(c) O espaço l2 é Hilbert com o produto interno dado por
∑n
j=1 αjλj. Usando Holder,
temos:
(x, y) =
n∑
j=1
|αjλj| ≤
√√√√ n∑
k=1
|αk|2 ·
√√√√ n∑
i=1
|λi|2,
o que nos dá a convergência de {xn, yn} assumindo {xn} e {yn} convergentes.
Para mostrar a completeza. Seja {xn} uma sequência qualquer de l2, onde xm =
(α
(m)
1 , α
(m)
2 , ...). Então, para cada  > 0 existe um N tal que, para todos n,m > N ,
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d(xn, xm) = (
n∑
k=1
|α(m)j − α(n)j |2)
1
2 < . (3.3)
Segue que, para cada j = 1, 2, 3, ... temos
|α(m)j − α(n)j |2 <  (3.4)
Fixando j. De (3.2), observamos que (α(j)1 , α2,
(j) , ...) é Cauchy. Ela converge pois R e
C são completos, ou seja, α(m)j → αj, quando m → ∞. Usando esses limites, deﬁnimos
x = (α1, α2, ...) e mostramos que x ∈ l2 e xm → x. De (3.1), temos que para todos
n,m > N ,
k∑
j=1
|α(m)j − α(n)j |2 < 2
Fazendo n→∞, obtemos, para m > N
k∑
j=1
|α(m)j − αj|2 ≤ 2
Podemos fazer k →∞. Então, para m > N ,
∞∑
j=1
|α(m)j − αj|2 ≤ 2.
Isso mostra que xm − x = (α(m)j − αj) ∈ l2. Como xn ∈ l2, encontramos por meio da
desigualdade de Minkowski que
x = xm + (x− xm) ∈ l2.
Assim, a série 2.1 representa (d(xmx))2, implica que xm → x. Uma vez que xm era de
Cauchy arbitrária em l2, provamos que l2 é completo com essa norma. 
Em geral, espaços com produto interno de dimensão inﬁnita não precisam ser completos.
Nós dissemos no teorema (2.5) que um subespaço linear de um espaço de Banach é um
espaço de Banach se, e somente se, ele for fechado. Mostraremos a seguir um resultado
similar para espaços de Hilbert.
Lema 3.6 Se H é um espaço de Hilbert e Y ⊂ H é um subespaço linear, então Y é
Hilbert se, e somente se, Y é fechado em H.
3.3 Complemento Ortogonal
Deﬁnição 3.7 Seja X um espaço com produto interno e seja A um subconjunto de X.
O complemento ortogonal de A é o conjunto
A⊥ = {x ∈ X; (x, a) = 0, para todo a ∈ A}.
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Assim o conjunto A consiste de vetores em X que são ortogonais a cada vetor em A.
A ligação entre A e A⊥ é dada pela condição (x, a) = 0, para todo a ∈ A, e esta é usada
para obter A⊥, como mostra o próximo exemplo.
Exemplo 3.14 Se X = R3 e A = {(a1, a2, 0); a1, a2 ∈ R)}, então A⊥ = (0, 0, x3);x3 ∈ R.
Solução: Por deﬁnição, um vetor x = (x1, x2, x3) pertence a A⊥ se, e somente se, para
cada a = (a1, a2, 0), com a1, a2 ∈ R. 
Exemplo 3.15 Se A = {{xn} ∈ l2;x2n = 0, para todo n ∈ N}, encontre A⊥.
Solução: Seja S = {{xn} ∈ l2;x2n−1 = 0, para todo n ∈ N}. Se x ∈ S e y ∈ A, então
(x, y) =
∑∞
n=1 xnyn = 0. Consequentemente, x ∈ A⊥, e então S ⊂ A⊥.
Por outro lado, seja x ∈ A⊥ e suponha x2n−1 6= 0, para algum m ∈ N. O vetor e2m−1
da base ortonormal usual de l2 pertence a A, então 0 = (x, e2m−1) = x2m−1, o que é uma
contradição. Assim, x2m−1 = 0 para todo m ∈ N, então x ∈ S. Logo, A ⊂ S e, por isso,
A = S. 
Exemplo 3.16 Seja X um espaço com produto interno e A ⊂ S. Mostre que A⊥ = A⊥.
Solução: Como A ⊂ A nós temos que A⊥ ⊂ A⊥, pelo Lema 3.7 item (b).
Seja y ∈ A⊥. Então (x, y) = 0, para todo x ∈ A. Agora suponha que x ∈ A⊥, e {xn} é
uma sequência de elementos de A tal que limn→∞ xn = x. Então, (x, y) = limn→∞(xn, y) =
0. Assim, (x, y) = 0, para cada x ∈ A, e então y ∈ A⊥. Logo, A⊥ ⊂ A⊥, e daí, A⊥ = A⊥.

Lema 3.7 .
(a) 0 ∈ A⊥.
(b) Se B ⊂ A, então A⊥ ⊂ B⊥.
(c) A⊥ é um subespaço linear fechado de X.
(d) A ⊂ (A⊥)⊥.
(e) Se A contém a bola aberta Ba(r), para algum a ∈ X e algum r > 0, então A⊥ = 0;
em particular, se A é um aberto não vazio, então A⊥ = 0.
(f) Se 0 ∈ A, então A ∩ A⊥ = {0}.
(g) {0}⊥ = X;X⊥ = {0}.
36
Solução:
(a) Como (0, a) = 0 para todo a ∈ A, nós temos 0 ∈ A⊥.
(b) Seja x ∈ A⊥ e b ∈ B. Então, b ∈ A (pois B ⊂ A) e, por isso, (x, b) = 0. Pela
arbitrariedade de b ∈ B, temos que b ∈ B⊥. Daí, A⊥ ⊂ B⊥.
(c) Sejam y, z ∈ A⊥, α, β ∈ F e a ∈ A. Então,
(αy + βz, a) = α(y, a) + β(z, a) = 0.
Assim, αy + βz ∈ A⊥. Daí, A⊥ é um subespaço linear de X.
Prosseguindo, seja {xn} uma sequência em A⊥ convergindo para x ∈ X. Então, pelo
Lema (3.1) item (a) e Lema (3.4), para qualquer a ∈ A, temos:
0 = lim
n→∞
(x− xn, a) = (x, a)− lim
n→∞
(xn, a) = (x, a),
pois (xn, a) = 0, para todo n ∈ N. Consequentemente, x ∈ A⊥ e, daí, A⊥ é fechado, pelo
Teorema 1.1 (c).
(d) Seja a ∈ A. Então, para todo x ∈ A⊥, (a, x) = (x, a) = 0. Donde segue que
a ∈ (A⊥)⊥. Logo, A ⊂ (A⊥)⊥.
(e) Suponha que x ∈ A⊥, com x 6= 0. E seja y = x‖x‖ 6= 0. Se a ∈ A então, por deﬁnição,
temos (y, a) = 0. Além disso, como a+ 1
2
ry ∈ Ba(r) ⊂ A, segue que:
0 = (y, a+
1
2
ry) = (y, a) +
1
2
r(y, y),
então (y, y = 0) logo y = 0.(Contradio).
Logo A⊥ = {0}.
(f) Suponha que x ∈ A ∩ A⊥. Então (x, x) = 0, e então x = 0 (pela parte (b) da
deﬁnição de produto interno).
(g) Se A = {0}, então para cada x ∈ X nós temos trivialmente que (x, a) = (x, 0) = 0
para todo a ∈ A. Então, x ∈ A⊥ e, consequentemente, A⊥ = X. Se A = X e x ∈ A⊥,
então (x, a) = 0 para todo a ∈ X. Em particular, fazendo a = x temos (x, x) = 0, que
implica em x = 0. Logo, A⊥ = {0}. 
Lema 3.8 Seja Y um subespaço linear de um espaço com produto interno X. Então
x ∈ Y ⊥ se, e somente se ‖x− y‖ ≥ ‖x‖, para todo z ∈ Y .
Demonstração: Pelo Lema (3.1) item (c),
‖x− αy‖2 = (x− αy, x− αy) = ‖x‖2 − α(x, y)− α(y, x) + |α|2‖y‖2, (3.5)
para todos x ∈ X, y ∈ Y, α ∈ F. Agora suponha que x ∈ Y ⊥ e y ∈ Y . Então (x, y) =
(y, x) = 0; pondo α = 1 na equação (3.3), obtemos:
‖x− y‖2 = ‖x‖2 + ‖y‖2 ≥ ‖x‖2.
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Reciprocamente, suponha que ‖x − y‖2 ≥ ‖x‖2, para todo y ∈ Y . Então, como Y é
subespaço linear, αy ∈ Y , para todo y ∈ Y e α ∈ F. Daí, pela equação (3.3),
0 ≤ −α(y, x)− α(y, x) + |α|2‖y‖2.
Seja β , assim β(y, x) = |(x, y)|, e seja α = tβ, onde t ∈ R, t > 0. Então,
−t|(x, y)| − t|(x, y)|+ t2‖y‖2 ≥ 0, daí |(x, y)| ≤ 1
2
t‖y‖2,
para todo t > 0. Portanto,
|(x, y)| ≤ lim
t→0+
1
2
t‖y‖2 = 0, logo |(x, y)| = 0, assim x ∈ Y ⊥.

Deﬁnição 3.8 Um subconjunto de um espaço vetorial X é convexo se, para todo x, y ∈ A
e todo λ ∈ [0, 1], λx+ (1− λ)y ∈ A.
Em outras palavras, A é convexo se, para quaisquer dois pontos em A, o segmento de
reta que os une está inteiramente contido em A. Em particular, cada subespaço linear
dele é um conjunto convexo.
Teorema 3.3 Seja A um subconjunto convexo, fechado e não vazio de um espaço de
Hilbert H. Então existe um único q ∈ A tal que ‖p− q‖ = inf{‖p− a‖ ; a ∈ A}.
Demonstração: Seja γ = inf{‖p− a‖; a ∈ A}. Note que o conjunto, nas hipóteses, é não
vazio e limitado; então γ está bem deﬁnido.
Primeiro provaremos a existência de q. Pela forma como γ foi deﬁnido, para cada
n ∈ N, existe qn ∈ A tal que
γ2 ≤ ‖p− qn‖2 < γ2 + n−1. (3.6)
Mostraremos que a sequência qn é de Cauchy. Aplicando a regra do paralelogramo para
p− qn e p− qm, temos:
‖(p− qn) + (p− qm)‖2 + ‖(p− qn)− (p− qm)‖2 = 2‖(p− qn)‖2 + 2‖(p− qm)‖2,
e então
‖2p− (qn + qm)‖2 + ‖qn − qm‖2 < 4γ2 + 2(n−1 +m−1).
Como qn, qm ∈ A e A é convexo, 12(qm + qn) ∈ A, então
‖2p− (qn + qm)‖2 = 4‖p− 1
2
(qm − qn)‖2 ≥ 4γ2.
‖qn − qm‖2 ≤ 4γ2 + 2(n−1 +m−1)− 4γ2 = 2(n−1 +m−1)
Portanto, a sequência qn é de Cauchy e de convergir para algum ponto q ∈ H uma vez
que H é completo. Como A é fechado, q ∈ A. Também, por (3.4),
γ2 ≤ lim
n→∞
‖p− qn‖2 = ‖p− q‖2 ≤ lim
n→∞
(γ2 + n−1) = γ−1,
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e então ‖p− q‖ = γ. Então, o desejado q existe.
Vamos agora provar que ele é único. Suponhamos que w ∈ A e ‖p − q‖ = γ. Então,
1
2
(q + w) ∈ A, pois A é convexo. Daí, ‖p − 1
2
(q + w)‖ ≥ γ. Aplicando a regra do
paralelogramo para p− w e p− q, obtemos:
‖(p− w) + (p− q)‖2 + ‖(p− w)− (p− q)‖2 = 2‖(p− w)‖2 + 2‖(p− q)‖2,
e então,
‖q − w‖ = 2γ2 + 2γ2 + 4‖p− 1
2
(q + w)‖2 ≤ 4γ2 − 4γ2 = 0.
Então, w = q, provando a sua unicidade. 
Teorema 3.4 Seja Y um subespaço linear fechado de um espaço de Hilbert H. Para
qualquer x ∈ H, existem únicos y ∈ Y e z ∈ Y ⊥ tais que x = y + z. Além disso,
‖x‖2 = ‖y‖2 + ‖z‖2.
Demonstração: Como Y é não vazio, fechado e convexo; segue, pelo Teorema (3.2) que
existe y ∈ Y tal que para todo u ∈ Y , ‖x − y‖ ≤ ‖x − u‖. Seja z = x − y. Então, para
todo u ∈ Y,
‖z − u‖ = ‖x− (y + u)‖ ≤ ‖x− y‖ = ‖z‖,
para todo u ∈ Y . Consequentemente, pelo lema (3.7), z ∈ Y ⊥.
UNICIDADE: Suponha que x = y1 + z1 = y2 + z2, com y1, y2 ∈ Y e z1, z2 ∈ Y ⊥. Então
y1 − y2 = z2 − z1. Mas y1 − y2 ∈ Y e z2 − z1 ∈ Y ⊥, pois são subespaços lineares. Então,
y1 − y2 ∈ Y ∩ Y ⊥ = {0}, pelo lema (3.7) item (b). Logo, y1 = y2 e z1 = z2. Finalmente,
‖x‖2 = ‖y + z‖2 = (y + z, y + z) = ‖y‖2 + (y, z) + (z, y) + ‖z‖2 = ‖y‖2 + ‖z‖2.

Exemplo 3.17 Sejam X e y subespaços vetoriais lineares de um espaço de Hilbert H.
Lembre que X + Y = {x+ y;x ∈ X, y ∈ Y }. Prove que (X + Y )⊥ = X⊥ ∩ Y ⊥.
Solução: É sempre verdade que X ⊂ X + Y e Y ⊂ X + Y . Assim, pelo Lema 2.29 (a),
(X + Y )⊥ ⊂ X⊥ e (X + Y )⊥ ⊂ Y ⊥. Daí resulta que (X + Y )⊥ ⊂ X⊥ ∩ Y ⊥.
Por outro lado, seja u ∈ X⊥∩Y ⊥ e seja v ∈ X+Y. Então u ∈ X⊥, u ∈ Y ⊥ e v = x+ y,
com x ∈ X e y ∈ Y. Logo,
(u, v) = (x+ y, u) = (x, u) + (y, u) = 0 + 0 = 0.
Então, u ∈ X⊥ e, por isso, X⊥ ∩ Y ⊥ ⊂ (X + Y )⊥. Portanto, (X + Y )⊥ = X⊥ ∩ Y ⊥. 
Exemplo 3.18 Seja H um espaço de Hilbert, sejam y ∈ H− 0 e S = Sp{y}. Mostre que
{x ∈ H; (x, y) = 0}⊥ = S.
Solução: Seja E = {x ∈ H; (x, y) = 0}. Para cada x ∈ H, (x, y) = 0 se, e somente se,
(x, αy) = 0, para todo α ∈ F se, e somente se, x ∈ S⊥. Como qualquer vetor em S tem a
forma αy, para algum α ∈ F, então E = S⊥.
Agora, como dimS = 1, ele é fechado e, pelo Corolário 3.2, E⊥ = S⊥⊥ = S. 
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Corolário 3.1 Se Y é um subespaço linear fechado de um espaço de Hilbert H então
Y ⊥⊥ = Y .
Demonstração: Pelo Lema (3.7) item (c), temos que Y ⊂ Y ⊥⊥. Agora suponha que
x ∈ Y ⊥⊥. Então, pelo Teorema (3.4), x = y + z, onde y ∈ Y e z ∈ Y ⊥. Como y ∈ Y e
x ∈ Y ⊥⊥, (x, z) = 0 = (y, z). Consequentemente, 0 = (x, z) = (y+ z, z) = (y, z) + (z, z) =
(z, z) = ‖z‖2. Então z = 0 e x−y ∈ Y . Portanto, Y ⊥⊥ ⊂ Y ; completando a demonstração.

Exemplo 3.19 Seja Y um subespaço linear fechado de um conjunto de Hilbert H. Mostre
que se Y 6= H então Y ⊥ 6= 0. isso sempre é verdade se Y não for fechado?
Solução: Suponha que Y ⊥ = {0}. Então, pelo corolário 3.1, e lema 3.7 (c), Y = Y ⊥⊥ =
{0}⊥ = H, que contradiz assumir que Y 6= H. Então devemos ter Y ⊥ 6= {0}.
Se Y não for fechado, a aﬁrmação não é verídica. Para ver isso, seja Y um subespaço
linear denso com Y 6= H. Então, pelo exercício 3.16, Y ⊥ = Y ⊥ = H⊥ = {0}.
Aﬁrmação: S ⊂ H. Para ver que tais subespaços existem, em geral, nós consideramos
o subespaço S = {kn ∈ l2; kn = 0, n ≥ N}. No exercício 2.10 vemos que tais subespaços
não são fechados, ou seja, S 6= S.
Para ver que ele é denso, sejam y = {yn} um elemento arbitrário de l2 e  > 0. Escolha
N ∈ N tal que∑∞n=N |yn|2 < 2, e deﬁna um elemento x = {xn} ∈ l2 −H por xn = yn, se
n < N , e xn = 0, caso contrário. Claramente ‖x− y‖2 =
∑∞
n=N |yn|2 < 2, o que prova a
densidade desse subespaço. 
Corolário 3.2 Se Y é um subespaço linear qualquer de um espaço de Hilbert H, então
Y ⊥⊥ = Y .
Demonstração: Como Y ⊂ Y , segue do Lema (3.7) item (b) que Y ⊥ ⊂ Y ⊥. Daí, Y ⊥⊥ ⊂
Y
⊥⊥
. Mas, Y é fechado, então pelo Corolário (3.1), Y
⊥
= Y . Disso, segue que Y ⊥⊥ ⊂ Y .
Pelo Lema (3.7) item (c), Y ⊂ Y ⊥⊥. Mas, como Y ⊥⊥ é fechado, temos que Y ⊂ Y ⊥⊥.
Portanto, Y ⊥⊥ = Y . 
Exemplo 3.20 Seja X um espaço com produto interno e seja A ⊂ X não vazio. Mostre
que:
(a) A⊥⊥ = SpA;
(b) (A⊥)⊥⊥ = A⊥.
Solução:
a) Pelo Lema 3.29 itens (f) e (g), A⊥⊥ é um subespaço linear fechado contendo A.
Segue que SpA ⊂ A⊥⊥, pela Deﬁnição 2.23. Agora suponha que Y é um subespaço linear
fechado contendo A. Então, pelo Lema 3.29 item (e) aplicado duas vezes e o Corolário
3.35, temos que A⊥⊥ ⊂ y⊥⊥ = Y e, daí, A⊥⊥ ⊂ SpA, pela Deﬁnição 2.23. Portanto,
A⊥⊥ = SpA;
b) Pelo Lema 3.29 (f), A⊥ é um subespaço linear fechado. 
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3.4 Bases Ortonornais em Dimensão Inﬁnita
Deﬁnição 3.9 Seja X um espaço com produto interno. Uma sequência {en} ⊂ X é dita
ser uma sequência ortonormal se ‖en‖ = 1 para todo n ∈ N e (em, en) = 0 para todo
m,n ∈ N com m 6= n.
Exemplo 3.21 A sequência e˜n é uma sequência ortonormal em l
2.
Note que cada elemento da sequência em l2 é também uma sequência em F.
Exemplo 3.22 O conjunto de funções {en}, onde en(x) = (2pi)−12 · einz para n ∈ Z, é
uma sequência ortonormal no espaço L2[−pi, pi].
Segue que:
(em, en) =
1
2pi
∫ pi
−pi
ei(m−n)xdx =
{
1, se m = n
0, se m 6= n
Teorema 3.5 Qualquer espaço X com produto interno de dimensão inﬁnita contém uma
sequência ortonormal.
Demonstração: Seja x1 ∈ X. Como dimX = ∞, então Sp{x1} 6= X. Uma vez que
dimSp{x1} < ∞, pelo Corolário (2.4) , Sp{x1} é fechado. Pelo Lema de Riesz, existe
x3 ∈ X tal que
‖x3 − αx1 − βx2‖ ≤ 3
4
,
para todos α, β ∈ F.
Repetindo o raciocínio, obtemos uma sequência {xn} em X tal que ‖xn − xm‖ ≥ 34
quando n 6= m. Agora vamos aplicar indução no Algoritmo de Gram - Schmidt para a
sequência {xn}. Para n = 1, x1 6= 0, ‖x1‖ 6= 0 então e1 = x1‖x1‖ . Assim, a base será
{x1}. Suponha que exista uma sequência ortonormal {e1, e2, ..., ek}, para Sp{x1, ..., xk},
com {x1, ..., xk} linearmente independente. Como {x1, ..., xk} é linearmente independente,
xk+1 /∈ Sp{x1, ..., xk}. Então, xk+1 ∈ {e1, e2, ..., ek}.
Seja
bk+1 = vk+1 −
k∑
n=1
(vk+1, en)en, então bk+1 ∈ Sp{x1, ..., xk}.
Note que (bk+1, em) = 0, para m = 1, ..., k. Logo, ele é ortogonal a todos. Tome ek =
bk+1
‖bk+1‖ . Portanto, {e1, e2, ..., ek+1} é uma sequência ortonormal. 
Lema 3.9 Seja X um espaço com produto interno e seja {en} uma sequência ortonormal
em X. Para cada x ∈ X a série real ∑∞n=1 |(x, en)|2 converge e ∑∞n=1 |(x, en)|2 ≤ ‖x‖2 .
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Demonstração: Para cada k ∈ N, seja yk =
∑k
n=1(x, en)en. Então,
‖x− yk‖2 = (x− yk, x− yk) = ‖x‖2 −
k∑
n=1
(x, en)(x, en)−
k∑
n=1
(x, em)(en, x) + ‖yk‖2.
Consequentemente,
∑k
n=1 |(x, en)|2 = ‖x‖2 − ‖x− yk‖2 ≤ ‖x‖2 e, como esta sequência de
somas parciais é crescente concluímos
lim
x→∞
‖x‖2 = ‖x‖2.

Teorema 3.6 Seja H um espaço de Hilbert e seja {en} uma sequência ortonormal em H.
Se {αn} converge em F. Então a série
∑∞
n=1 αnen converge se, e somente se,
∑∞
n=1 |αn|2 <
∞. Se isto é satisfeito, então ∥∥∥∥∥
∞∑
n=1
αnen
∥∥∥∥∥
2
=
∞∑
n=1
|αn|2.
Demonstração: Suponha que
∑∞
n=1 αnen converge e seja x =
∑∞
n=1 αnen. Então, para
cada m ∈ N,
(x, em) = lim
n→∞
(
∞∑
n=1
αnen, em) = αm.
Portanto, pela desigualdade de Bessel,
∞∑
n=1
|αn|2 =
∞∑
n=1
|(αn, en)|2 ≤ ‖x‖2 <∞.
Reciprocamente, suponha que
∑∞
n=1 |αn|2 <∞ e, para cada k ∈ N, seja xk =
∑k
n=1 αnen.
Pelo Teorema (3.2), para cada j, k ∈ N, com k > j,
‖xk − xj‖2 = ‖
k∑
n=j+1
αnen‖2 =
k∑
n=j+1
|αn|2.
Como
∑∞
n=1 |αn|2 <∞, as somas parciais desta série convergem e formam uma sequência
de Cauchy. Portanto, a sequência {xk} é uma sequência de Cauchy em H e, por isso,
converge. Por ﬁm,
‖
∞∑
n=1
αnen‖2 = lim
k→∞
‖
k∑
n=1
αnen‖2 = lim
k→∞
k∑
n=1
|αn|2 =
∞∑
n=1
|αn|2.

Exemplo 3.23 Seja H um espaço de Hilbert e seja {en} uma sequência ortonormal em
H, Determine se as seguintes séries convergem em H.
(a)
∑∞
n=1 n
−1en
42
(b)
∑∞
n=1 n
−1
2 en
Solução:
a) Como
∑∞
n=1 n
−2 <∞ converge, pelo Teorema 3.6, a série desejada também converge.
b) Usando o Teorema 3.6, a série em questão não converge pois, a série
∑∞
n=1 n
−1 <∞
diverge. 
Observação 3.3 A série
∑∞
n=1 αnen converge se, e somente se, a sequência {αn} ∈ l2.
Corolário 3.3 Seja H um espaço de Hilbert e seja en uma sequência ortonormal em H.
Para cada x ∈ H, a série ∑∞n=1(x, en)en converge.
Demonstração: Pela desigualdade de Bessel,
∑∞
n=1 |(x, en)|2 <∞, então pelo Teorema
(3.6), a série
∑∞
n=1(x, en)en converge. 
Exemplo 3.24 Em R3, considere o conjunto ortonormal < eˆ1, eˆ2 >, e seja x = (3, 0, 4).
Então (x, eˆ1)eˆ1 + (x, eˆ2)eˆ2 6= x.
Exemplo 3.25 Seja {en} uma sequência ortonormal em um espaço de Hilbert H, e seja
S a subsequência {e2n}n∈N. Então S é uma sequência ortonormal em H com inﬁnitos
elementos, mas e1 6=
∑∞
n=1(α2n, e2n), para algum α2n.
Solução: Como S é um subconjunto de uma sequência ortonormal, ela também é uma
sequência ortonormal. Suponha agora que o vetor e1 pode ser expresso como e1 =∑∞
n=1 α2ne2n) para alguns α2n. Então, pelo Lema (3.4),
0 = (e1, em) = lim
k→∞
(
k∑
n=1
α2ne2n, e2n) = α2n,
para todo m ∈ N e daí e1 =
∑∞
n=1 α2ne2n) = 0; o que contraria a ortonormalidade da
sequência {en}. 
Teorema 3.7 Seja H um espaço de Hilbert e seja {en} uma sequência ortonormal em
H. As seguintes condições são equivalentes.
(a) {en;n ∈ N}⊥ = 0;
(b) Sp{en;n ∈ N} = H;
(c) ‖x‖2 = ∑∞n=1 |(x, en)|2, para todo x ∈ H;
(d) x =
∑∞
n=1(x, en)en, para todo x ∈ H.
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Demonstração:
(a) ⇒(d) Seja x ∈ H e y = x−∑∞n=1(x, en)en. Para cada m ∈ N,
(y, em) = (x, em)− lim
k→∞
(
k∑
n=1
(x, en)en, em)
= (x, em)− lim
k→∞
k∑
n=1
(x, en)(en, em)
= (x, em)− (x, em) = 0.
Portanto, a propriedade (a) implica que y = 0 e, então, x+
∑∞
n=1(x, en)en para quaisquer
x ∈ H. Logo, (d) é verdade.
(d) ⇒ (b) Para cada x ∈ H, temos que:
x = lim
k→∞
k∑
n=1
(x, en)en ∈ Sp{e1, ..., ek}.
Então, x ∈ Sp{en;n ∈ N}, provando (b).
(d) ⇒ (c) Segue imediatamente do Teorema (3.2),.
(b) ⇒ (a) Suponha que y ∈ {en;n ∈ N}⊥. Então, (y, en) = 0 para todo n ∈ N. Donde
segue que en ∈ {y}⊥, para todo n ∈ N. Porém, pelo Lema (3.6) item (b), {y}⊥ é um
subespaço linear fechado. Então, isso mostra que H = Sp{en} ⊂ {y}⊥. Logo, y ∈ {y}⊥;
e, por isso, (y, y) = 0. Portanto, y = 0.
(c)⇒ (a) Se (x, en) = 0 para todo n ∈ N, então por hipótese, ‖x‖2 =
∑∞
n=1 |(x, en)|2 =
0. 
Exemplo 3.26 Seja H um espaço de Hilbert e seja {en} uma base ortonormal em H.
Seja p : N → N a permutação de N (de modo que para todo x ∈ N,∑∞n=1 |(x, en)|2 =∑∞
n=1 |(x, en)|2). Mostre que:
(a)
∑∞
n=1(x, ep(n))en converge para todo x ∈ H.
(b) ‖∑∞n=1(x, ep(n))en‖2 = ‖x‖2, para todo x ∈ H.
Solução:
a) Pelo Teorema 3.6 ,
∑∞
n=1(x, ep(n))en converge se, e somente se,
∑∞
n=1 |(x, ep(n))|2 <
∞ se, e somente se, por hipótese, ∑∞n=1 |(x, en)|2 < ∞. Mais uma vez, pelo Teorema
3.6, isto ocorre se, e somente se,
∑∞
n=1(x, en)en converge. Contudo, como {en} é uma
sequência ortonormal,
∑∞
n=1(x, en)en converge pelo Corolário 3.3. Consequentemente,∑∞
n=1(x, ep(n))en converge.
b) Como {en} é uma base ortonormal, pelo Teorema 3.7,
‖
∞∑
n=1
(x, ep(n))en‖2 =
∞∑
n=1
|(x, ep(n))|2 =
∞∑
n=1
(x, en)|2 = ‖x‖2.

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Deﬁnição 3.10 Seja H um espaço de Hilbert e seja {en} uma sequência ortonormal em
H. Então en é dita uma base ortonormal para H se quaisquer das condições no Teorema
3.7 for satisfeita.
Exemplo 3.27 A sequência ortonormal {eˆn} em l2 dada no Exemplo 2.12 é uma base
ortonormal. Esta base será chamada de base ortonormal usual em l2 .
Solução: Seja x = {xn} ∈ l2. Então, por deﬁnição,
‖x‖2 =
∞∑
n=1
|(xn)|2 =
∞∑
n=1
|(x, en)|2.
Pelo Teorema 3.7 item (c), {en} é uma base ortonormal. 
Teorema 3.8 .
(a) Espaços normados de dimensão ﬁnita são separáveis.
(b) Um espaço de Hilbert H, com dimH =∞ é separável se, e somente se, ele tem uma
base ortonormal.
Exemplo 3.28 Mostre que o espaço métrico M é separável se, e somente se, M tem um
subconjunto enumerável A com a propriedade: para cada inteiro k ≥ 1 e cada x ∈ X,
existe a ∈ A tal que d(x, a) < 1
k
.
Exemplo 3.29 Suponha que H é um espaço de Hilbert separável e y ⊂ H é um subespaço
linear fechado. Mostre que existe uma base ortonormal para H que consiste somente de
elementos de Y e Y ⊥.
Solução: Pelo Lema 3.5 e Exemplo 3.8, tanto Y quanto Y ⊥ são espaços de Hilbert se-
paráveis. Então, pelo Teorema (3.8), existe uma base ortonormal {ei}mi=1 e {fj}nj=1, para
Y e Y ⊥, respectivamente (onde n,m são as dimensões, podendo ser ﬁnitas ou inﬁnitas).
Nós vamos mostrar que a união B = {ei} ∪ {fj} é uma base ortonormal para H. Primei-
ramente, é claro que B é ortonormal (pois (ei, fj) = 0 para cada i, j). Em seguida, pelo
Teorema 3.4, x = u+ v, com u ∈ Y e v ∈ Y ⊥. E, pelo Teorema (3.6),
x = u+ v =
m∑
i=1
(u, ei)ei +
n∑
j=1
(v, fj)fj
=
m∑
i=1
(x, ei)ei +
n∑
j=1
(x, fj)fj,
e assim, pelo Teorema 3.6, B é uma base ortonormal para H. 
Exemplo 3.30 .
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(a) Mostre que o espaço métricoM é separável se, e somente se, M tem um subconjunto
enumerável A com a propriedade: para cada inteiro k ≥ 1 e cada x ∈ X, existe a ∈ A
tal que d(x, a) < 1
k
.
(b) Mostre que qualquer subconjunto N de um espaço métrico separável M é separável.
(Observação: separabilidade de M garante que existe subconjunto denso e enumerá-
vel de M , mas nenhum dos elementos desse conjunto precisa pertencer a N . Con-
sequentemente, é necessário construir um subconjunto de N denso e enumerável.)
Solução:
a) Dado  > 0, existe k ∈ N tal que k > 1

. E, para cada k ∈ N, existe  > 0 tal que
k > 1

.
b) Suponha que M é separável e N ⊂M. Então existe um subconjunto denso e enume-
rável U = {un;n ∈ N} em M . Agora considere um par arbitrário (n, k) ∈ N2. Se existe
um ponto y ∈ N com d(y, un) < 1k então nós tomaremos bn,k = y; caso contrário, nós
ignoramos o par (n, k). Seja B ⊂ N uma coleção completa de pontos bn,k obtidos nesse
processo. O conjunto B é enumerável (pois o conjunto N2 o é). Também, para cada k ≥ 1
e cada y ∈ N tais que d(y, bn,k) < 1k e, assim, B deve ser denso em N . Portanto, N é
separável. 
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Capítulo 4
Séries de Fourier
Neste capítulo, provaremos que as sequências ortonormais vistas no exemplo 3.22 são
uma base para L2C[0, pi], e consideraremos várias bases relacionadas formadas de conjuntos
de funções trigonométricas.
Teorema 4.1 O conjunto das funções C = {c0(x) = ( 1pi )
1
2 , cn(x) = (
2
pi
)
1
2 cosnx : n ∈ N}
é uma base ortonormal em L2[0, pi].
Demonstração: Considere o espaço de Hilbert L2[0, pi] sobre o corpo R.
Aﬁrmação: C é ortonormal. De fato, note que:
1o Caso: (c0, c0);
(c0, c0) =
∫ pi
0
1
pi
dx =
1
pi
∫ pi
0
1dx =
1
pi
(x|pi0 ) =
pi
pi
= 1
2o Caso: (c0, ci), para qualquer n ∈ N;
(c0, ci) =
∫ pi
0
[(
√
2
pi
) · cos ix]dx =
√
2
pi
∫ pi
0
(cos ix)dx =
√
2
pi
[
sin ix
i
] = 0
3o Caso: (ci, cj), com i = j;
(ci, ci) =
∫ pi
0
[(
2
pi
) · cos2 ix]dx = 2
pi
∫ pi
0
(cos2 ix)dx =
2
pi
∫ pi
0
1
2
(cos 2ix+ 1)dx
=
1
pi
∫ pi
0
(1 + cos 2ix)dx =
1
pi
[x+
sin 2ix
2i
]pi0 =
pi
pi
= 1
4o Caso: (ci, cj), com i 6= j;
(ci, cj) =
∫ pi
0
[(
2
pi
) · cos ix · cos jx]dx = 2
pi
∫ pi
0
1
2
[cos (i+ j)x+ cos (i− j)x]dx
=
1
pi
[
sin (i+ j)x
i+ j
+
sin (i− j)x
i− j ]
pi
0 = 0
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Pelo Teorema 1.46, existe uma função g1 ∈ CR[0, pi] com ‖g1 − f‖L2 < 2 . Assim, para
qualquer função g1 acima, existe g2 ∈ SpC com ‖g2 − g1‖ < 2 . Daí segue que existe
g2 ∈ SpC tal que ‖g2 − f‖L2 < 2 .
Agora suponhamos g1 arbitrário. Note que cos−1 : [−1, 1] → [0, pi] é uma bijeção
contínua. Então, podemos deﬁnir h ∈ CR[0, pi] por h(s) = g1(cos−1 s), para s ∈ [−1, 1].
Pelo fato que o conjunto dos polinômios em R é denso no conjunto das funções continuas
deﬁnidas em qualquer compacto de R, existe um polinômio p tal que |h(s)− p(s)| < 
2
√
pi
,
para todo s ∈ [−1, 1]. E, consequentemente, escrevendo g2 = p(cosx), temos:
‖g2 − g1‖ < 
2
√
pi
,
para x ∈ [0, pi]. E, então, ‖g2 − g1‖ < 2 .
Mas, usando identidades trigonométricas, um polinômio em cos(x) da forma
∑m
n=0 αn(cosx)
n
pode ser reescrito da forma
∑m
n=0 βn cos(nx), o que mostra que g2 ∈ SpC, completando a
demonstração. 
Observação 4.1 CASO COMPLEXO
Para qualquer f ∈ L2C[0, pi], sejam fR, fC ∈ L2 as funções obtidas pelas partes real e
imaginária de f. Vamos aplicar o resultado acima para provar que
f = fR + ifC =
∞∑
n=0
αnen +
∞∑
n=0
βnen =
∞∑
n=0
(αn + iβn)en,
que prova o desejado caso complexo.
Corolário 4.1 O espaço L2[0, pi] é separável.
Demonstração: Pelo Teorema (4.1), C é uma sequência ortonormal para L2[0, pi]. Assim,
o Teorema 3.8 nos garante que qualquer espaço de Hilbert (dim <∞) que possuísse uma
sequência ortonormal é separável. 
Teorema 4.2 O conjunto das funções S = {sn(x) = ( 2pi )
1
2 sinnx;n ∈ N} é uma base or-
tonormal em L2[0, pi].
Demonstração: Vamos aproximar f ( em L2[0, pi]) por uma função fδ com δ > 0 deﬁnida
por:
fδ =
{
0, se [x, δ]
f(x), se (δ, pi].
Observe que ‖f − fδ‖ pode ser tão pequeno quanto queiramos. Então a função fδsinx ∈
L2[0, pi], pela demonstração anterior, pode ser aproximada por funções da forma
m∑
n=0
αn cos(nx)
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e, daí, f(x) pode ser aproximado por
m∑
n=0
αn cos(nx) sinx =
1
2
m∑
n=0
(sin(n+ 1)x− sin(n− 1)x).
A função posterior é um elemento de SpS, que completa a prova. 
Segue dos Teoremas (3.7), (4.1) e (4.2), que uma função arbitrária f ∈ L2[0, pi] pode
ser representada por alguma das formas:
f =
∞∑
n=0
(f, cn)cn
ou
f =
∞∑
n=0
(f, sn)sn,
onde a convergência está no sentido de L2[0, pi]. Essas séries são chamadas, respectiva-
mente, de expansão da f do cosseno de Fourier e expansão da f do seno de Fourier.
Outras formas da expansão da série de Fourier podem ser obtidas no próximo corolário.
Corolário 4.2 O conjunto das funções E = {en(x) = (2pi)−12 exp inx;n ∈ N}, F =
{2−12 c0, 2−12 cn, 2−12 sn;n ∈ N}, são bases ortonormais no espaço L2C[−pi, pi]. O conjunto F
é também uma base ortonormal no espaço L2R[−pi, pi].
Demonstração: Suponha que F não seja base. Então, pelo Teorema (3.7) item (a), existe
uma função não nula f ∈ L2[0, pi] tal que (f, c0 = 0), (f, cn) = 0 e (f, sn) = 0, para todo
n ∈ N que pode ser reescrita como:
0 =
∫ pi
−pi
f(x)dx =
∫ pi
−pi
(f(x) + f(−x))dx,
0 =
∫ pi
−pi
f(x) cos(nx)dx =
∫ pi
−pi
(f(x) + f(−x)) cos(nx)dx,
0 =
∫ pi
−pi
f(x) sin(nx)dx =
∫ pi
−pi
(f(x) + f(−x)) sin(nx)dx.
Assim, pela parte (a) do Teorema (3.7) e Teoremas (4.1) e (4.2), segue que para quase
todos os pontos x ∈ [0, pi],
f(x) + f(−x) = 0
f(x)− f(−x) = 0
e, consequentemente, f(x) = 0 em quase todos os pontos x ∈ [−pi, pi]. mas isso contraria
o fato de assumirmos f 6= 0 em L2[−pi, pi]. Então, F é uma base.
Além disso, foi mostrado que o conjunto E é ortonormal em L2C[−pi, pi], no Exemplo
3.22 e segue da fórmula
einθ = cos(nθ) + i sin θ
que SpE é igual a SpF . Então E também é base ortonormal. 
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Exemplo 4.1 Mostre que para qualquer b > a, o conjunto de polinômios com coeﬁcientes
racionais (ou racionais complexos) é denso nos espaços:
(a) C[a, b].
(b) L2[a, b].
Solução:
a) Sejam f ∈ CR[a, b] e  > 0 arbitrário. Pela densidade dos polinômios nas funções
continuas, existe um polinômio p1(x) =
∑n
k=0 αkx
k tal que ‖f − p‖ < 
2
. Agora, para
cada k = 0, ..., n, nós escolhemos coeﬁcientes racionais βk tais que |βk − αk| < 2nγk (onde
γ = max{|a|, |b|}) e seja p(2) = ∑nk=0 βkxk. Então, ‖p1 − p2‖ ≤∑nk=0 |βn − αn|γk < 2 e,
daí, ‖f − p2‖ <  seguindo-se que é denso.
b) Para o caso complexo, aplica o resultado para o caso na parte real e imaginária. Tal
conjunto é enumerável e, como mostramos que é denso em CR[a, b], o espaço é separável.

4.1 Equação das Cordas Vibrantes
Analisaremos agora o modelo simples mais popular para o comportamento ondulatório
unidimensional. Considere uma corda homogênea esticada, ﬁxada em ambas as extremi-
dades. Suponha que a posição de equilíbrio da corda é uma linha reta. Faça essa linha
reta ser o eixo x, e sejam os extremos dela localizados nos pontos x = 0 e x = l, onde l é
o comprimento da corda.
Se a corda é retirada da posição de equilíbrio (ou se certas velocidades são transmitidas
aos pontos da corda), e a corda é então liberada, começa a vibração. Devemos consi-
derar somente o caso de vibrações pequenas; então, o comprimento da corda pode ser
considerado como inalterado.
Além disso, vamos supor que a corda tem densidade linear uniforme, dada por
ρ =
∆m
∆x
(4.1)
, e que esteja esticada com uma tensão constante T . Devemos considerar também que a
corda execute vibrações transversais à direção x apenas na direção y (apesar de que elas
também poderiam vibras na direção z, iremos desconsiderar). Assim, elas estão ocorrendo
em um plano, de modo que cada ponto da corda está a mover-se na direção perpendicular
ao eixo x.
Seja u(x, t) o deslocamento no instante t do ponto da corda com abscissa x. Então, para
cada valor de t ﬁxado, o gráﬁco da função u(x, t) obviamente representa a forma da corda
no tempo t. O segmento AB da corda na ﬁgura (4.1) é acionado pelas forças de tensão T1
e T2, que são direcionadas ao longo da tangente da corda. Vale ressaltar que a tensão que
estica a corda é grande o suﬁciente para desprezarmos uma possível inﬂuência da força
gravitacional sobre ela. Ainda mais, a corda é perfeitamente elástica e os deslocamentos,
que ocorrem apenas na direção y, são de pequena magnitude.
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Figura 4.1: Tensões da Corda
Por enquanto, vamos assumir que nenhuma força age na corda. Na posição de equilíbrio,
a tensão T é a mesma em todos os pontos da corda. Na medida em que podemos assumir
que o comprimento da corda não muda; podemos assumir também que a tensão na corda
não muda. Portanto, T1 e T2 têm a mesma intensidade que T , apesar de terem direções
diferentes, e porque a curvatura do elementoAB, uma direção não é completamente oposta
da outra. Consequentemente, as componentes da força resultante que age no segmento
AB, conforme observado no gráﬁco (4.1) são:
Fx = T · cos(θ + ∆θ)− T · cos θ (4.2)
e
Fy = T · sin(θ + ∆θ)− T · sin θ (4.3)
Uma vez que consideramos que a corda não executa movimentos na direção x, a força
resultante nesta direção é nula (Fx = 0). Substituindo em (4.2), temos:
cos(θ + ∆θ) = cos θ (4.4)
A força resultante da direção y , Fy, é, pela segunda Lei de Newton:
Fy = (ρ∆x)ay = (ρ∆x)
∂2y
∂t2
, (4.5)
onde expressamos a aceleração ay em termos de uma derivada parcial porque y é a
função de duas variáveis, x e t.
Substituindo (4.5) em (4.3), temos:
T · sin(θ + ∆θ)− T · sin θ = (ρ∆x)∂
2y
∂t2
ou
T · sin(θ + ∆θ)− T · sin θ = (ρ∆x)∂
2y
∂t2
. (4.6)
Vamos agora dividir os dois lados da equação acima pelo mesmo termo: cos θ. Só que
isto será feito com base na equação (4.4) que diz cos θ = cos(θ+ ∆θ). Portanto, tanto faz
dividir por cos θ ou por cos(θ + ∆θ).
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O termo sin(θ+ ∆θ) será dividido por cos(θ+ ∆θ), o termo sin θ será dividido por cos θ
e o lado direito será dividido também por cos θ:
sin(θ + ∆θ)
cos(θ + ∆θ)
− sin θ
cos θ
=
∆x
cos θ
ρ
T
∂2y
∂t2
.
Esta equação implica que
tan(θ + ∆θ)− tan θ = ∆x
cos θ
ρ
T
∂2y
∂t2
(4.7)
Lembrando das aulas de cálculo, o coeﬁciente angular da reta tangente a uma função
em um dado ponto do seu domínio é igual à derivada da função neste ponto. Podemos,
então, escrever (novamente em termos de derivadas parciais):
∂y
∂x
(x+ ∆x)− ∂y
∂x
(x, t) =
∆x
cos θ
ρ
T
∂2y
∂t2
. (4.8)
Se dividirmos os dois lados da igualdade acima por ∆x teremos, do lado esquerdo, a
expressão
∂y
∂x
(x+ ∆x)− ∂y
∂x
(x, t)
∆x
.
No limite em que ∆x→ 0, esta expressão torna-se a derivada (parcial) em relação a x
de ∂y
∂x
, que é a derivada parcial segunda ∂
2y
∂x2
. Logo, a equação (4.8) pode ser escrita como:
∂2y
∂x2
(x, t) =
1
cos θ
ρ
T
∂2y
∂t2
(x, t). (4.9)
Como última intervenção em nossa manipulação das equações. vamos agora invocar a
suposição de que os deslocamentos da corda são pequenos. Esta suposição implica que os
ângulos associados a esses deslocamentos também são pequenos: θ << 1.
Com esta condição, cos θ ≈ 1 e a equação (4.9) torna-se:
∂2y
∂x2
(x, t) =
ρ
T
∂2y
∂t2
(x, t). (4.10)
Esta é a chamada equação das cordas vibrantes, que apareceu pela primeira vez de forma
impressa em 1747 no artigo do ﬁlósofo e matemático francês Jean Le Rond D'Alembert
(1717-1783), "Recherches sur la courbe que forme une corde tendue mise en vibration",
publicado pela Academia Real Prussiana de Berlim (cujo diretor da seção de matemática
à época era Euler).
Note que o termo ρ
T
tem dimensão de 1
(velocidade)2
, de maneira que é costume escrever,
∂2y
∂x2
(x, t) =
1
v2
∂2y
∂t2
(x, t). (4.11)
52
onde v é identiﬁcada com a velocidade de propagação de ondas na corda esticada:
v =
(
T
ρ
) 1
2
. (4.12)
Observe que a relação acima implica que a velocidade de propagação aumenta com a
tensão na corda e diminui com a sua inércia.
A equação (4.11) não é válida apenas para ondas transversais em uma corda esticada.
Na realidade, ela é válida para qualquer onda em uma dimensão.
Agora, suponha que além da tensão T , a corda é atingida pela força de resultante
F (x, t) por unidade de comprimento da corda. Então, em vez da equação (4.11), obtemos
∂2y
∂x2
(x, t) =
1
v2
∂2y
∂t2
(x, t) +
F (x, t)
ρ
, (4.13)
que é a equação das vibrações forçadas da corda.
Agora estudaremos o seguinte problema: Dando a forma da corda e a velocidade desses
pontos no tempo inicial t = 0, qual é a forma no tempo arbitrário t? Matematicamente
o problema se reduz a resolver a equação (4.11) no caso de vibrações livres, e a equação
(4.13) no caso das vibrações forçadas, sujeitas a condições de fronteira
u(0, t) = u(l, t) = 0 (4.14)
a as condições iniciais
u(x, 0) = f(x),
∂(u, 0)
∂t
= g(x) (4.15)
onde f(x) e g(x) são funções contínuas dadas, que desaparecem para x = 0 e x = l. As
equações (4.11) e (4.13) são casos especiais das equações estudadas na introdução deste
capítulo.
4.1.1 Cordas Vibrantes Livres
Em vez de começarmos das fórmulas já encontradas anteriormente, iremos mais uma
vez usar as derivações dadas acima. Nós estamos olhando para a solução (diferente de
u ≡ 0) da forma
u(x, t) = Φ(x)T (t) (4.16)
que satisfaz as condições de fronteira. Substituindo (4.16) em (4.11) obtemos
ΦT” = v2Φ”T ,
por isso
Φ”
Φ
= T”
v2T
= −λ = constante,
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então
Φ” = −λΦ, (4.17)
T” = −v2λT. (4.18)
Se a função da forma (4.16), que não é identicamente nula, para satisfazer a condição
(4.14), então obviamente a condição
Φ(0) = Φ(l) = 0 (4.19)
deve ser encontrada. Consequentemente, obtemos um problema dos valores de fronteira
para a equação (4.17) sujeita à condição (4.19). Da teoria segue-se que todos os autovalores
do nosso problema são positivos. Portanto, é permitido escrever λ2 em vez de λ. Então
as equações (4.17) e (4.18) ﬁcam da forma
Φ” + λ2Φ = 0, (4.20)
T” + v2λ2T = 0 (4.21)
A solução de (4.20) é
Φ = C1 cosλx+ C2 sinλx, com C1 = constante, C2 = constante,
onde para x = 0 e x = l devemos ter
Φ(0) = Cl = 0, Φ(l) = C2 sinλl = 0.
Assumindo que C2 6= 0, pois, caso contrário, Φ poderia ser identicamente nulo, encontra-
mos que λl = pin, onde n é um inteiro. Fazendo C2 = l, temos que
λn =
pin
l
, com (n = 1, 2, ...),
e as correspondentes autofunções são
Φn(x) = sin
pinx
l
, com (n = 1, 2, ...).
Nós não consideramos valores negativos para n, uma vez que eles dão as mesmas auto-
funções (até o fator constante) que os correspondentes valores positivos de n. Assim, no
sentido indicado na "seção4", somente uma autofunção corresponde a cada valor de λ2.
Para λ = λn, a equação (4.21) resulta em:
Tn = An cos vλnt+Bn sin vλnt = An cos
vpint
l
+Bn sin
vpint
l
, com (n = 1, 2, ...),
de modo que
un(x, t) =
(
An cos
vpint
l
+Bn sin
vpint
l
)
sin
vpint
l
. (4.22)
Assim, para resolver nosso problema, montamos
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u(x, t) =
∞∑
n=1
un(x, t) =
∞∑
n=1
(
An cos
vpint
l
+Bn sin
vpint
l
)
sin
vpint
l
, (4.23)
e exigimos que
u(x, 0) =
∞∑
n=1
An cos
vpinx
l
= f(x),
∂
∂t
u(x, 0) =
[ ∞∑
n=1
(
−Anvpinx
l
sin
vpint
l
+Bn
vpint
l
cos
vpint
l
)
sin
vpint
l
]
t=0
=
∞∑
n=1
Bn
vpin
l
sin
pinx
l
= g(x).
Portanto, temos a expansão f(x) e g(x) em Séries de Fourier com respeito ao sistema
sin vpint
l
. As fórmulas para os coeﬁcientes de Fourier são dadas por:
An =
2
l
∫ l
0
f(x) sin
pinx
l
dx, com (n = 1, 2, ...), (4.24)
Bn
vpin
l
=
2
l
∫ l
0
g(x) sin
pinx
l
dx, ou
Bn =
2
vpin
∫ l
0
g(x) sin
pinx
l
dx, com (n = 1, 2, ...), (4.25)
isto é, a solução do problema é dado pelas séries (4.23), onde An e Bn são determinados
pelas fórmulas (4.24) e (4.25), respectivamente. Assim, vemos que o movimento vibraci-
onal da corda é uma superposição de vibrações harmônicas de forma (4.22), ou de forma
equivalente
un = Hn sin
(
vpint
l
+ αn
)
sin pinx
l
,
onde
Hn =
√
An
2 +Bn
2, sinαn =
An
Hn
, cosαn =
Bn
Hn
.
A amplitude da vibração dos pontos com coordenada X é
Hn
∣∣∣sin pinx
l
∣∣∣ ,
e é independente de t. Os pontos para os quais x = 0, l
n
, 2l
n
, ..., (n − 1) l
n
, l, permanecem
ﬁxados durante o movimento, e são conhecidos como . Consequentemente, a corda cujas
vibrações são descritas pela fórmula (4.22) é dividida em n segmentos, e os extremos da
corda não vibram. Além disso, nos segmentos adjacentes, o deslocamento da corda tem
sinal oposto, e os pontos médios dos segmentos, que chamaremos de anti- , vibram com a
amplitude maior.
A seguinte ﬁgura mostra sucessivas posições da corda cujas vibrações são descritas pela
fórmula (4.22), onde n = 1, 2, 3, 4.
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Figura 4.2: Posições da Corda Vibrante
No caso geral, em que as as vibrações da corda são descritas pela fórmula (4.23), a
correspondência fundamental para a componente u1 com frequência
ω1 =
αpi
l
=
pi
l
√
T
ρ
e período
τ1 =
2pi
ω1
= 2l
√
ρ
T
.
O outro movimento vibracional da corda, isto é, o som harmônico, com frequência
ωn =
αpin
l
=
pin
l
√
T
ρ
e período
τn =
2pi
ωn
=
2l
n
√
ρ
T
,
caracteriza o timbre ou "cor"do som. Se a corda é mantida ﬁxa em seus pontos médios,
então claramente os mesmos sons harmônicos da corda, em cada ponto médio da corda
como um nó, são preservados. Portanto, o som fundamental e ímpar é imediatamente ex-
tinguido, desde que os pontos médios da corda estejam seguramente ﬁxos, essencialmente
vamos para uma corda de comprimento l para uma corda de comprimento l
2
, e mudando
de l para l
2
em (4.23) conduz a uma série contendo um mesmo único componente. Então
o som harmônico com período τ2 = 2piω2 =
τ1
2
desempenha um papel fundamental.
4.1.2 Cordas Vibrantes Forçadas
Agora vamos considerar o caso de perturbações periódicas forçadas, ou seja, escrevemos
F (x, t)
ρ
= A sin(ωt).
Então,
F (x, t)
ρ
= A sin(ωt) =
∞∑
n=1
Fn(t) sin
pinx
l
, (4.26)
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onde
Fn(t) =
2
l
∫ l
0
A sin(ωt) sin
pinx
l
dx
=
2A
pin
[1− (−1)n] sin(ωt) ( com n = 1, 2, 3, ...)
Se escrevermos
u(x, t) =
∞∑
n=1
Tn(t) sin
pinx
l
, (4.27)
e substituir (4.26) e (4.27) em (4.13), e fazendo as diferenciações necessárias, termo a
termo, obtemos
∞∑
n=1
(
T”n +
v2pi2n2
l2
Tn − 2A
pin
[1− (−1)n] sin(ωt)
)
sin
pinx
l
= 0,
de onde
T”n +
v2pi2n2
l2
Tn − 2A
pin
[1− (−1)n] sin(ωt) = 0. (4.28)
Escrevendo
ωn =
vpin
l
( com n = 1, 2, 3, ...)
para simpliﬁcar (estes serão reconhecidos como as frequências das vibrações das cordas
livres ou características), podemos reescrever as equações (4.28) como
T”n + ω
2
nTn =
2A
pin
[1− (−1)n] sin(ωt). = 0. (4.29)
Resolvendo a equação, obtemos
Tn = An cosωnt+Bn sinωnt+
2A[1− (−1)n]
pin(w2n − w2)
sin(ωt), (4.30)
se wn 6= w. Para satisfazer as condições (4.14) e (4.15), exigimos que
u(x, 0) =
∞∑
n=1
Tn(0) sin
pinx
l
= f(x),
∂u(x, 0)
∂t
=
∞∑
n=1
T ′n(0) sin
pinx
l
= g(x).
O cálculo dos coeﬁcientes de Fourier de f(x) e g(x) nos dão
Tn(0) = An =
2
l
∫ 1
0
f(x)
pinx
l
dx,
T ′n(0) = ωnBn +
2Aω[1− (−1)n]
pin(w2n − w2)
=
2
l
∫ 1
0
g(x) sin
pinx
l
dx, (4.31)
ou
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Bn =
2
lωn
∫ 1
0
g(x) sin
pinx
l
dx− 2Aω[1− (−1)
n]
pinωn(w2n − w2)
(4.32)
onde usamos em (4.30). Substituindo (4.31) e (4.32) em (4.30), e então substituindo a
expressão resultante Tn em (4.27), obtemos:
u(x, t) =
∞∑
n=1
An cos(ωnt) +Bn sin(ωnt) sin
pinx
l
+
4A
pi
sin(ωt)
∞∑
k=0
sin[(2k + 1)pix/l]
(2k + 1)(w22k+1 − w2)
− 4A
pi
∞∑
k=0
sinw2k+1t sin[(2k + 1)pix/l]
(2k + 1)w2k+1(w22k+1 − w2)
, (4.33)
de onde tínhamos escrito que
Bn =
2
lωn
∫ 1
0
g(x) sin
pinx
l
dx.
Recordando a expressão para ωn, o leitor irá facilmente reconhecer que a primeira soma
do lado direito de (4.33) é a função dando as vibrações livres da corda, sujeito às condições
(4.14) e (4.15). Por outro lado, a segunda e terceiras somas dão a "correção"causada pela
presença de uma força perturbadoras. O segundo termo representa que ela é algumas vezes
referida como a vibrações forçadas "puras", uma vez que elas ocorrem com a frequência
das forças perturbadoras.
A equação (4.30) vale se ωn 6= ω. Nós agora examinaremos a situação quando ωn =
ω, quando a frequência das forças perturbadoras é a mesma que uma das frequências
características da corda. Então, a equação (4.29) resulta
Tn = An cos(ωt) +Bn sin(ωt)− At
pinw
[1− (−1)n] cos(ωt).
Isso mostra que quando n é desconhecido, a amplitude da enésima vibração no termo
Tn(t) sin(pinx/l) da soma (4.27) é
H =
√(
An − 2At
pinw
)2
+B2n
∣∣∣sin pinx
l
∣∣∣
que se torna ilimitada quando t aumenta. Nesse caso, dizemos que ocorreu ressonância.
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