Both organism and environment will have to be seen as systems, each with properties of its own, yet both hewn from basically the same block.
Egon Brunswik
Much of the world is in a state of predictable imbalance. This is a notion that is commonly attributed to the Italian economist Buffett, but also newcomers such as Mark Zuckerberg, founder of the social networking site Facebook, and at age 23 years possibly the youngest self-made billionaire ever (Kroll, 2008) . Even in this highly selective group of the world's superrich, the distribution of wealth is highly unbalanced. One measure of this imbalance is the share of the collective net worth of these wealthiest people that goes to the top 1% of them. In 2008, the 11 richest billionaires' collective fortune amounted to as much as that of the 357 "poorest" billionaires. One consequence of this predictable imbalance is that if somebody were to estimate the net worth of a billionaire, say, Donald Trump, a good starting point would be to assume Berg, 1999) on a log-log scale is quite close to a straight line. be described by a straight line in a log-log plot, whose slope q equals −1. In the context of city sizes, this slope means that the population of a city is inversely proportional to its rank: Consequently, the second-ranked city in a country has half the population of the biggest city, the third-ranked city one-third that population, and so on. The rank-city size distributions for cities within one country appear to fit Zipf's law remarkably well.
2 In terms of a probability distribution, this means that the probability that the size of a city (or any other object) is greater than some S is proportional to 1/S: P(Size 〉 S) S q , with q ≈ −1 (Gabaix, 1999).
Power-law distributions occur in an extraordinarily diverse range of domains, for instance, the sizes of earthquakes, firms, meteorites hitting the earth, moon craters, solar flares, and computer files; the intensity of wars; the frequency of use of words in any human language or of occurrence of personal names in most cultures; the numbers of papers that scientists write, of citations received by papers, of hits received by websites, of telephone calls made; the sales of books and music recordings; the number of species (p.383) in biological taxa; and the likelihood that a record in memory will be needed (see Bak, 1997; Buchanan, 1997; Krugman, 1996; Lehman, Jackson, & Lautrup, 2006; Newman, 2005; Schroeder, 1991) .
Although Pareto's notion of "predictable imbalance" originally referred to income distributions, we use it here to describe the phenomenon of pronounced environmental skewness that is characteristic of power-law distributions: Few objects take on very large values (e.g., frequency, intensity, size) and most take on medium to small values. In high-energy physics, for instance, about half of all papers receive two or fewer citations, and the top 4.3% of papers produces 50% of all citations, whereas the bottom 50% of papers yields just 2.1% of all citations (Lehman et al., 2006) . Income inequality is not just a phenomenon found in the exclusive circle of billionaires but also among street gangs. In one analysis of a Chicago street gang, the Black Disciples, the top 120 menrepresenting just 2.2% of the gang membership-took home In addition to the search rule, QuickEst also includes stopping and decision rules. The complete steps that the heuristic takes to estimate the criterion for object a are as follows:
Step 1: Search rule. Search through cues in the order of the sizes of the value s -, starting with the smallest value.
Step 2: Stopping rule. If the object a has the value 0 on the current cue (indicating a low value on the criterion), stop searching and proceed to step 3. Otherwise (if the object has cue value 1 or the value is unknown), go back to step 1 and look up the cue with the next smallest s i -. If no cue is left, put the object into the catchall category.
3
Step 3: Decision rule. Estimate the size of the object as the s i -of the cue i that stopped search, or of the size of the catchall category (see Hertwig et al., 1999, p. 225) .
Estimates are finally rounded to the nearest spontaneous number.
4
QuickEst's structure maps onto the predictable imbalance of many real-world J-shaped environments (as in Figure 15- parameter-fitting models like multiple regression are likely to do relatively better when tested on objects they were fitted to.
In the environment of German cities, QuickEst, on average, considered only 2.3 cues per estimate as opposed to 7.3 cues used by multiple regression and 7.1 (out of 8) used by the estimation tree. Despite relying on only about a third of the cues used by the other strategies, QuickEst nonetheless exceeded the performance of multiple regression and the estimation tree when the strategies had to rely on quite limited knowledge, with training sets ranging between 10%
and 40%. The 10% training set exemplified the most pronounced scarcity of information. Faced with such dire conditions, QuickEst's estimates in the test set were off by an average of about 132,000 inhabitants, about half the size of the average German city in the constructed environment.
Multiple regression and the estimation tree, in contrast, erred
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When 50% or more of the cities were first learned by the strategies, multiple regression began to outperform QuickEst. The edge in performance, however, was small. To illustrate, when all cities were known, the estimation errors of multiple regression and QuickEst were 93,000 and 103,000
respectively, whereas the estimation tree did considerably better (65,000 regression, and the estimation tree with a collection of 20 different real-world environments. As previously, we take from each environment increasingly larger portions from which the strategies can learn. This emphasis on learning reflects the typical situation of human decision making, an issue to which we return shortly. Again, the training sets consist of 10%, 20%, …, 90%, and 100% of each environment. To arrive at psychologically plausible sets of limited object knowledge, we also assume that the probability that an object belongs to the training set is proportional to its size (thus capturing the fact that people are more likely to know about larger objects than smaller ones). The predictive accuracy of the strategies is tested on the complete environment (i.e., the test set; as in Hertwig et al., 1999 , the training set is a subset of the test set). To obtain reliable results, 1,000 random samples are drawn for 9 of the 10 sizes of the training set (in the 100% set, training set equals test set, and thus sampling error is of no concern).
Page 12 For the environments, we make use of the collection of realworld data sets that Czerlinski, Gigerenzer, and Goldstein (1999) compiled to test the performance of fast and frugal choice strategies. This collection includes such disparate domains as the number of car accidents on a stretch of highway, the homelessness rate in U.S. cities, and the dropout rates of Chicago public high schools. The environments ranged in size from 11 objects (ozone levels in San Francisco measured on 11 occasions) to 395 objects (fertility of 395 fish), and included 3 to 18 cues. All cues were binary or were made binary by dichotomizing them at the median. One particularly attractive aspect of this collection of environments is that Czerlinski et al. did not select them to match any specific distribution of the criterion, with many of these environments taken from textbook examples of the application of multiple regression. On average, these environments were not as skewed as, for instance, the myriad real-world environments from which Zipf ( QuickEst is designed to make estimates quickly, using few cues. This ability became manifest in the present simulations. We focus on three important properties of environments:
variability, skewness, and object-to-cue ratio (see chapter 4 for a discussion of the first two). Variability refers to how greatly the objects in an environment vary from the mean value of that set of data. We quantify this property by calculating each
which is the ratio of the standard deviation (SD) of the set of object criterion values to its mean value.
The next property, skewness, captures how asymmetric or imbalanced a distribution is, for instance, how much of a "tail" it has to one side or the other. Skewness can be measured in The final property in our analysis is the object-to-cue ratio (i.e., the ratio between the number of objects and number of cues in an environment), which has been found to be important in the analysis of inferential heuristics such as takethe-best (see Czerlinski et al., 1999; Hogarth & Karelaia, 2005a markedly different degree of imbalance is illustrated in Figure   15 -5. The rank-size distributions (in logarithmic scales) yield the characteristic negative-sloping linear relationship, thus suggesting that the power law provides a good model for both environments. QuickEst's relative error and that of multiple regression). Across all environments, the correlation between the difference in the two strategies' relative errors and the CV is .87 (for the comparison with the estimation tree the correlation amounts to .8). In the current collection of environments, however, CV does not explain more regarding QuickEst's performance than does environmental skewness. This is not too surprising given that across environments, the Pearson correlation between parameter q and the coefficient of variation is −.96.

Is the Ratio of Objects to Cues Indicative of QuickEst's Performance?
When multiple regression is used as a strategy to model choice between two objects, it typically estimates first the criterion value (e.g., salary) separately for each object and then compares the objects. (p.398) Thus used, estimation is a precursor to choices. In the context of choices, in turn, it has been shown that multiple regression can be outperformed by simpler strategies (with unit weights) when the ratio between objects and cues becomes too small (Dawes, 1979; Einhorn & Hogarth, 1975; Schmidt, 1971 ; see also chapter 3). A statistician's rule of thumb is that unit weights will outperform regression weights if the latter are based on fewer than 10 objects per cue. The reason is that multiple regression is likely to grossly overfit the data when there are too few objects for the number of cues (see also Czerlinski et al., 1999) .
Is the object-to-cue ratio also indicative of performance in the present context in which the task is to estimate the quantitative value of an individual object? Across the 20 environments, there is no substantial correlation (.08)
between the object-to-cue ratio and the difference in relative errors between multiple regression and QuickEst. The correlation, however, increases (to .42) if one excludes the fish fertility environment, in which the object-to-cue ratio is extreme with 395 objects and three cues. This higher correlation suggests that QuickEst (like unit-weight decision heuristics) tends to have an advantage over multiple regression when there are fewer objects per cue. 7 Yet, compared with the impact of skewness and variance, the object-to-cue ratio is a mediocre predictor of QuickEst's performance.
In sum, we examined several properties of ecological structures and found one that proved outstanding in its ability to predict QuickEst's performance (see also von Helversen & Rieskamp, 2008): The more skewed (and in the set we evaluated, the more variable) an environment, the better QuickEst performs in relation to its competitors. The correlation between the skewness q and the performance of QuickEst relative to that of multiple regression was .86; the correlation for QuickEst relative to the estimation tree was .8.
How Can People Tell When to Use QuickEst?
A heuristic is not good or bad, not rational or irrational, in itself, but only relative to an environment. Heuristics can exploit regularities in the world, yielding ecological rationality.
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Page 24 QuickEst wagers that the criterion dimension is distributed such that few objects are very large, and most objects are relatively small (Hertwig et al., 1999) . If QuickEst's wager on the environment structure matches the actual structure of the environment, it can perform (p.399) well. If QuickEst mismatches the environment structure, it will have to foot the bill for its bet.
Looking at the characteristics of particular environments in which the different estimation strategies excel, we found that QuickEst outperforms-even under conditions of abundant knowledge-multiple regression and estimation trees in environments with pronounced skewness and variability: The more skewed and variable the criterion value distribution in an environment, the better QuickEst's performance was relative to its competitors.
Given their fit to particular environment structures, using fast and frugal heuristics successfully means using them in the Thus, the ratio mean-to-median is a good proxy for the relative performance of the two strategies. This is consistent with our previous analysis, according to which skewness and the coefficient of variation proved to be good predictors of QuickEst's relative (p.400) performance-the ratio of meanto-median correlates highly with both environmental properties (−.81 and .92, respectively).
On the basis of these two classes of "proper" environments, one can also deduce a class of environments that is The accuracy of the models was determined by using a splithalf cross-validation procedure, with each data set split 100 times in two halves. The models were fitted to the first half, the training set, to determine the values of the models' parameters. With these parameters the models made predictions for the second half of the data, the test set. The accuracy of these predictions was evaluated by determining the root mean square deviation (RMSD) between them and the actual criterion values, averaged separately across all skewed and uniform environments.
As expected, the more complex models, multiple linear regression and the exemplar model, achieved a better fit than the simpler QuickEst and the mapping heuristic on the training sets in both types of environments ( Rieskamp, 2008) . These experiments involved inferences from givens rather than from memory, and participants used the given cues to make estimates in a task with either a skewed or a uniform criterion distribution. The mapping heuristic's prediction ability was then compared with two other estimation strategies: multiple regression and an exemplarbased model similar to Probex (Juslin et al., 2003) . In both criterion distributions, von Helversen and Rieskamp found that the mapping heuristic, on average, predicted the estimates as well as or better than its two competitor models.
Thus, the experimental evidence so far indicates that in both situations of inference from memory and inference from givens, simple fast and frugal mechanisms-whether QuickEst or the mapping heuristic-are often better at accounting for the estimates that people make than are more complex strategies.
How Does Predictable Environment Imbalance Emerge?
We used Pareto's notion of "predictable imbalance" to refer to the ubiquitous phenomenon of environmental skewness characteristic of power-law distributions: In many domains, Simon's (1955b) model of urban growth aims to explain why rank-size distributions of city populations are often but not always nicely approximated by a straight line with a slope q = −1 (for examples see Brakman et al., 1999) . It is assumed that new migrants to and from cities of particular regions arrive during each time period, and with a probability π they will form a new city, and with a probability of 1-π they will settle in a city that already exists (for an exposition of Simon's model, see Krugman, 1996) . The probability with which any given city attracts new residents is proportional to its size. If so, this model will generate a power law, with exponent q = −1/(1-π), as long as π is very close to 0. In other words, if new migrants almost always join existing cities, then q will converge toward −1. This elegant explanation of Zipf's law for city-size distribution has, however, a number of drawbacks that various authors have pointed out (e.g., Krugman, 1996; Brakman et al., 1999 Springer, 2004) . Clearly, high caloric demands require a large intake of prey, and the question of why big fierce animals are rare comes down to whether these animals can find as much food as they need to survive.
Both domain-specific and domain-general scientific explanations have been proposed for ubiquitous types of statistical distributions, whether they be, for instance, powerlaw or Gaussian distributions. Assuming the human mind contains an adaptive toolbox of simple cognitive strategies (Gigerenzer, Czerlinski, et al., 1999) , one unexplored issue is whether people have intuitive theories about the emergence of specific distributions-for example, "there need to be many, many more small animals than big animals, because any big one preys on many small ones"-and to what extent such theories play a role in triggering cognitive strategies that bet on specific types of distributions.
(p.406) Conclusion
Power-law distributions face us from all sides. Chater and Brown (1999) pointed out their ubiquity in environmental features that we perceive. Based on this, they argued that many psychological laws governing perception and action across domains and species (e.g., Weber's law, Stevens's law) reflect accommodation of the perceptuo-motor system to the skewed world. The same type of relationship to J-shaped environments has also been argued for the structure of memory (Anderson & Schooler; 1991; Schooler & Hertwig, 2005 ; see also chapter 6). Similarly, we take as a starting point the observation that power-law regularities hold across a wide range of physical, social, and economic contexts.
Assuming not only that the perceptuo-motor and memory systems are built to represent the statistical structure of imbalanced environments (Anderson, 1990; Shepard, 1994 Shepard, / 2001 but also that the cognitive system has been similarly constructed, we have proposed QuickEst, a fast and frugal
