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This thesis describes an industry need to make municipal waste collection more efficient. In an 
attempt to solve this need Waterloo Controls Inc. and a research team at UWO are exploring the 
idea of combining a vision system and a robotic arm to complete the waste collection process. 
The system as a whole is described during the introduction section of this report, but the specific 
goal of this thesis was the development of the vision system component. This component is the 
main contribution of this thesis and consists of a candidate selection step followed by a 
verification step.  
The LINE2D gradient response map (GRM) method was used to find a candidate location 
because of its speed in locating texture-less object. However, since this algorithm has a 
significant false positive rate it was modified in the following three ways: contour filtering was 
added to the process, linearization of the cosine responses was performed, and applying noise 
suppressing, via polling, was performed twice instead of once. These additions considerably 
reduced the false positive rate, however not enough to disregard the addition of a verification 
step.   
Regarding the verification step, the histogram of oriented gradients (HOG) was used. This 
algorithm produces a highly descriptive vector, based on gradient information. Using the HOG 
vectors and a simple Euclidean distance metric the verification step successfully dropped the 
false positive rate to zero. However, these highly descriptive HOG vectors, which successfully 
rejected areas that did not contain waste receptacles, would at times reject areas that did. This led 
to an increase in the amount of false negatives. Ideas are presented in the future work section of 
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Chapter 1  
Introduction 
This chapter of the report is divided into the following sections. Section 1.1 will provide 
motivation for the entire project, as well as place the work of this thesis into context to the entire 
project. Section 1.2 will discuss the goals of the computer vision system. Section 1.3 will 
enumerate the contributions made by this thesis, and finally section 1.4 will give a brief 
overview of the layout of the thesis.  
1.1 Motivation and Task Identification  
The National Renewable Energy Laboratory (NREL) completed a study in the United States on 
the cost and energy use of municipal waste management and according to their study, which 
included data collected from six municipalities of various sizes and population, the largest cost in 
all waste management systems is attributed to the collection process. The collection of municipal 
waste accounts for, on average, 50% of the total cost to run the waste management system[1, 2]. 
The remaining 50% is used for general administration, maintaining a landfill, facility costs, and 
the transfer of garbage. With that being said it is clear that there is an industry need to find more 
efficient ways of collecting municipal waste.  
Over the last few decades progress has been made in making waste collection more efficient. 
One of the biggest advancements in efficiency can be attributed to the introduct ion of what the 
waste management industry calls, semi-automated and fully-automated collection systems. (The 
nomenclature is confusing because both systems require driver interaction.) These systems use 
hydraulic arms to lift and dump the waste receptacles. The difference between a semi-automated 
system and a fully automated system is the type of human interaction required. In a semi-
automated system the worker must exit the vehicle and put the waste containers into the lifting 
mechanism, and in a fully-automated system the work does not have to leave the truck and 
controls the hydraulic arm via a joystick.  
These systems greatly reduced collection costs for municipalities by reducing the number of 
people per truck, the number of insurance claims per worker, and finally the time required to 
2 
 
collect the garbage per house. Regarding this last point of efficiency Waterloo Controls Inc. has 
employed a team of researchers at the University of Western Ontario  (UWO) to develop a 
system that can automate the collection process even further. The specific aim of this system is 
to reduce the amount of human interaction involved in the collection process. To accomplish this 
goal Waterloo Controls Inc. has asked the research team at UWO to design a vision system that 
can detect a waste receptacle in outdoor conditions and return the receptacle's 3D world 
coordinates. The coordinates will be used by the control system and robotic arm to pick, empty 
and return the receptacle to its initial location. With that being said the purpose of this thesis was 
to develop the vision system algorithm that will be employed in the automated waste collection 
system. Error! Reference source not found. shows a high level abstraction of the system that 
he research team is employed to create. The author of this thesis was tasked with the algorithm 
development aspect of this project and the components outlined in red show the focus of this 
thesis.  
 
Figure 1.1: High Level  Abstraction of System 
1.2 Goals of Computer Vision System  
The goal of the computer vision system is twofold: 
1. Detect the waste receptacle in outdoor conditions 
2. Determine pose information so the arm can acquire the waste receptacle  
In conjunction to these goals there are a set of constraints that must also be addressed:  
1. Only one camera should be used to keep the cost of the system down 
2. The algorithm must be computationally efficient in order to reduce collection time 
3. The appearance of the waste receptacle cannot be altered  
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These constraints are externally imposed and as a result reduce the number of feasible solutions. 
It should also be noted that the goals above were achieved within the constraints outlined. 
However, it should also be noted that the algorithm has not yet been tested in Canadian winter 
conditions and so the algorithms success can so far only be applied to three out of four seasons 
here in Canada.  
1.3 Contributions of Thesis 
The following list is an enumeration of the contributions made by the author of this thesis.   
1. Designed the algorithm pipeline as a whole (main contribution) 
2. Developed a point selection method during template creation 
3. Used image processing techniques to make templates more robust 
a. Image averaging  
b. Edge Sharpening  
4. Added contour enhancement to the GRM algorithm 
5. Implemented multiple de-noising steps in GRM algorithm  
6. Linearized the gradient response maps in order to reduce false positives  
1.4 Thesis Overview 
The remaining chapters of this thesis are divided as follows. Chapter 2 will provide a literature 
review of object detection from the perspective of local and global feature vectors, as well as 
provide a literature review on contour enhancement and suppression algorithms. Chapter 3 will 
provide detailed background information of the key components used by the proposed algorithm, 
more specifically it will detail the gradient response map algorithm, the histogram of oriented 
gradients algorithm, and the frequency filtering algorithm used for contour suppression. Chapter 
4 will present the proposed algorithm as well as discuss the contributions made in this thesis. 
Chapter 5 will present a statistical evaluation of the algorithm. Chapter 6 will provide a 
conclusion on the success of the algorithm, reiterate the contributions made by this thesis, and 
outline future work relating to this topic. Finally, this thesis contains an appendix that provides a 
brief primer/overview of image processing techniques which pertain to this thesis work. The 
appendix also contains additional test results that support the arguments made in the contribution 




Chapter 2  
Literature Review 
This chapter of the report is partitioned into three sections. The first section will provide a 
literature review on object recognition via local feature vectors. The second section will provide 
a literature review on object recognition via global feature vectors. Finally, the third section will 
provide a literature review on processing techniques used for enhancing/suppressing contours  
with in an image.  
2.1 Object Detection Via Local Feature Vectors 
Object detection based on local feature vectors is a very popular paradigm in computer vision. 
Over the past two decades significant advancements in this area have been made, some of the 
more notable contributions include algorithms such as SIFT and SURF [3, 4, 5]. In order to place 
past contributions into context this introductory section will give a brief overview of the 
components involved in creating local feature vectors.  
There are two main components to building a local feature vector: keypoint detection and 
keypoint description, as shown in Figure 2.1. However, before proceeding with a description of 
these two stages the term keypoint should be addressed. A keypoint is defined as a point of 
interest within an image, where the main characteristic of this point is that it can be easily 
distinguished from points with a local neighborhood.  
 
Figure 2.1: Creation of Local Feature Vector  
The keypoint detection step is, as the name suggests, concerned with detecting keypoints within 
an image. There are many methods that can do this [3, 6, 7] but what they all have in common, 
for the most part, is that they search for points within an image that do not suffer from the 
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aperture problem. Points that do not suffer from the aperture problem are points that can be 
reliably matched between two images.  Figure 2.2 depicts the aperture problem. In this example 
the points surrounded by the red and black circles suffer from the aperture problem because there 
would be many corresponding matches between the two images. The red point would match to 
all interior points and the black point would match to all edge points along the right side. The 
only points that do not suffer from the aperture problem, in this example, are the corner points. 
Thus, the goal of all keypoint detectors is to find these types of  points within in image.  
 
Figure 2.2: Aperture Problem 
The keypoint description stage is concerned with building a local descriptor around each 
keypoint detected in the previous stage. There are many algorithms that can perform this local 
description [4, 5, 8, 9]. Figure 2.3 illustrates this stage by showing the keypoints detected in the 
previous stage as green dots, and the local neighborhoods around each keypoint as the red boxes. 
For simplicity of explanation intensity patches were used to describe the neighborhoods around 
each keypoint, however, many more robust algorithms exist. After every point has been 





Figure 2.3: Keypoint Description and Vector Creation 
After an object has been described, using a local feature vector, the methodology used to match 
this object to one within a scene can be accomplished in many different ways. For the sake of 
completeness Figure 2.4 illustrates the matching of a template object and a scene object using 
local features.  
 
Figure 2.4: Finding an Object using Local Features 
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2.1.1 A Literature Review of Object Detection based on Local Feature Vectors  
Now that some background on local feature vectors has been provided the following section will 
provide a summary of major contributions in this field. This section was mostly written in a 
chronological order, but at times it veers off on a tangent during the explanation of contributing 
work. Also, this field is very vast and not all major contributing works could be included within 
a reasonable amount of pages, so what is presented is what the author of this thesis considers 
major milestones.   
In 1977 Hans Moravec developed what is known as the "Moravec corner detector" [6]. This 
corner detector can be considered one of the earlier types of keypoint detectors. It works by 
employing the sum of squared differences metric to find the maximum similarity score between 
patches shifted over a four or eight connected region. Moravec mainly used this detector in his 
work with stereo imaging and mobile vehicle guidance [10]. 
In 1988 the Moravec corner detector was greatly improved upon by Chris Harris and Mike 
Stephen [7]. They managed to make the detector isotropic in response to corners through some 
mathematical transforms. More specifically they used the second order Taylor series expansion 
and a 2D Hessian matrix to eliminate of the direction dependency response of shifting the 
intensity patches in a four or eight connected neighborhood. As a result of this expansion the 
corner detector became rotationally invariant. The computer vision field dubbed this detector the 
"Harris corner detector" (sorry Stephen). Even today this detector remains a very popular choice 
as a keypoint detector [11, 8, 12]. In fact, in a  survey of keypoint detectors titled "Evaluation of 
Interest Point Detectors", by Cordelia Schmid [13], the improved Harris corner detector was 
considered the best [13]. It should be noted that the only difference between the improved Harris 
detector and the one detailed in the 1988 paper [7] is how the derivatives are calculated.  
The two previously described detectors, the Moravec and Harris detectors, employed intensity 
based metrics to find keypoints. However, this is not the only type of methodology that can be 
used. In 1990 Radu Horaud et al.[14] employed a contour based method to find keypoints. The 
method worked by extracting line segments from a contour image and then a keypoint was found 
by finding where groupings of lines intersected. Compared to the Harris corner detector this 
keypoint detection algorithm was less successful but it demonstrates that keypoints can be found 
in other ways than intensity based methods. Two other contour based methods for extracting 
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keypoints include the methods of Shilat et al. and Mokhtarian et al. [15, 16]. These too are not as 
successful as the Harris corner detector [13]. 
Prior to the 1995 work of  Zhang et al. [12] the Harris corner detector was mainly used in 
applications regarding stereo imaging and short range motion tracking, however, in Zhang's 
work [12] the Harris corner detector was used to match keypoints over a large image range. This 
was accomplished by using a correlation window around each keypoint to select likely matches. 
The outliers found in this correlation window were removed by solving for a fundamental matrix 
that described the geometric constraints between the two views.  
In 1994 Florack et al. [17] showed that by using set of local derivatives around a keypoint that a 
vector could be constructed (i.e., a feature descriptor) which is gray level invariant as well as 
rotationally invariant. In 1997, Florack's work was extended by Schmid and Mohr [11]. They 
showed that these invariant local features could be employed in the general image recognition 
problem. This was a major contribution to object recognition because it meant that local features 
could be extended past the short and wide baseline matching problem and into object matching 
against a large database of images.  
Until David Lowe's ground breaking work, from 1999 to 2004 [3, 4], all keypoint detectors and 
descriptors developed thus far were not scale invariant. Lowe solved this scale invariant problem 
with the introduction of his scale invariant feature transform (SIFT) algorithm. It should be noted 
that SIFT can be considered the most influential algorithm in the field of local feature detection 
and description. At the time of writing this thesis David Lowe's paper regarding SIFT [3, 4] had 
a total of 7661 and 24440 citations, respectively.  Since SIFT is a two part algorithm, which 
consists of a keypoint detector algorithm and a keypoint descriptor algorithm, the overview of 
this algorithm will be split into those two sections.  
The SIFT keypoint detector algorithm is a three step process. The first step is to locate extrema 
in scale space, a concept introduced in 1983 by Witkin [18]. The second step is to filter through 
all of these extrema points to find ones that do not suffer from the aperture problem and to use 
Brown's interpolation method to achieve sub-pixel accuracy [19]. The third step of this algorithm 




The SIFT keypoint descriptor algorithm works by creating a local neighborhood around each 
keypoint, where the size of this neighborhood is determined by the canonical scale at which the 
keypoint was found. The scale-space level at which the descriptor is created is also determined 
by the canonical scale at which the keypoint was detected. Within this local neighborhood the 
pixels are split into 16 spatial bins and in each spatial bin a gradient orientation histogram is 
created using 8 orientation bins. The result of this spatial and orientation binning creates a 128 
dimensional feature vector around each keypoint.  It should be noted that in order to create 
rotational invariance each orientation within the local neighborhood is referenced to the 
canonical orientation calculated during the detection step, and not to the global orientation 
origin.  
 
SIFT is used in many applications outside of detecting objects. It is also used in applications like 
image stitching, 3D modeling, gesture recognition, and image retrieval  [20, 21, 22, 23]. It is a 
very successful algorithm that can be employed to solve many problems, however, it is 
optimized for textured images and is not appropriate for this thesis problem. To illustrate this 
point SIFT, which is an industry standard in this field,  will be used to demonstrate the 
shortcoming of the local feature paradigm when texture- less objects are under consideration.  
After Lowe introduced his scale invariant feature detector, in 1999, new algorithms started to be 
published that used the same scale space concept to achieve scale invariance. In 2000 Baumberg 
introduced the Harris AffineRegion detector [9]. In 2001 and 2002 Mikolajczyk and Schmid  
introduced, respectively, the Harris-Laplace and Harris-Affine detectors [24, 8]. As the names of 
these detectors suggest the Harris corner detector [7] is a key component in each of these 
algorithms. 
Due to the success of SIFT when new algorithms are published in the local feature vector field of 
computer vision they often uses SIFT as a bench mark for comparison. The aim of these new 
algorithms is to be more computationally efficient (i.e., faster) than SIFT, while maintaining the 
same level of repeatability and matching between keypoint points. A few of these newer 
algorithms include: the PCA-SIFT algorithm developed in 2004 by Ke and Sukthankar [25]; the 
speeded up robust features (SURF) algorithm developed in 2006 by Bay et al. [5]; and the binary 
10 
 
robust independent elementary features (BRIEF) algorithm developed by Calonder et al. [26], 
which uses the SURF detector to find its keypoints. These algorithms mentioned are in fact 
computationally faster than SIFT, but this speed comes at the price of repeatability.  
2.1.2 Evaluation of Paradigm with Respect to Problem at Hand 
Section 2.1 and 2.1.1 provided an overview of the local feature vector paradigm and a quick 
summary of major contributing works in this field, respectively.  This section provides an 
explanation of why this paradigm is not suited for the problem at hand, which is to detect a waste 
receptacle and return its three-dimensional coordinates.  
In order to illustrate why local features will not work, the SIFT algorithm was used in an attempt 
to find the waste receptacle. SIFT was chosen because as pointed out earlier it is one of the, if 
not the most, successful algorithms in this field. Figure 2.5 shows the best matches between 
keypoints in a template picture (image on the right) and keypoints in a scene with the object 
present (image on the left). The keypoints found and described in the template picture do not 
correspond to their expected locations within the scene. Although this is only a single example it 
illustrates the poor fit of SIFT for this problem.  
 
Figure 2.5: Using SIFT to Locate the Waste Receptacle 
The reason local features failed to work for this problem is because the waste receptacle is a 
texture- less object. That is, the waste receptacle does not consist of many interesting points and 
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as a result suffers greatly from the aperture problem. When a keypoint detector is used to try and 
find interesting points the best it can do is find points located at sharp corners. This is illustrated 
by the right most image in Figure 2.5 where the keypoints correspond to sharp corners of the 
object. Since the detector cannot find many interesting points most of the waste receptacle is left 
un-described and during the matching process an accurate pose estimation cannot be completed 
and therefore the object cannot be found. For comparison, Figure 2.6 shows the same algorithm 
being used on a highly textured object. Two images of the object were taken at different depths 
to create a change of scale. The larger image was used for the template and the smaller image as 
cropped into the same scene as the waste receptacle to illustrate that the back ground setting is not 
an issue. In Figure 2.6, since the object is highly textured the point correspondence between the 
two images is sufficient to locate the object. 
 
Figure 2.6: Using SIFT to Locate a Textured  Object  
2.2 Object Detection Via Global Feature Vectors 
It was pointed out in the previous section that local feature vectors will not work for solving the 
problem presented in this thesis. Therefore, in order to find the waste receptacle attention was 
turned towards the global feature vector paradigm. This section will provide the appropriate 
background information on global features so that later sections can be placed into context.  
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When creating a global feature vector the entire template image is used in the description 
process. This is unlike local features where the first step is to find a set of keypoints and the 
second step is to only describe these keypoints. Figure 2.7 shows the general flow chart used 
when creating a global feature vector.  
There are many algorithms that can be used to implement the description algorithm block shown 
in Figure 2.7 but all of these algorithms essentially follow the same procedure when finding a 
match within a scene. That is, they parse the scene image looking for a match, and a match is 
determined by either a similarity/distance metric or a machine learning algorithm. In this thesis 
similarity/distance metrics were used to find matches within a scene, therefore, this type of 
method will be used to illustrate the process of finding a match in the example below.  
 
 
Figure 2.7: Creation of Global  Feature Vector  
 
The process of parsing a scene and looking for an object is often called template matching. 
Algorithms that employ template matching can be differentiated by two identifying features. The 
first differentiating feature is the method they employ to create the template. One possible 
categorical division of this field is intensity based methods, gradient based me thods, and model 
based methods. Gradient based methods are currently considered the state of the art [27]. The 
second differentiating feature is the type of similarity/distance metric, or machine learning 
algorithm, they employ to compare locations within the scene to a specific template.   
Figure 2.8 illustrates template matching using an intensity based template and the sum of squared 
difference (SSD) similarity metric. The template image is surrounded by a red box and for 
illustration purposes has been made 50% transparent. Since the template is intensity based the 
pixel values of the template and the pixel values of the scene location are used in the SSD 
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similarity metric, where I1(i,j) is the template image intensity and I2(x+i,y+j)  is the image scene 
intensity with the bin at location (x,y) with offset (i,j). When using SSD the best match 
corresponds to the lowest score (i.e., this is a minimization problem). For illustration purposes 
the similarity scores for every location is shown in the bottom image of Figure 2.8. The dark 
pixel intensities indicate good matches, and bright pixel intensities indicate bad matches.  
 
Figure 2.8: Template Matching with SSD 
2.2.1 A Literature Review of Object Detection based on Global Feature Vectors  
Now that some background information on object detection using global feature vectors has been 
provided the following sections will provide a summary of major contribution made in this field. 
Section 2.2.2 discusses model based methods, section 2.2.3 discusses intensity based methods, 
and section 2.2.4 discusses gradient based methods. These sections use an approach similar to 
section 2.1.1 and will only attempt to capture the key developments in the broad field. Since this 
research uses a gradient based approach this area is  reviewed in greater detail in comparison to 
the other two sections.  
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2.2.2 Model Based Template Matching 
One of the earliest attempts at template matching used a model based approach. In 1977 Barrow 
et al. [28] introduced chamfer matching for image registration. The idea was that line features in 
both images can be matched by minimizing the distance between them.  In 1988 Gunilla 
Borgefors used Chamfer matching and contour models of objects to find instances of objects 
within a scene [29]. Researchers have gone beyond the simple contour models, used by 
Borgerfors, and have performed object detection using  2D and 3D CAD models of objects [30, 
31, 32, 33, 34]. These method have been shown to be successful but they are computationally 
expensive, and involve significant offline work in model construction. Also, current state-of-art 
methods tend towards gradient based template matching [27]. 
2.2.3 Intensity Based Te mplate Matching  
In computer vision, template matching using intensity values has a long history because of its 
intuitive nature, and great success in locating objects in environments that can be controlled, like 
a factory or laboratory. However, this methodology has recently become less popular in 
computer vision because of the success of gradient based methods in uncontrolled environments.   
The origin of template matching based on intensity values can be traced back to the origins of 
computer vision and image processing. For example, in the infancy of this area of research, the 
1960's, one of the major concerns among researchers was to develop a system that could 
recognize written and typed characters. (Work in this area was even accelerated by the tensions 
between the USA and the former USSR because espionage agencies on both sides wanted to 
develop an OCR system for rapid document scanning.) In 1962 a paper was published that 
illustrates possible methods to recognize characters and one of the methods pointed out was a 
device that added the input character to a positive and negative template and if the set of 
additions produced either a full or null signal then the character was present [35]. This paper and 
its contemporaries can be considered as the origin of optical character recognition (OCR), which 
is a branch of computer vision.  
One of the major issues researchers face when it comes to template matching, no matter the 
paradigm, is speed. Speed is an issue because in order to fully represent an object many template 
images of the object at different angles and scales are needed during the matching process. This 
means that the computational cost to compare all of these images will add up quickly. This is 
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why some of the most influential papers in template matching are based on methods to increase 
efficiency. In 1977 Rosenfeld and Vanderbrug proposed the idea of coarse to fine template 
matching, where the intensity based templates would first be matched against coarse image 
representations and if a match above a specified threshold was reached then that template would 
then be matched against the higher resolution image to better locate the matched object [36]. In 
1995 Lewis showed that the cross correlation similarity metric, a metric used by intensity based 
templates, could be efficiently normalized with pre-computed tables [37]. The direct application 
of this work was for the special effect scenes in the movie Forest Gump. In 2002 Tsai and Lin 
developed another method to speed up the computation of the normalized cross correlation 
method in order to make this metric better suited for the speed demands of a factory [38].  In 
2014 Wu and Toet used integral images and weak classifiers to speed up the computation 
efficiency of template matching [39].  
Intensity based template matching is very successful in controlled environments and will 
continue to be used in industrial application where the environment can be controlled. For 
example, this paradigm is successful at inspection of printed-circuit boards, surface mounted 
devices, wafers, printed characters, fabrics and ceramic tiles [40, 41, 42, 43, 44, 45] and will 
likely be employed in these types of tasks for a long time to come.  
2.2.4 Gradient Based Template Matching  
Stepping away from controlled environments and into uncontrolled environments, like outdoor 
scenes, makes intensity based template matching less attractive because of its inherent 
inadequacy of coping with variable illumination. There are processing techniques available to 
help alleviate this problem, but these extra processing steps are usually computationally 
expensive and result in too much overhead to be practical. Therefore, in an attempt to solve this 
problem the computer vision industry is moving towards gradient based template matching 
because of its inherent robustness to illumination changes.  
 
The algorithm used in this thesis relies heavily on gradient based template matching in order to 
find the waste receptacle. Therefore, this section of the literature review will be more detailed 
than the previous sections. The layout of this section will consist of a brief overview of gradient 
based methods and will maintain a chronological order. After the brief overview the focus of the 
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literature review will shift to papers that have cited the following two methods: gradient response 
maps (GRM) and histogram of oriented gradients (HOG). The reason for this shift in focus is 
because GRM and HOG are two algorithms that are used in the pipeline of the algorithm created 
in this thesis.  
 
Before an overview of gradient based methods is given, a short explanation of this method will 
be given below.  Figure 2.9 shows gradient based template matching. It is very similar to 
intensity methods but instead of pixel values, the information that is compared while parsing the 
scene is gradient directions, or orientations. 
 
Figure 2.9: Gradient based template matching  
In 1997 Olson and Huttenlocher used oriented edge pixels for automatic target recognition [46]. 
The method worked by comparing two sets of edge points, one set belonging to the template and 
the other set belonging to a region of interest (ROI) within a scene. These sets are compared 
using a modified Hausdorff measure, which incorporates orientation information and allows for 
partial occlusion. The modified Hausdorff measures involves a large number of min and max 
optimizations between sets of points and as a result is computationally expensive. To alleviate 
this problem the authors also discussed [46] an efficient searching strategy that is based on 
hierarchical cell decomposition of the transformation space. By using this strategy large volumes 
of the pose space can be discarded quickly and only the remaining sections will then need to be 
searched. Although this method is interesting it suffers from an undesirable number of false 
positives and is still too computationally slow to be used as a solution to the problem presented 




In 2002 Carsten Steger developed an object detection metric that is invariant to occlusion, 
clutter, and illumination changes [47]. The metric works by using the normalized dot product 
between two global feature vectors. Both vectors consist of location specific direction vectors 
and one of the vectors belongs to the template image and the other vector belongs to an ROI in 
the scene being parsed. This metric is modified by the authors of the GRM algorithm [48] and so 
will be explained in more detail during this review.  
 
A version of the Steger metric is shown in ( 2.1.  The constituents of this equation are:   
 
 is the 
ith direction vector in the transformed template set of points, and       is the direction vector of 
location q plus offset p' in the input scene.  The numerator of this equation is the absolute value 
of the dot product between the two vector points, and the denominator is the product of the 
magnitudes of the vectors. The numerator provides invariance to local contrast changes and the 
denominator provides invariance to arbitrary illumination changes. This metric is complete when 
all n points with the template set have been considered, and the sum of these n comparisons is 
divided by n in order to make templates with variable sizes comparable. Steger reported a 98% 
recognition rate for the test cases in his paper. (These tests did not contain background clutter). 
Steger also showed that the similarity score was linearly proportional to the amount of occlusion 
and so a threshold could be applied to let a desired amount of occlusion be acceptable.  




    
   
    
  
   
          
 
    
In 2005 Dalal and Triggs published a paper describing a novel global feature vector for robust 
visual object recognition [49]. Since their feature vector is used in this thesis, during the  object 
verification stage, it will be explained in detail in section 3.2. However, for the sake of 
completeness, in this section a brief overview will be provided. The feature vector developed by 
Dalal and Triggs is called the histogram of oriented gradients (HOG). The paper [49] centered 
around human detection as an example to illustrate the effectiveness of this feature vector, but of 
course it can be used for the detection of any type of object.    
The feature vector is created by dividing an image into spatial bins and then for each spatial bin 





feature vector. This large feature vector is computationally expensive to produce and 
computationally expensive to compare, but since it is very descriptive it has a high degree of 
recognition. In fact the accuracy of this feature vector was able to achieve near perfect results on 
the original MIT pedestrian database, and with that success a new, more challenging, database 
was created.  
In 2008 Hofhauser, Steger and Navab [50] used the Steger metric to match and track objects that 
have undergone perspective distortion. They accomplish this task under the assumption that 
spatially coherent structures will stay the same even after undergoing perspective distortion. 
With this assumption in mind they formed k-clusters of model points around contour sections 
that are spatially coherent. They then assigned what they call the cluster directions to each 
cluster, where a cluster direction is a score that indicates the consistency of directions within the 
cluster. That is if all directions within a cluster are the same then a value of one is produced, and 
if many of the directions differ, within the cluster, then a value much smaller than one is 
produced.  This method was shown to work fairly well, but the amount of test cases was limited 
and the computationally efficiency was again too slow to be used for real time applications.  
In 2010 Hinterstoisser et al. developed an algorithm for real time object detection that is robust 
against illumination changes, occlusion, and small deformations [51]. The algorithm worked by 
creating a template representation called the dominant orientation template, DOT for short. Many 
of the ideas explored in this algorithm are the same as those in the GRM algorithm and so this 
algorithm will be explained in a little more detail. This algorithm works by creating a template 
which is based on dominant gradient orientations. Within a given spatial area a poll is taken and 
the orientation of the bin with the most votes is used for the dominant orientation of that area. 
This dominant orientation idea is then used to process the input image, and once the scene has 
been processed a simple metric that counts the number of matches between template and scene 
locations is used to calculate a recognition score. One of the highlighted features of this 
algorithm is that since the scene is split into larger spatial bins the parsing process does not have 
to look at every pixel location, which means fewer calculations are needed and the process 
approaches real time.  In the end this algorithm was described as being successful in handling 
small deformations, illumination changes and partial occlusion, but if the object boundaries are 
cluttered by strong gradients in the background then the dominant orientations would change 
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drastically and the algorithm would fail.  This disadvantage was addressed by Hinterstoisser et 
al. in the paper regarding GRM [48]. 
In 2012 Thanh et al. combined the generalized distance transform and orientation maps to create 
a method for object detection that is more robust to strong background clutter [52]. When this 
method was published it was compared to other contemporary algorithms and was shown to have 
a better true positive and true negative rates, but this algorithm fails in comparison to GRM 
which was published later.   
In 2012 Hinterstoisser et al. published a paper on a method they developed called gradient 
response maps (GRM) [48] (In their paper the authors refer to the method as LINE-2D but in this 
thesis it will be referred to as GRM). Since this algorithm is a key component in the pipeline 
developed in this thesis it will be explained in detail in section 3.1. However, for the sake of 
completeness in this section a very brief overview of the algorithm will be provided. 
In the original paper three methods for template construction were described that use GRMs for 
object recognition. They were LINE-2D, LINE-3D and LINE-MOD (which is a combination of 
the previous two), however, it was pointed out by the authors of [48] that both LINE-3D and 
LINE-MOD would not work for outdoor scenes because of too much infrared noise, and so with 
that restriction, and the constraint mentioned earlier, the author of this thesis was left with the 
LINE-2D method (from here on will be referred to as the GRM method.)  
The GRM method is used for real time detection of texture- less objects. At its core, this method 
is a gradient based template matching algorithm. It works by representing an image scene in 
terms of GRMs, and by parsing this scene with multiple object templates, each of which is made 
up of a collection of gradient orientations along the edges of the object. This method is 
considered state-of-art [27] but the LINE-2D version which is used in this thesis is prone to 
numerous false positives and additional processing will be introduced to alleviate this drawback.  
2.2.5 Recent GRM  and HOG Applications  
Both the GRM algorithm [48] (50 citations) and the HOG algorithm [49] (8272 citations) have 
been rapidly adopted by the computer vision community. Yao et al. developed a learning 
algorithm that could perform fine-grained image categorization [53], where fine-grained image 
categorization is the act of categorizing objects that are highly similar and only differentiated by 
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subtle features. In order to accomplish this task Yao et al. used feature response maps in their 
pipeline, which were inspired by gradient response maps [48].  
Hsiao and Herbert developed a method for modelling occlusions for object detection under 
arbitrary viewpoints [54, 55, 56]. Their method is an attempt in unifying texture- less object 
detection, viewpoint changes, and occlusion handling. One of the key algorithms used in their  
pipeline is the GRM algorithm [48], which is used for finding an object type and location 
hypothesis. This type and location hypothesis is then used in conjunction with occlusion 
hypothesis to determine the likelihood of there being a match. 
Chen et al. developed a robust head and hands tracking algorithm intended for human machine 
interaction that uses GRM in the pipeline [57, 58]. The algorithm works by combing heuristics, 
colour information, posterior probabilities, and shape modelling. More specifically the GRM 
algorithm [48] was used for the shape modeling aspect of this algorithm.  
Rios-Cabrera and Tuytelaars developed an algorithm that combines GRM, boosting, and 
cascades to detect 3D objects [59]. They reported an increase in both speed and accuracy when 
compared to the original GRM algorithm. This methodology used is intriguing and is a source 
for future work.   
Ersen et al. use the LINE-MOD version of the GRM algorithm and HS histograms to locate 
simple objects within a scene [60]. After the objects are located the spatial relationship among 
the objects is determined. The purpose of this algorithm is to detect failures during the planning 
of execution for robotic movement actions.  
Karapinar et al. investigated how robots can maintain robustness by gaining experience [61, 62]. 
The system they developed is called Inductive Logic Programming (ILP) and is intended to be a 
lifelong experimental learning program. In their pipeline they used the LINE-MOD version of 
the GRM algorithm to recognize objects within a scene.  
Hinterstoisser et al. extended their work with LINE-MOD to included 3D models of objects [63]. 
They also showed that by using pose estimation and color information the initial hypothesis 
could be verified. Their new method resulted in a 13% increase in correct detection. 
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Zhu et al. used HOG to describe salient features of objects/humans and then passed these 
features to an AdaBoost algorithm, which reduced the set of features to include only the most 
representative [64]. Using this approach in conjunction with rejection cascades during scene 
parsing increased the rate of human detection by seventy times when compared to the classic 
HOG algorithm.  
Felzenszwalb et al. use a parts based model to detect objects [65, 66], where each part of this 
model is described by a variation of HOG. This methodology is very successful at human 
detection and is a focus of many researchers today. However, one of the big disadvantage to 
splitting the model into parts is the decrease in speed, which is due to the increase in templates. 
Recently Dean et al. describe a method that can be used to speed up a parts based model [67] that 
uses HOG as the means to describe the parts. They reported that 100,000 objects could be 
simultaneously searched on a single machine in 20 seconds.  
2.3 Suppressing Ambient Contours 
One of the contributions made by this thesis is the addition of a contour filtering step to the GRM 
algorithm pipeline. This step is used to suppress spurious edges relating to the background 
foliage in outdoor scenes where the waste receptacle is located. By suppressing these edges the 
false positive rate of the GRM algorithm is reduced.  This section will serve to highlight the other 
contemporary algorithms that can suppress background edges.  
One possible way to divide the literature is to categorize these edge suppression/enhancement 
algorithms into one of the three following categories: smoothing based methods, gradient image 
based methods, or labeling based methods. The distinction between these categories is made by 
determining where the processing step related to suppressing background edges and enhancing 
object edges takes place. For instance, smoothing based methods apply algorithms to the input 
image, gradient image based methods apply algorithms to the contour image, and finally the 
labeling based methods apply algorithms to the final result. This can be thought of as 
determining if the processing step takes place at the beginning, middle, or end of the algorithm.  
The method used in this thesis belongs the gradient image based methods and so a detailed 
literature review on this category will be given, however, a brief overview of the other two will 
be provided first.   
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Smoothing based methods are concerned with trying to reduce the amount of noise and spurious 
edges by convolving an image with noise suppression filters in the spatial domain. This method 
can be further divided into methods that try to use a single optimal scale parameter to filter the 
image [68, 69, 70] or methods that employ multi-scale techniques to filter the image[71, 72, 73, 
74]. For the single scale methods, there exists a trade-off between texture removal and edge 
localization: that is the more you filter, the blurrier the edge gets. The multi-scale techniques are 
able to achieve high degrees of texture removal while maintaining good edge localization, but 
this method is computationally unattractive. 
Labeling based methods [75, 76, 77, 78] use the final result of previous edge segmentation 
algorithms to refine the optimal threshold(s) that separate object and background. These methods 
provide a great improvement in the detection of object edges and the removal spurious edges, but 
are really only effective when the textured edges surrounding the object are not stronger than the 
object edges themselves. The reason this is a problem is because no matter how optimal the 
thresholds are the spurious/textured edges will survive and make it into the final edge map. 
Therefore, since most natural images produce ambient edges that are stronger, or as strong as, the 
object edges, this methodology would fail to work in this thesis.  
The algorithm used in this thesis [79] to suppress the spurious background edges belongs to the 
gradient image based methodology and will be explained in detail in the background section of 
this report. Grigorescu et al. [80] integrated a computational step with the Canny edge detector 
[81] to suppress spurious edges. Their algorithm was inspired by neuron responses in the primary 
visual cortex and was shown to be fairly successful, however, a main drawback was that it 
suffers from object boundary suppression. This problem was addressed by Qu et al. [82]. In their 
paper they proposed using the SUSAN [83] algorithm to first divide edges into two groups, 
object contours and texture contours, and then to suppress the texture contours using the method 
outlined by Grigorescu [80]. Essentially, both of these methods use filtering kernels within the 
spatial domain. This is a disadvantage because it is well known that filtering in frequency 
domain can be faster than filtering in the spatial domain. This type of filtering was explored in 
[79] by ZhiGuo et al. and was shown to be faster and better at suppressing textured edges, which 
is why it was the method of choice in this thesis. However, it should be noted that in [79] the 
filtering was used in conjunction with the Canny edge detector [81] and in this thesis the filtering 
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technique was used in conjunction with the gradient magnitude image after thresholding to 




Chapter 3  
Background 
This chapter of the thesis serves to provide the reader with much of the background knowledge 
they would need to understand the key components used in the algorithm pipeline proposed by 
this thesis. If the reader is unfamiliar with image processing techniques it is recommended that 
they read appendix section 7.1 before proceeding with this chapter.  This chapter is split into the 
following sections. Section 3.1 will provide background information on the GRM algorithm [48]. 
Section 3.2 will provide background information on the HOG algorithm [49]. Finally, Section 
3.3 will provide background information on the contour filtering algorithm [79] used to modify 
the GRM algorithm and reduce the presences of spurious edges. The intent of these sections is to 
describe the algorithms in sufficient detail so that the reader does not have to consult additional 
papers to understand the pipeline components.  
3.1 Gradient Response Maps 
Hinterstoisser's method [48] is used for real time detection of texture- less objects. At its core, 
this method is a gradient based template matching algorithm. It works by representing an image 
scene in terms of GRMs, and by parsing this scene with multiple object templates, each of which 
is made up of a collection of gradient orientations along the edges of the object.  
3.1.1 Derivation of the Similarity Metric 
The similarity metric used in the GRM algorithm is an improved version of the similarity metric 
introduced by Steger [47]. This improved metric allows templates to be matched against objects 
within a scene that have undergone small deformations and translations. The  improvement is 
given below in equation 3.1, which shows the cosine version of the unmodified Steger metric, 
and equation 3.2, which shows the modified version. The constituents of equation 3.1 are as 
follows:   is the input image scene,   is the template,   is the pixel under consideration in the 
input scene,   is a pixel location within the template set  ,          returns the orientation at 
point y in image x. The additional constituents of equation 3.2 are as follows:     returns the 
local maximum within a neighborhood, and   is a point within the neighborhood defined by 
      . 
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The modified equation allows the template points to shift around a small local neighborhood. 
This change allows the template points to be compared to all the points within a local 
neighborhood around the expected point location within a scene. Therefore, if an object has 
undergone small deformations and/or translations during input scene capturing it can still be 
reliably matched to its correct template. The images below illustrate how this works.  
First consider Figure 3.1 which shows the template created from a blue circle object. As you can 
see the template is a finite set of points located around the border of the object. Each red dot and 
arrow represent an element within the template set, where the red dots represent the element's 
location and the arrows represent the elements gradient orientation. The dashed blue line is there 
to illustrate the border of the object.  
 
Figure 3.1: Template Creation 
Now consider that this object is present within an input scene image, but the object has 
undergone some kind of deformation. Figure 3.2 shows a simple uniform scaling deformation of 








Figure 3.2: Simple Scaling Deformation 
 
Applying the template created in Figure 3.1 to the input scene object in Figure 3.2 and using the 
unmodified Steger metric yields a low score as a result because the template points do not lie on 
the object boundary (see Figure 3.3). 
 
Figure 3.3: Unmodified Steger Metric 
 
The modified version of the Steger method, which is used in the GRM algorithm, easily handles 
this simple case, and ones that are more complicated. Figure 3.4 and Figure 3.5 show how the 
modified Steger method works. Before the final similarity score is computed each point within 
the template set searches a local neighborhood (Figure 3.4) and finds the location with the 
highest correspondence within the input scene. Figure 3.4 only shows one point being moved but 




Figure 3.4: Find Maximum with Local Neighborhood 
 
Figure 3.5 shows the final result of searching within all of the local neighborhoods and how this 
result would produce a higher score when assed with the similarity metric. 
 
Figure 3.5: Modified Steger Metric  
 
3.1.2 Template Creation  
The process used to create the template for the GRM algorithm is one of its unique features 
because it is able to create a template representation with relatively few feature points. This is 
desired because similarity calculations can be preformed quickly when fewer feature points are 
used. Figure 3.1 shows the applicability of the technique to texture- less objects, in which the goal 
of the template creation algorithm is to capture the boundary information of the object. The 
following figures will explain this processing in more detail.  
The first step of the template creation algorithm is to produce three gradient magnitude maps, 
one for each channel of the RGB image of the template. For illustrative purposes a waste 




Figure 3.6: RGB Gradient Magnitude Maps 
The second step of the template creation algorithm is to produce an orientation map. This step 
uses each gradient magnitude map from the previous step. The gradient orientation map is 
populated with the orientation of each color map, if and only if it is the maximum magnitude 
across all three maps and it is above a designated threshold. (See , where I is the orientation map 
and C is the map index for the map which has the maximum magnitude at a specific location.) 
Figure 3.7 shows the magnitude map produced using the maximum across each colour channel 
and compares this result to a magnitude map of a gray level image. This figure shows that more 
information is captured when the maximum channel magnitude is used, as indicated by the 
additional contour lines, and that the intensity values in the maximum channel approach are 
actually higher than those in the gray level only version, as indicated by the brighter contours. 
This is important because it means that the boundary information has a better chance of pass ing 
the designated threshold when the orientation map is constructed.   
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Figure 3.7: Magnitude Maps  
The third step in the process is to quantize the orientation map into discrete values. In order to do 
this GRM omits the gradient direction and only considers the orientation (i.e., two gradient 
directions separated by 180 degrees share the same orientation) and then splits the orientation 
space into no equal spaces, as shown in Figure 3.8. The advantage to using orientations and not 
directions is that when used by the similarity metric mentioned above it does not matter if the 
object intensity values are brighter or darker than their surroundings, which makes the method 
invariant to object occluding boundaries.  
 





The fourth step is to encode the quantized orientations. The encoding scheme used by the GRM 
algorithm is one-hot encoding. The purpose of this encoding scheme is to accelerate the 
orientation spreading in the input scene processing stage and to provide a convenient indexing 
method. This will be explained more clearly in the next section. Figure 3.9 shows the encoding 
scheme used for the orientation bins. In Figure 3.8 and Figure 3.9 only five bins were used to 
demonstrate the point, but in the GRM algorithm the number of bins used was eight.  
 
Figure 3.9: One-Hot Encoding  
The fifth step of the template creation algorithm is to poll each location in the orientation map 
and reassign it the orientation that occurs most often within a local neighborhood. This will 
reduce the amount of noise present within the orientation map. Figure 3.10 shows the orientation 
map before and after noise reduction. The orientation assignments are more consistent in the map 
after noise reduction.  
 
Figure 3.10: Noise Reduction via Polling 
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The sixth step is to create a set of template points that represent the object.  The process is 
accomplished by selecting the most discriminate gradient orientations based on where the highest 
gradient magnitudes exist. The author of the GRM algorithm also indicates that in the selection 
process the location of the points must be taken into consideration in order to avoid points 
forming a clusters around spots with a high gradient magnitudes and ignoring other relevant 
boundary areas. The method for how to take location into account is not specified in the paper 
[48]. In the implementation for this project a grid of local neighborhoods was created and only 
one point per neighborhood could enter the template set. Figure 3.11 shows the final product of 
template creation.  
 
Figure 3.11: Final Set of Template Points  
 
3.1.3 Making the GRMs 
The gradient response maps as used in the GRM algorithm, drastically improve the execution 
speed of the Steger similarity metric by redefining how it is evaluated. The equations below 
show the modified Steger metric and the redefined version of it that uses the GRMs to facilitate 
execution. Where           is the gradient response map referenced for the orientation at point   
in template   and the value returned from                is the response value in the gradient 
response map at pixel location    . The reason the speed of execution is increased is the entire 
calculation per pixel location is reduced to a look up table (i.e., no more max operator and 
absolute cosine calculations per pixel location). The figures below will help clarify the derivation 
of this new metric notation.  
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Many of the same steps involved in creating the template are repeated in the process of creating 
the gradient response maps. In fact, all of the steps except the last one are repeated; the set of 
template points is not created. Figure 3.12 shows an input scene processed all the way up to and 
including the  noise reduction stage.  
 
Figure 3.12: Noise Reduction of Scene  
After this point the process of making the gradient response maps differs from that of making the 
object template. The next step in the process is to spread the orientation of each point in the 
orientation map around a local neighborhood. The purpose of this step is twofold. First spreading 
the orientations will eliminate the neighborhood search for the max orientation response in the 
modified Steger metric, and second it will allow the scene parsing algorithm to skip the size of 
the neighborhood used in the spreading step when searching for a template match. Both of these 
advantages increase the speed at which the algorithm can perform template matching. Before an 
explanation is given about how the spreading of the orientation accomplishes both of those tasks, 
an explanation should be given about spreading the orientations.   
Figure 3.13 shows what is meant by spreading the orientation around a local neighborhood. First  
consider the orientation map before spreading, as shown by the left most image. The red arrows 





point in the center of the red box in the middle image. Spreading this orientation around a 3x3 
neighborhood would result in the blue orientation arrows. Finally if this spreading operation was 
repeated for all of the original orientations then the final result would be the right most image.  
Some of the pixel locations in the final image no longer store just one orientation, they now store 
multiple orientations. In fact in a real input scene a pixel location can have all orientations 
present. The purpose of the orientation spread is to avoid the max operator in the modified Steger 
metric. After the spreading operation each pixel location will carry its own information along 
with its neighbors' information, which means that each pixel location contains all of the 
orientations within a local neighborhood. Therefore, there is no need to search in a local 
neighborhood.   
 
Figure 3.13: S preading the Orientations 
Recall that the orientations have been encoded using the one-hot encoding scheme so a raster 
patch of the image could be shown using binary strings in the pixel locations. Figure 3.14 shows 
an image patch using the one-hot encoding scheme. It was mentioned earlier in this report that 
the one-hot encoding scheme aided in the spreading process. The reason this is true is because 
since each orientation is represented as a unique bit, in a bit string, the process of spreading can 
be accomplished by ORing each orientation with its neighbors. Since computers can perform 
ORing operations very quickly the process of orientation spreading can be accomplished in a 




Figure 3.14: One-Hot Encoding Facilitates Spreading  
Recall the definition of a gradient response map: a GRM is a map that stores the similarity scores  
between the orientations within a scene and one of the quantized orientations. Therefore, if there 
are eight quantized orientation then there will be eight maps: one for each orientation. Figure 
3.15 shows two GRMs: one for 90°, and the other for 180°. The grey level value of the pixels  
indicate how close the orientations in the scene match the predefined orientation. An exact match 
between orientations is white(RGB[255,255,255]) , and an orientation match with a 90° 
separation is black (RGB[0,0,0]).  For instance, in Figure 3.15 the 180° orientation map has the 
brightest pixels along vertical edges, and the darkest pixels along horizontal edges, because the 
vertical edges match the predefined orientation of 180° and the horizontal edges are  separated by 
90°. Edges with a separation between 0° and 90° are given intermediate gray level values 
between RBG[0,0,0] and RGB[255,255,255].  
 
Figure 3.15: Gradient Res ponse Maps for 90° and 180° 
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The final orientation map (i.e., the orientation map that has undergone spreading) is used to 
create GRMs. Following this discussion will be a discussion of how the GRMs can be used to 
redefine the modified Steger metric to make its calculation more efficient. Figure 3.16 shows 
how the gradient response maps are calculated. For illustration purposes only two response maps 
are shown (90° and 180°), but for this example there would be six maps in total since the 
orientation space has been split into six bins.  
 
Figure 3.16: Naive Approach to Calculating GRMs  
 
The method used to calculate the gradient response maps in Figure 3.16 can be considered the 
naive approach. The reason this is the naive approach is because if it were implemented then for 
every map and every pixel location a set of involved calculations would need to be performed at 
run time. These calculations include: one maximum calculation, a set of absolute value 
calculations, and a set of cosine calculations. Also before these calculations could be performed a  
decoding step would be needed to read which types of orientations were present at each pixel 
location. These steps and calculations would be very costly to perform a run time, but fortunately 
they are avoided.  
The better approach takes advantage of the encoding scheme and makes use of look up tables 
(LUTs). Figure 3.17 shows the more sophisticated approach. The orientation map uses the bit 
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strings provided by the one-hot encoding scheme and spreading process to index a set of LUTs, 
where the value at each indexed location is the maximum response for that set of orientations. 
Using LUTs considerably increases the speed at which the GRMs can be constructed because 
now there are no lengthy set of calculations that need to be performed at run time. Of course the 
calculations still need to be done in order to create the LUTs, but they are done offline and stored 
in memory.   
 
Figure 3.17: Sophisticated Approach for Calculating GRMs  
Once all of the gradient response maps have been computed they can be used to redefine how the 
modified Steger method is computed. The equations for the modified Steger metric and its 
redefined version using GRMs have been reproduced below for ease of reference.  
                    
        
                          
   
 
                              
   
 
Now, instead of summing all of the maximum responses of the absolute dot products between the 
template orientations and every orientation within a local neighborhood all that is required is to 
use the GRMs as a set of LUTs and sum the values returned. Where    is a GRM corresponding 
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to orientation bin   and         is the orientation of template point   in the set   and is used to 
reference the proper GRM. For example, let's assume that template point    in   has an 
orientation of 90°. Therefore, in order to check how the input scene responds to this orientation 
we need to reference the 90° GRM. Thus,      will reference of the correct GRM and the value 
stored at location     will be returned as an element in the summation of the total similarity 
score.  
3.2 Histogram of Oriented Gradients (HOG) 
Histogram of Oriented Gradients (HOG) is an algorithm that builds a global feature vector of a 
template image. It was developed to solve the human detection problem and at the time of its 
publication it was one of most successful algorithms in use. HOG is used in this thesis to verify a 
candidate waste receptacle location.  The algorithm  described below is based on the formulation 
of Dalal and Triggs [49].  
3.2.1 Algorithm Overview 
The HOG algorithm consists of five steps which transforms an input image into a HOG 
descriptor. The steps include: Normalization of gamma and colour, computation of gradients, 
weighted vote into spatial and orientation cells, contrast normalization over overlapping spatial 
block, and final the production of HOG's over detection window. Figure 3.18 shows the pipeline 
of the steps involved. The following sections will describe each of these subcomponents.  
 
Figure 3.18: HOG Algorithm 
3.2.2 Normalize Gamma and Colour 
There are many types colour normalization and gamma correction techniques, most of which are 
a combination of point and algebraic operators (refer to appendix section 7.1.2). The specific 
type of correction techniques implemented by the original authors [49] is not wholly specified. 
However, it is mentioned that this normalization step had little effect on the overall success of 
the algorithm. The authors speculate that this normalization step had only a modest effect 
because of subsequent normalization further down the pipeline. This is probably a contributing 
38 
 
factor, but an additional explanation (not mentioned by Dalal and Triggs) is that when collecting 
gradient orientation information, lighting correction is not needed because gradient orientations 
are robust to this type of change.  
3.2.3 Gradient Computation 
Gradient computation is a fundamental area in image processing and computer vision (refer to 
appendix section 7.1.2). There are many types of derivative masks that can be used to compute 
gradients. The HOG algorithm uses a simple 1D centered mask with no smoothing. The masks 
are shown below in Figure 3.19. The final gradient map was created by taking the gradient from 
each colour channel that had the largest magnitude.  
 
Figure 3.19: 1D Center Derivative Masks 
3.2.4 Spatial / Orientation Binning  
The operation in this section is a non- linear operation (refer to appendix section 7.1.2.3) that 
splits the template image into spatial regions called cells and then bins the orientation within 
these cells to produce orientation histograms. The original paper [49] describes two types of cell 
structures: circular and rectangular. In this thesis the rectangular 8x8 cell structure was used and 
so will be described. Figure 3.20 shows an image of a waste receptacle split into 8x8 cells.  
 
Figure 3.20: HOG Cells (8x8) 
39 
 
For illustrative purposes only a section of the image in Figure 3.20 will be used to describe the 
rest of the algorithm. More specifically a 400% zoomed in crop of the top left corner will be 
used. Now that the image has been spatially binned (split into 8x8 cells) the next step is to create 
orientation histograms for each cell. This process involves the consultation of the gradient maps 
formed in the step above to create an orientation map for each pixel. Each orientation is 
calculated as:                  . After the orientation map has been made the next step is to 
create an orientation histogram for each spatial bin (i.e., cell). For this thesis each orientation 
histogram consists of 9 bins and will use bi- linear interpolation during construction.  Figure 3.21 
shows the creation of a 9 bin orientation histogram for one cell. This process would be done for 
all cells.  
 
Figure 3.21: Orientation Histogram of a Cell (9 Bins) 
 
3.2.5 Normalization and Descriptor Blocks 
The last step of the algorithm is to create blocks of cells and locally normalize the histograms of 
each block in order to create the final feature vector. In the original paper [49] the authors 
experimented with many block sizes and overlapping patterns,  but for this thesis 2x2 blocks of 
cells and a 50% overlapping pattern was used, therefore this section will describe the algorithm 




Figure 3.22: Blocks of Cells (2x2 and 50%  overlap) 
The final feature vector is created by extracting the normalized orientation histogram from each 
block. Since there are four cells per block each block will produce four normalized orientation 
histograms. Many types of normalization techniques were tested in the original paper [49], but 
for this thesis the L2-Hys normalization procedure was used, which is the same procedure used 
in SIFT [4]. Figure 3.23 shows the creation of the histograms after local block normalization. As 
you can see in Figure 3.23 a cell produces multiple orientation histograms and they can be 
different depending on the result of normalization.  
 
 
Figure 3.23: Block Normalized Histograms 
 
The final feature vector used to describe the object is a concatenation of all of the orientation 
histograms. Figure 3.24 shows a visualization of the HOG descriptor, and illustrates a drawback 
of HOG: the HOG is larger than the original image. This increase in size is due to the fact that 
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cells  can contribute multiple orientations. The final feature vector size for the image below is 
approximately 20,000 dimensions.  This is a very large feature vector, which means 
computational comparisons between two of them, whether it be machine learning algorithms or 
similarity/distance measures, is time consuming. However, since the HOG feature vector is very 
descriptive it will likely produce good matches, so often times rapid detection is traded in for 
accurate detection. 
 
Figure 3.24: HOG Template  
3.3 Frequency Domain Filtering to Improve Contour Detection 
Edge, or contour, detection is an important and widely used technique in image processing and 
computer vision. It is usually an early stage processing technique used in many algorithms so the 
quality of detection at this stage can have an effect on the algorithm as a whole. Edge detection 
was used in this thesis with enhancements based on the work of Qu et al. [79]. 
3.3.1 Gradient Based Edge Detection 
The most common way to detect edges is via gradients. Using gradients to detect edges means 
that a threshold was applied to the gradient magnitudes in order to determine the final contour 
image. This can lead to a problems because intense local changes, whether due to noise or 
background clutter, can produces edges within an image that are not a part of the object of 
interest, and cannot be removed via thresholding. Therefore, as a result many contour maps 
contain spurious edges that make further processing difficult for later stages of the algorithm 
pipeline. Figure 3.25 shows an edge map (the intensities were inverted for better visualization) 
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containing the object of interest, the waste receptacle, in an outdoor scene. The unwanted edges 
in this scene would be the edges produced by the grass and foliage surrounding the receptacle.  
 
Figure 3.25: Edge Map of Receptacle in Outdoor Scene  
3.3.2 Frequency Domain Analysis of Gradient Image 
It is well known that spatial and frequency domain filtering are related and that if a kernel (aka a 
filter) is Fourier transferable then the process of filtering in the frequency domain is faster than 
its counterpart filtering in the spatial domain, when the kernel is large. With that being known 
filtering in the frequency domain is advantageous when processing time is a constraint. 
However, even though frequency domain filtering is advantageous it is sometimes difficult to 
determine the relationship between specific components within an image and their associated 
Fourier transform representation (i.e., the frequency spectrum image), which makes the choice of 
filter difficult.  
In order to determine the relationship between the spatial components and the frequency 
components some simple analysis will be provided. First, it should be pointed out that a well 
known relationship between the spatial and frequency components is known to all those who 
study processing in both domains. That relationship is that if there are large and rapid intensity 
changes in the spatial image then these will correspond to high frequency components in the 
frequency image. The reverse case is true as well, if there are small and steady intensity changes 











follows shows some implications of this concept . Figure 3.26 shows the gradient magnitude 
image of a waste receptacle placed in an outdoor setting with a red profile line superimposed 
onto it. Figure 3.27 is a plot that shows the intensity values along this red profile line.  
 
Figure 3.26: Profile Line Imposed on Gradient Magnitude Image 
 




A brief explanation of what is seen in the profile plot above will be given. There are two main 
points of reference in the plot above, which are marked by black squares. These points 
correspond to the edge points of the waste receptacle. The points between these two marked 
points are the pixels that correspond to the waste receptacle's surface. The surface has zero 
magnitude everywhere except for the two spikes which corresponds to where the receptacle 
indents. Every pixel outside of this area belongs to the background foliage in the image and must 
be attenuated by the choice of filter.  
Recall the statement made earlier about how high and rapid intensity changes correspond to high 
frequencies, and low and stead intensity changes correspond to low frequencies. It is clear that 
the edges of the waste receptacle correspond to high frequency components because there is a 
large and rapid change of intensity located at the edge points. Using this logic it can also be 
concluded that there are some high frequency components present in the foliage. To focus the 
attention of the reader, and pull out specific examples, consider the area around pixel location 
250. To the left of this location, at approximately pixel location 235, and to right of this location,  
at approximately pixel location 260, two high frequency components would exist due to the 
apparent rapid and large change in pixel intensity. However, the intensities between these two 
points can be consider low frequency components because, even though there is a change in 
intensity, the amount of change is minimal compared to the previously pointed out high 
frequency components. Therefore, it stands to reason that the best type of filter to eliminate the 
presence of the background foliage in the gradient magnitude map is a high-pass filter.   
3.3.3 Applying a High-Pass Filter in the Frequency Domain 
The convolution theorem and the concept of applying a filter in the frequency was discussed in 
the appendix section of this report and so the details will not be repeated here (refer to appendix 
section 7.1.3). The concluding idea of the previous section was that in order to reduce the 
presence of the foliage magnitudes a high-pass filter should be applied to the image. Figure 3.28 
shows the gradient magnitude image before and after a high-pass filter was applied. In the after 
image the presences of the foliage magnitudes are greatly reduced. To see the direct effects the 
filter has on the pixel intensities the profile line is considered again. Figure 3.28 is a plot that 




Figure 3.28: Gradient Magnitude Image Before and After Frequency Filtering 
 
         Figure 3.29: Profile of Gradient Magnitude Image After Frequency Filtering  
If a comparison in made between the before and after profile plots two things about the filtering 
process can be concluded. First, it can be concluded that the filtering process was a success 
because many of the low frequency components were filtered out during the process and all that 
remains are the high frequency components. The second observation, which is a drawback to the 
success of the first observation, is that there seems to be edge degradation. This can be seen by 
comparing the intensity values of the edges points. In the plot before filtering the left and right 




intensities 67 and 147, respectively. Therefore, it can be concluded that the process of applying a 
high-pass filter was a success, but that this success comes with the cost of lowering the intensity 




Chapter 4  
Contributions 
This chapter of the report will outline the contributions made by the author of this thesis. It 
should be noted that there are two stages to this project: offline database creation, and online 
object recognition, and that contributions were made to both of these stages.  This chapter is 
organized as follows: a brief overview of the algorithm pipeline, individual summaries of the 
pipeline components and the contributions made within each, and finally an overview of 
database creation contributions. The contributions made by the author are listed below for ease 
of reference.  
1. Developed the algorithm pipeline as a whole (main contribution) 
2. Developed a point selection method during template creation 
3. Used image processing techniques to make templates more robust 
a. Image averaging  
b. Edge Sharpening  
4. Added contour enhancement to the GRM algorithm 
5. Implemented multiple de-noising steps in GRM algorithm  
6. Further quantized gradient response maps in order to reduce false positives  
In this chapter certain illustrative examples are used as visual aids to show why certain 
processing steps have been included. The method as a whole is subjected to extensive real world 
testing in Chapter 5. 
4.1 Overview of the  Algorithm Pipeline 
This section will present the algorithm pipeline as a whole. It should be noted that this pipeline is 
considered the main contribution of this thesis.  Figure 4.1 provides a high level view of the steps 
involved in the algorithm used to solve the problem of finding a waste receptacle in a natural 
environment. Figure 4.1 shows the three main components of the algorithm: find pose candidate, 
verify candidate, and extract pose. In the proceeding sections each step will be explained along 




Figure 4.1: High Level  View of Algorithm 
4.2 Overview of Find Pose Candidate Step 
The first step of the pipeline is to find an initial pose candidate within a test image. The purpose 
of this step is to quickly find where in the image the waste receptacle is most likely to exist and 
at what given pose. The algorithm employed to find the pose candidate is the GRM algorithm 
(more specifically the LINE-2D version). This version of the GRM algorithm is highly prone to 
false positives, so in order to reduce the amount of false positives the original GRM algorithm 
has been modified in several ways. It should be noted that even after the modifications this step 
is still prone to false positives and so is proceeded by a verifica tion step, which will be explained 
in the next section.   
The modifications made to the GRM algorithm include: 
1. The addition of a contour filtering step 
2. Applying noise suppression via polling twice  
3. Quantizing the cosine response in the modified Steger metric 
For a quick visual representation of the modifications made to the GRM algorithm a high level 
view of the GRM algorithm is shown below in Figure 4.2. The colour of the component blocks 
in Figure 4.2 indicate where a modification has occurred within the pipeline.  
 
Figure 4.2: High Level  View of GRM Modifications  
These modifications will be justified and explained below in their own subsections. It should be 
noted that in order to justify and explain these modifications a few representative test pictures 




4.2.1 Rationale for Filtering the Contour Image 
The methodology used to filter the contour image [79] was discussed in the both the literature 
review and background sections of this thesis report (section 2.3 and section 3.3) and so will not 
be discussed again here. This section will serve to illustrate why this step was added to the 
pipeline of the GRM algorithm. In order to justify this addition five test images will be used 
along with the evaluation metric introduced by this author. Consider the five test cases shown 
below in Figure 4.3. These images were passed through an unmodified GRM algorithm. The red 
bounding boxes show where the algorithm has indentified a waste receptacle and the score below 
each image indicates the similarity percentage.  
 
Figure 4.3: Pose Estimate using Unmodified GRM 
The most straightforward way to evaluate this result is to plot the scores on a real number line. 
The points above the line are reserved for instances when the object is present and the points 
below the line are reserved for instances when the object is not present. A green point indicates 
that the instance was correctly handled and a red point indicates that the instance was incorrectly 
handled.  
 




In this case two instances were incorrectly handled. One instance corresponds to a false positive 
when the waste receptacle is not present and the other instance corresponds to a false positive 
when the waste receptacle is present. In order to rectify the former case a threshold could be 
applied to the similarity score. That is a score below this threshold would not produce a valid 
hypothesis for the object.  Figure 4.5 shows the real number line again but this time with a 
threshold being applied. The threshold now correctly processes the case where the waste 
receptacle in not present, however, the thresholding method contains some weakness.   
 
Figure 4.5: Real Number Line Evaluation of Unmodified GRM Scores After Thresholding  
The problem with the threshold above is that the points around the threshold are too closely 
located. This is a problem because with the injection of noise these  boundary point scores will 
change and this change could cause them to cross the threshold and be incorrectly handled  
Figure 4.6 illustrates this concern by zooming in on the points near the threshold and indicating 
how the scores of these point can change with the injection of noise.  
 
Figure 4.6: Noise Pushing Point Over Threshold 
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This threshold problem will be solved by the end, but for now it will be ignored and a solution to 
the latter case, where a false positive is produced even when the waste receptacle is present, will 
be provided. The issue with this latter case is that the surrounding scenery is producing too many 
unwanted edges and the algorithm is finding a better match to these edges then that of the waste 
receptacle. As discussed in the background section of this report, applying a frequency filter to 
the contour image can suppress the background edges. Figure 4.7 shows the result of applying 
the modified GRM to the same set of test pictures. That is, the result produced by the GRM 
algorithm with contour filtering added to the pipeline is shown below.  
 
Figure 4.7: Pose Estimate After Adding Contour Filtering  
After adding the contour filtering step to the pipeline all instances where the waste receptacle is 
present are now handled correctly. Again the number line is used in order to evaluate this 
situation. The scores prior to adding the contour filtering step are represented by the empty 
circles and the threshold was adjusted to handle the case when the waste receptacle is not 
present. (Note that the points are still clustered in a non-robust way). The scores have decreased 
due to edge degradation, as discussed in section 3.3, but all cases are now handled correctly.  
 
Figure 4.8: Real Number Line Evaluation After Adding Contour Filtering  
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4.2.2 Rationale for Applying Noise Suppression Twice 
Recall from section 3.1 that one of the steps involved in the GRM algorithm is to apply noise 
suppression via polling. In the original paper [48] this process was applied once to the image, 
however, in this thesis it was applied twice in order to further suppress noise and reduce the false 
positive rate.  
The following test image, Figure 4.9, will be used to illustrate how applying the polling step 
twice, instead of once, can reduce the false positive rate. The methods used to evaluate this claim 
will be based on empirical data. The first evaluation method will compare the algorithm output 
result for polling once and polling twice using the entire database of templates. The second 
evaluation method will use 1D and 2D similarity score plots to show that the similarity scores 
have better separation (i.e., more distinct) when polling is applied twice. For the second 
evaluation method the database is limited to the correct template, that is only the correct answer 
is used to produce the 1D and 2D plot scores.  
 
Figure 4.9: Test Image used for Polling Argument 
The first evaluation method will compare the outputs produced for polling once and polling 
twice. It should be noted that at this point in time contour filtering and cosine linearization 
(discussed later) have been added to the pipeline in both cases, and that the entire database of 
templates was used in the process of finding a match. The results for polling once and polling 
twice are shown in Figure 4.10 and Figure 4.11, respectively. As you can see the result is correct 
when polling is applied twice and incorrect for when polling is applied once. Therefore, just 
from this test polling twice could be considered advantageous. However, the 1D and 2D plots 




Figure 4.10: Polling Once   
 
Figure 4.11: Polling Twice  
The second evaluation method will use 1D and 2D similarity score plots to show that the 
similarity scores have better separation (i.e., more distinct) when polling is applied twice. For 
this evaluation method the database will be limited to the correct template, that is only the 
correct template will be used to parse the scene and produce scores. The reason this restriction is 
in place is because when polling is only applied once the wrong template and location are 
selected. Therefore, this restriction ensures that a direct comparison can be made between the 
sets of plots.  
Figure 4.12 shows polling once being applied and Figure 4.13 shows polling twice being applied. 
In both plots the maximum score is tagged and these scores corresponds to the correct location. It 
should be noted that in the 2D plots the colour bar ranges were set automatically with respect to 
the range of values being plotted. This keeps the data points within each plot relative to each 
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other and allows for better visualization of value separation. It can be seen that when polling 
twice is applied there is a better separation between the maximum response and all other 
responses within the 2D plot. That is, in the polling twice plot there are fewer peaks that are 
comparable to the maximum response. This means the correct answer is more distinct when 
polling is applied twice.  
 
Figure 4.12: 2D Plot of Similarity Scores when Polling is Applied Once  
 
Figure 4.13: 2D Plot of Similarity Scores when Polling is Applied Twice 
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A similar inference can be drawn from the 1D plots of the similarity scores along the correct 
rows (i.e., the rows that contains the object), as shown in Figure 4.14 and Figure 4.15. When 
polling is applied twice there is a 0.1088 point difference between the maximum response and 
the next closest peak (see Figure 4.15) and when the when polling once is applied there is a 
0.0766 point difference between the maximum response and the next closest peak (see Figure 
4.14).  Therefore an inference from the 1D and 2D plots can be made that  polling twice 
produces scores with better separation, and that better separation should lead to less false 
positives.  
 




Figure 4.15: 1D Plot of Similarity Scores when Polling is Applied Twice 
More than two polling steps is not expected to add to the performance. A table that consists of 
the separation scores between the maximum response and the nearest peak for polling iterations 
one through five is shown in Figure 4.16. The third iteration does not change the difference 
between the max response and the its nearest neighbor, at least for this particular case, and only 
adds to the computational cost. For iterations four and five the difference between the maximum 
response the their nearest neighbor begins to shrink. This makes sense because as more and more 
iterations occur the image becomes more homogenous and eventual converges to stationary state 
where only one or just a few orientations are left remaining.   
 
Figure 4.16: Difference Between Responses Based on Number of Polling Iterations  
For the sake of brevity only one test image was used to illustrate this point, however, in appendix 
section 7.2 additional test pictures are used that undergo the same evaluation structure used in 
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this section. The tests shown in the appendix convey the same message as presented here and are 
included in this report for the sake of completeness and to provide some statistical significance to 
the arguments made above.  
4.2.3 Rationale for Linearizing the Cosine Response in the Modified Steger Metric 
Recall from the background section (section 3.1) that the authors of GRM [48] modified the 
Steger metric [47] so that it would be robust against small deformations and translations by 
considering a local neighborhood around each point. In addition to this modification they 
employed orientation spreading and gradient response maps (GRMs) to make the metric more 
computationally efficient. Also, recall that one of the intermediate steps involved in creating 
these GRMs was to consult a look up table (LUT). In this thesis the Steger metric was modified 
again to reduce the number of false positives by creating similarity scores with better separation 
between the maximum response and those around it. This was accomplished by the linearization  
of the cosine output before making the LUTs. For the sake of clarity a figure from the 
background section has been reproduced here so the reader does not have to consult two sections 
at once to remember the process for GRM construction. Figure 4.17 shows the construction of 
two GRMs using LUTs.  
 
Figure 4.17: GRM Construction using LUTs  
In this thesis the values in the LUTs are made to be linear across the range [0,1] instead of using 
the result of the cosine calculation directly. To explain this clearly consider Figure 4.18 which 
shows all the possible cosine responses for the orientations present within the orientation map. 




Figure 4.18: All Possible Cosine Res ponses Before Linearization 
These responses are a result of the cosine equation used in the modified Steger metric. If these 
responses are made linear so that they are evenly distributed across the range of [0,1] then the 
false positive rate is reduced because the entire dynamic range can be used and the score 
produced have better separation. For the sake of completeness the derivation of this change will 
be represented by the equations below.  
Consider the modified Steger metric: 
              
        
                         
   
 
With the linearization of the inner cosine calculation, the equation becomes: 
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and,  
       
        
                         
The result of this modification produces the cosine response table in Figure 4.19. These values 




Figure 4.19: All Possible Cosine Res ponses After Linearization 
In order to evaluate the effectiveness of this modification the same types of evaluation methods 
used in the previous section will be used in this section. That is, using Figure 4.9 as a test image 
the first evaluation method will compare the algorithm output results when linearization is used 
and not used. And the second evaluation method will use 1D and 2D similarity score plots to 
show that the scores have better separation (i.e., more distinct) when linearization is applied.  
 
The first evaluation method will compare the output hypotheses produced when linearization is 
used and not used.  It should be noted that, at this point in time, contour filtering and polling 
twice have been added to the pipeline in both cases, and that the entire database of templates was 
used in the process of finding a match. The hypothesis produced when linearization was not 
applied is shown in Figure 4.20, and the hypothesis produced for when linearization is applied is 
shown in Figure 4.21. The hypothesis is correct when linearization is applied and incorrect for 
when linearization is not applied.  
 




Figure 4.21: Hypothesis with Linearization 
The second evaluation method will use 1D and 2D similarity score plots to show that the 
similarity scores have better separation (i.e., more distinct) when linearization is applied to the 
cosine responses. For this evaluation method the database will be limited to the correct template, 
that is only the correct template will be used to parse the scene and produce scores. The reason 
this restriction is in place is because when linearization is not applied the wrong template and 
location are selected. Therefore, this restriction ensures that a direct comparison can be made.  
 
Figure 4.22 and Figure 4.23 show the 2D similarity score plots when linearization is not applied 
and when linearization is applied, respectively. It can be seen that when linearization is applied 
to the cosine responses there is a better separation between the maximum response and all other 
responses within the 2D plot. This means that in the linear version a more distinct maximum 
score is produced. That is with respect to the global maximum there are fewer comparable peaks 




Figure 4.22: 2D Plot without Linearization 
 
Figure 4.23: 2D Plot with Linearization 
Figure 4.24 and Figure 4.25 show the 1D plots of the similarity scores along the correct rows 
(i.e., the rows that contains the object). When linearization is applied there is a 0.1088 point 
difference between the maximum response and its nearest neighbor (see Figure 4.25), and when 
linearization is not applied there is only a 0.0467 point difference between the maximum 
response and its nearest neighbor (see Figure 4.24).  Therefore it can be inferred from the 1D and 
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2D plots that adding linearization produces scores with better separation, which in turn reduces 
false positives. 
 
Figure 4.24: 1D Plot without Linearization 
 
Figure 4.25: 1D Plot with Linearization 
For the sake of brevity only one test image was used to illustrate this point, however, in appendix 
section 7.2 additional test pictures are used that undergo the same evaluation structure used in 
this section. The tests shown in the appendix convey the same message as presented here but are 
included in this report for the sake of completeness and to provide some statistical significance to 
the arguments made above.  
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4.3 Overview of Verify Pose Candidate Step 
The second step in the pipeline is to verify the pose candidate produced in step one. The 
motivation of this step can be explained using the real number line metric introduced earlier. 
Figure 4.26 shows the real number line evaluation metric for the modified GRM algorithm. The 
points closest to the threshold are so close that they are at risk of crossing over with the injection 
of noise. The goal of step two is to widen this area.  
 
Figure 4.26: Real  Number Line Evaluation For Modified GRM Algorithm 
The reason the points are so close to one another is because the templates used in the GRM 
algorithm are not highly descriptive. This is of course one of the reason the algorithm is 
computationally efficient, but it is also the reason that it suffers from several false positives. 
Since the problem lies in the fact that the templates are not highly descriptive the answer 
proposed here to solve the problem would be to verify the pose candidate with a template that is 
highly descriptive (i.e., the HOG).  
This approach strikes a balance between a computationally inefficient, but highly descriptive, 
method and a coarser, faster, less descriptive, method. First GRM  is used to find a candidate 
pose, then the more complex HOG template is used to verify that pose. HOG  was selected to 
verify the pose candidate because it is highly descriptive and robust to illumination conditions 
(refer to section 3.2 for a review of HOG).  Figure 4.27 compares the relative complexity of the 
two templates.  In this figure the GRM template produces a feature vector with approximately 





Figure 4.27: GRM and HOG Templates  
Before evaluating the addition of this verification step a brief description of the metric used to 
compare the HOG of the object and the HOG of the candidate ROI will be given. Normally when 
HOG is used to parse a scene the type of evaluation metric used is a machine learning algorithm, 
like SVM or KNN. Machine learning algorithms are normally used because HOG is usually 
applied to recognize a category of objects like bikes, cars, and people. Therefore, the additional 
computational overhead of these machine learning algorithms is needed to handle the varying 
features across a category of objects. However, in this project HOG is not being used to 
recognize  a category but is instead being used to recognize specific objects, making a learning 
step superfluous. Therefore, instead of the machine learning approach a distance metric was used 
in substitution. More specifically the L2 norm was used to compare the two HOG vectors.  
 
In order to make the distance between all templates and ROIs comparable the HOG vectors are 
first normalized before being applied to the L2 norm equation. This ensures that the distance 
returned by the L2 norm is always between [0,2] and a single threshold can be used for all 
template and ROI comparisons. However, it should be noted that the implementation of the HOG 
in this thesis will always constrain the vector elements to be greater than, or equal, to zero. 
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Therefore, after normalization the L2 norm can only return a distance value between       . The 
set of equations below will formally describe the process of comparing the two vectors and 
determining if the object is present, or not present.  
First consider two HOG vectors of size n:  
                                      
                                      
Where      is the template HOG and      is the ROI HOG. Now consider the normalized 
version of these vectors: 
            
  
      
 
  
      
   
  
      
              
 
 
   
                
            
  
      
 
  
      
   
  
      
              
 
 
   
                
After the two vectors are normalized they can be applied to the L2 Norm to produce a distance 
measure between       . 
        
  
      
 
  
      
 
  
   
 
Finally, the distance measure     will be compared to a threshold to check if the object is 
present or not. A value of one indicates the object is present and zero indicates the object is not 
present. For this thesis the threshold value is chosen to be half way between the closest points on 
both sides. In the evaluation section of this report a final threshold value is selected after 1007 




         
               
               
  
 
In a less formal manner the object verification step can be represented by Figure 4.28, which 
shows the vector points of the template HOG and the ROI HOG. In Figure 4.28, the image on the 
left shows that the distance between the two HOG vectors is within the threshold and so the pose 
is accepted, and the image on the right shows that the distance is greater than the threshold and 
so the pose is rejected.  
 
Figure 4.28: Distance Metric Representation of HOG Vectors  
In order to evaluate the addition of this step the real number line evaluation method will be used. 
It should be noted that since the metric being used is a distance metric, and not a similarity 
metric, a low score is better. That is, if two vectors are identical then their distance would be zero 
and if two vectors are orthogonal (which is as far apart as they could get for this implementation 
of HOG) then the distance would be   . The set of test images in this evaluation will include the 
original five images used in Section 4.2.1 but will also include five new test images. Figure 4.29 
shows the set of test images after they have been passed through the modified GRM algorithm 
and the HOG verification step. These two steps are able to correctly locate the waste receptacle 
when it is present and correctly reject any hypothesis when the waste receptacle is not present.  
Figure 4.30 shows the distance values plotted on a real number line. There is now a wide enough 




Figure 4.29: Pose Estimate After Step 1 and 2  
 
 
Figure 4.30: Real  Number  Line Evaluation for Modified GRM Plus HOG Verification 
It should be noted that the test set used in this section was kept small in order to keep the 
illustrations simple and concise. However, in the evaluation section of this report 1007 test 
images will be used to statistically evaluate this method.  
4.4 Overview of Find Pose Extraction Step 
The final step in the pipeline is to extract/calculate the pose information for the object 
hypothesis. This is accomplished by consulting the metadata of the template to acquire the z 
coordinate, and then using this depth information (the z coordinate value) to calculate the x and y 
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coordinates. During the template creation step data regarding depth and rotation were measured 
and recorded along with the template. Figure 4.31 shows an illustration of a template and its 
metadata, where for this particular template the distance between the camera and object during 
acquisition was 1.5 m with a 0° rotation about all three axes.  
 
Figure 4.31: Template and its Metadata 
After the depth information is extracted from the template's metadata the x and y coordinate are 
calculated using the pinhole camera model. The reason this works is because during template 
creation and online testing the intrinsic camera parameters are fixed and therefore the 
information is directly comparable.   
Figure 4.32 shows the pinhole model with the image plane moved in front of the aperture to get 
rid of the 180° point flip. The associated equations for this model are shown below and will be 




Figure 4.32: Pinhole Camera Model  














where,    is the extracted depth coordinate from the metadata,   is the focal length,  
 
 
  are the 
pixel coordinates,   
  
  
  is the principal point, and  
 
   are the calculated real world coordinates 
with respect to the camera Since  ,  ,   ,   ,   and   are known the calculation is 
straightforward. 
It should be noted that in this thesis the focal length,  , does not change between template image 
acquisition and scene images acquisition and therefore the camera calibration process used to 
measure the intrinsic camera parameters, such a  , only needs to be done once. However, if 
different cameras are used between the two sets of images than calibration would need to be 
performed on both cameras and both focal lengths would need to be used in the calculation 
process of the x and y coordinate. This technique of estimating the pose will be evaluated in the 
evaluation section of the report, where the waste receptacle's coordinates will be measured in 




4.5 Building the Template Database 
As mentioned in the introduction of this section there are two stages to this project: online object 
recognition, and offline database creation. This section will explain the contributions made to the 
offline database creation stage of this project.  
The process of creating a template, as described in the original paper [48], is accomplished by 
selecting gradient orientations based on where the highest gradient magnitudes exist within the 
image. It was also indicated in [48] that during the selection process the location of the points 
must be taken into consideration in order to avoid points forming a cluster around a few spots 
with high gradient magnitudes. This last point of concern makes sense but the method used to 
accomplish this task is not fully described by the authors [48] and so the implementation of 
template point selection and creation can be considered as a contribution made by the author of 
this thesis. Also, in the original paper [48] the topic of how many points should be used to 
describe the object is not addressed, and whether or not this number should be a constant across 
all scales was also not addressed. The latter point is important because as an object decreases in 
scale the number of boundary points decreases. 
In this project a method was employed that produced a variable number of points per template 
depending on its size. Also, in order to deal with the problem of the points clustering around a 
few high gradient magnitudes a spatial grid was used to define neighborhoods, where only one 
point per neighborhood could enter the template set. Figure 4.33 shows three template images 
taken at different scales (depths). The number of local neighborhood in both images is roughly 
the same and therefore each template will produce a set a points with roughly the same number 
of elements. After the image has been split into spatial bins the orientation of the point within the 
bin with the highest gradient magnitude, above a small threshold, is used as an element within 
the template set.  The fact that only one point per neighborhood is used addresses the problem of 
point clustering. Figure 4.34 shows the corresponding template point sets overlaid on the images 
and Figure 4.35 shows just the points with the image taken away. This last figure represents of 
the fact that in the end the image is not stored in memory and only the set of point locations and 




Figure 4.33: Local Neighborhoods for Point Candidates at Different Scales  
 
Figure 4.34: Template Points Overlaid on Images at Different Scales  
 
Figure 4.35: Set of Template Points for Each Image 
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In addition to this method for selecting points, the following image processing steps were 
performed on the template images before point selection: image averaging, and edge sharpening. 
Image averaging was done in order to reduce noise and edge sharpening was done in order to 
produce strong gradient responses along the edges of the waste receptacle. In the case of image 
averaging ten images of the waste receptacle were taken 20 ms apart from each other and 
averaged to produce a cleaner image, and in the case of edge sharpening the composite Laplacian 
kernel was used. For a detailed review of these image processing techniques and how they 




Chapter 5  
Results and Evaluation 
This chapter will serve to evaluate the algorithm’s performance under various conditions. The 
evaluation of this method is split into two sections. The first section evaluates the object 
detection component and the second section evaluates the pose determination component. If the 
object is found with the right template then the pose can be determined, therefore the evaluation 
of the pose determination component does not need the 1007 test images acquired to evaluate the 
detection component, but instead needs a separate set of test images.  
5.1 Object Detection 
This section uses 1007 test images to evaluate the object detection component of the algorithm. 
The test images consist of 502 images with the waste receptacle present, and 505 images without 
the waste receptacle present. The images contain many different lighting conditions, background 
sceneries, object poses, and weather conditions (unfortunately no snow images were acquired). A 
sample from each set of tests images is shown below in Figure 5.1and Figure 5.2. 
 




Figure 5.2: Sample of Images Without the Waste Receptacle Present  
5.1.1 Real Number Line Evaluation of all Test Images 
The first evaluation method used will be the real number line evaluation technique introduced in 
section Chapter 4. This method will plot the scores along a real number line to show the 
distribution of the distance/similarity scores. The points above the line correspond to images with 
the waste receptacle present and the points below the line correspond to image where the waste 
receptacle is not present. This evaluation method provides a visual representation of the two sets 
of scores. Ideally the two sets of scores should create two well defined clusters that can be 
thresholded.  
In the plots that follow, the green dots indicate correct handling of the situation: that is a bin was 
found when it was present, or a bin was not found when it was absent.  And the red dots indicate 
the opposite of the green dots: that is a bin is "found" when the bin is not present, or a bin is not 
found when the bin is present. Lastly, the vertical placement of the points in the number lines 
below are random. This was done so that the points do not overlap and create a solid line. Figure 
5.3 shows the real number line evaluation for the algorithm described in the contribution section 
of this thesis. When the red points are not considered, Figure 5.3 shows that two well defined 
clusters are formed, which can be separated by a threshold. The red dots indicate that the 




Figure 5.3: Real Number Line Evaluation of Thesis Algorithm 
In order to compare the performance of this algorithm a real number line evaluation will be 
performed on the modified GRM algorithm detailed in  Chapter 4 without the HOG verification 
step, and a real number line evaluation will be performed on the original GRM algorithm without 
any modifications. In these sets of evaluations, similarity scores are used instead of distance 
scores, so a higher value is better for when a waste receptacle is present. The results of these 
evaluations do not indicate if the waste receptacle was correctly handled, and to indicate this the 
red and green notation was dropped and a blue dot notation was employed.  
Figure 5.4 shows the scores for the modified GRM, and Figure 5.5 shows the scores for the 
unmodified GRM. In both cases the two clusters are not well defined and a threshold cannot be 
applied to separate the two cases without creating a large amount of false positives and false 
negatives. There is better separation when the modified GRM algorithm is used which was 
expected from the results of the illustrative examples in the contribution section.  
 




Figure 5.5: Real Number Line Evaluation of GRM without any Modifications  
Therefore, these number lines show that the effects of the modifications to GRM and the addition 
of the HOG verification step observed in the larger data set above match the expectations raised 
by the illustrative examples presented in Chapter 5 (see Figure 4.4,Figure 4.26, Figure 4.30).  
An alternative way of showing this information is to use a frequency vs. score plot. These plots 
demonstrate the amount of overlap between the two sets of data for each case outline above. It 
should be noted that in each figure below the red line is associated with the images where the 
waste receptacle is not present and the green line is associated with the images where the waste 
receptacle is present.  
 




Figure 5.7: Frequency Vs. Similari ty for Modified GRM 
 
 
Figure 5.8: Frequency Vs. Similari ty for Thesis Algorithm 
 
The methods below evaluate the data set as a whole using statistical measures often used by the 
machine learning community to describe classifiers. These measures use the numbers in the 




Figure 5.9: Confusion Matrix for Thesis Algorithm 
There are many names given to these statistical measures. For, instance true positive rate, recall, 
sensitivity, and detection rate are all aliases of the same statistical measure. Therefore in order to 
avoid ambiguity Figure 5.10 clearly indicates the measures being used.   
Name Abbreviation Description/Formulation Value 
True Positive TP Object present and found 460 
False Positive FP Object not present but "found" 0 
False Negative FN Object present but not found 42 
True Negative TN Object is not present and not found 505 
True Positive Rate TPR 
  
     
 0.916334661 
False Negative Rate FNR 
  
     
 0.083665339 
True Negative Rate TNR 
  
     
 1 
False Positive Rate FPR 
  
     
 0 
Figure 5.10: Defini tions of Statistical Measures 
These statistical measures indicate two things. First, the algorithm never finds an object when it 
is not present, as indicated by the TNR and the FPR. Second, the algorithm misses 8.37% of all 
waste receptacles it encounters, as indicated by the TPR and the FNR.  
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The red dots in Figure 5.3 correspond to the images where the receptacle was missed, and these 
missed cases can be attributed to one of following two scenarios: the receptacle was found by the 
GRM algorithm but the HOG vector distance threshold rejected the candidate, or the GRM 
algorithm failed to find the waste receptacle and the HOG correctly rejected the background 
candidate. Figure 5.11 shows some sample images from the former scenario, and Figure 5.12 
shows some sample images from the latter scenario. In both figures the distance score is located 
in the bottom left corner and red boxes indicate the rejected GRM candidate. (Some possible 
methods to correct these shortcomings are mentioned in the future work section of Chapter 7.)  
 
Figure 5.11: GRM Finds the Waste Receptacle but the HOG Rejects it 
 




5.1.2 Testing Lighting Conditions (Approximately 16 Hour Time Lapse) 
This section of Chapter 5 will evaluate the algorithms performance during natural lighting 
changes throughout a typical summer day. The evaluation takes place from just before sunrise to 
just after sunset, with pictures taken every ten minutes. Some weather data for this day is shown 
below (Figure 5.13). 
 
 
Figure 5.13: Weather Data for Time Lapse Images 
 
In total 95 images were taken from 5:50 am to 9:30 pm. A sample of these images is shown in 
Figure 5.14 and the distance scores for every image in the entire set is shown in Figure 5.15. The 
results of this test show that the algorithm is stable during changes in lighting conditions. The 
only situation where the score crosses the threshold is when the waste receptacle is barely visible 
after sunset.   
 
 




Figure 5.15: Distance Score Vs. Time of Day 
5.1.3 Testing Rain Conditions 
This section of Chapter 5 will test the algorithms performance during various degrees of rain 
intensity. A weather radar image showing the variation in rain intensities experienced that day is 
shown in Figure 5.16: Precipitation Radar Image. For convenience the intensities of the rain have 
been categorized, where greater than 12 mm/h is heavy, between 4 and 12 mm/h is medium, 
between 0 and 4 mm/h is light, and 0 mm/h is no rain. Figure 5.17 shows a sample of the rain 
images that have been passed through the algorithm.  
 





Figure 5.17: Sample of Rain Test Images 
In total 224 images were used to evaluate the algorithms performance during various rain 
conditions. The images include high, medium, light and no rain intensities. Figure 5.18 shows 
the distance scores for each frame. All frames remained under the threshold and were properly 
detected. During the medium and heavy rain intensities the distance scores experienced greater 
fluctuation, likely due to the increased amount of water droplets producing unwanted gradients 
within the interior of the object during HOG construction. There are still fluctuations in the 
distance scores during the light and no rain conditions but to a lesser degree. Two things should 
be noted regarding the no rain situation. First the fluctuations are likely due to the rapid cloud 
movement, and second the apparent drop in score (which is good) along the transition from light 
rain to no rain is likely due to the fact that the clouds started to let more light through as the rain 
stopped.  
 
Figure 5.18: Distance Scores for Rain Images 
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5.1.4 Testing Occlusion  
This section of chapter 6 will test the algorithms ability to handle occlusion. To test occlusion a 
black box was incrementally moved across the test image, which is an approach similar to the 
one used by Hinterstoisser [48]. As a comparison the GRM algorithm was subjected to the same 
type of occlusion test. The result of this test showed that, just like the GRM algorithm, the 
relationship between the algorithm scores and the amount of occlusion is linear.  
Figure 5.19 shows the relationship between similarity score and occlusion for the original GRM 
algorithm and the relationship is indeed linear as reported by the original paper [48]. Figure 5.20 
shows the relationship between the distance score and occlusion for the algorithm presented in 
this paper. The relationship is also linear and when the amount of occlusion exceeds 40% the 
distance score crosses the threshold and becomes incorrectly segmented. Figure 5.21 shows what 
the object looks like when it is 40% occluded.   
 
Figure 5.19: Similarity Vs. Occlusion for GRM Algorithm 
 




Figure 5.21: Object 40%  Occluded 
It should be noted that in Figure 5.20  there is an offset in the distance score at zero percent 
occlusion. This offset is attributed to the GRM returning a candidate location with at most a three 
pixel translation from the correct location. These small translations do not affect the similarity 
scores of GRMs because GRMs are robust to small deformation and translations (recall Section 
3.1), however, this translation shows up in the HOG vector and causes the distance measure to 
have an offset when matching the template HOG to the candidate HOG. To better illustrate the 
effect this translation has on the HOG the process of plotting distance vs. occlusion was 
repeated, but this time the GRM was restricted to give back a candidate location without any 
translation. When the GRM filter is not allowed to return a location with a translation the offset 
at zero percent occlusion is much closer to zero (see Figure 5.22). There is, however, still a small 
offset but this can likely be attributed to the noise difference between the input image and the 
template image. 
 
Figure 5.22: Distance Vs. Occlusion when GRM Cannot Return Candidate with Translation  
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Even though the relationship between distance and occlusion is better when the GRM is not 
allowed to return a candidate with translation the trade off for this improvement is speed. When 
the GRM is allowed to return a candidate with a three pixel translation in x and y it is nine times 
faster than when it cannot because the amount of locations that need to be searched are reduced 
by a factor of nine. That is for an image with dimension 640x480 no translation would result in 
307200 locations being considered and when a three pixel translation is allowed this number is 
reduced to 34133 locations being considered.  
5.2 Pose Determination 
This section of  Chapter 5 will evaluate the effectiveness of extracting the depth coordinate of the 
algorithm. Recall from section 4.4 that the pinhole camera model is being used to describe the 
relationship between the real world coordinates and the image coordinates. Also recall that 
during both template image acquisition and input scene acquisition the same camera with a fixed 
focal length is used and therefore camera calibration only needs to be applied once. The pinhole 
model and its governing equations have been reproduced below for convenience.  
 
 


















where,    is the extracted depth coordinate from the metadata,   is the focal length,  
 
 
  are the 
pixel coordinates,   
  
  
  is the principal point, and  
 
   are the calculated real world coordinates 
with respect to the camera. Since  ,  ,   ,   ,   and   are known the calculation is 
straightforward.  By subscribing to this model the only parameter that needs to be evaluated is 
the depth estimation parameter, z, because all other parameters are fixed. Therefore, it can be 
concluded that if there is an accurate depth estimation then real world coordinates can be 
accurately calculated.  
5.2.1 Evaluating the Depth Estimation Stored in the Metadata 
In order to evaluate the depth estimation parameter an experiment was conducted that measured 
the real world length of masking tape placed on the surface of the waste receptacle using the 
pinhole camera model equations. Three pieces of masking tape twenty centimeters in length were 
used in this process and a total of 52 images were taken of the waste receptacle at different 
depths. A sample of the images is shown below in Figure 5.24.  
 
Figure 5.24: Depth Estimation Test Images  
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The calculated lengths of the tape were averaged to reduce the amount of error that arises in 
selecting the end points of the tape when measuring the pixel lengths during the calculation 
process. This averaged length measurement was than compared to the true length of the tape so 
that the error in the depth estimation could be evaluated. The following set of equations illustrate 
the process of estimating this error. 
In order to evaluate the error in the depth estimation the true length and estimated length of the 
tape must be defined  
            
         
   
  
 
        
         
        
            
         
   
  
 
        
         
  
Where    and    represent the true depth and true length, and let    and    represent the 
estimated depth and estimated length. Note the true length is known but the true depth is 
unknown.  







The error in the depth estimation, measured in percentage, is defined as:  
             
  
  
      
Therefore, by substituting the left side of the ratio above into the definition for the error 
calculation it can be shown that the error can be calculated using the lengths of tape, as shown 
below.  
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Using this calculation it was possible to calculate the error in the depth estimation for all 52 
images, as shown in Figure 5.25. This figure shows that the error in estimating the depth is 
generally below 5% and that in the worst case the error was 5.5%. This 5.5% error translates into 
missing the true depth of the object by 9.2 cm, which is below the quantization distance between 
each template bin scale (12.7 cm). 
 




Chapter 6  
Conclusion and Future Work 
This chapter is split into three sections. Section 6.1 will provide a summary of the thesis from 
motivations to results. Section 6.2 will outline the contributions made by the author of this thesis. 
Finally, section 6.3 will discuss future work.  
6.1 Summary 
The motivation for this thesis came directly from an industry need to make municipal waste 
collection more efficient. The goal of Waterloo Controls Inc. (the company sponsoring the 
project) and the researchers at UWO was to create a vis ion system that can detect a waste 
receptacle in real world conditions and then extract its real world coordinates, so that a robotic 
arm could acquire the waste receptacle. A high level schematic of the system in shown in Figure 
6.1: High Level Schematic of Entire System, and the components relevant to this thesis are 
outlined in red.  
 
Figure 6.1: High Level  Schematic of Entire System 
The goals and constraints specific to the vision system component are outlined below. Regarding 
goal number one it can be concluded from the evaluation section of the report that this goal has 
largely been achieved. With the exception of winter, the test images capture the seasonal 
characteristics common to spring, summer and fall. Regarding goal number two, it can be 
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concluded from the evaluation section that the real world coordinates of the waste receptacle can 
be estimated with at most a 5.5% error in depth, which is close enough for the hydraulic arm 
acquiring the waste receptacle. All of the design constraints were met. The algorithm used in this 
thesis  is comprised of monocular vision based algorithms. Regarding the performance 
constraint, even with non-optimized and non-parallelized code the algorithm is able to process 
two frames a second. The optimization and parallelization of this algorithm is currently being 
undertaken by another member of the research team.  Because of the inherent parallelizability of 
the designed algorithm, a large increase in efficiency is expected. Finally, the appearance of the 
waste receptacle was not altered in order to locate the object.  
Goals: 
1. Detect the waste receptacle in outdoor conditions 
2. Determine pose information so the arm can acquire the waste receptacle  
Constraints: 
1. To keep cost down the system should use only one camera 
2. The algorithm must be computationally efficient or collection time will not be reduced  
3. The appearance of the waste receptacle cannot be altered  
6.2 Contributions 
The contributions made by this thesis provide good progress towards the realization of the vision 
system envisioned by Waterloo Controls Inc and the researchers at UWO. These contributions 
include:   
1. An algorithm pipeline that includes a modified GRM and HOG verification step  
2. A point selection method for template creation 
3. A set of image processing techniques to make templates more robust 
4. A contour enhancement step being added to the GRM algorithm 
5. A second polling iteration being applied to the GRM algorithm  
6. A linearization of the gradient response maps being applied to the GRM algorithm 
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6.3 Future Work 
This section will present and discuss some opportunities that can be pursued with regards to the 
algorithm developed in this thesis. The list below presents some future work opportunities, and 
following the list is a discussion of each point.  
1. Optimize and parallelize the algorithm in order to evaluate its efficiency 
2. Acquire more test images (including winter scenery) to further validate the algorithm 
3. Expand the number of templates to test more angles and objects  
4. Evaluate the following changes made to the verification step  
i. Apply dynamic threshold changes based on light intensity measures  
ii. Replace HOG verification step with HSV colour space templates 
iii. Create a multiple layered verification step 
5. Allow the GRM algorithm to select multiple candidates instead of just one  
6. Allow for user interaction to reduce the instances of false negatives  
Optimization and parallelization is the subject of concurrent work by another member of the 
research team here at UWO. It is expected to result in a marked improvement in the current 
efficiency of the algorithm, which is currently processing at a rate of 2 fps.  
Acquisition of more test and template images is ongoing. This expansion of images will carry 
into the winter season, which will allow the algorithm to be tested under year round weather 
conditions. 
There are many changes that can be made to the verification step of this algorithm. The rationale 
for testing changes made to this step would be to find a verification process that can help 
alleviate the issue of the GRM algorithm proposing a correct candidate and the verification step 
rejecting it, as shown the by the evaluation results in Section 5.1. One possible direction that 
could be explored to solve this problem would be to create a dynamic threshold that could be 
adjusted based on light sensors places near the camera. The theory behind this idea is that as the 
light intensity decreases the two clusters shift in the positive distance direction, which means the 
ideal threshold gets shifted as well. Another possible direction would be to replace the HOG 
verification template with an HSV colour space template and test if the robustness of this colour 
space can handle these irregular lighting conditions. Finally, another possible direction would be 
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to combine several verifications processes, like HOG and HSV templates, which can be used to 
create a weighted score.  
Regarding the candidate selection process, if the GRM algorithm was allowed to select multiple 
candidates, instead of just one, then this might alleviate the issue of the GRM algorithm not 
finding the waste receptacle when it is present. The idea here would be to allow some top 
percentage of scores be verified by the HOG. This would still reduce the amount of locations 
considered by the HOG which means the efficiency of the algorithm should not suffer. Some 
empirical studies would need to be implemented to find out what percentage would be ideal.  
When the driver knows the waste receptacle is present but the algorithm fails to locate it (false 
positive) a method for user interaction could be applied. The idea is that the driver would input a 
coordinate via a touch screen monitor and the algorithm would process a smaller subsection of 
the scene around that point with relaxed thresholding. This would need to be tested but it is  
expected that this would reduce the amount of false negatives to zero. Lastly, since the driver 
would only have to do this about eight percent of the time (according to the data presented in the 
evaluation section), a semi-automated solution of this type would still constitute a significant 




Chapter 7  
Appendix 
7.1 A Primer on Image Processing 
Image processing has been developed to address three major issues concerning pictures: picture 
transmission and storage, picture enhancement and restoration, and picture segmentation as an 
early stage to machine vision. In this thesis image processing techniques were used that center 
around two of these issues: picture enhancement/restoration, and extracting low level 
segmentations, such as edge maps. With that being said a brief overview of image processing 
related to these two issue topics will be discussed.  
7.1.1 Algorithm Overview: Inputs, Transforms and Outputs  
Image processing is performed on an input image, or images, by subjecting it, or them, to what 
are known as image transformations, the results of the transformations yields the processed 
image, or images. Image processing algorithms can vary in complexity depending on the type of 
process one is performing. Figure 7.1 illustrates this variability by showing how the number of 
transforms, inputs, and outputs can be variable (i.e., in this figure there are p inputs, n 
transforms, and m outputs).  
 
Figure 7.1: Image Processing Overview 
For example, the process of averaging a set of images to reduce noise would take in multiple 
input images, let's say three, and then use one transform to pixel-wise sum a third of all the pixel 
intensities. This would produce one processed output image, which is composed of the average 





Figure 7.2: Image Processing Example of Averaging 
7.1.2 Types of Transforms 
Image transformations are performed using operators that take an input image and produce an 
output image. There are five main types of spatial operators that can be employed to process 
images: point operators, algebraic operators, geometric operators, convolution/correlation 
operators, and nonlinear operators. Point operators are functions that assign an intensity value to 
an output image pixel based solely on the intensity value of an input image pixel, an example 
application of this type of operation would be contrast enhancement. Algebraic operators are 
functions that produce output pixel intensities based on the pixel-wise sum, difference, product 
or quotient of two or more input images, an example application of this type of operation would 
be noise reduction via averaging (as seen in Figure 7.2).  Geometric operators are functions that 
move pixels in an input image to a new location in an output image, an example of this type of 
operation would be affine transformation that can rotate, translate, and scale an image.  
Convolution/correlations operators can be considered functions that assign a pixel intensity in the 
output image based on a relationship between a neighborhood of pixel intensities in the input 
image, an example of the convolution operation would be noise reduction using a Gaussian filter. 
Lastly, a nonlinear operator can be considered a function that assigns a pixel intensity in the 
output image based on a nonlinear relationship between a neighborhood of pixel intens ities in the 
input image, an example of this type of operator would be polling to reduce noise.  In this thesis 
only three of the five types of operators were used to perform image processing tasks. More 
specifically this thesis employed the use of algebraic operators, convolution/correlation 
operators, and nonlinear operators. Therefore, in the following subsections a more in depth 
explanation of these types of operator will be given.  
7.1.2.1 Image Transformations Based on Algebraic Operators 
The process of pixel-wise summing, subtracting, multiplying, or dividing a set of input images to 
produce an output image is known an algebraic operation.  Figure 7.3 shows a simple example of 
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subtracting two images and taking the absolute value of the difference to produce a processed 
image known as the absolute difference image. All four types of algebraic operators are 
implemented in a similar fashion as shown in Figure 7.3, where the only real difference being the 
type of algebraic operation they are performing.   
 
Figure 7.3: Absolute Difference Image 
There are many different applications a person could use algebraic operators for so not all of 
them will be listed here. However, for each type of operation a one application will be pointed 
out below for completeness, but it should be noted that only two types of algebraic operators 
were used in this thesis: summation and multiplication.  
Using an algebraic operator to sum a set of images can used to reduce noise. By taking the 
average of the sum the random noise generated during the image acquisition process can be 
reduced. Figure 7.4 shows the result of averaging images of the same scene taken at different 
times. The original set of images are very noisy as shown by the left most image, but after 
averaging sixteen of these types of images the amount of noise is greatly reduced, as seen in the 
right most image.  
 
Figure 7.4: Image Averaging to Reduce Noise 
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Subtraction operators can be used for a multitude of applications, which include: change/motion 
detection, background removal, and image enhancement. A specific example is a procedure 
known as digital subtraction angiography [84]. This process involves the subtraction of  X-ray 
images obtained before and after dye has been injected into the arteries of the patient.  
Multiplication operators can be used to segment a section of an image. If a logical mask, that is a 
mask consisting of ones and zeros, is multiplied with an image then all of the spots with the 
value of one in the mask will remain in the output and all of the spots with zero in the mask will 
not. Figure 7.5 shows how a region of interest (ROI) segmentation can be obtained using the 
multiplication operation. 
 
Figure 7.5: Segmenting a ROI using Multiplication 
Image acquisition can be modelled as a multiplicative process where the acquired image is the 
product of object reflection and an illumination component, where the illumination component is 
considered noise. Therefore, if the illumination component could be measured, or estimated, then 
dividing the acquired image by this component would result in a noise free image.  
7.1.2.2 Image Transformations Based on Convolution/Correlation Operators 
Correlation and convolution operators process an input image by passing a kernel (a.k.a. a mask, 
or a filter) over the image. At each valid location a pixel-wise multiplication of overlapping 
pixels is computed, the products of these multiplications are summed to produce a pixel intensity 
in the output image. The only difference between correlation and convolution is how the kernel 
is passed over the image. In correlation the kernel is not changed and is passed over the image as 
is, and in convolution the kernel is first rotated 180° before passing over the image. Therefore, if 
a kernel was symmetrical then correlation and convolution would produce the same output 
image. Figure 7.6 shows the an example of how convolution/correlations works, it should be 




Figure 7.6: Convolution/Correlation Example  
There are numerous applications for convolution/correlation operations in the field of image 
processing. Some of the key applications are: noise reduction, feature enhancement, and feature 
extraction. There are many more uses of the convolution/correlation operators but for this thesis 
the only applications mentioned above were used and so they will be briefly explained below.  
There are many types of kernels that can provide noise reduction when applied to an image. The 
basic concept behind all of them is to smooth the image to get rid of noisy pixels, howe ver, the 
drawback to smoothing an image to reduce noise is that edges within the image will begin to blur 
and as a result it will become harder to find concise transition between object boundaries within 
the scene.  
 
A common use for the convolution/correlation operator is to apply kernels that can enhance the 
edges of objects within an image. This process of enhancing edges is known as sharpening. The 
basic idea behind sharpening is to convolve an image with a differential kernel. This thesis uses 
the composite Laplacian kernel to enhance edges. The composite Laplacian kernel is the 





Figure 7.7: Composite Laplacian Kernel 
 
Consider three cases: a pixel located in a homogenous area, a pixel located in on an edge, and a 
pixel located on a corner. Figure 7.9 - Figure 7.10 show the results of each scenario. The output 
pixel intensity is enhanced for cases two and three, but for case one the composite Laplacian 
kernel is reduced to the identity kernel and the output pixel is unchanged with respect to the 
input pixel.  
 




Figure 7.9: Pixel Located on an Edge  
 
Figure 7.10: Pixel Located on a Corner  
A common type of feature extraction is edge detection, which is the process of producing an 
edge map for an input image. There are many methods that can accomplish this task, but what  
all of these methods (with the exception of a few heuristic linking methods) have in common are 
that they  use the convolution/correlation operator and derivative kernels. In this thesis all edge 
maps were produced by thresholding the gradient magnitude map after convolving the image 
with either the Sobel, or the Prewitt kernels. The specific application of both kernel types will be 
explained in a later section of this thesis. Figure 7.11 shows how an edge map is created using 
the Prewitt kernels. First gradient images Ix and Iy are calculated using the 
convolution/correlation operators and the Prewitt kernels and then the magnitude of these two 
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images are computed to produce the final edge map. It should be noted that if the edge map was 
noisy then a threshold could be applied to reduce unwanted pixels from entering the edge map.  
 
Figure 7.11: Edge Map of Circle 
7.1.2.3 Image Transforms Based on Non-Linear Operators 
Non-linear operator process an input image in a similar fashion to convolution/correlation, where 
the process is done by passing a kernel over the image. However, in the case of non-linear 
operators the kernels elements are not used to perform some kind of mathematical operation they 
are simple used to indicate which pixels will be active during the non-linear operation. A 
common non- linear operation is polling (a.k.a. mode filter). This type of kernel was used in this 
thesis and so will be briefly explained below.   
The use of polling to reduce noise can be seen in Figure 7.12. It works by passing a kernel over 
an image and replacing the center point of the kernel with the pixel value that occurs most often 
within the active kernel locations (i.e., the modal pixel value is used in the output). In the 
example illustrated in Figure 7.12 the pixels that are active in the kernel window are indicated by 
ones. This example used all nine kernel elements as active, but a person could use any 
combination of zeros and ones to create a structured polling scheme. The reason polling 
eliminates noise is because normally pixels within a small local neighborhood have relatively 
similar intensities but if spurious noise, such as salt and pepper noise,  is present within the 
image then a pixel can be drastically different in intensity when compared to its neighbors. 
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Polling would correct this situation by changing the noisy pixel intensity value to one that is 
similar to its neighbors. There are of course drawbacks to polling but they depend on the 
application you are trying to achieve. For instance, if the goal was to get rid of noise in an image 
but maintain crisp edge boundaries then polling may not apparent because the process will 
expand the edges and they would no longer be a crisp transition.  
 
Figure 7.12: Reducing Noise Via Polling  
7.1.3 Frequency Domain 
Anyone that is considering image processing as a solution to achieve some kind of picture 
manipulation should be aware that processing can be done in both the spatial and frequency 
domains. With that being said, a person who is comfortable with both types of processing 
domains will likely be more successful at accomplishing their desired image processing task 
because some operations in the frequency domain are more practical and easier to implement 
than their counter parts in the spatial domain. Frequency domain filtering was used in this thesis 
and so a brief overview of how it works will be provided in the following subsections.   
7.1.3.1 Producing Frequency Spectrum Images 
Before image processing techniques can be applied in the frequency domain the image must first 
be transformed into the frequency domain. The frequency domain representation of an image 
consists of a matrix of complex numbers and so in order  into view this image the frequency 
domain matrix must be split into two channels; usually visualized as the amplitude spectrum and 





Figure 7.13: Amplitude and Phase S pectrum 
 The process of converting an image from the spatial domain to the frequency domain is 
accomplished via the Fourier Transform. More specifically since digital images are discrete by 
definition the Discrete Fourier Transform (DFT) is used to transform the image into the 
frequency domain. Conversely, the process of going from the frequency domain to the spatial 
domain is accomplished by the Inverse Discrete Fourier Transform (IDFT). Respectively, ( 7.1 
and (7.2 show the DFT and IDFT. Where        is the spatial image and        is the 
frequency image.  
         
 
 








   
   
   
   





        
 
 








   
   
   
   
 (7.2) 
7.1.3.2 Filtering in the Frequency Domain  
After an image has been transferred from the spatial domain to the frequency domain it is ready 
for processing. In the spatial domain a common practice to filter an image is to convolve it with a 
kernel, however, in the frequency domain the image is filtered via pixel-wise multiplication. This 
relationship is known as the convolution theorem and is mathematically shown below in (7.3. 
The equation reads as follows: the Fourier transform of an image convolved with a kernel is 
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equal to the multiplication of the Fourier transform of the image and the Fourier transform of the 
kernel.  
                               (7.3) 
In this thesis the convolution theorem was applied to filter out low frequency image components. 
The type of filter used to accomplish this task was a Gaussian high pass filter (GHPF).  Figure 
7.14 shows the result of filtering the amplitude spectrum with the GHPF. As you can see the DC 
component in the center and the low frequency components around it have been atte nuated. The 
specific application of this process in this thesis will be explained in a later section.  
 
Figure 7.14: High Pass Filtering in Frequency Domain 
7.2 Additional Experimental Results for Section 5.2 
This section contains four more sets of experimental results regarding the addition of a second 
polling iteration and the linearization of the cosine response for section 4.2. 
7.2.1 1D and 2D Plots for Test Image #1 
 




Figure 7.16: 2D Plot with Polling Twice and Linearization for Image Number 1  
 




Figure 7.18: 2D plot with Polling Twice and No Linearization for Image Number 1  
 
 




Figure 7.20: 1D Plot with Polling Once and Linearization for Image Number 1  
 




7.2.2 1D and 2D Plots for Test Image #2 
 
Figure 7.22: Test Image #2 
 




Figure 7.24: 2D Plot with Polling Once and Linearization for Image Number 2  
 




Figure 7.26: 1D Plot with Polling Twice and Linearization for Image Number 2  
 




Figure 7.28: 1D Plot with Polling Twice and No Linearization for Image Number 2  
 
7.2.3 1D and 2D Plots for Test Image #3 
 




Figure 7.30: 2D Plot with Polling Twice and Linearization for Image Number 3 
 




Figure 7.32: 2D Plot with Polling Twice and No Linearization for Image Number 3  
 




Figure 7.34: 1D Plot with Polling Once and Linearization for Image Number 3  
 
 




7.2.4 1D and 2D Plots for Test Image #4 
 
Figure 7.36: Test Image #4 
 
 




Figure 7.38: 2D Plot with Polling Once and Linearization for Image Number 4  
 




Figure 7.40: 1D Plot with Polling Twice and Linearization for Image Number 4  
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