In this paper we present a new approach to constructing schemes for unconstrained convex minimization, which compute approximate solutions with a certain relative accuracy. This approach is based on a special conic model of the unconstrained minimization problem. Using a structural model of the objective function we can employ the efficient smoothing technique. The fastest of our algorithms solves a linear programming problem with relative accuracy δ in at most e· √ m (2 + ln m)· 1 + 1 δ iterations of a gradient-type scheme, where m is the largest dimension of the problem and e is the Euler number.
Introduction
Motivation. Usually, the theoretical justification of convex optimization methods requires problems with bounded feasible sets (see, for example, [1] , [5] , [6] , [7] , etc.). Besides the technical convenience, this assumption allows one to introduce a reasonable scale for measuring the absolute accuracy of the approximate solution. In the cases in which the initial problem does not possess this property, some algorithms even require one to bound the domain artificially ("big M " approach). This approach is, perhaps, acceptable for polynomial-time methods, in which the "big M" appears in the complexity estimates only inside a logarithm. However, it is clear that for gradient-type methods, such a strategy cannot work.
In fact it is an old question: Do problems with unbounded feasible sets really arise? And if so, then how should they be treated? In the experience of the author, there is one, very important class of such problems, namely, the problems obtained as Lagrangian relaxations of linear equality constraints. If there were some reasonable bounds on the dual variables for these constraints, then it would be natural to incorporate them into the primal problem also. Then, instead of linear equality constraints in the primal problem, one would have an additional term in the objective function.
Another difficulty lies in choosing the way of bounding unbounded feasible sets. It is hard ti believe that it is possible to find a reasonable localizator a-priori, without collecting additional information on the topology of the problem numerically.
In this paper we suggest an alternative way to treat some unconstrained minimization problems. Indeed, if we cannot say anything reasonable about the size of the solution, then may be it is worth to search for an approximation in relative scale? This suggestion may appear naive since in non-smooth convex optimization such algorithms are known only for a rather narrow class of transportation-type problems (so-called fully-polynomial approximation schemes, see [3] , [10] , and [2] ). However, it appears that this idea works at least for a special class of conic unconstrained minimization problems. These are the problems of minimizing a homogeneous convex function over an affine subspace. In order to be able to compute an approximate solution to this problem with a certain relative accuracy, we need to know two John ellipsoids for subdifferential of the objective function evaluated at the origin.
It appears that in many cases all the necessary information about the objective function can be easily obtained from its structure. For example, using this approach, for problems of the type
it is possible to find an approximate solution with relative accuracy δ in O √ m δ ln m iterations of a gradient scheme. The most efficient algorithms of that type are based on a smoothing technique proposed recently in [8, 9] .
Contents. In Section 2 we define the model of our problem, that is the conic form of unconstrained minimization problem. We give several examples of such problems and establish some bounds on the size of optimal solution in terms of a parameter α ∈ (0, 1), which measures the asphericity of the subdifferential of the objective function. In Section 3 we establish the efficiency estimates for two black-box subgradient schemes as applied to the problem under consideration. It appears that they can find an approximate solution in O
The fastest scheme uses a recursive strategy for updating an estimate for the distance to the optimal solution. In Section 4 we introduce a two-level model of the objective function. On one hand, this model is used to define an appropriate Euclidean metric in the primal space. On the other hand, it allows us to apply the smoothing technique [8] . We present two algorithms of this type with complexity estimates O 1 α 2 δ and O 1 αδ ln 1 α iterations. The second scheme is based on the recursive strategy considered in Section 3. The last Section 5 is devoted to examples of applications. We specify the total complexity estimates of the fastest algorithm from Section 4 for a linear programming problem, a problem of minimizing the spectral radius of an affine family of symmetric matrices, and a truss topology design problem. We compare these bounds with those of a short-step path-following interior-point scheme. It appears, for example, that in the case of linear programming problem the estimate of the new gradient scheme is better if the required relative accuracy is not too small, namely, if δ ≥ O 1 min{n,m} . Notation. We say that the value f (x) approximates the minimal value f * > 0 with
For a norm · in R n , the dual norm is defined in a standard way:
We use the following notation for the balls in · :
Notation π Q, · (x) is used for projection of the point x onto the set Q with respect to the norm · . If no ambiguity arises, the indication of the norm is omitted. In what follows I n denotes the unit matrix in R n , e i denotes the ith coordinate vector, andē n stands for the vector of all ones. For an n × n matrix X we denote by λ 1 (X), . . . , λ n (X) its spectrum of eigenvalues. Notation X 0 means that a symmetric matrix X is positive semidefinite and X 0 means that it is positive definite. Finally, by ∂f (x) we denote the subdifferential of convex function f at the point x.
Conic unconstrained minimization problem
The most general form of optimization problem considered in this paper is as follows:
where f (x) is a convex homogeneous function with degree of homogeneity equal to one, C is a p × n-matrix, and b = 0. Without loss of generality we can assume that C has full row rank. Our main assumptions on problem (2.1) are that
It follows that f * > 0 and the problem of finding an approximate solution to (2.1) with a certain relative accuracy is well posed. In what follows we call the setting (2.1), (2.2) the conic unconstrained minimization problem. Note that any unconstrained minimization problem
with convex objective φ(·) can be rewritten in the form (2.1) by simple homogenization:
(see, for example, [4] for justification). However in general we cannot guarantee that such a function satisfies (2.2). Let us look at the following examples.
Example 1 Let our initial problem be to find approximately an unconstrained minimum of the function
φ 1 (y) = max 1≤i≤m | a i , y + c (i) |, y ∈ R n−1 .
Let us introduce
Then for positive τ we can define
Thus, the last description of f (x) can be extended onto the whole space. In a similar way, for the function
we can get a representation (2.1), which satisfies (2.2) . In this case we use f (x) = F ∞ (Ax) with
However, for function
the above lifting cannot guarantee (2.2). 2
Let us fix some norm · in R n . Then we can rewrite our main assumption (2.2) in a quantitative form. Let γ 0 ≤ γ 1 be some positive values satisfying the following condition:
Thus, by (2.2) we just assume that such values are well defined. Note that these values depend on the choice of the norm · . However, this choice will always be evident from the context.
As we see later, this parameter determines the complexity of finding approximate solutions to problem (2.1) with certain relative accuracy. It may look as if such complexity estimates are data dependent. However, this is not the case. First of all note that in many situations it is reasonable to choose · as an ellipsoidal norm. In view of the John theorem there always exists a norm such that
, x ∈ R n , then the bound for the ellipsoidal norm is even better:
Of course, it may be difficult to find a norm suitable for a particular objective function f (x). However, in this case we can try to employ our knowledge of its structure. For example, it may happen that we know a self-concordant barrier ψ(v) for the convex set ∂f (0) and ψ (0) = 0. Then we can use
In this case it is possible to choose
where ν is the parameter of the barrier ψ(·) (see, for example, Theorem 4.2.6 in [7] ). It may happen that the subdifferential ∂f (0) is polyhedral. For some problems the following result is useful. .
Proof:
Since
On the other hand, for any x ∈ R n we have
The extremum in the above maximization problem is attained, for example, at
, which justifies the
.
2
The possibility of employing another structural representation of problem (2.1) is discussed in Section 4.
Let us conclude this section with a statement which determines that one can solve the problem (2.1) with a certain relative accuracy. Denote by x 0 the projection of the origin onto the affine subspace L with respect to the norm · :
Therefore the function f (x) is Lipschitz continuous on R n in the norm · with the Lipschitz constant γ 1 . Moreover,
2. For any optimal solution x * to (2.1) we have
If the norm · is Euclidean, then this inequality can be strengthened to:
Proof:
For any x ∈ R n we have
Therefore for any x and h ∈ R n we have
Moreover,
Hence, in view of (2.6) we have
In order to prove the second statement note that in view of the first item of the theorem we have
For the Euclidean norm this bound can be strengthened, since in this case
3 Subgradient approximation scheme
Let us discuss now different possibilities for constructing fully polynomial approximation schemes for problem (2.1). For the sake of simplicity we assume that the norm · is Euclidean.
The first scheme we consider is based on a standard subgradient method for minimizing non-smooth convex functions. Denote by g(x) an arbitrary subgradient of the function f (x) at point x. Consider the simplest variant of the subgradient method as applied to the problem (2.1).
end.
Output:
In what follows the output of this processx is denoted by G N (R). In view of Theorem 3.2.2 [7] , the rate of convergence of this method is as follows:
Thus, in order to be efficient, the subgradient method needs a good estimate for the distance between the starting point x 0 and the solution x * . In our case, this estimate can be obtained from inequality (2.9). However, since in our problem the value f * is not known in advance, let us use its second part:
The efficiency of such a choice is described in the following statement.
Theorem 2 For a fixed δ from (0, 1), let us choose
Proof:
In view of inequality (3.2), the choice (3.4) and inequalities (2.9), (2.7), we have
Note that we pay quite a high price for the bad estimate of the initial distance. If we were able to use the first part of inequality (2.9), then the corresponding complexity bound would be much better. Let us show that a better bound for the distance to the optimal solution can be derived from the trivial observation that f * ≤ f (x) for any point x from L. Let δ ∈ (0, 1) be the desired relative accuracy. Let
where e is the Euler number. Consider the following process. Setx 0 = x 0 , and for t ≥ 1 iteratex
f (x t−1 ) then T := t and Stop.
(3.5)
Theorem 3
The number of points generated by the process (3.5) is bounded:
The last point generated satisfies the inequality Proof: By simple induction it is easy to prove that at the beginning of stage t in (3.5) the following inequality holds:
Thus, in view inequality (2.7), at the last stage T of the process we have
This leads to inequality (3.6). In view of (2.9) we have
. Therefore, at the last stage of the process, using (3.2) and the termination rule in (3.5) we get
4 Structural optimization
In Section 3 we have shown that the outer and inner ellipsoidal approximations of the set ∂f (0) are the key ingredients of minimization schemes for computing an approximate solution to (2.1) in relative scale. However, in order to find an ellipsoidal norm, which is good for our problem, we need to somehow employ its structure. In this section we introduce a model of problem (2.1), which is suitable both for explicit indication of such a norm and for applying the smoothing technique [8] . Note that the efficiency of the latter approach significantly dominates that of the subgradient method.
Since the objective function f (x) in problem (2.1) is homogeneous, the simplest possible structure of such an object might be as follows. Let us assume that f (x) is a composition of two functions, a linear function A(x) and a simple nonlinear convex homogeneous function F (v); that is f (x) = F (A(x)). Let us introduce this object in a formal way. In this section we switch to the notation of [8] .
Let Q 2 be a closed bounded convex set in R m containing the origin in its interior. Define a convex homogeneous function F (v) as follows:
Further, let A be an m × n-matrix, which has a full column rank (thus, m ≥ n). Define the objective function
Clearly, f (x) is a convex function with degree of homogeneity one. The problem of interest is still (2.1), which we repeat here:
Since ∂F (0) ≡ Q 2 , we have ∂f (0) = A T Q 2 . Thus problem (4.3) satisfies the main assumption (2.2). Let · 2 denote the standard Euclidean norm in R m :
Let us introduce the following characteristics of the function F :
For the sets from Example 1 these values are as follows:
(4.4)
Let us define now the following Euclidean norm in the primal space:
Since A is non-degenerate, this norm is well defined. Setting G = A T A, we get the following representations:
where a i , i = 1, . . . , m, denote columns of matrix A T .
Lemma 2 For the norm · 1 , the condition (2.3) holds with
γ 0 = γ 0 (F ), γ 1 = γ 1 (F ).
Thus, we can take
Since ∂f (0) = A T Q 2 , we have the following representation for the support function of this set:
Ax, u .
Thus, ξ(x) ≤ max
Note that for many simple sets Q 2 the parameters γ 1 (F ) and γ 0 (F ) are easily available (see, for example, (4.4)). Therefore the metric (4.5) can be used to find an approximate solution to the corresponding problems by the subgradient scheme (3.5). However, the main advantage of the representation (4.2) lies in the possibility of employing the smoothing technique [8] . Let us show how this can be done.
Compared with the problem setting in [8] , there is only one difference in (4.3), namely that we have an unbounded primal feasible set. Thus, the straightforward application of the efficient technique [8, 9] to (4.3) is impossible. However, we can introduce an artificial bound by using inequality (2.9). Let
In view of (2.9), we have x * ∈ Q 1 (ρ) forρ = 1 γ 0 (F ) f (x 0 ). Thus, problem (4.3) is equivalent to the following:
Find f * = min 6) where φ R (u) = min
Ax, u . Thus, we have managed to represent our problem in the form required by [8] .
Let us introduce the objects necessary to apply the smoothing technique. In the primal space we choose the prox-function d 1 (x) = { Ax, u :
For the reader's convenience we present here the algorithm (3.11) from [8] adopted for our needs. This method is applied to a smooth approximation of the objective function f (x):
Note that this function has Lipschitz continuous gradient
where u µ (x) is a unique solution to optimization problem in (4.8). In view of (4.7), the Lipschitz constant for the gradient is equal to 
Method S N (R)
Output:x := y N .
(4.9)
In what follows we denote the outputx of this process by S N (R). It is easy to check that all conditions of Theorem 3 [8] are satisfied. Thus, if x 0 − x * 1 ≤ R, then the output of this process satisfies the inequality
This observation has an important corollary.
Proof:
Since by (2.9)
, and by (4.11
, from (4.10) and (2.7) we have
Note that the complexity (4.11) of the scheme (4.9) is lower than that of the subgradient scheme (3.5) with the recursively updated estimate for the distance to the optimum. Let us show that a similar updating strategy can also accelerate scheme (4.9). Let δ ∈ (0, 1) be the desired relative accuracy. Let
Consider the following process. Setx 0 = x 0 . For t ≥ 1 iteratê
(4.12)
Theorem 5 The number of points T generated by scheme (4.12) is bounded by
The last point generated satisfies the inequality f (x T ) ≤ (1 + δ)f * . The total number of lower-level steps in the process (4.12) does not exceed
(4.14)
Proof: By simple induction it is easy to prove that at beginning of the stage t the following inequality holds:
Thus, in view of Item 1 of Theorem 1, at the last stage T of the process we have
This leads to inequality (4.13).
Note
. Therefore, at the last stage of the process in view of inequality (4.10) and the termination rule in (4.12) we have 
Application examples
In this section we discuss the complexity of implementation of the schemes presented in Section 4 as applied to different structural classes of optimization problems.
Linear programming
LetÂ be an m × (n − 1)-matrix, m ≥ n, which has a full column rank. For a given vector c ∈ R m consider the following optimization problem:
This problem is not trivial only if the column rank of the matrix A = (Â, c) is equal to n, which we assume to be true. Problem (5.1) can be rewritten in dual form. Define
where a i are the columns of the matrixÂ T . Then
In Example 1 we have already seen that the latter minimization problem can be represented in the form (4.2)-(4.3) with x = (y T , τ ) T , and
Choosing
, we get
Therefore, in view of Theorem 5, in order to estimate f * with relative accuracy δ ∈ (0, 1) we need at most 2e · m 1/2 · 1 + n ln m. Note that for problem (5.1) we can apply a standard short-step path-following scheme (see, for example, [7] ). Each iteration of this scheme needs O(n 2 m) operations. Therefore its worst-case efficiency estimate looks as follows:
Another possibility is to solve this problem by the ellipsoid method [5] . In this case the total complexity of this scheme is 
Minimization of spectral radius
Denote by S n the space of symmetric n × n-matrices. For X ∈ S n we can define its spectral radius:
Note that this function is convex on S n . For a vector of decision variables x ∈ R p , let us introduce a linear operator A(x):
Now we can define the following objective function in problem (4.3):
Assume also that the linear constraints in the problem (4.3), (5.5) are very simple; for example, that could be x (1) = 1. In order to treat the problem (4.3), (5.5) we need to represent the upper-level function ρ(X) in a special form (4.1). Let
Let us endow the space S n with the standard Frobenius norm:
Lemma 3
The set Q 2 is a closed convex set such that
Proof:
For any X ∈ S n we have:
It is clear that the setQ is closed, convex and bounded. Let us prove thatQ = Q 2 .
Indeed, we can always represent U by its orthogonal basis of eigenvectors:
where Λ is a diagonal matrix. Assume that U ∈ Q 2 . Define a diagonal matrixΛ with the following diagonal entries:
where b i are the columns of the matrix B. Hence,
Thus,Û ⊆ Q 2 and we conclude thatÛ = Q 2 .
It remains to prove inclusion (5.6). Indeed, if
Thus, in view of inclusion (5.6) we have
Hence, in view of Theorem 5, the total number of iterations of the method S N (R) does not exceed 2e
δ . In order to apply this approach we need to compute and to invert the matrix G. In our situation G is the matrix of the following quadratic form: , the total cost of preliminary computation is of the order O(p 2 n 2 ) operations.
Further, the most costly operations at each step of the method S N (R) are as follows.
• Computation of the value of bilinear form A(x), U and its gradients takes O(pn 2 ) operations.
• Finding a projection of a point X onto the set Q 2 with respect to the standard Frobenius norm. The most expensive part of this operation consists in solving an eigenvalue problem for matrix X. That can be done in O(n 3 ) operations.
• The total amount of operations in the space R p does not exceed O(p 2 ).
Thus, the complexity of each iteration of S N (R) is of the order O(n 2 (n + p)) operations. Hence, in total, the method (4.12) requires
arithmetic operations. Let us compare this estimate with the worst-case complexity of a short-step pathfollowing scheme as applied to the problem (4.3)-(5.5). For this method the most expensive computations at each iteration are the computations of the elements of the Hessian of barrier function. These are the values 
Truss topology design problem
In this problem (see, for example, [1] ), we have a set of points
connected by a set of arcs (i k , j k ), k = 1, . . . , m. We always assume that j k > i k . Each arc has a nonnegative weight t (k) , and the sum of the weights is one. The nodes x n+1 , . . . , x n+p are fixed. To all other nodes we apply external forces
The goal is to find an optimal design vector t def = (t (1) , . . . , t (m) ) T ∈ ∆ m ≡ t ∈ R m + :
t (i) = 1 , which minimizes the total stiffness ψ(t) of the system. In order to define the stiffness, let us assume first that i k < n, k = 1, . . . , m. For each arc k, let
where · is the standard Euclidean norm in R 2 . Now we can define the constraint vector a k = (a k,1 , . . . , a k,n ) T ∈ R 2n , which is composed of the following two-dimensional vectors: iterations of the scheme S N (R). The most expensive operations of each iteration of the latter scheme are as follows.
• Computation of the value and the gradients of the bilinear form Ax, u needs O(m) operations (recall that A is sparse).
• Euclidean projection on Q 2 ⊂ R m needs O(m ln m) operations.
• All steps in the primal space need O(n 2 ) operations.
Note that the preliminary computation of the matrix G needs O(m + n 2 ) operations, but its inversion needs O(n 3 ). Since m ≤ n(n+1) 2
, we come to the following upper bound for the total computational effort of the method (4.12):
O n 3 + 
