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Introduction.
Multi-armed bandit problems have traditionally been studied under a total-discounted-reward optimality criterion with a fixed interest rate. In the current paper, discrete time, finite state multi-armed bandit problems are studied under alternative optimality criteria, namely, sensitive-discount optimality (Blackwell optimality), average-reward optimality and average-overtaking optimality. Related work for specific instances of the problem was done by Kelly [(1981) , Bayes treatment of Bernoulli bandits with unknown success probabilities] and by Lai and Ying [(1988) , average optimality for a particular queuing model].
Sensitive-discount optimality concerns simultaneous maximization of total-discounted-reward under all sufficiently small positive interest rates. We show that the Gittins indices have representations as (computable) Laurent series in the (sufficiently small positive) interest rate; hence, a generalized index rule based on lexicographic maximization of the sequence of coefficients of the Laurent expansions can be used to obtain stationary index policies which are sensitive-discount optimal. The lexicographic comparisons require the computation of infinitely many coefficients. However, in the spirit of results of Miller and Veinott (1969) for Markov decision chains, we prove that the lexicographic comparisons can be truncated to rely only on a finite (prescribed) number of terms, yielding a finite algorithm for computing stationary index policies which are sensitive-discount optimal. As computation is applied to the projects independently, our results preserve the classic decomposition structure of the optimal policies for bandit problems with fixed interest rate.
We consider two additional optimality criteria, namely, average-reward optimality and average-overtaking optimality (see Sections 2 and 3 for formal definitions). Known results about Markov decision chains show that every stationary sensitive-discount optimal policy is both average-reward optimal and average-overtaking optimal. However, we obtain algorithms for computing stationary generalized index policies that are, respectively, average-reward optimal and average-overtaking optimal which are more efficient than the one that we developed for finding stationary generalized index policies which are sensitive-discount optimal. These algorithms use, respectively, only two or three coefficients of the corresponding Laurent series of the Gittins indices.
In constructing and implementing policies for multi-armed bandit problems, it is reasonable to activate selected projects for more than a single period. Holding policies are procedures that use first exit times of particular sets of states to determine the time for reevaluating the selection of projects. We also construct optimal holding policies for each of the three criteria we consider. At decision epochs, these policies maximize lexicographically coefficients of the Laurent expansions of the indices, but one fewer term is needed than for optimal stationary policies; in particular, average-reward optimality requires a single coefficient and average-overtaking optimality requires two.
Our approach extends to problems with infinitely many projects and states. However, we do not consider such extensions here because additional technical requirements are needed and the resulting algorithms do not reduce to finite calculation.
Results about Markov decision chains and multi-armed bandit problems are reviewed in Sections 2 and 3, respectively. Laurent expansions of the Gittins indices are developed and are used in Section 4 to construct optimal index policies for each of the three criteria we consider. Finally, optimal holding policies are constructed in Section 5. for each s E S.
Optimality criteria for
A policy -,T is called sensitive-discount optimal or Blackwell optimal if for some 0 < a * < 1 it is a-discount optimal for all 0 < a < a t. showed that a stationary policy is sensitive-discount optimal if and only if for each policy XT and each state s E S. It turns out that a stationary policy XT * is average-reward optimal if and only if it satisfies (2.3) with k = -1 and average-overtaking optimal if and only if it satisfies (2.3) with k = 0; see Veinott (1966 Veinott ( , 1974 and Denardo and Miller (1968) . In particular, for stationary policies sensitive-discount optimality implies average-overtaking optimality, which implies average-reward optimality.
Additional optimality criteria are obtained from (2.5) by replacing the double summation with any finite number of consecutive summations. In particular, if (k + 2)-order summations are used, the corresponding optimal stationary policies are characterized by (2.3); see Veinott (1974) and Rothblum and Veinott (1992) . In all cases results continue to hold when optimization takes place within the class of randomized policies, and for stationary randomized policies the associated expected discounted reward have Laurent expansions as in (2.1).
3. Preliminaries in multi-armed bandit problems. We next consider a multi-armed bandit problems (MABP) with a finite set of projects N, where each project i has a finite state space Si. For i E N and x, y E Si, let ri(x) be the one-step reward received when project i is selected while in state x and let pi(x, y) be the transition probability of project i from state x into state y when i is active. As usual, this MABP is identified with a MDC having state space S H iE NSi, and we use the terminology of policies and optimality summarized in Section 2 to that MDC. 
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The Gittins index is obtained by taking the suprema of these quantities over all stopping times r for project i. Herein, we denote the Gittins index associated with (i, x) E J by m(i, x, a); the parameter a is included to express the dependence (which we shall explore) on the discount factor a. Gittins and Jones (1974) proved that these suprema are well defined and attained, that each stationary policy which is consistent with the Gittins index is a-discount optimal and that such a stationary policy exists; see Gittins (1989) -1)(i, s ) For each nonnegative integer k, the construction of a stationary policy that satisfies (4.5) requires the computation of the coefficients m(n)(i, x) for each pair (i, x) E J and each n E { -1,..., k}. Each of these coefficients can be computed with finitely many arithmetic operations. Thus, Theorem 4.3 yields a finite algorithm for computing stationary sensitive-discount-optimal policies. Such policies are both average-reward optimal and average-overtaking optimal. Verification of (4.5) with k = ISI may require extensive computation when S is large, but Theorem 4.3 also provides succinct sufficient conditions for a stationary policy to be average-reward optimal or average-overtaking optimal, respectively. On-line implementation of algorithms that apply policies that satisfy (4.5) will compute the corresponding coefficients m(n)(i, x) for pairs (i, x) only as they are encountered.
As is the case for index policies, the computation required for verifying (4.5) considers each of the projects independently. In fact, stationary policies that satisfy conditions (4.5) are index policies with index /4 given by (4.7) for some positive (small) p. Still, (4.5) has the advantage of avoiding the need to determine an appropriate value of p which may be difficult.
One can construct stationary policies that satisfy (4.5) for any specified nonnegative integer k. By Theorem 4.1, such policies are then optimal with respect to the optimality criteria mentioned at the end of Section 2. Theorem 5.3 suggests the following implementation for holding policies that are sensitive-discount optimal, average-reward optimal and averageovertaking optimal, respectively. Suppose state s is observed at a decision epoch. For each i E N, determine the corresponding coefficients of the expansion of V i(si, p); in fact, past initialization, new coefficients have to be computed only for the single project that has been selected in the previous decision epoch (while the coefficients of the other projects do not change). Next, select a project i* that lexicographically maximizes the corresponding coefficients, compute a corresponding stationary optimal policy 8 * for MDC' S* and use the continuation set determined by 8 * One can construct stationary policies that satisfy (5.2) for any specified nonnegative integer k. By Theorem 5.2, such policies are then optimal with respect to the optimality criteria mentioned at the end of Section 2.
Holding optimal policies for MALBP. A holding policy is deter-

