Abstract. We characterize bounded Toeplitz and Hankel operators from weighted Bergman spaces to weighted Besov spaces in tube domains over symmetric cones. We deduce weak factorization results for some Bergman spaces of this setting.
Introduction
Let n ≥ 3 and D = R n + iΩ be the tube domain over an irreducible symmetric cone Ω in R n . Following the notations of [14] we denote the rank of the cone Ω by r and by ∆ the determinant function of R n . As example of symmetric cone on R n we have the Lorentz cone Λ n which is a rank 2 cone defined for n ≥ 3 by Λ n = {(y 1 , · · · , y n ) ∈ R n : y [13] ). The weighted Bergman projection P ν is the orthogonal projection of the Hilbert space L 2 ν (D) onto its closed subspace A 2 ν (D). It is well known that P ν is an integral operator given by
where K ν (z, w) = c ν ∆ −(ν+ n r ) ((z − w)/i) is the weighted Bergman kernel, i.e. the reproducing kernel of A 2 ν (D) (see [14] ). Here, we use the notation dV ν (w) := ∆ It is known that the weighted Bergman projection P ν cannot be bounded on L p ν (D) for p large (see [5] , [25] ). Consequently, the natural mapping from A is not an isomorphism for such values of the exponent p (see [6] ). In [6] , it is also shown that the boundedness of P ν on L We will use the same notations for holomorphic functions and for equivalence classes in H m . We observe that, for F ∈ H m , we can speak of the function ✷ m F . Given ν ∈ R, 1 ≤ p < ∞ the Besov space B always holds in this range (see [7] ). When p > 2, we have the embedding of A 
statement of results
In this section, we present the main results of the paper. Our first interest in this paper concerns Toeplitz operator from a Bergman space to a Besov space. Recall that for a positive Borel measure µ on D and ν > n r − 1, the Toeplitz operator T ν µ is the operator defined for any function f with compact support by
where K ν is the (weighted) Bergman kernel. Boundedness of Toeplitz operators between Bergman spaces of the unit ball was treated in [22] , the method used Carleson embedding and thus for estimations with loss, techniques of Luecking [19] . We will essentially make use of the same idea. We note that Carleson embeddings for Bergman spaces of tube domains over symmetric were obtained by the authors in [21] . We shall then prove the following result.
Define the numbers λ = 1+
Then the following assertions are equivalent.
(a) The operator T ν µ extends as a bounded operator from
There is a constant C > 0 such that for any δ ∈ (0, 1) and any z ∈ D,
We have also this estimation with loss result.
Define the numbers λ = 1 + (a) The operator T ν µ extends as a bounded operator from
Our second interest concerns (small) Hankel operator. For b ∈ A 2 ν (D), the (small) Hankel operator with symbol b is defined for f ∈ H ∞ (D) by
Boundedness of Hankel operators between Bergman spaces on the unit ball was considered in [11] (see also the references therein) where a full characterization has been obtained for estimates without loss, i.e h b : A p α → A q α with 1 ≤ p ≤ q < ∞. The estimations with loss (i.e. the case p > q) were recently handled in [23] closing the question for the unit ball. Note that to deal with this last case, the authors of [23] for the necessary part used an approach due to Luecking for Carleson embeddings [19] . We are interested here in the question of the boundedness of h b from the Bergman space A p ν (D) into the Besov space B q ν (D). For the case of estimations with loss, we also use an adaptation of Luecking techniques for the necessary part as in [23] . Let us denote
We shall the prove the following.
Then the following hold.
(ii) For some integer m large enough,
THEOREM 2.11. Let 2 ≤ q < ∞ and α, β, ν > n r − 1,
Then the followig assertions hold. Given a function f in a Bergman space of some domain, if we can write f as f = gh where g and h are in some different Bergman spaces, then we say f admits a strong factorization. C. Horowitz has proved that this is the case for Bergman spaces of the unit disc [18] . This does not longer happen in higher dimension as proved in [17] . However, it is still possible to obtain the so-called weak factorization.
For two Banach spaces of functions A and B defined on the same domain, the weak factored space A B is defined as the completion of finite sums
endowed with the following norm
Given 0 < p, q, s < ∞ and α, β, γ, whenever the equality
holds, we say A s γ (D) admits a weak factorization. In the case of the unit ball B n of C n , that weak factorization holds for Bergman spaces with small exponent (i.e. 0 < s ≤ 1) is a consequence of the atomic decomposition of these spaces. This result was quite recently extended to large exponents (s > 1) by J. Pau and R. Zhao in [23] as a consequence of estimations with loss for the Hankel operators. As a consequence of our characterization of bounded Hankel operators, we have the following result for weighted Bergman spaces of our setting. THEOREM 2.14. Let 1 < p, q < ∞ and α, β, ν > n r − 1 so that
holds. Define
We also have the following when the weights are the same. 
As usual, given two positive quantities A and B, the notation A B (resp. A B) means that there is an absolute positive constant C such that A ≤ CB (resp. A ≥ CB). When A B and B A, we write A ≃ B and say A and B are equivalent. Finally, all over the text, C, C k , C k,j will denote positive constants depending only on the displayed parameters but not necessarily the same at distinct occurrences.
Some useful notions and results

Symmetric cones and Bergman metric.
Let Ω be an irreducible symmetric cone in the vector space V ≡ R n . Denote by G(Ω) be the group of transformations of R n leaving invariant the cone Ω, and by e the identity element in V . We recall that Ω induces in V a structure of Euclidean Jordan algebra, in which Ω = {x 2 : x ∈ V }. It is well known that there is a subgroup H of G(Ω) that acts simply transitively on Ω, that is for x, y ∈ Ω there is a unique h ∈ H such that y = hx. In particular, Ω ≡ H · e.
If we denote by R n the group of translation by vectors in R n , then the group G(D) = R n × H acts simply transitively on D.
Let us consider the matrix function {g jk } 1≤j,k≤n on D given by
where 
where the infimum is taken over all smooth paths γ :
For δ > 0, we denote by
the Bergman ball centered at z with radius δ. We refer to [4, Theorem 5.4] for the following.
(i) the balls B ′ j are pairwise disjoint; (ii) the balls B j cover D with finite overlapping, i.e. there is an integer N (depending only on D) such that each point of D belongs to at most N of these balls.
The above balls have the following properties:
We recall that the measure dλ(z
Let us denote by l p ν , the space of complex sequences β = {β j } j∈N such that ||β||
where {z j } j∈N is a δ-lattice.
The following is quite easy to check. 
where η = {η j } belongs to l p ν and β = {β j } belongs to l
Note that in the text, the space l p , is the usual sequence space. The following result known as the sampling theorem.
The following assertions hold.
(1) There is a positive constant
We will need the following consequence of the mean value theorem (see [4] )
There exists a constant C > 0 such that for any f ∈ H(D) and δ ∈ (0, 1], the following holds
.
We finish this subsection with the following pointwise estimate of functions in Bergman spaces. 
, for all z ∈ D.
Isomorphism of Besov spaces. Let us denote by
Then it is not hard to prove the following result (see [6] for details).
We will heavily make use of the above proposition.
3.3. Bergman kernel and reproducing formulas. The (weighted) Bergman projection P ν is defined by
where
) ((z − w)/i) is the Bergman kernel, i.e the reproducing kernel of A 2 ν (see [14] ). Here, we use the notation dV ν (w) :
We recall that the Box operator ✷ acts on the Bergman kernel in the following way:
(see [7] ). We will need the following integration by parts formula which follows from the density of the intersection of two Bergman spaces in each of them (see [6] , [7] ). For ν >
Using an adapted version of the above formula for the Box of functions, we can prove the following (see [6] for details).
we have the formula
for m ≥ 0 and ℓ large enough so that
In particular, when 1 ≤ p <p ν , the formula is valid with ℓ = 0. 
The following is Proposition 2.19 in [6] .
, and for all holomorphic function
The next lemma gives integrability properties of the determinants and Bergman kernels. In this case,
PROOF: See [4] . ✷
3.4.
Integral operators and duality. Let us now consider the following integral operators T = T µ,α and
and
provided these integrals make sense. Observe that P µ = T µ,0 .
The following result is in [25] . 
Also, from [25] we have the following. 
The following duality with change of weights can be proved in the same way as the previous one.
We recall the following notations: 
The following theorem obtained in [25] characterizes the topological dual space of the Bergman space A p ν for some values of p and ν for which the Bergman projection is not necessarily bounded. 
The following general atomic decomposition of functions in weighted Bergman space is from [21] . (i) For every complex sequence {λ j } j∈N in l p ν , the series
where C δ is a positive constant.
where C δ is a positive constant. 
The constant C ν,m is as in (3.9). One easily observes that for any F in the equivalent class P (m)
and consequently, P 
whenever m is sufficiently large.
3.7.
Korányi's Lemma and averaging of a measure. Let µ be a positive measure on D. For z ∈ D and δ ∈ (0, 1), we define the average of the positive measure µ at z bŷ
The following is also needed here.
LEMMA 3.32. Let 1 ≤ p ≤ ∞, ν ∈ R, β, δ ∈ (0, 1). For z ∈ D we define the average of the positive measure µ at z byμ
Let {z j } j∈N be a δ-lattice in D. Then the following assertions are equivalent.
For ν > n r − 1 and w ∈ D, the normalized reproducing kernel is
We have the following result known as Korányi's lemma. 
The following corollary is a straightforward consequence of [4, Corollary 3.4] and Lemma 3.34. There is a positive constant C δ such that for all z ∈ B δ (w),
If δ is sufficiently small, then there is C > 0 such that for all z ∈ B δ (w), 
if and only if
for some C ′ > 0 independent of z, and for some δ ∈ (0, 1).
Note that condition (3.38) is still sufficient for (3.37) to holds in the case 0 < p ≤ 1. The following embedding with loss was also obtained in [21, Theorem 3.8] . 
(ii) Let 1 ≤ p < ∞. If the Bergman projection P α is bounded on L p ν (D) and (3.40) holds, then the function In this section we provide criteria for the boundedness of the Toeplitz operators from a weighted Bergman space to an analytic Besov space. In particular, we prove here Theorem 2.6 and Theorem 2.8. 
for m large enough.
We also observe the condition ν >
provides that γ > n r − 1, and that as λ ≥ 1, so by Theorem 3.36, for every t ≥ 1, there exists a constant C > 0 such that
for all h ∈ A t γ (D). Taking tλ = 1, this is, in particular, equivalent to saying that there is a constant C > 0 such that for any h ∈ L
. Using Fubini's Theorem and reproducing formula for weighted Bergman space, we obtain that
. As a matter of fact, by Höler's inequality, we have
Therefore, from (4.42) and (4.41), we get 
where m is an integer large enough. From Lemma 3.17 we obtain that f a belongs to A We have
It follows in particular, using Corollary 3.35, that for any δ ∈ (0, 1) and any z ∈ D,
On the other hand, we have from our hypothesis that ✷ m T ν µ f a ∈ A q β+mq (D), thus from the pointwise estimate (3.7) and (4.43) that
Combining the latter with (4.44) we obtain that
The proof is complete.
The following can be proved the same using the duality result of Theorem 3.27. We now prove the case of estimations with loss.
Proof of Theorem 2.8. That (b) ⇒ (a) follows as in the proof of Theorem 2.6 using Theorem 3.39. Let us prove that (a) ⇒ (b). We start by recalling that the Rademacher functions r j are given by r j (t) = r 0 (2 j t), for j ≥ 1 and r 0 is defined as follows
[t] is the smallest integer k such k ≤ t < k + 1. We have the following.
LEMMA 4.47 (Kinchine's inequality). For 0 < p < ∞ there exist constants 0 < L p ≤ M p < ∞ such that, for all natural numbers m and all complex numbers c 1 , c 2 , · · · , c m , we have
Coming back to the proof, since P ν+m is bounded on L p α (D), it follows from Theorem 3.28 that given a δ-lattice {z j } j∈N 0 , δ ∈ (0, 1), for every complex sequence {λ j } ∈ l p α , the series
is convergent in A p α (D) and its sum f satisfies
Thus if r j (t) is a sequence of Rademacher functions and {λ
As T ν µ extends as a bounded operator from A 
By Kinchine's inequality, we have
Integrating both sides of (4.48) from 0 to 1 with respect to dt, we obtain using Fubini's Theorem and the last inequality that (4.49)
Observe that for a sequence {a j } of complex numbers and for
Thus using the latter observation, we obtain from (4.49),
But from Lemma 3.4 we have
Now note that
Combining (4.50) and (4.51) we obtain
Thus as the sequence {|λ j | q ∆ q p (α+ n r ) (ℑm z j )} belongs to l p/q , it follows by duality that the sequence { µ(B j ) ∆ λ(γ+n/r) (ℑm z j ) q } belongs to l p/p−q which is the dual of l p/q by the sum pairing
Thus, {μ δ (z j )} ∈ ℓ We obtain in the same way the following. 
Hankel operators from
In this section, we provide criteria of boundedness of (small) Hankel operators from weighted Bergman spaces to weighted Besov spaces .
Boundedness of h
We would like to start this section with a general result involving a change of weights. To avoid any ambiguity, we recall that we write h (ν) b f = P ν (bf ). The superscript may be removed when the result involves the same weight. Let us also recall the notation
We have the following result. 
we have from Lemma 3.21 that
Now, we prove the sufficient condition. We suppose that
Next, using the formula (3.10), one easily sees that
The proof is complete. ✷ We now prove Theorem 2.9.
Proof of Theorem 2.9. The sufficiency is a special case of the previous theorem corresponding to µ = ν. Conversely, if h b is bounded, then for any f ∈ A p ν (D) and any g ∈ A p ′ ν (D), using the reproduction formula (3.16), we have Now, since by the reproduction formula (3.16), we have P ν+m g = g, replacing f and g in (5.54), we obtain
Taking ℓ = m in (3.12), this is equivalent to
, P ν h makes sense and we have from the reproducing formula, taking ℓ = 0 in (3.12) that
As a consequence of the above result, we have the following corollary. When p = ∞, we can prove in the same way the following result.
THEOREM 5.56. The Hankel operator h b is bounded from H ∞ (D) into B if and only if b = P ν g for some g ∈ L ∞ (D) for which P ν g makes sense.
Let us first recall the following embedding result from [13] .
PROOF: Let us recall that there is a constant C > 0 such that for any f ∈ A p α (D) the following pointwise estimate holds:
It follows easily that
We can now prove Theorem 2.10.
Proof of Theorem 2.10. We first prove the sufficiency. Let f ∈ A p α (D). From the integration by parts formula, we obtain
where the operator T b is defined by
Let us prove that T b is bounded from A 
Now, since by Lemma 3.20, for m large enough and for q as in our assumptions, P ν+m is bounded on L q β+mq (D), we conclude that for any
. For the converse, we consider the two different situations: 1 ≤ q ≤ 2 and 2 < q < ∞.
b is bounded then as we have seen in the previous section, there is a positive constant C such that for any f ∈ A Replacing f and g in (5.54), we obtain
By (3.12) , this is equivalent to
for any w ∈ D.
is bounded, is equivalent to saying that there exists a constant C > 0 so that for any f ∈ A p α (D) and any representative g of any class in g ∈ A
Now, choosing m large enough, we obtain from Lemma 3.17 that
and since the conditions on q insure that g ∈ A
Taking all the above observations in (5.59), we obtain that
The proof is complete. )(
We begin with the case p = ∞. 
PROOF: First note that the condition on the exponent q implies that β > 
It follows from Hölder's inequality that
C. ✷ The following can be proved the same way with the help of the duality in Theorem 3.27.
, and consider the operator
define for functions with compact support. Then if there exists a constant C > 0 such that for any δ ∈ (0, 1) and any δ-lattice {z j } j∈N 0 of points in D,
Note that the condition max 1, 
Then the followig assertions hold. 
Then the following hold. In this section, we prove Theorem 2.14 and Theorem 2.17. In fact we only have to prove equivalence between boundedness of Hankel operators and and weak factorization results as stated in the two theorems. We have the following result for weighted Bergman spaces of our setting. 
