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[1] Landscapes reflect a legacy of tectonic and climatic forcing as modulated by surface
processes. Because the morphologic characteristics of landscapes often do not allow us to
uniquely define the relative roles of tectonic deformation and climate, additional
constraints are required to interpret and predict landscape dynamics. Here we describe a
coupled model for the transport of soil and tracer particles at the hillslope scale. To
illustrate the utility of this methodology, we modeled the evolution of two synthetic
hillslopes with identical initial and boundary conditions but different histories of climate-
induced changes in the efficiency of soil transport. While one hillslope experienced an
initial phase of rapid transport followed by a period of retarded transport, the other
hillslope experienced the opposite sequence. Both model hillslopes contain a subsurface
layer of tracer particles that becomes exhumed and incorporated into the soil due to
transport and mixing processes. Whereas the morphology of the two model hillslopes
cannot be easily distinguished at the simulation conclusion, the spatial distribution of
tracer particles along the slope is distinctive for the two cases. We applied the coupled
model to our study site along the Charwell River, South Island, New Zealand, where
tephra deposits within loess-dominated soils have been exhumed and incorporated into an
upper layer of bioturbated and mobile soil. We reconstructed the late Pleistocene hillslope
geometry using soil stratigraphic data gathered along the study transect. Because
bioturbation appears to be the predominant transport mechanism, the efficiency of soil
transport likely varies with time, reflecting the influence of climate-related changes in the
dominant floral or faunal community. The modeled evolution of hillslope form and tephra
concentration along the study transect is consistent with observations obtained from
topographic surveys and laboratory analysis of tephra concentrations in continuous-core
soil samples. Low transport rates are apparently associated with grass/shrub-dominated
slopes during the late Pleistocene, whereas forest colonization during the Holocene
increased flux rates, transforming flat, locally incised slopes into broadly convex ones.
Our results attest to the utility of coupled models for tasks such as deciphering landscape
history and predicting the downslope flux of soil organic carbon. INDEX TERMS: 1815
Hydrology: Erosion and sedimentation; 1625 Global Change: Geomorphology and weathering (1824, 1886);
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1. Introduction
[2] Recent efforts to explore linkages between land-
scapes, climate, and tectonics have relied heavily on the
principle that characteristic metrics of landscape form result
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from a unique suite of surface processes [Heimsath et al.,
2001; Howard, 1997; Kirkby, 1971; Roering et al., 2001a;
Seidl and Dietrich, 1992; Stock and Dietrich, 1999]. For
example, convex hillslopes are generally thought to result
from a slope dependency on soil transport rates, whereas the
tendency for channel gradients to decrease with increasing
drainage area in bedrock rivers may result because incision
is proportional to stream power (as calculated with drainage
area and channel gradient). This so-called process/form
connection allows for the testing and calibration of sediment
transport and erosion models, which can then be applied to
map the spatial distribution of erosion and uplift rates
[Kirby and Whipple, 2001; Montgomery, 2001; Snyder et
al., 2000]. As demonstrated by Dunne [1991], however,
process/form linkages may not necessarily be unique as a
suite of different erosional processes with different intensi-
ties may generate a similar landform. This emphasizes the
need to better constrain and formalize the mechanics of
surface processes.
[3] To test surface process models and develop tectonic
and topographic linkages, many studies have utilized
assumptions such that erosion rates are balanced by uplift
rates over some appropriate spatial and temporal scale
[Burbank et al., 1996; Hack, 1960; Heimsath et al., 1997;
Riebe et al., 2001; Roering et al., 1999; Willett and
Brandon, 2002]. Although this methodology is conceptu-
ally appealing and typically simplifies computations, the
steady state assumption can be difficult to test because it
requires documenting the spatial distribution of erosion
rates across a range of temporal and spatial scales
[Whipple, 2001; Willett and Brandon, 2002]. This limits
our ability to test geomorphic transport models and
quantify linkages between topography, surface processes,
and tectonic forcing.
[4] The morphology of landscapes is governed not only
by the current configuration of surface processes but also
by landscape history [Howard, 1997]. Fluctuations in the
efficacy of surface processes associated with climate
change may be significant, thus clouding our ability
to uniquely relate rock uplift rates to landscape form
[Fernandes and Dietrich, 1997; Kirkby, 1989; Small and
Anderson, 1998]. Apart from topographic data and erosion
rate estimates, little additional information has been used
to constrain surface process models and interpret land-
scape dynamics. As suggested by Furbish [2003], we
might better utilize additional data sets to test and
calibrate the growing suite of landscape evolution models
used to interpret spatial and temporal patterns of tectonic
forcing. Here we embrace this methodology and describe
our efforts to constrain climatic controls on soil transport
using topographic data coupled with depth profiles of
tephra concentration.
[5] The downslope transport of soil in the absence of
overland flow has been attributed to numerous mechanisms,
including tree turnover, wet/dry or freeze/thaw cycles,
rheologic creep, and faunal burrowing [Finlayson, 1985].
In forested landscapes the accumulation of coarse clasts in
the upper layers of soils [Small et al., 1990] and the
preponderance of pit/mound topography [Denny and
Goodlett, 1957] suggests that tree turnover may be a
dominant mechanism of soil disturbance and transport. Root
growth and tree turnover events may be frequent enough to
retard or even stymie the development of well-stratified soil
horizons [Schaetzl et al., 1990]. Soils within the rooting
zone experience periodic and randomly distributed detach-
ment and transport, increasing soil homogeneity [Schaetzl,
1986]. Alternatively, in grass-covered landscapes, soils
often exhibit distinct horizonation due to suppressed rates
of disturbance [Birkeland, 1999]. In addition to biogenic
influences, the rate and style of transport varies with soil
properties [Mitchell, 1993], although the relative importance
of these factors is poorly known.
[6] Given that climate change during the Quaternary
occurs over thousand-year timescales, it is probable that
many hilly, soil-mantled landscapes have alternated
between grass, shrub, and forest-dominated regimes
[Blinnikov et al., 2002; Worona and Whitlock, 1995]. The
relative importance of soil transport mechanisms may have
varied accordingly. Similarly, Anderson [2002] suggests
that frost-driven transport on high alpine surfaces likely
waxes and wanes in response to climate change. A major
difficulty in interpreting the development of soil-mantled
hillslopes is determining to what extent the current mor-
phology has been influenced by previous periods under a
different climate regime. Slope-dependent transport models
used to simulate hillslope processes tend to diffuse land-
scapes and obliterate distinctive features that might other-
wise be diagnostic such that a landform with a particular
morphology may arise from numerous climatic scenarios.
[7] Here we describe a methodology for improving the
quantitative interpretation of hillslope dynamics. Along
soil-mantled hillslopes on the South Island of New Zealand,
previous work has documented evidence for disturbance-
driven soil mixing and transport due to biogenic activity,
specifically, tree turnover and root growth [Roering et al.,
2002]. This interpretation is based on the distribution of
volcanic glass grains from a tephra deposit buried by loess
during the Last Glacial Maximum (LGM). Forest coloniza-
tion during the Holocene led to invigorated soil transport
and erosion of the landscape surface. As a result, the tephra
deposit was exhumed and became incorporated into the
upper, mobile layer of soil. Along the transect the concen-
trated tephra spike became highly diffuse once exhumed to
a particular depth, consistent with the rooting depth of trees
that colonized the area. In this contribution we develop a
numerical model to explore the hypothesis that sediment
transport rates increased in response to the conversion of
grasslands to forest. Our simulations demonstrate that not
only hillslope form but also the concentration of tracer
particles can be used to constrain soil transport mechanisms
and interpret hillslope dynamics. Our results from theoret-
ical and loess-mantled hillslopes in our New Zealand study
site allow us to quantify fluctuations in the development of
hilly terrain as well as more explicitly account for climate
controls on the efficacy of erosional processes.
2. Coupled Model of Soil and Tracer Transport
[8] There are several advantages to using coupled models
for interpreting andpredicting landscapedynamics.Typically,
efforts to evaluate the efficacy of landscape evolution
simulations involve comparing numerically generated
topography with actual topographic data. Furbish [2003]
suggests that fundamental process mechanics may not be
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apparent without additional constraints in the form of
dependent variables that describe some property of the
landscape system. These data sets may include maps of
the spatial distribution of organic carbon, soil depth, radio-
genic tracers, or lithologic markers. The additional infor-
mation provided by these sources may allow us to (1) test
and reject specific geomorphic transport models, thus nar-
rowing the list of valid models, (2) calibrate geomorphic
transport models, (3) better constrain initial conditions, and
(4) identify temporal variations in the efficacy of particular
surface processes.
2.1. Conceptual Model
[9] In soil-mantled landscapes, agents that disturb and
transport material may not penetrate the entire soil depth.
In this contribution we draw a distinction between soil that
experiences active transport due to bioturbation, freeze/
thaw activity, or other processes and soil that is insolated
from such disturbances [e.g., Cox, 1998; Johnson, 1990].
Given local aggradation (such as in topographic conver-
gent areas or colluvial hollows), the total soil depth (h)
may exceed the active depth (ha), generating a layer of
geomorphically inactive material having a thickness equal
to h  ha (Figure 1). Conversely, where soil is sufficiently
thin the penetration depth of transport processes (such as
freeze/thaw) may be limited by the amount of available
soil. Although discrete bounds separate layers in this
conceptual model, such interfaces are likely to be some-
what diffuse in real landscapes.
2.2. Soil Transport
[10] For over 100 years the convex shape of soil-mantled
hillslopes has been attributed to slope-dependent sediment
transport processes driven by disturbances such as wet/dry
and freeze/thaw cycles, biogenic activity, and raindrop
impacts [Davis, 1892; Gilbert, 1909]. Culling [1960]
modeled volumetric flux (qs) (m
2 yr1) as proportional to
hillslope gradient, and Roering et al. [1999] followed the
conceptual framework of Howard [1994] and Anderson
[1994] and used physical arguments to propose that
volumetric soil flux varies nonlinearly with gradient
according to
qs ¼ K @z=@x
1 @z=@x
Sc
 2 ; ð1Þ
where K is a transport coefficient (m2 yr1), Sc is a critical
gradient, z is elevation (m), and x is horizontal distance (m).
Equation (1) is consistent with recent field studies, which
indicate that soil flux may increase nonlinearly on steep
slopes [Gabet, 2000; Roering et al., 1999], and with
experimental data [Roering et al., 2001b]. Braun et al.
[2001] and Furbish and Fagherazzi [2001] suggest that soil
flux may depend on soil thickness such that flux is
proportional to the product of gradient and soil thickness.
On the basis of observations from their New Zealand study
site, Roering et al. [2002] suggest that the depth of mobile
regolith in forested landscapes may be controlled by the
characteristic scale of bioturbation. Similarly, Anderson
[2002] argues that the penetration of freeze/thaw action
on high alpine surfaces may limit the depth to which
regolith can be recruited for transport and mixing. Given a
sufficiently thick soil mantle, the depth of active soil may be
effectively constant under a particular floral assemblage or
climatic regime. Equation (1) represents transport mecha-
nisms for which flux does not explicitly vary with soil
thickness; instead, flux rates depend on the frequency,
magnitude, and spatial scale of disturbances. As elaborated
by Anderson [2002], however, transport rates may be
limited when the potential depth of transport agents exceeds
the depth of available soil. In such cases the transport
coefficient (K) decreases roughly in proportion to the
difference between the potential transport depth and the
actual soil depth and approaches zero when bedrock
emerges at the surface.
2.3. Mass Conservation and Soil Production
[11] In order to calculate the evolution of topography
according to soil transport and production processes, we use
a one-dimensional equation for mass conservation of soil on
a hillslope:
@h
@t
¼  @qs
@x
þ rr
rs
P; ð2Þ
where rs and rr are the average bulk density of soil and rock
(kg m3), respectively, t is time (years), and P is the rate of
soil production from transformation of bedrock (m yr1).
Several models describing how P varies with soil depth
have been proposed and tested using cosmogenic radio-
nuclides, topographic analyses, and forward modeling
[Dietrich et al., 1995; Heimsath et al., 1997; Small et al.,
1999]. Heimsath et al. [2000] and Heimsath et al. [1997]
demonstrated that P decreases exponentially with depth
such that maximum rates of conversion occur on bare
bedrock surfaces. Alternatively, several mathematical func-
tions have been proposed to account for the possibility that
maximum rates occur at a finite soil depth [Anderson, 2002;
Carson and Kirkby, 1972; Gilbert, 1877; Small et al., 1999].
When soils are sufficiently thick, P approaches zero.
Figure 1. Schematic section along a soil-mantled hill-
slope. Disturbance processes (such as tree throw or freeze/
thaw activity) focus sediment transport (qs) in the upper
layer of soil (ha), while an inactive layer may persist below.
Soil production from the transformation of bedrock is
represented by P.
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Equations (1) and (2) can be combined, enabling us to relate
the rate of soil depth change to topographic derivatives,
model parameters, and initial and boundary conditions. The
elevation of the land surface can be calculated given soil
depth and the elevation of the soil/bedrock interface.
2.4. Tracer Transport
[12] A conservation equation is required to calculate the
spatial and temporal variation of a particular tracer. In this
contribution the coupling between soil and tracers is based
on the assumption that once an ensemble of tracer particles
is introduced into the mobile soil layer (ha), stochastic
disturbance processes cause the tracer to be dispersed and
well mixed such that the concentration is relatively uniform
(Figure 2). Henceforth the tracers are transported indiscrim-
inately amongst mobile soil particles. In effect, the same
processes responsible for driving soil transport also serve to
mix and homogenize soils. The tracer may be introduced to
the active soil layer by any number of pathways (such as
infiltration or air fall), although in this formulation we only
consider the addition of tracer particles through exhumation
(Figure 2). As such, tracer particles reside at depth, below
the zone of mobile regolith, and erosion causes the tracers to
be exhumed and incorporated into the mobile layer. The
following one-dimensional conservation equation describes
how the average tracer concentration in the upper soil (f)
(kg m3) evolves in time and space:
@
@t
hafð Þ ¼  @
@x
havf
  fb zð Þ @za@t ; ð3Þ
where v is the average horizontal velocity of the active soil
layer, havf is the tracer mass flux rate (kg m1 yr1), za
is the elevation of the base of the active soil layer (see
Figure 1), and the function fb(z) describes the tracer
concentration profile below the active soil layer. In this
formulation we assume that average tephra concentration
and average soil velocity are not correlated such that
vf ﬃ v  f. Combining the relation qs = hav and equation (1),
average soil velocity can be calculated by solving for v.
[13] The first term on the right-hand side of equation (3)
quantifies concentration changes as a result of differences in
the amount of tracer entering and exiting a given element of
soil along the hillslope. The final term describes the addition
of tracers into the upper soil layer by exhumation. Tracer
concentration varies with depth below the active transport
layer, and the rate at which tracers are incorporated into the
soil depends on the erosion rate. Although we formulated
the model for conservative tracers, equation (3) can be
adapted to account for tracers with known rates of decay
or production.
2.5. Model Implementation and Coupling
[14] Coupling the evolution of hillslope topography and
the variation of tracer concentration is achieved via the
right-hand side of equation (3) as concentration variations
depend on hillslope geometry and soil transport rates. To
realize the coupling, we constructed a numerical model to
dynamically solve equations (2) and (3) using a one-
dimensional, adaptive-time-step numerical algorithm [Press
et al., 1992]. To quantify the incorporation of tracers from
the substrate, we included an integration subroutine where-
by incremental exhumation results in the addition of tracers
to the upper soil layer (Figure 3). Concentration changes
occur due to exhumation as tracer particles move upward
into the mobile layer. Sediment accumulation at the surface
may conversely cause the tracer particles to be buried
more deeply. During each time step the mass of added
Figure 2. Schematic of tracer exhumation and subsequent
dispersal in the actively disturbed upper soil layer. The
depth of disturbance is responsible for the mixing of tracer
particles and is controlled by stochastic biogenic activity (in
this case, root growth and tree turnover). Mixing may be
rapid enough that the tracer concentration in the upper soil
layer is relatively uniform. Alternative processes, such as
faunal burrowing, may produce a similar result.
Figure 3. Schematic of tracer concentration below the
active soil layer. With lowering of the surface, tracer
particles are exhumed and incorporated into the active soil
layer (ha). z illustrates the incremental depth of erosion
(and thus exhumation) during a given time step of our
coupled soil/tracer model. The shaded area represents the
integrated mass of tephra added during the time step.
Erosion causes the tracer layer to become further exhumed
such that more particles are progressively added to the
active soil layer, whereas deposition acts to further bury the
deposits.
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particles (measured in mass per unit area) is calculated
according to
Zza
zaz
fb zð Þdz; ð4Þ
wherez is the incremental amount of surface lowering and
za is the elevation of the base of the active soil layer (ha)
(Figure 3). Because tracer particles are distributed through
the thickness of active soil, concentrations in the mobile
layer will tend to be significantly lower than peak
concentrations in the substrate.
2.6. Simulating Climate-Driven Variations in
Transport Efficiency
[15] To explore the utility of coupled soil/tracer simula-
tions for interpreting landscape dynamics, we compared
one-dimensional simulations of two synthetic hillslopes that
evolved with identical initial and boundary conditions but
with different climatic histories. Climate changes may result
in the transformation of flora and faunal assemblages such
that rates of soil disturbance and transport vary contempo-
raneously. Here we account for different climatic regimes by
varying the value of K that represents disturbance-driven
soil transport.
2.6.1. Initial and Boundary Conditions
[16] Both hillslopes have a horizontal dimension of 60 m,
are initially flat (i.e., undissected surfaces), and experience
base-level lowering of 0.1 mm yr1 at x =30 and x = 30 m.
The hillslopes are transport limited such that soil is always
available for transport and soil production (P) is effectively
zero. The variation of K is shown in Figure 4e. For
simulation 1 (sim1), K begins high (0.02 m2 yr1),
decreases by a factor of 4 after 15 kyr, and then increases
by a factor of 2 after another 15 kyr, whereas for sim2, K
begins low (0.005 m2 yr1), increases after 15 kyr, and
decreases by a factor of 1.5 after an additional 15 kyr. In real
landscapes, such fluctuations may arise from changes
between grass-dominated, shrub-dominated, and forest-
dominated ecosystems. For this exercise we chose arbitrary
values of K within the range expressed by studies in a
variety of climatic settings [Hanks, 2000]. For simplicity,
we set the value of ha equal to 0.5 m, although in real
landscapes it likely varies in concert with K. The value of Sc
(equation (1)) was set to 1.25.
[17] In both cases a layer of tracer material is buried at a
depth of 1 m. The depth distribution of the tracer (which
consists of a distinctive material such as volcanic deposits
or buried carbon) is represented with a normal distribution
(e.g., Figure 3). The peak concentration occurs at 1.0 m
depth and the standard deviation of the distribution is 0.1 m
such that 95% of the tracer mass is found between 0.8 and
1.2 m depth.
2.6.2. Synthetic Hillslope Simulations
[18] Using our coupled numerical model, we simulta-
neously solved equations (2) and (3) to determine the
temporal distribution of hillslope elevation and tracer con-
centration given the specified parameters. Because the hill-
slopes are symmetrical about the emerging hill crest
(Figures 4a and 4b), we show results for half of the modeled
hillslopes (from crest (x = 0) to channel (x = 30m)). The
hillslope develops convexity as the effect of base-level
lowering propagates upslope. During the first 15 kyr the
convexity in sim1 is much broader than that developed in
sim2. During the second phase, this contrast is reversed as
the hillslopes trade high and low K values (Figure 4e).
Finally, the modeled profiles appear to approach a similar
shape near the simulation conclusion (~40–45 kyr), as both
models erode with the same value of K.
[19] These morphologic trends are reflected in Figure 4e,
which illustrates how the average difference in curvature
(ADC) for the two hillslopes varies with time. This quantity
allows us to track the morphologic similarity of the two
hillslopes and is calculated according to
ADC ¼
Xn
i¼1
@2z=@x2
 
1i
 @2z=@x2 
2i
 
n
; ð5Þ
where n is the number of nodes in the model hillslope and
the subscripts 1 and 2 refer to the two simulations. The bars
in Figure 4e show the standard deviation of ADC. At time
t = 0, both hillslopes are flat and thus have similar curvature
(ADC = 0). As base-level lowering proceeds, different
convexities emerge, and ADC approaches a large value.
Following the climate-related shift in K values at 15 kyr, the
ADC dips temporally and then approaches a high value.
During the two periods of high morphologic divergence
(10–15 and 25–30 kyr), curvature values on the two
hillslopes are highly disparate, as shown by the mean and
standard deviation in Figure 4e. Finally, between 30 and
45 kyr the hillslopes attain an increasingly similar
morphology as both are eroding with K = 0.01 m2 yr1.
After 40 kyr the value of ADC is increasingly low such that
field-based curvature measurements would be unlikely to
distinguish between the two slopes. This exercise demon-
strates the nonuniqueness (equifinality) of morphologic
criteria used to describe hillslope adjustment.
[20] Concurrent with erosion of the hillslope, the concen-
tration of tracers in the upper soil evolves, attaining a
characteristic pattern for the two simulations. After
~12 kyr, base-level lowering erosion is greatest near the
channel margins such that tracer particles first emerge at
these locations (Figures 4c and 4d). Progressive incision
results in the upslope translation of a wave of elevated tracer
concentrations. Through the simulation, these concentration
waves attain a maximum value at the hillslope crests due to
the superposition of waves from either sideslope. It is
noteworthy that the dynamics of these waves differ mark-
edly for the two cases. For sim1 the peak concentration
remains relatively constant while progressing upslope
between 15 and 33 kyr, whereas in the case of simulation
sim2 the peak concentration increases monotonically during
the period between 15 and 27 kyr. In addition, the wave-
forms are distinctive: The sim1 waves are steeper on the
upslope side and exhibit a well-defined peak, whereas sim2
waves are more diffuse as concentrations gradually decrease
toward the channel margin. These differences result from
the contrasting pattern of hillslope adjustment for the two
simulations, which controls the timing and pattern of tracer
exhumation into the active soil layer.
[21] Near the end of the simulations (after 42 kyr), the
distribution of tracer particles is significantly different. For
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both cases, no tracer particles are present below the active
soil layer as the primary tracer source has been exhausted.
Nonetheless, the distribution of tracer particles in the active
layer shows different patterns and may be used to differen-
tiate the two cases. Following 42 kyr, concentrations in
sim1 are elevated near the crest and decrease significantly
downslope, whereas in sim2, concentrations are lower by a
factor of two and decrease gradually downslope. The
temporal variation of tracer concentration at three locations
along the modeled hillslopes is shown in Figure 5. Tracer
concentrations near the channel margin exhibit similar
variations through time for the two cases (Figure 5a),
whereas midslope and near the crest (Figures 5b and 5c),
the temporal pattern of concentration differs significantly
through the simulation. This result suggests that field
investigations of tracer concentration should be focused in
upslope areas if the aim is to distinguish between hillslope
responses to different climate scenarios.
[22] The applicability of this methodology depends on the
availability of site parameters such as the initial distribution
of tracer material and evidence for the relative importance
of different soil transport processes through time. These
simulations demonstrate the utility of additional constraints
when analyzing the dynamics of geomorphic systems.
Whereas morphologic data alone (e.g., hillslope curvature)
cannot readily differentiate between the two hillslope sim-
ulations, tracer concentrations reveal their divergent lega-
cies. In section 6 we describe an application of the coupled
model to hillslopes in New Zealand.
3. Study Site: Charwell River, South Island,
New Zealand
[23] Along the Charwell River on the South Island of
New Zealand, well-documented fluvial terrace remnants
record episodes of aggradation and channel incision through
the late Quaternary [Bull, 1991]. Bounding the Seaward
Kaikoura Range to the north, the Hope fault separates the
steep, highly dissected portion of the humid Charwell
drainage basin (40 km2) from low-relief terrain, where
aggradational terraces are dominant (Figure 6). The basin
is underlain by massive to bedded graywacke belonging to
the Torlesse supergroup [Campbell and Coombs, 1966].
High rates of right-lateral slip (20–35 mm yr1) and
uplift (3–6 mm yr1) along the Hope fault allow for
the accumulation and preservation of alluvial deposits
south of the range [Bull, 1991]. As a result, terrace remnants
Figure 5. Time series for the tephra concentration at three
different points along the modeled hillslopes summarized
in Figure 4. Near the channel margin (Figure 5a), the
concentration values are similar for the two cases (sim1 and
sim2) as most tracer particles are generated from upslope.
From the midslope (Figure 5b) to hillcrest (Figure 5c)
locations (x = 15 m and x = 0 m, respectively),
concentrations diverge significantly in time.
Figure 4. Summary of coupled soil/tracer transport simulations for two synthetic hillslopes with similar initial conditions
(flat surface, t = 0) and channel lowering rates (0.1 mm yr1). Half the symmetrical slopes (from hill crest to channel margin)
are shown here for brevity. The value of K varies with time for each case. (a) Successive profiles of hillslope elevation for
simulation 1 (sim1), beginning with t = 0 and finishing at t = 45 ka. The profile interval is 1.5 kyr. The buried layer of tracer
particles is shown by a horizontal gray bar at z = 99 m. (b) same as Figure 4a, but for sim2. (c) Successive profiles of tracer
concentration in the upper, mobile soil column (ha = 0.45 m) for sim1. The time interval between profiles is 1.5 kyr. The
arrow from 12 to 30 reflects the progression of profiles with 1.5 kyr intervals. (d) same as Figure 4c, but for sim2. (e) Time
series of K values for the two simulations, sim1 (shown by the thick, dashed gray line) and sim2 (shown by the thin black
line) and values of average differential curvature (ADC), which quantifies the average morphologic difference of the two
cases (see text). As shown in Figures 4a–4d, tracer concentration values experience a wave-like upslope propagation in
response to land surface erosion (and exhumation of the tracer layer at z = 99 m). Near the conclusion of the simulations (t =
42–45 ka), the value of ADC is small such that the morphology of the two slopes is indistinguishable, yet the tephra
distributions are distinctive. Error bars for ADC values indicate one standard deviation (1 s).
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are progressively older southwest of the current channel
location.
[24] Figure 7 illustrates the varying degrees of dissection
and relief development found among the terrace remnants.
In the foreground, fluvial gravel deposits associated with a
period of late Quaternary aggradation (termed Stone Jug by
Bull [1991]) are distinguished by well-defined terrace treads
and risers that have experienced relatively little erosional
alteration. In the middle ground, terrace remnants (termed
Dillondale by Bull [1991]) have been associated with the
Figure 6. Location map for our Charwell River, South Island, New Zealand, study site. The unglaciated
Charwell basin (shown in outline), which drains across the Hope fault (shown trending east-west), has
generated a sequence of late Quaternary aggradational and strath terraces on the south side of the fault.
The Hope fault experiences 20–35 mm yr1 of right-lateral slip and 3–6 mm yr1 of uplift. See Bull
[1991] for further description. See color version of this figure in the HTML.
Figure 7. Photo of Charwell River terraces. Stone Jug surfaces in the foreground are undissected and
are associated with the Last Glacial Maximum. Dillondale surfaces in the middle ground (denoted by an
arrow) are associated with the penultimate glaciation and have experienced significant incision and
hillslope degradation (see Figure 8 for characteristic profile). The older Quail Downs surfaces are barely
visible between the Dillondale remnants and the ridgeline on the horizon. See color version of this figure
in the HTML.
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penultimate glacial advance. These surfaces have a more
rounded and dissected appearance. Local relief in the
Dillondale unit is zero in the undissected terrace interiors
and approaches 30 m near the valley outlets. In Figure 7,
beyond the Dillondale surfaces and in front of the high
ridgeline, highly dissected remnants of the Quail Downs
surfaces are just visible. This surface is altered to the extent
that little if any of the original terrace treads remain; most
have been dissected and rounded by erosional processes.
Contemporaneous with periods of aggradation, loess pro-
duction was widespread in the region [Tonkin and Basher,
1990]. The thickness of loess mantling the fluvial gravels
depends on both the age and morphologic character of the
terrace surfaces. Whereas older surfaces have been subject
to more periods of loess production, these surfaces do not
harbor loess deposits. This may reflect removal of loess by
hillslope processes on such dissected slopes.
[25] Currently, the study area is covered by grassy
pasture. This region has been grazed over the past
100+ years, yet no evidence of significant erosion by
overland flow is apparent. Furthermore, we hypothesize that
modern climatic and vegetative conditions (wet and low-
root reinforcement) would be more conducive to erosion by
overland flow than conditions associated with the LGM
(which was drier, with more densely rooted vegetation).
Palynological data from nearby areas [Burrows and Russell,
1990; McGlone and Basher, 1995] indicate that deep-rooted
grasses dominated the area during the LGM. In the 2–3 kyr
preceding the Holocene transition a shrub-dominated
regime prevailed. Extensive forests, including podocarp
(Podocarpaceae) and beech (Nothofagus) trees, became
prominent following the Holocene transition and persisted
until widespread burning by indigenous peoples about
700 years ago. These trees have a typical rooting depth of
~0.5 m, according to a recent study [Hart et al., 2003].
[26] We focused our analysis of hillslope evolution on
remnants of the Dillondale surface because this unit has
experienced early stages of drainage development; flat,
undissected terrace surfaces are connected to low-gradient
valleys by broadly convex hillslopes (Figure 7). In effect,
the Dillondale surface offers an opportunity to characterize
a transient phase in the evolution of hilly terrain. The role of
climate change in dictating erosional response in these
systems has not been well quantified.
4. Soil Stratigraphy
[27] To characterize the late Quaternary pattern of hill-
slope response, we conducted a detailed soil stratigraphic
study along a 200-m-long hillslope/valley transect in the
Dillondale surface (Figure 8). Our transect has negligible
planform curvature, validating the use of one-dimensional
measurements and modeling. We used hand and power
augers, drill cores, and trenching to document soil proper-
ties. At least three distinct loess units (totaling over 5 m in
thickness) mantle the Dillondale aggradation gravels. The
loess is quartzo-feldspathic, dominantly derived from ero-
sion products of Torlesse sandstones and argillites. Soils in
loess sheet 1 (Fragic Epiaqualfs) are characterized by silt
loam A and upper B horizons, with evidence of seasonal
saturation, above a dense, oxidized, clay-rich subsoil.
Between 40 and 65 m along the transect shown in
Figure 8, the slope successively crosscuts loess sheets 2
and 3 in the downslope direction. Over this slope segment,
soils (Typic Paleudalfs) are composite, formed from 40–
50 cm of silty loess over a clay-rich subsoil comprising the
buried soil in loess sheet 3. The buried soil in loess sheet 3
is strongly weathered, and soils are clay-rich between 45
and 60 m along the transect. The thick wedge of colluvium
in the valley between 70 and 100 m along the transect is
composed of undifferentiated deposits, presumably record-
ing infilling from sideslopes. Here the depth to fluvial
gravels is >5 m, reflecting a rich history of valley incision
and infilling.
Figure 8. Summary of soil stratigraphic data gathered along our study transect in the Dillondale
surfaces. At least three loess units (totaling over 5 m in thickness) mantle fluvial gravels. Primary tephra
(Kawakawa, 26.5 ka) was emplaced during a period of loess production and can be found concentrated
near the transect top (x = 0–30 m) and at 4 m depth in the valley deposits (x = 90 m).
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[28] Kawakawa tephra (26.5 ka, calibrated calendric age)
from the Taupo volcanic zone (TVZ) in the North Island
(see Figure 6) is one of the most widespread late Pleistocene
volcanic marker beds in New Zealand [Palmer, 1982;
Pillans et al., 1993]. It can be identified visually throughout
the North Island and in sites favorable for preservation in
the northern half of the South Island. At our site, it occurs
microscopically (indiscernible to the naked eye) as glass
grains within soils of loess sheet 1 and near the base of the
valley fill (Figure 8), indicating that it was deposited during
a period of loess production. Individual tephra grains do not
exhibit signs of chemical alteration and are readily differ-
entiable from loess particles, making them a useful tracer
for tracking the movement of soil.
5. Hillslope Morphology and Tephra Distribution
[29] We documented hillslope morphology and depth
profiles of tephra concentration along our study transect to
characterize sediment transport mechanisms and quantify
how climate change may have impacted erosional response.
Figure 9a illustrates hillslope morphology and the locations
for our soil cores (labeled with letters A–H) in relation to the
underlying soil stratigraphy (loess units are labeled L1, L2,
and L3). We surveyed elevations every few meters along the
hillslope transect using a total station and calculated topo-
graphic derivatives by fitting a second-order polynomial to a
patch of local elevation points at several locations along the
profile (Figure 9b). The coefficients of the best fit poly-
nomials were used to estimate gradient and curvature.
[30] The southwest end of the study transect is undis-
sected and has low values of gradient and curvature
(Figure 9b). In the downslope direction the hillslope
steepens, generating a convex form. The trend of the
downslope increase in gradient is nonlinear such that values
of curvature become increasingly negative. According to
equation (1), this distribution of curvature and gradient
indicates that erosion rates should be greatest near the valley
margin (x = 50–55 m) and decrease upslope. This pattern is
consistent with early stages in the development of relief (as
shown in Figures 4a and 4b), reflecting the development of
hillslopes following incision of an initially flat surface. Near
the valley margin the trend in gradient reverses as the slope
flattens into the valley bottom. Values of curvature switch
sign at x = 60–65 m, as the convexity of the upper slope
gives way to concavity of the valley floor. In the absence of
base-level lowering, equation (1) predicts deposition at this
location along the transect. The thick wedge of soil supports
this result and suggests that recent deposition from upslope
has outpaced removal by fluvial processes.
[31] At nine locations along the hillslope transect we
collected continuous-core auger samples of the upper ~1 m
of soil to estimate the concentration of tephra with depth.
Using a laboratory procedure developed by P. Almond
(manuscript in preparation, 2004), we determined the
concentration of tephra grains in the 63–350 mm fraction,
which nearly constitutes the majority of all tephra grains at
this locale. Individual tephra grains do not exhibit percep-
tible alteration, confirming the utility of the tephra as a
conservative tracer at this site. Because our analysis only
documents tephra grains within a given size fraction, we
assume that these grains are representative of the total mass
Figure 9. (a) Detailed topographic and soil stratigraphic
profiles for a portion of the study transect. The letter labels
denote the locations of continuous-core soil samples of the
upper 1 m. At each of these sites we documented the depth
variation of tephra concentration. L1, L2, and L3 refer to
successive loess units, as identified by soil properties. The
paleohillslope profiles, as shown by the loess unit geometry,
were flatter and more ‘‘kinked’’ than the current profile.
(b) Topographic derivatives calculated along the study
transect. Near the crest (x = 0), gradient is zero, increasing
in the downslope direction before reaching a maximum at
x = 63 m and then decreasing into the valley. Curvature
values indicate an increasing convexity downslope, reach-
ing a maximum value at x = 50–55 m and then approaching
zero and positive (concave) values into the valley bottom.
According to equation (1), curvature is roughly proportional
to erosion rate for low gradients. As a result, this profile
portrays a hillslope in transition, with the greatest erosion
rates just upslope of the valley margin and then decreasing
to zero near the hillcrest. A similar pattern is predicted for
hillslopes that developed from incision into a flat, low-relief
initial surface. (c) Depth-averaged tephra concentration in
the upper, mobile soil layer (calculated for the upper 40 cm)
for each core along the profile. High values in the midslope
section reflect recent exhumation of the primary tephra layer.
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of tephra within each soil core. At the upper three sites (A,
AB, and B) we observed concentrated tephra at depths
ranging from 0.6 to 0.8 m (Figure 10). We interpret these
concentration spikes as the primary tephra deposit emplaced
during a period of loess accumulation. Subsequent soil
upbuilding associated with continued loess deposition
[Almond and Tonkin, 1999] caused variable quantities of
tephra grains to be incorporated into the upper soils due to
mixing by grasses and soil mesofauna (site A, Figure 10). As
described by Roering et al. [2002], the depth to the concen-
tration spike decreases in the downslope direction along sites
A, AB, and B, coincident with a linear increase in hillslope
convexity (Figure 9b). We suggest that this pattern represents
progressive exhumation of tephra driven by the upslope
propagation of slope adjustment due to base-level lowering.
[32] At sites C–F the concentration spike is not readily
apparent, and the depth-integrated mass of tephra is 50% less
than that measured at sites A, AB, and B (see Figure 10).
Moving from site B to CD1, the spike becomes indistin-
guishable, and most of the tephra is found dispersed in the
upper soil. Farther downslope, the tephra grains are uni-
formly distributed within the upper soil, and concentrations
below 50 cm are negligible. Along our study transect the
transition between a thin concentrated layer of tephra at
depth and dispersed tephra in the upper soil occurs at a
depth of ~40–50 cm. We suggest that this transition results
from the combined effects of increasing erosion (and thus
exhumation) in the downslope direction and disturbance-
driven mixing, disruption, and transport of soils in the upper
40–50 cm of soil. We attribute the mixing and transport to
bioturbation (including root growth and tree turnover)
associated with trees that populated the area during most
of the Holocene. The rooting depth of the Nothofagus and
podocarp trees is ~50 cm, consistent with the observed
depth of transition between disturbed and undisturbed soil
and tephra grains. Stochastic bioturbation [e.g., Heimsath et
al., 2001] may drive soil transport at our site, resulting in
well-mixed soils (and tephra grains) in the mobile layer.
[33] To characterize the pattern of exhumed and trans-
ported tephra grains along the transect, we estimated
mean concentrations in the upper 40 cm of each soil core
(Figure 9c). The average distribution of tephra in this upper,
mobile soil layer reflects both mixing during late Pleisto-
cene loess accumulation in a grassland ecosystem and
subsequent exhumation and transport in the Holocene
forested ecosystem. For example, at sites A, AB, and C
the primary tephra deposit has not been fully exhumed into
the active soil layer, yet we observe tephra grains in the
upper layer. These low concentrations reflect mixing asso-
ciated with tephra emplacement and loess accumulation. In
the middle of the transect (Figure 9c), high concentrations in
the upper 40 cm reflect recent exhumation of the primary
tephra layer (see sites C, CD1, CD2, and D). Farther
downslope, the decrease in concentration indicates that
tephra has been exhumed, significantly reworked, and
transported downslope (sites E and F).
6. Application of Coupled Soil/Tracer
Transport Model
[34] We applied the coupled soil/tracer model to our
Dillondale hillslope profile to explore the pattern of slope
adjustment and to constrain the influence of climate-driven
variations in transport efficiency. The average concentration
of tephra in the upper, mobile soil layer exhibits a humped
pattern, with low concentrations along the upper and lower
slope segments and high concentrations in the midslope
region (Figure 9c). While our analyses cannot address the
detailed characteristics of tephra redistribution along our
hillslope transect (Figure 10), our coupled transport model
may allow us to quantify rates of soil transport necessary to
reproduce the general pattern and magnitude of tephra
concentration in the mobile soil layer.
6.1. Model Setup and Initial Conditions
[35] First, we constrained the characteristics of our study
area, including climate history, initial hillslope, and tephra
layer geometry. For simplicity, we chose to begin our
simulation when loess production atop the Dillondale grav-
els began to subside and subsequent modification of the
topographic surface was predominantly associated with soil
transport and erosion. The decline of loess production must
postdate the Kawakawa tephra (26.5 ka), which was
emplaced within loess sheet 1 (Figure 8). Near the end of
the LGM (~18 kyr), rates of gravel aggradation were high,
and nearby grass-mantled slopes were an effective trap for
mobile and abundant eolian deposits. Wetter conditions
beginning around 13–14 kyr resulted in the spreading of
tall shrubs [Bull, 1991; McGlone et al., 1993] and likely
coincided with the decline of significant loess deposition.
Rates of loess production are demonstrably low during the
Holocene. Considering this history, we begin the simulation
at 13 kyr, when grasses and shrubs covered the hillslopes,
contributing to disturbance and transport of soils. Since the
LGM, the valley at the base of our study transect has
aggraded as revealed by the thick infill of undifferentiated
loess.
[36] The loess stratigraphy shown in Figure 9a provides
an indication of pre-Holocene (~13 kyr) hillslope geometry.
In contrast to the broad convex nature of the current
topography, the loess units reveal a flatter interfluve, with
a discrete change in slope at x = 35–40 m. Because erosion
has been negligible at site A, we estimated the geometry of
the 13 kyr hillslope by replacing the full, uneroded thick-
ness of loess unit L1 (1.8 m) atop the L1/L2 boundary.
Additional soil cores collected near our study site indicate
that 1.8 m is a consistent estimate of the full thickness of
L1. Notably, the L1/L2 interface exhibits a distinct ‘‘kink’’
at x = 35–40 m. Downslope, the L1/L2 interface becomes
indistinguishable, although additional observations aid in
the interpretation of the pre-Holocene hillslope geometry.
The emergence of gravels near the modern surface at x =
65 m and the occurrence of primary Kawakawa tephra 4 m
below the surface of the valley floor (Figure 9a) indicate
that the lower section of the transect was steeper than
upslope sections. Using these constraints, we estimated
the form of the 13 kyr hillslope (Figure 12a). The uncer-
tainty of our reconstructed hillslope is low (<0.1 m) in the
upslope sections (x < 45 m) and increases along the lower
section (<0.4 m).
[37] The 13 kyr subsurface distribution of tephra is
approximated by the concentration profiles at sites A, AB,
and B. We characterized the initial distribution by fitting a
normal distribution to the depth profile of tephra concen-
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tration at site A (Figure 11). Apart from localized devia-
tions, the normal model with peak concentration at 0.75 m
depth and standard deviation (s) equal to 0.1 m is used to
represent the observed distribution. We specified this mod-
eled depth profile of tephra concentration at each node
along the initial (13 kyr) hillslope.
[38] We specified a ‘‘no erosion’’ boundary condition at
the upper node of our model hillslope (x = 0), whereas the
lower boundary (x = 90 m) was subject to aggradation
consistent with our field observations (Figures 8 and 9).
Because our simulations were motivated toward decipher-
ing erosional response along the upper slope, where our
observations of tephra concentration are dense, we only
present results along the upper 70 m of the model hillslope.
[39] To simulate the climatic influence on erosional
processes, we evolved the model hillslope, varying the
value of K with time. The initial value (KLP) is associated
with the late Pleistocene grass/shrub-dominated period
(from 13 to 10 kyr), and a second value (KH) represents
the forested Holocene period (10 kyr to present). We
explored numerous combinations of K values to determine
their influence on the observed topography and tephra
concentration pattern. For this study we set the depth of
active transport (ha) equal to 0.45 m (consistent with
observations of tree rooting depth) for both vegetation
periods because physiological data for the grass/shrub-
dominated system is lacking.
6.2. Results
[40] Our simulations portray a hillslope evolving from
a flat and rectilinear form to a broadly convex morphol-
ogy (Figure 12a). Given sufficient landscape lowering,
our results indicate that exhumed tephra grains in the
mobile soil layer become concentrated in the midslope
zone, where a wave of high concentration begins to
propagate in the upslope and downslope directions
(Figure 12b).
6.2.1. Parameter Calibration
[41] We estimated the values of best fit transport param-
eters necessary to produce the current topography and the
pattern of tephra redistribution by comparing observed
topographic (Figure 9a) and mean tephra concentration
data (Figure 9c) with simulation results. We performed a
grid search of various KH and KLP combinations, calcu-
lating the root-mean-square error (RMSE) of observed and
modeled topographic (Figure 12a) and concentration
(Figure 12b) profiles. Figure 13a shows the distribution
of RMSE for modeled and observed elevation. The pattern
of surface lowering required to match the current topogra-
phy can be achieved with various combinations of KLP and
KH. The misfit surface determined by comparing observed
and modeled values of tephra concentration in the upper
40 cm of soil shows a similar result (Figure 13b), although
the form of the misfit surface (which we normalized by the
maximum RMSE value) is considerably more asymmetric
than that shown in Figure 13a. The asymmetry of the
tephra misfit surface arises because the emergence of
tephra grains occurs over relatively short time intervals.
In other words, model parameters are highly sensitive to
the timing and pattern of tephra exhumation. Our analyses
do not define a unique combination of parameter values;
instead, we observe a linear band of low RMSE values
that define the range of best fit values of KH and KLP
(Figure 13).
6.2.2. Hillslope Geometry
[42] Results for the simulation with KLP = 0.001 m
2 yr1,
KH = 0.016 m
2 yr1, and Sc = 1.25 are shown in Figure 12.
We set KLP to this arbitrarily low value, recognizing that
the simulation results are relatively insensitive to its exact
value; instead, the results are highly sensitive to the
integral of the transport rate constant (K) and the time
period (t), calculated for the entire simulation. Elevation
values attained at the simulation conclusion (t = 0 ka) are
similar to the observed hillslope profile (Figure 12a).
Along the upper slope segment, surface lowering is small
yet distinguishable, consistent with the pattern of progres-
sive downslope exhumation of the concentrated tephra layer
shown at sites A to AB to B (see Figure 10). In the
downslope direction, erosion increases, reaching a maxi-
mum in the midslope section, coincident with the location of
slope breaks in the initial hillslope geometry. Figure 12c
shows the temporal variation of K and the median curvature
value of the model hillslope. The initial period, with
K = 0.001 m2 yr1, does not generate significant slope
alteration, whereas the onset of Holocene forested
conditions readily sculpts the topography, increasing
hillslope convexity.
[43] If bioturbation-driven transport rates associated with
forested Holocene conditions were higher than those during
the grass-dominated and shrub-dominated late Pleistocene,
it is likely that KH  KLP. This hypothesis is supported by
the rectilinear geometry of paleohillslope surfaces revealed
by loess stratigraphy at our site (Figure 9a). The angularity
Figure 11. Variation of tephra concentration with depth
for site A (shown with open diamonds) and a normal
distribution function used to the represent the subsurface
tephra for our simulation (shown with the thin black line).
The normal distribution with depth (or mean) equal to
0.75 m and a standard deviation of 0.1 m appears to fit the
data well, apart from deviations in the upper 0.4 m (see text
for explanation).
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of these late Pleistocene surfaces suggests that transport
rates were relatively low in comparison to those responsible
for sculpting the broadly convex surface we observe today.
Given the requirement that KH  KLP, the set of acceptable
K combinations is significantly reduced.
6.2.3. Tephra Concentration Along Transect
[44] While observed and modeled tephra concentrations
are in general agreement along the lower slope, observed
values along the upper slope are finite where the model
predicts that concentrations are zero (0 < x < 35 m in
Figure 12b). As noted earlier, these upper sites (A, AB, and
B) contain primary tephra deposits below 40 cm that are
effectively isolated from the mobile soil layer. However,
mixing during periods of loess accumulation in a grassland
regime most likely led to the incorporation of tephra
particles in the upper soil at these sites (see Figures 10
and 11) [Almond and Tonkin, 1999]. As a result, average
concentration values in the upper 40 cm for these sites
(Figure 12b) are nonzero despite the fact that the primary
tephra deposit has remained relatively undisturbed during
the Holocene. Thus in comparing observed and modeled
tephra concentration values, we did not include the three
sites (A, AB, and B) in our calibration.
[45] Consistent with observed tephra concentration pro-
files, our simulation results predict that the layer of con-
centrated tephra has emerged and become incorporated into
the mobile regolith between x = 35 and x = 50 m along the
transect. In addition, the magnitude and pattern of observed
and modeled concentration values are consistent along the
lower slope. At the simulation conclusion, observed and
modeled tephra concentration values are greatest in the
midslope region (40 < x < 50 m), which corresponds to
the zone of maximum lowering and maximum convexity
(negative curvature) in the modern profile (Figure 9b). This
result suggests that the zone of maximum tephra concen-
tration records the location of maximum paleohillslope
convexity. The emerging wave of mobilized tephra in the
active layer has an asymmetric form (Figure 12b). The
steep, upslope side reflects the rather sharp boundary
between areas with exhumed (midslope, x = 40–50 m)
and unexhumed (upslope, x = 0–30 m) primary tephra
deposits. The upslope side of the modeled concentration
wave demarcates the leading edge in the ‘‘unzippering’’ of
the buried tephra deposit. The downslope side of the
modeled wave has a gentler slope because transport from
upslope supplies tephra to these segments, suppressing large
concentration gradients.
7. Discussion
[46] During the Holocene, bioturbation in the upper 0.4 to
0.5m of soil in our study area resulted in vigorousmixing and
net downslope transport. Several soil stratigraphic studies
suggest that forested soil horizonation is largely controlled by
the accumulated effect of ‘‘floral pedoturbation’’ [Lutz, 1960;
Lutz and Griswold, 1939; Schaetzl, 1986; Schaetzl et al.,
1990; Small et al., 1990]. Denny and Goodlett [1957, p. 64]
suggest that in their low-gradient study area, tree toppling and
the associated soil disturbance ‘‘must have caused downslope
movement of the mantle at a rate faster than that produced by
all other processes combined.’’ By extrapolating observa-
tions of tree spacing and turnover, they calculated a soil flux
rate (~0.001 m2 yr1) along a low-gradient forested slope
[Denny and Goodlett, 1957]. Although the exact gradient of
their site was not reported, their result suggests that the
transport rate constant (K) was of similar magnitude to the
value we estimate here (~0.01 m2 yr1). Rates of tree
turnover are thought to be frequent enough that the length
of time during which 50% of the soils in a forest are turned
over is on the order of hundreds to thousands of years,
depending on forest density, tree longevity, and disturbance
mechanisms [Norton, 1989]. Data gathered from recent tree
throw sites in the Oregon Coast Range indicate that an
average of nearly 4 m3 (and up to 15 m3) of soil and rock
are displaced during each event [Mort, 2003], attesting to the
efficiency of sediment transport in forested environments.
The transport coefficient (K) encapsulates how the frequency,
magnitude, and behavior of disturbances affect sediment
transport, and a more explicit treatment of these variables
will enable us to predict how different vegetation assemb-
lages modulate sediment production.
[47] The value of KH (0.016 ± 0.005 m
2 yr1) estimated
from our coupled model results is similar to previous
estimates in forested landscapes [Nash, 1980] and is similar
to the value (0.012 ± 0.008 m2 yr1) derived from analyzing
surface lowering relative to the primary tephra layer at
sites A, AB, and B (Figure 10) and topographic derivatives
calculated at those locations [Roering et al., 2002]. The
similarity of these independent estimates lends support to
our slope-dependent transport model.
Figure 12. (a) Evolution of elevation along our study site transect, beginning with t = 13 ka and concluding with t = 0 ka.
Profiles intervals are 1 kyr. The surveyed profile is shown by open diamonds. The observed primary tephra unit is denoted
by a thick gray band. The initial hillslope geometry was generated using the soil stratigraphic data shown in Figure 9.
(b) Evolution of depth-averaged (upper 40 cm) tephra concentration along the hillslope shown in Figure 12a. Observed
values are shown by black circles and gray squares. High concentration values occur between 45 and 55 m along the
transect, coincident with the points of high curvature in the initial hillslope geometry. Observed tephra concentration values
in the upslope segment (in the range x = 0–25 m) are finite because of mixing during the late Pleistocene period of loess
accumulation and soil upbuilding. As a result, we compare our observed and modeled values along the lower slope segment
for parameter estimation purposes. Our data (see Figure 10) and model results are consistent in that upslope sites (0 < x <
25 m) exhibit undisturbed tephra below the active soil layer, whereas at sites below downslope of x = 30, tephra has been
sufficiently exhumed such that mixing and disturbance have dispersed it in the upper soil. (c) Time series of K values for the
simulation shown in Figures 12a and 12b. For the first 3 kyr, low K values represent a grassland-dominated ecosystem. The
final 10 kyr represent forested conditions during the Holocene. Values of median curvature (shown by the thick gray line)
along the slope become increasingly convex (negative) following the Holocene transition.
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[48] Quantitative aspects of diffusive systems (e.g., equa-
tion (3)) have been well characterized by seismologists
interested in back-calculating the timing of coseismic scarp
formation. Given an inferred initial scarp geometry, these
researchers (see summary by Hanks [2000]) have been able
to determine a unique value of Kt (where K is the same as
that defined in equation (1) and t is time since surface
rupture) for degraded scarp profiles. Their estimates of
earthquake rupture timing thus depend upon determining
an accurate value of K. Similarly, given a particular initial
condition, the evolution of a hillslope profile can attain the
same final form with numerous combinations of K and t (in
this case, t is simulation time) provided that the product Kt
is constant. However, this relationship does not hold when
values of K vary through time, as illustrated by our synthetic
hillslope simulations (Figure 4). The emergence of morpho-
Figure 13. Contour plot of root-mean-square error (RMSE) as a function of KLP and KH. (a) Variation
of RMSE calculated by comparing observed and modeled hillslope profiles (Figure 12a). High values
(dark background) define poor model fit, and low values (white background) define values with a low
model misfit. The surface does not distinguish a unique set of parameter values; instead, many
combinations of KLP and KH values can produce the minimum misfit (RSME = 0.06 m). The contour
interval is 0.075 m. (b) Normalized RMSE surface calculated by comparing observed and modeled tephra
concentrations in the upper 40 cm (Figures 9c and 12a). Values of RMSE are normalized by the
maximum RMSE value (6.8 	 108). The linear band of best fit values corresponds well with the misfit
surface generated by modeling the topographic surface (Figure 13a).
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logic similarity emphasizes the importance of establishing
alternative methods, such as tracers, to quantify the legacy
of climate change and other perturbations in landscapes.
[49] In our study site, soil transport during the late
Pleistocene did not persist long enough to produce a distinct
tephra distribution that can be characterized in terms of a
unique combination of KLP and KH values. In other words,
the length of simulation time was not sufficient to establish
distinctive morphologies associated with the two different
values of K. As a result, various combinations of KLP and
KH can be used to represent the observed distribution of
hillslope topography and tephra concentration, provided
that
R
Ktdt ﬃ 160 ± 30 m2 (Figure 13). Thus our proposed
K estimates depend on the stipulation that KH KLP, which
is supported by observations of the differing form of hill-
slope profiles before and after forest colonization. None-
theless, given a longer period of pre-Holocene slope
degradation, the tephra concentration data could serve as a
powerful tool for differentiating the efficacy of erosion
processes as a function of climatic regime. The time
required to generate a distinct morphologic form associated
with a given value of K is determined by the characteristic
time (t), which varies according to
t / L
2
K
; ð6Þ
where L is hillslope length (m). According to calculations
presented inRoering et al. [2001a], the timescale for hillslope
response at our study site is on the order of 10–50 kyr.
Thus the short period of KLP slope modification (from 13 to
10 kyr) is not sufficient to establish a distinct morphologic
signature.
[50] The general correspondence between observed and
modeled tephra concentration values supports our concep-
tual model of rapid and relatively homogeneous mixing of
soil by biogenic activity such as root growth and tree
turnover (see Figure 2). Tephra particles appear to be well
dispersed in the upper soil, inconsistent with soil creep
models for which velocities are highest at the surface and
decrease rapidly with depth (such that soil velocity profiles
have a convex-upward shape). Such models predict that
tephra grains should be preferentially removed near the
surface and, furthermore, do not include a mechanism for
tephra (or any particle) to be recirculated near the base of
the actively creeping soil layer. Our tracer transport model
(equation (3)) assumes that any ensemble of tracer particles
introduced into the upper soil is immediately dispersed,
achieving a uniform concentration. In reality, this process
likely takes place over tens to hundreds of years, depending
on the timescale with which trees or other flora develop,
senesce, and decay and the frequency with which they are
uprooted by exogenous forces. Regardless, mixing at our
site appears to occur on a timescale shorter than that for
slope modification by soil transport.
[51] Heimsath et al. [2002] illustrate the application of
optical dating to track the frequency with which soil
particles visit the surface over thousand-year timescales.
Our interpretations are consistent with their conclusion that
biogenic disturbances drive soil transport. The timescale of
slope adjustment and tracer transport is consistent with the
timescale of climatic fluctuations such that we may be able
to draw more detailed inferences about how surface pro-
cesses vary with time.
[52] Our calculations do not address mass loss due to
solution, although the modeled Holocene lowering rate at
our site is ~0.05–0.1 mm yr1, significantly higher than
observed rates of solution losses in soil-mantled landscapes,
which average ~0.01 mm yr1 [Stonestrom et al., 1998].
Furthermore, our calculations do not address erosion asso-
ciated with overland flow because evidence is lacking, and
studies demonstrate that overland flow erosion in many
forested areas is primarily associated with roads and dis-
turbed areas [Croke et al., 1999].
[53] Forest colonization in our study area appears to have
had a significant impact on the pace of sediment transport
processes, transforming broad, flat surfaces with steep
margins into broad, convex slopes. Grass/shrub-mantled
slopes present during glacial advances may localize hill-
slope response near areas of incision because rates of soil
transport are low. If incision proceeds, slope angles adjacent
to valleys may steepen such that shallow slope instabilities
result, giving a rectilinear appearance to hillslope profiles.
In contrast, forest recolonization appears to increase sedi-
ment transport rates significantly such that hillslope
response is extensive as soils on gentle slopes experience
rigorous detachment and displacement. This transition in
transport rates is illustrated in Figure 4b (sim2), as low
initial K values give rise to a locally steepened profile
during the first 15 kyr of evolution. After 15 kyr, K is
increased, and a broad convexity develops.
[54] The tephra transport model was not calibrated or
tuned; the concentration dynamics are completely driven by
parameters associated with the soil transport model. Our
modeling results are consistent with a flora-induced change
in the rate of sediment transport through the late Pleisto-
cene–Holocene transition. High rates of soil transport
during the Holocene may be a prominent factor contributing
to the infilled character of many low-order valleys across
the South Island of New Zealand (e.g., Figure 8). It appears
that Holocene conditions favored valley infilling as evi-
dence for active valley incision is sparse.
[55] Previous efforts to model the dependence of ero-
sional processes on climate change and, particularly, on
variations in vegetation have generated interesting insights
linking hillslope morphology to particular combinations of
temperature and precipitation [Kirkby, 1989, 1995].
The dearth of data relating soil transport mechanics to
vegetative dynamics has been a hindrance to properly
accounting for climatic influences on sediment production
[Rosenbloom and Schimel, 1996]. Our results may be used
to calculate rates of hillslope evolution as well as track the
dynamics of soil organic carbon [Yoo et al., 2001]. Our
tephra simulation results also support the use of coupled
models for tracking the transport of tracers in soil-mantled
systems.
8. Conclusions
[56] The model presented here incorporates a novel
algorithm for tracking the coupled dynamics of sediment
flux and the transport of tracer particles. This methodology
may improve our ability to interpret landscape dynamics
and, particularly, the influence of climate-related variations
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in erosion rates and mechanisms. Given the results of our
simulations, we conclude the following.
[57] 1. Although morphologic criteria are often used to
interpret rates of erosion, they may not be able to uniquely
distinguish landforms that have evolved under different
climatic conditions.
[58] 2. The spatial distribution of tracers in a given
landscape provides additional information on landscape
history and may improve our ability to decipher system
dynamics such as those driven by climate-related changes in
erosional processes.
[59] 3. At our New Zealand study site, disturbances
associated with biogenic activity (such as tree turnover and
root growth) are responsible for dispersing a concentrated
layer of tephra once exhumed into the upper 40–50 cm of
soil. The depth separating disturbed and undisturbed deposits
is coincident with the rooting depth of the Nothofagus and
podocarp trees that colonized the area during the early
Holocene.
[60] 4. Transport and mixing of the tephra particles in the
active soil layer is well represented by a coupled one-
dimensional model for the transport of soil and tracers.
The modeled evolution of hillslope topography and tephra
concentration in the upper soil is similar to our observa-
tions. Importantly, the tephra transport component does not
include tunable parameters.
[61] 5. The correspondence between observed and mod-
eled tephra distribution supports the use of slope-dependent
transport models in soil-mantled landscapes. Although our
parameter calibration was unable to uniquely determine
transport coefficients associated with late Pleistocene
grass/shrub ecosystems (KLP) and Holocene forest regimes
(KH), paleohillslope geometry revealed by loess stratigraphy
at our site is consistent with the hypothesis that sediment
transport rates associated with forests significantly exceed
those associated with grasses and shrubs.
[62] 6. Our estimated value of the Holocene forest-related
transport coefficient (KH = 0.016 m
2 yr1) is similar to
previous values for forested landscapes and can be used for
modeling hillslope evolution and sediment production in
other areas in New Zealand.
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