Abstract-A method is presented for determining the harmonic components of a noisy signal by nonlinear extrapolation beyond the data interval. The method is based on an algorithm that adaptively reduces the spectral components due to noise.
IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, point signal frames and model spectra. For display purposes the gain factor u, relation (3), is determined so that the energy of the model spectrum is equal to that of the signal spectrum. Fig. 6 represents the DFT of the Hamming windowed original speech signal frame and the model spectrum obtained by applying the ITIF algorithm on the original, not preemphasized speech signal (ISK /m/). This signal frame is shown in Fig. 7 together with the corresponding residualf5(k), defined by the relation (14) , which is enlarged five times for display purposes.
V. CONCLUSIONS
A new algorithm is proposed for the simultaneous estimation of poles and zeros in speech analysis. The algorithm does not require any preliminary analysis or processing of the sampled speech signal.
The iterative inverse filtering algorithm in each iteration solves two linear parameter estimation problems: in the first one the unknown input of the system is estimated by determining (n + rn) parameters of an inverse filter; in the second one the estimated input is used to determine the (n + m) parameters of the pole-zero model of the system. Experiments have shown that the algorithm converges in a small number of iterations.
The results obtained when applying the proposed algorithm to analyze the simulated system and natural speech show that the ITIF algorithm gives a very accurate fit of the spectra of the systems analyzed. The investigations made so far have shown that the iterative inverse filtering algorithm is a promising tool for the pole-zero modeling of speech.
AND SIGNAL PROCESSING, VOL. ASSP-27, NO. 5, OCTOBER 1979 I. INTRODUCTION N important problem in many applications is the determination of the frequency components of a signal 1) The signal f ( t ) can be written as a sum of exponentials for a limited time only (voice; nonstationary processes).
2) The available time of observation is limited (sun spots; weather trends).
3) Measurements are limited by instrument constraints (Michelson interferometer; diffraction-limited imaging). The unknown frequencies ai and coefficients ci can be determined simply with ordinary Fourier transforms if the time of observation 2T is large compared to all the periods Ti = 2n/wi and their differences. This is not, however, the case if T is of the order Ti -Ti, particularly if the noise component n(t) is not negligible. In this paper we present a method which, as we hope to show, is reliable even if T is small and the data are noisy.
The method involves only FFT and it is based on earlier results dealing with the problem of extrapolating band-limited functions [ 11, [2] . We review (for easy reference) the relevant parts of these results. 
EXTRAPOLATION OF BAND-LIMITED FUNCTIONS

(3)
We form the function obtained by truncating f ( t ) as in Fig. 1 . We shall determine f ( t ) in terms of w1 (t) by numerical iteration.
First
Step: We compute the Fourier transform Wl(a) of w1 (t) and form the function We compute the inverse transform f l ( t ) of F1 (a), and form the function and its Fourier transform W2(a).
This completes the First
Step of the iteration (Fig. 1 ). nth Step: We form the function (Fig. 2) where Wn(a) is the function obtained at the end of the preceding step and compute the inverse transform fn(t) of Fn(w). We form the function and compute its Fourier transform Wn+ (a). We maintain that this error decreases twice at each iteration step. Indeed, ,.
,.
And since the last integral E,+, [see (9)] ,we obtain
because F(w) = 0 for I w I > u.
In [ l ] and [2] we show that fn(t) + f ( t ) as n + 00. This is not true if the given segment w1 (t) of f ( t ) is noisy as in (2) .
In this case, a satisfactory estimate of f ( t ) can be found by early termination of the iteration [ 2 ] .
Note: From (10) it follows that the mean-square error E, is a monoton decreasing function and since it is positive it tends to a limit. This does not prove the convergence of (9) because the limit need not be zero, It shows, however, that
Hence, Although the functions f ( t ) and f,(t) are band limited, (1 1) does not impZy that f ( t ) +f,(t) because there is no lower bound on the energy concentration of band-limited functions in a finite interval [ 1 1 , [3] . For example, the prolate spheroidal functions cp,(t) are band limited; their energy equals one but their energy concentration in the interval ( -T , T ) tends to zero as n -+ 00. This is the case because the eigenvalues A, of the underlying integral equation tend t : , zero as n + 00.
We mention without elaboration that, in thc discrete version of the problem, the convergence of the iteration can be deduced from ( 1 l) under suitable conditions. The reason is that the corresponding eigenvalues are finitely many, therefore, they have a positive minimum [4] .
111. ADAPTIVE EXTRAPOLATION The preceding method was based on the assumption that the unknown function f ( t ) is band limited. This information was used to reduce the error in the estimation of f ( t ) twice at each iteration step. The speed of iteration can be increased and the effects of noise can be reduced if additional a priori information about f ( t ) is available. Suppose, for example, that the size of the band of F(w) is known but its precise location is unknown. We then choose a constant u such that F ( w ) vanishes outside the integral (-o,.) and proceed as in Section 11. As the iteration progresses, the form of W,(w) suggests appropriate reduction of the assumed band off(t).
The adaptive extrapolation method is particularly effective if f ( t ) is a sum of exponentials as in (1). In this case, F(o)
consists of impulses (lines) as in Fig. 3 :
and our problem is to determine their locations w i and amplitudes ci in terms of the known segment w1 (t) off(t).
To solve this problem, we select a constant u larger than the largest possible value of wi and we proceed with the iteration until W,(o) takes significant values only in a subset B , of the band (-u, u) of f ( t ) (Fig. 4) . This suggests that the unknown frequencies are in B,. When this is observed, the function F,(o) of the nth iteration step is obtained from the following modification of (7) ( Fig. 4) where g, is the complement of B,. The process is repeated with.occasiona1 reduction of the size of B, as further evidence suggests, and it terminates when wn(t) is essentially a sum of exponentials. Another application of the method is discussed in [SI in the context of deconvolution.
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Discussion
The adaptive extrapolation method is essentially empirical. Although, as we see in the following examples, it works well in a number of cases, there is no a priori certainty that in a given problem it will converge to the unknown signal. In fact, if some of the components ci of f ( t ) are relatively small, they might be lost.
The accuracy and reliability of the method depends on a number of parameters: total number of unknown frequencies, possibly prior knowledge of this number, relative sizes of amplitudes ci and frequencies wi, noise level, length 2 T of the data interval, and available FFT size N. A precise statement, even empirical, of the importance of all these factors cannot be made; it would depend on many parameters.
We are in the process of determining, empirically, the limits of the method for a number of special cases. We comment below, briefly, on certain empirical criteria for selecting the set B , and on the limitations due to sampling.
For the subset B, introduced in (13) we select the set of points such that the magnitude of W,(w) exceeds a threshold
The choice of E , is dictated by two conflicting requirements: for a speedy convergence and noise reduction, E , must be large; it must be sufficiently small so that all frequency components of f ( t ) remain in B,. In the examples given below we used the following method for determining E,.
We first find the minimum M,-l of lW,-l (o)l in the set B,-1 :
M n V 1 = min lW,-l(w)l w EB,-l.
(15)
If E , is greater than pM,...l, where 1.1 is a constant less than one, then we do not change the threshold level. If is less than pM, -then we choose E , = p M , -1 . Thus, En = m a { e , -1 ,~M n -l ) .
(1 6 )
In the examples, 1.1 is chosen between 0.9 and 0.99.
Numerical Considerations
The numerical implementation of the method involves the discrete signals
obtained by samplingf(t) and F(w).
Suppose, first, that the problem is inherently discrete, i.e., that we wish to find the spectrum of a sequence f, from incomplete data. Clearly, the discrete version of the iteration and of the band-limited assumption are self-evident. However, the assumption that f ( t ) is a sum of sine waves has no obvious discrete version. It corresponds, loosely, to the assumption that the smallest distance of the nonzero frequencies is large compared to one (no "neighboring frequencies" are present). If this is the case, then the unknown frequencies can be determined exactly, provided that the data interval is not too small and the noise level is reasonable. Discrete spectrum IF,\ off,, = ei(2n/N)ffn(a = 0 . 3 , N = 256) .
We turn now to our main problem: the numerical determination of the frequencies of an analog signal. We assume that the FFT size N is specified. It suffices, therefore, to select the size to of the sampling interval. As we know [l] , the frequency interval is then determined because w, = 27~/Nt,. Since the data interval is 2T, the number M of available samples equals 2T/t,. The choice of M is guided by the following considerations:
if M <<N, then the iteration might converge to the wrong frequencies. If M is large, then the aliasing errors are large.
It appears from our experience that M = N/4 is a reasonable compromise and it leads to to ?8T/N. However, as we shall see, to increase the resolution we might use a larger value for to.
The accuracy of the method and the attainable resolution depend on the relationship between the unknown frequencies w j and the sampling frequency w,. If all unknown frequencies are multiples of w, wi = riwo then the problem is essentially discrete. If the unknown frequencies and their differences are large compared to w,, then the error is small because it is of the order of 0 , .
The problem of determining wi is difficult if w, is of the order of wi, and ai is not an integer multiple of a, wi=(ri+a)w, Ial<+. In this case, the resolution error w,/2 is of the order of wj. Furthermore, aliasing generates spurious frequencies in the vicinity of ai. Indeed, if then yielding the discrete spectrum (Fig. 5) To improve the accuracy, we can repeat the process with a larger value of to, using as starting Bo the set containing only the estimated frequencies wi and their neighbors.
IV. ILLUSTRATIONS
We illustrate the method with several examples involving signals whose unknown frequencies cannot be determined from direct Fourier analysis. In these illustrations we consider several noise levels. With
the given data, we define the signal-to-noise ratio S/N as the ratio of the energies of f ( t ) and n(t) in the data interval. In all examples, the noise is white and is uniformly distributed in the interval (-c to e). The ratio S/N is changed by changing the size of c. The computations are carried out with
To avoid large scaling factors, we divided all frequency components by M / 2 . In the examples we show also the value of the parameter p [see (16)] and of the initial threshold level
€1.
Example 1: The unknown signal is a sum of two sine waves f ( t ) = 1.5 cos (30nt + 60") + 1.25 cos (20nt + 3 0 ' ) and the unknown frequencies f l = 10 Hz and fz = 15 Hz are integral multiples of the sampling frequency a , . a) We first assume that the data interval contains M = 51 sampling points and n ( t ) = 0.
In Fig. 6 we show the given segment of the unknown signal and its spectrum. As we see from the figure, the frequencies fl and f i are not visible. The initial threshold is el = 0.15 and its value at the nth iteration is obtained from (16) with p = 0.99. In Fig. 7 we show the results of the iteration for T I = 20 and n = 70. At the 70th iteration the frequencies, amplitudes, and phases off(t) are recovered exactly.
We note that, in this case, the values of e l and p are not critical. Any value of p between 0.9 and 0.99 and of el between 0.05 and 0.15 is adequate. The iteration was performed also with a data interval containing M = 41 sampling points. In this case, the results are similar but the speed of convergence is slower. b) We consider, next, noisy data with various S/N ratios as in Fig. 8 . In all cases, M = 5 1 /~= 0 . 9 9 €1 ~0 . 1 5 .
The iteration was performed several times with the same signal but with different samples of noise. As the following indicates, the results are not the same for all samples: SIN= 15 dB (C = 0.375). Six samples were tried. In five of these, the frequencies f l and fz were found exactly. SIN= 11 dB (c = 0.625). Fourteen samples were tried. In nine, we ob-
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(a) (b) Fig. 9. (a) Given segment w l ( t ) of f ( t ) . (b) Fourier transform of w1 (t) . tained fl and fi exactly. In four cases, an error of 1 Hz developed. In one case, the iteration yielded not two but three frequencies: fl = 9 Hz, f 2 = 14 Hz, and f3 = 15 Hz. S / N = 5 dB (c = 1.25). This is a very noisy case. Of the eleven samples tried, three gave the correct answer, two yielded 1 Hz error, five resulted in 2 Hz error, and in one case the frequencyfi = 15 Hz was lost.
Example 2: In this example f ( t ) consists of three sine waves and the data are noiseless. We consider two cases. In the first case, the unknown frequencies are multiples of w o . In the second case, they are not. 4 f ( t ) = 1.5 c o s 4 n t t 1.5 cos(lSnt+ 60') t 1.25 cos (28nt + 30').
We start with the following values of the relevant parameters:
In Fig. 9 we plot the given segment f ( t ) and its spectrum. Fig. 10 shows the results of the iteration for n = 30 and n = 100. At the 100th iteration the frequencies, amplitudes, and phases of f ( t ) are recovered exactly.
Again the values of 1. 1 and el are not critical. Essentially the same results are obtained if the data interval is reduced to M = 5 1 provided that (u is not less than 0.95.
The method has been tried also for a smaller data interval. However, the convergence is slow and the result inaccurate. f ( t ) = 1.5 cos 4.8nt + 1.5 cos (18nt t 60') + 1.25 cos (29.2t t 30').
In this case, f1=(2+0.4)fo fi=9fo f3=(14+0.6)fo.
We usedM = 59, (u = 0.95, and el = 0.20. With an FFT size N = 256, we obtained after 350 iteration steps the frequencies 2 Hz, 9 Hz, and 15 Hz (Fig. 1 IC) .
Increasing the FFT size to N = 5 12, we found in 200 steps the frequencies 2.5 Hz, 8.75 Hz, 9.25 Hz, and 14.5 Hz. (Fig.  1 Id) .
We note that the accuracy in the evaluation of coefficients of different levels can be improved if the threshold level e, is not constant through the band but it takes different values in the vicinity of each frequency. This is demonstrated in the next example.
Example 3: The unknown signal is a sum of five sine waves.
f ( t ) = 1.5 cos 4nt + 1.25 cos (12nt t 30') t 0.375 cos (40nt t 60') t 0.625 cos 5 0~t t 1.25 cos (60nt t 45') with frequencies 2, 6, 20, 25, and 30 Hz; the noise is zero. In Fig. 12 we show the given data, obtained withM = 71, and their spectrum. In the iteration we assume that 1. 1 = 0.99 and el = 0.04. The level of the threshold level at the nth iteration is defined as in (16). However, it is not constant throughout the band. Its value is determined from the behavior of W,(w) in the vicinity of each maximum (Fig. 13) .
In Fig. 13 we show the iteration for n = 10 and n = 20. At the 50th step, (Fig. 14) we recover the frequencies 2, 6, 25, and 30. As it is clear from the figure, W,(o) contains a peak in the vicinity o f f = 20. To determine its exact location we introduce the following variation to the method: we subtract from the given data the recovered portion of f ( t ) and repeat the iteration starting with the new data d ( t ) so obtained. In Fig. 15 we show d ( t ) and its spectrum D(w). The unknown not a multiple of o, so that the aliasing is significant. We asfrequency f = 20 is recovered at the 20th step (Fig. 16) . sume that The iteration was performed also with a smaller data segment (M = 61). The results, however, were similar but the convergence slower.
This yieldsM= 41 sampling points in the data interval. Example 4: To test the limits of the method, we consider
The iteration was performed with p = 0.99 and el = 0.05. as a last case an example where the data interval is less than We considered four different signal levels (Fig. 17) . one-half the unknown period, and the unknown frequency is a) n(t) = 0. At the 40th iteration we recover the frequency f = 3 Hz. This is the nearest sampling frequency to the un-quency and its two neighbors f = 2.5 and f = 3.5. After n = known f , = 2.7. However, since the resolution frequency 150 steps, we recovered the frequency f = 2.5 (nearest to the f o = 1 is of the order of fi, the error is large. To reduce it, unknown fi = 2:7). we increase the sampling interval from to = 1/256 to to = The process was repeated with to = 1/64, that is, for fo = 1/128. This yields 
