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Abstract: We prove a superdiffusive central limit theorem for the displacement of a test
particle in the periodic Lorentz gas in the limit of large times t and low scatterer densities
(Boltzmann–Grad limit). The normalization factor is
√
t log t , where t is measured in
units of the mean collision time. This result holds in any dimension and for a general
class of finite-range scattering potentials.We also establish the corresponding invariance
principle, i.e., the weak convergence of the particle dynamics to Brownian motion.
1. Introduction
The periodic Lorentz gas is one of the iconic models of “chaotic” diffusion in deter-
ministic systems. It describes the dynamics of a test-particle in an infinite periodic array
of spherically symmetric scatterers. The main results characterizing the diffusive nature
of the periodic Lorentz gas have to date been mainly restricted to the two-dimensional
setting and hard-sphere scatterers. The first seminal result on this subject was the proof
of a central limit theorem for the displacement of the test particle at large times t for
the finite-horizon Lorentz gas by Bunimovich and Sinai [9]. For more general invari-
ance principles see Melbourne and Nicol [23] and references therein. In the case of the
infinite-horizon Lorentz gas, Bleher [6] pointed out that the mean-square displacement
grows like t log t when t → ∞, as opposed to a linear growth in the finite-horizon
case. The superdiffusive central limit theorem suggested in [6] was first proved by
Szász and Varjú [29] for the discrete-time billiard map. Dolgopyat and Chernov [15]
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provided an alternative proof, and established the central limit theorem and invariance
principle for the billiard flow. Analogous results hold for the stadium billiard (Bálint
and Gouëzel [2]) and billiards with cusps (Bálint et al. [1]). The difficulty in extend-
ing the above findings to dimensions greater than two lies in the possibly exponen-
tial growth of the complexity of singularities (Bálint and Tóth [3,4], Chernov [13])
and, in the case of infinite horizon, the subtle geometry of channels (Dettmann [14],
Nándori et al. [24]).
In the present paper we prove unconditional superdiffusive central limit theorems
and invariance principles for the periodic Lorentz gas in any dimension d ≥ 2, valid
in the limit of low scatterer density (Boltzmann–Grad limit) and for a general class of
finite-range scattering potentials. That is, instead of fixing the radius r of each scatterer
and considering the long time limit as in the above cited papers, we consider here the
limit r → 0 and then the limit of long times, where time is measured in units of the
mean collision time. It is an interesting open problem to consider the two limits r → 0,
t → ∞ jointly.
The precise setting of our study is as follows. Let L ⊂ Rd be a fixed Euclidean
lattice of covolume one (such as the cubic lattice L = Zd ), and define the scaled lattice
Lr := r (d−1)/dL. At each point in Lr we center a sphere of radius r . We consider a test
particle that moves along straight lines with unit speed until it hits a sphere, where it is
scattered elastically. The above scaling of scattering radius vs. lattice spacing ensures
that the mean free path length (i.e., the average distance between consecutive collisions)
has the limit ξ = 1/vd−1 as r → 0, where vd−1 = π d−12 /( d+12 ) denotes the volume of
the unit ball in Rd−1.
In the case of the classic Lorentz gas the scattering mechanism is given by specular
reflection, but as in [21] we will here also allow more general spherically symmetric
scattering maps. The precise conditions will be stated in Sect. 2.
The position of our test particle at time t is denoted by
xt = xt (x0, v0) ∈ Kr := Rd\(Lr + rBd1 ), (1.1)
where x0 and v0 are the position and velocity at time t = 0, and Bd1 is the open unit
ball in Rd centered at the origin. We use the convention that for any boundary point
x0 ∈ ∂Kr we choose the outgoing velocity v0, i.e., the velocity after the scattering. The
corresponding phase space is denoted by T1(Kr ). For notational reasons it is convenient
to extend the dynamics to T1(Rd) := Rd × Sd−11 by setting xt = x0 for all initial
conditions x0 /∈ Kr .
We consider the time evolution of a test particle with random initial data (x0, v0) ∈
T1(Rd), distributed according to a given Borel probability measure  on T1(Rd). The
following superdiffusive central limit theorem, valid for small scattering radii and large
times, asserts that the normalized particle displacement at time t , and measured in units
of
√
t log t , converges weakly to a Gaussian distribution.
Theorem 1.1. Let d ≥ 2 and fix a Euclidean lattice L ⊂ Rd of covolume one. Assume
(x0, v0) is distributed according to an absolutely continuous Borel probability measure
 on T1(Rd). Then, taking first r → 0 and then t → ∞, we have
xt − x0
d
√
t log t
⇒ N (0, Id), (1.2)
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where N (0, Id) is a centered normal random variable in Rd with identity covariance
matrix, and
2d :=
21−dvd−1
d2(d + 1)ζ(d)
. (1.3)
Here ζ(d) := ∑∞n=1 n−d denotes the Riemann zeta function. Recall that the weak
convergence (1.2) holds if and only if
lim
t→∞ limr→0E f
(
xt − x0
d
√
t log t
)
= 1
(2π)d/2
∫
Rd
f (x) e−
1
2 ‖x‖2dx (1.4)
for any bounded continuous f : Rd → R.
Theorem 1.1 will follow from its discrete-time analogue, Theorem 1.2. Let us denote
by qn = qn(q0, v0) ∈ ∂Kr (n = 1, 2, 3, . . .) the location where the test particle with
initial condition (q0, v0) leaves the nth scatterer. It is natural in this setting to assume
q0 ∈ ∂Kr . By the translational invariance of the lattice, we may in fact assume without
loss of generality q0 ∈ rSd−11 . For given exit velocity v0, we write
q0 = r(s0 + v0
√
1 − ‖s0‖2) (1.5)
and stipulate in the following that the random variable s0 is uniformly distributed in the
unit disc orthogonal to v0. The uniform distribution is the natural invariant measure for
the discrete time dynamics.
Theorem 1.2. Let d ≥ 2 and L as above. Assume v0 is distributed according to an
absolutely continuous Borel probability measure λ on Sd−11 . Then, taking first r → 0
and then n → ∞, we have
qn − q0
σd
√
n log n
⇒ N (0, Id), (1.6)
with
σ 2d :=
21−d
d2(d + 1)ζ(d)
= ξ 2d . (1.7)
The above results generalise to functional central limit theorems, also known as
invariance principles. Denote by C0([0, 1]) the space of curves [0, 1] → Rd starting at
the origin. We fix a metric on C0([0, 1]) by defining the distance between two curves
X1 and X2 by supt∈[0,1] ‖X1(t)− X2(t)‖. The topology generated by open balls in this
metric is called the uniform topology. A sequence (Xn)n of random curves in C0([0, 1])
converges weakly to X (Xn ⇒ X), if for any bounded continuous f : C0([0, 1]) → R
we have limn E f (Xn) = E f (X).
The following theorem, which is the main result of this paper, states that for the same
random initial data as in Theorem 1.1, the random curves
[0, 1] → Rd , t 
→ XT,r (t) := xtT − x0
d
√
T log T
, (1.8)
converge weakly to the standard Brownian motion t 
→ W(t) in Rd with unit covariance
matrix Id .
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Theorem 1.3. Let d ≥ 2 and fix a Euclidean lattice L ⊂ Rd of covolume one. Assume
(x0, v0) is distributed according to an absolutely continuous Borel probability measure
 on T1(Rd). Then, taking first r → 0 and then T → ∞, we have
XT,r ⇒ W . (1.9)
As in the case of Theorem 1.1, we derive Theorem 1.3 as a corollary of its discrete-
time analogue, Theorem 1.4. By linearly interpolating between the position variables
q0, q1, . . . , qn , we obtain the piecewise linear curve
[0, 1] → Rd , t 
→ qn(t) := qnt + {nt}
(
qnt+1 − qnt
)
, (1.10)
where {x} := x − x denotes the fractional part of x . We rescale the curve by setting
Yn,r (t) := qn(t) − q0
σd
√
n log n
. (1.11)
We then have the following generalization of Theorem 1.2.
Theorem 1.4. Let d ≥ 2 and L a Euclidean lattice of covolume one. Assume v0 is
distributed according to an absolutely continuous Borel probability measure λ on Sd−11 .
Then, taking first r → 0 and then n → ∞, we have
Yn,r ⇒ W . (1.12)
The starting point of our analysis is the paper [21], which proves that, for every fixed
t > 0, the limit r → 0 in (1.2) (resp. (1.6)) exists and is given by a continuous-time
(resp. discrete-time)Markov process. Themain objective of the present study is therefore
to prove a superdiffusive central limit theorem, as well as an invariance principle, for
each of these Markov processes. The central limit theorem is stated as Theorem 3.2 in
Sect. 3 after a brief survey of the relevant results from [21]. The subsequent sections of
the paper are devoted to the proof of Theorem 3.2. The invariance principles stated in
Theorems 1.3 and 1.4 follow from the results in Sects. 12–14.
2. The Scattering Map
We now specify the conditions on the scattering map that are assumed in Theorems
1.1–1.4. These are the same as in [21], with the additional simplifying assumption that
the scattering map preserves angular momentum, cf. [21, Remark 2.3]. We describe the
scattering map in units of r , i.e., the scatterer is represented as the open unit ball Bd1 . Set
S := {(v, b) ∈ Sd−11 × Bd1 | v · b = 0}, (2.1)
and consider the scattering map
 : S → S, (v−, b) 
→ (v+, s). (2.2)
The incoming data is denoted by (v−, b) ∈ S, where v− is the velocity of the particle
before the collision and b the impact parameter, i.e., the point of impact on Sd−11 projected
onto the plane {b ∈ Rd | v− · b = 0}. The outgoing data is analogously defined as
(v+, s) ∈ S, where v+ is the velocity of the particle after the collision and s the exit
parameter, cf. Figure 1. Since we assume the scattering map is spherically symmetric,
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Fig. 1. The scattering map
Fig. 2. Illustration of a scattering map satisfying Hypothesis (A)
it is sufficient to define  for (v−, b) = (e1, we2) for w ∈ [0, 1), where e j denotes the
unit vector in the j th coordinate direction. Any spherically symmetric scattering map
(2.2) which preserves angular momentum is thus uniquely determined by
(e1, we2) =
(
e1 cos θ(w) + e2 sin θ(w),−e1w sin θ(w) + e2w cos θ(w)
)
(2.3)
where θ(w) is called the scattering angle.
To satisfy the conditions of [21], we assume in the statements of Theorems 1.1 and
1.2 that one of the following hypotheses is true (cf. Fig. 2):
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(A) θ ∈ C1([0, 1)) is strictly decreasing with θ(0) = π and θ(w) > 0;
(B) θ ∈ C1([0, 1)) is strictly increasing with θ(0) = −π and θ(w) < 0.
This assumption holds for a large class of scattering potentials, including muffin-tin
Coulomb potentials, cf. [21]. In the case of hard-sphere scatterers we have θ(w) =
π − 2 arcsin(w) and hence Hypothesis (A) holds. For later use we define the minimal
deflection angle by
Bθ := inf
w∈[0,1) |θ(w)|. (2.4)
Note that for more general impact parameters of the form
b =
(
0
w
)
, w ∈ Bd−11 \{0}, (2.5)
we have (by spherical symmetry)

((
1
0
)
,
(
0
w
))
=
(
S(w)
(
1
0
)
, S(w)
(
0
w
))
(2.6)
with the matrix
S(w) = E(θ(w)ŵ), (2.7)
where
w := ‖w‖ > 0, ŵ := w−1w ∈ Sd−11 , E(x) := exp
(
0 − tx
x 0d−1
)
∈ SO(d). (2.8)
More explicitly,
S(w) =
(
cos θ(w) − t̂w sin θ(w)
ŵ sin θ(w) 1d−1 − ŵ ⊗ ŵ(1 − cos θ(w))
)
. (2.9)
We extend the definition of S(w) to w = 0 by setting S(0) := −Id ∈ SO(d) for d even
and S(0) := (−Id−1 1
) ∈ SO(d) for d odd. This choice ensures that S(0)e1 = −e1.
For the case of general initial data (v−, b) ∈ S, assume R(v−) ∈ SO(d) and w ∈
Bd−11 are chosen so that
v− = R(v−)
(
1
0
)
, b = R(v−)
(
0
w
)
. (2.10)
Then
(v−, b) =
(
R(v−)S(w)
(
1
0
)
, R(v−)S(w)
(
0
w
))
. (2.11)
We use an inductive argument to work out the velocity vn after the nth collision, as
well as the impact and exit parameters bn and sn of the nth collision.
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Lemma 2.1. Fix v0 and R0 ∈ SO(d) so that v0 = R0e1, and denote by (vn)n∈N,
(bn)n∈N, (sn)n∈N the sequence of velocities, impact and exit parameters of a given
particle trajectory. Then there is a unique sequence (wn)n∈N in Bd−11 such that for all
n ∈ N
vn = Rn
(
1
0
)
, bn = Rn−1
(
0
wn
)
, sn = Rn
(
0
wn
)
, (2.12)
where
Rn := R0S(w1) · · · S(wn). (2.13)
Proof. We proceed by induction. We have v0 · b1 = 0 and thus e1 · R−10 b1 = 0. We
define w1 ∈ Bd−11 by
(
0
w1
)
= R−10 b1. (2.14)
Then the Assumption (2.10) is satisfied and (2.11) yields
(v1, s1) = (v0, b1) =
(
R0S(w1)
(
1
0
)
, R0S(w1)
(
0
w1
))
. (2.15)
which proves the case n = 1. Let us therefore assume the statement is true for n = k−1.
By the induction hypothesis, we have vk−1 = Rk−1e1. Note that vk−1 · bk = 0 implies
e1 · R−1k−1bk = 0, and define wk ∈ Bd−11 by
(
0
wk
)
= R−1k−1bk . (2.16)
Therefore (2.10) holds with v− = vk−1, b = bk , and we can apply (2.11):
(vk, sk) = (vk−1, bk)
=
(
Rk−1S(wk)
(
1
0
)
, Rk−1S(wk)
(
0
wk
))
=
(
Rk
(
1
0
)
, Rk
(
0
wk
))
,
(2.17)
where Rk := Rk−1S(wk) = R0S(w1) · · · S(wk). This completes the proof. unionsq
3. The Boltzmann–Grad Limit
We now recall the results of [20,21] that are relevant to our investigation. Define the
Markov chain
n 
→ (ξn, ηn) (3.1)
on the state space R>0 × Bd−11 with transition probability
P
(
(ξn, ηn) ∈ A
∣
∣ ξn−1, ηn−1
) =
∫
A
0(ηn−1, x, z) dx d z. (3.2)
J. Marklof, B. Tóth
We will discuss the transition kernel 0(w, x, z) in detail in Sect. 5. At this point,
it sufficies to note that it is independent of ξn−1 and symmetric, i.e. 0(w, x, z) =
0(z, x,w). It is also independent of the choice of the scattering angle θ , the lattice
L and the initial particle distribution  [20] (Note that 0 is related to the kernel 0
studied in [20–22] by 0(w, x, z) = 0(x,w,−z)). Let
0(x, z) := 1
vd−1
∫
Bd−11
0(w, x, z) dw, (3.3)
(x, z) := 1
ξ
∫ ∞
x
0(x
′, z) dx ′, (3.4)
with themean free path length ξ = 1/vd−1. Both0(x, z) and(x, z) define probability
densities on R>0×Bd−11 with respect to dx d z. The first fact follows from the symmetry
of the transition kernel, and the second from the relation
∫
Bd−11 ×R>0
(x, z) dx d z = 1
ξ
∫
Bd−11 ×R>0
x0(x, z) dx d z = 1. (3.5)
Suppose in the following that the sequence of random variables
(
(ξn, ηn)
)∞
n=1 (3.6)
is given by the Markov chain (3.1), where (ξ1, η1) has density either (x, z) (for the
continuous time setting) or 0(x, z) (for the discrete time setting). The relation (3.4)
between the two reflects the fact that the continuous timeMarkov process is a suspension
flow over the discrete time process, where the particle moves with unit speed between
consecutive collisions; see [21, Sect. 6] for more details.
We assume in the following that R is a function Sd−11 → SO(d) which satisfies
v = R(v)e1 and which is smooth when restricted to Sd−11 \{−e1}. An example is
R(v) = E
(2 arcsin
(‖v − e1‖/2
)
‖v⊥‖ v⊥
)
for v ∈ Sd−11 \{e1,−e1}, (3.7)
where v⊥ := (v2, . . . , vd) ∈ Rd−1, and R(e1) = I , R(−e1) = −I .
For n ∈ N, define the following random variables:
τn :=
n∑
j=1
ξ j , τ0 := 0, (time to the nth collision); (3.8)
νt := max{n ∈ Z≥0 : τn ≤ t} (number of collisions within time t); (3.9)
V n := R(v0)S(η1) · · · S(ηn)e1, V 0 := v0, (velocity after the nth collision);
(3.10)
Qn :=
n∑
j=1
ξ jV j−1 (discrete time displacement); (3.11)
X t := Qνt + (t − τνt )V νt (continuous time displacement). (3.12)
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Theorem 3.1 ([21]).
(i) Under the hypotheses of Theorem 1.1, for any t > 0,
xt − x0 ⇒ X t (3.13)
as r → 0, where the random variable (ξ1, η1) has density (x, z).
(ii) Under the hypotheses of Theorem 1.2, for any n ∈ N,
qn − q0 ⇒ Qn (3.14)
as r → 0, where the random variable (ξ1, η1) has density 0(x, z).
The main part of this paper is devoted to the proof of the following superdiffusive
central limit theorem for the processes X t and Qn , which in turn implies Theorems 1.1
and 1.2. We will only assume that the random variable (ξ1, η1) is such that the marginal
distribution of η1 is absolutely continuous on Bd−11 with respect to Lebesgue measure;
there is no further assumption on the distribution of ξ1. This hypothesis is satisfied for
(ξ1, η1) with density 0(x, z), since
0(z) :=
∫ ∞
0
0(x, z) dx = 1
vd−1
∫
R>0×Bd−11
0(z, x,w) dx dw = 1
vd−1
. (3.15)
That is, the marginal distribution of η1 is uniform on Bd−11 . We will later see that
(ξ1, η1) with density (x, z) also complies with the above hypothesis (cf. Proposition
10.1). The processes X t and Qn are independent of x0 and q0, respectively, and we will
in the following fix v0 ∈ Sd−11 . Also, the required assumptions on the scattering angle θ
are significantly weaker than in the previous theorems.
Theorem 3.2. Let d ≥ 2, v0 ∈ Sd−11 and assume that the marginal distribution of η1 is
absolutely continuous. Assume θ : [0, 1) → [−π, π ] is measurable, so that
meas{w ∈ [0, 1) : θ(w) /∈ πQ} > 0. (3.16)
Then (i)
X t
d
√
t log t
⇒ N (0, Id), (3.17)
and (ii)
Qn
σd
√
n log n
⇒ N (0, Id). (3.18)
In view of Theorem 3.1, Theorem 3.2 implies Theorems 1.1 and 1.2.
Statement (ii) inTheorem3.1generalizes to the convergenceof the randomcurve (3.1)
obtained by linearly interpolating qn [21, Theorem 1.1]. That is, under the conditions
of Theorem 1.4, for r → 0 and arbitrary fixed n,
Yn,r ⇒ Yn (3.19)
where the rescaled discrete-time limiting process is defined by
Yn(t) := Qn(t)
σd
√
n log n
, (3.20)
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and
Qn(t) := Qnt + {nt} ξnt+1V nt (3.21)
denotes the linear interpolation of the discrete time displacements Q0, Q1, Q2, . . . We
will prove in Sect. 12 that the Yn converges to W in finite-dimensional distribution. The
last missing ingredient in the proof of Theorem 1.4 is then the tightness of the probability
measures associated with the sequence of random curves (Yn)∞n=1 in C0([0, 1]), which is
established in Sect. 13. Theorem 1.3 follows from Theorem 1.4 via estimates presented
in Sect. 14.
It is interesting to compare the above results with the case of a random, rather than
periodic, scatterer configuration, where the scatterers are placed at the points of a fixed
realisation of a Poisson process in Rd . In the case of fixed scattering radius there is,
to the best of our knowledge, no proof of a central limit theorem even in dimension
d = 2. In the Boltzmann–Grad limit, however, the work of Gallavotti [16], Spohn
[26] and Boldrighini et al. [7] shows that we have an analogue of Theorem 3.1, where
the limit random flight process X t is governed by the linear Boltzmann equation. In
this setting, (3.6) is a sequence of independent random variables, where ξn has density
0(x) = vd−1 exp(−vd−1x) andηn is uniformlydistributed inBd−11 .Routine techniques
[25] show that in this case the central limit theorem holds for X t with a standard
√
t
normalisation, and for Qn with a
√
n normalisation.
4. Outline of the Proof of Theorem 3.2
We will now outline the central arguments in the proof of Theorem 3.2 (ii) for discrete
time by reducing the statement to four main lemmas, whose proof is given in Sect. 9.
The continuous-time case (i) follows from (ii) via technical estimates supplied in Sect.
11. We will assume from now on that (ξ1, η1) has density 0(x, z), and discuss the
generalisation to more general distributions in Sect. 10. We note that for η0 uniformly
distributed in Bd−11 ,
0(x, z) = E0(η0, x, z), (4.1)
and it is therefore equivalent to consider instead of (3.6) the Markov chain
(
(ξn, ηn)
)∞
n=0 (4.2)
with the same transition probability (3.2), η0 uniformly distributed in Bd−11 and ξ0 = 0.
The sequence
η = (ηn
)∞
n=0, (4.3)
with η0 as defined above, is itself generated by a Markov chain on the state space Bd−11
with transition probability
P
(
ηn ∈ A
∣
∣ ηn−1
) =
∫
A
K0(ηn−1, z) d z (4.4)
where
K0(w, z) :=
∫ ∞
0
0(w, x, z)dx . (4.5)
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The objective is to prove a central limit theorem of sums of the random variables
ξnV n−1. The first observation is that these are of course not independent. If we, however,
condition on the sequence η, then the V n are deterministic, and (ξn)∞n=1 is a sequence
of independent (but not identically distributed) random variables,
P
(
ξn ∈ (x, x + dx)
∣
∣ η
) = 0(ηn−1, x, ηn) dx
K0(ηn−1, ηn)
. (4.6)
The plan is now to apply the Lindeberg central limit theorem to the sum of independent
random variables, Qn =
∑n
j=1 ξ jV j−1, conditioned on η.
To this end we first truncate Qn by defining the random variable
Q′n :=
n∑
j=1
ξ ′jV j−1 (4.7)
with
ξ ′j := ξ j1{ξ2j ≤ j (log j)γ } (4.8)
for some fixed γ ∈ (1, 2). The following lemma tells us that it is sufficient to prove
Theorem 3.2 (ii) for Q′n instead of Qn .
Lemma 4.1. We have
sup
n∈N
‖Qn − Q′n‖ < ∞ (4.9)
almost surely.
To prove the central limit theorem for Q′n , we center ξ ′j by setting
ξ˜ j = ξ ′j − m j , (4.10)
with the conditional expectation
m j := E
(
ξ ′j
∣
∣ η
) = K1,r j (η j−1, η j )
K0(η j−1, η j )
(4.11)
where r j :=
√
j (log j)γ and
K1,r (w, z) :=
∫ r
0
x0(w, x, z)dx . (4.12)
Let
Q˜n :=
n∑
j=1
ξ˜ jV j−1. (4.13)
The following lemma shows that Q′n and Q˜n are close relative to
√
n log n.
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Lemma 4.2. The sequence of random variables
Q′n − Q˜n√
n log log n
(4.14)
is tight if d = 2, and
Q′n − Q˜n√
n
(4.15)
is tight if d ≥ 3.
It is therefore sufficient to prove Theorem 3.2 (ii) for Q˜n in place of Qn . This will
be achieved by applying the Lindeberg central limit theorem to the conditional sum as
alluded to above. We begin by estimating the conditional variance. Set
a2j := Var
(
ξ˜ j
∣
∣ η
) = K2,r j (η j−1, η j )
K0(η j−1, η j )
− m2j , (4.16)
with
K2,r (w, z) :=
∫ r
0
x20(w, x, z)dx . (4.17)
Lemma 4.3. There is a constant σd > 0 such that, for n → ∞,
E
(
Q˜n ⊗ Q˜n
∣
∣ η
)
n log n
=
∑n
j=1 a2j V j−1 ⊗ V j−1
n log n
P−→ σ 2d Id . (4.18)
By taking the trace in (4.18), we have in particular
A2n
n log n
P−→ d σ 2d (4.19)
for
A2n :=
n∑
j=1
a2j = E
(‖ Q˜n‖2
∣
∣ η
)
. (4.20)
Recall that convergence in probability xn
P−→ x is defined as limn→∞ P(|xn − x | >
) = 0 for any  > 0.
The next lemma verifies the Lindeberg conditions for random η.
Lemma 4.4. For any fixed ε > 0,
A−2n
n∑
j=1
E
(
ξ˜2j 1{ξ˜2j >ε2A2n}
∣
∣ η
) P−→ 0 (4.21)
as n → ∞.
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Given these lemmas, let us now conclude the proof of the fact that
Yn := Q˜n
σd
√
n log n
⇒ N (0, Id). (4.22)
By Chebyshev’s inequality we have, for any K > 0,
P
(‖Yn‖ > K
∣
∣ η
) ≤ 1
K 2
E
(‖Yn‖2
∣
∣ η
)
, (4.23)
and thus, for any κ > 0,
P
(‖Yn‖ > K
) ≤ κ
2
K 2
+ P
(
E
(‖Yn‖2
∣
∣ η
)
> κ2
)
= κ
2
K 2
+ P
(
A2n > κ
2σ 2d n log n
)
.
(4.24)
By (4.19), the second term on the right hand side of (4.24) converges to 0 as n → ∞,
if we choose κ = d, say. So (4.24) implies that the sequence of random variables Yn
is tight. By the Helly–Prokhorov theorem, there is an infinite subset S1 ⊂ N so that Yn
converges in distribution along n ∈ S1 to some limit Y . Assume for a contradiction that
Y is not distributed according to N (0, Id). The Borel–Cantelli lemma implies that there
is an infinite subset S2 ⊂ S1, so that in the statements of Lemmas 4.3 and 4.4 we have
almost-sure convergence along n ∈ S2:
E
(
Q˜n ⊗ Q˜n
∣
∣ η
)
n log n
a.s.−→ σ 2d Id , (4.25)
A2n
n log n
a.s.−→ d σ 2d , (4.26)
and
A−2n
n∑
j=1
E
(
ξ˜2j 1{ξ˜2j >ε2A2n}
∣
∣ η
) a.s.−→ 0. (4.27)
The hypotheses of the Lindeberg central limit theorem are met, and we infer that
Yn ⇒ N (0, Id) for n ∈ S2. (We use the Lindeberg theorem for triangular arrays
of independent random variables, since we have verified the Lindeberg conditions only
along a subsequence.) This, however, contradicts our assumption that Y is not normal,
and hence N (0, Id) is indeed the unique limit point of any converging subsequence.
This in turn implies that every sequence converges, and therefore completes the proof
of (4.22). In view of Lemmas 4.1 and 4.2, this implies Theorem 3.2 (ii) (still under the
assumption that (ξ1, η1) has density 0(x, z)).
Let us briefly describe the further contents of this paper. In Sect. 5 we recall the
basic properties of the transition kernel 0(w, x, z) from [22]. Section 6 establishes key
estimates for the moments Kp,r (w, z), m j and a j introduced above. In Sects. 7 and 8
we prove spectral gap estimates and exponential mixing for the discrete time Markov
process defined in (4.4). The estimates from Sects. 6–8 are the main input in the proof
of Lemmas 4.1–4.4, which is given in Sect. 9. In Sect. 10 we show that the discrete-time
statement in Theorem 3.2 (ii) holds for more general initial distributions than 0(x, z).
It holds in particular for (x, z), which appears in the continuous-time variant. Section
11 explains how to pass from discrete to continuous time, thus completing the proof of
Theorem 3.2 (i).
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5. The Transition Kernel
In dimension d = 2 we have the following explicit formula for the transition kernel. For
w, z ∈ (−1, 1),
0(w, x, z) = 6
π2
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1{0≤x< 11+w } + 1{ 11+w ≤x< 11+z }
x−1 − 1 − z
w − z if 0 < w, −w < z < w,
1{0≤x< 11+z } + 1{ 11+z ≤x< 11+w }
x−1 − 1 − w
z − w if 0 < z, −z < w < z,
1{0≤x< 11−w } + 1{ 11−w ≤x< 11−z }
x−1 − 1 + z
z − w if w < 0, w < z < −w,
1{0≤x< 11−z } + 1{ 11−z ≤x< 11−w }
x−1 − 1 + w
w − z if z < 0, z < w < −z.
(5.1)
This formula has been derived, independently and with different methods, by Marklof
and Strömbergsson [19], Caglioti and Golse [11,12] and by Bykovskii and Ustinov [10].
In dimension d ≥ 3 we have no such explicit formulas for the transition kernel. We
recall from [20–22] the following properties. If d ≥ 3, the function
0 : Bd−11 × R>0 × Bd−11 → [0, 1] (5.2)
is continuous. 0(w, x, z) depends only on x , w := ‖w‖, z := ‖z‖ and the angle
ϕ := ϕ(w, z) ∈ [0, π ] between the vectors w, z ∈ Bd−11 . Note that in dimension d = 2
the angle ϕ can only take the values 0 andπ . For statements that are specific to dimension
d = 2, we will often use w ∈ (−1, 1) instead of w, and |w| instead of w = ‖w‖. We
recall once more that 0(w, x, z) = 0(x,w,−z) in the notation of [20–22], and so in
particular the angle ϕ between w, z becomes π − ϕ.
Our proofs will exploit the following estimates on the transition kernel [22,28]. All
bounds are uniform in x > 0 and w, z ∈ Bd−11 . We have by [22, Theorem 1.1],
1 − 2d−1vd−1x
ζ(d)
≤ 0(w, x, z) ≤ 1
ζ(d)
. (5.3)
Furthermore, by [22, Theorem 1.7], there exists a continuous and uniformly bounded
function F0,d : R>0 × R>0 × R≥0 → R≥0 such that
0(w, x, z) = x−2+ 2d F0,d
(
x
2
d (1 − z), x 2d (1 − w), x 1d (π − ϕ)
)
+ O(E), (5.4)
where the error term is
E =
⎧
⎪⎨
⎪⎩
x−2 if d = 2,
x−2 log(2 + min(x, (π − ϕ)−1)) if d = 3,
min
(
x−2, x−3+
2
d−1 (π − ϕ)2−d+ 2d−1 ) if d ≥ 4.
(5.5)
It is noted in [22] that F0,d(t1, t2, α) is uniformly bounded from below for t1, t2, α
near zero. That is, there is a small constant c > 0 which only depends on d such that
max(t1, t2, α) < c ⇒ F0,d(t1, t2, α) > c. (5.6)
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Furthermore, the support of F0,d is contained in (0, c′] × (0, c′] ×R≥0 for some c′ > 0,
and for any fixed t1, t2 > 0, the function F0,d(t1, t2, ·) has compact support.
In dimension d ≥ 3, the following upper bound will prove useful [28, Theorem 1.8]:
0(w, x, z) 
⎧
⎨
⎩
x−2 min
{
1, (xϕd−2)−1+
2
d−1
}
if ϕ ∈ [0, π2 ]
x−2+ 2d min
{
1, (x(π − ϕ)d)−1+ 2d(d−1)
}
if ϕ ∈ [π2 , π ].
(5.7)
The notation f  g is here defined as f = O(g), i.e., there exists a constant C > 0
such that | f | ≤ C |g|. The notation f  g used below means that g  f  g, i.e.,
there exist a constant C ≥ 1 such that C−1|g| ≤ | f | ≤ C |g|.
The support of 0(w, x, z) is described by a continuous function x0 : Bd−11 ×
Bd−11 → R>0. We have 0(w, x, z) > 0 holds if and only if x < x0(w, z). Set
t := t (w, z) := max(1 − w, 1 − z) ∈ (0, 1]. (5.8)
If d ≥ 3, then [28, Proposition 1.9] tells us that
x0(w, z) 
{
max(t− d−22 , t− d−12 ϕ) if ϕ ∈ [0, π2 ]
min(t− d2 , t− d−12 (π − ϕ)−1) if ϕ ∈ [π2 , π ].
(5.9)
(If ϕ = π then the right hand side of (5.9) should be interpreted as t− d2 .)
For the distribution of free path length between consecutive collisions,
0(x) = 1
vd−1
∫
Bd−11
∫
Bd−11
0(w, x, z) dw d z, (5.10)
we have the following tail estimate [22, Theorem 1.14] (0 is denoted 0 in [22]): For
x → ∞,
0(x) = d x−3 + O
(
x−3−
2
d
) ×
⎧
⎪⎨
⎪⎩
1 if d = 2
log x if d = 3
1 if d ≥ 4
(5.11)
with
d := 2
2−d
d(d + 1)ζ(d)
. (5.12)
This asymptotic estimate sharpens earlier upper and lower bounds by Bourgain et al.
[8,17]. Note that the variances in Theorems 1.1 and 1.2 are related to the above tail via
2d =
d
2dξ
, σ 2d =
d
2d
. (5.13)
6. Moment Estimates
Wenowprovide key estimates of the randomvariables introduced in the previous section.
For p = 0, 1, 2 and r > 0, set
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Kp,r (w, z) :=
∫ r
0
x p0(w, x, z)dx (6.1)
and
Kp(w, z) :=
∫ ∞
0
x p0(w, x, z)dx . (6.2)
Note that v−1d−1K0(w, z) dw d z defines a probability measure on Bd−11 × Bd−11 . We
furthermore define the random variables (recall Sect. 4)
m j := E
(
ξ ′j
∣
∣ η
) = K1,r j (η j−1, η j )
K0(η j−1, η j )
, μ j := E
(
ξ j
∣
∣ η
) = K1(η j−1, η j )
K0(η j−1, η j )
, (6.3)
b2j := E
(
ξ ′j
2 ∣∣ η
) = K2,r j (η j−1, η j )
K0(η j−1, η j )
, β2j := E
(
ξ j
2
∣
∣ η
) = K2(η j−1, η j )
K0(η j−1, η j )
, (6.4)
a2j := Var
(
ξ ′j
∣
∣ η
) = b2j − m2j , α2j := Var
(
ξ j
∣
∣ η
) = β2j − μ2j , (6.5)
and
A2n :=
n∑
j=1
a2j , (6.6)
with r j =
√
j (log j)γ for some fixed γ ∈ (1, 2).
Lemma 6.1. Let d = 2. Then, for w, z ∈ (−1, 1),
K0(w, z) = 6
π2
⎧
⎪⎨
⎪⎩
1
w − z ln
1 + w
1 + z
if w + z ≥ 0,
1
z − w ln
1 − w
1 − z if w + z ≤ 0,
(6.7)
K1(w, z) = 3
π2
⎧
⎪⎪⎨
⎪⎪⎩
1
(1 + w)(1 + z)
if w + z ≥ 0,
1
(1 − w)(1 − z) if w + z ≤ 0,
(6.8)
K2(w, z) = 1
π2
⎧
⎪⎪⎨
⎪⎪⎩
2 + w + z
(1 + w)2(1 + z)2
if w + z ≥ 0,
2 − w − z
(1 − w)2(1 − z)2 if w + z ≤ 0.
(6.9)
Proof. These follow from the explicit formula (5.1) by direct computation. unionsq
Lemma 6.2. Let d ≥ 3. Then
inf
w,z∈Bd−11
K0(w, z) ≥ 1
2dvd−1ζ(d)
> 0, (6.10)
sup
w,z∈Bd−11
K0(w, z) < ∞. (6.11)
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Proof. We have
K0(w, z) ≥
∫ y
0
0(w, x, z)dx (6.12)
for any y ≥ 0. Theorem 1.1 in [22] states that for x > 0 and w, z ∈ Bd−11 ,
0(w, x, z) ≥ 1 − 2
d−1vd−1x
ζ(d)
, (6.13)
and the lower bound follows with the choice y = (2d−1vd−1)−1. The upper bound
follows from (5.7) which tells us that
0(w, x, z) = O(x−2+ 2d ), (6.14)
where the implied constant is independent of x,w, z. unionsq
Lemma 6.3. Let d ≥ 3. For w, z ∈ Bd−11 ,
K1(w, z)  min(t−1, (π − ϕ)−2), (6.15)
and
K1(w, z) 
{
1 + logmax(t− d−22 , t− d−12 ϕ) if ϕ ∈ [0, π2 ],
min(t−1, t−1+ 1d (π − ϕ)− 2d ) if ϕ ∈ [π2 , π ].
(6.16)
Proof. As to the lower bound (6.15), we note that by (5.4)
K1(w, z)
≥
∫
x>0
x
2
d t (w,z)<c
x
1
d (π−ϕ)<c
x
{
x−2+
2
d F0,d
(
x
2
d (1 − z), x 2d (1 − w), x 1d (π − ϕ)
)
− |O(E)|
}
dx,
(6.17)
which, in view of (5.5) and (5.6), implies
K1(w, z) > c
∫
x>0
x
2
d t (w,z)<c
x
1
d (π−ϕ)<c
{
x−1+
2
d − |O((1 + x)−1 log(2 + x))|
}
dx
 min (t (w, z)−1, (π − ϕ)−2).
(6.18)
The upper bound (6.16) follows from (5.7) and (5.9): for ϕ ∈ [0, π2 ],
K1(w, z)  1 +
∫ x0(w,z)
1
x−1dx  1 + logmax(t− d−22 , t− d−12 ϕ), (6.19)
and for ϕ ∈ [π2 , π ], we have
K1(w, z) 
∫ x0(w,z)
0
x−1+
2
d dx  min(t−1, t−1+ 1d (π − ϕ)− 2d ). (6.20)
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Lemma 6.4. Let d ≥ 3. Then, for w, z ∈ Bd−11 ,
K2(w, z)  min(t−(1+ d2 ), (π − ϕ)−(d+2)), (6.21)
and
K2(w, z) 
{
max(t− d−22 , t− d−12 ϕ) if ϕ ∈ [0, π2 ],
min(t−(1+ d2 ), t− d+12 + 1d (π − ϕ)−(1+ 2d )) if ϕ ∈ [π2 , π ].
(6.22)
Proof. The lower bound (6.21) follows from
K2(w, z)
≥
∫
x>0
x
2
d t (w,z)<c
x
1
d (π−ϕ)<c
x2
{
x−2+
2
d F0,d
(
x
2
d (1 − z), x 2d (1 − w), x 1d (π − ϕ)
)
− |O(E)|
}
dx,
(6.23)
and (5.5) and (5.6). Hence
K2(w, z) > c
∫
x>0
x
2
d t (w,z)<c
x
1
d (π−ϕ)<c
{
x
2
d − |O(log(2 + x))|
}
dx
 min (t (w, z)−(1+ d2 ), (π − ϕ)−(d+2)).
(6.24)
The upper bound (6.22) follows from (5.7) and (5.9): for ϕ ∈ [0, π2 ],
K2(w, z) 
∫ x0(w,z)
0
dx  max(t− d−22 , t− d−12 ϕ), (6.25)
and for ϕ ∈ [π2 , π ], we have
K2(w, z) 
∫ x0(w,z)
0
x
2
d dx  min(t−(1+ d2 ), t− d+12 + 1d (π − ϕ)−(1+ 2d )). (6.26)
unionsq
Proposition 6.5. Let d = 2. For u → ∞,
P(μ j > u) ∼ 3
4π2
1
u2 log u
. (6.27)
Proof. By the invariance of the integrand under (w, z) 
→ −(w, z) and (w, z) 
→ (z, w)
we have
P(μ j > u) = 1
2
∫
(−1,1)2
1{K1(w,z)>uK0(w,z)}K0(w, z) dw dz
= 2
∫
|z|<w<1
1{K1(w,z)>uK0(w,z)}K0(w, z) dw dz.
(6.28)
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(The factor 12 = v−11 corresponds to the normalization in the remark following (6.2)).
In this range of integration, we have explicitly
K0(w, z) = 6
π2
1
w − z ln
1 + w
1 + z
(6.29)
and
K0(w, z)
K1(w, z)
= 2 (1 + w)(1 + z)
w − z ln
1 + w
1 + z
. (6.30)
Using the variable substitution
x = w − z, y = 1 + z
w − z , (6.31)
we have, with the shorthand f (y) = 2y(1 + y) ln(1 + y−1),
P(μ j > u) = 12
π2
∫ ∞
0
∫ 2
1+y
2
1+2y
1{x f (y)<u−1} ln(1 + y−1) dx dy
= 12
π2
∫ ∞
0
1{ 2 f (y)1+y <u−1}
(
2
1 + y
− 2
1 + 2y
)
ln(1 + y−1) dy
+
12
π2
∫ ∞
0
1{ 2 f (y)1+2y <u−1< 2 f (y)1+y }
(
1
u f (y)
− 2
1 + 2y
)
ln(1 + y−1) dy.
(6.32)
The first term equals
12
π2
∫ ∞
0
1{4y ln(1+y−1)<u−1}
(
2y + O(y2)
)
ln(1 + y−1) dy
= 12
π2
(
y2 ln(1 + y−1) + O(y2)
) ∣∣
∣
∣
4y ln(1+y−1)=u−1
0+
= 3
4π2
1
u2 ln u
(1 + o(1)). (6.33)
The second term is bounded above by
12
π2
∫ ∞
0
1{ 2 f (y)1+2y <u−1< 2 f (y)1+y }
(
2
1 + y
− 2
1 + 2y
)
ln(1 + y−1) dy
= 12
π2
(
y2 ln(1 + y−1) + O(y2)
) ∣∣
∣
∣
2 f (y)
1+2y =u−1
2 f (y)
1+y =u−1
= o
(
1
u2 ln u
)
.
(6.34)
This proves (6.27). unionsq
Proposition 6.6. Let d ≥ 3. There are constants c2 > c1 > 0, such that for u ≥ 1,
c1u
−(1+ d2 ) ≤ P(μ j > u) ≤ c2u−(1+ d2 ). (6.35)
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Proof. The upper bounds in (6.16) for K1, and the upper and lower bounds for K0 in
Lemma 6.2 imply
∫
K1>uK0
K0 dw d z 
∫
logmax(t−
d−2
2 ,t−
d−1
2 ϕ)u
0≤ϕ≤ π2
dw d z +
∫
min(t−1,t−1+
1
d (π−ϕ)− 2d )u
π
2 ≤ϕ≤π
dw d z.
(6.36)
Using spherical coordinates, we see that the second term is, up to a multiplicative con-
stant, equal to
∫
0<z<w<1, π2 ≤ϕ≤π
min((1−z)−1,(1−z)−1+ 1d (π−ϕ)− 2d )u
wd−2dw zd−2dz (sin ϕ)d−3dϕ. (6.37)
We now substitute x = 1 − w, y = 1 − z, φ = π − ϕ, and integrate x over (0, y), and
then over y. This yields (again up to a multiplicative constant)
∫ π/2
0
min
(
u−1, u−
d
d−1 φ−
2
d−1
)2
(sin φ)d−3dφ
= u−2
∫ u−1/2
0
(sin φ)d−3dφ + u−
2d
d−1
∫ π/2
u−1/2
φ−
4
d−1 (sin φ)d−3dφ
 u−(1+ d2 ).
(6.38)
The first term in (6.36) can be dealt with similarly, and yields a lower order contribution.
This proves the upper bound
P(μ j > u)  u−(1+ d2 ). (6.39)
As to the lower bound in (6.35), we use (6.15) (and the same variable substitutions as
above):
∫
K1>uK0
K0 dw d z 
∫
min(t−1,(π−ϕ)−2)u
π
2 ≤ϕ≤π
dw d z
 u−2
∫ u−1/2
0
(sin φ)d−3dϕ
 u−(1+ d2 ).
(6.40)
unionsq
Proposition 6.7.
P(m j > u) =
{
O
(
u−2(log u)−1
)
1{u≤r j } (d = 2)
O
(
u−(1+ d2 )
)
1{u≤r j } (d ≥ 3).
(6.41)
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Proof. This follows from Propositions 6.5 and 6.6, since m j ≤ μ j and m j ≤ r j . unionsq
Proposition 6.8.
E(m j ) = ξ + O(r−1j ). (6.42)
Proof. We have
E(m j ) = 1
vd−1
∫
Bd−11
∫
Bd−11
K1,r j (w, z) dw d z
=
∫ r j
0
x0(x) dx
= ξ −
∫ ∞
r j
x0(x) dx,
(6.43)
and (6.42) follows from the asymptotics (5.11). unionsq
Proposition 6.9.
E(m2j ) =
{
O(log log j) (d = 2)
O(1) (d ≥ 3). (6.44)
Proof. This is a direct corollary of Proposition 6.7.
Proposition 6.10. For d ≥ 2 and j → ∞,
E(a2j ) =
d
2
log j + O(log log j), (6.45)
E(b2j ) =
d
2
log j + O(log log j). (6.46)
Proof. We have
E(b2j ) =
1
vd−1
∫
Bd−11
∫
Bd−11
K2,r j (w, z) dw d z =
∫ r j
0
x20(x) dx, (6.47)
and hence (6.46) follows from the asymptotics (5.11). Relation (6.45) is a consequence
of Proposition 6.9. unionsq
Proposition 6.11. For d ≥ 2,
E(a4j ) ≤ E(b4j ) = O
(
r2j
)
. (6.48)
Proof. We have
E(b4j ) =
1
vd−1
∫
Bd−11
∫
Bd−11
K2,r j (w, z)
2
K0(w, z)
dw d z
≤ 2
∫ r j
0
x40(x) dx,
(6.49)
and the claim follows from (5.11). unionsq
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Proposition 6.12. Let d = 2. For u → ∞,
P(αn > u) ∼ 1
2π2u2
. (6.50)
P(βn > u) ∼ 1
2π2u2
. (6.51)
Proof. We follow the same strategy as in the proof of Proposition 6.5. For
f (y) = 6y
2(1 + y)2
1 + 2y
ln(1 + y−1), (6.52)
the variable substitution (6.31) yields
P(βn > u) = 12
π2
∫ ∞
0
∫ 2
1+y
2
1+2y
1{x2 f (y)<u−2} ln(1 + y−1) dx dy
= 12
π2
∫ ∞
0
1{ 4 f (y)
(1+y)2
<u−2}
(
2
1 + y
− 2
1 + 2y
)
ln(1 + y−1) dy
+
12
π2
∫ ∞
0
1{ 4 f (y)
(1+2y)2
<u−2< 4 f (y)
(1+y)2
}
(
1
u f (y)
− 2
1 + 2y
)
ln(1 + y−1) dy.
(6.53)
The leading order contribution comes from the first term, which evaluates to
12
π2
∫ ∞
0
1{ 24y21+2y ln(1+y−1)<u−2}
(
2y + O(y2)
)
ln(1 + y−1) dy
= 12
π2
(
y2 ln(1 + y−1) + O(y2)
) ∣∣
∣
∣
24y2
1+2y ln(1+y
−1)=u−2
0+
= 1
2π2u2
(1 + o(1)).
(6.54)
This proves (6.51). To see that (6.50) has the same asymptotics, recall that β2n −α2n = μ2n
and (6.27). unionsq
Proposition 6.13. Let d ≥ 3. There are constants c2 > c1 > 0, such that for u ≥ 1,
c1u
−2 ≤ P(αn > u) ≤ P(βn > u) ≤ c2u−2. (6.55)
Proof. We exploit the bounds in Lemma 6.4. For the upper bound,
∫
K2>u2K0
K0 dw d z 
∫
max(t−
d−2
2 ,t−
d−1
2 ϕ)u2
0≤ϕ≤ π2
dw d z
+
∫
min(t−(1+
d
2 ),t−
d+1
2 +
1
d (π−ϕ)−(1+ 2d ))u2
π
2 ≤ϕ≤π
dw d z. (6.56)
Set
α := 4
d + 2
, β := 4d
d(d + 1) − 2 , γ :=
2d + 4
d(d + 1) − 2 , (6.57)
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and note that
α − β
γ
= − 2
d + 2
. (6.58)
Using polar co-ordinates as before, the second term in (6.56) evaluates to
∫ π/2
0
min
(
u−α, u−βφ−γ
)2
(sin φ)d−3dφ
= u−2α
∫ u
α−β
γ
0
(sin φ)d−3dφ + u−2β
∫ π/2
u
α−β
γ
φ−2γ (sin φ)d−3dφ
 u−2αu(d−2) α−βγ + u−2βu(d−2−2γ ) α−βγ = 2u−2.
(6.59)
A similar calculation shows that the first term in (6.56) produces a lower order contri-
bution. This establishes the upper bound in (6.55). For the lower bound for P(βn > u),
∫
K2>u2K0
K0 dw d z 
∫
min(t−(1+
d
2 ),(π−ϕ)−(d+2))u2
π
2 ≤ϕ≤π
dw d z
 u−2α
∫ u−
2
d+2
0
(sin φ)d−3dφ
 u−2αu−2 d−2d+2 = u−2.
(6.60)
The lower bound for P(αn > u) follows by combining the lower bound for P(βn > u)
with (6.35). unionsq
7. Spectral Gaps
Let V be a finite-dimensional real vector space with inner product 〈 · , · 〉V and norm
‖x‖ := 〈x, x〉1/2. Denote by H = L2(Bd−11 , V, v−1d−1dw) the Hilbert space of square-
integrable functions Bd−11 → V with inner product
〈 f, g〉 := 1
vd−1
∫
Bd−11
〈 f (w), g(w)〉V dw, (7.1)
and norm ‖ f ‖ := 〈 f, f 〉1/2. We will also denote by ‖ · ‖ the corresponding operator
norm on H → H. In the following, (ρ, V ) will denote a representation of SO(d) with
group homomorphism ρ : SO(d) → O(V ).
Define the following operators on H:
P f (w) :=
∫
Bd−11
K0(w, z) f (z) d z, (7.2)
 f (w) := 1
vd−1
∫
Bd−11
f (z) d z, (7.3)
U f (w) := ρ(S(w)) f (w). (7.4)
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We have
P = P = . (7.5)
Denote by H0 := H the subspace of constant functions, and by H1 = (I − )H its
orthogonal complement. (This means that all components of f ∈ H1 have zero mean.)
Note that for f ∈ H0 we have P f = f , and for f ∈ H1 we have P f ∈ H1.
Proposition 7.1. The operator P has the spectral gap 1 − ω0 with
ω0 := ‖P − ‖ ≤ 1 − 1
2dζ(d)
. (7.6)
Proof. This follows from the standard Doeblin argument. Note that, since K0(w, z) is
the kernel of a stochastic transition operator with respect to dw on Bd−11 , we have
J := vd−1 inf K0(w, z) ≤ 1. (7.7)
If J = 1, we have P =  and thus ω0 = 0. Assume therefore 0 ≤ J < 1. Then
Q := (1 − J )−1(P − J) (7.8)
is itself a stochastic transition operator, with the same stationary measure. Using (7.5),
we can write
P =  + (1 − J )(I − )Q(I − ), (7.9)
and so
‖P − ‖ ≤ (1 − J )‖Q‖ = 1 − J. (7.10)
The claim of the proposition now follows from (6.10). unionsq
Lemma 7.2. Let θ : [0, 1) → R be measurable, so that
meas{w ∈ [0, 1) : θ(w) /∈ πQ} > 0, (7.11)
and let (ρ, V ) be a non-trivial irreducible representation of SO(d). Then
δρ :=
∥
∥
∥
∥
1
vd−1
∫
Bd−11
ρ(S(w)) dw
∥
∥
∥
∥ < 1. (7.12)
Proof. For any fixed e ∈ Sd−11 , let e be the push-forward of Lebesgue measure on[0, 1) under the map
[0, 1) → SO(d), w 
→ S(we). (7.13)
The group generated by the support ofe is, by assumption (7.11), dense in the subgroup
{
E(φe) : φ ∈ [0, 2π)}  SO(2), (7.14)
with E(x) as in (2.8). Next, let  be the push-forward of Lebesgue measure on Bd−11
under the map
Bd−11 → SO(d), w 
→ S(w). (7.15)
The above observation, together with the fact that
{
E(x) : x ∈ Bd−12π
}
(7.16)
generates SO(d), implies that the group generated by the support of is dense in SO(d).
The claim now follows from well known arguments [27]. unionsq
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Proposition 7.3. Let θ and (ρ, V ) be as in Lemma 7.2. Then the operator PU has
spectral radius
ωρ := lim
n→∞‖(PU )
n‖1/n < 1. (7.17)
Proof. It is sufficient to prove ‖PU P‖ < 1, that is
sup
f ∈H: f =0
‖PU P f ‖2
‖ f ‖2 < 1. (7.18)
We may restrict to functions of the form f = α f0 + f1, where α > 0 and f0 ∈ H0,
f1 ∈ H1 with ‖ f0‖ = ‖ f1‖ = 1. Note that in this case ‖ f ‖2 = α2 + 1, and hence the
supremum (7.18) equals
sup
α>0
1
α2 + 1
sup
f0, f1
‖PU P(α f0 + f1)‖2. (7.19)
Now,
sup
f1
‖PU P(α f0 + f1)‖2 = sup
f1
‖PU (α f0 + P f1)‖2
≤ sup
f1
‖PU (α f0 + ω0 f1)‖2
(7.20)
since
{P f1 : f1 ∈ H1, ‖ f1‖ = 1} ⊆ { f1 ∈ H1, ‖ f1‖ ≤ ω0}. (7.21)
We have
U (α f0 + ω0 f1) = αy0 + ω0y1 + α y˜0 + ω0 y˜1, (7.22)
where
y0 := U f0 ∈ H0, y˜0 := (I − )U f0 ∈ H1, (7.23)
y1 := U f1 ∈ H0, y˜1 := (I − )U f1 ∈ H1. (7.24)
Therefore,
‖PU (α f0 + ω0 f1)‖2
= ‖αy0 + ω0y1‖2 + ‖P(α y˜0 + ω0 y˜1)‖2
≤ ‖αy0 + ω0y1‖2 + ω20‖α y˜0 + ω0 y˜1‖2
= α2(ω20 + (1 − ω20)‖y0‖2) + 2αω0(1 − ω20)〈y0, y1〉 + ω20(ω20 + (1 − ω20)‖y1‖2).
(7.25)
In the last equality we have used the relations
〈y˜0, y˜1〉 = −〈y0, y1〉, (7.26)
which follows from 〈U f0,U f1〉 = 〈 f0, f1〉 = 0, and
‖y˜0‖2 = 1 − ‖y0‖2, ‖y˜1‖2 = 1 − ‖y1‖2. (7.27)
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Since f0 is a constant function with ‖ f0‖ = 1, we have by Lemma 7.2 ‖y0‖ ≤ δρ < 1.
Furthermore ‖y1‖ ≤ 1. This shows
sup
f ∈H: f =0
‖PU P f ‖2
‖ f ‖2 ≤ supα>0 sup‖y0‖≤δρ
‖y1‖≤1
B(α), (7.28)
with
B(α) := α
2(ω20 + (1 − ω20)‖y0‖2)+2αω0(1 − ω20)〈y0, y1〉+ω20(ω20 + (1 − ω20)‖y1‖2)
α2 + 1
.
(7.29)
The final step in the proof of Proposition 7.3 is now to show that
sup
α>0
sup
‖y0‖≤δρ
‖y1‖≤1
B(α) < 1. (7.30)
To achieve this, first note that
sup
‖y0‖≤δρ
‖y1‖≤1
B(0) = sup
‖y1‖≤1
ω20(ω
2
0 + (1 − ω20)‖y1‖2) ≤ ω20 < 1 (7.31)
and
lim
α→∞ sup‖y0‖≤δρ
‖y1‖≤1
B(α) = sup
‖y0‖≤δρ
ω20 + (1 − ω20)‖y0‖2 < 1. (7.32)
To prove, (7.30), it is therfore sufficient that the quadratic equation
B(α) = 1 (7.33)
has no positive real solution for all ‖y0‖ ≤ δρ , ‖y1‖ ≤ 1. This in turn holds, if the
discriminant of Eq. (7.33) is strictly negative, i.e.
sup
‖y0‖≤δρ
‖y1‖≤1
[ − 4(1 − ω20)2
{
1 − ‖y0‖2 + ω20
[
(1 − ‖y0‖2)(1 − ‖y1‖2) − 〈y0, y1〉2
]}]
< 0.
(7.34)
Because 1 − ω20 > 0 and 1 − ‖y0‖2 ≥ 1 − δ2ρ > 0, it remains to be shown that
〈y0, y1〉2 ≤ (1 − ‖y0‖2)(1 − ‖y1‖2). (7.35)
To this end, apply Eqs. (7.26), (7.27) and the Cauchy–Schwarz inequality,
|〈y0, y1〉| = |〈y˜0, y˜1〉| ≤ ‖y˜0‖‖y˜1‖ =
√
(1 − ‖y0‖2)
√
(1 − ‖y1‖2), (7.36)
which completes the proof. unionsq
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8. Exponential Mixing
We will now apply the spectral estimates of the previous section to obtain exponential
mixing rates.
Denote by (ρ1, V1) = (id,Rd) the natural representation of SO(d), and by (ρ2, V2)
the adjoint representation of SO(d) on the vector space V2 of real symmetric traceless
d × d matrices defined by
ρ2(R) : M 
→ RM tR. (8.1)
The inner product on V1 is the standard Euclidean inner product
〈x1, x2〉V1 := x1 · x2, (8.2)
and on V2 the Hilbert–Schmidt inner product
〈M1, M2〉V2 := tr(M1M2). (8.3)
Proposition 8.1. Fix any ω ∈ [ω0, 1) ∩ (ωρ1, 1) ∩ (ωρ2 , 1), m ∈ N and p = 0, 1, 2.
Then there is a constant Cm > 0 such that, for all n1, n2 ∈ N, v0, e ∈ Sd−11 and all
measurable f, g : (Bd−11 )m+1 → R with
E
(
f (η0, . . . , ηm)
2) < ∞, E (g(η0, . . . , ηm)2
)
< ∞, (8.4)
we have
∣
∣Cov
(
(e · V n1)p f (ηn1, . . . , ηn1+m), (e · V n2)pg(ηn2 , . . . , ηn2+m)
)∣
∣
≤ Cm ω|n1−n2|−m
√
E
(
f (η0, . . . , ηm)2
)√
E
(
g(η0, . . . , ηm)2
)
. (8.5)
(Note that we have fixed V 0 = v0, which breaks stationarity.)
Proof. Assume without loss of generality that n1 ≤ n2. We have
Cov
(
(e · V n1)p f (ηn1 , . . . , ηn1+m), (e · V n2)pg(ηn2 , . . . , ηn2+m)
)
= E [Cov ((e · V n1)p f (ηn1, . . . , ηn1+m), (e · V n2)pg(ηn2 , . . . , ηn2+m) | V n1
)]
.
(8.6)
It is therefore sufficient to prove (8.5) conditionedonV n1 with a constantCm independent
on V n1 , or equivalently, to show that form any n ∈ Z≥0, v0, e ∈ Sd−11 ,
∣
∣Cov
(
f (η0, . . . , ηm), (e · V n)pg(ηn, . . . , ηn+m)
)∣
∣
≤ Cm ωn−m
√
E
(
f (η0, . . . , ηm)2
)√
E
(
g(η0, . . . , ηm)2
)
. (8.7)
The case n ≤ m follows from the Cauchy–Schwarz inequality. We assume therefore in
the following that n > m.
Case A p = 0. Define the functions Bd−11 → R
f˜ (w) := E ( f (η0, . . . , ηm)
∣
∣ ηm = w
)
, (8.8)
g˜(w) := E (g(η0, . . . , ηm)
∣
∣ η0 = w
)
. (8.9)
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Then
Cov
(
f (η0, . . . , ηm), g(ηn, . . . , ηn+m)
) = Cov ( f˜ (ηm), g˜(ηn)
)
= 〈(I − ) f˜ , (Pn−m − )g˜〉
= 〈(I − ) f˜ , (P − )n−mg˜〉,
(8.10)
and so
∣
∣Cov
(
f (η0, . . . , ηm), g(ηn, . . . , ηn+m)
)∣
∣ ≤ ‖ f˜ ‖‖(P − )n−mg˜‖
≤ ωn−m0 ‖ f˜ ‖‖g˜‖
(8.11)
in view of Proposition 7.1. Finally,
‖ f˜ ‖2 ≤ E ( f (η0, . . . , ηm)2
)
, (8.12)
since f˜ is obtained from f via orthogonal projection, thus decreasing the L2-norm
(likewise for g˜). This proves (8.7) for p = 0.
Case B p = 1. Set e˜ = R(v0)−1e, and
f := E f (η0, . . . , ηm). (8.13)
Now
Cov
(
f (η0, . . . , ηm), (e · V n)g(ηn, . . . , ηn+m)
)
= Cov ( f (η0, . . . , ηm), (e˜ · S(η1) · · · S(ηn)e1)g(ηn, . . . , ηn+m)
)
= E ([ f (η0, . . . , ηm) − f ](e˜ · S(η1) · · · S(ηn)e1)g(ηn, . . . , ηn+m)
)
.
(8.14)
By using the vector-valued functions Bd−11 → Rd
f˜ (w) := E ([ f (η0, . . . , ηm) − f ] tS(ηm) · · · tS(η1)
∣
∣ ηm = w
)
e˜, (8.15)
g˜(w) := E (g(η0, . . . , ηm)
∣
∣ η0 = w
)
e1, (8.16)
we find
Cov
(
f (η0, . . . , ηm), (e · V n)g(ηn, . . . , ηn+m)
)
= E ( f˜ (ηm) · S(ηm+1) · · · S(ηn)g˜(ηn)
)
= 〈 f˜ , (PU )n−mg˜〉.
(8.17)
We conclude from Proposition 7.3 applied to the natural representation (ρ1, V1):
∣
∣Cov
(
f (η0, . . . , ηm), (e · V n)g(ηn, . . . , ηn+m)
)∣
∣ ≤ cωn−m‖ f˜ ‖‖g˜‖ (8.18)
for some c > 0. Finally, because orthogonal projection decreases the L2-norm,
‖ f˜ ‖2 ≤ E (‖[ f (η0, . . . , ηm) − f ] tS(ηm) · · · tS(η1)e˜‖2V1
)
= E ([ f (η0, . . . , ηm) − f ]2
)
≤ E ( f (η0, . . . , ηm)2
)
.
(8.19)
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Case C p = 2. The vector e˜ and the expectation f are defined as in Case B. We have
Cov
(
f (η0, . . . , ηm), (e · V n)2g(ηn, . . . , ηn+m)
)
= Cov ( f (η0, . . . , ηm), (e˜ · S(η1) · · · S(ηn)e1)2g(ηn, . . . , ηn+m)
)
= E ([ f (η0, . . . , ηm) − f ](e˜ · S(η1) · · · S(ηn)e1)2g(ηn, . . . , ηn+m)
)
.
(8.20)
We write
(e˜ · S(η1) · · · S(ηn)e1)2 =
1
d
+ tr
[
E˜ S(η1) · · · S(ηn)E1 t(S(η1) · · · S(ηn))
]
= 1
d
+
〈
E˜, ρ
(
S(η1) · · · S(ηn)
)
E1
〉
V2
,
(8.21)
where V2 is the vector space of symmetric traceless d × d matrices, and
E1 := e1 ⊗ e1 − 1
d
Id ∈ V2, E˜ := e˜ ⊗ e˜ − 1
d
Id ∈ V2. (8.22)
The constant term 1d in (8.21) contributes to (8.20) the term
1
d
∣
∣E
([ f (η0, . . . , ηm) − f ]g(ηn, . . . , ηn+m)
)∣
∣
≤ 1
d
ωn−m0
√
E
(
f (η0, . . . , ηm)2
)√
E
(
g(η0, . . . , ηm)2
)
. (8.23)
This follows from our discussion in Case A (p = 0). The non-constant term in (8.21) is
handled in analogy with Case B. Define functions Bd−11 → V2
f˜ (w) := E ([ f (η0, . . . , ηm) − f ]ρ( tS(ηm) · · · tS(η1))
∣
∣ ηm = w
)
E˜, (8.24)
g˜(w) := E (g(η0, . . . , ηm)
∣
∣ η0 = w
)
E1, (8.25)
so that the non-constant contribution to (8.20) becomes
E
([ f (η0, . . . , ηm) − f ](e˜ · S(η1) · · · S(ηn)e1)2g(ηn, . . . , ηn+m)
)
= E ([ f (η0, . . . , ηm) − f ]
〈
E˜, ρ
(
S(η1) · · · S(ηn)
)
E1
〉
V2
g(ηn, . . . , ηn+m)
)
= 〈 f˜ , (PU )n−mg˜〉.
(8.26)
We now apply Proposition 7.3 with the adjoint representation (ρ2, V2). This yields the
desired bound. unionsq
We will also require the following estimate.
Proposition 8.2. Fix ω and m as in Proposition 8.1. Then there is a constant C˜ > 0
such that, for all n ∈ N, v0, e ∈ Sd−11 and all measurable g : (Bd−11 )m+1 → R with
E
(
g(η0, . . . , ηm)
2) < ∞, (8.27)
we have
∣
∣E
(
(e · V n)g(ηn, . . . , ηn+m)
)∣
∣ ≤ C˜ ωn
√
E
(
g(η0, . . . , ηm)2
)
. (8.28)
∣
∣E
([(e · V n)2 − d−1]g(ηn, . . . , ηn+m)
)∣
∣ ≤ C˜ ωn
√
E
(
g(η0, . . . , ηm)2
)
. (8.29)
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Proof. With g˜ defined as in the previous proof, Case B, we have
E
(
(e · V n)g(ηn, . . . , ηn+m)
) = 〈1, (PU )n g˜〉. (8.30)
The bound (8.28) now follows from Proposition 7.3. Relation (8.29) follows similarly
from Case C of the previous proof. unionsq
9. Proof of the Main Lemmas
We now turn to the proofs of the four main lemmas in Sect. 4.
Proof of Lemma 4.1. We have
‖Qn − Q′n‖ ≤
n∑
j=1
ζ j (9.1)
with
ζ j := ξ j1{ξ2j > j (log j)γ }. (9.2)
By (5.11), we have
P
(
ζ j = 0
) = O( j−1(log j)−γ ) (9.3)
This is summable (since γ > 1) and so, by the Borel–Cantelli lemma, ζ j = 0 only for
finitely many j . This proves Lemma 4.1. unionsq
Proof of Lemma 4.2. Set ζ j := (e·V j−1)m j .We need to show that, for every e ∈ Sd−11 ,
the sequence of random variables
⎧
⎪⎨
⎪⎩
∑n
j=1 ζ j√
n log log n
(d = 2)
∑n
j=1 ζ j√
n
(d ≥ 3)
(9.4)
is tight. Now choose in Proposition 8.2 m = 1 and g(w, z) = K1,r j (w, z)/K0(w, z),
and use Proposition 6.9 to bound E(g(η0, η1)
2) = E(m2j ) = O(log log j) for d = 2,
and = O(1) for d ≥ 3. This proves E(ζ j ) = O(ω j ). Therefore
Var
(
ζ 2j
) = E(ζ 2j
)
+ O(ω2 j ). (9.5)
Proposition 6.9 yields
E
(
ζ 2j
) ≤ E(m2j
) =
{
O(log log j) (d = 2)
O(1) (d ≥ 3). (9.6)
Due to Proposition 8.1, we also have
Cov
(
ζi , ζ j
) ≤
√
E
(
ζ 2i
)√
E
(
ζ 2j
)
ω|i− j |. (9.7)
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Hence
E
[( n∑
j=1
ζ j
)2] =
{
O(n log log n) (d = 2)
O(n) (d ≥ 3), (9.8)
which establishes the tightness of (9.4) and thus Lemma 4.2. unionsq
Proof of Lemma 4.3. Let ζ j := (e · V j−1)2a2j . It is sufficient to prove that for any unit
vector e ∈ Sd−11
∑n
j=1 ζ j
n log n
P−→ σ 2d . (9.9)
Using (8.29) in Proposition 8.2, and Proposition 6.10,
E
(
ζ j
) = d
2d
log j + O(log log j), (9.10)
and, by Proposition 6.11,
E
(
a4j
) = O( j (log j)γ ). (9.11)
Furthermore, due to Proposition 8.1 (p = 2), we have
Cov
(
ζi , ζ j
) ≤
√
E
(
a4i
)√
E
(
a4j
)
ω|i− j |. (9.12)
Hence,
E
( n∑
j=1
ζ j
) = d
2d
n log n + O(n log log n) (9.13)
and
Var
( n∑
j=1
ζ j
) = O(n2(log n)γ ) = o((n log n)2) (9.14)
since γ < 2. This proves Lemma 4.3. unionsq
Proof of Lemma 4.4. In view of the asymptotic relation for An in (4.19) we have to
prove that for any ε > 0
∑n
j=1 E
(
ξ˜2j 1{ξ˜2j >ε2n log n}
∣
∣ η
)
n log n
P−→ 0. (9.15)
The lower tail ξ˜ j < −ε√n log n is estimated by
E
(
(ξ ′j − m j )21{ξ ′j−m j<−ε√n log n}
∣
∣ η
) ≤ m2j1{m j>ε√n log n}
≤ m2j1{m j>ε√ j log j}.
(9.16)
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Proposition 6.7 yields
P
(
m j > ε
√
j log j
) =
{
O((ε2 j (log j)2)−1) (d = 2)
O((2 j log j)−( 12 + d4 )) (d ≥ 3). (9.17)
Since this is summable, we have, by the Borel–Cantelli lemma,
∑n
j=1 E
(
ξ˜2j 1{ξ˜ j<−ε√n log n}
∣
∣ η
)
n log n
a.s.−→ 0. (9.18)
For the upper tail ξ˜ j > ε
√
n log n we have
ζn, j := E
(
(ξ ′j − m j )21{ξ j−m j>ε√n log n}
∣
∣ η
)
≤ E(ξ ′2j 1{ξ ′j>ε√n log n}
∣
∣ η
)
= E(ξ2j 1{ε2n log n<ξ2j ≤ j (log j)γ }
∣
∣ η
)
.
(9.19)
On the other hand, in view of (5.11), we have for n → ∞,
E
(
ζn, j
)  log
√
n(log n)γ
ε2n log n
∼ γ − 1
2
log log n, (9.20)
and therefore
E
(∑n
j=1 ζn, j
)
n log n
→ 0. (9.21)
From (9.18) and (9.21), the assertion of Lemma 4.4 follows. unionsq
10. General Initial Data
Up to now we have assumed that (ξ1, η1) has density 0(x, z). We now extend the
above results to more general initial data (ξ1, η1), where the only assumption is that the
marginal distribution of η1 is absolutely continuous with respect to Lebesgue measure
on Bd−11 .
Proof of Theorem 3.2 (ii) for general initial data. Since
ξ1V 0√
n log n
P−→ 0, (10.1)
it is sufficient to show that
∑n
j=2 ξ jV j−1
σd
√
n log n
⇒ N (0, Id) (10.2)
where η1 has (by assumption) an absolutely continuous distribution and ξ1 = 0. By an
obvious re-labelling, this is equivalent to showing that
∑n
j=1 ξ jV j−1
σd
√
n log n
⇒ N (0, Id) (10.3)
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where η0 has an absolutely continuous distribution. In view of the remarks following
Eq. (4.1), the only difference from the proof of Theorem 3.2 is now that η0 is distrib-
uted according to an absolutely continuous probability measure, rather than Lebesgue
measure. Because tightness, almost sure convergence and convergence in probability
continue to hold when passing from a measure to a measure which is absolutely con-
tinuous with respect to the first, the Lemmas in Sect. 4 remain valid also in the present
setting. The proof of Theorem 3.2 for general initial data therefore follows from these
lemmas in the same way as for the density 0(x, z), as described at the end of Sect.
4. unionsq
The following proposition shows that, if (ξ1, η1) has density (x, z) (which appears
in the continuous-time setting of the Boltzmann–Grad limit, Theorem 3.1 (i)), then the
marginal distribution of η1 is absolutely continuous. Let
(z) :=
∫ ∞
0
(x, z) dx (10.4)
Proposition 10.1.
 ∈ L1(Bd−11 , d z). (10.5)
Proof. The function (x, z) is continuous, and in view of Corollary 1.2 and Theorem
1.11 in [22], uniformly bounded. The latter theorem produces a precise asymptotics of
(x, z), which implies
(x, z) = O(x−2+ 2d ), (10.6)
uniformly for all x > 0, z ∈ Bd−11 . Thus, for d ≥ 3, (z) is uniformly bounded, and
hence  ∈ L1(Bd−11 , d z) as required.
In dimension d = 2, there is an explicit formula for (x, z), cf. [19, Eq. (30)], which
yields (see the last displayed equation of that paper) for x → ∞ and z ∈ (−1, 1),
(x, z) = 3
2π2
(1 − u)2x−1 + O(x−2) (10.7)
if u := x(1 − |z|) ∈ [0, 1), and
(x, z) = 0 (10.8)
if x(1 − |z|) /∈ [0, 1). The implied constant in (10.7) is independent of x and u. The
above asymptotics (and the fact that (x, z) is uniformly bounded) imply
(z) :=
∫ ∞
0
(x, z) dx = log 1
1 − |z| + O(1), (10.9)
which holds uniformly for all z ∈ (−1, 1). We conclude that  ∈ L1((−1, 1), dz). unionsq
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11. From Discrete to Continuous Time
The following proposition, togetherwithTheorem3.2 (ii), immediately implies Theorem
3.2 (i). Let us denote by
nt :=
⌊
ξ
−1
t
⌋
(11.1)
the (integer part of the) expected number of collisions within time t .
Proposition 11.1. For any ε > 0
‖X t − Qnt ‖
t5/12+ε
P−→ 0, (11.2)
as t → ∞.
By the same argument as in the proof of Theorem3.2 (see Section 10), it is sufficient to
prove Proposition 11.1 in the case when (ξ1, η1) has density 0(x, z). We will assume
this from now on. Furthermore, note that the left hand side of (11.2) is independent
of the choice of v0. We may therefore assume without loss of generality that v0 is a
random variable uniformly distributed in Sd−11 (this will only be used in the justification
of rel. (11.31) below). The proof of Proposition 11.1, which is given at the end of this
section, exploits the following three lemmas.
Lemma 11.2.
τn − nξ
σd
√
d n log n
⇒ N (0, 1), (11.3)
as n → ∞.
Proof. This is a simple variant of the proof of Theorem 3.2 (ii). unionsq
Lemma 11.3. For all n ∈ N and u ≥ 2,
P
(‖Qn‖ > u
) = O
(
n log u
u2
)
. (11.4)
Proof. We begin by observing that
P
(‖Qn‖ > u
) ≤ P(∥∥
n∑
j=1
ξ∗j V j−1
∥
∥ >
u
2
)
+ P
(∥
∥
n∑
j=1
μ jV j−1
∥
∥ >
u
2
)
, (11.5)
where ξ∗j = ξ j −μ j andμ j is the conditional expectation of the (untruncated) ξ j defined
in (6.3). Recall also the definition of the corresponding conditional variance α j in (6.5).
Now,
P
(∥
∥
n∑
j=1
ξ∗j V j−1
∥
∥ >
u
2
) ≤ P(∥∥
n∑
j=1
ξ∗j V j−11{α j≤u}
∥
∥ >
u
4
)
+ P
(∥
∥
n∑
j=1
ξ∗j V j−11{α j>u}
∥
∥ >
u
4
)
≤ 16
u2
n∑
j=1
E
(
α2j1{α j≤u}
)
+
n∑
j=1
P
(
α j > u
)
= O
(
n log u
u2
)
+ O
(
n
u2
)
,
(11.6)
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where we have used Chebyshev’s inequality and, in the last bound, Propositions 6.12
(d = 2) and 6.13 (d ≥ 3).
The second term in (11.5) is bounded similarly: We have
P
(∥
∥
n∑
j=1
μ jV j−1
∥
∥ >
u
2
) ≤ P(∥∥
n∑
j=1
μ jV j−11{μ j≤u}
∥
∥ >
u
4
)
+ P
(∥
∥
n∑
j=1
μ jV j−11{μ j>u}
∥
∥ >
u
4
)
≤ 16
u2
E
(∥
∥
n∑
j=1
μ jV j−11{μ j≤u}
∥
∥2
)
+
n∑
j=1
P
(
μ j > u
)
.
(11.7)
To control the first term on the right hand side of (11.7), it is sufficient to bound
E
[( n∑
j=1
ζ j
)2]
, ζ j := (e · V j−1)μ j1{μ j≤u}, (11.8)
for arbitrary e ∈ Sd−11 . We follow the same steps as in the proof of Lemma 4.2. Let us
first show that
E(ζ j ) =
{
O(ω j
√
log log u ) (d = 2)
O(ω j ) (d ≥ 3). (11.9)
To this end choose in Proposition 8.2 m = 1 and
g(w, z) = K1(w, z)
K0(w, z)
1{K1(w,z)≤uK0(w,z)}. (11.10)
Propositions 6.5 and 6.6 yield
E(g(η0, η1)
2) = E(μ2j1{μ j≤u}) =
{
O(log log u) (d = 2)
O(1) (d ≥ 3), (11.11)
and hence (11.9).
The above implies
Var
(
ζ 2j
) = E(ζ 2j
)
+
{
O(ω2 j log log u) (d = 2)
O(ω2 j ) (d ≥ 3), (11.12)
where
E
(
ζ 2j
) ≤ E(μ2j1{μ j≤u}) =
{
O(log log u) (d = 2)
O(1) (d ≥ 3). . (11.13)
Due to Proposition 8.1, we also have
Cov
(
ζi , ζ j
) ≤
√
E
(
ζ 2i
)√
E
(
ζ 2j
)
ω|i− j |. (11.14)
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We conclude
E
[( n∑
j=1
ζ j
)2] =
{
O(n log log u) (d = 2)
O(n) (d ≥ 3). (11.15)
The second term on the right hand side of (11.7) is controlled by the tail estimates in
Propositions 6.5 and 6.6. The overall result is
P
(∥
∥
n∑
j=1
μ jV j−1
∥
∥ >
u
2
) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
O
(
n log log u
u2
)
+ O
(
n
u2 log u
)
(d = 2)
O
(
n
u2
)
+ O
(
n
u1+
d
2
)
(d ≥ 3),
(11.16)
which completes the proof of the lemma. unionsq
Lemma 11.4. For any ε > 0 and δ > 0,
lim
t→∞P
(|νt − nt | > δt1/2+ε
) = 0, (11.17)
lim
n→∞P
(
max
1≤ j≤n ξ j > δn
1/2+ε) = 0, (11.18)
lim
n→∞P
(
max
1≤m≤n ‖Qm‖ > δn
5/6+ε) = 0. (11.19)
Proof of (11.17). Note that, for any N ∈ Z≥0, t ≥ 0,
νt ≥ N ⇔ τN ≤ t, (11.20)
and therefore, with N (t) := nt + δt1/2+ε,
P
(
νt − nt > δt1/2+ε
) ≤ P(νt ≥ N (t)
) = P(τN (t) ≤ t
)
. (11.21)
On the other hand, it follows from Lemma 11.2 that
lim
t→∞P
(
τN (t) ≤ t
) = 0. (11.22)
Similarly, for M(t) := nt − δt1/2+ε, we have
P
(
νt − nt < −δt1/2+ε
) = P(τM(t) > t
)
, (11.23)
and Lemma 11.2 implies
lim
t→∞P
(
τM(t) > t
) = 0. (11.24)
unionsq
Proof of (11.18). We use the simplest union bound and Markov’s inequality:
P
(
max
1≤ j≤n ξ j > δn
1/2+ε) ≤ nP(ξ1 > δn1/2+ε
) ≤ n E
(
ξ2−ε1
)
δ2−εn(1/2+ε)(2−ε)
. (11.25)
This sequence converges to 0 for ε < 32 . unionsq
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Proof of (11.19). Note first that
max
1≤m≤n ‖Qm‖ ≤ max1≤m≤n2/3 ‖Qmn1/3‖ + n
1/3 max
1≤m≤n ξm . (11.26)
Hence
P
(
max
1≤m≤n ‖Qm‖ > δn
5/6+ε)
≤ P( max
1≤m≤n2/3
‖Qmn1/3‖ >
δ
2
n5/6+ε
)
+ P
(
max
1≤m≤n ξm >
δ
2
n1/2+ε
)
. (11.27)
The second term on the right hand side of (11.27) converges to zero, due to (11.18).
From (11.4) it follows that
P
(
max
1≤m≤n2/3
‖Qmn1/3‖ > δn5/6+ε
)  log n
δ2n5/3+2ε
n2/3∑
m=1
mn1/3  log n
δ2n2ε
→ 0.
(11.28)
This completes the proof of Lemma 11.4. unionsq
Proof of Proposition 11.1. Since
‖X t − Qnt ‖ ≤ ‖Qνt − Qnt ‖ + ξνt+1, (11.29)
we have
P
(‖X t − Qnt ‖ > δt5/12+ε
) ≤ P(|νt − nt | > t1/2+ε
)
+ P
(
max
|m|≤t1/2+ε
ξnt+m >
δ
2
t5/12+ε
)
+ P
(
max
|m|≤t1/2+ε
‖Qnt+m − Qnt ‖ >
δ
2
t5/12+ε
)
,
(11.30)
and therefore, by stationarity of theMarkov process (3.2) (recall that herewemay assume
without loss of generality that v0 is uniformly distributed in S
d−1
1 ),
P
(‖X t − Qnt ‖ > δt5/12+ε
) ≤ P(|νt − nt | > t1/2+ε
)
+ P
(
max
1≤m≤2t1/2+ε
ξm >
δ
2
t5/12+ε
)
+ P
(
max
1≤m≤2t1/2+ε
‖Qm‖ >
δ
4
t5/12+ε
)
.
(11.31)
The three terms on the right hand side of (11.31) are controlled by Lemma 11.4. This
completes the proof of Proposition 11.1. unionsq
12. Convergence of Finite-dimensional Distributions
The convergence of finite-dimensional distribution follows from analogous arguments
as in the one-dimensional case (cf. Sect. 4). We include a sketch of the main steps.
We will assume for the rest of this paper that (ξ1, η1) has density 0(x, z); by the
arguments of Sect. 10 this is without loss of generality.
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Proposition 12.1. Let d ≥ 2, v0 ∈ Sd−11 and assume that the marginal distribution of η1
is absolutely continuous. Then, for every fixed k-tuple (t1, . . . , tk) ∈ (0, 1]k as n → ∞,
(
Yn(t1), . . . ,Yn(tk)
) ⇒ (W(t1), . . . , W(tk)
)
. (12.1)
Proof. We may assume t0 := 0 < t1 < t2 < . . . < tk ≤ 1. The weak convergence
(12.1) is equivalent to
(
Yn(t1) − Yn(t0), . . . ,Yn(tk) − Yn(tk−1)
)
⇒ (W(t1) − W(t0), . . . , W(tk) − W(tk−1)
)
. (12.2)
Define the kd-dimensional vector
U j,n :=
⎛
⎜
⎜
⎝
1{ j≤t1n}V j
1{t1n< j≤t2n}V j
...
1{tk−1n< j≤tkn}V j
⎞
⎟
⎟
⎠ (12.3)
and
Rn :=
n∑
j=1
ξ jU j =
⎛
⎜
⎝
Qn(t1) − Qn(t0)
...
Qn(tk) − Qn(tk−1)
⎞
⎟
⎠ , n ∈ N. (12.4)
We thus need to show that
Rn
σd
√
n log n
⇒
⎛
⎜
⎝
Wn(t1) − Wn(t0)
...
Wn(tk) − Wn(tk−1)
⎞
⎟
⎠ . (12.5)
We truncate Rn by defining the random variable
R′n :=
n∑
j=1
ξ ′jU j−1 (12.6)
with ξ ′j as in (4.8).
Lemma 12.2. We have
sup
n∈N
‖Rn − R′n‖ < ∞ (12.7)
almost surely.
This statement is an immediate consequence of Lemma 4.1, where the bound is
established for each component. To prove the central limit theorem for R′n , we consider
ξ˜ j = ξ ′j − m j with the conditional expectation m j as in (4.11), and let
R˜n :=
n∑
j=1
ξ˜ jU j−1. (12.8)
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Lemma 12.3. The sequence of random variables
R′n − R˜n√
n log log n
(12.9)
is tight if d = 2, and
R′n − R˜n√
n
(12.10)
is tight if d ≥ 3.
This lemma follows directly from Lemma 4.2. Lemmas 12.2 and 12.3 imply that it is
sufficient to prove Proposition 12.1 for R˜n in place of Rn . Let us turn to the covariance
and recall the definition (4.16) of a j .
Lemma 12.4. For n → ∞,
E
(
R˜n ⊗ R˜n
∣
∣ η
)
n log n
=
∑n
j=1 a2jU j−1 ⊗ U j−1
n log n
P−→ σ 2d
⎛
⎜
⎜
⎝
t1 Id
(t2 − t1)Id
. . .
(tk − tk−1)Id
⎞
⎟
⎟
⎠ . (12.11)
This follows from Lemma 4.3 by observing that the different d-dimensional compo-
nents of R˜n are independent when conditioned on η and v0. Note that the variance An
defined in (4.20) satisfies A2n = E(‖R˜n‖2).
Given these lemmas, let us now conclude the proof of (12.5). The sequence of random
vectors
Zn := R˜n
σd
√
n log n
(12.12)
is tight in Rkd because each component is tight in Rd ; the latter was proved at the end
of Sect. 4. By the Helly–Prokhorov theorem, there is an infinite subset S1 ⊂ N so that
Zn converges in distribution along n ∈ S1 to some limit Z. Assume for a contradiction
that Z is not the right hand side of (12.5). The Borel–Cantelli lemma implies that there
is an infinite subset S2 ⊂ S1, so that in the statements of Lemmas 12.4 and 4.4 we have
almost-sure convergence along n ∈ S2:
E
(
Zn ⊗ Zn
∣
∣ η
) a.s.−→
⎛
⎜
⎜
⎝
t1 Id
(t2 − t1)Id
. . .
(tk − tk−1)Id
⎞
⎟
⎟
⎠ , (12.13)
A2n
n log n
a.s.−→ d σ 2d , (12.14)
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and
A−2n
n∑
j=1
E
(
ξ˜2j 1{ξ˜2j >ε2A2n}
∣
∣ η
) a.s.−→ 0. (12.15)
The hypotheses of theLindeberg central limit theoremare thus satisfied, andwe conclude
the proof as for the one-dimensional distribution (see end of Sect. 4) with Lemmas 4.1
and 4.2 replaced by Lemmas 12.2 and 12.3. unionsq
13. Tightness
We will now establish tightness for the sequence of processes (Yn)∞n=1. This is the last
remaining input in the proof of Theorem 1.4.We assume for simplicity that the scattering
map satisfies the hypotheses of Sect. 2 (as opposed to the milder condition in Theorem
3.2). Define
ξ j,n := ξ j1{ξ j≤rn}, rn =
√
n(log n)γ , (13.1)
ξ˜ j,n = ξ j,n − m j,n, (13.2)
with the conditional expectation
m j,n := E
(
ξ j,n
∣
∣ η
) = K1,rn (η j−1, η j )
K0(η j−1, η j )
. (13.3)
Furthermore, let
Q∗n :=
n∑
j=1
ξ j,nV j−1, (13.4)
a2j,n := Var
(
ξ j,n
∣
∣ η
) = K2,rn (η j−1, η j )
K0(η j−1, η j )
− m2j,n, (13.5)
and
A2n :=
n∑
j=1
a2j,n = E
(‖Q∗n‖2
∣
∣ η
)
. (13.6)
We split the process Yn defined in (4.22) into four parts,
Yn = Ŷn + Y˜n + Yn + Yˇn, (13.7)
where
Ŷn(t) = 1
σd
√
n log n
nt∑
j=1
ξ j1{ξ j>rn}V j−1, (13.8)
Y˜n(t) = 1
σd
√
n log n
nt∑
j=1
ξ˜ j,nV j−1, (13.9)
Yn(t) = 1
σd
√
n log n
nt∑
j=1
m j,nV j−1, (13.10)
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and
Yˇn(t) = 1
σd
√
n log n
{nt} ξnt+1V nt. (13.11)
We begin by showing that Ŷn , Yn and Yˇn are uniformly small with large probability.
Consider first Ŷn and Yˇn .
Proposition 13.1. We have
sup
n∈N
sup
t∈[0,1]
√
n log n ‖Ŷn(t)‖ < ∞ (13.12)
almost surely.
The proof of Proposition 13.1 is identical to that of Lemma 4.1. The key ingredient
is the Borel–Cantelli Lemma, cf. the comment after Lemma 12.2.
Proposition 13.2. There is C < ∞ such that, for any β > 0 and any n ≥ 2,
P
(
sup
t∈[0,1]
‖Yˇn(t)‖ ≥ β
)
≤ C
β2 log n
. (13.13)
Proof. We have
P
(
sup
t∈[0,1]
‖Yˇn(t)‖ ≥ β
)
≤ P
(
max
1≤ j≤n+1 |ξ j | ≥ βσd
√
n log n
)
≤
n+1∑
j=1
P
(
|ξ j | ≥ βσd
√
n log n
) (13.14)
where, by the asymptotic tail for the free path length distribution [22, Theorem 1.14],
we have for all j ≥ 1
P
(
|ξ j | ≥ βσd
√
n log n
)
= O
(
1
β2n log n
)
. (13.15)
unionsq
The estimation of Yn(t) relies on the following maximal inequality for martingales
with stationary increments, cf. Gordin and Lifsic [18]. Let (V, μ) be a probability space.
Wedenote byL20(V, μ) the orthogonal complement of the constant functions inL2(V, μ).
Proposition 13.3. Let α = (αn)∞n=0 be a Markov chain on the state space V , and μ
a probability measure which is stationary and ergodic for α. Let P be the transition
operator on L2(V, μ) defined by P f (z) = E ( f (αn)
∣
∣ αn−1 = z
)
. Then, for any
f ∈ Ran(I − P), n ∈ N, κ > 0,
P
(
max
1≤m≤n
∣
∣
∣
∣
m∑
j=1
f (α j )
∣
∣
∣
∣ ≥ κ
√
n
)
≤ 9
κ2
(
‖g‖2 + 1
n
‖Pg‖2
)
, (13.16)
where g is the unique function in L20(V, μ) such that f = (I − P)g.
J. Marklof, B. Tóth
Proof. We have
m∑
j=1
f (α j ) =
m∑
j=1
(
g(α j ) − Pg(α j )
) = Mm + Pg(α0) − Pg(αm). (13.17)
where
Mm :=
m∑
j=1
(
g(α j ) − Pg(α j−1)
)
(13.18)
is a martingale with stationary and ergodic increments. The left hand side of (13.16)
is estimated by the sum of the following three terms. The first is bounded by Doob’s
inequality for non-negative sub-martingales,
P
(
max
1≤m≤n
∣
∣Mm
∣
∣ ≥ κ
√
n
3
)
≤ 9
κ2n
E
(∣
∣Mn
∣
∣2
) = 9
κ2
(‖g‖2 − ‖Pg‖2). (13.19)
The second follows from Chebyshev’s inequality,
P
(
∣
∣Pg(α0)
∣
∣ ≥ κ
√
n
3
)
≤ 9
κ2n
‖Pg‖2, (13.20)
and the third from the union bound and Chebyshev’s inequality,
P
(
max
1≤m≤n
∣
∣Pg(αm)
∣
∣ ≥ κ
√
n
3
)
≤
n∑
m=1
P
(
∣
∣Pg(αm)
∣
∣ ≥ κ
√
n
3
)
≤ 9
κ2
‖Pg‖2.
(13.21)
unionsq
Proposition 13.4. There is C < ∞ such that, for any β > 0 and any n ≥ 2,
P
(
sup
t∈[0,1]
‖Yn(t)‖ ≥ β
)
≤
⎧
⎨
⎩
C log log n
β2 log n
(d = 2)
C
β2 log n
(d ≥ 3). (13.22)
Proof. The plan is to apply Proposition 13.3 to a Markov chain defined on the state
space of three consecutive velocities,
V := {(vn−1, vn, vn+1) ∈ (Sd−11 )3 : ϕ(vn−1, vn) > Bθ , ϕ(vn, vn+1) > Bθ }, (13.23)
where ϕ(u1, u2) ∈ [0, π ] denotes the angle between the two vectors u1, u2, and Bθ as
in (2.4). For (vn−1, vn, vn+1) ∈ V and ξ > 0, let
p0(vn−1, vn, ξ, vn+1) = 0
(
w(vn−1, vn), ξ,w′(vn, vn+1)
)
σ(vn, vn+1) (13.24)
where the functions w, w′ are defined via
(
0
w(vn−1, vn)
)
= R(vn)−1s(vn−1, vn), (13.25)
(
0
w′(vn, vn+1)
)
= R(vn)−1b(vn, vn+1); (13.26)
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here s(vn−1, vn), b(vn, vn+1) ∈ Rd are the exit and impact parameters, respectively,
expressed as functions of incoming and outgoing velocities. Furthermore σ(v0, v) is the
differential cross section, i.e. the differential of the map v 
→ b(v0, v). The function
p0(vn−1, vn, ξ, vn+1) is precisely the transition kernel that governs the Boltzmann–Grad
limit of the periodic Lorentz gas in the velocity representation used in [21]. We integrate
out the flight time and obtain
∫ ∞
0
p0(vn−1, vn, ξ, vn+1) dξ = L0(vn−1, vn, vn+1) σ (vn, vn+1) (13.27)
with
L0(vn−1, vn, vn+1) := K0
(
w(vn−1, vn),w′(vn, vn+1)
)
, (13.28)
with the kernel K0(w, z) defined in (4.5). Thus
n 
→ αn = (V n−1, V n, V n+1) (13.29)
[where V j is the random variable defined in (3.10)] defines a Markov chain on the state
space V with stationary measure
dμ((vn−1, vn, vn+1)) := s−1σ−2 σ(vn−1, vn) σ (vn, vn+1) dvn−1 dvn dvn+1(13.30)
where s is the volume of Sd−11 and σ the volume of Bd−11 . Explicitly, for A ⊂ V ,
P
(
αn ∈ A
∣
∣ αn−1 = z
) =
∫
A
K(z, z′) dμ(z′) (13.31)
with kernel
K((vn−2, vn−1, vn), (v′n−1, v′n, v′n+1)
)
= s σ 2 δ(vn−1, v
′
n−1) δ(vn, v′n) L0(v′n−1, v′n, v′n+1)
σ (vn−1, vn)
. (13.32)
Note that the kernelK(z, z′) is definedwith respect to themeasureμ and notwith respect
to the Lebesgue measure.
The transition operator P for this Markov chain is defined by
P f (z) = E ( f (αn)
∣
∣ αn−1 = z
)
=
∫
K(z, z′) f (z′) dμ(z′). (13.33)
The operatorP has eigenvalue 1 (corresponding to constant eigenfunctions). To establish
that there is a spectral gap, we calculate the kernel K(m)(z, z′) of the mth power,
Pm f (z) = E ( f (αn)
∣
∣ αn−1 = z
)
=
∫
K(m)(z, z′) f (z′) dμ(z′). (13.34)
The second power reads
K(2)((vn−2, vn−1, vn), (v′n, v′n+1, v′n+2)
)
= s σ 2L0(vn−1, vn, v′n+1) L0(v′n, v′n+1, v′n+2) δ(vn, v′n). (13.35)
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As to the third power,
K(3)((vn−2, vn−1, vn), (v′n+1, v′n+2, v′n+3)
)
= s σ 2L0(vn−1, vn, v′n+1) L0(vn, v′n+1, v′n+2) L0(v′n+1, v′n+2, v′n+3) σ (vn, v′n+1).
(13.36)
In view of the lower bound on K0(w, z) (Lemmas 6.1, 6.2), we have
K(3)((vn−2, vn−1, vn), (v′n+1, v′n+2, v′n+3)
) ≥ s σ
2
(2dσζ(d))3
σ(vn, v
′
n+1). (13.37)
The fourth power reads
K(4)((vn−2, vn−1, vn), (v′n+2, v′n+3, v′n+4)
)
= s σ 2
∫
Sd−11
L0(vn−1, vn, v˜n+1) L0(vn, v˜n+1, v′n+2) L0(v˜n+1, v′n+2, v′n+3)
×L0(v′n+2, v′n+3, v′n+4) σ (vn, v˜n+1) σ (v˜n+1, v′n+2) d v˜n+1. (13.38)
The lower bound on K0(w, z) now yields
K(4)((vn−2, vn−1, vn), (v′n+2, v′n+3, v′n+4)
)
≥ s σ
2
(2dσζ(d))4
∫
Sd−11
σ(vn, v˜n+1) σ (v˜n+1, v
′
n+2) d v˜n+1. (13.39)
Similarly, for the mth power (m ≥ 5),
K(m)((vn−2, vn−1, vn), (v′n+m−2, v′n+m−1, v′n+m)
)
≥ s σ
2
(2dσζ(d))m
∫
(Sd−11 )m−3
σ(vn, v˜n+1) σ (v˜n+1, v˜n+2) · · ·
· · · σ(v˜n+m−4, v˜n+m−3) σ (v˜n+m−3, v′n+m−2) d v˜n+1 · · · d v˜n+m−3. (13.40)
For the class of scattering maps considered in Sect. 2, there exists a finitem such that the
integral on the right-hand side has a uniform positive lower bound for all vn, v′n+m−2 ∈
Sd−11 . Hence
inf
z,z′∈V
K(m)(z, z′) > 0. (13.41)
This, by the classic Doeblin argument (recall Sect. 7), implies that Pm , and therefore P ,
has a spectral gap.
Let
L1,r (vn−1, vn, vn+1) := K1,r
(
w(vn−1, vn),w′(vn, vn+1)
)
, (13.42)
with K1,r (w, z) as in (4.12), and define the function r : V → R≥0 by
r ((vn−1, vn, vn+1)) := L1,r (vn−1, vn, vn+1)
L0(vn−1, vn, vn+1)
. (13.43)
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We then recover the random variable (13.3) via
m j,n = rn (αn) = rn ((V n−1, V n, V n+1)). (13.44)
To conclude the proof, apply Proposition 13.3 with the (n-dependent) choice of f ∈
L2(V, dμ),
f ((vn−1, vn, vn+1)) = e · vn rn ((vn−1, vn, vn+1)) (13.45)
with an arbitrary fixed e ∈ Sd−11 . Since rn ((Rvn−1, Rvn, Rvn+1)) =
rn ((vn−1, vn, vn+1)) and dμ((Rvn−1, Rvn, Rvn+1)) = dμ((vn−1, vn, vn+1)) for all
R ∈ SO(d), we have
∫
V
f (z) dμ(z) = 0, (13.46)
i.e., f ∈ L20(V, μ). Thanks to the spectral gap of P , there is a constant M < ∞, such
that for all f ∈ L20(V, μ),
‖(I − P)−1 f ‖2 ≤ M‖ f ‖2 (13.47)
Finally, the estimate for E(m2n) in the proof of Lemma 4.2 yields ‖ f ‖2 = O(log log n)
if d = 2 and ‖ f ‖2 = O(1) if d ≥ 3. Proposition 13.4 thus follows from Proposition
13.3 with κ = β√log n. unionsq
Propositions 13.1, 13.2 and 13.4 establish that the tightness for (Yn)∞n=1 is implied
by the tightness for (Y˜n)∞n=1. To prove the latter, we use the following classical charac-
terization of tightness for a random curve X .
Theorem 13.5 [5, Theorem 8.3]. The sequence (λn)∞n=1 of probability measures in
C0([0, 1]) is tight if for every  > 0, β > 0 there exist δ < 1, n0 < ∞ such that
for all n ≥ n0 we have
1
δ
sup
t∈[0,1]
λn
(
sup
s∈[t,t+δ]∩[0,1]
∥
∥X(s) − X(t)∥∥ ≥ β
)
< . (13.48)
We will also exploit the following maximal inequality for sums of independent ran-
dom variables.
Lemma 13.6 [5, Lemma, p. 69]. Let ξ1, . . . , ξm be independent random variables in
R
d with mean zero and finite variances σ 2i = E(‖ξ i‖2). Put Sm = ξ1 + . . . + ξm and
s2m = σ 21 + . . . + σ 2m. Then, for any λ ∈ R,
P
(
max
i≤m ‖Si‖ ≥ λsm
)
≤ 2P (‖Sm‖ ≥ (λ −
√
2)sm
)
. (13.49)
The following proposition verifies the hypothesis of Theorem 13.5, and thus proves
that the sequence of probability measures corresponding to (Y˜n)∞n=1 is tight.
Proposition 13.7. For every  > 0, β > 0 there exist δ < 1, n0 < ∞ such that for all
n ≥ n0 we have
1
δ
sup
t∈[0,1]
P
(
sup
s∈[t,t+δ]∩[0,1]
∥
∥Y˜n(s) − Y˜n(t)
∥
∥ ≥ β
)
< . (13.50)
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Proof. We need to show that, for every  > 0, β > 0 there exist δ < 1, n0 < ∞ such
that for all n ≥ n0 we have
1
δ
P
(
max
nt<m≤n(t+δ)
∥
∥
∥
∥
m∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥ β
√
n log n
)
< . (13.51)
To prove this fact, note first that
P
(
max
nt<m≤n(t+δ)
∥
∥
∥
∥
m∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥ β
√
n log n
)
= E
(
P
(
max
nt<m≤n(t+δ)
∥
∥
∥
∥
m∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥ β
√
n log n
∣
∣
∣
∣ η
))
. (13.52)
The maximal inequality (13.49) yields
P
(
max
nt<m≤n(t+δ)
∥
∥
∥
∥
m∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥ β
√
n log n
∣
∣
∣
∣ η
)
≤ 2P
(∥
∥
∥
∥
n(t+δ)∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥ β
√
n log n−
√
2(A2n(t+δ) − A2nt)
∣
∣
∣
∣ η
)
, (13.53)
which in turn implies, after taking expectation values,
P
(
max
nt<m≤n(t+δ)
∥
∥
∥
∥
m∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥ β
√
n log n
)
≤ 2P
(∥
∥
∥
∥
n(t+δ)∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥ β
√
n log n −
√
2(A2n(t+δ) − A2nt)
)
. (13.54)
The latter is bounded above by
≤ 2P
(∥
∥
∥
∥
n(t+δ)∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥
(
β − K√δ)√n log n
)
+2P
(A2n(t+δ) − A2nt > K 2δn log n
)
, (13.55)
for any constant K ≥ 0. By adapting the proof of Lemma 4.3 (replacing j (log j)γ by
n(log n)γ ), one can prove that the analogue of (4.19) reads
A2n
n log n
P−→ d σ 2d . (13.56)
This implies that for any constant K > σd
√
d we have
lim
n→∞P
(A2n(t+δ) − A2nt > K 2δ n log n
) = 0 (13.57)
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uniformly in t , δ, which takes care of the second term in (13.55). The first term in (13.55)
is estimated by Theorem 3.2 (ii): Given β, , for any sufficiently small δ there is n0 such
that for all t ∈ [0, 1] and n ≥ n0
P
(∥
∥
∥
∥
n(t+δ)∑
j=nt+1
ξ˜ j,nV j−1
∥
∥
∥
∥ ≥
(
β − K√δ)√n log n
)
≤ 1
(2π)d/2
∫
‖x‖>β−K
√
δ
σd
√
δ
e−
1
2 ‖x‖2dx +  δ = O( δ). (13.58)
Note that herewe have applied Theorem3.2 (ii) to the truncated ξ˜ j,n rather than ξ j , which
is justified by the analogue of Lemmas 4.1, 4.2 with j (log j)γ replaced by n(log n)γ .
This completes the proof. unionsq
14. Theorem 1.4 Implies Theorem 1.3
We now turn to the continuous time process. The Boltzmann–Grad limit r → 0 is
covered by [21, Theorem 1.2], which tells us that for arbitrary fixed T ,
XT,r ⇒ XT (14.1)
where
XT (t) = X(tT )
d
√
T log T
= QνtT + (t − τνtT )V νtT
d
√
T log T
; (14.2)
recall (3.8)–(3.12).
The convergence of finite-dimensional distributions of XT to W follows (within the
framework of Sect. 12) from the same estimates as in Sect. 11. What remains is to
show tightness in C([0, 1]) for the family of processes (XT )T≥1. By a simple scaling
argument, it is sufficient to prove tightness for the sequence (Xn)n∈N.
Define the continuous, strictly increasing (random) functions T, : R≥0 → R≥0 by
T (θ) := τθ + {θ}ξθ+1, (t) := νt + t − τνt
ξνt+1
. (14.3)
Note that the functions T and  are the inverse of one another. That is, T ((t)) = t
and (T (θ)) = θ . The key point is that we can now relate the curves t → Xn(t) and
θ → Qn(θ) by this time change: We have X(t) = Q1((t)) and therefore
X(nt) = Q1((nt)) = Qn(n−1(nt)) = Qn(n(t)), (14.4)
where n(t) := n−1(nt). This yields for the normalized processes
Xn(t) = ξ1/2 Yn(n(t)), (14.5)
where ξ = 1/σ is the mean free path length.
Given b > 0, consider the random process Zn : [0, b] → R defined by
Zn(θ) := T (nθ) − nθξ
σd
√
d n log n
. (14.6)
The following lemma says that Zn converges to one-dimensional Brownian motion W .
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Lemma 14.1. For n → ∞,
Zn ⇒ W. (14.7)
The proof of this lemma is a simpler variant of the already established weak conver-
gence Yn ⇒ W .
The lemma implies in particular that the process θ 
→ Tn(θ) := n−1T (nθ) converges
weakly to the deterministic function θ 
→ ξθ . Since Tn(n(t)) = t and n(Tn(θ)) = θ ,
this implies that t 
→ n(t) converges weakly to t 
→ σ t .
The modulus of continuity of a curve X ∈ C0([0, b]) is defined as
ω
[0,b]
X (δ) := sup
0≤s,t≤b
|t−s|≤δ
∥
∥X(s) − X(t)‖. (14.8)
The tightness for (Xn)n∈N is implied by the following lemma.
Lemma 14.2. For every β > 0,  > 0 there exist δ < 1 and n0 < ∞ such that for all
n ≥ n0
P
(
ω
[0,1]
Xn
(δ) > β
)
< . (14.9)
Proof. Notice that
P
(
ω
[0,1]
Xn
(δ)>β
) ≤ P (ω[0,2σ ]
ξ
1/2 Yn
◦ ω[0,1]n (δ) > β
)
+ P
(
n(1 + δ) > 2σ
)
. (14.10)
For n → ∞, we have n(1 + δ) P−→ (1 + δ)σ < 2σ (see the remark after Lemma
14.1), and therefore
lim
n→∞P
(
n(1 + δ) > 2σ
) = 0. (14.11)
The claim now follows from the tightness of (Yn)∞n=1 established in Theorem 1.4, and
from the tightness of (n)∞n=1 which follows from the remark after Lemma 14.1. unionsq
This concludes the proof of Theorem 1.3.
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