Abstract. We evaluate the mean square limit of exponential sums related with a rational ellipsoid, extending a work of Marklof. Moreover, as a result of it, we study the asymptotic values of the normalized deviations of the number of lattice points inside a rational ellipsoid and inside a rational thin ellipsoidal shell.
Introduction
Let S + n (Z) be the family of all positive definite and symmetric n × n matrices with integral components. For M ∈ S + n (Z), we consider the quadratic form Q M defined by Q M (x) = Mx, x for x ∈ R n and the corresponding ellipsoid
Our interests are focused on the distribution of integral lattice points inside E M R as the radius R tends to infinity. In place of the ellipsoid centered at the origin, we consider the ellipsoid with a diophantine center of type κ as defined below. Definition 1.1. A vector α ∈ R n is said to be of diophatine type κ, if there exists a constant C > 0 such that α − m q > C q κ for all m ∈ Z n and q ∈ N.
The smallest possible value of κ is 1 + 1/k in the above definition. In this case, α is called badly approximable (see [8] ).
We now consider the counting function N M in the ellipsoid with a diophantine center of type κ introduced in [1] . Let ½ B be the characteristic function of the unit open ball B = B 1 in R n and ½ E M be the characteristic function of the ellipsoid E M = E M 1 corresponding to M ∈ S + n (Z). We write the number N M (t) := ♯ Z n ∩ E M t (α) of lattice points inside the ellipsoid E M t (α) = {x ∈ R n : Q M (x − α) ≤ t 2 } of radius t > 0 centered at a diophantine vector α ∈ R n ; that is to say,
In this paper, we investigate the asymptotics of the following deviations: the normalized deviation F M (t) of N M (t) defined by (1.1) F M (t) := N M (t) − |E M | t n t (n−1)/2 as t → ∞ and the normalized deviation S M (t, η) of the number of lattice points inside the spherical shell between the elliptic spheres of radii t + η and t given by
as t → ∞ and η → 0, where |E M | denotes the volume of the ellipsoid E M . Let µ ∈ C ∞ c (R) be a nonnegative function which is supported on (0, ∞) and R µ(t) dt = 1. Then we consider an averaging operator · T on L Throughout the paper, we use the following notation. For two quantities a and b, we write a ≪ b (resp. a ≫ b) if there is a constant C > 0 ( independent of t ≥ 1, T ≥ 1, η ≥ 0 and the smoothing parameter K ≥ 1, but possibly depending on the dimension n and the matrix M ∈ S + n (Z) ) such that a ≤ Cb (resp. b ≤ Ca). The asymptotic result for the expectation values is relatively easy, comparing with that of the variances. As we shall see later, this shift of the center from the origin to a diophantine vector makes exponential sums appear in the expansion of the counting function. For p ∈ N, M ∈ S + n (Z) and α ∈ R n , we denote by where e(t) = e −2πit for t > 0. A crucial ingredient for our problem is the asymptotics of the sum which was studied in [7] under the condition that α is diophantine of type κ < n−1 n−2
and M = I n . In case that M = D a := diag(a 1 , · · · , a n ) is a diagonal matrix with diagonal entries a 1 , · · · , a n for any a = (a 1 , · · · , a n ) ∈ N n , we evaluate the mean square limit of exponential sums corresponding to the ellipsoid E D a . Theorem 1.3. Let α ∈ R n be a vector of diophantine type κ < n−1 n−2 such that the components of the vector (α, 1) ∈ R n+1 are linearly independent over Q. If a ∈ N n , then we have that (1.5) lim
The above result works for n = 1 without the diophantine condition; as a matter of fact, by the equidistribution of the sequence mα modulo 1, it turns out that the limit is 2 for any irrational α ∈ R. In case that n ≥ 2 and D a = I n , the diophantine condition is crucial, since the mean square value might diverge for any rational α ∈ R n (see [1] ). Theorem 1.4 was proved by Bleher and Dyson [2] , in the case that n = 2 and D a = I 2 . Theorem 1.3 was shown by Marklof [7] when M = I n . Theorem 1.3 is an extension of Marklof's work [7] to arbitrary rational ellipsoids with no rotation (refer to Section 6 for the detailed argument). His work heavily relies on representation theory and ergodic theory (see [4] ). Our proof follows the approach taken by Marklof in [5, 6, 7] .
One may generalize Theorem 1.3 to the case M ∈ S + n (Z) under the same condition on α, though the validity of this extension is not claimed in this work.
n be a vector of diophantine type κ < n−1 n−2 such that the components of the vector (α, 1) are linearly independent over Q. Then we say that Property 1 holds if one has
Should this property hold, we obtain the results for the variances as stated below. We note that Theorem 1.3 is a special case in which Property 1 holds.
n be a vector of diophantine type κ < n−1 n−2 (n ≥ 2) such that the components of the vector (α, 1) ∈ R n+1 are linearly independent over Q. For M = D a with a ∈ N n , the series
converges where M is the adjugate matrix of M, and
. Moreover, the same results follow for M ∈ S + n (Z), if Property 1 holds. Theorem 1.5. Let α ∈ R n be a vector of diophantine type κ < n−1 n−2 (n ≥ 2) such that the components of the vector (α, 1) ∈ R n+1 are linearly independent over Q. For M = D a with a ∈ N n and η ≫ T −γ for some γ ∈ (0, 1), we have that
Moreover, the same result follows for M ∈ S + n (Z), if Property 1 holds. In case that n ≥ 2 and M = I n , Kang and Sobolev [3] proved Theorem 1.2 and the above two theorems by applying the result [7] of Marklof. Our results on those two theorems are generalizations of the standard ball case to some ellipsoid case (rotation being possibly allowed under Property 1). These results are established by employing Theorem 1.3 or Property 1.
The paper is organized as follows. In Section 2, preliminaries on the counting functions using Bessel functions are given. In Section 3, Theorem 1.3, the ergodic part of the paper is explained extending the work of Marklof on Euclidean balls to ellipsoids with positive integer coefficients. With Property 1 assumed to be hold, we give the proofs of Theorem 1.2 and Theorem 1.4 in Section 4, and that of Theorem 1.5 in Section 5. Remark. If Property 1 holds, then our results on M ∈ S + n (Z) to be obtained in this paper can be extended to the case M ∈ S + n (Q). Indeed, any M ∈ S + n (Q) can be written as a n × n matrix with rational components p ij /q ij , where p ij ∈ Z and q ij ∈ N are relatively prime. Let c ∈ N be the least common multiple of all q ij 's. Then we see that M =
Hence we can extend all the results we got in the above to the case M ∈ S + n (Q), provided that Property 1 holds. Since Theorem 1.3 is a special case of Property 1, this implies that our results can be extended to the case that M = D a for a ∈ Q n + . If M ∈ S + n (R) has only rational eigenvalues, then Property 1 is a rotated version of Theorem 1.3. Hence it would be interesting to classify all M ∈ S + n (R) for which Property 1 holds.
Preliminaries
For any M ∈ S + n (Z), we consider the quadratic form Q M defined by Q M (x) = Mx, x . Then there is a constant C > 0 such that Q M (x) ≥ C |x| 2 for any x ∈ R n . By the diagonalization process, there is an orthogonal matrix O ∈ O n (R) such that M = ODO −1 where D is the diagonal matrix with diagonal entries given by positive eigenvalues λ k > 0 of M. We define the square root matrix
where T is the linear transformation on R n given by the matrix √ M. Then we easily see that its dual lattice is L * = T * (Z n ) where T * is the linear transformation on R n represented by
Next we obtain an elementary lemma which facilitates our estimates. 
Proof. (a) By the definition of M, we see that it is symmetric and its components are integral values. Since det(M)
for any x ∈ R n . Hence we complete the proof. Let S(R n ) be the Schwartz space. For f ∈ S(R n ), its Fourier transform f on R n is defined by
To define a regularized version of N M (t) for M ∈ S + n (Z), we use a positive cut-off radial function ϕ ∈ S(R n ) ( i.e. ϕ(x) = ϕ(|x|) ) so that ϕ is supported in some ball B R = {x ∈ R n : |x| ≤ R} and
where K ≥ 1 is a constant independent of t to be determined later.
One can see that the number of the integral lattice points inside an ellipsoid is the same as that of the dilated lattice points (related with the ellipsoid) inside a sphere. That is to say, since L is the lattice spanned by {T(e 1 ), · · · , T(e n )} for the standard basis {e 1 , · · · , e n } of Z n , one has that
where K ≥ 1 is a constant independent of t to be determined later and α ′ = T(α) is the image of α under the linear transformation T on R n given by √ M. We recall the Poisson summation formula (2.2)
where |Π L | is the volume of the fundamental domain Π L of the lattice L. Here we observe that m * = T * (m) is the image of m under the linear transformation T * , and so the dual lattice L * is spanned by {T * (e 1 ), · · · , T * (e n )}. Since T * = T −1 , it easily follows from this formula (2.2) that
The Fourier coefficients of ½ B can be obtained via the Bessel function as follows;
where P ℓ and φ ℓ , ℓ = 1, 2, · · · , are real coefficients and phases, respectively. The above asymptotics are valid for all N ∈ N. We define the regularization of the error function by
By (2.3) and (2.4), we express
, where
With the condition N > (n − 1)/2, the function R K,N M (t) is continuous in t > 0 and it satisfies the bound
uniformly in the parameter K. For convenience, we truncate the sums F K,ℓ M by splitting it into a sum over |m| M ≤ K 1+ζ/2 and a sum over
For ℓ ≥ 0, we set
cos(2πt|T
and we denote by R K,N M (t) the remaining part of the sum. Thus by (2.5) and (2.6) one sees that
where
with an arbitrary H > 0. Since the Fourier transform of a radial function is radial, it follows from (1.3), Lemma 2.1 and (2.7) that In this section, we extend the work of Marklof [7] on the Euclidean balls to some ellipsoids and prove Theorem 1.3 by applying it.
We recall Shale-Weil representation and Theta sums. Most of statements in this section are elliptic adaptations of the results taken from [4] , [5] and [6] . But we are dealing with a more general situation than that in [5] and [6] , and thus we provide the proofs which are proper to reach our results, even though the statements are similar to those in [5] and [6] .
3.1. Schrödinger representation and Shale-Weil representation. Let ω be the standard symplectic form on R 2n , i.e.
The Heisenberg group H(R n ) is defined to be the group R 2n ⋉ R with multiplication law:
We can express an element of the Heisenberg group as
Let Sp n (R) be the symplectic group of 2n × 2n matrices which preserves ω, i.e.
For any element S ∈ Sp n (R), one can define a new representation W S of H(R n ) by
By Stone-von Neumann theorem, all such representations are unitarily equivalent, i.e. there exists a unitary operator R(S) such that
Then S → R(S) is determined up to a unitary phase factor, thus defines a projective representation, called the projective Shale-Weil representation of the symplectic group, i.e. R(
where S n (R) is the family of all symmetric n × n matrices with real components. Then any element in M satisfies (3.2) CA = AC, AD − CB = I n , DB = BD.
For S ∈ M, we shall give an explicit description of cocycles as well as that of R(S) for these elements.
,
is the Maslov index (see [4] ). In particular, if C 1 , C 2 are invertible, the corresponding cocycle is
We also have the explicit representation
In particular, it is represented as
(3.5)
Cocycles and Iwasawa decomposition of SL
where sign(x) = x/|x| for x ∈ R \ {0} and sign(0) = 0.
where V 1 , V 2 , V 3 are three Lagrangian planes in a 2n-dimensional symplectic vector space V (see [4] ). Since G n is the direct product of
and R 2n as follows;
Thus it suffices to prove when G n = G 1 . In case that both c and c
′′ , then it is easy to check that MR x = R x , and so ω(
. Therefore the required equality holds.
3.4. Jacobi's theta sums. The Jacobi group is defined as the semidirect product Sp n (R) ⋉ H(R n ), with multiplication law
Then R(S; ξ, t) := W(ξ, t)R(S) defines a projective representation of the Jacobi group, called the Schrödinger-Weil representation.
For f ∈ S(R n ), we note that
and thus this projective representation is not continuous at φ = (φ 1 , · · · , φ n ) ∈ Z n π. This obstacle can be overcome by putting
n , and σ φ k = 2ν if φ k = νπ and σ φ k = 2ν + 1 if νπ < φ k < (ν + 1)π (see [5] ). Write R(z, φ ; ξ, t) = W(ξ, t) R(z, φ), so that one has that R(z, φ ; ξ, t) = e − iπ 4 (σ φ 1 +···+σ φn ) W(ξ, t) R(z, φ). Now we define the Jacobi's theta sum for f ∈ S(R n ) by
More explicitly, for (z, φ) ∈ SL 2 (R) n and ξ = x y ∈ R 2n , by (3.1) we obtain that
where f φ = R(i1, φ)f . It is easy to see that if f ∈ S(R n ), then f φ ∈ S(R n ) for fixed φ, and thus R(z, φ ; ξ, t)f ∈ S(R n ) as well for fixed (z, φ ; ξ, t). Also we note that f 0 = f . This guarantees rapid convergence of the above series.
The relevant discrete subgroup Γ n of G n is defined by
Then the left action of Γ n on G n is properly discontinuous. Moreover, a fundamental domain of Γ n is given by
2 ), |z| > 1} is the fundamental domain in H 2 of the modular group SL 2 (Z).
As a matter of convenience, we
Then we observe that Γ n is generated by three types of matrices as follows;
where s k is an element of R n whose entries are all 0 except that the k-th entry is 1/2. Lemma 3.5. For f ∈ S(R n ), the Jacobi's theta sum Θ f (z, φ ; ξ, t) satisfies the following properties.
(
Proof. Take any f ∈ S(R n ) and k = 1, · · · , n. (a) By (3.5), we easily see that
which is the partial Fourier transformation of f in terms of x k -variable. Since R(z, φ ; ξ, t)f ∈ S(R n ) for fixed (z, φ ; ξ, t), it follows from the Poisson summation formula that
On the other hand, using Proposition 3.3 and the fact that 0 < θ k = arg(z k ) < π for z k ∈ H 2 , one obtains that
Hence the required equality (a) follows from (3.7).
(b) A simple computation for m ∈ Z n yields that
since m k (m k + 1) ∈ 2Z. Thus by replacing f by R(z, φ ; ξ, t)f , we get that
we obtain that
. Thus we can complete the part (b) by applying (3.8) and (3.9).
(c) If m ∈ Z n , then it follows from simple computation that
Hence the required equality (c) can be achieved by adding up (3.10) on m ∈ Z n .
Proof. It suffices to show that Θ f (z, φ ; ξ, t)Θ g (z, φ ; ξ, t) is invariant under the left action of generators of Γ n . Hence this immediately follows from Lemma 3.5. We are now interested in the asymptotic limit of the mean square value of the exponential sum r[D a , α](p) given by
where |m| 2 a = Q D a (m) for a ∈ N n , p ∈ N, α ∈ R n and e(t) = e −2πit for t > 0. In order to obtain the following asymptotic limit of the mean square value of the exponential sums
we first consider the explicit form of Θ f Θ g on SL 2 (R) n ⋉ R 2n (when f, g ∈ S(R n )) as follows;
where f φ = R(i1, φ)f and g φ = R(i1, φ)g.
We set z = az and φ = 0 for a ∈ N n and z = u + iv ∈ H 2 , and ξ = x 0 . Choose some f, g ∈ S(R n ) to be a rapidly decreasing function f (|w|
which approximate the characteristic function ½ [0,1] (|w| 2 ) for w ∈ R n . Since f 0 = f and g 0 = g, we have that
Integrating Θ f (az, 0 ; ξ, t) 2 on [0, 2] in terms of u, one has that 1 2
On the other hand, we have that
If we set N = [1/v] and x = α in (3.12) and (3.13), then we obtain that (3.14)
Equidistribution of closed orbits. Consider a subgroup
of SL 2 (R) n , which is an embedded image of SL 2 (R) and denote it as SL 2 (R) with abuse of notation. Thus the action of SL 2 (R) on R 2n and a subgroup SL 2 (R) ⋉ R 2n of G n are well-defined. For a = (a 1 , · · · , a n ) ∈ N n , denote
First, we assume that a * := gcd(a 1 , · · · , a n ) = 1. Then we consider a lattice Γ 0 a of L a defined by
where a * = lcm(a 1 , · · · , a n ). Let Γ be any finite-indexed subgroup of SL 2 (Z) n ⋉Z 2n . Then we see that Γ a := Γ ∩ L a is a finite-indexed subgroup of Γ 0 a , and thus Γ a is a lattice of L a . For each a ∈ N n , define the unipotent flow U
Note that if a * := gcd(a 1 , · · · , a n ) = 1, then U If a * = 1, then we may write a = a * b where gcd(b 1 , · · · , b n ) = 1 and a k = a * b k for k = 1, · · · , n, and also we observe that
b . In this occassion, we can use b in place of a. Thus, without loss of generality, we may assume that a * := gcd(a 1 , · · · , a n ) = 1 in what follows. Let us consider for a moment that Γ a = Γ 0 a . Then for 
Let Γ be any finite-indexed subgroup of SL 2 (Z) n ⋉ Z 2n and let F be a Γ-left invariant function defined on G n . Then its restriction F | La to L a is a Γ a -left invariant function defined on L a . We denote by F | La the induced function of
Then we prove the following theorem using Theorem 3.1 [7] .
Theorem 3.8. Let F be a bounded continuous function on G n that is left invariant under a finite-indexed subgroup Γ of SL 2 (Z) n ⋉ Z 2n , and let
where the components of the vector (x, 1) ∈ R n+1 are linearly independent over Q. If h is a piecewise continuous function on R/rZ, then we have that
where µ a is the normalized Haar measure on Γ a \ L a and Γ a = Γ ∩ L a .
Proof. We consider a map Ξ from L a into L 1 = SL 2 (R) ⋉ R 2n defined by
where ay = (a 1 y 1 , · · · , a n y n ). Then it is easy to check that Ξ is bijective and a group homomorphism. Thus Ξ : L a → L 1 is a group isomorphism, F | La • Ξ −1 is a bounded continuous function on L 1 which is left invariant under Ξ(Γ a ), and the induced map Ξ :
Since Ξ(Γ 0 a ) must be a finite-indexed subgroup of SL 2 (Z) ⋉ Z 2n , we see that Ξ(Γ a ) is also a finite-indexed subgroup of SL 2 (Z) ⋉ Z 2n . Hence it follows from Theorem 3.1 [7] that
where µ 1 is the normalized Haar measure on
Since Ξ is a group isomorphism, by using the change of variables we can conclude that
where µ a is the normalized Haar measure on Γ a \ L a . Therefore we are done. Using the isomorphism Ξ between L a and L 1 = SL 2 (R) ⋉ R 2n , we may extend the above theorem to dominated unbounded functions. Let F be a function on G n which is left invariant under a finite-indexed subgroup Γ of SL 2 (Z)
for any sufficiently large R > 1, uniformly for all (z1, φ1; ξ) ∈ L 1 . Here as in [5, 6, 7] we see that
and
for f ∈ C(R n ) with rapid decay, where v γ > 0 and y γ ∈ R n are defined by
We observe that if F is a Γ-left invariant function on G n where Γ is a finiteindexed subgroup of SL 2 (Z) n ⋉ Z 2n , then the function F a defined by
Theorem 3.9. Let F ≥ 0 be a continuous function on G n which is left invariant under a finite-indexed subgroup Γ of SL 2 (Z) n ⋉ Z 2n , and let
where x ∈ T n is a vector of diophantine type κ < d−1 d−2 and the components of the vector (x t , 1) ∈ R n+1 are linearly independent over Q. If h is a piecewise continuous function on R/rZ and F is dominated by F R on L a , then we have that
where µ a is the normalized Haar measure on Γ a \ L a .
Proof. Since we see that
where µ 1 is the normalized Haar measure on Ξ(Γ a ) \ L 1 , it follows from Theorem 5.1 in [7] and its little modification. We recall that
. So we remark that we can extend the above theorems to SL 2 (Z) n ⋉ (
where a * = lcm(a 1 , · · · , a n ). Then we see that Γ * a is a lattice of L a , and also we use Γ * a instead of Γ 0 a in the extension of the above theorems to SL 2 (Z) n ⋉ (
It is easy to check that Γ n a is a finite-indexed subgroup of Γ * a , and so it is a lattice of L a . Thus we see that
is a lattice of L 1 and
where Γ 0 (a * ) is a congruence subgroup of SL 2 (Z) given by 
where F Γ0(a * ) is the fundamental domain in H 2 of the group Γ 0 (a * ).
Proof. We take any matrix p I n q I n r I n s I n ; ζ η ∈ L 1 . Then there exists a unique
Thus we may choose some vectors m, h ∈ Z n so that the element
Hence we complete the proof. We now consider
√ an ). From the above observation, one sees that the map Ξ : L a → L 1 given by
is a group isomorphism. By the unique Iwasawa decomposition (3.6), we note that
for any (z1, φ1) ∈ SL 2 (R). Thus by the definition of Θ f and (3.18), for (z1, φ1; ξ) ∈ SL 2 (R) ⋉ R 2n , we have that
Proof. We now set
Since f φ ∈ S(R n ) for f ∈ S(R n ), we see that for any R > 1 there is a constant
for any w ∈ R n . So the function f * has rapid decay. Let us define
If v > R for sufficiently large R > 1, then as in [5, 6, 7] we have that
From (3.14) and [5, 6] , we note that
Thus by the definition of f * , we obtain that
for any sufficiently large R > 1, uniformly for all (z1, φ1; ξ) ∈ L 1 .
Proposition 3.12. For a ∈ N n , let F a be the function defined as in (3.15) where F is the continuous function on G n as in (3.16). Then we have that
Proof. Since Γ n a ⊂ Γ n , by Proposition 3.6 we see that F is left invariant under a finite-indexed subgroup Γ n a of Γ * a , and so is F a . By applying the extension of Theorem 3.8 to SL 2 (Z) n ⋉ ( 
where µ 1 is the normalized Haar measure on Ξ(Γ n a ) \ L 1 . We observe that
since we see that λ 0 := F Γ 0 (a * ) v −2 du dv > 0 by Proposition 3.10. Since R(i1, φ1)
is a unitary operator and we know the fact that
for any m, h ∈ Z n with m = h, it follows from (3.19) and simple calculation that
By Proposition 3.12, (3.19 ) and the extension of Theorem 3.9 to SL 2 (Z) n ⋉(
with Γ a = Γ n a and Γ 0 a = Γ * a , we easily obtain the following corollary. Corollary 3.13. Suppose that f (w) = ψ(|w| 2 ) with ψ ∈ S(R + ) real-valued, and let h : R/2Z → R + be a nonnegative piecewise continuous function. If α ∈ T n is a vector of diophantine type κ < n−1 n−2 so that the components of the vector (α, 1) are linearly independent over Q, then we have that
where z = u + iv ∈ H 2 and a ∈ N n .
Proof of Theorem 1.3. We choose f (w) = g(w) in Corollary 3.13 to be a rapidly decreasing function ψ(|w| 2 ) which approximates the characteristic function
, then by (3.14) we have that
Thus by applying Corollary 3.13 with h = 1, we conclude that
where |B| is the volume of the unit ball in R n . Hence we obtain our result because
4. Proof of Theorem 1.2 and Theorem 1.4
The proof of Theorem 1.2 relies on the following proposition whose proof can be found in [3] . For the proof of Theorem 1.4, we require Theorem 4.4, Lemma 4.5 and Lemma 4.6 in which Property 1 is assumed to hold.
uniformly in K ≥ 1 and s ≥ 0, for any N > 0, where the implied constant depends only on C k .
At the final stage of the proof of Theorem 1.2 and Theorem 1.4, we will show that F K M (t) is a good approximation of F M (t). Lemma 4.2. Let α ∈ R n (n ≥ 2) and M ∈ S + n (Z). For any T, K ≥ 1, we have that
Proof. Since µ is supported in (0, ∞), this result can be achieved as in Lemma 2.8 [3] by replacing the Euclidean norm | · | by the elliptic norm | · | M as follows;
Hence this leads to the required estimate.
Proof of Theorem 1.2. As in Theorem 1.1 [3] , it easily follows from (2.8), (2.9), Proposition 4.1 and Lemma 4.2.
We furnish a useful lemma whose proof follows from the Abel's summation formula as in Lemma 2.4 [3] . Proof. Let µ ℓ (t) = µ(t) t −2ℓ . Then it follows from (2.10) that for each ℓ ∈ N, Lemma 5.1. Let α ∈ R n be a vector of diophantine type κ < n−1 n−2 (n ≥ 2) such that the components of the vector (α, 1) are linearly independent over Q. If M ∈ S + n (Z) and K = T n and T −σ ≪ η for some σ ∈ (0, 1), then we have that Proof. By Taylor's expansion, we have that
where κ(η, t, n) =
Here we note that κ(η, t, n) = O(1) for any sufficiently small η > 0. Since µ T is supported in [t 0 T, t 1 T ] (i.e. 0 < t 0 T ≤ t ≤ t 1 T < ∞), it follows from (5.2) and Theorem 1.4 that Since K = T n , by Lemma 4.2 we see that
Hence by (5.2) we have that
This implies that
By applying (2.8), (2.9) and Theorem 4.4, we now proceed the same type of estimates as above to obtain that
From the fact that |E M | = (det M)
