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Abstract
A 2-D nonlinear, compressible numerical model [Snively and Pasko, 2008] is used
in conjunction with ray-theory to investigate the long-range propagation, dissipation
and interaction of small-scale gravity waves in the Mesosphere and Lower Thermo-
sphere (MLT) region. The research in this thesis is made up of three distinct studies
which build upon each other. The first investigates the thermospheric dissipation of
three gravity wave packets representing: (1) A quasi-monochromatic packet, (2) A
monochromatic, steady state wave, and (3) A spectrally broad packet, as well as an
initial condition specified packet. It is found that dissipation due to molecular vis-
cosity and thermal conduction acts to decrease the vertical wavelength of the packet
in time (except in the steady-state case, when it remains constant). This is due to
the higher frequencies (longer wavelengths) reaching the thermsophere first and dis-
sipating before the lower frequencies (shorter wavelengths), thus the spectral content
of the packet shifts from higher frequencies (longer wavelengths) to lower frequen-
cies (shorter wavelengths) in time. At any instant of time, the vertical wavelength
increases with altitude in the thermosphere when the wave has reached a steady
state.
The second study investigated the potential for long-range propagation of three
small-scale wave packets under averaged high latitude conditions. The three packets
were chosen to represent wave parameters typically observed over Halley, Antarctica
[Nielsen et al., 2009, 2012] and ones that may be considered favorable for long-range
propagation [Snively , 2013]. It was found that the stratosphere provides an efficient
region of the atmosphere to trap waves and allow them to propagate large horizon-
tal distances. Ducting in the mesosphere was less likely when considering averaged
meridional winds, and it is suggested that waves observed in the mesopause, far from
v
the source region, may be the result of leakage from the stratosphere. It was also
shown that leakage from the stratosphere over considerable horizontal distances can
lead to a periodic and spatially distributed forcing on the MLT region.
The third and final study investigated the propagation of wave packets through a
background wind which was horizontally, and vertically inhomogeneities and also time
dependent. Two small-scale wave packets were chosen, such that one was prone to
critical level filtering and the other reflection. These waves were propagated through
(1) a background wind which was static and varied in the vertical and horizontal
directions separately, (2) a background wind representing a medium-scale wave prop-
agating in the direction of propagation of the small-scale wave, and (3) a background
wind representing a medium-scale wave propagating against the propagation direc-
tion of the small-scale wave. It was found that a purely horizontally inhomogeneous
background wind can include a blocking level, where the horizontal group velocity of
the small-scale packet goes to zero, if the wind opposes and the horizontal gradient
is negative relative to the propagation direction . If the wind gradient is positive
then the wind will horizontally accelerate the small-scale packet. Adding a time-
dependent phase progression to the medium scale waves acts to significantly reduce
the effects of both reflection and critical level filtering of the small-scale packet. Also,
a small-scale packet was less likely to experience reflection or critical level filtering
if it was propagating against the horizontal phase progression of the medium scale
wave. The reduction of critical level filtering and reflection in a time-dependent back-
ground is the result of 1) The transient nature of the critical or reflection level, which
will progress with the phase of the medium scale wave. 2) The time-dependence of
the background wind acts to alter the ground relative frequency of the small-scale
wave and avoid satisfying the critical level or reflection conditions. Current parame-
terization schemes consider time-independent backgrounds which vary in the vertical
direction only, and generally do not consider the effects of wave reflection. Under-
vi
standing how a time-dependent, and horizontally inhomogeneous background effects
small-scale wave propagation may be important for future parameterizations as small-
scale waves are suggested to contribute significantly to the overall momentum budget
of the middle atmosphere.
vii
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Chapter 1
Introduction
1.1 The fundamentals
Internal gravity waves have become an important and growing topic in aeronomy since
the pioneering work of Hines [1960]. Internal gravity waves were initially observed
as irregular motions and density perturbations in the upper atmosphere, particularly
in meteor trail observations and radio wave scattering from the D and E region of
the ionosphere. It was Hines who initially identified these irregularities as a more
organized type of atmospheric fluctuation and formed the basic theory governing
internal atmospheric gravity waves.
Internal atmospheric gravity waves are subset of a broader classification of atmo-
spheric and oceanic wave motions, which include the more familiar oceanic surface
waves. There is a broad range of scales associated with atmospheric wave motions
ranging from horizontal wavelengths of a few tens of km, up to planetary scales. Sim-
ilarly, the range of wave periods can be from a few minutes up to a day. The waves
considered in this thesis are those of smaller scales and higher frequencies (such that
the wave frequency is much greater than the inertial frequency of the earth), and are
1
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governed by the restoring forces of buoyancy and gravity.
In order to support internal waves, the fluid in which they propagate must be stably
stratified; in the case of the ocean, the stratification is a result of salinity differences
with depth. In the atmosphere, the stratification is a result of the deceasing neutral
mass density with altitude. A crucial quantity in defining the stability of the atmo-
sphere is the potential temperature, which denotes the temperature of a parcel of air
if lowered adiabatically through the fluid to some reference pressure P0 (usually taken
as standard atmospheric pressure). By comparing the temperature of the displaced
parcel with that of the surrounding fluid, one can assess if the parcel will rise or sink.
The first law of thermodynamics for an adiabatic process can be written:
CpdT =
1
ρ
dP (1.1)
Then, using the ideal gas law and substituting for ρ,
RT
P
dP = CpdT (1.2)
Thus: ∫ P
P0
dP
P
=
∫ T
θ
Cp
R
dT
T
(1.3)
Performing the integration we find:
Cp
R
ln
T
θ
= ln
P
P0
(1.4)
Now re-arranging this and taking the exponential we end up with:
θ = T
(P0
P
) R
Cp
(1.5)
where θ signifies the potential temperature, T and P are the temperature and pressure
of the parcel at its equilibrium position, P0 is the reference pressure the parcel is moved
2
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to, R is the specific gas constant for a dry atmosphere, and Cp is the specific heat at
constant pressure.
If the potential temperature is higher than the temperature of the surrounding fluid
at the reference pressure, then the parcel will experience a buoyant force and rise.
If the parcel has a lower potential temperature then it will sink, and if the poten-
tial temperature and the surrounding temperature are the same then the parcel will
experience no net force and remain where it is.
The way in which the potential temperature changes with height ultimately signifies
whether a fluid is stably, unstably, or neutrally stratified. If the potential tempera-
ture increases with height, the fluid is stably stratified; if it is constant with height,
then it is neutrally stratified; and if it decreases then the fluid is unstably stratified.
This leads to the concept of the buoyancy frequency, which is the natural resonant
frequency of a vertically displaced air parcel:
N2 =
g
θ
∂θ
∂z
(1.6)
If the value of N2 is positive or negative then the atmosphere is considered stable or
unstable, respectively. For a displaced parcel of air in a stably stratified atmosphere,
the presence of restoring forces will lead to an oscillation of the air parcel about its
equilibrium position and the energy will be carried away from the source in the form
of internal waves (see Figure 1.1).
The majority of the theory derived to describe internal gravity wave propagation is
linear, and has been applied to a large number of problems. The fundamental study
of gravity waves begins with the Euler equations, whose fundamental quantities (hor-
izontal velocity u, vertical velocity w, pressure P , density ρ) are then split into a
stationary background and evolving perturbation component. The linearized equa-
tions are combined to form the Taylor-Goldstein equation [Goldstein, 1931; Taylor ,
3
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Figure 1.1: Schematic showing the forces acting on a parcel of air in the atmosphere
1931] which acts as a wave equation for linear gravity waves [Nappo, 2002] (for a full
derivation of linear theory see Appendix A):
d2wˆ
dz2
+
[k2N2
Ω2
+
k
Ω
d2u0
dz2
− k2 − k
Ω
1
H
du0
dz
− 1
4H2
]
wˆ = 0 (1.7)
where wˆ is the scaled, time-harmonic vertical velocity, Ω = ω − ~k · ~u0 is the intrinsic
frequency, ω is the ground relative frequency, k is the horizontal wavenumber, m is the
vertical wavenumber, u0 is the background horizontal wind, and H is the scale height
(RT/g). This can be rearranged and simplified, by neglecting the wind shear terms,
into the anelastic dispersion relation [Gossard and Hooke, 1975], which describes the
relationship between the frequency and wavenumber for gravity waves:
m2 =
k2N2
Ω2
− k2 − 1
4H2
(1.8)
or in terms of the wave frequency as:
ω = u0k ±
[ k2N2
k2 +m2 + 1/4H2
]1/2
(1.9)
Consequently, waves with different wavelengths will travel at different speeds and,
unless a wave is purely monochromatic, the wave packet will spread out and disperse
in time. The propagation of energy of a gravity wave packet is described by the group
4
1.1. THE FUNDAMENTALS
velocity (Cg =
∂ω
∂~k
). Applying this to a Boussinesq dispersion relation we find:
Cgx = u0 +
m2
N2
(cpx − u0)3 (1.10)
Cgz = −km
N2
(cpx − u0)3 (1.11)
where cpx is the horizontal component of the phase velocity ω/~k, given by:
cpx = u0 +
N
k
cosβ (1.12)
cpz = u0
k
m
+
N
m
cosβ (1.13)
where β is the angle of the phase vector to the horizontal. One of the peculiars
of gravity waves is that, while the horizontal group and phase velocities have the
same sign, the vertical phase and group velocities are opposite. This means that
an upward propagating gravity wave actually has downward progressing phase fronts
and vice-versa.
Another important fundamental property of gravity waves is their ability to transfer
and deposit energy and momentum from the lower to upper atmosphere. Dissipating
waves are able to produce a force on the background state through the divergence of
wave fluxes and can accelerate/decelerate or heat/cool the local atmosphere, as well
as transport constituent species concentrations [Walterscheid , 2001]. The vertical
momentum and heat fluxes are given by:
~Fmom = (ρ0u′w′, ρ0v′w′, ρ0w′2) (1.14)
Fheat = ρ0w′T ′ (1.15)
The divergence of these quantities provide the body forcing or heating/cooling of the
5
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atmosphere:
[du
dt
,
dv
dt
,
dw
dt
]
= − 1
ρ0
∂
∂z
[
ρ0(u′w′, v′w′, w′2)
]
(1.16)
dT
dt
= − 1
ρ0
∂
∂z
(ρ0w′T ′) (1.17)
where ρ0 is the background density, u
′,v′,w′ are the zonal, meridional, and vertical
wind perturbations, and T ′ is the perturbation temperature, and an over-line denotes
an average (usually over one wavelength or period). For a full derivation of these
quantities see Appendix A.
1.2 Sources and spectra
Gravity waves sources and spectra are an area of ongoing research and significant im-
portance. While our knowledge of sources and the spectra of waves that they produce
has advanced significantly since the 1960s, it is still not enough to provide consistently
accurate constraints for gravity wave parameterizations in general circulations models
[Fritts and Alexander , 2003, and references cited within]. The three main sources of
gravity waves in our atmosphere are thought to be topography, convection and wind
shears. There are a number of other possible sources such as frontal systems, tsunamis
[Hickey et al., 2010], and body forcings caused by wave dissipation [e.g. Vadas , 2007;
Vadas and Fritts , 2005; Vadas and Liu, 2009] or wave-wave interactions and other
non-linear processes [e.g. Huang et al., 2008].
Topographically generated gravity waves are excited by the lifting of air associated
with flow over stationary objects such as mountains and have the property that their
ground relative phase speed is zero. This means that these waves only propagate
to high altitudes in non-zero background winds that extend considerably in altitude.
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Numerical and observational results have shown that waves generated this way have
typical horizontal wavelengths of ∼10-100s km with amplitudes ranging from small
to breaking [Chan et al., 1993; Dornbrack et al., 1999; Leutbecher and Volkert , 2000].
It has been found that momentum fluxes associated with mountain wave activity can
vary greatly, but maxima in momentum flux are associated with smaller horizontal
scale waves [Nastrom and Fritts , 1992]. Mountain waves in particular are important
in tropospheric weather and can induce strong local flows and influence tropospheric
jet structure [McFarlane, 1987; Palmer et al., 1986].
Convective sources of gravity waves include weather systems such as thunderstorms,
deep convective clouds, hurricanes, and typhoons. While these are well known sources,
they have been elusive to quantify due to the complex nature of the systems. Un-
like topographic sources, convective sources tend to produce a broad range of phase
speeds, such that resulting waves can propagate far from their sources, which makes
linking the waves to a particular source difficult. However, observations of high fre-
quency stratospheric waves have been linked with deep convective clouds [Alexander
et al., 2000; Dewan et al., 1998; McLandress et al., 2000; Sato, 1992, 1993]. Oc-
currences of inertial gravity waves have been linked with convection when far away
from regions of topography [Lu et al., 2009; Shimizu and Tsuda, 1997; Vincent and
Alexander , 2000; Wada et al., 1999].
Models describing convective sources have taken three simplified approaches: 1) A
time dependent thermal forcing, which produces isotropic waves whose vertical wave-
length is closely related to the thermal heating depth [Alexander et al., 1995; Piani
et al., 2000]; 2) A transient “mountain”, producing waves which tend to oppose the
mean wind, and whose amplitudes are larger than those generated by the thermal
forcing in the same model [Clark et al., 1986; Pfister et al., 1993]; 3) A mechanical
oscillator, generated by a time-dependent, localized momentum forcing which gener-
7
1.3. DETECTION METHODS AND CLIMATOLOGIES
ates waves with dominant frequency close to the oscillation frequency [Alexander and
Pfister , 1995; Fovell et al., 1992; Pandya and Alexander , 1999].
Shear generation is the least quantified of the three major mechanisms. However,
significant gravity wave generation is believed to be associated with envelope radiation
from localized Kelvin-Helmoltz billows with scales of a few-10s km and phase speeds
similar to the mean wind at the unstable shear layer [Buhler et al., 1999; Fritts , 1984a;
Scinocca and Ford , 2000].
Observations and theory suggest the general gravity wave spectra excited by the
culmination of these sources varies as ω−p where slopes (p) vary between 1-2, with
a majority of slopes close to 5/3 [Balsley and Carter , 1982; Collins et al., 1994;
Nakamura et al., 1993a; VanZandt , 1982]. Datasets suggest that vertical wavelengths
of 2-5 km are typical in the lower stratosphere and 10-30 km near the mesopause and
larger above, due in part to refraction, reflection, and ducting of high phase velocity
waves [e.g Isler et al., 1997; Taylor et al., 1997]. In addition, the smaller vertical
scale waves tend to break at lower altitudes and are removed from the spectrum in
the upper atmosphere. The spectral slopes for small vertical wavelengths range from
-2.5 to -3 as observed in the mesosphere and show good agreement with saturation
theories [e.g. Allen and Vincent , 1995; Collins et al., 1994; Dewan and Good , 1986;
Fritts and Chou, 1987; Fritts et al., 1988; Kuo et al., 1992; Mitchell et al., 1996; Smith
et al., 1987; Tsuda et al., 1989; Wu and Widdel , 1991].
1.3 Detection methods and climatologies
Gravity waves can be observed via a variety of ground and space based methods. How-
ever each particular instrument is sensitive to a particular portion of the spectrum
and observational biases arise from using certain instruments. Typically instruments
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that measure spectra exhibit a peak at the most energetic scales and the power will
fall off at higher and lower m values. This is because larger vertical scales can be
somewhat underrepresented due to altitude range limitations, and resolution issues
can hinder measurements for smaller scales [Fritts and Alexander , 2003]. These mea-
surements are needed long term to describe climatologies of gravity waves and their
variation across the globe, ultimately leading to better constraints on the spectra.
Observational data help to guide parameterizations of wave activity and effects used
in global circulation models, giving us a better description and understanding of the
atmospheric circulation as a whole.
Some of the major space based measurements of gravity waves come from the Limb
Infrared Monitor of the Stratosphere (LIMS) instrument flown onboard the Nimbus-7
satellite (1978-1979), the Cryogenic Infrared Spectrometers and Telescopes for the At-
mosphere (CRISTA) instrument flown onboard STS-66 (1994), the Upper atmosphere
Research Satellite (UARS) (1991-2005), and most recently NASA’s TIMED (Thermo-
sphere Ionosphere Mesosphere Energetics Dynamics) satellite (2001-current).
The LIMS instrument [Gille and Russell , 1984] measured the atmospheric tempera-
ture profile from ∼ 15-60 km. Fetzer and Gille [1994] filtered these data to extract
global gravity wave temperature variances, finding a peak in the equatorial strato-
sphere (below 20 km) and in the winter stratospheric jet (above 20 km). Semi-annual
oscillations (SAO) were also evident in the data above 40 km.
CRISTA data [Preusse et al., 1999] were similarly used to create maps of gravity
wave temperature variances, but at finer resolution than LIMS and for a larger al-
titude range of ∼ 20-80 km. While results were similar between the two instru-
ments, CRISTA was used to positively identify topography as a source of stratospheric
waves.
Microwave Limb Sounder (MLS) data aboard the UARS satellite were used to derive
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temperature variances in both the stratosphere and mesosphere but was limited to
longer wavelengths (λz >12 km) [McLandress et al., 2000; Wu and Walters , 1996;
Wu and Waters , 1996]. It was found that variance peaks existed at middle to high
latitudes in winter, with a smaller peak in summer subtropics while most waves
tended to propagate opposite to the wind, suggesting higher intrinsic frequencies
than previous observations. It was also suggested that the major source of waves was
deep convection in the summer and topography in the winter.
The Sounding of the Atmosphere using Broadband Emission Radiometry (SABER)
instrument onboard the TIMED satellite [Russell et al., 1999] was used to extract
gravity wave fluctuations from the temperature profile between 25-115 km covering
latitudes 50◦S to 50◦N over a 9-year period [Shuai et al., 2014]. They found that
gravity wave activity generally increases with height, with quasi-biennial oscillation
between 0-10◦ below 40 km, and annual variation between 20-30◦. Between 40-115
km activity shows a semi-annual variation between 0-30◦ and a clear annual variation
between 40-50◦. In a comparison between SABER and CRISTA, Preusse et al. [2009]
found that data agreed “semi-quantitatively” in the prominent features while only
small-deviations due to differing meteorological conditions in the two observation
periods were observed.
Radiosonde profiles are from instruments attached to balloons which transmit radio
signals back to earth. With these, measurements of temperature and horizontal winds
profiles below 25 km are obtainable. One considerable problem with this method
of measurement is the infrequency of the launches and the location dependence of
the measurement, thus, fits to the data are often needed. Numerous studies have
found that perturbations are dominated by low intrinsic frequency inertial gravity
waves in this region [e.g. Vincent and Alexander , 2000; Zink and Vincent , 2001].
The northern mid and high latitudes show maxima in gravity wave activity in the
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summer and minima in the winter [Kitamura and Hirota, 1989; Yoshiki and Sato,
2000], while southern mid-latitudes show peaks in the summer and Antarctica shows
a peak in early spring [Allen and Vincent , 1995; Yoshiki and Sato, 2000]. At tropical
latitudes, studies show seasonal cycles with maxima in Dec-Feb corresponding to deep
convection in some locations, with propagation directions influenced by the Quasi-
Biennial Oscillation (QBO) [Shimizu and Tsuda, 1997; Tsuda et al., 1994a; Vincent
and Alexander , 2000]. More recently Zhang et al. [2013] analyzed radiosonde profiles
over an 11 year period from 92 US locations, and found that waves in the lower
latitudes have smaller intrinsic frequencies, shorter vertical wavelengths, and longer
horizontal wavelengths. In addition, they state that the gravity wave forcing tends
to decelerate the mid-latitude zonal jets producing a negative vertical shear in the
northward wind.
Rocket soundings have been used to obtain horizontal wind and temperature mea-
surements below 60 km [Dewan et al., 1984; Eckermann et al., 1995; Hamilton, 1991].
A seasonal cycle in gravity wave activity was found with a maximum in winter at
high latitudes. Average energies showed notable increases within 30◦ of the equator
with a preferential eastward propagation direction within 10◦ of the equator. As with
radiosonde profiles, rocket soundings are infrequent and measurements cover the rel-
atively short duration of the flight, therefore they are not necessarily conducive to
climatological type observations.
Light detection and Ranging (Lidar) uses a laser to actively illuminate the atmo-
sphere, while a separate detecting system (usually a telescope and photometer) mea-
sures the backscatter. Lidar is used to study atmospheric wave activities with periods
typically ranging from a few minutes to several hours in the upper stratosphere and
mesosphere and lower thermosphere (MLT), to monitor the ambient state of the MLT.
However the complexity of Lidar systems and the limitation to nighttime observations
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means that they are often only operated 2-3 nights a months, thus climatological data
is somewhat limited [Taylor et al., 2007]. Early studies [Marsh et al., 1991; Mitchell
et al., 1991; Whiteway and Carswell , 1995; Wilson et al., 1991] probed the upper
stratosphere and lower mesosphere while Li et al. [2010] studied the variability of
gravity wave variance over a 10.5 year period in Hawaii. They found a dominant
annual oscillation in the upper stratosphere with a maximum in summer and mini-
mum in winter, while the mesosphere was dominated by a semi-annual oscillation due
to filtering by the tropical upper stratospheric semi-annual oscillation (SAO) wind.
Results in these cases were similar to both rocket and Radiosonde observations [Fritts
and Alexander , 2003]. When measuring vertical wavelength distributions, Hu et al.
[2002] found a bimodal distribution split between 7-9 km, and 15-17 km using an Na
Lidar at Starfire Optical Range (SOR), while Diettrich et al. [2005] found 7-13 km
to be the most common vertical wavelengths between 75-100 km altitude (Fe Lidar).
Like other studies Gardner and Liu [2007] found that gravity wave momentum flux
opposes the mean wind most of the time. Studies at Gadanki, India [Antonita et al.,
2007; Deepa et al., 2006; Guharay and Sekar , 2011] find that an annual oscillation
dominates in the middle atmosphere but energy and momentum flux has considerable
seasonal variability.
Airglow observations of emitting atmospheric layers have provided the opportunity
to gain information about shorter horizontal scale gravity waves in the mesosphere,
which perturb the layers as they propagate through. These waves in particular will
be the focus of this thesis. The most common observations early on were from the
OI (557.7nm) layer at 96 km [Taylor , 1997]. However it was found that the Hydroxyl
(OH) Meinel band emissions (at 87 km) were far brighter (in the infrared) and easier to
observe, and became the staple for more recent observations [Taylor et al., 2007]. One
problem with ground-based airglow observations is that they are often limited to a
single altitude and observations of the vertical scales are limited by cancellation effects
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caused by integration of signatures through the layer depth [Gardner and Taylor ,
1998]. A fairly wide number of studies have reported climatologies of small scale
waves across sites around the world [Ejiri et al., 2003; Espy et al., 2006; Hecht et al.,
2001; Medeiros et al., 2003; Nakamura et al., 2003; Nielsen et al., 2009; Pautet et al.,
2005; Suzuki et al., 2004; Taylor et al., 1997; Walterscheid et al., 1999; Wu and Kileen,
1996]. It is often found that wave parameters are fairly similar irrespective of the site
of the observations. However, there is considerable variability in propagation direction
with the season. Typical horizontal wavelengths ranged from 20-50 km, with phase
speeds of 20-75 m/s and periods from 8-15 minutes [Nielsen et al., 2009]. Northern
mid-latitude sites predominately reported north poleward and eastward propagation
in the summer months, with a less conclusive set of results for the winter months (some
suggest a switch to equator-ward and westward propagation). At low latitudes, results
were mixed; Taylor et al. [1997] reported strong northeastern propagation during late
spring/early summer at 2◦S, while Suzuki et al. [2004] found clear south poleward
motion during summer with both south poleward and equatorward propagation in
winter in Darwin, Australia (similar to mid-latitude results). Medeiros et al. [2003]
found predominantly southeastern propagation during summer and northwestern in
winter over Brazil. At southern hemisphere high-latitudes, waves were found to be
traveling towards the Antarctic continent during the austral winter.
Numerous radar observations of atmospheric waves have been made by instruments
such as the Arecibo Incoherent Scatter Radar (ISR), the Middle and Upper atmo-
sphere (MU) radar, the Poker Flat ISR (PFISR), the European Incoherent Scatter
radar (EISCAT), and Medium Frequency (MF) radars [e.g. Djuth et al., 2010; Livneh
et al., 2007; Manson and Meek , 1993; Meek et al., 1985; Nakamura et al., 1996; Nicolls
and Heinselman, 2007; Oliver et al., 1997; Tsuda et al., 1990a; Vadas and Nicolls ,
2008; Vincent and Fritts , 1987] . Studies that have focused on long-term observations
in the MLT have found semi-annual variations of wave kinetic energy and variances,
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with maxima in summer and winter, and minima in the spring and autumn. Momen-
tum fluxes in the mesosphere suggest wave propagation opposes the wind direction
[Manson and Meek , 1993; Nakamura et al., 1993b, 1996; Tsuda et al., 1990b] with
zonal peak magnitudes of mean flux of 1-4 m2/s2. Stratosphere observations in Japan
have shown an annual cycle in gravity wave wind variances with relative minima in
the summer and relative maxima in the winter/spring [Murayama et al., 1994; Sato
et al., 1994; Tsuda et al., 1994b]. The zonal momentum flux was -0.1m2/s2 in the
winter and near zero in summer, while the meridional component was negative, small
in magnitude and showed no clear cycle. UHF radar studies at Arecibo [Janches
et al., 2006; Zhou and Morton, 2006] estimated the zonal momentum fluxes to be
between 10-40 m2/s2 for waves with periods between 15 mins-2 days over a 65-85km
altitude range. A more recent study in Gadanki, India [Eswaraiah et al., 2013] used
the mesosphere-stratosphere-troposphere (MST) radar and found large enhancements
of tropospheric momentum flux at the equinoxes, while momentum fluxes peak in win-
ter and spring in the lower mesosphere (2.8 m2/s2). They also found that momentum
fluxes opposed the zonal wind in winter and summer, but followed it in the equinoxes
(at 73-80km altitude).
1.4 Effects upon the atmosphere and parameteri-
zations
Gravity waves provide one of the main mechanisms for transporting both energy and
momentum from sources in the lower atmosphere to the MLT region. It is suggested
that up to 70% of the momentum budget in this region can be accounted for by grav-
ity wave deposition [Fritts , 1984b; Fritts and Vincent , 1987]. Waves can deposit their
momentum and energy into the mean winds via a number of mechanisms including
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viscous dissipation, wave breaking, and critical level filtering [e.g. Fritts and Lund ,
2011; Fritts et al., 2006; Hickey et al., 2011a; Pitteway and Hines , 1963; Staquet and
Sommeria, 2002; Vadas , 2007; Vadas and Liu, 2009, 2013; Yigit et al., 2008, 2009]. In
doing so, gravity waves have the ability to exert a force or drag upon the background
atmosphere and can cause localized heating/cooling and/or acceleration and deceler-
ation of the background winds [e.g. Becker and Schmitz , 2002; Holton and Alexander ,
2000; Medvedev and Klaassen, 2003; Yig˘it and Medvedev , 2009]. In turn this can lead
to additional circulations, wind variations, and temperature effects not obviously ac-
counted for by global simulations without gravity wave effects considered. In general,
the gravity wave mean body forcing in the lower stratosphere will have the same sign
as the local shear and dissipation is more likely to occur through critical level filter-
ing unless amplitudes are very large. In the mesosphere, the force generally opposes
the background wind and the amplitudes grow large enough that wave breaking is
common [Fritts and Alexander , 2003, and references cited within].
One of the most well-recognized and interesting effects of gravity waves occurs at the
mesopause. Intuitively, one would expect the mesopause temperature to be warmest
in the summer and coldest in the winter when considering an atmosphere in radiative
equilibrium. However it turns out to be the opposite. Gravity wave zonal mean forcing
leads to closure of the zonal mean jets, this drives a significant meridional transport
circulation and leads to reversal of the meridional temperature gradient above 70 km
altitude. As a consequence of this meridional circulation, rising air at the summer
pole leads to adiabatic cooling while subsiding air at the winter pole leads to adiabatic
heating. [Fritts and Alexander , 2003; Fritts et al., 2006; Garcia and Solomon, 1985;
Holton, 1982, 1983; Lindzen, 1981]. At middle and high latitudes, the mean body
forcing effect due to gravity waves is estimated at 50-100 ms−1day−1 which opposes
the zonal mesospheric jets, leading to a 20 m/s mean meridional motion [Fritts and
Luo, 1995; Garcia, 1989; Nastrom et al., 1982].
15
1.4. EFFECTS UPON THE ATMOSPHERE AND PARAMETERIZATIONS
Gravity waves are known to drive both the Quasi-Biennial Oscillation (QBO) and the
Semi-Annual Oscillation (SAO). The QBO is a quasi-periodic oscillation of wester-
lies and easterlies over a 24-36 month period in the tropical lower stratosphere (15-30
km), with zonal velocities reaching speeds of 20-30 m/s [Ebdon, 1975; Giorgetta et al.,
2002; Graystone, 1959; Holton and Lindzen, 1972; Lindzen and Holton, 1968; Scaife
et al., 2000; Takahashi , 1996]. The QBO is partly driven by upward propagating
gravity waves, generated by latent heating in tropical convection, which are critical
level filtered and transfer momentum to the background zonal flow, thus accelerating
it. Eastward traveling waves will be absorbed by the westerlies at the critical level
altitude (when cpx = u0), accelerating the westerly and moving the altitude at which
critical level wave absorption occurs downwards. Meanwhile, the westward propa-
gating waves will pass through the westerlies without absorption, but will be filtered
by easterlies at higher altitudes with the same effect. Therefore the altitude of the
absorption is constantly progressing downwards at ∼1 km per month and switching
between westerlies and easterlies [Houghton, 1986]. At higher altitudes the QBO
gives way to the SAO [Garcia and Sassi , 1999; Hitchman and Leovy , 1988; Hitchman
et al., 1992; Ray et al., 1998; Sassi and Garcia, 1994] which is driven by a combination
of planetary scale waves (with contributions from higher wavenumbers) and a mean
meridional advection of easterly momentum from the summer hemisphere. Gravity
wave effects also drive summer hemisphere equator to pole meridional transport and
breaking mesospheric waves can influence the winter polar vortex causing tempera-
ture to decrease by as much as 20K [Garcia and Boville, 1994; Hitchman et al., 1989;
Kinnersley , 1996; O’Sullivan and Dunkerton, 1994; Rosenlof , 1995, 1996].
Being able to accurately describe gravity waves effects upon the background atmo-
sphere, as well as the sources generating them, is a “holy grail” of the field. However,
computational limitations mean that direct simulation of the full spectrum of gravity
waves in general circulation models is currently impossible. Therefore, the sub-grid
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scale gravity waves and their sources need to be parameterized into models. A param-
eterization needs to be able to accurately describe the amplitudes, propagation, and
dissipation of a spectra of waves generated by a source. While numerous efforts have
been made, they are currently a long way from being truly accurate, partly due to
poorly constrained parameters provided by current observations. This is particularly
true of the low m portion of the spectra which is suggested as having the largest effects
in the mesosphere [Hines , 1997]. The majority of parameterization schemes only con-
sider vertical wave propagation and background variation while non-orographic waves
are considered to be globally uniform, or vary with latitude only. The reflection of
waves, or interactions between waves of differing scales are rarely considered and there
is little agreement on the fluxes of the waves at source levels. Despite this, general
circulation models (GCM) using these gravity wave parameterizations have had some
successes in reproducing the effects discussed in the preceding paragraphs.
There have been a number of parameterization schemes utilized with varying degrees
of complexity and efficiency [Alexander and Dunkerton, 1999; Fritts and Lu, 1993;
Hines , 1997; Holton, 1982; Lindzen, 1981; Lott and Miller , 1997; McFarlane, 1987;
Medvedev and Klaassen, 2000; Meyer , 1999; Palmer et al., 1986; Scinocca and Mc-
Farlane, 2000; Warner and McIntyre, 2001; Yigit et al., 2008]. Arguably the most
influential were the early Lindzen/Holton schemes [Holton, 1982; Lindzen, 1981].
These used discrete wave parameters at the source level and propagated them using
a mid-frequency approximation dispersion relation (see Fritts and Alexander [2003]).
They used the linear convective instability condition (|u′| ≥ |c − u0|) to determine
where wave breaking/dissipation would occur with saturation conditions used for
wave dissipation beyond this level. This type of parameterization was used for both
mountain waves [McFarlane, 1987; Palmer et al., 1986] and non-stationary waves
Kiehl et al. [1996]; Norton and Thuburn [1999]. Palmer et al. [1986] and McFarlane
[1987] defined parameters for topographic waves, which were launched opposite to
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the surface wind with a ground relative phase speed of zero. The momentum flux
was related to subgrid scale orographic variances, the atmospheric stability (N) and
the surface wind. Momentum flux source values for non-stationary waves is consid-
ered a free-parameter and not well constrained. Rather than using saturation theory,
Alexander and Dunkerton [1999] assumed that the wave was totally dissipated at the
level of convective instability which reduced computational time considerably and
allowed for a spectra of input waves rather than a small set of discrete waves used
in the Lindzen schemes. Alexander and Dunkerton [1999] also included wave reflec-
tion in their parameterization but only for horizontal wavelengths less than 50km.
Warner and McIntyre [2001] developed a spectral analogue to the Lindzen schemes
and found that short horizontal wavelengths carried significant momentum flux so ne-
glect of wave reflection is a considerable issue. Meyer [1999] took into consideration
the molecular viscosity and thermal conduction, which dominates in the thermosphere
for waves which do not break in the mesosphere and allowed multiple breaking lev-
els. The majority of schemes preceding this did not consider the thermosphere or
used an artificial parameter to damp thermospheric waves [i.e Hines [1997]]. Garcia
et al. [2007] added the effects of radiative cooling in addition to molecular diffusion
from 75 km-145 km with a Lindzen scheme as its basis for breaking. Finally Yigit
et al. [2008] described a spectral parameterization extending into the thermosphere
including breaking, saturation, molecular viscosity, thermal conduction, ion friction,
and Newtonian cooling.
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1.5 Motivation and structure of this thesis
This thesis is based upon three scientific papers published in the Journal of Geophys-
ical Research (JGR) and is presented over the course of the 4 following chapters. The
three major science questions asked in this thesis are summarized as follows:
1. What is the effect of thermospheric dissipation on the spectral evolution of grav-
ity wave packets, and how does the initial spectral content affect this evolution?
2. Is the presence of relatively weak winds at high latitudes likely to decrease
the chance of gravity wave ducting and long distance propagation in the meso-
sphere? Do other regions of the atmosphere provide favorable conditions for
the long-range horizontal propagation of small-scale waves?
3. How does a spatially inhomogeneous and temporally varying background wind
affect the propagation, filtering, and reflection of small-scale gravity wave pack-
ets?
Chapter 2 provides a detailed description of the numerical model and analysis meth-
ods used throughout chapters 3-5. Chapter 3 considers numerical simulations of the
dissipation of upward propagating wave packets of differing spectral content in the
thermosphere by molecular diffusion and thermal conduction and is motivated by
science question 1. As can be seen in the previous section, accurate representation
of gravity wave dissipation and their spectral evolution are crucial for parameteri-
zation schemes in General Circulation Models (GCMs) until computers are powerful
enough to directly resolve small scales in GCMs. While observations are needed to
constrain the spectra of real waves in the atmosphere, modeling studies can be used
to determine the evolution of wave parameters and spectra as they are dissipating in
the thermosphere.
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Chapter 4 considers the long-range propagation of small scale gravity wave packets
under averaged high-latitude conditions and is motivated by science question 2. This
study was inspired by OH airglow observations over Halley, Antarctica. This study
suggests that there is a far lower rate of Doppler ducted waves are observed at high-
latitude than at mid-latitude sites [Nielsen et al., 2009, 2012]. It is also inspired by
evidence for long-range propagation provided by a network of imagers over Japan,
which has identified a gravity wave packet spanning over ∼1800km in horizontal
distance [Suzuki et al., 2013a]. In addition, parameterization schemes often neglect the
reflection of waves and only consider vertical propagation rather than their propensity
to travel over horizontal distances. Three types of wave packet observed at OH airglow
heights are considered. Their ability to propagate over large horizontal distances, via
reflection and ducting, and the consequences of this on the forcing of the thermosphere
are assessed.
Chapter 5 considers the interaction between a small-scale gravity wave and a horizon-
tally and vertically inhomogeneous background wind, which also varies in time and
is motivated by science question 3. Once again, gravity wave parameterizations typ-
ically consider vertical variations in the background atmosphere, and do not include
horizontal variations or explicit time-variation. Waves of larger scales will appear as
background inhomogeneities to a small-scale wave. Thus we consider the linear inter-
action between a small-scale and medium scale wave wind field and assess the effect
on the small-scale wave propagation, wave parameters and filtering by the medium
scale wave. In particular, we investigate the effects of the medium scale wave on the
upward propagation of short period waves.
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Chapter 2
Numerical model and analytical
techniques
This chapter describes the methods and analysis techniques used within this thesis.
The majority of the results were achieved by using a 2D, nonlinear, fully compressible
gravity wave model as described in Snively and Pasko [2003, 2008]. The model was
based upon the Clawpack routines developed by Randall J. LeVeque at the University
of Washington [LeVeque, 2002; LeVeque and Berger , 2004]. The Clawpack routines
use a finite volume method to solve a hyperbolic system of equations in conservative
form. It requires a user defined Riemann solver specific to the system of equations
being considered. A description of the development of these numerical methods is
laid out here, and follows techniques and discussion in LeVeque [2002].
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2.1 Hyperbolic systems and conservation laws
The general form of a 1D, time-dependent, hyperbolic, conservative system of equa-
tion can be given by:
qt(x, t) + f(q(x, t))x = 0 (2.1)
where q(x, t) is a column vector containing the parameters of the system (i.e. pressure,
density, velocity etc), subscripts refer to derivatives, and f(q) is some associated
flux function. This is a conservative form of the equation because it describes the
continuity of the system with the right hand side being equal to zero. In its integrated
form, a conservation law is simply stating that the change in total quantity of some
parameter between any two chosen points is only due to the flux in/out of those
points.
d
dt
∫ x2
x1
q(x, t)dx = f(q(x1, t))− f(q(x2, t)). (2.2)
The system of conservation laws can be written in a quasilinear form by using the
chain-rule to define a Jacobian matrix for the flux function:
qt + f
′(q)qx = 0 (2.3)
where f ′(q) represents the Jacobian matrix. A system of equations is then considered
to be hyperbolic if the Jacobian matrix has real eigenvalues and a set of linearly
independent eigenvectors equal to the number of elements is the vector q. This
allows each of the equations in the hyperbolic system to be decomposed into distinct
equations modeling the propagation of that particular parameter. This type of system
can be expanded to multiple dimensions and may have a flux function which is a non-
linear function of q.
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2.2 Characteristics and Riemann problems
The linear form of the hyperbolic system, presented in the above section, with con-
stant coefficients can be written as:
qt + Aqx = 0 (2.4)
where the matrix A represents our Jacobian and q has m parameters (elements). The
hyperbolic nature of the system means that the matrix A must be diagonalizable with
real eigenvalues λ in order for linearly independent solutions to exist. They satisfy
the eigenvector relation:
Arp = λprp (2.5)
where p is an index running from 1 to m, and λ and r are the eigenvalues and
eigenvectors respectively. These linearly independent eigenvectors can be collected to
form a nonsingular, invertible matrix:
R = [r1, r2, ......, rm]. (2.6)
from this we can use the following relations to bring A into a diagonal form: R−1AR =
Λ and A = RΛR−1.
where Λ is the diagonal matrix of eigenvalues:
Λ =

λ1
λ2
. . .
λm

With this relation, the original coupled system of equations can be transformed into
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m decoupled, linearly independent advection equations via:
R−1qt +R−1ARR−1qx = 0 (2.7)
the characteristic variable is defined by w(x, t) ≡ R−1q(x, t), thus we transform the
original system of equations into the characteristic system of equations:
wt + Λwx = 0 (2.8)
The Riemann problem is simply a system of equations combined with an initial con-
dition which is piecewise constant and discontinuous across a boundary:
q(x, 0) =
 ql if x < 0;qr if x > 0.
This discontinuity would be expected to travel along the characteristic curves defined
by the equation 2.8, with velocities defined by the eigenvalues of the matrix Λ. The
left and right hand solutions can be written in terms of the characteristic variables
via:
ql =
m∑
p=1
wpl r
p and qr =
m∑
p=1
wprr
p (2.9)
So for some given piecewise initial data, at time t the pth characteristic will have
propagated λpt distance. Thus we can track the progression of the discontinuity from
just the initial data, and sum up all the characteristic waves to build a solution:
wp(x, t) =
 w
p
l if x− λpt < 0;
wpr if x− λpt > 0.
As we cross the pth characteristic, the value of x−λpt passes 0 and the solution jumps
from wpl to w
p
r .
In practical terms, for building a finite volume solution, we need to decompose the
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differences in the parameters of q across a cell boundary into eigenvectors of A to
obtain the propagating waves:
qr − ql = Rα (2.10)
The differences in q are known from the initial condition, and the matrix of eigenvec-
tors R can be solved analytically from the initial flux function. We then solve for the
vector α. From α we then build the characteristic ’waves’:
W p = αprp (2.11)
These characteristic waves will be used in the finite volume method described in the
next section.
2.3 Finite Volume Methods
While finite-difference methods are the often used numerical algorithms for simulat-
ing differential equations, they are based upon the differential forms of equations and
break down at discontinuities where the differentials no longer hold. This is prob-
lematic for physical systems which may produce steep solutions, such as shock waves
in acoustics or breaking in gravity waves. Finite volume methods are based upon
the integral form of the equations and break a domain down into cells which have an
associated volume. Approximations of the average value of the considered parameters
over the volume are made within these cells, which are modified in time by the flux
going in/out of the cell.
For the set of parameters q, the approximate average over the ith spatial interval, at
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time t = n, is given by:
Qni ∼
1
∆x
∫ xi+1/2
xi−1/2
q(x, tn)dx. (2.12)
Recalling the integral form of the conservation law given by equation 2.2, we can
express this in an explicit time step form:∫ xi+1/2
xi−1/2
q(x, tn+1)dx−
∫ xi+1/2
xi−1/2
q(x, tn)dx =
∫ tn+1
tn
f(q(xi−1/2, t)dt−
∫ tn+1
tn
f(q(xi+1/2, t)dt
(2.13)
Therefore we choose to utilize a numerical method given by the following form:
Qn+1i = Q
n
i −
∆t
∆x
(F ni+1/2 − F ni−1/2) (2.14)
where F ni−1/s is an approximation of the average flux at the cell border (x = xi−1/2):
F ni−1/2 ∼
1
∆t
∫ tn+1
tn
f(q(xi−1/2, t))dt (2.15)
The finite-volume method used in this thesis takes the wave-propagation form of
Godunov’s method, with additional second order corrections [LeVeque, 2002]. Going
back to the characteristic waves developed in the previous section, we can write:
Qi −Qi−1 =
m∑
p=1
αpi−1/2r
p ≡
m∑
p=1
W pi−1/2 (2.16)
So each of the characteristic waves provides a portion of the jump in Q across the cell
boundary. As time progresses, each of these waves will propagate from the boundary
at different speeds (λp) and will modify the q value over some fraction of the grid cell
given by λp∆t/∆x. Thus each wave component will change the average value of the
cell q by:
−λ
p∆t
∆x
W pi−1/2 (2.17)
The sum over all the individual wave contributions will give the value of q at the
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next time step. Inserting this form into the finite volume method of equation 2.14 we
get:
Qn+1i = Q
n
i −
∆t
∆x
[ m∑
p=1
(λp)+W pi−1/2 +
m∑
p=1
(λp)−W pi+1/2
]
(2.18)
where the positive superscript denotes positive eigenvalues and the negative super-
script indicates negative eigenvalues. From this form, we can see that the q value is
modified by right going waves at the i−1/2 boundary, and left going waves at i+1/2
boundary. To simplify the notation slightly we define the terms:
A−∆Qi+1/2 =
m∑
p=1
(λp)−W pi+1/2 (2.19)
A+∆Qi−1/2 =
m∑
p=1
(λp)+W pi−1/2 (2.20)
which are substituted in equation 2.18 to give the general wave propagation form of
Godunov’s method:
Qn+1i = Q
n
i −
∆t
∆x
(A+∆Qi−1/2 + A−∆Qi+1/2) (2.21)
The stability condition for this method is given by:
max|λp|∆t
∆x
≤ 1 (2.22)
These methods can be extended to multidimensional systems via the form:
Qn+1i = Q
n
i −
∆t
∆x
(A+∆Qi−1/2,j + A−∆Qi+1/2,j)− ∆t
∆y
(B+∆Qi,j−1/2 +B−∆Qi,j+1/2)
(2.23)
where the initial system of equations is given by:
qt + Aqx +Bqy = 0 (2.24)
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2.4 The f-wave method
The f-wave method [Bale et al., 2002] simplifies the finite volume method by de-
composing the flux differences directly rather than values of q as shown in equation
2.16:
fi(Qi)− fi−1(Qi−1) =
m∑
p=1
βpi−1/2r
p
i−1/2 ≡
m∑
p=1
Zpi−1/2 (2.25)
where Zp are known as f-waves, and describe jumps in the flux values, with the added
advantage of including the wave speeds (λp) in the decomposition:
m∑
p=1
Zpi−1/2
m∑
p=1
αpi−1/2λ
p
i−1/2r
p ≡
m∑
p=1
λpi−1/2W
p
i−1/2 (2.26)
Another advantage of the f-wave method is that is can easily be extended to incor-
porate source terms (ψ) directly:
fi(Qi)− fi−1(Qi−1)−∆zψi−1/2 =
m∑
p=1
βpi−1/2r
p
i−1/2 ≡
m∑
p=1
Zpi−1/2 (2.27)
with the definition of βp given by:
βi−1/2 = R−1i−1/2(fi(Qi)− fi−1(Qi−1)−∆zψi−1/2) (2.28)
These f-waves can then directly replace the terms in equation 2.19 which are used in
the Godunov method. It is this method, with the addition of higher order correction
fluxes, that is used in the simulations presented within this thesis. The higher-order
correction fluxes make the method second-order accurate and include additional terms
described in LeVeque [2002] Chapter 12.8.
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2.5 The Euler equations
The system of equations we solve to model gravity waves are the Euler equations, with
the inclusion of gravity as a forcing term. The Euler equations are a simplified form of
the Navier-Stokes equations, which neglect the viscous effects of the atmosphere. The
inclusion of viscous effects turns the hyperbolic system of equations into a parabolic
system and thus finite volume methods designed for hyperbolic problems cannot be
used alone. Therefore, we solve the viscous terms separately in a time-split method.
The Euler equations written in conservative form are given by:
∂
∂t

ρ
ρu
ρw
E

+
∂
∂x

ρu
ρu2 + p
ρuw
vx(E + p)

+
∂
∂z

ρw
ρuw
ρw2 + p
vz(E + p)

=

0
0
−ρg
−ρgw

(2.29)
where ρ is the density, p is the pressure, g is gravity, u is the horizontal velocity, and
w is the vertical velocity. The rows represent the conservation of mass, momentum
(horizontal and vertical), and energy respectively. Put in the context of the finite
volume methods, equation 2.29 is represented by the form:
∂q(x, z, t)
∂t
+
∂f(q(x, z, t))
∂x
+
∂g(q(x, z, t))
∂z
= ψg (2.30)
The equation of state linking the primitive variables is given by:
E =
p
γ − 1 +
1
2
ρ(u2 + w2) (2.31)
For a system of non-linear equations, we need to consider an “approximate” Riemann
solution using a matrix A which is an approximation of the Jacobian of the flux
function f ′(q). This approximation can be done in various ways, however the most
common is to use Roe variables in the matrix A [Roe, 1981]. A full description of
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Roe linearization can be found in LeVeque [2002] section 15.3.2 and Roe [1981]. The
Roe variables for the Euler equations are given as:
uˆ =
√
ρi−1ui−1 +
√
ρiui√
ρi−1 +
√
ρi
(2.32)
for the horizontal velocity,
wˆ =
√
ρi−1wi−1 +
√
ρiwi√
ρi−1 +
√
ρi
(2.33)
for the vertical velocity,
Hˆ =
√
ρi−1Hi−1 +
√
ρiHi√
ρi−1 +
√
ρi
(2.34)
for the specific enthalpy,
cˆs =
√
(γ − 1)
(
Hˆ − 1
2
(uˆ2 + wˆ2)
)
(2.35)
for the speed of sound.
The Jacobian matrix f ′(q) has four eigenvalues (λp):
λ1 = uˆ− cˆs, λ2 = uˆ, λ3 = uˆ, λ4 = uˆ+ cˆs (2.36)
with corresponding eigenvectors given by:
r1 =

1
uˆ− cˆs
wˆ
Hˆ − uˆcˆs

, r2 =

1
uˆ
wˆ
1
2
(uˆ2 + wˆ2)

, r3 =

0
0
1
w

, r4 =

1
uˆ+ cˆs
w
Hˆ + uˆcˆs

(2.37)
which make up the vector form of the eigenvectors R defined by equation 2.6. The
eigenvectors and values of g′(q) are similar but with the roles of the horizontal and
vertical winds reversed.
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At this stage, we decompose the differences in the fluxes between cells into the wave
coefficients β:
β1 = δ1 − β2 − β4 (2.38)
β2 = (γ − 1)(Hˆ − (uˆ
2 + wˆ2))δ1 + uˆδ2 + wˆδ3 − δ4
cˆ2s
(2.39)
β3 = δ3 − wˆδ1 (2.40)
β4 =
δ2 + (cˆs − uˆ)δ1 − cˆsβ2
2cˆs
(2.41)
where δp refers to the pth component of the flux differences between cells. These
terms are then fed into the wave propagation form of Godunov’s method with the
addition of higher-order correction terms to form the finite volume method we use in
this thesis.
In Chapter 5, we introduce horizontal inhomogeneity of the background wind into the
model. In the vertical direction, flux differences in the finite volume method between
grid cells arise from the vertical pressure gradient, which is subsequently balanced by
the gravitational term. However, in the horizontal the flux differences between cells
are zero naturally unless there is a horizontally inhomogeneous background. If we
introduce a horizontally inhomogeneous background wind to the simulation then the
background wind will evolve in time as governed by the system of equations. In order
to analyze small scale gravity wave propagation through a non-evolving horizontally
inhomogeneous wind we need to introduce an artificial horizontal pressure gradient
to hold the background wind field in place. The second bracket in equation 2.29
represents the horizontal fluxes, and the first, second and fourth rows will have non-
zero values in the presence of a horizontally varying background wind du
dx
(the third is
zero since w is zero). We introduce an effective source term to the system of equations
(equation 2.29) which is equal and opposite to these flux differences at t=0 (i.e., the
31
2.6. VISCOUS DISSIPATION
initial tendency) and applies throughout the duration of the simulation.
ψ =
∂
∂x

ρvx
ρv2x + p
ρvxvz
vx(E + p)

t=0
(2.42)
2.6 Viscous dissipation
As mentioned in the previous section, the Euler equations are a hyperbolic system
of equations which allows them to be solved by the finite volume method. However
they do not include viscous dissipation terms, which must be dealt with separately.
In general, gravity waves are dissipated via a number of methods. These include
wave breaking, critical level filtering, eddy viscosity, molecular viscosity, thermal
conduction, ion drag, and radiative cooling effects. This thesis is concerned primarily
with the dissipation of small amplitude linear waves in the thermosphere, therefore
we choose to include the effects of molecular viscosity, and thermal conductivity only.
The molecular viscosity can be accounted for via the stress tensor:
τij = η
[
(
∂ui
∂xj
+
∂uj
∂xi
)− 2
3
δij
∂uk
∂xk
]
(2.43)
where η is the dynamic viscosity and ui and xi are components of the velocity and
position respectively. The viscous terms can be added to the right hand side of the x
and z momentum equations as:
x :
∂(τxx)
∂x
+
∂(τxz)
∂z
(2.44)
z :
∂(τxz)
∂x
+
∂(τzz)
∂z
(2.45)
(2.46)
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where
τxx =
2
3
η
(
2
∂u
∂x
− ∂w
∂z
)
(2.47)
τxz = η
(∂w
∂x
− ∂u
∂z
)
(2.48)
τzz =
2
3
η
(
2
∂w
∂z
− ∂u
∂x
)
(2.49)
The same can be applied to the right hand side of the energy equation in order to
account for thermal diffusivity and stresses:
E :
∂(uτxx + wτxz − qx)
∂x
+
∂(uτxz + wτzz − qz)
∂z
(2.50)
where
~q = −κ∇T (2.51)
The kinematic viscosity is then defined as the ratio of dynamic viscosity to density
ν = η
ρ
(m/s2). In order to compare with other studies, we drop the compressibility
and cross terms and simplify the expressions to simple diffusion equations:
∂~u
∂t
= ν∇2~u (2.52)
∂T
∂t
= α∇2T (2.53)
where α is the thermal diffusivity (m/s2), and is related to the kinematic viscosity
via the Prandtl number (Pr=ν/α). These are then solved using an explicit Euler
finite-difference approximation:
qn+1i,j = q
n
i,j +D
[ ∆t
∆x2
(
qni+1,j − 2qni,j + qni−1,j
)
+
∆t
∆z2
(
qni,j+1 − 2qni,j + qni,j−1
)]
(2.54)
where q represents either the temperature or velocity, i is the x index, j is the z index,
n is the t index, and D represents the diffusion coefficient.
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2.7 Boundary Conditions
Boundary conditions are built into the Clawpack software (see LeVeque [2002] section
7 for full details) and are easily switchable in the code using a logic operator. There
are three different boundary conditions which are used in the numerical simulations
within this thesis.
1) Open (outflow) boundary condition:
This is used for the upper and side boundaries of the numerical domain. It allows
the wave modes to simply advect out of the domain when they reach the boundary
and uses a zero order extrapolation of the boundary cells to the ghost cells outside of
the physical domain. Due to the stratification of the atmosphere, the extrapolation
of the perturbation quantities needs to be scaled at the upper and lower boundaries
to account for the change in atmospheric parameters. If N represents the index of
the upper or lateral boundary then the condition is
QN+1 = QN , QN+2 = QN (2.55)
for the lateral boundaries and:
QN+1 = Q0N+1 +Q
′
N(
ρ0N+1
ρ0N
)1/2, QN+2 = Q0N+2 +Q
′
N(
ρ0N+2
ρ0N
)1/2 (2.56)
for the upper boundary, where subscript 0 represents background quantities and a
primed symbol represents perturbation quantities.
2) Closed (reflecting) boundary condition:
The closed condition is used at the lower boundary which represents the ground
(z=0) in all of the simulations. The closed condition acts as a solid surface which all
waves reflect from, as would happen at the surface of the Earth. If the the boundary
occurs at the grid cell referenced by the index 1, then we first extrapolate the values
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as we did for the upper boundary, then we negate the extrapolated normal velocity
w(0) = −w(0) and w(−1) = −w(−1).
3) Periodic boundary conditions:
The periodic conditions apply at the side (lateral) boundaries when we want to isolate
a single horizontal wavemode within our simulation. Typically the horizontal domain
size is set to equal one horizontal wavelength of the wave being simulated in this case.
The periodic boundary means that waves flowing out of the right edge of the domain
flow back into the left hand edge of the domain, creating a monochromatic wave in
the horizontal. The conditions for this to occur are
Qn−1 = Q
n
N−1, Q
n
0 = Q
n
N , Q
n
N+1 = Q
n
1 , Q
n
N+2 = Q
n
2 (2.57)
2.8 Wave initialization
Gravity waves are initialized in two ways. Either the gravity waves are excited via
a time-dependent mechanical oscillation, or the gravity waves are specified as an ini-
tial condition at t = 0 and then allowed to propagate. The mechanical oscillator is
specified using a time-dependent vertical body forcing applied to the vertical momen-
tum equation. The initial condition is applied via a user-specified horizontal wind
perturbation at t = 0. The other perturbation quantities are then related to it by
the polarization relations in equations A.10-A.13. Both take the form of a sine wave
multiplied by a Gaussian envelope function. The details of the forcing will be laid
out explicitly in the relevant chapters.
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2.9 Ray-trace theory
In addition to using the 2D numerical simulations, ray-theory [e.g. Lighthill , 1978]
was also used to trace the paths of gravity waves as they propagate through the
atmosphere. The basic ray theory is developed as described here:
We consider the standard form of a wave, where we assume that the wave is locally
sinusoidal:
q = Q(xi, t)e
iα(xi,t) (2.58)
along with some dispersion relation where the frequency ω(ki, xi) is not only a function
of wavenumber, but of position as well. In the equation above, α represents the
phase of the wave (i.e. α = ωt − kx − mz) and xi, ki represent the spatial and
wavenumber parameters, and Q(xi, t) represents the amplitudes. Taking derivatives
of the phase and frequency with respect to position, wavenumber, and time gives the
relations:
∂α
∂xi
=− ki (2.59)
∂α
∂t
=ω (2.60)
∂ω
∂kj
=Cgj (2.61)
where Cgj represents the group velocity and is defined as the partial derivative of the
frequency with respect to the wavenumber component j, keeping the other wavenum-
ber components and the position constant. As discussed in Chapter 1, the group
velocity represents the velocity of energy propagation. The use of the suffix j repre-
sents a sum over each of the j values, when both suffixes i, and j, appear together.
Using the results of equations 2.59-2.61 we can explicitly write that:
ω(−∂α/∂xi, xi) = ∂α/∂t (2.62)
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If we then differentiate this equation with respect to x, we obtain:
∂2α
∂xi∂t
=
( ∂ω
∂kj
)(
− ∂
2α
∂xi∂xj
)
+
∂ω
∂xi
(2.63)
which is equivalent to using the chain rule dω/dx = (∂ω/∂k)(∂k/∂x) + ∂ω/∂x. In-
serting equations 2.59-2.61 into equation 2.63 we obtain:
∂ki
∂t
+ Cgj
∂ki
∂xj
= − ∂ω
∂xi
(2.64)
The left hand side of the equation represents the total derivative of the wavenumber
with time, which is advecting at the group velocity Cgj. Thus the general ray tracing
equations yield:
dki
dt
= − ∂ω
∂xi
(2.65)
dxj
dt
= Cgj (2.66)
We now extend this case to include a background wind field Ui, and define an intrinsic
frequency Ω = ω− kjUj, which is the frequency in the frame of reference of the wind.
Therefore, our ground relative frequency is defined as:
ω = kjU(xj) + Ω(ki, xi) (2.67)
Following the same steps as for the windless case, we end up with the ray equa-
tions:
dxi
dt
= Ui + Cgi (2.68)
dki
dt
= −kj ∂Uj
∂xi
− ∂Ω
∂xi
(2.69)
The first equation states that the velocity of a wave-packet along its ray is given by
the sum of the background wind and the group velocity. The second equation states
that the refraction of the wave is due gradients in the wind, and changes in the fluid
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properties. Note that for the ray-equations to hold, any variations in parameters must
occur slowly on the scale of wavelengths of the wave-packet. Also the ground relative
frequency of a wave is constant along a ray-path, unless there are time variations
in the background atmosphere or winds. If the background parameters vary in time
then we include an additional equation to take this into account.
dω
dt
= kj
∂Uj
∂t
(2.70)
2.10 Wavelet analysis
One of the signal processing techniques used in this thesis is a wavelet analysis. The
wavelet technique is similar to a windowed Fourier transform in that it can produce the
frequencies present in a signal as a function of time (or wavenumbers as a function of
space). The technique takes a 1D time series of data and produce a 2D time-frequency
image plot. The methods described in this section are adapted from Torrence and
Compo [1998].
We define a time-sequence tn each with equal spacing dt, where n = 0 . . . N − 1; and
we define a wavelet Ψ0(η), with the properties that the mean is zero and the function
is localized in both time and frequency space. In this thesis we use a Morlet wavelet
defined by:
Ψ0(η) = pi
−1/4eiω0ηe−η
2/2 (2.71)
where η is a non-dimensional time parameter and ω0 is a non-dimensional frequency.
A convolution of the wavelet and the time-sequence is performed for wavelets of
different scales which is translated along the time-sequence:
Wn(s) =
N−1∑
n′=0
tn′Ψ
∗
[(n′ − n)dt
s
]
(2.72)
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where s is the scale parameter, ∗ indicates a complex conjugate, and n is the localized
time index. By translating the wavelet along the time axis for each scale s, we can
construct a picture of the amplitude of the convolution for each scale as a function of
time. While the wavelet transform can be evaluated via this equation, it is often faster
to do the calculation in Fourier space where the convolution becomes a product:
Wn(s) =
N−1∑
k=0
tˆkΨˆ
∗
(
sωk
)
eiωkndt (2.73)
where the hat notation indicates a variable in frequency space where k is the frequency
index, and tˆk is given by the discrete Fourier transform:
tˆk =
1
N
N−1∑
n=0
tne
−2piikn/N (2.74)
and the angular frequency is defined by:
ωk =

2pik
Ndt
k ≤ N
2
− 2pik
Ndt
k > N
2
In order to compare the wavelet transforms directly at each scale s, the wavelet
function is normalized to have unit energy:
Ψˆ
(
sωk
)
=
(2pis
dt
)1/2
Ψˆ0
(
sωk
)
(2.75)
where Ψˆ0
(
sωk
)
for the Morlet wavelet is given by:
Ψˆ0
(
sωk
)
= pi−1/4H(ω)e−(sω−ω0)
2/2 (2.76)
where H(ω) is a Heaviside step function. The scale parameter s is chosen to vary
according to:
sj = s02
jdj, j = 0, 1, . . . , J (2.77)
J = dj−1log2(Ndt/s0) (2.78)
39
2.10. WAVELET ANALYSIS
where s0 represents the smallest resolvable parameter and J represents the largest.
s0 is chosen so the Fourier period is approximately equal to 2dt (see Torrence and
Compo [1998] section 3h for details), and dj must be less than 0.5 for Morlet wavelets.
We use the matlab routines written by Torrence and Compo to perform all wavelet
analysis on our datasets (http://paos.colorado.edu/research/wavelets).
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Chapter 3
Thermospheric dissipation of
upward propagating gravity wave
packets
3.1 Introduction
In this Chapter, the effect of thermospheric dissipation, by molecular viscosity and
thermal conduction, on the spectral evolution of upward propagating gravity wave
packets of different spectral content is studied. This provides a foundation for under-
standing how upward propagating gravity waves are affected by thermospheric dissi-
pation in a simple manner and is based upon the work by Heale et al. [2014a].
We consider a single horizontal mode, in a periodic domain, dissipating in a thermally-
realistic (but windless) background atmosphere. We use a time dependent body forc-
ing to initialize wave packets of different spectral content. In addition, we consider
the simplest case of wave propagation and dissipation in a windless, isothermal at-
mosphere. The wave packet, in this case, is specified by an initial condition, and the
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spectral evolution is tracked in time. The following chapters will then build on this
understanding and demonstration of dissipation under relatively simple conditions,
and takes into account more complex effects including winds, wave reflection, and
with extended horizontal domains.
As has been previously mentioned, gravity waves are considered ubiquitous in the
Earth’s mesosphere and lower themosphere (MLT), and are acknowledged to have a
major role in the dynamics of this region [Djuth et al., 2004; Fritts and Alexander ,
2003; Oliver et al., 1997]. One of the main effects of gravity waves was found to be the
transport of energy and momentum from source regions, typically in the troposphere
[Hocke and Tsuda, 2001; Hung and Kuo, 1978; Kelley , 1997], to higher regions of the
atmosphere, where dissipation becomes important. Due to conservation of energy,
a wave’s amplitude increases as the atmospheric density decreases in a non-viscous
atmosphere as long as the wave remains of small amplitude. However, the effects of
molecular viscosity simultaneously increase with decreasing density and counteract
the growth of the wave. In the lower thermosphere the molecular viscosity can become
sufficient for dissipation to overtake the growth of the wave, such that its amplitude
will decline as its energy and momentum are deposited to the mean state. The
effectiveness and time scales of damping by molecular viscosity are functions of a
particular wave’s phase speed and spatial scale. Alternatively, if the wave reaches
a sufficiently large amplitude, wave breaking or wave-wave interactions can occur
resulting in non-linear deposition of energy and momentum into the mean flow [Fritts
and Lund , 2011; Fritts et al., 2006; Yigit et al., 2008, 2009].
The effects of dissipation on gravity wave dynamics have been investigated by a num-
ber of studies, utilizing different approaches that include ray-tracing or numerical
modeling [Hickey et al., 2010, 2011b; Liu et al., 2013; Vadas and Fritts , 2005; Wal-
terscheid , 2013; Yu et al., 2009; Zhang and Yi , 2002]. Studies of gravity waves in
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the MLT suggest that the lower thermosphere can act as a barrier to upward en-
ergy propagation. It is known that waves of different scales dissipate at different
altitudes, leading to an atmospheric filtering effect, where longer-wavelength/shorter-
period waves reach the highest altitudes [Francis , 1973; Pitteway and Hines , 1963;
Vadas , 2007]. Thus waves of different intrinsic properties will deposit their energy
at different altitudes. It has been suggested that the increasing molecular kinematic
viscosity with altitude may act to shorten the dominant vertical wavelength in an
isothermal atmosphere, resulting in a more horizontal trajectory and a maximum al-
titude of energy propagation in the lower and mid-thermosphere e.g. [Zhang and Yi ,
2002]. It has also been found that the momentum deposited during wave dissipation
can cause a body forcing which excites secondary waves. These waves can propagate
up to 500 km in altitude before they then dissipate [Vadas , 2007; Vadas and Liu,
2009, 2013].
Vadas and Fritts [2005] derived an anelastic dispersion relation which includes molecu-
lar viscosity and thermal diffusivity as well as deriving the corresponding ray tracing
equations. They found that high phase velocity gravity waves, with large vertical
wavelength, dissipate at the highest altitudes. In some cases, initially large vertical
wavelengths were found to decrease significantly by the time the waves dissipated. In
particular, it was found that λz decreased above the dissipation altitude (the altitude
where dissipation overtakes amplitude growth) for a time varying wave packet under
isothermal conditions, when tracing the path of the packet as described by its group
velocity.
Reduction of vertical wavelengths was also reported by Liu et al. [2013], using a
2D non-linear, compressible numerical model, who analyzed an isolated packet as it
dissipated in both isothermal and non-isothermal atmospheres. They also note the
competing effects of increasing background temperature and molecular viscosity with
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height, which act to increase and decrease the vertical wavelength, respectively, in a
non-isothermal case study.
In contrast, Hickey et al. [1998] utilized a full-wave model (FWM) simulating a one-
dimensional, monochromatic, steady state forcing, and found the vertical wavelength
to always increase with altitude under the effects of dissipation. As a further compli-
cation to interpretation, Waterscheid and Hickey [2011] suggest that group velocity,
which forms a large part of the ray-tracing formalism, becomes a meaningless mea-
sure of vertical energy flow while gravity waves are propagating in the lower ther-
mosphere and are subject to dissipation. They also noted that ray-tracing is derived
from the WKB approximation which assumes slow-varying background fields as com-
pared to the gravity wave vertical wavelengths [Einaudi and Hines , 1971]. Recent
results also suggest that ray-tracing may require understanding of the nature of the
wave packet’s localization and thus bandwidth, especially under dissipative conditions
[Walterscheid , 2013].
In response, Vadas and Nicolls [2012] suggest that the two approaches are funda-
mentally different and do not yield the same solution. While Vadas and Fritts [2005]
assume a complex wave frequency (ω) and consider time-dependent and spatially lo-
calized waves, the FWM employs a steady-state, horizontally homogeneous approach
with complex kz, and constant forcing and energy inputs. It is suggested by Vadas
and Nicolls [2012] that it is unclear if a Fourier series summation of real ω steady-
state solutions will yield accurate altitude solutions to time-dependent Navier stokes
equations, and whether this approach is accurate when used to study transient wave
packets. A physical explanation of the difference in the results is given in paragraph
13 of Vadas and Nicolls [2012].
One of the aims of this Chapter is to explore the differences in results obtained by
Liu et al. [2013]; Vadas and Fritts [2005]; Vadas and Liu [2013]; Zhang and Yi [2002]
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and [Hickey et al., 1998; Walterscheid , 2013; Waterscheid and Hickey , 2011]. In
particular, we consider the different forcing conditions and spectral content of wave
packets used in each case, while investigating and explaining the spectral evolution
and vertical wavelength changes obtained in each case.
We use the numerical model described in Chapter 2, to investigate the nature of wave
packet dissipation for wave packets of spectrally broad, steady-state, and intermediate
scenarios, in a realistic background atmosphere, by simulating three conditions: (1)
a spectrally narrow, continuously forced wave (creating a steady-state condition), (2)
a spectrally broad gravity wave packet, created with spatially isolated forcing, and
(3) a quasi-monochromatic gravity wave packet. Finally, we provide an explanation
for the spectra evolutions seen in cases (1)-(3) by utilizing: (4) an initial-condition
wave packet, similar to that of Liu et al. [2013], to investigate its time-dependent
dissipation in a simplified isothermal atmosphere.
3.2 Background atmosphere and numerical domain
for Cases (1)-(3)
The background temperature used in cases (1)-(3) was obtained using the MSISE-90
empirical model [Hedin, 1991], set to Daytona Beach (29◦ N, 81◦ W) at 0 LT on 1st
January 2012 with Ap=4.5, F10.7=129.2, and F10.7A=128.5. The temperature profile
is shown in Figure 3.1a.
To account for the effects of varying composition in the lower thermosphere, we define
the ratio of specific heats, γ, using an average of the monatomic and diatomic specific
heats as described by Walterscheid and Hickey [2001]:
γ =
5[O] + 7([N2] + [O2])
3[O] + 5([N2] + [O2])
(3.1)
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Figure 3.1: Plot of the: (a) MSISE-90 temperature profile for the time dependent
forcings, (b) the dissipative coefficients with altitude for the MSIS-90E temperature
simulations.
This differs by only a few percent at lower-thermospheric altitudes in comparison
to approximations used by Vadas [2007] or Snively and Pasko [2008], and sensitivity
tests confirm that all results are closely comparable. The specific gas constant Rspecific,
is also specified to vary with composition:
Rspecific = Rideal
([N2] + [O2] + [O])
16[O] + 28[N2] + 32[O2]
(3.2)
The kinematic molecular viscosity and thermal diffusivity are ν and α respectively,
with the kinematic molecular viscosity (m2/s) set to match that of Hickey et al. [1998],
given by the expression of Rees [1989]:
ν =
1
ρ0
3.43[N2] + 4.03[O2] + 3.90[O]
([N2] + [O2] + [O])
T 0.690 10
−7 (3.3)
Here, ρ0 and T0 are the background density and temperature, and the molecules in
square brackets represent the number densities. The thermal diffusivity is related to
the molecular viscosity via the Prandtl number Pr = ν/α, which is set to 0.7. The
diffusivities used in the simulations are shown in the Figure 3.1b.
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SS (t ≤ tc) QM SB
τ (mins) 30 30 30
tc (mins) 120 120 60
σt (mins) 30 30 7.5
Table 3.1: Time dependent forcing parameters for the three simulations, used in
equation 3.4 and 3.5.
The numerical domain for cases (1)-(3) was specified to be 100km in the x-direction
(horizontal) and 300km in the z-direction (vertical), with a resolution of 0.5km in
both cases. Results were output every 15 seconds, with a time step size of ∼0.66
seconds for a CFL number of 0.5. The side boundaries were set to be periodic, with
a reflective bottom boundary (at ground) and an open upper boundary. The vertical
body forcing was applied to the bottom boundary as given by:
Fz(x, z, t) = Ae
−0.5((z−zc)2/σ2z)
· e−(t−tc)2/2σ2t sin(ω(t− tc)− k(x− xc))
(3.4)
In each of the simulations the spatial parameters of the forcing were the same, and
produced a Gaussian modulated sine wave. Parameters are: A=5x10−6 N/kg, yz=0,
σz=3km, and k=2pi/λx where λx=100km. This produces exactly one horizontal wave-
length in the domain which, due to the periodic boundary, gives an effectively infinite
domain in x and spectrally isolates the 100km horizontal mode. The amplitude was
chosen to be small enough that it limits nonlinear interactions.
The time varying component of the forcing differed for each of the three simulations.
For the quasi-monochromatic (QM) case, tc= 4τ , and σt=τ , where τ=30 minutes
(the period of the wave) and ω=2pi
τ
. For the spectrally broad (SB) packet, tc= 2τ,
σt=
τ
4
, where τ and ω have the same definition as before. The steady-state (SS) case
is forced in a piecewise manner where its forcing takes the form of equation 3.4 with
tc= 4τ , and σt=τ , where τ=30 minutes (the period of the wave) and ω=
2pi
τ
for t ≤ tc.
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For t > tc the forcing takes the form:
Fz(x, z, t) =Ae
−0.5((z−zc)2/σ2z)
· sin(ω(t− tc)− k(x− xc))
(3.5)
where ω=2pi
τ
and τ=30 minutes. The time dependent parts of the forcing are shown
in Figure 3.2, along with the corresponding frequency spectra at ground which is
obtained by Fourier Transform. No background winds were included in any of the
simulations.
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Figure 3.2: Left panels: The time dependent components of the body forcing for each
of the three simulations, as described in equation equation 3.4 and 3.5. Right panels:
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3.3 Background atmosphere and numerical domain
for Case (4)
For case (4), we specify an isothermal atmosphere, with the wave packet launched by
an initial wave condition specified within the horizontal wind field. For the purpose
of providing a direct comparison with a previous study, this simulation is based upon
parameters provided by Liu et al. [2013]. In particular, we recreate their Figure 4
using case B from Table 1 in Liu et al. [2013] which shows the normalized spectral
evolution of the wave packet with time. The parameters used are: T=239K, γ=1.4,
R=287 J kg−1K−1, λx=20 km, λz=10 km, τgw=11.76 mins. The scale height is taken
to be 7km, and the buoyancy frequency is 0.02 rad s−1. The atmospheric parameters
are all constant with altitude.
The initial horizontal velocity perturbation which specifies the gravity wave packet
at t=0 is given by:
u′(x, z, t = 0) = A exp
[
− ln(2)(z − z0)
2
2σ2z
]
exp
(z − z0
2H
)
cos[kxx+ kz(z − z0)]
(3.6)
where A=1.0 x 10−3 m/s, z0=60 km, σz=10 km = λz, and the other perturba-
tion quantities are derived using the polarization relations as set out in Fritts and
Alexander [2003]. The gravity waves are then density weighted by multiplying by the
term (ρ0(z)/ρ0(zr))
1/2 where zr=60 km. The kinematic molecular viscosity is given
as:
ν(z) = 3.5x10−7T (z)0.69/ρ(z) (3.7)
and the Prandtl number is set to 1. For the inviscid runs, both the molecular viscosity
and thermal conductivity are set to 0. Differences between our simulation and that
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of Liu et al. [2013] are that we do not use a Rayleigh friction term. We only use
the dissipation processes included in Vadas and Fritts [2005], and our domain is only
20km x 170 km with horizontal and vertical resolutions of 0.5 km. Our time step was
also longer at a value of 0.8 seconds.
3.4 Gravity wave propagation and dissipation in
a realistic background atmosphere (Cases (1)-
(3))
Figure 3.3 shows the unscaled horizontal wind output of the quasi-monochromatic
forcing simulation (Case 3) at t=232, 283, 316, and 350 minutes. The gravity wave
packet does not travel very far over this time span. Its central position and extent
remains relatively unchanged in the vertical, while the phase continues to progress
and the amplitude increases. This same effect is seen in Zhang and Yi [2002], where
the packet ceases to propagate vertically and the group velocity becomes nearly ex-
clusively horizontal when it reaches its dissipation altitude.
In order to investigate the time evolution of the gravity wave propagation, a vertical
slice was taken at x=50km (denoted by the red rectangle in Figure 3.3, the same is
done with the other cases) from the simulation at each time step. Each slice was then
placed adjacent to each over in columns to produce a time evolution plot. Figure 4.7
shows each of the three simulations after the slices have been placed next to each other
to illustrate the effect that the thermosphere has on a gravity wave as it propagates.
The vertical spreading of the different packets is very apparent, with the spatially-
broad packet dispersing the most due to its rich spectral content. It is also clear from
the time evolution of the spectrally-broad packet that the high frequency components
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Figure 3.3: The horizontal wind of the quasi-monochromatic simulation at t=232,
283, 316, and 350 minutes. The red box indicates where the vertical slice (for Figure
4) was taken.
(those with highly inclined vertical phase fronts) reach the highest altitudes and
dissipate first, leaving the slower, lower, frequency components (with more-horizontal
inclined phase fronts) to become dominant at later times in the simulation. Thus the
dominant spectral components change dramatically with the evolution of the wave. In
this case, if tracking the dominant vertical wavelength in time, the vertical wavelength
would appear to decrease. In the steady state simulation, energy is being constantly
added to the system, and as such the wave is present throughout the atmosphere
(up to where the wave dissipates) and the wave field does not change significantly in
time once a steady state has been reached. Also, for the steady-state case a single
frequency component will dominate at late times, unlike the case of a packet whose
position, span and dominant frequency is time dependent. The quasi-monochromatic
case, as expected, lies somewhere in between these two, in which the frequency content
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is broader than the steady-state case, but narrower than the spectrally broad case.
Beyond 450 minutes, the QM packet has significantly dissipated and shorter vertical
wavelengths become dominant. Already, this highlights a difference between steady
state solutions such as Hickey et al. [1998] and more spatially isolated gravity wave
packets such as those investigated by Vadas [2007], Vadas and Liu [2009], and Liu
et al. [2013].
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Figure 3.4: The evolution of the horizontal wind with time for each gravity wave
simulation case, produced by stacking vertical slices of the domain, each taken at
x=50 km, into columns.
3.5 Fourier Analysis of vertical wavenumber and
wavelength
Following a similar analysis of Zhang and Yi [2002] and Liu et al. [2013], we take a 2D
Fourier transform of the simulation domain at each time step to obtain a spectrum and
components in kx and kz wavenumber space. We then isolate the 100km horizontal
wavelength component, which is the dominant mode allowed by the simulation space,
and stack these in time. This allows us to track the vertical wavenumber spectra
in time, and track the evolution of the dominant vertical wavelength of the packet.
Figure 3.5 shows the evolution of the dominant vertical wavenumber with time for
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the steady state forcing. The vertical wavenumbers are negative, which indicate
an upward group velocity. An increasingly negative vertical wavenumber denotes a
decrease in vertical wavelength. In the steady state case we see a relatively small initial
vertical wavenumber as the high frequency portions of the spectrum and transients
reach the highest altitudes first and are initially dominant. As time progresses the
vertical wavenumber becomes increasingly negative and reaches a constant value as
the simulation reaches its steady state, and the transients dissipate away. In the
steady state case, we do not see a decrease in vertical wavelength with time. It is
also worth noting that the vertical wavenumbers derived from the horizontal and
vertical wind velocities are different as expected based upon the study of Einaudi and
Hines [1971]. In the horizontal wind measurement the dominant vertical wavelength
converges to a value of 16 km, whereas it converges to 25 km when derived from
the vertical wind. This occurs because the relative magnitudes of the horizontal and
vertical winds are dependent upon the angle of phase propagation, which varies with
altitude due to the varying background atmosphere and also due to the changing
spectral content of the packet.
Figure 3.6 shows the evolution of the spectrally broad packet forcing. In this case
there is a continuous decrease in the vertical wavelength with time and the result
reflects that of Zhang and Yi [2002] and Liu et al. [2013]. When there is a broad
spectrum of waves excited we see the largest change in vertical wavenumber of the
three cases, as the packet evolves. At 100 minutes, the vertical wavelength derived
from the vertical wind is 100 km, and 75 km when derived from the horizontal wind.
The peak in the spectrum comes at 168 mins and 171 mins, with a wavelength of 60
and 42 km, respectively, for the vertical and horizontal winds. Finally at 300 mins, the
vertical wavelengths are reduced to 30 km and 13.6 km for the vertical and horizontal
winds, respectively. We suggest this is due to a shift in the central frequency of the
packet itself as the high frequency, longer wavelengths dissipate first and the lower
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Figure 3.5: The evolution of the vertical wavenumber with time for the steady-state
forcing case. Panel (a) is derived from the vertical wind and (b) from the horizontal
wind. The overlaying white line indicates the maximum spectral intensity with time.
It shows that the vertical wavenumber settles towards a constant value when the
simulation reaches steady state.
frequency, shorter wavelength components become dominant as time proceeds. For
reference, this is what is seen in Figure 3.4b as the longer wavelength, high frequency
components are dominant early on in the simulation (and reach a higher altitude).
They then dissipate first and make way for the slower, shorter wavelength waves which
become dominant later in the simulation (and at lower altitudes). The fact that the
dominant region of the wave shifts from higher to lower altitudes is consistent with
this explanation and is the prominent (but not necessarily the only) observable cause
of the decreasing vertical wavelength with time for this case.
Figure 3.7 shows a case which is intermediate to the two former cases. The quasi
monochromatic forcing is spectrally more narrowband than the broad packet case.
Of the three, this is the case which is most similar to previous numerical studies (e.g.
Zhang and Yi [2002] and Liu et al. [2013]), and provides the best comparison. We
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Figure 3.6: The evolution of the vertical wavenumber with time for the spectrally-
broad forcing case. Panel (a) is derived from the vertical wind and (b) from the
horizontal wind. The overlaying white line indicates the maximum spectral intensity
with time. It shows a strong shortening of the vertical wavelength with time, unlike
the steady state case.
still see a steady decrease in the vertical wavelength with time after the transients
decay (around 250 minutes), but not as much as in the spectrally broad case. There
is also a noticeable switch in the vertical wavelength at 325 minutes and then again
at 454 minutes in the horizontal wind measurement. This occurs due to a change
in the dominant period of the packet at these times (at an altitude of 120km, see
Figure 3.9c). At 275 minutes, the vertical wavelength values are 30 km and 16 km
as derived from the vertical and horizontal winds, respectively, which are similar to
the spectrally broad values at the same time. The spectral intensity peaks at ∼ 342
mins with λz values of 30 and 21 km, respectively, for the vertical and horizontal
winds. By 400 minutes, the corresponding vertical wavelengths have decreased to 25
and 17.6 km respectively. Beyond this time, the spectral power decreases rapidly and
Figure 3.4c shows that the wave amplitude is decaying noticeably, indicating strong
dissipation. Here we see a more rapid shortening of the vertical wavelength as the
longer wavelengths (higher frequency) dissipate away and the shorter wavelengths
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(lower frequency) packet components become more dominant. At the end of the sim-
ulation the vertical wavelengths have decreased to 15km and 10.7km for the vertical
and horizontal wind measurements respectively.
From the three different simulations, the magnitude of the decrease in vertical wave-
length with time is dependent upon the forcing used and, in particular, the breadth
of the spectrum excited. It is noted that the atmosphere is non-isothermal and that
background temperature affects the vertical wavelength also, however the dominant
factor in causing the vertical wavelength to decrease is the earlier dissipation of the
higher frequency components, as they reach the higher, more viscous atmosphere
ahead of the slower, lower frequency waves.
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56
3.6. MOMENTUM FLUX
SS QM SB
u peak alt (km) 127 124 152
w peak alt (km) 134 134 188
u′w′ peak (km) 129 129 166
Table 3.2: Model dissipation altitudes for the various forcing cases.
3.6 Momentum flux
The momentum flux (per unit density) is given by:
f = u′w′ (3.8)
where the overline denotes an average taken over the horizontal wavelength. Since our
simulation is periodic, this calculation involves simply summing over the horizontal
domain at each altitude, divided by the (fixed) horizontal wavelength. Tracking
the altitude of the peak value of the momentum flux with time gives an indication
of where the dominant (most energetic) portion of the gravity wave packet resides.
The altitude at which the magnitude of the momentum flux is maximum is referred
to as the dissipation altitude [Vadas and Fritts , 2005]. This is the point where the
diffusivity becomes large enough to overtake the growth of the wave due to decreasing
background density. Table 3.2 shows the dissipation altitudes and peak altitude of
wind velocity for each forcing once the initial transients have passed. We also obtain
an estimation of the dissipation altitude from a Full Wave Model (FWM) [Hickey
et al., 1998] which agrees well with our model, suggesting a dissipation altitude of
124 km compared to our 129 km, however our solution does oscillate slightly about its
steady-state. These peak altitudes indicate the altitude at which dissipation effects
become significant.
Figure 3.8 shows the altitude of the peak momentum flux, perturbation horizontal
wind (u’), and vertical wind (w’) as a function of time. Three lines are plotted for each
of the three forcings: the momentum flux peak (as defined above), the horizontal wind
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peak (calculated by averaging the modulus of the horizontal wind over a horizontal
wavelength), and the vertical wind peak (calculated by averaging the modulus of the
vertical wind over a horizontal wavelength). Since the horizontal and vertical winds
vary throughout the spectrum, the altitudes where they achieve maximum values are
time dependent.
For the quasi-monochromatic forcing, the momentum flux peaks at 129km at ∼ 350
minutes. It is at this time that the molecular viscosity acts to reduce the absolute
amplitude of the wave and dissipation really takes hold. For the steady state case, the
momentum flux peak levels out at 123km altitude between 260-347 minutes. Here the
wave enters the stable region of the lower thermosphere and its vertical wavelength
shrinks due to the increasing temperature, reducing its vertical group velocity. The
wave exits this region at 350 minutes and then continues to propagate upwards until
it reaches its dissipation altitude at 450 minutes (at an altitude of 129km), at this
stage the solution begins to oscillate slightly about its steady state, due to the time
dependent nature of the simulation and reflections within the domain.
Note that while these plots tell us the altitude of the dominant portion of the wave
spectrum at any given time, the absolute peak in the momentum flux altitude does
not necessarily correspond to the time when the spectral intensity and thus momen-
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Figure 3.8: Altitudes of the maximum values of the momentum flux, horizontal and
vertical winds as a function of time, shown for all three time-dependent forcing case
studies.
58
3.7. WAVELET ANALYSIS OF FREQUENCY COMPONENTS
tum flux is maximum. A clear example of this is the case of the spectrally-broad
forcing. Although the momentum flux peak altitude occurs at around 140 minutes
(166 km), we can see from Figure 3.6b that the spectral intensity is actually maximum
at ∼175 minutes (where the momentum flux height drops to 159 km, these are the
values quoted in Table 3.2). This occurs because of the changing dominant frequency
component of the packet with time, and is particularly prominent for the spectrally
broad packet. The decrease in altitude of the momentum flux peak is a direct result of
the selective dissipation of the higher (to progressively lower) frequency components
of the packet with time. At 140 minutes, the dominant period is 16 minutes, hence
this part of the wave packet propagates higher, faster, and dissipates earlier than the
19.6 minute period component which then becomes dominant at the time of peak
spectral intensity.
3.7 Wavelet analysis of frequency components
In order to study the frequency components of each forcing as a function of both
time and space, a wavelet analysis was performed on the modeled horizontal wind,
as described in Chapter 2. In this instance, we measure the frequency components
as a function of altitude as well as time by translating the Morlet wavelet in both
the t and z planes independently. When utilizing this method, we are able to look at
localized regions and probe a range of scales rather than looking at the whole domain
via standard Fourier analysis.
The analysis was performed in 1-D, so we take values at x=50 km with time and
produce a single time series plot of wind velocity for each altitude. The wavelet
analysis is then performed on each of these data series, producing a plot of period
and time.
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We then take the dominant period component within the cone of influence (COI),
which denotes the maximum useful period without edge effects, at each time, for each
altitude. The result gives a time, altitude, dominant period plot related to the x, y,
and z axes respectively as shown in Figure 3.9. Doing this allows us to compare the
frequencies present within the model, with the change in vertical wavelength over
time as shown in Figures 3.5,3.6, and 3.7. In the region shown in the Figure 3.9a
(steady-state forcing), there are three period components present over the time and
altitude plotted (subject to limitations of temporal resolution). Beyond 417 minutes,
the entire domain shows a single dominant period component (27.8 minutes); it is
here that the simulation is near to its steady state. Comparing this to Figure 3.5b,
we see that the increase in negative vertical wavenumber occurs simultaneously (also
417 minutes) with the change in dominant period from the 33 minute period (lighter
blue) to the 27.8 minute period (darker blue). Also from Figure 3.8a, we see that the
wind peak occurs at the altitude (122km) where the period component change occurs
(at a time of 417 minutes).
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Figure 3.9: The dominant period (denoted by the color) as a function of time and
altitude. Shown for all three time-dependent forcing case studies, taken from the
modeled horizontal wind perturbations.
Figure 3.9b, corresponding to the spectrally broad packet forcing, shows a much
larger range of dominant periods throughout the domain. At any given altitude, the
dominant period component increases in time, which for a fixed horizontal wavelength,
would mean an increase (decrease) in vertical wavenumber (wavelength) under the
60
3.8. VERTICAL WAVELENGTH WITH ALTITUDE
assumption of the classical Hines inviscid dispersion relation.
Figure 3.9c shows the dominant period components in the quasi-monochromatic forc-
ing case. As expected, this result is intermediate between the two former cases. The
period spectrum throughout the domain is broader than the steady state case, but
narrower than the spectrally broad packet case. In Figure 3.7b, there is a jump
(within our time resolution) at both 325 and 454 minutes in the vertical wavelength
derived from the horizontal wind. At these times, Figure 3.8c shows that the altitude
of the maximum amplitude as determined from the horizontal wind is 122km. This
jump in vertical wavelength can be explained by the change in dominant frequency.
Figure 3.9c shows that at 122km, the frequency changes from 27.80 to 33.06 minutes
at t=325 minutes, and from 33.09 to 39.00 minutes at t=454 minutes.
3.8 Vertical wavelength with altitude
For the steady-state (single frequency) case, we calculate the vertical wavelength with
altitude by measuring the lines of constant phase directly from the simulation. This is
done by finding the horizontal grid position at which the wave velocity is maximum,
for each altitude. The horizontal grid location is plotted as a function of altitude
to give us a curve of constant phase for a given time t. Once we have the lines of
constant phase, we take a tangent to the curve at each altitude. Since the horizontal
wavelength is fixed throughout the simulation, multiplying the tangent to the curve
δλz
δλx
by the horizontal wavelength λx=100 km, will give us an approximate value of
the vertical wavelength (λz) at each altitude, where the resolution is limited by our
grid size to 0.5 km.
We compare our measured vertical wavelengths with the prediction made by the
anelastic version of the Hines [1960], inviscid dispersion relation [Gossard and Hooke,
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1975] given by:
ω2I =
k2N2
m2 + k2 + 1/4H2
(3.9)
where ωI is the intrinsic frequency and taken to be 2pi/30mins, N is the buoyancy
frequency, m is the vertical wavenumber, k is the horizontal wavenumber (taken to
be 2pi/100 rad.km−1), and H is the density scale height. In addition, we compare our
steady-state result with that of Hickey et al. [1998]’s FWM.
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Figure 3.10: The vertical wavelength with altitude for the steady-state forcing case,
after reaching approximate steady state, for cases (a) with viscosity, (b) without.
Comparisons with the Hines inviscid dispersion relation and with the Hickey et al.
[1998] FWM are included.
Figure 3.10 shows the vertical wavelength as a function of altitude taken at a time
when the simulation exhibits steady state behavior for both the viscous and inviscid
cases. The (viscous) steady-state forcing agrees very well with the FWM prediction
model. For the inviscid case, the vertical wavelength agrees well with the Hines
dispersion relation and FWM, with some fluctuations apparent at high altitudes due
to interaction with the upper boundary of the model. We note that the momentum
flux peak occurs at an altitude of 129 km in the viscous steady-state case, which is
where the wave dissipation begins to cause a divergence between the prediction based
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on the Hines inviscid dispersion relation, and the prediction based on simulations that
include viscous effects. We do not see a decrease in vertical wavelength in altitude
above the dissipation altitude, at any fixed time, but we do note that background
temperature variations play a significant role in the wave’s vertical structure. However
this is accounted for in the vertical wavelength prediction of Hines, thus any difference
between that and the simulation results and FWM prediction should be due to the
effect of viscosity.
3.9 Gravity wave propagation and dissipation in
an isothermal atmosphere (Case 4).
In recreating Figure 4b from Liu et al. [2013] we highlight an important difference. Liu
et al. [2013] take the vertical wavelength spectrum and normalize it to the maximum
power at each time. The resulting plot, recreated here in Figure 3.11b, shows a
slope beginning at about 100 minutes that indicates a decreasing (increasing) vertical
wavelength (wavenumber) with increasing time. Figure 3.11a shows the result of the
power spectrum without normalization. In this case, the bottom portion (higher-
|m| portion) of the spectrum remains nearly constant with time, while the spectral
power tapers off from the top (lower-|m| portion), indicating that the higher frequency
(longer wavelength) components are dissipating away first as time progresses. This is
the same mechanism as had previously been suggested in this paper. Although there is
still a small shift in the vertical wavenumber spectrum towards higher wavenumbers,
perhaps indicating a decrease in vertical wavelength with time due to dissipation,
the initial and dominant effect appears to be the selective dissipation of the higher
frequency components within the packet; essentially the waves that arrive first are
removed first.
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Figure 3.11: The temporal evolutions of the vertical wavenumber spectra for the
isothermal case based on Liu et al. [2013]. Panel (a) is not power normalized, whereas
panel (b) is normalized to the maximum power at each time. The overplotted white
line denotes the maximum spectral intensity with time
In order to substantiate this claim, we produce two additional plots. Figure 3.12 is
similar to Figure 3.4, but also includes various ’ray’ paths overlaid for (a) a viscous
case, and (b) an inviscid case. The overlaying blue line shows the path taken by
the maximum wind amplitude of the packet in time, which corresponds to the dom-
inant frequency components in the Fourier transforms of Figure 3.11a. The vertical
wavelength is derived (using the same method as Section 3.5) along this path and
plotted as the blue line seen in Figure 3.13a for the viscous case. We see, as with
the Fourier analysis, that the vertical wavelength decreases from 10 km to 8.2 km
between 90 - 150 minutes when viscosity is present. This time period corresponds to
when the packet is strongly dissipating, and it ceases to propagate vertically (beyond
z=133 km) and instead appears to propagate in a purely horizontal direction (see
Figure 3.12a). However, if we take a horizontal slice at z=133 km (as denoted by
the white line in Figure 3.12 and plotted in Figure 3.13c), it is clear that we are
seeing different parts of the packet spectrum as time progresses. At t=100 minutes
the approximate period of the wave is 11.2 minutes, but by 120 minutes it has in-
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creased to approximately 13 minutes. Using the Hines (inviscid) dispersion relation
for these approximate periods we obtain vertical wavelength values of 10.6 and 8.84
km, respectively. While these values are only estimates, they are, nonetheless, con-
sistent with the decrease in vertical wavelength simulated earlier. This supports our
claim that the dominant effect observed in packet dissipation is the decrease of verti-
cal wavelength in time, due to the initial dominance of the higher frequency (longer
wavelength) which travel faster and dissipate first, giving way to the lower frequency
(shorter wavelength) components of the packet.
In addition, we plot the trajectory of the packet as predicted by the group velocity
of the central frequency and wavelength of the packet, and shown by the green line
in Figure 3.12. The group velocity used was that derived from the Hines inviscid
relation and given by:
Vgz =
−mω2
ω(k2 +m2 + 1
4H2
)
(3.10)
We then plotted the vertical wavelength with time along this vertical trajectory (green
line in Figures 3.13a) and find that the vertical wavelength increases around the same
time that the vertical wavelength measured by the maximum amplitude of the packet
begins to decrease. This occurs because, while the packet dissipates and its upward
trajectory ceases, the trajectory described by the inviscid group velocity continues
upwards and thus passes through the higher frequency (longer wavelength) portions
of the packet which are able to reach higher altitudes before dissipating.
In the inviscid case, the trajectory traced out by the maximum amplitude of the
packet and that of the group velocity are the same since the molecular viscosity
and thermal conductivity are not there to halt the upward propagation of the wave
packet. Even though this was specified as a quasi-monochromatic initial condition
source in both Liu et al. [2013] and in our simulations, there is a clear dispersion of
65
3.9. GRAVITY WAVE PROPAGATION AND DISSIPATION IN AN
ISOTHERMAL ATMOSPHERE (CASE 4).
Horizontal wind speed (m/s) 
with cross sectional altitude (X=10km) with time
Al
titu
de
 (k
m
)
 
 
20 40 60 80 100 120 140 160
20
40
60
80
100
120
140
160
−8
−6
−4
−2
0
2
4
6
8
x 10−4
Z=133km
Time (mins)
Max amplitude 
of packet with 
time (blue)
Path of group 
velocity
(green)
Al
titu
de
 (k
m
)
 
 
20 40 60 80 100 120 140 160
20
40
60
80
100
120
140
160
−8
−6
−4
−2
0
2
4
6
8
x 10−4
Time (mins)
Viscous Inviscid
Path of group velocity
(green), Max amplitude of 
packet (blue)
Z=133km
Max amplitude of 
packet with time 
from viscous run 
(red)
(a) (b)
Figure 3.12: Figure shows a time evolution of the horizontal wind (at x=50km) for
panel (a) the viscous case and panel (b) the inviscid case, with paths defined by 1)
the maximum amplitude of the packet (blue), 2) the group velocity as defined by
Hines [1960] (green), and 3) the maximum amplitude from the viscous case overlaid
on the inviscid case (red).
the packet as it propagates upwards. Figure 3.13b shows, as we would expect, that
the vertical wavelength remains approximately constant along the group path when
no viscous effects are present. Figure 3.13c shows the horizontal wind amplitudes as
a function of time at z=133 km (where the packet ceases it’s upward propagation) for
the viscous and inviscid cases. It can be seen that the wave packet is almost exactly
the same except for a decrease in amplitude in the viscous case. This suggests that it
is essentially the “cutting-off” of the dominant (central frequency and wavenumber)
part of the packet by dissipation above 133km which causes the maximum amplitude
of the packet to migrate to the lower frequency components of the packet (and hence
cause the cessation of the upward trajectory of the packet). In order to emphasize
this point, we overlay the path of the maximum wind amplitude from the viscous
case (blue line in Figure 3.12a) onto the inviscid case and derive the inviscid vertical
wavelength along this same path (red line in Figure 3.12b). We see that there is
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Figure 3.13: Panel (a) shows the vertical wavelengths measured along the corre-
sponding paths in Figure 3.12a. Panel (b) shows the vertical wavelengths measured
along the corresponding paths in Figure 3.12b. Panel (c) shows a horizontal slice at
z=133km for the viscous (black) and inviscid (red) cases.
very little difference between the measured vertical wavelength along this same path
in the viscous and inviscid simulations. This suggests strongly that the decrease in
vertical wavelength, seen in the viscous case in Figure 3.12a, is an effect created by
the preferred selection of the different frequencies within a packet.
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3.10 Conclusions
Using a 2D non-linear and compressible model described in Chapter 2, we simulated
gravity wave packets generated by three separate forcings, to investigate the dissi-
pation of wave packets of different spectral content. Our three forced simulations
consisted of (1) a steady-state, (2) a spectrally broad packet forcing, and (3) a quasi
monochromatic packet, each with a period of 30 minutes and horizontal wavelength
of 100 km. In addition, we simulated: (4) a gravity wave packet specified as an initial
condition in an isothermal background atmosphere.
In conclusion, we suggest that the decrease in dominant vertical wavelength of the
simulated packets (when not continuously forced) in time, is predominantly due to
the selective dissipation of the higher frequency packet components and the change
of temperature with altitude via the following mechanism. The faster, longer λz
parts of the packet propagate upward, with amplitude increasing as ∼ e z2H . They
reach an altitude (dissipation altitude) where dissipation overtakes growth, and at
greater heights their amplitude decays. They are followed by the slower, shorter λz
components which experience greater dissipation rates than the faster waves, and
hence their dissipation altitudes are lower. The result is that faster waves of large
λz travel higher into the thermosphere but dissipate first and are then replaced by
the slower waves of shorter λz. Thus from a time-dependent stand point, the vertical
wavelength of the packet appears to decrease. However, at any fixed time, the vertical
wavelength appears to increase with increasing altitude.
We do not rule out that dissipation can decrease the vertical wavelength of a sin-
gle frequency component [e.g. Vadas , 2007; Vadas and Fritts , 2005] however it is
not a dominant effect in determining the evolutions of the packet spectra simulated
here.
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Most importantly, comparisons of the wave forcing types highlight how differently a
wave packet can behave depending upon how it is specified or defined. Assumption
of a single central frequency, wavenumber and packet location is insufficient to char-
acterize a spectrally broad packet due to the strong dispersion effects and selective
filtering of the differing frequency components present. Conversely, in steady state
situations, a wave is constantly forced at a single frequency which is present through-
out the domain. As such, its dissipation altitude is much better described by treating
it as having a single central frequency and wavenumber.
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Chapter 4
The long-range propagation of
gravity waves at high latitudes
4.1 Introduction
Having studied the effects of dissipation in the thermosphere on gravity wave packets,
this chapter investigates atmospheric conditions that are favorable for facilitating
long-range horizontal propagation of gravity wave packets at high latitudes. It is
based upon the work in Heale et al. [2014b]. We also consider the effect of long-
range wave propagation in the spatial and temporal distribution of dissipation and
body forcing in the thermosphere. This means, in addition to considering a realistic
background atmosphere, we now include background winds, and both periodic and
horizontally extended domain.
Observational and numerical studies show that waves can become trapped in ducts
formed by the thermal structure of the atmosphere as well as winds, [e.g. Hecht
et al., 2001; Hickey , 2001; Snively and Pasko, 2003, 2008; Suzuki et al., 2004; Taylor
et al., 1997; Walterscheid and Hickey , 2009; Walterscheid et al., 1999, 2001; Wu and
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Kileen, 1996]. Since a duct acts like a waveguide, trapping waves between two alti-
tudes, ducted waves can travel over large horizontal distances without experiencing
significant dissipation [Stobie et al., 1983]. By this mechanism, gravity waves have
been observed to travel and span distances up to 1800 km in airglow imagers [Suzuki
et al., 2013a]. It has been suggested that waves observed in imager data could have
originated from sources thousands of kilometers away [Pautet et al., 2005]. However,
it is not known how far a gravity wave can propagate horizontally before being dis-
sipated, especially when considering the effects of changing winds and atmospheric
background conditions.
Studies such as Isler et al. [1997] have noted the ubiquitous nature of gravity waves
in airglow measurements at mesospheric heights. They suggest that the percentage
of ducted waves, which have the ability to travel large distances, can be as high
as ∼75% at mid latitudes. The fraction of ducted waves depends strongly on the
site where the measurements are taken. Nielsen et al. [2012] found that a much
smaller fraction of ∼18% were ducted or evanescent at high latitudes, and note that
the higher percentage of freely propagating waves (∼82% in 2000) are more likely
to reach thermospheric heights and dissipate, and thus form an important source of
energy transfer to the MLT. This is suggested as a result of the weaker winds and tides
at high latitudes [e.g Hibbins et al., 2006]. Despite differences reported in direction of
propagation and the fraction of ducted waves, studies tend to find very similar wave
parameters. Horizontal wavelengths typically range between 20-50 km, with periods
ranging from 5-15 minutes [Nielsen et al., 2009].
Simulations have shown successful far field thermal ducting of gravity waves gen-
erated by linear tropospheric forcing [e.g Walterscheid et al., 2001], and nonlinear
breaking of tropospheric generated waves [Snively and Pasko, 2003]. In addition, Yu
and Hickey. [2007a] investigated the energy flux over time of ducted waves, finding
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that waves observed in the mesosphere may be observable at even greater distances in
the stratosphere. Yu and Hickey. [2007b] also noted a periodic forcing of the MLT as
a result of duct leakage. Snively [2013] used a 1D full wave model to study the phase
speed and period parameter space over Halley, using the same ambient atmosphere
parameters that are used in the present study. They found that, although waves may
be freely propagating in the mesosphere, there could be occurrences of ducting or re-
flection at other altitudes, that may contribute to long-range wave propagation.
Strong ducting relies on approximate integer numbers of half wavelengths fitting
within the vertical scale of the duct, such that the energy flux approaches zero at the
boundaries and standing waves form [Walterscheid et al., 2001]. In reality, ducts will
leak energy [Hickey , 2001] and the amplitudes of the waves inside the duct will decay
over time. Any wave energy leaking from the duct may be dissipated higher in the
atmosphere; if the depth of the evanescent (where the vertical wavenumber, m2 <0)
region outside of the duct is small compared to the scale of wave decay, the wave can
tunnel out of the duct and continue to propagate vertically [Nappo, 2002; Simkhada
et al., 2009; Sutherland and Yewchuk., 2004].
In addition to thermal ducting, winds can Doppler shift the intrinsic frequency (Ω =
ω − kU , where ω is the ground relative frequency, k is the horizontal wavenumber,
and U is the background horizontal wind) of a wave to the local buoyancy frequency,
causing the wave to become evanescent and reflect. Via this mechanism, certain
wind profiles can create evanescent regions at two different altitudes, with a region of
propagation in between them leading to Doppler ducts [Chimonas and Hines , 1970;
Isler et al., 1997]. The shift in the intrinsic frequency of the wave is dependent upon
the propagation direction. If the wind is in the direction of wave propagation, then
the intrinsic frequency shifts to a lower value, whereas if the wind is in the opposite
direction then the intrinsic frequency shifts to a higher value [Nappo, 2002]. Therefore
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the direction of wave propagation relative to the wind can affect its ability to travel
large horizontal distances, leading to anisotropies in observed wave directionality
[Hecht et al., 2001; Walterscheid et al., 2001].
While waves can be trapped in narrow ducting regions, they can also experience a
‘deep’ ducting caused by partial wave reflection in the thermosphere [Tuan and Tadic,
1982]. In this case a wave can simply bounce between the reflection level and the
ground, while losing amplitude over time as part of the wave is transmitted into,
and thus dissipated, within the thermosphere [Chimonas and Hines , 1970; Wang and
Tuan, 1988]. This process appears likely to play a role at high latitudes [Snively ,
2013].
We aim to investigate the nature of long-range gravity wave propagation under aver-
age background atmospheric thermal and meridional wind conditions at high latitudes
by using the three cases studies described in the following section. We use both pe-
riodic and horizontally extended domains to analyze the effectiveness of ducting and
reflection, energy distributions over time, and momentum flux distributions under
averaged background temperature and wind structures. We also assess the effect of
wind direction relative to wave propagation direction.
4.2 Background atmosphere and numerical domain
We investigate the propagation of gravity waves with characteristics reported by
Nielsen et al. [2009] under averaged background atmospheric conditions over Halley,
Antarctica (Lat: 76◦ S, Lon: 27◦ W). As Nielsen et al. [2009] reported predominantly
southward propagating waves (particularly in July), we consider only meridional wave
propagation and meridional background winds. Our atmospheric profile (shown in
Figure 5.1) is specified using NRLMSISE-00 [Picone et al., 2002] for 1st July 2000 at
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12:00 U.T. The background winds are specified by a diurnal average (based on one
hour intervals) for the same day using HWM07 [Drob et al., 2008]. Solar conditions
are taken to be typical, with Ap=4, and F10.7=F10.7A=150. These parameters coincide
with those of Snively [2013]. Simulations were performed for waves propagating in
both directions relative to the wind, and are referred to as ‘negative’ propagation
(specified with −k) and ‘positive’ propagation (specified with +k) directions. While
it is conceivable that these may correspond to southward (−k) and northward (k)
propagation respectively, the winds change noticeably over the course of a day and
thus we cannot draw any conclusions about actual wave direction constraints for any
instant of time based on our averaged winds. Instead, we seek to understand the wind
conditions that may be favorable for long-range propagation, and the associated wave
parameters.
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Figure 4.1: Temperature, average meridional wind, viscous profiles, and buoyancy
frequency for July 1st 2000 over Halley, Antarctica
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For the periodic boundary simulations, the domain is set to be λx km x 300 km with a
0.5 km resolution in x and z. Frames are output every 60 seconds with a typical total
simulation time of 300 minutes. The bottom boundary is set to be closed (reflecting),
the sides are periodic, and the top is open. The forcing is applied via a vertical body
forcing centered at the z = 0 boundary and the amplitude A is reduced by a factor
of 10 as compared to the horizontally extended simulations (see Table 4.1), to reduce
any strong non-linear effects produced by a constrained domain and the continued
influence of a single wave mode. The forcing for the periodic boundary simulations
is specified by:
Fz(x, z, t) = Ae
−0.5((z−zc)2/σ2z)
· e−(t−tc)2/2σ2t cos(ω(t− tc)− k(x− xc))
(4.1)
For the horizontally extended simulations, the numerical domain was specified to
be 2000 km x 300 km with a resolution of 0.5 km in both horizontal and vertical
directions. Frames were output every 60 seconds with a typical entire simulation
length of 600 minutes. The bottom boundary was set to be closed and reflective,
the sides and the top were specified as open boundaries. A vertical body forcing was
applied which is centered at the bottom boundary and given by:
Fz(x, z, t) = Ae
−0.5((x−xc)2/σ2x+(z−zc)2/σ2z)
· e−(t−tc)2/2σ2t cos(ω(t− tc)) cos(k(x− xc))
(4.2)
The exact parameters used are specified in Table 4.1. The effect of multiplying by
cos(ω(t− tc)) cos(k(x−xc)) is that a wave is launched in both directions, enabling us
to analyze the effect of both wind/propagation directions in one simulation for the
extended domain cases. However, two separate simulations had to be run in the case of
the periodic simulations, one for a positive k and one for negative k. The amplitude A
was specified as small to ensure that the waves remained mostly linear, it is not picked
to be consistent with realistic or measured values. In both the horizontally extended
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Source one Source two Source three
A 1 x 10−4 1 x 10−4 1 x 10−4
τ (mins) 7.5 17 6.7
tc (mins) 30 68 26.8
σt(mins) 7.5 17 6.7
xc (km) 0 0 0
σx ( km) 18 40 25
zc (km) 0 0 0
σz (km) 3 3 3
Table 4.1: Source parameters for the horizontally extended simulations
and periodic simulations, the wave packets were centered around 1) τ=7.5 minute
period and λx=18 km, 2) τ=17 minute period and λx=40 km, and 3) τ=6.7 minute
period and λx=25 km horizontal wavelength. Both the periodic and horizontally
extended domain results are presented in terms of the density-scaled horizontal wind
velocities: uscaled = u ·
(
ρ(z)
ρ(z0)
) 1
2
. Otherwise, waves in the upper atmosphere will
dominate the plots and lower atmosphere waves will not be visible.
4.3 Case studies
We simulate three case studies: (1) Waves with parameters similar to the average
wave parameters observed in Nielsen et al. [2009] (horizontal wavelength λx=18 km,
observed period τ=7.5 minutes, and cp=40 m/s). (2) Waves with the average ob-
served phase speed, but with periods and wavelengths which are towards the tail of
the distribution (λx=40 km, τ=17 minutes, cp ∼40 m/s). (3) Waves that are pre-
dicted to be favored for long range propagation (λx=25 km, τ=6.7 minutes) [Snively ,
2013].
Parameters for the cases chosen are illustrated in Figure 4.2, which is derived from
the figures presented by Snively [2013]. Figure 4.2 shows the kinetic energy ratio at
87 km altitude relative to 4 km altitude averaged over ±4 km, as a function of the
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Figure 4.2: Kinetic energy ratio as a function of the phase speed-horizontal wavelength
parameter space on July 1 2000 over Halley, Antarctica
phase speed-horizontal wavelength parameters space. The background atmosphere
and winds are identical to those used by Snively [2013], and the results are produced
using high resolution runs from a 1-D steady-state full wave model [Walterscheid and
Hickey , 2009]. The ratio of kinetic energy, as defined above, gives an indication of
the enhancement or dissipation of a given wave in the airglow region relative to the
source. Ratios greater than one suggest the accumulation of wave energy, which is
most likely due to trapping or ducting of the wave, in the mesosphere, while values
less than one suggest dissipation of the wave (or lack of accumulation). The cases
chosen are indicated by circles on the plots, with case 3 chosen because it falls in a
region of the parameter space where the kinetic energy ratio is large (∼ 2), suggesting
that ducting conditions are especially favorable.
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4.4 Ducting theory
Gravity waves can only propagate in regions of the atmosphere where their vertical
wavenumber squared (m2) is a positive value. A traveling wave solution turns into
an exponentially decaying (evanescent) solution when its m2 is negative. Reflection
begins at a boundary where m2 changes from positive to negative. The wavenumber
is governed by the dispersion relation, which in its anelastic form is given by the
expression [Gossard and Hooke, 1975]:
m2 =
k2N2
(ω − u0k)2 +
u′′0
(c− u0) −
1
H
u′0
(c− u0) − k
2 − 1
4H2
(4.3)
where k is the horizontal wavenumber, ω is the ground relative frequency, u0 is the
background wind (u′0 and u
′′
0 are its first and second derivatives with respect to alti-
tude), N is the buoyancy frequency, and H is the scale height. If a region of wave
propagation (m2 > 0) is bounded above and below by two regions of evanescence
(m2 < 0) then a wave can be ducted. This generally occurs due to thermal gradients
(thermal ducting), or when the background wind shifts a wave’s intrinsic frequency
to the local buoyancy frequency (Doppler ducting) at two distinct altitudes. Strong
ducting occurs approximately when an integer number of half vertical wavelength
fit within the ducts vertical extent [Walterscheid et al., 2001]. In this case, waves
can travel vast horizontal distances with only minimal attenuation. However, if weak
ducting occurs, wave energy can leak out of a duct and continue propagating verti-
cally upward into the thermosphere where it will dissipate. In addition, a wave can
exhibit ‘deep’ ducting in which it is trapped between some reflection height and the
tropopause or ground; numerical simulations suggest a wave can propagate over long
distances via this method as well [Snively , 2013; Walterscheid et al., 1999; Yu and
Hickey., 2007a].
We use the dispersion relation (equation 4.3) to calculate the m2 value as a function
78
4.4. DUCTING THEORY
of altitude under three circumstances: No winds, wave propagation in the ‘positive’
direction (positive k value), and wave propagation in the ‘negative’ direction (negative
k value), where the directions are specified in Figure 4.1. For case (1) (Figure 4.3a)
i.e the most commonly observed wave parameters in Nielsen et al. [2009], there are a
number of potential ducting regions which could support long-range horizontal prop-
agation. Even with no winds present, the thermal structure creates ducts between
∼10-55 km altitude and a turning (reflection) point at 200 km (this is beyond the
upper limit of this plot, but can be seen explicitly in Figure 4.8a later). For a wave
propagating in the ‘positive’ direction, potential weak ducting regions lie between
10-55 km altitude, and 92-98 km altitude. For a wave propagating in the ‘negative’
direction, potential ducts are created between 10-60 km altitude, and 65-80 km alti-
tude. Notably, these results suggest that the waves should be freely propagating at
the center of the OH airglow layer (87 km) for propagation in both directions.
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Figure 4.3: The predicted vertical wavelength squared plots for (a) the 18 km, 7.5
minute source, (b) the 40 km, 17 minute source, and (c) the 25 km, 6.7 minute source.
For a wave of 17 minute period, thermal or doppler ducting is very unlikely unless
there is a strong wind opposing the wave propagation direction. The average merid-
ional winds are relatively weak, as is suggested by Nielsen et al. [2009] and Nielsen
et al. [2012]; as noted in Snively [2013], the thermal structure is likely to play a dom-
inant role in any reflection or ducting. At OH airglow heights (80-90 km) [e.g. Sivjee,
79
4.5. PERIODIC DOMAIN RESULTS
1992], waves propagating with the wind will be subject to a reduction in vertical
wavelength, making the wave far more susceptible to dissipation than those traveling
into the wind. If the wind is strong enough, the vertical wavelength may decrease
sufficiently to produce an OH brightness response too weak to detect effectively using
airglow imagers [e.g. Gardner and Taylor , 1998]. Thus, it may be difficult to observe
waves propagating in the same direction as the MLT winds.
Figure 4.3c shows the predicted vertical wavelengths for case (3). The are two distinct
ducts for the ‘positive’ case (10-55 km altitude, and 92-98 km altitude), while for the
‘negative’ case there is a strong stratospheric duct above which the wave should be
freely propagating.
4.5 Periodic domain results
As we did for the periodic simulations in chapter 3, we take a vertical slice at x=λx/2
at each time step and then place the slices adjacently in an image to show the temporal
evolution of both the horizontal and vertical winds. This is done for both a ‘negative’
and ‘positive’ wave propagation direction. In addition, we window the simulation into
two halves in time, and take the Fourier transform of each time series at each altitude.
This gives a plot of the dominant frequency with altitude, for the first and second
halves of the simulation. Therefore we can assess which frequencies are dissipated in
the first half of the simulation and which are left behind in the ducts at late times,
and are thus more likely to be seen at large horizontal distances from the source.
Figure 4.4 shows the plots described above for case (1). One thing to note is that the
vertical wind strength is an important parameter in determining observable airglow
perturbations as suggested by Snively et al. [2010]. Strong enhancements of the
vertical wind are seen to occur when the wave undergoes reflection. This is because
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the vertical wavelength tends to very large values as it reflects and thus more of
the wave energy is associated with the vertical wind motions than the horizontal
wind.
The trapping of waves between the altitudes of 10 km and 60 km is very clear in
the ‘negative’ propagation case, with a very regular pattern and enhancements in the
vertical wind speed each time a reflection occurs at either 10 km or 60 km altitude
(indicating the duct boundaries). When a reflection occurs at 60 km altitude, there is
an associated transfer of wave energy into the mesosphere and thermosphere, where
it dissipates. This pattern of energy transfer into the thermosphere is regular and
may continue for as long as the wave is trapped in the stratosphere. The ‘positive’
traveling wave shows a far more complex pattern, since reflections are far weaker
than for the ‘negative’ traveling case. There is certainly some trapping of the wave
between 10-60 km, but it is much less coherent. The wave appears to be in a very
small scale standing wave pattern at ∼ 80 km altitude (more obvious in the horizontal
wind plot), above which is an enhancement in the vertical wind velocity. This vertical
wind enhancement just above 80 km altitude may suggest that the ‘positive’ wave
is more likely to be observed in the airglow imagers. Certainly there is more wave
energy present between 80-100 km than in the ‘negative’ case.
In the bottom half of Figure 4.4, we see that the ‘negative’ traveling wave has a
much more discrete spectrum than the ‘positive’ traveling case. Over the first half of
the simulation, the spectrum is much more spread over the excited range of periods,
however this forms into a more discrete pattern in the second half, when much of the
initial spectrum has been dissipated or trapped within ducts. In the first half of the
‘negative’ traveling wave, the long period portion (8.82-9.37 minutes) of the spectra
dominates at higher altitudes (specifically 75 and 90 km), while the short periods
get trapped below 60 km (peaking at 7.5 minutes). In the second half of the simula-
81
4.5. PERIODIC DOMAIN RESULTS
Time (mins)
Horizontal wind field (m/s) at x=9km,
 positive direction of propagation
 
 
0 50 100 150 200 250 300
20
60
100
140
180
 
 
−5
−4
−3
−2
−1
0
1
2
3
4
5
x 10
−4
−2.5
−1.5
−0.5
0.5
1.5
2.5
 
 
 
 
Dominant period with
 altitude for t=1−150mins
Period (mins)
Al
tit
u
de
 
(km
)
20
40
60
80
100
120
140
160
180
200
Dominant period with
 altitude for t=150−300mins
18km, 7.5 minute source (Case 1)
Horizontal wind field (m/s) at x=9km, 
negative direction of propagation
Time (mins)
0 50 100 150 200 250 300
20
60
100
140
180
Vertical wind field (m/s) at x=9km,
 negative direction of propagation
Vertical wind field (m/s) at x=9km, 
positive direction of propagation
Time (mins)
0 50 100 150 200 250 300
20
60
100
140
180
20
60
100
140
180
Al
tit
u
de
 
(km
)
Al
tit
u
de
 
(km
)
Time (mins)0 50 100 150 200 250 300
20
40
60
80
100
120
140
160
180
200
Dominant period with
 altitude for t=1−150mins
Period (mins)
Al
tit
u
de
 
(km
)
20
40
60
80
100
120
140
160
180
200
Dominant period with
 altitude for t=150−300mins
20
40
60
80
100
120
140
160
180
200
Negative propagation direction Positive propagation direction
−5
−4
−3
−2
−1
0
1
2
3
4
5
x 10−4
x 10
−4
−2.5
−1.5
−0.5
0.5
1.5
2.5
x 10
−4
Vertical wind enhancement indicates
  a duct boundary or reflection point
Weak ducts
Weak ductsStratospheric duct
5 6 7 8 9 10 11 12 135 6 7 8 9 10 11 12 13
6.8
 min
7.5 min
5 6 7 8 9 10 11 12 135 6 7 8 9 10 11 12 13
6.5
 min
9.4
 min
Figure 4.4: The temporal evolution of the horizontal and vertical winds for the 18
km, 7.5 minute forcing propagating in the ‘negative’ direction (left) and ‘positive’
direction (right). The bottom figures show the dominant period with altitude for the
first and second half of the simulations.
tion, most of the longer periods at high altitude are attenuated and the dominance
has moved to a shorter period of 7.5 minutes (between ∼ 55-75 km). Within the
stratospheric duct, two dominant modes have formed at 7.5 and 6.8 minutes. For the
‘positive’ traveling case, an initially broad spectrum (9.37-6.5 minutes) concentrated
predominately between 10-55 km and 65-95 km is present. In the second half of the
simulation, the whole distribution shifts to shorter periods and once again become
more discrete in nature. In the stratospheric duct, the spectral energy is spread over
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∼ 6.5-7.8 minutes, at 80 km the spectral energy is concentrated at 6.5 minutes, then
at 120 km the longer periods dominate (7.5-9.37 minutes). It is clear that the short
period portion of the spectra remains trapped in the stratosphere, while the longer
periods propagate into the MLT and dissipate during the earlier stages of the simula-
tion. It is the shorter period portion of the spectrum which will travel large horizontal
distances and eventually leak into the mesosphere.
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Figure 4.5: The temporal evolution of the horizontal and vertical winds for the 40 km,
17 minute source propagating in the ‘negative’ direction (left) and ‘positive’ direction
(right). The bottom figures show the dominant period with altitude for the first and
second half of the simulations.
Figure 4.5 shows the same as the previous figure, but for case (2). The ‘negative’
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traveling wave persists for ∼ 150 minutes only, with the vertical wind speed very
weak after 200 minutes. In fact, in the airglow layers, the wave may only be present
for 50 minutes or so at any considerable amplitude. This provides a classic example
of wave filtering in which the ‘negative’ direction of propagation is subject to near-
critical level filtering, whereas waves propagating in the ‘positive’ direction are free
to propagate with little hinderance.
From the period plots in the bottom panels of Figure 4.5, it becomes clear that only a
small fraction of the waves’ energy remains in the lower portion of the atmosphere in
the second half of the simulation. For the ‘negative’ propagating wave, the energy col-
lects over a narrow altitude range of 90-110 km and concentrates at an 18-20 minute
period, while the shorter period components dominate below 55 km (14-18 minutes).
The energy is much more spread out over a range of altitudes for the ‘positive’ travel-
ing wave, and significant enhancements are present at 80 km (20 minute period) and
120 km (18.18 minute period) during the second half of the simulation. Once again,
the portion of the spectrum that remains at the lower altitudes are the shorter period
components (13-18 minutes). The shorter periods are those that become trapped
within the stratosphere; it is these waves which tend to travel the largest horizontal
distances.
Finally, Figure 4.6 shows the periodic simulations and frequency spectra for case (3).
The structure of the time evolution after 150 minutes has a strong periodicity of
about ∼ 100 minutes in which the wave bounces between 60 km and 10 km while
transmitting a portion of the wave following each bounce, which then propagates
freely into the thermosphere where it dissipates. For the ‘positive’ traveling wave,
we see multiple layers of reflection, evident by the enhanced vertical wind velocity.
Here, the wave energy is transferred between three regions of the atmosphere, and
the interference caused by wave reflection between them causes a less obvious period
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structure in time. The layers of propagation occur between 10-60 km, 80-90 km, and
110-130 km and the amplitude modulates, but does not decay significantly, between
150-300 minutes.
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Figure 4.6: The temporal evolution of the horizontal and vertical winds for the 25
km, 6.7 minute source propagating in the ‘negative’ direction (left) and ‘positive’
direction (right). The bottom figures show the dominant period with altitude for the
first and second half of the simulations.
When looking at the period plots for the ‘negative’ traveling wave, the spectrum does
not change a great deal between the first and second halves of the simulation. There
are three main modes present at 6.24, 7.14, and 7.89 minutes, with dominance moving
from 7.14 minutes in the first half, to 6.24 minutes in the second half. At airglow
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heights, it is the 7.14 minute mode which remains dominant throughout the simulation
and is present over an 85-125 km altitude range. For the ‘positive’ traveling wave,
we see a more evenly spread spectrum in the first half, with two modes particularly
dominant in the stratosphere at 6.24 and 6.81 minutes, in the MLT we see two more
distinct altitude ranges with noticeable spectra power at ∼75-85 km and 110-130 km.
For the second half of the simulation, the spectrum shows more discrete modes; the
6.24 minute mode is now depleted in the stratosphere and becomes dominant in the
MLT, while two modes at 6.81 and 5.76 minutes become dominant below 60 km.
4.6 Horizontally extended domain results
In this section, we utilize a large 2-D grid and consider the effects of horizontal
dispersion and dissipation of waves. This allows us to study their long distance
propagation in addition to their evolution in the time domain as we did with the
periodic domain simulations.
Figure 4.7 shows the horizontal wind plotted at two different times for each of the three
simulations. The waves are composed of a right (’positive’ propagation direction) and
left (’negative’ propagation direction) going component in order to assess differing
propagation directions relative to the wind.
In case (1) (Figure 4.7a), we see that a large fraction of the waves energy makes it
through the ducting regions with only partial reflection, and dissipates in the ther-
mosphere. The remainder appears to be trapped predominately below 60 km, and
”bounces” between 10 and 60 km while dispersing horizontally as time progresses.
Above 90 km, the ‘negative’ propagating wave is shifted to small vertical wavelengths
by the wind which enhances dissipation. By t=300 mins, this region of dissipation
spans ∼ 200 km horizontally. The wave traveling in the ‘positive’ direction has two
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Horizontal Fluid Velocity for the 25km horizontal wavelength
 and 6.7 minute period source (Case 3).
Al
tit
u
de
 
[km
]
Horizontal Distance [km]
 
−1000 −800 −600 −400 −200 0 200 400 600 800 1000
x 10−4
0
2
−2
0
2
Horizontal Fluid Velocity for the 40km horizontal wavelength
 and 17 minute period source (Case 2).
x 10
−4
 
 
Al
tit
u
de
 
[km
]
Horizontal Distance [km]
 
−1000 −800 −600 −400 −200 0 200 400 600 800 1000
−5
0
5
−5
0
5
Horizontal Fluid Velocity for the 18km horizontal wavelength
 and 7.5 minute period source (Case 1). x 10−5
 
50
100
150
200
 
Al
tit
u
de
 
[km
]
Horizontal Distance [km]
 
−1000 −800 −600 −400 −200 0 200 400 600 800 1000
−5
0
5
−5
0
5
 t = 150 mins
a)
t = 300 mins
50
100
150
200
 t = 150 minsb)
t = 300 mins
 t = 150 minsc)
t = 300 mins
50
100
150
200
50
100
150
200
50
100
150
200
50
100
150
200
dissipation
ducting
ducting and
re!ection
Weak re!ection
ducting and
re!ection
Strong 
stratospheric 
ducting
Figure 4.7: The horizontal wind speed at t=150, and 300 minutes for a) the 18 km,
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evanescent regions above and below a narrow region of propagation centered at ∼90
km (see Figure 4.3a also). Energy is transferred from the lower 10-60 km duct, tunnels
through the region of evanescence above, and enters the narrow region of propaga-
tion at 90 km altitude. The wave then tunnels onto a second region of propagation
above ∼120 km where the wave is, once again, dissipated. Regions of horizontal wave
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amplitude enhancement and depletion can be seen due to the interactions between
up-going and down-going waves as they tunnel between the stratosphere, mesosphere,
and thermosphere.
For case (2) shown in Figure 4.7b, we see that the wave propagating in the ‘nega-
tive’ direction is shifted to lower frequencies by the MLT winds, which decreases the
vertical wavelength and increases the dissipation rate. Thus, at late times, it spans
only a relatively narrow altitude range (∼80-110 km), but is spread over a larger hor-
izontal region than the ‘positive’ traveling wave. In contrast, the wave propagating
in the ‘positive’ direction retains a greater amplitude, propagates higher, and spans
a greater vertical portion of the atmosphere over the course of the simulation. It ap-
pears that it would be more likely to observe the ‘positive’ traveling wave at airglow
heights than the ‘negative’ traveling wave, due to its larger amplitude and vertical
wavelength. However, neither of these waves are likely to travel great horizontal
distances (relative to the waves’ horizontal scale) from their source, with each propa-
gating only ∼400-500 km horizontally before dissipation becomes significant. There
is some partial reflection occurring (indicated on plot), but it is weak compared to
the transmitted amplitudes. Due to the relatively low frequency of the wave, it is
not subject to ducting unless very strong winds are present in the mesosphere, in
which case, reflection and deep ducting could occur for waves traveling against the
background flow. Thus, conditions for long-range propagation of this wave are poor
and an imager would likely have to be near the source region itself to observe the
primary signature of these waves.
For case (3) in Figure 4.7c, the ‘negative’ traveling wave freely propagates upward and
dissipates at ∼150 km altitude. The ‘positive’ traveling wave has a ducted pattern
emerging at ∼100 km and ∼120 km. By 300 minutes, it is clear that there are
three distinct regions of propagation in the ‘positive’ traveling case (stratosphere,
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upper mesosphere, lower thermosphere), whereas there is only strong ducting within
the stratosphere for the ‘negative’ traveling case. In both cases, the wave disperses
significantly in the stratosphere and, by t=300 mins, the wave spans ∼ 400 km in
this region without significant dissipation.
4.7 Kinetic energy density results
In order to better assess potential ducting regions, we calculate the time-averaged
kinetic energy density at each grid point (over 600 minutes) and plot the log of this
value in Figure 4.8. The kinetic energy density is given by:
K.E. =
1
2
ρ(u′2 + w′2) (4.4)
where ρ is the background density and u′ and w′ are the horizontal and vertical per-
turbation velocities. This gives an indication of where the wave energy density is
most likely to reside and takes into account both the horizontal and vertical winds.
Note, however, that this presentation is dependent on the duration of the simula-
tion; if it were run for longer the energy density distribution would extend further
horizontally and the vertical distribution could differ as more energy leaks out of the
stratosphere. The calculated vertical wavenumber squared plots are overlaid on top
with the center being zero vertical wavenumber and the green line corresponding to
a ‘negative’ propagation direction and the red corresponding to ‘positive’. Note that
this shows the shape of the profile only and is intended for qualitative identification
of regions of evanescence and ducting; the axis or values are not displayed.
For case (1), the wave propagating in the ‘negative’ direction, the trapping of wave
energy density between ∼10-60 km is very apparent. Between 60-70 and 80-87 km,
the wave energy is slightly diminished, suggesting that the wave is not subject to
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trapping here, while in between at 75 km is a region of increased energy density. The
overlaid predicted vertical wavelength plot (green line for ‘negative’ propagation)
shows that the relative energy density increase at 75 km altitude coincides with a
stable region caused by a small positive wind peak at 80 km (see Figure 5.1). The
horizontally periodic nature of the energy density suggests that it is being fed from
the stratospheric duct below. This highlights the importance of the stratosphere for
containing waves that may travel over long distances. For the wave propagating in
the ‘positive’ direction, the majority of the wave energy density propagates upwards
into the mesosphere, with a much weaker reflection at 60 km. There is evidence
for reduced energy density regions between 82-89 and 100-120 km, which surround
a relatively strong region of energy density at 90 km altitude caused by a small
mesospheric wind inversion at this height. The lack of potential ducts, as shown in
the vertical wavenumber plot (red line), hinders the ability of the wave to become
trapped and to effectively travel over large horizontal distances. Once again the energy
density at 90 km appears to be fed by the upward leakage of energy density from the
weak stratospheric duct. Due to the stronger reflection/wave trapping below 60 km,
the wave propagating in the ‘negative’ direction is most likely to travel the largest
horizontal distance. However, the kinetic energy density is more likely to be trapped
in the airglow region for the ‘positive’ wave and may produce a more observable
signature if less horizontally continuous response in OH intensity. In reality, the
waves observed by airglow imagers in this region, for both propagation directions,
would probably be freely propagating waves as suggested in Nielsen et al. [2012].
Many of these observed waves are likely to have leaked from the stratosphere over
time.
For case (2) we can see that the majority fraction of the wave energy simply propagates
freely into the thermosphere and dissipates. The ‘positive’ traveling waves are able to
reach higher into the atmosphere due to their propagation against the prevailing wind
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Figure 4.8: The log of the time-averaged kinetic energy density averaged at each grid
point over the duration of the simulation for the a) 18 km, 7.5 minute source, b) 40
km, 17 minute source, and c) 25 km, 6.7 minute source. Overlaid are the vertical
wavelength squared calculations with green indicating ‘negative’ propagation and red
indicating ‘positive’ propagation. Note the black line in the center indicates zero
vertical wavenumber.
at MLT heights. Weak reflection occurs in both cases, however it is not a significant
portion of the waves’ energy density. It also appears that secondary waves are excited
by the dissipation of the wave traveling in the ‘positive’ direction.
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For case (3), the amount of the initial wave energy trapped in the stratospheric duct
is greater for the wave propagating in the ‘negative’ direction due to the evanescent
region between ∼55-65 km, and the kinetic energy density is smoothed into two
distinct peaks (10 km and 60 km) at large horizontal distances, due to dispersion
of the trapped wave modes. Above 100 km altitude, the wave becomes subject to
dissipation as the wind doppler shifts the wave to smaller vertical scales but the
dissipation is not as strong as for the longer period wave in case (2). The amount
of energy density transmitted to the thermosphere decreases with increasing distance
from the source. This is because the longer wave periods (such as case (3)) only
undergo weak reflection at 60 km, and dissipate in close horizontal proximity to the
source region. However, as time and horizontal distance from the source increases, the
periods which remain are those that are well trapped within the stratosphere thus only
a small amount of leakage occurs. For the wave traveling in the ‘positive’ direction,
there is a much more noticeable horizontally periodic structure in the stratospheric
region when compared to the ‘negative’ traveling wave. This is a consequence of
a less effective and more leaky duct, leading to periodic transfer of energy density
between the stratospheric ducting region, and a second potential ducting region at
∼90 km, in which the vertical wavenumber plot (Figure 4.3) shows a narrow region of
propagation surrounded by two narrow evanescent regions. There is also the potential
for reflection at ∼ 150 km for any waves which have not dissipated before they reaches
this altitude.
Interestingly, results from Figure 4.2 suggest that there would be a strong enhance-
ment in kinetic energy at 87 km (when averaged over ± 8 km) for the ‘negative’
traveling wave as opposed to the ‘positive’ traveling wave. This highlights a potential
difference between using a 1-D steady state approach, in which energy is constantly
added to the system and a 2-D wave packet approach. It is likely due to the rapid
ascent and dissipation of the waves: At 87 km the wave is mostly freely propagating
92
4.8. MOMENTUM FLUX AND BODY FORCING EFFECTS
and has an angle of propagation (~k = kxˆ + mzˆ) which is close to optimum for both
horizontal and vertical perturbation velocities (i.e. 45 degrees), and suggests large
group velocity as the wave tunnels out of the stratosphere. If a wave was continually
forced (as it is in Snively [2013] and Figure 4.2), then there would be an appearance
of enhancement in the kinetic energy.
Another subtle effect is that strong duct regions in the mesosphere do not necessarily
guarantee successful long range (and long duration) propagation. A region of high
stability bounded by two evanescent regions can create a very good duct if its verti-
cal extent is equal to a half integer multiple of the vertical wavelength of the wave.
However, regions of strong stability in the MLT decrease the waves vertical scale
and make it more susceptible to dissipation or breaking at high altitudes. This im-
plies that waves may travel further in a stratospheric duct, where dissipation caused
by molecular viscosity and thermal conduction is relatively unimportant, than they
would in a mesospheric duct. If the stratospheric duct is too effective, however, then
relatively little energy will leak into the mesosphere each time the wave reflects at
the upper duct boundary, and as a result the energy will be spread over a larger
horizontal distance and the airglow signatures would probably be weak.
4.8 Momentum flux and body forcing effects
In order to look at the momentum carried and deposited by the gravity waves, we
investigate the vertical flux of horizontal momentum and its vertical derivative [e.g.
Gardner et al., 1999; Liu et al., 2013; Nappo, 2002; Swenson et al., 1999; Vadas ,
2007; Vadas and Fritts , 2005; Yigit et al., 2008; Zhang and Yi , 2002]. The difference
is that previous studies and the work in chapter 3 only considered the dissipation
of an upward propagating packet that does not experience significant reflection or
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ducting. Furthermore, previous numerical studies have predominately used periodic
domains in their assessment of the momentum and energy flux [e.g. Liu et al., 2013;
Yu and Hickey., 2007a; Zhang and Yi , 2002]. The vertical flux of horizontal momen-
tum is given by ρ0u1w1, and the vertical derivative − 1ρ0
∂ρ0u1w1
∂z
can be interpreted as
the associated body forcing due to changes in momentum flux (as described in chap-
ter 1), which acts to accelerate or decelerate the background wind [e.g. Liu et al.,
2013; Vadas , 2007; Vadas and Fritts , 2005; Vincent and Reid , 1983]. Here, ρ0 is the
background density, u1 and w1 are the horizontal and vertical perturbation velocities
respectively, and the overline denotes a horizontal average.
From linear theory and under the assumption that ω >> f (the inertial frequency),
the momentum flux (per unit mass) can be written as −m
k
w2 by using the polar-
ization relations. We note the argument in Fritts [2000], that when reflecting, the
vertical wavenumber m goes to zero (vertical wavelength tends to infinity) and thus
the momentum flux of a gravity wave also goes to zero. The reflected wave then prop-
agates in the opposing vertical direction and the momentum flux carries a negative
sign relative to the transmitted wave. This is also true of the energy flux p1w1 as
seen in Yu and Hickey. [2007a]. Following this argument, the change in momentum
flux that occurs as it reflects could be construed (via − 1
ρ0
∂ρ0u1w1
∂z
) as a ‘body force’.
However, the reflection of the wave does not strictly contribute to the acceleration or
deceleration of the background wind. Therefore, care must be taken in interpreting
the results of such an analysis.
It is commonly assumed that ducted waves do not contribute to the vertical flux of
horizontal momentum. A perfectly ducted wave will have no net vertical propaga-
tion due to superposition of upward and downward components, and will experience
predominantly horizontal propagation. However, in reality, waves are not perfectly
ducted and leakage from the boundaries of a duct can release propagating waves that
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can dissipate and contribute to an overall net momentum flux and forcing of the
MLT.
To highlight this effect, we plot the momentum flux and the associated ‘body forcing’
for the ‘negative’ direction of propagation case (3), in Figure 4.9. As previously
mentioned, a fraction of the wave spectrum is ducted in the stratosphere and travels
predominantly horizontally as it reflects between ∼10-60 km. Each time the wave
reflects off the upper duct boundary at 60 km altitude, it transmits a portion of
its energy, which propagates freely in the thermosphere and dissipates, producing a
‘body forcing’ on the background wind. Over time, the wave packet disperses and
different parts of the packet reflect off the 60 km duct boundary at different times.
The stratospheric ducted wave acts like a moving source of thermospheric wave energy
and momentum, which it supplies periodically over distance as the wave disperses and
dissipates. It is clear that ducted waves can contribute to a periodic forcing of the
thermosphere, which could potentially extend over mesoscale distances (∼ 1000 km).
We also note that the time separation between the major body forcings seen are ∼100
min which roughly corresponds to the ‘bounce’ time of the waves in the stratospheric
duct.
Figure 4.10 compares the time dependent ‘body forcings’ (per unit mass), horizon-
tally averaged over the entire domain for the ‘negative’ and ‘positive’ propagation
directions in each case. Although we lose the spatial distribution of the forcing, we
gain an insight into the time dependence of the thermospheric forcing by doing this.
There is a clear anisotropy between the forcing in the ‘negative’ and ‘positive’ propa-
gation directions, noting that the former decelerates the background wind while the
latter accelerates it. Conceivably, this could lead to horizontal and temporal thermo-
spheric background wind gradients. The ‘positive’ direction of propagation always
has approximately an order of magnitude greater peak forcing than its ‘negative’
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Figure 4.9: The vertical flux of horizontal momentum and its associated divergence.
Shown for the ‘negative’ propagation direction of the 25 km, 6.7 minute source (case
(3)).
propagating counterpart. This is partly due to a greater fraction of wave energy and
momentum being trapped at lower altitudes in the case of the ‘negative’ propagation
direction and partly due to the distribution of momentum over altitude.
In three cases (’negative’ and ‘positive’ propagation in the 25 km, 6.7minute forcing
and ‘negative’ propagation in the 18 km 7.5 minute forcing), we see a periodic forcing
structure in the thermosphere, the most consistent of which is the ‘negative’ propa-
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Figure 4.10: The horizontally domain averaged divergence of momentum flux (’body
forcing’ per unit mass, in units of m s−2) for each of the three sources split into the
‘negative’ and ‘positive’ propagating portions of the simulation.
gating wave in the 18 km 7.5 minute forcing case. The first peak forcing has a value
of -5.05 x 10−7 m/s2 (however, since we did not base our initial wave amplitude upon
realistic values, we are more concerned with the distribution of flux and its relative
decrease) and occurs 146 minutes into the simulation at an altitude of 136 km. The
next three successive maxima have amplitudes of 71%, 40%, and 26% of the first
maxima respectively. In comparison, the ‘negative’ propagating wave in the 25 km,
6.7 min forcing case has second and third maxima at 50% and 31% of the first maxima
respectively. Interestingly, there is a double maxima at two different altitudes (∼ 10
km apart) which occurs for ‘positive’ propagation in the 25 km and 18 km forcing
cases. This appears to be due to interference between dissipating upward traveling
waves, and reflection from the turning point at ∼ 140 km (as shown in Figure 4.3.
This highlights the fact that reflection in the thermosphere and ”deep ducting” (when
a wave is trapped over a broad range of altitudes) can prevent dissipation and local
body forcing, in addition to contributing to extended wave propagation. While our
amplitudes are deliberately chosen to be small to avoid non-linearities, Vadas and Liu
[2009] assess the body forcing associated with gravity waves generated from a convec-
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tive plume using ray-trace simulations and suggest a maximum forcing of ∼1.3 m/s2.
Liu et al. [2013] used 2D numerical simulations to estimate that the non-density scaled
momentum flux is of the order of the 10−3 m2/s2 for an initial amplitude of 1x10−3
m/s, thus also constraining the amplitude to consider only linear effects. Once again
both of these studies did not consider the reflection and ducting of the waves.
4.9 Conclusions
Based on the conditions and simulations in this paper, we note three main possible
scenarios: 1) Waves undergo very weak reflection and very little ducting due to long
periods relative to the buoyancy period, in which case the waves will travel into the
thermosphere and be subject to enhanced dissipation if propagating with the MLT
wind. This case is not conducive to long-range propagation. 2) Waves are partially
reflected and ducted at several different layers in the atmosphere, in this case the
furthest propagation occurs in the stratosphere, however energy is constantly being
transferred between it, the mesospheric, and lower thermospheric ducts. Here waves
are more likely to be seen as enhanced in the airglow region as reflection and ducting
in this region cause enhancements in the vertical wind speed. This was observed
here in particular for the ‘positive’ traveling waves due, to the wind peaks opposing
the propagation direction in the mesopause and in thermosphere, with a region of
stability in between. 3) A wave is trapped effectively in the stratosphere and can
travel large horizontal distances with little dissipation. The potential for ducting in
this region is high due to the nature of the stratospheric thermal structure; only small
magnitude winds are required to make it into an effective duct for short period waves
propagating against the flow. It had been previously suggested that ducted waves
are unlikely to contribute to forcing of the background atmosphere, however we show
that forcing can occur potentially far from the source region through duct leakage.
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The forcing response in the MLT can be periodic in time and distributed horizontally
due to leakage from the duct, but the forcing will decrease in magnitude with each
occurrence and the supply of wave momentum is depleted from the duct.
In summary, a significant fraction of waves observed at MLT altitudes may be subject
to ducted propagation at lower altitude. Waves are more likely to travel over large
horizontal distances when trapped in the stratosphere than they are when trapped
in the MLT due to the relatively weak effect of dissipation on waves below the MLT
region.
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Chapter 5
Gravity wave propagation in a
horizontally and vertically
inhomogeneous background wind
5.1 Introduction
In this chapter, we consider small-scale gravity wave propagation (specified with an
initial condition) through a background horizontal wind which is inhomogeneous in
both the vertical and horizontal directions, while also changing in time. This work
forms part of a third paper pending submission. Gravity waves are subject to re-
fraction as they propagate due to the varying background atmospheric temperature
structure and winds. While the temperature structure varies the local buoyancy
frequency, the background wind acts to doppler shift the intrinsic frequency of the
waves. Wave propagation through a vertically sheared horizontal wind has been ex-
tensively studied both theoretically and experimentally [e.g. Booker and Bretherton,
1967; Bretherton, 1966; Dunkerton and Fritts , 1984; Hartman, 1975; Thorpe, 1981]
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and numerically [e.g. Heale et al., 2014a; Liu et al., 2013; Snively et al., 2007; Vadas
and Fritts , 2006; Yu and Hickey., 2007b; Yu et al., 2009; Zhang and Yi , 2002]. If the
intrinsic frequency of a wave is shifted to the local buoyancy frequency then, under
the Boussinesq approximation, the vertical wavenumber goes to zero and the wave
encounters a turning point, beyond which the wave takes on an evanescent expo-
nentially decaying form [Blumen, 1985; Dunkerton, 1981; Lighthill , 1978; Robinson,
1997; Sutherland , 1999, 2000]. If two turning point levels are present at two different
altitudes then waves can be ducted, meaning that they are trapped between the two
altitudes and travel predominantly horizontally rather than vertically [Chimonas and
Hines , 1986; Fritts and Yuan, 1989; Heale et al., 2014a; Isler et al., 1997; Snively and
Pasko, 2008; Snively et al., 2007; Taylor et al., 1995; Walterscheid et al., 1999; Wang
and Tuan, 1988; Yu and Hickey., 2007a]. Alternatively, if the wind doppler shifts the
wave so that its intrinsic frequency goes to zero, then the vertical wavelength goes to
zero also, and the wave undergoes critical level filtering. This effect, along with source
distributions, has been noted as the main explanation for observed wave directional
anisotropies [Hecht et al., 2001; Walterscheid et al., 2001].
As mentioned in Chapter 1, many parameterization schemes consider small scale grav-
ity waves as exclusively vertically propagating, while Chapter 4 showed that waves
can be ducted and propagate large horizontal distances, depositing their energy and
momentum in the MLT far from their source region [Heale et al., 2014b; Suzuki et al.,
2013a, b; Yu and Hickey., 2007a]. Waves at larger scales (such as planetary waves,
tides, medium scale and inertial scale gravity waves) can appear as horizontally in-
homogeneous and time-dependent background winds to smaller scale waves. Airglow
image data show that there is a large spectrum of wave scales interacting in the
mesosphere.
The propagation of small-scale gravity waves in a time-dependent inertial gravity wave
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background has been studied using ray-tracing techniques and numerical models in
the z-t domain [e.g. Broutman and Young , 1986; Eckermann, 1997; Sartelet , 2003;
Vanderhoff et al., 2008]. Three limits of importance were identified in these papers:
Cg << Cbg, Cg=Cbg, and Cg >> Cbg, where Cg is the vertical group velocity of
the small-scale wave and Cbg is the vertical phase speed of the background wave.
When Cg >> Cbg, the background wave appears almost static to the small-scale wave
and critical level interactions are frequent, while trapping is frequent when Cg=Cbg.
Broutman and Young [1986] also suggest that large permanent decreases in the small-
scale wavenumber can occur when Cg << Cbg. All studies are in agreement that the
inclusion of time-dependence of the background tends to inhibit the presence of critical
levels and increase transmission of waves through a background wave.
While the effect of vertically sheared winds are well known and time-dependence has
been studied, the effect of horizontally varying winds are less well known. Huang
et al. [2008] performed simulations of a gravity wave propagating through a merid-
ionally sheared zonal wind and demonstrated the horizontal reflection of a gravity
wave packet. They noted that while the zonal perturbation showed an evanescent
configuration beyond the reflection point, the meridional perturbation velocity did
not. If the sheared wind was not strong beyond the reflection point then the wave
packet could be partially transmitted. Theoretical work into the effects of horizontal
shears, and variations parallel to the flow on wave propagation has been performed by
Badulin and Shriria [1993]; Badulin et al. [1985]; Bakas and Farrell [2008]; Basovich
and Tsimring [1984], predominantly using WKB theory [Badulin and Shriria, 1993;
Bretherton, 1966; Einaudi and Hines , 1971; Olbers , 1981], tand primarily considering
the context of internal waves in the ocean. They predict effects such as wave ‘block-
ing’, in which the wave’s horizontal group velocity becomes zero against an opposing
background wind. In addition, wave trapping is predicted for parallel flows where the
intrinsic frequency equals the buoyancy frequency and the horizontal wavenumber
102
5.2. BACKGROUND ATMOSPHERE AND NUMERICAL DOMAIN
and amplitude grows indefinitely in the inviscid, linear regime.
In this chapter, we investigate the propagation of two small-scale wavepackets of
small amplitude through three different background wind conditions: 1) A purely
vertically or horizontally varying horizontal wind field, 2) a static and time-dependent
background medium-scale wave whose phase progresses in the direction of the small-
scale wave, and 3) the same background wave but with phase progressing against
the small-scale wave. A combination of ray-tracing and 2D compressible numerical
simulations are performed to investigate the effect of a time-dependent background
wind in reducing extreme effects such as critical level filtering and also reflection.
5.2 Background atmosphere and numerical domain
Due to the introduced horizontal wind inhomogeneity, we use the flux balancing
method described in Chapter 2, given by the effective source term:
ψ =
∂
∂x

ρvx
ρv2x + p
ρvxvz
vx(E + p)

t=0
(5.1)
where v is the velocity, ρ and p are density and pressure, T is temperature, g is
the acceleration due to gravity, E is energy. Note that no sponge layer or Rayleigh
friction is used, and for our isothermal atmosphere γ was specified to be 1.4 at all
altitudes. The background atmosphere is specified with a temperature of T=239K,
with the pressure and density at ground given by P0=82311.6 Pa, and ρ0=1.2 kg m
−3
respectively. The scale height H=RT/g=7km and R=287 J kg−1K−1. The density
and viscosity profiles are shown in Figures 5.1a and b respectively. ν and α are the
kinematic molecular viscosity and thermal diffusivity respectively, with the kinematic
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molecular viscosity (m2/s) taken from Banks and Kockarts [1973].
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Figure 5.1: a) The background density profile for all simulations; b) The kinematic
viscosity profile for all simulations (note: Pr=1)
ν = 3.5x10−7T (z)0.69/ρ(z) (5.2)
The thermal diffusivity is related to the molecular viscosity via the Prandtl number
Pr = ν/α, which is set to 1 in our simulations.
The numerical domain is set to be 600km horizontally by 170km vertically with
a 0.5km resolution in both. The lower boundary (z=0) is set as closed (Dirichlet
condition), the upper boundary (z=170km) is open (Neumann condition) and the
two side boundaries (x=0, 600km) are also open. Simulations were run for 7500
seconds with frames output every 15 seconds, the time step used was 0.8 of a second.
The background wind field is specified via the equation:
U0(x, z, t) = A0 exp
[(z − z0)2
2σ2z
− (x− x0)
2
2σ2x
]
exp
(z − z0
2H
)
cos[K(x− x0) +M(z − z0)− ωt]
(5.3)
In this chapter we utilize three different background wind fields: BG1) A background
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horizontal wind which varies in either the: (a) vertical or (b) horizontal direction only,
which is specified by a gaussian in x or z and is for demonstration purposes only: BG2)
A medium scale background ‘wave’ (λx=228km, λz=20km, T=1 hour), specified by
the horizontal wind field, and traveling ‘rightward’ (positive K): BG3) The same as
BG2 but traveling ‘leftward’ (−K). The exact parameters will be specified in the
relevant sections. Examples of the background winds are shown in Figure 5.2.
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Figure 5.2: The background horizontal wind conditions used in this paper. Note that
for BG1a) and b), we also propagate the small-scale wave through these winds with
a peak of -35m/s in each case.
The small-scale gravity wave packet is specified via an initial horizontal perturbation
velocity given by:
u′(x, z, t = 0) = A1 exp
[
− ln(2)(z − z1)
2
2σ2z
− (x− x1)
2
2σ2x
]
exp
(z − z0
2H
)
cos[k(x− x1) +m(z − z1)]
(5.4)
The other perturbation quantities are related to this via the polarization relations
[e.g. Fritts and Alexander , 2003]. Two small-scale gravity wave packets are used
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in this paper: First, SSGW1) A packet which is more susceptible to critical level
interactions than it is reflections (λx = 20 km, λz=10 km, T=11.76 mins), and
second, SSGW2) A packet which is more susceptible to reflection than it is critical
level interactions (λx = 18 km, λz=18 km, T=7.4 mins). The ‘susceptibility’ to these
conditions is assessed by the relative magnitude of wind needed to induce a critical
or reflection level. In each case, A1=1x10
−3m/s, z1=35km, σz=λz, x1=250km, and
σx=30km.
5.3 Ray-trace equations
We supplement the 2D numerical simulation results with ray-tracing paths as de-
scribed in Chapter 2. The specific equations used in the implementation in the
chapter are given by:
d~x
dt
= ~cg (5.5)
dm
dt
= −k∂u
∂z
(5.6)
dk
dt
= −k∂u
∂x
(5.7)
dω
dt
= k
∂u
∂t
(5.8)
with the group velocities specified under Boussinesq conditions by:
Cgx = u0 +
m2
N2
(
c− u0
)3
(5.9)
Cgz = −km
N2
(
c− u0
)3
(5.10)
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where ~x is the position vector (x,z), k is the horizontal wavenumber, m is the vertical
wavenumber, ω is the angular frequency, c is the phase speed and N is the buoyancy
frequency.
In this chapter, we are only interested in the ray paths and not the amplitudes. This
simplifies analysis considerably, although we do not account for realistic behavior at
caustics. A group of rays are traced from the same initial altitude with the same initial
wavenumbers, and frequency. However the initial x locations of the rays lie along the
horizontal width of the small-scale gravity wave packet in 10km intervals.
5.4 Purely vertically and horizontally inhomoge-
neous background wind
For validation purposes, we begin by specifying a background wind which varies in
the vertically or horizontal seperatley. It is specified by a simple gaussian in z or x
of 15km and 30km half-width respectively, with a peak wind amplitude of ±35 m/s
at z=95km and x=325 km respectively. We allow SSGW1 to propagate through the
vertically or horizontally varying background wind plotting the results at five different
time steps in Figure 5.3 and overlay the ray-trace paths. We compare the changes
in wavelengths predicted by equations 5.7 and 5.6 with the wavelengths measured
directly from the numerical simulation results along the ray paths (using a wavelet
transform of Torrence and Compo [1998] described in chapter 2) in Figure 5.4.
For the purely vertically varying horizontal background wind, the small-scale gravity
wave is subject to either critical level filtering when the wave propagates with the
wind, or reflection when the wave opposes the mean wind. Both effects can be
seen clearly in Figure 5.3. Critical level filtering occurs when the ground relative
phase speed of the small-scale wave is equal to the magnitude of the background
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wind, and the vertical wavelength approaches zero while the horizontal wavelength
remains constant (Figure 5.4). Reflection occurs when the intrinsic frequency of the
wave approaches the local buoyancy frequency of the atmosphere. Here the vertical
wavelength approaches infinity before the vertical wavenumber switches sign. For
a packet, the wave energy is partially reflected and partially transmitted, with the
relative amplitudes predominantly depending upon the depth of the evanescent layer
the wave encounters. As can be seen, one issue with the ray-trace path is that it
predicts a total reflection of the wave and does not account for transmission.
In the case of a purely horizontally varying background wind, which is not time
dependent, we assume that ω and m are now constant and only k varies with time.
This means that the ray-trace equations 5.6 and 5.8 are not needed. From equation
5.7 the horizontal wavenumber changes in response to the horizontal gradient of the
horizontal wind. If the gradient is positive, then the horizontal wavenumber will
decrease with time, and if it’s negative then the horizontal wavenumber will increase
in time.
The bottom left panel in Figure 5.3 shows the case where SSGW1 propagates against
the background flow whose gradient is negative as the packet approaches. In this case,
the opposition between the sign of the horizontal wavenumber and background wind
causes the horizontal wavelength to decrease with the increasingly negative back-
ground wind (Figure 5.4). As time increases, the well-formed gaussian packet begins
to get “squashed” from its right hand edge as the horizontal wavelength shrinks and
the wave is refracted to a more vertical trajectory. Eventually, the packet encounters
what appears similar to a critical level for vertical shears [Booker and Bretherton,
1967], but in theory this cannot occur since the intrinsic frequency should always
remain positive. This effect has been described as ‘blocking’ in the context of sur-
face ocean waves and is described for internal waves in section 2.2 of Basovich and
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Figure 5.3: The propagation of SSGW1 through a: (a) vertically varying, and (b)
horizontally varying horizontal wind at four different times. The black lines represent
the ray-trace paths and the blue gaussian represents the (left column) -35 m/s peak
background wind and (right column) +35 m/s peak background wind.
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Tsimring [1984]. They describe this as a position where the horizontal group velocity
vgx goes to zero and the packet ceases to propagate horizontally. At the same time
the packet reflects and wave crests move against the flow while the envelope moves
with the flow. They also note that k increases unlimitedly as U decreases. The ray-
trace equations show that λz remains constant while λx tends towards smaller values
with time (and thus increasingly negative U) as predicted by Basovich and Tsim-
ring [1984]. The wavelet transform derived wavelengths agree well with the ray-trace
predictions as do the ray-paths with the numerical simulation.
The blocking level in Figure 5.3a occurs at x=274 km, where the background wind
has a value of -8.5m/s. The prediction made by Basovich and Tsimring [1984], is that
a blocking level would occur when the background wind has a magnitude of:
u0 =
(N
2
3 − ω 23 ) 32
m
(5.11)
which, for the values in our simulation would yield a background wind speed of -8.57
m/s. Therefore the theory agrees very well with our model in this instance.
The bottom right panel shows the case when SSGW1 is propagating with the back-
ground wind, whose gradient is positive as the packet approaches. In this instance,
the wave packet is accelerated ( i.e. horizontal group velocity increases) through the
increasingly positive wind and then decelerates again when it has propagated beyond
the background wind peak at x=325 km, and the background wind gradient becomes
negative. As a result, the packet becomes “stretched” in the horizontal direction
as the wave is refracted to a more horizontal trajectory and almost appears to split
into two packets at t=6000s. The horizontal wavelength in Figure 5.4 shows a shape
similar to the gaussian background wind, peaking at a value of ∼47km. The hori-
zontal wavelength derived from the wavelet transforms agrees well with the ray-trace
equations but underestimates the peak.
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5.5 Propagation through a medium scale background
wave
In this section, the background horizontal wind is specified to take the form of a
medium scale background wave. In reality, a true background wave would consist
of vertical wind, density and temperature perturbations as well as a horizontal ve-
locity perturbation, however it has been suggested that the effects of such are small
relative to the effects due to horizontal flow [Eckermann, 1997]. The parameters of
the two wave fields (BG2 and BG3) are: A0=25m/s, K=±2pi/228km, M=2pi/20km,
σx=228km, σz=15km, x0=350km, z0=95km and ω=2pi/1 hr. The difference between
the two is the direction of propagation relative to the small-scale gravity wave: BG2
propagates in the same direction as the small-scale wave, whereas BG3 and the small-
scale wave have opposing horizontal propagation directions. Note that it is only the
phase of the background wave which progresses; there is no associated group veloc-
ity.
We run simulations to show a comparison between small-scale wave propagation
through the background wave when it is static and when the time-dependent phase
progression is included. We propagate both SSGW1 and SSGW2 through these back-
ground wave fields to examine the effects of the omission and inclusion of phase-
progression of the background wave on critical levels and reflection. In each plot we
overlay the background wave wind field (faded) on top of the small-scale perturbation
wind field, note however this has no bearing on the relative magnitudes of the two. In
addition, the ray trace paths are overlaid on each initial plot, with one ray highlighted
in red. Measurements of the change in wave parameters (wavelength, period and hor-
izontal phase speed) and background wind field along the red ray path are displayed.
While ray-tracing is also performed for the time-dependent background cases, the
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paths are not overlaid on the figures. This is because the paths are time-dependent,
however the plots shown are displayed at individual time steps. Therefore the ray-
trace paths will not match the simulation path when considering a single frame at any
given time. However, the change in parameters (wavelength, frequency) with time
obtained from the ray-trace equations are displayed in panels 5.5b, c, e, and f.
5.5.1 Propagation of SSGW1
Figure 5.5a shows the wave propagation at four different times for the static back-
ground wave wind field case (BG2). The small-scale wave is refracted by the phase
fronts of the background wind and ultimately becomes channeled along lines of con-
stant phase of the background wind, while being reduced in both horizontal and
vertical scale. The ray trace paths match well with the 2-D simulation and show
that the packet gets split into two sections, along two different phase fronts of the
background wave, these then both undergo significant reduction in amplitude as they
experience critical level filtering. Figure 5.5b shows the changes in wavelength and
period along the red ray path. Since the background wind is static, the period of the
small-scale wave remains constant in time [Lighthill , 1978]. The vertical and hori-
zontal wavelengths decrease and increase simultaneously (showing that the gradient
of the background wind field in x and z are of the same sign at any given time)
and, at late times, both approach zero as the wave experiences critical level filtering
and the small-scale wave becomes trapped along the phases fronts of the background
wave. The trapping of the wave can also be seen in Figure 5.5c, the wind varies far
more slowly along the ray-path at late times as the small-scale wave becomes chan-
neled along a constant phase front of the background wind, and the horizontal phase
speed of the small scale wave approaches the background wind value (the critical level
condition).
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Figure 5.5: The propagation of SSGW1 through BG2 at four different times for: (a)
the time-independent background case, (d) adding a time-dependent phase progres-
sion of the background wave. The black lines represent the ray-trace paths and the
remaining figures show the changes in wave parameters (b,e) and background wind
and small-scale wave phase speed (c,f) along the ray path.
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Figure 5.5d shows the case where the background wave wind field has an associated
phase progression (T=1 hr) in the same direction as that of the small-scale wave.
The effect of the inclusion of the background wind phase progression is to reduce
the amount of critical level filtering and increase transmission. This effect has been
noted before in z-t domains [e.g. Eckermann, 1997; Sartelet , 2003; Vanderhoff et al.,
2008]. This is suggested to occur due to two factors: 1) The critical level evolves with
the phase of the background wave, thus the interaction time between the small-scale
wave and the critical level is reduced, and more of the small-scale wave amplitude
is retained. 2) the time-dependence of the background wind induces a change in
period of the small-scale wave [e.g. Huang et al., 2013], which acts to reduce critical
level effects. This effect is illustrated in Figure 5.5e, which shows the period of the
small-scale wave varying in time along with the wavelengths. Figure 5.5f supports
these conclusions further by showing that the horizontal phase speed of the small-
scale wave oscillates with the background wind velocity (as a result of the changing
period) but the two no longer cross as they did for the static case, and the critical level
condition is no longer met. Crucially, this reduction of critical level filtering means
that parameterization schemes, which can neglect time-dependent effects, tend to
overestimate obliteration of waves by filtering effects [e.g. Eckermann, 1997; Senf and
Achatz , 2011; Vanderhoff et al., 2008].
In Figure 5.6, the phase fronts of the background wave wind field (BG3) are defined
by a negative K value (left-going when phase progression is included). For the time-
dependent case this means that the horizontal phase velocities of the background
and small-scale wave are opposite. We do not see any strong evidence of critical
level filtering in either the time-dependent or time-independent cases. There is some
evidence of weak reflection in the time-independent case but virtually nothing in the
time-dependent case. The vertical and horizontal wavelengths oscillate in anti-phase
with each other due to the differing orientation of the background wave relative to the
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small-scale wave. When the horizontal wavenumber of both waves have the same sign,
the small-scale wave tends to be channeled along the phase fronts of the background
wave where it is undergoes critical level filtering. However, when the wavenumbers
have opposite sign, the refraction acts to avoid the trapping of the small-scale wave
along the phase fronts of the background wave unless the small-scale wave is first
reflected downward (which changes the sign of m, and thus the orientation of the
phase fronts relative to the background wind).
In the time-dependent case, the horizontal phase velocity of the background wave and
the group velocity of the small-scale packet oppose each other thus, in the frame of
the small-scale wave, the phase fronts of the background wave approach more rapidly
than for BG2 in Figure 5.5. This, combined with the lack of small-scale wave trapping
along the medium scale wave phase fronts, means that there is virtually no filtering
at all. Due to the rapid change in background wind along a ray path, the period of
the small-scale wave also varies relatively rapidly. Crucially, it varies in-phase with
the vertical wavelength, so when the vertical wavelength increases and tends toward a
reflection type scenario, the period also increases negating and subduing the tendency
for reflection. It can also be seen in Figure 5.6f that the horizontal phase speed of
the small-scale wave changes more rapidly and by a larger amplitude than the static
case, thus reducing the amount of time the wave would interact at either a critical or
reflection level.
It is clear from these simulations that the inclusion of background time-dependence,
and the relative direction of propagation of the two waves are important factors to
consider when there is an interaction between a small and medium scale wave.
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Figure 5.6: The propagation of SSGW1 through BG3 at four different times for: (a)
the time-independent background case, (d) adding a time-dependent phase progres-
sion of the background wave. The black lines represent the ray-trace paths and the
remaining figures show the changes in wave parameters (b,e) and background wind
and small-scale wave phase speed (c,f) along the ray path.
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5.5.2 Propagation of SSGW2
When specifying a small-scale gravity wave using the SSGW2 parameters, the vertical
group velocity is double that of SSGW1. This means the packet is more prone to
reflection, but it also means that vertical variations in the background wind become
more important than horizontal variations. The reflection condition for gravity waves
is when Ω=N, or Cp = N/k+U0. Therefore we add the plot of N/k+U0 to the bottom
panels of the following plots.
Figure 5.7a (BG2) shows that a significant portion of the packet is reflected in the
static case. The reflection occurs predominately along the largest magnitude negative
phase front of the background wind. Because this phase front is slanted, different
parts of the small-scale packet are reflected at different altitudes. While the ray-trace
suggests the small-scale wave is completely reflected, in reality some portion of the
wave is transmitted as shown by the simulation results. The reflection point along
the red-ray path is indicated by the large increase in vertical wavelength in Figure
5.7b, and the point where Cp crosses N/k + U0 in Figure 5.7c.
For the time-dependent background wave (Figure 5.7d), the amount of wave energy
reflected is significantly reduced, just as it was for SSGW1 with critical layer filtering.
Therefore, inclusion of time dependence of a background wind field can reduce both
critical level and reflection based filtering. Note that the variations in the horizontal
wavelength and period are much smaller in magnitude than they were for SSGW1
due to the larger vertical group velocity of SSGW2. Therefore the relative interaction
time between the small-scale and medium scale wave as well as horizontal variation
the small-scale wave experiences is reduced. However the variation in period of the
small scale wave is enough to avoid Cp crossing N/k + U0 (Figure 5.7f), and thus
avoiding significant reflection.
Figure 5.8a (BG3) shows an interesting case where reflection occurs, followed by
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Figure 5.7: The propagation of SSGW2 through BG2 at four different times for: (a)
the time-independent background case, (d) adding a time-dependent phase progres-
sion of the background wave. The black lines represent the ray-trace paths and the
remaining figures show the changes in wave parameters (b,e) and background wind,
reflection condition (N/k+U0), and small-scale wave phase speed (c,f) along the ray
path.
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wave trapping and critical level filtering. This is exactly what happens along the red
ray path. As mentioned previously, trapping and channeling of the small-scale wave
tends to occur when the small and medium scale waves both have similar phase front
orientations. However, when they are opposing, trapping is suppressed. In this case,
reflection of the small-scale wave changes the orientation of the phase fronts (since -m
becomes +m) so that the orientation of the small and medium scale waves become
similar, and the small scale wave becomes trapped. While some portion of the wave
energy is reflected and then trapped, the majority is reflected without trapping leaving
only a relatively small amount of energy that is transmitted into the thermosphere
without reflection. This differs from the ray-trace paths which suggest the majority
of the small-scale wavepacket should be transmitted. The reflection and trapping of
the wave is clearly indicated in Figures 5.8b and c. We see the vertical wavelength
approaches infinity and Cp crosses N/k+U0 as the small-scale wave reflects, and then
the vertical wavelength tends towards zero and Cp approaches U0 as the small-scale
wave becomes trapped and undergoes critical level filtering.
For the time-dependent background case, we see a significant reduction in reflection
and subsequent wave trapping. The vertical wavelength variations are significantly
reduced as a result of the changes in period of the small-scale wave. It is worth noting
that Figure 5.8e shows a permanent decrease in vertical wavelength of the small-small
wavepacket after it has interacted with background wave (from 18km to 14km), while
the period and horizontal wavelength remains the same. This is opposite to results in
Broutman and Young [1986], who suggested that interactions with an inertial packet
tend to increase frequency and vertical wavelength of a packet. This is probably due
to the fact that they were considering traditional critical level filtering which is more
effective in removing parts of the packet with lower phase speeds. However, in this
simulation, the filtering happens once reflection has occurred and the parts of the
packet which are more prone to reflection are those with higher frequencies.
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Figure 5.8: The propagation of SSGW2 through BG3 at four different times for: (a)
the time-independent background case, (d) adding a time-dependent phase progres-
sion of the background wave. The black lines represent the ray-trace paths and the
remaining figures show the changes in wave parameters (b,e) and background wind,
reflection condition (N/k+U0), and small-scale wave phase speed (c,f) along the ray
path.
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5.5.3 Kinetic energy density results
In order to better assess wave energy evolutions during the simulations, we plot the
perturbation kinetic energy density, summed over the whole domain and normalized
to the initial value, for each of the different scenarios simulated, in Figure 5.9a and b.
We also estimate the relative amount of energy which is transmitted in comparison
to reflected for the SSGW2 simulations. This is done by summing the normalized
kinetic energy density below, and above 95km individually. The kinetic energy density
that makes it above 95km (where the background wave is centered and at maximum
amplitude) is considered as transmitted, while that below 95km is considered as
reflected. The results of this are shown in Figure 5.9c and d.
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Figure 5.9: The kinetic energy density, normalized to the initial value and summed
over: (a-b) the entire domain, (c-d) the region of the domain below, and above 95km
individually. In each case the label ”static” refers to the non-evolving background
case, while ”TD” refers to the time-dependent background case.
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From Figure 5.9a, when considering the SSGW1 simulations, it’s clear that there is a
much greater loss (by 7500 secs) when the background wave wind field is static (es-
pecially for BG2). For the case of BG2 (when the small-scale and background waves
have the same direction of horizontal phase progression), the reduction in kinetic en-
ergy loss by including background time-dependence is ∼60%. Whereas for BG3 (when
the small-scale and background waves have opposing horizontal phase progression),
the time-independent case retains about 10% more kinetic energy than the time-
dependent case. However, propagation through a static background with opposing
phase progressions still retains ∼3% more energy than a time-dependent background
whose phase progression is in the same direction as the small-scale wave.
For the propagation of the reflection prone SSGW2 (Figure 5.9b), it is the static
background simulations which retain the most energy density after 7500 secs. This is
because the lack of wave reflection and increased transmission in the time-dependent
cases leads to more dissipation of wave energy in the thermosphere, and thus a more
rapid decline in energy overall. This is illustrated better in Figures 5.9c and d, where
the kinetic energy is split into that which is above and below 95km altitude. For the
time-dependent simulations, ∼80-90% of the initial kinetic energy is transmitted up
into the thermosphere and is dissipated. Whereas the number is only ∼30-50% for the
static background wind wave field. For parameterizations that do not include back-
ground time-dependence (but do include reflection), the model could underestimate
the wave forcing in the thermosphere.
5.6 Conclusions
In this chapter, we used a combination of 2D compressible simulations and ray-tracing
techniques to simulate the linear propagation of two gravity wave packets (one prone
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to critical level filtering, the other more prone to reflection) through horizontally
and vertically inhomogeneous background winds. This included purely vertically or
horizontally varying horizontal winds, and two medium scale background wind waves
fields, whose horizontal phase progressed with and against that of the small-scale
wave.
We find that for a purely horizontally varying horizontal background wind, the hori-
zontal wavelength of the small-scale wave decreases or increases depending on whether
the background wind speed is decreasing or increasing in the horizontal, while the
vertical wavelength remains constant. We also observe the presence of a horizontal
‘blocking point’ as described in Basovich and Tsimring [1984], which occurs when the
wave propagation direction and background wind velocities are in opposite directions.
If the background wind is strong enough, the horizontal group velocity goes to zero
and the horizontal wavelength of the packet shrinks indefinitely. There is good agree-
ment between the theoretical and modeled wind speed needed to induce a blocking
point, with values of -8.57 and -8.5 m/s respectively for the packet simulated.
When a small-scale wave interacts with a static medium scale wave of sufficiently
large amplitude, it can be channeled along the phase fronts of the background wave
and undergo critical level filtering, or it can be strongly reflected, depending on the
parameters of the waves. It is also possible that an upward going gravity wave will be
reflected by the background wave and then channeled along its phase fronts and sub-
sequently critical level filtered. When a time dependent phase progression is added
to the background wave, the effects of critical level filtering and reflection are signifi-
cantly reduced (as much as 70% in our simulations). The reduction in filtering caused
by the inclusion of time dependence is likely the result of 1) The phase progression of
the background wave means that a small-scale wave has less interaction time with a
perceived critical or reflection level. 2) The time-dependence of the background wave
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induces a change in ground-relative frequency of the small-scale wave which acts to
avoid critical levels or reflection.
The direction of the propagation of the small-scale wave with respect to the phase
progression of the background wind also made a considerable difference to the fil-
tering. When the small-scale wave propagates in the same horizontal direction as
the background wave horizontal phase progression, then the small-scale wave is far
more likely to experience trapping, channeling and critical level filtering than if the
directions are opposite. This happens regardless of whether time-dependence of the
background wave is included. This occurs due to the way the background wind acts to
refract the small-scale wave. When the phases are propagating in the same direction,
the horizontal and vertical wavelengths will both increase and decrease together in-
phase, directing the small scale waves in-between the background phase fronts. When
the phase propagation directions are different, the vertical wavelength will increase
while the horizontal wavelength will decrease and vice-versa. Therefore the small
scale wave tends to be accelerated, reducing trapping.
As the vertical group velocity of the small-scale packet increases, the wave becomes
more prone to reflection but the horizontal and temporal variations in the background
wave wind field matter less. Subsequently, the magnitude of the changes in horizontal
wavelength and period of the small-scale wave are smaller.
The inclusion of background wave time-dependence and consideration of its propaga-
tion relative to a small-scale packet are important factors in parametrization schemes
and filtering of small-scale waves. Propagation of small scale waves against the time-
dependent phase propagation direction of the background wave will likely reduce the
critical level and reflection effects the most. This is because the change in the back-
ground wind along the ray paths of the small scale wind are greatest in this scenario,
thus the ground relative frequency of the small-scale wave changes the most rapidly
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avoiding critical level or reflection conditions.
The novel approach in this Chapter is the adaptation of the model of Snively and
Pasko [2008] to include a horizontally inhomogeneous wind field, in addition to its
application to high frequency waves and the reduction in the reflection seen due
to the time dependence of the background wind. The reduction in critical level
filtering due to the inclusion of time-dependent background winds has been reported
and studied before [e.g. Eckermann, 1997; Senf and Achatz , 2011; Vanderhoff et al.,
2008]. However, the reduction of reflection effects for high-frequency packets has
not been studied. Waves that reflect under static conditions would not contribute
to body forcing in the thermosphere. However, this chapter shows that they will
contribute, possibly significantly, to the momentum flux budget of the thermosphere
if the background wind is time-dependent.
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Chapter 6
Conclusions and future work
6.1 Conclusions
This thesis presented three distinct pieces of work as laid out in chapters 3-5. A 2D
nonlinear, compressible gravity wave model was used in each study along with supple-
mentary techniques and analysis methods that were developed specifically to answer
three main scientific questions. The First (Chapter 3) aimed to investigate the effect
of thermospheric dissipation on the spectral evolution of wave packets of different ini-
tial spectral content. The Second (Chapter 4) investigates the potential for ducting
and long-range propagation of small-scale gravity wave packets under averaged high
latitude conditions. The Third (Chapter 5) investigates the effect of horizontally and
vertically inhomogeneous background winds which can vary temporally, on the prop-
agation, refraction, reflection and filtering of small-scale wave packets. The following
three paragraphs discuss the major results from these studies.
In Chapter 3 and associated paper [Heale et al., 2014a], it was found that the dominant
effect of viscous dissipation on waves in the thermosphere is to selectively remove
the higher frequency components of a wave-packet as time progresses, leading to a
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decrease in frequency and vertical wavelength of the packet in time. This happens
because the longer wavelength, higher frequency components of the packet propagate
faster and reach the thermosphere first and thus dissipate first. This leaves the lower
frequency components of the packets to become measurably dominant at later times.
The broader the spectral content of the packet, the larger the decrease in vertical
wavelength is with time. It is noted that the vertical wavelength of a wave, in a
steady-state (monochromatic) configuration, increases with increasing altitude in the
thermosphere.
In Chapter 4 and associated paper [Heale et al., 2014b], it was found that short
period waves, commonly observed in airglow imagers, have the potential to propagate
large horizontal distances from their sources even in weak winds. In particular, the
stratosphere can provide favorable conditions to facilitate the ducting of these waves
and act as a reservoir of wave energy. This wave energy can periodically leak in
the MLT, leading to a periodic and horizontally extended forcing of this region. It
is suggested that waves observed in the mesosphere at high latitudes could be the
result of leakage from the stratosphere, and could have traveled large distances from
the source region. The stratosphere’s ability to facilitate long-range propagation is
a result of its natural thermal structure, which in collaboration with even a weak
wind, can act to create a strong ducting region. However, it is noted that waves were
predominantly freely-propagating at airglow altitudes (87km) as they were released
from the stratospheric duct, leading to their dissipation.
In Chapter 5 it was found that when a small-scale wave encounters a horizontal
gradient in a horizontal background wind, the horizontal wavelength will increase or
decrease depending upon whether the gradient in the background wind is positive
or negative. This will lead to a horizontal acceleration or deceleration of the wave
packet respectively. If the background wind opposes the propagation of the small-
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scale packet, the wind can decrease the horizontal group velocity to zero and induce
a phenomena known as a horizontal blocking point. When linearly interacting with a
medium-scale wave specified by a static background horizontal wind, the small scale
wave will be refracted and could be critically level filtered or reflected if the amplitude
of the wind is large enough. However, if a time-dependent phase progression is added
to the medium-scale wave then the critical level filtering or reflection is significantly
reduced. In addition, the direction of the medium-scale phase progression relative to
the propagation of the small-scale wave is important in the filtering of the small-scale
wave. If the two are opposing, then the small-scale wave is less likely to be critical level
filtered or reflected than if the are in the same direction. Although the reduction of
critical level filtering is a well-known effect, the reduction of reflection in short period
waves is a new and important result with implications for MLT dynamics. Waves
which are ducted are considered not to contribute to momentum flux, however the
reduction of reflection by a time-varying wind means that more small-scale energy
and momentum flux will propagate in the thermosphere and potentially force the
mean state.
The major conclusions from this thesis are summarized in the following bullet points:
• The dominant effect of the linear viscous dissipation on a vertically confined
wave packet is to temporally remove the higher frequency components, leading
to a decrease in the dominant vertical wavelength with time.
• The vertical wavelength of a wave packet will increase with increasing altitude
while dissipating in the thermosphere at a fixed time, due principally to disper-
sion
• The change in vertical wavelength with time, and the range of altitudes over
which dissipation occurs is strongly dependent on the spectral content of the
packet. Continuously forced steady-state monochromatic waves show minimal
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change in vertical wavelength with time, and dissipate over a relatively narrow
altitude range, while highly impulsive forcings with broad spectral content show
a large change in vertical wavelength with time and dissipates over a broad
altitude range.
• The stratosphere provides favorable conditions for facilitating the long range
propagation of high frequency waves via ducting, which can easily propagate
over horizontal scales of a 1000km.
• Waves observed in the high-latitude mesosphere can be the result of leakage
from a lower atmosphere duct.
• Leakage from a lower atmospheric duct can produce a spatially extended and
temporally periodic forcing of the MLT, distributed over large horizontal dis-
tances from the source.
• The ability of a wave to propagate large horizontal distances is sensitive to wave
frequency, wind parameters, and propagation relative to the wind, relative to
ambient atmospheric parameters.
• Horizontally inhomogeneous background winds can induce horizontal blocking
points or accelerations to a small-scale wave; depending on the gradient and
direction of the wind.
• The inclusion of a time-dependent phase progression of a background medium
scale wave can significantly inhibit the effects of critical level filtering and re-
flection on small-scale waves.
• If the background wave and small-scale wave are propagating in opposite hori-
zontal directions, then the reduction in both critical level filtering and reflection
is greater than if they propagated in the same horizontal direction.
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6.2 Future work
The studies in this thesis can be extended in a number of ways. One obvious extension
is to add a third dimension to the simulations, however currently this is very com-
putationally expensive. The third dimension would allow for the study of non-linear
effects, including breaking, in addition to extending the linear studies in this thesis to
include 3D and time varying environments. Currently, the wave interaction studies
are performed in an isothermal atmosphere, however further studies can include a
realistic background atmosphere. This background atmosphere will also be made to
be horizontally inhomogeneous and time-dependent as an immediate next step, which
may be important for understanding the long-range propagation of waves. Also, the
medium scale wave is currently specified using a background horizontal wind, however
a medium scale wave could be specified in all of the perturbation quantities to give
a more accurate description of a linear wave-wave interaction. Furthermore, these
effects provide a clear path towards future studies of nonlinear interactions between
small and medium scale atmospheric waves.
131
Appendix A
Linear Theory of gravity waves
A.1 Taylor-Goldstein Equation
For this derivation, we consider a 2D (x,z) irrotational and inviscid flow under Boussi-
nessq conditions as is presented in Nappo [2002]. The equations of motion are:
Conservation of momentum
∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
= −1
ρ
∂P
∂x
(A.1)
∂w
∂t
+ u
∂w
∂x
+ w
∂w
∂z
= −1
ρ
∂P
∂z
− g (A.2)
The mass conservation equation
∂u
∂x
+
∂w
∂z
= 0 (A.3)
The thermal energy conservation equation
∂ρ
∂t
+ u
∂ρ
∂x
+ w
∂ρ
∂z
= 0 (A.4)
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in each case u is the velocity in the horizontal direction and w is the velocity in the
vertical, ρ is the density and P is the pressure.
The first step is to linearize these equations breaking up each variable (u,w,P,ρ) into
a background and perturbation component of the form: q(x, z, t) = q0(z) + q1(x, z, t).
Then apply the following rules:
1) All products of q1 with itself are neglected as the perturbations are small
2) u0 (the horizontal background wind) is constant except in z, so all derivatives other
than ∂u0
∂z
are zero
3) There is no background vertical wind so w0 is 0
4) Apply the hydrostatic condition ∂P0
∂z
= −ρg
The equations then become:
∂u1
∂t
+ u0
∂u1
∂x
+ w1
∂u0
∂z
= − 1
ρ0
∂P1
∂x
(A.5)
∂w1
∂t
+ u0
∂w1
∂x
= −ρ0
ρ1
g − 1
ρ0
∂P1
∂z
(A.6)
∂u1
∂x
+
∂w1
∂z
= 0 (A.7)
∂ρ1
∂t
+ u0
∂ρ1
∂x
+ w1
∂ρ0
∂z
= 0 (A.8)
We now assume that the perturbation quantities take on plane wave type solutions
in x and t and vary via some unknown function of z:
q1(x, z, t) = q(z)e
i(kx−ωt) (A.9)
where k is the horizontal wavenumber, and ω is the ground relative frequency. We
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introduce the concept of the intrinsic frequency of a wave, which is the frequency in the
frame of the background horizontal wind [Chimonas and Hines , 1986] Ω = ω − u0k,
where Ω is the doppler shifted intrinsic frequency. Inserting these conditions into
equations A.5-A.8 gives the gravity wave polarization relations:
Ωu(z)− w(z)du0
dz
=
i
ρ0
kP (z) (A.10)
Ωw(z) =
1
ρ0
dP (z)
dz
+
ρ(z)
ρ0
g (A.11)
ku(z) +
dw(z)
dz
= 0 (A.12)
Ωρ(z) + w(z)
ρ0
g
N2 = 0 (A.13)
Where N2 = − g
ρ0
∂ρ0
∂z
is the buoyancy frequency squared written in terms of density.
The polarization relations relate the amplitudes and phase of the various perturbation
quantities to each other. Since, without a dissipation mechanism, wave energy has
to be conserved, the velocity field has to increase in amplitude to compensate for
the decrease in background density. The z dependent solutions to the perturbation
quantities can be reformulated to account for this. Thus new variables are defined
as:
u(z) = ez/2H uˆ(z) (A.14)
w(z) = ez/2Hwˆ (A.15)
P (z) = e−z/2HPˆ (A.16)
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ρ(z) = e−z/2H ρˆ (A.17)
Where H = RT/g is the scale height in an isothermal atmosphere (integration over
altitude would be required for a realistic atmosphere). The polarization relations
are then solved in terms of the new variable wˆ, resulting in the Taylor-Goldstein
equation:
d2wˆ
dz2
+
[k2N2
Ω2
+
k
Ω
d2u0
dz2
− k2 − k
Ω
1
H
du0
dz
− 1
4H2
]
wˆ = 0 (A.18)
This is now in the form of an ODE, which has a solution of the form: wˆ(z) =
Aeimz+Be−imz where the vertical wavenumber m is given by the term in the brackets
of equation A.18. The full solution becomes:
w1(x, z, t) = wˆ(z)e
i(kx−ωt)ez/2H (A.19)
The dispersion relation, in its simplified anelastic form [Gossard and Hooke, 1975]
yields:
m2 =
k2N2
Ω2
− k2 − 1
4H2
(A.20)
or in terms of the wave frequency as:
ω = u0k ±
[ k2N2
k2 +m2 + 1/4H2
]1/2
(A.21)
The frequency of the wave (ω) and the local buoyancy frequency (N) uniquely de-
termine the angle of the phase vector (β) to the horizontal. So for a wave packet
containing a spectra of frequencies, different components of the packet will travel at
different angles to the horizontal, again spreading the packet out over time, via the
equation:
ω = Ncosβ (A.22)
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A.2 Fluxes and body forces
The fluxes can be derived starting from the conservative Euler equations, or by mul-
tiplying A.1 by ρ and A.4 by u then adding to get:
∂
∂t
(ρu) +
∂
∂x
(ρu2) +
∂
∂z
(ρuw) +
∂p
∂x
= 0 (A.23)
As before, the equation is then linearized by the form u = u + u′ and averaged
over a suitable period of distance (typically one wavelength or period). By definition
u′, w′ = 0, thus only two terms result from the averaging of multiplied quantities i.e.
uw = (u+ u′)(w+w′) = uw+ u′w′. As variations in density are significantly smaller
than velocity variations, density fluctuations are neglected in this instance [Houghton,
1986]. The resulting equation yields:
∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
+
1
ρ0
∂p
∂x
= − 1
ρ0
[ ∂
∂x
ρ0u′u′ +
∂
∂z
ρ0u′w′
]
(A.24)
Similar equations can be derived for the heat flux, and for the meridional momentum
flux if the system of equations are 3D. The vertical momentum and heat fluxes in this
case are given by:
~Fmom = −(ρ0u′w′, ρ0v′w′, ρ0w′2) (A.25)
Fheat = −ρ0w′T ′ (A.26)
While the divergence of these quantities provide the body forcing or heating/cooling
of the atmosphere:
[du
dt
,
dv
dt
,
dw
dt
]
= − 1
ρ0
∂
∂z
[
ρ0(u′w′, v′w′, w′2)
]
(A.27)
dT
dt
= − 1
ρ0
∂
∂z
(ρ0w′T ′) (A.28)
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