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Introduzione
La dinamica olomorfa rappresenta un settore di ricerca che occupa un posto
di rilievo nella matematica contemporanea e che ha per oggetto lo studio
dell’iterazione di mappe olomorfe da una varietà complessa in sé.
Il metodo di Newton per la ricerca delle radici di un polinomio complesso
p(z) può essere inquadrato all’interno di questa teoria dal momento che esso
consiste nell’iterazione della mappa olomorfa
Np(z) = z − p(z)
p′(z)
dalla sfera di Riemann in sé; tale mappa prende il nome di mappa di Newton.
Uno dei principali problemi emersi dallo studio del metodo di Newton concerne
la scelta di un insieme di punti iniziali che permette di trovare tutte le radici
di un qualsiasi polinomio p(z) di grado fissato attraverso la convergenza della
successione di iterate della mappa Np.
In questa tesi tratteremo tale problema nel caso di polinomi in una variabile
complessa; investigheremo il metodo di Newton per trovare tutte le radici di
polinomi di grado d fissato. Costruiremo un insieme finito di punti con la
proprietà che per ogni polinomio di grado d (opportunamente normalizzato)
esistono d punti di tale insieme le cui orbite rispetto all’iterazione della mappa
di Newton convergono alle d radici del polinomio. Il numero di elementi di
questo insieme di condizioni iniziali dipenderà solo dal grado d e non dal
polinomio. L’esistenza di tale insieme universale fu provata per la prima volta
da John Hubbard, Dierk Schleicher e Scott Sutherland nel 2001 nell’articolo
[11].
La tesi è articolata in quattro capitoli. Il primo capitolo include nozioni
preliminari quali ad esempio la definizione di famiglia normale e l’importante
teorema di Montel, nonché le definizioni di punti critici e periodici insieme ad
alcune loro proprietà.
Il secondo capitolo è dedicato ad un’introduzione della dinamica olomorfa
partendo dalla suddivisione della sfera complessa negli insiemi di Julia e
Fatou. Per una qualunque mappa olomorfa dalla sfera di Riemann in sé,
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classificheremo i punti periodici in attrattivi, repulsivi, parabolici ed ellittici,
ed individueremo, quando possibile, a quale dei due insiemi ciascuno di essi
appartiene. Nel caso dei punti attrattivi definiremo la nozione di bacino
attrattivo ed infine, studieremo la struttura degli insiemi di Julia e Fatou e le
loro più incisive proprietà globali.
Nel terzo capitolo ci concentreremo sulla dinamica locale di una mappa
olomorfa: determineremo quando è possibile linearizzare una mappa in un
intorno di un suo punto periodico, riconducendo così il nostro studio allo
studio di mappe lineari, la cui dinamica è ben nota. Vedremo come nel caso
dei punti attrattivi e repulsivi, questa strategia è sempre possibile grazie
al teorema di linearizzazione di Koenigs; ciò non vale invece per i punti
parabolici, il cui studio richiede un diverso approccio ed è molto complicato.
Infine, mostreremo che una mappa olomorfa è linearizzabile in un intorno di
un suo punto ellittico se e solo se tale punto appartiene all’insieme di Fatou.
Il quarto e ultimo capitolo è dedicato allo studio della dinamica della
mappa di Newton; applicheremo ad essa gran parte dei risultati ottenuti
nei precedenti capitoli. Lo scopo di tutto il lavoro di tesi è dimostrare, per
ogni grado d ≥ 2, l’esistenza di un insieme con O(d(log d)2) punti di C che
interseca il bacino attrattivo di ogni radice di ogni polinomio di grado d (che
abbia tutte le radici nel disco unitario). Definiremo la nozione di accesso
all’infinito e quella di canale di una radice e proveremo che è possibile trovare
i punti dell’insieme delle condizioni iniziali all’interno di tali canali.
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Capitolo 1
Nozioni preliminari
In questo capitolo presenteremo alcune proprietà elementari delle mappe
olomorfe sulla sfera di Riemann e richiameremo le definizioni di punti periodici,
preperiodici e critici. Inoltre, enunceremo alcuni importanti teoremi di analisi
complessa che ci saranno molto utili in futuro. Infine, classificheremo le
superfici di Riemann e definiremo la distanza di Poincaré su una qualsiasi
superficie di Riemann iperbolica.
Per tutti i dettagli ed ulteriori approfondimenti si rimanda a [7], per la
prima parte, a [4], per la seconda, ed infine a [1] (o [14]), per l’ultima parte.
1.1 Mappe olomorfe sulla sfera di Riemann
In questo capitolo e nel resto della tesi denoteremo con Dr il disco aperto di
raggio r centrato nell’origine; inoltre nel caso r = 1 scriveremo D, anziché D1.
Denotiamo con C∞ := C∪{∞} il piano complesso esteso, ottenuto aggiun-
gendo al piano complesso C un punto astratto che denotiamo con il simbolo
∞. Identifichiamo C con il sottospazio di R3 dato da {(x1, x2, x3) : x3 = 0} e
definiamo una metrica su C∞ procedendo come segue.
Sia S2 la sfera di raggio unitario in R3. Definiamo una bigezione pi da
S2 in C∞ associando attraverso la proiezione stereografica ad ogni punto di
S2 − {(0, 0, 1)} un elemento di C e al punto di coordinate (0, 0, 1) in R3 il
punto ∞. A questo punto trasferiamo la metrica euclidea (di R3) da S in C∞
ponendo
σ(z, w) = |pi(z)− pi(w)| ∀z, w ∈ C∞.
Lo spazio C∞ è chiamato sfera complessa o sfera di Riemann. Topologica-
mente, C∞ è omeomorfo alla sfera unitaria S2 in R3.
La sfera di Riemann ammette una struttura di varietà complessa 1-
dimensionale connessa che identifichiamo con P1(C) (identificando z ∈ C
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con il punto [z : 1] ∈ P1(C) e ∞ ∈ C∞ con il punto [1 : 0] ∈ P1(C)). Poniamo
U1 := P1(C) \ {[1 : 0]} e U2 := P1(C) \ {[0 : 1]} e definiamo le bigezioni
pi1 : U1 −→ C pi2 : U2 −→ C
[z : w] −→ z
w
[z : w] −→ w
z
con inverse rispettivamente
pi−11 : C −→ U1 pi−12 : C −→ U2
ξ −→ [ξ : 1] ξ −→ [1 : ξ]
Le due carte (U1, pi1) e (U2, pi2) sono compatibili: infatti,
pi1(U1 ∩ U2) = C \ {0} = pi1(U1 ∩ U2)
e
pi1 ◦ pi−12 (ξ) =
1
ξ
= pi2 ◦ pi−11 (ξ) .
Pertanto A = {(Ui, pii)}i=1,2 è un atlante di dimensione 1 di P1(C).
Definizione 1.1.1. Una mappa razionale f : C∞ −→ C∞ è una funzione
della forma
f(z) =
p(z)
q(z)
,
dove p e q sono polinomi a coefficienti complessi.
Definizione 1.1.2. Sia f = p/q una mappa razionale non costante con p e q
primi tra loro. Allora il grado di f è dato da
deg(f) := max{deg(p), deg(q)}
dove deg(·) denota l’usuale grado di polinomi. Il grado di una mappa costante
è zero anche nel caso in cui il valore della costante è 0 oppure ∞.
Proposizione 1.1.1. Ogni mappa olomorfa f : C∞ −→ C∞ non costante è
una funzione razionale, cioè della forma
f(z) =
p(z)
q(z)
,
dove p e q sono primi tra loro e univocamente determinati a meno di molti-
plicazione per una costante.
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Denotiamo con O(C∞,C∞) l’insieme delle funzioni olomorfe della sfera di
Riemann in sé. Ogni mappa razionale di grado uno è della forma z 7→ az+b
cz+d
con ad − bc 6= 0, e prende il nome di mappa o trasformazione di Möbius.
Proveremo (Lemma 2.2.1) che ogni mappa f ∈ O(C∞,C∞) invertibile è una
trasformazione di Möbius. Una mappa olomorfa ed invertibile ha inversa
anch’essa olomorfa [15, Teorema 10.33]; queste mappe prendono il nome di
biolomorfisimi.
Definizione 1.1.3. Sia f : Ω −→ C una mappa olomorfa definita in un intor-
no Ω di un punto z0 ∈ C e supponiamo che f(z0) = 0. La molteplicità δf (z0)
di f in z0 è il più piccolo intero k ≥ 1 tale che f (k)(z0) 6= 0. Equivalentemente,
f ha molteplicità k in z0 se il suo sviluppo in serie di Taylor in z0 è
f(z) = ak(z − z0)k + ak+1(z − z0)k+1 + · · ·
con ak 6= 0.
Più in generale, z0 ∈ C è soluzione dell’equazione f(z) = w ∈ C con
molteplicità δf (z0) = k ≥ 1 se f−w ha molteplicità k in z0. Equivalentemente,
f ha sviluppo in serie di Taylor della forma
f(z) = f(z0) + ak(z − z0)k + ak+1(z − z0)k+1 + · · ·
con ak 6= 0.
Dato che ci servirà in seguito notiamo che z0 è soluzione dell’equazione
f(z) = w ∈ C con molteplicità k se e solo se
lim
z→z0
f(z)− f(z0)
(z − z0)k ∈ C \ {0}
Inoltre, osserviamo che una mappa f è iniettiva in un intorno di un punto
z0 se e solo se δf(z0) = 1. Dalla definizione segue che un punto z0 ∈ C è
soluzione dell’equazione f(z) = w con molteplicità strettamente maggiore di
uno se e solo se f(z0) = w e f ′(z0) = 0.
Vogliamo ora compiere un ulteriore passo ed estendere la definizione al
caso in cui z0 =∞ oppure f(z0) =∞; per farlo abbiamo bisogno del seguente
risultato [7, §2.5]:
Lemma 1.1.2. Siano f : Ω1 −→ C e g : Ω2 −→ C due funzioni olomorfe
definite, rispettivamente, in un intorno di z0 ∈ C e di f(z0) ∈ C. Allora vale
la formula δg◦f (z0) = δg(f(z0)) δf (z0).
Corollario 1.1.3. Sia f : Ω −→ C una mappa olomorfa definita in un
intorno Ω di un punto z0 ∈ C. La molteplicità di f in z0 è invariante se
sostituisco f con una mappa della forma h ◦ f ◦ g−1 con g ed h trasformazioni
di Möbius, cioè
δf (z0) = δh◦f◦g−1(g(z0)) .
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Dimostrazione. Infatti,
δh◦f◦g−1(g(z0)) = δh(f(z0))δf (z0)δg−1(g(z0)) = δf (z0)
dove l’ultima uguaglianza segue dal fatto che δh(f(z0)) = δg−1(g(z0)) = 1,
grazie all’iniettività delle mappe g ed h.
Definizione 1.1.4. Sia f : Ω −→ C∞ una mappa olomorfa definita in un
intorno Ω di un punto z0 ∈ C∞. La molteplicità δf(z0) di f in z0, con z0 o
f(z0) (oppure entrambi) infiniti, è definita da
δf (z0) := δF (g(z0)) ,
dove F = h◦f ◦g−1 con g ed h mappe di Möbius che mandano rispettivamente
z0 ed f(z0) in punti di C.
Tale definizione, in virtù del precedente corollario, è indipendente dalla
scelta delle funzioni h e g.
Definizione 1.1.5. Sia f una mappa razionale. Diremo che z0 è un punto
critico per f se f ′(z0) = 0, altrimenti lo chiameremo punto regolare. Inoltre,
diremo che un punto w è un valore critico per f se è immagine di qualche
punto critico. Un punto che non è un valore critico si dice valore regolare.
La prossima proposizione mette in relazione la Definizione 1.1.2 con la
Definizione 1.1.3.
Proposizione 1.1.4. Sia f una mappa razionale non costante. Allora, per
ogni w ∈ C∞, l’equazione f(z) = w ha esattamente deg(f) soluzioni contate
con la loro molteplicità. In particolare, per ogni w ∈ C∞ di ha∑
z∈f−1{w}
δf (z) = deg(f) .
Dimostrazione. Scriviamo
f(z) =
p(z)
q(z)
=
amz
m + · · ·+ a0
bnzn + · · ·+ b0 ,
dove p e q non hanno fattori comuni e am, bn 6= 0. Se w ∈ C \ {0}, il numero
di soluzioni dell’equazione f(z) = w coincide con il numero di zeri di
f(z)− w = p(z)− wq(z)
q(z)
.
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Inoltre, dato che i due polinomi p− wq e q sono privi di fattori comuni (per
ipotesi p e q lo sono), deg(f − w) = deg(f). Dunque l’unico caso da studiare
riguarda il numero di soluzioni dell’equazione f(z) = w dove w ∈ {0,∞}.
In C, l’equazione f(z) = 0 ha m soluzioni (gli zeri di p) mentre l’equazione
f(z) =∞ ha n soluzioni (gli zeri di q).
Se m = n = deg(f) allora f(∞) = am/bn 6= 0, e quindi f ha esattamente
deg(f) zeri e poli in C∞.
Se n 6= m allora dobbiamo distinguere i due casi n > m e n < m.
Scriviamo
f(z) = zm−n
am + · · ·+ a0z−m
bn + · · ·+ b0z−n ;
se m > n allora ∞ è un polo di molteplicità m − n, e quindi il numero di
soluzioni dell’equazione f(z) =∞, così come per l’equazione f(z) = 0, è pari
a m = deg(f); altrimenti se n > m il punto ∞ è uno zero di molteplicità
n−m e quindi il numero di zeri e poli di f coincide, anche in questo caso,
con deg(f).
Il grado di una mappa razionale non costante coincide, quindi, con il grado
topologico che è definito come il numero di immagini inverse di un generico
punto. Se w ∈ C∞ è un valore regolare per f allora l’equazione f(z) = w
ha tutte soluzioni con molteplicità uno e quindi, per il precedente risultato,
f−1(w) contiene esattamente deg(f) punti. Dato che i punti critici di f sono
gli zeri di f ′ essi sono al più deg(f ′). Di conseguenza, anche il numero di
valori critici è finito e coincide con il numero di punti critici.
Definizione 1.1.6. Sia f è una mappa razionale e k ≥ 1 denotiamo con
fk = f ◦ · · · ◦ f la k-esima iterata di f , cioè la composizione k volte di f con
se stessa. Per convenzione poniamo f 0 = idC∞ .
Corollario 1.1.5. Se f , g ∈ O(C∞,C∞) allora deg(f ◦ g) = deg(f) deg(g).
In particolare, deg(fk) = [deg(f)]k.
Dimostrazione. Se una tra le mappe f e g è costante l’asserto è ovvio; quindi
assumiamo deg(f), deg(g) > 0. Come osservato sopra il numero di valori
critici di una mappa razionale è finito, pertanto per tutti i punti w ∈ C,
tranne per un numero finito, l’insieme f−1(w) contiene esattamente deg(f)
punti. Analogamente, per tutti i punti w ∈ C, tranne per un numero finito,
l’insieme g−1(w) contiene esattamente deg(g) punti. Di conseguenza, per
quasi ogni w ∈ C l’insieme (g ◦ f)−1(w) contiene deg(f) deg(g) punti, da cui
la tesi.
Definizione 1.1.7. Sia f una mappa razionale. Un punto z0 è un punto fisso
per f se f(z0) = z0. Un punto z0 è periodico per f se è un punto fisso di
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qualche iterata fk di f , cioè fk(z0) = z0 per qualche k ≥ 1. Il più piccolo k
con questa proprietà si dice periodo di z0. Infine, un punto z0 non periodico è
preperiodico se fh(z0) è un punto periodico di f per qualche h > 1.
Spesso chiameremo p-periodico un punto periodico di periodo p.
Proposizione 1.1.6. Se d ≥ 1, allora ogni mappa razionale di grado d
diversa dall’identità ha esattamente d+ 1 punti fissi in C∞ contati con la loro
molteplicità.
Dimostrazione. Coniugando con una trasformazione di Möbius, se necessario,
possiamo assumere che ∞ non sia un punto fisso di f . Questo significa
che se f = p/q, dove p e q sono polinomi privi di fattori comuni, allora
deg(p) ≤ deg(q) = deg(f). Pertanto il polinomio p(z)− zq(z) ha grado d+ 1
e quindi l’equazione p(z)/q(z) = z ha d + 1 soluzioni contate con la loro
molteplicità.
Concludiamo questa sezione dimostrando un’importante relazione che,
come vedremo successivamente, è un caso particolare di un teorema più
generale:
Teorema 1.1.7. (Relazione di Riemann-Hurwitz) Per ogni mappa ra-
zionale f non costante vale la formula∑
z∈C∞
[δf (z)− 1] = 2 deg(f)− 2 . (1.1)
Dimostrazione. Entrambi i membri della (1.1) sono invarianti per coniuga-
zione con mappe di Möbius; quindi a patto di sostituire f con una mappa
g = h ◦ f ◦ h−1, dove h è una mappa di Möbius, possiamo assumere che f
soddisfi le seguenti proprietà
1. f(∞) = 1;
2. f ha deg(f) = d poli distinti z1, z2, . . . , zd (in C);
3. δf (∞) = 1.
Infatti, basta scegliere un punto ξ tale che f(ξ) 6= ξ, δf(ξ) = 1 (ξ non è un
punto critico di f) per cui l’equazione f(z) = ξ ha d soluzioni distinte, e
considerare una mappa di Möbius h che manda ξ nel punto ∞ e f(ξ) in 1.
È sempre possibile scegliere un tale ξ dato che il numero dei punti fissi di
f , così come il numero di punti e valori critici, è finito. A questo punto la
mappa h ◦ f ◦ h−1 verifica le tre proprietà scritte sopra:
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1. (h ◦ f ◦ h−1)(∞) = h(f(ξ)) = 1;
2. le soluzioni dell’equazione (h ◦ f ◦ h−1)(z) = ∞ corrispondono alle
soluzioni di f(h−1(z)) = ξ che sono d distinte e, dato che f(ξ) 6= ξ,
appartengono tutte a C;
3. δh◦f◦h−1(∞) = δf (ξ) = 1.
Visto che δf (zj) = 1 per ogni j = 1, . . . , d e δf (∞) = 1, la somma al primo
membro di (1.1) coincide con ∑
z∈A
[δf (z)− 1] ,
dove A := C \ {z1, . . . , zd}. Inoltre, per ogni z ∈ A, f(z) ∈ C e quindi il
valore di tale somma coincide con il numero di zeri di f ′ in C.
Se f = p/q, con p e q primi tra loro e deg(p) = deg(q) = d (perché
f(∞) = 1), allora
f ′(z) =
p′(z)q(z)− p(z)q′(z)
(q(z))2
;
notiamo che il numeratore e il denominatore di f ′ non hanno fattori comuni
e quindi sono primi tra loro. Infatti, gli unici candidati ad essere zeri comuni
ai due polinomi sono i punti z1, . . . , zd (poli di f) ma, in tal caso, si avrebbe
p(zj)q
′(zj) = 0 e quindi p(zj) = 0 (che non è possibile perché p e q non hanno
zeri comuni) oppure q′(zj) = 0 (che non è possibile dato che zj è uno zero
semplice di q), contro le nostre ipotesi. Pertanto
deg(f ′) = max{p′q − pq′, q2} = 2d
dato che deg(p′q − pq′) ≤ 2d− 1. Inoltre, in base alla Proposizione 1.1.4 il
numero di zeri di f ′ in C∞ coincide con deg(f ′).
Di conseguenza, se dimostriamo che la molteplicità di ∞ come zero di f ′
è uguale a due allora abbiamo concluso perché in questo caso il numero di
zeri di f ′ in C è esattamente deg(f ′)− 2 = 2d− 2.
Per definizione (dato che f ′(∞) 6=∞) δf ′(∞) = δf ′◦g(0) dove g(z) = 1/z;
dal fatto che δf (∞) = 1 segue, come già osservato precedentemente, che f è
iniettiva in un intorno del punto ∞ e A := (f ◦ g)′(0) 6= 0. Pertanto, in un
intorno dell’origine, possiamo scrivere f nella forma
f(1/z) = 1 + Az + A2z
2 + · · · ;
da cui differenziando ambo i membri si ha
1
z2
f ′(1/z) = −A− 2A2z + · · · ,
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quindi 1
z2
f ′(1/z) tende ad un numero finito non nullo per z →∞. Dunque
δf ′(∞) = 2, da cui la tesi.
Grazie alla precedente formula si ottiene una stima sul numero di punti
critici di una mappa olomorfa.
Corollario 1.1.8. Una mappa razionale f ha al più 2 deg(f)− 2 punti critici
in C∞. Un polinomio p ha al massimo deg(p)− 1 punti critici in C.
Dimostrazione. La prima parte è ovvia dato che ciascun termine δf (z)− 1 è
positivo se z è un punto critico di f e nullo altrimenti. Quindi la somma al
primo membro della (1.1) riguarda solo i punti critici di f .
Per la seconda parte, basta osservare che δp(∞) = deg(p) e quindi il
numero di punti critici in C al più deg(p)− 1.
Possiamo associare ad ogni punto critico una molteplicità data dal numero
δf (z)− 1, con questa convenzione il numero di punti critici contati con la loro
molteplicità è esattamente pari a 2 deg(f)− 2.
1.2 Famiglie normali
Prima di dedicarci allo studio degli insiemi di Julia e Fatou abbiamo bisogno
di introdurre alcuni concetti che saranno fondamentali per i nostri scopi.
Per prima cosa vogliamo definire una topologia sullo spazio O(C∞,C∞)
di tutte le funzioni olomorfe dalla sfera complessa in sé, e più in generale
sullo spazio C0(C∞,C∞) di tutte le funzioni continue su C∞. Tale topologia è
nota come topologia della convergenza uniforme locale o come topologia della
convergenza uniforme sui compatti o anche come topologia compatta-aperta
[12, Capitolo 7].
Vediamo subito quali sono gli aperti di questa topologia.
Definizione 1.2.1. Un sottoinsieme U ⊆ C0(C∞,C∞) è aperto se e solo se
per ogni f ∈ U esistono un insieme compatto K ⊆ C∞ e un numero ε > 0
tali che NK,ε(f) ⊆ U , dove
NK,ε(f) := {g ∈ C0(C∞,C∞) : σ(f(z), g(z)) < ε ∀z ∈ K},
e σ la metrica su C∞ definita precedentemente.
Dalla definizione segue immediatamente che una successione {fn} converge
ad una mappa f in questa topologia se e solo se
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1. per ogni compatto K ⊆ C∞, la successione di mappe fn|K converge
uniformemente a f |K ;
o equivalentemente se e solo se
2. ogni punto z ∈ C∞ ha un intorno N tale che {fn|N} converge uniforme-
mente a g|N .
Proposizione 1.2.1. ([7, Teorema 2.8.2]) La mappa deg : O(C∞,C∞) −→ N
è continua. In particolare, se una successione di mappe {fn} ⊆ O(C∞,C∞)
converge uniformemente su tutta la sfera complessa ad una mappa f , allora
f ∈ O(C∞,C∞) e per n sufficientemente grande si ha deg(fn) = deg(f), .
La prossima definizione è fondamentale per sviluppare tutta la nostra teoria
e definire gli insiemi di Julia e Fatou.
Definizione 1.2.2. Siano Ω un sottoinsieme aperto di C∞ e F una famiglia
di mappe olomorfe definite su Ω a valori in C∞. La famiglia F si dice una
famiglia normale se ogni successione {fn} ⊆ F ammette una sottosuccessione
{fnj} che converge uniformemente sui sottoinsiemi compatti di Ω.
Come tra poco vedremo, gli insiemi di Julia e Fatou di una mappa
razionale f sono definiti in termini di normalità della famiglia di mappe
iterate {fn}n∈N. Enunciamo uno dei risultati più importanti, noto come
Teorema di Montel, che concerne lo studio di famiglie normali; esso fornisce
una condizione sufficiente affinché una di famiglie di mappe olomorfe sia
normale ed è inoltre essenziale per lo studio dell’iterazione di mappe razionali.
Definizione 1.2.3. Chiameremo dominio un qualunque sottoinsieme aperto
e connesso della sfera di Riemann.
Teorema 1.2.2. (Montel,[14, Teorema 3.7]) Sia F ⊆ O(D,C∞) una fami-
glia di mappe olomorfe definite in un dominio D della sfera complessa. Suppo-
niamo esistano tre punti distinti a, b, c in C∞ tali che f(D) ⊆ C∞ \ {a, b, c},
per ogni f ∈ F . Allora la famiglia F è normale in D.
Si possono avere due formulazioni equivalenti di questo teorema. Nella
prima di queste si suppone che le costanti a, b, c possano cambiare al variare
di f ∈ F . Precisamente si ha
Teorema 1.2.3. ([7, Teorema 3.3.5]) Sia F ⊆ O(D,C∞) una famiglia di
mappe olomorfe in un dominio D della sfera complessa. Supponiamo che
esistano un numero positivo m > 0 e, per ogni f ∈ F , tre punti distinti af , bf
e cf in C∞ tali che
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1. f(D) ⊆ C∞ \ {af , bf , cf}; e
2. min{σ(af , bf ), σ(bf , cf ), σ(af , cf )} ≥ m.
Allora la famiglia F è normale in D.
É immediato constatare che il teorema di Montel può essere ottenuto come
corollario del Teorema 1.2.3; infatti basta prendere af = a, bf = b e cf = c,
per ogni f ∈ F . La terza e ultima versione che enunciamo ha un aspetto
ancora più generale :
Teorema 1.2.4. ([7, Teorema 3.3.6]) Sia D un dominio della sfera complessa
e siano ϕ1, ϕ2, ϕ3 ∈ O(D,C∞) mappe olomorfe in D tali che ϕi(D)∩ϕj(D) =
∅ per ogni i 6= j. Sia poi F ⊆ O(D,C∞) una famiglia di mappe olomorfe in
D con la proprietà che per ogni z ∈ D e per ogni f ∈ F si abbia f(z) 6= ϕj(z)
per j = 1, 2, 3. Allora F è normale in D.
Anche in questo caso prendendo ϕ1, ϕ2 e ϕ3 funzioni costantemente uguali
ad a, b e c rispettivamente si ottiene il Teorema 1.2.2.
Nel resto della tesi si farà riferimento al teorema di Montel per richiamare
una qualsiasi delle tre versioni.
Proposizione 1.2.5. Siano Ω un sottoinsieme aperto di C∞ ed F ⊂ O(Ω,C∞).
Supponiamo di avere un ricoprimento di aperti {Uj}j∈J di Ω con la proprietà
che per ogni j ∈ J la famiglia F|Uj = {f |Uj | f ∈ F} è normale in Uj. Allora
F è normale in Ω.
Definizione 1.2.4. Siano (X, dX) e (Y, dY ) due spazi metrici, e F ⊆ C0(X, Y )
una famiglia di funzioni continue. Si dice che la famiglia F è equicontinua in
Ω ⊆ X se per ogni ε > 0 esiste δ > 0 tale che per ogni f ∈ F
dX(z, w) < δ =⇒ dY (f(z), f(w)) < ε ,
dove z, w ∈ Ω.
Esiste una connessione tra le Definizioni 1.2.2 e 1.2.4 espressa dal famoso
Teorema di Ascoli-Arzelà che enunceremo nel caso più generale di funzioni
continue tra spazi metrici.
Definizione 1.2.5. Sia Ω ⊆ C aperto, e F ⊆ O(Ω,C) una famiglia di mappe
olomorfe. Diremo F una famiglia di mappe olomorfe uniformemente limitate
sui compatti di Ω se per ogni compatto K ⊂ C esiste MK > 0 tale che
|f(z)| ≤MK , per ogni z ∈ K e per ogni f ∈ F .
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Teorema 1.2.6. ([4, Teorema 5.15]) Sia Ω ⊆ C aperto, e F ⊆ O(Ω,C) una
famiglia di mappe olomorfe uniformemente limitate sui compatti di Ω. Allora
F è una famiglia normale in Ω.
Prima di passare al prossimo capitolo, enunciamo alcuni risultati classici
dell’analisi complessa che utilizzeremo molto spesso le cui dimostrazioni sono
tutte contenute in [4] o [15].
Teorema 1.2.7. Sia Ω ⊆ C un dominio e f, g ∈ O(Ω,C). Se esiste un
aperto U ⊆ Ω tale che f |U = g|U , allora f ≡ g su tutto Ω. Più in generale,
se l’insieme {f = g} ammette un punto di accumulazione allora f ≡ g. In
particolare, se f non è identicamente nulla allora l’insieme {f = 0} è discreto.
Teorema 1.2.8. (Weierstrass) Sia Ω un aperto di C. Se una successione
{fn} ⊆ O(Ω,C) di mappe olomorfe converge uniformemente sui compatti di
Ω ad una mappa limite f : Ω −→ C, allora anche f è olomorfa. Inoltre, la
successione delle derivate {f ′n}n∈N converge uniformemente sui compatti a f ′.
Teorema 1.2.9. (Vitali) Sia Ω ⊆ C un dominio, e A ⊂ Ω un insieme con
almeno un punto di accumulazione. Sia {fn} ⊂ O(Ω,C) una successione di
mappe uniformemente limitate sui compatti di Ω e supponiamo che {fn(a)}
converga puntualmente per ogni a ∈ A. Allora la successione {fn} converge
uniformemente sui compatti di Ω.
Definizione 1.2.6. Chiameremo univalente una qualunque mappa olomorfa
ed iniettiva.
Teorema 1.2.10. (Hurwitz) Sia Ω ⊆ C aperto, e {fn} ⊂ O(Ω,C) una
successione di mappe univalenti convergente uniformemente sui compatti di Ω
a f ∈ O(Ω,C). Allora f è univalente o costante.
Ricordiamo che un sottoinsieme connesso D ⊂ C∞ è semplicemente
connesso se ogni curva chiusa in D è omotopa in D a una curva costante.
Teorema 1.2.11. (di uniformizzazione di Riemann) Sia Ω ⊆ C un
dominio semplicemente connesso diverso da C. Allora Ω è biolomorfo al disco
D. In particolare, per ogni z0 ∈ Ω esiste un unico biolomorfismo f : Ω −→ D
tale che f(z0) = 0 e f ′(z0) > 0.
Definizione 1.2.7. Un qualunque biolomorfismo f come nel precedente
enunciato prende il nome di mappa di Riemann.
Infine, dato che ci sarà utile in seguito, ricordiamo che l’inviluppo convesso
di un insieme X ⊆ C è il più piccolo insieme convesso che contiene X, cioè
l’intersezione di tutti gli insiemi convessi che contengono X.
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Proposizione 1.2.12. Sia X ⊆ C. Se l’inviluppo convesso di X è un
insieme chiuso allora esso coincide con l’intersezione di tutti i semipiani
chiusi contenenti X.
Se X è un insieme finito allora l’inviluppo convesso di X è un insieme
chiuso e quindi coincide con l’intersezione di tutti i semipiani chiusi che
contengono X.
1.3 Superfici di Riemann iperboliche
In questa sezione richiameremo alcuni risultati della teoria delle superfici di
Riemann iperboliche. I contenuti di questa sezione non saranno dimostrati
ma per tutti i dettagli si può fare riferimento a [1, Capitolo 1.1] e [14, §2].
Definizione 1.3.1. Una superficie di Riemann X è una varietà complessa e
connessa di dimensione (complessa) n = 1.
Le superfici di Riemann semplicemente connesse sono tre a meno di
biolomorfismi. Precisamente ([1, Teorema 1.1.17]):
Teorema 1.3.1. (Teorema di uniformizzazione) Ogni superficie di Rie-
mann semplicemente connessa è biolomorfa a una delle seguenti superfici:
1. la sfera di Riemman C∞;
2. il piano complesso C;
3. il disco unitario D.
Se X è una qualsiasi superficie di Riemann e pi : S −→ X è il rivestimento
universale, allora S ha una struttura di superficie di Riemann semplicemente
connessa, e quindi per il teorema precedente è biolomorfa a una delle tre
superfici descritte sopra.
Definizione 1.3.2. Sia X una superficie di Riemann, e pi : S −→ X il
rivestimento universale. Allora X è detta
1. iperbolica se S è biolomorfa a D;
2. parabolica se S è biolomorfa a C;
3. ellittica se S è biolomorfa a C∞.
Lemma 1.3.2. ([1, Corollario 1.1.26]) Ogni dominio D ⊂ C∞ il cui com-
plementare C∞ \D contiene almeno tre punti è una superficie di Riemann
iperbolica.
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Come corollario al precedente risultato si ottiene il Teorema 1.2.11; infatti
se D 6= C è un dominio semplicemente connesso del piano complesso allora
C∞ \D contiene almeno tre punti, e quindi D è una superficie di Riemann
iperbolica semplicemente connessa. Di conseguenza, D è biolomorfa a D.
Definizione 1.3.3. Se X una superficie di Riemann, denotiamo con Aut(X)
il gruppo degli automorfismi di X, cioè l’insieme dei biolomorfismi da X in
sé.
Teorema 1.3.3. (Metrica di Poincaré su D, [14, Lemma 2.7]) Esiste una
metrica Riemanniana sul disco invariante per gli automorfismi di D, unica a
meno di moltiplicazione per una costante positiva.
Corollario 1.3.4. Se X è una superficie di Riemann iperbolica, e pi : D −→ X
è il rivestimento universale con D munito della metrica di Poincaré, allora
esiste un’unica metrica Riemanniana su X per cui pi risulti un’isometria
locale.
Definizione 1.3.4. Sia X una superficie iperbolica. Chiameremo metrica di
Poincaré su X la metrica Riemanniana ottenuta nel precedente corollario.
Definizione 1.3.5. Sia S è una superficie di Riemann iperbolica con metrica
di Poincaré g, e sia γ : [0, 1] −→ S una curva regolare a tratti. Allora
l’integrale
L(γ) =
∫ 1
0
||γ′(t)||γ(t)dt ,
dove || · ||p è la norma indotta da g, è la lunghezza di Poincaré di γ.
Definizione 1.3.6. La funzione dD : D× D −→ R+ definita da
dD(z1, z2) =
1
2
log
1 +
∣∣∣∣ z1 − z21− z2z1
∣∣∣∣
1−
∣∣∣∣ z1 − z21− z2z1
∣∣∣∣
è detta distanza di Poincaré su D.
Per le dimostrazioni dei due risultati che seguono si veda [1, Lemma 1.1.5,
Teorema 1.1.6].
Proposizione 1.3.5. La funzione dD : D × D −→ R+ definita sopra è una
distanza e coincide con la distanza indotta dalla metrica di Poincaré su D.
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Teorema 1.3.6. (Lemma di Schwarz-Pick) Sia f : D −→ D una mappa
olomorfa. Allora
∀z, w ∈ D dD(f(z), f(w)) ≤ dD(z, w). (1.2)
Inoltre, si ha l’uguaglianza in (1.2) per qualche z 6= w ∈ D se e solo se
f ∈ Aut(D).
Il nostro scopo ora è trasferire la distanza di Poincaré da D a una qualsiasi
superficie di Riemann iperbolica.
Definizione 1.3.7. Sia X una superficie di Riemann iperbolica e piX : D −→
X il suo rivestimento universale. Allora la funzione dX : X ×X −→ R+ data
da
dX(z, w) = inf{dD(z˜, w˜) | z˜ ∈ pi−1X (z), w˜ ∈ pi−1X (w)}
è detta distanza di Poincaré su X
Proposizione 1.3.7. ([1, Proposizione 1.1.38]) Sia X una superficie di
Riemann iperbolica. Allora la funzione dX è una distanza su X e coincide
con la distanza indotta dalla metrica di Poincaré su X.
In accordo con il lemma di Schwarz-Pick la distanza di Poincaré su una
qualsiasi superficie di Riemann iperbolica soddisfa la seguente proprietà:
Corollario 1.3.8. ([1, Teorema 1.1.40]) Siano X e Y due superfici di
Riemann iperboliche, e f : X −→ Y una mappa olomorfa. Allora
∀z, w ∈ X dY (f(z), f(w)) ≤ dX(z, w), (1.3)
dove dX e dY sono rispettivamente la distanza di Poincaré su X e su Y .
Inoltre, se X = Y allora vale l’uguaglianza in (1.3) per qualche z 6= w ∈ X
se e solo se f ∈ Aut(X).
Definizione 1.3.8. Sia X una superficie di Riemann iperbolica. Una mappa
f : X −→ X che verifica la (1.3) rispetto alla distanza di Poincaré su X si
dice una contrazione per dX .
Definizione 1.3.9. Siano S e T due superfici di Riemann. Una famiglia di
mappe olomorfe {fn}n ⊆ O(X, Y ) diverge uniformemente sui compatti se per
ogni compatto K1 ⊆ X e per ogni compatto K2 ⊆ Y esiste n0 ∈ N tale che
fn(K1) ∩K2 = ∅ per ogni n ≥ n0.
Definizione 1.3.10. Siano X e Y due superfici di Riemann. Una famiglia
di mappe olomorfe F ⊆ O(X, Y ) è detta normale se ogni successione di F
contiene una sottosuccessione che converge uniformemente sui compatti di X,
o una sottosuccessione che diverge uniformemente sui compatti.
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Nel caso Y sia compatta, nessuna successione in O(X, Y ) può divergere
uniformemente sui compatti, quindi la condizione di normalità si traduce
nel chiedere che F ⊆ O(X, Y ) sia compatto. In particolare, se Y = C∞
ritroviamo la Definizione 1.2.2.
Ricordiamo infine il seguente fondamentale teorema di compattezza per
famiglie di funzioni continue fra spazi metrici:
Teorema 1.3.9. (Ascoli-Arzelà, [12, Teorema 7.17]) Sia X uno spazio
metrico localmente compatto, e Y uno spazio metrico. Allora una famiglia
F ⊂ C0(X, Y ) è relativamente compatta se e solo se
1. l’insieme F(x) := {f(x) | f ∈ F} è relativamente compatto in Y per
ogni x ∈ X, e
2. F è equicontinua.
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Capitolo 2
Insiemi di Julia e Fatou
La dinamica olomorfa è lo studio dell’iterazione di una mappa olomorfa su una
varietà complessa. Le radici di questo settore della matematica contemporanea
risalgono al XIX secolo con i lavori di Ernst Schröder. Schröder analizzò
la convergenza degli algoritmi iterativi per risolvere equazioni della forma
f(z) = 0, con particolare interesse rivolto alla convergenza del metodo di
Newton. Tuttavia, fu solo nel XX secolo con i lavori di due matematici
Francesi, G. Julia e P. Fatou, che lo studio dell’iterazione di funzioni razionali
venne affrontato da una prospettiva più generale, gettando le basi dell’odierna
teoria.
In questa tesi ci limiteremo a studiare l’iterazione di mappe olomorfe
f : C∞ −→ C∞ sulla sfera di Riemann e concentreremo la nostra attenzione
sulla decomposizione di C∞ in due insiemi disgiunti: gli insiemi di Julia e
Fatou. Il nostro obiettivo sarà quello di studiare il comportamento asintotico
di {fk(z)} al variare di z in C∞ e sarà questo a determinare la suddivisione
della sfera di Riemann nei due sottoinsiemi oggetto di studio. In questo
capitolo definiremo formalmente gli insiemi di Julia e Fatou ed analizzeremo
alcune loro importanti proprietà. Per uno studio più completo e approfondito
di tali argomenti si rimanda a [14] o [7].
2.1 Prime definizioni e proprietà
Definizione 2.1.1. Sia f : C∞ −→ C∞, e z0 un punto di C∞. L’orbita di z0
è l’insieme delle immagini delle iterate di f in z0, ovvero
O+(z0) = {fk(z0) | k ∈ N}.
Osservazione 1. Sia f ∈ O(C∞,C∞). Se l’orbita di un punto z0 converge ad
un punto w allora w è un punto fisso di f . Infatti, grazie alla continuità di f ,
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otteniamo
w = lim
n→∞
zn+1 = lim
n→∞
f(zn) = f( lim
n→∞
zn) = f(w) ,
dove zn = fn(z0).
Distingueremo due tipi di punti: quelli che hanno un’orbita stabile (l’in-
sieme di questi sarà l’insieme di Fatou) e quelli che hanno un’orbita caotica
(che corrispondono ai punti dell’insieme di Julia). Questo concetto è espresso
nella prossima centrale definizione.
Definizione 2.1.2. Sia f ∈ O(C∞,C∞). Un punto z ∈ C∞ è un elemento
dell’insieme di Fatou di f , che denoteremo con F (f), se esiste un intorno U
di z in C∞ tale che la famiglia delle iterate {fn} ristrette ad U forma una
famiglia normale di mappe da U in C∞. Il complementare J(f) = C∞ \ F (f)
è l’insieme di Julia.
Dalla definizione segue immediatamente che l’insieme di Fatou è aperto (e
quindi J(f) è chiuso): infatti se z ∈ F (f) allora esiste un intorno U di z, che
possiamo supporre aperto, per cui la successione {fn|U}n∈N è una famiglia
normale; quindi, essendo U intorno di ogni suo punto, U ⊂ F (f). Inoltre
J(f) è compatto dato che è chiuso nello spazio compatto C∞.
Come immediata conseguenza della Proposizione 1.2.5 abbiamo inoltre
che la successione {fn|F (f)}n∈N è una famiglia normale.
Definizione 2.1.3. Siano f ∈ O(C∞,C∞) e z0 ∈ C∞. L’orbita inversa di z0
è l’insieme delle controimmagini delle iterate in z0 cioè
O−(z0) =
⋃
k∈N
f−k(z0) = {z | ∃ k ∈ N, fk(z) = z0}.
Invece, la grande orbita di z0 è l’insieme dei punti z ∈ C∞ le cui orbite
intersecano O+(z0), ovvero
GO(z0) =
⋃
k∈N
O−(fk(z0)) = {z | ∃h, k ∈ N : fh(z) = fk(z0)}.
Nel resto della tesi supporremo sempre deg(f) ≥ 2; il motivo è che il caso
in cui la mappa razionale ha grado uno è poco interessante e sarà comunque
completamente trattato nella prossima sezione.
Proposizione 2.1.1. Sia f ∈ O(C∞,C∞) di grado d ≥ 2. Allora J(f) 6= ∅.
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Dimostrazione. Supponiamo per assurdo che J(f) = ∅. Allora la famiglia
{fk} è normale su tutta le sfera di Riemann ed esiste qualche sottosuccessione
{fkj} che converge, uniformemente su tutta la sfera complessa, ad una mappa
olomorfa g : C∞ −→ C∞. La Proposizione 1.2.1 implica che deg(fkj) =
deg(g), per kj sufficientemente grande. Dato che deg(fkj) = [deg(f)]ki
necessariamente deve essere deg(f) = 1, diversamente da quanto assunto.
Pertanto J(f) 6= ∅.
In realtà, supponendo che il grado di f sia almeno due, si può dimostrare
molto di più. Infatti, come vedremo nella sezione 2.4, J(f) è non numerabi-
le. Diversamente dall’insieme di Julia, l’insieme di Fatou può anche essere
vuoto; questo è il caso, ad esempio, della mappa razionale f(z) = (z
2+1)2
4z(z2−1)
per cui J(f) = C∞ [7, §4.3] e, di conseguenza, F (f) = ∅. Enunceremo
successivamente una condizione sufficiente affinché J(f) = C∞.
Esempio 2.1.1. Consideriamo la funzione polinomiale f(z) = z2 su C∞ i
cui punti fissi sono 0, 1 e ∞ . La k-esima iterata di f è fk(z) = z2k ; quindi
è chiaro che se |z| < 1 allora fk(z) → 0 per k → ∞, mentre se |z| > 1,
fk(z) → ∞ per k → ∞. Se denotiamo con D il disco unitario abbiamo
che la successione {fn|D} (così come tutte le sue sottosuccessioni) converge
uniformemente sui sottoinsiemi compatti di D alla funzione costantemente
uguale a zero, mentre la successione {fn|C∞\D} converge uniformemente sui
sottoinsiemi compatti di C∞ \ D alla funzione costante z 7→ ∞. Pertanto
J(f) ⊆ S1 = ∂D. Inoltre dall’osservazione che ogni intorno di un qualsiasi
punto z ∈ S1 contiene sia punti di D che punti di C∞ \ D segue che nessuna
sottosuccessione di iterate {fn|S1} può convergere in un intorno di z. Quindi
F (z2) = C∞ \ S1 e J(z2) = S1. Il comportamento di {fk(eiθ)} nel cerchio
unitario è più complicato e dipende da θ. Per ora osserviamo soltanto che
fk(eiθ) = e2
kiθ ∈ S1 e
1. se θ = 2pir/2s per qualche r, s ∈ N, allora fk(z)→ 1 per k →∞; infatti,
per ogni k ≥ s si ha fk(z) = 1. L’insieme dei punti di questa forma è
denso in S1;
2. se θ 6= 2pir/2s per ogni r, s ∈ N, allora fk(z) non converge a nessun
punto in S1 per k →∞. Infatti, se fk(z)→ w per k →∞ allora w è
un punto fisso di f in S1 e quindi w = 1. Ma dato che f ′(1) > 1 l’unica
possibilità è che sia fk(z) = 1 per ogni k ≥ k0. Basta usare il fatto che
se f(ξ) = ξ e |f ′(z)| > 1 allora |f(z)− ξ| > |z − ξ| in un intorno di ξ.
Quindi se zn 6= ξ, per ogni n ∈ N, allora |zn+1 − ξ| > |zn − ξ|. Quindi
z = e2piir/2
k0 , contro le nostre ipotesi.
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(a) z 7→ z2 + i. (b) z 7→ z2 + 3. (c) z 7→ z2 − .122 + .745i
(d) z 7→ z2 + c (e) z 7→ z2 − 1.
Figura 2.1: Insiemi di Julia (in nero) e di Fatou (in bianco).
In particolare, ogni arco di S1 contiene infiniti punti che dopo qualche
iterazione raggiungono il punto fisso z0 = 1, ed infiniti punti la cui orbita si
muove sul cerchio unitario senza però mai convergere ad alcun punto di S1.
Il precedente è uno dei pochi casi in cui l’insieme di Julia è così semplice
sia da determinare sia come struttura.
Esempio 2.1.2. Nella Figura 2.1 sono illustrati alcuni esempi di insiemi di
Julia di mappe polinomiali di grado due della forma f(z) = z2 + c. Non
avendo ancora molti strumenti a disposizione ci limitiamo ad osservare la
loro struttura. Notiamo che in Figura 2.1 (a), (c) ed (e) l’insieme di Julia è
connesso mentre in Figura 2.1 (b) e (d) è sconnesso con infinite componenti
connesse (questo non è un caso, infatti proveremo Teorema 2.4.13 che l’insieme
di Julia o è connesso oppure sconnesso con infinite componenti). L’insieme di
Fatou è invece semplicemente connesso in Figura 2.1 (a), mentre è connesso
(ma non semplicemente) in Figura 2.1 (b) e (d); infine, esso è sconnesso con
infinite componenti semplicemente connesse in Figura 2.1 (c) ed (e).
Definizione 2.1.4. Sia f ∈ O(C∞,C∞) . Un sottoinsieme A di C∞ si dice
completamente f -invariante se f−1(A) = A. A volte, quando sarà chiaro dal
contesto, scriveremo completamente invariante omettendo f .
Si può facilmente dimostrare che A è completamente f -invariante se e
solo se GO(z) ⊆ A per ogni z ∈ A. In particolare, GO(z) è completamente
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invariante per ogni z ∈ C∞. Sempre senza troppe difficoltà si può anche
dimostrare che se A ⊂ C∞ è completamente invariante allora anche il comple-
mentare C∞ \ A, l’interno A◦, la chiusura A e il bordo ∂A di A lo sono [7,
Teorema 3.2.3].
Proviamo ora che gli insiemi di Julia e Fatou sono completamente invarianti;
questa proprietà verrà utilizzata molto spesso.
Proposizione 2.1.2. Sia f ∈ O(C∞,C∞) di grado d ≥ 1. Allora gli insiemi
J(f) e F (f) sono completamente invarianti.
Dimostrazione. La completa f -invarianza di J(f) segue da quella di F (f) per
via della precedente osservazione. Pertanto ci basta dimostrare l’enunciato per
F (f). Proviamo che f−1(F (f)) = F (f) dimostrando entrambe le inclusioni.
Sia z ∈ F (f); per definizione esiste un intorno U di z tale che la famiglia
{fn|U}n∈N è normale in U . Dato che deg(f) ≥ 1, f è aperta; dunque f(U)
è un intorno di f(z) e {fn|f(U)} è una famiglia normale perché si ottengono
sottosuccessioni convergenti estraendole dalla famiglia {fn+1|U} normale per
ipotesi. Pertanto f(z) ∈ F (f) e per l’arbitrarietà di z si ha F (f) ⊆ f−1(F (f)).
Viceversa, se z ∈ f−1(F (f)) allora esiste un intorno U di f(z) tale che {fn|U}
è normale in U . Per la continuità di f , V = f−1(U) è un intorno di z e la
famiglia {fn|V } è normale in V ; dunque z ∈ F (f) da cui la tesi.
La prossima proposizione segue quasi esclusivamente dal precedente
risultato.
Proposizione 2.1.3. Sia F l’insieme di Fatou di un polinomio p di grado
almeno due. Allora ∞ ∈ F e la componente connessa F∞ di F che contiene
∞ è completamente p-invariante.
Dimostrazione. Il punto ∞ è un punto fisso superattrattivo di p (Definizione
2.3.4) e quindi per la Proposizione 2.3.2 appartiene all’insieme di Fatou di
p. Proviamo che p−1(F∞) = F∞. Osserviamo che p(F∞) contiene ∞ ed è un
sottoinsieme connesso di F (per la continuità di p e la completa p-invarianza
di dell’insieme di Fatou). Allora p(F∞) ⊆ F∞, quindi F∞ ⊆ p−1(F∞). Non ci
resta che dimostrare che p−1(F∞) ⊆ F∞; per far questo sia z ∈ p−1(F∞) e sia
F1 la componente connessa di F (p) che contiene z. La stessa argomentazione di
prima, applicata questa volta a p(F1), mostra che p(F1) ⊆ F∞. Se p(F1) 6= F∞
allora ∂p(F1)∩F∞ 6= ∅, per cui esisterebbe un punto ξ ∈ ∂F1 la cui immagine
tramite p apparterrebbe ad F∞. Ma questo è in contraddizione con il fatto che
ξ ∈ ∂F1 ⊆ J(p) e J(p) è completamente p-invariante. Dunque p(F1) = F∞ ed
F1 contiene un punto w tale che p(w) =∞; ma allora w =∞ e z ∈ F1 = F∞,
che era quello che volevamo.
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Il prossimo risultato mostra che l’insieme di Julia (e di conseguenza
l’insieme di Fatou) non cambia se ad una mappa olomorfa f si sostituisce
una sua iterata. Questo ci consentirà di estendere alcuni risultati validi per i
punti fissi ai punti periodici, ad esempio nella Proposizione 2.3.2.
Proposizione 2.1.4. Sia f una mappa razionale non costante. Allora
F (fp) = F (f) e J(fp) = J(f) per ogni p ≥ 1.
Dimostrazione. Ogni sottosuccessione di {fpk}k∈N è chiaramente una sot-
tosuccessione di {fk}k∈N per cui è ovvio che F (f) ⊆ F (fp). Poniamo
Fn = {fn ◦ fpk}k∈N al variare di n in {0, . . . , p − 1}. Per la Proposi-
zione 1.2.5, ogni Fn è normale in F (fp) e quindi anche l’unione finita
F0 ∪ · · · ∪ Fp−1 = {fk}k∈N lo è. Pertanto F (fp) ⊆ F (f).
Possiamo osservare esplicitamente che se l’insieme di Fatou di una mappa
razionale f ha un numero finito {X1, . . . , Xk} di componenti connesse allora
esiste m ∈ N tale che
f−m(Xj) = Xj (e fm(Xj) = Xj), (2.1)
per ogni j ∈ {1, . . . , k}. Infatti, dalla Proposizione 2.1.2 e dalla continuità di
f deduciamo che per ogni i ∈ {1, . . . , k}
1. f(Xi) ⊆ F (f);
2. f(Xi) è connesso;
in particolare f(Xi) ⊆ Xj per qualche j ∈ {1, . . . , k}. A questo punto f
induce una permutazione τ di {1, . . . , k} definita da τ(i) = j se f(Xi) ⊆ Xj
(τ è una permutazione perché è surgettiva, dato che f lo è, ed iniettiva,
essendo surgettiva da un insieme finito in sé); pertanto τm = id, per qualche
m ∈ N, da cui otteniamo che fm(Xi) ⊆ Xi e quindi Xi ⊆ f−m(Xi). Se
f−m(Xi) \ Xi 6= ∅ esisterebbe un elemento z ∈ Xj, per qualche j 6= i, tale
che fm(z) ∈ Xj ∩ Xi , contrariamente al fatto che Xi ∩ Xj = ∅. Quindi
abbiamo ottenuto la (2.1). Più in generale, dato che ci capiterà di usare
questo risultato non solo per l’insieme di Fatou, si ha:
Proposizione 2.1.5. Sia f una funzione continua e surgettiva da uno spazio
topologico X in se e supponiamo che X abbia un numero finito di componenti
connesse. Allora esiste un intero positivo m tale che ciascuna componente
connessa è completamente fm-invariante.
Concludiamo la sezione dimostrando un ultimo utile risultato.
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Proposizione 2.1.6. Sia f una mappa razionale di grado almeno due e
supponiamo che E sia un sottoinsime finito di C∞ completamente invariante
per f . Allora E ha al massimo due elementi.
Dimostrazione. Supponiamo che E abbia k elementi; dato che E è finito e
completamente invariante, f agisce come una permutazione su E e pertanto
esiste un intero positivo n tale che fn = idE. Per ogni w ∈ E, l’equazione
fn(z) = w ha d = deg(fn) soluzioni (in C∞) che sono tutte in E. Dalla
relazione di Riemann-Hurwitz, applicata a fn, abbiamo
k(d− 1) ≤ 2d− 2 ,
dove d ≥ 2 (poichè f ha grado almeno due). Allora k ≤ 2 come volevamo.
Corollario 2.1.7. Se f è una mappa razionale di grado almeno 2 allora i
sottoinsiemi completamente f -invarianti di C∞ sono infiniti oppure finiti con
al massimo due elementi.
2.2 Studio della dinamica di mappe razionali
di grado uno
Questa sezione, come già anticipato, è interamente dedicata allo studio
dell’iterazione di mappe razionali di grado uno.
Il prossimo risultato mostra che tutti gli automorfismi di C∞ sono mappe
di Möbius.
Lemma 2.2.1. Ogni f ∈ Aut(C∞) può essere scritta nella forma
f(z) =
az + b
cz + d
con a, b, c, d ∈ C tali che ad − bc = 1. In particolare, ogni automorfismo
f 6= idC∞ ha due punti fissi distinti oppure un solo punto fisso di molteplicità
due.
Dimostrazione. Ricordiamo che ogni mappa olomorfa dalla sfera di Riemann
in sé è della forma
f(z) =
p(z)
q(z)
=
∑n
i=0 aiz
i∑m
j=0 bjz
j
dove p(z) e q(z) sono coprimi tra loro e quindi deg(f) = max{n,m}. Se
f ∈ Aut(C∞), essendo invertibile, in particolare iniettiva, in virtù della
Proposizione 1.1.4, deve necessariamente essere di grado uno; pertanto f(z) è
della forma voluta. La seconda parte segue dalla Proposizione 1.1.6.
26
Proposizione 2.2.2. Sia f una mappa razionale di grado uno. Allora
1. se f ha due punti fissi distinti allora esistono ϕ ∈ Aut(C∞) ed α ∈ C
tale che
(ϕ ◦ f ◦ ϕ−1)(z) = αz,
per ogni z ∈ C∞;
2. se f ha un unico punto fisso con molteplicità due allora esistono ϕ ∈
Aut(C∞) e β ∈ C per cui
(ϕ ◦ f ◦ ϕ−1)(z) = z + β,
per ogni z ∈ C∞.
Dimostrazione. 1. Siano z1 6= z2 punti fissi di f e costruiamo una mappa di
Möbius che manda z1 in 0 e z2 nel punto ∞: una possibilità è, ad esempio,
porre
ϕ(z) :=
(z − z1)
(z − z2) .
Con tale scelta, la composizione h := ϕ◦f ◦ϕ−1 soddisfa le proprietà richieste;
infatti, dovendo essere h(0) = (ϕ ◦ f)(z1) = ϕ(z1) = 0 e h(∞) = (ϕ ◦ f)(z2) =
ϕ(z2) =∞, se h(z) = (az + b)/(cz + d) allora b/d = 0 e a/c =∞. Quindi
h(z) = ϕ ◦ f ◦ ϕ−1(z) = αz ,
dove abbiamo posto α := a/d.
2. Se z0 è uno zero di f(z)− z con molteplicità due, basta considerare la
mappa ϕ(z) := 1/(z−z0). Infatti, se h(z) := ϕ◦f ◦ϕ−1(z) = (az+b)/(cz+d)
allora a/c = h(∞) = ∞ per cui h(z) = αz + β dove α := a/d e β := b/d.
Visto che f ha in z0 un punto fisso con molteplicità due, ∞ è un punto fisso
di h con la stessa molteplicità. Basta notare che se z 6=∞ è un punto fisso
per h allora f ◦ ϕ−1(z) = ϕ−1(z) e quindi ϕ−1(z) è un punto fisso di f per
cui deve necessariamente coincidere con z0. Ma ϕ è invertibile dunque l’unica
possibilità è che sia z = ∞, assurdo. Pertanto h ha un unico punto fisso,
il punto ∞, con molteplicità due. I punti fissi di h risolvono l’equazione
αz + β = z pertanto, per quanto appena osservato, β/(1− α) =∞ e quindi
α = 1, come volevamo.
A questo punto siamo in grado di studiare la dinamica di una qualsiasi
mappa razionale di grado uno. Cominciamo ad analizzare il caso più semplice
della mappa h(z) = αz, la cui iterata n-esima è la mappa hn(z) = αnz. Da
questo studio si otterrà poi il caso generale grazie al precedente risultato.
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Esempio 2.2.1. Dinamica della mappa: h(z) = αz. Dobbiamo distin-
guere i seguenti casi:
1. se |α| > 1 allora per ogni z 6= 0, hn(z)→∞ per n→∞;
2. se |α| < 1 allora per ogni z 6=∞, hn(z)→ 0 per n→∞;
3. se |α| = 1 allora |hn(z)| = |z| per ogni n ∈ N ed abbiamo i due seguenti
sottocasi:
(a) α è una radice m-esima dell’unità per qualche m ∈ N;
(b) α non è una radice dell’unità e quindi è della forma α = e2piiθ per
qualche θ ∈ R \Q.
Nel primo caso, la mappa h è periodica di periodo m in ogni punto
z 6= 0,∞; infatti, hm(z) = αmz = z e hn(z) 6= z per ogni 0 < n < m.
Nel secondo caso, invece, h ha un’orbita densa nella circonferenza di
centro l’origine e raggio |z|, per ogni punto z 6= 0,∞, cioè
{hn(z) = e2piinθz : n ∈ N} = ∂D|z|.
Esempio 2.2.2. Dinamica della mappa: f(z) = (az + b)/(cz + d).
A questo punto è molto facile studiare il comportamento della successione
di iterate {fn(z)}n in un qualunque punto z ∈ C∞.
Il caso più semplice da trattare è quello in cui la mappa f ha un unico
punto fisso z0 di molteplicità due: infatti, in virtù della Proposizione 2.2.2,
esiste un automorfismo ϕ per cui h(z) := ϕ ◦ f ◦ ϕ−1(z) = z + β, quindi ci si
riduce a studiare la dinamica della mappa h.
Se β = 0 allora h = id e di conseguenza anche f =id; altrimenti, se
β 6= 0, allora hn(z) = z + nβ → ∞ per ogni z ∈ C∞ e quindi fn(z) =
ϕ−1(hn(ϕ(z)))→ z0 per ogni z ∈ C∞.
Se, invece, z1 e z2 sono due punti fissi distinti della mappa f allora esiste un
automorfismo ϕ tale che ϕ ◦ f ◦ ϕ−1(z) = αz per ogni z ∈ C∞, con ϕ(z1) = 0
e ϕ(z2) =∞. Allora grazie allo studio dell’Esempio 2.2.1 possiamo risalire
alla dinamica di f . Anche questa volta dobbiamo distinguere i seguenti casi:
1. se |α| > 1 allora fn(z) = (ϕ−1 ◦ hn ◦ ϕ)(z) = ϕ−1(αnϕ(z)) → z2 per
n→∞ e per ogni z 6= z1;
2. se |α| < 1 allora fn(z) = ϕ−1(αnϕ(z)) → z1 per n → ∞ e per ogni
z 6= z2;
3. se |α| = 1 abbiamo due seguenti sottocasi:
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(a) se αm = 1 per qualche m ∈ N allora fm(z) = ϕ−1(αmϕ(z)) = z, e
quindi si ottiene un orbita periodica di periodo m in ogni punto
z 6= z1, z2;
(b) se, invece, α non è una radice dell’unità allora ogni punto z 6= z1, z2
ha un’orbita densa in qualche circonferenza.
Quindi avendo studiato completamente il comportamento della successione
di iterate {fn(z)}n nel caso in cui f è una mappa di Möbius, ovvero una
mappa di grado uno, nel resto della tesi, tranne avviso contrario, supporremo
sempre deg(f) ≥ 2.
2.3 Classificazione dei punti periodici
In questa sezione studieremo il comportamento delle orbite attorno ad un
punto periodico e vedremo che tale comportamento è determinato princi-
palmente dalla derivata della mappa nel punto. Cominciamo subito a dare
alcune importanti definizioni.
Definizione 2.3.1. Sia f una mappa razionale e z0 ∈ C un suo punto fisso.
Diremo moltiplicatore di f in z0 il numero complesso λ = f ′(z0).
Vogliamo estendere tale definizione anche al caso in cui ∞ è un punto
fisso di f . La procedura con cui si fa ciò è la seguente: si sceglie una mappa
di Möbius g per cui g(∞) ∈ C e si definisce il moltiplicatore di f nel punto
∞ come il moltiplicatore della mappa g ◦ f ◦ g−1 nel punto g(∞), utilizzando
la precedente definizione. Tale definizione è indipendente dalla scelta di g:
infatti, se h è una trasformazione di Möbius per cui h(∞) ∈ C allora
(h ◦ f ◦ h−1)′(h(∞)) = (h ◦ g−1 ◦ (g ◦ f ◦ g−1) ◦ g ◦ h−1)′(h ◦ g−1(g(∞))
= (g ◦ f ◦ g−1)′(g(∞))
applicando le formule di derivazione di funzione composta e di funzione
inversa.
Proposizione 2.3.1. Se f è una mappa razionale ed ∞ un suo punto fisso,
allora il moltiplicatore λ di f nel punto infinito coincide con
lim
z→∞
1
f ′(z)
.
Dimostrazione. Sia
f(z) =
anz
n + · · ·+ a0
bmzm + · · ·+ b0
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con n > m e an, bm 6= 0. Dalle definizioni λ coincide con la derivata in 0 della
mappa
S : z 7→ 1
f(1/z)
per cui
S ′(0) =
{
bm/an se n = m+ 1
0 se n > m+ 1
.
D’altronde,
f ′(z) =
zn+m−1(anbm(n−m) + h(z))
z2m(b2m + q(z))
,
dove h(z) e q(z) tendono a zero per z →∞. Quindi
f ′(∞) := lim
z→∞
f ′(z) =
{
an/bm se n = m+ 1
∞ se n > m+ 1 ,
da cui la tesi.
Ad esempio, se f(z) = 5z allora ∞ è un punto fisso con moltiplicatore
λ = 1/5, mentre se p è un polinomio di grado d ≥ 2 allora, come prima, ∞ è
un punto fisso ma questa volta λ = 0.
Supponiamo ora che z0 sia un punto periodico di periodo n; allora i punti
z0 = f
n(z0), z1 = f(z0), . . . , zn−1 = fn−1(z0) (2.2)
sono tutti distinti e zm+n = zm.
Definizione 2.3.2. L’insieme finito di punti in (2.2) si dice ciclo (o orbita
periodica) di z0.
Tenendo conto del fatto che
(fn)′(zi) = f ′(z0) · f ′(z1) ··· f ′(zn−1) , (2.3)
possiamo generalizzare la Definizione 2.3.1 al caso di punti periodici come
segue.
Definizione 2.3.3. Se z0 è un punto periodico di periodo n di una mappa
razionale f , chiameremo moltiplicatore dell’orbita il valore della derivata
prima dell’iterata n-esima di f in un punto qualunque del ciclo.
La (2.3) mostra che la derivata (fn)′ assume lo stesso valore in tutti i
punti del ciclo di z0 e che quindi quella data è una buona definizione.
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Definizione 2.3.4. (Classificazione dei punti periodici) Siano z0 un
punto periodico di periodo n di f ∈ O(C∞,C∞), e λ = (fn)′(z0). Allora
l’orbita O+(z0) di z0 si dice:
1. attrattiva se 0 ≤ |λ| < 1, e superattrattiva se λ = 0;
2. neutrale (o indifferente) se |λ| = 1 e, più precisamente,
(a) parabolica se λ è una radice dell’unità;
(b) ellittica altrimenti;
3. repulsiva se |λ| > 1.
Se | λ |6= 0, 1 l’orbita si dice anche iperbolica; in particolare da (2.3) segue
che (fn)′(z0) = 0 se e solo se qualche zj è un punto critico per f .
Notiamo che nell’Esempio 2.1.1 i punti 0 ed ∞ sono punti fissi attrattivi
mentre 1 è un punto fisso repulsivo.
Definizione 2.3.5. Se O+(z0) è un’orbita attrattiva di un punto z0 di periodo
m, si chiama bacino d’attrazione dell’orbita l’insieme A ⊂ C∞ di tutti i punti
z ∈ C∞ per i quali esiste 0 ≤ j ≤ m − 1 con la proprietà che fmk(z) →
f j(z0) ∈ O+(z0) per k →∞.
Analizziamo in dettaglio alcuni dei casi elencati.
Proposizione 2.3.2. Sia f una mappa razionale. Ogni orbita periodica
attrattiva è contenuta nell’insieme di Fatou di f ; in particolare, il bacino
d’attrazione A è un insieme aperto ed è contenuto nell’insieme di Fatou.
Inoltre, ogni orbita periodica repulsiva è contenuta nell’insieme di Julia di f .
Dimostrazione. Supponiamo che z0 sia un punto fisso di f e sia λ = f ′(z0).
Se |λ| < 1, scegliamo α tale che |λ| < α < 1; se z è sufficientemente vicino al
punto fisso z0, si ha
|f(z)− f(z0)| = |f(z)− z0| < α |z − z0| ;
iterando il procedimento si ottiene che |fn(z)− z0| < αn|z − z0| e pertanto le
iterate di f , ristrette ad un opportuno intorno di z0, convergono uniformemente
alla funzione costante z 7→ z0. Quindi abbiamo dimostrato che z0 ∈ F (f).
Inoltre A è aperto in quanto formato dall’unione dalle immagini inverse
tramite le iterate di f di questo intorno di z0. Dalla definizione di A segue che
fk|A → z0 puntualmente; allora per il Teorema 1.2.9 (di Vitali) la convergenza
è uniforme sui sottoinsiemi compatti per cui A ⊆ F (f). Così la prima parte
è dimostrata.
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Supponiamo ora che |λ| > 1 e assumiamo che z0 ∈ F (f). Allora la
successione {fn} è una famiglia normale in qualche intorno U di z0 ed esiste
una sottosequenza {fnj} che converge uniformemente in U ad una mappa
olomorfa g. Per il Teorema 1.2.8 (fnj)′(z0) = λnj converge a g′(z0)(6=∞), in
contraddizione con il fatto che |λ| > 1 e λnj → ∞ per nj → ∞. Pertanto
z0 ∈ J(f) ed anche la seconda parte è dimostrata.
Possiamo ora trattare il caso generale in cui z0 è un punto periodico di
periodo n. Sia |λ| = |(fn)′(z0)| < 1; per definizione z0 è un punto fisso per fn
e dalla prima parte della dimostrazione segue che z0 ∈ F (fn). Abbiamo visto
che F (f) è completamente f -invariante e F (fn) = F (f); pertanto z0 ∈ F (f),
O+(z0) ⊆ F (f) e A ⊆ F (f). Il caso in cui |λ| > 1 si dimostra esattamente
nello stesso modo sostituendo F (f) con J(f).
Non è stato difficile dimostrare che i cicli attrattivi e repulsivi sono
contenuti rispettivamente negli insiemi di Fatou e Julia. Non è altrettanto
facile stabilire se un’orbita neutrale sia contenuta in uno o nell’altro insieme. Il
caso particolarmente difficile da trattare riguarda i punti ellittici. Cominciamo
con il caso più semplice delle orbite paraboliche.
Proposizione 2.3.3. Siano f una mappa razionale di grado d ≥ 2, z0 un
punto periodico di periodo n e λ = (fn)′(z0). Se z0 è un punto parabolico,
cioè se |λ| = 1 e λ è una radice dell’unità, allora O+(z0) ⊆ J(f).
Dimostrazione. Supponiamo dapprima, come nei precedenti casi, che z0 sia
un punto fisso per f , e senza perdita di generalità assumiamo che z0 = 0.
Allora
f(z) = λz + azk + · · · ,
dove k ≥ 2 , a 6= 0 e λr = 1 per qualche intero positivo r. Ponendo f r = g
abbiamo
g(z) = z + bzp + · · · ,
per qualche p ≥ 2. Osserviamo che b 6= 0; altrimenti g =id e deg(f) = 1.
Quindi a patto di sostituire f con qualche iterata possiamo anche assumere
λ = 1. Quindi
f(z) = z + bzk + · · · e fm(z) = z +mbzk + · · · .
Supponiamo ci sia una qualche sottosuccessione {fnj} convergente ad una
funzione analitica g in un intorno di 0. Allora per il Teorema 1.2.8 la
successione delle derivate k-esime {(fnj)(k)} converge alla derivata k-esima
di g . Questo implica che {njb} converge in C ma ciò è possibile solo se
b = 0, contraddizione. Pertanto z0 ∈ J(f). Tornando al caso generale,
se z0 è un punto periodico per f di periodo n per la prima parte della
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dimostrazione z0 è un elemento di J(fn) = J(f). Infine l’invarianza di J(f)
implica O+(z0) ⊆ J(f).
Osserviamo che se deg(f) = 1 allora ogni ciclo neutrale, parabolico o
ellittico, è contenuto in F (f).
Nel prossimo capitolo tratteremo anche il caso dei punti ellittici e vedremo
che, a differenza dei precedenti casi, non è altrettanto facile stabilire a quali
dei due insiemi essi appartengono.
2.4 Proprietà e struttura dell’insieme di Julia
Definizione 2.4.1. Sia f ∈ O(C∞,C∞). Un punto z0 si dice eccezionale per
f se la sua grande orbita, GO(z0), è finita. Denotiamo con E(f) l’insieme di
questi punti.
Si può dimostrare che un punto è eccezionale per una mappa razionale se
e solo se la sua orbita inversa è finita [7, Teorema 4.1.4]. Possiamo giustificare
la terminologia della precedente definizione mostrando:
Proposizione 2.4.1. Se f : C∞ −→ C∞ è una mappa razionale di grado
almeno due, allora l’insieme E(f) dei punti eccezionali è finito e contiene
al più due elementi. Inoltre, i punti eccezionali sono punti critici di f ; in
particolare, E(f) ⊂ F (f).
Dimostrazione. Sia z0 ∈ E(f). Dal fatto che GO(z0) è finito e completamente
invariante segue che f è una bigezione di GO(z0) in sé. La grande orbita di z0
costituisce una singola orbita periodica {w0, f(w0) = w1, . . . , f(wm−1) = wm}
in cui δf(wj) > 1 per ogni j = 0, . . . ,m. Dunque ogni z ∈ GO(z0) è un
punto critico di f e GO(z0) è un’orbita superattrattiva (quindi in particolare
attrattiva). Pertanto in base alla Proposizione 2.3.2 abbiamo che GO(z0) ⊆
F (f) da cui E(f) ⊆ F (f). Supponiamo, per assurdo, che E(f) contenga
almeno tre punti distinti. Allora il suo complementare D = C∞ \ E(f) è
mandato in se stesso da f e per il teorema di Montel la famiglia di mappe
{fn|D} è normale in D per cui D ⊆ F (f). Ma da questo e da quanto già
dimostrato segue che F (f) = C∞ e J(f) = ∅, in contraddizione con la
Proposizione 2.1.1.
Corollario 2.4.2. Se f una mappa razionale di grado d ≥ 2, allora J(f) è
infinito.
Dimostrazione. Abbiamo già provato che J(f) è non vuoto. Se fosse finito, es-
sendo completamente invariante, sarebbe contenuto in E(f), in contraddizione
con il fatto che E(f) ⊆ F (f).
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Continuiamo ad analizzare in dettaglio le proprietà dell’insieme di Julia.
Il prossimo risultato prova che J ⊆ C∞ è il più piccolo chiuso completamente
invariante con almeno tre elementi.
Teorema 2.4.3. (di minimalità di J) Sia f una mappa razionale di grado
d ≥ 2 e supponiamo che E sia un sottoinsime chiuso in C∞, completamente
invariante per f . Allora:
1. E ha al massimo due elementi e E ⊆ E(f) ⊂ F (f); oppure
2. E è infinito e J(f) ⊆ E.
Dimostrazione. Abbiamo già osservato che un sottoinsieme completamente
invariante di C∞ è finito con al massimo due elementi oppure infinito. Se E è
finito, allora contiene solo punti eccezionali e pertanto abbiamo dimostrato
il primo punto. Supponiamo allora che E sia infinito. Il suo complementare
D = C∞ \E è completamente invariante e per il teorema di Montel la famiglia
di mappe {fk|D} è normale. Quindi D ⊆ F (f) e J(f) ⊆ E.
Come abbiamo già osservato, il piano complesso esteso è unione disgiunta
dell’interno J◦ di J , del suo bordo ∂J e dell’insieme di Fatou F . Se F è non
vuoto allora F ∪ ∂J è infinito, chiuso e completamente invariante. Pertanto
per la minimalità di J , F ∪ ∂J ⊇ J ; di conseguenza dato che J è disgiunto
da F , J ⊆ ∂J e J◦ = ∅. Abbiamo quindi dimostrato che
Corollario 2.4.4. Sia f una mappa razionale di grado d ≥ 2. Allora J = C∞
oppure J = ∂J .
Vogliamo ora enunciare un risultato, la cui dimostrazione si può trovare
in [7, Teorema 9.4.4], che fornisce una condizione sufficiente affinché F = ∅.
Precisamente:
Teorema 2.4.5. Se ogni punto critico di una mappa razionale è preperiodico
allora J = C∞.
Esempio 2.4.1. La mappa razionale f(z) = (z−2)
2
z2
verifica le ipotesi del
precedente teorema. Infatti, i suoi unici punti critici sono 0 e 2 e tramite
f : 2 7→ 0 7→ ∞ 7→ 1 7→ 1; dunque 0 e 2 non sono punti periodici ma le
immagini f 3(2) e f 2(0) sono punti fissi per f .
Ricordiamo che uno spazio topologico si dice perfetto se non ha punti
isolati. Si può dimostrare che in uno spazio metrico completo ogni insieme
perfetto è non numerabile (questa è una conseguenza del teorema di Baire,
[15]).
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Corollario 2.4.6. Sia f una mappa razionale di grado d ≥ 2. Allora J è
perfetto e quindi non numerabile.
Dimostrazione. Denotiamo con J◦ il derivato di J , ovvero l’insieme dei suoi
punti di accumulazione. Osserviamo che J◦ è chiuso (per definizione) e
proviamo che è completamente f -invariante. Abbiamo che f(J◦) ⊆ J◦; infatti
se così non fosse dovrebbe esistere un punto w ∈ J◦ ed un intorno U di f(w)
tale che U ∩ J = {f(w)}. Per la continuità di f , f−1(U) è un intorno di
w la cui intersezione con J sarebbe a questo punto costituita dall’insieme
discreto f−1
(
f(w)
)
, ma ciò contraddice il fatto che w ∈ J◦. Pertanto J◦ ⊆
f−1(J◦) ed abbiamo provato una delle due inclusioni; l’altra segue con simili
argomentazioni dal fatto che f è aperta. Infine osserviamo che J◦ è infinito;
infatti, altrimenti sarebbe contenuto in E(f) ma J(f)∩E(f) = ∅. Quindi per
minimalità J ⊆ J◦ da cui J = J◦. Ciò prova che J non ha punti isolati.
Il prossimo risultato mostra che in un intorno U di qualsiasi punto di J ,
l’unione delle iterate fn(U) cresce fino a ricoprire l’intera sfera complessa
eccettuati al più due punti.
Teorema 2.4.7. Sia f una mappa razionale di grado almeno due, e W ⊂ C∞
un aperto non vuoto che interseca J(f). Allora:
1.
⋃∞
n=0 f
n(W ) ⊇ C∞ \ E(f); e
2. fn(W ) ⊇ J(f) per ogni n sufficientemente grande.
Dimostrazione. 1. Sia K = C∞ \
⋃∞
n=0 f
n(W ). Se K contiene tre punti
distinti, per il Teorema di Montel, la famiglia {fn} è normale in W da cui
segue che W ⊆ F (f); ma W ∩ J 6= ∅, e pertanto K può contenere al più
due elementi distinti. Sia z ∈ C∞ e supponiamo che la sua grande orbita
GO(z) (o equivalentemente O−(z)) sia un insieme infinito. Per quanto appena
visto O−(z) deve necessariamente intersecare
⋃∞
n=0 f
n(W ) altrimenti sarebbe
contenuto in K che è un insieme finito. Pertanto esiste un punto w ∈ fn(W )
con n ∈ N tale che fm(w) = z per qualche intero positivo m. Da cui segue che
z ∈ fn+m(W ). Quindi abbiamo provato che tutti i punti della sfera complessa
esclusi al più due punti, i punti eccezionali, sono contenuti in
⋃∞
n=0 f
n(W ).
2. Siano U1, U2, U3 ⊂ W aperti che intersecano J e tali che Ui∩Uj = ∅ per
ogni i 6= j . Vogliamo provare che per ogni i ∈ {1, 2, 3} esistono j ∈ {1, 2, 3}
ed un intero positivo ni tale che fni(Ui) ⊃ Uj. Se così non fosse dovrebbe
esistere i ∈ {1, 2, 3} tale che per ogni j ∈ {1, 2, 3} e per ogni n ∈ N esiste
almeno un elemento zj,n ∈ Uj \fn(Ui). Allora, ancora una volta per il teorema
di Montel (Teorema 1.2.3), la famiglia {fn} sarebbe normale in Ui; ma ciò
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non può essere possibile dato che Ui ∩ J(f) 6= ∅. Possiamo allora definire la
mappa
τ : {1, 2, 3} −→ {1, 2, 3}
i 7−→ τ(i)
con fni(Ui) ⊇ Uτ(i). Dato che τ manda un insieme finito in se, qualche sua
iterata deve avere un punto fisso h; quindi fm(Uh) ⊇ Uh, per qualche m ∈ N.
Poniamo g = fm. Per la prima parte della dimostrazione
⋃∞
n=0 g
n(Uh) ⊇
C∞ \E(f) ⊇ J(f). Ma J(f) è compatto e {gn(Uh)} è un ricoprimento aperto
di J ; pertanto esiste un sottoricoprimento finito {gn1(Uh), . . . , gnk(Uh)}. C’è
da osservare che gn(Uh) cresce con n; pertanto gnj(Uh) ⊇ J per qualche j ∈
{1, . . . , k}. A questo punto abbiamo concluso perché fn0(W ) ⊇ fn0(Uh) ⊇ J
per qualche intero positivo n0 e fn(W ) ⊇ fn−n0(J) = J per ogni n ≥ n0.
Corollario 2.4.8. Se A ⊆ C∞ è il bacino d’attrazione di un’orbita periodica
attrattiva, allora ∂A = J . In particolare, ogni componente connessa dell’insie-
me di Fatou coincide con una componente connessa di A oppure non interseca
nessuna di esse.
Dimostrazione. Supponiamo che A sia il bacino d’attrazione di un punto
periodico z0 di periodo m. Sia U un intorno di un punto dell’insieme di Julia.
Per il Teorema 2.4.7, fn(U) interseca A per qualche n ∈ N; allora anche
U interseca A e, essendo U generico, ne segue che J ⊆ A. Abbiamo però
già visto che J è disgiunto da A, essendo A ⊂ F ; pertanto J ⊆ ∂A. Per
l’altra inclusione, osserviamo che se z ∈ ∂A in ogni suo intorno cade almeno
un punto di A ed inoltre fkm(z) non può convergere, per k → ∞, a f j(z0)
qualunque sia j ∈ {0, . . . ,m − 1} (altrimenti z ∈ A). Questo mostra che
nessuna sottosuccessione di iterate può convergere in un intorno di z. Infatti
supponiamo che esista un intorno U di z ∈ ∂A in cui la sottosuccessione
di iterate {fnj |U} converge uniformemente sui compatti di U , e denotiamo
con A0 la componente connessa di A che contiene un punto w ∈ U ∩ A.
Dato che w ∈ A, per definizione esiste un indice j0 ∈ {1, . . . ,m} tale che
fmnj(w) → f j0(z0) per nj → ∞. Se chiamiamo g la funzione olomorfa
a cui {fnj |U} converge abbiamo che g in U ∩ A0 coincide con la costante
f j0(z0); ma allora per il principio di identità g ≡ f j0(z0) su tutto U . Dunque
U ⊆ A contrariamente al fatto che z ∈ ∂A. Pertanto ∂A ⊆ J ed abbiamo
ottenuto la prima parte dell’enunciato. Per concludere basta osservare che
ogni componente connessa dell’insieme di Fatou che interseca A, non potendo
intersecare ∂A = J , deve necessariamente coincidere con qualche componente
connessa di A.
36
Corollario 2.4.9. Sia f una mappa razionale di grado d ≥ 2 e z 6∈ E(f).
Allora J ⊆ O−(z); in particolare se z ∈ J allora J = O−(z).
Dimostrazione. Siano U un aperto non vuoto che interseca J e z 6∈ E(f). Per
il teorema precedente z ∈ fn(U) per qualche n ∈ N e così O−(z) ∩ U 6= ∅.
Questo prova che J ⊆ O−(z). Se z ∈ J allora O−(z) ⊆ J ; pertanto dalla
prima parte si ha la tesi.
Se z ∈ F e non è un punto eccezionale allora J ⊆ O−(z) ma potrebbero
esistere punti della chiusura di O−(z) che non appartengono a J .
Ricordiamo che un punto periodico per una mappa razionale f è per
definizione un punto fisso di qualche sua iterata fn. Ora, se deg(f) = d i
punti fissi distinti di fn sono al più dn + 1, quindi finiti. Pertanto ci sono al
più una quantità numerabile di punti periodici per f .
Teorema 2.4.10. Sia f una mappa razionale di grado d ≥ 2. Allora l’insieme
di Julia è contenuto nella chiusura dei punti periodici di f .
Dimostrazione. Sia N ⊂ C∞ un aperto che interseca J . Vogliamo dimostrare
che in N cade almeno un punto periodico per f . Sia w0 ∈ N ∩J e supponiamo
che w0 non sia un valore critico per f 2 (altrimenti sostituiamo w con un altro
punto nell’intersezione che non è un valore critico; è sempre possibile farlo
perché i valori critici sono finiti). Dal momento che deg(f 2) = deg(f)2 ≥ 4
e δf2(w0) = 1 abbiamo che f−2(w0) contiene almeno quattro punti distinti.
Denotiamo con w1, w2 e w3 tre di essi distinti da w0 (eventualmente w0
potrebbe essere un punto fisso per f 2). Allora possiamo trovare intorni Nj di
wj con j ∈ {0, 1, 2, 3} tali che :
1. Nj ∩Ni = ∅ per ogni i 6= j ,
2. N0 ⊂ N e
3. f 2|Nj : Nj −→ N0 biunivoca con inversa gj : N0 −→ Nj per j = 1, 2, 3.
Vogliamo mostrare che esistono z ∈ N0 e j ∈ {1, 2, 3} tali che fn(z) = gj(z)
per qualche intero positivo n. Supponiamo infatti che fn(z) 6= gj(z) per ogni
z ∈ N0, j = 1, 2, 3 e n ≥ 0 . Allora per il teorema di Montel (Teorema 1.2.4),
la famiglia {fn} è normale in N0, contrariamente al fatto che N0 ∩ J 6= ∅. A
questo punto abbiamo concluso perché
fn(z) = gj(z) ⇒ f 2+n(z) = f 2gj(z) = z ,
e pertanto z è un punto periodico per f ed appartiene ad N , come volevamo.
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Questo teorema implica che ogni mappa razionale di grado almeno due
ha infiniti punti periodici. In realtà, come tra poco vedremo, si riesce a
dimostrare molto di più. Partiamo da un semplice esempio.
Esempio 2.4.2. Consideriamo il polinomio Q(z) = z2 − z. Ricordando il
fatto che per un punto periodico z di periodo m si ha fn(z) 6= z per ogni
n < m, è chiaro che Q non ha punti periodici di periodo due; infatti, le due
soluzioni di Q2(z) = z sono anche soluzioni di Q(z) = z.
Il fatto interessante è che questa è l’unica eccezione del caso, ovvero
Teorema 2.4.11. Sia P un polinomio di grado almeno due e supponiamo
che P non abbia punti periodici di periodo n. Allora n = 2 e P è coniugato
al polinomio Q : z 7→ z2 − z.
Dal teorema appena enunciato e dal fatto che il coniugio conserva il grado
segue che un polinomio di grado almeno tre ha punti periodici di ogni ordine.
A questo teorema corrisponde un risultato analogo nel caso delle mappe
razionali di grado almeno due:
Teorema 2.4.12. Sia f una mappa razionale di grado d ≥ 2 e supponiamo
che f non abbia punti periodici di periodo n. Allora le uniche possibilità per
la coppia (d, n) sono le seguenti :
(2, 2), (2, 3), (3, 2) o (4, 2) .
Le dimostrazioni del Teorema 2.4.11 e Teorema 2.4.12 sono entrambe
contenute in [7, §6.8].
Pertanto una mappa razionale di grado almeno cinque ha punti periodici
di ogni periodo; quelle di grado due potrebbero non avere punti periodici
di periodo 2 o 3 e quelle di grado tre e quattro punti di periodo 2. In ogni
caso, come già osservato precedentemente, non esistono mappe razionali (di
grado almeno due) con un numero finito di punti periodici e anzi, nella quasi
totalità dei casi, ci sono punti periodici di ogni dato periodo.
Concludiamo il capitolo con due risultati riguardanti il numero di compo-
nenti connesse dell’insieme di Julia.
Teorema 2.4.13. Siano f una mappa razionale di grado almeno due e J il
suo insieme di Julia. Allora J o è connesso oppure ha infinite componenti
connesse.
Dimostrazione. Supponiamo che J sia sconnesso e assumiamo che abbia solo
un numero finito di componenti connesse J1, . . . , Jk. Sappiamo che J è infinito,
dunque almeno una delle componenti, supponiamo J1, deve essere infinita. Per
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la Proposizione 2.1.5, esiste un intero positivo m tale che ogni componente Ji è
completamente fm-invariante. Pertanto, essendo J1 infinito e completamente
fm-invariante, dalla minimalità di J(fm) si ha
J = J(fm) ⊆ J1 ⊆ J ,
e da questo segue che J è connesso, contrariamente a quanto assunto. Pertanto
se J non è connesso allora ha necessariamente infinite componenti connesse.
Enunciamo per completezza un risultato che però lasceremo indimostrato.
Teorema 2.4.14. Siano f una mappa razionale di grado almeno due e J il
suo insieme di Julia. Se J è sconnesso allora ha una quantità non numerabile
di componenti connesse; inoltre ogni punto di J è un punto di accumulazione
per infinite sue componenti connesse.
Per una sua dimostrazione si veda, ad esempio, [7, Teorema 5.7.1].
2.5 Struttura dell’insieme di Fatou
In questa sezione analizzeremo più in dettaglio la struttura dell’insieme
di Fatou. Vedremo come da fatti generali di topologia sulla sfera di Rie-
mann seguono importanti proprietà sulle componenti connesse completamente
invarianti di F . Facendo uso della caratteristica di Eulero-Poincaré e dell’im-
portante relazione di Riemann-Hurwitz riusciremo ad ottenere informazioni
sul numero di componenti connesse dell’insieme di Fatou.
Omettiamo le dimostrazioni dei prossimi due risultati e per i dettagli
rimandiamo a [4] o [7].
Spesso parleremo di componenti, omettendo l’aggettivo connesse, per
riferirci alle componenti connesse di un dato insieme. Nel caso dell’insieme di
Fatou ci riferiremo ad esse come componenti di Fatou.
Teorema 2.5.1. ([7, Teorema 5.1.4]) Sia D un dominio in C∞. Sono
equivalenti:
1. D è semplicemente connesso;
2. il complementare C∞ \D è connesso;
3. il bordo ∂D è connesso.
Teorema 2.5.2. ([7, Teorema 5.1.5]) Sia D un sottoinsieme aperto della
sfera complessa. Allora C∞ \ D è connesso se e solo se ogni componente
connessa di D è semplicemente connessa.
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Il precedente teorema si traduce in termini di insiemi di Julia e Fatou
come segue:
Corollario 2.5.3. Sia f una mappa razionale. Allora l’insieme di Julia J
è connesso se e solo se ogni componente connessa dell’insieme di Fatou F è
semplicemente connessa. In particolare, se F è connesso, allora J è connesso
se e solo se F è semplicemente connesso.
Definizione 2.5.1. Diremo che un dominio D ⊂ C∞ è k-connesso se k è il
numero di componenti connesse del suo bordo ∂D. Se ∂D ha un numero
infinito di componenti connesse allora diremo che D è ∞-connesso.
Ci soffermiamo ora ad analizzare alcuni risultati sulle componenti comple-
tamente invarianti di F .
Teorema 2.5.4. Sia f una mappa razionale di grado almeno due e sup-
poniamo che F0 sia una componente completamente invariante di F (f).
Allora:
1. ∂F0 = J ;
2. F0 è semplicemente connessa oppure ∞-connessa;
3. tutte le altre componenti di F (f) sono semplicemente connesse;
4. F0 è semplicemente connessa se e solo se J è connesso.
Dimostrazione. 1. Da un lato abbiamo che ∂F0 ⊆ J , dato che F0 è una
componente connessa di F ; dall’altro che J ⊆ ∂F0. Infatti, quest’ultima
inclusione segue dalla minimalità di J (Teorema 2.4.3) perché ∂F0 è chiuso,
completamente f -invariante, dato che per ipotesi F0 lo è, ed infinito, altrimenti
∂F0 sarebbe contenuto in F contrariamente al fatto che ∂F0 ⊆ J .
2. Supponiamo che F0 sia k-connessa (con k ∈ N), e denotiamo con
E1, . . . , Ek le componenti del suo bordo ∂F0. Per la Proposizione 2.1.5
esiste qualche m ∈ N tale che ciascuna componente Ei è completamente fm-
invariante. Dato che ∂F0 è infinito necessariamente una delle sue componenti,
che possiamo supporre essere E1, deve essere infinita. La minimalità di J(fm),
sempre per il Teorema 2.4.3, implica che J(fm) = J ⊆ E1; d’altra parte
E1 ⊆ ∂F0 = J , per cui k = 1 ed F0 è semplicemente connessa.
3. Dal primo punto segue che la chiusura di F0 è J ∪ F0, che è un insieme
connesso, dato che F0 lo è. Il Teorema 2.5.2, applicato a D = C∞ \ F0,
implica che ogni componente connessa di D è semplicemente connessa; ma le
componenti di D sono esattamente le componenti di F diverse da F0.
4. Segue immediatamente dal Teorema 2.5.1 sfruttando il fatto che
∂F0 = J .
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Corollario 2.5.5. Sia F l’insieme di Fatou di un polinomio p di grado almeno
due e sia F∞ la componente di F che contiene ∞. Allora
1. ∂F∞ = J ;
2. F∞ è semplicemente connessa oppure ∞-connessa;
3. ogni componente limitata è semplicemente connessa.
Dimostrazione. Segue immediatamente dal Teorema 2.5.4 e dal fatto che F∞
è completamente p-invariante.
Definizione 2.5.2. L’insieme di Mandelbrot M⊆ C è definito da
M := {c ∈ C | J(z2 + c) connesso} .
In base al precedente corollario si ha che c 6∈ M se e solo se la componente
F∞ dell’insieme di Fatou che contiene il punto infinito è ∞-connessa.
Osserviamo che se l’insieme di Fatou ha due componenti completamente
invarianti allora queste sono necessariamente semplicemente connesse; per
vederlo basta applicare il Teorema 2.5.4 a ciascuna delle due componenti.
Dimostreremo successivamente che l’insieme di Fatou può avere al massimo
due componenti completamente invarianti; e per quanto appena detto, se ne
ha esattamente due, queste sono semplicemente connesse.
Definizione 2.5.3. Sia S ⊆ C∞ un sottoinsieme connesso di C∞ ottenuto
come chiusura del suo interno e con bordo parametrizzato da un numero
finito di curve semplici e chiuse (curve di Jordan) con sostegno disgiunto
(in particolare, S è un sottoinsieme compatto essendo chiuso nello spazio
compatto C∞). In questo caso si dice anche che S è una regione regolare della
sfera di Riemann.
In queste ipotesi diamo la seguente
Definizione 2.5.4. Una triangolazione T di S è una famiglia finita di insiemi
{T1, . . . , Tn} detti triangoli con le seguenti proprietà :
1. S = ∪ni=1Ti;
2. per ogni i ∈ {1, . . . , n} esiste un omeomorfismo ϕi che manda il triangolo
standard T di vertici 0, 1 e i in Ti (chiameremo vertici, lati e facce di
Ti le immagini tramite gli omeomorfismi ϕi rispettivamente di vertici,
lati e facce di T ) ;
3. se Ti ∩ Tj 6= ∅ allora Ti ∩ Tj è un vertice oppure un lato comune ad
entrambi i triangoli.
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Nelle nostre ipotesi si può dimostrare che esiste sempre una triangolazione
T di S; noi non lo faremo perché esula dai nostri scopi ma una dimostrazione
si può trovare in [2, Teorema 6.2.5].
Sia T una triangolazione di S, e denotiamo con F (T ) il numero totale
delle facce dei triangoli di T , con E(T ) il numero totale dei lati dei triangoli
di T e infine, con V (T ) il numero totale dei vertici di tale triangolazione. Si
può dimostrare [2, Teorema 6.2.10] che il numero
F (T )− E(T ) + V (T )
è un invariante topologico, indipendente dalla particolare triangolazione usata.
Pertanto ha senso dare la seguente
Definizione 2.5.5. La caratteristica di Eulero-Poincaré di una regione
regolare S ⊆ C∞ è il numero intero definito da
χ(S) = F (T )− E(T ) + V (T ) ,
dove T è una qualunque triangolazione di S.
La caratteristica di Eulero-Poincaré della sfera è uguale a 2 (in questo
caso, basta usare la proprietà di invarianza per omeomorfismi e costruire
una triangolazione per un tetraedro con 4 facce, 6 lati e 4 vertici); invece,
la caratteristica di Eulero-Poincaré di una regione regolare semplicemente
connessa è uguale ad 1 essendo questa omeomorfa ad un disco chiuso.
Definizione 2.5.6. Una mappa continua f : X −→ Y tra due spazi topologici
si dice propria se l’immagine inversa di ogni sottoinsieme compatto in Y
è compatta in X, cioè f−1(K) è un compatto in X per ogni sottospazio
compatto K ⊆ Y .
Ogni mappa continua f : X −→ Y da uno spazio compatto in uno spazio
di Hausdorff è propria; infatti, se K ⊆ Y è un sottospazio compatto (e quindi
chiuso) per continuità f−1(K) ⊆ X è un sottoinsieme chiuso e quindi anche
compatto. In particolare ogni mappa f : C∞ −→ C∞ olomorfa è propria.
Se f : U −→ V è una mappa non costante, propria ed olomorfa tra due
domini della sfera di Riemann allora per ogni w ∈ V l’insieme f−1(w) è finito:
infatti è compatto, per definizione di funzione propria, e discreto (Teorema
1.2.7). Si può dimostrare che in tal caso la cardinalità di f−1(w) è la stessa
per ogni w ∈ V che non sia un valore critico. Pertanto ha senso la seguente:
Definizione 2.5.7. Sia f : U −→ V una mappa non costante, propria ed
olomorfa tra due domini della sfera di Riemann. Allora diremo grado di f la
cardinalità di f−1(w) per un qualunque w ∈ V che non sia un valore critico
di f .
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Grazie alla Proposizione 1.1.4 la nozione di grado introdotta per map-
pe razionali all’inizio della sezione 1.1 e quella della precedente definizione
coincidono.
Nel primo capitolo abbiamo enunciato la relazione di Riemann-Hurwitz
anticipando il fatto che fosse un corollario di un risultato più generale, che si
può formulare come segue:
Teorema 2.5.6. ([14, Teorema 7.2]) Se f : U −→ V è una mappa propria
ed olomorfa tra due regioni regolari della sfera complessa allora
χ(U) + δf (U) = mχ(V ) ,
dove δf (U) =
∑
z∈U [δf (z)− 1] e m = deg(f).
Corollario 2.5.7. (Relazione di Riemann-Hurwitz) Per ogni mappa
razionale f non costante si ha
δf (C∞) =
∑
z∈C∞
[δf (z)− 1] = 2 deg(f)− 2 .
Dimostrazione. Basta applicare il teorema precedente con U = V = C∞, in
quanto in tal caso χ(U) = χ(V ) = 2 e m = deg(f).
Lemma 2.5.8. Siano f ∈ O(C∞,C∞) ed F0 una componente dell’insieme di
Fatou di f . Allora esiste una componente di Fatou F1 tale che f(F0) = F1.
Inoltre la mappa f |F0 : F0 −→ F1 è propria con deg(f |F0) ≤ deg(f).
Dimostrazione. Dalla completa f -invarianza dell’insieme di Fatou e dalla
continuità di f segue che f(F0) è connesso e contenuto in F . Inoltre, f(F0)
è anche aperto essendo f una mappa aperta; di conseguenza deve essere
contenuto in una componente di Fatou, chiamiamola F1.
Verifichiamo che ∂f(F0) = f(∂F0). L’inclusione, f(∂F0) ⊆ ∂f(F0), segue
dalla continuità di f . Viceversa, siano w ∈ ∂f(F0) e {zn} ⊆ F0 tale che
f(zn)→ w; a patto di estrarre una sottosuccessione possiamo assumere che
zn → z ∈ F0. Per la continuità di f è chiaro che f(z) = w; pertanto se z ∈ F0
allora w ∈ f(F0). Ma f è aperta e ciò contraddice il fatto che w ∈ ∂f(F0);
quindi z ∈ ∂F0 e di conseguenza w ∈ f(∂F0).
Dato che f è aperta, f(F0) è un sottoinsieme aperto in F1. Esso però
è anche chiuso in F1; infatti ∂f(F0) = f(∂F0) ⊆ J è disgiunto da F1. Ma
F1 è connesso, quindi non può avere sottoinsiemi propri non vuoti che siano
contemporaneamente aperti e chiusi; dunque l’unica possibilità è che sia
f(F0) = F1.
Per provare l’ultima parte dell’enunciato sia K ⊆ F1 compatto. Se
(f |F0)−1(K) ⊆ F0 non fosse compatto allora esisterebbe una successione
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{zn}n ⊆ (f |F0)−1(K) convergente ad un punto z ∈ ∂F0. Possiamo assumere
che f(zn) → w ∈ K ⊆ F1; grazie alla continuità di f , w = f(z) e quindi
w ∈ f(∂F0) ⊆ J , in contraddizione con il fatto che w ∈ F1. Infine, dalla
definizione di grado è ovvio che deg(f |F0) ≤ deg(f).
Abbiamo definito la caratteristica di Eulero-Poincaré per domini della
sfera complessa il cui bordo è costituito da un numero finito di curve chiuse
e semplici. Dato che vogliamo poter calcolare la caratteristica di Eulero
per le componenti dell’insieme di Fatou, e dato che il bordo di queste può
essere molto più complicato (vedi Figura 2.1), abbiamo bisogno di poter
estendere tale definizione. Senza scendere nei dettagli (per una discussione
più approfondita si rimanda a [7, §5.5]), ci interessa solo sapere che è possibile
estendere tale definizione ad un qualunque dominio della sfera di Riemann.
Teorema 2.5.9. ([7, Teorema 5.5.4]) Siano f ∈ O(C∞,C∞) ed F0 una
componente dell’insieme di Fatou di f . Sia inoltre F1 come nel Lemma 2.5.8.
Allora vale la formula
χ(F0) + δf (F0) = mχ(F1) ,
dove m = deg(f |F0).
Come già annunciato siamo ora in grado di dimostrare il seguente
Teorema 2.5.10. Sia f ∈ O(C∞,C∞) di grado d ≥ 2. Allora l’insieme di
Fatou di f contiene al più due componenti completamente invarianti.
Dimostrazione. Supponiamo che l’insieme di Fatou abbia k ≥ 2 componenti
completamente invarianti {F1, . . . , Fk}. Applicando il Teorema 2.5.4 a cia-
scuna di esse si ha che ogni componente Fj è semplicemente connessa e di
conseguenza χ(Fj) = 1 per ogni j ∈ {1, . . . , k}. Dal Teorema 2.5.9 otteniamo
δf (Fj) = (d− 1)χ(Fj) = d− 1 ;
inoltre,
k(d− 1) =
k∑
j=1
δf (Fj) ≤ δf (C∞) = 2d− 2
da cui segue che k ≤ 2. Quindi F può avere al più due componenti completa-
mente invarianti, e come già osservato, se ne ha esattamente due, queste sono
semplicemente connesse.
Possiamo allora concludere la sezione con un risultato che limita il possibile
numero di componenti dell’insieme di Fatou.
44
Teorema 2.5.11. Sia f una mappa razionale di grado almeno due e sia F il
suo insieme di Fatou. Allora F ha 0, 1, 2 o infinite componenti connesse.
Dimostrazione. Supponiamo che F abbia un numero finito di componenti
connesse che chiamiamo F1, . . . , Fk. Abbiamo più volte usato il fatto che,
per qualche intero positivo m, ciascuna componente di F è completamente
fm-invariante. A questo punto, dato che l’insieme di Fatou di f coincide con
l’insieme di Fatou di fm, le componenti Fj di F (f) sono componenti connesse
completamente invarianti di fm, quindi per il Teorema 2.5.9 (applicato ad
fm) abbiamo che k ≤ 2.
Esibiamo ora insiemi di Fatou, rispettivamente, con 0, 1, 2 ed infinite
componenti.
Esempio 2.5.1. L’insieme di Fatou della mappa f(z) = (z−2)
2
z2
è vuoto
(Esempio 2.4.1); questo è quindi il caso in cui F ha 0 componenti.
Le tre mappe
z 7→ z2 − 2 , z 7→ z2 , z 7→ z2 − 1 ,
forniscono esempi in cui l’insieme di Fatou ha, rispettivamente, 1 , 2 ed
infinite componenti. Nel primo caso F (z2 − 2) = C∞ \ [−2, 2] ([14, Lemma
7.1]) che è connesso; nel secondo caso F (z2) = C∞ \ S1 (Esempio 2.1.1) che
ha, appunto, due componenti connesse; infine, l’insieme di Fatou della mappa
f(z) = z2 − 1, illustrato in Figura 2.1.(e), ha infinite componenti connesse.
Infatti, come si può facilmente verificare, 0, −1 e ∞ sono punti fissi attrattivi
di f 2(z) = z2(z2 − 2); e quindi F (f) = F (f 2) ha almeno tre componenti (i
bacini locali dei tre punti attrattivi) e di conseguenza per il Teorema 2.5.11
ne ha infinite.
Concludiamo il capitolo con un ultimo lemma che ci sarà molto utile in
futuro.
Lemma 2.5.12. Sia γ : [0,∞) −→ X una curva a valori in uno spazio
compatto di Hausdorff, e sia C l’insieme dei punti di accumulazione di γ(t)
per t→∞. Allora C è non vuoto, compatto e connesso.
Dimostrazione. Vediamo prima che C è non vuoto: infatti, per la compattezza
di X la successione {γ(n)}n ammette una sottosuccessione convergente ad un
certo punto z, che appartiene a C. Osserviamo che
C =
⋂
t≥0
p[t,∞) .
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Ma γ[t,∞) è connesso (perché γ è continua) e con lui anche la sua chiusura;
inoltre p[t,∞) è compatto (essendo chiuso in uno spazio compatto). Di
conseguenza dato che lo spazio X è di Hausdorff l’intersezione di questa
successione decrescente di insiemi connessi e compatti è ancora connessa e
compatta.
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Capitolo 3
Dinamica locale
Nel 1884, Gabriel Koenigs studiò l’equazione funzionale di Schröder φ(f(p)) =
f ′(p)φ(p) in un intorno di un punto fisso p di una mappa f , provando che, se
|f ′(p)| 6= 0, 1, allora la mappa f è localmente coniugata alla mappa lineare
z 7→ f ′(p)z. Quindi la dinamica in un intorno di un punto fisso può essere
completamente compresa in termini della dinamica di una mappa lineare.
Leau nel 1897 studiò il caso più complicato in cui f ′(p) è una radice dell’unità,
risultato che fu poi raffinato da Fatou nel 1920; mentre Böttcher, nel 1904,
si occupò di trattare quello in cui f ′(p) = 0. Tuttavia, il caso più difficile
in cui |f ′(p)| = 1 ma f ′(p) non è una radice dell’unità fu compreso solo
molto tempo dopo. In questo caso non è così semplice stabilire se una mappa
olomorfa è linearizzabile oppure no. Nel 1927 Cremer presentò un criterio
di non linearizzazione, seguito poi nel 1942 da un criterio di linearizzazione
dovuto a Siegel, e da altri successivamente. I risultati cruciali arrivarono
da Bryuno (anni ’70), Yoccoz (anni ’80) e Perez-Marco (anni ’80, ’90 con
ulteriori sviluppi nel ’00); alcuni problemi sono tutt’ora aperti.
In questo capitolo affronteremo tali temi, e in più vedremo come da essi
seguono importanti proprietà globali.
I risultati ottenuti per i punti fissi potranno essere estesi anche al caso
dei punti periodici grazie alla Proposizione 2.1.4. Basterà infatti considerare
come funzione fk (se k è il periodo del ciclo) anziché f .
3.1 Punti fissi attrattivi e repulsivi
Sia ξ ∈ C un punto fisso iperbolico di una mappa olomorfa f ; a meno di una
coniugazione lineare, senza perdita di generalità possiamo assumere ξ = 0. In
un intorno dell’origine f si espande in una serie di potenze della forma
f(z) = λz + a2z
2 + a3z
3 + · · · ,
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dove λ = f ′(0) è il moltiplicatore di f in 0.
Il nostro obiettivo è dimostrare che coniugando f con un opportuno
biolomorfismo definito nell’intorno dell’origine riusciremo a semplificare il più
possibile l’espressione di f rendendo tutti gli aj = 0.
Prima di dare la prossima definizione osserviamo che se g : Ω ⊆ C −→ C
è una mappa olomorfa definita in un intorno Ω di un punto z0 con g′(z0) 6= 0,
allora esistono un intorno Ω0 ⊆ Ω del punto z0 ed un intorno Ω1 di g(z0) in
cui g : Ω0 −→ Ω1 è invertibile e quindi biolomorfa.
Definizione 3.1.1. Sia fj : Uj −→ C∞ per j = 1, 2 una mappa olomorfa
definita in un intorno Uj di un punto zj con fj(zj) = zj . Diremo che le mappe
f1 e f2 sono localmente coniugate se esiste un biolomorfismo g : U˜1 −→ U˜2
con g(z1) = z2 tale che
g ◦ f1 ◦ g−1 = f2|U˜2 ,
dove U˜j ⊆ Uj è un intorno del punto zj per j = 1, 2.
Definizione 3.1.2. Diremo che una mappa olomorfa f è linearizzabile in un
suo punto fisso z0 se è localmente coniugata alla mappa lineare z 7→ f ′(z0)z.
Teorema 3.1.1. (di linearizzazione di Koenigs, 1884) Sia f sia una
mappa olomorfa in un intorno dell’origine, con f(0) = 0 e f ′(0) = λ. Se
|λ| 6= 0, 1 allora f è linearizzabile in z0. Inoltre, la coniugazione è unica a
meno di moltiplicazione per una costante non nulla.
Dimostrazione. Unicità: Supponiamo esistano due mappe g ed h che verifi-
cano l’enunciato. Allora per g ◦ h−1 vale la formula
(g ◦ h−1)(λz) = (g ◦ f ◦ h−1)(z) = λ((g ◦ h−1)(z)) ,
cioè la mappa g ◦ h−1 commuta con la mappa z 7→ λz. Se scriviamo
g ◦ h−1(z) = b1z + b2z2 + b3z3 + · · · ,
allora, grazie alla commutatività, otteniamo
λb1z + λb2z
2 + λb3z
3 + · · · = λb1z + λ2b2z2 + λ3b3z3 + · · · ;
pertanto per il principio di identità delle serie di potenze λbn = λnbn per ogni
n ∈ N∗. Dunque, dato che per ipotesi |λ| 6= 0, 1, l’unica possibilità è che sia
bn = 0 per ogni n ≥ 2. Perciò g(z) = b1h(z) come volevamo.
Esistenza: Assumiamo prima che 0 < |λ| < 1. Sia 0 < c < 1 tale che
c2 < |λ| < c e scriviamo f tramite la sua espansione in serie di Taylor nella
forma f(z) = λz + O(z2) per z → 0. Per definizione esistono una costante
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C > 0 e r0 > 0 tali che |f(z) − λz| ≤ C|z2| per ogni z ∈ Dr0 . Scegliendo
r ∈ (0, r0) per cui valga la relazione |λ|+ Cr < c, si ha che
|f(z)| ≤ (|λ|+ C|z|)|z| < c|z| < r ,
per ogni z ∈ Dr; in particolare f(Dr) ⊆ Dr.
Per induzione si prova facilmente che |fn(z)| ≤ cnr, per ogni n ∈ N e per
ogni z ∈ Dr; infatti
|fn(z)| = |f(fn−1(z))| ≤ c|fn−1(z)| ≤ ccn−1|z| ≤ cnr
dove nel penultimo passaggio abbiamo usato l’ipotesi induttiva. Definiamo,
per ogni n ∈ N, la mappa
gn(z) :=
fn(z)
λn
;
vogliamo provare che la successione {gn} converge ad una mappa g : Dr −→ C
(olomorfa per la Proposizione 1.2.1) che verifica le ipotesi dell’enunciato. Con
queste definizioni abbiamo
|gn+1(z)− gn(z)| = |f(f
n(z))− λfn(z)|
|λn+1| ≤
C|fn(z)|2
|λn+1| ≤
Cc2nr2
|λn+1| ,
e se poniamo k := Cr2|λ| otteniamo
|gn+1(z)− gn(z)| ≤ k
(
c2
|λ|
)n
,
per ogni z ∈ Dr. Ma per le nostre assunzioni c2/|λ| < 1 e quindi∑
n
|gn+1 − gn| ≤
∑
n
k
(
c2
|λ|
)n
<∞ .
Pertanto la serie telescopica
∑
n(gn+1 − gn) converge uniformemente in Dr
ad una funzione h olomorfa; ma visto che la somma parziale n-esima di tale
serie è gn − g0 segue che
lim
n→∞
(gn − g0) = h
e la successione {gn} converge alla mappa olomorfa g = h+ go.
Non ci resta che dimostrare che g è la mappa che cercavamo. Visto che
g′n(0) =
(fn)′(0)
λn
=
λn
λn
= 1
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per ogni n ∈ N anche g′(0) = 1; quindi a meno di scegliere, ove necessario, r
più piccolo g è un biolomorfisimo con la sua immagine. Infine, dalle definizioni
segue subito che (g ◦ f ◦ g−1)(z) = λz per ogni z ∈ Dr: infatti,
g(f(z)) = lim
n→∞
fn(f(z))
λn
= λ lim
n→∞
fn+1(z)
λn+1
= λg(z) .
Quindi anche l’esistenza è dimostrata per punti fissi attrattivi (0 < |λ| < 1).
Il caso in cui 0 è un punto fisso repulsivo, ovvero |λ| > 1, segue da questa
prima parte; infatti, basta osservare che 0 < |λ−1| < 1, e quindi 0 è un punto
fisso attrattivo per la mappa
f−1(z) =
z
λ
+O(z2)
A questo punto si può applicare quanto appena dimostrato alla mappa f−1;
dunque esiste una mappa olomorfa g tale che
g ◦ f−1 ◦ g−1(z) = 1
λ
z
e quindi g−1 ◦ f ◦ g(z) = λz, come volevamo.
Vogliamo estendere il teorema di linearizzazione di Koenigs anche al caso
in cui il punto fisso z0 è diverso da zero; dobbiamo però distinguere due casi:
il caso in cui z0 ∈ C e quello in cui z0 =∞.
Se f è una mappa olomorfa in un intorno di un suo punto fisso z0 ∈ C
allora la mappa h := ϕ ◦ f ◦ ϕ−1 con ϕ(z) = z − z0 è olomorfa in un intorno
dell’origine, h(0) = f(z0)− z0 = 0 e |h′(0)| = |f ′(z0)| 6= 0, 1. Per il teorema
di linearizzazione di Koenigs esiste un biolomorfismo ψ definito in un intorno
dell’origine con ψ(0) = 0 e ψ′(0) = 1 tale che ψ ◦ h ◦ ψ−1(z) = λz. Di
conseguenza,
g ◦ f ◦ g−1(z) = ψ ◦ (ϕ ◦ f ◦ ϕ−1) ◦ ψ−1(z) = λz ,
dove abbiamo posto g := ψ ◦ ϕ. In particolare, g(z0) = 0 e g′(z0) = 1.
Se invece f ha un punto fisso in∞ allora poniamo w = 1/z e consideriamo
la mappa h(w) := 1/f(1/w) che ha un punto fisso a 0. Sappiamo che il
moltiplicatore di f nel punto ∞ è per definizione λ = h′(0); se λ ha modulo
diverso da 0 e da 1 allora per il teorema di Koenigs possiamo linearizzare h,
cioè trovare un biolomorfismo ψ definito in un intorno di 0 tale che
ψ ◦ h ◦ ψ−1(w) = λw
con ψ(0) = 0 e ψ′(0) = 1. A questo punto possiamo definire g(z) := 1/ψ(1/z)
che è un biolomorfismo nell’intorno del punto ∞ con g(∞) =∞ che soddisfa
g ◦ f ◦ g−1(z) = 1
λ
z.
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Definizione 3.1.3. La mappa g che linearizza f in un intorno di un suo
punto fisso z0 prende il nome di mappa di Koenigs di f in z0.
Passiamo ora dallo studio della situazione locale allo studio della situazione
globale: vogliamo capire cosa si può dire in più quando la funzione, invece
di essere definita in un intorno del punto fisso, è definita su tutta la sfera di
Riemann.
Caso Attrattivo. Abbiamo associato ad ogni un punto fisso attrattivo
z0 di una mappa olomorfa f : C∞ −→ C∞ un bacino attrattivo A = A(z0)
definito come l’insieme dei punti z ∈ C∞ tali che limn→∞ fn(z) = z0.
Ora vorremmo poter estendere la mappa di Koenigs g a tutto il bacino
attrattivo di z0. Come conseguenza del Teorema 3.1.1 otteniamo il seguente
risultato di linearizzazione globale :
Corollario 3.1.2. (Linearizzazione globale) Sia z0 un punto fisso attrat-
tivo di una mappa olomorfa f : C∞ −→ C∞ con moltiplicatore λ 6= 0. Allora
esiste un’unica mappa olomorfa g : A(z0) −→ C con g(z0) = 0 e g′(z0) = 1
per cui g ◦ f = λg. Inoltre g(A) = C.
Dimostrazione. Il Teorema 3.1.1 garantisce l’esistenza e l’unicità di g0 := g
in un intorno U di z0 tale che f(U) ⊆ U . Se z ∈ A scegliamo k ∈ N tale che
fk(z) ∈ U (un tale k esiste perché fn(z)→ z0 per n→∞) e definiamo
g(z) :=
g0(f
k(z))
λk
; (3.1)
notiamo che ha senso scrivere g0(fk(z)) proprio perché fk(z) ∈ U e g0 è
definita in U per il caso locale. Quindi, ad ogni z ∈ A abbiamo associato
un numero complesso g(z); per provare che questa è una buona definizione,
cioè indipendente dalla scelta di k, bisogna far vedere che se fh(z) ∈ U per
qualche h ∈ N allora
g0(f
k(z))
λk
=
g0(f
h(z))
λh
. (3.2)
Utilizzando il fatto che g0(f(z)) = λg0(z) per ogni z ∈ U lo si riesce a provare
facilmente: supponiamo senza perdita di generalità che h > k (è ovvio che
per l’altro caso basta invertire i ruoli di h e k). Allora
g0(f
h(z)) = g0(f
h−k(fk(z))) = λh−kg0(fk(z))
da cui si ottiene la (3.2).
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La mappa g così definita soddisfa la tesi, cioè g(f(z)) = λg(z). Infatti,
sfruttando la stessa relazione che vale per g0, abbiamo la catena di uguaglianze
λg(z) = λ
g0(f
k(z))
λk
=
g0(f(f
k(z))
λk
=
g0(f
k(f(z)))
λk
= g(f(z)) ,
dove abbiamo usato il fatto che k è stato scelto in modo tale che fk(z) ∈ U
e quindi anche fk(f(z)) ∈ U . Osserviamo che per ogni z ∈ A esiste un
intorno V ⊆ A tale che {fn|V }n converge uniformemente alla mappa costante
V −→ z0. Pertanto esiste k ∈ N tale che fk(V ) ⊆ U , e quindi g|V coincide
(in V ) con la mappa analitica (g0 ◦ fk)/λk. Questo prova che g è olomorfa in
A.
Mostriamo, infine, che g(A) = C. Sia w ∈ C; visto che g(A) contiene
un intorno U0 dell’origine (perché g(z0) = 0), esistono k ∈ N e z ∈ A tali
che λkw = g(z) (perché λnw → 0 per n → ∞, e quindi λnw ∈ U0 ⊆ g(A)
definitivamente). Inoltre, dato che f(A) = A, esiste z′ ∈ A tale che fk(z′) = z;
pertanto
w =
g(z)
λk
=
g(fk(z′))
λk
= g(z′) ,
e così abbiamo concluso.
Definizione 3.1.4. Il bacino locale di un punto fisso attrattivo z0 di una
mappa f ∈ O(C∞,C∞) è la componente connessa A0(z0) del bacino attrattivo
a cui z0 appartiene. Più in generale, se O = {z1, . . . , zm} è un’orbita periodica
attrattiva di periodo m, allora il bacino locale dell’orbita è definito come
l’unione dei bacini locali A0(zj) degli m punti fissi zj della mappa iterata fm.
Quando sarà chiaro dal contesto denoteremo semplicemente con A0 il
bacino locale di un punto fisso attrattivo z0.
Lemma 3.1.3. Sia f ∈ O(C∞,C∞). Se z0 ∈ C è un punto fisso di f con
moltiplicatore λ ∈ D∗ = {z 6= 0 : |z| < 1}, allora il bacino locale A0 di z0
è una componente di Fatou; inoltre f(A0) = A0 e g(A0) = C, dove g è la
mappa di Koenigs di f in z0.
Dimostrazione. Dato che per ipotesi z0 è un punto fisso attrattivo, per la
Proposizione 2.3.2, z0 ∈ F (f). Se F0 è la componente connessa dell’insieme di
Fatou che contiene z0 allora, per il Corollario 2.4.8, F0 coincide con qualche
componente di A che non può che essere A0. Dal fatto che f(z0) = z0 e f(A0)
è connesso otteniamo l’inclusione di f(A0) in A0. Per ottenere l’uguaglianza
basta utilizzare il Lemma 2.5.8. L’ultima parte si ottiene con conti già fatti
nel Corollario 3.1.2 per dimostrare che g(A) = C e che per questo motivo non
ripetiamo.
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Il prossimo teorema, che lasceremo indimostrato ([14, Lemma 8.5]), ci
consentirà di ottenere un importante risultato sul numero di orbite periodiche
attrattive.
Teorema 3.1.4. Siano f una mappa razionale di grado d ≥ 2, e z0 un suo
punto fisso attrattivo di moltiplicatore λ con |λ| < 1. Se A0 è il bacino locale
di f in z0 allora:
1. A0 contiene almeno un punto critico di f ;
2. se λ 6= 0 allora esiste r > 0 massimale tale che esiste una mappa
olomorfa h : Dr −→ A0 che è l’inversa destra della mappa di Koenigs
g : A −→ C di f in z0, nel senso che g◦h coincide con la mappa identica
di Dr. Posto U = h(Dr) si ha:
(a) U ⊂ A0;
(b) g(∂U) = ∂Dr e g è un omeomorfismo da U in Dr;
(c) U non contiene punti critici di f , mentre ∂U contiene almeno un
punto critico di f .
Corollario 3.1.5. Sia f ∈ O(C∞,C∞) di grado d ≥ 2. Se O = {z1, . . . , zm}
è un’orbita periodica attrattiva di f allora il suo bacino locale contiene almeno
un punto critico di f . In particolare, f ha al massimo 2d− 2 orbite periodiche
attrattive.
Dimostrazione. La seconda parte segue subito dalla prima e dal Corollario
1.1.8. Infatti, orbite distinte hanno bacini attrattivi disgiunti e dato che ogni
bacino contiene almeno un punto critico, il numero delle orbite attrattive è
finito ed è al più pari al numero massimo di punti critici di f che è 2 deg(f)−2.
Per la prima parte, sia O = {z1, . . . , zm} un’orbita m-periodica attrattiva
e poniamo f j(z1) = zj+1 per ogni j ≥ 1. Per definizione ogni zj è un punto
fisso attrattivo di fm dunque per il Teorema 3.1.4 il bacino locale A0(zj)
(rispetto alla mappa fm) contiene almeno un punto critico wj di fm. Per ogni
j = 1, . . . ,m− 1, f(A0(zj)) ⊆ A0(zj+1) e
0 = (fm)′(wj) =
m∏
k=1
f ′(fk(wj)) ;
quindi esiste k ∈ {1, . . . ,m} tale che fk(wj) ∈ A0(zj+k) è un punto critico di
f . A questo punto abbiamo concluso perché abbiamo provato che il bacino
locale A0 =
⋃m
j=1A0(zj) ⊇ A(zj+k) del ciclo contiene almeno un punto critico
di f .
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Corollario 3.1.6. Sia p un polinomio con deg(p) ≥ 2. Allora p ha al più
deg(p)−1 orbite periodiche attrattive (escludendo il punto fisso superattrattivo
all’infinito).
Dimostrazione. Segue immediatamente dal precedente corollario e dal fatto
che p ha al massimo deg(p)− 1 punti critici finiti.
Caso Repulsivo. Il teorema di linearizzazione globale per i punti repulsivi
è molto differente dallo stesso risultato visto per i punti attrattivi (Corollario
3.1.2 e Teorema 3.1.4). Nel caso dei punti fissi repulsivi non è possibile dare
un concetto analogo a quello di bacino attrattivo, e quindi non è possibile
considerare l’estensione della mappa di Koenigs g ad A. Possiamo però
comunque estendere g−1 ad una mappa olomorfa definita in tutto il piano
complesso. Quindi, come altra conseguenza del Teorema 3.1.1, otteniamo:
Corollario 3.1.7. (Estensione globale di g−1) Siano f : C∞ −→ C∞ una
mappa olomorfa e z0 un suo punto fisso repulsivo. Allora esiste una mappa
olomorfa h : C −→ C∞, con h(0) = z0 tale che f ◦ h(z) = h(λz) per ogni
z ∈ C. Inoltre, h è un biolomorfismo da un intorno di zero a un intorno di z0
ed è unica a meno di composizione a destra con una mappa lineare w 7→ cw
con c 6= 0.
Dimostrazione. Il Teorema 3.1.1 garantisce esistenza ed unicità di g : Ω −→ C
in un intorno Ω del punto z0. In particolare, in virtù dell’osservazione
che precede la Definizione 3.1.1, è possibile considerare la mappa olomorfa
hε : Dε −→ Ω0 inversa di g|Ω0 , dove Dε è un piccolo disco centrato nell’origine
e Ω0 ⊆ Ω un intorno del punto z0. Notiamo che hε soddisfa la relazione
f(hε(z)) = hε(λz) per ogni z ∈ Dε/|λ|.
Sia z ∈ C e sia n ∈ N il minimo tale che z/λn ∈ Dε (è sempre possibile
trovare un tale n perché z/λn → 0 per n→∞ visto che |λ| > 1); definiamo
h : C −→ C∞ ponendo
h(z) := fn(hε(z/λ
n)) .
È chiaro che h|Dε = hε. La mappa h così definita soddisfa
h(λz) = fn(hε(λz/λ
n)) = fn(f(hε(z/λ
n)) = f(fn(hε(z/λ
n))) = f(h(z)) ,
dove n è il minimo tale che λz/λn ∈ Dε e quindi anche z/λn ∈ Dε (perché
|λ| > 1).
Caso Superattrattivo. Per completezza vogliamo descrivere anche il
caso superattrattivo, ma lasceremo tutti i risultati indimostrati, per i dettagli
si veda [14].
L’equivalente del Teorema 3.1.1 per i punti fissi superattrattivi è il seguente
([14, Teorema 9.1]):
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Teorema 3.1.8. (Böttcher, 1904) Sia f una mappa olomorfa definita in
un intorno U di un punto z0 con f(z0) = z0 e f ′(z0) = 0. Se n ≥ 2 è la
molteplicità di z0 come punto fisso allora f è localmente coniugata alla mappa
z 7→ zn. Inoltre, la coniugazione è unica a meno di moltiplicazione per una
radice (n− 1)-esima dell’unità.
Definizione 3.1.5. La mappa g dell’enunciato del Teorema 3.1.8 prende il
nome di funzione di Böttcher.
In analogia con Corollario 3.1.2, quando f è una mappa razionale definita
su tutta la sfera di Riemann vorremmo poter estendere la mappa di Böttcher
da un intorno U di z0 ad una mappa olomorfa definita su tutto il bacino
attrattivo A di z0; questa volta però non sarà sempre possibile. Supponiamo
di aver esteso g ad una mappa olomorfa su tutto il bacino attrattivo A in
modo che valga la relazione g ◦ f(z) = g(z)n. Se z ∈ A allora esiste k ∈ N
tale che fk(z) ∈ U e
g(fk(z)) = g(f(fk−1(z))) = (g(fk−1(z))n = · · · = (g(z))nk .
Dunque l’estensione di g dovrebbe essere della forma
z 7→ nk
√
g(fk(z)) ,
che però, diversamente da quanto visto nel Corollario 3.1.2 e nel Corollario
3.1.7, potrebbe non essere ben definita se A non è semplicemente connesso.
Se, invece, consideriamo al posto di g il suo modulo allora otteniamo
un’estensione di z 7→ |g(z)| ad una mappa continua |g| : A −→ [0, 1) che
soddisfa |g(f(z))| = |g(z)|n (basta porre |g(z)| := |g(fk(z))|1/nk , dove g è la
mappa di Böttcher definita in un intorno del punto z0) ([14, Corollario 9.2]).
Se f è una mappa razionale e z0 un suo punto fisso con moltiplicatore λ = 0,
allora la mappa di Böttcher g ad essa associata, che manda biolomorficamente
un intorno di z0 in un intorno dell’origine, ha un’inversa locale hε. In analogia
con il Teorema 3.1.4 e il Corollario 3.1.7, otteniamo ([14, Teorema 9.3])
Teorema 3.1.9. Sia f una mappa razionale con un punto fisso superattrattivo
z0. Allora esiste un unico disco di raggio massimale 0 < r ≤ 1 tale che hε si
estende ad una mappa olomorfa h : Dr −→ A0 dove A0 è il bacino locale di
z0. Inoltre:
1. se r = 1 allora h è un biolomorfismo fra D e A0 e z0 è l’unico punto
critico nel bacino locale A0;
2. se r < 1 allora esiste almeno un altro punto critico in A0 che vive nel
bordo di h(Dr).
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Dal precedente risultato segue immediatamente
Corollario 3.1.10. Sia f una mappa razionale con un punto fisso superat-
trattivo z0, e sia A0 il bacino locale di z0. Se A0 non contiene altri punti
critici di f oltre z0 allora A0 è semplicemente connesso.
Dimostrazione. Se A0 non contiene altri punti critici di f oltre z0 allora A0
è biolomorfo al disco D e quindi semplicemente connesso.
3.2 Punti fissi parabolici
In questa sezione tratteremo il caso dei punti fissi parabolici; tale studio richie-
de più tempo e presenta maggiori difficoltà rispetto ai precedenti. Il motivo
per cui tale descrizione è più difficile da ottenere è dovuto principalmente al
fatto che in tal caso, a differenza di quello che accade per i punti attrattivi
e repulsivi, la mappa f non è localmente coniugata alla sua parte lineare.
Cerchiamo subito di capire il perché.
Supponiamo che z = 0 sia un punto fisso parabolico per una mappa
razionale f . Allora in un intorno dell’origine possiamo scrivere
f(z) = λz + a2z
2 + a3z
3 + · · · , (3.3)
dove λ il moltiplicatore di f in 0 e λq = 1 per qualche intero positivo q.
Proposizione 3.2.1. Sia f una mappa razionale con z = 0 punto fisso
parabolico e moltiplicatore λ. Allora sono equivalenti:
1. f è localmente coniugata alla mappa lineare z 7→ λz;
2. f q = id.
Dimostrazione. Se g ◦ f ◦ g−1(z) = λz allora g ◦ f q ◦ g−1(z) = λqz = z da cui
otteniamo f q = id.
Viceversa se f q = id allora ponendo f 0 = id e
g(z) :=
1
q
q−1∑
j=0
f j(z)
λj
abbiamo che
g(f(z)) =
q−1∑
j=0
f j+1(z)
qλj
=
q∑
j=1
λ
f j(z)
qλj
=
λ
q
q−1∑
j=0
f j(z)
λj
= λg(z)
dove nell’ultimo passaggio abbiamo usato il fatto che f q(z)/λq = z/1 =
f 0(z)/λ0. Inoltre g′(0) = 1, e quindi f è localmente coniugata alla sua parte
lineare.
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Da quanto appena dimostrato è evidente che una mappa razionale di grado
almeno due non è linearizzabile vicino ad un suo punto parabolico. Questo ci
fa capire che per descrivere i cicli parabolici dobbiamo percorrere altre strade.
Definizione 3.2.1. Siano f ∈ O(C∞,C∞), e z0 ∈ C∞ un punto fisso di
f . Se il moltiplicatore λ = f ′(z0) è uguale ad uno allora diremo che f
è tangente all’identità nel punto z0. In tal caso possiamo scrivere f(z) =
z + ak+1z
k+1 +O(zk+2) dove k ≥ 1 e k + 1 è la molteplicità di f(z)− z in z0.
Cominciamo con il caso speciale in cui f è tangente all’identità in 0 di
molteplicità k + 1. Con queste notazioni diamo la seguente
Definizione 3.2.2. Diremo che v ∈ S1 è una direzione repulsiva per f
nell’origine se ak+1|ak+1|v
k = 1. Analogamente, v ∈ S1 è una direzione attrattiva
per f nell’origine se ak+1|ak+1|v
k = −1.
Ci sono k direzioni attrattive e k direzioni repulsive. Infatti, se v0 una
soluzione di vk = −|ak+1|/ak+1, allora poniamo per ogni j = 1, . . . , k
v+j := v0e
2piij/k ;
per cui si ha ak+1|ak+1|(v
+
j )
k = e2piij ak+1|ak+1|v
k
0 = −1, e quindi v+1 , . . . , v+k sono k
direzioni attrattive distinte.
Analogamente, ponendo per ogni j = 1, . . . , k
v−j := v0e
(2j+1)pii/k ,
abbiamo ak+1|ak+1|(v
−
j )
k = e(2j+1)pii ak+1|ak+1|v
k
0 = −epii = 1, e quindi v−1 , . . . , v−k sono
k direzioni repulsive distinte.
Osserviamo che nelle nostre ipotesi (f ′(0) 6= 0), grazie al teorema della
funzione inversa, abbiamo che f−1 è ben definita ed olomorfa in un intorno
di zero. Le direzioni repulsive (attrattive) per f sono direzioni attrattive
(repulsive) per f−1, in quanto si vede facilmente che
f−1(z) = z − ak+1zk+1 +O(zk+2) .
Definizione 3.2.3. Sia f ∈ O(C∞,C∞) tangente all’identità in 0, e v ∈ S1
una direzione attrattiva per f . Il bacino parabolico B(v) di f in 0 lungo v
è l’insieme dei punti z ∈ C∞ tali che fn(z) → 0 e fn(z)/|fn(z)| → v per
n→∞. Se z ∈ B(v) allora diremo che l’orbita di z tende a 0 tangente a v.
Notiamo che B(v+j )∩B(v+i ) = ∅ per ogni i 6= j; infatti, un’orbita non può
convergere a zero tangente a due direzioni distinte.
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Figura 3.1: Sono rappresentati sei petali di cui tre attrattivi (di colore nero
più scuro) e tre repulsivi.
Definizione 3.2.4. Sia f una mappa olomorfa tangente all’identità in 0. Un
petalo attrattivo centrato in una direzione attrattiva v è un insieme aperto
semplicemente connesso P ⊆ C∞ \ {0} tale che
1. f(P) ⊆ P ;
2. l’orbita di un punto z ∈ C∞ tende a 0 tangente a v se e solo se la sua
orbita interseca P .
Un petalo repulsivo centrato in una direzione repulsiva v è un petalo attrattivo
per f−1 centrato nella direzione repulsiva v (che è attrattiva per f−1).
Grazie al fatto che f(P) ⊆ P abbiamo che z ∈ B(v) se e solo se la sua
orbita è definitivamente contenuta in P, cioè {fn(z)}n≥n0 ⊆ P per qualche
n0 ∈ N. In particolare, se f è una mappa razionale tangente all’identità in 0,
e v una direzione attrattiva per f in 0, allora B(v) =
⋃
k≥0 f
−k(P), dove B(v)
è il bacino parabolico di f in 0 lungo v, e P un petalo attrattivo centrato in
v. Infine osserviamo che dalla precedente definizione segue 0 ∈ ∂P; infatti,
0 ∈ P ma P ⊆ C∞ \ {0}.
Enunciamo il famoso Teorema del fiore di Leau-Fatou il quale ci forni-
sce una descrizione completa della dinamica in un intorno dell’origine. La
dimostrazione di questo teorema, tutt’altro che semplice, si può trovare in
[14, §10] (o [7, §6]).
Teorema 3.2.2. (Leau-Fatou, 1897-1920) Sia f ∈ O(C∞,C∞) tangente
all’identità nell’origine di molteplicità k + 1. Siano v+1 , . . . , v
+
k ∈ S1 le k
direzioni attrattive di f nell’origine, e v−1 , . . . , v
−
k ∈ S1 le k direzioni repulsive.
Allora
1. per ogni direzione attrattiva (repulsiva) v±j esiste un petalo attrattivo
(repulsivo) Pv±j centrato in v
±
j ;
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2. l’unione
⋃k
j=1Pv+j ∪
⋃k
j=1Pv−j
⋃{0} è un intorno aperto di 0;
3. Pv+i ∩ Pv+j = ∅ e Pv−i ∩ Pv−j = ∅ per ogni i 6= j;
4. Pv−j interseca Pv+j e Pv+j+1 per j = 1, . . . , k (con la convenzione che
v+k+1 = v
+
1 );
5. l’orbita di un punto z converge a zero se e solo se z ∈ ⋃kj=1 B(v+j );
6. per ogni direzione attrattiva v+j esiste una funzione ϕ : B(v
+
j ) −→ C
tale che
ϕ ◦ f(z) = ϕ(z) + 1 ,
per ogni z ∈ B(v+j ). Inoltre ϕ|Pv+
j
è un biolomorfismo con il semipiano
{z ∈ C : Re (z) > C} per un opportuno C > 0, e quindi la mappa f |P
v+
j
è coniugata alla traslazione z 7→ z + 1.
Definizione 3.2.5. Una mappa ϕ come nell’enunciato del precedente teorema
prende il nome di mappa di Fatou.
Se f ∈ O(C∞,C∞) ed è tangente all’identità in un punto z0 ∈ C∞,
allora è possibile ricondursi al caso appena trattato considerando la mappa
g := τ−1 ◦ f ◦ τ , dove τ(z) = z + z0 per cui g(0) = f(z0)− z0 = 0.
Definizione 3.2.6. Siano f ∈ O(C∞,C∞) tangente all’identità in un punto
z0 ∈ C∞, e v una direzione attrattiva. Il bacino parabolico B(v) di f in z0
lungo v è l’insieme dei punti z ∈ C∞ tali che fn(z)→ z0 e fn(z)/|fn(z)| → v
per n→∞. Se z ∈ B(v) allora diremo che l’orbita di z tende a z0 tangente
a v.
Dal teorema di Leau-Fatou si ottiene il seguente risultato.
Corollario 3.2.3. Siano f ∈ O(C∞,C∞) tangente all’identità in un punto
z0 ∈ C∞, e v una direzione attrattiva. Allora esiste un’unica componente
B0(v) di B(v) che contiene z0 sul suo bordo. Inoltre, se ϕ è una mappa di
Fatou allora ϕ(B0(v)) = C e ϕ ha almeno un punto critico in B0(v).
Definizione 3.2.7. Siano f ∈ O(C∞,C∞) tangente all’identità in un punto
z0 ∈ C∞, e v una direzione attrattiva. Chiameremo bacino locale parabolico
di f in z0 lungo v l’unica componente B0(v) di B(v) che contiene z0 sul suo
bordo.
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Proposizione 3.2.4. Siano f una mappa razionale di grado almeno 2 tan-
gente all’identità in un punto z0 ∈ C∞, e v una direzione attrattiva per f .
Allora il bacino parabolico B(v) di f in z0 è contenuto nell’insieme di Fatou,
mentre il suo bordo ∂B(v) è contenuto nell’insieme di Julia. In particolare, il
bacino locale B0(v) ⊆ B(v) è una componente di Fatou.
Dimostrazione. Dalla Proposizione 2.3.3 segue che z0 appartiene all’insieme
di Julia, ed è ovvio dalla sua definizione che B(v) è contenuto nell’insieme di
Fatou di f . Dato un punto z ∈ ∂B(v) ci sono due possibilità: z0 appartiene
alla sua grande orbita oppure no. Nel primo caso, z ∈ J(f) sempre per la
Proposizione 2.3.3; nel secondo caso z ∈ ∂B(v) \ GO(z0). Assumiamo per
assurdo che z ∈ F (f) \ GO(z0). Allora esiste un intorno U di z in cui la
successione {fn|U} è una famiglia normale. Ma dato che z ∈ ∂B(v), ogni
suo intorno contiene almeno un aperto di punti di B(v) le cui orbite, per
definizione, convergono a z0. Quindi, grazie al teorema di Vitali e al principio
di identità, la successione di iterate di {fn|U} converge a z0. Questo implica
che z appartiene a qualche bacino parabolico (Teorema 3.2.2), ma ciò non è
possibile poiché i bacini sono insiemi aperti e disgiunti, da cui la tesi.
Proposizione 3.2.5. Siano f ∈ O(C∞,C∞) tangente all’identità in un punto
z0 ∈ C∞, e v una direzione attrattiva per f . Supponiamo che deg(f) ≥ 2.
Allora il bacino locale parabolico B0(v) in z0 contiene almeno un punto critico
di f .
Dimostrazione. Sia ϕ una mappa di Fatou associata a B(v), e z0 ∈ B0(v)
un punto critico di ϕ, che esiste per il Teorema 3.2.2. L’orbita di z0 è
definitivamente contenuta in Pv, quindi fk(z0) ∈ Pv per ogni k ≥ k0. Per il
Teorema 3.2.2, ϕ|Pv è un biolomorfismo; quindi ϕ non ha punti critici in Pv.
Dunque a patto di sostituire z0 con qualche iterata, possiamo supporre che
z0 sia un punto critico per ϕ mentre f(z0) non lo è. Differenziando ambo
i membri dell’equazione ϕ(f(z)) = ϕ(z) + 1 (valida per ogni z ∈ B(z)) e
valutando in z0 otteniamo ϕ′(f(z0))f ′(z0) = ϕ′(z0) = 0; ma ϕ′(f(z0)) 6= 0, da
cui f ′(z0) = 0, e quindi z0 ∈ B0(v) è un punto critico di f .
Definizione 3.2.8. Sia f : C∞ −→ C∞ una mappa olomorfa, e sia O =
{z1, . . . , zp} un’orbita periodica parabolica di periodo p con moltiplicatore
λ = e2piiq/r. Allora ogni punto del ciclo è un punto fisso parabolico per la
mappa fpr con moltiplicatore λpr = 1. Un bacino parabolico locale dell’orbita
O è definito come l’orbita del bacino locale parabolico di un qualsiasi punto
zj ∈ O considerato come punto fisso parabolico tangente all’identità di fpr.
Corollario 3.2.6. Sia f ∈ O(C∞,C∞) con deg(f) ≥ 2. Allora f ha al più
2 deg(f)− 2 orbite attrattive o paraboliche.
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Dimostrazione. Sia z0 ∈ C un punto parabolico periodico di periodo p. Allora
z0 è un punto fisso parabolico di fp, e quindi per la Proposizione 3.2.5
(applicata a fp) ogni bacino locale parabolico in z0 contiene almeno un punto
critico di fp. Ma
(fp)′(z) =
p−1∏
j=0
f ′(f j(z)) ;
quindi se z ∈ Crit(fp) allora f j(z) ∈ Crit(f) per qualche j = 0, . . . , p − 1.
Pertanto ogni bacino locale parabolico deve contenere almeno un punto critico
di f . Dato che il bacino di un’orbita locale periodica attrattiva contiene
almeno un punto critico, e visto che i bacini locali parabolici, così come
quelli attrattivi, sono disgiunti, il numero di orbite periodiche attrattive o
paraboliche è limitato dal numero di punti critici di f , che è, in base al
Corollario 1.1.8, al più 2 deg(f)− 2.
Sia f una mappa olomorfa tangente all’identità nell’origine. Ad ogni
direzione attrattiva è associato un bacino attrattivo, cioè un aperto connesso
di punti la cui orbita tende a zero tangente a quella direzione, e viceversa ogni
punto la cui orbita tende a zero è contenuto in uno di questi bacini. Quando
il moltiplicatore è una radice q-esima dell’unità, quanto appena detto vale per
f q; inoltre, f agisce come una permutazione di ordine q su questi bacini (e
sulle direzioni attrattive). Questo è essenzialmente il contenuto del prossimo
risultato.
Proposizione 3.2.7. Sia f ∈ O(C∞,C∞), e sia z0 un punto fisso di f con
come moltiplicatore λ = e2piir/q una radice q-esima dell’unità. Allora esiste
k ∈ N tale che f q è tangente all’identità di molteplicità kq + 1. Inoltre f
agisce sugli m = kq petali attrattivi di f q come una permutazione composta
da k cicli disgiunti di lunghezza q
Dimostrazione. Per semplicità, supponiamo z0 = 0. La mappa f q è tangente
all’identità nell’origine per cui possiamo scrivere f q(z) = z+azm+1 +O(zm+2),
con a 6= 0, in un intorno dell’origine. Per il Teorema 3.2.2, esistono m petali
attrattivi per la mappa f q. Sia P1 uno di questi petali centrato in una
direzione attrattiva v per f q. Allora P2 := f(P1) è un altro petalo attrattivo
per f q centrato nella direzione attrattiva λv. Continuando in questo modo
definiamo P3 := f(P2) che è quindi un petalo per f q centrato nella direzione
attrattiva λ2v. Dopo q passi avremo Pq+1 = P1 (grazie al fatto che λq = 1).
Quindi f agisce come una permutazione di lunghezza q sulle direzioni e quindi
m = kq per qualche k ∈ N.
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3.3 Punti fissi ellittici
Dopo aver classificato i punti periodici ci siamo occupati di due questioni:
• stabilire a quali dei due insiemi, tra quelli di Julia e Fatou, ciascuno di
essi appartiene;
• vedere se è possibile coniugare la mappa in un intorno di un suo punto
fisso ad una mappa lineare.
Nel caso dei punti fissi ellittici le due questioni sono strettamente collegate
come mostra il prossimo risultato.
Teorema 3.3.1. Sia ξ un punto fisso ellittico di una mappa razionale f .
Allora f è linearizzabile in ξ se e solo se ξ ∈ F (f).
Dimostrazione. Se f è linearizzabile in ξ allora esiste una mappa olomorfa g
in un intorno di ξ tale che g(ξ) = 0, g′(ξ) = 1 e
(g ◦ f ◦ g−1)(z) = λz ,
per ogni z in un intorno dell’origine, dove λ = f ′(ξ) = e2piiθ con θ ∈ R \Q. In
particolare, per ogni n ∈ N, si ha fn(z) = g−1(λng(z)); dunque la famiglia
{fn}n è uniformemente limitata in un intorno di ξ e quindi normale in tale
intorno. Pertanto ξ ∈ F (f).
Supponiamo ora che ξ ∈ F (f) e proviamo che f è linearizzabile in ξ.
Possiamo assumere che ξ = 0, e per ogni n ∈ N definiamo
Tn(z) :=
1
n
n−1∑
j=0
f j(z)
λj
,
dove λ = f ′(0). Dato che 0 ∈ F (f) esiste r > 0 tale che la famiglia {fn} è
normale in Dr, e quindi grazie al Teorema 1.2.6 esiste 0 < r1 < r tale che
|fn(z)| = |fn(z)− fn(0)| < 1,
per ogni n ∈ N e per ogni z ∈ Dr1 . Vale la formula
n
λ
Tn(f(z)) + z = (n+ 1)Tn+1(z) = nTn(z) +
fn(z)
λn
da cui, grazie al fatto che |fn(z)/λn−1| ≤ 1, otteniamo
Tn(f(z)) = λTn(z) +O
(
1
n
)
.
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Inoltre, per ogni z ∈ Dr1 , si ha
|Tn(z)| ≤ 1
n
n−1∑
j=0
|f j(z)|
|λ|j =
1
n
n−1∑
j=0
|f j(z)| < 1 ,
dato che |f j(z)| < 1, per ogni j ∈ N. Dunque la famiglia {Tn}n è uniforme-
mente limitata, e quindi normale in Dr1 ; pertanto esiste una sottosuccessione
di {Tn} che converge uniformemente su Dr1 ad una qualche funzione ana-
litica g che verifica la relazione g(f(z)) = λg(z). Infine, per ogni j ≥ 1,
(f j)′(0) = λj e quindi T ′n(0) =
1
n
∑n−1
j=0
(fj)′(0)
λj
= 1 da cui si ha g′(0) = 1.
Definizione 3.3.1. Sia ξ un punto fisso ellittico di una mappa olomorfa
f . Se la mappa f è linearizzabile in ξ allora ξ è detto punto di Siegel e la
componente dell’insieme di Fatou a cui ξ appartiene prende il nome di disco
di Siegel. Se, invece, ξ appartiene all’insieme di Julia è detto punto di Cremer.
In particolare, si può dimostrare che esistono sia punti di Siegel ([7,
Teorema 6.6.4]) sia punti di Cremer ([7, Teorema 6.7.1]). Precisamente si può
dimostrare che per un generico λ ∈ S1 esiste una mappa olomorfa che fissa
l’origine non linearizzabile che ha λ come moltiplicatore in 0; invece per quasi
ogni λ ∈ S1 ogni mappa olomorfa che fissa l’origine con moltiplicatore in 0
uguale a λ è linearizzabile. In questa direzione tra i risultati più importati va
citato sicuramente il famoso Teorema di Brjuno-Yoccoz il quale fornisce delle
condizioni su λ ∈ S1 che assicurano che una qualunque mappa olomorfa che
fissa l’origine con moltiplicatore λ abbia in 0 un punto di Siegel. L’enunciato
preciso del teorema è il seguente
Teorema 3.3.2. ([14, Teorema 11.10], [14, Teorema 11.11]) Sia λ ∈ S1.
Sono equivalenti:
1. l’origine è un punto di Siegel per il polinomio fλ(z) = λz + z2;
2. l’origine è un punto di Siegel per ogni mappa olomorfa f : U −→ C tale
che f(0) = 0 e λ = f ′(0), dove U è un intorno dell’origine;
3. λ soddisfa la condizione di Brjuno
∞∑
k=0
1
2k
log
1
Ωλ(2k+1)
<∞,
con Ωλ(2k+1) := min1≤m≤2k+1 |λm − λ|.
Ricapitolando, fin qui abbiamo provato che un punto fisso ξ appartiene
all’insieme di
• Fatou ⇔ ξ è attrattivo oppure di Siegel;
• Julia ⇔ ξ è repulsivo, parabolico oppure di Cremer.
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3.4 Formula dei punti fissi
Questa sezione è dedicata alla dimostrazione della seguente formula:
Corollario 3.4.1. Per ogni mappa razionale di grado d con punti fissi
ξ1, . . . , ξd+1 con moltiplicatori λ(ξi) 6= 1 si ha
d+1∑
i=1
1
1− λ(ξi) = 1. (3.4)
Procediamo per gradi e cominciamo innanzitutto a dare la seguente
Definizione 3.4.1. Sia f : U −→ C una mappa olomorfa, dove U ⊆ C è un
dominio, e sia ξ0 un punto fisso di f . La mappa h(z) = 1/(z − f(z)) ha un
polo in ξ0. Chiameremo indice residuale di f in ξ0 il residuo di h in ξ0, cioè
il numero complesso
ι(f, ξ0) := res(h, ξ0) =
1
2pii
∫
γr
dz
z − f(z) ,
dove γr = {z : |z − ξ0| = r} è una circonferenza orientata positivamente di
centro ξ0 e raggio r sufficientemente piccolo da non circondare altri poli di h.
Si può dimostrare [14, Lemma 12.3] che tale indice non dipende dalla
particolare scelta di coordinate locali vicino al punto fisso.
Di conseguenza se ξ0 = ∞ è un punto fisso di una mappa razionale f ;
possiamo definire l’indice residuale di f in ∞ ponendo ι(f,∞) := ι(g, 0) dove
g(z) = 1/f(1/z).
Definizione 3.4.2. (Indice di avvolgimento) Sia γ una curva chiusa e
sia Ω il complementare del supporto di γ. Allora chiameremo indice di
avvolgimento del punto ξ ∈ Ω rispetto alla curva γ la quantità
n(γ, ξ) :=
1
2pii
∫
γ
dz
z − ξ .
Si può dimostrare ([15, Teorema 10.10]) che n(γ, ξ) ∈ Z per ogni ξ ∈ Ω;
inoltre n(γ, ·) è costante in ogni componente di Ω, e vale identicamente
zero nell’unica componente illimitata di Ω. Inoltre, da un semplice calcolo,
segue che se γ è la circonferenza di centro a ∈ C e raggio r > 0 orientata
positivamente e percorsa una volta sola allora
n(γ, ξ) =
{
1 se |ξ − a| < r,
0 se |ξ − a| > r.
Enunciamo un importante teorema dell’analisi complessa, noto come Teorema
dei Residui [4, Teorema 10.42], di cui tra poco faremo uso.
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Teorema 3.4.2. Sia Ω ⊆ C aperto, e siamo z1, . . . , zn poli di una funzione
olomorfa f in Ω\{z1, . . . , zn}. Sia inoltre γ ⊆ Ω\{z1, . . . , zn} una curva sem-
plice e chiusa tale che l’insieme {z1, . . . , zn} sia contenuto nella componente
limitata di C \ γ. Allora
1
2pii
∫
γ
f(z)dz =
n∑
i=1
res(f, zi)n(γ, zi) .
Nelle ipotesi della Definizione 3.4.1 diamo un risultato preparatorio al
Corollario 3.4.1.
Lemma 3.4.3. Sia f : U −→ C una mappa olomorfa, dove U ⊆ C è un
dominio e sia ξ0 un punto fisso di f . Se il moltiplicatore λ = f ′(ξ0) di f in
ξ0 è diverso da 1, allora l’indice residuale di f in ξ0 è uguale a
ι(f, ξ0) =
1
1− λ 6= 0 .
Dimostrazione. Senza perdita di generalità, supponiamo che ξ0 = 0. In un
intorno di 0 possiamo scrivere f come serie di potenze nella forma
f(z) = λz + a2z
2 + a3z
3 + · · · ;
per ipotesi λ 6= 1, quindi abbiamo che z−f(z) = z(1−λ)(1+O(z)) e pertanto
1
z − f(z) =
1 +O(z)
(1− λ)z =
1
(1− λ)z +O(1) .
Integrando la precedente espressione lungo la curva |z| = ε e dividendo per
2pii, otteniamo
ι(f, 0) =
1
2pii
∫
γε
dz
z − f(z) =
1
2pii
∫
γε
dz
(1− λ)z =
1
1− λ ,
dove nel penultimo passaggio abbiamo usato il fatto che il termine O(1) è
olomorfo, e quindi ha residuo nullo in 0.
La formula (3.5) segue dal prossimo teorema grazie al Lemma 3.4.3.
Teorema 3.4.4. Sia f : C∞ −→ C∞ una mappa razionale diversa dall’iden-
tità. Allora vale la relazione ∑
f(z)=z
ι(f, z) = 1,
dove la somma è presa su tutti i punti fissi della mappa f .
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Dimostrazione. Supponiamo che f(∞) 6= 0,∞; questo è sempre possibile a
patto di coniugare f con una mappa di Möbius. Dalla definizione di f(∞) si
ha che limz→∞ f(z) ∈ C \ {0} e quindi
1
z − f(z) −
1
z
=
f(z)
z(z − f(z)) ∼
f(∞)
z2
(3.5)
per z →∞, cioè il rapporto z2f(z)/(zf(∞)(z−f(z))) tende ad 1 per z →∞.
Integrando lungo ∂Dr la differenza al primo membro della (3.5) otteniamo
lim
r→∞
∫
∂Dr
dz
z − f(z) −
∫
∂Dr
dz
z
= 0 ,
grazie alla (3.6) ed al fatto che
∫
∂Dr
f(∞)
z2
dz = 0. Pertanto, per r sufficiente-
mente grande
1
2pii
∫
∂Dr
dz
z − f(z) =
1
2pii
∫
∂Dr
dz
z
= 1 .
Se prendiamo r sufficientemente grande in modo che Dr contenga tutti i punti
fissi di f , il primo membro della precedente relazione coincide, per il Teorema
3.4.2 applicato alla mappa h(z) = 1/(z − f(z)), con∑
h(z)=∞
res(h, z) =
∑
f(z)=z
ι(f, z) ,
e questo conclude la dimostrazione.
Esempio 3.4.1. Se p è una mappa polinomiale di grado d ≥ 2, allora, come
abbiamo già osservato nella sezione 2.3, ∞ è un punto fisso superattrattivo,
ovvero λ(∞) = p′(∞) = 0. Dal Lemma 3.4.3 segue che ι(p,∞) = 1 e quindi
per il Teorema 3.4.4 ∑
f(z)=z∈C
ι(f, z) = 0 .
In particolare, se p è un polinomio di grado due con due punti fissi distinti
in z0, z1 ∈ C, entrambi di moltiplicatore diverso da 1, allora dalla precedente
relazione segue che
1
1− λ(z0) +
1
1− λ(z1) = 0,
e quindi λ(z0) + λ(z1) = 2.
Esempio 3.4.2. Una mappa razionale di grado zero f(z) ≡ c ∈ C ha un
unico punto fisso superattrattivo con indice ι(f, c) = 1.
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Capitolo 4
Dinamica del metodo di Newton
per la ricerca delle radici di un
polinomio complesso
Uno dei problemi più antichi della matematica riguarda la ricerca delle radici
dei polinomi. In questo capitolo studieremo un particolare algoritmo di
iterazione attraverso il quale sarà possibile trovare le radici di un polinomio
complesso: il metodo di Newton. Tale metodo fu sviluppato da Isaac Newton
nel 1669 e fu semplificato da JohnWallis e da Joseph Raphson, rispettivamente,
nel 1685 e nel 1690; tuttavia, la sua formulazione moderna si ha solo con
Thomas Simpson nel 1740.
4.1 Metodo di Newton
Consideriamo un polinomio p ed un punto arbitrario z0 ∈ C. L’idea sottostante
l’algoritmo di Newton è quella di considerare tale punto come una prima
stima del valore di una radice del polinomio, e di applicare ad esso una
procedura che restituisce come output un nuovo punto z1 il quale sia più
vicino di z0 al valore di tale radice. Applicando nuovamente tale procedura a
z1 otteniamo un nuovo punto z2 ancora più vicino al valore della radice, e così
via. Ripetendo la procedura per un sufficiente numero di volte otteniamo un
punto che approssima il valore della radice. Il metodo che consente di ottenere
zn+1 a partire da zn può essere descritto attraverso la seguente equazione
zn+1 = zn − p(zn)
p′(zn)
.
Newton mostrò che se z0 è sufficientemente vicino ad una radice allora la
successione prodotta dall’algoritmo converge alla radice stessa.
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Come appare evidente, uno dei problemi più importanti legati a questo
metodo, come per molti altri algoritmi per la ricerca degli zeri di un polinomio,
riguarda un’appropriata scelta dei punti z0, chiamati condizioni iniziali, che
permettano di trovare le radici di un dato polinomio.
Questa è esattamente la questione che si pose Arthur Cayley nel 1879.
Egli riformulò il problema della ricerca delle radici di un dato polinomio in
termini dell’iterazione della mappa razionale
Np(z) := z − p(z)
p′(z)
=
zp′(z)− p(z)
p′(z)
;
gli zeri del polinomio p sono tutti e soli i punti fissi (attrattivi) in C della
mappa razionale Np.
Definizione 4.1.1. Chiameremo Np mappa di Newton associata a p.
Dunque la ricerca degli zeri di un polinomio si riconduce alla ricerca dei
punti fissi della mappa di Newton ad essa associata, e per trovare questi
ultimi è utile ricordare che se un’orbita della mappa di Newton converge (in
C) allora il suo limite è un punto fisso (in C). Questo ci porta allo studio
della dinamica della mappa di Newton.
Cayley iniziò considerando il caso dei polinomi di grado 2, provando che
l’insieme di punti la cui orbita non converge a una radice coincide con l’insieme
dei punti dell’asse del segmento congiungente le due radici del polinomio.
Questo fatto segue dal prossimo risultato.
Lemma 4.1.1. Sia p un polinomio di grado due con radici distinte. Allora
la mappa di Newton Np è coniugata alla mappa f(z) = z2 tramite una
trasformazione di Möbius.
Dimostrazione. Siano α e β le due radici distinte di p e consideriamo la mappa
di Möbius g(z) = (z−α)/(z−β) che manda α e β, rispettivamente, nei punti
0 e ∞. Da un semplice calcolo segue che Np(z) = (z2 − αβ)/(2z − α− β) e
g(Np(z)) = (g(z))
2 = f(g(z)).
La dinamica della mappa f(z) = z2 è stata completamente studiata
nell’Esempio 2.1.1, in cui abbiamo dimostrato che l’orbita di un qualunque
punto fuori dal disco unitario converge ad uno dei due punti 0,∞. Pertanto, se
p è un polinomio di grado due con radici distinte siamo in grado di descrivere
la dinamica della mappa Np in termini della dinamica di f . Questo significa
che ogni punto fuori da una certa linea ha orbita che converge ad uno dei
due punti α, β (si vede usando lo stesso ragionamento mostrato nell’Esempio
2.2.2) e quindi ad una radice di p. In casi come questo si dice che la mappa
di Newton generalmente converge.
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Figura 4.1: Dinamica della mappa di Newton associata al polinomio z3−2z+2.
A ciascuna radice è associato un colore che rappresenta i punti del piano che
hanno orbita che converge a quella radice. In nero sono indicati i punti la cui
orbita non converge a una delle tre radici del polinomio.
Tuttavia, Cayley non fu in grado di stabilire simili risultati per polinomi
di grado superiore. Effettivamente per tali polinomi la situazione è più
complicata ed è possibile trovare insiemi aperti di punti la cui orbita non
converge a nessuna radice. Infatti:
Proposizione 4.1.2. Sia p un polinomio con deg(p) ≥ 3. Se α è un punto
k-periodico attrattivo della mappa Np con k ≥ 2 allora esiste un aperto U di
punti le cui orbite non convergono a una radice di p.
Dimostrazione. Sia A(α) = {z : (Nkp )n(z) → α} il bacino attrattivo di α
come punto fisso attrattivo della mappa Nkp . I punti α,Np(α), . . . , Nk−1p (α)
sono tutti distinti e per ogni z ∈ A(α) l’orbita {Nnp (z)}n non converge
ad un punto fisso di Np ma Nnkp (N jp(z)) → N jp(α) per n → ∞, per ogni
j = 0, . . . , k − 1.
Esempio 4.1.1. Se d = 3 e p(z) = z3 − 2z + 2 allora la mappa di Newton
Np(z) =
2(z3 − 1)
3z2 − 2
ha un 2-ciclo attrattivo 0 7→ 1 7→ 0, e quindi per ogni z appartenente
all’insieme {z : (f 2)n(z)→ 0} la successione {Nnp (z)}n non converge ad un
punto fisso di Np (si veda la Figura 4.1).
69
Quindi, la domanda fondamentale che ci poniamo è la seguente: È possibile
trovare un insieme di condizioni iniziali contenente per ciascuna radice del
polinomio almeno un punto la cui orbita converge a quella radice? In questa
discussione risponderemo a tale domanda.
Denotiamo d’ora in poi con Pd lo spazio di tutti i polinomi di grado d
con tutte le radici contenute nel disco unitario. Lo scopo di questo lavoro
è quello di costruire un insieme finito di condizioni iniziali che interseca il
bacino attrattivo di ogni radice di ogni polinomio in Pd e il cui numero di
elementi dipenda solo da d; precisamente esso conterrà O(d log2 d) punti. Tale
studio è basato sull’articolo How to find all roots of complex polynomials
by Newton’s method [11] di J. Hubbard, D. Schleicher e S. Sutherland. Il
principale teorema contenuto in questo articolo, come già anticipato, è il
seguente:
Teorema 4.1.3. Per ogni grado d ≥ 2, esiste un insieme Sd contenente al
massimo 1.11d(log d)2 punti di C con la seguente proprietà: per ogni polinomio
p ∈ Pd e per ogni radice ξ di p esiste almeno un punto sξ ∈ Sd nel bacino
locale della radice ξ, cioè tale che Nnp (sξ)→ ξ per n→∞.
L’ipotesi che tutti i polinomi abbiamo radici appartenenti al disco unitario
non è restrittiva; infatti possiamo estendere tale risultato anche a polinomi
complessi con radici fuori dal disco unitario.
Se p un polinomio complesso di grado d è possibile stimare il massimo
modulo delle radici di p, in un modo che tra poco vedremo, denotandolo con
µ := µ(p).
A questo punto, tutte le radici del polinomio p appartengono al disco
{z : |z| < µ} centrato nell’origine di raggio µ. Di conseguenza, è possibile
ricondursi al caso di polinomi con tutte le radici contenute nel disco unitario
scalando le radici di p di un fattore µ: infatti, basta cercare in un insieme Sd,
come nell’enunciato del Teorema 4.1.3, gli zeri del polinomio q(z) := p(µz) ∈
Pd (tali zeri sono della forma ξ/µ ∈ D con p(ξ) = 0). Successivamente,
basterà moltiplicare le radici di q(z), così ottenute, per un fattore µ al fine di
ottenere tutte le radici di p(z).
Ci sono vari modi di maggiorare il modulo degli zeri di un polinomio
complesso; un buon metodo è fornito dal seguente
Lemma 4.1.4. (Fujiwara’s bound) Sia p(z) =
∑d
i=0 aiz
i un polinomio
complesso. Definiamo
µ(p) : = 2 max
{∣∣∣∣an−1an
∣∣∣∣ , ∣∣∣∣an−2an
∣∣∣∣1/2 , ∣∣∣∣an−3an
∣∣∣∣1/3 , . . . , ∣∣∣∣a0an
∣∣∣∣1/n
}
.
Allora |ξ| ≤ µ(p) per ogni radice complessa ξ di p .
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Per una sua dimostrazione si veda [13, Sezione 27] .
4.2 Accessi all’infinito
Per dimostrare l’importante Teorema 4.1.3 abbiamo bisogno di introdurre
alcune nozioni fondamentali. Cominciamo, nella prossima proposizione, ad
elencare alcune proprietà di base della mappa di Newton di immediata
dimostrazione.
Proposizione 4.2.1. Sia p un polinomio di grado d e consideriamo la mappa
Np(z) = z − p(z)p′(z) . Allora Np gode delle seguenti proprietà:
1. il grado di Np coincide con il numero di radici distinte di p; in particolare,
se p ha d radici distinte allora deg(Np) = d;
2. le radici di p sono punti fissi attrattivi di Np; più precisamente,
(a) le radici semplici sono punti fissi superattrattivi;
(b) le radici con molteplicità k > 1 hanno, invece, moltiplicatore
λ = (k − 1)/k < 1;
3. gli unici punti fissi di Np sono gli zeri di p e il punto ∞; in particolare,
∞ è un punto fisso repulsivo con moltiplicatore λ = d/(d− 1) > 1;
4. i punti critici di Np sono le radici semplici di p e gli zeri di p′′ che non
annullano p′;
5. i punti critici di Np sono al più 2d− 2.
Dimostrazione. 1. Visto che deg(p′) = d− 1 e
Np(z) =
zp′(z)− p(z)
p′(z)
è ovvio che deg(Np) ≤ d. In particolare, deg(zp′(z) − p(z)) = d grazie al
fatto che d > 1. Gli zeri comuni a p′(z) e zp′(z) − p(z) sono le radici di
p di molteplicità strettamente maggiore di uno; quindi se p ha tutte radici
distinte allora deg(Np) = d poiché, in tal caso, i due polinomi non hanno
radici comuni e quindi sono coprimi tra loro.
Altrimenti, se ξ1, . . . , ξs sono le radici distinte di p con ξ1, . . . , ξt radici
multiple di molteplicità rispettivamente k1, . . . , kt (dove 0 < t ≤ s e ki > 1
per ogni i = 1, . . . , t), allora d =
∑t
i=1 ki + (s− t). In particolare, ogni radice
71
ξi per i = 1, . . . , t è uno zero comune ai due polinomi p′(z) e (zp′(z)− p(z))
di molteplicità ki − 1 per cui deg(Np) = d−
∑t
i=1(ki − 1) = s.
2. Se p(ξ) = 0 allora Np(ξ) = ξ; in particolare, se ξ è una radice semplice
visto che N ′p = (pp′′)/(p′)2 allora N ′p(ξ) = 0 e quindi ξ è un punto fisso
superattrattivo di Np. Se, invece, ξ è una radice di p con molteplicità k > 1
allora p(z) = (z − ξ)kq(z) con q(ξ) 6= 0 e si ha
N ′p(z) =
(z − ξ)2k−2[k(k − 1)q(z)2 + (z − ξ)h(z)]
(z − ξ)2k−2[kq(z) + (z − ξ)q′(z)]2 ,
dove h(z) = 2kq′(z)q(z) + (z− ξ)q(z)q′′(z); sostituendo z = ξ nella precedente
espressione otteniamo
N ′p(ξ) =
k(k − 1)
k2
=
k − 1
k
.
Per cui ξ è un punto fisso attrattivo di Np con moltiplicatore (k − 1)/k, dove
k è la molteplicità di ξ come radice di p.
3. Se ξ ∈ C è un punto fisso di Np allora 0 = Np(ξ) − ξ = p(ξ)/p′(ξ) e
quindi ξ è una radice di p. Inoltre, abbiamo anche
Np(∞) = lim
z→∞
Np(z) =∞
visto che Np è il quoziente di zp′(z)− p(z) al numeratore, che ha grado d, con
p′(z) al denominatore, che ha grado d− 1. Quindi ∞ l’unico punto fisso di
Np a non essere radice di p.
Ricordiamo che per definizione il moltiplicatore della mappa di Newton
nel punto ∞ è
λ = (h ◦Np ◦ h−1)′(0)
dove h(z) = 1/z, ma, in base a quanto visto nella Sezione 2.3, possiamo più
facilmente calcolarlo, utilizzando la Proposizione 2.3.1, come
λ = lim
z→∞
1
N ′p(z)
.
Conosciamo già l’espressione di N ′p(z); quindi se p(z) = adzd + · · · + a0,
abbiamo
1
N ′p(z)
=
(p′(z))2
p(z)p′′(z)
=
z2d−2(d2a2d + o(1))
z2d−2(a2dd(d− 1) + o(1))
.
Da qui abbiamo concluso perché passando al limite otteniamo
λ = lim
z→∞
1
N ′p(z)
=
d
d− 1 .
4. L’asserto è ovvio per il punto 2 e per il fatto che N ′p(z) = p(z)p′′(z)/p′(z).
5. Segue da 1. e dal Corollario 1.1.8.
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In questa sezione, come nel resto della tesi, denoteremo con p, tranne
avviso contrario, un elemento di Pd, quindi un polinomio di grado d con tutte
le radici appartenenti al disco unitario centrato nell’origine e con mappa di
Newton Np.
Come tra poco vedremo e come abbiamo avuto già modo di notare nei
capitoli precedenti, i punti critici determinano la dinamica di Np. In questa
discussione rivestirà un ruolo fondamentale il bacino locale di ciascuna radice
del polinomio p rispetto alla mappa Np = id− pp′ . Ricordiamo quindi che un
punto z0 appartiene al bacino attrattivo di una radice ξ di p se la successione
di iterate in z0
z0, z1 = Np(z0), . . . , zn+1 = Np(zn), . . .
converge a ξ. Abbiamo invece chiamato bacino locale di ξ, che in tal caso
denoteremo con Uξ, la componente connessa del bacino attrattivo a cui la
radice appartiene. Visto che le radici di p sono tutti e soli i punti fissi attrattivi
di Np spesso parleremo di radici anche per riferirci ai punti fissi attrattivi di
Np.
Prima di indagare sulla struttura dei bacini locali delle radici di p, enuncia-
mo e dimostriamo tre semplici lemmi; l’ultimo di questi sarà molto sfruttato
in seguito. Cominciamo con un risultato classico noto come Teorema di Lucas.
Lemma 4.2.2. (Lucas, 1874) Sia p un polinomio a coefficienti complessi
di grado d ≥ 2. Allora gli zeri di p′ sono contenuti nell’inviluppo convesso
delle radici di p. Inoltre, esso contiene tutti i punti critici della mappa di
Newton di p.
Dimostrazione. Supponiamo che il polinomio sia monico; quindi possiamo
scrivere p(z) =
∏d
i=1(z − ξi) con ξ1, . . . , ξd zeri di p non necessariamente tutti
distinti. Allora vale la relazione
p′(z)
p(z)
=
∑d
j=1
∏
i 6=j(z − ξi)∏d
i=1(z − ξi)
=
d∑
i=1
1
z − ξi , (4.1)
da cui si ricava che
p′(z) =
d∏
i=1
(z − ξi) ·
d∑
i=1
1
z − ξi .
Dimostriamo come prima cosa che ogni semipiano chiuso che contiene tutte
le radici di p contiene anche gli zeri di p′. Consideriamo allora un qualunque
semipiano chiuso H che contiene tutte le radici di p; più precisamente, a
meno di rotazioni si può supporre che H = {z ∈ C | Re(z) ≤ 0}. Se η 6∈ H,
allora η − ξi ha parte reale positiva così come 1/(η − ξi); per cui p′(η) 6= 0.
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Di conseguenza, gli zeri di p′(z) appartengono anch’essi al semipiano H
contenente tutte le radici di p. Quanto appena provato implica che gli zeri
di p′ sono contenuti nell’intersezione di tutti i semipiani chiusi contenenti le
radici di p; questa intersezione coincide, grazie alla Proposizione 1.2.12, con
l’inviluppo convesso degli zeri di p.
Osserviamo che l’inviluppo convesso degli zeri di p′ è contenuto nell’in-
viluppo convesso degli zeri di p, essendo quest’ultimo un insieme convesso
che contiene tutte le radici di p′. La seconda parte segue da quanto appena
osservato, e dal fatto che i punti critici di Np, cioè gli zeri di N ′p, sono le radici
semplici di p e gli zeri di p′′ che non annullano p′: infatti, per la prima parte,
gli zeri di p′′ sono contenuti nell’inviluppo convesso delle radici di p′ che è,
a sua volta, contenuto nell’inviluppo convesso degli zeri di p, e quindi per
transitività si ha la tesi.
Lemma 4.2.3. Sia p ∈ Pd. Per ogni z con |z| ≥ 1, si ha |Np(z)− d−1d z| < 1d
e |Np(z)| < |z|.
Dimostrazione. In base alla (4.1) possiamo scrivere la mappa di Newton del
polinomio p nella forma
Np(z) = z − 1∑
i
1
z−ξi
,
dove ξ1, . . . , ξd sono le radici di p, non necessariamente tutte distinte. Fissato
un punto z con |z| ≥ 1, sia D := {w : |w − z| < 1} il disco aperto di centro z
e raggio unitario; osserviamo che i punti della forma z − ξi, per i = 1, . . . , d,
sono elementi di D (essendo |ξi| < 1). Dato che 0 6∈ D (poiché |z| ≥ 1)
possiamo considerare l’insieme D′ := {w : w−1 ∈ D} che contiene tutti i punti
(z − ξi)−1. Se mostriamo che 1d
∑
i(z − ξi)−1 ∈ D′ abbiamo concluso; infatti,
dalla definizione di D′ otteniamo che∣∣∣∣∣ 11
d
∑
i
1
z−ξi
− z
∣∣∣∣∣ < 1
e quindi ∣∣∣∣Np(z)− d− 1d z
∣∣∣∣ =
∣∣∣∣∣ 1∑
i
1
z−ξi
− z
d
∣∣∣∣∣ < 1d .
Per provare che 1
d
∑d
i=1(z− ξi)−1 ∈ D′, basta osservare che D′ è esso stesso un
disco (o un semipiano se |z| = 1); precisamente, D′ è il disco di centro |z|2
(|z|2−1)z
e raggio R = 1|z|2−1 (rispettivamente, il semipiano Re(w/z¯) > 0 se |z| = 1).
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Siccome, in entrambi i casi, D′ è convesso, contiene ogni combinazione convessa
dei suoi punti, per cui 1
d
∑
i(z − ξi)−1 vi appartiene.
L’altra disuguaglianza dell’enunciato si ottiene sfruttando la precedente,
infatti
|Np(z)| < d− 1
d
|z|+ 1
d
≤ |z|.
Lemma 4.2.4. (Dominio di linearizzazione vicino al punto fisso ∞)
Siano p ∈ Pd, e U := {z ∈ C∞ : |z| > 1}. Allora esistono un dominio V ⊆ U
ed un biolomorfismo g : U −→ V tale che V ⊇ {z ∈ C∞ : |z| > (d+1)/(d−1)}
e Np ◦ g = id. Inoltre, esiste una mappa univalente ϕ : U −→ C∞ per cui
vale la relazione
ϕ ◦Np(z) = d− 1
d
ϕ(z)
per ogni z ∈ U .
Dimostrazione. Il punto fisso ∞ è un punto regolare per la mappa di Newton
Np (si veda la Definizione 1.1.5); pertanto esiste un intorno N di tale punto
in cui la mappa Np|N : N −→ C∞ è olomorfa ed iniettiva e quindi un
biolomorfismo sulla sua immagine. Poniamo N∞ := Np(N). Sia allora
g := Np|−1N : N∞ −→ N la sua inversa definita in un intorno del punto ∞;
per il Lemma 4.2.3, la mappa g verifica |g(z)| > |z|, per ogni z ∈ N∞ ⊆ U .
Il nostro prossimo obiettivo è provare che è possibile estendere g ad un
biolomorfismo definito su tutto U : ciò sarà possibile grazie al teorema di
monodromia ([15, Teorema 16.15]). Osserviamo che per il Lemma 4.2.2 i
punti critici della mappa di Newton di p appartengono all’inviluppo convesso
delle radici del polinomio; quindi tali punti sono tutti contenuti nel disco
unitario centrato nell’origine, e pertanto per ogni z ∈ U si ha N ′p(z) 6= 0.
L’idea è quella di estendere g lungo curve che hanno origine in un punto
di N∞ e terminano in un punto appartenente al dominio a cui vogliamo
estendere la funzione, nel nostro caso U . Ciò è possibile perché se γ è una
curva tutta contenuta in U tale che γ(0) ∈ N∞ e γ(1) ∈ U allora per ogni
t ∈ [0, 1], N ′p(γ(t)) 6= 0 e quindi esiste un intorno aperto Ut del punto γ(t) in
cui la mappa Np è invertibile con inversa gt scelta in modo tale che gt coincide
con gt−1 sull’intersezione dei loro insiemi di definizione. Possiamo quindi
ricoprire γ([0, 1]) con un numero finito U1, . . . , Uk di tali aperti (grazie alla
compatezza) e definire g incollando le singole estensioni gi per i = 1, . . . , k.
Il teorema di monodromia fornisce una condizione sufficiente per l’esistenza
di un’estensione di una funzione analitica ad una mappa analitica definita
su un dominio più grande. In particolare, essendo U ⊇ N∞ semplicemente
connesso e visto che è possibile estendere g lungo ogni curva in U con un
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estremo in N∞, per il teorema di monodromia, la mappa g si può estendere ad
una mappa analitica definita su U . Dunque possiamo considerare la mappa
estesa g : U −→ g(U) := V ⊆ U , che denotiamo ancora con lo stesso simbolo,
per cui vale la relazione Np ◦ g = id.
Dimostriamo ora che V contiene {z ∈ C∞ : |z| > (d+ 1)/(d− 1)}. Per il
Lemma 4.2.3 ∣∣∣∣|Np(z)| − d− 1d |z|
∣∣∣∣ < 1d ;
quindi se |z| > (d+ 1)/(d− 1) otteniamo
|Np(z)| > −1
d
+
d− 1
d
|z| > −1
d
+
d+ 1
d
= 1
perciò Np(z) ∈ U e dunque z = g(Np(z)) ∈ g(U) = V .
Per il Lemma 1.3.2, U è una superficie di Riemann iperbolica a cui è
associata la distanza di Poincaré dU . Grazie al lemma di Schwarz, per ogni
punto z ∈ U la mappa gn(z) converge al punto ∞ per n→∞; infatti si ha
|gn(z)| < |gn+1(z)| per ogni n ∈ N. Inoltre, per il teorema di linearizzazione
di Koenigs la mappa g è coniugata, vicino al suo punto fisso attrattivo ∞
con moltiplicatore λ = (d − 1)/d, alla mappa z 7→ (d/(d − 1))z. Possiamo
pertanto considerare la mappa ϕ : U −→ C∞ definita ponendo
ϕ(z) := lim
n→∞
(
d− 1
d
)n
gn(z) = lim
n→∞
gn(z)(
d
d−1
)n ;
tale limite converge per ogni z ∈ U ad un numero ben definito. Infatti dal
Lemma 4.2.3 per ogni z ∈ U si ha∣∣∣∣Np(g(z))− d− 1d g(z)
∣∣∣∣ = ∣∣∣∣z − d− 1d g(z)
∣∣∣∣ < 1d,
e quindi ponendo ϕn(z) =
(
d−1
d
)n
gn(z) otteniamo
|ϕn+1(z)− ϕn(z)| =
(
d− 1
d
)n ∣∣∣∣d− 1d g(gn(z))− gn(z)
∣∣∣∣ < (d− 1d
)n
1
d
.
Da qui, imitando la dimostrazione del Teorema 3.1.1, basta considerare la
serie telescopica ∑
n
|ϕn+1 − ϕn| <
∑
n
(
d− 1
d
)n
1
d
<∞ .
Quindi la mappa ϕ è olomorfa in quando limite uniforme di una successione di
mappe olomorfe (Teorema 1.2.8), e dal teorema di Hurwitz (Teorema 1.2.10)
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segue che ϕ è costante oppure iniettiva; ma dato che ϕ′(∞) 6= 0, la mappa ϕ
non può essere costante, e dunque è necessariamente iniettiva. In particolare,
ϕ(g(z)) = lim
n→∞
(
d− 1
d
)n
gn+1(z)
=
d
d− 1 limn→∞
(
d− 1
d
)n+1
gn+1(z) =
d
d− 1ϕ(z);
da cui su V si ricava ϕ ◦Np = ((d− 1)/d)ϕ.
Abbiamo quindi dimostrato che il dominio di linearizzazione della mappa
Np nel punto repulsivo ∞ contiene U . Ora vogliamo studiare più da vicino
il bacino locale di ciascuna radice di p. In generale, sappiamo che il bacino
locale di un punto fisso attrattivo di una mappa razionale o è semplicemente
connesso oppure ∞−connesso ([14, Teorema 8.9]). Il nostro scopo, ora, è
dimostrare che il bacino locale di ogni radice di p (rispetto alla mappa Np) è
semplicemente connesso; tale fatto sarà fondamentale per definire quelli che
chiameremo accessi all’infinito.
Teorema 4.2.5. Sia ξ un punto fisso attrattivo per una mappa razionale
f : C∞ −→ C∞ e sia U il bacino locale di ξ. Se ∂U contiene al più un punto
fisso di f allora U è semplicemente connesso.
Dimostrazione. Sia W0 ⊆ U un intorno semplicemente connesso del punto
ξ e supponiamo che ∂W0 sia una curva semplice e chiusa che non interseca
nessuna orbita dei punti critici, cioè ∂W0 ∩
⋃
n f
n(Crit(f)) = ∅, dove Crit(f)
è l’insieme dei punti critici di f ; inoltre, assumiamo che W0 ⊂ f−1(W0) sia
compatto in f−1(W0). Notiamo che l’insieme
⋃
n f
n(Crit(f)) è numerabile
(dato che per ogni n ∈ N l’insieme fn(Crit(f)) è finito) pertanto è sempre
possibile scegliere un intornoW0 di ξ con le proprietà richieste sopra (ad
esempio possiamo prendere un piccolo disco di centro ξ).
Per ogni k ∈ N, definiamo Wk := U ∩ f−k(W0); ovviamente ξ ∈ Wk dato
che f(ξ) = ξ, e quindi denotiamo con Vk la componente di Wk che contiene ξ.
È chiaro che Wk ⊂ Wk+1 e Vk ⊂ Vk+1. Le componenti di bordo di Wk, così
come quelle del bordo di Vk, sono curve semplici e chiuse dal momento che
abbiamo supposto che il bordo di W0 non interseca nessuna orbita dei punti
critici di f .
L’unione V := ∪kVk ⊆ U è un aperto a cui ξ, ovviamente, appartiene;
vogliamo provare che U = V . Se così non fosse, sia z ∈ U \ V . Allora esiste
qualche m0 ∈ N tale che fm(z) ∈ W0 per ogni m ≥ m0; questo avviene
perché z ∈ U e quindi per definizione fn(z) → ξ per n → ∞. Inoltre, per
la continuità di f , esiste un intorno connesso N ⊆ U del punto z tale che
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fm0(N) ⊆ W0, cioè N ⊆ Wm0 = f−m0(W0) ∩ U e quindi N ⊆ Wm per ogni
m ≥ m0. Dall’ipotesi che z 6∈ V , segue che z appartiene a una componente
di Wm diversa da Vm, e quindi N ∩ Vm = ∅ per ogni m ≥ m0. È chiaro
che N ∩ Vk = ∅, anche per k < m0: altrimenti, per il fatto che Vn ⊆ Vn+1,
si avrebbe N ∩ Vm 6= ∅ per ogni m ≥ m0; perciò N ⊆ U \ V . Ma allora
abbiamo provato che U \ V è aperto e che U = V ∪ (U \ V ) è unione di due
aperti disgiunti, contro l’ipotesi che U sia connesso. Pertanto U \ V = ∅ e
quindi U = V . In particolare, se tutti gli insiemi della famiglia {Vk}k sono
semplicemente connessi allora anche la loro unione V = ∪kVk è uno spazio
semplicemente connesso.
Se U non è semplicemente connesso, per quanto appena detto, deve
esistere almeno un indice k per cui Vk non è semplicemente connesso. Allora,
in base al Teorema 2.5.1, C∞ \ Vk è sconnesso. Sia quindi k il minimo con
questa proprietà, e dimostriamo che ogni componente di C∞ \ Vk contiene
almeno un punto fisso di f . Sia A una componente di C∞ \ Vk. L’insieme
Vk \ V k−1 è connesso per archi. La precedente affermazione segue dal fatto
che stiamo rimuovendo da un insieme aperto e connesso Vk un insieme chiuso
V k−1 semplicemente connesso (k è il minimo per cui Vk non è semplicemente
connesso). Visto che ∂A ⊆ ∂Vk e ∂Vk viene a sua volta mandato tramite f
in ∂Vk−1 possiamo scegliere un arco γ0 in V k \ Vk−1 che connette un punto
z1 ∈ ∂A ad un punto z0 = f(z1) ∈ ∂Vk−1 e che non interseca nessuna orbita
che contiene punti critici in U . Questo è possibile perché il numero dei punti
critici è finito. Sia γ1 la componente di f−1(γ0) che parte da z1; supponiamo
che γ1 termina in z2 tale che f(z2) = z1, e continuiamo in questo modo:
sia γk+1 la componente di f−1(γk) che parte da zk+1 e termina in zk+2 con
f(zk+2) = zk+1, e così via. Ciascuna curva γk è contenuta interamente in A.
Sia γ =
⋃
n≥1 γn l’unione di tali curve, cioè γ : [0,∞) −→ U con γ|[n,n+1] = γn
per ogni n ∈ N; in particolare si ha γ(n) = zn e γ(n+ 1) = f(γ(n)) per ogni
n ∈ N. Proviamo che la successione {γ(n)}n = {zn}n di punti di A converge
ad un punto fisso della mappa f appartenente a ∂U .
Dato che U = V e il numero di punti critici di f è finito deve esistere un
indice n per cui Wn contiene tutti i valori critici di f in U . Allora
f : U \W n+1 −→ U \W n
è un rivestimento e quindi per il teorema di Pick ([14, Teorema 2.11]) f è
un’isometria locale rispetto alle metriche di Poincaré dei due spazi. Inoltre
se ν : [0, 1] −→ U \W n+1 è una curva di lunghezza l rispetto alla metrica di
Poincaré su U \W n+1 (Definizione 1.3.4) allora f ◦ ν : [0, 1] −→ U \W n è una
curva di stessa lunghezza l rispetto alla metrica di Poincaré su U \W n, cioè
Ln+1(ν) = Ln(f ◦ ν) .
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Inoltre dato che ι : U \W n+1 ↪→ U \W n (ma U \W n+1 6= U \W n) per il
lemma di Schwarz-Pick applicato all’inclusione ι (Corollario 1.3.7) si ha
Ln(ν) < Ln+1(ν)
da cui mettendo insieme le due disuguaglianze otteniamo
Ln(ν) < Ln(f ◦ ν) .
Per ogni i+k ≥ n la curva γi è contenuta in U \W n e la lunghezza delle curve
γi decresce se si considera su entrambi gli spazi la metrica di Poincaré su
U \W n. L’insieme dei punti di accumulazione di γ(t) per t→∞, per il Lemma
2.5.12, è un sottoinsieme connesso di ∂U che viene fissato puntualmente da f ;
pertanto, dato che l’insieme dei punti fissi di f è finito, l’insieme dei punti di
accumulazione di γ deve contenere un unico punto che è un punto fisso di f
appartenente a A ∩ ∂U .
Di conseguenza, se U non è semplicemente connesso allora il suo bordo
deve contenere almeno due punti fissi di f ; pertanto, nelle nostre ipotesi, U è
semplicemente connesso.
Lemma 4.2.6. Se ξ è una radice di un polinomio complesso p allora ∂Uξ
può contenere al massimo un punto fisso di Np e questo punto può coincide
solo con il punto ∞.
Dimostrazione. Abbiamo già osservato che gli unici punti fissi della mappa
di Newton Np sono le radici di p e il punto ∞. È chiaro che nessuna radice
di p può appartenere a ∂Uξ : infatti, tale bordo è, per il Corollario 2.4.8,
contenuto nell’insieme di Julia di Np, mentre tutte le radici di p appartengono
all’insieme di Fatou, essendo punti fissi attrattivi di Np (Proposizione 2.3.2).
Quindi ∞ è l’unico punto fisso di Np che può appartenere al bordo di Uξ.
Corollario 4.2.7. Sia ξ una radice di un polinomio complesso p con deg(p) =
d, e supponiamo che ξ sia una radice di molteplicità minore di d. Allora il baci-
no locale Uξ è semplicemente connesso; in particolare, esiste un biolomorfismo
ϕ : D −→ Uξ tale che ϕ(0) = ξ e ϕ′(0) ∈ R+.
Dimostrazione. Dal Teorema 4.2.5 e dal precedente lemma segue immedia-
tamente che Uξ è semplicemente connesso. Se ξ ha molteplicità minore di
d allora deg(Np) ≥ 2, e quindi J(Np) è infinito. Di conseguenza, dato che
J(Np) ∩ Uξ = ∅, si ha Uξ 6= C. A questo punto, per ottenere la seconda
parte, basta applicare il Teorema di uniformizzazione di Riemann (Teorema
1.2.11).
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Siano ξ, Uξ e ϕ come nel precedente corollario e definiamo la mappa f
attraverso il seguente diagramma:
Uξ
Np−→ Uξ
↑ϕ ↑ϕ
D f−→ D
(4.2)
per cui f := ϕ−1◦Np◦ϕ. In virtù del Lemma 2.5.8, la mappa Np|Uξ : Uξ −→ Uξ
è propria e dξ := deg(Np|Uξ) ≤ d. Se mξ è il numero di punti critici di Np in
Uξ contati con la loro molteplicità allora, per il Teorema 2.5.9, i numeri mξ e
dξ sono legati dalla relazione
dξ = dξχ(Uξ) = χ(Uξ) + δNp(Uξ) = 1 +mξ ,
dove abbiamo usato il fatto che χ(Uξ) = 1 poiché Uξ è, in base al Teorema
4.2.5, semplicemente connesso. Di conseguenza, la mappa f = ϕ−1 ◦Np ◦ ϕ
è anch’essa olomorfa e propria di grado mξ + 1. La prossima proposizione
mostra che è possibile esprimere f come prodotto di trasformazioni di Möbius.
Precisamente:
Proposizione 4.2.8. Sia f : D −→ D una mappa olomorfa propria di grado
m+ 1. Allora f è della forma
B(z) = eiθ
m∏
j=0
z − aj
1− ajz , (4.3)
con aj ∈ D per ogni 0 ≤ j ≤ m, e θ ∈ [0, 2pi).
Dimostrazione. Siano a0, . . . , am ∈ D gli zeri della mappa f , ripetuti in
accordo con la loro molteplicità. Poniamo
g(z) :=
m∏
j=0
z − aj
1− ajz ,
si noti che le mappe f(z)/g(z) e g(z)/f(z) sono entrambe olomorfe in D.
Vogliamo provare che f(z) = eiθg(z) per qualche θ ∈ [0, 2pi). Osserviamo che
lim
r→1
|f(reiθ)| = 1;
infatti, dall’ipotesi che f è propria e che quindi l’immagine inversa di ogni
compatto è compatta in D, abbiamo che per ogni r < 1 si ha f−1(Dr) ⊆ Dρ
per qualche ρ < 1. In particolare,
lim
r→1
∣∣∣∣f(reiθ)g(reiθ)
∣∣∣∣ = limr→1 |f(reiθ)| = 1
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dove abbiamo usato il fatto che |g(z)| = 1 per ogni z ∈ ∂D. A questo punto,
dall’osservazione che entrambe le mappe f/g e g/f sono prive di zeri in D (in
quanto ogni zero di f è uno zero di g, e viceversa) segue che se una delle due
ha un valore in modulo minore di uno l’altra ha un valore in modulo maggiore
di uno, contro il principio del massimo modulo. Di conseguenza, otteniamo∣∣∣∣fg
∣∣∣∣ = ∣∣∣∣ gf
∣∣∣∣ = 1
su tutto il disco D, e quindi f/g è una mappa costante di modulo 1. Pertanto
f(z)/g(z) = eiθ per qualche θ ∈ [0, 2pi) e per ogni z ∈ D, da cui l’asserto.
Definizione 4.2.1. Mappe della forma (4.3) si chiamano prodotti di Blaschke.
Evidentemente l’espressione (4.3) è completamente determinata dagli zeri
di f a meno di una costante moltiplicativa. Riassumiamo nella seguente
proposizione alcune delle proprietà dei prodotti di Blaschke.
Proposizione 4.2.9. Sia B un prodotto di Blaschke come in (4.3). Allora
1. la mappa B è simmetrica rispetto ad S1, nel senso che commuta con la
riflessione rispetto al cerchio unitario τ(z) = 1/z;
2. D e C∞ \ D (e quindi S1) sono insiemi B-invarianti;
3. l’insieme di Julia di B è contenuto in S1;
4. se 0 è uno degli zeri di B allora 0 ed ∞ sono punti fissi attrattivi per
B. In particolare, l’insieme di Julia coincide con S1.
Dimostrazione. 1. Si tratta di verificare che B(1/z) = 1/B(z) e questo è un
semplice conto. Infatti:
B
(
1
z
)
= eiθ
m∏
i=0
1− aiz
z − ai = e
−iθ
m∏
i=0
1− aiz
z − ai =
1
B(z)
.
2. La mappa B è prodotto di automorfismi che preservano il disco unitario
e il complementare della sua chiusura e quindi S1, di conseguenza tali insiemi
sono anche B-invarianti.
3. Per il Teorema 2.4.3 l’insieme di Julia è minimale rispetto alla proprietà
di essere chiuso, completamente invariante ed infinito, per cui J(B) ⊆ S1.
4. Senza perdita di generalità supponiamo che a0 = 0 e denotiamo con
φaj la mappa (z − aj)/(1− ajz), per j = 1, . . . ,m. Dunque possiamo scrivere
B(z) = eiθz
∏m
i=1 φaj(z) mentre la sua derivata
B′(z) = eiθ
m∏
i=1
φai(z) + e
iθz
m∑
j=1
∏
i 6=j
φai(z)φ
′
aj
(z); (4.4)
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ponendo z = 0 il secondo addendo nella (4.4) si annulla ed otteniamo
B′(0) = (−1)meiθ
m∏
i=1
ai ,
il cui modulo è strettamente minore di 1 dato che tutti gli ai ∈ D per 1 ≤ i ≤ m.
Pertanto 0 è un punto fisso attrattivo e per la simmetria dimostrata nel primo
punto dell’enunciato anche il punto ∞ lo è.
Visto che |B′(0)| < 1 dal lemma di Schwarz ([14], Lemma 1.2) segue che
|B(z)| < |z| per ogni z ∈ D \ {0}. Quindi l’intero disco D è contenuto nel
bacino attrattivo di 0, che denotiamo con A0, e sempre per simmetria, C∞ \D
è contenuto nel bacino attrattivo del punto ∞, che denotiamo con A∞. Ma
dalla completa invarianza di S1 otteniamo A0 = D e A∞ = C∞\D. Da questo
fatto, grazie al Corollario 2.4.8, segue che J(B) = ∂A0 = ∂A∞ = S1.
Ritornando alla mappa f definita nel diagramma (4.2), abbiamo che
f(0) = ϕ−1(Np(ϕ(0))) = 0 e quindi almeno uno degli aj deve essere uguale a
zero. A patto di rinominarli supponiamo sia a0, per cui
f(z) = zeiθ
mξ∏
j=1
z − aj
1− ajz
dove mξ è, come già detto, il numero di punti critici della mappa Np ristretta
al bacino locale Uξ contati con la loro molteplicità.
Osserviamo subito che ogni bacino locale contiene almeno un punto critico
di Np, cioè mξ ≥ 1 per ogni radice ξ di p: infatti, se ξ è una radice semplice
allora è essa stessa un punto critico di Np (Proposizione 4.2.1); se, invece, ξ è
una radice multipla basta usare il Teorema 3.1.4 il quale garantisce l’esistenza
di un punto critico di Np in ogni bacino locale.
Abbiamo dimostrato (Lemma 4.2.6) che se ξ è una radice di p allora ∂Uξ
può contenere al più un unico punto fisso di Np; la proprietà chiave che ci
permetterà di trovare tutte le radici è che il punto∞ appartiene effettivamente
al bordo del bacino locale di ogni radice di p.
Nella nostra discussione sarà fondamentale la nozione di accesso all’infinito,
per cui diamo subito la seguente centrale definizione
Definizione 4.2.2. Sia U ⊂ C∞ un dominio semplicemente connesso. Un
punto z ∈ ∂U si dice accessibile da U se esiste una curva γ : [0, 1] −→ C∞
semplice tale che γ(1) = z e γ([0, 1)) ⊆ U . In tal caso, diremo anche che la
curva γ termina in z. (Equivalentemente, z è accessibile da U se esiste una
curva γ : [0, 1) −→ U tale che limt→1− γ(t) = z ).
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Siano z0 ∈ U , e z ∈ ∂U un punto accessibile da U . Una classe di omotopia
in U ∪ {v} di curve semplici γ : [0, 1] −→ C∞ tali che γ(0) = z0, γ(1) = z e
γ([0, 1)) ⊆ U prende il nome di accesso al punto z da U . Se z =∞ parleremo
di accesso all’infinito.
Possiamo osservare che la scelta del punto z0 è irrilevante nel senso che
per ogni altro punto z′0 c’è una corrispondenza biunivoca tra gli accessi ad un
punto z definiti da curve per cui γ(0) = z0 e quelli allo stesso punti definiti
da curve per cui γ(0) = z′0. Tale corrispondenza è data da: γ ←→ γ0 ∪ γ dove
γ0 è una curva in U che connette i punti z0 e z′0 e γ come nella precedente
definizione.
Tra poco vedremo che se ξ è una radice di p e Uξ il suo bacino locale, allora
esiste sempre almeno un accesso all’infinito da Uξ; in particolare, proveremo
che il numero di accessi all’infinito da un qualunque bacino locale U associato
ad una radice di p è finito e coincide con il numero di punti critici della mappa
Np in U , contati con la loro molteplicità.
Prima di enunciare rigorosamente tale risultato facciamo alcune osserva-
zioni che saranno molto utili per la sua dimostrazione.
Come prima cosa notiamo che se ϕ : D −→ Uξ è la mappa di Riemann tale
che ϕ(0) = ξ allora ogni punto ζ ∈ ∂D in cui il limite radiale limt→1− ϕ(tζ)
esiste ed è uguale a z ∈ ∂Uξ definisce un accesso al punto z da U tramite
l’immagine del raggio da 0 a ζ. Inoltre, vale la pena di enunciare il prossimo
risultato che sarà usato in seguito.
Teorema 4.2.10. [6] Siano U un dominio semplicemente connesso del piano
complesso e ϕ : D −→ U una mappa di Riemann ad esso associata. Fissato
v ∈ ∂U , esiste una corrispondenza biunivoca tra gli accessi da U al punto v
e i punti ζ ∈ ∂D in cui il limite radiale di ϕ in ζ esiste ed è uguale a v. La
corrispondenza è la seguente:
1. Se A è un accesso al punto v ∈ ∂U allora esiste un punto ζ ∈ ∂D tale
che il limite radiale in ζ è uguale a v, ed inoltre per ogni curva γ ∈ A
ϕ−1(γ) termina in ζ. Pertanto ad accessi differenti corrispondono punti
in ζ ∈ ∂D distinti.
2. Viceversa, se il limite radiale di ϕ in un punto ζ ∈ ∂D è uguale a
v ∈ ∂U allora esiste un accesso A al punto v da U tale che per ogni
curva η ⊆ D che termina in ζ, se ϕ(η) termina in qualche punto w ∈ C,
allora w = v e ϕ(η) ∈ A.
Teorema 4.2.11. Ogni bacino locale associato ad una radice di p ha un
numero finito di accessi all’infinito. Più precisamente, se ξ una radice di p,
allora il numero di accessi all’infinito da Uξ coincide con il numero mξ di
punti critici della mappa Np|Uξ , contati con la loro molteplicità.
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Dimostrazione. Per semplicità di notazione omettiamo l’indice ξ e denotiamo
con U il bacino locale di ξ e con m il numero dei punti critici di Np in U
contati con la loro molteplicità.
Sappiamo dal Corollario 4.2.7 che il bacino locale U è semplicemente
connesso ed esiste un unico biolomorfismo ϕ : D −→ U tale che ϕ(0) = ξ e
ϕ′(0) ∈ R+. Sia f := ϕ−1 ◦ Np ◦ ϕ come in (4.2). La mappa f : D −→ D è
propria ed olomorfa di grado m+ 1 e f(0) = 0. Dalla Proposizione 4.1.7 segue
che tale mappa è un prodotto di Blaschke e quindi si estende ad una mappa
olomorfa, che denotiamo ancora con f , da C∞ in sé sempre di grado m+ 1.
In base alla Proposizione 4.2.9 sappiamo che i punti 0 ed∞ sono entrambi
punti fissi attrattivi e che l’insieme di Julia di f coincide con S1.
Visto che ∂D (così come il disco D e il complementare della sua chiusura
C∞ \ D) è un insieme completamente f -invariante, f non può avere punti
critici in S1; altrimenti si avrebbe f ′(z) = 0 per qualche z ∈ S1, ma quindi
l’immagine di S1 non sarebbe più una curva semplice contraddicendo così la
sua completa f -invarianza. Quindi f : S1 −→ S1 è un rivestimento di grado
m+ 1. Inoltre, notiamo che la molteplicità di 0 come un punto fisso di f è
uno in quanto f ′(0) − 1 6= 0 dato che |f ′(0)| < 1 (si veda il conto fatto nel
punto 4 della Proposizione 4.2.9).
Nel primo capitolo abbiamo osservato che una mappa di grado m+ 1 ha
esattamente m+ 2 punti fissi contati con la loro molteplicità. La mappa f
ha due punti fissi attrattivi in 0 ed ∞ (entrambi di molteplicità uno); gli
altri m punti fissi, ξ1, . . . , ξm, devono necessariamente appartenere ad S1.
Infatti, essi non possono appartenere né a D né a C∞ \D, in quanto essi sono
rispettivamente i bacini attrattivi dei punti 0 ed ∞ (si veda la dimostrazione
del punto 3 della Proposizione 4.2.9). Inoltre, per il lemma di Julia [1],
f ′(ξi) ∈ R+ per ogni i = 1, . . . ,m. Inoltre, tali punti devono necessariamente
essere repulsivi: infatti, essi non possono essere né attrattivi né parabolici
altrimenti avrebbero un bacino che attrae punti di C∞ \ S1 ma ciò non è
possibile per quanto appena discusso, e non possono essere ellittici in quanto
f ′(ξi) è un numero reale. Dunque l’unica possibilità è che essi siano tutti
repulsivi.
Il prossimo passo sarà dimostrare che esiste una corrispondenza biunivoca
tra i punti fissi di f in S1 e gli accessi all’infinito da U ; dato che uno dei nostri
scopi è provare che gli accessi sono esattamente m è necessario osservare che
gli m punti fissi repulsivi di f in S1 sono tutti distinti. Ma ciò è ovvio per il
fatto che f non ha punti critici in S1: infatti se ξi, per qualche i ∈ {1, . . . ,m},
fosse un punto fisso di f con molteplicità k ≥ 2 allora si avrebbe f ′(ξi) = 0.
Pertanto i punti ξ1, . . . , ξm sono tutti distinti.
Se ∂U è localmente connesso allora per il teorema di Carathéodory ([14,
Teorema 17.14]) è possibile estendere con continuità la mappa ϕ : D −→ U
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al bordo da ∂D in ∂U ; in questo caso gli m punti fissi di f in S1 vengono
mandati tramite ϕ in m punti fissi di Np in ∂U . Infatti, grazie alla continuità
di tutte le funzioni coinvolte, otteniamo
ϕ(ξi) = ϕ(f(ξi)) = lim
t→1
ϕ(f(tξi)) = lim
t→1
Np(ϕ(tξi)) = Np(ϕ(ξi)) .
Sappiamo che un punto fisso della mappa Np in C è una radice di p, che
quindi non può appartenere a ∂U ; perciò, l’unica possibilità è che le immagini
tramite ϕ degli m punti fissi di f in S1 siano l’unico punto fisso di Np che
non è radice di p, ovvero il punto ∞. Osserviamo che in tal modo abbiamo
provato che il punto ∞ appartiene al bordo del bacino attrattivo di ciascuna
radice di p, come avevamo anche già anticipato. Pertanto, per ogni ξi punto
fisso di f in S1, se γ è una curva semplice tale che γ([0, 1)) ⊆ D e γ(1) = ξi
allora ϕ(γ) definisce un accesso al punto ∞. Vogliamo provare che questi
sono tutti e soli i possibili accessi all’infinito da U . Ma questo segue subito
dal Teorema 4.2.10 perché esiste una corrispondenza biunivoca tra gli accessi
all’infinito da U e i punti ζ ∈ S1 la cui immagine tramite ϕ coincide con il
punto infinito e quindi, essendo i punti ξi tutti distinti e gli unici ad essere
mappati da ϕ nel punto ∞ (altrimenti, se ϕ(ζ) = ∞ per qualche ζ ∈ ∂D,
allora f(ζ) = ζ) abbiamo esattamente m accessi all’infinito da U .
Se, invece, ∂U non è localmente connesso allora sempre per il Teorema
di Carathéodory [14] non è possibile estendere ϕ al bordo con continuità; in
questo caso sarà utile la nozione di limite radiale. Il nostro obiettivo è provare
che
1. ad ogni punto fisso ξi di f in S1 corrisponde un unico accesso all’infinito
da U ;
2. a punti fissi distinti di f in S1 corrispondono accessi distinti;
3. ad ogni accesso all’infinito da U corrisponde un punto fisso ξi di f in
S1 per cui il limite radiale di ϕ in ξi è uguale al punto ∞.
Sia γ ⊆ D una curva non tangenziale che termina in ξi per cui si abbia
γ ⊆ f(γ). L’insieme dei punti di accumulazione in ∂U della curva immagine
ϕ(γ) è fissato puntualmente da Np. Pertanto, in base al Lemma 4.2.6, tale
insieme contiene un unico punto che è il punto ∞ e di conseguenza la curva
ϕ(γ) termina in ∞. In questo modo abbiamo associato ad ogni punto fisso
ξi di f in S1 un accesso all’infinito. Per completare dobbiamo provare che
questi sono tutti distinti e che sono gli unici possibili accessi all’infinito da U .
Intanto osserviamo che ogni punto ξi ∈ S1 definisce un unico accesso
all’infinito: infatti due curve non tangenziali allo stesso punto di bordo di
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D sono omotope tramite l’omotopia H : [0, 1] × [0, 1] −→ D ∪ {ξi} tale che
H(s, t) = tγ1(s) + (1− t)γ2(s), e quindi definiscono lo stesso accesso.
Proviamo ora che da punti fissi distinti di f in S1 si ottengono, nel modo
descritto sopra, curve non omotope in U e quindi accessi all’infinito distinti.
Siano ξi 6= ξj due punti fissi di f in S1 e consideriamo due raggi γi, γj ⊆ D che
terminano rispettivamente in ξi e ξj . Supponiamo che le curve ϕ(γi), ϕ(γj) ⊆
U siano omotope tramite un’omotopia che fissa ϕ(γi(1)) = ϕ(γj(1)) = ∞.
Una delle componenti limitate dalla curva chiusa e semplice (perchè ϕ è
iniettiva) ϕ(γi) ∪ ϕ(γj) deve essere contenuta in U . Se denotiamo con V tale
componente e con S = ϕ−1(V ) allora anche S è una componente limitata
dalle curve γi e γj, cioè uno dei due settori di D delimitati dalle curve γ1 e
γ2. Entrambi gli insiemi V ed S sono domini di Jordan e quindi grazie al
Teorema di Caratheodory ([14], Teorema 17.16) la mappa ϕ si estende ad un
omeomorfismo dalla chiusura di S alla chiusura di V . Tutti i punti di S1 ∩ S
vengono mandati tramite ϕ in un unico punto appartenente a ∂U , ma ciò
evidentemente non è possibile essendo ϕ un omeomorfismo. Pertanto a punti
fissi distinti di f in S1 corrispondono accessi distinti.
Infine proviamo che ogni accesso da U al punto infinito è ottenuto in questo
modo. Sia γ : [0, 1] −→ U ∪{∞} un rappresentante di una classe di omotopia
di curve semplici che congiungono la radice ξ di p al punto infinito; vogliamo
provare che una delle m curve in U costruite precedentemente appartiene a
tale classe. Per il Teorema 4.2.10, esiste θ ∈ ∂D tale che il limite radiale di
ϕ in θ è uguale al punto ∞ e la curva ϕ−1(γ) ⊂ D termina in θ; diremo θ il
punto associato a γ. Se proviamo che θ è un punto fisso di f allora abbiamo
concluso. Poniamo θ0 := θ. Per ogni k ≥ 1, Nkp (γ) rappresenta un accesso
all’infinito a cui è associato un punto θk ∈ ∂D. Osserviamo che la mappa
Np è un omeomorfismo locale vicino al punto ∞; infatti i punti critici di Np
sono tutti contenuti nel disco unitario D, quindi ogni punto vicino al punto
∞ possiede un intorno U in cui N |U è un omeomorfismo sulla sua immagine.
Abbiamo già dimostrato che ad ogni punto fisso di f in S1 è associato un unico
accesso all’infinito da U ; questo insieme al fatto che Np è un omeomorfismo
locale implica che tutti i punti θk sono contenuti nella stessa componente di
S1 con tutti i punti fissi di f rimossi. Questa componente è omeomorfa ad un
intervallo in cui la successione di punti {θk}k≥0 è monotona e quindi converge
tramite f ad un punto fisso di f in S1. Dato che tutti i punti fissi di f sul
bordo del disco sono repulsivi esiste un indice k0 ∈ N tale che θk = θk0 per
ogni k ≥ k0; ma essendo la successione monotona l’unica possibilità è che sia
k0 = 1
Quindi abbiamo provato che, in entrambi i casi, il numero di accessi
all’infinito coincide con il numero di punti fissi di f in S1 che è esattamente
pari al numero di punti critici della mappa di Newton di p all’interno del
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bacino locale U .
In conclusione, visto il fatto che mξ ≥ 1, come osservato precedentemente,
esiste sempre almeno un accesso all’infinito da ogni bacino di attrazione di
ogni radice di p.
Definizione 4.2.3. Un canale di una radice ξ di p è una qualsiasi componente
connessa illimitata di Uξ \ D.
Ad ogni accesso all’infinito da Uξ corrisponde un unico canale di ξ. Dato
che ogni circonferenza con centro l’origine e raggio R > 1 interseca ogni canale
e dunque ogni bacino locale possiamo cercare in qualche disco contenente
il disco unitario i punti con cui costruire l’insieme delle condizioni iniziali
per trovare tutte le radici di p. In altre parole, per ogni punto fisso ξ di Np,
e quindi per ogni radice di p, in ciascun disco contenente il disco unitario
possiamo trovare punti le cui orbite convergono a ξ.
4.3 Modulo
In questa sezione intendiamo dare alcune importanti definizioni che saranno
fondamentali in seguito per studiare la geometria dei canali introdotti nella
Definizione 4.2.3. Una discussione approfondita di tali argomenti è affrontata
in [5, Sezione I.D] e in [3, Capitolo 4].
D’ora in poi, tranne avviso contrario, denoteremo con Ω una regione del
piano e con Γ una famiglia i cui elementi sono curve rettificabili in Ω. Se
Ω viene mandato in Ω′ tramite un biolomorfismo f allora l’insieme Γ viene
trasformato in un insieme Γ′ = {f ◦ γ : γ ∈ Γ} di curve in Ω′. Vogliamo
definire un numero λΩ(Γ) che sia invariante per biolomorfismi, cioè tale che
λΩ(Γ) = λΩ′(Γ
′). Tale quantità sarà chiamata lunghezza estremale di Γ in Ω e
denotata con il simbolo λΩ(Γ). Per dare una definizione precisa introduciamo
le seguenti nozioni.
Definizione 4.3.1. Una funzione misurabile ρ : Ω −→ R si dice ammissibile
se verifica le seguenti proprietà:
1. ρ ≥ 0;
2. 0 < A(Ω, ρ) := ∫ ∫
Ω
ρ2(x, y)dxdy <∞.
Definizione 4.3.2. Se ρ è una funzione ammissibile e γ ∈ Γ, definiamo la
lunghezza di γ rispetto a ρ come
Lγ(ρ) =
∫
γ
ρ(z)|dz| ,
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Figura 4.2: Dinamica della mappa di Newton per un polinomio di grado
7 con tutte radici semplici (p′(α) 6= 0); colori differenti denotano i bacini
attrattivi delle diverse radici e l’intensità del colore rappresenta la rapidità
di convergenza alla radice. La mappa di Newton associata al polinomio ha
esattamente 12 punti critici (tra questi 7 sono le radici del polinomio). Per
ogni radice il numero di accessi all’infinito coincide con il numero di punti
critici all’interno del bacino.
Figura 4.3: Stessa immagine della Figura 4.1 questa volta rappresentata nella
sfera di Riemann attraverso la proiezione stereografica. Il punto fisso repulsivo
∞ è visibile in cima alla sfera e con esso gli accessi all’infinito: in figura si
possono chiaramente notare quattro radici con un unico accesso all’infinito
(arancione, celeste, viola e giallo), due radici con tre accessi (rosso e verde)
ed un’unica radice con due accessi (blu).
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se tale integrale esiste; altrimenti, ponendo Lγ(ρ) =∞.
Al fine di definire una quantità invariante per trasformazioni conformi che
dipenda solo da Γ, introduciamo la quantità
LΓ(ρ) := inf
γ∈Γ
Lγ(ρ) ;
a questo punto, abbiamo tutti gli strumenti per dare la seguente
Definizione 4.3.3. Diremo lunghezza estremale di Γ in Ω la quantità
λΩ(Γ) := sup
ρ
LΓ(ρ)
2
A(Ω, ρ) ,
dove l’estremo superiore è calcolato al variare di ρ tra tutte le funzioni
ammissibili di Ω.
Definizione 4.3.4. Il reciproco della lunghezza estremale di Γ, λΩ(Γ), prende
il nome di modulo di Γ in Ω e si denota con MΩ(Γ).
Così come speravamo λΩ(Γ) è invariante per biolomorfismi e questo è
ovvio dalle definizioni. Inoltre, dobbiamo osservare che λΩ(Γ) non dipende
da Ω nel senso che se Ω′ è un altro dominio del piano per cui Ω ⊆ Ω′ allora
λΩ(Γ) = λΩ′(Γ). Infatti, per provare che λΩ(Γ) ≤ λΩ′(Γ) basta considerare
per ogni funzione ammissibile ρ su Ω la funzione ammissibile ρ′ su Ω′ che
coincide con ρ su Ω ed è nulla sul complementare Ω′ \ Ω. Per ottenere
l’altra disuguaglianza basta restringere le funzioni ammissibili di Ω′ ad Ω.
Possiamo quindi semplificare la notazione scrivendo solamente λ(Γ). In certi
casi ritornerà la notazione λΩ(Γ); questo perché, come nei prossimi esempi, è
l’insieme Γ a dipendere da Ω. In ogni caso quando sarà chiaro dal contesto
ometteremo il pedice.
Per capire meglio la Definizione 4.3.3 diamo alcuni esempi di famiglie di
curve e calcoliamo per esse la corrispondente lunghezza estremale.
Esempio 4.3.1. Sia R = [0, a]× [0, b] un rettangolo chiuso di base a e altezza
b e sia Γ l’insieme delle curve che congiungono la coppia di lati verticali del
rettangolo. Proviamo che λR(Γ) = ab (e di conseguenza MΩ(Γ) =
b
a
).
Per ogni funzione ammissibile ρ e ogni y ∈ [a, b] abbiamo
LΓ(ρ) ≤
∫ a
0
ρ(x+ iy)dx
da cui, elevando entrambi i membri al quadrato ed applicando la disugua-
glianza di Schwarz, otteniamo
LΓ(ρ)
2 ≤
(∫ a
0
ρ(x, y)dx
)2
≤ a
∫ a
0
ρ(x, y)2dx . (4.5)
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Integrando il primo e l’ultimo membro della (4.5) nell’intervallo 0 < y < b
abbiamo
bLΓ(ρ)
2 ≤ a
∫ b
0
∫ a
0
ρ(x, y)2dxdy = aA(R, ρ)
da cui
LΓ(ρ)
2
A(R, ρ) ≤
a
b
cioè
λ(Γ) ≤ a
b
.
D’altra parte, prendendo ρ1 ≡ 1 in R abbiamo che Lγ(ρ1) = a dove γ è un
qualsiasi segmento orizzontale che congiunge i due lati verticali del rettangolo
e A(R, ρ1) =
∫
R dxdy = ab, e quindi
λ(Γ) ≥ L
2
γ(ρ1)
A(R, ρ1) =
a
b
da cui l’uguaglianza.
Se, invece, nell’esempio precedente consideriamo l’insieme Γ′ delle curve
che connettono i lati orizzontali del rettangolo allora λ(Γ′) = b/a = λ(Γ)−1.
Esempio 4.3.2. Siano C := {z ∈ C : r1 < |z| < r2} e Γ l’insieme delle curve
in C che congiungono i due bordi dell’anello; in altre parole, ogni curva γ ∈ Γ
ha un estremo sulla circonferenza di raggio r1 ed uno sulla circonferenza di
raggio r2 (entrambe le circonferenze sono centrate in 0) e tutti gli altri punti
in C. Allora, con una tecnica simile a quella usata nel precedente esempio [5,
Esempio 2] , si prova che
λC(Γ) =
1
2pi
log
r2
r1
.
Esempio 4.3.3. Sia G ⊆ C una regione 2-connessa, e siano C1 e C2 rispetti-
vamente, la componente limitata e illimitata del complementare di G. Diremo
che una curva chiusa γ in G separa G1 e G2 se l’indice di γ rispetto a un
qualsiasi punto di C1 è diverso da zero. Sia quindi Γ l’insieme delle curve che
separano le due componenti di ∂G. Vogliamo calcolare il modulo di Γ.
Visto che ogni regione 2-connessa è biolomorfa ad un anello della forma
C = {z ∈ C : r1 < |z| < r2}, per la proprietà di invarianza della lunghezza
estremale basta calcolare il modulo di Γ in C. Sia quindi Γ l’insieme delle
curve che separano C1 = {z : |z| ≤ r1} e C2 = {z : |z| ≥ r2}. Se ρ è una
qualunque funzione ammissibile e r1 < r < r2 allora
LΓ(ρ) ≤
∫
γ
ρ(z)|dz| =
∫ 2pi
0
ρ(reiθ)rdθ
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dove γ(t) = reit con t ∈ [0, 2pi] è la circonferenza di raggio r centrata
nell’origine. Da qui, come in (4.5), elevando ambo i membri al quadrato ed
applicando la disuguaglianza di Schwarz, otteniamo
LΓ(ρ)
2 ≤ 2r2pi
∫ 2pi
0
ρ2dθ .
Dividendo per r e integrando ambo i membri della precedente disuguaglianza
nell’intervallo r1 < r < r2 si ha
LΓ(ρ)
2 log
(
r2
r1
)
≤ 2pi
∫ r2
r1
∫ 2pi
0
rρ2drdθ
quindi
LΓ(ρ)
2
A(C, ρ) ≤
2pi
log(r2/r1)
. (4.6)
Sia ora ρ(z) = ρ(reiθ) = 1/2pir per ogni z ∈ C. Se γ ∈ Γ, allora
1 ≤ |n(γ, 0)| = 1
2pi
∣∣∣∣∫
γ
dz
z
∣∣∣∣ ≤ 12pi
∫
γ
|dz|
|z| = Lγ(ρ)
e quindi LΓ(ρ) ≥ 1. Se γ(t) = reit con r1 < r < r2 e t ∈ [0, 2pi] allora
Lγ(ρ) =
∫
γ
ρ(z)dz =
∫ 2pi
0
ρ(reit)rdt = 1 ,
e di conseguenza, LΓ(ρ) = 1. Inoltre A(C, ρ) =
∫ r2
r1
∫ 2pi
0
rdrdθ
(2pir)2
= 1
2pi
log(r2/r1);
pertanto
LΓ(ρ)
2
A(C, ρ) ≥
2pi
log(r2/r1)
, (4.7)
e dalle (4.6) e (4.7) otteniamo MC(Γ) = 12pi log(r2/r1).
Definizione 4.3.5. Il modulo di un anello C, che denoteremo con mod(C), è
definito come il modulo di Γ in C, dove Γ è l’insieme delle curve γ ⊂ C che
congiungono le due componenti di ∂C.
In quest’ottica, continuiamo con un altro esempio che sarà importante per
i nostri scopi.
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Esempio 4.3.4. Siano H = {z ∈ C : Im(z) > 0} il semipiano superiore e
λ > 1. Consideriamo la regione Cλ in H limitata da due semicirconferenze
centrate nell’origine di raggi rispettivamente 1 e λ; passando al logaritmo,
l’anello Cλ viene trasformato in un rettangolo R di parte reale compresa tra
0 e log λ (cioè di base log λ) e parte immaginaria compresa tra 0 e pi (cioè di
altezza pi) ; si veda la Figura 4.4. Allora per quanto detto finora
MΓ′(Cλ) = MΓ(R) = (λΓ(R))−1 = pi
log λ
,
dove Γ′ è l’insieme delle curve che congiungono di due bordi di Cλ; tale insieme
viene quindi trasformato tramite la funzione logaritmo nell’insieme di curve Γ
che congiungono i due lati verticali del rettangolo (si veda l’Esempio 4.3.1).
Definizione 4.3.6. Sia λ > 1, e sia Cλ l’anello nel semipiano superiore H
delimitato da due circonferenze centrate nell’origine di raggi rispettivamente
1 e λ. Chiameremo modulo di Cλ il numero mod(Cλ) := pi/ log λ.
Strettamente collegata alla definizione di modulo di un anello è la defini-
zione di modulo di un quadrilatero.
Definizione 4.3.7. Un dominio di Jordan è un dominio limitato del piano
il cui bordo è una curva di Jordan (cioè, una curva chiusa che non si autoin-
terseca). Un quadrilatero Q è un dominio di Jordan con quattro punti sul
bordo che dividono il bordo in due coppie di lati opposti α, α′ e β, β′.
Esempio 4.3.5. Sia Q un quadrilatero, con coppie di lati opposti α, α′ e β,
β′. Vogliamo determinare la lunghezza estremale dell’insieme Γα,α′ di curve
in Q che connettono i due lati scelti.
Grazie alla proprietà di invarianza della lunghezza estremale rispetto a
biolomorfismi, possiamo sostituire Q con un rettangolo R a lui biolomorfo tale
che la coppia di lati opposti α, α′ viene mandata in una coppia di lati opposti
del rettangolo, e calcolare per esso la lunghezza estremale. Scegliamo la mappa
che manda Q nel rettangolo R = {z ∈ C : 0 < Re(z) < a, 0 < Im(z) < b}
ed in particolare trasforma α nel lato verticale del rettangolo e β in quello
orizzontale. Per l’Esempio 4.3.1 λR(Γ′) = a/b, dove Γ′ = {f ◦ γ : γ ∈ Γ} è
l’insieme delle curve in R che connettono i due lati verticali. Pertanto, per la
proprietà di invarianza, si ha λQ(Γα,α′) = a/b.
Definizione 4.3.8. Sia Q un quadrilatero e fissiamo una coppia di lati opposti
α, α′. Il modulo del quadrilatero Q, che denoteremo con mod(Q), rispetto
alla coppia di lati selezionati è definito come il modulo di Γα,α′ in Q, dove
Γα,α′ è l’insieme di curve in Q che connettono i due lati scelti.
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Concludiamo la sezione enunciando un ultimo risultato; per una dimostra-
zione rimandiamo a [3, Teorema 4-2] oppure a [5, Teorema 4].
Teorema 4.3.1. Sia Qi per i = 1, 2 un quadrilatero e fissiamo una coppia
di lati opposti αi, α˜i. Supponiamo che l’intersezione tra l’interno di Q1 e
l’interno di Q2 sia vuota e che i due quadrilateri abbiano un lato in comune,
ad esempio α˜1 = α˜2. Allora il modulo del quadrilatero Q := Q1 ∪Q2 rispetto
alla coppia di lati opposti α1, α2 verifica
1
mod(Q)
≥ 1
mod(Q1)
+
1
mod(Q2)
,
dove il modulo di Qi per i = 1, 2 è calcolato rispetto alla coppia di lati opposti
αi, α˜i.
4.4 Geometria dei canali
Nella precedente sezione abbiamo introdotto la nozione di modulo; qui vedremo
come essa è fondamentale per misurare la larghezza dei canali e provare
l’esistenza di un insieme finito di condizioni iniziali come nell’enunciato del
Teorema 4.1.3.
Se C è un canale di una radice ξ di un polinomio p prendendo il quoziente
per la dinamica, cioè identificando i punti di C che possono essere ottenuti
gli uni dagli altri tramite qualche iterazione della mappa Np, otteniamo una
superficie di Riemann biolomorfa ad un anello AC a cui quindi è possibile
associare un modulo (Sezione 4.3).
Definizione 4.4.1. Chiameremo modulo del canale C il modulo dell’anello
AC.
La prossima proposizione fornisce un minorante al modulo di almeno un
canale per ogni radice di p.
Proposizione 4.4.1. (Larghezza del canale) Sia m il numero dei punti
critici della mappa di Newton Np, contati con la loro molteplicità, all’interno
del bacino locale di una radice di p. Allora tale bacino possiede almeno un
canale di modulo almeno pi/ log(m+ 1). In particolare, ogni bacino locale ha
un canale con modulo almeno pi/ log d, dove d è il grado del polinomio p.
Dimostrazione. Con le notazioni della dimostrazione del Teorema 4.2.11,
siano U il bacino locale di una radice ξ di p, ϕ : D −→ U la mappa di
Riemann tale che ϕ(0) = ξ e ϕ′(0) = 1, ed f l’estensione di ϕ−1 ◦Np ◦ ϕ a
tutta la sfera di Riemann. Nella dimostrazione del Teorema 4.2.11 abbiamo
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provato che a ciascuno degli m punti fissi repulsivi, ξ1, . . . , ξm, di f in S1
corrisponde un unico accesso all’infinito da U ; fissato uno di questi punti,
diciamolo η ∈ S1, consideriamo l’unico canale corrispondente a tale accesso.
Per il Teorema 3.1.1 di linearizzazione di Koenigs la mappa f è localmente
coniugata, tramite una funzione analitica Ψ, alla mappa lineare z 7→ λz, dove
λ > 1 è il moltiplicatore di f nel punto fisso repulsivo η. L’intersezione di
S1 con il dominio di linearizzazione di f nel punto η viene trasformato da
Ψ in una linea retta che prendiamo come asse reale (si veda Figura 4.4). Il
quoziente per la dinamica della mappa Np del canale corrispondente al punto
η è biolomorfo, tramite la mappa Ψ, alla regione del semipiano superiore
H+ delimitata da due semicirconferenze di raggi rispettivamente 1 e λ. Tale
regione viene trasportata tramite la funzione logaritmo in un rettangolo con
parte reale compresa tra 0 e log λ e parte immaginaria compresa tra 0 e pi,
come si può vedere sempre dalla Figura 4.4. In base a quanto visto nella
Sezione 4.3, il canale corrispondente al punto η ha quindi modulo pi/ log λ (si
veda l’Esempio 4.3.4); ci basta quindi dimostrare che λ ≤ m+ 1.
La mappa f ha m + 2 punti fissi distinti; m di questi, ξ1, . . . , ξm, sono
repulsivi e due, ξ0 = 0, ξm+1 =∞, sono attrattivi (si veda la dimostrazione
Teorema 4.2.11). In particolare hanno tutti moltiplicatore λ(ξi) = f ′(ξi)
diverso da 1, e quindi, per il Corollario 3.4.1, vale la formula
m+1∑
i=0
1
1− λ(ξi) = 1. (4.8)
In particolare, se k ≥ 1 è la molteplicità di ξ come radice del polinomio p si
ha λ(∞) = λ(0) = f ′(0) = (ϕ−1 ◦Np ◦ϕ)′(0) = N ′p(ξ) = (k− 1)/k e quindi la
(4.8) diventa
m∑
i=1
1
1− λ(ξi) =
−2
1− λ(0) + 1 = −2k + 1, (4.9)
da cui, visto che k ≥ 1, otteniamo
m∑
i=1
1
λ(ξi)− 1 ≥ 1. (4.10)
Dato che gli m punti fissi di f in S1 sono tutti repulsivi con moltiplicatore
λ(ξi) > 1, abbiamo che tutti i denominatori nel membro di sinistra della
(4.10) sono numeri reali positivi. Pertanto deve esistere almeno un indice
i ∈ {1, . . . ,m} per cui 1/(λ(ξi) − 1) ≥ 1/m cioè λ(ξi) ≤ m + 1. A questo
punto almeno la prima parte è conclusa: infatti, il modulo del canale che
corrisponde al punto fisso ξi di f in S1 è pi/ log λ(ξi) ≥ pi/ log(m+ 1).
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Figura 4.4: In alto a sinistra è mostrato il bacino locale U di qualche radice
insieme al dominio fondamentale ottenuto quozientando per la dinamica.
L’intersezione dell’anello (il dominio fondamentale) con ciascuno dei tre canali
di U è evidenziato con un colore più scuro; di fianco a destra, vediamo il
disco D, biolomorfo ad U tramite ϕ, dove sul suo bordo sono evidenziati i tre
punti fissi di f ciascuno dei quali corrisponde ad un unico canale di U . In
basso a destra, è mostrato un intorno del punto fisso in coordinate lineari ed
infine, in basso a sinistra, il rettangolo biolomorfo all’intersezione del dominio
fondamentale con il canale corrispondente al punto fisso ζ.
Per la seconda parte basta osservare che m + 1 ≤ d. Quest’ultima
disuguaglianza è ovvia per il fatto che m+ 1 è il grado di Np|U E pertanto
non può superare il grado di Np su C∞ che è al più d (è esattamente d se p
ha tutte radici distinte).
Con le notazioni delle dimostrazioni dei Teoremi 4.2.11 e 4.4.1 si ha:
Corollario 4.4.2. 1. Se C è il canale corrispondente ad un punto fisso
repulsivo η di f in S1 allora
mod(C) = pi
log λ
,
con λ = f ′(η).
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Figura 4.5: Nel piano sono evidenziati con colori diversi i bacini attrattivi
delle 12 radici del polinomio p(z) = z(z11 − 1). La mappa di Newton ha 22
punti critici (contati con la loro molteplicità). Le 11 radici dell’unità hanno
ciascuna un’unica classe di omotopia di curve che connettono la radice stessa
al punto infinito (ovvero hanno tutte un unico canale), mentre la radice z0 = 0
ha ben 11 accessi all’infinito; in particolare, ha un canale tra ogni coppia di
radici adiacenti su ∂D.
2. Più della metà delle radici di un polinomio complesso di grado arbitrario
ha un canale di modulo almeno pi/ log 3.
Dimostrazione. 1. Basta ripercorrere la prima parte della dimostrazione del
Teorema 4.4.1.
2. Sia p un polinomio di grado d, e sia d′ ≤ d il numero delle radici
distinte di p. I punti critici di Np sono al più 2d′ − 2; questo significa che
il bacino attrattivo di più della metà delle radici contiene al più due punti
critici. Dunque, in virtù della Proposizione 4.2.1 più della metà dei bacini ha
un canale di modulo almeno pi/ log 3.
Nell’esempio che di seguito riportiamo vediamo come la stima data nella
Proposizione 4.4.1 può non essere stretta: dimostreremo l’esistenza di canali
di modulo esattamente pi/ log d.
Esempio 4.4.1. Consideriamo il polinomio p(z) = z(zd−1 − 1) di grado d.
Essendo le radici di tale polinomio tutte distinte, la mappa di Newton ad
esso associata ha grado esattamente d e le radici di p sono quindi punti fissi
superattrattivi per Np. Infatti,
Np(z) =
(d− 1)zd
dzd−1 − 1 ,
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da cui, con qualche semplice calcolo, otteniamo
N ′p(z) =
d(d− 1)zd−1(zd−1 − 1)
(dzd−1 − 1)2 .
Pertanto, i punti critici della mappa Np, ovvero gli zeri di N ′p, sono le d− 1
radici dell’unita, con molteplicità uno, e 0, con molteplicità d− 1. Quindi, per
il Teorema 4.2.11, le d− 1 radici in ∂D hanno tutte un unico canale mentre
la radice z0 = 0 ha d− 1 accessi all’infinito.
Se ϕ : D −→ U è una mappa di Riemann che manda l’origine nella radice
z0 = 0, dove U è il bacino attrattivo del punto z0 = 0, allora la mappa
f := ϕ−1 ◦ Np ◦ ϕ (per tutte le proprietà di f si veda la dimostrazione del
Teorema 4.2.11) coincide esattamente con la mappa f(ξ) = ξd. Infatti, f per
quanto osservato nella Sezione 4.2 deve avere grado uguale ad m+ 1, dove m
è il numero di punti critici di Np in U contati con la loro molteplicità; dunque
m = d − 1, e quindi deg(f) = d. Inoltre, sappiamo che f è un prodotto di
Blaschke della forma
ξ
d∏
i=2
ξ − ai
1− aiξ
dove {aj}j=2,...,d = f−1(0) e dato che f ha un unico zero, il punto ξ = 0, con
molteplicità d segue che f è della forma desiderata, cioè f(ξ) = ξd.
La mappa f ha quindi d punti fissi distinti, ξ = 0, ξ1, . . . , ξd, dove ξi è
una radice (d− 1)-esima dell’unità per ogni i = 1, . . . , d; inoltre i d− 1 canali
di U corrispondenti alle radici (d− 1)-esime dell’unità hanno tutti modulo
pi/ log d. Infatti, dalla dimostrazione della Proposizione 4.4.1 segue che il
canale corrispondente al punto fisso ξi ha modulo pi/ log f ′(ξi) ma dato che, nel
nostro caso, ξi è una radice (d− 1)-esima dell’unità si ha f ′(ξi) = dξd−1i = d.
Nella Figura 4.5 si vedono i canali della mappa Np nel caso in cui d = 12.
Proposizione 4.4.3. Siano d ≥ 2 e p ∈ Pd. La somma dei moduli di tutti i
canali di tutte le radici di p è maggiorata da (dpi)/ log 2.
Dimostrazione. Supponiamo che ξ sia una radice del polinomio p con molte-
plicità k = 1, e sia m il numero di punti critici nel appartenenti al bacino
locale Uξ. Sostituendo il valore di k = 1 nella (4.9) si ha
m∑
i=1
1
λ(ξi)− 1 = 1 ,
e quindi si ha λ(ξi) ≥ 2 per ogni i = 1, . . . ,m. Sommando i moduli di tutti i
canali di ξ otteniamo
m∑
i=1
pi
log λ(ξi)
≥
m∑
i=1
pi
(log 2)(λ(ξi)− 1) =
pi
log 2
.
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Se invece ξ è una radice di molteplicità k ≥ 2, come prima, sommando i moduli
degli m canali di ξ corrispondenti agli m punti fissi di f in S1 otteniamo
m∑
i=1
pi
log λ(ξi)
≥
m∑
i=1
pi
λ(ξi)− 1 = pi(2k − 1) ≥
kpi
log 2
.
Da questo conto segue che la somma dei moduli di tutti i canali di una radice
multipla è almeno pari alla stessa somma per k radici semplici. La somma
dei moduli di tutti i canali di tutte le radici di p è quindi almeno∑
p(ξ)=0
kξpi
log 2
=
dpi
log 2
,
dove kξ è la molteplicità della radice ξ di p.
La Proposizione 4.4.1 è un tassello fondamentale per dimostrare l’esistenza
di un insieme Sd di condizioni iniziali per il metodo di Newton come nell’e-
nunciato del Teorema 4.1.3; grazie ad essa riusciremo a dimostrare che se
disponiamo una quantità sufficiente di punti fuori dal disco di raggio unitario
allora in ogni canale di un qualunque polinomio di grado d di modulo maggiore
o uguale di pi/ log d cade almeno uno di questi punti. Questo vuol dire che
l’insieme di tali punti interseca il bacino attrattivo di ciascuna radice, e quindi
per ciascuna radice del polinomio esiste un punto di tale insieme la cui orbita
(rispetto all’iterazione della mappa di Newton) converge a quella radice.
In [18], viene mostrato che una possibilità è, ad esempio, distribuire
uniformemente 11d(d − 1) punti in un singolo cerchio centrato nell’origine.
In [11] si prova che ne bastano (pi2/4)d3/2. Noi, invece, distribuiremo i punti
su diversi cerchi concentrici con centro nell’origine; questo comporterà due
vantaggi: potremmo diminuire il numero di punti su ciascun cerchio e il
numero totale dei punti necessari a garantire la convergenza ad ogni radice di
ogni polinomio di grado fissato sarà ridotto a 1.11d(log d)2.
La tecnica che utilizzeremo consiste nel provare che se un canale non
incontra nessuno di questi punti allora il suo modulo è minore di pi/ log d, e
questo insieme alla Proposizione 4.4.1, garantisce che almeno un canale per
ogni radice interseca l’insieme di tali punti.
Procediamo per gradi e prima di dare una dimostrazione precisa del
Teorema 4.1.3 adottiamo alcune semplificazioni. Come prima cosa, assumiamo
che la mappa Np coincida, fuori dal disco D, con la mappa lineare z 7→ z((d−
1)/d), in accordo con il Lemma 4.2.4, e che quindi Nmp (z) = ((d− 1)/d)mz
per ogni |z| > 1. In questo caso, ogni anello di raggio esterno R > 1 e raggio
interno R((d− 1)/d) è un dominio fondamentale per Np: infatti, se |z| > R,
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allora esiste un intero positivo tale che R((d − 1)/d) < |Nmp (z)| < R, in
quanto, basta prendere
log(d−1)/d(R/|z|) < m < log(d−1)/d(R/|z|) + 1 ;
se invece |z| < R(d − 1)/d allora esiste z′ nell’anello e un intero positi-
vo m per cui Nmp (z′) = z; in questo caso basta scegliere m nell’intervallo
(logd/(d−1)(R/|z|)− 1, logd/(d−1)(R/|z|)). È ovvio che i punti interni dell’anello
D := {z : R((d− 1)/d) < |z| < R} intersecano un’unica orbita di Np. Fissato
R > 1, è chiaro dalla definizione che ogni canale attraversa il dominio fonda-
mentale D. Dalla Proposizione 4.4.1 sappiamo che ogni radice ha almeno un
canale di modulo almeno pi/ log d: concentriamo la nostra attenzione su uno
di essi. Tagliamo il nostro anello in s sottoanelli concentrici in modo che per
ciascuno di essi il rapporto tra il raggio esterno ed interno sia (d/(d− 1))1/s;
si veda la Figura 4.6.
Come altra semplificazione, assumiamo che sia la circonferenza interna
che quella esterna di ciascuno degli s sottoanelli incontri il canale in un
arco connesso come illustrato, ad esempio, in Figura 4.6. A questo punto
l’intersezione tra il canale e ciascuno dei sottoanelli è un quadrilatero (si
veda la Definizione 4.3.7). Ad ogni quadrilatero è associato un modulo
calcolato rispetto alla coppia di lati opposti contenuti rispettivamente sui due
bordi del sottoanello in cui il quadrilatero è contenuto; inoltre, tale modulo,
come specificato nella Sezione 4.3, è invariante per biolomorfismi. Per il
Teorema 4.3.1 la somma degli inversi dei moduli degli s quadrilateri è minore
o uguale dell’inverso del modulo del canale che è a sua volta al più (log d)/pi.
Questo significa che per almeno uno degli s quadrilateri, chiamiamolo Q, vale
1/mod(Q) ≤ (log d)/spi (altrimenti la somma su tutti i quadrilateri sarebbe
superiore a (log d)/pi), e quindi almeno un sottoanello interseca il canale in
un quadrilatero Q di modulo almeno spi/ log d. Supponiamo di prendere
s := α log d, dove α è indipendente da d e da determinare in seguito; in tal
caso, il modulo di Q è almeno αpi.
L’idea con cui proseguiamo è la seguente: all’interno di ciascuno degli
s = α log d sottoanelli distribuiamo su una sola circonferenza un certo numero
fissato di punti e proviamo che se un canale non incontra nessuno dei punti
allora interseca ogni sottoanello in un quadrilatero di modulo minore di piα.
In particolare, distribuiremo su una sola circonferenza in ogni sottoanello
βd log d punti in modo tale che gli angoli tra punti adiacenti differiscono per
la stessa costante. Il numero totale di punti disposti all’interno del dominio
sarà quindi αβd(log d)2.
Se riuscissimo a fare questo, a patto di provare che è possibile scegliere
α e β in modo tale che il numero totale dei punti sia 1.11d log d, avrem-
mo concluso (almeno nel caso semplificato). Come mostrato in Figura
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Figura 4.6: A sinistra è mostrato il dominio fondamentale della mappa
di Newton suddiviso in s = 3 sottoanelli concentrici come spiegato sopra.
Nell’anello è evidenziata con un colore più scuro l’intersezione del dominio
fondamentale con un canale di qualche radice del polinomio. A destra, invece, i
tre sottoanelli sono trasportati tramite la funzione logaritmo in strisce verticali
infinite e ancora una volta è mostrata in colore più scuro l’intersezione del
dominio fondamentale con ciascuno dei sottoanelli nel canale.
4.6, applicando la funzione logaritmo, ogni sottoanello di raggio esterno
rest e raggio interno rint diventa una striscia verticale infinita di larghezza
log rest− log rint = log(rest/rint) = log(d/(d− 1))1/s dove l’ultima uguaglianza
segue dall’assunzione che i sottoanelli sono stati scelti in modo tale che il rap-
porto tra il raggio esterno e quello interno sia [d/(d−1)]1/s. Ogni quadrilatero,
ottenuto dall’intersezione del canale che stiamo considerando con ciascuno
degli s sottoanelli, viene mappato nella striscia in un quadrilatero che connette
i due lati verticali del bordo. Almeno uno dei quadrilateri così ottenuti ha
modulo almeno αpi. Allungando la striscia di un fattore s/ log(d/(d−1)) < ds
otteniamo una striscia di larghezza unitaria. Enunciamo un risultato la cui
dimostrazione seguirà da quella della Proposizione 4.5.1.
Lemma 4.4.4. Sia S := {z ∈ C : −1/2 < Re(z) < 1/2} e sia Q un
quadrilatero in S che connette i bordi verticali di S. Per ogni α > 0 esiste
τ > 0 con la seguente proprietà: se il modulo di Q calcolato rispetto alla
coppia di lati opposti sui due bordi verticali di S è αpi allora almeno uno dei
punti di iτZ appartiene a Q.
A questo punto, possiamo applicare il Lemma 4.4.4 alle strisce ottenute
applicando la funzione logaritmo a ciascuno dei sottoanelli in cui abbiamo
suddiviso il dominio fondamentale. Trasportando i punti della forma iτn con
n ∈ Z nei sottoanelli all’interno del dominio fondamentale, otteniamo una
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collezione di punti, che denotiamo con Sd, disposti su circonferenze all’interno
di ogni sottoanello per cui gli angoli tra punti adiacenti differiscono per meno
di τ/ds. L’insieme Sd ha la seguente proprietà: ogni radice possiede un canale
che contiene almeno uno di questi punti. Questo avviene perché ogni radice ha
un canale di modulo almeno pi/ log d (Proposizione 4.4.1); dunque tale canale
deve formare con uno dei sottoanelli in cui abbiamo suddiviso il dominio
fondamentale un quadrilatero di modulo almeno αpi (per tutto quello che
abbiamo osservato sopra), che per il Lemma 4.4.4 è costretto a contenere
almeno uno dei punti di Sd. Pertanto il bacino attrattivo di ciascuna radice
interseca l’insieme Sd in almeno un punto.
Il numero di punti su ciascun cerchio all’interno di ogni sottoanello di D è
al più 2pids/τ , e dato che il numero di sottoanelli è s = α log d abbiamo al
massimo 2pids2/τ = 2pidα2(log d)2/τ punti in Sd. La scelta di α è arbitraria e
sarà mirata a minimizzare il numero totale di punti in Sd. Inoltre, il numero
τ dipende solo da α e non da d.
Quanto appena detto fornisce una dimostrazione del Teorema 4.1.3 sotto
le semplificazioni adottate a pagina 97 e con τ ed α ancora da determinare.
Riformuliamo il Lemma 4.4.4 in termini di lunghezza estremale; una sua
dimostrazione, come per il precedente lemma, seguirà dalla Proposizione 4.5.1
che tra poco enunceremo.
Lemma 4.4.5. Sia S = {z ∈ C : −1/2 < Re(z) < 1/2} e fissiamo un
numero τ > 0. Allora esiste un numero M(τ) > 0 e una funzione continua
ρS : S −→ R+0 ∪ {∞} con ||ρ2S||S = 1 tale che ogni curva γ in S che connette
i due bordi verticali della striscia attraverso l’intervallo (0, τ i) si ha
Lγ(ρS)
2 ≥ 1
M(τ)
.
La funzione ρS può essere scelta in modo tale che ρS → 0 se |Im(z)| → ∞.
Inoltre, per τ che tende a zero, 1/M(τ) tende ad ∞ e la mappa τ 7→M(τ)
può essere scelta monotona crescente.
La precedente proposizione fornisce un minorante alla ρS-lunghezza di γ
al variare di γ tra le curve descritte nell’enunciato del lemma. Otteniamo, in
questo modo, un maggiorante per il modulo di ciascun quadrilatero Q in S:
infatti, in base alle definizioni della Sezione 4.3
1
mod(Q)
= sup
ρ
inf
γ
L2γ(ρ)
||ρ2||S ≥ infγ L
2
γ(ρS) ≥
1
M(τ)
,
dove nella prima maggiorazione abbiamo preso ρ = ρS, per cui ||ρ2S||S = 1.
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Lemma 4.4.6. Per ogni raggio R > (d+1)/(d−1) esiste un numero κ ∈ (0, 1)
tale che l’anello
V :=
{
z ∈ C : R
(
d− 1
d
)k
< |z| < R
}
è contenuto all’interno di un unico dominio fondamentale della mappa di
Newton. Inoltre κ→ 1 per R→∞.
Dimostrazione. Per il Lemma 4.2.4, l’immagine tramite la mappa di Newton
della circonferenza di raggio R con centro l’origine è una curva chiusa e
semplice attorno al disco unitario. La regione D compresa tra la circonferenza
e la sua immagine tramite Np è un anello ed è un dominio fondamentale per
il quoziente con la dinamica (si veda la discussione fatta a pag. 98); cioè,
tale anello interseca tutte le orbite di Np, una sola volta nel suo interno,
eventualmente più di una volta sul bordo. Per il Lemma 4.2.3, se z ∈ S1R
allora |Np(z)− z((d− 1)/d)| < 1/d e quindi Np(z) dista dall’origine al più
(d− 1)R
d
+
1
d
= R− R
d
+
1
d
< R,
cioè ogni punto sulla curva immagine di S1R tramite Np si trova al più sulla
circonferenza S1R−R/d+1/d. Se κ ∈ (0, 1) e verifica
R
(
d− 1
d
)κ
≥ R− R
d
+
1
d
allora dividendo per R e applicando il logaritmo ad ambo i membri della
precedente disuguaglianza otteniamo per κ la seguente maggiorazione
κ ≤ | log(1− 1/d+ 1/(Rd))|| log(1− 1/d)| ; (4.11)
quindi se κ soddisfa la (4.11) allora l’anello V è contenuto in D.
Inoltre, se R→∞ il membro di destra nella (4.11) tende ad 1 e quindi κ
può essere scelto arbitrariamente vicino ad 1, come volevamo.
Per R > 1+
√
2 è possibile scegliere κ = 1/2, indipendentemente da d. Per
valori finiti di R, la quantità k è minore di 1 ma per valori grandi di R cresce
avvicinandosi ad uno: ad esempio, già per R ≥ 13.94 abbiamo k = 9/10,
invece di κ = 1/2.
Costruzione della griglia di punti Sd: sia V l’anello di raggio esterno R e
raggio interno R((d − 1)/d)κ, come nel Lemma 4.4.6. Poniamo s = α log d
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(con α da determinare in seguito) e per ogni ν = 1, . . . , s consideriamo gli s
sottoanelli contenuti in V
Vν :=
{
z ∈ C : R
(
d− 1
d
)νk/s
< |z| < R
(
d− 1
d
)(ν−1)k/s}
;
notiamo che le chiusure dei vari Vν ricoprono V .
Sia poi Cν , al variare di ν = 1, 2, . . . , s, la circonferenza con centro l’origine
e di raggio rν := R
(
d−1
d
)(ν−1/2)k/s all’interno di Vν . Tutti i sottoanelli Vν
hanno stesso modulo (sono tutti biolomorfi) ed è possibile mandare l’uno
nell’altro moltiplicando per un’opportuna potenza di ((d− 1)/d)κ/s.
Distribuiamo in maniera uniforme βd log d punti su ciascuna delle s =
α log d circonferenze Cν . Il numero totale di punti utilizzati è allora αβ(log d)2d,
e denotiamo con Sd l’insieme di tali punti; le costanti α e β sono ancora da
determinare e questo lo faremo in seguito, ora vogliamo solo sottolineare che
sceglieremo questi due numeri in modo da minimizzare il loro prodotto e
renderlo all’incirca 1.11.
Proposizione 4.4.7. Sia Sd la griglia di punti costruita sopra il cui numero di
elementi dipende da due costanti α e β. Allora esiste µ(α, β) > 0 indipendente
dal grado d del polinomio tale che il modulo di ogni canale che non interseca Sd
è limitato superiormente da µ(α, β)/ log d. Inoltre, se β →∞, con α fissato,
allora µ(α, β) tende a zero. Una possibile scelta per µ(α, β) è M(2piα/κβ),
dove M(·) è come nel Lemma 4.4.5 e κ come nel Lemma 4.4.6.
Dimostrazione. Con le notazioni adottate fin qui poniamo q := κ
s
log( d
d−1) e
per ogni ν = 1, 2. . . . , s definiamo la mappa fν : S −→ Vν come segue
fν(z) := rνe
qz ;
dove S è la striscia verticale di larghezza unitaria utilizzata già precedente-
mente. Notiamo che effettivamente fν(z) ∈ Vν per ogni ν = 1, . . . , s; infatti,
se z = a+ ib con |a| < 1/2 allora
|fν(z)| = rν exp
(
aκ
s
log
(
d
d− 1
))
= rν
(
d
d− 1
)aκ
s
= R
(
d− 1
d
)κ
s
(ν−1/2−a)
.
Ora, ν − 1 < ν − 1/2− a < ν; perciò R (d−1
d
)νκ/s
< |fν(z)| < R
(
d−1
d
)(ν−1)κ/s.
L’asse immaginario viene mandato tramite fν in Cν = {z : |z| = rν}, come si
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vede dal precedente calcolo ponendo a = 0. Inoltre, per ogni ν = 1, . . . , s, la
mappa fν è un rivestimento universale del sottoanello Vν .
Il nostro prossimo obiettivo è definire una funzione ρ : V −→ R+0 ∪ {∞}
misurabile che soddisfi proprietà opportune.
Per cominciare osserviamo che nell’insieme delle condizioni iniziali Sd il
numero di punti su ciascun cerchio Cν è βd log d, per cui gli angoli tra punti
adiacenti differiscono di τ0 := 2pi/(βd log d).
Se fissiamo τ := τ0/q, allora punti adiacenti di Sd su Cν sono immagine
di punti sull’asse immaginario posti a distanza τ l’uno dall’altro; inoltre
per il Lemma 4.4.5, esiste una funzione continua ρS : S −→ R+0 ∪ {∞} con
||ρ2S||S = 1 con la proprietà che ogni curva in S che connette i due bordi
verticali della striscia S attraverso l’intervallo (0, iτ) ha lunghezza (rispetto a
ρS) almeno 1/
√
M(τ).
Per ogni ν = 1, . . . , s, possiamo ora definire la mappa ρν : Vν −→ R+0 ∪{∞},
in termini delle mappe fν e ρS, ponendo
ρν(w) := sup{ρS(z)/|f ′ν(z)| : z ∈ S e fν(z) = w}. (4.12)
Osserviamo che per la surgettività di fν la mappa ρν è definita su tutto l’anello
Vν ; inoltre, essendo periodica, la mappa fν non è iniettiva però verifica la
condizione che se fν(z1) = fν(z2) allora
f ′ν(z1) = qfν(z1) = qfν(z2) = f
′
ν(z2) .
Dal Lemma 4.4.5, sappiamo anche che ρS(z) tende a zero per |Im(z)| → ∞;
quindi, visto che il valore di f ′ν(z) è lo stesso per tutti i punti tali che fν(z) = w,
soltanto un numero finito di punti z compete, nella (4.12), per la valutazione
dell’estremo superiore e quindi ρν è continua.
In ogni dominio S ′ ⊆ S in cui fν è iniettiva la norma si preserva, nel senso
che vale l’uguaglianza
||ρ2S||S′ = ||ρ2ν ||fν(S′) . (4.13)
Visto che ||ρ2S||S = 1, per la (4.13) la norma di ρν su Vν può essere al più uno.
Infatti, se scriviamo Vν = fν(S ′) con S ′ ⊆ S ed fν iniettiva su S ′ allora
||ρ2ν ||Vν = ||ρ2ν ||fν(S′) = ||ρ2S||S′ ≤ 1 .
Siccome tutte le curve all’interno del canale che connettono la radice al
punto ∞ sono omotope, se un canale non contiene nessun punto dell’insieme
Sd allora su ciascun cerchio Cν esiste una coppia di punti adiacenti dell’insieme
Sd con la proprietà che ciascuna di tali curve interseca l’arco che li congiunge.
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Figura 4.7: In coordinate logaritmiche è rappresentato (in bianco) un canale
di una radice all’interno del quale è evidenziata (in nero) una curva che
congiunge la radice al punto∞ e che interseca il segmento di Cν tra due punti
fissati dell’insieme Sd. Notiamo che la componente di tale curva all’interno
di Vν che interseca il segmento di Cν ha entrambi gli estremi sulla stessa
componente di ∂Vν .
Fissiamo la nostra attenzione su un qualunque canale che non interseca nessun
punto di Sd.
Ogni curva in Vν che connette i due cerchi con centro l’origine di raggi
R((d − 1)/d)νk/s e R((d − 1)/d)(ν−1)k/s, rispettivamente, e che attraversa
l’arco di Cν tra due punti adiacenti di Sd ha lunghezza (rispetto a ρν) almeno
1/
√
M(τ). Non è vero però che ogni curva all’interno del canale che congiunge
la radice al punto ∞ deve connettere il bordo interno di Vν con il suo bordo
esterno passando per l’arco di Cν tra i due punti selezionati: tale curva può, ad
esempio, come in Figura 4.7, attraversare Vν , oltrepassandolo, per poi tornare
indietro, intersecando l’arco di Cν selezionato uscendo da Vν intersecando
il suo bordo esterno. Quindi, in questo caso, la curva che attraversa l’arco
di Cν ha entrambi gli estremi sulla stessa componente di ∂Vν . In ogni caso
ogni curva nel canale deve certamente oltrepassare l’anello Vν intersecando
entrambi i suoi bordi e per quanto osservato sopra deve intersecare l’arco
di Cν selezionato. Quindi quello che si può dire è che, per quanto osservato
prima, la somma delle ρν-lunghezze delle corrispondenti sottocurve in Vν è
almeno 1/
√
M(τ).
Possiamo ora definire la mappa ρ sull’unione degli anelli Vν . Tale mappa è
misurabile ed ha norma totale al massimo s; questo perché abbiamo osservato
che ||ρ2ν ||Vν ≤ 1 per ogni ν = 1, . . . , s e quindi
||ρ2||V =
s∑
ν=1
||ρ2ν ||Vν ≤ s .
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Inoltre è ovvio per quanto detto fin ora che ogni curva γ che connette la
radice al punto ∞ all’interno del canale che non interseca Sd ha ρ-lunghezza
almeno s/
√
M(τ): infatti, ponendo ρ|C\V ≡ 0 allora∫
γ
ρ(z)|dz| ≥
s∑
ν=1
∫
γν
ρν(z)|dz| ≥ s√
M(τ)
,
dove γν ⊆ Vν è la componente di γ che interseca il segmento in Cν tra due
punti di Sd come specificato sopra. A questo punto, possiamo maggiorare il
modulo di un qualunque canale C che non interseca Sd, con gli stessi conti
fatti già precedentemente, come segue
1
mod(C)
= sup
ρ˜
inf
γ
L2γ(ρ˜)
||ρ˜2|| ≥ infγ
L2γ(ρ)
||ρ2|| ≥
s2
M(τ)s
=
s
M(τ)
dove abbiamo usato le maggiorazioni 1/||ρ2||V ≥ 1/s e L2γ(ρ) ≥ s2/M(τ). Per-
tanto ogni canale che non contiene nessun punto dell’insieme delle condizioni
iniziali ha modulo al più M(τ)/s = M(τ)/α log d.
Ricordiamo che abbiamo posto
τ :=
τ0
q
=
2pi
qβd log d
<
2pisd
κβd log d
=
2piα
κβ
dove nell’unica maggiorazione abbiamo usato il fatto che q > κ/sd. Se β →∞
(con α fissato) allora τ → 0, e dal Lemma 4.4.5 segue che 1/M(τ) → ∞
e quindi M(τ) → 0. Inoltre dalla monotonicità di M(·), sempre grazie
allo stesso lemma, otteniamo che M(τ) < M(2piα/κβ); per cui ponendo
µ(α, β) := M(2piα/κβ)/α si ha la tesi.
Possiamo ora finalmente dimostrare il Teorema 4.1.3 senza semplificazioni:
la mappa di Newton fuori dal disco unitario è coniugata alla mappa lineare
z 7→ (d/(d− 1))z ma non coincide esattamente con essa e l’intersezione del
canale con il bordo di ciascun sottoanello può non avere una forma semplice
come abbiamo assunto precedentemente; ad esempio può accadere come in
Figura 4.8 che il canale incontri il bordo di qualche sottoanello in un arco
non connesso.
Dimostrazione. (Teorema 4.1.3) Per la Proposizione 4.4.1 ogni radice ha
almeno un canale di modulo almeno pi/ log d. Fissato α > 0, per ogni β > 0
esiste un numero µ(α, β) che dipende solo da α e β, come nella Proposizione
4.4.7, per cui se un canale non interseca Sd allora ha modulo minore di
µ(α, β)/ log d. L’insieme Sd, come specificato nella costruzione, contiene
αβd(log d)2 punti disposti in α log d circonferenze contenenti βd log d punti
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Figura 4.8: Come nella Figura 4.6 qui è riportato il dominio fondamentale
della mappa di Newton suddiviso in s = 3 sottoanelli concentrici; questa
volta, però, i bordi di ciascun sottoanello intersecano il canale in un insieme
sconnesso. A destra è riportata la stessa situazione ottenuta applicando
la funzione logaritmo; i tre sottoanelli diventano strisce verticali infinite
però questa volta gli insiemi evidenziati su ciascuna striscia non sono più
quadrilateri. Nella figura in questione è riportato un esempio in cui il canale
non incontra nessuno dei punti distribuiti in ciascun sottoanello e quindi per
quanto dimostrato tale canale deve avere modulo minore di pi/ log d.
ciascuna. Il numero β può essere scelto in modo da avere µ(α, β) < pi (una
volta fissato α la scelta di β per cui vale µ(α, β) < pi diventa dipendente da
α); di conseguenza ogni radice ha almeno un canale che contiene almeno un
punto di Sd. Quindi, così come volevamo, l’insieme Sd interseca il bacino
attrattivo di ogni radice di un qualunque polinomio di grado d fissato.
Ci rimane da calcolare β in termini di α in modo da, come già anticipato,
minimizzare il prodotto αβ; questo è quello che faremo nella prossima sezione
dove daremo la dimostrazione dei Lemmi 4.4.4 e 4.4.5.
4.5 Stima delle costanti
Prima di determinare le costanti α e β, abbiamo bisogno di fare alcune
osservazioni preliminari. Sia P > 1, e consideriamo la mappa integrale
z 7→ Ψ(z) =
∫ z
1
dz′√
z′(z′ − 1)(P − z′) . (4.14)
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Tale mappa è un biolomorfismo 1 dal semipiano H+ = {z ∈ C : Im(z) > 0} in
un rettangolo del piano complesso di cui ora calcoliamo i vertici. La mappa
Ψ si estende ad un omeomorfismo sul bordo che manda l’asse reale nel bordo
del rettangolo, ed in particolare, i punti 0, 1, P e ∞ nei quattro vertici del
rettangolo. Se z è reale ciascuna radice al denominatore della (4.14) o è
un numero reale positivo oppure un numero complesso della forma ib con
b ≥ 0. Se 0 < z < 1 < P allora abbiamo nella (4.14) due radici reali ed una
immaginaria e Ψ decresce sull’asse immaginario da iA(P ) a 0 dove
A(P ) :=
∫ 1
0
dz√
z(1− z)(P − z) .
Per 1 < z < P , Ψ si muove sull’asse reale sul segmento di estremi 0 e B(P )
dove
B(P ) := Ψ(P ) =
∫ P
1
dz√
z(z − 1)(P − z) .
Se, invece, z > P allora Ψ si muove sul segmento da B(P ) a
B(P ) + i
∫ ∞
P
dz√
z(z − 1)(z − P ) = B(P ) + iA(P )
dove l’ultima uguaglianza segue dal fatto che l’integrale nella precedente
formula coincide con A(P ). Ciò si vede applicando il cambio di variabile
z = (P − w)/(1− w):∫ ∞
P
dz√
z(z − 1)(z − P ) =
∫ 1
0
(P − 1)√(1− w)3dw
(1− w)2√(P − w)(P − 1)2w
=
∫ 1
0
dw√
(P − w)w(1− w) = A(P ) .
Infine, se z < 0 allora nella (4.14) abbiamo due radici complesse ed una
immaginaria pura; in particolare Ψ si muove sul segmento di estremi iA(P ) e∫ 0
−∞
dz√
(−z)(1− z)(P − z) + iA(P ) ,
ma quest’ultimo l’integrale coincide, utilizzando, come sopra, un cambio di
variabile, con B(P ). Pertanto il rettangolo è completato.
1In [4, p. 239] viene data la forma generale di un biolomorfismo dal semipiano in un
qualunque dominio Ω semplicemente connesso del piano complesso il cui bordo è una linea
poligonale che non si autointerseca. In (4.14) è riportata la formula nel caso ∂Ω è un
rettangolo.
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Dunque, la mappa Ψ è un biolomorfismo tra il semipiano superiore e il
rettangolo R di vertici i punti 0, B(P ), B(P )+iA(P ) e iA(P ). Analogamente,
il semipiano inferiore H− viene mappato biolomorficamente nel rettangolo R
riflesso rispetto all’asse reale e quindi contenuto nel semipiano H−.
Il prossimo risultato contiene, come già anticipato, le dimostrazioni del
Lemma 4.4.4 e del Lemma 4.4.5.
Proposizione 4.5.1. Sia S la striscia verticale {z ∈ C : − 1/2 < Re(z) <
1/2}, fissato un numero τ > 0 poniamo P := e2piτ . Allora esiste una funzione
continua ρS : S −→ R+0 ∪ {∞} che verifica le seguenti proprietà:
1. ogni curva γ in S che connette i due bordi verticali di S attraverso
l’intervallo (0, iτ) ha lunghezza rispetto a ρS almeno
√
2A(P )/B(P );
2. per ogni r > 0 esiste δ > 0 tale che se ρS(z) > r allora |Im(z)| < δ;
3. ||ρ2S||S = 1;
4. ρS(z) =∞ solo per z ∈ {0, iτ}.
Inoltre, ogni quadrilatero in S che connette i due bordi verticali di S e non
contiene nessuno punto della forma iτZ ha modulo limitato superiormen-
te da B(P )/2A(P ). Infine, la funzione τ 7→ 2A(P )/B(P ) è strettamente
decrescente e tende all’infinito per τ che tende a zero.
Dimostrazione. Denotiamo con S+ (rispettivamente, S−) il sottoinsieme di
S costituito dai numeri complessi con parte reale positiva (rispettivamente,
con parte reale negativa), cioè
S+ = {z ∈ C : 0 < Re(z) < 1/2}
(e S− = {z ∈ C : − 1/2 < Re(z) < 0}). Consideriamo la mappa olomorfa
E(z) := e−2piiz e notiamo subito che E è un biolomorfismo tra S+ e il
semipiano negativo H− e tra S− e il semipiano positivo H+. Infatti, la
mappa esponenziale complessa ez manda bigettivamente strisce orizzontali di
larghezza α < 2pi in settori angolari con vertice nell’origine ed angolo α, per
cui, nel nostro caso, la mappa ez porta bigettivamente la striscia orizzontale
{2pi(y − ix) : 0 < x < 1/2, y ∈ R} nel settore {e2piy(cosx− i sinx) : 0 < x <
pi, y ∈ R}, ovvero E manda S+ bigettivamente nel semipiano negativo. Stesso
ragionamento per S−.
La mappa integrale Ψ definita in (4.14) porta il semipiano H+ biolomorfi-
camente nel rettangolo R+ di vertici (0, 0), (B(P ), 0), (0, A(P )), (B(P ), A(P ))
con area A(P )B(P ) ed il semipiano H− nel rettangolo
R− = {z ∈ C : 0 < Re(z) < B(P ), −A(P ) < Im(z) < 0} .
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Sia R la chiusura di R+ ∪R−, e per ogni z ∈ R definiamo la mappa costante
ρ0(z) := 1/
√
2A(P )B(P ) dove P = e2piτ per qualche numero fissato τ > 0.
Notiamo che ||ρ20||R = 1 in quanto R è il rettangolo chiuso di vertici i
punti (0,−A(P )), (B(P ),−A(P )), (B(P ), A(P )), (0, A(P )) per cui ha area
2A(P )B(P ).
Inoltre, ogni curva γ in R che connette i due lati orizzontali del rettangolo
ha lunghezza, rispetto a ρ0, almeno
√
2A(P )/B(P ); infatti
Lγ(ρ0) =
∫
γ
ρ0(z)|dz| ≥ Lγ0(ρ0) =
∫ A(P )
−A(P )
dt√
2A(P )B(P )
=
2A(P )√
2A(P )B(P )
=
√
2A(P )
B(P )
dove γ0(t) = t0 + it con t ∈ [−A(P ), A(P )] e per qualche t0 ∈ (0, B(P )).
Facendo uso della composizione Ψ ◦ E : S+ −→ R− possiamo definire la
mappa ρS+ : S+ −→ R+0 ponendo
ρS+(z) := ρ0(Ψ ◦ E(z))|(Ψ ◦ E)′(z)| = |(Ψ ◦ E)
′(z)|√
2A(P )B(P )
. (4.15)
Analogamente possiamo definire la funzione ρS− : S− −→ R+0 , sempre tramite
la (4.15), questa volta utilizzando la mappa Ψ ◦ E : S− −→ R+.
Entrambe le funzioni, ρS+ e ρS− , si estendono per continuità a mappe,
rispettivamente, da S+ e da S− in R+0 ∪ {∞}, che denotiamo sempre con
lo stesso simbolo, con valore ∞ solo in {0, iτ}. Infatti, dato che E(0) = 1,
E(iτ) = e2piτ = P e
(Ψ ◦ E)′(z) = E
′(z)√
E(z)(E(z)− 1)(P − E(z))
=
−2piiE(z)√
E(z)(E(z)− 1)(P − E(z)) ,
si ha che 0 ed iτ sono poli della mappa ρS+ . Inoltre, se z = a+ ib, dato che
E(z) = 1⇔ e−2piiae2pib = 1⇔ a ∈ N0 ∧ b = 0
e
E(z) = P ⇔ a ∈ N0 ∧ b = τ
gli unici poli di ρS+ in S+ sono i punti 0 e iτ (stessa cosa per ρS−). Per
simmetria, le due mappe estese coincidono nell’intersezione dei loro domini,
110
cioè su S+ ∩S−; pertanto possiamo considerare la mappa continua ρS : S −→
R+0 ∪ {∞} definita ponendo
ρS(z) =
{
ρS+(z) se z ∈ S+,
ρS−(z) se z ∈ S−.
Per dimostrare il secondo punto dell’enunciato, dato r > 0 troviamo δ > 0 tale
che se |Im(z)| > δ allora ρS(z) < r. Notiamo che questo implica che ρS → 0
per |Im(z)| → ∞. Se Im(z) < −δ allora |E(z)| = |e−2piiz| = eIm(z)2pi < e−2piδ
e quindi |E ′(z)| = 2pi|E(z)| < 2pie−2piδ. Inoltre, dall’espressione di (Ψ ◦E)′(z)
scritta sopra otteniamo che
ρS(z) = Cτ |(Ψ ◦ E)′(z)| = O
(
|E(z)|√|E(z)|
)
= O(
√
|E(z)|) = O(e−piδ)
dove abbiamo posto Cτ = ρ0(z) per evidenziare il fatto che non c’è dipendenza
da z ma solo da τ . Per simmetria, valgono analoghe considerazioni per
Im(z) > δ.
Con questa definizione di ρS abbiamo anche
||ρ2S||S =
∫
S
ρ2S(x, y)dxdy =
∫
S+
ρ2S+(x, y)dxdy +
∫
S−
ρ2S−(x, y)dxdy
=
∫
S+
[ρ0((Ψ ◦ E)(z))|(Ψ ◦ E)′(z)|]2dz
+
∫
S−
[ρ0((Ψ ◦ E)(z))|(Ψ ◦ E)′(z)|]2dz
=
∫
R−
ρ20(z)dz +
∫
R+
ρ20(z)dz =
∫
R
ρ20(z)dz = ||ρ20||R = 1
dove nell’ultima riga abbiamo usato la formula del cambio di variabile per gli
integrali. Pertanto ρS verifica i punti 3 e 4 dell’enunciato.
Dimostriamo ora che ogni curva γ in S che connette i due bordi verticali at-
traverso l’intervallo (0, iτ) ha lunghezza rispetto a ρS almeno
√
2A(P )/B(P ).
Intanto, osserviamo che la mappa E manda i due bordi di S sul semiasse
reale negativo; infatti, E(±1/2+ iy) = e2piye∓pii = −e2piy ∈ R− per ogni y ∈ R.
Inoltre, l’intervallo (0, iτ) vine mandato nell’intervallo (1, P ). Dalle definizioni
otteniamo
Lγ(ρS) =
∫
γ
ρS(z)|dz| =
∫
γ
ρ0(z)|(Ψ ◦ E)′(z)||dz|
=
∫ 1
0
ρ0(γ(t))|(Ψ ◦ E)′(γ(t))||γ′(t)|dt =
∫ 1
0
ρ0(γ(t))|(Ψ ◦ E ◦ γ)′(t)|dt
=
∫ 1
0
ρ0(σ(t))|σ′(t)|dt =
∫
σ
ρ0(z)|dz| = Lσ(ρ0) ,
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dove abbiamo posto σ := Ψ◦E ◦γ ed abbiamo sfruttato il fatto che ρ0 essendo
costante non dipende da z. Ma σ è una curva in R che connette i due bordi
orizzontali del rettangolo; allora per quanto già dimostrato sappiamo che√
2A(P )
B(P )
≤ Lσ(ρ0) ,
da cui segue l’asserto su γ.
Da qui è chiaro che ogni quadrilatero Q in S che connette i due bordi
verticali di S e che non interseca l’insieme di punti iτZ ha modulo al più
B(P )/2A(P ): infatti, in base alla Definizione 4.3.8, abbiamo che
1
mod(Q)
= sup
ρ
inf
γ
L2γ(ρ)
||ρ2|| ≥ infγ
L2γ(ρS)
||ρ2S||
≥ 2A(P )
B(P )
dove γ varia tra le curve diQ che connettono i due lati verticali di S; nell’ultimo
passaggio abbiamo usato il punto 1 dell’enunciato. Infine, la funzione τ 7→
2A(P )/B(P ) è strettamente decrescente. Infatti dalla definizione è chiaro
che A(P ) è decrescente in P (se P aumenta il denominatore nell’integrando
aumenta per cui l’integrando diminuisce e l’integrale diminuisce) mentre B(P )
è crescente rispetto a P (calcolando la derivata si vede che questa è positiva).
Infine, se τ tende a zero allora P = e2piτ tende ad uno e quindi B(P )→ 0,
mentre A(P ) tende ad un valore finito, per cui il rapporto 2A(P )/B(P )→∞
per τ → 0.
Per ottenere una dimostrazione del Lemma 4.4.5, fissato τ > 0, basta
porre 1/M(τ) := 2A(P )/B(P ) e grazie alla Proposizione 4.5.1 si ottengono
tutte le proprietà desiderate.
Invece, per ottenere una dimostrazione del Lemma 4.4.4 basta, fissato α,
scegliere τ tale che
B(P )
2A(P )
< αpi .
Notiamo che esiste sempre un numero τ che verifica la precedente relazione;
infatti, abbiamo provato che B(P )/2A(P )→ 0 per τ → 0.
A questo punto, grazie alla Proposizione 4.5.1, se un quadrilatero che
connette i due bordi verticali di S non contiene nessun punto della forma iτZ
allora il suo modulo è minore di αpi, da cui la tesi.
Adottando le stesse notazioni utilizzate per la costruzione dell’insieme Sd,
abbiamo ora tutti gli strumenti per calcolare β in termini di α e rendere il
prodotto αβ all’incirca 1.11.
Minimizzazione del prodotto αβ: nella costruzione di Sd abbiamo disposto
βd log d punti in ciascuna delle s = α log d circonferenze Cν contenute in V .
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Sia quindi κ ∈ (0, 1) come nel Lemma 4.4.6 ed S la striscia verticale come
nella Proposizione 4.5.1. Notiamo che con queste scelte gli angoli tra punti
adiacenti di Sd in Cν differiscono di 2pi/(βd log d); di conseguenza tali punti
vengono trasformati, tramite il logaritmo, in punti adiacenti appartenenti alla
striscia verticale di larghezza
log
(
R
(
d−1
d
)(ν−1)κ/s
R
(
d−1
d
)νκ/s
)
= log
(
d− 1
d
)−κ
s
=
κ
s
log
(
d
d− 1
)
,
che distano l’uno dall’altro 2pi/(βd log d). Ma quindi nella striscia S di
larghezza unitaria i punti distano
τ =
2pi
βd log d
s
κ log(d/(d− 1)) ;
da cui ricaviamo
τ =
2piα
κβd log(d/(d− 1)) <
2piα
κβ
. (4.16)
Applicando la Proposizione 4.5.1 con P = e2piτ abbiamo cheM(τ) = B(P )/2A(P )
è il massimo modulo che può assumere un quadrilatero in S che non contiene
nessun punto della forma iτn, dove n ∈ Z. Fissato un valore τ0 > 0, poniamo
P0 = e
2piτ0 e calcoliamo M(τ0) = B(P0)/2A(P0); a questo punto poniamo
α :=
M(τ0)
pi
e β :=
2piα
κτ0
. (4.17)
Con questa scelta di β dalla (4.17) otteniamo che
τ <
2piα
κβ
=
2piακτ0
κ2piα
= τ0 ,
e visto che per il Proposizione 4.5.1 la funzione τ 7→M(τ) = B(P )/2A(P ) è
strettamente crescente abbiamo che M(τ) < M(τ0) e quindi M(τ) < αpi.
Quest’ultima disuguaglianza garantisce (si veda il Lemma 4.4.4 e la di-
mostrazione del Teorema 4.1.3) che almeno un punto di iτZ appartiene ad
almeno uno dei quadrilateri (trasportati in S tramite il logaritmo) che ciascun
canale forma con ciascuno degli anelli Vν .
A questo punto il prodotto αβ diventa
αβ =
2piα2
κτ0
=
1
2piκτ0
(
B(P0)
A(P0)
)2
, (4.18)
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che dipende solo da τ0 e κ. Se scegliamo τ0 = 0.40198 cosicché P0 ≈ 12.5,
α ≈ 0.2663 e β ≈ 4.1627/κ abbiamo αβ ≈ 1.1086/κ. Osserviamo che κ tende
ad uno quando R tende all’infinito, e quindi il prodotto αβ tende a 1.1086.
Questo completa la dimostrazione del Teorema 4.1.3. Vogliamo dare ora
un’esplicita costruzione di un insieme Sd.
Sia V come nel Lemma 4.4.6 dove abbiamo scelto R = 1 +
√
2 e quindi
κ = 1/2. Il numero di cerchi Cν così come il numero di punti disposti su
ciascun cerchio dipende da un parametro τ (vedi (4.17)). Pertanto, prendendo
τ = 0.40198 abbiamo
s = d0.2663 log de
cerchi contenenti ciascuno
N = d8.32547d log de
punti, dove con dxe stiamo denotando il più piccolo intero maggiore o uguale
a x; per una costruzione esplicita dell’insieme Sd abbiamo infatti bisogno di
un numero intero sia per il numero di circonferenze sia per il numero di punti
su ciascuna circonferenza.
Con le stesse notazioni adottate fin qui, sia rν = (1 +
√
2)
(
d−1
d
) 2ν−1
4s per
1 ≤ ν ≤ s e poniamo θj = 2pij/N , per ogni 0 ≤ j ≤ N − 1. Allora, con queste
scelte, definiamo un insieme di condizioni iniziali come
Sd = {rνeiθj : 1 ≤ ν ≤ s , 0 ≤ j ≤ N − 1}; (4.19)
tale insieme consiste di sN punti. Generalmente, il numero s di circonferenze
è molto piccolo anche per polinomi di grado alto; riportiamo nella tabella
qualche esempio.
d 0, 26632 log d
≤ 42 < 1
≤ 1825 < 2
≤ 78015 < 3
≤ 3333550 < 4
Esempio 4.5.1. Consideriamo il polinomio
p(z) = z5 − 2z4 + 5iz3 + (1 + i)z2 − 3 ,
e costruiamo l’insieme S5 come in (4.19). Dato che deg(p) = 5, abbiamo s =
d0.2663 log 5e = 1 circonferenze (come ci aspettavamo dalla precedente tabella)
contenenti ciascuna N = d(8.32547)5 log 5e = 67 punti. Il raggio dell’unica
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Figura 4.9: Bacini della mappa di Newton associata al polinomio p1(z)
dell’Esempio 4.5.1 e insieme di condizioni iniziali contenente 67 punti.
Figura 4.10: Bacini della mappa di Newton associata al polinomio q1(z)
dell’Esempio 4.5.2 e insieme di condizioni iniziali con 192 punti.
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circonferenza contenente tutti i punti iniziali è r = (1 +
√
2)
(
4
5
)1/4 ' 2.2832.
Pertanto, il numero totale di punti dell’insieme S5 coincide con sN = 67.
Nella Figura 4.9 sono mostrati i bacini della mappa di Newton associata
al polinomio normalizzato p1(z) = p(µz) dove µ è come nel Lemma 4.1.4; in
particolare, dal calcolo risulta µ(p) ' 4.472136.
Esempio 4.5.2. Analogamente, in Figura 4.10 sono mostrati i bacini della
mappa di Newton associata al polinomio q1(z) = q(µz), dove µ(q) = 2 e
q(z) = z10 + z9 + z + i/2 .
In questo caso abbiamo N = d83.2547 log 10e = 192 punti disposti su un’unica
circonferenza di raggio r ' 2.3515.
Nelle Figure 4.9 e 4.10 emerge evidente il fatto che almeno un punto
iniziale cade nel bacino d’attrazione di ciascuna radice.
4.6 Polinomi complessi con tutte radici reali
Per polinomi a coefficienti complessi di grado d fissato con tutte le radici
reali esiste un insieme come nell’enunciato del Teorema 4.1.3 il cui numero
di elementi è ulteriormente ridotto: tale insieme contiene al più 1.3d punti.
Precisamente, facendo uso delle notazioni introdotte nella precedente sezione,
possiamo dimostrare il seguente
Teorema 4.6.1. Per ogni grado d ≥ 2, esiste un insieme Sd con 1.3d punti
che verifica la seguente proprietà: per ogni polinomio p ∈ Pd con tutte le
radici reali e per ogni radice ξ di p esiste almeno un punto sξ ∈ Sd nel bacino
locale di ξ.
Dimostrazione. Sia p ∈ Pd un polinomio con tutte le radici reali; dunque p
può essere scritto nella forma c
∏d
i=1(z − ξi) con ξi ∈ R per ogni i = 1, . . . , d
e c ∈ C. Siano
ξmin := min
i=1,...,d
ξi e ξmax := max
i=1,...,d
ξi ;
a patto di rinominare le radici, supponiamo che ξmin = ξ1 e ξmax = ξd.
Iterando la mappa Np, tutti i punti dell’insieme {x ∈ R : x ≤ ξ1} hanno
l’orbita che converge a ξ1 mentre, tutti i punti dell’insieme {x ∈ R : x ≥ ξd}
hanno l’orbita che converge a ξd. Infatti, nel primo caso (l’altro si dimostra
analogamente) proviamo che se x ∈ R e x < ξ1 allora Nnp (x) < ξ1 per ogni
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n ∈ N. Per un conto fatto precedentemente Np(x) = x− (
∑d
i=1 1/(x− ξi))−1
e quindi
Np(x)− ξ1 < 0⇐⇒ x− ξ1 − 1∑d
i=1
1
x−ξi
< 0⇐⇒ ξ1 − x > −1∑ 1
x−ξi
⇐⇒
d∑
i=1
1
x− ξi (ξ1 − x) < −1⇐⇒
d∑
i=1
1
x− ξi (x− ξ1) > 1
⇐⇒
d∑
i=2
1
x− ξi (x− ξi) > 0
ma l’ultima disuguaglianza è ovviamente verificata per il fatto che stiamo
supponendo che x < ξ1 ≤ ξi per ogni i = 2, . . . , d. Pertanto Nnp (x) < ξ1,
per ogni n ∈ N. Se dimostriamo che l’orbita di un qualunque x ∈ R con
x < ξ1 converge allora per quanto appena visto converge necessariamente a
ξ1. Scrivendo esplicitamente N ′p, si può verificare che la mappa Np è crescente
in (−∞, ξ1); sia per d pari che per d dispari si ha N ′p(x) > 0 per ogni ξ1 > x,
e quindi la successione {Nnp (x)}n di numeri reali converge a ξ1.
Analogamente per trattare il caso x > ξmax bisogna invece far vedere che
Np è decrescente in (ξmax,∞).
Osserviamo che la mappa Np è simmetrica rispetto all’asse reale: infatti,
Np(z) = z −
∏d
i=1 z − ξi∑
k
∏
i 6=k z − ξi
= Np(z) .
Inoltre, se d′ ≤ d è il numero di radici distinte di p, allora la mappa di
Newton Np ha grado d′ e il numero dei suoi punti critici, contati con la loro
molteplicità, coincide con 2d′ − 2. Dunque ciascuna delle d′ − 2 radici di p,
ξ1 < ξ < ξd, deve avere, per la proprietà di simmetria, almeno due accessi
all’infinito e quindi, per il Teorema 4.2.11, il bacino di attrazione di ciascuna
di esse deve contenere almeno due punti critici di Np (che possono essere
due distinti oppure uno di molteplicità due). Dato che il numero di punti
critici di Np è 2d′ − 2 e almeno 2(d′ − 2) di essi appartengono al bacino
attrattivo di qualche radice nell’intervallo aperto (ξ1, ξd), le radici ξ1 e ξd,
hanno esattamente un unico accesso all’infinito.
Dalla Proposizione 4.4.1 segue quindi che ogni radice ha un canale di
modulo almeno pi/ log 3, indipendentemente dal grado del polinomio.
In questo caso vogliamo disporre tutti i punti su un unico cerchio; poniamo
quindi s = α log d = 1, e scegliamo τ e quindi P in modo tale che
B(P )
2A(P )
=
pi
log 3
.
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Una possibile scelta è P ≈ 3972132 da cui logP ≈ 15.1948; perciò passando
al limite per R → ∞ otteniamo βd log d = 4pi2d/ logP ≈ 2.5982d punti su
un unico cerchio dove abbiamo usato la (4.17) ed il fatto che τ = logP/2pi, e
quindi per simmetria abbiamo bisogno solo di 1.2991d punti iniziali apparte-
nenti, ad esempio, alla semicirconferenza contenuta nel semipiano positivo,
così come volevamo.
4.7 Approssimazione delle radici
Fin qui abbiamo provato l’esistenza di un insieme finito di condizioni iniziali
che interseca il bacino attrattivo di tutte le radici di tutti i polinomi di grado
fissato.
L’insieme di condizioni iniziali che abbiamo costruito può contenere punti
le cui orbite non convergono a una radice di p. Quindi un’ulteriore questione
che ci poniamo è: nella ricerca delle radici di p, quali punti di Sd possono
essere usati e quali devono essere scartati?
In altre parole, ci poniamo il seguente
Scopo: Date le radici trovare ξ1, . . . , ξd di un polinomio p ∈ Pd di grado
d ≥ 2, e dato ε > 0, trovare punti η1, . . . , ηd ∈ Sd e numeri naturali k1, . . . kd
tali che |Nkjp (ηj) − ξj| < ε per ogni j = 1, . . . , d, in modo che Nkjp (ηj)
approssimi la radice ξj con una precisione ε.
Notiamo che, in generale, p potrebbe non avere tutte radici distinte, ma
potrebbero esserci radici con molteplicità m > 1; in tal caso le radici vanno
contate con la loro molteplicità.
Descriveremo ora un algoritmo che risponde allo scopo. Prima di tutto,
sia K una costante che indica il numero massimo di iterazioni che intendiamo
compiere; un qualunque numero positivo può essere scelto come valore di K,
però una scelta ragionevole per il suo valore rende l’algoritmo più efficiente.
Per ogni z0 ∈ Sd, applichiamo il metodo di Newton, iterando la mappa Np
per al più K volte, fermandoci se è soddisfatta la condizione
|zn+1 − zn| < ε
d
(4.20)
dove zn = Nnp (z0). La (4.20) implica che esiste almeno una radice ξj di p tale
che |zn − ξj| < ε. Infatti, grazie alla (4.1) possiamo scrivere
Np(z) = z − 1∑
i
1
z−ξi
e quindi
d
ε
< |Np(zn)− zn|−1 ≤
d∑
i=1
|zn − ξi|−1 ;
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perciò esiste almeno un indice i ∈ {1, . . . , d} tale che 1
ε
< |zn − ξi|−1 e quindi
|zn − ξi| < ε.
Se il metodo di Newton applicato K volte a partire dal punto z0 non
verifica mai la condizione in (4.20), allora disponiamo il punto zK = NKp (z0)
in un insieme, che denoteremo con S1d , per un suo possibile uso futuro.
L’insieme Sd interseca (in almeno un punto) il bacino d’attrazione di
ciascuna radice del polinomio p, ma nulla vieta che punti distinti di Sd
possano appartenere al bacino d’attrazione di una stessa radice di p; in
questo caso, se la radice ξi approssimata da zn è diversa dalle radici trovate
precedentemente poniamo ηi = z0 e ki = n, se invece coincide con una di
quelle già trovate passiamo a considerare un altro punto iniziale z0 ∈ Sd.
Se dopo aver preso in considerazione tutti i punti dell’insieme Sd il numero
di radici approssimate trovate è minore del numero di radici distinte di p allora
si ripete lo stesso procedimento prendendo in considerazione l’insieme S1d come
insieme di valori iniziali; cioè, si itera la mappa Np al più K volte fermandosi
quando è soddisfatta la condizione |wm+1 − wm| < ε con wm = Nmp (NKp (z0))
per qualche z0 ∈ Sd. Come prima, se dopo K iterazioni la precedente
condizione non è soddisfatta si dispone wK in un insieme che questa volta
denoteremo con S2d che sarà il nuovo insieme di condizioni iniziali nel caso,
dopo aver esaurito tutti gli elementi di S1d , non si siano ancora trovati tutti i
punti che approssimano le radici di p. Quindi si continua in questo modo fino
a che non si determinano tutte le radici di p.
Il metodo sopra descritto fallisce nella seguente circostanza: sia z0 ∈ Sd
e supponiamo che |zn − zn−1| < ε/d per qualche n ≤ K. Allora, per quanto
discusso sopra, esiste una radice ξj di p per cui vale la relazione |zn − ξj| < ε.
Ma nulla garantisce che zn appartenga al bacino locale di ξj ; in teoria potrebbe
appartenere al bacino locale di un’altra radice ξi. Pertanto dalla teoria
sappiamo che zn = Nnp (z0)→ ξi per n→∞ ma, tramite l’algoritmo descritto
sopra, approssimiamo la radice ξj con zn. Una soluzione a questo problema si
può trovare in [17].
4.8 Risultati recenti
In quest’ultima sezione descriviamo alcuni progressi fatti in questo campo dopo
la pubblicazione di [11], riassumendo i risultati che riteniamo più significativi.
Fin qui abbiamo provato l’esistenza di un insieme contenente O(d log2 d)
punti di C che interseca il bacino d’attrazione di ogni radice di un qualunque
polinomio di grado d, risolvendo un problema importante legato al metodo di
Newton che riguarda la scelta di un insieme di condizioni iniziali.
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Circa undici anni dopo la pubblicazione di [11], in [9] viene dimostrata per
ogni d ≥ 3 l’esistenza di un insieme probabilistico contenente O(d(log log d)2)
punti in C che interseca con un’alta probabilità il bacino locale di tutte le radici
di tutti i polinomi appartenenti a Pd. In questo caso, il numero di elementi è
ulteriormente ridotto rispetto alla precedente costruzione. L’enunciato preciso
del risultato fondamentale contenuto in [9] è il seguente
Teorema 4.8.1. (Bollobàs-Lackmann-Schleicher, 2012) Per ogni grado d ≥ 3,
esiste un insieme universale probabilistico Bd che consiste di O(d(log log d)2)
punti di C tale che per ogni polinomio p ∈ Pd la probabilità che il bacino
locale di ogni radice di p contenga almeno un punto di Bd è maggiore di
1− 1/d > 1/2.
Anche in questo caso, come in [11], viene data un’esplicita costruzione
dell’insieme Bd.
Fin ora non abbiamo prestato troppa attenzione al numero di iterazioni
necessarie per approssimare le radici con punti dell’insieme costruito con una
precisione fissata, come evidenzia anche il problema riscontrato alla fine della
Sezione 4.7 Certamente, questo è un aspetto altrettanto importante che deve
essere considerato. Siamo quindi interessati a capire quante iterazioni sono
necessarie per trovare tutte le radici con una fissata precisione ε.
Nel 2011, a dieci anni dalla pubblicazione di [11], viene provata in [16]
l’esistenza di un insieme contenente O(d(log d)2) punti con la proprietà che
per ogni polinomio di grado d esistono d punti di tale insieme le cui orbite
rispetto all’iterazione della mappa di Newton convergono alle d radici di
p molto velocemente (nel senso che tra poco specificheremo). Riportiamo
l’enunciato in modo preciso e per una sua dimostrazione rimandiamo a [16].
Teorema 4.8.2. (Schleicher, 2011)Per ogni d ≥ 2, esiste un insieme S ′d con
3.33d(log d(1 + o(1)))2 punti di C con le seguenti proprietà:
• per ogni p ∈ Pd con p(z) = c
∏d
j=1(z − ξj), esistono η1, . . . , ηd ∈ S ′d tali
che Nnp (ηj)→ ξj per n→∞.
Fissato ε > 0, sia nj ∈ N tale che |Nnjp (ηj) − ξj| < ε. Allora il numero di
iterazioni della mappa di Newton richieste per approssimare tutte le radici di
p con una precisione ε è limitato come segue.
• Nel caso in cui tutte le radici ξj di p sono semplici e distano l’una
dall’altra almeno d−k per qualche k ∈ N, si ha
d∑
j=1
nj = O(d
3(log d(log d+ k))2 + d log d| log ε|) ;
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• nel caso di radici multiple si ha invece
d∑
j=1
nj = O(d
4(log d)2 + d3(log d| log ε|)2) .
Quindi nel peggiore dei casi la complessità del metodo è O(d4(log d)2),
altrimenti nei casi specificati sopra può ridursi anche a O(d3(log d)3). Come
tra poco vedremo, la costruzione dell’insieme S ′d non è molto diversa da quella
fatta nella Sezione 4.5.
Definizione 4.8.1. Per ogni d ≥ 2 costruiamo l’insieme S ′d come segue. Per
ogni ν = 1, 2, . . . , s = d0.4 log de poniamo
rν := (1 +
√
2)
(
d− 1
d
)(ν−1/2)/2s
; (4.21)
e su ogni circonferenza di raggio rν e con centro l’origine scegliamo N =
d8.33d log de punti equidistanti.
In [16] si prova che con queste scelte l’insieme S ′d verifica l’enunciato del
Teorema 4.8.2.
Dobbiamo, però, notare che nella costruzione dell’insieme Sd nella sezione
4.6, abbiamo disposto su s = d0.26632 log de circonferenze con centro l’origine e
raggio come in (4.21), N = d8.33d log de punti. In questa seconda costruzione,
abbiamo, invece, utilizzato 3/2 del numero di circonferenze, disponendo però
su ciascuno di essi sempre lo stesso numero di punti; il motivo di questa scelta
sarà chiaro tra poco.
In [16] per dimostrare che per ogni polinomio esistono d punti di S ′d le
cui orbite convergono alle d radici di p si fa uso della nozione di sottocanale
centrale e si sfruttano molti dei risultati ottenuti in [11].
Definizione 4.8.2. Sia ξ una radice di un polinomio p di grado d fissato con
tutte le radici appartenenti al disco unitario, e sia U il suo bacino locale. Se
B ⊆ U è un canale di U e A := B/Np il suo quoziente rispetto alla dinamica
della mappa Np, allora diremo sottocanale centrale di U l’insieme dei punti
z ∈ B tali che dA(z,Np(z)) < 2pi/µ dove µ è il modulo di B e dA è una
distanza su A come specificato in [16].
La proprietà che viene utilizzata, e che ci consente di sfruttare gran parte
dei risultati delle sezioni precedenti, è che se B è un canale di modulo µ allora
il suo sottocanale centrale ha modulo 2µ/3 ([16, Lemma 5]). Da questo fatto
dipende la scelta di utilizzare i 3/2 del numero di circonferenze rispetto alla
121
precedente costruzione. Per provare la prima parte del Teorema 4.8.1 si usa
la stessa tecnica del Teorema 4.0.1 fatta eccezione del fatto che la nozione di
canale viene sostituita da quella di sottocanele centrale.
Successivamente, il risultato del Teorema 4.8.1 è stato ulteriormente
raffinato; infatti, in [8] viene provato il seguente
Teorema 4.8.3. (Bilarev-Aspenberg-Schleicher, 2016) Per ogni grado d, esi-
ste un insieme universale S ′d con 3.33d(log2 d)(1 + o(1)) elementi di C con la
seguente proprietà: supponiamo che i punti ξ1, . . . , ξd sono uniformemente ed
indipendentemente distribuiti nel disco unitario e consideriamo il polinomio
p(z) =
∏d
j=1(z − ξj). Allora con probabilità 1− 2/d, esistono d punti in S ′d
tali che il numero di iterazioni necessarie per approssimare le d radici di p
con una data precisione ε è al più
C(d2 log4 d+ d log | log ε|) ,
dove C è una costante universale.
L’insieme S ′d è quello introdotto nella Definizione 4.8.1; per una dimostra-
zione si veda [8].
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