In this paper, we consider weakly regular Sturm-Liouville eigenproblems with unbounded potential at both endpoints of the domain. We propose a Galerkin spectral matrix method for its solution and we study the error in the eigenvalue approximations it provides. The result of the convergence analysis is then used to derive a low-cost and very effective formula for the computation of corrected numerical eigenvalues. Finally, we present and discuss the results of several numerical experiments which confirm the validity of the approach.
Introduction
Recently, the author studied a corrected spectral matrix method for solving weakly regular and singular Sturm-Liouville problems defined over the bounded domain (−1, 1) with an unbounded potential at the left endpoint, [7] . The numerical results provided by such technique are definitely satisfactory for weakly regular problems. This suggested to study a generalization of the method for the approximation of the eigenvalues and of the eigenfunctions of problems of the following type −y ′′ (x) + q(x)y(x) = λy(x), x ∈ (−1, 1) ,
α R y(−1) + β R y ′ (−1) = 0 , α
where the potential q is given by
with functions g i at the numerators that are analytical inside and on a Bernstein ellipse containing [−1, 1] . In the literature, problems of this type with q unbounded at least at one endpoint are sometimes called weakly regular and it is well known that their spectrum is composed by real and simple eigenvalues which can be ordered as an increasing sequence tending to infinity. We will number them starting from index k = 1, i.e. we will call {λ 1 < λ 2 < λ 3 < . . .} the exact spectrum of (1)- (4) .
In [7] , we considered the case S = 2 with β 1 = γ 1 = β 2 = 0, namely problems with a potential of the form q(x) = g 1 (x) + g 2 (x)/(1 + x) γ2 , and a special algorithm for γ 2 ∈ (0, 1) and y(−1) = 0 was derived. As remarked in the same paper, the obtained results appear to be more reliable than those given by wellknown and well-established general-purpose codes based on shooting techniques like, for example, the MATSLISE2 [5, 6] , the SLEDGE [8] and the SLEIGN2 [1] ones. A possible explanation is that the common basic idea in them implemented is essentially the selection of suitable layers. In particular, if q is unbounded at both endpoints, then the approach is that of solving a suitable problem over (−1 + ε 1 , 1 − ε 2 ) with ε 1 and ε 2 small positive values automatically selected, [9] . As indicated in their documentation, this may cause a loss of accuracy and from all our tests we deduced that this may be more relevant if the problem is not subject to the Dirichlet condition at the endpoint where q is unbounded. As an example, in the following table we list some numerical eigenvalues for the problem with q(x) = 10/(1 − x 2 ) 3/4 subject to y ′ (±1) = 0 that we computed by using such codes with a tolerance equal to 10 −13 . These considerations justify the interest in generalizing the method proposed in [7] and the outline of this paper is the following. In Section 2, we recall the basic facts concerning the spectral Legendre-Galerkin matrix method introduced in [7] and we discuss the computation of the coefficient matrix that corresponds to a potential q of the form in (4) . An analysis of the error in the numerical eigenvalues with respect to the generalized eigenvalue problem size is carried out in Section 3. In addition, in the same section, we derive a low cost and effective procedure for an a posteriori correction of the numerical eigenvalues. Finally, in Section 4 we report and discuss the results of some numerical experiments.
Spectral Legendre-Galerkin method
Let Π N +1 be the space of polynomials of maximum degree N + 1, for a fixed N ∈ N, and let
We look for an approximation of an eigenfunction y of the following type
where the coefficients ζ n,N and the numerical eigenvalue λ (N ) are determined by imposing, see (1) ,
Here ·, · is the standard inner product in
which is naturally suggested by the Liouville normal form of the SLP we are studying. We can write (8) as the following generalized eigenvalue problem
where
with
The matrices B N and Q N are clearly symmetric and the same property holds for A N thanks to the well-known Green's identity, [7] .
The basis function R n is chosen as follows [10] R n (x) = ξ n P n (x) + η n P n+1 (x) + θ n P n+2 (x) (12) where P j is the Legendre polynomial of degree j and the three coefficients ξ n , η n and θ n are such that R n verifies the boundary conditions (BCs), see (5)-6). The complete discussion of the computation of such coefficients can be found in [7] where we used the fact that
and we decided to use basis functions that verify R n ∞ ≤ 3 for each n ∈ N 0 . This is obtained by imposing (ξ n , η n , θ n ) T ∞ = 1 and ξ n ≥ 0. Here we simply list in Table 1 the three coefficients of the linear combination in (12) for the four problems subject to natural BCs and for two general ones of Robin type.
For later reference, it is important to underline the fact that, as soon as n is sufficiently large, we always got
More precisely, if the BCs are symmetric, i.e. if α L β R + α R β L = 0, then we always set η n = 0 so that R n is an even or an odd function if n is even or odd, respectively. Table 1 : Coefficients ξ n , η n and θ n for some BCs.
The matrices A N and B N
In this section, we recall the results obtained in [7] about the entries of A N and B N in (10)- (11) . Concerning the first matrix, one immediately gets that a mn = 0 for each m > n since R m is orthogonal to any polynomial in Π m−1 , see (12) . Consequently,
see (13). We remark that, independently of the BCs, a nn satisfies
Regarding B N , it is not too difficult to verify that it is pentadiagonal. In more detail, if we letb n = P n , P n = 2/(2n + 1),
then we get
2.2 The matrix Q N .
From (10)- (11), one obtains that Q N admits a factorization similar to the one just given for B N . Specifically
where R N is defined in (19),
As done in [4, 7] , it is possible to prove the following result by using the well-known recurrence relation of the Legendre polynomials.
If we define the linear tridiagonal operator z ∈ ℓ ∞ → H z ∈ ℓ ∞ where
and we letq −1 be the zero sequence, then we get
Now, the structure of H and (24) permit to determine the entire matrix Q N onceq m0 have been computed for each m = 0, 1, . . . , 2N + 2 (see [4, 7] for the details). We shall proceed by discussing how we determine these values for problems with S = 1 since the generalization is simple, see (22) . In this regard, we observe that (23), [3, 16.4 formula (2)] and arguments similar to the ones used in the proof of [4, Proposition 2] allow to get that
Let us assume for the moment that we have computed the values ofq
m for each m = 0, . . . , L with L sufficiently large. Then, recalling that by assumption g 1 is analytical inside and over a Bernstein ellipse containing [−1, 1], we proceed in this way. We get a polynomial approximation of g 1 by transforming it in a Chebfun function [2] , which is accurate up to machine precision, and then we apply the previous formula to compute the first 2N + 2 entries ofq 0 . Concerning the computation ofq
m we have to distinguish the following cases:
where (t) ℓ is the Pochhammer symbol;
3. β 1 = 0, γ 1 = 0 : with similar computations one getŝ
4. β 1 γ 1 = 0 : by using [3, 16.2, formula(6)] we get
It is clear that the formulas in (26) or (27) allow to computeq (1) m easily. For example, if β 1 = 0 and γ 1 = 0 then from (27) one getŝ
so that it is possible to proceed recursively. On the other hand, if β 1 γ 1 = 0 then the computation of the Gauss hypergeometric function at right hand-side of (28) can be costly and ill-conditioned. We thus preferred to find alternative expressions. In particular, if β 1 = γ 1 = 0 then the application of the following Whipple sum
with a = −m, c = 1 − γ 1 and e = 1 giveŝ
.
Therefore, if m is odd thenq
(1) m = 0 (this was indeed already evident from its definition in (25) with β 1 = γ 1 ). On the other hand, if m is even then
and N is even then the matrixQ N in (21) is permutation similar to a 2 × 2 block diagonal matrix with diagonal blocks of size N/2 + 1. In addition, if the coefficients of the BCs in (2)- (3) verify α L β R + α R β R = 0 then the SLP is called symmetric and, as we recalled after (16), η n = 0 for each n. Therefore, the matrices A N , Q N and B N are permutation similar to 2 × 2 block diagonal matrices too, see the paragraph before (17) and (19)- (21). This implies that we can split the generalized eigenvalue problem (9) into two ones of halved size.
It remains to discuss how it is possible to avoid the evaluation of the Gauss hypergeometric function for the computation ofq −γ1 . In other words, first of all we write
Then we determineq (1) m as followŝ
Now, by using formulas in [3, 16.4 ] we obtain
,
where α is defined in (29),
It is not too difficult to verify that
being "•" the Hadamard product and
i.e. T and U are a lower triangular Toeplitz and an Hankel matrix, respectively. Clearly, a suitable truncation of the vectors and matrices in (30) is operated depending on the number of values ofq (1) m that we actually need. In addition, we compute ν ℓ , t r and u r recursively. Finally, it is worth mentioning that an algorithm similar to the one described in [12] can be used for the matrix-vector product in (30).
3 Error analysis and computation of corrected numerical eigenvalues.
We now study the behavior of the error in the resulting numerical eigenvalues as N increases and for a fixed index. In particular, we consider weakly regular problems with a potential of the type specified in (4) which is unbounded at least at one endpoint. The analysis that we are going to present will be also used to derive a very effective and efficient procedure for an a posteriori correction of the numerical eigenvalues.
Let λ (N ) be the approximation of the exact eigenvalue λ as N increases and let y be the corresponding exact eigenfunction having the following expansion
The following first result can be proved by using arguments similar to the ones considered in [7] . Theorem 3.1 If N is sufficiently larger than the index of the eigenvalue then, see (7) and (17),
The asymptotic estimate that we are going to prove in the next theorem is fundamental for proceeding.
. If ψ(−1) ψ(1) = 0, β, γ < 1 and if n is sufficiently large then
Proof: Recalling the definition of R n in (12), let us consider first of all P n , ψ (β,γ) .
In this regard, if we use the results proved in [11] , (25)-(27) and we assume that n is sufficiently large then we get
Now, it is known that the ratio of two gamma functions satisfies
Therefore, if we use it with z = n + 1/2 then we obtain
This implies that to determine an estimate for R n , ψ (β,γ) , we have to study these terms
We recall that if n is sufficiently large then ξ n = 1, see (14). In addition, by using the formulas in [7] , see also (15)-(16), it is possible to verify with some computations that
Therefore, see (36) and (37),
The statement follows by collecting all these partial results.
It must be underlined thatω(δ 0 , δ 1 ) = 0 if −δ 0 ∈ N 0 , see (36). This implies that one or both the terms at the right hand-side of (34) can be zero. For our purposes, this does not constitute a problem since in the convergence analysis that we are going to prove such terms are surely negligible with respect to the others.
We need the following notation to proceed: for each i = 1, . . . , S, let
i.e. let r i and ℓ i be the multiplicities of x = 1 and x = −1, as zeros of g i , respectively. We are now ready for proving the following theorem. (4) is unbounded at least at one endpoint and let consider the following subsets of {1, 2, . . . , S}
If N is sufficiently larger than the index of the eigenvalue then
where, see (35)- (36) and (38),
Proof: From the definition of κ ± , (7) and (31) we get
so that recalling (32)- (33) we must determine an estimate for
To this end, we apply (34) with (β, γ) = (β i ,γ i ) and ψ =ĝ iŷ , or with (β, γ) = (β j ,γ j ) and ψ =ĝ jẑN . In this way, recalling also (18), we obtain
We now use the following integral estimates with suitablep > 0 :
In particular, we apply the first one withp = (p(γ i ) + p(γ j ))/2, orp = (p(β i ) + p(β j ))/2 and the second estimate withp = (p(γ i )+p(β j ))/2 or withp = (p(β i )+ p(γ j ))/2. This leads to, see (33),
and the statement follows by observing that the principal term of such summation behaves like O ((N + 1) −p ) where p is defined in (39).
As done in [7] , we now discuss how we can use (43) to improve the accuracy of the numerical eigenvalues. The approach is that of considering the following normalization for the numerical and the exact eigenfunctions, see (40)- (41),
By using the orthogonality of the Legendre polynomials, the estimates z N , y ≈ 1 andŷ(±1) ≈ẑ N (±1) follow and consequently the next formula for the computation of corrected numerical eigenvalues
where∆ ij is obtained from∆ ij via the substitutionsŷ(±1) →ẑ N (±1), see (40)-(42). These are done by using z N (±1) or z ′ N (±1). For example, if y(−1) = 0 and y(1) = 0 then y(x) = (1 + x)ŷ(x) and z N (x) = (1 + x)ẑ N (x). Consequentlŷ
Finally, we must say that in the actual implementation we do not consider the correction terms corresponding to values of r i and of ℓ i in (38) that are greater than one since their contributions are surely irrelevant with respect to the others. The advantage is that for the computation of µ (N ) we do not need to evaluate derivatives of g i at the endpoints of order greater than one. In this way, altogether, the cost for the application of (44) is very low since it is essentially given by the evaluations of g i (±1), eventually of g ′ i (±1) and ofẑ N (±1) which is simple because the values of R n (±1) or of R ′ n (±1) are known (see (12) and (13)).
Numerical tests
The method described was implemented in Matlab (ver.R2017a). In particular, we used routines included in the open-source Chebfun package [2] for the computation of the matrix Q N and we solved the generalized eigenvalue problem (9) by using the eigs function, with option "SM" for getting the ones of smallest magnitude.
The first results that we present confirm the statement of Theorem 3.3. In particular, we considered the problems with one of the following potentials
q(x) = 10 cos(4(1 + x))
subject to one of the next four BCs
(47) In addition, we used the classical formula
for the numerical estimate of the order of convergence (the lower index k denotes the index of the eigenvalue). The results we got for the eigenvalues of index k = 5, 10, 20, are listed in Table 2 for the first potential and in Table 3 for the second one. As one can see, such results are in perfect agreement with the statement of the theorem previously mentioned. Concerning the problems with q defined in (46) subject to the first or to the last BCs in (47), we applied the a posteriori correction, namely we computed also µ (N ) k defined in (44). In addition, for these problems and for the subsequent ones, we evaluated the relative errors log 10 |λ
by using as reference "exact" eigenvalue the values ofλ k ≡ µ (N t) k with N t ≫ N ≥ k. As discussed in the introduction, this choice was motivated by the fact that the accuracy of the numerical approximations of λ k provided by the MAT-SLISE2 [5] , the SLEDGE [8] and the SLEIGN2 [1] codes may be not sufficient for our purposes. The resulting relative errors (48) have been reported in Figure 1 . In more details, in the subplots at the top of such figure, the relative errors in the approximation of the fifteenth eigenvalue are plotted versus N with N ranging from 50 to 400. For the subplots at the bottom, instead, we fixed N = 100 and we depict the errors for the index k ranging from 1 to 25. The legend of each graphic and of the subsequent ones is dashed line and solid line for the errors in the uncorrected numerical eigenvalues and in the corrected ones, respectively. These results show that the a posteriori correction is very effective from many point of views. In fact:
• from the subplots on the bottom one deduces that for N = 100 and 1 ≤ k ≤ 25 the gain resulting from the correction is larger than two significant digits;
• the two subplots on the top show that µ
15 is always more accurate than λ (2N ) 15 ;
• the error in the corrected numerical eigenvalues decreases much faster with respect to N than the error in the uncorrected ones. Concerning this point, we used a least-square approach to evaluate numerically the order of convergence p µ such that
For these examples, we obtained p µ ≈ 7 for the problem subject to Neumann-Dirichlet BCs and p µ ≈ 5 for the one subject to the unsimmetric Robin-Robin BCs. In the following final tests, we compare the performances of our correction technique with those of the classical Richardson extrapolation given by
where p is specified in the convergence theorem. In particular, we considered symmetric problems with potentials and problems with the following not symmetric q's
The results obtained for some BCs have been reported in Figures 2 and 3 (the errors corresponding to ρ (N ) k are depicted in dotted lines). As one can see, the Richardson extrapolation requires N much larger than k to improve the eigenvalue approximation, say N not smaller than 4k + 1. If this is not the case then it may deteriorates drastically the accuracy of λ (N ) k . Furthermore, the improvement that we get with our low-cost method is undeniably larger than that obtained with Richardson. 
