There is a remarkable relation between two kinds of phase space distributions associated to eigenfunctions of the Laplacian of a compact hyperbolic manifold: It was observed in [1] that for compact hyperbolic surfaces
Introduction
In this paper we generalize an interesting link between two kinds of phase space distributions which was observed in [1] for hyperbolic surfaces to all rank one Riemannian symmetric spaces of the noncompact type. The distributions of interest arise in the study of quantum ergodicity. To put our results in a general context, we follow [20] to briefly recall some relevant notions of the framework of quantum ergodicity.
If (X, g) is an n-dimensional compact Riemannian manifold with Laplace operator ∆, then L 2 (X) = ⊕ λ k H λ k , where ∆ = −λ k on the eigenspaces H λ k and dim(H λ k ) < ∞. We fix ordered orthonormal bases {ϕ ki : 1 ≤ i ≤ dim(H λ k )} for each H λ k to obtain a sequence {ϕ ki : k = 1, 2, 3, . . . , 1 ≤ i ≤ dim(H λ k )} of orthonormal eigenfunctions. Given a calculus of pseudodifferential operators on X, i.e. an assignment Op : C ∞ (S * X) → B(L 2 (X)) of bounded operators Op(a) to smooth zero order symbols a, satisfying the usual requirements [21] , we associate to a given eigenfunction ϕ k a distribution W k , called the Wigner distribution for ϕ k , defined by W k (a) := Op(a)ϕ k , ϕ k L 2 (X) . A distribution µ ∈ D ′ (S * X) is called weak * -limit point of the W kj if there is a subsequence S ⊆ {λ ki } such that lim S W ki (a) = µ(a) for all a. One of the problems in the framework of quantum ergodicity is the question: What are the weak * -limit points of the W ki ? All such limit distributions are invariant measures for the geodesic flow on S * X. It is not known which limit points arise and how they depend on the choice of the {ϕ ki }.
It was observed in [1] that for compact hyperbolic surfaces X Γ = Γ\H Wigner distributions are asymptotically equivalent (and hence equivalent for the study of quantum ergodicity) to Patterson-Sullivan distributions P S ir k , which are also associated to the sequence {ϕ k } of eigenfunctions. An interesting property of these Patterson-Sullivan distributions is that they are invariant under the geodesic flow, so one might hope that the study of these invariant distributions combined with the relations to Wigner distributions yield more insight into the questions of quantum ergodicity for symmetric spaces.
Before we state our results we have to make a few remarks about the special ΨDO-calculus we use in this paper: S. Zelditch ([19] ) introduced a natural quantization for G/K, when G = P SU (1, 1), K = P SO(2). It is in fact possible to generalize this calculus two all rank one symmetric spaces X := G/K, where G is a connected semisimple Lie group with finite center and K a maximal compact subgroup of G. The basic definitions and properties of this calculus are given in Section 4. Full details with all computations concerning this calculus will appear in [12] . An advantage of this calculus is its G-equivariance: Fix a co-compact and torsion free discrete subgroup Γ of G and let SX denote the unit tangent bundle of X = G/K. If a ∈ C ∞ (SX) is Γ-invariant (under the natural action of G on SX, see Section 4), then it yields a pseudodifferential operator on the quotient X Γ := Γ\G/K.
Our setting is as follows: Let X = G/K denote a general rank one symmetric space of the noncompact type, where G is a connected semisimple Lie group with finite center and K a maximal compact subgroup of G. Let G = KAN be a corresponding Iwasawa decomposition of G and let M denote the centralizer of A in K. The geodesic boundary of X can be identified with the flag manifold B := K/M . Let o := K ∈ G/K denote the origin of the symmetric space X. Further, let ∆, resp. ∆ Γ , denote the Laplace operator of X, resp. X Γ . We consider the following automorphic eigenvalue problem on X = G/K: ∆ϕ = −c ϕ ϕ(γz) = ϕ(z) for all γ ∈ Γ and for all z ∈ X.
In other words, we study the eigenfunctions of the Laplacian on the compact manifold X Γ = Γ\X. If the eigenfunctions ϕ are real-valued, the eigenvalues −c ∈ R, −c ≤ − ρ, ρ , of ∆ are of the form −c := −c λ := −( λ, λ + ρ, ρ ), where λ ∈ a * , the real dual of the Lie algebra a of A, and where , denotes the inner product on a * induced by the Killing form (see Section 2) . We fix a complete L 2 (X Γ )-orthonormal basis ϕ λj of real-valued and Γ-invariant eigenfunctions, where the eigenvalues are repeated according to their multiplicity. We hence obtain a corresponding sequence of eigenvalue parameters λ j ∈ a * . Then
If Y is a manifold, u a distribution or hyperfunction on Y and ϕ a test function, then we denote the pairing ϕ, u Y by Y ϕ(y)u(dy).
For each eigenfunction ϕ λj (with exponential growth, see Section 3) of the negative Laplacian −∆ with corresponding eigenvalue c j = λ j , λ j + ρ, ρ there is a unique distribution boundary value (also described in Section 3)
Here x, b denotes the horocyclic bracket defined in (2.13) below. Given a ∈ C ∞ (SX), the Wigner distributions are defined by
In the special case when j = k, we write
the set of pairs of distinct boundary points (∆ denotes the diagonal of B × B). We will describe the geodesic boundary in Section 2. Each geodesic of X has a unique forward limit point and a unique backward limit point in B. In particular, we identify B (2) with the space of geodesics. We will see in Section 3 that in the case of Γ-invariant eigenfunctions the boundary values T λj satisfy the following equivariance property:
It is then possible to introduce (see Section 5 for details) functions d λj on B (2) and a Radon transform R : 2) ) such that the expression a, P S λj SX :=
defines a Γ-invariant distribution on SX. We call these distributions the PattersonSullivan distributions associated to the ϕ λj . The P S λj are invariant under the geodesic flow and under time reversal (see Section 5 for details). The weight functions d λj will be called intermediate values because of (5.5), which generalizes the intermediate value formula (5.1) for hyperbolic surfaces, Let H : KAN → a denote the Iwasawa projection (see Section 2) and let w denote the non-trivial Weyl group element (see Section 2). Given j ∈ N 0 , define
whenever the integral exists.
Following [1] we use a cutoff χ ∈ C ∞ c (X), which is a smooth replacement for the characteristic function of a fundamental domain F for Γ (cf. Section 5). A concrete relation between the W λj and the P S λj is given by the operators L λj and it generalizes the "exact formula" in Theorem 1.1 of [1] :
Still following [1] , we also define normalized Patterson-Sullivan distributions 5) which satisfy the same normalization condition 1, P S λj SXΓ = 1 as the W λj on the quotient SX Γ .
As was pointed out in the introduction of [1] it is of interest to also have analogous results for off-diagonal matrix entries. To this end we introduce (in Section 6) off-diagonal Patterson-Sullivan distributions P S λj ,λ k such that P S λj ,λj = P S λj for all j ∈ N 0 . We then prove the off-diagonal analog of Theorem 1.1:
(1.6) Theorem 1.1 is an immediate consequence of Theorem 1.2, but we intentionally separated the definitions and the results. One reason is that the definitions are based on quite different ideas and that the P S λj have nicer invariance properties than the P S λj ,λ k . Another reason is that the normalization of the P S λj motivates the normalization of the P S λj ,λ k (see Definition 6.8).
Finally, we generalize the "asymptotic formula" in Theorem 1.1 of [1] to off-diagonal elements:
Assume that λ jn , λ kn → ∞ are sequences of spectral parameters such that |λ jn − λ kn | ≤ τ for some τ > 0. Then
We thank S. Hansen, J. Möllers, A. Pasquale and in particular N. Anantharaman and S. Zelditch for helpful discussions. The comparison of our results with the ones from their draft [2] made us realize a small error in our original formulation of Theorem 1.3. Special thanks go to M. Olbrich for providing the idea of a proof of Proposition 3.5.
Preliminaries
In this section we collect a number of geometric definitions and facts needed to formulate our main results.
Semisimple Lie Groups
Let G be a non-compact connected semisimple Lie group with finite center, g the Lie algebra of G, and , the Killing form of g. Let θ be a Cartan involution of g such that the form (X, Y ) → − X, θY is positive definite on g × g. Let g = k + p be the decomposition of g into eigenspaces of θ and K the analytic subgroup of G with Lie algebra k. We choose a maximal abelian subspace a of p and denote by a * its dual and a * C the complexification of a * . At this point we do not yet make the assumption that the rank of X = G/K, i.e. dim a, is one. Later, however, it will be indispensable. Let A = exp a denote the corresponding analytic subgroup of G and let log denote the inverse of the map exp : a → A.
Given λ ∈ a * , put g λ = {X ∈ g : [H, X] = λ(H)X ∀ H ∈ a}. If λ = 0 and g λ = {0}, then λ is called a (restricted) root and m λ = dim(g λ ) is called its multiplicity. Let g C denote the complexification of g and if s is any subspace of g let s C denote the complex subspace of g C spanned by s.
For λ ∈ a * let H λ ∈ a be determined by λ(H) = H λ , H for all H ∈ a. For λ, µ ∈ a * we put λ, µ := H λ , H µ . Since , is positive definite on p × p we put |λ| := λ, λ 1/2 for λ ∈ a * and |X| := X, X 1/2 for X ∈ p. The C-bilinear extension of , to a * C will be denoted by the same symbol. 
We set ρ := 2 −1 Σ α∈Σ + m α α and let N denote the analytic subgroup of G with Lie algebra n := Σ α>0 g α . Then n = θ(n) = Σ α<0 g α . The involutive automorphism θ of g extends to an analytic involutive automorphism of G, also denoted by θ, whose differential at the identity e ∈ G is the original θ. It thus makes sense to define N = θN . The Lie algebra of N is θ(n).
Let M denote the centralizer of A in K and let M ′ denote the normalizer of A in K. Let W denote the (finite) Weyl group M ′ /M . The group W acts as a group of linear transformations of a and also on a * C by (sλ)(H) := λ(s −1 H) for s ∈ W , H ∈ a and λ ∈ a * C . Let r denote the order of W and let w 1 , . . . , w r be a complete set of representatives in
Here (1) means that each g ∈ G can be uniquely written in the form
where k(g) ∈ K, H(g) ∈ a, n(g) ∈ N . The functions k, H, n are called Iwasawa projections. In (2), the union is disjoint. Let w * denote the Weyl group element mapping a + to −a + . Exactly one of the summands in (2), namely P w * P , is open in G. Thus the set NM AN is open in G.
We call dim(a) the real rank of G and the rank of the symmetric space X = G/K. Let o := K ∈ G/K denote the origin of X. If X has rank one, the Weyl group has only two elements. In this case we denote the nontrivial Weyl group element by w and pick an element m
By abuse of notation we write w for m ′ . Then we have the important formula 
Normalization of Measures
We briefly recall some normalizations of the measures on the homogeneous spaces we work with. We follow [8] . The Killing form induces euclidean measures on A, a and a * . For l = dim(A) we multiply these measures by (2π)
and obtain invariant measures da, dH and dλ on A, a and a * . This normalization has the advantage that the euclidean Fourier transform of A is inverted without a multiplicative constant. We normalize the Haar measures dk and dm on the compact groups K and M such that the total measure is 1. If U is a Lie group and P a closed subgroup, with left invariant measures du and dp, the U -invariant measure du P = d(uP ) on U/P (if it exists) will be normalized by
This measure exists in particular if P is a compact subgroup of U . In particular,
By uniqueness, dx is a constant multiple of the measure on X induced by the Riemannian structure on X given by the Killing form. The Haar measures dn and dn on the nilpotent groups N and N are normalized such that
The Haar measure on G can ( [8] , Ch. I, §5) then be normalized such that
For any (restricted) root α we write α 0 := α/ α, α . We will need HarishChandra's e-functions ( [7] , p. 163, the rank of X is arbitrary)
where
and where Γ denotes the classical Gammafunction. Let X have rank one. Now, the set Σ of (restricted) roots contains at most two positive elements: α and possibly 2α. We adopt the usual convention that m 2α = 0 if 2α is not a root. Harish-Chandra's c-function ( [8] , Ch. IV, §6) is the meromorphic function
where c 0 = 2
Geodesics, Boundary and the Unit Tangent Bundle
Hence this map intertwines the G-action on G/P with the action on K/M defined by g · kM = k(gk)M . These spaces are thus equivalent for the study of B = K/M = G/P . Although the following remarks are basically trivial, we write them down for later reference: With respect to the actions described above, the stabilizer of M ∈ K/M is the subgroup P = M AN . The action of the groups AN and P on G/K are transitive. For the remainder of this section, let X = G/K be of rank one. As above, let w ∈ M ′ denote a representative of the nontrivial Weyl group element.
Lemma 2.1. P = M AN acts transitively on G/P \ {P }.
Proof. This follows from the Bruhat decomposition
In fact, let gP ∈ G/P \ {P }. Then g / ∈ P , so g is of the form p 1 wp 2 , where p 1 , p 2 ∈ P . Hence gP = p 1 wP = p 1 · wP and we have proven that each gP = P ∈ G/P lies in the P -orbit of wP . Remark 2.2. Let H 0 denote the unique unit vector (with respect to the norm on a induced by the Killing form) in a + . It is well known ( [8] ) that K ·H 0 = S(p), i.e., the group K acts transitively on the set S(p) of unit vectors in the tangent space T o X = p. The subgroup AN = N A of G acts transitively on G/K, so G = N AK acts transitively on the the unit tangent bundle SX of X = G/K. The group M is the stabilizer in K of H 0 ∈ S(p). Hence the unit tangent bundle of X can be identified G-equivariantly with the homogeneous space G/M . We will from now on write SX = G/M (for X of real rank one). The geodesic flow on G/M reads as the action of A by right translations on G/M .
As in the introduction, consider the space B × B and its diagonal ∆. We let B (2) = (B × B) \ ∆ denote the set of distinct boundary points. We may now describe the space of geodesics and the geodesic connections in the rank one case. We describe the map that assigns to a geodesic its forward and backward limit points.
We call γ H0 (t) = e tH0 · o the standard geodesic. If we write B = K/M , the forward limit point b ∞ of the standard geodesic identifies with M ∈ K/M (that is P ∈ G/P ) and (since Ad G (w) is −id on a) its backward limit point b −∞ identifies with wM ∈ K/M (that is wP ∈ G/P ). Since wM = M in K/M , the point (M, wM ) is an element of B (2) and the standard geodesic is the unique (up to parameter translation and time reversal) geodesic of X that joins the boundary points M and wM at infinity. We also write a t := e tH0 ∈ A. Then the standard geodesic is the curve t → a t · o.
We consider the action of G on B (2) given by
Proof. Let b 1 = b 2 be points in B. Since K acts transitively on B, we find a
Hence there exists an element n ′ ∈ N such that nn ′ = ma ∈ N N ∩ M A = {e} (cf. [9] , Ch. VI, Exercise B2. See also [7] , Lemma 1.6 on page 79.). But N ∩ N = {e}, since g is the direct vector space sum of the root-spaces g α . Hence n = e as desired, Definition 2.5. We will from now on always write
It is clear that with respect to the diagonal action of G on X × B the group M is the stabilizer of (K, P ) ∈ G/K × G/P . Using the Iwasawa decomposition (see [12] for details) we also see that G acts transitively on the space X × B. This induces the following G-equivariant identification SX = X × B: If (z, b) ∈ X × B, then let v(z, b) denote the unit vector in SX tangential to the geodesic through z with forward endpoint b. This geodesic exists since X has rank one (see [5] , [11] and also [12] for details).
Horocycle bracket and Iwasawa Projection
In this subsection, we describe the so-called horocycle bracket on X ×B, because we need some formulae corresponding to this inner product. For details on the geometric interpretation of this horocycle bracket see [7] , Ch. II (and [12] ).
Let
Each (x, b) is of the form (gK, kM ) and it is easy to see that (2.13) is welldefined. We remark that the use of , , whether we mean the Killing form or the horocycle bracket, will always be clear from the context. Proposition 2.6. ·, · is invariant under the diagonal action of K on X × B.
Recall that g ∈ G acts on K/M by g · kM = k(gk)M (Iwasawa projection).
Proof. Decompose g 2 k =kãñ and
Since A normalizes N this equals log(a ′ ) + log(ã).
(2.14)
Proof. (i) is a direct computation. The second part of (ii) follows from the first part applied to gw instead of g. For this assertion, let z = g · o. Then by (i)
and by (2.14) this equals z,
Helgason Boundary Values
In this section we recall the Poisson transform, which plays a key role in the proofs of our results, and use it to prove the estimate (3.16) which will allow us to define the Patterson-Sullivan distributions. Even though part of what we describe here could be done in greater generality we restrict ourselves to the case of rank one spaces.
Eigenfunctions and Poisson Transform
We fix a co-compact, torsion free discrete subgroup Γ of G and choose a Ginvariant measure ν on Γ\G such that
for f ∈ C c (G). We will denote the Hilbert space L 2 (Γ\G, ν) simply by L 2 (Γ\G). The G-invariance of ν implies that the equation
, which is called the right-regular representation of G on Γ\G.
As before, let ∆ denote the Laplace operator of X. The eigenspaces corresponding to eigenvalues −c ≤ − ρ, ρ of ∆ are ( [6] , Theorem 7.1) the spaces
where λ ∈ a * and where , denotes the inner product on a * induced by the Killing form as described in Section 2. We fix a Γ-invariant eigenfunction ϕ ∈ E λ (X) and assume that ϕ is normalized with respect to the
Let A(B) denote the vector space of analytic functions on B = K/M , topologized as in [6] , Section 5. The analytic functionals are (loc. cit.) the functionals in the dual space A ′ (B) of A(B). Fix λ ∈ a * and recall the following fundamental result ( [7] , p. 507):
is a bijection of the dual space A ′ (B) onto the eigenspace E λ (X).
For an eigenfunction f ∈ E λ (X) of the Laplacian we call the unique functional T f with f = P λ (T f ), given by Theorem 3.1, the boundary values of f . We will now consider a special class of these eigenfunctions that have distributional boundary values: Let d X denote the distance function on X and define the space E * (X) of smooth functions of exponential growth by
We put E * λ (X) := E * (X) ∩ E λ (X) and recall (2.10). Then (cf. [7] , p. 508):
, a test function f ∈ E(B) and g ∈ G, the action is (gT )(f ) = T (f • g −1 ). When we denote the pairing between distributions and test functions by an integral, we also write T (dγb) for (γT )(db). Consider a Γ-invariant eigenfunction ϕ with boundary values T ϕ : Then ϕ(γz) = ϕ(z) for all γ and z implies (recall
By uniqueness of the Poisson-Helgason transform (Theorem 3.1) we obtain
Spherical Principal Series
We recall some facts concerning the principal series representations of G. Following [7] and [18] , let λ ∈ a and consider the representation σ λ (man) = e (iλ+ρ) log(a) of P = M AN on C. We denote the induced representation on G by π λ = Ind G P (σ λ ). The induced picture of this representation is constructed as follows: A dense subspace of the representation space is
with inner product
and corresponding norm
The actual Hilbert space, which we denote by H λ , and the representation on H λ , which we also denote by π λ , is obtained by completion (cf. [18] , Ch. 9). The representations π λ (λ ∈ a) form the spherical principal series of G. (π λ , H λ ) is a unitary ( [7] , p. 528) and irreducible (loc. cit. p. 530) Hilbert space representation.
Given f ∈ C ∞ (K/M ) we may extend it to a function on
Moreover, if f ∈ C ∞ (K/M ) and iff is as above, thenf |K = f . The mapping f →f described above is isometric with respect to the L 2 (K/M )-norm. We may hence identify
The advantage is that the representation space is independent of λ. The group action on C ∞ (K/M ) is realized by
This is called the compact picture of the (spherical) principal series. Notice that for g ∈ K the group action (3.4) simplifies to the left-regular representation of the compact group K on K/M . Let λ ∈ a. It follows from
Let ϕ denote a Γ-invariant eigenfunction of the Laplace operator with boundary values T ϕ ∈ D ′ (B) such that ϕ = P λ (T ϕ ). Let π λ denote the dual representation on D ′ (B) corresponding to π λ . Since ϕ is invariant, it follows from (3.6) and the uniqueness of the boundary values that T ϕ is invariant under the actions π λ (γ), γ ∈ Γ.
Regularity of Distribution Boundary Values
In this subsection we prove a regularity statement for distribution boundary values corresponding to Laplace eigenfunctions with eigenvalue parameter λ ∈ a * on a compact quotient X Γ . These estimates may not be the sharpest possible, but they are sufficient for our purposes.
with exponential growth). Under the identification H
. As proven in [3] , Theorem A.1.4, if f is a smooth vector for the principal series representation, then f ∈ H ∞ λ is a smooth function on G. We consider the mapping 
is a conjugate-linear, K-finite functional on the (g, K)-module H ∞ λ,K . This module is irreducible and admissible, since H λ is unitary and irreducible ( [17] , theorems 3.4.10 and 3.4.11). As A f1 is K-finite it is nonzero on at most finitely many K-isotypic components. It follows that there is a linear map A :
The equivariance of Φ ϕ and the unitarity of π λ imply that A is (g, K)-equivariant. Using Schur's lemma for irreducible (g, K)-modules ( [17] , p. 80), we deduce that A is a constant multiple of the identity and hence ·, · 2 is a constant multiple of the original
Let (y j ) and (x j ) be bases for k and p, respectively, such that y j , y i = −δ ij , x j , x i = δ ij , where , denotes the Killing form. The Casimir operator of k is Ω k = i y 2 i and the Casimir operator of g is
where Z(g) is the center of the universal enveloping algebra U(g) of g.
It follows from
We may now estimate this by a convenient Sobolev norm on L 2 (Γ\G). Let ∆ denote the Laplace operator of Γ\G. Then we have
where Ω g and Ω k are the Casimir operators on G and K, respectively. 
Let m = dim(Γ\G) = dim(G), and let s > m/2. The Sobolev imbedding theorem for the compact space Γ\G ( [14] , p. 19) states that the identity W 2,s (Γ\G) ֒→ C 0 (Γ\G) is a continuous inclusion (C 0 (Γ\G) is equipped with the usual sup-norm · ∞ ). It follows that there exists a C > 0 such that
Now we derive the announced regularity estimate for the boundary values: First, by increasing the Sobolev order, we may assume s/2 ∈ N, so
Hence (1 + ∆) s/2 commutes with each G-equivariant mapping. Let f ∈ H ∞ λ . Then
. by multiplication with the scalar −( λ, λ + ρ, ρ ) (cf. [18] , p. 163), that is
, so the term in (3.11) is bounded by
for all f ∈ H ∞ λ and hence for all f ∈ C ∞ (K/M ). We estimate (3.13) by a continuous C ∞ (K/M )-seminorm · ′ (independent of ϕ) and obtain:
for the distribution boundary values T ϕ corresponding to a real-valued and
This norm induces a continuous seminorm on the projective tensor product C ∞ (B) ⊗ π C ∞ (B) (cf. [13] , p. 435). Let ψ denote another normalized eigenfunction with distribution boundary values T ψ ∈ D ′ (B) and eigenvalue parameter µ ∈ a
which implies (by taking the infimum)
[13], p. 530) implies that (3.16) holds for all f ∈ C ∞ (B × B).
Non-Euclidean Pseudodifferential Operators
We use a special G-equivariant ΨDO-calculus that generalizes the Zelditch quantization from ( [19] ). In this section we state some basic definitions and results we need. Full details will appear in [12] . For the moment, we may drop the rank one assumption. Fix a co-compact and torsion free discrete subgroup Γ of G. Using the identification X ×B = G/M we identify functions a(z, λ, b) = a(gK, λ, g ·M ) on X × a * × B with functions a(gM, λ) on G/M × a * . Let n = dim G and {X 1 , ..., X n } be a basis for g (the elements are acting on functions on G/M as left-invariant differential operators). A ΨDO of order 0 is a properly supported operator A :
where:
where |W | is the order of the Weyl group. We call a(z, λ, b) the complete symbol of A, which is equivalently given by
where for λ ∈ a * and b ∈ B the functions e λ,b : X → C, z → e (iλ+ρ) z,b are called non-Euclidean plane waves.
Let now X have rank one and denote by | · | the norm on a * induced by the Killing form. We identify a = R = a * : Define λ 0 ∈ a * + by λ 0 (X) = X, H 0 (X ∈ a). We always assume that a(z, λ, b) is a classical symbol of order 0, i.e. it has an asymptotic expansion of homogeneous symbols of decreasing order:
We call σ A := a 0 the principal symbol of Op(a) = A. Theorems 1.1, 1.2, 1.3 only concern principal symbols, so we often assume that a is independent of λ. By S m Γ we denote symbols of order m which are invariant under the diagonal action of Γ on X × B:
Let L m Γ be the space of operators associated with such symbols. If (T g u)(z) = u(g · z) denotes the translation of functions on X we find (see [12] for details): Recall from Section 3 that if ϕ is an eigenfunction of the Laplace operator with eigenvalue −( λ, λ + ρ, ρ ) (λ ∈ a * ) and boundary values T ∈ D ′ (B), then
Let ϕ λj denote the eigenfunctions of ∆ Γ with corresponding boundary values
where we used the formula Op(a)e
2)) and pulled the operator under the integral sign in (4.6).
Patterson-Sullivan Distributions
In this section we introduce the central concepts we need to formulate our results: Intermediate values, the Radon transform, which really is a time average in our context, and the Patterson-Sullivan distributions.
Intermediate Values
To motivate the concept of intermediate values, consider the case where G/K = P SU (1, 1)/P SO (2) is the open unit disk D with boundary B = {z ∈ C : |z| = 1}.
One has the intermediate value formula (cf. [10] , p. 8)
It follows from [8] , p. 197, that
To generalize this we construct certain functions d λ : G/M A → C, which we call intermediate values, and which satisfy a certain equivariance property generalizing (5.2) (cf. (5.5) ). This property then leads to invariance properties of the Patterson-Sullivan distributions.
Definition 5.1. By time reversal we mean the involution ι(x, ξ) = (x, −ξ) on the unit cosphere bundle S * X. Under Γ\G/M = S * X Γ the time reversal map takes the form Γg → Γgw. We say that a distribution T is time-reversible if
Recall w −1 aw = a −1 (a ∈ A), which implies that d λ is well-defined and time reversal invariant. We call the functions d λ intermediate values.
Proof. This follows from Lemma 2.9.
Note that by Lemma 2.3 we may interpret d λ as a function on B (2) , that is
, so the assertion follows from Lemma 5.3.
Invariance Properties
As in the introduction, let c 0 ≤ c 1 ≤ c 2 ≤ . . . → ∞ denote the spectrum of −∆ Γ and ϕ λj a fixed L 2 (X Γ )-orthonormal basis of real valued eigenfunctions with eigenvalues c j = λ j , λ j + ρ, ρ ∈ R. Then λ j ∈ a * ∪ ia * and since c j → ∞ there are only finitely many λ j ∈ ia * , so we may assume λ j ∈ a * for all j ∈ N 0 . We only consider eigenfunctions with exponential growth and denote the corresponding sequence of distributional boundary values by T λj .
Definition 5.6. The Patterson-Sullivan distribution ps λj associated to ϕ λj is the distribution 2) ). The same definition (5.6) extends ps λj to a bounded linear functional on the larger space
Proposition 5.7. Suppose that ϕ λj is a Γ-invariant eigenfunction of the Laplacian. Let T λj denote its boundary values. Then the distribution ps λj (db, db ′ ) is Γ-invariant and time reversal invariant.
Proof. Time reversibility is obvious. Given a test function f and γ ∈ Γ we have
It follows from (3.3) that
Multiplying with (5.5) completes the proof of Γ-invariance.
Recall our notation from 2.5:
Definition 5.8. The Radon transform on SX = G/M is given by
whenever the integral exists. [8] , p. 91, applied to the subgroup M A, yields: Such a function can for example be constructed by taking ν ∈ C ∞ c (X), ν = 1 on F , and setting χ(z) = ν(z) · ( γ∈Γ ν(γz)) −1 . If χ satisfies (5.7), then
The following property of these cutoffs is proven in [1] , Lemma 3.5:
Let a be a Γ-invariant smooth function on SX. Then for any a 1 , a 2 ∈ D(SX) such that
Given T and a as in Proposition 5.11 and if moreover χ j (j = 1, 2) are smooth fundamental domain cutoffs, then a j = χ j a satisfy the assumptions of the proposition. Hence a, T SXΓ := χa, T SX defines a distribution on the quotient SX Γ and this definition is independent of the choice of χ. 9) which satisfy the normalization condition 1, P S λj SXΓ = 1. Note that 1 = 1, W λj SXΓ .
In view of Proposition 5.11 the definitions made in 5.12 do not depend on χ. Consider the expression
, which is the case for a ∈ C ∞ c (SX), since then Ra ∈ C ∞ c (B (2) ), which in turn implies
. As an immediate consequence of Proposition 5.11 we obtain: Proposition 5.13. Each P S λj is a geodesic flow invariant and Γ-invariant distribution on G/M = SX. On the quotient SX Γ , P S λj still is invariant under the geodesic flow.
Proof of Theorem 1.1
Proof. It is well-known (cf. [8] , Ch. IV, §6, Corollary 6.6) that
(5.10)
Hence the weight |e −(iλj +ρ)H(nw) | ≤ C is bounded by a constant. The assertion follows from [8] , p. 91, applied to the closed subgroup N of G.
The following formula is the key tool in the proof of Theorem 1.1.
In view of (6.6), (5.11) is the special case λ j = λ k of the more general formula in Lemma 6.9 and hence we do not give a proof here. Recall that the ϕ λj are real-valued. Let a ∈ C ∞ (Γ\G/M ). Then (4.7) yields
It follows from Lemma 5.15 that d λj R(L λj χa) has removable singularities in each (b, b) ∈ B × B. Hence by the same lemma Op(a)ϕ λj , ϕ λj equals
which proves Theorem 1.1.
Off-diagonal Patterson-Sullivan Distributions
In this section we generalize the results of Section 5 to the off-diagonal case and thus prove Theorem 1.2.
Off-diagonal Intermediate Values
The construction of P S λj ,λ k is different from the construction of P S λj . We will see in this section why it is impossible to define functionals ps λj ,λ k (λ j = λ k ).
which implies P S λj ,λj = P S λj .
Proposition 6.7. Suppose that ϕ λj and ϕ λ k are Γ-invariant eigenfunctions. Then the distribution P S λj ,λ k on SX = G/M is Γ-invariant.
3) this equals
Recall that a ∈ A acts trivially on (M, wM ). Using this and (6.3) we observe
We also have
and the proposition follows.
In view of Proposition 6.7, the definition of P S λj ,λ k descends to SX Γ = Γ\SX:
are defined by (χ is a smooth fundamental domain cutoff) a, P S λj ,λ k SXΓ := χa, P S λj ,λ k SX . (6.11) (2) We normalize these distributions by
Proof of Theorem 1.2
The following lemma is the off-diagonal analog of Lemma 5.15.
. The following manipulations do not depend on the choice of g. By G-invariance of dz, the left hand side of (6.13) equals
Identify χa with a function on G/M : Then since b = g · o we have
From the integral formula (2.9) we obtain that (6.14) equals AN χa(ganM )e (iλj +ρ) gan·o,g·M e (iλ k +ρ) gan·o,g·wM dn da. (6.15)
But gan · o, g · M = gan · o, gan · M = H(gan) = H(ga) and H(n −1 w) = H(nw) (which is equivalent to H(n) = H(n −1 ) and thus follows from [8] , p. 436 (8) 
The independence of the representative g(b, b ′ ) follows from the unimodularity of A and because the mapping N ∋ n →m −1 nm ∈ N (m ∈ M ) preserves the measure dn (since M is compact).
As in Section 5 we may now integrate (6.13) against T λj (db)T λ k (db ′ ), which completes the proof of Theorem 1.2. (D 1 , . . . , D n ) , where D j = −i∂ j and C = | det H| −1/2 e πi sign(H)/4 is a constant depending on ψ. We refer to (7.1) as the MSP-formula (method of stationary phase).
We now assume λ j ∈ a * + for all j ∈ N 0 , identify a * + = R + , and write a = R · H 0 . If n := wnw −1 ∈ N for n ∈ N , then L λ (χa)(g) = N e −(iλ) H(n),H0 e −ρ H(n),H0 χa(gwnw −1 )dn, λ, ρ ∈ R.
Proposition 7.1. The phase function ψ(n) = H(n), H 0 has exactly one critical point, namely n = e. The Hessian form at n = e is non-degenerate.
Proof. [4] , pp. 343.
Clearly ψ(e) = 0 and for the amplitude α(n) = e −ρ H(n),H0 χa(gwnw −1 ) we have α(e) = χa(g). Let s = dim(N ) = dim(N ). The MSP-formula yields L λ (χa)(g) = C · (2π/λ) s/2 n λ −n R 2n (χa)(g), (7.2) where R 2n is a differential operator on SX of order 2n and R 0 is the identity. Although we consider off-diagonal elements, the proof in [1] applies with almost no change: Let K be defined as in (6.8). We put a, P S λj ,λ k = 1, P S λ k ,λ k a, P S λj ,λ k into (7.5) and obtain C · (2π/λ k ) s/2 · 1, P S λ k ,λ k · a, P S λj ,λ k = a, W λj ,λ k + O(1/λ k ). (7.6) In particular, for a = 1, we get
Together with (7.6) this yields
(1 + O(1/λ k )) · a, P S λj ,λ k = a, W λj ,λ k + O(1/λ k ). (7.8)
The Wigner distributions and hence by (7.8) the a, P S λj ,λ k are uniformly bounded. It follows that the left side of (7.8) is asymptotically the same as a, P S λj ,λ k . This completes the proof of Theorem 1.3.
