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c-NUMERICAL RANGE OF OPERATOR PRODUCTS ON B(H)
YANFANG ZHANG,1 and XIAOCHUN FANG2∗
Abstract. Let H be a complex Hilbert space of dimension ≥ 2 and B(H)
be the algebra of all bounded linear operators on H. We give the form of
surjective maps on B(H) preserving c-numerical range of operator products
when the maps satisfy preserving weak zero products. As a result, we obtain
the characterization of surjective maps on Mn(C) preserving c-numerical range
of operator products. The proof of the results depends on some propositions
of operators in B(H), which are of different interest.
1. Introduction and preliminaries
Let H be a complex Hilbert space with inner product 〈·, ·〉, B(H) and Bs(H)
be the algebra of all bounded linear operators and the real linear space of all self-
adjoint operators on H, respectively. For c = (c1, ..., ck) ∈ R
k and k ≤ dim H, the
c-numerical range and c-numerical radius of A ∈ B(H) are respectively defined
as
Wc(A) =
{
k∑
j=1
cj〈Aej , ej〉 : {e1, ..., ek} is an orthonormal subset in H
}
,
rc(A) = sup{|λ| : λ ∈ Wc(A)}.
Obviously, if k = 1, we get the classical numerical range W (A) and the nu-
merical radius w(A) of A. If (c1, ..., ck) = (1, ..., 1), Wc(A) and rc(A) reduce to
k-numerical range and k-numerical radius of A, respectively ( [4, 8, 10]). Numer-
ical range (radius) and c-numerical range (radius) are important concepts and
have many applications in pure and applied mathematics, especially in quantum
control and quantum information. Readers can refer to [8, 21] for more informa-
tion.
It is always of interest to characterize mappings with some special properties
such as leaving certain functions, subsets or relations invariant, which are called
preserving problems. There is a considerable interest about preservers of numer-
ical range and generalized numerical range (radius)[3, 6, 15, 16]. Li gave the
form of linear map on Mn(C) preserving c-numerical range (resp. radius) [15]. It
is quite different from linear maps preserving numerical range (resp. radius)on
B(H)([1]). Hou and Di [13] gave the characterization of surjective maps pre-
serving numerical range of operator products on B(H) and Bs(H) and showed
that such maps have the form A → ±UAU∗ for some unitary U ∈ B(H). It is
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natural to ask what is the form of surjective maps preserving c-numerical range
of operator products.
Let A,B be two algebras and Φ : A → B is a map. For A,B ∈ A, AB = 0⇒
Φ(A)Φ(B) = 0 (AB = 0 ⇔ Φ(A)Φ(B) = 0), Φ is called a map preserving zero
product (preserving zero products on both sides). The characterization of surjec-
tive maps preserving zero products on both sides on standard operator algebras
was given in [5, Lemma 2.2]. If c-numerical radius is a norm, maps preserv-
ing c-numerical radius of operator products on B(H) are maps preserving zero
products on both sides. Then by [5, Theorem 2.3], the form of maps preserving
c-numerical radius of operator products for dim(H) ≥ 3 can get when rc(·) is a
norm. The same result can also be obtained from [2, Theorem 3.2 and Theorem
3.3 ]. From these, it is possible to get the form of surjective maps preserving
c-numerical range of operator products on B(H) only when rc(·) is a norm and
the dimension of H is no less than 3.
In this article, we give the characterization of surjective maps on Mn(C) pre-
serving c-numerical range of matrix products. Moreover, we give the definition
of maps preserving weak zero products (on both sides). Then we obtain the form
of surjective maps on B(H) preserving c-numerical range of operator products
when the maps satisfy preserving weak zero products. From this result, the char-
acterization of surjective maps on B(H) preserving c-numerical range of operator
products can get easily when rc(·) is a norm. Here dimH just needs to be greater
than 1. Then the characterization of surjective maps preserving numerical range
of operator products in [13] is just a special case of this result. It is worth noting
that we calculate the c-numerical range of some special operators in B(H) and
show a type of operators with symmetric c-numerical range whenever H is of
finite or infinite dimension. They are of different interest.
Next we introduce some notations and state the assumptions in the paper.
(1) Assume c = (c1, ..., ck) ∈ R
k and c1 ≥ ... ≥ ck with not all ci’s equal.
(2)To avoid trivial considerations, we always assume k ≥ 2.
(3) If dimH = n < ∞, we regard B(H) as Mn(C), which is the set of all
complex n× n matrices. Also we assume n ≥ k.
(4) F1(H), S and T are respectively the set of rank-1 operators, the set of
operators with symmetrical c-numerical range and the set satisfying {A ∈ S :
AB ∈ S and BA ∈ S for B ∈ B(H)} in B(H).
The following are our main results.
Theorem 1.1. Let Mn(C) be the set of all n × n complex matrices and Φ :
Mn(C) → Mn(C) be a surjective map. Then Wc(Φ(A)Φ(B)) = Wc(AB) for all
A,B ∈Mn(C) if and only if Φ has one of the following forms:
(i) when c1 + ck 6= 0, then there is a unitary matrix U ∈ Mn(C) such that
Φ(A) = ±UAU∗ for all A ∈Mn(C);
(ii) when there exists an integer p (1 < p < k) satisfying cp + ck+1−p 6= 0 and
cj + ck+1−j = 0 for j = 1, ..., p− 1, then there are a unitary matrix U ∈ Mn(C),
functions φ : T → {−1, 1} and φ′ : Mn(C) → {−1, 1} satisfying φ′(A)φ′(B) =
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sgn(AB) for any A,B ∈Mn(C) where
sgn(AB) =
{
{1} if AB 6∈ S
{−1, 1} if AB ∈ S
such that
Φ(A) =
 φ(A)UAU
∗ if A ∈ T
φ′(A)UAU∗ if A ∈ S \ T
±UAU∗ if A ∈Mn(C) \ S
for all A ∈Mn(C).
(iii) when cj + ck+1−j = 0 for j = 1, ..., k, then there are a unitary matrix
U ∈Mn(C) and a function g : Mn(C)→ {1,−1} such that
Φ(A) = g(A)UAU∗ for all A ∈ Mn(C)
or
Φ(A) = ig(A)UAU∗ for all A ∈Mn(C).
Next result is about surjective maps on B(H) preserving c-numerical range of
operator products when the maps satisfy preserving weak zero products.
Theorem 1.2. Let B(H) be the algebra of all bounded linear operators on complex
Hilbert space H. Suppose Φ : B(H)→ B(H) is a surjective map preserving weak
zero products on both sides. ThenWc(Φ(A)Φ(B)) = Wc(AB) for all A,B ∈ B(H)
if and only if Φ has one of the following forms:
(i) when c1 + ck 6= 0, there is a unitary operator U ∈ B(H) such that Φ(A) =
±UAU∗ for all A ∈ B(H);
(ii) When there exists an integer p (1 < p < k) satisfying cp + ck+1−p 6= 0 and
cj + ck+1−j = 0 for j = 1, ..., p− 1, then there are a unitary operator U ∈ B(H),
functions φ : T → {−1, 1} and φ′ : B(H) → {−1, 1} satisfying φ′(A)φ′(B) =
sgn(AB) for any A,B ∈ B(H) where
sgn(AB) =
{
{1} if AB 6∈ S
{−1, 1} if AB ∈ S
such that
Φ(A) =
 φ(A)UAU
∗ if A ∈ T
φ′(A)UAU∗ if A ∈ S \ T
±UAU∗ if A ∈ B(H) \ S
for all A ∈ B(H).
(iii) When cj + ck+1−j = 0 for j = 1, ..., k, then there are a unitary operator
U ∈ B(H) and a function g : B(H)→ {1,−1} such that
Φ(A) = g(A)UAU∗ for all A ∈ B(H)
or
Φ(A) = ig(A)UAU∗ for all A ∈ B(H).
If
n∑
k=1
ci 6= 0, then rc(·) is a norm, the following result can be obtained imme-
diately.
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Corollary 1.3. Suppose Φ : B(H) → B(H) is a surjective map satisfying
Wc(Φ(A)Φ(B)) = Wc(AB) for all A,B ∈ B(H). If
n∑
k=1
ci 6= 0, the form of Φ
is either (i) or (ii) in Theorem 1.2.
The paper is organized as follows. In Section 2, we show some properties of
c-numerical range, which are true whether H is finite or not. We calculate c-
numerical range of rank-1, some rank-2 operators in B(H) and show a type of
operators with symmetrical c-numerical range. In Section 3, the proof of main
results will be given.
2. c-numerical range of operators on B(H)
In [15], Li showed the properties of c-numerical range and c-numerical radius
on Mn(C). First we list some of them which are also true in B(H) when H is of
infinite dimension.
Proposition 2.1. Let c = (c1, ..., ck) ∈ R
k. For A ∈ B(H), then
(1) [20]The set Wc(A) is convex for all A ∈ B(H).
(2) Wc(UAU
∗) = Wc(A) for any unitary U ∈ B(H).
(3) Wc(λA) = λWc(A) for any λ ∈ C.
(4) Wc(λI + A) = λ
k∑
i=1
ci +Wc(A) for any λ ∈ C.
(5) Wβc(A) = βWc(A) for any β ∈ R.
(6) Suppose ci’s are not equal. Then Wc(A) is a singleton if and only if A is
a scalar multiple of the identity.
(7) The c-numerical radius rc(A) is a norm on B(H) if and only if
k∑
i=1
ci 6= 0
and not all ci’s are equal.
(8) Suppose ci’s are not equal. Then Wc(A) ⊂ R if and only if A is hermitian.
In [17], Li described the c-numerical range for self-adjoint operators especially
when H is infinite dimensional. Let S be a self-adjoint operator in B(H). If
dimH = k, denote by λ1(S) ≥ ... ≥ λk(S) the eigenvalues of S. If H is infinite
dimensional, define
λm(S) = sup{λm(X
∗SX) : X∗X = Im}.
Also λm of an infinite dimensional operator S can be defined as follows. Let
σe(A) = ∩{σ(A + F ) : F ∈ B(H) has finite rank}
be the essential spectrum of A ∈ B(H), and let
λ∞(S) = sup σe(S),
which also equals the supremum of the set
σ(S)\{S − µI has a non− trivial finite dimensional null space}.
Then S = σ(S)∩(λ∞(S),∞) has only isolated points, and we arrange the elements
in descending order, say, λ1 ≥ λ2 ≥ ... counting multiplicities. If S is infinite,
then λj(S) = λj for each positive integer j. If S has m elements, then λj(S) = λj
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for j = 1, ..., m, and λj = λ∞ for j > m. Then the following property is about
c-numerical range of self-adjoint operators in B(H).
Proposition 2.2. (See [15, 17]) Let S ∈ Bs(H).
(1) If dimH = k, Wc(S) =
[
k∑
j=1
cjλk+1−j(S),
k∑
j=1
cjλj(S)
]
.
(2) If H is of infinite dimension, cl(Wc(S)) = [mc(S),Mc(S)], where
mc(S) = inf
{
−
l∑
j=1
cjλj(−S) +
k−l∑
j=1
ck+1−jλj(S) : 0 ≤ l ≤ k
}
and
Mc(S) = sup
{
l∑
j=1
cjλj(S)−
k−l∑
j=1
ck+1−jλj(−S) : 0 ≤ l ≤ k
}
.
Next we denote
c¯j =
{
cj if dimH = k
max{cj, 0} if dimH > k
and
c˜j =
{
cj if dimH = k
min{cj, 0} if dimH > k
for j = 1, .., k. This will be used to describe c-numerical range of some operators
in B(H).
Proposition 2.3. Suppose that T is a rank-1 operator in B(H), then Wc(T ) is an
elliptical disk with foci c¯1tr(T ), c˜ktr(T ) and minor axis (c¯1−c˜k)
√
‖ T ‖2 − | tr(T ) |2
or a line segment with end points c¯1tr(T ) and c˜ktr(T ).
Proof. If dimH = k, the conclusion can be found in [6]. If dimH = n > k, adding
zero to c, we get d = (d1, ..., dn) with d1 ≥ ... ≥ dn and Wc(A) = Wd(A) for all
A ∈ B(H). Obviously, d1 = max{c1, 0} and dn = min{ck, 0}. The conclusion
also can be obtained. Next we prove it when H is infinite dimensional.
Assume T = x⊗f with ‖ x ‖= 1, then there is unit x′ in [x]⊥ and complex a, d
such that f = ax+ dx′. then with respect to a suitable orthogonal basis in H =
[x]⊕ [x′]⊕ [x, x′]⊥, T =
(
a d
0 0
)
⊕0 with ‖ T ‖=
√
| a |2 + | d |2 and tr(T ) = a.
For 0 ≤ θ < 2pi, The real part of eiθT is denoted by Re(eiθT ) = 1
2
(eiθT + e−iθT ∗).
We calculate the non-zero eigenvalues of Re(eiθT ), that is
λ1 =
1
2
Re(eiθa) +
1
2
√
(Re(eiθa))2 + |d|2 > 0
and
λ2 =
1
2
Re(eiθa)−
1
2
√
(Re(eiθa))2 + |d|2 < 0.
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From Proposition 2.2(2), we knowWc(Re(e
iθT )) = [mc(Re(e
iθT ),Mc(Re(e
iθT )],
where
Mc(Re(e
iθT )) =
 ckλ2 if c1 ≤ 0c1λ1 + ckλ2 if c1 > 0 and ck < 0
c1λ1 if ck ≥ 0.
With the notation of c¯j and c˜j, it can be written Mc(Re(e
iθT )) = c¯1λ1 + c˜kλ2.
Writing a as a = |a|eiφ, then
Mc(Re(e
iθT )) = c¯1λ1 + c˜kλ2
= 1
2
(c¯1 + c˜k)Re(e
iθa) + (c¯1−c˜k)
2
√
(Re(eiθa))2 + |d|2
= 1
2
(c¯1 + c˜k)|a| cos(θ + φ) +
(c¯1−c˜k)
2
√
|a|2 cos2(θ + φ) + |d|2
It is shown in ([6, 7]) that Ω is an elliptical disc centered at peiφ with foci
(p− β)eiφ and (p+ β)eiφ, and semi-minor axis α if and only if
Mc(Re(e
iθΩ)) = p cos(θ + φ) +
√
β2 cos2(θ + φ) + α2. (2.1)
Then we can get Wc(T ) is an ellipse with c¯1tr(T ) and c˜ktr(T ) as foci, and
1
2
(c¯1 − c˜k)
√
‖ (T ) ‖2 −|tr(T )|2 as semi-minor axis. Specially, if |tr(T )| =‖ T ‖,
Wc(T ) degenerates to a line segment with end points c¯1tr(T ) and c˜ktr(T ).

Proposition 2.4. Let A ∈ B(H) be rank-2 and there is a suitable orthonormal
basis such that A =
(
a d
0 b
)
⊕ 0 with a, b, d ∈ C.
(1) If a ≥ b > 0 and d = 0, then Wc(A) is the line segment [c˜ka+ c˜k−1b, c¯1a+
c¯2b].
(2) If a > 0 > b and d = 0, then Wc(A) is the line segment [c˜ka+c¯1b, c¯1a+c˜kb].
(3) If 0 > a ≥ b and d = 0, then Wc(A) is the line segment [c¯1b + c¯2a, c˜kb +
c˜k−1a].
(4) If a, b ∈ R and |d|2 > 4|ab|, then Wc(A) is the elliptical disk with foci
c¯1a+ c˜kb and c¯1b+ c˜ka and with minor axis (c¯1 − c˜k)|d|.
(5) If dimH ≥ 3 and c satisfying cj + ck+1−j = 0 for j = 1, 2, and a, b ∈ R+
with 0 < |d|2 < 4ab, then Wc(A) is not an elliptical disk.
Proof. (1) For the case dimH < ∞, the conclusion can get from Proposition
2.2 easily. If dimH = ∞, A is self-adjoint and Wc(A) = [m,M ], where M =
max{c1a+ c2b, c1a, 0} and m = min{cka + ck−1b, cka, 0}. That is
M =
 c1a+ c2b if c2 ≥ 0c1a if c1 > 0 and c2 < 0
0 if c1 ≤ 0
and
m =
 cka+ ck−1b if ck−1 ≤ 0cka if ck−1 > 0 and ck < 00 if ck ≥ 0.
There are 9 combinations of m, M , five of which can be possible with c1 ≥
c2 ≥ ... ≥ ck as follows:
(a) if ck ≥ 0, then m = 0, M = c1a+ c2b;
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(b) if c2 > 0 and ck−1 < 0, then m = cka + ck−1b and M = c1a+ c2b;
(c) if c1 ≤ 0, then m = cka + ck−1b and M = 0;
(d) if c1 > 0 and c2 < 0, then m = cka+ ck−1b and M = c1a;
(e) if ck−1 > 0 and ck < 0, then m = cka and M = c1a+ c2b.
From the cases, we get m = c˜ka+ c˜k−1b and M = c¯1a + c¯2b.
(2),(3) can get as the proof of (1) similarly.
(4) Assume a, b ∈ R and |d|2 > 4|ab|. For 0 ≤ θ < 2pi, the real part of eiθA is
Re(eiθA) = 1
2
(eiθA+ e−iθA∗). We calculate the non-zero eigenvalues of Re(eiθA)
denoting λ1, λ2. Then
λ1 =
(a + b) cos θ +
√
(a− b) cos2 θ + |d|2
2
(2.2)
λ2 =
(a+ b) cos θ −
√
(a− b) cos2 θ + |d|2
2
(2.3)
Obviously, λ1 > 0 > λ2. So we have Mc(Re(e
iθA)) = c¯1λ1 + c˜kλ2. Then
Mc(Re(e
iθA)) =
(c¯1 + c˜k)(a+ b) cos θ
2
+
(c¯1 − c˜k)
√
(a− b)2 cos2 θ + |d|2
2
.
Together with Equation (2.1), it follows that Wc(A) is an elliptical disk with
foci c¯1a+ c˜kb and c¯1b+ c˜ka and minor axis (c¯1 − c˜k)|d|.
(5) Without loss of generality, suppose a ≥ b. For 0 ≤ θ < 2pi, the non-zero
eigenvalues of Re(eiθA) is same as that (2.2) and (2.3). Besides, for |d|2 < 4ab,
there must be φ ∈ (0, pi
2
) such that cos2 φ = |d|
2
4ab
. Then λ1 ≥ λ2 > 0 if θ ∈ S1λ1 > 0 > λ2 if θ ∈ S20 > λ1 ≥ λ2 if θ ∈ S3.
where S1 = [2pi − φ, 2pi) ∪ [0, φ], S2 = (φ, pi − φ) ∪ (pi + φ, 2pi − φ) and S3 =
[pi − φ, pi + φ].
We know W (Re(eiθA)) is interval [m(θ),M(θ)]. From the results in (1), (2)
and (3) above, we get
M(θ) =
 c¯1λ1 + c¯2λ2 if θ ∈ S1c¯1λ1 + c˜kλ2 if θ ∈ S2
c˜k−1λ1 + c˜kλ2 if θ ∈ S3.
With c1 + ck = 0 and c2 + ck−1 = 0, we get
M(θ) =
 c1λ1 if θ ∈ S1c1(λ1 − λ2) if θ ∈ S2−c1λ2 if θ ∈ S3.
when k = 2 and dimH ≥ 3;
or
M(θ) =
 c1λ1 + c2λ2 if θ ∈ S1c1(λ1 − λ2) if θ ∈ S2
−c2λ1 − c1λ2 if θ ∈ S3.
when k ≥ 3.
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Denote
c˙ =
{
c1+c2
2
if k ≥ 3
c1
2
if k = 2
and c¨ =
{
c1−c2
2
if k ≥ 3
c1
2
if k = 2.
M(θ) can be written as
M(θ) =

c˙(a+ b) cos θ + c¨
√
(a− b)2 cos2 θ + |d|2 if θ ∈ S1
(c˙+ c¨)
√
(a− b)2 cos2 θ + |d|2 if θ ∈ S2
−c˙(a + b) cos θ + c¨
√
(a− b)2 cos2 θ + |d|2 if θ ∈ S3.
(2.4)
If Wc(A) is an ellipse, then M(θ) has the form as (2.1), i.e. there is p, q, t ∈ R
and ω ∈ [0, 2pi) such that
M(θ) = p cos(θ + ω) +
√
q2 cos2(θ + ω) + t2. (2.5)
From (2.4), we get M(θ) = M(θ + pi). Then it can be deduced p = 0 in (2.5).
So (2.5) can be written as
M(θ) =
√
q2 cos2(θ + ω) + t2. (2.3′)
Next we show ω = 0. For θ ∈ (φ, pi − φ) ∪ (pi + φ, 2pi − φ), (2.4) and (2.3′) tell
that
q2 cos2(θ + ω) + t2 = (c˙+ c¨)2(a− b)2 cos2 θ + (c˙+ c¨)2|d|2. (2.6)
Taking the derivative about θ on both sides of (2.6), we get
q2 sin(2θ + 2ω) = (c˙ + c¨)2(a− b)2 sin 2θ. (2.7)
Let θ = pi
2
, (2.7) shows sin 2ω = 0 i.e. ω = 0 or pi
2
or 3pi
2
. Again take the
derivative on both sides of (2.6) and let θ = pi
2
, we get q2 cos 2ω = (c˙+ c¨)2(a− b)2.
So cos 2ω has to be non-negative and then ω = 0. Then (2.3′) can be written as
M(θ) = (c˙+ c¨)
√
(a− b)2 cos2 θ + |d|2. (2.3′′)
Let θ = 0 in (2.4) and (2.3′′), we have
c˙(a+ b) + c¨
√
(a− b)2 + |d|2 = (c˙+ c¨)
√
(a− b)2 + |d|2.
which get |d|2 = 4ab, a contradiction. So Wc(A) is not an ellipse. 
Proposition 2.5. Suppose T, S ∈ B(H) are rank-1 with Wc(T ) = Wc(S), then
(1) If c1 + ck 6= 0, tr(T ) = tr(S);
(2) If c1 + ck = 0, tr(T ) = tr(S) or tr(T ) = −tr(S).
Proof. By Proposition 2.3, Wc(T ) = Wc(S) implies one of the following equations
true: {
c¯1tr(T ) = c¯1tr(S)
c˜ktr(T ) = c˜ktr(S)
(2.8){
c¯1tr(T ) = c˜ktr(S)
c˜ktr(T ) = c¯1tr(S)
(2.9)
With the fact that c1 and ck are not 0 at the same time, we can get tr(T ) =
tr(S) from (2.8). For (2.9), it shows tr(T ) = tr(S) = 0 when c1 + ck 6= 0 and
tr(T ) = −tr(S) when c1+ ck = 0. Hence, when c1+ ck 6= 0, tr(T ) = tr(S). When
c1 + ck = 0, either tr(T ) = tr(S) or tr(T ) = −tr(S) holds. 
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Next we consider the symmetry of c-numerical range for operators in B(H).
Proposition 2.6. Let A ∈ B(H) be a self-adjoint operator with finite ranks. For
c = (c1, ..., ck), there is an integer p (1 < p < k) such that cp + ck+1−p 6= 0 and
cj + ck+1−j = 0 for j = 1, ..., p− 1.
(1) If rank A < p, then Wc(A) = −Wc(A);
(2) If rank A = p and A or −A is positive, then Wc(A) 6= −Wc(A).
Proof. Assume A ∈ B(H) is self-adjoint with rank A = a (a ≤ p). Let λ1 ≥ ... ≥
λl be the positive eigenvalues of A and λk ≤ ... ≤ λk+1−(a−l) be the negative ones.
From Proposition 2.3, there is ξ, η ∈ R such that Wc(A) = [ξ, η].
(1) If 1 ≤ a < p, we can calculate ξ =
l∑
j=1
ck+1−jλj +
a−l∑
j=1
cjλa+1−j and η =
l∑
j=1
cjλj +
a−l∑
j=1
ck+1−jλa+1−j . Obviously, ξ + η =
l∑
j=1
(cj + ck+1−j)λj +
a−l∑
j=1
(cj +
ck+1−j)λa+1−j = 0. So Wc(A) = −Wc(A).
(2) If a = p and A is positive, the eigenvalues of A, saying λ1, ..., λp, are all
positive. When dimH = k, then ξ =
p∑
j=1
ck+1−jλj and η =
p∑
j=1
cjλj. Easily,
ξ + η =
p∑
j=1
ck+1−jλj +
p∑
j=1
cjλj 6= 0.
When H is infinite dimensional, we know
ξ =

p∑
j=1
ck+1−jλj if p ≤ t and p < k − t
k−t∑
j=1
ck+1−jλj if p ≤ t and p > k − t
p∑
j=1
ck+1−jλj if p > t and p ≤ k − t
and
η =

p∑
j=1
cjλj if p ≤ t and p < k − t
p∑
j=1
cjλj if p ≤ t and p > k − t
t∑
j=1
cjλj if p > t and p ≤ k − t
where t is the integer satisfying 1 ≤ t ≤ k and ct ≥ 0 > ct+1. Next we show
ξ + η 6= 0 according to different cases of t:
(a) If p ≤ t and p < k− t, then ξ+η =
p−1∑
j=1
(cj+ ck+1−j)λj+(cp+ ck+1−p)λp 6= 0.
(b) If p ≤ t and p > k− t, then ξ+η =
k−t∑
j=1
(cj+ ck+1−j)λj+(ck−t+1λk−t+1+ ...+
cpλp) = ck−t+1+ ...+cp. If we assume ξ+η = 0, then ck−t+1λk−t+1+ ...+cpλp = 0,
and with ck−t+1 ≥ ... ≥ cp ≥ ct ≥ 0, we get ck−t+1 = ... = cp = ... = ct = 0. Also
cp + ck+1−p 6= 0, so ck+1−p 6= 0. By p > k − t, we can get k + 1 − p ≤ t. That is
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ck+1−p ≥ ct = 0. But from the assumption p ≤ k+1−p, it comes ck+1−p ≤ cp = 0.
We get a contradiction and ξ + η 6= 0.
(c) If p > t and p ≤ k − t, then ξ + η =
t∑
j=1
(cj + ck+1−j)λj + (ck+1−(t+1)λt+1 +
... + ck+1−pλp) = ck+1−(t+1)λt+1 + ... + ck+1−pλp < 0, so ξ + η 6= 0. This means
Wc(A) 6= −Wc(A) if a = p. As to −A is positive, similar results can get. 
For the self-adjoint operators with rank more than p, the symmetry of c-
numerical range is associated with cj and ck+1−j for j > p, hence we failed to give
a fixed conclusion.
3. Maps preserve c-numerical range of operator products on B(H)
In this section, first we give the definition of maps preserving weak zero prod-
ucts.
Definition 3.1. Let A,B be two subalgebras of B(H) containing F1(H) and
Φ : A → B be a map. Φ is said to preserve weak zero products if for any A and
rank-1 T ∈ A, AT = 0 implies Φ(A)Φ(T ) = 0. Φ is said to preserve weak zero
products on both sides if it preserves weak zero products and for any B and rank-1
S ∈ B, BS = 0 implies B˜S˜ = 0 where Φ(B˜) = B and Φ(S˜) = S.
Obviously, a map preserving zero products must be one preserving weak zero
products. Next we give an example to show the inverse is not true.
Example 3.2. Let H = H1⊕H2 with dimH1 = 2 and U =
(
0 1
1 0
)
⊕ I be an
unitary operator. Define Φ : B(H)→ B(H) by
Φ(A) =
{
UAU∗ if rankA ≤ 1
AU∗ ifrank A ≥ 2
It is easy to check that Φ is preserving left-weak zero product. Take non-zero
B0 ∈ B(H) and let A =
(
0 1
0 0
)
⊕ 0 and B =
(
1 0
0 0
)
⊕ B1, then AB = 0.
However, Φ(A)Φ(B) = U(AU∗B)U∗ = U(
(
1 0
0 0
)
⊕ 0)U∗ 6= 0.
From Theorem 1.2, it can be see that for maps preserving c-numerical range
of operator products on B(H), they are equivalent between preserving weak zero
products and preserving zero products.
Next we show some lemmas which are useful to the proof of main theorems .
Lemma 3.3. Let A ∈ B(H). The following conditions are equivalent.
(1) A is a rank-1 operator.
(2) For any B ∈ B(H) with AB 6= 0, there is tB ∈ C such that Wc(AB) is
an elliptical disk (a line segment) with c¯1tB and c˜ktB as foci (end points).
Proof. Since(1)⇒(2) is clear, next we show (2)⇒(1). Suppose rank A ≥ 2,
then there are linear independent x1,x2 ∈ H such that Ax1⊥Ax2 and ‖Ax1‖ =
‖Ax2‖ = 1. We finish the proof by three cases:
c-NUMERICAL RANGE OF OPERATOR PRODUCTS ON B(H) 11
(a): If c1 + ck 6= 0, we let B1 = αx1 ⊗ Ax1 + βx2 ⊗ Ax2, where α > 0 > β.
AB1 is a self-adjoint operator in B(H). By proposition 3(2), Wc(AB1) = [c¯1β +
c˜kα, c¯1α+ c˜kβ]. On the other hand, there is a complex tB1 such that Wc(AB1) is
a line segment with end points c¯1tB1 and c˜ktB1 . So we get{
c¯1β + c˜kα = c¯1tB1
c¯1α+ c˜kβ = c˜ktB1
or
{
c¯1β + c˜kα = c˜ktB1
c¯1α + c˜kβ = c¯1tB1
It deduces c¯1 + c˜k = 0, impossible.
(b): If c1 + ck = 0 and c2 + ck−1 6= 0, we let B2 = ξx1 ⊗ Ax1 + ηx2 ⊗ Ax2,
where ξ > η > 0 . AB is a self-adjoint operator in B(H). By proposition 3(1),
Wc(AB2) = [c˜kξ+c˜k−1η, c¯1ξ+c¯2η]. Also there is a complex tB2 such thatWc(AB2)
is a line segment with end points c¯1tB2 and c˜ktB2 . So{
c˜kξ + c˜k−1η = c¯1tB2
c¯1ξ + c¯2η = c˜ktB2
or
{
c˜kξ + c˜k−1η = c˜ktB2
c¯1ξ + c¯2η = c¯1tB2
It deduces c¯2 + c˜k−1 = 0, impossible.
(c): If c1 + ck = 0 and c2 + ck−1 = 0, we let B3 = x1 ⊗ Ax1 + x2 ⊗ Ax2 when
dimH = 2. Then Wc(AB3) is a singleton, a contradiction. When dimH ≥ 3, let
B4 = ax1⊗Ax1+ εx2⊗Ax1+ bx2⊗Ax2 where a > b > 0 and 0 < ε
2 < 4ab, then
we know Wc(AB4) is not an ellipse from proposition (5), a contradiction. So A
must be rank-1. 
Lemma 3.4. Let T ∈ B(H), there is a function h : H×H → {1,−1} satisfying
〈Tx, f〉 = h(x, f)〈x, f〉 for each x, f ∈ H, then T = ±I.
Proof. Firstly, we will show 〈Tx, x〉 = 〈x, x〉 for any unit x ∈ H or 〈Tx, x〉 =
−〈x, x〉 for any unit x ∈ H. If not, there are linearly independent unit x1, x2 ∈ H
such that 〈Tx1, x1〉 = 〈x1, x1〉 and 〈Tx2, x2〉 = −〈x2, x2〉, then
〈T (x1 + x2), x1 + x2〉 = 〈Tx1, x1〉+ 〈Tx2, x2〉+ 〈Tx1, x2〉+ 〈Tx2, x2〉
= 〈x1, x1〉+ 〈x1, x2〉 − 〈x2, x2〉 − 〈x2, x1〉.
We know either 〈T (x1+x2), x1+x2〉 = 〈x1+x2, x1+x2〉 or 〈T (x1+x2), x1+x2〉 =
−〈x1 + x2, x1 + x2〉. Hence, we get 〈x1, x2〉 = ‖x1‖
2 or 〈x2, x1〉 = ‖x2‖
2, a
contradiction with the linear independence of x1, x2.
Assume 〈Tx, x〉 = 〈x, x〉 for x ∈ H. For each f ∈ H, there is x˙ ∈ [x] and
f˙ ∈ [x]⊥ such that f = x˙ + f˙ , where [x] is the subspace spanned by x and
[x]⊥ is orthogonal subspace of [x]. Then 〈Tx, f〉 = 〈Tx, x˙ + f˙〉 = 〈x, x˙〉. So
〈Tx, f〉 = 〈x, f〉 for any x, f ∈ H. Then T = I. If 〈Tx, x〉 = −〈x, x〉 holds for
x ∈ H, T = −I can be get similarly. 
Lemma 3.5. [18, Wigner Theorem] Let H be a complex Hilbert space and T :
H → H be a bijective satisfying |〈Tx, Ty〉| = |〈x, y〉| for any x, y ∈ H, then there
are a unitary or anti-unitary operator U : H → H and a function θ : H → C
with |θ(x)| ≡ 1 such that Tx = θ(x)Ux for any x ∈ H.
Proof of Theorem 3.4. The sufficiency is obvious, here we only show the
necessity, i.e. Φ is a surjective map preserving weak zero products on both sides
and Wc(Φ(A)Φ(B)) = Wc(AB) for all A,B ∈ B(H).
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Claim 1. Φ preserving rank-1 on both sides.
Assume T ∈ B(H) is rank-1 and T˜ satisfying Φ(T˜ ) = T . For any A ∈ B(H)
with AΦ(T ) 6= 0, there is A˜ such that Φ(A˜) = A. Then Wc(Φ(A˜)Φ(T )) =
Wc(AΦ(T )) = Wc(A˜T ). Because Φ preserves weak zero products on both sides,
then A˜T 6= 0. Thus Wc(AΦ(T )) is an ellipse (line segment) with foci(end points)
c¯1tr(A˜T ) and c˜ktr(A˜T ). By Lemma 3.3, Φ(T ) is rank-1. Similarly, T˜ is also
rank-1. Next we will finish the proof by two cases.
Case I when c1 + ck 6= 0.
Proof of this case will be finished by 3 steps.
Step 1.1. Φ is injective.
Assume A1, A2 ∈ B(H) satisfying Φ(A1) = Φ(A2). FromWc(Φ(Ai)Φ(x⊗f)) =
Wc(Aix⊗f) for i = 1, 2, we can getWc(A1x⊗f) = Wc(A2x⊗f) for any x, f ∈ H.
With c1 + ck 6= 0 and Proposition ??, 〈A1x, f〉 = 〈A2x, f〉 for any x, f ∈ H. So
A1 = A2 and Φ is injective.
Step 1.2. Φ is linear.
Let A1 and A2 in B(H) and T ∈ B(H) be rank-one, we know tr(Φ(A1 +
A2)Φ(T )) = tr((A1 + A2)T ). So tr(Φ(A1 + A2)Φ(T )) = tr(A1T ) + tr(A2T ) =
tr((Φ(A1) + Φ(A2))Φ(T )). By the surjection of Φ, Φ(T ) can run over all rank-
one operators. So Φ(A1 + A2) = Φ(A1) + Φ(A2). Similarly, we can check Φ is
homogeneous.
Step 1.3. There is a unitary operator U ∈ B(H) such that Φ(A) = UAU∗ for
any A ∈ B(H) or Φ(A) = −UAU∗ for any A ∈ B(H) .
Now we get that Φ is a linear bijection preserving rank-one operators in both
directions. By [11, Lemma 1.2], Φ has one of the following forms:
(i) There exist bijective linear operators U and V such that Φ(x⊗f) = Ux⊗V f
for any x, f ∈ H.
(ii) There exist bijective conjugate operators U and V such that Φ(x ⊗ f) =
Uf ⊗ V x for any x, f ∈ H.
If (i) holds, that is, there exist bijective linear operators U and V such that
Φ(x⊗ f) = Ux ⊗ V f for any x, f ∈ H.
By considering Wc((x ⊗ f)
2) and Proposition ??2.5(1), we get tr((x ⊗ f)2) =
tr(Φ(x⊗ f)2). That is 〈x, f〉2 = 〈Ux, V f〉2 for any x, f ∈ H. It follows that U, V
are bounded. With Lemma 3.4, V ∗U = ±I.
For any A ∈ B(H),Wc(Ax⊗f) = Wc(Φ(A)Φ(x⊗f)) implies 〈V
∗Φ(A)Ux, f〉 =
〈Ax, f〉. Hence Φ(A) = ±UAU−1.
For any unit x ∈ H, Wc((x⊗x)
2) = W ((Ux⊗(U−1)∗x)2) implies Ux⊗(U−1)∗x
is self-adjoint. So there is a positive number r such that U−1x = rUx and
‖x‖2 = r‖Ux‖2 for unit x. Thus we get UU∗ = rI. Let U1 = 1√rU and U1 is
unitary such that Φ(A) = ±U1AU
∗
1 for any A ∈ B(H).
If (ii) holds, we can get there is conjugate unitary U such that Φ(A) = ±UA∗U∗
for all A ∈ B(H) similarly as (i).
Pick an orthogonal basis {ej|j ∈ J} and define a conjugate unitary operator
J : H → H by Jx =
∑
j∈J ξ¯jej if x =
∑
j∈J ξjej . Clearly, J
2 = I, J∗ = J and
A∗ = JAtJ , where At is the transpose of A respect to the basis {ej : j ∈ J}.
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Let U1 = UJ , Then U1 is a unitary operator and Φ(A) = ±U1A
tU∗1 for all
A ∈ B(H). Thus for any A,B ∈ B(H), we have Wc(AB) = Wc(Φ(A)Φ(B)) =
Wc(U1A
tBtU∗1 ) = Wc((BA)
t) = Wc(BA), which is impossible.
Case II when c1 + ck = 0.
Step 2.1. For any x, y ∈ H, there are ux, uy and λx,y ∈ T = {λ : |λ| = 1} such
that Φ(x ⊗ y) = λx,yux ⊗ uy and |〈x, y〉| = |〈ux, uy〉|. Specially, λx,x ∈ {−1, 1}
for any x ∈ H or λx,x ∈ {−i, i} for any x ∈ H.
For any x ∈ H, assume Φ(x ⊗ x) = ux ⊗ vx with ‖ux‖ = ‖x‖. By considering
x⊗ x, we get ‖x‖2Wc(x⊗ x) = 〈ux, vx〉Wc(ux ⊗ vx). Hence ‖x‖
4 = 〈ux, vx〉
2or −
〈ux, vx〉
2 and 〈ux, vx〉ux ⊗ vx is self-adjoint. So there exists t ∈ C such that
ux = tvx. Then ‖x‖
4 = 〈ux, vx〉
2 = t¯−2‖ux‖4 i.e. t ∈ {−1, 1,−i, i}. Then there is
λx,x ∈ {−1, 1,−i, i} such Φ(x⊗ x) = λx,xux ⊗ ux for all x ∈ H.
For any y ∈ H, next we will show there is λx,y ∈ T such that Φ(x ⊗ y) =
λx,yux ⊗ uy and |〈ux, uy〉| = |〈x, y〉|. Obviously, Φ preserves orthogonality of
rank-1 operators in both directions. So the ranges of Φ(x ⊗ y) and Φ(x ⊗ y)∗
contain in span[ux, uy], which is the linear subspace spanned by ux, uy. Assume
Φ(x ⊗ y) = vx,y ⊗ wx,y. From Wc(Φ(x ⊗ y)Φ(x ⊗ x)) = Wc((x ⊗ y)(x ⊗ x)), we
get λx,x〈ux, wx,y〉Wc(vx,y ⊗ ux) = 〈x, y〉Wc(x ⊗ x). If x⊥y, obviously ux⊥wx,y,
then wx,y is linearly dependant with uy. If 〈x, y〉 6= 0,
λx,x〈ux,wx,y〉
〈x,y〉 vx,y ⊗ ux is
self-adjoint, then vx,y is also linearly dependant with ux. Similarly by considering
(x⊗ y)(x⊗ x), we get wx,y is linearly dependant with uy. So there is a complex
λx,y such that Φ(x⊗ y) = λx,yux ⊗ uy.
If x ⊥ y, |〈ux, uy〉| = |〈x, y〉| = 0. ForWc(ux⊗uy) is an circle disc with diameter
(c¯1− c˜k)‖ux‖‖uy‖, we get |λx,y| = 1 from Wc(Φ(x⊗y)Φ(x⊗x)) = Wc((x⊗y)(x⊗
x)). If x 6⊥ y, considering Φ(x⊗y)Φ(x⊗x), we know λx,yλx,x〈ux, uy〉 = 〈x, y〉or−
〈x, y〉 and
√
‖x‖2‖y‖2 − |〈x, y〉|2 =
√
|λx,y|2‖ux‖2‖uy‖2 − |λx,y〈ux, uy〉|2. Hence
|λx,y| = 1 and |〈ux, uy〉| = |〈x, y〉|.
In fact, between λx,x ∈ {−1, 1} and λx,x ∈ {i,−i}, only one holds for any
x ∈ H. If not, assume there are x0 and y0 satisfying Φ(x0 ⊗ x0) = iux0 ⊗ ux0
and Φ(y0 ⊗ y0) = uy0 ⊗ uy0. Take z0 ∈ span[x0, y0]. Considering Wc(Φ(x0 ⊗
x0)Φ(z0⊗z0)), we get λz0 ∈ {i,−i}. However, we get λz0 ∈ {1,−1} by considering
Wc(Φ(y0 ⊗ y0)Φ(z0 ⊗ z0)). That is a contradiction.
Step 2.2. There are a unitary operator U : H → H and a function g : B(H)→
{−1, 1} such that Φ(A) = g(A)UAU∗ for any A ∈ B(H) or Φ(A) = ig(A)UAU∗
for any A ∈ B(H).
By Step 2.1, there are ux with ‖ux‖ = ‖x‖ such that Φ(x⊗x) = λx,xux⊗ux for
any x ∈ H. Then define a map V : H → H by V x = ux and V (e
iθx) = eiθV x for
any θ ∈ [0, 2pi). Next we show V is injective. Assume there is x, y such that V x =
V y. By considering (x⊗x)(y⊗y), we get 〈y, x〉Wc(x⊗y) = 〈V y, V x〉Wc(V x⊗V y).
then x = ty and t2 = 1 or t2 = −1. Since V (tx) = tV x, it deduces V x 6= V y for
t 6= 1. So x = y. Because Φ is surjective and preserves rank-1 on both sides, we
get V is surjective. Then there is a bijective map V with |〈V x, V y〉| = |〈x, y〉|such
that Φ(x ⊗ y) = λx,yV x ⊗ V y for any x, y ∈ H where λx,y ∈ T may be not same
as above and we still use the same symbol. By Lemma 3.5, there are a unitary
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or anti-unitary operator U : H → H and θ : H → C with |θ(x)| = 1 such that
V x = θ(x)Ux. So Φ(x⊗ y) = λx,yθ(x)θ(y)Ux⊗ Ux for any x, y ∈ H.
Let h(x, y) = θ(x)θ(y)λx,y, then Φ(x⊗y) = h(x, y)Ux⊗Ux for any x, y ∈ H. It
is obvious that h(x, x) = λx,x. Next we show h(x, y) ∈ {−1, 1} for any x, y ∈ H
or h(x, y) ∈ {−i, i} for any x, y ∈ H. Take z ∈ span[x, y] with 〈z, x〉 6= 0
and 〈z, y〉 6= 0. From Wc(Φ(z ⊗ z)Φ(x ⊗ y)) = Wc((z ⊗ z)(x ⊗ y)), we get
h(z, z)h(x, y)Wc(Uz ⊗ Ux) = Wc(z ⊗ x). For Wc(z ⊗ x) is an ellipse but not a
circle, h(z, z)h(x, y) = 1 or − 1. With the fact h(x, x) ∈ {−1, 1} for all x ∈ H
or h(x, x) ∈ {−1, 1} for all x ∈ H, we get h(x, y) ∈ {−1, 1} for any x, y ∈ H or
h(x, y) ∈ {−i, i} for any x, y ∈ H. Define a function f : F1(H) → {−1, 1} with
f(x⊗ y) = h(x, y), then either
Φ(x⊗ y) = f(x⊗ y)Ux⊗ Uy for any x, y ∈ H (3.1)
or
Φ(x⊗ y) = if(x⊗ y)Ux⊗ Uy for any x, y ∈ H. (3.2)
If (3.1) holds, for any A with rankA ≥ 2 and x 6∈ kerA, Wc((Φ(A)Ux⊗UAx) =
Wc(Ax⊗Ax). It implies f(x⊗Ax)Φ(A)Ux⊗UAx is self-adjoint. Then there is
tx,A ∈ {−1, 1} such that U
∗Φ(A)Ux = tx,AAx. In fact we can denote tx,A = tA
because it is independent with x. For any x, y 6∈ kerA, U∗Φ(A)Ux = tx,AAx and
U∗Φ(A)Uy = ty,AAy. On the other hand, U∗Φ(A)U(x+ y) = tx+y,AA(x+ y). So
(ty,A − tx+y,A)Ay = (tx+y,A − tx,A)Ax. tx,A 6= ty,A will deduce Ax = 0 or Ay = 0,
impossible. Define a function g : B(H)→ {−1, 1} with
g(A) =
{
f(A) rankA = 1
tA rankA ≥ 2,
then Φ(A) = g(A)UAU∗ for any A ∈ B(H).
If (3.2) holds, −iΦ is accord with (3.1). Then Φ(A) = ig(A)UAU∗ for any
A ∈ B(H).
Similarly as Step 1.3 of the proof in Case I, it is impossible that U is anti-
unitary.
Step 2.3. Φ has the form in Theorem 1.2.
When there exists an integer p (1 < p < k) satisfying cp + ck+1−p 6= 0 and
cj + ck+1−j = 0 for j = 1, ..., p− 1, the form Φ(A) = ig(A)UAU∗ for A ∈ B(H)
is impossible. If not, let D ∈ B(H) is a project with rank D = p. Wc(Φ(D)
2) =
Wc(D
2) deduces −Wc(D) = Wc(D), which is contradict with Proposition 2.6.
Remembering S = {A ∈ B(H) : Wc(A) = −Wc(A)} and T = {A ∈ S : AB ∈
S and BA ∈ S for any B ∈ B(H)}, we know Wc(Φ(I)Φ(B)) = Wc(B) for any
operator B 6∈ S. Thus g(B) = g(I) = 1 or− 1 for any operator B ∈ B(H) \ S.
For any T ∈ T , define the function φ : T → {−1, 1} with φ(T ) = g(T ). For any
S ∈ S \ T , define the function φ′ : B(H)→ {−1, 1} with φ′(S) = g(S). Because
Wc(Φ(S)Φ(A)) = Wc(SA) for any A ∈ B(H), φ
′ must satisfy φ′(S)φ′(A) =
sgn(SA) for any A ∈ B(H) where
sgn(SA) =
{
{1} SA 6∈ S
{−1, 1} SA ∈ S.
The proof is finished. 
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Remark 3.6. For the form (iii) in Theorem 1.2, it is not easy to show all the
elements in S and T . Here we show some subsets of them.
Lemma 3.7. For c = (c1, ..., ck), if there exists an integer p (1 < p < k) sat-
isfying cp + ck+1−p 6= 0 and cj + ck+1−j = 0 for j = 1, ..., p − 1. Let V1 = {T :
T is a positive or non-positive operator with rank T = p } and V2 = {T : T is a
self-adjoint operator with rank T < p}, then V1 ⊂ B(H)\S, V2 ⊂ S, F1(H) ⊂ T
and T 6= S.
Proof. From Proposition 2.6(1),(2), we know V1 ⊂ B(H) \ S, V2 ⊂ S. For each
rank-1 operator T and any operator A ∈ B(H), it comes Wc(AT ) = −Wc(AT ).
Then F1(H) ⊂ T . Let D = Ip−1 ⊕ (−1)⊕ 0 and G = Ip−1 ⊕ (−2)⊕ 0. Wc(D) =
[
p−1∑
j=1
ck+1−j−c1,
p−1∑
j=1
cj−ck]. Obviously, Wc(D) = −Wc(D). Then D ∈ S. However
DG is an positive operator with rank (DG) = p, then Wc(DG) 6= −Wc(DG). So
D 6∈ T and T 6= S. 
At the end, we finish the proof of Theorem 1.1.
Proof of Theorem 1.1.
Claim 1. Φ(A) = 0⇔ A = 0.
If
k∑
j=1
cj 6= 0, then Wc(A) = {0} if and only if A = 0 and the claim is true. If
k∑
j=1
cj = 0, Wc(T ) = {0} implies T is multiple of the identity. Assume Φ(A) = 0,
then AB is a multiple of the identity for any B ∈ Mn(C). Let B run over all
rank-1 matrices, we get AD = 0 for any rank-1 matrices. Because any matrix in
Mn(C) is a combination of rank-1 matrices. Thus AB = 0 for all B ∈ Mn(C).
Then A = 0.
Claim 2. Φ preserves zero products on both sides.
If
k∑
j=1
cj 6= 0, obviously Φ preserves zero products. Next we show if
k∑
j=1
cj = 0, Φ
also preserves zero products. When
k∑
j=1
cj = 0, On contrary assuming that there
are non-zero A,B ∈ Mn(C) with AB = 0 such that Φ(A)Φ(B) = tI 6= 0. Then
Φ(A) and Φ(B) are both invertible. Taking x, f ∈ Cn such that x ∈ kerA and
f 6∈ kerA∗, we see Ax⊗ f = 0 and x⊗ fA 6= 0. This deduces Φ(A)Φ(x⊗ f) = sI
where s ∈ C. If s = 0, we get Φ(x ⊗ f) = 0, impossible. If s 6= 0, then
Φ(x⊗f)Φ(A) = tI and x⊗fA = 0, impossible. So AB = 0 implies Φ(A)Φ(B) =
0.
So from Theorem 1.2, Φ has the form in Theorem 1.1. 
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