Phase space reconstruction and parameters optimization were two key steps in the chaotic time series forecasting model, and tradition models could not get the optimal forecasting results without considering the relationship between the two steps. In order to improve forecasting accuracy of the chaotic time series, a chaotic time series forecasting model based on parameters simultaneous optimization was proposed. Firstly, the parameters were analyzed and designed based on uniform design, and then parameters were optimized by self-calling least square support vector machine, finally, the optimal forecasting model of chaotic time series is established, and the simulation experiment was carried out on by two chaotic time series. The simulation results show that the proposed model had improved the forecasting accuracy and computational complexity is much lower compared with the traditional models. Parameters simultaneous optimization algorithm has provided a new way to solve the parameters optimization problem of chaotic time series forecasting model.
Introduction
Accurate forecasting of time series is a problem that has diverse range of applications including economic and business planning, stock market index, inventory and production control, signal processing, electrical power consumption, temperature and weather related forecasting, radar clutter suppression, speech coding and many others. Since a wide range of time series such as brain wave sequences and sunspot series have been shown to be chaotic, forecasting of chaotic time series becomes a problem of great interest to many researchers. Traditional time series forecasting models were generally linear, so they could not accurately describe the nonlinear, time-varying characteristics of chaotic time series. How to improve the forecasting precision of chaotic time series had become a hot issue [1] .
In chaotic time series forecasting, there were two key steps: one was phase space reconstruction which decides time delay (τ ) and embedding dimension (m) during the phase space reconstruction, the other was to select the optimal parameters of forecasting model for chaotic time series [2] . τ and m were selected independently in previous studies and some relative methods were developed. The methods determining τ mainly include autocorrelation function method [3] , and average mutual information method [4] , while the methods determining m mainly included trial method and false neighbor point method [5] . Although Takens theory had proved τ and m of an infinite and noiseless time series were mutually independent, all time series were finite and influenced inevitably by various noises in real world, so now many researchers addressed that τ and m were interrelated. C-C [6] and τ -m automatic method [7] were emerged, However, C-C method calculation results were under-stable and τ -m automatic method evaluation criteria were subjective [7] . So it was lack of the optimal τ and m determination method with strong universal.
Support Vector Machines (SVM), based on statistical learning theory, as a powerful new tool for data classification and function estimation, and an important new methodology in the area of neural networks and nonlinear modeling, and had been developed in recent years [8] . Least Square Support Vector Machines (LSSVM) were reformulation to the standard SVM, and improves the speed of solving problem and reduces the computational complexity, and it had been widely used in the analysis and forecasting of chaotic time series [9] . So LSSVM was selected as the chaotic time series forecasting model in this paper. The performance of LSSVM depended on a good setting of parameters, parameter optimization methods were mainly gradient descent algorithm [9] , Genetic Algorithm (GA) [10] and Particle Swarm Optimization algorithm (PSO) [11] , etc. As the parameters optimization of LSSVM lacked general standards and theoretical guidance [12] .
In previous studies on chaotic time series forecasting, phase space reconstruction and LSSVM parameters were optimized interdependently, so it was difficult to determine which is the first to optimize, τ , m or training model parameters. When one was optimized, the other was determined randomly, which separated the relation between phase space reconstruction and parameters of LSSVM. Even though the two were optimized by turns, it could not guarantee both of them were the optimal [13] . Moreover, in the traditional studies of chaotic time series forecasting based on GA and PSO, GA and PSO were used to only optimize the parameters of LSSVM without considering the effect of phase space reconstruction on LSSVM parameters, so the result was not ideal sometimes. In order to improve the performance of chaotic time series forecasting model, τ , m and the parameters of LSSVM need be simultaneously optimized.
In order to solve the problem in the chaotic time series forecasting, a chaotic time series forecasting model based on parameters simultaneous optimization was proposed based on Uniform Design (UD-LSSVM) in this paper and the performance of UD-LSSVM was test by simulation experiments. The simulation results showed that the proposed model had reduced computational complexity greatly reduced and improved the forecasting accuracy of the chaotic time series.
Phase Space Reconstruction and LSSVM

Phase Space Reconstruction
According to the theory of chaos dynamics, the time series contained total useful information and reflected the process of system evolution in a long term. The complex characteristic of time series could be considered as the evolutionary result of a certain trace called chaos attractor under some external behaviors similar to tension or folding in the chaos system.
If giving a time series {u(t i ), i = 1, 2, · · ·, N }. A phase space could be reconstructed by the following equation:
where, u(t i ) was the point in phase space, m was embedding dimension, τ was time delay, M was the number of points in phase space, and which could be given by value of M = N − (m − 1)k.
LSSVM
The LSSVM, evolved from the SVM, changed the inequality constraint of SVM into an equality constraint and formed the Sum of Squared Error (SSE) loss function to become an experience loss function of the training samples. Then the problem had become one of solved linear programming problems. This could be specifically described as follows [4] : Given the following training samples (D):
where, N was the total number of training data pairs, x k ∈ R n was the regression vector and y k ∈ R the output.
According to SVM theory, the input space R n was mapped into a feature space, and then the linear equation in the feature space could be defined as:
where, the nonlinear mapping ϕ : R n → R n h maps the input data into a so-called high dimensional feature space. The regularized cost function of the LSSVM was given as:
where, w ∈ R nh was the weight vector, e k ∈ R was slack variable, b was a bias term and γ was regularization parameter. The Lagrangian corresponding to Eq. (4) could be defined as follows:
where, a k were the Lagrange multipliers. The KKT conditions could be expressed by
After elimination of w and e k , the solution of the optimization problem could be obtained by solving the following set of linear equations:
with
, Ω was N × N kernel matrix. By using the kernel trick, one obtained
And the resulting LSSVM regression model became
where a k , b were the solution to Eq. (7).
Note that the dot product ϕ(·)
T ϕ(·) in the feature space was replaced by a prechosen kernel function K(·) due to the employment of the kernel trick. Thus, there was no need to construct the feature vector w or to know the nonlinear mapping ϕ() explicitly. Given a training samples, the training of an LSSVM was equal to solving a set of linear equations as Eq. (7). This greatly simplified the regression problem.
The chosen kernel function must satisfy the Mercer's condition. Possible kernel functions were, e.g.:
where, d denoted the polynomial degree, σ was the kernel (bandwidth) parameter.
It was well known that LSSVM generalization performance depended on a good setting of regularization parameter and the kernel parameter. In order to achieve the better generalization performance, it was necessary to select and optimize these parameters.
The choice of kernel function determined the characteristics of the space structure. As to the polynomial kernel function, when the spatial dimension was very large, the value of d became great. It gave rise to the increase of calculation complexity that in some cases correct results could not be achieved. RBF kernel function was a universal kernel function after the selection of the relevant parameters, so it could be applied to arbitrary distributive samples. Since the choice of parameters reflected the complexity of the model, RBF kernel function was the relatively wiser choice. In conclusion, RBF kernel function was generally applied in the LSSVM in this paper.
Impacts of the Parameters
1) The quality of phase space reconstruction would directly impact on the subsequent modeling and forecasting, phase space reconstruction involves the selection of τ and m. Previous studies showed that if τ was too small, the difference of adjacent delay coordinate elements in phase space was too small, it would appear information redundancy. While if τ was too large, and the adjacent delay coordinate elements were not relevant, it would loss information, and the signal trajectory would occur folding phenomenon [15] . While if m was too small, it would be not enough to show the detail structure of complex behaviors of chaotic times series, and if m was too large, the calculation was more complex to cause noise. The proper selection of m and τ had very important significance in the analysis of chaotic time series.
2) Regularization parameters (γ). γ decided the complexity of model and the punishment degree of fitting bias. The larger the γ, the more the fitting value of the training data sample point conformed to the true value, but it was prone to over fitting. Small γ would reduce the complexity of the model, which was prone to lack of study, the value range of γ was generally [1, 100000] .
3) The bandwidth of radial basis function (σ). σ decided space structure of the high dimensional feature which reflected the characteristics of the training samples and affected the generalization ability of the system. If σ was too small, it was prone to over fitting and poor generalization ability, but if σ was too large, it would be prone to lack of study. The value range σ was generally [[0.1, 10000]. 4) Rolling time window length (windows). As chaotic time series system had time-varying, and the state of system was constantly changing with obtaining of new input and output data. The new data must be used to establish the model which could accurately reflect the current system state, and the old data which had less relevant with the current state could be ignored or its proportion should be reduced. The information nearer the forecasting point had greater impact on the forecasting result according to the principle of "near bigger and far smaller", therefore it need to establish rolling time window (windows). The latest time sequence information was introduced by windows to describe the time structure of chaotic time series data.
According to the above analysis, it could be conclude that the parameters need to be optimized which was γ, σ, τ , m and windows to obtain the optimal performance of chaotic time series forecasting model. There was certain relation among parameters, so it was a combination optimization problem. If multi-parameters combination optimization problem using exhaustive method was very time consuming. In order to reduce the times, the traditional methods were to find the optimal value of each parameter respectively, thus multi-parameter optimization problem are transformed to single parameter optimization problem ignoring the interaction between parameters, so the optimal combination of each parameter simply may not obtain the optimal parameters of model. In order to solve the time-consuming of parameter optimization, the uniform design was introduced into the parameters optimization process of chaotic time series forecasting model, and it changes the large sample problem of parameters combination optimization into small sample problem to speed up the optimization speed based on self-calling LSSVM.
UD-LSSVM Model
Uniform design, abbreviated as UD, was first developed by Fang et al. in 1980 [16] . UD sought design points that were scattered uniformly on the domain. It has been popular since 1980. The main advantages of UD may be generalized as the following: firstly, it had the ability to greatly reduce the number of experiments while not to alter the represents, secondly, it generated a regression model based on the results and it was able to forecast at what independent variables the dependent variable may gain the maximum.
The roadmap of UD-LSSVM is: firstly, the UD was used to design the initial parameters of chaotic time series forecasting model, and then the optimal parameters were obtained by selfcalling LSSVM, finally, the chaotic time series forecasting model was established based on the optimal parameters. The forecasting steps of UD-LSSVM were as follows:
Step 1: the upper and lower limits of parameters were predetermined according to relevant studies of the chaotic time series.
Step 2: the initial combination parameters were generated based on UD.
Step 3: the chaotic time series was reconstructed based on the initial τ and m. The reconstructed time series were input to LSSVM to train which initial γ and σ were taken as LSSVM parameters, and the RMSE of the each combination parameters was obtained.
Step 4: RMSE value as dependent variable and the parameters (τ , m, γ, σ, and windows) as independent variables formed a new training samples while all combinations of parameters formed a new test samples.
Step 5: the new training samples and test samples were input to LSSVM to train and forecast again to get the RMSES of all parameters combinations.
Step 6: if the predetermination upper and lower limits of each parameter were unreasonable after each combination of parameters was sorted and frequency was counted, a new UD need to be carried out, otherwise the optimal parameters was selected according to the RMSE value.
Step 7: the chaotic time series were trained to establish the forecasting model of chaotic time series based on the optimal parameters, ant the chaotic time series were forecasted to obtain the optimal result.
The flow chart of UD-LSSVM was shown in Fig. 1. 
Evaluation Criteria of Models
The generalization ability of a model referred to the forecasting accuracy. In order to compare with the results in literature [17] [18] [19] [20] , the NMSE was used to evaluate the model generalization ability. REMSE was defined as follows:
where, y i was the true value,ŷ i was the forecasting value,ȳ was the mean value, n was the number of forecasting samples.
The smaller the NMSE, the better the forecasting accuracy and the generalization ability of forecasting model were obtained. 
Simulation Experiments
In this section, two examples were introduced to verify the model proposed above.
Example 1: Number of Yearly Mean Sunspot
The numbers of yearly mean sunspot were taken as experiment data which was the same as the data in Tong & Lim [17] , Weigend [18] and Cao2003 [19] and RLS [20] . The number of yearly mean sunspot in 1700-1979 was shown in Fig. 2 . To test the model forecasting performance, the samples were divided into three parts: training samples were the numbers of yearly mean sunspot in 1700 to 1920, validation samples were in 1921 to 1955 to test effectiveness of established model, and test samples were in 1956 to 1979 to test generalization ability of the established model. 
Implementation
The First Round of Uniform Design
The predetermination ranges of 5 parameters (τ , m, γ, σ, and windows) were listed in Table  1 . The 24 initial parameter combinations were generated by UD, and the training samples were input to LSSVM to train and the validation samples were tested to obtain the RMSEs. The RMSEs were shown in Table 2 . 
Parameter Optimization
The 24 samples in Table 2 formed a new training samples which RMSEs were taken as the dependent variable while m, τ , γ, σ, windows of all combinations formed a new test samples, which had 4×12×5×12×12=41472 samples. LSSVM was used to train for the new training samples, and the new test samples were forecasted. Finally, the RMSE of each parameters combination was obtained, thus there were 41, 472 RMSEs and these RMSEs were sorted in ascending order, the frequency of each parameter was counted based on the 1000 smallest RMSEs and the results were shown in Table 3 . 
Results
It could be seen from Table 3 (bold markers) that τ should select 1, m, γ and σ should be respectively selected in [7 11 ], [10, 10, 000] and [100, 500], windows should be expand up (more than 176), and then the second round of uniform design was made based on analyzing the results according to the frequency, and repeat above steps, finally the optimal combination parameters were obtained: τ =1, m=7, γ=6000, σ=430, windows=180, NMSE=0.02572. the parameters combination (τ =1, m=7, γ=6000, σ=430, windows=180) was used to train the training samples (sunspot numbers from 1700 to1920), forecast validation samples (sunspot numbers from 1921 to 1955) and test samples (sunspot numbers from 1956 to 1979), the results were shown in Fig. 3 and Fig. 4 . The NMSE of forecasting results was 0.1481.
Discussion
The forecasting results of all models were shown in Table 4 , and it could be conclude from the Table 4 . 1) The NMSE of test samples for UD LSSVM was much smaller than all reference models. Compared with Cao and RLS model, the proposed mode in the paper was relatively simple, and the time complexity was also reduced. The results show that phase space reconstruction and LSSVM parameters were simultaneous optimized was reasonable.
2) Combination optimization of the multi-parameter was very time-consuming and the samples was large, the UD was used to reduce the experimental numbers in UD-LSSVM, so the large sample problem was transformed to small ample problem by self-calling LSSVM, the algorithm complexity was reduced, and the forecasting accuracy was also improved. 
Comparison with GA and PSO
In order to test the superiority of UD-LSSVM, the comparison experiments were carried out by Genetic Algorithm (GA) and Particle Swarm Optimization algorithm (PSO) with the same data, the corresponding results of the optimal parameters were shown in Table 5 . As it could be seen from Table 5 , UD-LSSVM had improved the forecasting accuracy and generalization ability compared with GA and PSO. The comparison result had proved that the proposed algorithm was an effective chaotic time series forecasting model.
Example 2: Mackey Glass Time Series
Since Glass and Mackey found the chaos phenomenon in the time-delay system in 1977, the time delay chaotic system had been commonly used as a standard test model in nonlinear systems.
Mackey Glass time series was defined as:
where, ∆ was the delay parameter.
If ∆ ≥ 17, the chaotic property would be in display, and the greater the value was, the more chaotic the system would be. The value of ∆ was 30 in this paper, and forth-order and fifth-order Runge-Kutta method was used to generate chaotic time series (Fig. 5 ). In order to compare with the result in reference models, the samples were pretreated as the reference:
y(k) = y(k) − mean y std y
where, mean x(i) and std x(i) were respectively the arithmetic mean and standard deviation of the i column of input vector X, mean y and std y were respectively the arithmetic mean and standard deviation of input vector Y .
The same samples were selected as reference [22] , the first 3000 samples were taken as training samples, and the left were taken as test samples. The optimal parameters were obtained (τ =1, m = 8, σ = 2, γ = 50, windows=3000), and the forecasting result was shown in Fig. 6 .
The RMSE of forecasting results for UD-LSSVM was 0.0028. The optimal result of reference model was 0.0034. The computational complexity was lower, and forecasting values are close to true values, and forecasting accuracy of UD-LSSVM model was better than that of reference [22] . The results showed that UD-LSSVM was a fast, high accuracy and strong generalization ability chaotic time forecasting model. 
Conclusions
Good parameters (τ , m, γ, σ, and windows) are very crucial for learning results and generalization ability of chaotic time series forecasting model, and the relation between LSSVM parameters and phase space reconstruction was considered, a chaotic time series forecasting model based on parameters simultaneous optimization was proposed in this paper. The simulation results show that UD-LSSVM is a fast and efficient parameters optimization method based on data driven for chaotic time series.
