The main purpose of this study is to review calculation algorithms for some of the most common non-parametric and omnibus tests for normality, and to provide them as a compiled MATLAB function. All tests are coded to provide p-values for those normality tests, and the proposed function gives the results as an output table.
Introduction
One of the most important assumptions for parametric statistical methods is that the sample data come from a normally-distributed population. As this assumption holds, t-tests, variance analysis, factor analysis, and many more methods gain power. Normality of error terms is one of the most important assumptions for regression analysis. For many statistical analyses, a normality test is one of the most important and necessary things to do along with the examination of distributional features of data with descriptive statistics, outlier detection, and heteroscedasticity tests.
Hypotheses for fitness testing if sample data or variable(s) follow a normal distribution (i.e. goodness-of-fit testing) are as follows:
Most popular normality tests can be listed as follows: SOME Table 1 , normality tests covered by some commercial and noncommercial statistical packages/software. Only some common tests are computed by these packages, and researchers are obliged to use these ready-made tests, or code them in any language. Some tests are not covered by any of the packages, and most packages do not give any hints on which test to use under which assumptions.
Therefore, the purpose of this article is to review the most common algorithms used for the computation of p-values for normality testing and compile them in one MATLAB routine for researchers who want to examine their data via different normality tests. 
Empirical Distribution Function Tests
Let y 1 , y 2 ,…, y n be ordered values of x 1 , x 2 ,…, x n sample values. If i denotes the frequency of y k in k th order, the empirical distribution function is defined as the following step function:
The following EDF tests are based on this function. Computation procedures are given here for these tests. For further information about the formulas and the interpretation of EDF statistics, see Hollander and Wolfe (1999) and Gibbons and Chakraborti (1992) . For details about the k-sample analogs of the KolmogorovSmirnov and Cramer-von Mises statistics used by NPAR1WAY, see Kiefer (1959) .
Kolmogorov-Smirnov Normality Test
The Kolmogorov-Smirnov (KS) test statistic is computed with the help of the D n statistic, which is defined as follows:
where "sup" in equation (2) denotes the supremum, that is the maximum of the values in a given interval. The D n test statistic will be the greatest vertical distance between F(x) and F 0 (x) (Kolmogorov, 1933) :
where
. The KSz statistic is computed as follows:
The stepwise procedure given below covers the mutual steps required for calculation of p-values for four KS-type tests. The first eight steps are also identical for the AD and CvM tests. The rest of the calculation steps are given for each EDF test.
Step 1: Enter sample x vector Step 2:
Step 6:
Step 7:
Step 12: KS n z nD 
Limiting Form
Most statistical packages use this method to calculate the KSz test statistic. In this method, if n → ∞ the distribution of the KSz statistic   n nD is asymptotically Kolmogorov distributed. This statistic has the following formula (Facchinetti, 2009) :
This method is suitable for cases where the sample size is large and the distribution parameters are known. However, it is being used in cases where n is small and parameters are not known. The p-value for this test can be calculated by the following step:
Step 13: -value 1 1 exp 2
This method was introduced by Marsaglia, Tsang, and Wang (2003) .   Pr n Dd  is calculated by this formula:
Here, t kk is the (k, k) th element of the matrix H n , H is an m × m matrix, m = 2k -1, d = (k -h) / n, with k (a positive integer), and 0 ≤ h < 1.
Although this method has a complicated algorithm, it provides 13-15 digit accuracy for n ranging from 2 to at least 16000 for one-tailed p-value calculation.
Step 13: Calculate k, m, and h values:
Step 14: Get the H matrix using the following procedure:
Get the first column of the H matrix except the element Hmatrix (m, 1). 
Stephens' Method
Stephens' method uses a D * test statistic, which is revised by using D n , to test normality for cases where parameters are not known. The test statistic D * is calculated based on n via the following equation:
Stephens (1986, p. 123) Step 13: Calculate the modified D * statistic from equation (7).
Step 14: Calculate the p-value via linear interpolation by using Stephens' critical value table: 
Lilliefors Test for Normality
The Lilliefors (LF) test was presented as a correction of the Kolmogorov-Smirnov test by Lilliefors (1967) . Dellal and Wilkinson (1986) Step 13: Find the critical values D20 and D15 corresponding to n from the table given by Dellal and Wilkinson (1986 
Step 
   
Step 16: Calculate the p-value according to the following formula: 
Anderson-Darling Normality Test
The Anderson-Darling (AD) statistic, A 2 , was derived from following integral function:
ÖNER & DEVECI KOCAKOÇ 555 where ψ(x) is the weight function of the squared difference. The AD test statistic turns into following formula by taking the weight function to be ψ(x) = [F(x)(1 -F(x)] -1 , where F(x) is the underlying theoretical cumulative distribution (Anderson & Darling, 1952 , 1954 . 
The algorithm for calculating the p-value is given below for Anderson-Darling test (Stephens, 1986, p. 127 ).
Step 9 
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Cramer-von Mises Test Csörgö and Faraway (1996) 
where F 0 (y i ) is the cumulative distribution function of the specified distribution and the y i are the sorted values of the x i data set (Scott & Stewart, 2011) . Stephens (1986, p.127) provided the calculation procedure for a modified statistic W *2 = W 2 (1 + 0.5 / n) as follows:
Step 9: Loop i = 1: n Sum = Sum + (u i -(2i -1) / 2n) 2 End
Step 10: Calculate the test statistic.
W = (1 / 12n) + Sum
Step 11: Calculate the modified test statistic. 
Regression and Correlation Based Tests

Shapiro-Wilk Test
Let y 1 , y 2 ,…, y i ,…, y n be ordered values of n independent and identically distributed random samples (x 1 , x 2 ,…, x i ,…, x n ) coming from a population with unknown mean µ ∈ ℜ and unknown σ > 0. The Shapiro-Wilk statistic W for testing normality is then defined as (Shapiro & Wilk, 1965) . Royston (1982) provided an approximation method for the calculation of the p-value for a normalized W statistic. This method calculates the p-value of the test as the upper tail of the standard normal distribution. The algorithm is given below:
Step 1: Sort the sample observations in ascending order, i.e.
Step 2: Calculate Blom scores   m (Solomon & Sawilowsky, 2009 
Step 3: Step 5: Calculate the Shapiro-Wilk test statistic W from equation (13).
Step 6 Step 7: Calculate the p-value as the upper tail from the standard normal distribution:
Shapiro Francia Test
The Shapiro Francia test statistic W' is given by which is called the Shapiro Francia statistic for normality tests (Shapiro & Francia, 1972) . If the sample data are leptokurtic, the Shapiro-Francia test is recommended; whereas for platycurtic data, the Shapiro-Wilk test is preferred. Royston (1993) proposed an approximation for the Shapiro-Francia test to calculate the p-value. Mbah and Paothong (2015) use Royston's approximation algorithm for p-value calculation when they compared the Shapiro-Francia test with other tests. The algorithm for Royston's approximation (for sample sizes 5 ≤ n ≤ 5000) is given below:
Step 2: Calculate the Shapiro Francia test statistic W' from equation (14).
Step 3 Step 4: Calculate the p-value as the upper tail from the standard normal distribution:
Moment Tests
Jarque-Bera Test
The Jarque-Bera (JB) test is a goodness of fit measure calculated from sample kurtosis and skewness (Jarque & Bera, 1987) . The normal distribution has a skewness coefficient of zero and a kurtosis of three. The test statistic JB is then defined by: 
The JB statistic has an asymptotic chi-square distribution with two degrees of freedom and H 0 should be rejected at a significance level α if
The algorithm for calculating the JB test statistic is as follows:
Step 1: The sample vector x is entered.
Step 2:
Step 3: Second moment
Step 4: Third moment
Step 5 Step 6: Skewness Step 7: Kurtosis 2 2 4 2 b   .
Step 8: Calculate the JB test statistic from equation (16).
Step 9: Calculate the p-value from the chi-square distribution with two degrees of freedom.
D'Agostino and Pearson Test
The Step 1: Compute the sample skewness
Step 2 Step 5: Compute the following values: 
Step 6 
Codes, Execution, and Output
All algorithms for these ten normality tests are coded in the Matlab2015 environment and presented as a function (normalitytest.m). Data should be a 1 × n row vector (in "x = […]" format) and entered as a variable in the workspace. The function gives a display of results, as well as a 10 × 3 matrix named "Results," including test statistics in the first column, p-values in the second, and test result in the last. The code file is available both as an Appendix and as an .m file in the MathWorks File Exchange under the name "normality test package" (Öner & Deveci Kocakoç, 2016 After the command "Results=normalitytest(x1)," the output in Figure 1 can be obtained. By using the common threshold of α = 0.05, data is found to be normally distributed by all tests since all p-values are above 0.05. 
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The second data set is disturbed by changing some of the values in the first data set: After the command "Results=normalitytest(x2)," the output in Figure 2 can be obtained. By using the common threshold of α = 0.05, data is found to be normally distributed by only two of the tests. The KS test is known to have some problems with outliers and small sample sizes (Steinskog, Tjøstheim, Kvamstø, 2007) . The Stephens' and Lilliefors modifications seem to overcome these problems, while the limiting form and Marsaglia method do not. Since it is not in the scope of this article to discuss the powers of the tests, the rest of the interpretation is left to the reader.
The function also gives these results as a matrix to use for other purposes. By this function, a gap in statistical computing can be filled for users of MATLAB as well as for researchers who would like to know the calculation details of these test statistics. This MATLAB function can be used to compute all ten test statistics and to have the results of normality tests with just one command. The next step after this study is to build an API with a user-friendly interface to perform the tests without the need of any MATLAB knowledge. 
