Abstract. We discuss the indirect multiple shooting approach for the solution of PDE-based parabolic optimal control problems with control constraints. The method is formulated within an abstract function space setting and uses a space-time Galerkin finite element discretization. The emphasis is on the embedding of indirect multiple shooting into the optimal control framework as well as the detailed description of the discretization within the PDE context. Numerical results for linear and nonlinear model problems with and without control constraints illustrate the efficient use of indirect multiple shooting particularly in cases where other standard methods fail.
Introduction.
For the last three decades, multiple shooting methods have been extensively studied for solving ODE-or DAE-governed optimal control problems (OCPs); see [3] , [7] , [8] , [9] , [34] . Early on, their capability of integrating even highly unstable systems made them an indispensable tool in the solution of complex problems from different application areas. Multiple shooting has become one of the standard methods in the numerical solution of ODE-based OCPs. There is still much effort spent on research in this area, concerning, for example, the application of shooting methods in ODE-based parameter identification or related optimum experimental design [14] , [31] , [32] .
In the more recent field of PDE-based optimal control, multiple shooting has not yet been thoroughly investigated, except in the framework of the method of lines (MOL) approach which essentially reduces the more difficult PDE constraint to the standard, though high-dimensional, ODE case. There are some publications on special topics related to the application of multiple shooting as part of the solution process. Serban, Li, and Petzold [45] developed an approach toward space grid adaptation in the MOL framework which is called structured adaptive mesh refinement. Heinkenschloss [19] investigated different preconditioners for time domain decomposition methods, thereby choosing multiple shooting as a representative example. All publications cited so far are exclusively concerned with direct multiple shooting (DMS). To our knowledge, the only work on indirect shooting in the PDE context is that of Hesse and Kanschat [21] , which applies the dual weighted residual (DWR) approach (see Becker et al. [4] ) for dynamic spatial mesh adaptation within A453 the indirect multiple shooting (IMS) framework. Still, they focus on error estimation techniques and strategies for adaptive mesh refinement without going into the details of the shooting procedure itself and consider only the linear-quadratic case. It is therefore our objective to clarify the notion of an indirect shooting approach in the PDE context and to work out the details of an IMS algorithm both in an abstract function space setting and on a discrete level in order to facilitate its numerical realization.
Furthermore, the application of multiple shooting methods to semilinear parabolic OCPs with and without control constraints, which will also be studied in detail in this paper, is novel in the PDE context. We consider the abstract OCP (1.1) min (q,u) J(q, u), q ∈ Q ad , e(q, u) = 0, where e(·, ·) denotes a possibly nonlinear parabolic differential operator and Q ad is the set of admissible control functions. This problem will be further concretized in section 2 below. In the past decade, several approaches have been developed toward the solution of OCPs of this kind. Standard finite element methods with adaptive mesh refinement have been presented in Becker et al. [4] , Becker, Meidner, and Vexler [5] , and Meidner and Vexler [42] . In Neitzel, Prüfert, and Slawig [43] the authors interpret the time variable as an additional spatial variable and solve the corresponding larger system for problems without control constraints. A summarizing survey of theoretical as well as practical aspects of problems of type (1.1) has been given in Hinze et al. [25] . The motivation of employing multiple shooting for the solution of (1.1) is twofold. On the one hand, it enables parallel computation on the different shooting intervals. This aspect is addressed by the so-called parareal method developed in Lions, Maday, and Turinici [35] , analyzed in Bal [2] and applied to OCPs in Maday and Turinici [37] , but this will not be pursued further in this paper. It is noteworthy that Gander and Vandewalle [16] pointed out that the parareal method may be interpreted in the framework of multiple shooting, and Ulbrich [48] made implicit use of this interrelation. On the other hand, it is well known from the theory of ODE boundary value problems (BVPs) that multiple shooting is able to integrate even problems that are highly sensitive to perturbations in the data, where simple shooting and similar methods fail (see, e.g., Stoer and Bulirsch [46] ). In section 6, we will show an example in the PDE context where this feature of multiple shooting is essential. This paper will comprise the case of nonlinear unconstrained OCPs (where Q ad ≡ Q is the full space of control functions) as well as problems with additional control constraints (where Q ad Q). Until now, the latter case has not been investigated in the context of shooting methods for parabolic OCPs. In a straightforward manner, we show how shooting methods may be included into the framework of OCPs with and without control constraints. Our focus is on the detailed presentation of an algorithm for indirect shooting, thereby highlighting the additional difficulties to be overcome in the PDE framework.
The outline of this paper is as follows. In section 2, we introduce the OCPs considered and state the corresponding first-order optimality conditions. These constitute a BVP in time to which the indirect shooting method is applied. In section 3, we present the IMS method in an abstract function space setting and then in section 4 give the details on the numerical solution process and concrete algorithms. Section 5 describes possible methods for spatial and temporal discretization, respectively. In section 6, we present several numerical examples. The paper closes with some remarks as well as an outlook to possible future work in section 7.
2. The OCP. In this section, we introduce the OCPs considered in this paper. In subsection 2.1, we state the problem as a whole and discuss in detail its different parts, such as the target functional or the PDE side condition. Afterwards in subsection 2.2, we derive the first-order necessary optimality conditions separately for the unconstrained and the control-constrained case, respectively.
Statement of the problem.
Throughout the paper, we deal with OCPs of the form (2.1) min (q,u) J(q, u), subject to a parabolic PDE constraint
∂ t u(x, t) + A(u)(x, t) + B(q)(x, t) = f (x, t), (2.2)
u(x, 0) = u 0 (x), with suitable spatial boundary conditions. Later, we will also treat the more general case where additional constraints are imposed on the control variable q(x, t). One type of such constraints that occur in many applications is so-called box constraints, which we will consider throughout the paper in the following form:
Remark 2.1. Other types of control constraints such as
(i.e., a constraint on the average) are not considered. It is not clear how to handle such global constraints in the IMS context since they cannot be localized to the different shooting intervals.
In the following, we explain the details of problem (2.1)-(2.3) and fix the notation we will use further on. In our notation, q is the control variable, whereas u denotes the state variable. The computational domain is a space-time cylinder Ω × I with a bounded spatial domain Ω ⊂ R d , d ∈ {1, 2, 3}, which for simplicity is assumed to be a convex polygon or polyhedron, and a finite time interval I = (0, T ). Additional boundary conditions of Dirichlet or Neumann type are prescribed on the boundary part Γ × I, where Γ denotes the boundary of Ω.
We adopt the usual Bochner space notation W (I; Y ) for spaces of functions that map from I to a normed function space Y . If
is a Gelfand triple of Hilbert spaces of functions on Ω (V * being the dual space of V ) and R a Banach space of functions on Ω or Γ, the usual setting for the parabolic PDE (2.2) is as follows: For a given control function q ∈ L 2 (I; R) and source term f ∈ L 2 (I; V * ), find a function u(x, t) that satisfies the above PDE and initial condition as well as additionally imposed boundary conditions in a certain weak sense. The natural solution space for u(x, t) is
which is well known to be continuously embedded into the space C(I ; H) of continuous functions on the closure I with values in H (see, e.g., Dautray and Lions [11] ). The differential operators A : X → L 2 (I; V * ) and B : L 2 (I; R) → L 2 (I; V * ) are required to fulfill the following conditions: A is an elliptic coercive operator that may be linear or nonlinear, whereas B is usually linear and often simply the identity operator, where R → V * . In order to state a weak formulation of problem (2.2), which is more appropriate for our purposes, we need some standard preparatory definitions. We interpret A : V → V * and B : R → V * as pointwise-in-time operators corresponding to A and B, respectively. With this notation, we can define the semilinear forms and scalar products
Here, we also distinguish the test functions ϕ ∈ X and φ ∈ V . The weak formulation with weakly included initial condition then reads
This is the concrete form of the abstract side condition e(q, u) = 0 in (1.1) and is the appropriate formulation for our further investigation. Further on, we will skip the interval index I in the notation ((·, ·)) I , a I (·)(·) and b I (·)(·) if the respective interval is given by the context. Next, we discuss the kind of functional which is to be minimized. This "cost functional" J(q, u) is assumed to have the following structure:
It consists of a term J 1 distributed in time, a term J 2 evaluated at the final time T , and a usual regularization term. Normally, we will only consider one of the two terms depending on the state variable, i.e., we impose the conditions κ 1 , κ 2 ∈ {0, 1}, κ 1 = κ 2 , whereas α > 0, i.e., the regularization term is always present. As we will see later in section 3, it is important for shooting purposes that the time-distributed term J 1 can be localized or split up to contributions from the different subintervals I j ⊂ I. Therefore, we assume it to be of tracking type,
with some prescribed functionû ∈ L 2 (I, V )). If we impose the additional control constraint (2.3), the set Q ad of admissible control functions is given by (2.5)
where the inequalities hold for almost all (x, t) ∈ Ω × I and q − , q + ∈ Q are given functions satisfying q − < q + . Thus, the set Q ad is a convex subset of Q and may even coincide with Q in the case without control constraints. In compact form, our OCP thus reads (2.6) min q∈Q ad ,u∈X J(q, u) subject to (2.4).
Results on existence and uniqueness of problems such as (2.6) can be found, e.g., in the textbooks by Hinze et al. [25] and Tröltzsch [47] . We will not discuss these theoretical issues, but we always assume the unique solvability of (2.4), which enables us to define a solution operator S : Q ad → X, S(q) = u. This in turn permits the definition of a reduced cost functional
which allows for the formulation of an unconstrained control problem on Q ad :
We will come back to this reduced formulation in section 4 below.
2.2.
The optimality system. In the second part of this section, we recall briefly the first-order necessary optimality conditions for problem (2.6) without and with control constraints, respectively. The resulting PDE systems will extensively be used in section 3 in the derivation of the IMS method. First, we define the Lagrange functional L : Q × X × X → R associated to the OCP (2.6), which has the following form:
Here, z ∈ X denotes the adjoint variable ("Lagrange multiplier"). Differentiation of the Lagrangian with respect to z, u, and q in directions δz, δu, and δq yields the first-order necessary optimality condition
This PDE system comprises the state, adjoint, and control equations. After partially integrating the adjoint equation with respect to the time variable t, (2.10) can be written in the following explicit form for all variations δu, δz ∈ X, and δq ∈ Q:
The three equations (2.11) represent a BVP for the state and adjoint variables. Here, the boundary values are the given initial condition u(x, 0) = u 0 (x) for the state variable, and the condition z(x, T ) = 0 or, if κ 2 = 0, z(x, T ) = J 2 (u(T ))(δu(T )) for the adjoint variable at end time T . The solution of the adjoint equation is running backward in time, and the state and adjoint problems are coupled by the third equation via the control variable.
In the presence of control box constraints of the form (2.3), we simply have to replace the control equation in (2.10) by the variational inequality
while the state and adjoint equations remain the same. This is due to the convexity of the set Q ad . The direct treatment of the resulting optimality system is complicated by the control inequality, but there is a way of transforming (2.12) into several equations by using the concept of "active sets." This has already been done, for example, by Bergounioux, Ito, and Kunisch [6] , Griesse and Vexler [17] , and Vexler and Wollner [49] for the elliptic case. For the parabolic case, a similar procedure has been suggested by Kunisch and Rösch [33] and was used, e.g., by Griesse and Vexler [17] and Griesse and Volkwein [18] . Later on, our numerical treatment of control constraints will be based on this concept. We define the active sets A − and A + as (2.13)
On these sets, the optimal control q coincides with the lower or upper constraint functions, respectively. Via the Riesz representation theorem, we can consider the following identification, which yields an additional Lagrange multiplier μ(x, t) ∈ Q:
Then, the following conditions are an equivalent reformulation of inequality (2.12):
If we further introduce the positive and negative parts of μ,
we are able to extend the Lagrange functional L(·, ·, ·) as follows:
As the max{·} and min{·} functions are not differentiable in the classical sense, we recall the notion of Newton differentiability as presented, e.g., in Hintermüller, Ito, and Kunisch [23] or Ito and Kunisch [27] . Bearing this in mind, we can differentiate (2.17) with respect to all its arguments and finally obtain the following first-order necessary optimality conditions in the control-constrained case:
These equations have to hold for all variations δu, δz ∈ X, δq ∈ Q, δμ − ∈ Q − , and δμ + ∈ Q + , whereas the last two inequalities must be fulfilled in almost every point (x, t) ∈ Ω × I. Here, we have used the following two subsets of the control space:
Both variants of the optimality system, (2.11) and (2.18), bear the structure of BVPs with separated boundary conditions. One of the standard methods for solving problems of this type is multiple shooting. The next section is dedicated to the introduction and discussion of this method in a function space setting.
Remark 2.2. In this paper, we do not consider the case of additional constraints on the state variable, such as u(x, t) ≤ c or |∇u(x, t)| ≤ c. A common way of handling such constraints is the introduction of an additional penalty or barrier term into the cost functional J(q, u). For an elliptic OCP subject to pointwise constraints on the gradient of the state, we refer to Schiela and Wollner [44] . The implementation of this approach could be embedded into the algorithmic procedure described in section 4 below.
IMS.
There are two ways of integrating multiple shooting into the solution process of OCPs such as (2.1)-(2.3). The first one applies multiple shooting to the side condition (2.4) in weak form, which leads to a sequence of initial value problems (IVPs) on subintervals of I = [0, T ]. The resulting method is the previously mentioned DMS. In this section, we introduce the IMS method for parabolic control problems. This method produces a sequence of intervalwise BVPs of type (2.10) governed by systems of optimality conditions on subintervals of I . An advantage of IMS is that one can use standard routines for the solution of the local OCPs on the subintervals. In the ODE context DMS methods have been preferred because they transform the original OCP into a finite dimensional nonlinear programming problem (NLP), which allows for the use of efficient methods for solving NLPs (cf. Diehl et al. [14] ). We leave the subject of DMS methods in the PDE framework for a future publication, where we also intend to give a detailed comparison of both versions of multiple shooting in the context of PDE-based OCPs. In the following, we first give a brief survey of known results on convergence and stability of shooting methods and comment on the additional problems that occur in the PDE context (see subsection 3.1). In the subsequent subsection 3.2, we present the IMS method in the case without control constraints, and afterward we briefly address the differences to the control-constrained case in subsection 3.3.
Preliminaries: Stability and convergence of shooting methods.
This paper concentrates on elaborating a detailed and comprehensible IMS algorithm in function space. For a start, we want to briefly comment on some analytical results that cannot be transferred easily from the ODE case. The proof of convergence and convergence orders of the discrete solutions, for instance, is a highly nontrivial task (due to specific problems arising in the PDE case that will be pointed out below) that requires further research.
It is well known that even linear and well-conditioned ODE BVPs often become highly sensitive to perturbations in the data when reformulated as IVPs. In the context of multiple shooting, such perturbations cannot be avoided, because one has to replace the unknown initial values by parameterized ones. (In the PDE framework, even the discretization of the initial value functions entails a perturbation of the exact value.) A strikingly simple example can be found in Stoer and Bulirsch [46] . This phenomenon, examined mainly by Mattheij and coworkers (see, e.g., [26] , [40] ), is caused by a dichotomic behavior of the BVP solution y(t) which determines the conditioning of the BVP. The dichotomy leads to an exponential amplification over time of errors in the initial data s of the parameterized IVP (L is an inherent Lipschitz constant):
Local stability estimates of this type are common in IVP (see again Stoer and Bulirsch [46] ) and can be proved, e.g., with the help of Gronwall's inequality. Reformulation of BVP as a parameterized IVP is the idea behind the simple shooting method. The mentioned instability of the IVP reflects the frequently observed fact that simple shooting is in many cases an unstable algorithm. Fortunately, inequality (3.1) suggests a way to cope with this deficiency. Therefore, we decompose the time interval I = [0, T ] into smaller subintervals, referred to as "shooting intervals," by choosing intermediate "shooting
By this splitting into subintervals, we reduce the local exponential factors in (3.1) and thus stabilize the algorithm, which is now referred to as multiple shooting. A variant of this algorithm suitable for PDE-governed OCP will be presented in this paper. When concerned with the convergence of shooting methods, one has to disambiguate whether the convergence of the Newton-type iteration applied on the shooting system (see (3.8d)-(3.8g) below) or the convergence of the discrete solutions to a limit (the continuous solution) is addressed. We will briefly discuss both aspects without going into detail. Conditions for the convergence of Newton's method in shooting algorithms are presented by Weiss [50] , who also observes that the domain of starting values for Newton's method is enlarged with an increasing number of shooting intervals. Deuflhard [12] is concerned with globalization techniques for Newton's method, and both Deuflhard [13] and Lory [36] present continuation, respectively, homotopy, methods to enlarge the domain of convergence of Newton's method, always keeping in mind shooting methods as possible applications. In summary, a variety of Newton type methods are available for solving the shooting system, but there is always some trade-off between finding good starting values and exploiting the full quadratic convergence.
In the ODE context, convergence orders of multiple shooting are coupled to the orders of the IVP solvers used on the subintervals. This is standard in the linear case, whereas for nonlinear ODE BVPs it was examined, e.g., by Jankowski [28] and Hieu [22] . Results of this kind are not found even in such standard textbooks as [1] , for proving them is generally a nontrivial task. With the additional difficulties arising in the PDE context described below, and recalling the amount of literature on convergence properties of solvers for nonstationary parabolic problems as well as the variety of results obtained in this field, a thorough convergence analysis is presumably hard to tackle and is in any case far beyond the scope of this paper. We conjecture that most results achieved for shooting methods in the ODE context carry over to the PDE framework in case of a fixed spatial mesh (this corresponds to the so-called method of lines). This approach, however, gives only qualitative convergence results.
Some of the most challenging aspects in the transfer of shooting methods from the ODE to the PDE context are due to the additional spatial dimensions. Shooting variables s (the local initial values) are no longer scalars or vectors in R n but functions in certain Sobolev spaces. Hence the proper choice of norms in the analysis is a crucial aspect. All spatially distributed functions have to be discretized in space, which leads to large stiffness matrices at the time-points and therefore to huge linear systems (large-scale optimization problems) that cannot be computed explicitly and have to be solved in a matrix-free manner by an iterative solver, e.g., a Krylov space method.
The case without control constraints.
We already mentioned in the introduction that several methods have been developed for the solution of OCPs such as (2.6) that lead to BVPs like (2.11) or (2.18). Due to stability arguments of the type mentioned in the preliminaries above, these methods may fail in concrete cases.
(An example is shown in subsection 6.1.)
For these problems, we develop an indirect variant of multiple shooting adequate for PDE-based OCP. Starting from the time domain decomposition (3.2), we consider restrictions u j , z j , and q j of the state, adjoint, and control variables u, z, and q, respectively, to the subintervals I j , and define corresponding function spaces by
In this section, the forms ((·, ·)), a(·)(·), and b(·)(·)
as well as the functional J 1 (·) are always defined on the subintervals I j , as their arguments suggest. Our goal is to solve a BVP of the form (2.11) on each subinterval I j in such a way that the composition of the intervalwise solutions constitutes a solution to the original global OCP. In this way the possible global instability of the state equation can be reduced by decreasing the lengths of the shooting intervals. In order to derive the IMS method in a formally correct way, we first extend the Lagrange functional L(·, ·, ·) by using the subinterval notation and by inserting additional terms, the purpose of which will soon become clear. The extended Lagrangian is given by
Here, all terms in the last two sums vanish for the globally smooth optimal solution due to the identities u(
They define the links between the shooting intervals. Up to this point, there are no significant changes to the original problem. However, we do not know the values of the intervalwise solutions u j and z j at the shooting points τ j . Therefore, in order to use the extended Lagrangian, we introduce for j = 0, . . . , M − 1 functions s j , λ j ∈ H which are either arbitrarily chosen or guessed approximations to u(τ j ) and z(τ j ), respectively. By replacing u(τ j ) and z(τ j ) by s j and λ j , we obtain a new formulation of the Lagrange functional where s j and λ j , the shooting variables, constitute initial values and additional Lagrange multipliers, respectively. They will later be interpreted as parameterized initial values for the resulting intervalwise state and adjoint problems. In this formulation the initial and matching conditions at the shooting points are incorporated weakly, the latter enforcing the global continuity of the intervalwise solutions u j and z j . The extended Lagrange functional, now denoted by the symbol L, reads
Now, the terms in the last two sums as well as the weak initial condition do not necessarily vanish anymore because the replacement of u(τ j ) and z(τ j ) by the corresponding shooting variables leads to jumps of the state and adjoint solutions at the shooting points τ j . The above extended functional constitutes the Lagrangian of a new OCP that is similar to the original one of (2.1)-(2.3) but is subject to additional equality constraints. This modified OCP reads
subject to the intervalwise weakly formulated parabolic PDE
for j = 0, . . . , M − 1 and to the additional equality constraints
each of which must hold true for all φ ∈ H. It is easily verified by introducing appropriate variables as Lagrange multipliers that the extended Lagrangian defined above is associated with the control problem (3.5)-(3.7). Now, we are in a state to derive the corresponding optimality conditions. In detail, the differentiation of L with respect to (z
in the adjoint equation, which describes the initial value of the adjoint equation on I M−1 . In system (3.8), the first three equations bear the structure of the optimality conditions of the original problem (now formulated on the subintervals), whereas the remaining four equations represent continuity conditions for the state and adjoint equations, respectively.
So far, we have been able to show that the extended Lagrange functional defined above leads to a sequence of BVPs similar to (2.11) on the different subintervals I j . However, a solution of (3.8) does not necessarily constitute a global solution of (2.11). There may be discontinuities at the shooting points τ j , whereas the global solution of the original problem has to be continuous due to the embedding X → C(I; H). To cope with this deficiency, we have to impose additional matching conditions at the shooting points. These shooting conditions coincide exactly with the additional equality constraints given by (3.8d)-(3.8g) and can be deduced formally as the derivatives L s j (φ) and L λ j (φ) of the extended Lagrangian with respect to the shooting variables s j and λ j , respectively. The system (3.8d)-(3.8g) ensures that the initial value is matched, i.e., s 0 − u 0 = 0, and that the jumps between the interval solutions at the interval endpoints and the initial values on the following intervals vanish, i.e., s j − u j−1 (τ j ) = 0 and λ j − z j (τ j ) = 0, respectively. As mentioned, the intervalwise optimality systems (3.8) show that the shooting variables s j and λ j+1 play the role of state and adjoint initial values on the subintervals I j . Remark 3.1. As there is no need to fit given values at the end time τ M for the global state variable and at the end time τ 0 for the global adjoint variable, the corresponding equations in (3.8) are artificial. We therefore skip the variables s M and λ 0 in order to decrease the size of the shooting system. Furthermore, we could also skip the variables s 0 and λ M and replace them by the known initial values s 0 ≡ u 0 and λ M ≡ 0. The main reason for keeping them in the system is the resulting simplification in the implementation of the method.
The case with control constraints.
The embedding of the IMS method into the framework of problems with control box constraints is now straightforward. Starting from the full Lagrangian (2.17), we go through the same steps as in subsection 3.2, but now we additionally have to split up the constraining functions q − , q + ∈ Q to the subintervals I j :
A463
The same has to be done for the Lagrange multiplier μ ∈ Q defined in (2.14) as well as for its positive and negative parts given by (2.16). As in subsection 2.2, the introduction of μ j , μ j − , and μ j + serves to rewrite the occurring intervalwise variational inequalities
as an equivalent set of equations. With these preparatory definitions and again using the functions s j and λ j as state and adjoint shooting variables, we can formulate the extension of the full Lagrangian L as follows:
This is the Lagrangian associated with the OCP given by (3.5)-(3.7) and the additional intervalwise box constraints
Differentiation of L with respect to z j , u j , and q j in the directions (δz, δu, δq) ∈ X j × X j × Q j leads us to the intervalwise BVPs (3.8), with the following minor change in the control equation:
Furthermore, differentiating L with respect to the shooting variables s j and λ j results in the system of (3.8d)-(3.8g), which is exactly the same as in the unconstrained case. The remarks on skipping some of the shooting variables also apply in the current situation.
The main difference compared to the unconstrained case consists in the equations resulting from the differentiation of L with respect to μ j − and μ j + :
These conditions correspond to (2.18d)-(2.18f). To conclude this section, we briefly resume the IMS method as a pseudoalgorithm (cf. Algorithm 3.1) that will be elaborated in detail in section 4 below. Solve intervalwise BVPs (3.8).
5:
if Control constraints imposed then 6: Take account of (3.11) and conditions (3.12).
7:
end if 8: end for 9: Solve (3.8d)-(3.8g), compute initial value update {(s
10: end while are fully equivalent, that is, IMS is in fact a solution method for the original OCP. So far, however, the algorithmic details of the IMS method have not been discussed. In this section, we will elaborate in detail three steps of algorithm 3.1. Subsection 4.1 is concerned with the solution of the intervalwise BVP (step 4 of Algorithm 3.1). In subsection 4.2, we discuss the treatment of the system of shooting conditions (3.8d)-(3.8g) by Newton's method (step 9 of Algorithm 3.1), and finally subsection 4.3 presents two methods designed to handle prescribed control constraints (step 6 of Algorithm 3.1).
The intervalwise OCPs.
In the following, we consider the case without control constraints, i.e., Q ad ≡ Q. The case with control constraints will be addressed below in subsection 4.3. The optimality systems (3.8a)-(3.8c) on the subintervals bear the same structure as the optimality conditions (2.11) of the original global problem. They may be solved independently (which allows for parallelization of the multiple shooting code), and any algorithm designed for problems of type (2.11) can be employed for their solution. In Algorithm 4.1 below, we present a procedure that has been described in a similar way in Meidner and Vexler [42] . Therefore, we need to briefly recall some well-known results concerning the gradient and Hessian of the reduced cost functional j(q) that was defined in (2.7). A detailed presentation can also be found in the textbook by Hinze et al. [25] .
The first-order derivative of j(q) in direction δq is given by the identity j (q)(δq) = L q (q, u, z)(δq). Recalling the solution operator S : Q → X defined in subsection 2.1 and an analogously defined operator T : Q → X with T (q) = z, the derivatives L z and L u vanish. This is the statement of (2.10a) and (2.10b). In our context, we obtain the following representation:
In a similar way, the second-order derivative j (q)(δq, τ q) is given by
where δu and δz are the solutions of Solve state equation (3.8a).
3:
Solve adjoint equation (3.8b).
4:
Compute gradient ∇j(q j k ) of reduced cost functional.
5:
Set i = 0, prescribe tolerance T OL 2 and δq j k,0 .
6:
while δq
Compute matrix-vector product
) by a Newton-CG type method (this requires the solution of (4.3a) and (4.3b) in each iteration). holding for all ϕ ∈ X. Equation (4.3a) is called the tangent equation, whereas we refer to (4.3b) as an additional adjoint equation. These equations can be written explicitly as
Then, in the context of our problem j (q)(δq, χ) has the form
The reduced OCP (2.8) is crucial for Algorithm 4.1, where we solve the intervalwise OCPs in an iterative process by a matrix-free Newton-CG method.
If we interpret the above reduced formulation on the shooting intervals, i.e., if we define local solution operators S j , T j : Q j → X j , insert the appropriate initial values, and take the derivatives of the corresponding extended Lagrangian, the described method leads to Algorithm 4.1, which can replace step 4 in Algorithm 3.1.
The system of shooting conditions.
Step 9 in Algorithm 3.1 consists in the solution of the system of continuity conditions (3.8d)-(3.8g). We write this as F (y) = 0, i.e., the variable y comprises all shooting variables {s
To find a zero of this system, we employ Newton's method, which in each iteration step requires the solution of the linear system
In explicit form this system reads (4.6)
with the solution subvectors δy j := (δs j , δλ j+1 ) , for j = 0, . . . , M − 1, the submatrices
and the right-hand-side subvectors
The Jacobian in (4.6) has a block tridiagonal structure. The diagonal blocks are identity matrices of twice the size of the spatial dimension, i.e., in the discretized case they have dimension 2R × 2R, where R = dimV s h in (5.8). The blocks on the first upper and lower diagonals comprise two R × R zero submatrices and two matrices of the same size given as derivatives of the intervalwise OCP solutions u j and z j with respect to their initial values s j and λ j+1 , respectively. The whole Jacobian ∇F is thus of size 4RM × 4RM , where M is the number of shooting intervals.
The derivatives with respect to s in direction δs j are obtained as solutions of the system
This system is the derivative of the intervalwise optimality conditions (3.8a)-(3.8c) with respect to s. Analogously, in order to compute u j λ and z j λ , we have to solve the corresponding system (4.8)
which is the derivative of (3.8a)-(3.8c) with respect to λ. Solution of the systems (4.7) and (4. ). In the examples of section 6, both systems are solved by a fixedpoint iteration. We can now write the matrix-vector product ∇F (y)δy in the following form:
. . .
Computation of the whole Jacobian ∇F with the sensitivity method (see, e.g., Hinze et al. [25] ) requires for each pair of derivatives u This means that one 4R × 4R block requires the solution of 2R linear BVPs, which amounts to a total number of 2RM linear BVPs for the whole Jacobian. This is of course very costly on highly refined spatial meshes. To avoid this, we want to solve (4.5) by a matrix-free approach similar to step 8 of Algorithm 4.1. For that, we choose a Newton-CG method, which requires only the solution of two additional problems (4.3a) and (4.3b) in each iteration. Similarly, for the solution of (4.5), we employ a Newton-GMRES iterative method. In this framework, we still have to solve (4.7) and (4.8) once per iteration of the Newton-GMRES method. This approach resembles the adjoint approach for solving reduced OCPs (cf. again Hinze et al. [25] ). Algorithm 4.2 can now substitute step 9 in Algorithm 3.1.
Remark 4.1. With an increasing number of shooting intervals, the condition of the Jacobian ∇F deteriorates, necessitating the use of a preconditioner. In Heinkenschloss [19] different preconditioners are compared in the context of the DMS method and a symmetric Gauss-Seidel block preconditioner is recommended. Numerical tests confirm that this result carries over to our IMS method. This preconditioner is easily applied, since it only requires the solution of two additional linear BVPs per GM-RES iteration. These problems have a simple upper and lower triangular structure due to the block triangular structure of the Jacobian. Although the preconditioning increases the number of linear BVPs to be solved in each GMRES iteration, the overall number of problems to be solved decreases due to the smaller number of GM-RES iterations needed. This preconditioner may easily be included in our matrix-free framework. Compute matrix-vector product ∇F (y k )δy i k as in (4.9).
5:
Solve system ∇F (y k )δy i k = −F (y k ) by a Newton-GMRES type method (this requires the solution of (4.7) and (4.8) in each iteration). . In this case, we must ensure that the algorithm corrects this deficiency. This can be done most easily by projecting nonadmissible iterates into the set Q j ad using the projection operator defined by
The projected gradient algorithm in the form of Algorithm 4.3 is then an extension of Algorithm 4.1. We can replace steps 4-6 of Algorithm 3.1 by Algorithm 4.3 for control-constrained problems. Usually determination of the step size in step 3 is carried out by applying a projected Armijo rule (for details, see Hinze et al. [25] ). It is well known that the projected gradient method is globally convergent but only with a linear rate (see, e.g., Dunn [15] 
in the context of a Newton-type method, where H is the reduced Hessian ∇ 2 j(q j k+1 ) or an approximation of it. Methods based on this concept using the Hessian with modifications in those blocks corresponding to degrees of freedom where the constraints are active are known as "projected Newton methods" and are in fact applied to OCPs (see, e.g., Kelley and Sachs [30] ). Although they often show a superlinear convergence behavior and therefore outperform the above projected gradient method, it is known that they are not convergent in general (for a counterexample, see Kelley [29] ) and therefore cannot always be applied. Nonetheless, in our subsection 6.4, we present a nonlinear problem with control constraints, where we employ a projected Newton method with the exact Hessian because we observed faster convergence than with the projected gradient method.
4.3.2.
Primal-dual active set strategy. In the past 15 years active set strategies that involve both state and adjoint variables have extensively been studied (see, e.g., Bergounioux, Ito, and Kunisch [6] or Kunisch and Rösch [33] ). As Remark 4.2 indicates, one has to be careful when applying projected Newton methods. An alternative consists in a so-called primal-dual active set strategy, which can be proved to be equivalent to a "semismooth Newton method" that shows a superlinear convergence behavior (see Hintermüller, Ito, and Kunisch [23] ). Using the notation introduced in subsection 2.2, we present an active set strategy in its semismooth Newton formulation.
First, we interpret (2.18c)-(2.18f) including the reduced gradient and the complementarity conditions in an intervalwise manner:
Here, superscripts j indicate restrictions of global functions to the subinterval I j . We must be able to split up the control constraints (cf. the comment in section 2.1). To avoid dealing with inequalities, we can reformulate (4.11) as a system of two equations,
where we used the notation μ j := μ j + − μ j − as well as properties of the min / max functions. The system (4.12) includes the box constraints and is equivalent to (4.11) for all c > 0. In Algorithm 4.4, we will abbreviate (4.12) by G(q j , μ j ) = 0. The min/max functions are not differentiable in the classical sense (as already indicated in subsection 2.2); therefore we have to use the more general concept of slant (or Newton) differentiability which applies to min/max (see Hintermüller, Ito, and Kunisch [23] or Ito and Kunisch [27] ). We now define local active sets in analogy to (2.13) as well as local inactive sets on the different subintervals I j :
The sets A j + and A j − describe the subdomains of Ω × I j where the max and min of (4.12b) are attained, respectively. We need these sets because the Jacobian of (4.12) depends on them via their characteristic functions χ A j , χ I j , which can be seen from the following formulation of the Newton system at a given iterate (q
We recall that in terms of the reduced problem,
due to (4.1), which is the connection to (4.12). As before, we want to solve (4.14) in a matrix-free way. To achieve this, we simply have to go through step 8 of Algorithm 4.1 for the left upper block of the Jacobian in (4.14), while the remaining blocks can be treated easily thanks to their simple structure. Now we have everything at hand to Algorithm 4.4. Active set, respectively, semismooth Newton algorithm, for reduced problem.
Require: Set k = 0, prescribe tolerance T OL 1 and initial values q
Solve state equation (3.8a).
3:
4:
Compute G(q j k , μ j k ).
5:
Determine active sets (4.13).
6:
7:
while (δq
Solve system (4.14) by a matrix-free method. 
Space-time discretization.
In this section, we introduce the finite element discretization for solving problem (2.1)-(2.3). We consider the general setting of a finite element discretization in space and time and specify our choice for the numerical tests in section 6 below. To solve the problem, we need a discrete representation of the Hessian and the gradient of the reduced cost functional as well as a discretization of the state, adjoint, and control variables. First, we describe the semidiscretization in time and then the full discretization in time and space.
Time semidiscretization.
We choose a semidiscretization in time by partitioning the single shooting intervals I j = {τ j } ∪ (τ j , τ j+1 ] into further subintervals 
The temporally semidiscretized variables are indicated by a subscript k, referring to a piecewise constant step-size function defined by k| I j n := k j n . Since we do not want to further complicate the notation the forms ((·, ·)) n , a n (·)(·) and b n (·)(·) as well as the functional J 1,n (·) are always defined on the subintervals I j n , as can be seen by their respective arguments. Here and below, we use the symbol I for intervals defined by the time discretization and the symbol I for intervals defined by the shooting method.
Discontinuous Galerkin method.
To introduce the discontinuous Galerkin method of order r ≥ 0 (the "dG(r) method"), we define the semidiscrete space
where P r is the space of polynomials up to degree r defined on the intervals I j n . Accordingly, X r k (I j ) denotes the space of piecewise polynomial functions on I j , in general discontinuous between two intervals I j n of the time discretization. We introduce the following standard notation needed to formulate the weak formulation of the problems:
Then, the semidiscretization in time of the state equation (3.8a) seeks u
Equivalently to the discretization of the state and adjoint equations one needs to discretize the tangent and the additional adjoint equations, respectively. These are not shown here; see Becker, Meidner, and Vexler [5] for further details on this topic in the context of shooting-free methods. The relevant changes of these discretizations for a shooting system are similar to the ones shown above for the state and adjoint equations.
Remark 5.1. We note that for r = 0 the dG(r) method can be interpreted as the classical backward Euler time-stepping method if the time integrals are evaluated by the box rule.
Continuous Galerkin method.
The continuous Galerkin method uses continuous trial functions and discontinuous test functions. The test functions are taken from the space (5.2) defined above, while for the trial functions, we use the space
where here P r is the space of polynomials up to degree r ≥ 1 defined on the intervals I j n . Then, the discrete state equation is formulated as follows:
. Analogously, the adjoint problem reads as follows:
. We note that, again, in the case κ 2 = 0 an additional term
Remark 5.2. The choice r = 1 and the trapezoidal rule as quadrature rule leads to the Crank-Nicolson method, which is the time-stepping method corresponding to the cG(1) scheme.
Space-time discretization.
The spatial discretization uses a conforming finite element method. We consider a shape regular mesh T h (cf. Brenner and Scott [10] ) consisting of a decomposition ofΩ into closed cells K, quadrilaterals (in two dimensions) or hexahedra (in three dimensions). The diameters h K of the cells define a piecewise constant mesh-size function h |K := h K . Accordingly, quantities related to such a mesh are denoted by a subscript h. On T h , we define the usual finite element space V h ⊂ V as a finite dimensional space of piecewise polynomial functions,
is the space of functions obtained by isoparametric transformations of bilinear (s = 1), biquadratic (s = 2), and in general higher-order polynomials defined on a reference unit cell. For the full space-time discretization, we need the following two kinds of spaces:
Remark 5.3. In this paper, we only consider the case of a fixed mesh T h for all discrete time levels. More generally, one could also allow the mesh to change in time, i.e., use meshes T h,n . In the framework of shooting methods such dynamic meshes have been used in Hesse and Kanschat [21] .
In this section, we consider only the dG(0) method (related to the backward Euler scheme) for the semidiscretization in time as this is the method used in the numerical examples shown in section 6. The full space-time discretization for the state equation 
holds for all δu hk ∈ X s,r h,k (I j ). We note that again, in the case κ 2 = 0, we have for Remark 5.4. In our examples, the control variable q is discretized in the same manner as u and z. Alternatively, one could think of using a different finite element space V s h or a different grid T h . One could also simply take a generic parameterization q p to discretize q. The advantage of using a Galerkin discretization is that for this an a posteriori error estimate is available for the control (see Meidner and Vexler [42] ). In addition, in some cases it may be preferable not to discretize the control at all but to let its discretization be induced through that of u and z (cf. Hinze [24] ).
Numerical experiments.
In this section, our theoretically developed IMS method is illustrated by three numerical examples. To start, we present in subsection 6.1 a linear-quadratic OCP that necessitates the use of a multiple shooting method. This first example highlights the stabilizing effect of multiple shooting claimed in subsection 3.1 and leads to the question of how to choose the decomposition of the solution interval (3.2) reasonably. This problem is briefly addressed in subsection 6.2. We extend the first example in subsection 6.3 by introducing an additional nonlinearity into the state equation. Finally, the example in subsection 6.4 additionally contains a control constraint of box type.
Linear example.
We consider the following linear-quadratic OCP, which has already been treated by Hesse and Kanschat [21] , but with respect to different aspects:
subject to the nonstationary Helmholtz problem
We choose the computational domain Ω = (−1, 1) 2 (the variable x always stands for (x 1 , x 2 )), the final time T = 5, and the regularization parameter α = 10 −2 . The Helmholtz parameter (reaction rate) ω runs through a set of integer values 5 ≤ ω ≤ 10. In our setting, the initial value u 0 (x) is the eigenfunction corresponding to the smallest frequency of the Laplacian on the domain Ω, and the associated eigenvalue is π 2 /2 ≈ 4.9348. The goal is to fit the constant functionû(x, 5) ≡ 0.5 at the end time T = 5. In Figure 1 , we see that in this case the state variable obviously tries to match this prescribed value at the end time but develops a boundary layer due to the homogeneous Dirichlet boundary data that are not compatible with the constant tracking function. The adjoint solution resembles a regularized line Dirac function along ∂Ω.
This example is meant to illustrate the necessity of multiple shooting in order to overcome possible instabilities in the problem. In fact, we expect that for values of ω exceeding the smallest eigenvalue of −Δ there occur instabilities in the state equation and that consequently the behavior of our solution method in simple shooting form may deteriorate at about ω = 5. This effect is illustrated in Table 1 . There, we compare our IMS method to simple shooting and to a solution algorithm described, e.g., by Becker, Meidner, and Vexler [5] . The latter method solves the KKT system directly, whereas simple shooting treats the problem as a BVP and uses Newton's method to solve an additional equation representing the shooting system. The comparison is made with respect to the number of Newton-GMRES steps needed for achieving about the same accuracy in the optimal values J(q, u). These results were obtained on a four times globally refined spatial mesh of 256 cells and with 500 uniform time steps. For ω ≤ 5 all three methods yield equally good results. However, for ω > 5 the simple shooting method and state-of-the-art methods such as the above mentioned algorithm are not able to solve the problem, whereas the IMS method still works well for increasing ω. For ω = 8, we need two iterations of our outer Newton-type solver (with 26 GMRES iterations each) to solve the problem, where normally Newton-type methods should only require one iteration for each linear subproblem. For ω ≥ 9, using five shooting intervals is no longer sufficient for solving the problem. In order to confirm that simple shooting breaks down due to lacking stability in the state equation, we solve the test problem for different end times T ∈ {1, 2, 3, 4, 5, 6} and observe for ω ∈ {6, 7, 8} that simple shooting is not able to integrate over long time intervals. The results in Table 2 show that the more we increase ω, the shorter the time interval becomes over which we can obtain a solution. For this computation, we again used a four times globally refined mesh and 100 · T time steps.
The results in Table 1 raise the question of how many shooting intervals are at least needed, depending on the reaction rate ω, to solve the problem while requiring only one outer Newton iteration. Table 3 gives a corresponding answer for values 5 ≤ ω ≤ 10, which is consistent with Table 1 . For ω ≥ 8, only five shooting intervals lead to subproblems that are sufficiently unstable to require more than one outer iteration to reach the prescribed accuracy. Table 3 shows that for increasing ω also the least number of shooting intervals increases, which in turn means the problems get more and more ill-conditioned. Thus, for larger values of ω the preconditioner mentioned in Remark 4.1 turned out to be indispensable. Finally, from Table 4 , we see that the minimum total number of shooting intervals that still yields a solution by performing one single outer step is the most efficient one.
6.2.
A note on the choice of shooting points. The proper choice of shooting points τ j is a critical issue in the PDE context, since with an increasing number of shooting points the dimension of the shooting system (4.5) gets ever larger, which leads to a significant increase in computational effort. Therefore, the determination of the minimal number of shooting points and their position is crucial for the efficient solution of problems that respond very sensitively to perturbations in the data or modifications of parameter values. The numerical results of this section were achieved by a trial and error method, which is reflected in the tables of subsection 6.1. In order to avoid such rather cumbersome processes, criteria are desirable for adaptively determining the optimal total number of shooting points.
However, even for ODE-based BVPs with solution y(t; s), there are only few results concerning this question. Maier [38] developed a method that starts from a given shooting point distribution and automatically discards or inserts shooting points whenever necessary, but it works only for a certain problem class. Alternatively, based on prior work of Mattheij on the conditioning of linear BVP (see [39] , [40] ), Mattheij and Staarink [41] suggested imposing a bound for the growth of the sensitivities G(t) := d ds y(t; s). (The sensitivities are the solutions of a matrix ODE arising from the linearization of the original ODE w.r.t. the shooting parameter s.) Proceeding forward in time, whenever G(t) exceeds a prechosen threshold value C ( · being an arbitrary matrix norm), the current time-point t i is taken as a new shooting point τ j . This method has some major drawbacks: there is no indication of how to choose the bounding constant C reasonably, which renders the process rather heuristic. More importantly still, the approach does not work for nonlinear problems, for in the nonlinear case G(t) = G(t; s) and τ j = τ j (s) (sensitivities and shooting points depend on s), enforcing a redistribution of the shooting points in each iteration of the Newtontype solver for the shooting conditions (3.8d)-(3.8g). Furthermore, the transfer of the method to the PDE context is not entirely clear even in the linear case. The necessity of matrix-free computation has been emphasized in subsection 4.2, meaning that the sensitivity matrices are not available. Instead, we only have directional derivatives u s , u λ , z s , z λ (solutions of the sensitivity problems (4.7) and (4.8)). Choosing a norm of the sensitivities as bounding constant C is thus not feasible in the PDE case. A detailed presentation of these questions and their solution is not yet possible at the moment and is the subject of current research.
Nonlinear example.
Next, we add the nonlinear term u 3 to the constraining Helmholtz equation. Furthermore, our goal is no longer to match a constant function at the end time T but rather to match a functionû(x, t) on the whole time interval. This means that we want to solve the problem We keep the computational domain Ω = (−1, 1) 2 and the end time T = 5 as before and fix the regularization parameter α = 0.5 and the Helmholtz parameter ω = 7 at a value for which simple shooting is expected to fail. Further, we choose the goal function (6.5)û(x, t) := , with zero boundary conditions and a maximum absolute value at the center (0, 0) of Ω. The functionû(x, t) evolves linearly in time and has a jump at the midpoint of the time interval. The initial function u 0 (x) ≡ 0 is chosen such that it fits the valueû(x, 0). Our computations are again carried out on a four times globally refined mesh, but this time we choose 10 equally distributed shooting intervals, each of which comprises 50 interior time steps. Figure 2 shows the temporal development of the state variable u(0, 0, t) at different cycles of the multiple shooting procedure. The corresponding controls are shown in Figure 3 . In the first iteration with arbitrary initial values (solid curves), we can clearly distinguish the 10 shooting intervals. Here and in the following figures, jumps are always visualized by vertical lines. The second shooting cycle (dotted curves) is already close to convergence, but more shooting cycles are needed to reach the prescribed tolerance (dashed curves).
Nonlinear example with control constraints.
In our last example, we illustrate the differences between the cases with and without control constraints. We therefore adopt the setting of section 6.3, i.e., we again minimize (6.3) subject to (6.4) , where the functionû(x, t) to be matched is again given by (6.5). The only difference in our current setting is the prescription of additional box constraints on the control variable q,
For simplicity, we choose constant box constraints, but without difficulty it is possible to replace the constant bounds in (6.6) by general L 2 -functions q − (x, t) and q + (x, t), respectively. Figure 4 shows the state variable at different multiple shooting iterations. The legend is the same as before, but it is noteworthy that in the control-constrained case, 
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we need almost twice as many Newton steps for fulfilling the continuity conditions (3.7) as in the unconstrained case. This could be caused by the preconditioner proposed in Remark 4.1. We observed that in the control-constrained case the symmetric Gauss-Seidel preconditioner does not work equally well as in the unconstrained case.
The most interesting aspect of our results is shown in Figure 5 , where we clearly see that the constraints (6.6) are fulfilled. Apart from this obvious difference a comparison of Figures 2 and 4 , respectively, 3 and 5, yields only minor deviations in the state variable.
Conclusion.
In this paper, we give a thorough derivation of an IMS approach for parabolic OCPs. The theoretical framework of IMS is obtained by definition of an extended Lagrange functional, which includes matching conditions and initial conditions for each shooting interval. We handle both cases, with and without control constraints of box type. The use of multiple shooting is motivated by an example in which the instability of the state equation prohibits the use of simple shooting and related solution methods.
We further suggest a concrete numerical realization of the IMS method, which is especially well suited for problems with a high-dimensional control space, because it avoids the generation of the Hessian matrix during the solution of the arising intervalwise OCPs as well as building up the whole Jacobian of the system of shooting conditions. This matrix-free approach works for nonlinear problems with or without control constraints, which is also demonstrated by appropriate examples.
One advantage of the IMS method is the possible use of existing algorithms and software for the solution of PDE-based OCPs. The shooting subproblems can be solved by the usual methods, while an external Newton loop acts on the shooting system. A possible disadvantage occurs in the control-constrained case since only constraints of local character can be treated in an easy way. A comparison to DMS methods in the context of PDE-based OCPs and the adaptive distribution of the shooting points driven by a posteriori estimates within the framework of the dual weighted residual (DWR) method for nonlinear problems will be the subject of forthcoming papers.
