Abstract. For a continuous map f from the real line (half-open interval [0, 1)) into itself let ent(f ) denote the supremum of topological entropies of f | K , where K runs over all compact f -invariant subsets of R ([0, 1), respectively). It is proved that if f is topologically transitive, then the best lower bound of ent(f ) is log √ 3 (log 3, respectively) and it is not attained. This solves a problem posed by Cánovas [Dyn. Syst. 24 (2009), no. 4, 473-483].
Introduction
A question of considerable interest (see [1, 2, 3, 4, 5, 8, 12, 16, 19, 20, 21, 23, 27, 28, 30] ) is: how various properties of a dynamical system affect its topological entropy? To make this question precise one first fixes a class of dynamical systems, and then searches for bounds for topological entropy of maps in that class. In most studies the attention is restricted to topologically transitive systems, as transitivity is regarded as the simplest sufficient condition for non-trivial global dynamics. Also, in most cases one concentrates on compact metric spaces, as the notion of topological entropy is best suited to this setting.
It turns out that in general, even for compact metric spaces, there is no connection between topological transitivity and topological entropy. A system with positive topological entropy need not be transitive, and a transitive system may have zero topological entropy. However, there are spaces such that every topologically transitive map on them have necessarily positive topological entropy. For instance, by [12] on a compact interval [0, 1] every transitive map has topological entropy at least log √ 2, and there is a transitive map with topological entropy matching this bound. For references to these and other results of this type, e.g. lists of known best lower bounds for the topological entropy of transitive maps on various spaces see [3, page 341] or [2, 8, 20, 21, 28, 30] .
Recently, Cánovas and Rodríguez in [17] introduced entropy-type invariant for a dynamical system defined on not necessarily compact space. For a continuous map f : X → X, where X denotes a topological space, the invariant ent(f ) from [17] is defined as the supremum of topological entropies of f | K , where K runs over all compact invariant (meaning f (K) ⊂ K) subsets of the real line, with the agreement that sup ∅ = ∞. This definition coincides with the standard one when applied to the compact dynamical system. Then the question about the connection between the invariant ent and other properties of dynamical systems arises naturally. One of possible problems of this kind has been studied by Cánovas in [16] , where a lower bound is obtained for the (non-compact) topological entropy ent of transitive maps of the real line. Unfortunately, the proof presented in [16] is flawed and contains at least two errors (some relevant counterexamples are indicated below, see Section 6). Our goal is to present a correct proof of the existence of the lower bound for Cánovas-Rodríguez entropy of transitive real line map, and solve the problem completely, showing that the bound from [16] is the best possible, that is, inf{ent(f ) : f ∈ T (R)} = log √ 3, where T (R) denotes the family of all transitive maps of the real line. We also prove that the bound is not attained, that is, there is no transitive map f of the real line with ent(f ) = log √ 3. These results are covered in Theorem 12. This confirms the conjecture of Cánovas from [16] .
We consider two similar problems: we prove in Theorem 14 that inf{ent(f ) : f ∈ T (R)} = log √ 3, where T (R) denotes the family of all transitive, but not bitransitive maps of the real line and we solve an analogous problem for the maps from the half-open interval [0, 1) to itself showing in Theorem 15 that inf{ent(f ) : f ∈ T ([0, 1))} = log 3.
The organization of the paper is the following. In Section 2 we set up notation and terminology. The purpose of Section 3 is to remind of some important properties of transitive maps from a real interval into itself and to quote some auxiliary results connecting the topological entropy with the notion of a horseshoe. In Section 4 we prove the existence of lower bounds for ent(f ) for f in various classes of transitive maps, while in Section 5 we construct examples proving that these bounds are the best possible. Section 6 contains our remarks and corrections to [16] . In Section 7 we share some observations on the specification property in the non-compact setting. We prove that for non-compact spaces the specification property is no longer a conjugacy invariant, and there are mixing maps of the open and half-open interval without the specification property.
Terminology and notation
A dynamical system is a pair (X, f ) where X is a metric space and f is a map of X. Here, a map of X means always a continuous map from X to itself. As usual, when the domain is clear, we will write about properties of maps, having in mind properties of underlying dynamical systems. In this convention, we say that a map f is transitive if for every nonempty open subsets U and V of X, the intersection f n (U ) ∩ V is nonempty for some positive integer n; a map f is totally transitive if for every natural k > 0 its k-th iterate f k = f • . . .
• f (k-times composition of f with itself) is transitive; in particular, a map f is bitransitive if f 2 is transitive; a map f is weakly mixing if f × f is transitive; finally, a map f is mixing if for every nonempty open subsets U and V of X, there is a positive integer N such that the intersection f n (U ) ∩ V is nonempty for all n ≥ N . If the underlying space is a dense in itself Baire space, then (X, f ) is transitive if and only if there is a point x ∈ X whose orbit {f n (x) : n ≥ 0} is dense in X (see [22] ). To be more precise, we should write about topologically transitive (mixing etc.) systems, to distinguish these notions from their ergodic counterparts, but we hope that no misunderstanding will arise, if we skip here the adverb topologically to shorten the exposition. A set K ⊂ X is invariant for f if f (K) ⊂ K. Restricting a map f to a non-empty invariant set K we obtain a subsystem of a system (X, f ). A dynamical system (X, f ) is a factor of a system (Y, g) if there is a continuous surjection ϕ : Y → X such that ϕ • g = f • ϕ. In this case, we call the system (Y, g) an extension of (X, f ). If ϕ as above is also a homeomorphisms, then we say that systems (X, f ) and (Y, g) are conjugated. For a dynamical system (X, f ) defined on a compact metric space one may define the topological entropy of the system, denoted h(f ). This nonnegative number from the extended interval [0, +∞] = [0, +∞) ∪ {+∞} is an important conjugacy invariant. As we not need to appeal to the definition of topological entropy, we refer the reader to the literature (see [3, Chapter 4] ). Let us only recall that for every compact dynamical system (X, f ) we have: h(f k ) = kh(f ) for each k > 0, the entropy of any closed subsystem is not greater than h(f ); the entropy of any factor do not exceed the entropy of the extension; finally, if f is Lipschitz with constant L ≥ 0, then h(f ) ≤ max{0, log L}. If X is not necessarily compact space, we follow Cánovas and Rodríguez [17] , and
where K(f ) denotes the family of all non-empty compact f -invariant subsets of X. Main properties of this entropy are stated in [17, Theorem 2.1]. We note here only point (c) of that Theorem: ent(f n ) = n · ent(f ) for all n ≥ 1. We may adopt a convention that ent(f ) = ∞ if f has not any non-empty compact invariant subsets, but we will not need it in the present paper anyway.
Auxiliary results

Quasihorseshoes and entropy.
For the proof of existence and non-attainability of the lower bound we need tools developed in [20] .
By a real interval (an interval for short) we mean a connected subset of the real line with non-empty interior. Any real interval L is thus homeomorphic to one of the following subsets of the real line with the usual topology: a compact interval Let f be a map from a real interval L to R. An s-quasihorseshoe for f is a compact interval J ⊂ L, and a collection C = {A 1 , . . . , A s } of s ≥ 2 nonempty compact subsets of J fulfilling the following three conditions: (a) each set A ∈ C is an union of finite number of compact intervals, (b) the interiors of the sets from C are pairwise disjoint, (c) J ⊂ f (A) for every A ∈ C. A quasihorseshoe (J, C) is tight if J is the union of elements of C and f (A) = J for every A ∈ C. A quasihorseshoe (J, C) is loose if the union of elements of C is a proper subset of J. An s-quasihorseshoe (a tight s-quasihorshoe) (J, C) for f is called an s-horseshoe (a tight s-horseshoe) if every A ∈ C is a compact interval. Our definition of a horseshoe is equivalent to the definition from [3, page 204] . If there is an s-quasihorseshoe (s-horseshoe, etc.) (J, C) for f , we simply say that f has an s-quasihorseshoe (s-horseshoe, etc.), and J carry a quasihorseshoe (s-horseshoe, etc.) for f .
It is straightforward to see that the proofs of [3, Lemma 4. Proposition 1. If a transitive map f of a real interval L has a loose s-quasihorseshoe then there exists N > 0 such that for every n ≥ N the map f n has an (s n + 1)-quasihorseshoe. Additionally, there exists a compact invariant subset K such that
We quote for future reference another result and its immediate consequence. 
3.2.
Properties of transitive maps from a real interval into itself. We recall two propositions which generalize results given for interval maps in [9] and [10] (see also [7, pp. 156-59] ). They may be proved in much the same way as in original references, or else can be deduced from previously known results as noted in [6, Section 7] . For other properties of transitive map of the real line see also [24, 25] .
Proposition 4. Let f be a transitive map of a real interval J. Then, exactly one of the following statements holds:
Proposition 5. For a map f of a real interval L the following statements are equivalent:
(1) f is bitransitive, that is, f 2 is transitive, (2) f is totally transitive, (3) f is weakly mixing, (4) f is mixing, (5) for every interval J ⊂ L, and for any compact interval K contained in the interior of L with respect to the natural topology of the real line there is an
As an immediate consequence we obtain the following.
Corrolary 6. If f is a transitive map of a half-open interval, then f is mixing.
Lower bounds
First we prove existence of the lower bound of Cánovas-Rodríguez entropy for transitive maps of a half-open interval.
Proposition 7. If a map g from the half-open interval [0, ∞) to itself is transitive, then g has a loose 3-horseshoe, hence ent(g) > log 3.
Proof. First note that if for some x ∈ [0, ∞) we have g(y) ≥ y for all y ∈ (x, ∞), then the interval [y, ∞) is invariant for g for every y ∈ (x, ∞). This is not possible, since g is transitive on [0, ∞), so for every x ∈ [0, ∞) there exists a point y ∈ [x, ∞) such that g(y ) < y . Note also that for every point x > 0 there exists a point y in [0, x] such that y ≤ x < g(y ), as otherwise [0, x] would be invariant for g, which contradicts the transitivity of g. It follows that at least one point z 1 ∈ (0, ∞) is fixed for g.
We claim that in fact there must be an unbounded and increasing sequence {z n } of fixed points for g. To see this assume on contrary thatz = max{x ∈ [0, ∞) : g(x) = x} exists. Clearly,z ≥ z 1 > 0. Then, either g(x) > x for all x >z, and as a consequence [z, ∞) would be invariant for g, or g(x) < x for all x >z, and if we set ω = max g([0,z]) then we would get g-invariant set [0, ω]. In any case, we would arrive at contradiction with transitivity of g. This proves the claim.
Let z 1 > 0 be a fixed point of g and define a := max g([0
, so g has a 3-horseshoe, which is loose by Corollary 3 and using Proposition 1 we get ent(g) > log 3, and the proof is finished.
To show the existence of the lower bound for transitive maps of the real line we consider cases, depending on the number of fixed points of a map.
Proposition 8. If a transitive map of the real line f has at least two fixed points, then f has a loose 2-horseshoe, hence ent(f ) > log 2.
Proof. By Corollary 3 and Proposition 1 it is enough to find a 2-horseshoe for f . To this end, note that the set of fixed points for a transitive map is always closed and nowhere dense. Therefore we can find fixed points a and b for f such that a < b and no fixed point of f belongs to (a, b). This implies that f (x) > x for all x ∈ (a, b) or f (x) < x for all x ∈ (a, b). We assume that the former inequality holds for all x in (a, b). The later case can be handled the same way. By transitivity [a, ∞) cannot be invariant for f , therefore there is a point c > b such that c = min{x > b : f (x) = a}. Proof. By Corollary 3 and Proposition 1 it is enough to find a 3-horseshoe for f 2 . Let z be the unique fixed point of f . It follows from transitivity and uniqueness of z that f (x) > x for all x < z, and f (x) < x for all x > z. Hence, f ([α, z]) ⊂ (α, ∞) for any α < z, and f ([z, β]) ⊂ (−∞, β) for any z < β. Let A = (−∞, z] and B = [z, ∞). Clearly, B ⊂ f (A) and A ⊂ f (B). We have two cases:
Case I. It holds f (A) = B, and f (B) = A, equivalently f 2 is not transitive. Applying Proposition 4 we can assert that f 2 restricted to X = B is a transitive self-map of the half-open interval B. Let g denote the map f 2 | B . Then Proposition 7 applies to g, hence g = f 2 has a loose 3-horseshoe and we get ent(f ) = (1/2) ent(f 2 ) > log √ 3, and the proof for the first case is finished.
Case II. We have B ⊂ f (A) and A ⊂ f (B), but B f (A), or A f (B), equivalently f 2 is transitive. It follows that z = f (a) for some a = z. Without loss of generality we assume a < z, that is, B f (A). Let b = min{x > z : Proof. Either f has a unique fixed point, or there are at least two fixed points for f . In the first case we invoke Proposition 9, and in the second case we use Proposition 8 and observe that log 2 > log √ 3.
Examples
In this section we define examples showing that the bounds obtained in Proposition 7 and Theorem 10 are best possible. These examples are also used as counterexamples to some claims from [16] (see Section 6) and in Section 7. Notation 1. For the rest of this section we fix ε > 0 and choose any λ > 3 such that log λ < log 3 + ε. We define points
and intervals
Definition 1. Let ϕ ε : [0, 1] → R be a map given by by the following formula (see Figure 1 ): Definition 2. Let ψ ε : [0, 1] → R be a map given by the following formula (see Figure 2 ):
Example 1. We define a map F ε : R → R by setting
where x denotes the greatest integer function and gives the largest integer less than or equal to x (see Figure 3) . Proposition 11. For every ε > 0 the map F ε defined in Example 1 is mixing and its Cánovas-Rodríguez entropy fulfils log
Gε(x) Proof. Observe that ϕ ε has slope ±λ on intervals P 1 , P 2 , P 3 , and slope ±1 on other intervals of monotonicity. Moreover, it is easy to see that F ε , and F 2 ε are Lipschitz with constant λ (see Figures 3 and 4) . Therefore for every compact
where the lower bound comes from Theorem 10. It remains to observe that F ε is mixing, since it is easy to see that (2) lim
Theorem 12. Let T (R) denote the family of all transitive and continuous maps of the real line. Then inf{ent(f ) : f ∈ T (R)} = log √ 3, and no map in T (R). can attain this bound.
Proof. It follows from Theorem 10 that log √ 3 is a lower bound, which can not be attained by any map from T (R). Proposition 11 shows that this bound is the best possible. 
Let h k denote an affine, orientation preserving homeomorphism, which maps [0, 1] onto I k . We define
See Figure 5 .
Proposition 13. For every ε > 0 the map G ε defined in Example 2 is transitive, but not bitransitive, has a unique fixed point, and its Cánovas-Rodríguez entropy fulfils log
Proof. Observe that ψ ε has slope ±λ on every interval of monotonicity, hence G ε , and G 2 ε are Lipschitz with constant λ (see Figures 5 and 6 ). Therefore for every non-empty compact Proof. It follows from Theorem 10 that log √ 3 is a lower bound, which can not be attained by any map from T (R). Proposition 13 shows that this bound is the best possible. 1] has to have at least two fixed points, nor that such a map has topological entropy necessarily greater or equal to log 2. The author of [16] compiled Theorem 1 from various results scattered through literature (he cites [22] and [7, Chapter VII]) and mistakenly overstated it, as there is no such theorem neither in [22] , nor in [7] . Actually, the correct statement should be the following (for more details we refer the reader to Proposition 4.3.9 and Example 4.4.5 of [26] ). with a unique fixed point and topological entropy h(f ) ∈ (log √ 2, log √ 2 + ε).
The mistake described above leads to part (d) of Theorem 5 in [16] , which says that the set of fixed points of bitransitive map of the real line must be unbounded. This conclusion is then used in proof of part (b) of Theorem 4 in [16] stating for a bitransitive map f : R → R we have ent(f ) ≥ log 2. Both statements are false, as can be deduced from Example 1 and Theorem 12 (see also Figures 3 and 4) . 7. On specification property
The specification property was introduced by Bowen in [14] (see also [18] ). We say that f : X → X has the periodic specification property if, for any ε > 0, there is an integer N ε > 0 such that for any integer s ≥ 2, any set {y 1 , . . . , y s } of s points of X, and any sequence 0 = j 1 ≤ k 1 < j 2 ≤ k 2 < · · · < j s ≤ k s of 2s integers with j l+1 − k l ≥ N ε for l = 1, . . . , s − 1, there is a point x ∈ X such that, for each 1 ≤ m ≤ s and any i with j m ≤ i ≤ k m , the following conditions hold:
If we drop the periodicity condition (4) from the above definition, that is, if f fulfills only the first condition above, then we say that f has the specification property.
Remark 3. Maps with the specification property are not necessarily surjective. To see this, consider the discrete metric space X = {a, b}, and f : X → X given by f (a) = f (b) = a. It is not hard to verify that the map f has the specification property.
Maps with the periodic specification property have dense set of periodic points, hence such maps are onto, and it easy to see that they are mixing. There are examples of mixing dynamical systems with dense set of periodic points but without the specification property (see [29] ). It was proved by Blokh [11, 13] (see [15] for another proof), that mixing maps of a compact interval have the periodic specification property. We note here that mixing map of the real line not necessarily have the specification property, and there are conjugate dynamical systems defined on non-compact metric spaces such that one has the specification property, while the other has not, that is, specification property is not a conjugacy invariant outside the compact setting.
Proposition 17. For every ε > 0 the map F ε defined in Example 1 is a mixing map of the real line with the usual metric which has not the specification property, but there exists a map f ε : (0, 1) → (0, 1) with the specification property, which is conjugate to F ε .
Proof. We have already proved that F ε is mixing. Note that if x ∈ [−n, n] for some integer n > 0, then F ε (x) ∈ [−n − 1, n + 1]. It follows that any point x ∈ R needs at least n − 1 iterates of F ε to travel from 1/2 neighborhood of the orbit of fixed point 0 to the 1/2 neighborhood of the orbit of periodic point n + 1, so F ε can not have the specification property. It is easy to see that there is a mixing map of the compact intervalf ε such that f ε =f ε | (0,1) is conjugate to F ε . As every mixing map of the compact interval has the specification property, so doesf ε . It follows that f ε also has this property for if 0 or 1 is needed to play the role of z in definition of the specification property, then it can be replaced by sufficiently close periodic point of period 2 lying in (0, 1). This finishes the proof.
The following result may be proved much in the same way as Proposition 17.
