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Abstract
We study lowest-weight irreducible representations of rational Cherednik algebras attached
to the complex reflection groups G(m, r, n) in characteristic p. Our approach is mostly from the
perspective of commutative algebra. By studying the kernel of the contravariant bilinear form on
Verma modules, we obtain formulas for Hilbert series of irreducible representations in a number
of cases, and present conjectures in other cases. We observe that the form of the Hilbert series
of the irreducible representations and the generators of the kernel tend to be determined by
the value of n modulo p, and are related to special classes of subspace arrangements. Perhaps
the most novel (conjectural) discovery from the commutative algebra perspective is that the
generators of the kernel can be given the structure of a “matrix regular sequence” in some
instances, which we prove in some small cases.
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1 Introduction
In this paper, we undertake a study of the modular representation theory of the Cherednik alge-
bras associated to the complex reflection groups G(m, r, n), which are generalizations of groups of
permutation matrices. We refer the reader to [EM] for an introduction to these algebras over C.
Lowest-weight representations of Cherednik algebras have been studied in both characteristic
0 and positive characteristic. In characteristic 0, deep tools have been developed and connections
between other aspects of representation theory and algebraic geometry have been found. However,
the case of positive characteristic has been studied less, because of a lack of general tools. The repre-
sentation theory of complex reflection groups becomes more complicated in positive characteristic,
which makes the representation theory of the associated Cherednik algebras more interesting.
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Via a Verma-like construction, the lowest-weight representations can be expressed as quotients
of a free module over a polynomial ring. More precisely, one starts with an irreducible representation
τ of the reflection group G and the rank of the free module is dim τ . Our approach to the study
of these representations is mostly from the perspective of commutative algebra. In the case of
dim τ = 1, then the representation has a ring structure. The lowest-weight representations are
always finite-dimensional in positive characteristic, so is always supported at the origin and there
is no obvious geometry at one’s disposal. We prove in some cases, and conjecture in other cases,
that this ring can always be presented as a complete intersection inside of the coordinate ring of a
subspace arrangement (which will be a union of flats for the corresponding reflection group).
There are natural surjections G(m, r, n)→ G(r, r, n) so any representation τ of G(r, r, n) can be
considered as a representation of G(m, r, n). We show in §5 that the calculation of the lowest-weight
module for the Cherednik algebra of G(m, r, n) reduces to the case of m = r. This includes the
case when τ is trivial, which was discussed above. For the most part, our study is focused on this
case. So the calculation of the lowest-weight representation amounts to finding the generators of
a certain ideal J . By what we have just said, it suffices to understand the case G(m,m,n). The
behavior of the cases m = 1 (G(1, 1, n) = Σn is the symmetric group) and m > 1 are different. In
some sense, the case m > 1 is more combinatorial and easier to study. In these cases, we produce
an ideal contained in the desired ideal J , and we conjecture that it is the full ideal. We can prove
that this is correct in certain situations.
We mention some previous related work on Cherednik algebras. In the rank 1 case, i.e., for
the cyclic groups Z/ℓ, the representation theory was studied by Latour [Lat]. Balagovic´ and Chen
studied the Cherednik algebras for GLn(Fq) and SLn(Fq) in [BC1, BC2]. The non-modular case
for the symmetric group Σn (where the characteristic does not divide the order of the group) was
studied by Bezrukavnikov, Finkelberg, and Ginzburg in the context of algebraic geometry in [BFG].
This case was also studied by Gordon [Gor]. Lian [Lia] studied some of the same groups in our
paper, but for different parameters than the ones that we use for the Cherednik algebra.
Now we summarize the contents of the paper. §2 consists of background material on reflection
groups, Cherednik algebras, and commutative algebra. §3 contains some information on subspace
arrangements which are relevant to our work, as discussed above. In §4, we extend Gordon’s work
[Gor] to the wreath products G(m, 1, n) = Σn ⋉ (Z/m)
n. This is straightforward, but we restate
the relevant proofs for completeness. In §5 we relate representations of G(m, r, n) and G(r, r, n) as
discussed above. For the case τ trivial, this reduces our study to G(m,m,n), and this is discussed
in §6. In §7 we give a complete analysis of the groups G(m,m, 2), which are the dihedral groups. In
the last section §8, we study the groups G(m,m, 3) and give some partial results. We see a simple
example of a “matrix regular sequence” here and this is elaborated on in Remark 8.2.
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2 Background
2.1 Reflection groups
We say that a matrix s is a reflection if s has finite order, i.e., sN = 1 for some N > 0, and if
rank(1− s) = 1. Over a field of characteristic 0, this implies that s is diagonalizable, and s is what
is classically known as a complex reflection, or pseudo-reflection. However, we prefer to use just
the terminology “reflection”. Over a field of positive characteristic, we have allowed the possibility
that s is unipotent, e.g., in characteristic 2, the matrix ( 1 10 1 ) is a reflection. In this article, all of
the reflections that appear in our examples will be diagonalizable. We only allow the possibility of
unipotent reflections to be consistent with [BC1, BC2].
A reflection group is a finite subgroup of GLn(K) generated by reflections. We point out
that this is not a property of an abstract finite group, but really a property of a group together
with a faithful representation by matrices. Over the complex numbers, all finite reflection groups
have been classified by Shephard and Todd [ST]. We follow their notation for the groups, which
we now review for the groups of interest in this paper.
The class of reflection groups that we study in this paper are denoted G(m, r, n) where m, r, n
are positive integers and r divides m. The group G(m, 1, n) consists of n × n matrices such that
every row and column contains at most 1 nonzero entry, and such that every nonzero entry is an
mth root of unity (we implicitly assume that K contains primitive mth roots of unity, i.e., the
equation tm = 1 has m distinct solutions in K; note that this implies that the characteristic of K
does not divide m). The group G(m, r, n) is the subgroup of G(m, 1, n) defined by the property
that the product of all nonzero entries is an (m/r)th root of unity.
For example, the group G(1, 1, n) is isomorphic to the symmetric group on n letters (which we
denote by Σn), and the group G(m,m, 2) is isomorphic to the dihedral group of a regular m-gon.
2.2 Specht modules and Garnir polynomials
Representations of G(m, r, n) are constructed from the representations of the symmetric groups
of smaller size known as Specht modules. This construction is described in [Ker, §5]. When the
characteristic of K is 0, Specht modules give all irreducible representations, but in positive char-
acteristic Specht modules are generally reducible. Our reference for this background information
is [Peel]. We omit the abstract construction of Specht modules since only their realization using
Garnir polynomials is relevant for this paper.
Specht modules are indexed by partitions λ of n. For a given partition λ of n, aYoung tableau
is a filling of the partition with the numbers from 1 through n. An example of a Young tableau for
the partition (4, 2, 1) follows:
1 2 5 7
3 4
6
A standard Young tableau is a Young tableau in which the entries in the rows and columns
are increasing top to bottom and left to right. For example, the tableau above is standard. The
Garnir polynomial for a Young tableau T of shape λ is defined as follows. Let ai,j be the entry
in the ith row and jth column of T . Then
fT (x) =
∏
1≤d≤λ1
∏
r<s
(xar,d − xas,d)
is the Garnir polynomial for the Young tableau T . For example, the Garnir polynomial for the
above tableau is (x1 − x3)(x1 − x6)(x3 − x6)(x2 − x4).
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The linear span of all Garnir polynomials for tableaux associated to a fixed partition λ is the
Specht module indexed by λ, and it is denoted by Sλ. The Garnir polynomials indexed by the
standard Young tableaux of shape λ form a basis for Sλ. The degree of these polynomials is
n(λ) =
∑
i(i− 1)λi and in characteristic 0, it is known that this is the minimal degree occurrence
of this representation in the symmetric algebra [Ste, §3].
2.3 Rational Cherednik algebras
Let G ⊂ GL(h) be a reflection group where h is a vector space over a field K. Let S be the set of
reflections in G. For each s ∈ S, we pick a vector αs ∈ h
∗ that spans the image of 1 − s, and let
α∨s ∈ h be defined by the property
(1− s)x = (α∨s , x)αs.
Pick ~ ∈ K and cs ∈ K for each s ∈ S, where we require that cs = cs′ if s and s
′ are conjugate.
Let T (h⊕ h∗) be the tensor algebra on h⊕ h∗. The (rational) Cherednik algebra H~,c(G, h) is
the quotient of K[G]⋉ T (h⊕ h∗) by the relations
[x, x′] = 0, [y, y′] = 0, [y, x] = ~(y, x) −
∑
s∈S
cs(y, αs)(x, α
∨
s )s (2.1)
where x, x′ ∈ h∗ and y, y′ ∈ h. The algebra H~,c(G, h) possesses a Z-grading: we set deg(x) = 1 for
x ∈ h∗, deg(y) = −1 for y ∈ h, and deg(g) = 0 for g ∈ K[G].
We have the following PBW-type decomposition of the rational Cherednik algebra:
H~,c(G, h) = Sym(h) ⊗K K[G]⊗K Sym(h
∗) (2.2)
(see [EM, §3.2] in the case when the characteristic of K is 0; the proof holds in general though).
We have isomorphisms H~,c(G, h) ∼= Hα~,αc(G, h) when α 6= 0, so we may assume that either
~ = 0 or ~ = 1 without loss of generality. When the parameters cs are algebraically independent
over the prime subfield of K (which is either Z/p or Q), we will say that they are generic. In this
paper, we will be mostly concerned with the case when the parameters are generic and ~ = 0. In
this case, we simply write H(G) for the Cherednik algebra. We define cs = cs−1 .
2.4 Category O
Following [BC1, §2.7], we define O to be the category of Z-graded H~,c(G, h)-modules which are
finite dimensional as K-vector spaces.
One can construct lowest-weight representations of H~,c(G, h) in the following way. Let τ be a
representation of G. We let Sym(h) act as 0 on τ and construct the Verma module
M~,c(G, h, τ) = H~,c(G, h) ⊗K[G]⋉Sym(h) τ.
By the PBW decomposition (2.2), we have
M~,c(G, h, τ) = Sym(h
∗)⊗K τ (2.3)
as a K-vector space. This is Z-graded, but does not belong to category O since it is infinite-
dimensional as a K-vector space. There is an intermediate construction, the baby Verma module,
which is a quotient of M~,c(G, h, τ), and belongs to O. We refer to [BC1, §2.6] for a discussion.
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Proposition 2.4. M~,c(G, h, τ) has a unique maximal graded proper submodule J~,c(G, h, τ), which
may be realized as the kernel of the contravariant form
βc : M~,c(G, h, τ) ⊗K M~,c(G, h
∗, τ∗)→ K.
The form βc can be characterized by the property that for all x ∈ h
∗, y ∈ h, f1 ∈ M~,c(G, h, τ),
f2 ∈M~,c(G, h
∗, τ∗), v ∈ τ , and w ∈ τ∗, we have:
(1) βc(xf1, f2) = βc(f1, xf2),
(2) βc(f1, yf2) = βc(yf1, f2),
(3) βc(v,w) = w(v).
See [BC1, §2.5]. In particular, the quotient
L~,c(G, h, τ) =M~,c(G, h, τ)/J~,c(G, h, τ)
is an irreducible Z-graded representation of H~,c(G, h). In fact, it is finite-dimensional, since it is
a quotient of the baby Verma module, so it belongs to category O.
Proposition 2.5. Every irreducible object of O is isomorphic to L~,c(G, h, τ) for some irreducible
representation τ of G.
When it is clear from context, we will often omit G and h from the notation.
Given a submodule J ′ ⊂ M~,c(G, h, τ), the following lemma is useful for determining when
J ′ = J~,c(G, h, τ), i.e., when M~,c(G, h, τ)/J
′ is irreducible. We will use it throughout the paper.
Lemma 2.6. With the notation above, let J ′ ⊂ M~,c(G, h, τ) be a graded H~,c(G, h)-submodule.
Consider N = M~,c(G, h, τ)/J
′ as a Sym(h∗)-module and it assume that it is a finite-dimensional
representation. Assume that
(1) the socle of N is concentrated in top degree,
(2) the socle is irreducible as a representation of G,
(3) there exists v in the socle of N such that the linear form βc(v,−) is nonzero.
Then J ′ = J~,c(G, h, τ) and N is an irreducible H~,c(G, h)-module.
Proof. Since N is finite-dimensional, any nonzero H~,c(G)-submodule of N must nontrivially inter-
sect its socle when considered as a Sym(h∗)-module. By Proposition 2.4, the maximal proper graded
submodule of N is the kernel of βc : N → HomK(M~,c(G, h
∗, τ∗),K). Since βc is G-equivariant,
conditions (2) and (3) imply that the socle does not intersect ker βc nontrivially. Hence ker βc = 0
and N is irreducible.
2.5 Dunkl operators
The action of H~,c(G, h) on the Verma module H~,c(G, h) ⊗K[G]⋉Sym(h) τ is by left multiplication.
However, by (2.3), we can write the Verma module as Sym(h∗)⊗K τ , and we can explicitly describe
the action of the Cherednik algebra in this form. The action of Sym(h∗) is by left multiplication
and the action of G is via the diagonal action. For y ∈ h, define the Dunkl operator Dy on the
Verma module Mc(τ) = Sym(h
∗)⊗ τ by
Dy(f ⊗ v) = ~∂yf ⊗ v −
∑
s∈S
cs
(y, αs)
αs
(1− s).f ⊗ s.v.
Then the map y 7→ Dy is the desired action of Sym(h) on Sym(h
∗) ⊗K τ . If we have chosen dual
bases x1, . . . , xn ∈ h
∗ and y1, . . . , yn ∈ h (which we will below), then we write Di instead of Dyi .
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2.6 Free resolutions
We will make some use of the theory of free resolutions over polynomial rings, so we briefly review
this now. For a more thorough treatment, we refer the reader to [Eis1, Chapters 17–21].
Let A = K[x1, . . . , xn] be a polynomial ring in n variables, which we treat as a graded ring with
deg(xi) = 1 (we have in mind A = Sym(h
∗) for our applications). Given a graded A-module M , a
free resolution of M is a complex of free A-modules
F• : · · · → Fi → Fi−1 → · · · → F1 → F0 → 0
such that H0(F•) =M and Hi(F•) = 0 for i > 0. We say that F• isminimal if all of its differentials
become identically 0 after doing the substitution x1 7→ 0, . . . , xn 7→ 0. Minimal free resolutions exist
and are unique up to isomorphism of complexes. We will only consider minimal free resolutions
in this paper. It will be convenient to assume that the differentials are degree-preserving, and for
that, we introduce the notation A(−d) to denote a free module of rank 1 generated in degree d,
i.e., A(−d)e = Ae−d. Hence each Fi is a direct sum of various A(−j). The multiplicity of A(−j)
in Fi is denoted βij = βij(M) and these are the graded Betti numbers of M . When displaying
them, we will follow Macaulay 2 notation:
...
β00 β11 β22 · · ·
β01 β12 β23 · · ·
...
Let pdimM be the length of the minimal free resolution of M . Then pdimM ≤ n for all M ,
and in fact, we have the Auslander–Buchsbaum formula
n = pdimM + depthM, (2.7)
where depthM is the maximum length of a regular sequence on M . In particular, if I ⊂ A is an
ideal whose solution set (over an algebraic closure of K) has codimension c, then A/I is Cohen–
Macaulay if and only if pdimA/I = c. In this case, A/I is Gorenstein if and only if rankFc = 1. If
this happens, we immediately get that rankFi = rankFc−i for all i (this equality is also compatible
with the grading, but we won’t make much use of it). As a weakening of the Gorenstein property,
we say that a Cohen–Macaulay algebra A/I is level if βc,d 6= 0 for exactly one value of d. This is
equivalent to the property that the socle of any Artinian reduction of A/I (i.e., finite-dimensional
quotient of A/I by a maximal length regular sequence) is concentrated in top degree.
3 Subspace arrangements
Fix nonnegative integers i, n and pick a subset S ⊆ {1, . . . , n} of size n − i and write S =
{j1, . . . , jn−i}. For m ≥ 1, we define
X
(m)
S = {(x1, . . . , xn) ∈ K
n | xmj1 = x
m
j2 = · · · = x
m
jn−i},
X
(m)
i =
⋃
S⊆{1,...,n}
#S=n−i
X
(m)
S .
Let I
(m)
S be the ideal generated by the equations x
m
j1
− xmj2 , x
m
j2
− xmj3 , . . . , x
m
jn−i−1
− xmjn−i and let
I
(m)
i =
⋂
S I
(m)
S . When m is not divisible by the characteristic of K, I
(m)
S is the radical ideal of
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polynomials vanishing on X
(m)
S . We will only be interested in such cases in this paper, but for this
section, we ignore this restriction on the characteristic since one can make uniform statements.
When m = 1, the ideal I
(1)
i is generated by a space of Garnir polynomials of shape λ, where
λ can be described as follows. First, write n = q(n − i − 1) + r where 0 ≤ r < n − i − 1. Then
λ = (n− i− 1, . . . , n− i− 1, r) where n− i− 1 appears q times [LL, Corollary 2.3]. For general m,
we apply the substitution xj 7→ x
m
j to transform I
(1)
i into I
(m)
i .
Proposition 3.1 (Etingof–Gorsky–Losev). The affine variety X
(m)
i is Cohen–Macaulay in char-
acteristic 0 (and hence for sufficiently large characteristic) when 2i < n.
See [EGL, Proposition 3.9]. This result is only stated for m = 1, but we can use Remark 3.9
to reduce to this case. In [EGL], the variety X
(1)
i is denoted X[n/(n−i)]. We remark that in char-
acteristic 0, the minimal free resolution (which is in fact a complex of modules over the Cherednik
algebra for suitable parameters) of the coordinate ring of X
(1)
i is constructed in [BGS, §5].
Now we calculate the Hilbert series of K[x1, . . . , xn]/I
(m)
i .
Call a subgroup M ′ of a finitely generated free Abelian group M saturated if M/M ′ is free.
This implies that we can giveM ′ the structure of a closed subscheme ofM by defining its coordinate
ring to be Sym(M∗)/I where I is the linear ideal generated by (M/M ′)∗ (here (−)∗ = HomZ(−,Z)).
Given a collection Y of saturated subgroups of a finitely generated free Abelian group, we can view
Y as a scheme over Z. For a field K, let Y (K) be the base change of Y to K.
Lemma 3.2. Let Y be a collection of saturated subgroups of Zn, viewed as a scheme. Then the
Hilbert series of Y (K) is independent of the field K, i.e., Y is flat over Z.
Proof. Let Y = Y1 ∪ · · · ∪ YN be the subgroups in Y . Let A = Z[x1, . . . , xn] and let Ij ⊂ A be the
ideal of Yj (which is generated by linear forms). Then A/Ij is a free Z-module for each j. The
ideal of Y is defined by I1 ∩ · · · ∩ IN , and we have an injection
0→ A/(I1 ∩ · · · ∩ IN )→ A/I1 ⊕ · · · ⊕A/IN ,
which implies that A/(I1∩ · · · ∩ IN ) is a free Z-module. In particular, the dimensions of the graded
pieces of A/(I1 ∩ · · · ∩ IN )⊗K are independent of K, which finishes the proof.
For the purposes of the paper, we will be most interested in the variety X
(m)
i when 2i < n. In
particular, the ideal I
(m)
i is generated by Garnir polynomials associated to the partition of shape
(n− i− 1, i + 1) if n ≥ 2i+ 2, or of shape (i, i, 1) if n = 2i+ 1.
Proposition 3.3. If n ≥ 2i+ 2, then the Hilbert series of X
(1)
i is
∑i
j=0
(n−i+j−2
j
)
tj +
(n−1
i−1
)
ti+1
(1− t)i+1
.
If n = 2i+ 1, then the Hilbert series of X
(1)
i is
∑i+1
j=0
(n−i+j−2
j
)
tj
(1− t)i+1
.
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Proof. Set X = X
(1)
i . It is clear that each subspace in X comes from a saturated subgroup: we
are just setting certain coordinates equal to one another. So by Lemma 3.2, the Hilbert series
of X is independent of the field that we work over. So we can calculate it by working over a
field of characteristic 0, so for the remainder of the proof we set K = Q. In this case, we know by
Proposition 3.1 that the coordinate ring of X is Cohen–Macaulay. This implies that the coefficients
of the numerator polynomial are nonnegative.
First suppose that n ≥ 2i+2. Since the ideal of X is generated by polynomials of degree i+1,
the Hilbert function of X agrees with that of Q[x1, . . . , xn] in degrees ≤ i, so its Hilbert series is of
the form
(
∑i
j=0
(
n−i+j−2
j
)
tj) + ti+1Q(t)
(1− t)i+1
.
The sum counts the number of monomials of degree at most i in n − i − 1 variables, which (by
homogenization) is the same as the number of monomials of degree exactly i in n− i variables, and
this number is
(n−1
i
)
. Plugging in t = 1 into the numerator gives degX, which we know is
(n
i
)
since
X is a union of
(n
i
)
linear subspaces of the same dimension. So Q(1) =
(n
i
)
−
(n−1
i
)
=
(n−1
i−1
)
. If we
had no equations of degree i+ 1, then the coefficient of ti+1 would be
(n−1
i+1
)
, but we have added
dimS(n−i−1,i−1) =
n!(n− 2i− 1)
(i+ 1)!(n − i)!
=
(
n− 1
i+ 1
)
−
(
n− 1
i− 1
)
many equations, so we conclude that the coefficient of ti+1 is
(
n−1
i−1
)
. Since the coefficients of Q(t)
are nonnegative, we conclude that Q(t) must be a constant equal to
(n−1
i−1
)
.
Now we consider the case n = 2i+ 1. In this case, the Garnir polynomials live in degree i+ 2.
The sum
∑i+1
j=0
(n−i+j−2
j
)
, by the previous reasoning, is
( n
i−1
)
, which is the same as degX. Again
by the Cohen–Macaulay property, the coefficients of the numerator of the Hilbert series must be
nonnegative, so this implies that the claimed Hilbert series is correct.
Lemma 3.4. Let I ⊂ A = K[x1, . . . , xn] be an ideal generated by f1, . . . , fr and let I
(m) be the
ideal generated by f1(x
m
1 , . . . , x
m
n ), . . . , fr(x
m
1 , . . . , x
m
n ). If the Hilbert series of I is P (t)/(1 − t)
d,
then the Hilbert series of I(m) is
P (tm)(1 + t+ · · ·+ tm−1)n−d
(1− t)d
.
Proof. Let A(m) ⊂ A be the subring generated by xm1 , . . . , x
m
n . Let J ⊂ A
(m) be the ideal in
A(m) generated by f1(x
m
1 , . . . , x
m
n ), . . . , fr(x
m
1 , . . . , x
m
n ). Then the substitution g(x1, . . . , xn) 7→
g(xm1 , . . . , x
m
n ) gives an isomorphism from I to J which multiplies degrees by m. Hence the Hilbert
series of A(m)/J is P (tm)/(1 − tm)d.
We have A/I(m) = (A(m)/J) ⊗A(m) A. Since A is a free A
(m)-module, and the degrees of the
basis elements are given by the generating function (1 + t + · · · + tm−1)n, we conclude that the
Hilbert series of A/I(m) is
P (tm)
(1− tm)d
(1− tm)n
(1− t)n
=
P (tm)(1 + t+ · · ·+ tm−1)n−d
(1− t)d
.
Remark 3.5. In the above lemma, we could replace xmi by any degree m homogeneous polynomials
g1, . . . , gn which form a regular sequence.
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Corollary 3.6. If n ≥ 2i+ 2, then the Hilbert series of A/I
(m)
i is
(
∑i
j=0
(n−i+j−2
j
)
tmj +
(n−1
i−1
)
tm(i+1))(1 + t+ · · ·+ tm−1)n−i−1
(1− t)i+1
.
If n = 2i+ 1, then the Hilbert series of A/I
(m)
i is
(
∑i+1
j=0
(
n−i+j−2
j
)
tmj)(1 + t+ · · ·+ tm−1)i
(1− t)i+1
.
Proposition 3.7. The affine variety X
(m)
1 is Gorenstein.
Proof. First assume that m = 1. Note that X
(1)
1 is the intersection of n planes Yi where Yi is the
plane given by the conditions xj = xk when i 6= j and i 6= k. Let Ji be the ideal defining Yi. So we
can write the coordinate ring of X as
K[X
(1)
1 ] =
(
K[x1 − x2, x1 − x3, . . . , x1 − xn]
J1 ∩ · · · ∩ Jn
)
[x1 + · · ·+ xn].
Write zi = x1 − xi+1. We will show that K[z1, . . . , zn−1]/(J1 ∩ · · · ∩ Jn) is Gorenstein. If we
projectivize, we get n points in Pn−2, where the projectivization of Y1 is [1 : 1 : · · · : 1], and the
projectivization of Yi for i > 1 is [0 : · · · : 1 : · · · : 0] which has a 1 in the ith spot. These are in
linearly general position, (any d-dimensional linear subspace of Pn−2 with d < n − 2 contains at
most d + 1 of the points). Hence the ring K[z1, . . . , zn−1]/(J1 ∩ · · · ∩ Jn) is Gorenstein by [DGO,
Theorem 5] or [EP, Theorem 7.2].
In particular, the minimal free resolution of K[X
(1)
1 ] is self-dual. The case of general m follows
from m = 1 from the substitution xi 7→ x
m
i : x
m
1 , . . . , x
m
n forms a regular sequence, so the minimal
free resolution of K[X
(m)
1 ] is self-dual, which implies that it is Gorenstein.
Conjecture 3.8. When char(K) > i and n > 2i, X
(m)
i is Cohen–Macaulay and its coordinate ring
is a level algebra, i.e., the last term in its minimal free resolution is generated in a single degree.
The conjecture is false without the assumption on char(K), see [BGS, Example 5.2].
Remark 3.9. We can reduce to the case m = 1 by a formal argument: namely, given a homoge-
neous ideal I ⊂ A = K[x1, . . . , xn] such that A/I is Cohen–Macaulay, and a regular sequence of
homogeneous polynomials of positive degree f1, . . . , fn ∈ B = K[y1, . . . , yN ], let ϕ(xi) = fi. Then
B/ϕ(I) is also Cohen–Macaulay. For our purposes, we take A = B and fi = x
m
i .
4 Characters for G(m, 1, n) in the non-modular case
Let G = G(m, 1, n) = Σn ⋉ (Z/m)
n. In this section, we calculate the characters of the Cherednik
algebra for G with generic parameters (we will handle ~ = 0 and ~ 6= 0) in the case when the
characteristic of the ground field does not divide the size of G. The techniques are the same as the
techniques in [Gor, §6], but we reproduce the arguments for completeness.
Let λ = (λ0, . . . , λm−1) be an m-tuple of partitions such that |λ| :=
∑
i |λ
i| = n (the indices
are elements of Z/m). These λ naturally index the conjugacy classes of G, and also the complex
irreducible representations Sλ with character χ
λ [Ker, §5]. By general principles, these also index
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the irreducible representations over an algebraically closed field of characteristic p whenever p does
not divide the size of G (the non-modular case).
Let λ∗ = (λ0, λ−1, . . . , λ−m+1) denote the partition indexing the dual representation of Sλ. Set
n(λ) =
m−1∑
i=0
(
i|λi|+
∑
j
(j − 1)λij
)
,
(t)n = (1− t)(1− t
2) · · · (1− tn).
Given a partition λ and a box s ∈ λ in its Young diagram, let hook(s) denote its hook length. Set
Hλ(t) =
∏
s∈λ
(1− thook(s)), Hλ(t) =
m−1∏
i=0
Hλi(t).
Let ξ ∈ K be a primitive mth root of unity. Let zλ be the size of the stabilizer subgroup of any
element in the conjugacy class of λ. Define
K ′µ,λ(t) = Hλ(t
m)
∑
ρ
χλ(ρ)χµ
∗
(ρ)
zρ
∏
i,j(1− ξ
itρ
i
j)
. (4.1)
Finally, by [Ste, (5.5)], the generating function for the occurrences of χλ in the coinvariants algebra
for G acting on its reflection representation is
fλ(t) =
tn(λ)(tm)n
Hλ(tm)
. (4.2)
Proposition 4.3. Consider p not dividing mnn!, and τ = Sλ. When ~ = 0, the G-equivariant
Hilbert series of Lc(τ) is ∑
µ
K ′µ,λ(t)[Sµ].
In particular, the usual Hilbert series is
dim(τ)
Hλ(t
m)
(1 − t)n
.
Proof. Let pλ,µ(t) =
∑
i[L(Sλ)i : Sµ]t
i. Following [Gor, §6.4] (here we need to know that the
Calogero–Moser space for G is nonsingular, which follows from [EG, Corollary 1.14]), we can write
[M(Sλ)] =
∑
µ
t−n(λ
∗)fλ∗(t)pλ,µ(t)[Sµ].
By [Gor, (9)], we know that
[M(Sλ)] =
∑
µ
fµ(t)[Sµ][Sλ].
Hence by [Gor, 4.4], it is enough to show that
∑
µ
fµ(t)χ
µ(ρ)χλ(ρ) =
∑
µ
t−n(λ
∗)fλ∗(t)K
′
µ,λ(t)χ
µ(ρ) (4.4)
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for all ρ. Inverting (4.1), we see that
∑
µ
K ′µ,λ(t)χ
µ(ρ) =
Hλ(t
m)∏
i,j(1− ξ
itρ
i
j )
χλ(ρ). (4.5)
Also, by [Ste, (2.5)], we have
∑
µ
fµ(t)χ
µ(ρ) =
(tm)n
det(1− tρ)
=
(tm)n∏
i,j(1− ξ
itρ
i
j)
(4.6)
where in det(1 − tρ), we use ρ to mean any element in the conjugacy class of ρ acting on the
reflection representation. Now (4.4) follows from (4.2), (4.5), and (4.6). The statement about the
usual Hilbert series follows by considering ρ = (n,∅, . . . ,∅) in (4.5).
Let A = K[x1, . . . , xn] and A
(p) = K[xp1, . . . , x
p
n]. Then A is a free A(p)-module, and A = A(p)⊗Q
for some graded G-representation Q. Write [Q] =
∑
i[Qi]t
i for its G-equivariant Hilbert series.
Proposition 4.7. Consider p not dividing mnn! and τ = Sλ. When ~ = 1, the G-equivariant
Hilbert series of Lc(τ) is
[Q]
∑
µ
K ′µ,λ(t)[Sµ].
In particular, the usual Hilbert series is
dim(τ)
Hλ(t
mp)
(1− t)n
.
Proof. We define baby Verma modules M◦(Sλ) as in [Gor, §4], but instead of using the ideal
generated by the positive degree invariants of G, we use the ideal generated by the pth powers of
these invariants. The result follows formally from [Gor, §6.4] once we show that∑
j
[M◦(Sλ)[j] : L(Sλ)]t
−j = t−n(λ)pfλ(t
p). (4.8)
Ignoring the grading, one has a G-equivariant isomorphism
Q⊗K[G] ∼= L(Sλ) (4.9)
for all λ because of the existence of an Azumaya algebra on the corresponding Calogero–Moser
space (see [BFG, Remark 1.2.3] for the case m = 1) and the rigidity of G-modules (see [EG, Proof
of Theorem 1.7] for details).
Let L(Sλ)
′ be the limit of L(Sλ) as c→ 0. Then L(Sλ)
′ is a G-equivariant module over the Weyl
algebra, hence is of the form Q⊗V for some graded G-representation V (forgetting the grading, V
is the regular representation), and this identification respects the grading and G-structure. Hence
the G-equivariant Hilbert series of L(Sλ) is divisible by that of Q, which means that (4.8) holds
up to a power of t using (4.9) and [Gor, §5.6]. So the desired formula for the usual Hilbert series
holds up to a power of t. It is correct as stated because the coefficients of ti agree for i ≤ 0.
Remark 4.10. For the general class of complex reflection groups G(m, r, n), the Calogero–Moser
space is singular in all cases not previously considered, so the techniques used do not apply. How-
ever, the Hilbert series of Lc(triv) is given by [Gri, Proposition 3.1] in characteristic 0 and ~ = 0:
(1− tm)(1 − t2m) · · · (1− t(n−1)m)(1 − tnm/d)
(1− t)n
.
The same proof works assuming that p does not divide mnn!/d (see also Theorem 5.4).
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5 Degenerating G(m, r, n) to G(r, r, n)
Let G = G(m, r, n) and G′ = G(r, r, n). Write q = m/r. We have a surjection G → G′ by raising
each entry of the matrix to the qth power. In this section, we set ~ = 0 and take the parameters cs
to be generic. Consider the Cherednik algebra H(G) in characteristic p where p does not divide m.
Given an irreducible representation τ ′ of G′, we can think of it as an irreducible representation τ of
G via the surjection above. In this section, we will reduce the problem of calculating the character
of Lc(τ) (considered as an irreducible representation of H(G)) to the problem of calculating the
character of Lc(τ
′) (considered as an irreducible representation of H(G′)).
Fix a primitive mth root of unity ξ. We have two types of reflections:
• skij (0 ≤ k < m and 1 ≤ i < j ≤ n): xi 7→ ξ
kxj , xj 7→ ξ
−kxi, and xℓ 7→ xℓ for ℓ /∈ {i, j},
• tki (1 ≤ k < q and 1 ≤ i ≤ n): xi 7→ ξ
rkxi and xℓ 7→ xℓ for ℓ 6= i.
It is also useful to define skij when i > j in the same way as above, in which case we note that
skij = s
−k
ji . When n > 2 or when n = 2 and r is odd, the conjugacy classes of G are
{skij | 0 ≤ k < m, 1 ≤ i < j ≤ n}, {t
1
i | 1 ≤ i ≤ n}, . . . , {t
q−1
1 | 1 ≤ i ≤ n}.
Let c0, . . . , cq−1 be the parameters of H(G) for the above conjugacy classes. In the case n = 2 and
r even, the first set above splits into two conjugacy classes depending on if k is even or odd. In
this case, write c+0 , c
−
0 , c1, . . . , cq−1 for the conjugacy classes. To simplify notation, we will write
c
(k)
0 below. This means c0 in the case n > 2 or n = 2 and r odd, and when n = 2 and r is even, it
means c+0 when k is even and c
−
0 when k is odd.
Let τ ′ be a representation of G′, which we extend to a representation τ of G via the surjection
G→ G′. Let M =M(τ) be the Verma module for H(G). Let J1 be the kernel of the contravariant
form on M(τ) when viewed as a representation of H(G′), and let h1(t) be the Hilbert series of
M/J1. Also, let A = Sym(h∗) and define Jq to be the A-submodule of M generated by J1 after
substituting xqi for xi.
Let D1, . . . ,Dn be the Dunkl operators for H(G) and D
′
1, . . . ,D
′
n be the Dunkl operators for
H(G′). For the reflection s = skij with i < j, we pick αs = xi − ξ
kxj so that 〈yi, αs〉 = 1.
Lemma 5.1. Let f(x1, . . . , xn) = f
′(xq1, . . . , x
q
n) and pick v ∈ τ . Set g = D′i(f
′ ⊗ v). Then
Di(f ⊗ v) = qx
q−1
i g(x
q).
Proof. By linearity, we can assume that f is a monomial of the form xqd11 · · · x
qdn
n (so f ′ =
xd11 · · · x
dn
n ). Then f is invariant under t
k
j for k = 1, . . . , q − 1 and j = 1, . . . , n, and hence are
killed by these summands of the Di. Now fix j with i < j and consider the sum
m−1∑
k=0
c
(k)
0
(1− skij)x
qd1
1 · · · x
qdn
n
xi − ξkxj
⊗ skijv,
which is a summand of the expression for Di(f ⊗ v). By our assumption that τ is a representation
of G′, we have skijv = s
qk
ij v, and we may write instead s
qk
ij v (where the superscript is understood
modulo m). If di ≥ dj , then this sum becomes
m−1∑
k=0
c
(k)
0 (
∏
ℓ 6=i,j
xqdℓℓ )(
N∑
ℓ=0
xqdi−1−ℓmi x
qdj+ℓm
j )⊗ s
qk
ij v, (5.2)
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where N = ⌊(q(di − dj)− 1)/m⌋. On the other hand, consider the sum
g =
r−1∑
k=0
c
(k)
0 (
∏
ℓ 6=i,j
xdℓℓ )(
N∑
ℓ=0
xdi−1−ℓri x
dj+ℓr
j )⊗ s
qk
ij v, (5.3)
which is a summand of the expression for D′i(f
′ ⊗ v). If we apply the substitution xℓ 7→ x
q
ℓ to
(5.3) and then multiply by qxq−1i , we get (5.2), which matches up the corresponding summands of
Di(f ⊗ v) and qx
q−1
i g(x
q). There are three other cases (corresponding to the options di < dj and
i > j), but they are handled in a similar way, and we omit them.
Theorem 5.4. M/Jq is an irreducible representation of H(G).
Proof. We claim that Jq is an H(G)-submodule of M . Pick f ′(x) ⊗ v ∈ J1, and write f(x)⊗ v =
f ′(xq)⊗v. The ideal Jq is linearly spanned by elements of the form xd11 · · · x
dn
n (f⊗v), so to show that
Jq is an H(G)-submodule, it suffices to show that Dix
d1
1 · · · x
dn
n (f ⊗ v) ∈ J
q for all i and d1, . . . , dn.
We will do this by induction on d = d1+· · ·+dn. First suppose d = 0. ThenDi(f⊗v) = qx
q−1
i g(x
q)
where g = D′i(f
′⊗v) by Lemma 5.1. Since g ∈ J1, this implies that Di(f⊗v) ∈ J
q by the definition
of Jq. To apply the induction step we use the commutation relation (2.1)
Dixj = xjDi −
∑
s
cs(xj , αs)(xi, α
∨
s )s
and note that Jq is preserved by G. This proves the claim, so Jq is an H(G)-submodule of M .
Consider the limit c0 → 0 (respectively, c
±
0 → 0). Then H(G) degenerates to a semidirect
product G′ ⋉H((Z/q)n) (note that H((Z/q)n) has (q − 1)n parameters ci,j for i = 1, . . . , n and
1 ≤ j ≤ q − 1, and we are considering the case when we have collapsed them to q − 1 parameters
by setting c1,j = c2,j = · · · = cn,j). A direct calculation using Lemma 2.6 shows that Lc(triv) is the
quotient of Mc(triv) by the ideal generated by the qth powers of the variables. In particular, all
irreducible composition factors in Mc(triv) of H((Z/q)
n) are isomorphic to Lc(triv). The Hilbert
series of Lc(triv) is [q]
n and it affords the trivial representation for (Z/q)n in lowest degree. So
M/Jq is built out of h1(1) copies of such representations each with lowest degree which is a multiple
of q. The number of such representations with lowest degree kq is the coefficient of tkq in h1(tq).
Let the generators be called f1, . . . , fh1(1). Then the set
{xd11 · · · x
dn
n fi | i = 1, . . . , h
1(1), 0 ≤ dj < q}
forms a basis for M/Jq. If there is a proper submodule of M/Jq, it is generated by some of the fi.
Write fi(x) = f
′
i(x
q). If deg fi > 0, we claim that there is some j such that Djfi 6= 0. We have
Djfi(x) = qx
q−1
i D
1
j f
′
i(x
q). But D1j f
′
i 6= 0 for some j, and we can write it as a linear combination
of the fk. The statement above about the basis for M/J
q implies that qxq−1i D
1
j f
′
i(x
q) 6= 0. Thus
we see that M/Jq is irreducible as an H(G)-representation.
Corollary 5.5. Let h1(t) be the Hilbert series of M/J1. Then the Hilbert series of M/Jq is
h1(tq) · (1 + t+ · · ·+ tq−1)n.
Proof. This follows by a minor adaptation of Lemma 3.4.
6 The case τ = 1
For this section, we focus on the case τ = 1. So the Verma module M(τ) is the polynomial ring A.
13
6.1 Symmetric groups
Proposition 6.1. If n ≡ i (mod p) where 0 ≤ i ≤ p − 1, then the Dunkl operators for G(m, 1, n)
kill the generators of I
(m)
i .
Proof. If i 6= p − 1 or i = p − 1 and n > 2p − 1, then λ = (n − i − 1, i + 1). Otherwise, we have
i = p− 1 and n = 2p− 1, in which case λ = (p− 1, p − 1, 1).
In the first case, we have n > 2p − 1 and λ = (n − i − 1, i + 1). For a filling e of the Young
diagram for λ let {{e1, e2}, {e3, e4}, . . . , {e2i+1, e2i+2}} be the first i+ 1 columns. Let f(e) be the
associated Garnir polynomial after doing the substitution xi 7→ x
m
i . A generating set of I
(m)
i is
given by f(e) for all e. The reflections tki fix the f(e), so those terms in Drf(e) are 0.
If r /∈ {ei}, then the reflections s
k
r,r′ with r
′ /∈ {ei} fix f(e), so that term of Dr kills f(e). For
all 0 ≤ j ≤ i, the terms for the reflections skr,e2j+1 and s
k
r,e2j+2 will cancel each other. Otherwise,
if r ∈ {ei}, we may as well take r = e1 without loss of generality. We let g = x
m−1
e1 (x
m
e3 −
xme4) · · · (x
m
e2i+1 −x
m
e2i+2). All the reflections generate terms that are multiples of g. The total comes
to (n− i)mg, which is 0 since n ≡ i (mod p).
Now consider the case n = 2p− 1 and λ = (p− 1, p− 1, 1). For a filling e of the Young diagram
for λ let {{e1, e2, e3}, {e4, e5}, . . . , {e2p−2, e2p−1}} be the entries in the columns of the diagram and
let f(e) be the associated Garnir polynomial after doing the substitution xi 7→ x
m
i . A generating
set for I
(m)
i is given by f(e) for all e.
To show that Dif(e) = 0, it is enough to consider the case i = e1 and i = e4 by symmetry
of the ej . First consider De1 . This ends up being similar to the previous case: we let g =
xm−1e1 (2x
m
e1 − x
m
e2 − x
m
e3)(x
m
e2 − x
m
e3)(x
m
e4 − x
m
e5) · · · (x
m
e2p−2 − x
m
e2p−1). All the reflections generate terms
that are multiples of g (or add up to a multiple of g when considered in pairs); the terms sum to
mpg ≡ 0 (mod p). For the case with De4 , the sum of the terms produced by all the reflections is
pmxm−1e1 (x
m
e1 − x
m
e2)(x
m
e1 − x
m
e3)(x
m
e2 − x
m
e3)(x
m
e6 − x
m
e7) · · · (x
m
e2p−2 − x
m
e2p−1) ≡ 0 (mod p).
Therefore, all the generators of the ideal are killed by the Dunkl operators.
We therefore know that I
(m)
i ⊂ J . We conjecture that the ideal J is generated by the generators
of I
(m)
i and a regular sequence on A/I
(m)
i . In the case where m = 1, calculations indicate that
x1 + · · · + xn is one of the elements of the regular sequence. When m = 1 and n ≡ 1 (mod p),
computer calculations suggest that the regular sequence is {x1 + · · ·+ xn, x
p
n−1 − xn−1x
p−1
n + x
p
n}.
6.2 G(m,m, n) for m > 1, p divides n
Let G = G(m,m,n) in characteristic p where p divides n but not m.
Proposition 6.2. The ideal J is generated by the differences of the mth powers of the xi and the
squarefree monomials of degree p.
Proof. Let J ′ be the ideal generated by the differences of themth powers of the xi and the squarefree
monomials of degree p. The Dunkl operators in this case can be written as:
Dif = −c
∑
r 6=i,
0≤k≤m−1
(1− ski,r)f
xi − ξ−kxr
.
Let f = xe1 · · · xep be a squarefree monomial of degree p. We will show that Dif = 0. If i /∈
{e1, . . . , ep}, then the reflections s
k
i,j fix f whenever j /∈ {e1, . . . , ep}. The contribution from s
k
i,ej
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is −ξk(f/xej ), so summing over all k gives 0. Now consider the case i ∈ {e1, . . . , ep} (and we may
as well assume i = e1). Reflections of the form s
k
e1,ej fix f so those terms from the Dunkl operator
do not contribute. Reflections of the form ske1,r for r /∈ {e1, . . . , ep} produce xe2 · · · xep . There are
n − p such r, so the sum of these terms is m(n − p)xe2 · · · xei , which is 0 since n ≡ 0 (mod p).
Similar reasoning shows that the differences of themth powers of the xi are also killed by the Dunkl
operators. Hence J ′ ⊆ J .
The highest degree existing in A/J ′ is (p − 1)m. A basis for this top degree is one ele-
ment: x
(p−1)m
n . Since Dn(x
s
n) = −c(n − 1)mx
s−1
n = cmx
s−1
n , we know that β(x
(p−1)m
n , x
(p−1)m
n ) =
(cm)(p−1)m. Any nonzero monomial can be expressed (non-uniquely), modulo J ′, as f = xd1e1 · · · x
dp−1
ep−1
where 1 ≤ e1 < · · · < ep−1 ≤ n and 0 ≤ di < m for all i. Multiplying this monomial by
xm−d1e1 · · · x
m−dp−1
ep−1 gives x
m
e1 · · · x
m
ep−1 ≡ x
(p−1)m
n (mod J), so the socle of A/J ′ is in top degree. We
conclude that J = J ′ by Lemma 2.6.
6.3 G(m,m, n) for m > 1, p does not divide n
Let G = G(m,m,n) in characteristic p where p does not divide n or m. Write n ≡ i (mod p) where
0 < i < p. Let A = K[x1, . . . , xn]. Set e1(x), . . . , en(x) to be the elementary symmetric functions in
x1, . . . , xn. Let J
′ ⊂ A be the ideal generated by e1(x
m), . . . , en(x
m) and all squarefree monomials
of degree i.
Lemma 6.3. J ′ ⊆ J .
Proof. One shows that the squarefree monomials of degree i are killed by the Dunkl operators in
exactly the same way as in the proof of Proposition 6.2. The action of the Dunkl operators on the
elementary symmetric functions in xm1 , . . . , x
m
n must also be 0 because they are invariants of G.
For the rest of this section, we do not make any assumptions on the characteristic of K unless
otherwise stated.
Let Ti be the ideal in A generated by all squarefree monomials of degree i. Then A/Ti is a
Cohen–Macaulay algebra of Krull dimension i− 1. In fact, this algebra has a linear resolution [ER,
Theorem 3], and hence is a level algebra. The zero locus of Ti is the set of points (x1, . . . , xn) such
that at least n− i+1 coordinates are equal to 0. This is a union of
( n
i−1
)
linear spaces of dimension
i− 1, so the degree of this variety is
( n
i−1
)
. Note that Ti is a radical ideal.
Lemma 6.4. The Hilbert series of A/Ti is
(
i−1∑
j=0
(
n− i+ j
n− i
)
tj)
/
(1− t)i−1
Proof. Write the Hilbert series of A/Ti as H(t)/(1 − t)
i−1. Since A/Ti is Cohen–Macaulay, the
degree of H is the regularity of A/Ti [Eis2, Corollary 4.8] which is i − 1 since it has a linear
resolution, and H(1) = deg(A/Ti) =
(
n
i−1
)
. Furthermore, since the Hilbert functions of A and A/Ti
agree in degrees up to i− 1, we conclude that H(t) = 1 + h1t+ · · ·+ hi−1t
i−1 where hj =
(
n−i+j
n−i
)
is the dimension of the space of degree j polynomials in n− (i− 1) variables.
Proposition 6.5. The Hilbert series of A/J ′ is
(
i−1∑
j=0
(
n− i+ j
n− i
)
tj) ·
i−1∏
j=1
1− tjm
1− t
.
The socle of A/J ′ is concentrated in top degree and has dimension
(
n−1
i−1
)
.
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Proof. Since e1, . . . , en form a homogeneous system of parameters on A and ei, ei+1, . . . , en ∈ Ti, we
conclude that e1, . . . , ei−1 is a homogeneous system of parameters for A/Ti since dimA/Ti = i− 1.
Therefore the same is true for e1(x
m), . . . , ei−1(x
m). We have already seen that A/Ti is Cohen–
Macaulay, so in fact e1(x
m), . . . , ei−1(x
m) is a regular sequence on A/Ti, and the result follows.
The statement that the socle of A/J ′ is concentrated in top degree follows from the fact that A/Ti
is a level algebra. The other statements follow from the above discussion.
Proposition 6.6. The top degree of A/J ′ is isomorphic to the Specht module S(n−i+1,i−1), which is
equivalent to
∧i−1
h where h is the n−1 dimensional reflection representation of Σn and G(m,m,n)
acts through the surjection G(m,m,n) → Σn that sends a generalized permutation matrix to its
underlying permutation.
Proof. We will show that this is true over Z. To check that it is an exterior power, we can work
over Q, so we assume K = Q. First suppose that m = 1. For any partition λ, the function
n(λ) =
∑
(j − 1)λj denotes the lowest degree of Q[x1, . . . , xn] in which Sλ appears. We see that
n((n− i+ 1, i − 1)) =
(
i
2
)
. For general m, we see that G(m,m,n) only acts via its quotient Σn on
polynomials of degrees divisible by m, so the lowest degree that S(n−i+1,i−1) appears in is m
(i
2
)
.
Let P be the quotient of Q[x1, . . . , xn] by the squarefree monomials of degree i. We see that the
S(n−i+1,i−1) in degree m
(
i
2
)
of Q[x1, . . . , xn] has as its basis the Garnir polynomials (x
m
t1−x
m
t2)(x
m
t1−
xmt3 ) · · · (x
m
ti−1 − x
m
ti ) where (t1, . . . , ti) is the first column of a standard filling for (n− i+ 1, i − 1).
When multiplying this out, there are terms with less than i indices, so it is not killed by the
squarefree degree i monomials. Therefore, charPm(i2)
= χ(n−i+1,i−1) + · · · . Let Q be the quotient
of P by the ej(x
m). We then see that
charPm(i2)
=
i−1∑
α=1
〈eα(x
m)〉 ⊗ Pm(i2)−mα
+ charQm(i2)
.
The image of 〈eα(x
m)〉 is equivalent to the trivial representation. We have already discussed
that S(n−i+1,i−1) does not appear in P in degrees strictly smaller than m
(i
2
)
, so none of these
irreducibles in the sum can be S(n−i+1,i−1). Therefore, we have that Qm(i2)
contains the Specht
module S(n−i+1,i−1). By a dimension count (Proposition 6.5) they must be equal. Since this is true
over Q, it is true over Z and we can simply reduce modulo p.
If p does not divide n, then
∧i−1
h is an irreducible representation of the symmetric group, and
hence of G(m,m,n). By Lemma 2.6, to show that A/J ′ is an irreducible H(G)-module, it remains
to show that β is nonzero on the top degree of A/J ′. But we have been unable to show this.
Example 6.7. For i = 2 (and n ≡ 2 (mod p)), we have H(t) = 1 + (n− 1)t. So the Hilbert series
of A/J ′ is
(1 + (n − 1)t)(1 + t+ · · · + tm−1) = 1 + nt+ nt2 + · · ·+ ntm−1 + (n− 1)tm.
The degree m part of A/J ′ is spanned by xm1 , . . . , x
m
n modulo x
m
1 + · · · + x
m
n . Since D1(x
s
1) =
−cm(n− 1)xs−11 and n ≡ 2 (mod p), we get that β(x
m
1 , x
m
1 ) = (−cm)
m. Thus β is nonzero on the
degree m part of A/J ′, so A/J ′ is irreducible.
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7 Dihedral groups
In this section, we focus on the groups G(m,m, 2), which are the symmetry groups of regular m-
gons, i.e., dihedral groups of order 2m. We now use the notation x = x1 and y = x2. Let ξ be a
primitive mth root of unity. As usual, we assume that p does not divide m and that p 6= 2, so p
does not divide the order of the group.
When m is even, G(m,m, 2) has m2 + 3 conjugacy classes. We index the representatives as ri,
with r0 being the identity, r−2 as ( 0 11 0 ), r−1 as
(
0 ξ
ξ−1 0
)
, and rj for 1 ≤ j ≤
m
2 as
(
ξj 0
0 ξ−j
)
. Then
r−1 and r−2 are the conjugacy classes of reflections and we set c = cr−1 and d = cr−2 .
Whenm is odd, G(m,m, 2) has m−12 +2 conjugacy classes. We let ξ be anmth root of unity, and
we index the representatives as ri, with r0 being the identity, r−1 as ( 0 11 0 ), and rj for 1 ≤ j ≤
m−1
2
as
(
ξj 0
0 ξ−j
)
. Then r−1 is the unique conjugacy class of reflections, and we set c = d = cr−1 in this
case (we use both c and d to avoid writing separate formulas depending on the parity of m below).
7.1 Representations of dihedral groups
The representations of G(m,m, 2) we describe here are indexed as ρi for −1 ≤ i < m/2, as well
as ρ−2 and ρ−3 when m is even. ρ0 is the trivial representation. For m even, ρ−3 is the sign
representation, and for m odd, ρ−1 is the sign representation. ρ−1 and ρ−2 are two other 1-
dimensional representations that appear when m is even, but their description will not be relevant.
For i ≥ 1, ρi is the 2-dimensional representation where roots of unity act by their ith power.
We refer to the basis vectors as e1 and e2 for the two-dimensional representations. If an element of
G(m,m, 2) does x 7→ ξℓy and y 7→ ξ−ℓx, then it does e1 7→ ξ
iℓe2 and e2 7→ ξ
−iℓe1.
The four cases ρi where −3 ≤ i ≤ 0 have the same behavior, since they are all 1-dimensional
[EM, Remark 3.31], so we will just explain the case i = 0.
Proposition 7.1. For τ = ρ0, the ideal J is generated by xy and x
m + ym and the Hilbert series
of A/J is (1 + t)(1 + t+ · · ·+ tm−1).
Proof. Since both of the polynomials listed are invariants of the dihedral group, they are annihilated
by the Dunkl operators. Also, these two polynomials form a regular sequence, so the Hilbert series
of the quotient is (1+t)(1+t+· · ·+tm−1). In particular, the socle of the quotient ring is concentrated
in its top degree m and it is spanned by xm. Also, we have Dx(x
s) = −m2 (c+ d)x
s−1 for all s ≤ m,
so β(xm, xm) = (−m2 (c+ d))
m 6= 0. By Lemma 2.6, we are done.
Proposition 7.2. For τ = ρ1, the submodule J is generated by x⊗ e1, y⊗ e2, x
3⊗ e2, y
3⊗ e1 and
the Hilbert series of (A⊗ ρ1)/J is 2 + 2t+ 2t
2.
Proof. Showing that the Dunkl operators annihilate the first two generators is trivial. Also,
Dx(x
3 ⊗ e2) = −
m
2
(c+ d)xy ⊗ e1, Dy(x
3 ⊗ e2) =
m
2
(c+ d)x2 ⊗ e1,
Dy(y
3 ⊗ e1) = −
m
2
(c+ d)xy ⊗ e2, Dx(y
3 ⊗ e1) =
m
2
(c+ d)y2 ⊗ e2,
hence the submodule generated by the 4 listed elements is closed under applying Dunkl operators.
The Hilbert series of the quotient by this submodule is 2+ 2t+2t2. Its socle is concentrated in top
degree and is spanned by x2 ⊗ e2 and y
2 ⊗ e1. This is isomorphic to ρ1 as a representation of the
dihedral group, sending x2⊗ e2 to e1 and y
2⊗ e1 to e2, so is irreducible. Since β(x
2⊗ e2, x
2⊗ e2) =
−(m2 )
2(c+ d)2 6= 0, our quotient module is an irreducible H(G)-module by Lemma 2.6.
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Proposition 7.3. When m > 4 is even and τ = ρm
2
−1, the submodule J is generated by x⊗ e1, y⊗
e2, x
3 ⊗ e2, y
3 ⊗ e1 and the Hilbert series of (A⊗ ρm
2
−1)/J is 2 + 2t+ 2t
2.
Proof. The proof that J is closed under applying Dunkl operators is the same as the proof of
Proposition 7.2. The top degree of the quotient module is spanned by x2 ⊗ e2 and y
2 ⊗ e1, which
is irreducible as a representation of the dihedral group. One checks that β(x2 ⊗ e2, x
2 ⊗ e2) =
−(m2 )
2(c− d)2 6= 0, so our quotient is irreducible as an H(G)-module by Lemma 2.6.
Proposition 7.4. Set τ = ρi where i > 1. Assume that either m is odd or that m is even and
i < m2 − 1. Then the submodule J is generated by x ⊗ e1, x ⊗ e2, y ⊗ e1, y ⊗ e2. In particular,
(A⊗ ρi)/J = ρi.
Proof. Direct calculation shows that these generators are annihilated by the Dunkl operators.
7.2 Free resolutions
We now consider the minimal free resolutions (over the polynomial ring A, not over the Cherednik
algebra H(G)) of the Lc(τ) for the dihedral group. In all cases, the resolution has length 2 by (2.7),
so we can calculate the last term in the resolution just from the presentation of Lc(τ) (since we
know the Hilbert series of Lc(τ)).
• For τ = ρi with i ≤ 0, the ideal J is generated by a regular sequence of degrees 2 and m, so the
free resolution takes the form:
0← Lc(ρi)← ρi ⊗A←
ρi ⊗A(−2)⊕
ρi ⊗A(−m)
← ρi ⊗A(−m− 2)← 0.
• For τ = ρ1 and m > 4, the free resolution takes the form:
0← Lc(ρ1)← ρ1 ⊗A←
ρ2 ⊗A(−1)⊕
ρ2 ⊗A(−3)
← ρ1 ⊗A(−4)← 0.
• For τ = ρi and 1 < i <
m
2 − 1, the free resolution is:
0← Lc(ρi)← ρi ⊗A← ρi ⊗ h
∗ ⊗A(−1)← ρi ⊗ ∧
2h∗ ⊗A(−2)← 0.
However, h∗ is equivalent to ρ1 and ∧
2h∗ is equivalent to the sign representation. We see that
ρi ⊗ ∧
2h∗ is the same as ρi and that ρi ⊗ h
∗ ∼= ρi−1 ⊕ ρi+1. Then the free resolution is actually:
0← Lc(ρi)← ρi ⊗A← (ρi−1 ⊕ ρi+1)⊗A(−1)← ρi ⊗A(−2)← 0.
• In the case where m is odd, m 6= 3 and i = m−12 , the free resolution initially appears the same:
0← Lc(ρi)← ρi ⊗A← ρi ⊗ h
∗ ⊗A(−1)← ρi ⊗ ∧
2h∗ ⊗A(−2)← 0.
However, in this case ρi ⊗ h
∗ decomposes as ρi ⊕ ρi−1 instead, so the free resolution is:
0← Lc(ρi)← ρi ⊗A← (ρi−1 ⊕ ρi)⊗A(−1)← ρi ⊗A(−2)← 0.
• The last general case is when m > 8 and τ = ρm
2
−1. The free resolution is:
0← Lc(ρi)← ρi ⊗A←
(ρ−2 ⊕ ρ−1)⊗A(−1)⊕
ρm
2
−4 ⊗A(−3)
← ρm
2
−3 ⊗A(−4)← 0.
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7.3 Transition matrices
Now that we have the free resolutions for all but finitely many exceptional cases (to be handled in
§7.4), we can consider the transition matrices from simple objects to Verma modules. We use the
variable t to represent grading shifts, with columns labeling simple objects Lc(τ) and rows labeling
Verma modules Mc(τ). For each transition matrix, let ai,j represent the entry in the ith row and
the jth column.
For m > 8 even, we have a (m2 +3)× (
m
2 +3) transition matrix with τ going from ρ−3 to ρm2 −1
from left to right and top to bottom. Its nonzero entries are:
• ai,i = (1− t
2)(1 − tm) for 1 ≤ i ≤ 4
• a5,5 = 1 + t
4, a5,6 = −t− t
3
• aj,j = 1 + t
2, aj−1,j = aj+1,j = −t for 6 ≤ j ≤
m
2 + 2
• a2,m
2
+3 = a3,m
2
+3 = −t, am
2
,m
2
+3 = −t
3, am
2
+1,m
2
+3 = t
4, am
2
+3,m
2
+3 = 1
For m > 3 odd, we have a (m−12 + 2) × (
m−1
2 + 2) transition matrix with τ going from ρ−1 to
ρm−1
2
from left to right and top to bottom. Its nonzero entries are:
• ai,i = (1− t
2)(1 − tm) for i = 1, 2
• a3,3 = 1 + t
4, a3,4 = −t− t
3
• aj,j = 1 + t
2, aj−1,j = aj+1,j = −t for 4 ≤ j ≤
m−1
2 + 1
• am−1
2
+1,m−1
2
+2 = −t, am−1
2
+2,m−1
2
+2 = 1− t+ t
2
7.4 Exceptional cases
There are a few exceptional cases left, so we just list the answers in these cases.
• When m = 3 and τ = ρ1, J is generated by x⊗ e1, y⊗ e2, x
3⊗ e2, y
3⊗ e1. The free resolution is:
0← Lc(ρ1)← ρ1 ⊗A← ρ1 ⊗A(−1)⊕ ρ1 ⊗A(−3)← ρ1 ⊗A(−4)← 0
• When m = 4 and τ = ρ1, J is generated by xy⊗ e1, xy⊗ e2, (
c+d
c−dx
2+ y2)⊗ e1, (
c−d
c+dx
2+ y2)⊗ e2.
All of these are sent to 0 by the Dunkl operators. The Hilbert series of Lc(ρ1) is 2 + 4t + 2t
2.
The top degree of Lc(ρ1) is spanned by x
2 ⊗ e1, x
2 ⊗ e2, which is irreducible as a representation
of the dihedral group, and β(x2 ⊗ e1, x
2 ⊗ e1) = −4(c− d)
2 6= 0. The free resolution is:
0← Lc(ρ1)← ρ1 ⊗A← (ρ1 ⊕ ρ1)⊗A(−2)← ρ1 ⊕A(−4)← 0
• The final exceptional case is τ = ρm
2
−1 for m = 6, 8. The free resolution is the same as the
general τ = ρm
2
−1 case, with suitable indexing modifications. The free resolutions for the cases
m = 6 and m = 8, respectively, are:
0← Lc(ρ2)← ρ2 ⊗A←
(ρ−2 ⊕ ρ−1)⊗A(−1)⊕
ρ1 ⊗A(−3)
← (ρ0 ⊕ ρ−3)⊗A(−4)← 0
0← Lc(ρ3)← ρ3 ⊗A←
(ρ−2 ⊕ ρ−1)⊗A(−1)⊕
(ρ0 ⊕ ρ−3)⊗A(−3)
← ρ1 ⊗A(−4)← 0
We can now consider the transition matrices of these exceptional cases. The transition matrices
not covered above are those for m = 2, 3, 4, 6, 8, and they are all shown below:
m = 2: Transition matrix is (1− t2)2I4.
m = 3:
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
(1− t
2)(1− t3)
(1− t2)(1− t3)
(1− t)(1− t3)


m = 4:

(1− t2)(1− t4)
(1− t2)(1− t4)
(1− t2)(1− t4)
(1− t2)(1− t4)
(1− t2)2


m = 6:

(1− t2)(1− t6) t4
(1− t2)(1− t6) −t
(1− t2)(1− t6) −t
(1− t2)(1− t6) t4
1 + t4 −t3
−t− t3 1


m = 8:

(1− t2)(1− t8) −t3
(1− t2)(1− t8) −t
(1− t2)(1− t8) −t
(1− t2)(1− t8) −t3
1 + t4 −t
−t− t3 1 + t2 t4
−t 1


8 The rank 3 groups G(m,m, 3)
In this section, we give some partial results on the case G = G(m,m, 3). We will assume that p
does not divide m and p 6= 3, so p does not divide the order of the group.
We deal only with the case that 3 does not divide m. The representations of G(m,m, 3)
are indexed by multi-partitions of size 3 and length m, with the added relation that two multi-
partitions that differ by a cyclic shift give the same representation: for example, ([2], [1],∅,∅) and
(∅, [2], [1],∅) correspond to the same representation of G(4, 4, 3).
G(m,m, 3) has two 1-dimensional representations: the trivial representation and the sign rep-
resentation. In this case, it has one 2-dimensional representation, which we refer to as γ0. It
corresponds to the multi-partition ([2, 1], . . . ). The 3-dimensional representations are of the form
([2], . . . , [1], . . . ), which we refer to as γi where the [1] is in the ith place (we number the places
starting at 0). The 6-dimensional representations are of the form ([1], . . . , [1], . . . , [1], . . . ), which
we refer to as γi,j, where the [1]s are in the 0th, ith, and jth places. We remark that in the
case when 3 divides m, one of these 6-dimensional representations splits into three 2-dimensional
representations.
We have already described the character of Lc(τ) when τ is 1-dimensional in §6.2 and §6.3. Let
τ = γ0; if we consider three vectors a1, a2, a3 that are permuted by the symmetric group in the
obvious way, then the basis vectors of γ0 are e1 = a1 − a3 and e2 = a3 − a2. Roots of unity have
no effect on these basis vectors. The generators of J take the form of a “matrix regular sequence”,
i.e., we can find generators and a way to group them into the columns of square matrices so that
their determinants form a regular sequence. If x, y, z are the basis vectors of h∗, we can write the
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six generators of J as the columns of the 2× 2 matrices:
(
xyz 0
0 xyz
) (
xm + ym + zm 0
0 xm + ym + zm
) (
−xm ym
zm −xm
)
(8.1)
The first two matrices are composed of invariants of G, so their columns are killed by the Dunkl
operators. The columns of the third matrix are also easily shown to be killed. The zero locus of
the determinants of the matrices is x = y = z = 0, so they form a regular sequence. Furthermore,
these matrices commute, so we can plug them into a Koszul complex of length 3 to get a minimal
free resolution of the quotient module, which tells us its Hilbert series: 2(1 + t+ t2)( t
m−1
t−1 )
2. Since
β(z2m ⊗ e1, z
2m ⊗ e1) = 2(mc)
2m if m is even and −(mc)2m if m is odd, β is nonzero on the top
degree; this means that Lc(τ) is irreducible by Lemma 2.6.
When τ = γi for 2 ≤ i ≤ m−1, we use the basis for τ such that permutations act as normal but
roots of unity act by their ith power; for example, the matrix
(
0 1 0
1 0 0
0 0 1
)
would permute the first two
basis vectors, and the matrix
(
ξ 0 0
0 ξ−1 0
0 0 1
)
would multiply the first basis vector by ξi, multiply the
second basis vector by ξ−i, and leave the third basis vector unchanged. We call the basis vectors
w1, w2, w3. Let J
′ ⊂ A⊗ τ be generated by
(x, 0, 0), (0, y, 0), (0, 0, z), (yz, 0, 0), (0, xz, 0), (0, 0, xy), (zm−i , 0, xm−i), (ym−i, xm−i, 0), (0, zm−i , ym−i).
These can all easily be shown to be killed by Dunkl operators. We see that the top degree of
(A ⊗ τ)/J ′, which is in degree m − i, is isomorphic to the sign representation times γm−i as a
representation of the group. Since β(zm−i ⊗ w1, z
m−i ⊗ w1) = (−mc)
m−i, which is nonzero, this
means that (A⊗ τ)/J ′ is irreducible as a representation of the Cherednik algebra.
Remark 8.2. The matrix regular sequence (8.1) is boring because all but one of the matrices is a
scalar matrix. However, we have done some experiments with higher rank groups G(m,m,n) (with
n ≥ 4) and we encounter more complicated matrices. The conjectural pattern is that the generators
have the structure of a matrix regular sequence with 2 of the matrices being scalar matrices. Here
we give two examples for G(2, 2, 4) on the representation ([3, 1],∅,∅,∅) in characteristic 7:

x
2 + y2 + z2 + w2 0 0
0 x2 + y2 + z2 + w2 0
0 0 x2 + y2 + z2 + w2

 ,

xyzw 0 00 xyzw 0
0 0 xyzw

 ,

 4x
2 + z2 5x2 3x2 + y2
5x2 + 4y2 − z2 −x2 − y2 x2 + 3y2
2x2 x2 + z2 −x2 + y2

 ,

 2x
4 x4 x4
x4 + 2x2y2 + z4 x4 + x2y2 + x2z2 3x4 + 5x2y2 + y4
2x2y2 3x4 + 4y4 x4 − x2y2 + 4y4


and in characteristic 11, the scalar matrices stay the same while the other 2 are replaced with:

 8x
2 + z2 9x2 3x2 + y2
9x2 + 8y2 − z2 −x2 − y2 x2 + 3y2
2x2 x2 + z2 −x2 + y2

 ,

 2x
4 x4 3x4
x4 + 2x2y2 + z4 x4 + x2y2 + x2z2 5x4 + 9x2y2 + y4
2x2y2 5x4 + 6y4 x4 − x2y2 + 6y4


We point out one serious deficiency with these presentations: the matrices do not commute and
their determinants do not form a regular sequence. However, the resolution of the quotient of the
free module of rank 3 by 12 generators given by the columns of the matrices in both cases has total
Betti numbers rankFi = 3
(
4
i
)
. Since our definition of matrix regular sequence is highly dependent
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on the choice of presentation, we might guess that there is a way to rearrange the generators so
that we get 4 commuting matrices whose determinants do form a regular sequence.
It would be interesting to further investigate this phenomena since one can view it as a module-
theoretic generalization of a complete intersection. In particular, even to find a deterministic way
to find a nice presentation of the generators that would work on the examples above would be of
interest. We note that a definition of matrix regular sequence is given in [CDSS] which guarantees
that the corresponding matrix Koszul complex is exact, but it remains to be seen if one can extend
the definition to a more general context.
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