Abstract-Timed testing, i.e. a method of testing where timing plays a crucial role in the test verdict of the test cases, is an important quality assurance strategy in the development of embedded systems. Tool support is essential for timed testing, as timed test cases cannot be executed manually with the required precision.
I. INTRODUCTION
Testing is a vitally important quality assurance method in the embedded system development process. As standard testing methods often consume a lot of effort -up to 50% of the development costs can be caused by test activities and related tasks [1] -efficient test methodologies are required to reduce development costs.
Timing plays a crucial role for the verification of embedded systems. This does not only apply to real-time requirements on the system, but timing can also be used to verify the correct behaviour of embedded controllers when it comes to continuous in-and outputs.
One approach to deal with timing requirements in embedded systems is timed testing. In timed testing, the verdict of a test case does not only rely on the correct input-and outputsequences, but also on the timing of inputs and outputs. As timing adds another dimension to the system model, test cases become more numerous and are harder to execute. Thus, these methods require tools to automatically generate and execute tests from a model of the SuT (system under test). Such tools provide a basis for reducing the effort and the costs of testing activities in the field of real-time and embedded testing.
Our focus is on embedded systems with tight timing requirements, i.e. test case execution must be fast in order to be able to trigger the SuT and to verify the correctness of the observed reactions. One approach to timed testing are tools that use on-line algorithms in order to generate test cases on-the-fly. On-the-fly test case generation takes normally longer than the direct execution of a priori defined test case. Especially, the next stimulus to be sent to the SuT depends on the history of input and output events, and thus cannot be computed before the reaction of the system has been seen. If the latency between system response and next stimulus is short, on-the-fly test case generation cannot keep up with the pace of the SuT, and the testing becomes infeasible.
For instance, in the field of controlling application for modern combustion engines, the correct setting of the throttle degree and the compliance with the timing policy has to be validated. The setting of the throttle degree α(i) at time t i depends on the throttle degree α(i−1) at time t i−1 , where the t i are the sampling points in the application. The time to calculate the input for the next throttle degree depends on the granularity of the sampling, where demands in modern applications are increasing towards finer granularity.
In such an application scenario, the testing tools must be faster than the SuT. A high performance during test case generation and execution improves the number of executable tests. In this paper, we will present an approach that speeds up on-line testing.
The paper is organized as follows: The next section presents the background of test model and on-line test case generation. The following sections present our approach to the implementation of a test tool called TripleT and how we attack the problem of fast test generation. We close the paper with a case study done and concluding remarks.
II. TIMED TESTING
Timed testing is classified as online-testing [2] , hence the test cases will be executed as they are generated. Test tools (like TripleT) are used to manage the test execution and record the results.
In the following, we describe the ingredients of timed testing, based on [3] .
A. Timed automata
The base of the timed testing approach as implemented in TripleT is similar to the one used in the tool TorX ( [4] ). A detailed treatment of the underlying theory and notions can be found in [3] , here we can only focus on the main notions. In the following, we assume familiarity with the semantics of timed automata, quiescence and timed ioco, and with the zone construction for timed automata.
Many timed testing approaches (cf. [5] , [6] , [7] ) use variants of timed automata to specify the system behaviour. Also for TripleT timed automata (see [8] ) are the main modeling formalism.
A timed automaton (TA) is a labeled transition system (LTS) (cf. [9] ) extended by a set of clocks C, clock constraints and clock resets. The nodes of a TA are called locations, and transitions are called edges or switches. The clocks of a TA evolve over the positive reals R + as the time domain, and advance at the same speed. Along an edge, clocks can be reset to zero. Clock constraints are either atomic clock constraints of the form b ≺ x − y or b ≺ x, for clocks x, y ∈ C, ≺∈ {<, ≤, >, ≥}, and a positive integer constant b ∈ Z + . We use N for the set of locations (nodes) and l 0 ∈ N for the initial location. The actions of our system are either input actions L I or output actions L U or the silent (internal) action τ , i.e. our action set is
We will typically write o for an output and i for an input. Edges e are labeled with an action e.a, a clock constraint e.g serving as the guard of the transition, and a reset set e.r of clocks. We use e. and e. to refer to the source and destination location of e resp. Each location ∈ N has an invariant Inv(n) which is a special clock constraint.
Timed automata give rise to an LTS with states ( , v) where ∈ N and v gives the current values of the clocks. The LTS can evolve by a time-step d as long as the invariant allows the system to stay within n. The LTS can take a transition emitting the action of the transition if the guard of the transition is fulfilled. Along a transition, all clocks of the reset-set are set to zero, while the others retain their value. We called such an LTS a timed input/output transition system (TIOTS). Timed ioco (tioco) is used as a conformance relation on TIOTS for timed testing (cf. [3] ).
B. M-Quiescence
The notion of quiescence ( [10] ) plays an important role in timed testing:
Definition 1 (tioco Quiescence [3] ): A state in a timed input-output transition system (TIOTS) is quiescent iff there is no state reachable by τ -steps or by delaying, in which a transition with an output label is enabled.
We denote quiescence by the special symbol δ. We can make quiescence observable by adding a δ-loop to each quiescent state, and call the resulting TIOTS the δ-closure.
In the real world, a non-quiescent state produces an output after a finite amount of time. A quiescent state can only produce outputs after some input has been sent. From an implementation point of view, quiescence cannot be detected in finite time. However, in practice we approximate quiescence by waiting for a properly chosen delay M ∈ R after the occurrence of the last event. This delay M depends of course on the system itself, and must be chosen sensibly.
Definition 2 (tioco Quiescence Prerequisite): For an implementation Impl there is an M ∈ R such that
• Impl produces an output within M time units, counted from the last input or output, or, • if it does not, then Impl is quiescent. In a TA setting, we can use an extra clock QC to check for this delay M , measuring the time since the last observable behavior of the system. Details of the construction are found in [3] , but the principal idea should be clear.
C. Test-Cases
Test cases are just sequences of input/output events, leading to a pass or fail verdict. In timed test cases, the events are additionally augmented with the time at that the event is supposed to happen. We use absolute time, i.e. we measure the time from the beginning of the test case. This can be done for TAs with another extra clock that is never reset.
Our formalization of timed test cases is based on the zone-construction of timed automata. Zones are polyhedra of clock valuations, and are used to build (finite) quotients of the TIOTS of a timed automata for automated analysis. We do not give details of the zone construction here, but refer to [11] instead.
Here we just use the fact that for a TA we can construct the zone automaton which has nodes ( , z) where is a location and z a zone. The zone graph we use is the absolute time zone automata derived from the δ-closure, short ATZA (for details see [3] . The ATZA does not have time steps anymore (they all happen within the zones), but is labeled with actions only.
We again do not give formal details but just state that for S being a set of nodes of the zone automaton, the function S after a@t is the set of nodes ( , z) in the ATZA that are reachable from the nodes in S by executing the action a at time t.
We can now give a semi-formal definition of admissible test cases for our system:
3) Waiting for outputs or signaling of quiescence:
T := + t <t,o∈LU ∪{δ},S after o@t =∅ o@t ; fail
The idea of the definition should be clear: a test case can just be a pass, the test case that accepts any system (case 1); or we deliver an input i at time t, but then we fail on an output o before t if that output is not admissible in our specification, or we continue with an output o before t if that is admissible (case 2); or we can just wait either for a correct output or observe quiescence (case 3).
III. CONCEPT
This chapter deals with the central concepts of TripleT. First, we explain how TAs are used to specify the behaviour of the SuT. Second, we describe the components of TripleT. Finally, we present ways to optimize the algorithms to increase the performance of TripleT.
A. Specification
The test specification is given as a system of TAs modeling the input and output behaviour of the SuT. With this specification we can derive input signals i. Furthermore, we can check the validity of observed outputs o. With its editor the tool UPPAAL [12] provides a way to create such specifications. The basis of these specifications are the presented TAs. Additionally, UPPAAL supports channels to communicate between TAs and templates to reuse TAs. A TA usually represents one process of the system to be specified. The description of a system is devided into:
• Global and local declaration -This part of the description contains the declaration of clocks, variables, channels etc. and is similar to the declaration section within modern programming languages.
• Used template -This part contains the description of a system behaviour represented by a TA. Hence, it contains edges, locations, guides and invariants of TA.
• Definition of the system behaviour -This part describes the composition of several templates to one system. It contains concurrent processes and the connections between them. Further information to the modeling language of UPPAAL is presented in [12] .
B. Components
The components of TripleT are shown in figure 1. The specification of the system behaviour is given as an XML file, which contains the TAs. The SuT is connected to some 
1) Preprocessor:
In the first test step, the preprocessor converts the TAs into an internal object using the libutap [13] library. This object serves as a base for all following operations of TripleT. The framework of the preprocessor is taken from TorX [3] .
2) Explorer:
The explorer takes the internal representation of the TAs as input and provides access to an LTS representation of these TAs. It computes the menues: sets of transitions with input, output or δ labels that are allowed to be applied to the SuT or expected to be observed according to the model. The explorer implements the test case derivation algorithm from the tioco M theory [14] .
The explorer uses the explore() function to calculate the menues. The input of this function is a set of zones, i.e. a set of tuples consisting of a location ∈ N and a clock zone z ∈ Z(C). As output it delivers two sets, the in menu and the out menu. The in menu is the set of zones reachable by providing an input to the SuT. The out menu is the set of zones reachable by an observable output of the SuT, including quiescence δ. The explorer uses the instantiate() function to proceed from one zone to another. This happens in the following three cases:
• Send input to the SuT, • the adapter observes output at the SuT or • quiescence is recognized. In order to instantiate a transition and the new zone, a unique identification number as well as the point in time when the transition should be used are given to the explorer. Afterwards, the explorer checks whether the transition is activated or not. To do so it checks whether the invariant of location and the transition guard g are fulfilled. If yes, the clocks in clock set reset are reset and the invariant of destination location l is checked.
3) Adapter:
The adapter is the interface between TripleT and the SuT and has several tasks: 1) Translate abstract actions into concrete signals and apply the latter to the SuT, 2) observe the SuT and translate signals into abstract actions and 3) detect and signal the absence of an output over a certain period of time. At the beginning, a thread is started that continuously observes the output behaviour of the SuT. As soon as an output occurs, the controller is notified and the output is stored in a list. Besides, the adapter provides a send() function which is used to translate abstract actions into real signals and send the latter to the SuT at a specific time.
4) Controller:
The controller is the core component of TripleT. It controls the instances of the preprocessor, explorer, and adapter. In the initial step, it decides whether to send a stimulus to the SuT, or to wait for an output from the SuT. In case it decides to send a stimulus, the explorer is used to calculate the menues. Subsequently the controller chooses a random input transition from the menues and forwards it to the adapter. In case the adapter indicates the observation of an output, the controller checks the validity of the output label. If the output is not admissible by the model, the test terminates with fail. Otherwise, the controller returns to the initial step.
1: S := {x 0 } ; t := 0; n := 0; 2: while n ≤ n do 3:
if S after t i@t = ∅ then 5: wait(t − t); 6: if ¬output pending() then 7: send i to I; S := S after t i@t ; t := t ; n := n + 1; receive output o@t from I; 15: S := S after t o@t ; 16: if S = ∅ then return (FAIL); n := n + 1; 24: end while 25: return (PASS)
The controller implements the presented algorithm. It is known from [3] and [15] . It works on the model representation created by the preprocessor. To check for non-processed outputs, the controller uses the function output pending().
At the beginning, the set S contains the initial zone z 0 = ( 0 , v 0 ), where all clocks in v 0 are zero. Also, the time value t is set to 0. The main part of the algorithm consists of a while-loop in which the controller can choose between two options. The first option is to send an input to the SuT (lines 3-9), the second one is to wait and handle potential outputs (lines 10-23).
If there is no pending output, TripleT can send a new input to the SuT (line 3). In this case the controller selects a random time value t ∈ [t, t + M ) and a random input i ∈ L in . Line 4 checks whether i@t is a legal action according to the specification. If yes, the algorithm is interrupted by t − t time units (line 5). Afterwards, in case no new outputs were observed, the input i is sent to the SuT and the set S of zones as well as the current time value t are updated (lines 6-8).
In each loop the controller can decide to observe the SuT for outputs. When choosing this option, the algorithm stops for M time units (line 11). Thereafter all pending outputs are processed. If an output is inconsistent with the specification, the algorithm terminates with FAIL. Otherwise it starts a new loop with the updated zone set S := Saf ter t o!@t and time value t := t . In case there is no new output, i.e. quiescence has been observed, the controller starts a new loop with updated zone set S := af ter t δ@ (t + M ) and time value t := t + M .
The presented algorithm uses the variable n to restrict the number of loops whereas the controller implementation in TripleT does not. Hence, testing with TripleT can loop indefinitely if the algorithm never returns FAIL.
C. Optimization
For timed testing it is important that the testing tool does not influence the outcome of the test execution. But since the testing tool consumes a certain time to prepare the menues, the testing tool might influence the testing. Below, we present two cases:
• Assume that input i is allowed to be applied in time interval [0, b] . If the testing tool needs longer than b/2 time units to prepare to apply i, the input can never be applied in [0, b/2]. Errors contained in this time interval will not be detected.
• Assume that the testing tool is too slow to apply i before b. Then this input cannot be applied at all, and some behaviour of the SuT might never be deployed.
These limitations motivate two optimizations that will be presented in the following: 1) Look-Ahead 2) Parallelization
1) Look-Ahead:
Assume that the controller decides to send an input i at time t . According to the presented controller algorithm, the execution waits for t − t time units at time t. Only after sending the input at time t (cf. line 5), the explorer starts to calculate the new menues. Summarizing, in this single thread environment these two steps consume (t − t) + Δc time units, supposed that Δc is the time it takes to calculate the menues.
Since the new sets of possible inputs and outputs are calculated only after the input is sent, the test tool may influence the testing. To prevent this problem we introduce the first optimization in the following.
The Look-Ahead optimization intends to shift the calculation of the new menues forwards. By starting a second thread, the time being wasted while waiting can be used to calculate the new menues. In aggregate, in this multi thread environment the time spent between the decision to send input i at time t and finishing the calculation of the menues is bounded by max(t − t, Δc).
Multi Single Figure 2 . Look-Ahead optimization Figure 2 compares the time flow of the steps select input, send input and calculate menues in a single thread and a multi thread environment.
2) Parallelization:
Another approach to increase the performance of TripleT is to parallelize several tasks. It is possible to explore different zones at the same time. In case the explorer has to explore a zone with a successor zone reachable by a τ transition, i.e. an intern action, the explorer has to explore the successor zone as well.
Since the exploration of different zones can be done mostly independent of each other, TripleT has a thread pool providing several threads, whereby each of these threads serves to explore exactly one zone.
Not only that several zones can be explored in parallel, but also the exploration of one zone itself can be improved. While the explorer explores a zone, this zone gets expanded. This means that the explorer checks for each outgoing transition whether it is activated or not. Distributing this check to several threads, the performance can be improved since multiple transitions get checked in parallel.
IV. EVALUATION
The evaluation of our presented optimizations is done by a performance comparison of the native TorX algorithm with TripleT. In this chapter the results of the measurements are presented. It is structured as follows. The first section derives a valid design for the evaluation to measure the influences of our approaches. The following section presents the realization of the evaluation. Finally, the achieved results and an interpretation are discussed. In this section we present the ingredients of a valid and reasonable evaluation. A valid evaluation consists of four items [16] : 
A. Design
For a valid evaluation, the selection of reasonable criteria is fundamental. Inspirations for such criteria can be drawn from a framework such as [17] . In our context of the evaluating responsiveness and execution time, we are interested in the timing behaviour of TripleT compared to TorX. The timing behaviour is measured by a comparison of time stamps generated by the measurement environment. The idea is to argue that a tool A is faster than a tool B, if the following statement is true: The difference between two measured time stamps of the tool A is smaller than the two measured time stamps of a tool B.
Please note, it is essential to avoid any disturbances caused by the measurement environment. This was achieved by repeating the tests and deactivating all tasks of the measurement environment, except the measurement task, the simulation of the use case and the considered tool.
B. Scenarios
We investigated the application field of high performance embedded systems. These require a fast test execution paired with a high responsiveness. We decided to focus on constructed examples, inspired by real examples taken from the industry. The main reason for this is the elimination of possible disturbances. It is essential to assure that no influence interferes with the measurement. To guarantee this, it is reasonable to focus only on a small controllable set of scenarios. The next reason for our procedure is the focus of our evaluation; it is on responsiveness and execution time. If these results are promising, further investigation (for instance with regard to scalability in industrial environment) are reasonable.
In figure 3 , a typical situation taken from our industrial experience in the field of automotive engine testing is depicted. This example is the basic of our constructed scenario. The engine of a modern car shall be tested with TripleT and TorX. The test environment is connected by several electrical devices to the engine and its components. We assume that the engine only consists of a combustion unit, an emission unit and an ignition unit. The combustion unit controls the spark timing, the ignition unit executes the spark command and the emission units monitors the exhaust fumes. Each unit is connected by an electrical device to the test environment. Please note, this is indispensable to monitor the actions of the units. The test environment has to send a spark_on signal to the engine. Then, the combustion unit controller has to send an ignition_on signal to the ignition unit and a check_emission to both emission units. All mentioned units have to confirm the signals. The test environment decides on the next input for the ignition and the emission units depending on the confirmation of the previously mentioned signals. Please note, that this communication is happening within a really short time interval. Hence, it is essential to generate the result of the test environment as fast as possible, in order to prevent an influence of the test environment on the SuT.
This example leads to the following scenarios for our example. The scenario 1 uses the presented example to model a system containing four producers (Combustion, 2xEmission and Ignition), three buffers (Interfaces A -C) and two consumers (included in the test environment). Scenario 2 focuses on a special case of the Look-Ahead optimization, which will be described later.
C. Results
In order to improve the testing performance we introduced in TripleT two optimization methods Look-Ahead and parallelization. The Look-Ahead optimization tries to compute the menues before they are needed. The parallelization optimization is a simultaneous, breadth-first exploration of the zones that can be distributed to several processors if available.
We compared the native TorX algorithm to TripleT with Look-Ahead. Also, we used several versions of TripleT which differ in the size of the utilized thread-pool in order to investigate the influence of parallelization on the performance.
We measured the time it takes to explore a zone, i.e. to calculate the menues. When the explorer is ordered to start the exploration, a first time-stamp is stored. After finishing the calculation of the menues a second time-stamp is stored. With these two time-stamps we determine the duration of the exploration.
The scenario 1 focused on the comparison of TorX and TripleT. TripleT used both presented optimizations.
1) Scenario 1:
The modeled system contained four producers communicating with two consumers via three buffers.
This scenario focused on the calculation of menues with an enhanced level of non-determinism. In the initial step each of the four producers can choose among three buffers. Thus, after the first step there are 12 new zones which also have to be explored.
Since several zones are explored in parallel we expect that the performance speed up is growing with the size of the used thread-pool.
Regarding the parallelization and Look-Ahead optimizations, Figures 4 presents the results of the first measurement. TripleT was started with different numbers of threads in order to measure the influence of parallelization. It is apparent that TripleT with a thread-pool size greater one experiences a speed up in the calculation of the menues compared to original TorX implementation. The average runtime of the original TorX implementation is 12.202ms, whereas the average duration of TripleT with a thread-pool size of two is 7.172ms with Look-Ahead and parallelization. In this Although the tests were executed with a quad-core cpu there is no significant difference between versions using a thread-pool of size 2 and versions using a larger thread-pool. The different threads of the thread-pool block each other because they need exclusive access to a central component of the TorX implementation. This fact is reflected by the stagnating average durations for thread-pools with size ≥ 2. In this scenario, the usage of thread-pools with size greater two does not lead to a performance improvement. The influence of the Look-Ahead optimization are presented in figure 5 . The original TorX implementation (12202 ms) was compared with a TripleT version with LookAhead optimization (11769 ms), but without parallelization optimization. Please note, that these results are not significant, because only 3,6% speed increase were measured for TripleT. In this scenario, zones have a small number of outgoing transitions. Therefore, only a small number of transitions needs to be considered during expansion. Hence, the Look-Ahead optimization of TripleT cannot fully exploit its potential. Therefore, we will investigate the potential of Look-Ahead optimization in the following scenario 2.
2) Scenario 2:
In order to analyze the impact of the Look-Ahead optimization regarding the expansion of a single zone, the main aspect in this scenario is to explore a zone with a large number of outgoing transitions. The task is to expand a single zone with 10.000 outgoing transitions. This scenario is conceivable in data processing with large input domains.
In this scenario, each transition is parameterized with a tuple (v, w) with v ∈ V, w ∈ W and |V | = |W | = 100. Thus, to cover all possible values, we need 10.000 outgoing transitions.
However, we expect TripleT with Look-Ahead optimization to be faster than TorX because there is a large number of outgoing transitions that needs to be regarded. Figure 6 shows the results of this scenario. As expected, TripleT was faster than TorX. The average duration of the implementation with Look-Ahead optimization was 1.895 ms. Compared to the TorX implementation (2.390ms), the duration was improved by 21%. The next step is to investigate our approach in the real world. We are planning to collect more data from a further study about the improvement of our approaches on the test generation process. Therefore, an industrial example shall be checked by our new approaches.
VI. CONCLUSION
Timed testing is an important quality assurance strategy for the development of embedded systems. Tool support is essential for timed testing and existing timed testing tools do not fulfill all requirements needed for real-world timed testing.
Our paper focuses on responsiveness and deals with these challenges by an implementation of a new timed testing tool called TripleT. TripleT uses the basis algorithms already present in the tool TorX and has improved regarding the responsiveness and execution time of test cases.
The main idea of TipleT is to use a multi-chip module (for instance: the intel dual core processor) in order to achieve a significant speed-up. To use the advantages of these platforms and their multi-chip structure, different forms of improvement on the existing algorithms to test-case generation were presented: look-ahead and parallelization. The look-ahead optimization tries to compute the menues before they are needed. The parallelization optimization is a simultaneous, breadth-first exploration of the zones that can be distributed to several processors if available.
The performance was increased up-to 41% in our first measurements. We are convinced that our approach can lead to a significant improvement of test-case generation, if a complex (e.g. the test model contains states with a growing number of outgoing transitions) test model is used.
