Abstract. Let G be an undirected bipartite graph with positive integer weights on the edges. We refine the existing decomposition theorem originally proposed by Kao et al., for computing maximum weight bipartite matching. We apply it to design an efficient version of the decomposition algorithm to compute the weight of a maximum weight bipartite matching of G in O( |V |W /k(|V |, W /N ))-time by employing an algorithm designed by Feder and Motwani as a subroutine, where |V | and N denote the number of nodes and the maximum edge weight of G, respectively and k(x, y) = log x/ log(x 2 /y). The parameter W is smaller than the total edge weight W, essentially when the largest edge weight differs by more than one from the second largest edge weight in the current working graph in any decomposition step of the algorithm. In best case W = O(|E|) where |E| be the number of edges of G and in worst case W = W, that is, |E| ≤ W ≤ W. In addition, we talk about a scaling property of the algorithm and research a better bound of the parameter W . An experimental evaluation on randomly generated data shows that the proposed improvement is significant in general.
Introduction
Let G = (V = V 1 ∪ V 2 , E, Wt) be an undirected, weighted bipartite graph where V 1 and V 2 are two non-empty partitions of the vertex set V of G, and E is the edge set of G with positive integer weights on the edges which are given by the weight function Wt: E → N, where N is the set of positive integers. Throughout the paper, we use the symbols N and W to denote the largest weight of any edge and the total weight of G, respectively. The weight of the graph G is defined by W = Wt(G) = e∈E Wt(e). We also assume that the graph does not have any isolated vertex. For uniformity we treat an unweighted graph as a weighted graph having unit weight for all edges.
We use the notation {u, v} for an edge e ∈ E between u ∈ V 1 and v ∈ V 2 , and its weight is denoted by Wt(e) = Wt(u, v). We also say that e = {u, v} is incident on vertices u and v; and u and v are each incident with e. Two vertices u, v ∈ V of G are adjacent if there exists an edge e = {u, v} ∈ E of G to which they are both incident. Two edges e 1 , e 2 ∈ E of G are adjacent if there exists a vertex v ∈ V to which they are both incident.
A subset M ⊆ E of edges is a matching if no two edges of M share a common vertex. A vertex v ∈ V is said to be covered or matched by the matching M if it is incident with an edge of M ; otherwise v is unmatched [2, 3] .
A matching M of G is called a maximum (cardinality) matching if there does not exist any other matching of G with greater cardinality. We denote such a matching by mm(G). The weight of a matching M is defined as Wt(M ) = e∈M Wt(e). A matching M of G is a maximum weight matching, denoted as mwm(G), if Wt(M ) ≥ Wt(M ) for every other matching M of the graph G.
Observe that, if G is an unweighted graph then mwm(G) is a mm(G), which we write as mwm(G) = mm(G) in short and its weight is given by Wt(mwm(G)) = |mm(G)|. Similarly, if G is an undirected and weighted graph with Wt(e) = c for all edges e in G and c is a constant then also we have mwm(G) = mm(G) with weight of the matching as Wt(mwm(G)) = c * |mm(G)|.
Our Contribution
In [18, 19] , Kao et al. proposed a decomposition theorem and algorithm for computing weight of a Maximum Weight Bipartite Matching (MWBM) of the bipartite graph G. Our contribution in this paper is a revised version of the existing decomposition theorem and use it efficiently to design an improved version of the decomposition algorithm to estimate the weight of a MWBM of G in time O( |V |W /k(|V |, W /N )) by taking algorithm designed by Feder and Motwani [10] as base algorithm, where k(x, y) = log x/ log(x 2 /y). This algorithm bridges a gap between the best known time complexity of computing a Maximum Cardinality Matching (MCM) and that of computing a MWBM of a bipartite graph. In best case, computation of weight of a MWBM takes O( |V ||E|/k(|V |, |E|)) time which is the same as the complexity of the Feder and Motwani's algorithm [10] for computing MCM of unweighted bipartite graph; whereas in worst case it takes O( |V |W/k(|V |, W/N )), i.e., |E| ≤ W ≤ W . Further, we provide an interesting scaling property of the algorithm and a better bound of the parameter W . However, it seems to be a challenging problem to get rid of W or N from the complexity.
The modified algorithm works well for general W, but is best known for W = o(|E| log(|V |N )). We also design a revised algorithm to construct minimum weight cover of a bipartite graph in time O( |V |W /k(|V |, W /N )) to identify the edges involved in maximum weight bipartite matching. It is also possible to use other algorithms as a subroutine, for example, algorithms given by Hopcroft and Karp [16] and Alt et al. [1] in which case the running times of our algorithm will be O( |V |W ) and O((|V |/ log |V |) 1/2 W ), respectively. An experimental evaluation on randomly generated bipartite graphs shows that the proposed improvement is significant in general.
Roadmap
In Section 2, we give a detailed summary of existing maximum matching algorithms and their complexities for unweighted and weighted bipartite graphs. Section 3 describes modified decomposition theorem and an algorithm to compute the weight of a MWBM. The complexity analysis of the algorithm is discussed in Section 4. The algorithm to compute minimum weight cover of a bipartite graph is given in Section 5, which is used to find the edges of a MWBM. Section 6 provides the experimental comparisons between the modified algorithm and Kao et al.'s algorithm for randomly generated bipartite graphs. We summarize the results in Section 7.
Survey of Maximum Matching in Bipartite Graph
The problem of computing maximum matching in a given graph is one of the fundamental algorithmic problem that has played an important role in the development of combinatorial optimization and algorithmics. A survey of some of the well known existing maximum (cardinality) matching and maximum weight matching algorithms for bipartite graph are summarized in Table 1 and Table  2 , respectively. The algorithms with best asymptotic bound are indicated by " * " in these tables. A more detailed and technical discussion of the algorithms can be found in textbooks [20, 24, 25] .
Maximum Cardinality Matching
For unweighted bipartite graphs, Hopcroft-Karp [16] algorithm, which is based on augmenting path technique, offers the best known performance for finding maximum matching in time O(|E| |V |). In case of dense unweighted bipartite graphs, that is with |E| = Θ(|V | 2 ), slightly better algorithms exist. An algorithm by Alt et al. [1] obtains a maximum matching in O(|V | 1.5 |E|/ log |V |) time. In case of |E| = Θ(|V | 2 ), this becomes O(|E| |V |/ log |V |) and is also log |V |-factor faster than Hopcroft-Karp algorithm. This speed up is obtained by an application of the fast adjacency matrix scanning technique of Cheriyan, Hagerup and Mehlhorn [4] . The algorithm proposed by Feder-Motwani [10] has the time complexity O(|E| |V |/k(|V |, |E|)), where k(x, y) = log x/ log(x 2 /y). |E|/ log |V |) 1995 * Feder and Motwani [10] O(|E| |V |/k(|V |, |E|))
Maximum Weight Bipartite Matching
Several algorithms have also been proposed for computing maximum weight bipartite matching, improving both theoretical and practical running times. The well known Hungarian method, the first polynomial time algorithm, was introduced by Kuhn [21] and Munkres [22] . Fredman and Tarjan [11] improved this with running time O(|V |(|E| + |V | log |V |)) for sparse graph by using Fibonacci heaps. An O(|V | 3/4 |E| log N )-time scaling algorithm was proposed by Gabow [12] under the assumption that edge weights are integers. A different and faster scaling algorithm was given by Gabow and Tarjan [13] with running time O( |V ||E| log(|V |N )). Kao et al. [19] proposed an O( |V |W/k(|V |, W/N ))-time decomposition technique under the assumptions that weights on the edges are positive and W = o(|E| log(|V |N )).
In addition to the above exact algorithms, several randomized and approximate algorithms are also proposed, see for example [9, 23] . For a tight lower bound for the weights of maximum weight matching in bipartite graph, please refer to [6] . 
3 Refined Decomposition Theorem for Maximum Weight Bipartite Matching
We now propose a modified decomposition theorem which is a generalization of the existing decomposition theorem originally proposed by Kao et al. [18, 19] and use it to develop a revised version of the decomposition algorithm to decrease the number of iterations and speed up the computation of the weight of a MWBM. Let G = (V = V 1 ∪ V 2 , E, Wt) be an undirected, weighted bipartite graph 1 having V 1 and V 2 as partition of vertex set V . Further, let E = {e 1 , e 2 , . . . , e |E| } be set of edges of G with weights Wt(e i ) = w i for 1 ≤ i ≤ |E|, where w 1 , w 2 , . . . , w |E| are not necessarily distinct. As defined earlier, let N be the maximum edge weight, that is, for all i ∈ {1, 2, . . . , |E|}, 0 ≤ w i ≤ N , and W = 1≤i≤|E| w i be the total weight of G. Our algorithm considers several intermediate graphs with lighter edge weights. During this process it is possible that weights of some of the edges may become zero. An edge e ∈ E is said to be active if its weight Wt(e) > 0, otherwise it is said to be inactive, that is when Wt(e) = 0. Let there be m (≤ |E|) distinct edge weights in current working graph where w 1 < w 2 < · · · < w m −1 < w m . We denote the first two distinct maximum edge weights in current working graph by H 1 and H 2 (< H 1 ), respectively. Assign H 2 = 0 in case m = 1.
We first build two new graphs referred to as G h and G ∆ h from a given weighted bipartite graph G. For any integer h ∈ [1, N ], we decompose the graph G into two lighter weighted bipartite graph G h and G ∆ h as proposed by Kao et al. [18, 19] . A minimum weight cover is a dual of maximum weight matching [19] . A cover of G is a function C:
Formation of G h from G: The graph G h is formed by including those edges {u, v} of G whose weights Wt(u, v) lie in the range
is constructed by the maximum weight edges of G and assigned unit weight to each edge. Formation of G ∆ h from G: Let C h be the minimum weight cover of G h . The graph G ∆ h is formed by including every edge {u, v} of G whose weight satisfies the condition
The weight assigned to such an edge is
Theorem 1 (The Decomposition Theorem [19] ). Let G be an undirected, weighted bipartite graph. Then
Note that the Theorem 1(b) is derived from Theorem 1(a), since for h = 1,
and
The Theorem 1(b) is used recursively in the Algorithm 1 [19] , to compute the weight of a maximum weight matching of the graph G. [19] to compute weight of a MWBM.
Algorithm 1 Kao et al.'s algorithm
Input: A weighted, undirected, complete bipartite graph G with positive integer weights on the edges. Output: Weight of a maximum weight matching of G, that is, Wt(mwm(G)).
Compute mm(G1) and find a minimum weight cover C1 of G1.
then return Wt(mm(G1)); 6: else return Wt(mm(G1))+Compute-Mwm(G 
Remark 1.
A graph G may not have all edge weights distinct. Consider the set of distinct edge weights of G. The Algorithm 1 works efficiently only when the largest edge weight differs by exactly one from the second largest edge weight of the current graph during an invocation of Theorem 1(b) in each iteration.
Remark 2. Observe that for arbitrary
One of our objectives is to investigate those values of h for which mwm(G h ) is equal to mm(G h ) apart from the trivial value of h as 1 in each iteration of the Algorithm 1 to generate G h having all its edge weights as 1.
In order to get the speed up whenever possible, by decreasing the number of iterations whenever possible, we revise the Theorem 1(b) and propose Theorem 2 which gives a domain of h ∈ [1, N ] where mwm(G h ) = mm(G h ) and as a consequence of that we can write
It works for h = 1 and performs well especially when the largest edge weight differs by more than one from the second largest edge weight in the current graph in a decomposition step during an iteration.
Theorem 2 (The Modified Decomposition Theorem). The following equalities hold for any integer h ∈ [1, H 1 − H 2 ] where H 1 and H 2 (< H 1 ) are the first two distinct maximum edge weights of graph G, respectively. We assign H 2 = 0 in case all edge weights are equal.
Proof. The proof of the above statements are based on the construction of new graphs G h and G ∆ h from G and Theorem 1(a). (a) To prove that for any integer h where
mm(G h ) holds true, it is enough to prove the same for the maximum value 3 of h, that is, for h = H 1 − H 2 . As specified earlier, the construction of G h is done by choosing those edges {u, v} of G that have weight
, G h has only the heaviest edges of G and each such edge is assigned the same weight. Thus,
Also by using the Theorem 2(a),
Hence for any integer
This completes the proof.
is not true, it is enough to show the same essentially for
According to the construction of G h , it is formed by edges {u, v} of G whose weights
, that is, G h is built with the maximum weight edges and second maximum weight edges of G, because
which is greater than or equal to 2 and that of each second heaviest edge {u, v} of G in G h is exactly
Hence mwm(G h ) = mm(G h ) for such a value of h. 
We use the modified decomposition Theorem 2 to design a recursive Algorithm 2 to compute the weight of a mwm(G).
Algorithm 2 Compute weight of a maximum weight matching of G.
Wt-Mwbm(G)
1: Assume that initially Wt(mwm(G)) = 0.
2: Find h = H1 − H2 from the current working graph G.
Example 2. Consider the bipartite graph shown in Figure 2 (a). The Algorithm 2 finds the weight of a MWBM in just two iterations, as the algorithm is designed for the best h in every invocation of Wt-Mwbm( ), whereas algorithm by Kao et al. [19] requires 500 iterations because it considers h = 1 in every invocation of Compute-Mwm( ). 
Correctness of the algorithm follows from the construction of G h and G ∆ h and the modified decomposition Theorem 2.
Complexity of the Modified Algorithm
Let G = (V = V 1 ∪ V 2 , E, Wt) be the initial input graph and N denotes the maximum edge weight of G, that is, for all i ∈ {1, 2, . . . , |E|}, 0 ≤ w i ≤ N and W = 1≤i≤|E| w i is the total weight of G. Further, let {w 1 , . . . , w m } be the set of distinct edge weights of G, where m ≤ |E|.
Based on the constructions of G h and G ∆ h , the modified decomposition Theorem 2 and the Algorithm 2, we can easily observe that in worst case the maximum number of possible iterations of Wt-Mwbm( ) is N , when h = 1 in each iteration in the current working graph. Whereas in the best case, all the edge weights of G are the same and so we will have h = N for the present decomposition. As a consequence the algorithm will terminate in the first iteration itself.
As the complexity analysis of the Algorithm 2 is almost similar to that presented elsewhere [19] , the details are available in Appendix 8 (see page 22). The algorithm takes O( |V |W /k(|V |, W /N )) time to compute the weight of a mwm(G) by using the algorithm by Feder and Motwani [10] , as a subroutine.
Let L i consists of edges of remaining G (after i − 1-th iteration) whose weights reduce in G ∆ h in i-th iteration. Also let there be p iterations, l i = |L i | for i = 1, 2, . . . , p ≤ N and h i = H i1 − H i2 in the i-th iteration, where H i1 and H i2 (< H i1 ) are the first two distinct maximum edge weights of the remaining graph G after the i − 1-th iteration.
From the detailed complexity analysis we have,
Moreover, the parameter W is smaller than W , essentially when the largest edge weight differs by more than one from the second largest edge weight in the current working graph in decomposition step during at least one iteration of the algorithm. Therefore in best case 5 , it requires O( |V ||E|/k(|V |, |E|)) time and in worst case O( |V |W/k(|V |, W/N )), to compute weight of a maximum weight matching. That is, |E| ≤ W ≤ W .
This time complexity bridges a gap between the best known time complexity for computing a Maximum Cardinality Matching (MCM) of unweighted bipartite graph and that of computing a MWBM of a weighted bipartite graph. In best case, for computation of weight of a MWBM, the Algorithm 2 takes O( |V ||E|/k(|V |, |E|)) time which is the same as the complexity of the Feder and Motwani's algorithm [10] for computing MCM of unweighted bipartite graph; whereas in worst case it (Algorithm 2) takes O( |V |W/k(|V |, W/N )) time which is the same as the complexity of the Kao et al.'s algorithm [19] . However, it is very difficult and challenging to get rid of W or N from the complexity. This modified algorithm works well for general W, but is best known for W = o(|E| log(|V |N )).
More Advantages: Scaling Up and Down, and GCD Properties
Some other advantages of the modified decomposition algorithm is stated by the following propositions. Let G = (V, E, Wt) be an undirected, weighted bipartite graph, E = {e 1 , e 2 , . . . , e |E| } be the set of positive integer weight edges with weights Wt(e i ) = w i > 0 (where 1 ≤ i ≤ |E|), N be the maximum edge weight and W = 1≤i≤|E| w i be the total weight of G. The modified decomposition Algorithm 2 computes weight of a maximum weight bipartite matching of G in O( |V |W /k(|V |, W /N )) time, where |E| ≤ W ≤ W .
Proposition 1 (Multiplicative Scaling Up Property
where |E| ≤ W ≤ W ; whereas for the graph G, the complexity of the Algorithm 1 becomes O( |V |αW/k(|V |, αW/N )).
Proof. As mentioned in the detailed complexity analysis of the Algorithm 2 (described in Appendix 8, page 22), let L i consists of edges of remaining graph G (left after i − 1-th iteration), whose weights reduce in G ∆ h in the i-th iteration of Wt-Mwbm( ). Assume that there be p iterations for the Algorithm 2, l i = |L i | for i = 1, 2, . . . , p ≤ N and h i = H i1 − H i2 in the i-th iteration, where H i1 and H i2 (< H i1 ) are the first two distinct maximum edge weights of the remaining graph G after i − 1-th iteration. From the detailed complexity analysis we have,
Observe that for the new graph G, the number of iterations in Algorithm Wt-Mwbm( G) still remains p and in the computation of Wt-Mwbm( G), L i consists of l i number of edges of the remaining graph G (after i − 1-th iteration), whose weights reduce in G ∆ h in i-th iteration of Wt-Mwbm( ). In this case, if h i = H i1 − H i2 in the i-th iteration, where H i1 and H i2 (< H i1 ) are the first two distinct maximum edge weights of the remaining graph G after i − 1-th iteration, respectively, then
Therefore, the modified Algorithm 2 will take O( |V |W /k(|V |, W /N )) time to compute the weight of a mwm( G) by using the algorithm by Feder and Motwani [10] as a subroutine; whereas time required for the Kao et. al.'s Algorithm 1 is O( |V |αW/k(|V |, αW/N )) time.
That is, multiplication by an integer constant to all the weight of edges of a weighted bipartite graph G does not affect the time complexity of the modified decomposition algorithm for computing the weight of a MWBM of the bipartite graph. The following remark talks about a conditional scaling down property of the algorithm for the graph G.
Remark 4 (Multiplicative Scaling Down Property). Let we scale down each edge weights of G by multiplying a factor of 1 α and get a new graph G, where α is the Greatest Common Divisor (GCD) of the positive edge weights of G. Then the time complexity of the Algorithm 2 for computing a MWBM of both the graphs G and G remains same.
Though during the complexity calculation of Algorithm 2 we have stated a bound for W as: |E| ≤ W ≤ W , but the following proposition gives a more better bound of the parameter W .
Proposition 2 (GCD Property).
Let G = (V, E, Wt) be an undirected, weighted bipartite graph and E = {e 1 , e 2 , . . . , e |E| } be the set of positive weight edges with weights Wt(e i ) = w i > 0 for 1 ≤ i ≤ |E|. Further, let the GCD of the positive edge weights of G is denoted by GCD(w 1 , w 2 , . . . , w |E| ), then
Proof. Without going into more detailed and repeated writing, as mentioned in the previous Proposition 1, we have:
Let g = GCD(w 1 , w 2 , . . . , w |E| ). Observer that, in any iteration i (where i = 1, 2, . . . , p) both H i1 and H i2 are divisible by g. Hence, according to the definition of h i s, each h i = H i1 − H i2 is also divisible by the factor g.
Complexity Analysis by Considering Other Base Algorithms
We also analyze the complexity of the Algorithm 2 by considering the HopcroftKarp algorithm [16] and Alt-Blum-Mehlhorn-Paul algorithm [1] as base algorithms.
With Respect to the Hopcroft-Karp Algorithm: Hopcroft-Karp algorithm [16] presents the best known worst-case performance for getting a maximum matching in a bipartite graph with runtime of O( |V ||E|). Hence the recurrence relation for running time of the Algorithm 2 with respect to HopcroftKarp algorithm is
With Respect to the Alt-Blum-Mehlhorn-Paul Algorithm: A bit better algorithm for dense bipartite graph is Alt-Blum-Mehlhorn-Paul algorithm [1] which is (log |V |) 1/2 -factor faster than Hopcroft-Karp algorithm for maximum bipartite matching. Hence the time complexity, with respect to AltBlum-Mehlhorn-Paul algorithm as a base algorithm, is O((|V |/ log |V |) 1/2 W ) and it is (log |V |) 1/2 -factor faster than the above case.
Finding a Maximum Weight Matching
The Algorithm 2 computes only the weight of a mwm(G) of a given graph G.
To find the edges of a mwm(G), we give a revised algorithm for constructing a Minimum Weight Cover (MWC) of G which is a dual of maximum weight matching. As mentioned before, a cover of G is a function C:
. We say C is minimum weight cover if Wt(C) is minimum. Let C be a MWC of a graph G.
Lemma 1 ( [19]). Let
Using this lemma we design an O( |V |W /k(|V |, W /N ))-time revised algorithm to compute a MWC of G. The correctness of this algorithm is clear from the Lemma 1 and the time complexity analysis is similar to that given in the previous section.
Algorithm 3 Calculate a MWC C of G.
Input: A weighted, undirected, complete bipartite graph G with positive integer weights on the edges. Output: A minimum weight cover C of G.
Mwc(G)
1: Assume that initially Wt(mwm(G)) = 0. 2: Find h ← H1 − H2 from the current working graph G.
then return C h ; 9: else 10:
return C, where
Now as deduced by Kao et al. in [19] , finding a maximum weight matching by using the given vertex cover takes O( |V ||E|/k(|V |, |E|)) time. Since |E| ≤ W ≤ W, so altogether O( |V |W /k(|V |, W /N )) time requires to find a MWBM of G.
Experimental Evaluation
The Algorithm 2 is efficient because of the modified decomposition Theorem 2. In order to understand the practical importance of the Algorithm 2, we report experimental evaluations of the same for the randomly generated weighted bipartite graphs.
Implementation and Experimental Environments
We have implemented both Kao et al.'s algorithm [19] and Algorithm 2 in C++ and compiled them using g++ 4.8.2-19ubuntu1 compiler. All the experiments have been performed on a Desktop PC with an Intel R Xeon R (E5620 @ 2.40 GHz ) Processor, 32.00 GB RAM and 1200 GB Hard Disk, running the Ubuntu 14.04.1 LTS (Trusty Tahr ) 64-bit Operating System.
Input Data Description and Its Randomness
For a frame of fixed number of vertices in a partition of the vertex set and fixed weight of bipartite graph G, we have generated the random weighted G by assigning random (uniformly distributed) weight to the randomly (uniformly distributed) picked up edges of G. The outputs of these experiments for an input bipartite graph G are:
(a) the number of iterations of Wt-Mwbm( ) and Compute-Mwm( ) in the Algorithms 2 and 1, respectively, for the graph G and (b) total time taken by the respective algorithms to compute the weight of a MWBM of G.
As mentioned in [15] , the Approximate Parameterized String Matching (APSM) problem under Hamming distance error model is computationally equivalent to the MWBM problem in graph theory. The input data relation between the above problems are:
(a) length of the pattern is equal to weight of the bipartite graph, and (b) alphabet size of the pattern is equal to number of vertices in a partition of the vertex set of the corresponding bipartite graph.
Experimental Results
We have tested the respective algorithms with large input data sets. The details are given below. In each of the graphs, the output of our Algorithm 2 (denoted in short by "Modified Algorithm") corresponds to the red colored unbroken line, whereas that of for the Algorithm 1 (denoted in short by "Kao et al.'s Algorithm") corresponds to the red colored dotted line.
Experiment 1 This experiment is done for a total of 250 pseudo-randomly generated bipartite graphs, each of its weight is fixed to 1000 unit where size of each of the partitions of the vertex set of bipartite graph varies from 2 to 26. Each numerical row of the Table 3 is corresponding to 10 different random graphs, each of whose size of each partition of the vertex set and weight of the graphs are fixed. Only for this experimental result, each row reports the average output of 10 different random graphs, each of whose number of vertices and weight are fixed.
For example, the numerical row corresponding to '# Vertices in a partition' equal to 15 reports the following. For the 10 randomly generated different bipartite graphs, each of whose size of the vertex set is 30 and weight is 1000 unit. And on an average the number of iterations of Wt-Mwbm( ) and Compute-Mwm( ) in the Algorithms 2 and 1 are 10.20 and 391.20, respectively; whereas average time taken by the respective algorithms to compute the weight of a MWBM are 0.001089 and 0.044228 seconds. Figure 3 shows the comparison on the number of iterations for the random graphs with different size partition of the vertices for the Algorithms 2 and 1. Similarly, Figure 4 gives the comparison time taken by the same algorithms for the random graphs with different size partition of the vertices. The next two experiments are done over the graphs corresponding to the randomly generated strings over the DNA alphabet Σ = {A, C, G, T } of different lengths.
Experiment 2 In this experiment we have fixed the size of each partition of each graph to 4 and randomly generated a total of 62 bipartite graphs for 62 different weights. See Table 4 for more details. Unlike previous experiment, each row reports the iterations and time comparison of the Algorithms 2 and 1 on a randomly generated bipartite graph with fixed size vertex and weight. Figures 5  and 6 describe the pictorial representation of the Table 4 .
Experiment 3
In the final experiment also we have fixed the size of a partition of each graph to 4 and but for a total of 71 randomly generated bipartite graphs for 71 different and large weights. See Table 5 for more details. 
Conclusions
We have fine-tuned the existing decomposition theorem originally proposed by Kao et al. in [19] , in the context of maximum weight bipartite matching and applied it to design a revised version of the decomposition algorithm to compute the weight of a maximum weight bipartite matching in O( |V |W /k(|V |, W /N )) time by employing an algorithm designed by Feder and Motwani [10] , as base algorithm. We have also analyzed the algorithm by using Hopcroft-Karp algorithm [16] and Alt-Blum-Mehlhorn-Paul algorithm [1] as base algorithms, respectively. The algorithm performs well especially when the largest edge weight differs by more than one from the second largest edge weight in the current working graph during an invocation of Wt-Mwbm( ) in any iteration. Further, we have given a scaling property of the algorithm and a bound of the parameter W as |E| ≤ W ≤ W GCD(w1,w2,...,w |E| ) ≤ W , where GCD(w 1 , w 2 , . . . , w |E| ) denotes the GCD of the positive edges weights {w 1 , w 2 , . . . , w |E| } of the weighted bipartite graph. The algorithm works well for general W, but is the best known for W = o(|E| log(|V |N )). The experimental study shows that performance of the modified decomposition algorithm is satisfactory. This is better than the O( |V |W/k(|V |, W/N )) time as mentioned in [19] . The parameter W is smaller than W which is the total weight of G, essentially when the heaviest edge weight differs by more than one unit from the second heaviest edge weight in a current working graph during a decomposition in any iteration of the algorithm. In best case the algorithm takes O( |V ||E|/k(|V |, |E|)) time to compute a maximum weight matching and in worst case O( |V |W/k(|V |, W/N )), that is, |E| ≤ W ≤ W . This time complexity bridges a gap between the best known time complexity for computing a Maximum Cardinality Matching (MCM) of unweighted bipartite graph and that of computing a MWBM of a weighted bipartite graph.
However, it is very difficult and challenging to get rid of W or N from the complexity. This modified algorithm works well for general W, but is best known for W = o(|E| log(|V |N )).
