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Introduction:
The main aim of the    
ATLAS Beam Condi-
tions Monitor (BCM) [1] 
is to protect the ATLAS In-
ner Detector silicon trackers from 
high radiation doses caused by LHC 
beam incidents, e.g. magnet failures. The 
BCM uses in total 16 1x1 cm2 500 μm thick poly-
crystalline chemical vapor deposition (pCVD) diamond 
sensors. They are arranged in 8 positions around the ATLAS 
LHC interaction point. Time difference measurements with sub nanosec-
ond resolution are performed to distinguish between particles from a 
collision and spray particles from a beam incident. An abundance of the 
latter leads the BCM to provoke an abort of the LHC beam. A FPGA based 
readout system with a sampling rate of 2.56 GHz performs the online data 
analysis and interfaces the results to ATLAS and the beam abort system.
The BCM diamond sensors, the detector modules and their readout sys-
tem are described. Results of the operation with the first LHC beams are 
reported and results of commissioning and timing measurements (e.g. with 








Experiences at Spp ̅S, LEP, RHIC, HERA and 
Tevatron show that beam incidents can 
happen and might also happen at the LHC. 
Instantaneous beam conditions meas-
urement can distinguish for each bunch 
crossing between:
• normal collision (& measure interaction 
position)
• beam gas (only tiny effect expected)
• beam halo (mostly muons)
• pilot beam loss (5 × 109 protons @ 450 GeV)
• beam loss (2808 x 1.15 × 1011 protons @ 7 TeV)
Between two detector stations located at positions ±z along the beampipe the 
Time Of Flight (TOF) is measured in order to distinguish the background from 
collision events. A collision event in the middle between the two stations re-
sults in Δt = 0, whereas a background event outside of the two stations results 
in Δt measurements of ±2z/c.
Since the LHC revolution time of 86 μs is long compared to the timescale of 
magnet failures (order of 1 ms) this distinction can be used to generate early 
enough warning, alarm and abort signals. The beams get aborted before 
tracker detectors are harmed by high instantaneous radiation doses.
With this layout the detectors need to be fast with signal rise times of about    
1 ns, pulse widths around 3 ns and baseline restoration times in the order of 
10 ns. Close to the beampipe they have to withstand radiation doses up to        
50 MRad during the 10 years of expected operation. Diamond used as sensor 
material fulfills these requirements and was se-






















low dielectr. const. low capacitance
low leakage current low noise
high mobility fast signals
room temperature no cooling
radiation hard no replacement
Detectors & Readout:
Each of the eight ATLAS 
BCM detectors contains 
two pCVD diamond 
sensors glued back-
to-back to an alumina 
ceramic base board. The 
sensor material was 
developed by the CERN 
RD42 Collaboration [2] 
and Element Six Ltd. [3]. 
They have dimensions of  
1 x 1 cm2 and are 500 μm thick 
with Ti-Pt-Au  8 x 8 mm2 contacts on both 
sides. With a bias voltage of 1000 V typical sensors have a charge collection dis-
tance of 220 μm and a leakage current below 100 pA. The double sensor layout 
doubles the charge signal 
with a noise increase of only 
30%. With respect to the beam 
axis the sensors are mounted 
tilted at 45°, which leads to a 
signal increase of √2. With a 
most probable MIP energy 
loss of 9.0 ke- (mean: 11.3 ke-) 
signal-to-noise ratios up to 
10 are achievable.
The copper plated G10 mod-
ule boxes contain together 
with the sensors a two stage 
RF current amplifier in sepa-
rate shielded compartments. A 
500 MHz Agilent MGA-62563 GaAs MMIC low noise amplifier is used in the first 
stage and a Mini Circuit Gali-52 In-Ga-P HBT broadband microwave amplifier in 
the second stage. Each stage has ~20 dB amplification, with the first one ex-
hibiting a noise factor of 0.9 dB. The radiation 
hardness of the amplifiers was tested with reac-
tor neutrons and CERN PS protons up to flu-
ences of 1015/cm2. A 20% amplification loss was 
observed for the Agilent amplifier without noise 
increase. The Gali amplifier showed an amplifica-
tion loss of 0.5 dB.
Four detector boxes are installed inside the    
ATLAS Pixel volume at the Beam Pipe Support 
Structure (BPSS) cruciforms at each detector 
side. It results in sensor positions of z = ±1.84 m 
at a radius of 5.5 cm from the beam. The boxes 
are tilted by 45° in order to maximize the 
charge collection. A HV/LV supply cable and a 
signal cable per detector pass the Patch Panel 1 
(PP1). The signal is routed via 14 m long coaxial 
cables to readout electronics outside the   
ATLAS Hadronic Tile Calorimeter at Patch 
Panel (PP2). 
The ionization dose at PP2 is 10 Gy in 10 years. 
Less radiation tolerant readout electronics can 
be used. A 200 MHz compensated fourth order ...
2nd stage: Mini Circuits 
GALI-52, 1 GHz,
20 dB
1st stage: Agilent MGA-62653, 

























In the counting room the 16 TOT 
optical signals are received by 
photo diodes (Lightron LP3A4-
SNC1) and converted to PECL 
electrical signals on two optical 
receiver board with 8 channels 
each.
The electrical signals of each 
receiver are sampled by a Read 
Out Driver (ROD). These data 
processing devices are based on 
Xilinx ML410 development 
boards with a FX60 Virtex-4 
Field Programmable Gate Array 
(FPGA) each. With the desired 
sampling rate of 2.56 GHz 
each FPGA provides 8 RocketIO 
serial input/output channels. 
Therefore each 25 ns LHC 
bunch crossings results in 64 
samples of 390 ps length. 
Together with the onboard ethernet interface two extension boards and a personality 
module interface the ROD to the ATLAS trigger, DAQ (TDAQ), Detector Control Sys-
tem (DCS), Detector Safety System (DSS) and the Controls Interlocks Beam User 
(CIBU) system.
The input channels can be individually delayed to compensate cable length differ-
ences. A fine delay in 64 steps of 390 ps and a coarse delay in 16 steps of 25 ns are 
used. Onboard 256 MB DDR2-400 SDRAM is used as a cyclic buffer to store via a 
dual port B(lock)RAM the raw data of 
the last 1123 LHC revolutions. Pat-
tern matching is used for edge de-
tection and a binary 
search-tree to find 
the 1st, 2nd (& 3rd) ris-
ing and falling 
edges and calculate 
the pulse widths. Two rising edges 
with the corresponding pulse 
widths are stored per bunch cross-
ing via another dual port BRAM in an 
onboard 64 MB DDR-320 SDRAM cyclic buffer for the last 816 LHC revolutions. 
Both cyclic buffers can be read out via dual port BRAMs and an UDP ethernet control-
ler FSM in the case of a beam abort. A single board computer (SBC) analyzes and 
transmits the data to the Cern Control Center (CCC) post mortem system.
A Level1 buffer stores leading edge and pulse width data together with a bunch 
crossing identifier. Level1 Accept trigger signals, coming from the ATLAS Central 
Trigger Processor (CTP) through the BCM Local Trigger Processor (LTP), select data 
which is fed into a ROD formatter. The Formatter FSM manages the data formatting 
and flow control for the HOLA S-Link interface. This optical interface is used to transfer 
the data into the Read Out Subsystem (ROS) and the subsequent ATLAS standard 
TDAQ readout chain.
In a third data path the leading edge and pulse width information is analyzed by a 
time window module. Configurable time windows are used to detect on-time (colli-
sion) and out-of-time (background) hits as well as hits around the expected collision 
hits with a wide time window. A Level1 trigger module searches for coincidences, e.g. 
between on- and out-of-time hits, and provides 9 trigger signals to the CTP. They 
are used to trigger minimum bias events, particles traveling between the detector 
stations and events with high multiplicity or with hits in the low gain channels.
A beam permit module searches for coincidences between on- and out-of-time 
hits, as well as for high multiplicities of high gain hits in coincidence with low gain 
hits in order to trigger a LHC beam abort. Beam warning and beam abort signals are 
provided to the DSS and injection permit and beam permit signals to the CIBU. The 
FPGA is programmed with a USB programmer included in the ROD. DAQ and DCS 
systems take care of the configuration and monitoring of the ROD through the eth-
ernet interface.
The 16 detector channels are connected to the optical receivers and RODs in the most 
possible redundant way. If one of the receivers or RODs stops working still informa-

















DSS, CIBU & LEDs trigger, L1A & S-Link
extension




The BCM detectors are constantly powered and 
read out since beginning of August 2008. They 
are operated with a bias voltage of 1000 V when 
the ATLAS solenoid magnet is on. If the magnet 
is off the bias voltage is reduced to 800 V in 
order to reduce the effect of erratic dark cur-
rents. Stable voltages and temperatures (around 
room temperature) have been observed for all de-
tectors. High voltage trips at 1 μA due to dark erratic currents 
have been observed very rarely only in one of the eight detec-
tors. For the detector with the highest leakage current of     
0.8 μA with magnetic filed off the leakage current reduced 
to 0.025 μA with the solenoid at its nominal magnetic field of 
2 T. In the first weeks of operation the readout system showed susceptibilities 
to RF signals in the service cavern. Holes in the RF shielding at the interconnec-
tion cables between the optical 
receivers and the RODs have 
been identified and replaced 
by better shielded cables. In-
creased hit rates (~100 Hz) are 
observable during calibration 
runs (digital injections) of the 
Pixel Detector, but no sign of 
any pickup during normal 
data taking is visible.
On the 10th of September 2008 the beam abort and DSS interfaces as well as 
the DCS readout were activated for the first LHC beams. The BCM DCS 
online monitoring system measures hit rates on the ROD with an integration 
time of one second. Rates are transmitted via UDP ethernet to a DCS PC and 
provided to the global ATLAS DCS. One of the beams was initially directed at 
beam collimators just out-
side ATLAS to fill much of the 
experiment with splash parti-
cles - so called beam-
splash event. For five de-
tectors an peak in the DCS 
hit rates was observed for 
several splash events. The 
DAQ system was not avail-
able due to an problem in the 
FPGA readout timing. 
BCM DCS hit rates during LHC 




























Commissioning with Cosmic Muons:
In November 2008 an ATLAS combined Inner Detector 
cosmic muon data taking period took place. In total 51 
million events were recorded in four days. Two different 
cosmic triggers with a total trigger rate of 150 Hz were 
used. One trigger is using the Resistive Plate Chamber 
(RPC) muon detector whereas the other one uses the 
straw Fast-OR mechanism of the Transition Radiation 
Tracker (TRT). In the BCM online monitoring 25 events 
with in total 81 hits were found. With the used trigger fre-
quency a sampling ratio of ~40% for the online monitoring 
was measured. For each trigger from the CTP the BCM reads out 31 con-
secutive bunch crossings (LVL1As) in order to cover a wide readout win-
dow. A first timing calibration using the fine and coarse delays of the ROD 
was performed on the basis of cable and fiber length measurement. Most of 
the hits showed up in the online monitoring with the expected timing in 
LVL1A bin 19.
Analysis of the Event Summary Data (ESD) shows for both triggers in total 
104 events with a peak at LVL1A 19.2 (RPC) and 19.3 (TRT), respectively. 
The lower peak width of the TRT Fast-OR triggered hits can be explained by 
a well known lower trigger jitter of this trigger. For the RPC triggered data 
stream all but one high gain channels show at least one hit close to the 
expected LVL1A bin. Since no threshold tuning (only a noise rate equaliza-
tion) was performed the track occupancies for the channels are different. 
The higher track prob-
ability for the vertical 
modules (odd channel 
numbers) due to the 
angular distribution of 
the cosmic muons is 
covered by this. 
Known unequal trig-
ger efficiencies be-
tween the two TRT 
endcaps contribute as 
well to the asymme-
try observed be-
tween the A and C 
side in the  Fast-OR 
triggered data stream.
Examples for cosmic muon 
tracks through BCM detec-
tors are shown for each of 
the triggers. The RPC trig-
gered track traverses the 
TRT endcap A, has in total 
19 TRT straw hits and a hit in 
the BCM module below the 
beampipe on the A side. 
The TRT Fast-OR triggered 
example track enters the 
TRT endcap on the C side 
and creates 24 low threshold 
and 10 high threshold TRT 
hits. Hits are created also in 
three SCT barrel layers and 
in one of the SCT Endcap A 
disks. The BCM module on the A side above the beampipe has a hit.
BCM cosmic muon track
Run: 96851 Event: 152860
RPC trigger
TRT Endcap A
BCM side A, Detector -Y / Harris
BCM cosmic muon track
Run: 96884 Event: 3547447
TRT Fast-OR trigger
TRT Endcap C, SCT Barrel & Endcap A 
BCM side A, Detector +Y / Helmut & Peter
LVL1A [25 ns]




























































Eight pCVD diamond detector modules are operated as ATLAS BCM since 
August 2008. TOT encoded charge information is sampled with 2.56 GHz 
by a FPGA based ROD. It generates beam abort and trigger signals by 
searching in-time and out-of-time coincidences, provides full post mor-
tem history for about 1000 LHC revolutions, and it interfaces the informa-
tion to ATLAS TDAQ, DCS and DSS. Increases of the DCS hit rates were ob-
served during the LHC startup beam-splash events. BCM cosmic muon 
tracks were found in the RPC and TRT triggered data streams. With higher 
statistics in future cosmic data taking periods the timing configuration can 
be optimized in preparation for the first LHC collisions. Even with limited 
statistics it serves as a high precision time reference for TRT and SCT.
... Butterworth low-pass filter is used to suppress reflections at the end of the coax-
ial cable and optimize the signal-to-noise ratio. The signal is split with a ratio of about 
1:11 in order to increase the dynamic range of the measurement.
Both signals are connected to a NINO [4] chip, which is used to amplify up to eight dif-
ferential input signals. Discriminators with adjustable thresholds are used in the 
NINO to digitize the signals. This happens in order to encode the charge seen at the 
input to a Time-Over-Threshold (TOT) length of the digital pulses at the output. The 
LVDS output signals exhibit rise times of about 1 ns with 25 ps jitter. The NINO ASIC 
was developed by CERN-MIC for TOF measurements of the ALICE RPC detector. It fea-
tures a radiation tolerant design fabricated on 0.25 μm IBM Deep-SubMicron (DSM) 
technology.
Radiation tolerant laser diodes (Mitsubishi FU-427SLD-FV1) are used to convert the 
TOT digital signals into optical signals, which are transmitted through 70 m long opti-
cal fibers to the off-detector electronics in the ATLAS USA15 counting room.
