T he foundations of mimicry studies are usually provided by theoretical works that model the putative behaviours of highly simplified 'robot predators in virtual ecologies' (see Speed 1999; a small sample includes: Huheey 1976; Owen & Owen 1984; Turner et al. 1984; Speed 1993; MacDougall & Dawkins 1998; Speed & Turner 1999) . The Pavlovian Predator of Speed (1993) incorporated conditioning theory to show that when there are discrepancies in levels of defence between mimetic prey, the least defended species could dilute the protection of the better defended one. The resulting relationship may then be much more parasitic and Batesian-like (or quasi-Batesian) than, as traditionally believed, mutualistic and Müllerian. MacDougall & Dawkins (1998) have taken this virtual predator forward by designing a 'Discriminatively Imperfect Predator' (DIP) which makes recognition errors and has no capacity to forget. It provides an imaginative angle on an old and controversial area.
When a piece of work is taken and reworked the following questions are likely to arise. (1) Has the original work been interpreted 'properly'? (2) What is added to the original work and how sound is the reworking? (3) What general lessons might be learnt for the subject in general? We deal with these questions in turn.
Interpretation of the Pavlovian Predator
Although MacDougall & Dawkins (1998) have given an admirably clear account of the Pavlovian Predator as described by Speed (1993), they did not report its predictions with complete accuracy. In particular, they stated that the 1993 paper rules out true Müllerian mimicry, except in the highly restrictive case of mimetic species having exactly the same degree of protection (see e.g. MacDougall & Dawkins page 1281, column 2; page 1287, column 2, paragraph 1). We are surprised by this misinterpretation and since it has been repeated elsewhere (Ruxton 1998), it is important to stress what the Pavlovian Predator really does predict (Speed 1998).
Under a Pavlovian Predator that has a capacity to forget, Müllerian mimicry is not an infinitely slim point on a spectrum of prey acceptabilities. Figure 1a (an annotated resimulation of Figure 3 in Speed 1993, page 574) shows that of the available 'unpalatable parameter space' nearly one-third is taken up by Müllerian mimicry (i.e. from Mimic learning asymptote of 0.3 to 0.2, where 0.2 is the point of equal Model-Mimic defence). Model's gain from mimicry arises in this region because the comimic generates sufficient additional learning events to offset predator forgetting, even though it may be less well defended than Model. This is explained more fully in Speed (1993, pp. 576-577) . Müllerian mimicry in Speed (1993) is therefore a region containing defended mimics 'which are nearly as nasty as their co-mimics' (page 578, column 1, paragraph 2) as well as those equally nasty (see Turner 1995) . Indeed the only simple way that the Pavlovian Predator can be modified to exclude Müllerian mimicry is by removing forgetting from the system (Fig.  1b) as MacDougall & Dawkins have done in constructing their DIP. If forgetting is taken away from the virtual predator, Model never gains protection from mimicry. Clearly any simulation that predicts that all, or virtually all, mimetic relationships are effectively Batesian (as in Fig. 1b) is challenged by the observation that mimetic polymorphism is much more common in edible than defended species (Speed & Turner 1999 ). Huheey's (1976) virtual predator predicts that almost all mimicry is Batesian which we regard as a serious flaw (see e.g.
