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1. Introduction
In [1], we gave necessary and sufﬁcient conditions for the existence of a matrix pencil whose strict
equivalence (Kronecker) invariants and some of its rows (or analogously columns) are prescribed. This
result is an important step towards the solution of the challenge problem posed by Loiseau et al. [7].
Also, the result from [1] improved majority of the existing results in the ﬁeld (see references within
[1]), and has been used as a tool for solvingmany open completion problems (like e.g. [2,3]). However,
the conditions obtained in [1] are somewhat implicit, i.e. they involve some existential quantiﬁers in
the most general case (see Theorems 4 and 6 in [1]).
In this paper we improve the conditions given in [1] (more speciﬁcally the conditions given in
Theorems 4 and 6 from [1]), by giving new, explicit and simpliﬁed ones.
E-mail address: dodig@cii.fc.ul.pt
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
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Because of the generality of the studied problem, the importance of obtaining a completely ex-
plicit solution is obvious. These new conditions have already been useful for solving further matrix
pencil completion problems, as in [4]. In the future, more applications of this result and of these new
conditions are expected.
2. Notation and problem formulation
Weuse basic concepts from the theory ofmatrix pencils – for details see [6] – aswell as the notation
from [1]. Here we recall some basic facts:
All polynomials are considered tobemonic. If f is apolynomial,d(f )denotes its degree. Ifψ1| · · · |ψr
are the invariant factors of a matrix G(λ) ∈ F[λ]n×m, with r = rankG(λ), then wemake a convention
that ψi = 1, for any i 0, and ψi = 0, for any i r + 1. Also, for any sequence of nonincreasing
nonnegative integers b1  · · · bn, we make a convention that bi = −∞ for i > n and b0 = +∞.
Problem 1. Let F be a ﬁeld. Let A(λ) ∈ F[λ](n+p)×(n+m) be a matrix pencil with α˜1| · · · · · · |α˜n,
r1  · · · rr > rr+1 = · · · = rp = 0 and c1  · · · cc > cc+1 = · · · = cm = 0 as homogeneous in-
variant factors, row and columnminimal indices, respectively. LetM(λ) ∈ F[λ](n+p+l)×(n+m) be ama-
trixpencilwith γ˜1| · · · |γ˜n+s ashomogeneous invariant factors, r¯1  · · · r¯r¯ > r¯r¯+1 = · · · = r¯p+l−s =
0 and d1  · · · dρ¯ > dρ¯+1 = · · · = dm−s = 0 as row and column minimal indices, respectively.
Find necessary and sufﬁcient conditions for the existence of a matrix pencil B(λ) ∈ F[λ]l×(n+m),
such that[
A(λ)
B(λ)
]
∈ F[λ](n+p+l)×(n+m)
is strictly equivalent toM(λ).
Here n = rankA(λ) = ∑ni=1 d(α˜i) +∑pi=1 ri +∑mi=1 ci, and n + s = rankM(λ).
Before proceeding note that if ρ¯ < m − s, then c < m. Moreover, in this case m − s − ρ¯ m − c.
Thus, we can “cut off" these indices, and the correspondingm − s − ρ¯ zero columns. Thus, from now
on, without loss of generality, we can assume that M(λ) does not have zero column minimal indices,
i.e. that ρ¯ = m − s.
In this sectionwe shall introduce the notation thatwill be used further on in the paper, andwe shall
re-state Theorem 6 from [1], which gives a solution to Problem 1, but with some existential quantiﬁers
involved.
2.1. Additional notation
Assuming that thepolynomials α˜1| · · · |α˜n and γ˜1| · · · |γ˜n+s, and the integers r1  · · · rr > rr+1 =· · · = rp = 0 and r¯1  · · · r¯r¯ > r¯r¯+1 = · · · = r¯p+l−s = 0 satisfy
γ˜i|α˜i, i = 1, . . . , n,
and
n+s∑
i=1
d(lcm(α˜i−s, γ˜i))
n+s∑
i=1
d(γ˜i) −
r∑
i=1
ri +
r¯∑
i=1
r¯i,
we deﬁne
˜j :=
n+j∏
i=1
lcm(α˜i−j , γ˜i), j = 0, . . . , s.
a1 :=
r¯∑
i=1
r¯i −
r∑
i=1
ri +
n+s∑
i=1
d(γ˜i) − d(˜s−1) − 1,
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ai := d(˜s−i+1) − d(˜s−i) − 1, i = 2, . . . , s.
Lemma 1 below implies that a1  · · · as. For some further details on the “convexity" properties of
˜i’s and their variations, the interested reader is referred to [5].
Lemma 1. For every j = 1, . . . , s, we have ˜j−1|˜j , and
˜j
˜j−1
∣∣∣∣∣ ˜j+1˜j , j = 1, . . . , s − 1.
Proof. From the deﬁnition of ˜j we have that ˜j = γ˜1 · · · γ˜j∏ni=1 lcm(α˜i, γ˜i+j), and so ˜j−1|˜j . More-
over, we have:
˜j
˜j−1
= γ˜1 · · · γ˜j
∏n
i=1lcm(α˜i, γ˜i+j)
γ˜1 · · · γ˜j−1∏ni=1lcm(α˜i, γ˜i+j−1) =
γ˜j
∏n
i=1lcm(α˜i, γ˜i+j)∏n
i=1lcm(α˜i, γ˜i+j−1)
=
∏n
i=1lcm(α˜i−1, γ˜i+j−1)∏n
i=1lcm(α˜i, γ˜i+j−1)
lcm(α˜n, γ˜n+j) =
n∏
i=1
lcm(α˜i−1, γ˜i+j−1)
lcm(α˜i, α˜i−1, γ˜i+j−1)
lcm(α˜n, γ˜n+j).
Now, by using the fact that for any two polynomials p and q, we have pq = lcm(p, q) gcd(p, q), and
that lcm(α˜i, α˜i−1, γ˜i+j−1) = lcm(α˜i, lcm(α˜i−1, γ˜i+j−1)), we have:
˜j
˜j−1
=
∏n
i=1gcd(α˜i, lcm(α˜i−1, γ˜i+j−1))∏n
i=1α˜i
lcm(α˜n, γ˜n+j),
and so
˜j
˜j−1
∣∣∣ ˜j+1
˜j
, as wanted. 
For the integers d1  · · · dρ¯ > 0, and c1  · · · cc > cc+1 = · · · = cρ¯+s = 0 (recall that we are
assuming that ρ¯ = m − s), and for a choice of s indices 1 j1 < · · · < js m, we shall deﬁne the
following nonincreasing sequences of nonnegative integers:
The sequence ν1  · · · νρ¯ is obtained from the sequence c1  · · · cρ¯+s bydeleting cj1 , cj2 , . . . , cjs .
The sequence f1  · · · fρ¯+s is the nonicreasing ordering of ν1, . . . , νρ¯ , cj1 + 1, . . . , cjs + 1.
Let ρ := 	{i|νi > 0}. Assuming that ρ¯  ρ + s, we deﬁne the sequence s1  · · · sρ¯ as the noni-
creasing ordering of ν1, . . . , νρ , cjs + 1, cjs−1 + 1, . . . , cjs−ρ¯+ρ+1 + 1.
Note that from the deﬁnition of si’s we have
si  ci+s+ρ−ρ¯ . (1)
We shall also assume that
di  si, i = 1, . . . , ρ¯. (2)
In particular, this implies that di  νi, i = 1, . . . , ρ¯ and di  ci+s, i = 1, . . . , ρ¯ .
Furthermore, we deﬁne the integers
hj := min{i|di−j+1 < fi}, j = 1, . . . , s,
with the convention that h0 := 0 and hs+1 := ρ¯ + s + 1. It is straightforward to see that hj < hj+1,
for all j = 0, . . . , s. In particular, we have hj  j, j = 0, . . . , s + 1.
Note that for every i ∈ {1, . . . , s} and given ji, the sequences νq’s, fq’s and sq’s do not change if we
take ji − k instead, where k is a nonnegative integer such that
cji−k−1 > cji−k = · · · = cji .
If for some positive integer r, cji = cji+1 = · · · = cji+r , then the indices ji, ji+1, . . . , ji+r can be replaced
by ji − k, ji − k + 1, . . . , ji − k + r.
Thus, without loss of generality, we can assume that ji, i = 1, . . . , s, are such that fji = cji + 1,
i = 1, . . . , s.
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Then, from the deﬁnition of hi and (2) (in fact from di  νi, i = 1, . . . , ρ¯), we have that ji  hi, for
every i = 1, . . . , s. Indeed, the sequence f1  · · · fji−1 is the nonincreasing ordering of ν1, . . . , νji−i
and cj1 + 1, cj2 + 1, . . . , cji−1 + 1. Thus, for all q < ji, we have νq−(i−1)  fq, and so by (2), we have
dq−i+1  νq−i+1  fq, for q = 1, . . . , ji − 1, implying ji  hi.
Analogously as above, we deﬁne similar sequences, but without a choice of indices 1 j1 < · · · <
js m. First of all, let
h¯j := min{i|di−j+1 < ci}, j = 1, . . . , s, (3)
with h¯0 := 0 and h¯s+1 := ρ¯ + s + 1. Note that h¯j < h¯j+1, for every j = 0, . . . , s, and so h¯j  j, j =
0, . . . , s + 1.
Thesequence ν¯1  · · · ν¯ρ¯ isobtained fromthesequence c1  · · · cρ¯+s bydeleting ch¯1 , ch¯2 , . . . , ch¯s .
Let ρ′ := 	{i|ν¯i > 0}. Assuming that ρ¯  ρ′ + s, we deﬁne the sequence s¯1  · · · s¯ρ¯ as the noni-
creasing ordering of ν¯1, . . . , ν¯ρ′ , ch¯s + 1, ch¯s−1 + 1, . . . , ch¯s−ρ¯+ρ′+1 + 1.
Again, from the deﬁnition we have that
s¯i  ci+s+ρ′−ρ¯ . (4)
Also, let
x := max{i|h¯i  c}, (5)
i.e. x = c − ρ′.
Finally, let
vj := min{i|ri−j+1 < r¯i}, j = 1, . . . , r¯ − r.
2.2. Previous result
Since the restriction on the number of added rows in Theorem 6 from [1], does not affect the proof
given therein, we can replace m + l by m, and by using the notation from above, we can re-state the
main result from [1]:
Theorem 1. Let A(λ) and M(λ) be matrix pencils given in Problem 1.
There exists a matrix pencil B(λ) ∈ F[λ]l×(n+m) such that[
A(λ)
B(λ)
]
∈ F[λ](n+p+l)×(n+m)
is strictly equivalent to M(λ), if and only if the following conditions are valid
(o) 0 smin(l,m),
there exist 1 j1 < · · · < js m such that
(i) ρ  ρ¯  ρ + s,
(ii) di  si, i = 1, . . . , ρ¯ ,
(iii) r  r¯  r + l − s,
(iv) r¯i+r¯−r  ri, i = 1, . . . , r,
(v) γ˜i|α˜i+ρ−ρ¯ |γ˜i+s+r¯−r+ρ−ρ¯ , i = 1, . . . , n − ρ + ρ¯ ,
(vi)
∑hj
i=1 fi −
∑hj−j
i=1 di 
∑j
i=1 ai + j, j = 1, . . . , s + ρ − ρ¯ ,
(vii)
∑vj
i=1 r¯i −
∑vj−j
i=1 ri 
∑n
i=1 d(α˜i) +
∑s
i=1 ai + s −
∑n+s
i=1 d(lcm(γ˜i, α˜i−j−s)),
j = 1, . . . , r¯ − r,
(viii)
∑n+s
i=1 d(lcm(α˜i−s, γ˜i))
∑n+s
i=1 d(γ˜i) −
∑r
i=1 ri +
∑r¯
i=1 r¯i,
(ix)
∑ρ¯+s
i=1 ci =
∑ρ¯
i=1 di +
∑s
i=1 ai.
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3. Auxiliary results
By using the notation from Section 2, we have:
Proposition 1. If
∑ρ¯+s
i=1 ci =
∑ρ¯
i=1 di +
∑s
i=1 ai, then the following two sets of conditions are equivalent:
(I) There exist indices 1 j1 < · · · < js m such that
ρ  ρ¯  ρ + s, (6)
γ˜i|α˜i+ρ−ρ¯ , i = 1, . . . , n − ρ + ρ¯ , (7)
di  si, i = 1, . . . , ρ¯ , (8)
hj∑
i=1
fi 
hj−j∑
i=1
di +
j∑
i=1
ai + j, j = 1, . . . , s + ρ − ρ¯. (9)
(II)
ρ′  ρ¯  ρ′ + s, (10)
γ˜i|α˜i+ρ′−ρ¯ , i = 1, . . . , n − ρ′ + ρ¯ , (11)
di  s¯i, i = 1, . . . , ρ¯. (12)
h¯j∑
i=1
ci 
h¯j−j∑
i=1
di +
j∑
i=1
ai, j = 1, . . . , s + ρ′ − ρ¯. (13)
Proof. The proof is split into two cases.
Case 1: c = ρ¯ + s, i.e. cρ¯+s > 0. Then ρ = ρ′ = ρ¯ .
In this case, the conditions (7) and (11), aswell as the conditions (6) and (10) are the same.Moreover,
we have:
(I) ⇒ (II) From the way we have deﬁned s¯1, . . . , s¯ρ¯ , and from the deﬁnition of h¯1, . . . , h¯s (see (3)),
the condition (12) is always valid.
Moreover, from thedeﬁnition of fi, it is trivial to see that fi  ci, i = 1, . . . , ρ¯ + s (in fact, fi ∈ {ci, ci +
1}). This gives fh¯j  ch¯j > dh¯j−j+1 i.e. hj  h¯j , j = 1, . . . , s.Also, from the deﬁnition of hi and fi’s, we have
that
hj∑
i=1
ci 
hj∑
i=1
fi − j, j = 1, . . . , s.
Now, in order to prove (13), we have
h¯j∑
i=1
ci =
hj∑
i=1
ci +
h¯j∑
i=hj+1
ci 
hj∑
i=1
fi − j +
h¯j∑
i=hj+1
ci.
From (9) we further have that
hj∑
i=1
fi − j +
h¯j∑
i=hj+1
ci 
hj−j∑
i=1
di +
j∑
i=1
ai + j − j +
h¯j∑
i=hj+1
ci.
Finally, since h¯j < h¯j+1 and since for all i < h¯j+1, di−j  ci, we have that
hj−j∑
i=1
di +
j∑
i=1
ai +
h¯j∑
i=hj+1
ci 
h¯j−j∑
i=1
di +
j∑
i=1
ai
as wanted.
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(II) ⇒ (I) Let ji := h¯i, i = 1, . . . , s. Then si = s¯i, i = 1, . . . , ρ¯ , and so we trivially obtain (8).
Thus, we are left with proving (9).
Let j ∈ {1, . . . , s}. We have that fh¯j ∈ {ch¯j , ch¯j + 1}. The proof will depend on the number of ci’s
which are equal to ch¯j . We shall introduce some notation that will be useful for the computation of hj ,
and thus for proving (9) for such j.
More precisely, let y 0 be the maximal integer such that ch¯j−y = ch¯j , and let z  0 be the maximal
integer such that ch¯j = ch¯j+z i.e. let
ch¯j−y−1 > ch¯j−y = ch¯j−y+1 = · · · = ch¯j−1 = ch¯j = ch¯j+1 = · · · = ch¯j+z > ch¯j+z+1.
Since dh¯j−j+1 < ch¯j , we have that h¯j+1 = h¯j + 1, . . . , h¯j+z = h¯j + z. Moreover, let
t := max{i ∈ {0, . . . , y}|h¯j−i = h¯j − i}. (14)
Then, since h¯j−t = h¯j − t, from the deﬁnition of h¯j−t we have that for every i < h¯j−t = h¯j − t it is
valid that ci  di−(j−t)+1. In particular, we have that for every i = 1, . . . , y − t
ch¯j−y+i−1  dh¯j−y−(j−t)+i, i = 1, . . . , y − t. (15)
Denote by w the number of indices i ∈ {1, . . . , y − t}, for which we have strict inequality in (15).
Finally, since all ci’s from (15) are equal
(
ch¯j−y = · · · = ch¯j−t−1
)
while the corresponding sequence
of di’s is nonincreasing
(
dh¯j−y−(j−t)+1  · · · dh¯j−j
)
, we have that the strict inequalities in (15) occur
exactly for the indices i = 1, . . . ,w.
To clarify all these deﬁnitions, we put all of them in the following picture:
dh¯j−y−j+t+1≥ · · · ≥dh¯j−y−j+t+w>dh¯j−y−j+t+w+1= · · · = dh¯j−j∨ ∨ || ||
ch¯j−y−1 > ch¯j−y = · · · = ch¯j−y+w−1 = ch¯j−y+w = · · · =ch¯j−t−1= · · · = ch¯j+z > ch¯j+z+1
(16)
Before proceeding, note that (14) implies
h¯j−t−1 < h¯j − y. (17)
Indeed, otherwise wewould have h¯j−t−1  h¯j − y and from (14) we have h¯j−t−1 < h¯j−t − 1. But then,
ch¯j−t−1 = ch¯j−t−1+1 = ch¯j , and from the deﬁnition of h¯j−t−1 we have
ch¯j−t−1+1 = ch¯j−t−1 > dh¯j−t−1−(j−t−1)+1 = dh¯j−t−1+1−(j−t)+1.
The last implies h¯j−t  h¯j−t−1 + 1, which contradicts (14).
In order to prove (9) for j, we shall ﬁrst compute hj in terms of h¯j , y, z, t and w.
From the deﬁnitions, we have that h¯j+ν = h¯j + ν , for ν = 0, . . . , z and that h¯j−ν = h¯j − ν , for
ν = 1, . . . , t, while h¯j−t−1 < h¯j − y (see (17)). Thus the sequence of fi’s for i = h¯j − y, . . . , h¯j + z is
such that the ﬁrst z + t + 1 of them are equal to ch¯j + 1 while the remaining ones are equal to ch¯j . In
other words
fi = ch¯j + 1, h¯j − y i h¯j − y + z + t, (18)
fi = ch¯j , h¯j − y + z + t + 1 i h¯j + z.
Moreover, since fi  ci for all i, we have that hq  h¯q, for all q = 1, . . . , s. Since ch¯j−y−1 > ch¯j−y and h¯j −
y h¯j−t , the sequence f1  f2  · · · fh¯j−y−1 is the nonincreasing ordering of ν¯1, ν¯2, . . . , ν¯h¯j−y−(j−t),
ch¯1 + 1, ch¯2 + 1, . . . , ch¯j−t−1 + 1, and so ν¯i  fi+j−t−1, for i = 1, . . . , h¯j − y − (j − t). Then from (12)
we have that for all i h¯j − y − 1:
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di−(j−t)+1  s¯i−j+t+1  ν¯i−j+t+1  fi,
and so hj−t  h¯j − y.
In such a way, we obtained that
h¯j − y hj  h¯j. (19)
Now, let’s see when hj < h¯j , or in other words when min{i|di−j+1 < fi} < h¯j . Because of (19), the last
is possible iff there exists i such that
h¯j − y i h¯j − 1 and di−j+1 < fi, (20)
and minimal such iwill be hj . Now, for all i h¯j − 1, we have that di−j+1  dh¯j−j  ch¯j (see (16)), while
for all i h¯j − y we have fi  ch¯j + 1. Thus (20) is equivalent to di−j+1 = ch¯j and fi = ch¯j + 1. Finally,
for the indices i with h¯j − y i h¯j − 1, we have (see (16) and (18))
di−j+1 = ch¯j ⇐⇒ h¯j − y + w + t  i h¯j − 1,
fi = ch¯j + 1 ⇐⇒ h¯j − y i h¯j − y + z + t,
and so (20) is equivalent to
h¯j − y + w + t  imin(h¯j − 1, h¯j − y + z + t).
Thus, we have obtained that hj < h¯j if and only if wmin(y − t − 1, z), and in that case hj = h¯j −
y + w + t.
So, altogether we have two possibilities:
(a) if wmin(y − t − 1, z) then hj = h¯j − y + w + t.
(b) if w > min(y − t − 1, z) then hj = h¯j .
Finally, we can pass to the proof of (9). First of all, from (13) for j − t − 1, we have
h¯j−t−1∑
i=1
ci 
h¯j−t−1−j+t+1∑
i=1
di +
j−t−1∑
i=1
ai. (21)
Moreover from the deﬁnition of w and h¯j−t , we have dh¯j−y−j+t+i > ch¯j−y+i−1, i = 1, . . . ,w, and
di−j+t+1  ci, i < h¯j−t . Thus,
h¯j−t−1∑
i=h¯j−t−1+1
ci 
h¯j−j∑
i=h¯j−t−1−j+t+2
di − w. (22)
Now, (22) together with (21) gives
h¯j−t−1∑
i=1
ci 
h¯j−j∑
i=1
di +
j−t−1∑
i=1
ai − w. (23)
If (t + 1)ch¯j 
∑j
i=j−t ai, then
h¯j∑
i=1
ci 
h¯j−j∑
i=1
di +
j∑
i=1
ai − w. (24)
On the other hand, if (t + 1)ch¯j >
∑j
i=j−t ai (t + 1)aj , then ch¯j > aj . So, we have zch¯j  z(aj + 1)∑j+z
i=j+1 ai + z. This together with (13) for j + z gives
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h¯j∑
i=1
ci 
h¯j−j∑
i=1
di +
j∑
i=1
ai − z. (25)
Thus, from (24) and (25) we have
h¯j∑
i=1
ci 
h¯j−j∑
i=1
di +
j∑
i=1
ai − min(w, z). (26)
Now, depending on the case (a) and (b) from above, we have the following:
If (a), then from the deﬁnition ofw we have that ch¯j = dh¯j−y−j+w+t+1 = · · · = dh¯j−j . Thus, by the
deﬁnition of fi’s and by (26), follows
hj∑
i=1
fi =
h¯j−y+w+t∑
i=1
fi = w + j +
h¯j−y+w+t∑
i=1
ci = w + j +
h¯j∑
i=1
ci −
h¯j∑
i=h¯j−y+w+t+1
ci =
= w + j +
h¯j∑
i=1
ci −
h¯j−j∑
i=h¯j−y+w+t+1−j
di 
 w + j +
h¯j−j∑
i=1
di +
j∑
i=1
ai − min(w, z) −
h¯j−j∑
i=h¯j−y+w+t+1−j
di =
= j +
h¯j−y+w+t−j∑
i=1
di +
j∑
i=1
ai = j +
hj−j∑
i=1
di +
j∑
i=1
ai,
as wanted.
If (b), then by the deﬁnition of fi’s and by (26), follows
hj∑
i=1
fi =
h¯j∑
i=1
fi =
h¯j∑
i=1
ci + min(y − t, z) + j

h¯j−j∑
i=1
di +
j∑
i=1
ai − min(w, z) + min(y − t, z) + j
hj−j∑
i=1
di +
j∑
i=1
ai + j,
as wanted.
This ﬁnishes our proof in the case 1, and thus we can pass to the next case.
Case 2: c < ρ¯ + s, i.e. cc+1 = · · · = cρ¯+s = 0.
(I) ⇒ (II) : First, we shall prove that if (9) holds for j = 1, . . . , s + ρ − ρ¯ , then it holds even for
j = s + ρ − ρ¯ + 1, . . . , s.
We start by proving
hs−ρ¯+ρ+1 > c. (27)
For ρ¯ = ρ this is trivially satisﬁed.
If ρ¯ > ρ , suppose on the contrary that hs−ρ¯+ρ+1  c. Then s − ρ¯ + ρ + 1 hs−ρ¯+ρ+1  c, and so
1 hs−ρ¯+ρ+1 − (s − ρ¯ + ρ) c − (s − ρ¯ + ρ) = ρ¯ + (c − ρ) − s = ρ¯ + 	{i|ji  c} − s ρ¯.
Then (8) for i = hs−ρ¯+ρ+1 − (s − ρ¯ + ρ), together with (1) would give
dhs−ρ¯+ρ+1−(s−ρ¯+ρ)  shs−ρ¯+ρ+1−(s−ρ¯+ρ)  chs−ρ¯+ρ+1 ,
which contradicts the deﬁnition of hs−ρ¯+ρ+1.
Hence (27) is valid.
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As a consequence, for all j > s − ρ¯ + ρ we have chj = 0. By the deﬁnition of hj we have dhj−j+1 <
fhj , and thus hj − j + 1 = ρ¯ + 1, i.e.
hj = ρ¯ + j. (28)
Also, from (7) and from the deﬁnition of ai’s, we have ai + 1 = 0, for i = s + ρ − ρ¯ + 1, . . . , s.
Thus
j∑
i=1
ai + j =
s∑
i=1
ai + s,
for all j > s + ρ − ρ¯ . Hence for all j > s + ρ − ρ¯ , we have
hj∑
i=1
fi =
ρ¯+j∑
i=1
fi 
ρ¯+s∑
i=1
fi =
ρ¯∑
i=1
di +
s∑
i=1
ai + s =
hj−j∑
i=1
di +
j∑
i=1
ai + j.
Thus, we have proven that (9) is valid for all j = 1, . . . , s.
Now, we can go back to the proof of the Case 2:
Like in the proof of the previous case, we have ji  hi  h¯i, i = 1, . . . , s. Thus, from the deﬁnitions
of ρ′ and ρ , we have that
ρ  ρ′  ρ¯. (29)
Hence, γ˜n+ρ¯−ρ′ |γ˜n+ρ¯−ρ , which together with (7) gives (11). Also, from (29) and (11) we obtain (10).
Since we have proved that the condition (9) is valid for j = 1, . . . , s, we can apply the same arguments
as in the proof of the Case 1 and thus obtain (13).
Finally, we are left with proving (12). However, from the properties of hj and h¯j , and by (27), we
have that
h¯s+ρ′−ρ¯+1  hs+ρ′−ρ¯+1  hs+ρ−ρ¯+1 > c,
and so h¯j = ρ¯ + j, j > s + ρ′ − ρ¯ , i.e. ci = 0, for all i h¯s+ρ′−ρ¯+1. Thus the sequence s¯1  · · · s¯ρ¯ is
equal to ν¯1  · · · ν¯ρ′  1 · · · 1︸ ︷︷ ︸
ρ¯−ρ′
.
So, we are left with proving that
di  ν¯i, i = 1, . . . , ρ′. (30)
From the deﬁnition of h¯i’s and from the deﬁnition of x (see (5)), (30) is trivially satisﬁed for all i =
1, . . . , h¯x − x. Moreover, since ν¯i = ci+x , for all i = h¯x − x + 1, . . . , ρ′ − x, we are left with proving
di  ci+x , i = h¯x − x + 1, . . . , ρ′. (31)
If x = s, from (8) follows di  ci+s, i = 1, . . . , ρ¯ (see comments after formula (2)), which gives (31).
If x < s, from the deﬁnition of h¯x+1 := min{i|di−x < ci}, we have that di  ci+x for all i < h¯x+1 − x.
Since h¯x+1 − x = ρ¯ + x + 1 − x = ρ¯ + 1 > ρ′, this gives (31).
(II) ⇒ (I) Like in the Case 1, put ji := h¯i, i = 1, . . . , s. Then si = s¯i, i = 1, . . . , ρ¯ , as well as ρ = ρ′.
Thus, we trivially obtain the conditions (6)–(8). Moreover, since we proved that the condition (13) is
valid for all j = 1, . . . , s, we can apply the same arguments as in the proof of the previous case and
thus obtain the validity of (9), as wanted. 
The following lemma shows that the condition (12) can be replaced by a simpler condition that
does not involve the sequence s¯i.
Lemma 2. With the notation from Section 2, the condition
di  s¯i, i = 1, . . . , ρ¯ , (32)
is equivalent to
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di  ci+s, i = 1, . . . , ρ¯ , and s − x ρ¯ − ρ′. (33)
Proof. First, suppose that (32) is valid. Then, by using the previous notation, we have di  s¯i  ν¯i  ci+s,
i = 1, . . . , ρ¯ . We are going to prove that (32) implies
h¯s−ρ¯+ρ′+1 > c. (34)
If ρ¯ = ρ′, then (34) is trivially satisﬁed.
If ρ¯ > ρ′, suppose on the contrary that h¯s−ρ¯+ρ′+1  c. Then s − ρ¯ + ρ′ + 1 h¯s−ρ¯+ρ′+1  c, and
so
1 h¯s−ρ¯+ρ′+1 − (s − ρ¯ + ρ′) c − (s − ρ¯ + ρ′) = ρ¯ + x − s ρ¯.
Then (32) for i = h¯s−ρ¯+ρ′+1 − (s − ρ¯ + ρ′), together with (4) would give
dh¯s−ρ¯+ρ′+1−(s−ρ¯+ρ′)  s¯h¯s−ρ¯+ρ′+1−(s−ρ¯+ρ′)  ch¯s−ρ¯+ρ′+1 ,
which contradicts the deﬁnition of h¯s−ρ¯+ρ′+1.
Thus we proved (34), which is obviously equivalent to s − ρ¯ + ρ′ + 1 x + 1, i.e. s − x ρ¯ − ρ′,
hence proving one implication.
For the converse, suppose that (33) is satisﬁed. Then from s − x ρ¯ − ρ′ we have h¯s−ρ¯+ρ′+1 > c,
i.e. the sequence s¯1  · · · s¯ρ¯ is equal to ν¯1  · · · ν¯ρ′  1 · · · 1︸ ︷︷ ︸
ρ¯−ρ′
. Thus, we are left with proving
that
di  ν¯i, i = 1, . . . , ρ′. (35)
Again, from the deﬁnition of h¯i’s and x, (35) is trivially satisﬁed for all i = 1, . . . , h¯x − x. Moreover,
since ν¯i = ci+x , for all i = h¯x − x + 1, . . . , ρ′ − x, we are left with proving
di  ci+x , i = h¯x − x + 1, . . . , ρ′. (36)
If x = s, (36) becomes di  ci+s, for i = h¯x − x + 1, . . . , ρ′, which obviously follows from (33).
If x < s, from the deﬁnition of h¯x+1 := min{i|di−x < ci}, we have that di  ci+x for all i < h¯x+1 − x.
Since h¯x+1 − x = ρ¯ + x + 1 − x = ρ¯ + 1 > ρ′, this gives (36), as wanted. 
4. Main result
Now we can give new, improved and completely explicit solution to Problem 1. The conditions we
give are equivalent to the conditions from Theorem 1, however, they are much simpliﬁed and, even
more importantly, they are completely explicit. We are using the notation introduced till now.
Theorem 2. Let A(λ) and M(λ) be matrix pencils given in Problem 1.
There exists a matrix pencil B(λ) ∈ F[λ]l×(n+m) such that[
A(λ)
B(λ)
]
∈ F[λ](n+p+l)×(n+m)
is strictly equivalent to M(λ), if and only if
(o) 0 smin(l,m),
(i) 2(c − ρ¯) 2x c + s − ρ¯ ,
(ii) di  ci+s, i = 1, . . . , ρ¯ ,
(iii) r  r¯  r + l − s,
(iv) r¯i+r¯−r  ri, i = 1, . . . , r,
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(v) γ˜i|α˜i+c−x−ρ¯ |γ˜i+s+r¯−r+c−x−ρ¯ , i = 1, . . . , n + x − c + ρ¯ ,
(vi)
∑h¯j
i=1 ci −
∑h¯j−j
i=1 di 
∑j
i=1 ai, j = 1, . . . , s − x + c − ρ¯ ,
(vii)
∑vj
i=1 r¯i −
∑vj−j
i=1 ri 
∑n
i=1 d(α˜i) +
∑s
i=1 ai + s −
∑n+s
i=1 d(lcm(γ˜i, α˜i−j−s)),
j = 1, . . . , r¯ − r,
(viii)
∑n+s
i=1 d(lcm(α˜i−s, γ˜i))
∑n+s
i=1 d(γ˜i) −
∑r
i=1 ri +
∑r¯
i=1 r¯i,
(ix)
∑ρ¯+s
i=1 ci =
∑ρ¯
i=1 di +
∑s
i=1 ai.
Proof. By Theorem 1, Proposition 1, Lemma 2 and the deﬁnition of x (x = c − ρ′), we obtain that the
conditions (o) − (ix) are necessary and sufﬁcient, as wanted. 
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