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Abstract. We prove existence of global weak solutions for the Nernst-Planck-Poisson problem which
describes the evolution of concentrations of charged species X1, . . . , XP subject to Fickian diffusion
and chemical reactions in the presence of an electrical field, including in particular the Boltzmann
statistics case. In contrast to the existing literature, existence is proved in any dimension. Moreover,
we do not need the assumption P = 2 nor the assumption of equal diffusivities for all P components.
Our approach relies on the intrinsic energy structure and on an adequate nonlinear and curiously more
regular approximate problem. The delicate passing to the limit is done in adequate functional spaces
which lead to only weak solutions.
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1. Introduction and Main Results
Our main goal is to prove global existence of weak solutions in any dimension for the Nernst-
Planck-Poisson system (NPP). It describes the evolution of a dilute solution with charged solutes in
presence of Fickian diffusion and electromigration. It consists in a coupled system of parabolic and
elliptic equations for the unknowns ci, Φ, where ci denotes the concentration of species Xi and Φ the
electrical potential. In this model, the total mass flux of Xi is given by
Ji = j
d
i + j
e
i = −di∇ci − di FRT zici∇Φ,
where jdi and j
e
i represent the diffusional and the migrational part of the flux, respectively. The param-
eters F,R, T > 0 denote the Faraday constant, the ideal gas constant and the (constant) temperature,
respectively, and zi ∈ Z represents the charge number of species Xi. In general, the diffusivities di > 0
depend on the full composition of the system, see e.g. [8].
The bulk equations for concentrations ci are given by
∂tci + div(−di∇ci − di F
RT
zici∇Φ) = fi(c), t > 0, x ∈ Ω, i = 1, . . . , P, (1)
where Ω ⊂ RN , supplemented with no-flux boundary conditions and initial conditions, i.e.
∂νci +
F
RT
zici∂νΦ = 0, t > 0, x ∈ ∂Ω, ci(0) = c0i , x ∈ Ω. (2)
The right-hand side fi(c) is assumed to be quasi-positive, i.e. fi(c) ≥ 0 if ci = 0, which allows us to
expect nonnegative solutions ci, if c
0
i is nonnegative.
The electrical potential Φ is determined by Maxwell’s equation of electro-statics, i.e.
− ∆Φ = F
P∑
i=1
zici, t > 0, x ∈ Ω, (3)
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where we assume constant permittivity  > 0 of the fluid. Note that the right-hand side represents the
charge density within the electrolyte. Coming up with physically reasonable boundary conditions for
this problem is a more delicate topic. It seems well-accepted in the mathematical literature to impose
homogeneous Dirichlet or Neumann boundary conditions although, as is well-known, the boundary is,
in general, charged (see [28]) which is not accounted for in those frameworks. This is the reason why
we work with the inhomogeneous Robin boundary condition
∂νΦ + τΦ = ξ, t > 0, x ∈ ∂Ω. (4)
This condition can be motivated by considering the boundary locally as a plate capacitor. The
parameter τ > 0 can be viewed as the capacity of the boundary and ξ (a given datum to the problem)
refers to an external potential as well as a boundary charge. For a more detailed discussion in this
respect, we refer to [4]. Actually, we will assume that τ = τ(x) 6≡ 0 so that pure Neumann boundary
conditions may be considered on some parts of the boundary.
The NPP-model goes back to the fundamental works of W. Nernst and M. Planck, see [27, 29, 30].
Typical situations which are captured by this model comprise semiconductors, electrolytes, nano-
filtration processes, ion channels, etc., see e.g. [36, 28, 5, 35]. A quite recent discussion on the ap-
plicability of NPP in the general case of non-dilute aqueous solutions is contained in [13]. There,
the authors discuss the necessity of incorporating the mechanical pressure into the model. Indeed,
for the case of a non-dilute fluid more general models are required in order to assure thermodynamic
consistency, see also [9]. For a justification of NPP in the dilute case, we refer to [4] where a detailed
account on the connection of NPP to the more general Maxwell-Stefan equations and to the frequently
employed “electro-neutrality condition” is also given.
Throughout this work, we assume that the diffusivities di are functions of space and time only
subject to some further mild regularity constraints, where we allow di 6= dj for i 6= j. In view of the
production terms fi, we restrict ourselves to the case of bounded functions which depend on t, x, c;
see Remark 1 for further explanation and motivation.
The purpose of the present article is to show existence of global weak solutions to system (1)-(4) for
bounded domains Ω ⊂ RN with C2-boundary, where N ≥ 1. In general, the concentrations ci turn
out to only have local W 1,1-regularity in space. For the physical case N = 3, however, we are able to
reveal global W 1,
3
2 -regularity. We do not address the uniqueness question which is an open problem
in this weak setting.
In the 1990s, the Nernst-Planck-Poisson system has attracted quite some attention in mathematical
research; see, e.g., [1, 2, 3, 6, 7, 16, 18, 20, 21, 22]. Let us give a brief account on those results and
show their relation to ours.
In most cases, a bounded smooth domain Ω ⊂ RN , N = 2, 3, is considered. In case of N = 2 well-
posedness and long-time behaviour are well-understood: in [3], existence and uniqueness of global weak
solutions is shown, as well as convergence to uniquely determined steady states. For sufficiently smooth
data, it is proved in [7] that there is a unique global classical solution. These results have been improved
in [2] by computing an explicit exponential rate of convergence with the help of logarithmic Sobolev
inequalities. In papers of H. Gajewski, A. Glitzky, K. Gro¨ger, R. Hu¨nlich, [16, 17, 18, 20, 21, 22],
the authors supplement the model with quite general reaction terms coming from mass-action kinetics
chemistry subject to natural growth assumptions, and prove global well-posedness and exponential
convergence to uniquely determined steady states.
Already the three-dimensional setting causes severe difficulties so that global existence (resp. well-
posedness) has only been shown under additional assumptions so far. Typical examples for such
further assumptions are:
(i) The initial data is sufficiently close to steady states, see [3];
3(ii) The a priori estimate supt>0 ‖c(t)‖L2(Ω) <∞ holds, see e.g. [7];
(iii) All charge numbers have the same sign, i.e. either zi ≥ 0 or zi ≤ 0, see [18];
(iv) There are only two components involved, i.e. P = 2, see [18];
(v) The diffusional fluxes have a similar structure as above, with ∇ci replaced by the more general
ci∇µi, where µi = µi(ci/c∗i ) is the chemical potential with a reference concentration c∗i , but
the growth of the function s → µ−1i (s) is at most like sγi with 0 ≤ γi < 4N−2 (see [19] and
also [18]). This does not include the less regular model studied here as soon as N ≥ 3.
In fact, this polynomial growth of µ−1i (s) turns out to be satisfied for chemical potentials
corresponding to so-called Fermi-Dirac statistics. It is not satisfied in the case treated here
which includes the important case of Boltzmann statistics with chemical potential of the type
µi(s) = µ
0
i +RT ln(ci/c
∗
i ) and which potentially leads to quite less regular solutions.
From the modelization point of view, let us emphasize that the Fermi-Dirac statistics is
relevant for the transport of electrons in metals or semiconductors, where quantum effects need
to be accounted for, while the classical Boltzmann statistics yields a very good description for
the transport on ionic species in solutions (electrolytes).
None of the above just stated assumptions will be imposed in our setup. Note also that most of
the mathematical references cited above [except in particular [19], [18]] consider the case of constant
diffusivities di, which is not needed in our approach either. The advantage of this generality lies in
the potential to tackle related quasilinear problems, where di may also depend on c, by means of
fixed-point methods, thus approaching more complete physical situations.
During the last decade, concerning the mathematical analysis of related models, NPP has been
complemented by the Navier-Stokes equations (NS) modeling the fluid flow; see, e.g., [4, 10, 15, 24,
33, 34]. Partly due to the fact that NS itself is unknown to be well-posed in three-dimensional domains
without further assumptions on the initial data, the results on NSNPP are similar to the ones in case
of pure NPP. Without going into more detail on NSNPP here, let us point out that, apart from [4, 15],
assumption (iv) is imposed throughout, which simplifies the situation considerably. This is why our
approach to global well-posedness is also of interest to the more complicated situation of NSNPP with
P species.
Before stating the main results of this article, let us fix some conventions and notations. For
convenience we set the parameters F,R, T,  = 1; it is easy to check that our results remain true in
the general case, where those parameters are positive constants.
Throughout the paper, Ω denotes an open bounded and connected subset of RN with C2-boundary
∂Ω.
Time-space cylinders are written as QT = (0, T )×Ω and ΣT = (0, T )×∂Ω for T ∈ (0,∞). We write
C∞0 (RN ) for the space of smooth functions with compact support defined on RN . Note that C∞(Ω) =
{v|Ω|v ∈ C∞0 (RN )}. Positive cones of nonnegative functions will be denoted by Lp(Ω)+, C∞0 (RN )+,
etc., and RP+ is short for (R+)P .
For the data to (1)-(4), we assume the following
di ∈ L∞loc([0,∞);L∞(Ω)) and for all T > 0,
there are numbers d(T ), d(T ) such that
0 < d(T ) ≤ di(t, x) ≤ d(T ) < +∞ for (t, x) ∈ QT .
 (5)
fi ∈ C([0,+∞)× Ω× RP+) with
(i) |fi(t, x, y)| ≤ C for all (t, x, y) ∈ [0,∞)× Ω× RP ,
(ii) ∂yjfi ∈ C([0,+∞)× Ω× RP+), j = 1, . . . , P,
(iii) fi(t, x, y) ≥ 0 if yi = 0, i.e. f is quasi-positive.
 (6)
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(i) τ ∈ L∞(∂Ω)+ with τ 6≡ 0;
(ii) ξ ∈ L2(∂Ω) is a time-independent function;
(iii) c0 ∈ Lp(Ω)+ for some p ∈ [2,∞) with p > N/2.
 (7)
Instead of fi(t, x, y), we will often merely write fi(y).
Our first existence result then reads as follows.
Theorem 1. Under assumptions (5)-(7), there exists (c,Φ): [0,∞) → [L1(Ω)+]N ×W 1,2(Ω)) such
that (1)-(4) is satisfied in the following sense:
(i) For all T > 0
ci ∈ C([0, T ];L1(Ω)) ∩ L1(0, T ;W 1,1loc (Ω)),
Φ ∈ L∞(0, T ;W 1,2(Ω)) ∩ L2(0, T ;W 2,2loc (Ω)),
di∇ci + dizici∇Φ ∈ L1(QT ).
(ii) For all ψ ∈ C∞(QT ) such that ψ(T ) = 0∫
QT
−ci∂tψ + (di∇ci + dizici∇Φ)∇ψ =
∫
Ω
c0iψ(0) +
∫
QT
fi(c)ψ. (8)
(iii) For all ϕ ∈ C∞(Ω), for a.e. t ∈ R+,∫
Ω
∇Φ(t)∇ϕ+
∫
∂Ω
(τΦ(t)− ξ)ϕ =
∫
Ω
(
P∑
i=1
zici(t)
)
ϕ. (9)
Let us sketch the main ideas of the proof. It is well-known that there exists - at least formally - a
nonnegative free energy functional which grows at most exponentially along solutions to the Nernst-
Planck-Poisson system; it is given by
V0(t) =
N∑
i=1
∫
Ω
(
ci log ci − ci + 1
)
+
1
2
(∫
Ω
|∇Φ|2 +
∫
∂Ω
τ |Φ|2
)
.
From a physical viewpoint, V can be interpreted as a modified Gibbs free energy with chemical and
electrical contributions. Its formal dissipation rate can be estimated by
d
dt
V0(t) ≤ −
N∑
i=1
∫
Ω
1
dici
|di∇ci + dizici∇Φ|2 + C
(
1 + V0(t)
)
, (10)
where C is some constant depending on the bounds of fi. Remark that dissipation is present in case
of non-vanishing mass fluxes Ji = −di∇ci − dizici∇Φ. Integrating the dissipation rate over 0 to T in
time, we directly obtain a natural a priori bound for the solution (c,Φ). In general, no further energy
estimates are at hand; see e.g. [7]. Expanding the square under the integral then gives
N∑
i=1
∫
QT
di
( |∇ci|2
ci
+ z2i ci|∇Φ|2 + 2zi∇ci∇Φ
)
≤ C, (11)
where C > 0 depends on T , the bounds on fi, τ, ξ as well as the initial data c
0, since V0 is bounded
from below. Having a lower bound on di this boundedness carries over to each summand without di.
The first two terms are nonnegative and the third one can be treated by integration by parts:∫
QT
P∑
i=1
zi∇ci∇Φ = −
∫
QT
P∑
i=1
zici∆Φ +
∫
ΓT
zici∂νΦ. (12)
5Since −∆Φ = ∑i zici, the first integral on the right-hand side has a positive sign. However, the
boundary integral needs to be controlled, which is not possible with common absorption techniques
in arbitrary space dimension.
In order to overcome this difficulty, we apply a cut-off technique, i.e. we multiply the nonnegative
integrand of (11) by a nonnegative test function ζ2 with compact support in order to get rid of the
unpleasant boundary terms when integrating by parts. This procedure leads to local compactness
inside Ω which we strongly use to prove existence. But we merely obtain the stated local W 1,1-
regularity in space for solutions ci to (1)-(4) in the general case.
Returning to the physical situation N = 3, it turns out that the boundary integral in (12) can be
handled appropriately if one assumes slightly more regularity on ξ than stated in (7). So in this case,
there is global regularity in space for concentrations ci, as stated in our second main result.
Theorem 2. Under assumptions (5)-(7) and ξ ∈ Lq(∂Ω) with q ∈ (2,∞), there exists (c,Φ): [0,∞)→
[L1(Ω)+]N ×W 1,2(Ω) such that, in addition to the assertions of Theorem 1, we have
ci ∈ C([0,∞);L1(Ω)) ∩ L1loc([0,∞);W 1,
3
2 (Ω)),
Φ ∈ L∞loc([0,∞);W 1,2(Ω)) ∩ C([0,∞);Lr(Ω)), r ∈ [1, 6).
Of course, all those formal computations sketched above need to be carried out on approximate
solutions having sufficient regularity. But detecting an appropriate approximate version of (1)-(4) is
not straightforward. On the one hand, the resulting problem should possess a global solution and
on the other hand, we shall not disturb the energy structure too much, because we want to use the
just motivated computations. One possibility is to regularize the total charge density
∑
i zici in the
Poisson equation (3) by resolvents of the Robin-Laplacian subject to a small parameter ε > 0. This
is done in [14, 32] (for the case f ≡ 0); see also [15] for a corresponding approach to NSNPP. A
Leray-Schauder fixed-point argument then provides global weak solutions for the approximate system
and the formal energy relations are inherited by the resulting approximate solutions. More precisely,
there is a modified functional V˜ consisting of two summands with the same growth properties as V0.
The first one has the same form as V0 and the second one constitutes a “small” perturbation term.
However, despite of the similarity of the energy structure, the resulting a priori estimates turn out to
be quite technical.
In this article, we pursue a different strategy which is inspired by [18],[19]. The idea is to consider a
quasi-linear approximate version of the semi-linear problem (1)-(4). Let us explain this approach in
more detail. For η > 0 and p ∈ (1,∞), set h(r) = r+ ηrp, r ≥ 0. Following [18], [19], it can be shown
that the system
∂tci + div(−di∇h(ci)− dizici∇Φ) = fi(c), t > 0, x ∈ Ω, (13)
∂νh(ci) + zici∂νΦ = 0, t > 0, x ∈ ∂Ω, ci(0) = c0i , x ∈ Ω, i = 1, . . . , P, (14)
supplemented with (3)-(4), provides a very similar energy structure and moreover,leads to a very
regular ∇Φ. To be more specific, V0 has to be modified in the following way:
V (t) =
N∑
i=1
∫
Ω
ψ(ci) +
1
2
(∫
Ω
|∇Φ|2 +
∫
∂Ω
τ |Φ|2
)
,
where ψ(r) = r log r − r + 1 + ηp−1rp ≥ 0, r ≥ 0. It can still be shown that V grows at most
exponentially. The striking point with this setup is that we obtain an L∞(0, T ;Lp(Ω))-estimate on
c, where we can choose p as large as we please, so that the solution Φ of (3)-(4) is very regular.
This observation essentially allows us to solve in a strong sense problem (13)-(14), (3)-(4) via a
Leray-Schauder fixed-point argument. The technical reason why this strategy works is the relation
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h′(r) = rψ′′(r). Compactness of approximate solutions is much easier to establish as compared
to [14, 32].
Remark 1. Let us comment on the hypotheses we require for Theorems 1 and 2.
(i) The authors are aware of the limited physical relevance of having bounded production terms
fi. In a forthcoming paper, however, we will use the results of this article in order to construct
global solutions for (1)-(4), where, apart from certain natural structural assumptions, the right-
hand sides fi are merely bounded in L
1(QT ) which includes lots of significant applications.
(ii) Time-independence of ξ is present for technical reasons and simplicity. The L2-regularity is
used in order to estimate Φ(0) in W 1,2(Ω), since V (0) plays an important role when estimat-
ing (11). The fact that we need slightly more regularity on ξ is related to the compactness of
certain Sobolev embeddings and is commented in Remark 6.
(iii) It is easy to see that, in the situation of Theorem 1, it is actually possible to derive a corre-
sponding result for the case when the boundary condition (4) is replaced by
Φ = ξD on ΓD, ∂νΦ + τΦ = ξR on ΓR,
where ΓD ∪ ΓR = ∂Ω and ΓD,ΓR are disjoint, open and closed in ∂Ω, and where ξD, ξR ∈
L2(∂Ω). However, it seems difficult to have such a generalization for Theorem 2, see Remark 7.
Remark 2. It is easy to see that in case of f ≡ 0, we obtain c ∈ L∞(0,+∞;L1(Ω)) and Φ ∈
L∞(0,+∞;W 1,2(Ω)) in the statements of Theorems 1 and 2, cf. Lemma 3.
2. An approximate system.
The aim of this section is the existence of weak solutions on arbitrary large time intervals for an
approximate version of (1)-(4) as well as energy estimates. As already mentioned, the idea is taken
from the nonlinear results in [18],[19]. Since we are in a different setting and, moreover, to provide a
self-contained presentation, we give a proof below. It is based on the results in [25], energy estimates,
and Leray-Schauder’s fixed-point theorem. The crucial point with our choice of approximating (1)-(4)
is in particular the a priori estimate for c in L∞(0, T ;Lp(Ω)) and the fact that the approximate
system preserves the energy structure discussed above.
Let throughout this section T0 > 0 and η ∈ (0, 1) be fixed and set h(r) := r+ηrp for some p ∈ [1,∞).
Using this notation, we state the following approximate version of system (1)-(4):
∂tci + div(−di∇h(ci)− dizici∇Φ) = fi(c) on QT0
∂νh(ci) + zici∂νΦ = 0 on ΣT0
ci(0) = c
0
i on Ω
 , i = 1, . . . , P, (15)
−∆Φ = ∑Pi=1 zici on QT0
∂νΦ + τΦ = ξ on ΣT0
}
, (16)
where we assume the following stronger conditions on the data as compared to (5)-(7):
di ∈ C2([0,+∞)× Ω; (0,∞)) and for some d(T ), d(T ) > 0,
0 < d(T ) ≤ di(t, x) ≤ d(T ) <∞ for all (t, x) ∈ (0, T )× Ω,
fi ∈ C2([0,+∞)× Ω× RP ) with
(i) |fi(t, x, y)| ≤ C,∀(t, x, y) ∈ [0,∞)× Ω× RP ,
(ii) fi(t, x, y) ≥ 0 if yi = 0, i.e. fi is quasi-positive,
τ ∈ C1(∂Ω)+ with τ 6≡ 0,
ξ ∈ C2(∂Ω),
c0 ∈ C2(Ω)+.

(17)
7Remark 3. From the uniform bound on fi, we directly deduce c ∈ L∞(0, T ;L1(Ω)+) for any T > 0
by (15) using the no-flux boundary conditions:
d
dt
∫
Ω
ci =
∫
Ω
fi(c) ≤ C.
We will frequently refer to this boundedness as mass control.
The solution of (15)-(16) will be based on a Leray-Schauder fixed-point argument. We gather some
a priori estimates first. Formally the functional V defined by
V0(t) =
P∑
i=1
∫
Ω
ci log ci − ci + 1 + 1
2
(∫
Ω
|∇Φ|2 +
∫
∂Ω
τΦ2
)
,
can be shown to grow at most exponentially in time if (c,Φ) is a solution to the original problem (1)-(4)
(cf. [4, 18]). In the subsequent lemma, we show that this perturbation procedure does preserve this
energetic structure. It is useful to define
ψ(r) = r log r − r + 1 + η
p− 1r
p, r ≥ 0. (18)
Note that ψ ≥ 0. Note also the important relation: h′(r) = rψ′′(r).
Lemma 3. Let (17) hold, let σ ∈ (0, 1] and suppose that c is a classical solution to (15) where Φ is a
classical solution to
−∆Φ = σ∑Pi=1 zici on QT0 ,
∂νΦ + τΦ = σξ on ΣT0 .
Set Φ̂ := σ−1/2Φ and
V (t) =
P∑
i=1
∫
Ω
ψ(c) +
1
2
(∫
Ω
|∇Φ̂|2 +
∫
∂Ω
τ Φ̂2
)
, (19)
where ψ is given by (18). Then there exists a constant C > 0 which is independent of η > 0 and
σ ∈ (0, 1] such that
(i)
d
dt
V (t) ≤ −
∫
Ω
P∑
i=1
1
dici
|di∇h(ci) + dizici∇Φ|2 + C
(
1 + V (t)
)
, (20)
(ii)
V (t) ≤ C for all t ∈ [0, T0], (21)
(iii)
P∑
i=1
∫
QT0
1
dici
|di∇h(ci) + dizici∇Φ|2 ≤ C. (22)
Remark 4. Note that, since τ 6≡ 0, and since Ω is connected
Φ̂→ 1
2
(∫
Ω
|∇Φ̂|2 +
∫
∂Ω
τ Φ̂2
)
,
defines a norm which equivalent to the usual norm on W 1,2(Ω). Since ψ ≥ 0, it follows that a uniform
bound on V (t), t ∈ [0, T0] provides a bound on Φ̂ in L∞
(
0, T0;W
1,2(Ω)
)
.
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Proof of Lemma 3. We only provide a formal proof (since this will be used for regular enough solu-
tions). Setting Ji = −di(∇h(ci) + zici∇Φ), we have
d
dt
P∑
i=1
∫
Ω
ψ(ci) =
P∑
i=1
∫
Ω
ψ′(ci)∂tci = −
P∑
i=1
∫
Ω
ψ′(ci) div Ji +
P∑
i=1
∫
Ω
ψ′(ci)fi(c)
=
P∑
i=1
∫
Ω
ψ′′(ci)∇ci · Ji +
P∑
i=1
∫
Ω
fi(c)
(
log ci + η
p
p− 1c
p−1
i
)
≤
P∑
i=1
∫
Ω
h′(ci)
ci
∇ci · Ji + C
(
1 +
P∑
i=1
∫
Ω
ci log ci + η c
p
i
)
(23)
=
P∑
i=1
∫
Ω
∇h(ci) + zici∇Φ
ci
· Ji −
∫
Ω
P∑
i=1
zi∇Φ · Ji + C
(
1 +
P∑
i=1
∫
Ω
ψ(ci)
)
≤ −
P∑
i=1
∫
Ω
1
dici
|Ji|2 −
P∑
i=1
∫
Ω
ziJi · ∇Φ + C
(
1 + V (t)
)
. (24)
Note that in (23), we made use of smoothness and quasi-positivity of fi in order to estimate
fi(c) log ci ≤ C for ci ≤ 1, say. For the second term on the right-hand side of (24), we obtain by
integration by parts
−
P∑
i=1
∫
Ω
ziJi · ∇Φ =
√
σ
P∑
i=1
∫
Ω
zi(div Ji)Φ̂ = −
√
σ
∫
Ω
[
∂t
( P∑
i=1
zici
)
−
P∑
i=1
zifi(c)
]
Φ̂
≤
∫
Ω
(∂t∆Φ̂)Φ̂ + C
[
1 +
∫
Ω
Φ̂2
]
,
where we used the uniform bound on the fi and Young’s inequality. Moreover we have∫
Ω
(∂t∆Φ̂)Φ̂ = −
∫
Ω
∇(∂tΦ̂) · ∇Φ̂−
∫
∂Ω
τ(∂tΦ̂)Φ̂ = −1
2
d
dt
[∫
Ω
|∇Φ̂|2 +
∫
∂Ω
τ Φ̂2
]
.
Finally, going back to (24) and using the computations we just made, we deduce (20) (note also that∫
Ω Φ̂
2 ≤ CV (t) according to Remark 4. Gronwall’s inequality then implies that V grows at most
exponentially in time. So the facts that τ ∈ L∞(∂Ω)+ and c0 ∈ Lp(Ω)+ and the estimate∫
Ω
|∇Φ̂(0)|2 +
∫
∂Ω
τ Φ̂(0)2 ≤ C‖Φ̂(0)‖2W 1,2(Ω) ≤ C
√
σ(‖
P∑
i=1
zic
0
i ‖2L2(Ω) + ‖ξ‖2L2(∂Ω))
imply (21). Relation (22) is then a consequence of integrating (20) from 0 to T0. 
Let us now proceed with the construction of a global solution to (15)-(16) through a fixed-point
method.
Definition of the fixed-point map. Let (17) be satisfied. Set X := L∞(0, T0;W 1,∞(Ω)) and let
Φ ∈ X. The idea is to define c as the solution to (15) and then T Φ := Φ̂ ∈ X as the solution to (16)
with data c. A fixed point of this map T is then a solution to (15)-(16) on QT0 . For regularity reasons,
we do not define T directly this way: we first rely on some approximation and truncation arguments.
In this respect, we first consider a smooth approximation (Φk)k∈N of Φ such that ∇Φk → ∇Φ pointwise
and ‖Φk‖L∞(0,T0;W 1,∞(Ω)) ≤ ‖Φ‖L∞(0,T0;W 1,∞(Ω)). Next, we replace h(r) = r + ηrp by hM (r) := r +
9ηTM (r) where TM is a regular bounded nondecreasing approximation of inf{rp,M} (thus h′M (r) ≥ 1).
Then the problem
∂tci + div(−di∇hM (ci)− dizici∇Φk) = fi(c) on QT0 ,
∂νh
M (ci) + zici∂νΦ
k = 0 on ΣT0 ,
ci(0) = c
0
i on Ω,
 , i = 1, . . . , P,
has a unique nonnegative solution cM,k = (cM,k1 , . . . , c
M,k
P ) ∈ H2+β,1+β/2(QT0) for some β > 0 by [25,
Theorem 7.4, page 491]. Moreover, the norms of cM,k in L∞(QT0) and in L2(0, T0;W 1,2(Ω)) depend
only on the initial data, the bounds d(T0), d(T0), and ‖∇Φk‖L∞(QT0 ). This can be seen by the usual
technique of multiplication of the system by (cM,ki )
q−1, q = 2m, where m = 1, 2, . . .; see, e.g., [4, 7].
But for completeness, we give an explicit proof in the Appendix (see Lemma 7) based on a classical
technical lemma from [25].
Hence, choosing M > 0 large enough, we obtain a solution ck = (ck1, . . . , c
k
P ) for the problem
∂tci + div(−di∇h(ci)− dizici∇Φk) = fi(c) on QT0 ,
∂νh(ci) + zici∂νΦ
k = 0 on ΣT0 ,
ci(0) = c
0
i on Ω,
 , i = 1, . . . , P. (25)
Since ck is a classical solution to (25), it also satisfies the weak formulation∫
QT0
−cki ψt + (di∇h(cki ) + dizicki∇Φk)∇ψ =
∫
Ω
c0iψ(0) +
∫
QT0
fi(c
k)ψ, (26)
for all ψ ∈ C∞(QT0) with ψ(T ) = 0 and for all i = 1, . . . , P .
The bounds on ck in L∞(QT0)∩L2(0, T0;W 1,2(Ω)) and on ∂tck in L2(0, T0;W−1,2(Ω)) (see Lemma
8 in the Appendix), imply that ck is relatively compact in L2(QT0) by virtue of Aubin-Simon com-
pactness; cf. [37, Corollary 4]. Thus we may assume that ck → c strongly in L2(QT0) and ∇ck → ∇c
weakly in L2(QT0). The limit k →∞ in (26) shows that c is a weak solution to
∂tci + div(−di∇h(ci)− dizici∇Φ) = fi(c) on QT0 ,
∂νh(ci) + zici∂νΦ = 0 on ΣT0 ,
ci(0) = c
0
i on Ω,
 , i = 1, . . . , P, (27)
in the sense of (26). Let us show that it is unique in the class L∞(QT0)+ ∩L2(0, T0;W 1,2(Ω)) through
the following dual approach lemma.
Lemma 4. Let T ∈ (0,∞), Θ ∈ C∞0 (QT ) and suppose c, ĉ ∈ L∞(QT )+ ∩ L2(0, T ;W 1,2(Ω)) are two
solutions to (27) for a given Φ. Then there is a solution to the problem
−(∂tΨi +Ai div(di∇Ψi)− dizi∇Φ∇Ψi +
∑P
j=1BjiΨj) = Θi on QT ,
∂νΨi(T ) = 0 on ΣT , Ψi(T ) = 0 on Ω,
Ψi ∈ L2(0, T ;W 2,2(Ω)) ∩W 1,2(0, T ;L2(Ω)),
 , i = 1, . . . , P, (28)
where Ai =
h(ci)−h(ĉi)
ci−ĉi , Bij =
∫ 1
0 ∂yjfi(sc+ (1− s)ĉ)ds.
Remark 5. The form of Bij in this lemma originates from the elementary relation
fi(y)− fi(ŷ) =
∫ 1
0
d
dt
(
fi(sy + (1− s)ŷ)ds =
P∑
j=1
∫ 1
0
∂yjfi(sy + (1− s)ŷ)(yj − ŷj)ds.
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Proof of Lemma 4. Note that due to the monotonicity of h and the boundedness of c, ĉ, there are
positive constants a, b such that a ≤ h(ci)−h(ĉi)ci−ĉi ≤ b; moreover Bij ∈ L∞(QT ). The first step for the
construction of a solution Ψ consists in suitably regularizing Ai and Bij so that classical results on
linear parabolic systems yield classical solutions on QT (see e.g. [11, 12]). Then a priori estimates in
W 1,2(0, T ;L2(Ω)) ∩ L2(0, T ;W 2,2(Ω)) are obtained by multiplying (28) with Ψi and ∆Ψi, integrating
over QT , and summing over i respectively. This computation actually works very similarly to the
proof of Lemma 5.2 in [26], which is why we omit the details here. 
So let c, ĉ ∈ L∞(QT )+∩L2(0, T ;W 1,2(Ω)) be two solutions to (27), let Θ = (Θ1, . . . ,ΘP ) ∈ C∞0 (QT0)
be arbitrary, and suppose that Ψ = (Ψ1, . . . ,ΨP ) is a solution to (28). Then using integration by parts,
we compute
P∑
i=1
∫
QT0
(ci − ĉi)Θi
=
P∑
i=1
∫
QT0
−(ci − ĉi)∂tΨi +
(
di∇(h(ci)− h(ĉi)) + dizi(ci − ĉi)∇Φ
)∇Ψi − P∑
j=1
BijΨi
=
P∑
i=1
∫
QT0
−(ci − ĉi)∂tΨi +
(
di∇(h(ci)− h(ĉi)) + dizi(ci − ĉi)∇Φ
)∇Ψi − (fi(c)− fi(ĉ))Ψi = 0,
whence c = ĉ.
From the fact that c ∈ L∞(QT0), we can then finally define
T Φ := Φ̂ ∈ L∞(0, T0;W 1,∞(Ω)) (29)
as the solution to
−∆Φ̂ = ∑Pi=1 zici on QT0 ,
∂νΦ̂ + τ Φ̂ = ξ on ΣT0 ,
}
(30)
see e.g. [23].
Lemma 5. Let the data of problem (15)-(16) satisfy (17) and let p ∈ [2,∞) with p > N/2.
Then there exists (c,Φ) such that c ∈ L∞(QT0) ∩ L2(0, T0;W 1,2(Ω)), ∂tc ∈ L2(0, T0;W−1,2(Ω)),
Φ ∈ L∞(0, T0;W 2,p(Ω)) and (c,Φ) satisfies (15)-(16) where (15) is satisfied in the sense that, for
all ψ ∈ C∞(QT0) with ψ(T0) = 0,∫
QT0
−ci∂tψ + (di∇h(ci) + dizici∇Φ)∇ψ =
∫
Ω
c0iψ(0) +
∫
QT0
fi(c)ψ (31)
and (16) is satisfied in a pointwise sense.
Proof. It is sufficient to show that T , as defined in (29), has a fixed point. In order to do so we will
use the Leray-Schauder fixed-point theorem.
Let us first show that T maps bounded sets into relatively compact ones. To this end, suppose (Φn)n∈N
is a bounded sequence in X and (cn, Φ̂n) is the corresponding solution of (27), (30). As indicated in
the construction of the solution to (29), the L2(0, T0;W
−1,2(Ω))-norm of ∂tcn and the L∞(QT0)-norm
of cn only depend on the L∞(0, T0;W 1,∞(Ω))-norm of Φn. Then, by differentiating (30) with respect
to t, we see that ∂tΦ̂
n is bounded in L2(0, T0;W
1,2(Ω)) and Φ̂n is bounded in L∞(0, T0;W 2,q(Ω)) for
any q < ∞. Then from [37, Corollary 4], it follows that (Φ̂n) is relatively compact in X, whence the
compactness of T .
To prove continuity of T , let Φn → Φ in X. As a consequence {Φ̂n = T Φn, n ∈ N} is relatively
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compact in X. Let Φ̂ be a limit point. Similarly as before, the estimates sketched above and the
results in [37] guarantee that (cn)n∈N is bounded in L∞(QT0) ∩ L2(0, T0;W 1,2(Ω)) and relatively
compact in L2(QT0). Therefore, we may extract a subsequence that converges a.e. and in any L
q(QT0)
for q < +∞ to a limit c, and such that ∇cn → ∇c weakly in L2(QT0). Then we pass to the limit
n→ +∞ in (27) and using uniqueness, c is the solution in L∞(QT0) ∩ L2(0, T0;W 1,2(Ω)) of (27) with
data Φ. Then we pass to the limit n→ +∞ in equation (30), which yields Φ̂ = T Φ. The only possible
limit point for (T Φn)n∈N is T Φ and (T Φn)n∈N lies in a compact subset of X, so T Φn → T Φ, whence
the continuity of T .
For the a priori estimate, let λ ∈ (0, 1], Φ ∈ X, and let (c, T Φ) be the corresponding solution of (15)-
(16). Assume Φ = λT Φ. From Lemma 3, we can bound the L∞(0, T0;Lp(Ω))-norm of c independently
of λ. As a consequence, the L∞(0, T0;W 2,p(Ω))-norm of T Φ is bounded independently of λ via (30).
Because of the embedding W 2,p(Ω) ↪→W 1,∞(Ω) (recall that p > N/2), Φ is bounded in X. Therefore,
any solution of Φ = λT Φ is a priori bounded in X. According to Leray-Schauder’s theorem, T has a
fixed point Φ and the corresponding (c,Φ) satisfies (15)-(16) in the sense of Lemma 5. 
The energy estimates contained in the following lemma will allow us to pass to the limit as η → 0
in (15)-(16) in the proofs of Theorems 1 and 2.
Lemma 6. Let the premises of Lemma 3 be satisfied with σ = 1.
(i) For ζ ∈ C∞c (Ω,R+), there exists C = C(ζ, T0) > 0 such that∫
QT0
( |∇ci|2
ci
ζ2 +
|η∇cpi + zici∇Φ|2
ci
+ η|∇cp/2i |2 + |∆Φ|2
)
ζ2 ≤ C. (32)
(ii) If N ≤ 3 and if, in addition, ξ ∈ Lq(∂Ω) for some q > 2, then there is a constant C = C(T0) >
0 such that ∫
QT0
|∇ci|2
ci
+
|η∇cpi + zici∇Φ|2
ci
+ η|∇cp/2i |2 + |∆Φ|2 ≤ C. (33)
Proof. Throughout the proof, C always denotes a positive constant that may depend on T0, ζ and on
the data of (15)-(16), but not on η.
To prove (i), recall that di is bounded from below and from above on QT0 by positive constants
d(T0), d(T0) and ζ ∈ L∞(Ω)+, so there exists C = C(T0) > 0 such that
C ≥
P∑
i=1
∫
QT0
1
ci
|∇ci + η∇cpi + zici∇Φ|2ζ2
=
P∑
i=1
∫
QT0
|∇ci|2
ci
ζ2 +
|η∇cpi + zici∇Φ|2
ci
ζ2 + 2
∇ci
ci
(η∇cpi + zici∇Φ)ζ2
=
P∑
i=1
∫
QT0
|∇ci|2
ci
ζ2 +
|η∇cpi + zici∇Φ|2
ci
ζ2 +
8
p
η|∇cp/2i |2ζ2 + 2zi∇ci · ∇Φζ2. (34)
It is sufficient to show that
∑
i
∫
QT0
zi∇ci · ∇Φζ2 is bounded from below. To this end, we employ
integration by parts and equation (16) to obtain
P∑
i=1
∫
QT0
zi∇ci · ∇Φζ2 = −
∫
QT0
P∑
i=1
zici∆Φζ
2 −
∫
QT0
P∑
i=1
zici∇Φ · ∇ζ2,
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≥
∫
QT0
|∆Φ|2ζ2 −
∣∣∣ ∫
QT0
∆Φ(∇Φ · ∇ζ2)
∣∣∣. (35)
For the last term, we then compute with Young’s inequality∣∣∣∣∣
∫
QT0
∆Φ(∇Φ · ∇ζ2)
∣∣∣∣∣ ≤ 12
∫
QT0
|∆Φ|2ζ2 + C
∫
QT0
|∇Φ|2 |∇ζ
2|2
ζ2
≤ 1
2
∫
QT0
|∆Φ|2ζ2 + C (36)
for some C > 0, where we used Lemma 3 for the uniform bound of ∇Φ in L2(Ω). Combining (34)-(36)
yields (32).
For the proof of (ii), recall that 4|∇√ci|2 = |∇ci|
2
ci
and 0 < d(T0) ≤ di ≤ d(T0) < ∞ in QT0 . In
contrast to the proof of (i), we omit multiplication with a test function ζ2 and expand (22) directly
to obtain
P∑
i=1
∫
QT0
4|∇√ci|2 + |η∇c
p
i + zici∇Φ|2
ci
+
8
p
η|∇cp/2i |2 + 2zi∇ci · ∇Φ ≤ C. (37)
Here, we integrate by parts the last term on the left-hand side∫
QT0
P∑
i=1
zi∇ci ·∇Φ = −
∫
QT0
P∑
i=1
zici∆Φ+
P∑
i=1
∫
ΣT0
zici∂νΦ =
∫
QT0
|∆Φ|2+
∫
ΣT0
P∑
i=1
zici(ξ−τΦ). (38)
We will now prove that the last boundary integral can be estimated in dimension N = 3.
Recall for the following that the map u ∈ W 1,2(Ω) → u|∂Ω ∈ Lr(∂Ω) is continuous for r = 4 and
compact for r < 4 so that, if r < 4, for all  > 0, there exists C = C() such that
∀w ∈W 1,2(Ω), ‖w‖Lr(∂Ω) ≤ ‖∇w‖L2(Ω) + C‖w‖L2(Ω). (39)
We can estimate from below the ciξ-terms of (38) by Ho¨lder’s inequality as follows∫
ΣT0
ciξ ≥ −
∫
ΣT0
|ciξ| ≥ −‖√ci‖2L2(0,T0;Lr(∂Ω))‖ξ‖Lq(∂Ω),
where r = 2q/(q − 1) < 4 (recall that ξ ∈ Lq(∂Ω), q > 2). Applying (39) to w = √ci and using the
mass control, we have for all α > 0∫
ΣT0
ciξ ≥ −α‖∇√ci‖2L2(QT0 ) − C‖
√
ci‖2L2(QT0 ) ≥ −α‖∇
√
ci‖2L2(QT0 ) − C. (40)
Similarly for the ciΦ-term of (38), we use Ho¨lder’s inequality with r = 8/3, q = 4 and we remember
that, by Lemma 3, ‖Φ‖L∞(0,T0;W 1,2(Ω)) is bounded independently of η. We then obtain∫
ΣT0
ciΦ ≥ −
∫
ΣT0
|ciΦ| ≥ −‖√ci‖2L2(L8/3(∂Ω))‖Φ‖L∞(L4(∂Ω))
≥ −C‖√ci‖2L2(L8/3(∂Ω))‖Φ‖L∞(W 1,2(Ω)) ≥ −α‖∇
√
ci‖2L2(QT0 ) − C‖
√
ci‖2L2(QT0 )
≥ −α‖∇√ci‖2L2(QT0 ) − C. (41)
Finally, by choosing α small enough, (37), (38), (40), (41) give (33).

Remark 6. The crucial ingredient of the proof of Lemma 6 (ii) is the compactness embedding (39).
In order to use an appropriate compactness argument for (40), the adjustment of the integrability
of ξ is needed in (ii). If one pursues the same strategy for controlling the boundary integral in (41)
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in dimension 4, the corresponding embedding becomes sharp, thus no obvious absorption as in (41)
seems possible for N > 3.
Remark 7. In view of the generalization mentioned in Remark 1 (iii), note that the incorporation
of a Dirichlet boundary part does not change anything in the proof of Lemma 6 (i), whereas for (ii)
it is necessary to have information on ∂νΦ on the whole boundary ∂Ω (cf. equation (38)).
3. Proof of Theorem 1.
Let us introduce two sequences Tn → ∞ and ηn ↘ 0 as n → ∞. For n ∈ N, let dni , fni , τn, ξn
and c0n satisfy conditions (17) such that dni (t, x) → di(t, x) almost everywhere with inf di ≤ dni ≤
sup di, f
n
i (t, x, y) → fi(t, x, y) uniformly on compact sets, c0ni → c0i in L2(Ω), τn → τ a.e. with
‖τn‖L∞(∂Ω) ≤ ‖τ‖L∞(∂Ω) and ξn → ξ in L2(∂Ω). We denote by (cn,Φn) a solution of (15)-(16) on QTn
with parameters p and ηn and data dni , f
n
i , τ
n, ξn, c0n and we write Jni = −dni ∇h(cni )− dni zicni ∇Φn.
We will show that, up to a subsequence, (cni ,Φ
n) converges in an appropriate sense to a solution of
the limit problem and in such a way that Jni converges weakly in L
1(QT ) to −di[∇ci + zici∇Φ].
Step 1: convergence of cn,Φn. From mass control,
√
cni is bounded in L
∞(0, T ;L2(Ω)) for all
T ∈ (0,∞). From Lemma 6 (i),
2∇√cni = ∇cni√cni is bounded in L2(0, T ;L2loc(Ω)) for all T ∈ (0,∞). (42)
Let us consider the sequence
√
cni + 1. Recall that J
n
i /
√
cni is bounded in L
2(QT ) by Lemma 3 (iii),
and so is Jni /
√
cni + 1. It follows that
2∂t
√
cni + 1 =
∂tc
n
i√
cni + 1
=
−div Jni√
cni + 1
+
fni (c
n)√
cni + 1
= −div
( Jni√
cni + 1
)
− J
n
i · ∇cni
2(cni + 1)
3/2
+
fni (c
n)√
cni + 1
= −div
( Jni√
cni + 1
)
− 1
2
√
cni + 1
Jni√
cni + 1
· ∇c
n
i√
cni + 1
+
fni (c
n)√
cni + 1
, (43)
hence ∂t
√
cni + 1 is bounded in L
1
(
0, T ;W−1,2(Ω) + L1loc(Ω))
)
for all T ∈ (0,∞) (using Schwarz
inequality for the middle term). Since
√
cni + 1 is bounded in L
2(0, T ;W 1,2loc (Ω)) for all T ∈ (0,∞), we
deduce with [37] that
√
cni + 1 is relatively compact in L
2(K) for all compact subset K ⊂ [0,∞)×Ω.
By a standard diagonal process, this provides compactness in L2loc([0,∞);L2loc(Ω)) and therefore cni is
relatively compact in L1loc([0,∞);L1loc(Ω)). We may assume that, up to a subsequence, cn converges
a.e. in (0,∞)×Ω as well. According to Lemma 3, cni log cni is bounded in L∞(0, T ;L1(Ω)); so Vitali’s
theorem guarantees that cni actually converges in L
1(QT ) for all T ∈ (0,∞). In particular, up to
a subsequence again, we may assume that cn(t) converges in L1(Ω) for a.e. t. Moreover, for some
M <∞, its limit c satisfies
∀i = 1, ..., P, a.e. t ∈ (0, T ),
∫
Ω
ci(t)| log ci(t)| ≤M. (44)
And the solution Φn of
−∆Φn(t) =
P∑
i=1
zic
n
i (t), ∂νΦ
n + τnΦn = ξn,
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which is bounded in L∞(0, T ;W 1,2(Ω)), converges for a.e. t, weakly in W 1,2(Ω), to the solution Φ of
the expected limit problem in the variational sense (9). Moreover, this convergence holds also weakly
in Lq(0, T ;W 1,2(Ω)) for any q < +∞ and T < +∞. Note also that Φ ∈ L2(0, T ;W 2,2loc (Ω)) by (32) in
Lemma 6.
Step 2: Convergence of Jni to −di(∇ci+zici∇Φ). Since, on one hand, Jni /
√
cni is weakly relatively
compact in L2(QT ) by (22) in Lemma 3, and, on the other hand,
√
cni converges strongly in L
2(QT ),
up to a subsequence, Jni =
√
cni
[
Jni /
√
cni
]
converges weakly in L1(QT ) for all T ∈ (0,∞).
To identify the limit Ji, let us analyze the convergence of the individual terms in J
n
i = −dni ∇cni −
ηndni ∇(cni )p − dni zicni ∇Φn.
First,
√
cni converges to
√
ci in L
2(QT ) and using (42), up to a subsequence, ∇
√
cni weakly converges
in L2(0, T ;L2loc(Ω)), so that ∇cni = 2
√
cni ∇
√
cni weakly converges in L
1(0, T ;L1loc(Ω)) and the limit is
necessarily ∇ci. Since dni converges pointwise almost everywhere and stays bounded, it follows that
dni ∇cni → di∇ci weakly in L1(0, T ;L1loc(Ω)) as well.
As a consequence of this, Jni + d
n
i ∇cni is also weakly relatively compact in L1(0, T ;L1loc(Ω)). Let us
show that
lim
n→∞ J
n
i + d
n
i ∇cni = −zidici∇Φ. (45)
Remark that
Jni + d
n
i ∇cni = dni (ηn∇(cni )p + zicni ∇Φn) = dni
√
cni
ηn∇(cni )p + zicni ∇Φn√
cni
.
From Lemma 6 (i), we know that the quotient on the right-hand side is weakly relatively compact in
L2(0, T ;L2loc(Ω)). Let us show that it satisfies
lim
n→∞
ηn∇(cni )p + zicni ∇Φn√
cni
= zi
√
ci∇Φ. (46)
Since
√
cni →
√
ci strongly in L
2(QT ) and d
n
i → di a.e. with uniform bound, (45) will then follow. It
is actually sufficient to prove that (46) holds in the sense of distributions.
From the weak L2-convergence ∇Φn → ∇Φ and the strong L2-convergence √cni → √ci, we
have
√
cni ∇Φn →
√
ci∇Φ weakly in L1(QT ). For the remaining term, note that
√
cni ∇(cni )p =
p− 1
2
p ∇(cni )p−1/2 and recall that ηn
∫
Ω(c
n
i )
p is bounded independently of ηn from Lemma 3. For an
arbitrary test function ϕ ∈ C∞0 (Ω), we compute∣∣∣∣∫
Ω
ηn∂xk(c
n
i )
p− 1
2ϕ
∣∣∣∣ = ηn ∣∣∣∣∫
Ω
(cni )
p− 1
2∂xkϕ
∣∣∣∣ ≤ ηn ∫
Ω
(cni )
p− 1
2 ‖∇ϕ‖L∞(Ω)
≤ Cηn
(∫
Ω
(cni )
p
) p− 12
p
‖∇ϕ‖L∞(Ω) ≤ C(ηn)1/2p‖∇ϕ‖L∞ n→∞−→ 0.
As a result, we see that ηn
√
cni ∇(cni )p tends to zero in a distributional sense. Those arguments finally
yield (45) and Ji = −di∇ci − dizici∇Φ. Note in passing that we proved ci ∈ L1(0, T ;W 1,1loc (Ω)).
Step 3: (ci,Φ) is a solution. We already proved that Φ is a solution of (9). For c
n, we may pass to
the limit in the approximate variational problem (31), namely: for all T > 0 and all test-functions ψ
with ψ(T ) = 0 ∫
QT0
−cni ∂tψ − Jni ∇ψ =
∫
Ω
c0ni ψ(0) +
∫
QT0
fni (c
n)ψ.
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Note that fni (c
n) converges pointwise a.e. to fi(c) and stays bounded. Together with the L
1(QT )-
convergence of cni and the weak L
1(QT )-convergence of J
n
i , this implies that (ci,Φ) is solution of (8)
in Theorem 1.
The last point to prove Theorem 1 is
Step 4: ci ∈ C([0,∞);L1(Ω)). Note that by ci(t) − c0i +
∫ t
0 div Ji =
∫ t
0 fi(c), we see that ci has a
continuous representation from [0,∞) into W−1,1(Ω). Coupled with the estimate (44), we may deduce
that t → c(t) is also continuous for the weak topology of L1(Ω). Actually, we will now prove that
t→ ci(t) ∈ L1(Ω) is continuous. This is not so obvious. Actually, we will prove that, for each k ≥ 2
t ∈ [0,∞)→ Tk(ci(t)) ∈ L1(Ω) has right− and left− limits at each t0 ∈ [0,∞), (47)
where Tk : [0,∞)→ [0,∞) is a concave C2-function such that 0 ≤ T ′k ≤ 1 and
∀r ∈ [0, k], Tk(r) = r, ∀r ∈ (k + 1,∞), Tk(r) = k + 1/2.
Thus, the continuity of t→ ci(t) ∈ L1(Ω) will follow. Indeed, let us write∫
Ω
|ci(t)− ci(s)| ≤
∫
Ω
|ci(t)− Tk(ci(t))|+ |Tk(ci(t)− Tk(ci(s))|+ |Tk(ci(s))− ci(s)|.
By the estimate (44) and the definition of Tk∫
Ω
|ci(t)− Tk(ci(t)| ≤
∫
[ci(t)≥k]
ci(t) ≤ 1
log k
∫
[ci(t)≥k]
ci(t) log ci(t) ≤ M
log k
,
and the same with t replaced by s. Thus, assuming (47), we have for all t0 ∈ [0,∞)
lim sup
t,s→t0,t>s>t0
∫
Ω
|ci(t)− ci(s)| ≤ 2M
log k
.
Letting k → ∞, this proves that t → ci(t) has a right-limit at each t0 and similarly for the left
limits. Therefore, the continuity of t → c(t) holds with values in L1(Ω) and not only with values in
W−1,1(Ω).
The proof of (47) will be done in several steps (in the same spirit as in [31]). Let S ∈ C2([0,∞))
such that S′(r) = 0 for r large. From the equation in cni , we have
∂tS(c
n
i ) + div
(
S′(cni )J
n
i
)
= S′′(cni )∇cni Jni + S′(cni )fni (cn). (48)
Recall that Jni /
√
cni is bounded in L
2(QT ) so that, for all k > 0,∫
[cni ≤k]
(Jni )
2 ≤ k
∫
Ω
(Jni )
2
cni
≤ C k. (49)
Since ∇Φn is bounded in L2(QT ), we deduce that∫
[cni ≤k]
|∇cni |2 ≤
∫
[cni ≤k]
[|∇cni |
(
1 + ηp(cni )
p−1)]2 = ∫
[cni ≤k]
∣∣∣∣Jnidni − zicni ∇Φn
∣∣∣∣2 ≤ C(k). (50)
It follows from these estimates that the right-hand side µn := S
′′(cni )∇cni Jni +S′(cni )fni (cn) is bounded
in L1(QT ). Up to a subsequence, it converges to a finite measure µ (depending on S). We will
remember that, from passing to the limit in (48), we may write for a.e. 0 < s < t < T and for all
ψ ∈ C∞(Ω): { ∫
Ω ψ[S(ci(t))− S(ci(s))] +∇ψ
∫ t
s W (σ)dσ =
∫
(s,t)×Ω ψ dµ,
where W ∈ L2(QT )N .
(51)
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The fact that W = limn→∞ S′(cni )J
n
i ∈ L2(QT )N follows from (49) and the choice of S. Note also that
it follows from (50) that S(cni ) is bounded in L
2(0, T ;W 1,2(Ω)). Let us choose S = Tk in (51). Letting
s, t decrease to t0 ∈ [0, T ), we deduce that the limit as t decreases to t0 of t→ Tk(ci(t)) exists in the
sense of distributions. Since Tk(ci(t)) is bounded in L
∞(Ω), this limit also holds weakly in L2(Ω) (at
least). Let us denote it by v(t0). To prove that the convergence holds strongly in L
2(Ω), it is sufficient
to prove that
lim sup
t→t+0
∫
Ω
Tk(ci(t))
2 ≤
∫
Ω
v(t0)
2, (52)
and this will end the proof of Step 4 (up to the same analysis for the left limits).
Note first that, by letting s decrease to t0 in (51), we have for a.e. t > t0∫
Ω
ψ[Tk(ci(t))− v(t0)] +∇ψ ·
∫ t
t0
∇W (σ)dσ =
∫
]t0,t)×Ω
ψ dµ.
Applying this to a sequence ψ = ψp converging to w(t) := Tk(ci(t)), we obtain∫
Ω
w(t)2 − w(t)v(t0) +∇w(t) ·
∫ t
t0
∇W (σ)dσ ≤ ‖w(t)ψ‖L∞
∫
]t0,t]×Ω
d|µ|.
We would like to pass to the limit as t→ t+0 in this estimate, but it is not obvious how to control the
gradient term. Thus we integrate this equation in t from t0 to t0 + h to obtain
1
h
∫ t0+h
t0
∫
Ω
w(t)2dt−
∫
Ω
v(t0)
1
h
∫ t0+h
t0
w(t)dt+
∫
Ω
1
h
∫ t0+h
t0
dt
{
∇w(t)·
∫ t
t0
∇W (σ)dσ
}
≤ C
∫
]t0,t0+h]×Ω
d|µ|.
Since 1h
∫ t0+h
t0
w(t)dt converges weakly in L2(Ω) to v(t0), if we are able to show that the gradient term
tends to zero, we will deduce
lim sup
t→t+0
1
h
∫ t0+h
t0
∫
Ω
w(t)2dt ≤
∫
Ω
v(t0)
2. (53)
To estimate the gradient term, we use∣∣∣∣∫ t
t0
∇W (σ)dσ
∣∣∣∣ ≤ h1/2 [∫ t0+h
t0
|∇W |2(σ)dσ
]1/2
,
∣∣∣∣∫ t
t0
∇w(t)dt
∣∣∣∣ ≤ h1/2 [∫ t0+h
t0
|∇w|2(t)dt
]1/2
,
so that∣∣∣∣∫
Ω
1
h
∫ t0+h
t0
dt
{
∇w(t)·
∫ t
t0
∇W (σ)dσ
}∣∣∣∣ ≤
[∫
(t0,t0+h)×Ω
|∇W |2(σ)dσ
]1/2 [∫
(t0,t0+h)×Ω
|∇w|2(t)dt
]1/2
.
This proves, as expected, that the gradient term tends to zero as h→ 0, whence (53).
Next, to deduce (52) from (53), it is sufficient to know that limt→t+0
∫
Ωw(t)
2 exists. This may be
checked by applying (51) with S := (Tk)
2 and ψ ≡ 1. We then obtain for a.e. 0 < s < t < T∣∣∣∣∫
Ω
w(t)2 − w(s)2
∣∣∣∣ ≤ ∫
(s,t)×Ω
d|µ|,
and the right-hand side tends to zero as t, s decrease to t0.

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4. Proof of Theorem 2.
The proof is the same as for Theorem 1, except that, having Lemma 6 (ii) at hand, we are able to
obtain compactness results in better spaces and up to the boundary of Ω.
We use the same approximation as in Theorem 1, except that we moreover ask that ξn → ξ in
Lq(∂Ω). We have at least convergence in the same function spaces for the approximate solutions
(cn,Φn). But now, ∇√cni is bounded in L2(QT ) (that is up the boundary of Ω). By Sobolev embed-
ding, it follows that
√
cni is bounded in L
2(0, T ;L6(Ω)) and cni is therefore bounded in L
1(0, T ;L3(Ω)).
Moreover, we may write
‖∇cni ‖L1(0,T ;L3/2(Ω)) ≤ ‖(cni )−1/2∇cni ‖L2(QT )‖
√
cni ‖L2(0,T ;L6(Ω)) ≤ C,
so that ci ∈ L1(0, T ;W 1, 32 (Ω)); here we use the fact that, since ∇cni converges weakly in L1(QT )
to ∇ci, a barycentric sequence converges strongly in L1(QT ) and a.e. to the same ∇ci and this se-
quence remains bounded in L1(0, T ;L
3
2 (Ω)) as well. Whence∇ci ∈ L1(0, T ;L 32 (Ω)) by Fatou’s Lemma.
With respect to Φn and Φ, Lemma 6 says that ∆Φn is bounded in L2(QT ). We deduce that
Φ ∈ L2(0, T ;W 2,2(Ω)). Since ci ∈ C([0,∞);L1(Ω)), it follows from the equation in Φ that Φ ∈
C([0,∞);L1(Ω)) (at least!). But Φ being bounded in L∞(0, T ;W 1,2(Ω)), which is embedded into
L∞(0, T ;L6(Ω)), it follows that Φ ∈ C([0,∞);Lr(Ω)) for r ∈ [1, 6).

5. Appendix
Lemma 7. Let w be a regular nonnegative solution to
∂tw − div (d∇h(w) + dwA) = g on QT , ∂νh(w) + wA · ν = 0 on ΣT ,
where d, g ∈ L∞(QT ) with 0 < dm ≤ d ≤ dM < ∞, A ∈ L∞(QT ,RN ) and h(w) = w + ηTM (w)
where TM is a regular nondecreasing function. Then: ‖w‖L∞(QT ) ≤ K where K depends only on
‖g‖L∞(QT ), ‖A‖L∞(QT ), ‖w(0)‖L∞(Ω), dm, dM , T .
Proof. First, we write the equation satisfied by W := e−ωtw where ω > 0 will be chosen large enough
later:
∂tW − div
(
d e−ωt∇h(eωtW ) + dW A)+ ωW = e−ωtg on QT , e−ωt∂νh(eωtW ) +W A · ν = 0 on ΣT .
Let k ∈ [0,∞). We set Wk := (W − k)+ and we multiply the equation by Wk to obtain
∂t
1
2
∫
Ω
W 2k +
∫
Ω
d|∇Wk|2 ≤
∫
Ω
−dW∇Wk ·A− ωWkW + ‖g‖L∞Wk.
(Here we used
∫
Ω∇Wk∇W p ≥ 0 and h′ ≥ 1). By Young’s inequality
−
∫
Ω
dW∇Wk ·A ≤
∫
Ω
d
2
|∇Wk|2 + dM
2
‖A‖2L∞
∫
[W (t)≥k]
W 2,
∫
[W (t)≥k]
ω kW + ‖g‖L∞Wk ≤
∫
[W (t)≥k]
ω
2
(W 2 + k2) +
‖g‖L∞
2
(W 2 + 1).
We now choose ω ≥ dM‖A‖2L∞ + ‖g‖2L∞ to get
∂t
∫
Ω
W 2k + dm
∫
Ω
|∇Wk|2 ≤
[
ωk2 + ‖g‖L∞
] ∫
[W (t)≥k]
dx, (54)
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where [W (t) ≥ k] = {x ∈ Ω;W (t) ≥ k}. Choosing k ≥ ‖W (0)‖L∞(Ω) +1 = ‖w(0)‖L∞(Ω) +1, we obtain
after integration in time
sup
t∈[0,T ]
∫
Ω
W 2k (t) + dm
∫
QT
|∇Wk|2 ≤ (ω + ‖g‖L∞)k2
∫
[W≥k]
dx dt,
where [W ≥ k] = {(t, x) ∈ QT ;W (t, x) ≥ k}. Now, we apply Theorem II.6.1 (with r = q =
2(N + 2)N,κ = 2/N) together with Remark II.6.1 in pages 102-103 of [25] to obtain the conclusion of
Lemma 7. 
Lemma 8. Under the assumptions of Lemma 7, we also have
‖∇w‖L2(QT ) + ‖∂tw‖L2(0,T ;W−1,2(Ω)) ≤ K,
where K depends on the same quantities as in Lemma 7 and also on p.
Proof. Writing (54) with k = 0 gives the estimate on ‖∇w‖L2(QT ) after integration in time. Next we
see that
‖d∇h(w) + dwA‖L2(QT ) ≤ dM
{
[1 + p‖w‖p−1L∞ ]‖∇w‖L2(QT ) + |QT |‖w‖L∞‖A‖L∞
}
,
providing an L2(QT )-estimate on d∇h(w) + dwA in terms of the announced quantities. Whence the
estimate of ∂tw in L
2(0, T ;W−1,2(Ω)). 
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