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Abstract
We construct bases for the stable branching algebras for the symmetric pairs (GLn,On),
(On+m,On × Om) and (Sp2n,GLn).
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1. Introduction
Branching laws—the description of how irreducible representations of a group de-
compose under restriction to a subgroup—are a key issue in representation theory,
especially in applying representation theory to invariant theory. Some of the most ba-
sic cases of branching laws are for classical symmetric pairs, in which the group
G is a classical algebraic group (over C) and the subgroup K is a symmetric sub-
group, the subgroup of ﬁxed points of an involution. There are 10 inﬁnite fami-
lies of such pairs [HTW1]. A substantial body of literature exists which gives com-
binatorial descriptions of the branching multiplicities for classical symmetric pairs
[LR,Li1,Li2,Li3,Ki1,Ki2,Ki3,Ki4,BKW,Ne,Ko,KT,Su,HTW2]. In [HTW1], a project was
begun to develop a more reﬁned understanding of branching laws for classical
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symmetric pairs by the study of branching algebras, multigraded algebras which encode
all branching information for a pair (G,K) of group and subgroup in a single alge-
braic structure. These branching algebras have certain families of graded subalgebras
depending on integer parameters. For a certain range of the parameters, the algebras
have a particularly simple structure. We call this the stable range, and the resulting
algebras, stable branching algebras. It turns out that each of these stable branching
algebras also describes branching for another symmetric pair, so they are also called
reciprocity algebras [HTW1].
This paper is the second of a series of three which contribute to the project of
[HTW1] by describing explicit bases for stable branching algebras. The most basic
case (GLn × GLn,GLn) (that is, the case of the GLn tensor product algebras) was
treated in [HTW3], and two variants of the GLn tensor product algebras were studied
in [HL1]. This paper deals with the pairs (GLn,On), (On+m,On×Om) and (Sp2n,GLn).
Each of these stable branching algebras are realized as an explicit algebra of polyno-
mials on a space of matrices. The bases which we construct are indexed by certain
sets of Littlewood–Richardson tableaux (or ordered pairs of Littlewood–Richardson
tableaux). Each basis element is a speciﬁc polynomial, and with respect to a certain
monomial order, it has a highest term which allows one to reconstruct the tableau
(or the ordered pair of tableaux) from which it came. This shows in particular that
these bases are SAGBI bases [RS,Stu] for these stable branching algebras. It also
enables one to show that these algebras are ﬂat deformations of the semigroup rings
attached to certain lattice cones. In particular, they are ﬂat deformation of toric varieties
[HJLTW].
Our constructions provide ﬁner information on the branching problems than multi-
plicities in the following sense: If (G,K) is one of the three symmetric pairs and V
is a ﬁnite dimensional irreducible G module in the stable range, then our construction
gives a basis for the space of K highest weight vectors in V. This provides information
on how K modules sit inside V.
We now describe the three stable branching algebras which we shall study in this
paper.
(1) Stable branching algebras for (GLn,On): Let n and k be positive integers such
that 2k < n, and let P(Mnk) be the algebra of polynomial functions on Mnk = Mnk(C).
Let Uk and USOn denote the standard maximal unipotent subgroups of GLk and SOn,
respectively. Then the algebra
P(Mnk)USOn×Uk
of USOn × Uk invariants in P(Mnk) is a stable branching algebra for (GLn,On). An
explicit basis for this algebra is given in Theorem 7.8.1. This algebra describes how
an irreducible representation Fn of GLn indexed by a Young diagram F with at most
k rows decomposes under the action of On. From the basis for P(Mnk)USOn×Uk , we
obtain a basis for the space of SOn highest weight vectors in Fn . This algebra also
describes the branching rule from sp2k(C) to glk(C) for certain highest weight modules
of sp2k(C). From our results, we obtain a basis for the space of all glk(C) highest
weight vectors in each of these highest weight modules.
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(2) Stable branching algebras for (On+m,On × Om): Let n, m and k be positive
integers such that 2k < min(n,m). Let (., .) be the On+m invariant symmetric bilinear
form on Cn+m. For 1 i, jk and T ∈ Mn+m,k , let
r2ij (T ) = (Ti, Tj ),
where Ti and Tj are the ith and the jth columns of T, respectively. Let
N =
{
T ∈ Mn+m,k : r2ij (T ) = 0 ∀1 i, jk
}
and R(N ) be the algebra of regular functions on N . The algebra R(N ) is an On+m ×
GLk module. Its subalgebra
R(N )USOn×USOm×Uk
of USOn × USOm × Uk-invariants is a stable branching algebra for (On+m,On × Om).
An explicit basis for this algebra is given in Theorem 8.9.1. This algebra describes
how an irreducible representation Dn+m of On+m indexed by a Young diagram D
with at most k rows decomposes under the action of On × Om. From the basis for
R(N )USOn×USOm×Uk , we obtain a basis for the space of SOn × SOm highest weight
vectors in Dn+m.
(3) Stable branching algebras for (Sp2n,GLn): Let n and k be positive integers such
that 2kn. Let 〈., .〉 be the Sp2n invariant symplectic form on C2n. For 1 i, jk and
T ∈ M2n,k , let
ij (T ) = 〈Ti, Tj 〉,
where Ti and Tj are the ith and the jth columns of T, respectively. Let
V = {T ∈ M2n,k : ij (T ) = 0, ∀1 i, jk}
and R(V) be the algebra of regular functions on V . The algebra R(V) is a Sp2n ×GLk
module. Its subalgebra
R(V)Un×Uk
of Un × Uk-invariants is a stable branching algebra for (Sp2n,GLn). An explicit basis
for this algebra is given in Theorem 9.5.1. This algebra describes how an irreducible
representation E2n of Sp2n indexed by a Young diagram E with at most k rows decom-
poses under the action of GLn. From the basis for R(V)Un×Uk , we obtain a basis for
the space of GLn highest weight vectors in E2n.
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Our constructions depend partly on knowing the explicit forms of the GLn highest
weight vectors in the tensor product
∧l1(Cn)⊗ · · ·⊗∧lk (Cn). These highest weight
vectors are constructed in Section 6.
Our techniques can also be applied to the stable branching algebras for the symmetric
pairs (GL2n,Sp2n), (Sp2(n+m),Sp2n × Sp2m) and (O2n,GLn), but the explicit forms of
the highest weight vectors involve pfafﬁans. The results will be reported in a future
paper [HL2].
The organization of this paper is as follows. In Section 2, we set up some basic
notations to be used throughout this paper. In Section 3, we review the procedure given
in [HTW3] of attaching an integer matrix to a given Littlewood–Richardson tableau. In
Section 4, we introduce the notion of partial determinants which will be useful in our
construction of highest weight vectors. We review the construction of a basis for the k-
fold tensor product algebras for GLn in Section 5. In Section 6, we apply the results in
Section 5 to construct GLn highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn). Finally,
we construct the bases for the stable branching algebras for (GLn,On), (On+m,On×Om)
and (Sp2n,GLn) in Sections 7, 8 and 9, respectively.
2. Notation
In this section, we shall set up some basic notation to be used throughout this paper.
2.1. Young diagrams
A Young diagram D is an array of square boxes arranged in left-justiﬁed horizontal
rows, with each row no longer than the one above it [Ful]. We shall denote the number
of rows in D by r(D). If i is the number of boxes in the row i of D, then we shall
write
D = (1, . . . , r ),
where r = r(D). We also set
|D| = 1 + 2 + · · · + r .
If we ﬂip D over the diagonal line that slants down and to the right from the upper
left-hand corner, we obtain its conjugate diagram Dt . For example, if D = (6, 4, 4, 2),
then Dt = (4, 4, 3, 3, 1, 1). They can be pictured as
D = Dt = .
R. Howe, S.T. Lee /Advances in Mathematics 206 (2006) 145–210 149
We shall also count the columns of a Young diagram from the left. So the ﬁrst column
is the leftmost column and the last column is the rightmost column.
2.2. Representations of GLn
The irreducible ﬁnite dimensional representations of GLn = GLn(C) are parametrized
by ordered pairs (D,E) of Young diagrams such that r(D)+ r(E)n. More precisely,
let Bn = AnUn be the standard Borel subgroup of upper triangular matrices in GLn,
where An is the diagonal torus in GLn and Un is the maximal unipotent subgroup
consisting of all the upper triangular matrices with 1’s on the diagonal. For each
 = (1, . . . , n) ∈ Zn, let n : An → C× be the character given by
n[diag(a1, . . . , an)] = a11 a22 · · · ann .
Let
C = { ∈ Zn : 12 · · · n}.
Then the semigroup Â+n of dominant weights for GLn is given by
Â+n = {n :  ∈ C}.
Note that each  ∈ C can be written in the form
 = (d1, d2, . . . , dr , 0, . . . , 0,−es,−es−1, . . . ,−e1),
where 0r + sn, dr > 0 and es > 0. Let D and E be the Young diagrams given by
D = (d1, d2, . . . , dr ),
E = (e1, e2, . . . , es).
Then the GLn representation indexed by (D,E) is the representation with highest
weight n. Thus we shall write the character 

n as 
D,E
n and shall denote the GLn
representation with highest weight D,En by 
D,E
n .
When E = 0, we shall write D,0n and D,0n simply as Dn and Dn , respectively.
We also have
E,Dn 
(
D,En
)∗
,
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the contragredient representation of D,En . In particular,
0,Dn 
(
Dn
)∗
.
2.3. Representations of On
Let On = On(C) is the subgroup of GLn which preserves the symmetric bilinear
form
((u1, . . . , un)
t , (v1, . . . , vn)
t ) =
n∑
j=1
ujvn−j+1
on Cn. The irreducible ﬁnite dimensional representations of On can be parametrized
by Young diagrams D such that the sum of the lengths of the ﬁrst two columns of D
does not exceed n. For such a Young diagram D, we shall denote the On representation
associated with D by Dn . Speciﬁcally, Dn is the irreducible representation of On gen-
erated by the GLn highest weight vector in Dn . See Section 3.6 of [Ho95] for more
details.
If r(D) = n/2, the restriction of Dn to SOn = SOn(C) is irreducible. The maximal
torus ASOn of SOn is isomorphic to (C×)m, where m = [n/2]. If D = (d1, . . . , dr ) and
r < n/2, let Dn : ASOn → C× be the restriction of the character Dn to ASOn . Then
as a SOn module, Dn has highest weight Dn .
2.4. Representations of Sp2n
Let Sp2n = Sp2n(C) be the isometry group of the standard symplectic form 〈., .〉 on
C2n given by
〈(x1, . . . , xn, y1, . . . , yn)t , (x′1, . . . , x′n, y′1, . . . , y′n)t 〉 =
n∑
j=1
(xj y
′
j − yjx′j ).
The diagonal torus ASp2n of Sp2n is isomorphic to (C
×)n. The highest weights and
hence the irreducible ﬁnite dimensional representations of Sp2n are parametrized by
Young diagrams with at most n rows. If D is such a Young diagram, we shall denote
the corresponding highest weight and representation by D2n and D2n, respectively. See
Section 3.8 of [Ho95] for more details.
3. Preliminaries: Littlewood–Richardson tableaux
In this section, we shall describe how to attach a matrix M(T ) to each Littlewood–
Richardson tableau T. This procedure was ﬁrst given in [HTW3].
R. Howe, S.T. Lee /Advances in Mathematics 206 (2006) 145–210 151
3.1. Littlewood–Richardson tableaux and banal tableaux
If a Young diagram D is contained in a Young diagram F, then the skew diagram
F/D is the diagram obtained by removing all the boxes of D from F.
A Littlewood–Richardson tableau (LR tableau) T is a skew diagram F/D ﬁlled with
positive integers 1 through k for some k which satisﬁes the following conditions:
LR1: The numbers in a row are weakly increasing from left to right, and the numbers
in a column are strictly increasing from top to bottom.
LR2: For every pair of positive integers m2 and p1, the number of times the
number m occurs in the ﬁrst p rows of T is not larger than the number of times
the number of times m − 1 occurs in the ﬁrst p − 1 rows of T. This is also
known as the Yamagouchi word condition.
If E is a Young diagram, then by the banal tableau of shape E, we mean the tableau
obtained by ﬁlling each column of E from top to bottom with consecutive positive
integers starting from 1. For example, if E = (4, 3, 2), then the banal tableau of shape
E is given by
1 1 1 1
2 2 2
3 3
.
3.2. Standard peeling
In [HTW3], for a given LR tableau T, a banal tableau BT and a “content preserving”
map from T to BT are deﬁned, i.e. each cell of T is mapped to a cell in BT with the
same value. The map can be visualized as the process of successively removing certain
canonically deﬁned “vertical skew strips” from T and reassembling them into columns
of BT. This process is called “standard peeling”. Thus T is constructed by the reverse
process of standard peeling. The contents of BT are moved to the skew diagrams F/D
one column at a time, starting from the last column of BT (the rightmost column). If
BT has shape E, then we shall say that “T is a LR tableau of shape F/D with content
E”. Readers may refer to [HTW3] for a detailed description of this process. Here we
will illustrate this process with an example. The following are the various stages of
standard peeling of the LR tableau T:
T =
1
1
1 2
1 2 3
2 3
→
1
1
1 2
2 3
→ 1
1
2
→
1
The following are the various stages of assembling the tableau BT:
1
2
3
→
1 1
2 2
3 3
→
1 1 1
2 2 2
3 3
→ BT =
1 1 1 1
2 2 2
3 3
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3.3. The matrix associated with a LR tableau
Using standard peeling, we can associate T with the r(F t ) × r(Et ) matrix
M(T ) = (mij ) (3.3.1)
of nonnegative integers where mij is the number of entries from the jth column of E
get put into the ith column of F/D. In the example given in Section 3.2,
M(T ) =
⎛⎜⎜⎜⎜⎜⎜⎝
0 0 1 1
0 2 0 0
1 0 1 0
1 1 0 0
0 0 0 0
1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎠ .
4. Preliminaries: partial determinants
When a square matrix X is divided into a number of block submatrices, its determi-
nant detX is a sum of partial determinants. Each partial determinant is a sum of the
terms which occurs in detX with the property that a ﬁxed number of the entries which
are used to form a term are taken from a particular block submatrix. This notion is
very useful in our construction of highest weight vectors.
4.1. The deﬁnition of partial determinants
Let X = (xij ) be an n × n matrix and (p1, . . . , pk), (q1, . . . , ql) be two partitions
of n, that is, p1, . . . , pk, q1, . . . , ql are positive integers such that p1 + · · · + pk =
q1 + · · · + ql = n. We shall divide X into kl blocks of submatrices as follows:
X =
⎛⎜⎜⎜⎜⎜⎜⎝
X11 X12 · · · X1l
X11 X12 · · · X1l
· · ·
· · ·
· · ·
Xk1 Xk2 · · · Xkl
⎞⎟⎟⎟⎟⎟⎟⎠ ,
where the (a, b)-th block Xab is a pa × qb submatrix of X. Speciﬁcally, we let
P0 = 0, Pa =
a∑
i=1
pi (1ak),
Q0 = 0, Qb =
b∑
j=1
qj (1b l).
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Then
Xa,b =
⎛⎜⎜⎜⎜⎜⎜⎝
xPa−1+1,Qb−1+1 xPa−1+1,Qb−1+2 · · · xPa−1+1,Qb
xPa−1+2,Qb−1+1 xPa−1+2,Qb−1+2 · · · xPa−1+2,Qb
· · ·
· · ·
· · ·
xPa,Qb−1+1 xPa,Qb−1+2 · · · xPa,Qb
⎞⎟⎟⎟⎟⎟⎟⎠ .
Let Sn be the symmetric group on {1, 2, . . . , n}. For each  ∈ Sn, 1ak and 1b l,
let
numab() = number of elements in {i : Qb−1 < iQb, Pa−1 < (i)Pa}.
We now ﬁx a k × l matrix N = (nab) of nonnegative integers such that
k∑
i=1
nib = qb and
l∑
j=1
naj = pa (4.1.1)
for all 1ak and 1b l, and let
S(N) = { ∈ Sn : numab() = nab, 1ak, 1b l}.
It is easy to see that S(N) is nonempty. We deﬁne
d(X,N) =
∑
∈S(N)
sgn ()
n∏
i=1
x(i),i . (4.1.2)
We note that d(X,N) is the sum of all the terms which occur in the expansion of
detX with the property that for all 1ak and 1b l, nab of its entries are taken
from the submatrix Xab. We thus call d(X,N) a partial determinant of X.
4.2. Expansion formula
Let
R = {	 ∈ Sn : Pa−1 < 	(i)Pa, ∀Pa−1 < iPa, 1ak},
C = {
 ∈ Sn : Qb−1 < 
(j)Qb, ∀Qb−1 < jQb, 1b l}.
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Then it is clear that
RSp1 × Sp2 × · · · × Spk ,
CSq1 × Sq2 × · · · × Sql . (4.2.1)
It can be shown that for any  ∈ S(N), S(N) is the double coset RC of . Using
this fact, we obtain the following formula which expresses the partial determinant as
an alternating sum involving the determinants of submatrices. The proof is elementary
and straightforward, which we omit.
Lemma 4.2.1. Let N = (nab) be a matrix satisfying condition (4.1.1). Then for any
 ∈ S(N),
d(X,N) = 1
N !
∑
∈R
(sgn )
l∏
b=1
detXb(),
where
N ! =
∏
a,b
nab!
and
Xb() =
⎛⎜⎜⎜⎜⎜⎜⎝
x(Qb−1+1),Qb−1+1 x(Qb−1+1),Qb−1+2 · · · x(Qb−1+1),Qb
x(Qb−1+2),Qb−1+1 x(Qb−1+2),Qb−1+2 · · · x(Qb−1+2),Qb· · ·
· · ·
· · ·
x(Qb),Qb−1+1 x(Qb),Qb−1+2 · · · x(Qb),Qb
⎞⎟⎟⎟⎟⎟⎟⎠ .
5. Preliminaries: k-fold tensor product algebra for GLn
In this section, we shall review the results in [HL1] on k-fold tensor product algebras
and also express the highest weight vectors in these algebras as partial determinants.
5.1. The algebra TAn,l1,...,lk
Let l1, . . . , lk be positive integers less than or equal to n and
Vn,l1,...,lk = Mn,l1Mn,l2 · · ·Mn,lk .
Here Mpq = Mpq(C) denotes the space of all p × q complex matrices. Let GLn ×
GLl1 × · · · × GLlk act on Vn,l1,l2,...,lk by
[(g, h1, . . . , hk), (X1, . . . , Xm)] →
(
(gt )−1X1h−11 , (g
t )−1X2h−12 , . . . , (g
t )−1Xkh−1k
)
,
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where g ∈ GLn, hj ∈ GLlj and Xj ∈ Mn,lj for 1jk. This action induces an action
of GLn × GLl1 × · · · × GLlk on the algebra P(Vn,l1,...,lk ) of polynomial functions on
Vn,l1,...,lk . By the (GLn,GLm)-duality [Ho95],
P(Vn,l1,...,lk )  P(Mn,l1) ⊗ · · · ⊗ P(Mn,lk )

⎡⎣ ∑
r(D1) l1
D1n ⊗ D1l1
⎤⎦⊗ · · · ⊗
⎡⎣ ∑
r(Dk) lk
Dkn ⊗ Dklk
⎤⎦

∑
r(Di) li
1 ik
[
D1n ⊗ · · · ⊗ Dkn
]
⊗ D1l1 ⊗ · · · ⊗ 
Dk
lk
. (5.1.1)
Taking Ul1 × · · · × Ulk -invariants in this algebra, we obtain
P (Vn,l1,...,lk )Ul1×···×Ulk  ∑
r(Di) li
1 ik
[
D1n ⊗ · · · ⊗ Dkn
]
⊗
(
D1l1
)Ul1 ⊗ · · · ⊗ (Dklk )Ulk .
Let Ali denote the diagonal torus of GLli . Then P(Vn,l1,...,lk )Ul1×···×Ulk is a module for
GLn × Al1 × · · · × Alk , and the subspace
[
D1n ⊗ · · · ⊗ Dkn
]
⊗
(
D1l1
)Ul1 ⊗ · · · ⊗ (Dklk )Ulk
is the D1l1 × · · ·×
Dk
lk
-eigenspace of Al1 × · · ·×Alk . Moreover, since dim(Dili )Uli = 1
for 1 ik, the k-fold tensor product D1n ⊗ · · · ⊗ Dkn of GLn representations can be
identiﬁed with this eigenspace of Al1 × · · · × Alk . Thus under the action of GLn, the
algebra P(Vn,l1,...,lk )Ul1×···×Ulk is a sum of all possible k-fold tensor products of irre-
ducible representations of GLn with the property that its ith factor is labeled by a Young
diagram with at most li rows. If we take the Un-invariants in P(Vn,l1,...,lk )Ul1×···×Ulk ,
we obtain the algebra
TAn,l1,...,lk = P(Vn,l1,...,lk )Un×Uk1×···×Ukm
of GLn × GLl1 × · · · × GLlk highest weight vectors in P(Vn,l1,...,lk ). It is a module
for An × Al1 × · · · × Alk , and its Fn × D1l1 × · · · × 
Dk
lk
-eigenspace can be identiﬁed
with the space of all GLn highest weight vectors of weight Fn in the tensor product
D1n ⊗ · · · ⊗ Dkn . Hence TAn,l1,...,lk is called a k-fold tensor product algebra for GLn
[HL1].
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5.2. The construction of highest weight vectors
We shall now brieﬂy recall the construction of the GLn × GLl1 × · · · × GLlk highest
weight vectors given in [HL1].
For each 1jk, let the standard coordinates on Mn,lj be given by
X(j) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x
(j)
11 x
(j)
12 · · · x(j)1,lj
x
(j)
21 x
(j)
22 · · · x(j)2,lj
· · ·
· · ·
· · ·
x
(j)
n1 x
(j)
n2 · · · x(j)n,lj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
and write X ∈ Vn,l1,...,lk as
X = (X(1), X(2), . . . , X(k)).
Let D1, . . . , Dk, F be Young diagrams such that r(Dj ) lj for all j, r(F )n, and
dim HomGLn(Fn , D1n ⊗ D2n ⊗ · · · ⊗ Dkn ) = 0, (5.2.1)
that is, Fn occurs in 
D1
n ⊗ D2n ⊗ · · · ⊗ Dkn . Let
F t = (f1, . . . , ft )
and for each 1jk,
Dtj = (d(j)1 , . . . , d(j)rj ).
For each 1jk, 1an and 1b lj , write
X
(j)
ab =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
x
(j)
11 x
(j)
12 · · · x(j)1b
x
(j)
21 x
(j)
22 · · · x(j)2b· ·
· ·
· ·
x
(j)
a1 x
(j)
a2 · · · x(j)ab
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and for 1jk, 1 i t and 1hrj , let
X˜
(j)
ih = X(j)fi ,d(j)h . (5.2.2)
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Now for each 1jk, we let
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
(j)11 
(j)
12 · · · (j)1,rj
(j)21 
(j)
22 · · · (j)2,rj
· ·
· ·
· ·
(j)t1 
(j)
t2 · · · (j)t,rj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
be a t × rj matrix of indeterminates. We now form the |F | × |F | matrix X˜ as follows:
X˜ = (X˜(1), X˜(2), . . . , X˜(k)), (5.2.3)
where for 1jk,
X˜(j) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
(j)11 X˜
(j)
11 
(j)
12 X˜
(j)
12 · · · (j)1,rj X˜
(j)
1,rj
(j)21 X˜
(j)
21 
(j)
22 X˜
(j)
22 · · · (j)2,rj X˜
(j)
2,rj
· · ·
· · ·
· · ·
(j)t1 X˜
(j)
t1 
(j)
t2 X˜
(j)
t2 · · · (j)t,rj X˜(j)t,rj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We now consider the determinant det X˜ of X˜. If we expand this determinant as a
polynomial in the (j)ih ’s, we obtain
det X˜ =
∑
M
˜(D1,...,Dk,F ),M
M. (5.2.4)
Here
(i) M = (M1, . . . ,Mk) where for each 1jk, Mj = (m(j)ih ) is a t × rj matrix of
nonnegative integers;
(ii) M = ∏kj=2 [(j)]Mj where for 1jk, [(j)]Mj = ∏i,h ((j)ih )m(j)ih ;
(iii) ˜(D1,...,Dk,F ),M = ˜(D1,...,Dk,F ),M(X) is a polynomial in the variables x(j)ab for
1jk, 1an and 1b lj .
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We may also assume that the matrices M which occur in Eq. (5.2.4) have the properties
that
k∑
j=1
rj∑
b=1
m
(j)
ib = fi (1 i t), (5.2.5)
t∑
i=1
m
(j)
ib = d(j)b (1brj , 1jk). (5.2.6)
Lemma 5.2.1 (Howe and Lee [HL1]). The polynomial ˜(D1,...,Dk,F ),M is a GLn×GLl1
× · · · × GLlk highest weight vector of weight Fn × D1l1 × · · · × 
Dk
lk
.
5.3. Highest weight vectors as partial determinants
We will now show that ˜(D1,...,Dk,F ),M is a partial determinant (see Section 4 for
its deﬁnition and notation). To see this, we let Z be the |F | × |F | matrix obtained by
setting all indeterminants (j)ih = 1 in the matrix X˜. Deﬁne the t × (r1 +· · ·+ rk) matrix
N(M) = (nab) as follows: Set r0 = 0, and for 1jk, 1a t and 1brj ,
na,r1+···+rj−1+b = m(j)ab . (5.3.1)
Lemma 5.3.1. If the matrix M satisﬁes conditions (5.2.5) and (5.2.6), and N(M) is
the matrix deﬁned in Eq. (5.3.1), then
˜(D1,...,Dk,F ),M = d(Z,N(M)).
Conversely, if N = (nab) is a t×(r1+· · ·+rk) matrix of nonnegative integers satisfying
t∑
a=1
na,r1+···+rb−1+j = d(b)j (1jrb, 1bk) (5.3.2)
and
r∑
j=1
na,j = fa (1a t). (5.3.3)
Then there is a matrix M such that ˜(D1,...,Dk,F ),M = d(Z,N).
Proof. We note that det X˜ is an alternating sum of terms where each term is a prod-
uct of entries with exactly one entry chosen from each row and each column. If an
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entry from the submatrix (j)ih X˜
(j)
ih is chosen to form a term, such a term will con-
tain one copy of the variable (j)ih . Consequently, ˜(D1,...,Dk,F ),M is the alternating sum
of all the terms in det X˜ with the properties that m(j)ih entries are chosen from the
submatrix (j)ih X˜
(j)
ih . But this coincides with the deﬁnition of the partial determinant
d(Z,N(M)). 
Remarks. Using Lemmas 5.3.1 and 4.2.1, one can derive a more explicit expression
for ˜(D1,...,Dk,F ),M . In the next section, we shall use this method to obtain explicit
expressions for the GLn highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn).
5.4. A basis for TAn,l1,...,lk
We shall now describe a basis for TAn,l1,...,lk . First we recall from Eq. (5.1.1) that
P(Vn,l1,...,lk )
∑
r(Di) li
1 ik
[
D1n ⊗ · · · ⊗ Dkn
]
⊗ D1l1 ⊗ · · · ⊗ 
Dk
lk
.
We now ﬁx Young diagrams F,D1, . . . , Dk such that r(F )n, r(D1) l1,…,r(Dk)
 lk and Fn occurs in 
D1
n ⊗ D2n ⊗ · · · ⊗ Dkn . By applying the Littlewood–Richardson
rule repeatedly, we obtain
D1n ⊗ D2n ⊗ · · · ⊗ Dkn =
∑
F1,F2,...,Fk−1
(
c
F1
D1,D2
c
F2
F1,D3
· · · cFk−1Fk−2,Dk
)
Fk−1n
=
∑
F
⎛⎝ ∑
F1,F2,...,Fk−2
c
F1
D1,D2
c
F2
F1,D3
· · · cFFk−2,Dk
⎞⎠ Fn ,
where F = Fk−1. Here, for Young diagrams A, B and C, cABC is the Littlewood–
Richardson coefﬁcient which counts the number of LR tableaux of shape A/B with
content C. Thus the multiplicity of Fn in 
D1
n ⊗ D2n ⊗ · · · ⊗ Dkn is given by
m(F ;D1, . . . , Dk) =
∑
F1,F2,...,Fk−2
c
F1
D1,D2
c
F2
F1,D3
· · · cFFk−2,Dk .
Note that m(F ;D1, . . . , Dk) is also the dimension of the Fn × D1l1 × · · · × 
Dk
lk
-
eigenspace of TAn,l1,...,lk .
We now form the matrix X˜ as given in Eq. (5.2.3) and consider its determinant
as given in Eq. (5.2.4). Since the Littlewood–Richardson coefﬁcients counts the num-
ber of certain LR tableaux, m(F ;D1, . . . , Dk) is the number of all (k − 1)-tuples
(T1, . . . , Tk−1) of Littlewood–Richardson tableaux with the following properties: there
exist Young diagrams F1, . . . , Fk−2, all with at most n rows, such that for each
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1jk − 1, Tj is of shape Fj/Fj−1 and content Dj+1, where F0 = D1. For each
such (k − 1)-tuple (T1, . . . , Tk−1) of LR tableaux, we let
M(T1, . . . , Tk−1) = (M1, . . . ,Mk), (5.4.1)
where for each 1jk, Mj is the r(F t ) × r(Dtj ) matrix given by
Mj =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
Ir1
O
)
j = 1,
(
M(Tj−1)
O
)
j2,
where Ir1 is the r1×r1 identity matrix, and for 2jk, M(Tj−1) is the r(F tj−1)×r(Dtj )
matrix associated to the LR tableau Tj−1 as deﬁned in Eq. (3.3.1) and O is the zero
matrix. We now associate (T1, . . . , Tk−1) with the polynomial
˜(D1,...,Dk,F ),M(T1,...,Tk−1). (5.4.2)
Proposition 5.4.1 (Howe et al. [HTW3], Howe and Lee [HL1]). The set of all GLn×
GLl1 ×· · ·×GLlk highest weight vectors ˜(D1,...,Dk,F ),M(T1,...,Tk−1) deﬁned in Eq. (5.4.2)
forms a basis for TAn,l1,...,lk .
5.5. The function T1,...,Tk−1
Proposition 5.4.1 is proved in [HL1] (and in [HTW3] for the case k = 2) by com-
puting the leading monomial of ˜(D1,...,Dk,F ),M(T1,...,Tk−1) with respect to the following
monomial ordering (A1)–(A4) in P(Vn,l1,...,lk ). We shall denote a general monomial in
P(Vn,l1,...,lk ) by
xA =
∏
j,i,h
(x
(j)
ih )
a
(j)
ih ,
where A = (A1, . . . , Ak), Aj = (a(j)ih ) for each 1jk.
(A1) If i < j , then
x
(i)
ab > x
(j)
cd
for all 1a, cn, 1b li and 1d lj .
(A2) For each 1jk,
x
(j)
ab > x
(j)
cd
if and only if b < d, or b = d and a < c.
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By (A1) and (A2), we have
x
(1)
11 > x
(1)
21 > · · · > x(1)n1 > x(1)12 > x(1)22 > · · · > x(1)n,l1 > x
(2)
11 > x
(2)
21 > · · · > x(k)n,lk .
We now extend the ordering in (A1) and (A2) to an ordering between all monomials
on the x(j)ih ’s by the graded lexicographic order (see [CLO]). The speciﬁc conditions
are given in (A3)–(A4) below:
(A3) If the total degree of xA is higher than that of xL, then
xA > xL.
(A4) If xA and xL have the same total degree, we shall arrange the variables which
occur in xA and xL in decreasing order. Then xA > xL if and only if xA contains
the higher ﬁrst nonequal variable.
From the deﬁnition of this monomial ordering, it is clear that the leading monomial
of ˜(D1,...,Dk,F ),M(T1,...,Tk−1) must contain
∏r1
j=1
(∏d(1)j
i=1 x
(1)
ii
)
as factor. Let T1,...,Tk−1
be the coefﬁcient of
∏r1
j=1
(∏d(1)j
i=1 x
(1)
ii
)
in ˜(D1,...,Dk,F ),M(T1,...,Tk−1), that is,
T1,...,Tk−1
r1∏
j=1
⎛⎜⎝d
(1)
j∏
i=1
x
(1)
ii
⎞⎟⎠
is equal to the sum of all the terms in ˜(D1,...,Dk,F ),M(T1,...,Tk−1) containing the factor∏r1
j=1
(∏d(1)j
i=1 x
(1)
ii
)
.
Proposition 5.5.1 (Howe et al. [HTW3], Howe and Lee [HL1]). The leading monomial
in T1,...,Tk−1 with respect to the ordering (A1)–(A4) is given by
eT1,...,Tk−1 =
k−1∏
j=1
⎛⎝∏
b∈Tj
x
(j+1)
aj (b)cj (b)
⎞⎠ ,
where for 1jk − 1 and each box b ∈ Tj , aj (b) is the row of Fj in which
the box b lies, and cj (b) is the entry in b. Consequently, the leading monomial in
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˜ = ˜(D1,...,Dm,F ),M(T1,...,Tk−1) is given by
LM(˜) =
⎡⎣ r1∏
m=1
⎛⎝d(1)m∏
i=1
x
(1)
ii
⎞⎠⎤⎦⎡⎣k−1∏
j=1
⎛⎝∏
b∈Tj
x
(j+1)
aj (b)cj (b)
⎞⎠⎤⎦ .
5.6. The explicit form of T1,...,Tk−1
For later use, we need to obtain an explicit expression for the polynomial T1,...,Tk−1
in the case k = 2 and 3. To do this, we ﬁrst express T1,...,Tk−1 as a partial determinant,
and then apply Lemma 4.2.1. Let
X˜0 = (X˜(2)0 , X˜(3)0 , . . . , X˜(k)0 ),
where for each 2jk,
X˜
(j)
0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
(X˜
(j)
11 )0 (X˜
(j)
12 )0 · · · (X˜(j)1,rj )0
(X˜
(j)
21 )0 (X˜
(j)
22 )0 · · · (X˜(j)2,rj )0
· · ·
· · ·
· · ·
(X˜
(j)
t1 )0 (X˜
(j)
t2 )0 · · · (X˜(j)t,rj )0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
and for 1a t and 1brj , (X˜(j)ab )0 is the matrix obtained from X˜
(j)
ab by delet-
ing the top d(1)a rows from X˜
(j)
ab , and X˜
(j)
ab is deﬁned in Eq. (5.2.2). We now recall
the deﬁnition of the matrix M(T1, . . . , Tk−1) = (M1, . . . ,Mk) given in Eq. (5.4.1).
Let Mˇ(T1, . . . , Tk−1) = (M2, . . . ,Mk), that is, Mˇ(T1, . . . , Tk−1) is obtained from
M(T1, . . . , Tk−1) by removing the ﬁrst submatrix M1. Then
T1,...,Tk−1 = d(X˜0, Mˇ(T1, . . . , Tk−1)). (5.6.1)
The case k = 2 will be discussed in the next subsection. Here we state the formula
for the case k = 3.
Lemma 5.6.1 (The case k = 3). For 2u3, 1 i t and 1jru, let
a
(u)
ij = m(u)ij + m(u)i+1,j + · · · + m(u)tj , a(u)t+1,j = 0,
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(u)j ∈ Sd(u)j a permutation on {1, 2, . . . , d
(u)
j },
Xˆ
(u)
ij (
(u)
j ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x
(u)
d
(1)
i +1,(u)j (a(u)i+1,j+1)
x
(u)
d
(1)
i +1,(u)j (a(u)i+1,j+2)
· · · x(u)
d
(1)
i +1,(u)j (a(u)i,j )
x
(u)
d
(1)
i +2,(u)j (a(u)i+1,j+1)
x
(u)
d
(1)
i +2,(u)j (a(u)i+1,j+2)
· · · x(u)
d
(1)
i +2,(u)j (a(u)i,j )
· · ·
· · ·
· · ·
x
(u)
fi ,
(u)
j (a
(u)
i+1,j+1)
x
(u)
fi ,
(u)
j (a
(u)
i+1,j+2)
· · · x(u)
fi ,
(u)
j (a
(u)
i,j )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Xˆi(
(2)
1 , . . . , 
(2)
r2 , 
(3)
1 , . . . , 
(3)
r3 )
=
(
Xˆ
(2)
i1 (
(u)
1 ), . . . , Xˆ
(2)
i,r2
((2)r2 ), Xˆ
(3)
i1 (
(3)
1 ), . . . , Xˆ
(3)
i,r3
((3)r3 )
)
.
Then
T1,T2 = c
∑
(u)j ∈Sd(u)
j
1 j ru,u=2,3
⎛⎜⎜⎝ ∏
1 j ru
u=2,3
sgn ((u)j )
⎞⎟⎟⎠ t∏
i=1
det Xˆi((2)1 , . . . , 
(2)
r2 , 
(3)
1 , . . . , 
(3)
r3 ),
where
c = ± 1∏
a,b,u m
(u)
a,b!
.
5.7. A formula for T
In this subsection, we shall assume that k = 2. We shall simplify our notation as
follows:
(i) We shall write the variables x(1)ab and x(2)cd as xab and ycd , respectively. We also
write Y = (ycd).
(ii) D1 = D, D2 = E, Dt = (d1, . . . , dr ) and Et = (e1, . . . , es).
(iii) T1 = T and M(T1) = M(T ) = (mij ).
The following are a special case of Propositions 5.5.1 and 5.6.1:
Proposition 5.7.1 (Howe et al. [HTW3]). Let eT (Y ) be the leading monomial of T (Y )
with respect to the monomial ordering (A1)–(A4). Then
eT (Y ) =
∏
b∈T
ya(b)c(b),
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where for each box b of T, a(b) is the row of F in which the box b lies, and c(b) is
the entry in b.
Lemma 5.7.2. For 1 i t and 1js, let
aij = mij + mi+1,j + · · · + mtj , at+1,j = 0,
j ∈ Sej a permutation on {1, 2, . . . , ej },
Yˆij (j ) =
⎛⎜⎜⎜⎜⎜⎜⎝
ydi+1,j (ai+1,j+1) ydi+1,j (ai+1,j+2) · · · ydi+1,j (ai,j )
ydi+2,j (ai+1,j+1) ydi+2,j (ai+1,j+2) · · · ydi+2,j (ai,j )
· · ·
· · ·
· · ·
yfi ,j (ai+1,j+1) yfi ,j (ai+1,j+2) · · · yfi ,j (ai,j )
⎞⎟⎟⎟⎟⎟⎟⎠
and
Yˆi (1, . . . , s) =
(
Yˆi1(1), Yˆi2(2), . . . , Yˆis(s)
)
.
Then
T (Y ) = c
∑
(1,...,s )∈Se1×···×Ses
⎛⎝ s∏
j=1
sgn (j )
⎞⎠ t∏
i=1
det Yˆi (1, . . . , s),
where
c = ± 1∏
a,b ma,b!
.
Example. Let
D = , E = , F = ,
T =
1
1 1 2
1 2 3
2 3
4
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Then
M(T ) =
⎛⎜⎜⎜⎜⎝
1 0 1 1
0 2 0 0
1 0 1 0
0 1 0 0
2 0 0 0
⎞⎟⎟⎟⎟⎠ ,
T (Y ) = c
∑
(,,)∈S4×S3×S2
(sgn )(sgn )(sgn )
∣∣∣∣∣∣
y3,4 y3,2 y31
y4,4 y4,2 y41
y5,4 y5,2 y51
∣∣∣∣∣∣
×
∣∣∣∣ y3,2 y3,3y4,2 y4,3
∣∣∣∣ ∣∣∣∣ y2,3 y2,1y3,3 y3,1
∣∣∣∣ y2,1 ∣∣∣∣ y1,1 y1,2y2,1 y2,2
∣∣∣∣
and
eT (Y ) = (y54y42y31)(y43y32)(y33y21)y21(y22y11).
6. GLn Highest weight vectors in
∧l1(Cn)⊗· · ·⊗∧lk (Cn)
For nonnegative integers l1, . . . , lk less than or equal to n, we consider the GLn
module
∧l1(Cn)⊗ · · ·⊗∧lk (Cn). Our goal in this section is to derive formulas for the
GLn highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) using Lemma 5.2.1, Proposition
5.4.1 and Lemma 4.2.1. Speciﬁcally, we shall ﬁrst state a general form of the GLn high-
est weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) and in ∧l1 ((Cn)∗)⊗ · · · ⊗∧lk ((Cn)∗).
(Here (Cn)∗ is the space of linear functionals on Cn.) These results will be used
in later sections. We shall also specify a basis for the space of Un-invariants in∧l1(Cn)⊗ · · ·⊗∧lk (Cn).
6.1. Connection with the k-fold tensor product algebra
For each jn, let 1j denote the Young diagram with one column of length j. Then

1j
n 
∧j
(C). Thus we can identify the k-fold tensor product
∧l1(Cn) ⊗ · · · ⊗∧lk (Cn),
with the subspace
W(n, l1, . . . , lk) =
(

1l1
n ⊗ det l1
)
⊗
(

1l2
n ⊗ det l2
)
⊗ · · · ⊗
(

1lk
n ⊗ det lk
)
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in P(Vn,l1,...,lk ). For 1jk and i1, . . . , ilj n, let
Dj(i1, . . . , ilj ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x
(j)
i1,1 x
(j)
i1,2 · · · x
(j)
i1,lj
x
(j)
i2,1 x
(j)
i2,2 · · · x
(j)
i2,lj
· · ·
· · ·
· · ·
x
(j)
ilj ,1
x
(j)
ilj ,2
· · · x(j)ilj ,lj
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Then W(n, l1, . . . , lk) is spanned by all polynomials of the form
k∏
j=1
Dj(i1j , i2j , . . . , ilj ,j ).
In fact, let  : ∧l1(Cn)⊗ · · ·⊗∧lk (Cn) → W(n, l1, . . . , lk) be the linear map speciﬁed
by

[
⊗kj=1(εi1j ∧ εi2j ∧ · · · ∧ εilj ,j )
]
=
k∏
j=1
Dj(i1j , i2j , . . . , ilj ,j ). (6.1.1)
Here {ε1, . . . , εn} is the standard basis for Cn. It is easy to see that  is a GLn module
isomorphism. Since the GLn highest weight vectors in W(n, l1, . . . , lk) are known, we
can obtain the GLn highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) via the map .
This will be done in the next subsection.
6.2. Highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn)
Suppose that F is a Young diagram with at most n row and Fn occurs in∧l1(Cn)⊗ · · ·⊗∧lk (Cn). Let the conjugate diagram of F be given by
F t = (f1, . . . , ft ).
Deﬁne the |F | × |F | matrix X˜ as follows: X˜ is divided into tk blocks of submatrices
as
X˜ =
⎛⎜⎜⎜⎜⎜⎜⎝
X˜11 X˜12 · · · X˜1k
X˜21 X˜22 · · · X˜2k
· · ·
· · ·
· · ·
X˜t1 X˜t2 · · · X˜tk
⎞⎟⎟⎟⎟⎟⎟⎠ ,
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where its (a, b)-th block is given by
X˜ab =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
x
(b)
11 x
(b)
12 · · · x(b)1,lb
x
(b)
21 x
(b)
22 · · · x(b)2,lb· ·
· ·
· ·
x
(b)
fa1 x
(b)
fa2 · · · x
(b)
fa,lb
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Let N = (nij ) be a t × k matrix of nonnegative integers such that for 1jk,
t∑
i=1
nij = lj (6.2.1)
and for 1 i t ,
k∑
j=1
nij = fi. (6.2.2)
Then by Lemma 5.2.1, the partial determinant d(X˜,N) is a GLn × GLl1 × · · · × GLlk
highest weight vector with weight Fn × detl1 × · · · × detlk . For 1 i t and 1jk,
let
Kij = nij + ni,j+1 + · · · + nik (6.2.3)
and Ki,k+1 = 0. Then by Lemma 4.2.1, with an appropriate choice of  ∈ S(N), we
obtain
d(X˜,N) = c
∑
i∈Sfi
1 i t
(
t∏
i=1
sgn i
)
×
k∏
j=1
Dj
[
1(K1,j+1 + 1), 1(K1,j+1 + 2), . . . , 1(K1j ),
2(K2,j+1 + 1), . . . , t (Kt,j )
]
,
where c = c(N) is nonzero and depends only on N.
Notation. If I = (i1, . . . , ip) is a p-tuple of integers between 1 and n, then ε(I ) shall
denote the element
ε(I ) = εi1 ∧ εi2 ∧ · · · ∧ εip
of
∧p
(Cn).
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Lemma 6.2.1. Let N be a matrix satisfying conditions (6.2.1) and (6.2.2), and Kij be
deﬁned in Eq. (6.2.3). For 1 i t and 1jk, let i ∈ Sdi , and
Iij (i ) = (i (Ki,j+1 + 1), i (Ki,j+1 + 2), . . . , i (Ki,j )).
Then
N =
∑
i∈Sfi
1 i t
(
t∏
i=1
sgn i
)
k⊗
j=1
{
ε[I1j (1)] ∧ ε[I2j (2)] ∧ · · · ∧ ε[Itj (t )]
} (6.2.4)
is a GLn(C) highest weight vector in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) of weight Fn .
Proof. This follows from the equality N = (1/c)−1[d(X˜,N)]. 
6.3. Example
We now illustrate the construction of N given in Lemma 6.2.1 with an example.
We consider the tensor product
∧3
(Cn) ⊗∧2(Cn) ⊗∧2(Cn) ⊗ Cn ⊗∧2(Cn) and the
Young diagram
F = .
It can be veriﬁed that Fn occurs in
∧3
(Cn)⊗∧2(Cn)⊗∧2(Cn)⊗Cn ⊗∧2(Cn). Let
N =
⎛⎜⎜⎝
1 0 1 0 2
0 2 0 1 0
1 0 1 0 0
1 0 0 0 0
⎞⎟⎟⎠ . (6.3.1)
Clearly N satisﬁes conditions (6.2.1) and (6.2.2). In this case, the numbers Kij deﬁned
in Eq. (6.2.3) are given by
⎛⎜⎜⎝
K11 K12 K13 K14 K15
K21 K22 K23 K24 K25
K31 K32 K33 K34 K35
K41 K42 K43 K44 K45
⎞⎟⎟⎠ =
⎛⎜⎜⎝
4 3 3 2 2
3 3 1 1 0
2 1 1 0 0
1 0 0 0 0
⎞⎟⎟⎠ .
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Then for (, , , ™) ∈ S4 × S3 × S2 × S1, we have
I11() = (4) I12() = ( ) I13() = (3) I14() = ( ) I15() = (1, 2),
I21() = ( ) I22() = (2, 3) I23() = ( ) I24() = (1) I15() = ( ),
I31() = (2) I22() = ( ) I33() = (1) I24() = ( ) I35() = ( ),
I41(™) = (1) I42(™) = ( ) I43(™) = ( ) I44(™) = ( ) I45(™) = ( ).
Now, using the recipe described in Lemma 6.2.1, we obtain
N =
∑
(,,,™)∈S4×S3×S2×S1
(sgn )(sgn )(sgn )(sgn ™)
5⊗
j=1
{
ε[I1j (1)] ∧ ε[I2j (2)] ∧ · · · ∧ ε[Itj (t )]
}
=
∑
(,,)∈S4×S3×S2
(sgn )(sgn )(sgn )[(ε4 ∧ ε2 ∧ ε1) ⊗ (ε2 ∧ ε3)
⊗(ε3 ∧ ε1) ⊗ ε1 ⊗ (ε1 ∧ ε2)]. (6.3.2)
6.4. A basis for the highest weight vectors in ∧l1(Cn)⊗ · · ·⊗∧lk (Cn)
Using the procedure described in Section 5.1 and the map  deﬁned in Eq. (6.1.1), it
is easy to specify a basis for the GLn highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn),
that is, a basis for the space
[∧l1(Cn) ⊗ · · · ⊗∧lk (Cn)]Un
of Un-invariants in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn). In fact, the multiplicity of Fn in∧l1(Cn)⊗ · · ·⊗∧lk (Cn) is equal to the number of (k − 1)-tuples (T1, . . . , Tk−1) of
LR tableaux satisfying the following conditions: write F0 = 1l1 and Fk−1 = F . There
are Young diagrams F1, . . . , Fk−2 with at most n rows such that for 1jk − 1,
Tj is of shape Fj/Fj−1 and are ﬁlled with the numbers 1, 2, . . . , lj+1. We shall
specify a basis for
[∧l1(Cn)⊗ · · ·⊗∧lk (Cn)]Un indexed by such a set of (k − 1)-
tuples of LR tableaux. Speciﬁcally, we ﬁx such a (k − 1) tuple (T1, . . . , Tk−1) and
form the matrix M(T1, . . . , Tk−1) as deﬁned in Eq. (5.4.1). Then by Theorem 5.4.1,
the basis element which corresponds to (T1, . . . , Tk−1) is the highest weight vector
˜(D1,...,Dk,F ),M(T1,...,Tk−1) where Dj = 1lj for 1jk. Its image under  is
N(T1,...,Tk−1), (6.4.1)
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where N(T1, . . . , Tk−1) = (nij ) is the t × k matrix given by
ni1 =
{
l1 if i = 1,
0 if i = 1
and for 2 i t , 1jk,
nij =
{
the number of boxes in the ith column of Fj−1/Fj−2 if 1 ij,
0 if j < ik.
Thus we have proved:
Theorem 6.4.1. The set of all GLn(C) highest weight vectors N(T1,...,Tk−1) deﬁned in
Eq. (6.4.1) forms a basis for
[∧l1(Cn)⊗ · · ·⊗∧lk (Cn)]Un .
6.5. A basis of weight vectors in F tk
The GLn structure of
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) is also related to another reciprocity
law. By Theorem 4.1.1 of [Ho95], under the action of GLn × GLk ,
∧
(Cn ⊗ Ck)
∑
F
Fn ⊗ F
t
k ,
where F ranges over all Young diagrams F such that r(F )n and r(F t )k. Taking
Un-invariants, we obtain[∧
(Cn ⊗ Ck)
]Un

∑
F
(Fn )
Un ⊗ F tk .
This is a module for An × GLk , and for each F, the GLk representation F tk can be
identiﬁed with the Fn -eigenspace of An in
[∧
(Cn ⊗ Ck)]Un .
On the other hand, we have
∧
(Cn ⊗ Ck) [∧(Cn ⊗ C)]⊗k = k times︷ ︸︸ ︷[∧(Cn ⊗ C)]⊗ · · · ⊗ [∧(Cn ⊗ C)] .
Since
∧
(Cn ⊗ C) is a GLn × GL1 module,
[∧
(Cn ⊗ C)]⊗k is a module for
k︷ ︸︸ ︷
(GLn × GL1) · · · × (GLn × GL1) = (GLn)k × Ak,
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where Ak(GL1)k is the diagonal torus of GLk . Now for positive integers l1, . . . , lk
less than or equal to n, let (l1,...,lk)k : Ak → C× be the character given by
diag(a1, . . . , ak) → al11 · · · alkk .
Under the action of (GLn)k × Ak ,
[∧
(Cn ⊗ C)]⊗k ∑
l1,...,lk0
[∧l1(Cn) ⊗ · · · ⊗∧lk (Cn)]⊗ (l1,...,lk)k .
Hence we can identify
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) with the (l1,...,lk)k -eigenspace for Ak ,
and under this identiﬁcation, the GLn highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn)
with weight Fn corresponds to the weight vectors of GLk with weight 
(l1,...,lk)
k in the
GLk module F
t
k (
F
n )
Un ⊗ F tk .
6.6. Highest weight vectors in
∧l1 ((Cn)∗)⊗ · · · ⊗∧lk ((Cn)∗)
It is easy to write down analogous formulas for the highest weight vectors in
∧l1 ((Cn)∗)⊗ · · · ⊗∧lk ((Cn)∗).
Since we are only concerned with ﬁnite dimensional representations of GLn, it is
equivalent to consider the corresponding derived representations of the Lie algebra
gln = gln(C) of GLn. Let  : gln → gln be the automorphism given by
(Eij ) = −En−j+1,n−i+1.
Here Eij is the n × n matrix such that its (i, j)-th entry is 1 and all other entries are
0. Now for 1jk, the usual action of gln on each
∧lj (Cn) is given by
X.
(
v1j ∧ · · · ∧ vlj ,j
) = lj∑
i=1
v1j ∧ · · ∧(Xvi,j ) ∧ · · ∧vlj ,j , (6.6.1)
where X ∈ gln and vij ∈ Cn for 1 i lj . These actions are extended to an action 
on
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) by
(X)(u1 ⊗ · · · ⊗ uk) =
lk∑
j=1
u1 ⊗ · · (X.uj ) ⊗ · · ⊗uk,
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where X ∈ gln and uj ∈ ∧lj (Cn) for 1jk. Let
˜(X) = [(X)], X ∈ gln.
This deﬁnes another representation of gln on
∧l1(Cn)⊗ · · ·⊗∧lk (Cn). Suppose  ∈∧l1(Cn)⊗ · · ·⊗∧lk (Cn) is a gln highest weight vector with respect to the action ,
that is, for i < j ,
(Eij )() = 0
and there exist integers 12 · · · n such that for H = diag(h1, . . . , hn),
[(H)]() = (1h1 + · · · + nhn).
Note that if i < j , then n − j + 1 < n − i + 1, so that
[˜(Eij )]() = [(En−j+1,n−i+1)]() = 0
and
[˜(H)]() = [ (diag(−hn, . . . ,−h1))] ()
= (−nh1 − n−1h2 − · · · − 1hn).
Thus  is also a gln highest weight vector with respect to the action ˜, and it deﬁnes
a representation which is contragredient to the one deﬁned by . In addition, let  :
Cn → (Cn)∗ be given by
(εi) = −ε∗n−i+1,
where {ε∗1, . . . , ε∗n} is the basis of (Cn)∗ dual to {ε1, . . . , εn}, and let
 : ∧l1(Cn) ⊗ · · · ⊗∧lk (Cn) → ∧l1 ((Cn)∗)⊗ · · · ⊗∧lk ((Cn)∗)
be the linear map induced by , that is,

[
⊗kj=1
(
v1j ∧ · · · ∧ vlj ,j
)] = ⊗kj=1 ((v1j ) ∧ · · · ∧ (vlj ,j )) . (6.6.2)
Then  is a gln module isomorphism for(∧l1(Cn) ⊗ · · · ⊗∧lk (Cn), ˜)∧l1 ((Cn)∗)⊗ · · · ⊗∧lk ((Cn)∗).
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As noted earlier, the gln highest weight vectors in
∧l1(Cn)⊗ · · ·⊗∧lk (Cn) with respect
to the action ˜ is the same as that with respect to . So the gln highest weight vectors
in
∧l1 ((Cn)∗)⊗ · · · ⊗∧lk ((Cn)∗) are the images of the highest weight vectors N
given in Lemma 6.2.1. These vectors can be obtained simply by replacing εi with
−ε∗n−i+1 in N . Thus we have the following lemma.
Lemma 6.6.1. Let N be a matrix satisfying conditions (6.2.1) and (6.2.2), and Kij be
deﬁned in Eq. (6.2.3). For 1jn, write ε˜∗j = −ε∗n−j+1. For 1 i t and 1jk,
let i ∈ Sdi ,
Iij (i ) = (i (Ki,j+1 + 1), i (Ki,j+1 + 2), . . . , i (Ki,j ))
and
ε˜∗[Iij (i )] = ε˜∗i (Ki,j+1+1) ∧ ε˜∗i (Ki,j+1+2) ∧ · · · ∧ ε˜∗(Ki,j ).
Then
∗N =
∑
i∈Sfi
1 i t
(
t∏
i=1
sgn i
)
k⊗
j=1
{
ε˜∗[I1j (1)] ∧ ε˜∗[I2j (2)] ∧ · · · ∧ ε˜∗[Itj (t )]
} (6.6.3)
is a GLn highest weight vector in
∧l1 ((Cn)∗)⊗ · · · ⊗∧lk ((Cn)∗) of weight 0,Fn . So
the GLn representation deﬁned by ∗N is (Fn )∗, the contragredient representation of
Fn .
7. A basis for the stable branching algebra for (GLn,On)
Let n and k be positive integers such that 2k < n, and let P(Mnk) be the algebra
of polynomial functions on Mnk = Mnk(C). Let GLn and GLk act on P(Mnk) by the
formula:
(g, h)(A) = (g−1)tAh−1, g ∈ GLn, h ∈ GLk
and On acts by the restriction of the action of GLn. Let Uk and USOn denote the
standard maximal unipotent subgroups of GLk and SOn, respectively. The goal of this
section is to construct a basis for the algebra
P(Mnk)USOn×Uk
of SOn × GLk highest weight vectors in P(Mnk).
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7.1. The algebra P(Mnk)USOn×Uk
By the (GLn,GLk)-duality,
P(Mnk) =
∑
r(D)k
Dn ⊗ Dk
under the action of GLn × GLk . Taking Uk-invariants, we obtain
P(Mnk)Uk =
∑
r(D)k
Dn ⊗ (Dk )Uk . (7.1.1)
Since dim(Dk )Uk = 1, P(Mnk)Uk contains one copy of Dn for each Young diagram D
with at most k rows. In fact, the Dn ⊗ (Dk )Uk is the Dk -eigenspace for the maximal
torus Ak in GLk . Consequently, P(Mnk)Uk is graded by the semigroup Â++k = {Dk :
r(D)k} of highest weights for GLk . Taking USOn invariants in Eq. (7.1.1) gives
P(Mnk)USOn×Uk
∑
r(D)k
(Dn )
USOn ⊗ (Dk )Uk .
This algebra is a ASOn × Ak module, so it is graded by the semigroup Â+SOn × Â++k
where Â+SOn is the set of highest weights for SOn. For 
E
n ∈ Â+SOn (see Section 2.3 for
the notation), the En ×Dk -eigenspace in P(Mnk)USOn×Uk can be identiﬁed with the set
of SOn highest weight vectors in Dn with weight Ek . Thus the Â
+
SOn × Â++k -graded
algebra structure of P(Mnk)USOn×Uk describes the branching rule from GLn to On for
the representations Dn with r(D)k. In view of this, we shall call P(Mnk)USOn×Uk
a stable branching algebra for (GLn,On). As explained in [HTW1], P(Mnk)USOn×Uk
also describes the branching rule from sp2k(C) to glk(C) for certain highest weight
modules of sp2k(C). So it is also called a reciprocity algebra. For a detailed discussion
of branching algebras and reciprocity algebras, readers may refer to [HTW1].
7.2. The On × GLk module structure of P(Mnk)
Let ⎛⎜⎜⎜⎜⎜⎜⎝
x11 x12 · · · x1k
x21 x22 · · · x2k
· ·
· ·
· ·
xn1 xn2 · · · xnk
⎞⎟⎟⎟⎟⎟⎟⎠
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be the standard coordinates on Mnk . We also let for 1 i, jk,
r2ij =
n∑
a=1
xaixn−a+1,j .
By the ﬁrst fundamental theorem of invariant theory for On (see [Ho95]), the algebra
P(Mnk)On of On invariants in P(Mnk) is generated by {r2ij : 1 i, jk}. In addition,
since 2k < n, there is no nontrivial relation among these generators. Consequently,
P(Mnk)On = C[r2ij : 1 ijk].
Now P(Mnk)On carries an action by GLk , and as a GLk module,
P(Mnk)OnP(S2(Ck))
∑
r(E)k
2Ek .
Here, if E = (1, . . . , k), then 2E denotes the Young diagram (21, . . . , 2k). Next
we let
ij =
n∑
a=1
2
xaixn−a+1,j
and
H(Mnk) = {f ∈ P(Mnk) : ij (f ) = 0, ∀i, j}.
Under the action of On × GLk ,
H(Mnk)
∑
r(D)k
Dn ⊗ Dk .
Since 2k < n, we have
P(Mnk)H(Mnk) ⊗ P(Mnk)On (7.2.1)
as a On × GLk module. It follows that
P(Mnk) 
⎛⎝ ∑
r(D)k
Dn ⊗ Dk
⎞⎠⊗
⎛⎝ ∑
r(E)k
2Ek
⎞⎠ (7.2.2)
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=
∑
r(D),r(E)k
Dn ⊗
(
Dk ⊗ 2Ek
)
=
∑
r(D),r(E)k
Dn ⊗
(∑
F
cFD,2E
)
Fk
=
∑
r(D),r(F )k
⎛⎝ ∑
r(E)k
cFD,2E
⎞⎠ Dn ⊗ Fk . (7.2.3)
7.3. The algebra P (MnkS2(Ck))Un×Uk
In this subsection, we shall show that the algebra P(Mnk)USOn×Uk is isomorphic to
P (MnkS2(Ck))Un×Uk . This allows us to apply the results given in Section 6 in our
construction of highest weight vectors.
First we claim that H(Mnk)USOn = P(Mnk)Un , that is, the space of USOn invariants
in H(Mnk) coincides with the space of Un invariants in P(Mnk). In fact,
H(Mnk)USOn
∑
r(D)k
(Dn )
USOn ⊗ Dk
and
P(Mnk)Un
∑
r(D)k
(Dn )
Un ⊗ Dk .
So as GLk modules, H(Mnk)USOn and P(Mnk)Un are isomorphic. In addition, for D =
(1, . . . , k), the harmonic polynomial
k∏
j=1
∣∣∣∣∣∣∣
x11 . . . x1j
...
...
xj1 . . . xjj
∣∣∣∣∣∣∣
j−j+1
is the unique GLk highest weight vector of weight Dk in both H(Mnk)USOn and
P(Mnk)Un . Consequently, H(Mnk)USOn = P(Mnk)Un . In particular, this shows that
H(Mnk)USOn is a subalgebra of P(Mnk)USOn .
By Eq. (7.2.1),
P(Mnk)USOnH(Mnk)USOn ⊗ P(Mnk)On = P(Mnk)Un ⊗ C[r2ij : 1 ijk]
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is a tensor product of two subalgebras of P(Mnk)USOn . Let
 : P(Mnk)Un ⊗ C[r2ij : 1 ijk] → P(Mnk)USOn
be the multiplication map, that is,
(f ⊗ h) = f h
for f ∈ P(Mnk)Un and h ∈ C[r2ij : 1 ijk]. Then  is an algebra and ASOn ×GLk
module isomorphism.
Note that
Span{r2ij : 1 i, jk}S2(Ck)
as a GLk module, but GLn does not act trivially on this space. We now take an “external
copy” of S2(Ck), that is, the spaces Mnk and S2(Ck) are linearly independent. We
identify the GLk module S2(Ck) with the space of k × k complex symmetric matrices,
and let GLn × GLk act on MnkS2(Ck) by
(g, h)(T , S) =
(
(g−1)tT h−1, (h−1)tSh−1
)
, g ∈ GLn(C), h ∈ GLk(C).
This induces an action of GLn × GLk on the polynomial algebra P
(
MnkS2(Ck)
)
.
Let {r˜2ij : 1 ijk} be the standard coordinates on S2(Ck), and let
˜ : P
(
MnkS2(Ck)
)Un → P(Mnk)USOn
be the algebra homomorphism such that
˜(xij ) = xij , and ˜(r˜2ab) = r2ab
for all 1 in and 1j, a, bk. It is clear that ˜ is the composition of the following
maps:
P
(
MnkS2(Ck)
)Un
 P(Mnk)Un ⊗ P(S2(Ck))
 H(Mnk)USOn ⊗ P(Mnk)OnP(Mnk)USOn .
Hence ˜ is an algebra and ASOn ×GLk isomorphism, and it restricts to an algebra and
ASOn × Ak isomorphism for
P
(
MnkS2(Ck)
)Un×Uk
P(Mnk)USOn×Uk .
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It follows that the SOn ×GLk highest weight vectors in P(Mnk) are exactly the GLn ×
GLk highest weight vectors in P
(
MnkS2(Ck)
)
but with the variables r˜2ij replaced
by r2ij . Thus we shall abuse notation and write r˜
2
ij simply as r
2
ij in the following
subsections.
7.4. GLk highest weight vectors in P
(
MnkS2(Ck)
)
The following lemma describes certain basic GLk highest weight vectors in
P (MnkS2(Ck)).
Lemma 7.4.1. Let pq, m l, p + l = m + q, 1 i1, . . . , ip, j1, . . . , jmn, and
 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
xi1,1 xi1,2 · · · xi1,q
xi2,1 xi2,2 · · · xi2,q
· · ·
· · ·
· · ·
xip,1 xip,2 · · · xip,q
xj1,1 xj2,1 · · · xjm,1
xj1,2 xj2,2 · · · xjm,2
· · ·
· · ·
· · ·
xj1,l xj2,l · · · xjm,l
r211 r
2
12 · · · r21q
r221 r
2
22 · · · r22q
· · ·
· · ·
· · ·
r2l1 r
2
l2 · · · r2lq
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Then  = det is a GLk highest weight vector in P
(
MnkS2(Ck)
)
with weight 1q+1lk .
Proof. It is equivalent to consider the derived action  of the Lie algebra glk(C) of
GLk on P
(
MnkS2(Ck)
)
. We shall show that for 1a < bk, [(Eab)]() = 0. We
note that since r2ij = r2ji , the transpose t of  is of the same form as . So we may
assume that lq.
Now (Eab) acts by the operator
(Eab) =
n∑
c=1
xca

xcb
+
∑
e =b
1ek
r2ae

r2be
+ 2r2ab

r2bb
(7.4.1)
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on P (MnkS2(Ck)). For 1sm + q, let (s) be the matrix obtained from  by
replacing its sth column by its image C(s) under (Eab). Then
(Eab)() =
m+q∑
s=1
det(s). (7.4.2)
Now
C(s) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
p+b︷ ︸︸ ︷
0, . . . , 0, xjs ,a, 0, . . . , 0)t if b l and sm,
(
p+b︷ ︸︸ ︷
0, . . . , 0, r2a,s−m, 0, . . . , 0)t if b l, m + 1sm + q,
and s = m + b,
(xi1,a, . . . , xip,a, r
2
1a, . . . , r
2
b−1,a,
2r2ba, r
2
b+1,a, . . . , r2la)t if b l and s = m + b,
(xi1,a, . . . , xip,a, r
2
1a, . . . , r
2
la)
t if l < bq and s = m + b,
(0, 0, . . . , 0)t otherwise.
We consider three cases:
Case 1: lq < b: For each 1sm+q, the sth column of (s) is the zero column,
so that det(s) = 0. It follows from this and Eq. (7.4.2) that [(Eab)]() = 0.
Case 2: l < bq: Let 1sm + q. If s = m + b, then the sth column of (s)
is the zero column. On the other hand, the (m + a)-th and the (m + b)-th column of
(m + b) are identical. Hence det(s) = 0 for 1sm + q, and [(Eab)]() = 0.
Case 3: b lq: For an entry u in , we shall denote the cofactor of u in  by
[u]. Then for s = m + b,
det(s) =
⎧⎨⎩
xjs,a[xjs,b] 1sm,
r2a,s−m
[
r2b,s−m
]
m + 1sm + q, s = m + b.
The (m + b)-th column of (m + b) is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
xi1,a
·
·
xip,a
r21a·
·
r2b−1,a
2r2ba
r2b+1,a
·
·
r2la
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
xi1,a
·
·
xip,a
r21a·
·
r2b−1,a
r2ba
r2b+1,a
·
·
r2la
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
·
·
0
0
·
·
0
r2ab
0
·
·
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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It follows that det(m + b) can be written as the sum of two determinants. The ﬁrst
determinant is 0 because its matrix contains two identical columns. So
det(m + b) = r2ab[r2bb].
Consequently,
[(Eab)]() =
m∑
s=1
xjs,a[xjs,b] +
q∑
t=1
r2at[r2bt ],
which is the determinant of the matrix obtained from  by replacing its (p+b)-th row
by its (p + a)-th row. Since this matrix has two equal rows, its determinant is 0. So
[(Eab)]() = 0.
Finally the weight of  can be veriﬁed easily. We omit details. 
Remarks. Since GLk acts on P
(
MnkS2(Ck)
)
by algebra automorphisms, the product
of any number of polynomials of the form described in Lemma 7.4.1 is also a GLk
highest weight vector and its weight is the product of the weights of the factors. The
GLn × GLk highest weight vectors we will construct in the next subsection will be a
sum of GLk highest weight vectors of this form.
7.5. GLn × GLk Highest weight vectors in P
(
MnkS2(Ck)
)
By Eq. (7.2.3), for ﬁxed D and F, the Dn ×Fn -eigenspace in P
(
MnkS2(Ck)
)Un×Uk
has dimension
∑
E c
F
D,2E . This is the number of LR tableaux T with the following
properties: there exists a Young diagram E with at most k rows such that T is of shape
F/(2E) and content D. We ﬁx such a LR tableau T and shall construct a GLn × GLk
highest weight vector T in P
(
MnkS2(Ck)
)
with weight Dn ×Fk in this subsection.
We need to set up some notations. Let the conjugate diagrams of D, E and F be
given by
Dt = (d1, . . . , dr ),
Et = (e1, . . . , es),
F t = (f1, . . . , ft ).
For each 1 i t , let
pi = fi − e[(i+1)/2].
Here for each real number y, [y] will denote the greatest integer less than or equal to
y. Let M(T ) = (mij ) be the t × r matrix associated with T as deﬁned in Eq. (3.3.1),
R. Howe, S.T. Lee /Advances in Mathematics 206 (2006) 145–210 181
that is, mij is the number of elements from the jth column of D get put into the ith
column of F. For 1 i t and 1jr , let
aij = mij + mi+1,j + · · · + mtj
and
at+1,j = 0.
If mij > 0, then the entries from the jth column of D get put into the ith column of
F are
ai+1,j + 1, ai+1,j + 2, . . . , ai,j .
Let  = (1, . . . , r ) ∈ Sd1 × · · · × Sdr . Here Sm denotes the symmetric group on
{1, . . . , m}. For each 1 i t , let Xi() be the pi × fi matrix
Xi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Xi1(1)
Xi2(2)
·
·
·
Xir(r )
⎞⎟⎟⎟⎟⎟⎟⎠ , (7.5.1)
where for each j, Xij (j ) is the mij × fi matrix
Xij (j ) =
⎛⎜⎜⎜⎜⎜⎜⎝
xj (ai+1,j+1),1 xj (ai+1,j+1),2 · · · xj (ai+1,j )+1,fi
xj (ai+1,j+2),1 xj (ai+1,j+2),2 · · · xj (ai+1,j )+2,fi
· · ·
· · ·
· · ·
xj (ai,j ),1 xj (ai,j ),2 · · · xj (ai,j ),fi
⎞⎟⎟⎟⎟⎟⎟⎠ . (7.5.2)
We also let for 1m[t/2],
Rm =
⎛⎜⎜⎜⎜⎜⎜⎝
r211 r
2
12 · · · r21,f2m−1
r221 r
2
22 · · · r22,f2m−1· · ·
· · ·
· · ·
r2f2m,1 r
2
f2m,2 · · · r2f2m,f2m−1
⎞⎟⎟⎟⎟⎟⎟⎠ . (7.5.3)
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Finally, we let
(D,E,F ),T = T =
∑
∈Sd1×···×Sdr
(
r∏
i=1
sgn (i )
)
×
⎡⎣ s∏
j=1
det
(
0 X2j−1()
[X2j ()]t Rj
)⎤⎦[ t∏
l=2s+1
detXl()
]
.
(7.5.4)
Lemma 7.5.1. The polynomial T deﬁned in Eq. (7.5.4) is an GLn × GLk highest
weight vector in P (MnkS2(Ck)) of weight Dn × Fk .
Proof. That T s a GLk highest weight vectors of weight Fk follows from Lemma
7.4.1. We now show that T is a GLn highest weight vector. We shall construct a GLn
module map
 : ∧p1(Cn) ⊗∧p2(Cn) ⊗ · · · ⊗∧pt (Cn) −→ P (MnkS2(Ck)) .
Recall that if I = (i1, . . . , ip) is a p-tuple of integers between 1 and n, then ε(I )
shall denote the element εi1 ∧ εi2 ∧ · · · ∧ εip of
∧p
(Cn). If p = pj , we shall write
Xj(I) =
⎛⎜⎜⎜⎜⎜⎜⎝
xi1,1 xi1,2 · · · xi1,fj
xi2,1 xi2,2 · · · xi2,fj
· · ·
· · ·
· · ·
xipj ,1 xlpj ,2 · · · xlpj ,fj
⎞⎟⎟⎟⎟⎟⎟⎠ .
Now for each 1j t , let
bj = (b1j , . . . , bpj ,j )
be a pi-tuple of integers between 1 and n, then the map  is deﬁned by
 [ε(b1) ∧ · · · ∧ ε(bt )]
=
⎡⎣ s∏
j=1
det
(
0 X2j−1(b2j−1)
[X2j (b2j )]t Rj
)⎤⎦[ t∏
l=2s+1
detXl(bl )
]
.
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We consider the t × r matrix M(T ) = (mij ). Recall that ∑rj=1 mij = pi and∑t
i=1 mij = dj . Let N = [M(T )]t , i.e. N = (nij ) is r × t and nij = mji for all i, j .
Then
r∑
i=1
nij = pj
and
t∑
j=1
nij = di,
i.e. N satisﬁes conditions (6.2.1) and (6.2.2) (with lj and fi replaced by pj and
di , respectively). By Lemma 6.2.1, N deﬁnes a GLn highest weight vector N in∧p1(Cn) ⊗∧p2(Cn) ⊗ · · · ⊗∧pt (Cn). We now observe that
T = (N).
So it is a GLn highest weight vector of weight Dn . 
7.6. Example
We now illustrate the above construction with an example. Let
D = , 2E = , F = ,
T =
1
1 1 2
1 2 3
2 3
4
Then
N = [M(T )]t =
⎛⎜⎜⎝
1 0 1 0 2
0 2 0 1 0
1 0 1 0 0
1 0 0 0 0
⎞⎟⎟⎠ ,
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which coincides with the matrix given in Eq. (6.3.1). Thus by Eq. (6.3.2), N is the
following element in
∧3
(Cn) ⊗∧2(Cn) ⊗∧2(Cn) ⊗ Cn ⊗∧2(Cn):
N =
∑
(,,)∈S4×S3×S2
(sgn )(sgn )(sgn )[(ε4 ∧ ε2 ∧ ε1) ⊗ (ε2 ∧ ε3)
⊗ (ε3 ∧ ε1) ⊗ ε1 ⊗ (ε1 ∧ ε2)].
So
T = (N)
=
∑
(,,)∈S4×S3×S2
(sgn )(sgn )(sgn )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 x4,1 x4,2 x4,3 x4,4 x4,5
0 0 x2,1 x2,2 x2,3 x2,4 x2,5
0 0 x11 x12 x13 x14 x15
x2,1 x3,1 r211 r
2
12 r
2
13 r
2
14 r
2
15
x2,2 x3,2 r221 r
2
22 r
2
23 r
2
24 r
2
25
x2,3 x3,3 r231 r
2
32 r
2
33 r
2
34 r
2
35
x2,4 x3,4 r241 r
2
42 r
2
43 r
2
44 r
2
45
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣∣∣
0 x3,1 x3,2 x3,3
0 x1,1 x1,2 x1,3
x1,1 r
2
11 r
2
12 r
2
13
x2,1 r
2
21 r
2
22 r
2
23
∣∣∣∣∣∣∣∣∣
∣∣∣∣ x1,1 x1,2x2,1 x2,2
∣∣∣∣ .
7.7. The leading monomial of T
In this subsection, we shall introduce a monomial ordering in P (MnkS2(Ck)) and
compute the leading monomial of the highest weight vector T with respect to this
ordering.
The monomials in P (MnkS2(Ck)) are of the form x(r2) where  = (ij ),
 = (ml), x =
∏
ij x
ij and (r2) = ∏m l (r2ml)ml . The monomial ordering is
deﬁned as follows:
(B1) For all i, j,m and l, r2ij > xml .
(B2) For ij and m l, r2ij > r2ml if and only if either i < m or i = m and j < l.
(B3) xij > xml if and only if either i < m or i = m and j < l.
(B4) The monomial ordering is the graded lexicographic order [CLO] satisfying (B1)–
(B3).
We recall the expression of T given in Eq. (7.5.4). We note that in the expansion
of
det
(
0 X2j−1(b2j−1)
[X2j (b2j )]t Rj
)
,
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exactly ej entries in each term need to be chosen from Rj , that is, each term of
this determinant contains a monomial in the r2ab’s with ej variables. It is clear from
condition (B2) that r211r222 · · · r2ej ej has the highest possible order among all possible
choices. Let
R2E =
s∏
j=1
( ej∏
i=1
r2ii
)
.
Then the sum of all the terms in T which contain R2E as factor is of the form
R2ET [R2E], (7.7.1)
where T [R2E] is a polynomial in the variables {xij }. By the deﬁnition of the monomial
ordering (B1)–(B4), the leading monomial of T is the product of R2E and the leading
monomial of T [R2E].
Lemma 7.7.1. The leading monomial of T [R2E] is given by
e˜T =
∏
b∈T
xc(b)a(b),
where for each b in T, a(b) is the row of F in which the box b lies and c(b) is the
entry in b. Consequently, the leading monomial of T is e˜T R2E .
Proof. For each 1 i t , let Xˆi() be the pi × pi matrix
Xˆi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Xˆi1(1)
Xˆi2(2)
·
·
·
Xˆir (r )
⎞⎟⎟⎟⎟⎟⎟⎠ , (7.7.2)
where for each l, Xˆil(l ) is the mil × pi matrix
Xˆil(l ) =
⎛⎜⎜⎜⎜⎜⎜⎝
xl (ai+1,r )+1,e[(i+1)/2]+1 xl (ai+1,l )+1,e[(i+1)/2]+2 · · · xl (ai+1,l )+1,fi
xl (ai+1,l )+2,e[(i+1)/2]+1 xl (ai+1,l )+2,e[(i+1)/2]+2 · · · xl (ai+1,l )+2,fi
· · ·
· · ·
· · ·
xl (ai,l ),e[(i+1)/2]+1 xl (ai,l ),e[(i+1)/2]+2 · · · xl (ai,l ),fi
⎞⎟⎟⎟⎟⎟⎟⎠ .
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Note that Xˆi() is obtained from the matrix Xi() by removing its ﬁrst e[(i+1)/2]
columns. It is now clear from the expression of T given in Eq. (7.5.4) that
T [R2E] = ±
∑
∈Sd1×···×Sdr
(
r∏
i=1
sgn (i )
)
t∏
j=1
det Xˆj (). (7.7.3)
We now recall that the deﬁnition of the function T (Y ) which is given in Section 5.7.
An expansion formula for T (Y ) was given in Lemma 5.7.2 and its leading monomial
with respect to the ordering (A1)–(A4) is given in Lemma 5.7.1. We observe that
if we identify xij with the variable yji in Section 5.7, then a comparison of Eq.
(7.7.3) and the formula given in Lemma 5.7.2 reveals that T [R2E] corresponds to
a multiple of T (Y ). In addition, under this identiﬁcation, the monomial orderings
(A1)–(A4) restricted to the variables yji and (B1)–(B4) restricted to the variables xij
are identical. Consequently, the leading monomial e˜T of T [R2E] is the image of the
leading monomial eT of T (Y ). Thus the lemma follows. 
In the example given in Section 7.6,
T [R2E] =
∑
(,,)∈S4×S3×S2
(sgn )(sgn )(sgn )
×
∣∣∣∣∣∣
x4,3 x4,4 x4,5
x2,3 x2,4 x2,5
x13 z14 x15
∣∣∣∣∣∣
∣∣∣∣ x2,3 x3,3x2,4 x3,4
∣∣∣∣ ∣∣∣∣ x3,2 x3,3x1,2 x1,3
∣∣∣∣ x2,1 ∣∣∣∣ x1,1 x1,2x2,1 x2,2
∣∣∣∣ .
We now note that T [R2E] can be identiﬁed with a multiple of T (Y ), which is given
in Eq. (5.7.2).
7.8. A basis for P(Mnk)USOn×Uk
We are now ready to prove the main theorem of this section.
Theorem 7.8.1. The set of all GLn × GLk highest weight vectors T deﬁned in Eq.
(7.5.4) forms a basis for P (MnkS2(Ck))Un×Uk . Thus their images in P(Mnk)USOn×Uk
form a basis for P(Mnk)USOn×Uk .
Proof. We have proved that the leading monomial of T is e˜T R2E . Now R2E determines
the diagram E. The GLn weight and GLk weight of e˜T R2E determine the diagrams
D and F, respectively. In addition, e˜T determines the tableau T. This shows that the
map (D,E, F, T ) → e˜T R2E is one-to-one. Since the highest weight vectors T have
distinct leading monomials, they form a linearly independent set. Moreover, for ﬁxed
D and F, the number of the highest weight vectors we obtain is equal to the dimension
of the Dn × Fk -eigenspace of P
(
MnkS2(Ck)
)Un×Uk
. Hence they form a basis for
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this eigenspace. It follows that by varying the diagrams D, E, F and the tableau T, we
obtain a basis for P (MnkS2(Ck))Un×Uk . 
7.9. Highest weight module for sp2k
Let sp2k = (sp2k(R))C. From the theory of compact dual pairs [Ho89,KV], P(Mnk)
admits a decomposition
P(Mnk)
∑
r(D)k
Dn ⊗ LD2k
under the action of On × sp2k where LD2k is a highest weight module for sp2k . Then
P(Mnk)USOn×Uk
∑
r(D)k
(
Dn
)USOn ⊗ (LD2k)Uk .
Since dim(Dn )USOn = 1, we can identify LD2k with the subspace
(
Dn
)USOn ⊗ LD2k in
P(Mnk). We now consider the restriction of sp2k to glk = glk(C) on LD2k . The following
proposition is now clear.
Proposition 7.9.1. Let D be a Young diagram with r(D)k. Identify LD2k with the
subspace
(
Dn
)USOn ⊗ LD2k in P(Mnk). Then the set
{(D,E,F ),T :T is of shape F/(2E) with content D for some Young diagrams E and F}
is a basis for the glk highest weight vectors in LD2k .
8. A basis for the stable branching algebras for (On+m,On × Om)
8.1. The symmetric pair (On+m,On × Om)
The deﬁnition of the orthogonal groups given in Section 2.3 is not convenient for
describing the subgroup On × Om of On+m. We shall use a different symmetric bi-
linear form to deﬁne the orthogonal groups in this section. Speciﬁcally, let (., .)n,
(., .)m and (., .)n+m be the symmetric bilinear forms on Cn, Cm and Cn+m = CnCm
given by
((x1, . . . , xn)
t , (x′1, . . . , x′n)t )n =
n∑
i=1
xix
′
i ,
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((y1, . . . , ym)
t , (y′1, . . . , y′m)t )m =
m∑
j=1
yjy
′
j ,
((x1, . . . , xn, y1, . . . , ym)
t , (x′1, . . . , x′n, y′1, . . . , y′m)t )n+m =
n∑
i=1
xix
′
i +
m∑
j=1
yjy
′
j .
Then On, Om and On+m are the isometry groups of the forms (., .)n, (., .)m and
(., .)n+m, respectively. So we can identify On × Om as the subgroup of On+m which
preserves the subspaces Cn and Cm of Cn+m.
8.2. Notation
Let n, m and k be positive integers such that 2k < min(n,m). Let
X =
⎛⎜⎜⎜⎜⎜⎜⎝
x11 x12 · · · x1k
x21 x22 · · · x2k
· · ·
· · ·
· · ·
xn1 xn2 · · · xnk
⎞⎟⎟⎟⎟⎟⎟⎠ and Y =
⎛⎜⎜⎜⎜⎜⎜⎝
y11 y12 · · · y1k
y21 y22 · · · y2k
· · ·
· · ·
· · ·
ym1 ym2 · · · ymk
⎞⎟⎟⎟⎟⎟⎟⎠ (8.2.1)
be the standard coordinates on Mnk = Mnk(C) and Mmk = Mmk(C), respectively, and
let
Mn+m,k = Mn+m,k(C) =
{(
X
Y
)
: X ∈ Mnk, Y ∈ Mmk
}
.
We consider the polynomial algebras P(Mnk), P(Mmk) and P(Mn+m,k), which carry
standard actions of On×GLk , Om×GLk and On+m×GLk , respectively. For 1 i, jk,
let
s2ij =
n∑
a=1
xaixaj , 
(n)
ij =
n∑
a=1
2
xaixaj
,
t2ij =
m∑
b=1
ybiybj , 
(m)
ij =
m∑
b=1
2
ybixbj
,
r2ij = s2ij + t2ij , (n+m)ij = (n)ij + (m)ij
and
H(Mnk) = {f ∈ P(Mnk) : (n)ij (f ) = 0, ∀1 i, jk},
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H(Mmk) = {f ∈ P(Mmk) : (m)ij (f ) = 0, ∀1 i, jk},
H(Mn+m,k) = {f ∈ P(Mn+m,k) : (n+m)ij (f ) = 0, ∀1 i, jk}.
Since 2k < min(n,m), we have the decomposition
P(Mnk)  H(Mnk) ⊗ P(Mnk)On ,
P(Mmk)  H(Mmk) ⊗ P(Mmk)Om,
P(Mn+m,k)  H(Mn+m,k) ⊗ P(Mn+m,k)On+m,
where
P(Mnk)On = C[s2ij : 1 ijk],
P(Mmk)Om = C[t2ij : 1 ijk],
P(Mn+m,k)On+m = C[r2ij : 1 ijk].
8.3. The algebra R(N )USOn×USOm×Uk
Let
N =
{
T ∈ Mn+m,k : r2ij (T ) = 0 ∀1 i, jk
}
and R(N ) the algebra of regular functions on N . Let In+m,k = In+m,k(r2ij ) be the
ideal of P(Mn+m,k) generated by {r2ij : 1 ijk}. Then since 2k < min(n,m), we
have [Ho95]
R(N )P(Mn+m,k)/In+m
and as a On+m × GLk module,
R(N )H(Mn+m,k)
∑
r(D)k
Dn+m ⊗ Dk .
We now take Uk invariants and obtain
R(N )Uk
∑
r(D)k
Dn+m ⊗
(
Dk
)Uk
.
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This algebra contains one copy of each irreducible representations Dn+m of On+m with
r(D)k. We consider its subalgebra of USOn × USOm invariants, which is
R(N )USOn×USOm×Uk
∑
r(D)k
(
Dn+m
)USOn×USOm ⊗ (Dk )Uk .
Thus the algebra R(N )USOn×USOm×Uk describes the branching rule from On+m to
On × Om for all representations Dn+m with r(D)k. In view of this property, we
call R(N )USOn×USOm×Uk a stable branching algebra for (On+m,On × Om). This alge-
bra also describes the decomposition of the tensor products of certain highest weight
modules of sp2k(C). Hence it is also a reciprocity algebra (see [HTW1]). The goal of
this section is to construct a basis for this algebra.
8.4. The On × Om × GLk module structure of R(N )
Under the action of On × Om × GLk ,
P(Mn+m,k)  P(MnkMmk)
 P(Mnk) ⊗ P(Mmk)

[
H(Mnk) ⊗ P(Mnk)On
]
⊗
[
H(Mmk) ⊗ P(Mmk)Om
]
 H(Mnk) ⊗ H(Mmk) ⊗ C[s2ij : 1 i, jk] ⊗ C[t2ij : 1 i, jk].
Now for 1 i, jk, we let
ij = s2ij − t2ij . (8.4.1)
Then
Span{r2ij , ij : 1 i, jk} = Span{s2ij , t2ij : 1 i, jk}
and
R(N )  P(Mn+m,k)/In+m

{
H(Mnk) ⊗ H(Mmk) ⊗ C[s2ij , t2ij ]
}/
In+m,k
 H(Mnk) ⊗ H(Mmk) ⊗ C[ij : 1 i, jk].
Now the space spanned by the ij ’s carries a GLk module structure isomorphic to
S2(Ck), so that
C[ij : 1 i, jk]
∑
r(F )k
2Fk .
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Consequently, we have
R(N )  H(Mnk) ⊗ H(Mmk) ⊗ C[ij ]

⎡⎣ ∑
r(D)k
Dn ⊗ Dk
⎤⎦⊗
⎡⎣ ∑
r(E)k
Em ⊗ Ek
⎤⎦⊗
⎡⎣ ∑
r(F )k
2Fk
⎤⎦

∑
r(D),r(E),r(F )k
(
Dn ⊗ Em
)
⊗
(
2Fk ⊗ Dk ⊗ Ek
)

∑
r(D),r(E),r(H)k
Dn ⊗ Em ⊗
⎛⎝ ∑
r(G),r(F )k
cG2F,Dc
H
G,E
⎞⎠ Hk .
Taking USOn × USOm × Uk-invariants, we obtain
R(N )USOn×USOm×Uk

∑
r(D),r(E),r(H)k
⎛⎝ ∑
r(G),r(F )k
cG2F,Dc
H
G,E
⎞⎠(Dn )USOn ⊗ (Em)USOm
⊗
(
Hk
)Uk
. (8.4.2)
8.5. The algebra P(MnkMmkS2(Ck))Un×Um×Uk
Let GLn × GLm × GLk act on MnkMmkS2(Ck) by
(g1, g2, h)(X, Y,R) =
(
(g−11 )
tXh−1, (g−12 )
tXh−1, (h−1)tRh−1
)
,
where (g1, g2, h) ∈ GLn × GLm × GLk , X ∈ Mnk , Y ∈ Mmk and R ∈ S2(Ck). Here
S2(Ck) is identiﬁed with the space of k × k complex symmetric matrices. From Eq.
(8.4.2) and using arguments similar to that used in Section 7.3, we have
R(N )USOn×USOm×Uk

∑
r(D),r(E),r(F )k
(
Dn
)USOn ⊗ (Em)USOm ⊗ (2Fk ⊗ Dk ⊗ Ek )Uk
=
∑
r(D),r(E),r(F )k
(
Dn
)Un ⊗ (Em)Um ⊗ (2Fk ⊗ Dk ⊗ Ek )Uk
P(MnkMmkS2(Ck))Un×Um×Un
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as algebras and as ASOn × ASOm × Ak-modules. Thus we can replace the algebra
R(N )USOn×USOm×Uk by P(MnkMmkS2(Ck))Un×Um×Uk , and replace the Dn ×Em×
Hk -eigenspace in R(N )USOn×USOm×Uk by the Dn × Em × Hk -eigenspace in P(Mnk
MmkS2(Ck))Un×Um×Uk . In particular, by Eq. (8.4.2), the Dn × Em × Hk -eigenspace
in P(MnkMmkS2(Ck))Un×Um×Uk has dimension∑
r(G),r(H)k
cG2F,Dc
H
G,E.
In a later subsection, we shall determine a basis for the Dn ×Em ×Hk -eigenspace in
P(MnkMmkS2(Ck))Un×Um×Uk (and hence a basis for the whole algebra.)
8.6. Ordered pairs of LR tableaux
In this subsection, we set up some notations to be used in our construction of highest
weight vectors. Fix Young diagrams D, E and H, all with at most k rows. Let
(D,E,H) (8.6.1)
be the set of all ordered pairs (T1, T2) of LR tableaux satisfying the following con-
ditions: there exist Young diagrams F and G with at most k rows such that T1 is of
shape G/2F with content D and T2 is of shape H/G with content E. Note that the
number of elements in (D,E,H) is
∑
r(G),r(H)k c
G
2F,Dc
H
G,E .
We now ﬁx (T1, T2) ∈ (D,E,H), and T1 and T2 are of shape G/2F and H/G,
respectively. Let the conjugate diagrams of D, E, F, G and H be given by
Dt = (d1, . . . , dr ),
Et = (e1, . . . , es),
F t = (f1, . . . , ft ),
Gt = (g1, . . . , gu),
H t = (h1, . . . , hv).
Let M(T1) = (m(1)ij ) and M(T2) = (m(2)pq ) be the matrices associated with T1 and T2
respectively as deﬁned in Eq. (3.3.1), that is,
• m(1)ij is the number of elements from the jth column of D get put into the ith column
of G/2F ;
• m(2)pq is the number of elements from the qth column of E get put into the pth column
of H/G.
For 1 iu and 1jr , let
a
(1)
ij = m(1)ij + m(1)i+1,j + · · · + m(1)uj
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and
a
(1)
u+1,j = 0
and for 1pv and 1qs, let
a(2)pq = m(2)pq + m(2)p+1,q + · · · + m(2)vq
and
a
(2)
v+1,q = 0,
Then:
• if m(1)ij > 0, the entries from the jth column of the banal tableau D get put into the
ith column of G/2F are
a
(1)
i+1,j + 1, a(1)i+1,j + 2, . . . , a(1)i,j ;
• if m(2)pq > 0, then the entries from the qth column of the banal tableau E get put into
the kth column of H/G are
a
(2)
p+1,q + 1, a(2)p+1,q + 2, . . . , a(2)p,q .
8.7. Highest weight vectors in P(MnkMmkS2(Ck))
Let (T1, T2) ∈ (D,E,H). In this subsection, we shall construct a GLn×GLm×GLk
highest weight vector (D,E,F,G,H),(T1,T2) = T1,T2 in P(MnkMmkS2(Ck)) with
weight Dn × Em × Hk . We shall use the notations introduced in Section 8.6.
First, we need to change the coordinates on Mn+m,k . Let⎧⎨⎩
za,b = x2a−1,b + ix2a,b,
zn−a+1,b = x2a−1,b − ix2a,b
for 1a[n/2] and 1bk,
z(n+1)/2,b =
√
2xn,b
for 1bk if n is odd, ⎧⎨⎩
wa,b = y2a−1,b + iy2a,b,
wn−a+1,b = y2a−1,b − iy2a,b
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for 1a[m/2] and 1bk, and
w(n+1)/2,b =
√
2yn,b
for 1bk if m is odd.
Next, let  = (1, . . . , r ) ∈ Sd1 × · · · × Sdr and  = (1, . . . , s) ∈ Se1 × · · · × Ses .
For each 1 iu, let
pi = gi − f[(i+1)/2]
and Zi() be the pi × hi matrix
Zi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Zi1(1)
Zi2(2)
·
·
·
Zir(r )
⎞⎟⎟⎟⎟⎟⎟⎠ (8.7.1)
and for 1 iv, let
qi = hi − gi
and Wi() be the qi × hi matrix
Wi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Wi1(1)
Wi2(2)
·
·
·
Wis(s)
⎞⎟⎟⎟⎟⎟⎟⎠ (8.7.2)
where for each j, Zij (j ) is the m(1)ij × hi matrix
Zij (j ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
zj (a
(1)
i+1,j+1),1 zj (a(1)i+1,j+1),2 · · · zj (a(1)i+1,j+1),hi
zj (a
(1)
i+1,j+2),1 zj (a(1)i+1,j+2),2 · · · zj (a(1)i+1,j+2),hi
· · ·
· · ·
· · ·
zj (a
(1)
i,j ),1
zj (a
(1)
i,j ),2
· · · zj (a(1)i,j ),hi
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(8.7.3)
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and for each l, Wil(l ) is the m(2)il × hi matrix
Wil(l ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
wl (a
(2)
i+1,l+1),1 wl (a(2)i+1,l+1),2 · · · wl (a(2)i+1,l+1),hi
wl (a
(2)
i+1,l+2),1 wl (a(2)i+1,l+2),2 · · · wl (a(2)i+1,l+2),hi· · ·
· · ·
· · ·
wl (a
(2)
i,l ),1
wl (a
(2)
i,l ),2
· · · wj (a(2)i,l ),hi
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (8.7.4)
We also let for 1mk,
Qm =
⎛⎜⎜⎜⎜⎜⎜⎝
11 12 · · · 1,h2m−1
21 22 · · · 2,h2m−1· ·
· ·
· ·
h2m,1 h2m,2 · · · h2m,h2m−1
⎞⎟⎟⎟⎟⎟⎟⎠ . (8.7.5)
Finally, we let
(D,E,F,G,H),(T1,T2) = T1,T2
=
∑
∈Sd1×···×Sdr∈Se1×···×Ses
(
r∏
i=1
sgn (i )
)⎛⎝ s∏
j=1
sgn (j )
⎞⎠
×
⎡⎢⎣ t∏
m=1
det
⎛⎜⎝ 0 0 Z2m−1()0 0 W2m−1()
[Z2m()]t [W2m()]t Qm
⎞⎟⎠
⎤⎥⎦
×
[
v∏
l=2t+1
det
(
Zl()
Wl()
)]
. (8.7.6)
Lemma 8.7.1. The polynomial T1,T2 deﬁned in Eq. (8.7.6) is an GLn × GLm × GLk
highest weight vector in P(MnkMmkS2(Ck)) of weight Dn × Em × Hk .
Proof. That T1,T2 is a GLk highest weight vectors of weight 
F
k follows from similar
arguments used in the proof of Lemma 7.4.1. We now show that it is a GLn × GLm
highest weight vectors.
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Recall that for 1 iu and 1jv, pi = gi − f[(i+1)/2] and qj = hj − gj . We
shall construct a GLn × GLm module map
 :
[
u⊗
i=1
∧pi (Cn)]⊗
⎡⎣ v⊗
j=1
∧qj (Cm)
⎤⎦ −→ P(MnkMmkS2(Ck)).
We shall used the notation ε(I ) as introduced in Lemma 7.5.1. We also write
Zi(l1, . . . , lpi ) =
⎛⎜⎜⎜⎜⎜⎜⎝
zl1,1 zl1,2 · · · zl1,hi
zl2,1 zl2,2 · · · zl2,hi
· · ·
· · ·
· · ·
zlpi ,1 zlpi ,2 · · · zlpi ,hi
⎞⎟⎟⎟⎟⎟⎟⎠
and
Wj(k1, . . . , kqj ) =
⎛⎜⎜⎜⎜⎜⎜⎝
wk1,1 wk1,2 · · · wk1,hj
wk2,1 wk2,2 · · · wk2,hj
· · ·
· · ·
· · ·
wkqj ,1 wkqj ,2 · · · wkqj ,hj
⎞⎟⎟⎟⎟⎟⎟⎠ .
Now for 1 iu and 1jv, let bi = (b1i , . . . , bpi ,i ) be a pi-tuple of integers from
1 to n and cj = (c1j , . . . , cqj ,j ) a qj -tuple of integers from 1 to m. Then the map 
is deﬁned by
 {[ε(b1) ⊗ · · · ⊗ ε(bu)] ⊗ [ε(c1) ⊗ · · · ⊗ ε(cv)]}
=
⎡⎢⎣ t∏
m=1
det
⎛⎜⎝ 0 0 Z2m−1(b2m−1)0 0 W2m−1(c2m−1)
[Z2m(b2m)]t [W2m(c2m)]t Qm
⎞⎟⎠
⎤⎥⎦[ v∏
l=t+1
det
(
Zl(bl )
Wl(cl )
)]
.
Now note that ∑
i
m
(1)
ij = dj ,
∑
j
m
(1)
ij = pi
and ∑
i
m
(2)
ij = ej ,
∑
j
m
(2)
ij = qi.
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Let N1 = M(T1)t and N2 = M(T2)t . Let (n)N1 (resp. 
(m)
N2
) be the corresponding GLn
(resp. GLm) highest weight vectors in
⊗u
i=1
∧pi (Cn) (resp. ⊗vj=1∧qj (Cm)) with
weights with weights Dn (resp. Em), respectively given in Lemma 6.2.1. Then
T1,T2 = ((n)N1 ⊗ 
(m)
N2
).
Thus T1,T2 is a GLn × GLm highest weight vector of weight Dn × Em. 
8.8. The leading monomial of T1,T2
In this subsection, we shall introduce a monomial ordering in P (MnkMmkS2(Ck))
and compute the leading monomial of the highest weight vector T1,T2 with respect to
this ordering.
The monomials in P (MnkMmkS2(Ck)) are of the form
zw,
where
z =
∏
ij
z
ij
ij , w
 =
∏
kl
w
kl
kl , and 
 =
∏
ab

ab
ab .
The monomial ordering is deﬁned as follows:
(C1) For all i, j, k, l, a and b,
ab > zij > wkl.
(C2) For ij and m l, ij > ml if and only if either i < m or i = m and j < l.
(C3) zij > zml if and only if either i < m or i = m and j < l.
(C4) wij > wml if and only if either i < m or i = m and j < l.
(C5) The monomial ordering is the graded lexicographic order [CLO] satisfying (C1)–
(C4).
We now recall the expression of T1,T2 given in Eq. (8.7.6). We note that in the
expansion of the determinant
det
⎛⎜⎝ 0 0 Z2m−1(b2m−1)0 0 W2m−1(c2m−1)
[Z2m(b2m)]t [W2m(c2m)]t Qm
⎞⎟⎠ ,
exactly fm entries in each term need to be chosen from Qm, that is, each term of this
determinant contains a monomial in ab’s with fm variables. It is clear from (C2) of
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the deﬁnition of the monomial ordering that 1122 · · · fmfm has the highest possible
order among all other choices. Let
Q2F =
t∏
j=1
⎛⎝ fj∏
i=1
ii
⎞⎠
and let
T1,T2 [Q2F ] (8.8.1)
be the sum of all the terms in T1,T2 which contain Q2F as factor. By the deﬁnition
of the monomial ordering (C1)–(C5), the leading monomial of T1,T2 is the product of
Q2F and the leading monomial of T1,T2 [Q2F ].
Lemma 8.8.1. The leading monomial of T1,T2 [Q2F ] is given by
eT1,T2 =
⎛⎝ ∏
b1∈T1
zc1(b1)a1(b1)
⎞⎠⎛⎝ ∏
b2∈T2
w2(b2)a2(b2)
⎞⎠
where
(i) for each box b1 in T1, a1(b) is the row of G in which the box b1 lies and c1(b1)
is the entry in b1, and
(ii) for each box b2 in T2, a2(b2) is the row of H in which the box b2 lies and c2(b2)
is the entry in b2.
Consequently, the leading monomial of T1,T2 is eT1,T2Q2F .
Proof. For each 1 iv, let Zˆi() be the pi × (pi + qi) matrix
Zˆi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Zˆi1(1)
Zˆi2(2)
·
·
·
Zˆir (r )
⎞⎟⎟⎟⎟⎟⎟⎠ (8.8.2)
and Wˆi() be the qi × (pi + qi) matrix
Wˆi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Wˆi1(1)
Wˆi2(2)
·
·
·
Wˆis(s)
⎞⎟⎟⎟⎟⎟⎟⎠ , (8.8.3)
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where for each j,
Zˆij (j ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
zl (a
(1)
i+1,j )+1,f[(i+1)/2]+1 zl (a(1)i+1,j )+1,f[(i+1)/2]+2 · · · zl (a(1)i+1,j )+1,hi
zj (a
(1)
i+1,j )+2,f[(i+1)/2]+1 zl (a(1)i+1,j )+2,f[(i+1)/2]+2 · · · zl (a(1)i+1,j )+2,hi
· · ·
· · ·
· · ·
zj (a
(1)
i,j ),f[(i+1)/2]+1 zj (a(1)i,j ),f[(i+1)/2]+2 · · · zj (a(1)i,j ),hi
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Wˆil(l ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
wl (a
(2)
i+1,l )+1,f[(i+1)/2]+1 wl (a(2)i+1,l )+1,f[(i+1)/2]+2 · · · wl (a(2)i+1,l )+1,hi
wl (a
(2)
i+1,l )+2,f[(i+1)/2]+1 wl (a(1)i+1,l )+2,f[(i+1)/2]+2 · · · wl (a(2)i+1,l )+2,hi· · ·
· · ·
· · ·
wl (a
(2)
i,l ),f[(i+1)/2]+1 wl (a(2)i,l ),f[(i+1)/2]+2 · · · wl (a(2)i,l ),hi
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that Zˆi() and Wˆi() are obtained from the matrix Zi() and Wi() by removing
their ﬁrst f[(i+1)/2] columns, respectively. It is now clear from the expression of T1,T2
given in Eq. (8.7.6) that
T1,T2 [Q2F ] = ±
∑
∈Sd1×···×Sdr∈Se1×···×Ses
(
r∏
i=1
sgn (i )
)⎛⎝ s∏
j=1
sgn (j )
⎞⎠ v∏
j=1
det
(
Zˆl()
Wˆl()
)
. (8.8.4)
We now recall that the deﬁnition of the function T1,T2 which is given in Section 5.5.
An expansion formula for T1,T2 was given in Lemma 5.6.1 and its leading mono-
mial with respect to ordering (A1)–(A4) is given in Lemma 5.5.1. We observe that
if we identify zij and wlh with the variables x(2)j i and x
(3)
hl in Section 5.5, respec-
tively, then a comparison of Eq. (8.8.4) and the formula given in Lemma 5.6.1 reveals
that T1,T2 [Q2F ] corresponds to a multiple of T1,T2 . In addition, under this iden-
tiﬁcation, the two monomial orderings (restricted to the variables zij , wlh and the
variables x(2)j i and x
(3)
hl , respectively) are identical. Consequently, the leading monomial
eT1,T2 of T1,T2 [Q2F ] is the image of the leading monomial of T1,T2 . Thus the lemma
follows. 
8.9. A basis for R(N )USOn×USOm×Uk
We are now ready to prove the main theorem of this section.
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Theorem 8.9.1. The set of all GLn ×GLm ×GLk highest weight vectors T1,T2 deﬁned
in Eq. (8.7.6) forms a basis for P (MnkMmkS2(Ck))Un×Um×Uk . Thus their images
in R(N )USOn×USOm×Uk forms a basis for R(N )USOn×USOm×Uk .
Proof. Similar to Theorem 7.8.1. 
9. A basis for the stable branching algebras for (Sp2n,GLn)
9.1. Notation
Let n and k be positive integers such that 2kn, and let
(
X
Yˆ
)
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x11 x12 · · · x1k
· · ·
· · ·
· · ·
xn1 xn2 · · · xnk
yˆ11 yˆ12 · · · yˆ1k
· · ·
· · ·
· · ·
yˆn1 yˆn2 · · · yˆnk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
be the standard coordinates on M2n,k = M2n,k(C). We have used the awkward notation
Yˆ and yˆij here because the standard coordinates are not convenient for us to express
the highest weight vectors. We shall deﬁne a new set of coordinates replacing Yˆ in a
later subsection.
The groups Sp2n = Sp2n(C) and GLk = GLk(C) act on M2n,k by
(g, h)
(
X
Yˆ
)
= (g−1)t
(
Xh−1
Yˆ h−1
)
, g ∈ Sp2n, h ∈ GLk. (9.1.1)
This action induces an action of Sp2n × GLk on P(M2n,k). For 1 i, jk, let
ij =
n∑
a=1
(xai yˆaj − yˆaixaj ), (9.1.2)
ˆij =
n∑
a=1
(
2
xaiyˆaj
− 
2
yˆaixaj
)
(9.1.3)
and
H(M2n,k,Sp2n) = {f ∈ P(M2n,k) : ˆij (f ) = 0, ∀1 i, jk}. (9.1.4)
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Under the action of Sp2n × GLk [Ho95],
H(M2n,k,Sp2n)
∑
r(D)k
D2n ⊗ Dk .
Moreover, since 2kn, we have the decomposition [Ho95]
P(M2n,k)H(M2n,k,Sp2n) ⊗ P(M2n,k)Sp2n ,
where the algebra P(M2n,k)Sp2n of Sp2n invariants is given by
P(M2n,k)Sp2n = C[ij : 1 i, jk].
9.2. The module structure of R(V)
Let
V = {T ∈ M2n,k : ij (T ) = 0, ∀1 i, jk}
and let R(V) be the algebra of regular functions on V . Let I2n,k = I2n,k(ij ) be the
ideal in P(M2n,k) generated by {ij : 1 i, jk}. Then (see [Ho95])
R(V)P(M2n,k)/I2n,k
and as a Sp2n × GLk module,
R(V)H(M2n,k,Sp2n)
∑
r(D)k
D2n ⊗ Dk .
Taking Uk invariants gives
R(V)Uk
∑
r(D)k
D2n ⊗
(
Dk
)Uk
.
This algebra contains one copy of each irreducible representation D2n of Sp2n with
r(D)k. We consider its subalgebra of Un invariants, which is
R(V)Un×Uk (P(M2n,k)/I2n,k)Un×Uk ∑
r(D)k
(
D2n
)Un ⊗ (Dk )Uk .
Thus the algebra R(V)Un×Uk describes the branching rule from Sp2n to GLn for all
representations D2n with r(D)k. In view of this property, we call R(V)Un×Uk a
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stable branching algebra for (Sp2n,GLn). As it also describes the branching rule from
gl2k(C) to so2k(C) for certain highest weight modules of (uk,k)Cgl2k(C), it is also
a reciprocity algebra (see [HTW1]). The goal of this section is to construct a basis for
this algebra.
We shall identify GLn with the subgroup{(
g 0
0 (g−1)t
)
: g ∈ GLn
}
of Sp2n. Let this copy of GLn and GLk × GLk act on M2n,k by
(g, h1, h2).
(
X
Yˆ
)
=
(
gXh−11
(g−1)t Yˆ h−12
)
, (9.2.1)
where g ∈ GLn, (h1, h2) ∈ GLk×GLk , that is, the action of GLn here is the restriction
of the action of Sp2n in Eq. (9.1.1), and the action of GLk in Eq. (9.1.1) is the restriction
of the action of GLk × GLk here to its diagonal copy of GLk . Thus under the action
of GLn × GLk × GLk given in Eq. (9.2.1),
M2n,k
[
Cn ⊗ Ck
]

[
(Cn)∗ ⊗ Ck
]
,
so that
P(M2n,k)P
[(
Cn ⊗ Ck
)

(
(Cn)∗ ⊗ Ck
)]
.
For 1a, bk, let
r2ab = r2ab(X, Yˆ ) =
n∑
i=1
xiayˆib
and
˜ab =
n∑
i=1
2
xiayˆib
.
Since 2kn, the algebra of GLn invariants in P(M2n,k) is given by
P(M2n,k)GLn = C[r2ab : 1a, bk].
On the other hand, let
H(M2n,k,GLn) = {f ∈ P(M2n,k) : ˜ab(f ) = 0, 1a, bk}.
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Under the action of GLn × GLk × GLk ,
H(M2n,k,GLn)
∑
r(D),r(E)k
D,En ⊗ Dk ⊗ Ek .
The condition n2k implies that (see [Ho95])
P(M2n,k) = H(M2n,k,GLn) ⊗ P(Mn+m,k)GLn .
We note that
ab = r2ab − r2ba.
Let

ab = r2ab + r2ba.
Then
Span{r2ab : 1a, bk} = Span{ab,
ab : 1a, bk}.
Under the action of GLn × GLk ,
R(V)  P(M2n,k)/I2n,k

(
H(M2n,k,GLn) ⊗ C[r2ij : 1a, bk]
)/
I2n,k
 H(M2n,k,GLn) ⊗ C[
ij : 1a, bk]

⎛⎝ ∑
r(D),r(E)k
D,En ⊗ Dk ⊗ Ek
⎞⎠⊗
⎛⎝ ∑
r(F )k
2Fk
⎞⎠

∑
r(D),r(E),r(F )k
D,En ⊗
(
2Fk ⊗ Dk ⊗ Ek
)

∑
r(D),r(E),r(F )k
D,En ⊗
⎛⎝ ∑
r(G),r(H)k
cG2F,Dc
H
G,E
⎞⎠ Hk

∑
D,E,H
⎛⎝ ∑
r(G),r(H)k
cG2F,Dc
H
G,E
⎞⎠ D,En ⊗ Hk .
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By taking Un × Uk invariants, we obtain
R(V)Un×Uk
∑
r(D),r(E),r(H)k
⎛⎝ ∑
r(G),r(H)k
cG2F,Dc
H
G,E
⎞⎠(D,En )Un ⊗ (Hk )Uk . (9.2.2)
9.3. Highest weight vectors in R(V)Un×Uk
Fix Young diagrams D, E and H, all have at most k rows. By Eq. (9.2.2), the
D,En × Hk -eigenspace in R(V)Un×Uk has dimension∑
r(G),r(H)k
cG2F,Dc
H
G,E.
This is the number of ordered pair (T1, T2) of LR tableaux satisfying the following
conditions: there exist Young diagrams F and G with at most k rows such that T1 and
T2 are of shape G/2F and H/G and content D and E, respectively. In Section 8.6,
the set of (T1, T2) satisfying these conditions is denoted by (D,E,H).
We now ﬁx (T1, T2) ∈ (D,E,H) and shall construct a GLn × GLk highest weight
vector T1,T2 = (D,E,F,G,H),(T1,T2) of weight D,En × Hk . The construction turns out
to be very similar to that of T1,T2 as described in Section 8.7.
As we have mentioned in Section 9.1, the coordinates system Yˆ = (yˆij ) is not
convenient for our construction of the highest weight vectors. From now on, we shall
replace it with Y = (yij ) where
yij = yˆn−i+1,j (1 in, 1jk). (9.3.1)
We shall also use the notation related to the tableaux T1 and T2 introduced in Section
8.6 (for example, F t = (f1, . . . , ft ), etc). Let  = (1, . . . , r ) ∈ Sd1 × · · · × Sdr and
 = (1, . . . , s) ∈ Se1 × · · · × Ses . For each 1 iv, let
pi = gi − f[(i+1)/2],
qi = hi − gi,
Xi() the pi × hi matrix
Xi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Xi1(1)
Xi2(2)
·
·
·
Xir(r )
⎞⎟⎟⎟⎟⎟⎟⎠ (9.3.2)
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and Yi() be the qi × hi matrix
Yi() =
⎛⎜⎜⎜⎜⎜⎜⎝
Yi1(1)
Yi2(2)
·
·
·
Yis(s)
⎞⎟⎟⎟⎟⎟⎟⎠ , (9.3.3)
where for each j, Xij (j ) is the m(1)ij × hi matrix
Xij (j ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
xj (a
(1)
i+1,j+1),1 xj (a(1)i+1,j+1),2 · · · xj (a(1)i+1,j )+1,hi
xj (a
(1)
i+1,j+2),1 xj (a(1)i+1,j+2),2 · · · xj (a(1)i+1,j )+2,hi
· · · ·
· · · ·
· · · ·
xj (a
(1)
i,j ),1
xj (a
(1)
i,j ),2
· · · xj (a(1)i,j ),hi
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(9.3.4)
and for each l, Yil(l ) is the m(2)il × hi matrix
Yil(l ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
yl (a
(2)
i+1,l+1),1 yl (a(2)i+1,l+1),2 · · · yl (a(2)i+1,l )+1,hi
yl (a
(2)
i+1,l+2),1 yl (a(2)i+1,l+2),2 · · · yl (a(2)i+1,l )+2,hi· · · ·
· · · ·
· · · ·
yl (a
(2)
i,l ),1
yl (a
(2)
i,l ),2
· · · yj (a(2)i,l ),hi
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (9.3.5)
We also let for 1m t ,
Lm =
⎛⎜⎜⎜⎜⎜⎜⎝

11 
12 · · · 
1,h2m−1

21 
22 · · · 
2,h2m−1
· ·
· ·
· ·

h2m,1 
h2m,2 · · · 
h2m,h2jm−1
⎞⎟⎟⎟⎟⎟⎟⎠ . (9.3.6)
Finally, we let
T1,T2 =
∑
∈Sd1×···×Sdr∈Se1×···×Ses
(
r∏
i=1
sgn (i )
)⎛⎝ r∏
j=1
sgn (j )
⎞⎠
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×
⎡⎢⎣ t∏
m=1
det
⎛⎜⎝ 0 0 X2m−1()0 0 Y2m−1()
[X2m()]t [Y2m()]t Lm
⎞⎟⎠
⎤⎥⎦
×
[
v∏
l=t+1
det
(
Xl()
Yl()
)]
. (9.3.7)
Lemma 9.3.1. The polynomial T1,T2 deﬁned in Eq. (9.3.7) is an GLn × GLk highest
weight vector of weight D,En × Hk .
Proof. This is similar to the proof of Lemma 8.7.1. There is a GLn module map
 :
[
u⊗
i=1
∧pi (Cn)]⊗
⎡⎣ v⊗
j=1
∧qj ((Cn)∗)
⎤⎦ −→ P(M2n,k)
and
T1,T2 = (1 ⊗ ∗2),
where 1 and ∗2 are GLn highest weight vectors in
⊗u
i=1
∧pi (C) and ⊗vj=1∧qj (C∗)
with weights Dn and 0,En , respectively (see Lemmas 6.2.1 and 6.6.1). 
The basis for R(V)Un×Uk we are constructing will consist of the restrictions of the
polynomials T1,T2 to the variety V . We shall abuse notation and denote these regular
functions also by T1,T2 .
9.4. The leading monomial of T1,T2
We consider the subset {xij , yij : 1 i, jk} of the standard coordinates of M2n,k .
It is easy to see that the polynomial algebra C[xij , yij : 1 i, jk] is contained in
the space H(M2n,k,GLn) of GLn harmonic polynomials. Since the multiplication map
H(M2n,k,GLn) ⊗ C[
ab : 1abk] → R(V)
is a vector space isomorphism, the image of C[xij , yij : 1 i, jk] ⊗ C[
ij :
1a, bk] in R(V) is a subalgebra, and it is isomorphic to the polynomial alge-
bra C[A] on A where
A = {xij , yij : 1 i, jk} ∪ {
ab : 1abk}.
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We note that each of the highest weight vectors T1,T2 is contained in C[A] (so even-
tually our results show that the stable branching algebra R(V)Un×Uk can be identiﬁed
with a subalgebra of C[A]). In this subsection, we shall introduce a monomial ordering
in C[A] and compute the leading monomial of T1,T2 with respect to this ordering.
The monomials in C[A] are of the form
xy
,
where
x =
∏
ij
x
ij
ij , y
 =
∏
kl
y
kl
kl , and 

 =
∏
ab


ab
ab .
The monomial ordering is deﬁned as follows:
(D1) For all a, b, i, j,m and l,

ab > xij > yml.
(D2) 
ij > 
ml if and only if either i < m or i = m and j < l.
(D3) xij > xml if and only if either i < m or i = m and j < l.
(D4) yij > yml if and only if either i < m or i = m and j < l.
(D5) The monomial ordering is the graded lexicographic order satisfying (D1)–(D4).
We recall the expression of T1,T2 given in Eq. (9.3.7). We note that in the expansion
of
det
⎛⎜⎝ 0 0 X2m−1()0 0 Y2m−1()
[X2m()]t [Y2m()]t Lm
⎞⎟⎠ ,
exactly fm entries in each term need to be chosen from Lm, that is, each term of this
determinant contains a monomial in the 
ab’s with fm variables. It is clear from (D2)
that 
11
22 · · ·
fmfm has the highest possible order among all other choices. Let
L2F =
t∏
j=1
⎛⎝ fj∏
i=1

ii
⎞⎠
and consider the sum of all the terms in T1,T2 which contain L2F as factor. It is of
the form
L2F T1,T2 [L2F ], (9.4.1)
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where T1,T2 [L2F ] is a polynomial in the variables {xij , yml}. By the deﬁnition of the
monomial ordering, the leading monomial of T1,T2 is the product of L2F and the
leading monomial of T1,T2 [L2F ].
Lemma 9.4.1. The leading monomial of T1,T2 [L2F ] is given by
e˜T1,T2 =
⎛⎝ ∏
b1∈T1
xc1(b1)a1(b1)
⎞⎠⎛⎝ ∏
b2∈T2
yc2(b2)a2(b2)
⎞⎠ ,
where
• for each box b1 in T1, a1(b) is the row of G in which the box b1 lies and c1(b1)
is the entry in b1, and
• for each box b2 in T2, a2(b2) is the row of H in which the box b2 lies and c2(b2)
is the entry in b2.
Consequently, the leading monomial of T1,T2 is e˜T1,T2L2F .
Proof. Similar to the proof for Lemma 8.8.1. 
9.5. A basis for R(V)Un×Uk
We are now ready to state and prove the main theorem of this section.
Theorem 9.5.1. The set of all GLn ×GLk highest weight vectors T1,T2 deﬁned in Eq.
(9.3.7) forms a basis for R(V)Un×Uk .
Proof. Similar to Theorem 7.8.1. 
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