Abstract. In the Genetic Programming (GP) community there has been a great interest in developing semantic genetic operators. These type of operators use information of the phenotype to create offspring. The most recent approaches of semantic GP include the GP framework based on the alignment of error space, the geometric semantic genetic operators, and backpropagation genetic operators. Our contribution proposes two semantic operators based on projections in the phenotype space. The proposed operators have the characteristic, by construction, that the offspring's fitness is as at least as good as the fitness of the best parent; using as fitness the euclidean distance. The semantic operators proposed increment the learning capabilities of GP. These operators are compared against a traditional GP and Geometric Semantic GP in the Human oral bioavailability regression problem and 13 classification problems. The results show that a GP system with our novel semantic operators has the best performance in the training phase in all the problems tested.
Introduction
Genetic Programming (GP) is an evolutionary algorithm that has received a lot of attention lately due to its success in solving hard real-world problems [11] . One of the most promising ideas to improve the performance of GP is to develop semantic genetic operators. The difference between semantic operators and traditional genetic operators is that the former uses the information of the phenotype to generate offspring, and, the later generates an offspring using only the syntax of the individual.
There has been a number of different proposals that fit in the field of semantic operators and systems. Recently, Stefano Ruberto et al. [15] introduced the concept of error vector and error space. Briefly, the idea is that the optimal solution can be constructed from two individuals that are aligned in the vector space. Consequently, the objective of the search procedure can be changed from finding the closest individual to the desired behavior (i.e., the origin in the error space) to finding aligned individuals. This novel type of GP has shown success in solving two complex real-life applications in drug discovery, namely, human oral availability and median lethal dose.
Semantic genetic operators gather the information from the phenotype space by either sampling it or using some properties of the space. Among the operators that sample the space, it is found the work done by Blickle et al. [1] , who proposed to select as crossing points only those nodes that have an impact on the fitness function. The work done by Nguyen et al. [8, 16] produces offspring that are semantically different from its parents; this difference is measured by evaluating the individuals in a set of random inputs.
Backpropagation [13] can be used in subtree crossover, subtree mutation, and point mutation to propagate the error -i.e., the information of the phenotypeto the crossover or mutation point. The information propagated can be used to guide the genetic operator, that is, it can be used to either generate a tree that reduces the error propagated or to select, from a second parent, the point that reduces the most the propagated error. Backpropagation was used by Pawlak et al [9] to find a subtree that analytically reduces the error produced in the crossover point. Graff et al. (see [4, 5] ) used backpropagation to compute the partial derivative error in the crossover and mutation point. Then this information was used to either select the best crossover point in the second parent or, in the case of point mutation, to select the best function from the function set.
The semantic operators most related to this contribution are the Geometric Semantic Crossover and Mutation proposed by Moraglio et al. [7] and the novel implementation of them developed by Vanneschi et al. [18] that allows the algorithm to be executed with traditional GP parameters. For a recent review in semantic operators we referred the interest reader to [19] .
This contribution presents a novel semantic crossover and mutation, PrXO and PrMut, respectively. These operators have as their principal feature that the fitness (using as fitness the euclidean distance) of the offspring is at least as good as the fitness of the best parent. The offspring produced by PrXO and PrMut is the orthogonal projection of the target behaviour in the parents' plane in the phenotype space. That is, traditionally, the phenotype space is |T| (see [10] ), where T is the training set. Therefore, each individual in the population is a point in |T| and the objective is to find a target behaviour t ∈ |T| . Under these circumstance the offspring produced by PrXO and PrMut is the orthogonal projection of t in the plane generated by the linear combinations of the parents. As the result show the use of PrXO and PrMut in a steady state GP system, namely hereafter PrGP, outperform, in the training set, a steady state Geometric Semantic GP and a steady state GP in two classes of problems: Human oral bioavailability problem and 13 classification problems. This is a clear indication of the learning capabilities of PrGP; however, more work is needed to identify the overfitting.
The rest of the paper is organized as follows. Section 2 presents the semantic genetic operators based on projections in the phenotype space. The problems and the parameters setting used to test the novel semantic operators are described in Section 3. Section 4 presents our results and compared the operators against the Semantic Geometric GP and traditional GP. Finally, the conclusions and some possible directions for future work are given in Section 5.
Projection Semantic Genetic Operators
PrGP is a supervised learning algorithm that learns the instances of a training set T formed by n ∈ N pairs of inputs and outputs, i.e., T = {(x i , y i )|i = 1 . . . n} where x i represents the i-th input, and y i is the associated output. The objective is to find a function f such that ∀ (x,y)∈T f (x) = y and that could be evaluated in any element x of the input space.
In general, it is not possible to find a function f that learns perfectly T, consequently, one tries to find a function f that minimize an error function e.g. sum of squared errors (x,y)∈T ((y − f (x)) 2 .
Let us consider a fixed order in T to define t = (y 1 , . . . , y n ) ∈ R n , namely the target vector, which contains all the outputs in T. Let s(p, x) be a function that evaluates the individual p on input x. Using the order in T, it is possible to define p = (s(p, x 1 ), . . . , s(p, x n )) that contains the evaluation of individual p in all the inputs x of the training set. In this scenario the fitness (using as fitness function the sum of squared error) of individual p can be computed as ||t − p|| which is the euclidean norm.
A source of inspiration for PrXO and PrMut is the geometric semantic genetic operators proposed by Moraglio et al. [7] which are defined as follows:
Geometric Semantic Crossover Let p 1 and p 2 be the first and second parent the offspring produce by these parent is o = p 1 r + p 2 (1 − r), where r is a random function or a constant in the range
. Geometric Semantic Mutation Let p 1 be the individual to be mutated and r 1 and r 2 two random functions, then the offspring produced is o = p 1 + m(r 1 − r 2 ) where m is the mutation step. Vanneschi et al. [18] proposed a variant of this operation, the difference is that r 1 and r 2 are normalized using a sigmoid.
Let us assume that r in the geometric semantic crossover is a constant, then the offspring is just a linear combination of the parents. This combination lies in the line segment intersecting the parents.
This characteristic influenced the development of PrXO and PrMut. That is, it is reasonable to investigate that whether there is a better linear combination between the two parents, and, effects that this modifications has in the converge of the algorithm.
Let us rewrite the geometric crossover and mutation with the constraint that r is a constant. The geometric crossover is computed as o = αp 1 + βp 2 where α = r and β = 1 − α; and the geometric mutation is o = αp 1 + β(r 1 − r 2 ) where α = 1 and β = m.
Using this notation it is evident that the geometric operators constraints the values of α and β. Operators PrXO and PrMut removes these restrictions but are not geometric as defined by Moraglio et al. [7] .
PrXO Let p 1 and p 1 be the first and second parent, then the offspring o is computed as o = αp 1 +βp 2 where α and β are calculated solving the following equation
) is the evaluation of parent i in all the inputs, and t is the target vector. PrMut Let p 1 be the parent to be mutated then the offspring is o = αp 1 + β(r 1 − r 2 ) where r 1 and r e are two random individuals and α and β are obtained by solving A(α, β) = t where A = (p 1 , (r 1 andr 2 ) ).
By construction the offspring o generated by PrXO and PrMut is the projection of t on the plane produced by the linear combination of p 1 and p 2 in the case of crossover; or p 1 and (r 1 − r 2 ) otherwise. Given that o is the projection of t then it is the closest point to t in the plane, consequently if the fitness function is the euclidean distance then the offspring has at least the fitness of the best parent. In the implementation it was decided to discard any individual that has an equal fitness to its parents.
Problems and Parameters Settings
PrXO and PrMut are tested on two classes of problems, symbolic regression and classification. The symbolic regression problem is the Human oral bioavailability 1 problem previously used in [18] . The problem is to find a function that accurately predicts the percentage of the initial orally submitted drug dose that effectively reaches the system blood circulation after passing through the liver. It consists of 241 inputs, namely molecular descriptor that describe the drug and 359 instances.
The classification problems used are described in Table 1 . 2 These problems have been used traditionally as benchmarks for classification methods, these present different characteristics in terms of number input features, size of the training set, and test set, among other.
PrXO and PrMut are compared on the two previous classes of problem against the geometric semantic crossover and mutation; and the traditional subtree crossover and mutation. In order to make the comparison as fair as possible, each the genetic operators were used in a steady state evolution with tournament selection (tournament size 2). The system with PrXO and PrMut is denominated PrGP (the source code is available for download at https://...) the system with the geometric genetic operators are identified as GSGP, and, the system with the traditional genetic operators is labeled GP. The rest of the parameters used in all the systems are shown on Table 2 . As can be seen, the parameters used in GP are standard having been used previously e.g., [12] and [6] . Nonetheless, there are some parameters that deserve an explanation. The difference in the crossover rate and population size between the regression and classification problems is because GSGP obtained better performance in the bioavailability using these parameter and also these parameters have been used previously by Vanneschi et al. [18] . It was decided to use a different function set F for each class of problem based on the performance exhibit by GP on classification problem (see [17] ) and that results presented in [18] with the bioavailability problem.
The function set F used in the classification problems is formed by arithmetic functions, transcendental functions and max, min, if and argmax. These four later functions are implemented using arithmetic operators and exp as can be seen in Equations (1)- (4) . The if function is a sort of conditional function that selects y or z depending on whether the value of x is 0 or 1, respectively. The argmax returns the index of the subtree that has the highest value.
max(x, y) = x − y 1 + e −100(x−y) + y
min(x, y) = y − x 1 + e −100(x−y) + x
if(x, y, z) = y − z
Regarding the length of the individuals it is important to note that PrPG and GSGP do not have a maximum length. The maximum length impose to GP is 1024 for the bioavailability problem and for the classification problems it was used the function suggested in [17] . The maximum length was set as min( |T| 2 , 256). This value was inspired by the degrees of freedom in a function whose parameters can be linearly identified. That is, in order to identify k parameters it is needed at least k + 1 points. Roughly, in a expression with n nodes at least n 2 of these nodes are operands and the other half are variables, so assuming that each variable has a coefficient to be identified one needs at least n 2 examples. The last consideration is the procedure used to classify. Each classification problem was treated as a symbolic regression. In order to obtain a label from a continous value, the output of the individual was rounded and the output was limited to be in the range [0, 1] given that all the datasets have only two classes. In addition to this, following the ideas presented on [17] , an ensemble of k classifiers is used. That is, each system is initialized k times each of them is executed with different seeds, and for each of them the best individual is kept in a set. Then, the best individuals are used to predict the test set. The class of each object corresponds to the one that receives the major number of votes. Finnaly, the number of examples are balanced to have exactly the same instances for each class. This was performed removing the necessary examples in the training set until all the classes have the same number. In addition to this, the features are normalized to have zero mean and one standard deviation. Figure 1 presents the performance in terms of the root mean square error (RMSE) of the different systems, namely PrGP, GSGP, and GP on the bioavailability problem. This problem contains 359 instances from these instances 30 different training and test set were created using the following procedure. The training set was created by selecting 252 instances and the rest of the instances composed the test set. This process was repeated 30 times. Figure 1 (a) depicts the median of the performance (RMSE) through the generations of the different systems. In the training set it is observed that PrGP obtained the best performance reaching it at around generation 200. A particular characteristic of PrGP is that it learns faster than the other algorithms. GP obtained the second best performance and GSGP was the system with worst performance. The story in the test set is different, there GSGP is the system that got the best performance at the end of the run. Nonetheless, PrGP had the best performance before generation 150. This behaviour is an indication that PrGP presents overfitting, consequently, a procedure to prevent it is necessary. Figure 1 (b) presents boxplots of the performance in the training and test set for the different systems. From left to right, the first three boxplot presents the performance in the training set and the last three correspond to the test set. The boxplots are created with the performance at generation 500. It is observed that PrGP had the best performance in the training set; and GSGP had the best performance in the test set. It depicts that PrGP and GP are unstable in the test set and some actions must be taken in order to prevent this behaviour.
Results
It is important to note that GSGP in this problem does not present overfitting. This features has been noted by Vanneschi et al. [18] and recently by Goncalver et al [3] . The source of this feature is the modification performed by Vanneschi et al. [18] to original formulation of the geometric semantic mutation.
The classification problems consist in 13 different datasets all of these problems have two classes. The performance in all case is the balance error rate (BER). It was decided to split the datasets in those that contained less that 20 features and those with 20 or more features. Figure 2 presents the median performance through the generations in the training and test set. In all the cases it is observed that PrGP obtained the best performance in the training set and in addition to this its convergence rate is higher than the other systems. In the test set, it can be seen that PrGP obtained the best performance in the first generations and then it starts presenting overfitting. The only dataset where PrGP was the second best in the first generations is breast cancer. Figure 3 presents the performance of the systems in the rest of the classification problems. A similar behaviour is presented on the training set, the exception is in the twonorm dataset, there GP had the best performance in the training set at the end of the run. Nonetheless, PrGP had a higher convergence rate reaching its best performance in the first generations. In the test set PrGP presented overfitting in almost all the datasets the exception is the image dataset. Furthermore, in image, waveform and splice is where PrGP outperforms the other systems in the test set. These dataset are the ones that have the largest number of dimensions and instances in the training set.
In order to complement the information presented on Figures 2 and 3 , Table  3 presents the average performance and its standard deviation of PrGP, GSGP and GP on the training set. From the table, it can be seen that PrGP had the best performance in all the datasets. This is an indication that PrXO and PrMut increase the learning capabilities of genetic programming. programming systems. In the case of classification, it was decided to compare them against state of the art classifiers. The first classifier is an optimized version of support vector machine (SVM) [14] and the second is the Particle Swarm Model Selection (PSMS) [2] . SVM is one of the most used methods in pattern classification due to its proved effectiveness. PSMS uses particle swarm optimization to search for a classification model that maximizes an estimate of classification performance; where a classification model can also include preprocessing, and feature selection techniques. PSMS explores the space of all models that can be built by using a wide variety of methods and returns a very effective classification model. It is important to note that the performance of SVM and PSMS were taken from [14] . Table 4 presents the performance in the test set of PrGP, GSGP, GP, SVM and PSMS. It is observed that SVM had the best performance in four datasets, in second place there is a tie between PrGP and PSMS both having the best performance in three datasets. GP had the best performance in two datasets and GSGP had it in one dataset. Looking at the performance in the datasets with 20 dimensions or more, PrGP had the best performance in three out of 6. In Ringnorm dataset, PrGP presented overfitting it would be more competitive if a stoping criteria would have been used such as kfold-validation. On the other hand, PrGP presented on Image dataset underfitting, this can be corroborated on Figure 3 (f), there it is observed that the performance in the training set is closely followed by the performance on the test set and both are still decreasing at the time the evolution stop. 
Conclusions
In this contribution we have presented a novel semantic genetic operators, namely PrXO and PrMut. These operators are based on projections in the phenotype space and have as their more prominent characteristic that the fitness of the offspring is at least as good as the fitness of the best parent. These operators have been tested in two classes of problems: symbolic regression and classification problems. The results show that PrGP (GP using PrXO and PrMut) had the best performance in the training set in all the cases tested. Furthermore, it is the system that presented the highest convergence rate which makes possible to reduce the number of generations and still obtained the same performance.
Regarding the generalization ability of PrGP, it was noted that it is needed a procedure to identify the time when PrGP start to overfit. Such a procedure could be to incorporate a kfold validation, or any other appropiate technique. We leave this research avenue for future work. Nonetheless, it is observed that PrGP had the best performance in three out of six of the classification problems that have at least 20 dimensions. This might be a niche of opportunity for PrGP; however, more research is needed to validate this assertion.
