Abstract. We use Brascamp-Lieb's inequality to obtain new decoupling inequalities for general Gaussian vectors, and for stationary cyclic Gaussian processes. In the second case, we use a version by Bump and Diaconis of the strong Szego limit theorem. This extends results of Klein, Landau and Shucker.
Introduction-Results.
Let X = {X j , j ∈ Z} be a centered Gaussian stationary sequence, and let γ(n) = E X 0 X n , n ∈ Z. We assume that X is strongly mixing or equivalently, that lim n→∞ γ(n) = 0. When γ(n) tends sufficiently quickly to 0, more independence is naturally gained in the structure of X. This can be quantified under the form of a decoupling inequality. For instance, if
then for any finite collection {f j , j ∈ J} of complex-valued Borel-measurable functions,
with the general theory of Toeplitz forms, and draw the attention of the reader to the interest of this connection. This is in that sense continuing the study made in section 5 of [10] .
The role of the stationarity assumption of X in [7] is crucial. The proof of (1.2) much relies on an analytic inequality due to Brascamp and Lieb, which is of relevance in the present work.
A first natural question can be stated as follows. What form can take the decoupling inequality (1.2) for an arbitrary Gaussian vector? As the law of a Gaussian vector, or more generally of a Gaussian process is completely characterized by its covariance function, one can make the question more consistent by asking which characteristics of the covariance matrix {E X i X j } n i,j=1 of X should be involved (and are to be evaluated): a particular function of its eigenvalues, or simply its determinant? It turns out that only the determinant suffices. More precisely, we prove a general decoupling inequality, free of stationarity assumption.
Before stating it, we first extend the notion of decoupling coefficient introduced in [7] to arbitrary Gaussian vectors. Definition 1.1. Let X = {X i , 1 ≤ i ≤ n} be a centered Gaussian vector with non-degenerated components. The decoupling coefficient p(X) of X is defined by
This is a natural characteristic of X. When X is stationary,
and so
Further p(X) = 1 if and only if X has independent components. Some classes of examples with p(X) ≪ n or p(X) ≍ n are given in section 4. Our first main result states as follows.
i > 0 for each 1 ≤ i ≤ n, and with positive definite covariance matrix C. Let p be such that p ≥ 2 p(X).
Then for any complex-valued measurable functions f 1 , . . . , f n such that f i ∈ L p (R), for all 1 ≤ i ≤ n, the following inequality holds true,
From Theorem 1.2 and Kathri-Sidák's inequality we also get, Corollary 1.3. Let X = {X i , 1 ≤ i ≤ n} be a centered Gaussian vector such that E X 2 i = σ i > 0, 1 ≤ i ≤ n, and with positive definite covariance matrix C. Assume that assumption (1.4) is fulfilled for some p ≥ 2. Then for any ε i > 0, i = 1, . . . , n,
For estimating det(C), we place ourselves in the setting of Toeplitz matrices theory where this important question has been and is still much investigated. A salient aspect of this theory is that det(C) can be computed, sometimes with high degree of accuracy. We refer to the nice book of Grenander and Szegö [6] , we also refer to [10] for a general presentation of the methods used, except for the Laplace transform method, essentially in the setting of stationary Gaussian processes. Let f (t) = ∞ −∞ d n e int be a function on the unit circle T. Let T n−1 (f ) be the Toeplitz matrix defined by T n−1 (f ) = {d j−i } n−1 i,j=0 and let D n−1 (f ) = det(T n−1 (f )). This corresponds to the case when X has a spectral density function f (t), summable over [−π, π] , and is thus of relevance in our setting. Indeed, as
T n−1 (f ) is just the n-th finite section of the infinite Toeplitz matrix given by the covariance matrix of the process X. Further as f ∈ L 1 ([−π, π]), by the Riemann-Lebesgue lemma, we have lim n→∞ d n = 0.
In the considerable literature on Toeplitz operators and determinants, f is usually called a symbol or a generating function (generating (T n−1 (f )) n ) and f needs not being a density function. Toeplitz determinants with rational symbols occur for instance in statistical mechanics and quantum mechanics, see [2] . They can be calculated using a formula obtained by Day [5] .
For Toeplitz matrices generated by a density function, D n−1 (f ) can also be expressed as an integral over the unitary group U (n), by means of the Heine-Szegö identity,
Here the integration path is taken with respect to the normalized Haar measure on U (n), and
, where t 1 , . . . , t n are the eigenvalues of g. This identity is the starting point of the proof of a nice form of the strong Szegö limit theorem established in [4] by Bump and Diaconis. Using their result we also prove Theorem 1.4. Let X = {X j , j ∈ Z} be a centered Gaussian stationary sequence with unit variance and spectral density function f (t). Let log f (t) = k∈Z c k e ikt where the c k satisfy the following conditions
Then there exist reals δ n ↓ 0, such that for any integer n ≥ 2, any complex-valued measurable functions f 1 , . . . , f n with f i ∈ L p (R), for all 1 ≤ i ≤ n, where
the following inequality holds true,
is the geometric mean of f , namely
Corollary 1.5. Let X = {X j , j ∈ Z} be a centered Gaussian stationary sequence with unit variance and spectral density function f (t) satisfying conditions (1.8) and (1.9).
Then there exist reals δ n ↓ 0, such that for any integer n ≥ 2, any p satisfying (1.10), we have for any ε i > 0, i = 1, . . . , n,
Proof of Theorem 1.2.
We first state the proposition below which follows from Theorem 6 in Brascamp and Lieb [3] . We also refer to [7] . It should be indicated here that all that is required for the application of this Theorem, is that the matrix be positive definite. This one is written in terms of its eigenvectors and eigenvalues, and the eigenvectors are a j , j = k + 1, . . . , k + m, which have nothing to do with the vectors a j , j = 1, 2, . . . , k of their Theorem 1. This point was clarified to the author by Abel Klein [8] . Introduce some notation. Let I be the n × n identity matrix and let b = (b 1 , . . . , b n ) ∈ R n . Then I(b) will denote throughout the diagonal matrix whose values on the diagonal are the corresponding values of b. Also, when b i = 0 for each i = 1, . . . , n, we will use the notation b
Let B be a positive definite n × n matrix. Then for any measurable functions g 1 , . . . , g n such that g i ≥ 0 and g i ∈ L p (R), 1 ≤ i ≤ n, the following inequality holds true,
The constant E B is defined in Theorem 6 by
namely inequality (2.1) is maximal when the g i 's are Gaussian. But it is elementary that (see also [7] , p. 705, after (4))
So that
This requires that B is positive definite, or equivalenly that pcI − C is positive definite. This is ensured by the choice of p made in [7] .
In the next lemma, we establish a general bound of E B .
Lemma 2.4.
Proof. We use the following Lemma. 
We apply this with the choice U = B, V = (
Proof of Theorem 1.2. It suffices to prove inequality (1.5) when f i are real-valued and nonnegative, for all i = 1, . . . , n. Let γ = (σ 2 1 , . . . , σ 2 n ). We apply Proposition 2.1 with
. . , n. We get by using also Lemma 2.4,
This is equivalently rewritten as
Writing
So that,
In order to estimate det pI(γ) − C , we recall a well-known result on Hadamard matrices. Lemma 2.6 ( [9] , (2)). Let A = {a i,j , 1 ≤ i, j ≤ n} and assume that
By assumption 1.4,
Thus
By Lemma 2.6, it follows that
Proof of Theorem 1.4.
Recall Bump and Diaconis [4, Th. 4] strong Szegö limit theorem. Let (c k ) k∈Z satisfy conditions (1.8) and (1.9). Let σ(t) = exp{ k∈Z c k e ikt }. Then
Let Γ n = Cov(X 1 , . . . , X n ). By applying (3.1) with the choice σ(t) = exp{log f (t)}, we have
is the geometric mean of f .
Examples.
We list some remarkable classes of examples.
4.1. Let X = {X j , j ∈ Z} be a centered Gaussian stationary sequence, and assume that X has spectral density. Recall that we have the following representation (4.1)
where (c m ) ∈ ℓ 2 (Z) and (ξ j ) are i.i.d. standard Gaussian. Note that
Consider the sections X n = {X 1 , . . . , X n }, n ≥ 1.
The bound of p(X n ) is in fact optimal, up to some numerical constant. As p(X n ) ≪ n, this is making inequality (1.5) effective.
We first prove a lemma.
Lemma 4.2. We have
Proof. We note that
3 . Let µ be some positive integer. Then,
.
Recall that 1≤m≤x 1 m = log x + γ + O(x −1 ), where γ is Euler's constant. At first,
And so,
Proof of Proposition 4.1. It follows that
Similarly,
We consequently get the estimate p(X) ≤ 4 (log n) 2 + O(log n). Thus the covariance function is supported on the difference set A − A, making the study of this example depending on additive properties of the set A.
4.2.
Hilbert type covariance matrices. Now consider non stationary Gaussian sequences having Hilbert type matrices. More precisely, let C n be the symmetric matrix defined by (4.4) C n = 1 a k + a ℓ ; k, ℓ = 1, . . . , n , where A = (a i ) i≥1 is a sequence of positive real numbers. That C n is positive definite (and so is a Gram matrix) follows from the fact that
x k e −a k t 2 dt ≥ 0.
Thus C n is the covariance matrix of a Gaussian vector, which can be described explicitly. Indeed, there exist in R n vectors u 1 , . . . , u n with Gram matrix C n , for instance the rows of C 1/2 n . Let {g i } 1≤i≤n be independent Gaussian standard random variables, and form the Gaussian vector X n = {X i } 1≤i≤n where
We immediately see that X n has covariance matrix C n . Assume that the sequence A is increasing. One easily to check that p(X n ) ≍ n.
