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Discriminant feature extraction is a central topic in pattern 
recognition and classification. Principal Component Analysis 
(PCA) and Linear Discriminant Analysis (LDA) are two tradi-
tional algorithms for linear feature extraction. Many linear fea-
ture extraction algorithms have been proposed and have found 
a variety of applications in pattern recognition and computer 
vision. For example, PCA and LDA are known as the famous 
Eigenface method and Fisherface method in face recognition, 
respectively. In this thesis, we first review the existing work 
in feature extraction and related fields, and then analyze the 
different views of feature extraction that boom the research. 
Despite the great success of linear feature extraction, some 
fundamental problems still need to be solved, such as the sample 
representation, the nonlinear structure of the sample space, and 
the utilization of unlabeled data. We address these problems 
in this thesis, and our work is finally summarized in two novel 
algorithms as follows. 
We propose a tensor linear Laplacian discrimination (TLLD) 
method for feature extraction from data with tensor structures. 
TLLD can be viewed as an extension of LDA in directions of non-
linearity and tensor representation. To reduce the dependence 
on the metric of the sample space, TLLD computes the weights 
of the samples based on the contextual distances instead, which 
are measured by the contribution to the structure of the data 
in the sample space. In order to match the tensor nature of the 
data, we further extend the vector-based coding length to tensor 
coding length as the contextual set descriptor. In short, TLLD 
handles two kinds of structure in the sample data, the tensor 
structure within each individual sample and the distributional 
structure across all samples, in a unified way. 
We also propose Semi-Supervised Semi-Riemannian Metric 
Map (S^RMM) as a general framework for semi-supervised fea-
ture extraction. S^RMM maximizes the discrepancy between 
the separability and similarity measures of scatters formulated 
by using semi-Riemannian metric tensors. We formulate the 
problem of learning semi-Riemannian metric tensors as semi-
supervised regression. Unlike previous manifold-based algorithms 
in which learning the manifold structure does not use any class 
labels, we construct the manifold structure using partial labels. 
The labeled samples can help discover the structure, so our semi-
Riemannian manifolds can be more discriminative. In addition, 
with the redundant unlabeled data, the estimated geodesic dis-
tances automatically capture the nonlinear structure of the data. 
For both proposed methods, we design experiments to verify 
the effectiveness in several challenging problems, and compare 
them to state-of-the-art algorithms. The results show that both 
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In this chapter, we introduce the fundamentals of ma-
chine learning and its subarea, dimensionality reduction. 
We discuss the problems motivating our research. Fi-
nally we present the structure of the thesis. 
1.1 Area of Machine Learning 
Machine learning is a subfield of artificial intelligence to de-
sign algorithms and techniques that allow computers to "learn" 
1, 9, 55]. The major focus of machine learning research is to 
extract information from data automatically. Machine learning 
techniques help people make predictions and have gain great 
success in fields such as computer vision, information retrieval 
and data mining for several decades. An example is the static 
ranking of Web pages, such as Google's PageRank algorithm 
64], which is widely used in commercial search engines. An-
other example is automatic face recognition [124], which has 
various applications such as security and surveillance. 
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Both labeled and unlabeled data 
A typical approach in machine learning performs the follow-
ing things. An adaptive model is set up to model the black-box 
process which we would like the algorithm to simulate. Then a 
training set {xi’."’xyv} is collected to tune the parameters of 
the model. This process is called a training phase or a learning 
phase. Here each x^ is called a sample, a term borrowed from 
statistics. The representation of a sample is called features. The 
features are commonly organized in vector representation, e.g. 
we often vectorize the grayvalue matrix of an image as its fea-
ture. However, such a vectorization may destroy the interior 
structure of a sample, which is one of problems we would like to 
address in this thesis. Finally we seek some output Zi with the 
tuned model, for a new input x^ in a test set { x y v + i , x a t + t } . 
This process is called a generalization phase, and the perfor-
mance of a model on the test set is called the generalization 
ability of a model. 
1.1.1 Types of Algorithms 
There are three major types of machine learning algorithms, 
based on the required input, as illustrated in Table 1.1. 
Supervised learning 
In the supervised scheme, the corresponding output of each sam-
ple Xi in the training set is known in advance, typically by 
inspecting them individually and hand-labeling them. Such a 
training set is called a labeled set or labeled data. Supervised 
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learning algorithms generate a function that maps inputs to de-
sired outputs. One standard formulation of the supervised learn-
ing task is the classification problem: the learner is required to 
learn (to approximate) the behavior of a function which maps 
a vector into one of several classes by looking at several input-
output examples of the function. Supervised learning also in-
cludes the regression problem, which can be formulated as con-
struct a mapping from feature vectors x^ to continuous outputs 
Zi. Supervised learning algorithms usually require enough la-
beled training data to get a good performance. 
Unsupervised learning 
Unsupervised learning algorithms aim at learning from a set 
of inputs, of which labels are not available. In other words, 
only unlabeled samples are given. Among unsupervised learn-
ing, there is a class of problems in which one seeks to determine 
how the data are organized, e.g. density estimation, clustering 
and manifold learning. 
Semi-supervised learning 
In many real-world applications, labeled data are hard or expen-
sive to obtain. This makes it necessary to utilize unlabeled data. 
Both labeled and unlabeled data can contribute to the learning 
process [5, 126]. Consequently, semi-supervised learning, which 
aims at learning from both labeled and unlabeled data, has 
been a hot topic within the machine learning community [126 . 
Many semi-supervised learning methods have been proposed, 
e.g. Transductive SVM (TSVM) [85], Co-Training [11] and 
graph based semi-supervised learning algorithms [5, 76, 125 . 
Other modern input-output settings include reinforcement 
learning [79], online learning [22], active learning [72], etc. 
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1.1.2 Modeling Assumptions 
Discovering of the structure of data plays an important role in 
machine learning algorithms. The following assumptions of the 
sample space are usually utilized to solve the problems. 
• Smoothness assumption (also called local consistency [125]), 
which means nearby point have similar outputs; 
• Cluster assumption (also called global consistency [125]), 
which assumes that data contains clusters and points on 
same cluster have same output; 
• Low-density separation, which assumes that decision bound-
aries are in low-density regions; 
• Manifold assumption [5], i.e. assuming that data lie on 
lower-dimensional manifolds. 
1.2 Dimensionality Reduction 
The curse of dimensionality is often a significant obstacle to 
solving machine learning problems. For most practical appli-
cations, the original input features are high dimensional. For 
example, there are 1024 pixels in a small 32 x 32 image. How-
ever, it is a consensus that the high-dimensional features contain 
redundancy, i.e. unneeded or duplicated information. So it is 
necessary to project the high-dimensional features on some new 
low-dimensional space, where the learning problem may be eas-
ier to solve. This pre-processing step is called dimensionality re-
duction. Note that once the form of the transformation is learnt 
from the training data, the test data must be pre-processed us-
ing the same step as the training data. 
We summarize the motivations of using dimensionality reduc-
tion as a preprocessing step as follows. 
CHAPTER 1. INTRODUCTION 5 
• Discovering the underlying structure of data. Dimensional-
ity reduction techniques separate the important dimensions 
in features from the less important ones, thus providing ad-
ditional insight into the nature of the data that is hard to 
discover in a number of dimensions. 
• Visualization of the data. It is one of the purposes of dimen-
sionality reduction to visualize the data in order to provide 
an intuitive interpretation of a given data set. For exam-
ple, manifold learning algorithms unfold a data manifold in 
high-dimensional spaces by reducing the dimensions non-
linearly (Fig. 1.1^). 
• Reducing the noise in data. Noise is an all-pervading pres-
ence. The perceived data in applications are usually af-
fected by noise. As the noise is randomly added to features 
among different samples, dimensionality reduction techniques 
reduce the noise by statistics on the whole data, with si-
multaneously enhancing the presence of useful features and 
discarding the less useful features. 
• Speed up the computation of the classifier. As the reduced 
dimensions are much less than the original ones, the com-
putation is saved a lot, 
• Compress data. The size of the data is also reduced with 
dimensionality reduction, so that the memory cost of the 
learning algorithm is small. 
There are mainly two modes of reducing the dimensionality: 
feature extraction and feature selection. In this thesis, we study 
ways of feature extraction. Principal component analysis (PCA) 
and linear discriminant analysis (LDA) are two traditional algo-
rithms for feature extraction. Both of them have found a variety 
iThis figure is produced with the manifold learning demo codc at http://www.math. 
umn.eduZ-wittman/mani/. 
(a) Original data (b) Low-dimensional data 
Figure 1.1: The Swiss roll (left), which is a curled plane in the three-
dimensional space and the learnt two-dimensional representation (right) by 
Isomap algorithm [80]. 
of applications in pattern recognition and computer vision. For 
example, they are known as the famous Eigenface method and 
Fisherface method in face recognition [3], respectively. 
Though substantial progress has already been made in the de-
velopment of feature extraction algorithms, this field is moving 
forward in many directions, exploring a variety of new types of 
tasks, and developing a variety of methods for discovering the 
underlying data structure. We list some questions in current 
research here. 
• What is a good feature representation for a sample and how 
can feature extraction adapt to the representation? PCA 
and LDA commonly organize the features of each sample 
in a vector. However, the vectorization may destroy the 
structure inside a sample and cause loss of information. For 
example, a gray-level image is usually in a matrix form, 
if we use the pixel's grayvalues as its feature. It is more 
reasonable to reduce correlations only within image rows 
and columns, than among all pixels in an image. 
• What is the intrinsic structure of a sample space and how 
to cooperate with the structure in feature extraction algo-
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(a) Digit "2" (b) Digit "2" (c) Digit "3" 
Figure 1.2: The Euclidean distance normalized by the number of pixels be-
tween (a) and (b) is 3.50, while that between (a) and (c) is 3.16. Here we 
use the pixel intensities as the feature. The data are selected from MNIST 
handwritten digits database. 
rithms? In both PCA and LDA, the underlying assump-
tion is that the sample space is Euclidean. However, such 
an assumption may not be the truth in many applications. 
For example, in Fig. 1.2, (a) and (b) represent the same 
digit "2" and (c) represent another digit "3". (a) should be 
closer to (b) than (c) in a good distance metric. However, 
the Euclidean distance between (a) and (b) is larger than 
that between (a) and (c). 
• Can unlabeled data be helpful for supervised feature extrac-
tion and how they can help? Supervised feature extraction 
involves learning the transformation from a set of labeled 
training samples. The labels and the structure of labeled 
data play a key role in the learning process. Recently, un-
labeled data are utilized to improve LDA [12], a traditional 
supervised algorithm. However, only the structure of un-
labeled data play a part in the learning phase and the dis-
criminative information of unlabeled data is not well used. 
How we could make better use of unlabeled data is still an 
open problem. Exploration of new algorithms or new sub-
classes of problems where unlabeled data is provably useful 
is an active area of current research. 
Our major motivation of this thesis is to response to the above 
questions. In this thesis, we address them as follows. 
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• We use tensor representation to replace the commonly used 
vector representation. Tensor-based methods respect the 
dimensional structure of data, hence can extract better dis-
criminant features robustly. 
• We use weighted samples to respect the nonlinear structure 
of the sample space. The weights of samples are based on 
the contextual distances [52] instead, which are measured 
by the contribution to the structure of data in the sample 
space, or based on the geodesic distances [80], which are 
nonlinear distances along a manifold. 
• We use discriminative semi-Riemannian manifolds to model 
the structure of labeled and unlabeled data. Though the 
discriminative structure of labeled data has been exten-
sively studied, there is few researches on such a structure on 
unlabeled data. In our approach, the discriminative struc-
ture of unlabeled data is explored by propagating the struc-
ture of labeled data. The unlabeled data also help to esti-
mate the geodesic distances between samples, so that the 
manifold structure of all data is captured. 
Our work are summarized in two novel feature extraction 
algorithms: tensor linear Laplacian discrimination and semi-
supervised semi-Riemannian metric map, with a brief introduc-
tion in the next section. 
1.3 Structure of the Thesis 
The thesis is organized as follows: 
Chapter 1 is the introduction. 
Chapter 2 introduces the reader to the field of dimensionality 
reduction, which is further divided into feature extraction and 
feature selection. We extensively review the existing work in 
feature extraction and related work in feature selection. 
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Chapter 3 provides five different views of feature extraction, 
with different background in theory. Parts of them have inspired 
much previous work as well as our research, and others may 
provide inspirations for future research. 
In Chapter 4, a novel algorithm, named tensor linear Lapla-
cian discrimination (TLLD), is presented that extends linear 
discriminant analysis in directions of both nonlinearity and ten-
sor representation. Moreover, unlike previous algorithms which 
still need the a priori assumption on the metric of the sample 
space, TLLD utilizes the contextual distances, which are mea-
sured by the contribution to the structure of data in the sample 
space. To match the tensor structure, the vector-based •coding 
length is further extended to tensor coding length as the con-
textual set descriptor. For demonstrating the effectiveness, we 
also present experimental results on several classification tasks. 
During Chapter 5, we turn our attention to the study of 
semi-supervised feature extraction. To overcome the limita-
tions of existing semi-supervised methods, that may not dis-
cover the discriminative structure of unlabeled data, we propose 
a semi-supervised semi-Riemannian geometry based framework. 
A number of algorithms may be derived based on our framework. 
As an example, we propose semi-supervised semi-Riemannian 
metric map (S^RMM). In addition, we show results that have 
been obtained by applying our proposed algorithm to face recog-
nition and handwritten digit classification, with comparison to 
state-of-the-art unsupervised, supervised and semi-supervised 
methods. 
Finally, Chapter 6 concludes the whole thesis by summarizing 
the major points and identifying future work. 




Dimensionality reduction, including feature extraction 
and feature selection, is a hot topic in pattern recog-
nition and classification. In this chapter, we make a 
comprehensive survey of the field of dimensionality re-
duction. We will first review five classical and recent 
directions of feature extraction, including linear feature 
extraction, nonlinear feature extraction, sparse feature 
extraction, nonnegative feature extraction and incre-
mental feature extraction. Then, feature selection is 
introduced, with a special emphasis on its connection 
to feature extraction. 
Dimensionality reduction is an important topic in pattern 
recognition and classification. In many real-world applications, 
the properties of a system behave like those of a lower-dimensional 
system. So the process of dimensionality reduction can reduce 
the size of features greatly without harming the discriminative 
power of the system. 
The approaches of dimensionality reduction can be catego-
rized into feature extraction and feature selection. Feature ex-
10 
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traction applies a mapping from the high-dimensional space to 
a space of much lower dimensions. This means that the original 
feature space is transformed via a linear or nonlinear transfor-
mation. In contrast, feature selection selects a subset of features, 
i.e. a certain number of dimensions from the original high di-
mensions, which captures information of the data best. 
For ease of illustration, we define the problem of dimension-
ality reduction as follows. Given n samples { x i , x ^ v } , where 
Xi G we aim to find the optimal low-dimensional represen-
tation Yi of each sample x^, where y^ G and d � D . Denote 
X = [XI’ ...,X7v] and Y = [ y i , … � y n , 
2.1 Feature Extraction 
Feature extraction projects the samples from the high-dimensional 
space into a low-dimensional space. The mapping f satisfies that 
/ : RD H R � 
and 
Yi = /(xi), i = l，...,n. 
2.1.1 Linear Feature Extraction 
It is a conventional wisdom to use linearity to replace nonlinear-
ity in problems of machine learning. Linear representations are 
usually sufficient to solve the learning problems and have the 
advantage of tractability in theory. In addition, linear repre-
sentations also serve as primitives of a nonlinear representation 
in some cases. For example, a strong classifier is created from 
the combination of many linear classifiers in some boosting al-
gorithms [70 . 
In linear feature extraction algorithms, the mapping from the 
high-dimensional space to the low-dimensional space is linear, 
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i.e. the mapping function f can be written as a constant matrix 
U, where U G R仍…So 
Yi = U^Xi, i = l,...’n. 
In this thesis, we mainly focus on methods of linear feature 
extraction. The extension to nonlinear methods can be easily 
obtained via kernelization in Section 2.1.2. 
Principal component analysis (PCA) and linear discriminant 
analysis (LDA) are two traditional algorithms for linear feature 
extraction. 
Principal Component Analysis 
Principal component analysis (PCA) is an unsupervised tech-
nique. PCA aims to find the optimal projections, which maxi-
mize the variance of the low-dimensional data. The optimization 
problem is 
U = argmax JpcA IFU 二 Irf 
JpCA = t r (U^S ,U) / (2.1) 
where St = (Xi — x) (x^ — x)^ is the total scatter matrix 
and tr(.) is the trace operator, x = + Ylf^i Xi is the mean of all 
data samples. 
This problem can be directly solved with the eigenvalue de-
composition (EVD) method: 
StU/c = AfcUjt, 
where A^  is the k-th largest eigenvalue of the EVD with the cor-
responding eigenvector u^, and u^ constitutes the k-ih column 
vector of the matrix U. 
Another nice property of PCA, is that the projection onto 
the low-dimensional space minimizes the squared reconstruc-
tion error. In other words, the projected samples provide the 
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best linear approximations to the original data, for all spaces 
of dimensions lower than d. Consider a (i-dimensional linear 
approximation 
Xi = f{yi) + Uyj, 
where x^ G R^, c G R^, y^ G and U G We find the 
optimal c and U via minimizing the reconstruction error 
N N 
[ | | x , 一 (c + U y , ) f = [ ||x, — c -
i=l i=l 
The solution of this least square problem is c = x and U is 
composed of the eigenvectors of S^  corresponding to the d largest 
eigenvalues. 
Linear Discriminant Analysis 
Linear discriminant analysis (LDA) is a supervised method, i.e. 
the labels of the training set { x i , x ^ R } are given as {ci,CAT}, 
where Ci G { 1 , c } . LDA aims at learning a projection matrix 
U to maximize the within-class similarity and between-class sep-
arability, by maximizing the following ratio 
"LDA = t r(伊 S , U ) ’ (2.2) 
where Sb = A^s(xs-x) (xg-x)^ is the between-class scatter 
matrix, and S^； = X^g二i Z]ci=s(Xi _ 又s)(Xi - x^)^ is the within-
class scatter matrix. Xs =是 Y^Ci=s Xi is the mean of the s-th 
class, and Ns is the number of samples in the s-th class. This 
ratio is known as Fisher criterion. 
Generally, the Fisher criterion problem is often simplified into 
a more tractable one 
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where (.)t is the pseudo-inverse of a matrix. So the problem can 
be efficiently solved with the generalized eigenvalue decomposi-
tion (GEVD) method [25； 
SiyUfc = AfcSfeU/j. 
Then the eigenvector u/j, corresponding to the k-th. largest eigen-
value Xk of the GEVD, is the /c-th column vector of the matrix 
U. 
However, there are several intrinsic problems of LDA. One 
of them is the singularity of the within-class scatter matrix, 
which occurs when the number of samples in each class is small 
relative to the high representation dimensions (thus also" called 
the small-sample-size problem). In this case, the singularity 
or approximate singularity leads to numerical instability. As a 
result, the learnt optimal projections are sensitive to noises and 
over-fitted to the training data, yielding a poor generalization 
performance. 
One of the earliest solution to this problem is to incorpo-
rate PC A as a preprocessing step [3]. Then LDA works on the 
PCA-transformed low-dimensional data to extract discrimina-
tive features. However, it is argued that the PCA preprocessing 
step, based on a different objective function without utilizing 
labeling information, may lead to loss of discriminative infor-
mation. Much work has been done to deal with these problems, 
such as subspace-based approaches [92, 93, 94], regularization-
based approaches [24, 30] and decomposition-based approaches 
36, 110 
Maximum Margin Criterion 
Discrepancy criterion has been developed recently as an alter-
native way to avoid the intrinsic problems of LDA.i Maximum 
^The details of the discrepancy criterion can be found in Chapter 5. 
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margin criterion (MMC) [47] belongs to this class. MMC maxi-
mizes the discrepancy between the between-class scatter and the 
within-class scatter, i.e. 
U = argmaxtr(U^SbU - U^S^U). 
It has also been found that the Fisher criterion can be well 
solved by iterative discrepancy criterions [90 . 
Locality Preserving Projections 
As we claimed in Chapter 1, discovering the underlying nonlin-
ear structure of the sample space becomes a hot topic •in the 
research of feature extraction. One solution is to use Euclidean 
distances to approximate the nonlinear distances in a local re-
gion of a sample point, which we called a neighborhood of a 
sample. Locality preserving projections (LPP) [34] is such a 
method. 
LPP defines the weight matrix as 
川 i j 
1, if Xi is in the neighborhood of x^ 
or Xj is in the neighborhood of x^ 
0, otherwise. 
Then the optimal projections are obtained from 
U = argmin J ^ p p , 
JLPP = - U了x�2 二 t r (U^LU), (2.3) 
iJ 
where L = D - W is the Laplacian matrix of W and D is a 
diagonal matrix whose diagonal entry da = Ylf=i 叫 j . In a sum, 
LPP preserves the local distances in the high-dimensional space 
after the projections. 
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2.1.2 Nonlinear Feature Extraction 
Though linear feature extraction shows its effectiveness, the non-
linearity in the sample space should be taken into account in 
many cases. There are mainly two classes of methods for non-
linear feature extraction: kernelization and manifold learning. 
Kernelization 
Kernelization is a general approach to extend linear feature ex-
traction algorithms to nonlinear ones. It is based on a well-
established theory of reproducing kernel Hilbert spaces (RKHSs) 
arising from functional analysis [60’ 71]. The basic idea is to con-
struct a mapping from the original high-dimensional space to a 
higher-dimensional or even infinite-dimensional Hilbert space, 
where we can use the linear feature extraction. Using the kernel 
trick, it is easy to derive a nonlinear counterpart for any linear 
feature extraction method. Here we show the kernel trick with 
kernel PC A as an example [60 . 
Let be the mapping from the original space to a Hilbert 
space, and then kernel PCA maximizes 
JKPCA = tr[U^0(X)L0(X)^U] 
where 0(X) = [ 0 ( x i ) , 0 ( x A r ) ] and L is the Laplacian matrix 
corresponding to PCA, i.e. St = 0(X)L(/)(X)^. 
Denote that U = (l){X)a (a G R^")，and K = 0(X广0(X) 
is called a kernel matrix, which is positive semi-definite and 
symmetric. Then we have that 
JKPCA - TR[A^0(X)^(/)(X)L(/)(X)^(/)(X)A] = TR[A^KLK^A]. 
Finally the projected samples Y = U^(/)(X) = a了K. 
Unfortunately Kernel PCA does not inherit all the strength 
of PCA. More specifically, the reconstruction of data is not a 
trivial task for Kernel PCA. 
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Manifold Learning 
Manifold learning is a recent approach of nonlinear dimension-
ality reduction. Algorithms are based on the idea that the data 
may be governed by only a few underlying parameters, i.e. the 
data points are actually sampled from a low-dimensional man-
ifold embedded in a high-dimensional space. So the data can 
be projected into the parameter space, with dimensions much 
lower than the feature space. We briefly introduce some popular 
algorithms as follows. 
Isomap [80], short for isometric feature mapping, is one of the 
first and best known algorithms for manifold learning. Isomap 
finds corresponding points in a low-dimensional Euclidean space 
for each sample, so that pairwise distances of data match the 
geodesic distances (distances along a manifold) in the original 
high-dimensional space. 
Locally Linear Embedding (LLE) [69] finds a mapping that 
preserves local geometry, which is approximated by the linear 
relationship between a sample and its neighbors. The local ge-
ometry is learnt from the least square problem 
mm Wij, jeMi X, - E 
i2 is the 广-norm 
is that, if X,. and x 
where Ni is the neighborhood of x; and 
The intuition of Laplacian Eigenmaps 
have a high degree of similarity, as measured by a weight matrix 
W , i.e. they lie very close to each other on the manifold, y^ and 
Yj in the low-dimensional Euclidean space should also be close. 
The algorithm minimizes 
w (y^ - yj)' 
LPP [34] is the linearized version of Laplacian Eigenmaps. 
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Local Tangent Space Alignment (LTSA) [118] carries out the 
parametrization process within a small region to produce a col-
lection of local coordinate systems. Then alignment is used to 
stitch those local systems together to produce a global coordi-
nate system. 
Semidefinite Embedding (SDE) [97] maximizes the distance 
between points that are not neighbors. This can be explained 
with a simple example. Please think of the Swiss roll in Fig. 
1.1. Then hopefully this algorithm will pull apart the structure 
and unwrap it. 
Other methods include Hessian Eigenmaps [21] and Rieman-
nian manifold learning [49 . -
Please note the following points. 
• First, most manifold learning algorithms are unsupervised. 
Recently, semi-supervised manifold learning has been pro-
posed, but the supervision information may be the corre-
sponding points of some data in the low-dimensional space, 
or some parameters, while not the labels. 
• Second, the output is the points y^ in the low-dimensional 
space, not the project matrix. So there is the out-of-sample 
problem, i.e. the algorithm cannot find the corresponding 
point for a new sample point outside the training set. Some 
work tries to address this problem [6 . 
• Third, manifold learning algorithms can be classified into 
local methods and global methods. Isomap is a global 
method, LLE, Laplacian Eigenmaps and LTSA are local 
methods, and Semidefinite embedding straddle the local/global 
division. Both local and global methods have their own 
advantages and the local/global difference determines the 
characteristics of the algorithms. 
CHAPTER 2. DIMENSIONALITY RED UCTION 19 
Link between Manifold Learning and Kernel P C A 
Another interpretation of many manifold learning algorithms 
falls to a special kernel PCA. The connections between kernel 
PC A and three algorithms, including Isomap, LLE, Laplacian 
Eigenmaps, have been shown in [29], and obviously LTSA can 
also be formulated as kernel PCA due to its intrinsic similarity 
with LLE and Laplacian Eigenmaps. SDE is even more close to 
kernel PCA, as the only difference is that SDE learns a kernel 
matrix from data which is suitable for manifold discovery, while 
classical kernel PCA choose a kernel function a priori [98 . 
2.1.3 Sparse Feature Extraction 
Sparseness is closely related to feature selection and to improved 
generalization in learning algorithms. Adding a sparseness prop-
erty to linear feature extraction has been a focus of attention in 
the past decade. Various solutions to sparse PCA have been 
proposed [38, 15，19, 57, 127, 18], and there are also works on 
sparse LDA [58, 59, 16], extended from sparse PCA. Recently, 
spectral regression provides a framework of sparse feature ex-
traction [13 
2.1.4 Nonnegative Feature Extraction 
Nonnegativity relates to probability distributions. Nonnegative 
Feature Extraction imposes non-negativity constraints in data 
reconstruction, and requires that the elements of the projection 
vectors, i.e., bases, together with the low-dimensional represen-
tations, are all non-negative. This ensures that the basis vec-
tors shall be combined to form a sample in a nonsubtractive way. 
Methods include nonnegative PCA [66’ 113], Fisher nonnegative 
matrix factorization [42, 95] and nonnegative graph embedding 
106 
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2.1.5 Incremental Feature Extraction 
In the conventional feature extraction methods, the learning 
is done off-line. If the environment changes, re-training from 
scratch is required. In some cases, the situation is continuously 
changing, so this strategy is obviously infeasible, even using the 
most efficient algorithm, considering the computational com-
plexity of the learning phase. In some other cases, there are 
so large an amount of input data that the feature extraction 
algorithms cannot treat them at once, due to the memory limit. 
Inspired by these, incremental feature extraction has been in-
troduced to overcome the limitations, where the learning step 
is performed on-line as new training samples are added, indi-
vidually or in a batch mode. The advantages of incremental 
feature extraction are two-fold, responding to the above prob-
lems. First, it can treat newly presented data without learning 
from beginning; Second, we can split a large set of data into sev-
eral small subsets and treat them incrementally without keeping 
the large data. Incremental methods include incremental PCA 
28, 77, 99], incremental LDA [111, 39, 83], incremental MMC 
102] and incremental Isomap [44]. Most algorithms are derived 
from for the incremental computation of the eigenvectors. 
2.2 Feature Selection 
Feature selection is a basic phase in the process of building clas-
sifiers [27]. Though intuitively more features provide a learning 
system with a better prediction accuracy, it has been observed 
in real-world applications that this is usually not the case [41 . 
In facts, feature selection tends to reduce the complexity and 
computational cost of models, and thus improves the general-
ization ability of models. Additionally, feature selection also 
helps people to acquire a better understanding about the data 
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by telling them which are the important features and how they 
are related with each other. 
Feature selection algorithms can be categorized into wrap-
pers and filters [27 40] are classifier-specific The wrappers 
approaches, i.e. the feature subset is selected based on the per-
formance of a specific classifier. The wrappers may achieve bet-
ter results as they are directly related to the performance of 
the classifier. However, they are more expensive in computa-
tion and lack of good generalization capability across classifiers. 
The filters are classifier-independent approaches, as the feature 
subset is selected based on a criterion without any knowledge of 
the classifier. In this thesis, we introduce the filter-type meth-
ods, which are highly related to feature extraction. Interested 
readers may refer to [27] for a comprehensive survey of feature 
selection. 
2.2.1 Viewpoint of Feature Extraction 
Suppose that 
and U ^ 二 [Up(i),Up(2),.",Up⑷]，where {p(l) ,p(2), + 
1), ...,p{D)} is a permutation of {1,2,…’ d, + 1,..., D}, i.e. the 
d columns of U are a subset of { u i , u j ^ } . Such a matrix is rp 
called a selection matrix, as U x^ is a subset of features selected 
from X i . . 
From this point of view, feature selection can be viewed as 
a special linear feature extraction task, where the projection 
matrix is constrained to be the selection matrix defined as above. 
In addition, linear feature extraction algorithms can be extended 
to filter-type feature selection methods without any difficulty. 
For example, Fisher score [7] and Laplacian score [32] are two 
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popular filter-type methods for feature selection, corresponding 
to the famous LDA [3] and LPP [34] algorithms. The basic 
idea is to perform the optimization towards the same objective 
function, with the constraint that the projection matrix is a 
selection matrix. 
2.2.2 Feature-Level Score 
The optimization with the constraint of the selection matrix is a 
combinatorial optimization problem. It is usually hard to solve 
as the number of possible subsets of features increases greatly 
with respect to the number of features. A traditional solution 
consists of two steps: feature-level score calculation, i.e. calcu-
lating the score of each feature, and selection by ranking, i.e. 
select the leading features based on the rank of the scores. For 
example, the Fisher score of the k-th feature is 
Sfik)= 
and the Laplacian score of the k-th. feature is 
Siik) = ufLufc. 
2.2.3 Subset-Level Score 
The subset-level score is the score of a selected subset of features. 
For example, the Fisher score and Laplacian score of a subset 
corresponding to a selection matrix U is the same as JLDA in 
Eqn. (2.2) and J lpp in Eqn. (2.3), respectively. It is obvious 
that the selected subset of features based on feature-level scores 
cannot guarantee the global optimum of the subset-level score 
in the Fisher score while can guarantee it in the Laplacian score. 
Generally it is easy to prove that the selected subset of fea-
tures based on feature-level scores cannot guarantee the global 
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optimum of the subset-level score in the Fisher criterion based 
score while can guarantee it in the discrepancy criterion based 
score. So to deal with the Fisher criterion based score, the trace 
ratio algorithm [90] is utilized to convert the Fisher criterion 
based score to iterative discrepancy criterion based score [61 
• End of chapter, 
Chapter 3 
Various Views of Feature 
Extraction 
Summary 
It is our belief that different views of the same prob-
lem provide the best way to identify the essentials and 
boom the research. In this chapter, we summarize five 
different views of feature extraction, including proba-
bilistic models, matrix factorization, graph embedding, 
manifold learning and distance metric learning. Some of 
them have gained great success in proposing new feature 
extraction algorithms and some of them are waiting for 
our exploitation. It is also promising to find new inter-
pretations of feature extraction. 
Our world is colorful and people's thinking is also diverse. 
As the old "saying goes, there are a thousand Hamlets in a thou-
sand people's eyes. Similarly, in the area of machine learning, 
there are usually "a thousand" approaches for the same problem. 
For example, there are a variety of interpretations of clustering, 
including graph partitioning [74], affinity propagation [23], ag-
glomeration of small clusters [52, 123], dependence maximiza-
tion [78], random walks [54], etc. The underlying relationships 
24 
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between different views and between different problems acceler-
ate the development of machine learning and make the research 
enjoyable. Various views of feature extraction also exist, which 
we summarize below. 
3.1 Probabilistic Models 
The derivations of feature extraction are commonly based on 
deterministic approaches. Probabilistic formulations of feature 
extraction have recently be explored. 
The relationship between PCA and the high-dimensional Gaus-
sian models has been clearly shown [56]. The associated formu-
lation of probabilistic PCA [82] is as follows (with illustration 
in Fig. 3.1). First, we introduce a latent variable y, where 
y � A / ' ( 0 , Id). Then the observed variable x is defined as a 
linear transformation of y with additive Gaussian noise 
X = Vy + /i + e 
where V G R^^^ and e �AA(0, aho). 
The maximum likelihood solution is 
MML = X, 
VML = U ( A广 
where x is the mean of all samples x^ (z = 1, 2,..., TV), Kd is a 
diagonal matrix whose diagonal entries are the d largest eigen-
values of the covariance matrix of x and the columns of U are 
the eigenvectors corresponding to A^. R is an arbitrary d x d 
orthonormal rotation matrix, which reflects that the likelihood 
function is rotationally invariant with respect to V. 
In fact, U is the projection matrix of PCA and thus Vml is 
the projection matrix of "whitened" PCA when a 0. 
Other works, such as Bayesian PCA [8], mixtures of proba-
bilistic PCA [81], supervised/semi-supervised probabilistic PCA 
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Figure 3.1: Illustrations of the Probabilistic PCA model. x(l) , x ( 2 ) , x ( D ) 
on the bottom are the D input features, i.e. the D elements of x and 
y(l) , ...,y{d) on the top are the d latent variables, i.e. the d elements of 
y. The arrows denote probabilistic dependency. .. 
112], probabilistic LDA [37, 67] and generative topographic 
mapping [10]. Gaussian process latent variable models (GPLVM) 
have also recently been introduced as a formulation of prob-
abilistic nonlinear PCA 
84 
45 and probabilistic nonlinear LDA 
Like kernel PCA they use a kernel function to construct 
the mapping in the form of a Gaussian process. However in ker-
nel PCA the mapping is from the data space to the embedded 
space while in the GPLVM it is in the opposite direction like 
GTM [10]. Other latent variable models has also been explored, 
such as Laplacian eigenmaps latent variable model [14 
3.2 Matrix Factorization 
Low-rank approximation of matrices provides another theoret-
ical basis for PCA. To derive a matrix factorization based for-
mulation of PCA, we first center each sample as x^ = x^ — x, 
where x =去 X ^ j l i X � a n d denote X = [xi,x2, ...,Xivl. So the 
eigen-decomposition of the covariance matrix is 
St = x x ^ = UfuiiAfuiiU^ii， 
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Table 3.1: Typical methods of feature extraction from the viewpoint of ma-
trix factorization. FE is short for feature extraction. Note that multilinear 
FE treats a sample as a vector determined by several factors while higher-
Constrained FE Nonnegative matrix factorization [46], nonnegative graph embedding [106] and sparse PCA [73] 
Multilinear FE Tensorfaces [86] and its following work [87, 88] 
Higher-order FE 2D LDA [109j and DATER [103] 
and the eigen-decomposition of the Gram matrix, which is used 
in a dual formulation of PCA called multidimensional scaling 
(MDS) [17], is 
� T � T “ X X = VfuiiAfuiiVfuii. 
Thus maximizing Eqn. (2.1) with the constraint U ^ U = 
is equivalent to minimizing the reconstruction error of the data, 
i.e. mm X - U W 2 
whose solution is obtained from the singular value decomposi-
tion (SVD) 
� i rj^  X = UfuiiA,uiiVfuii. U is the first d columns of Ufun and W is the first d rows of 
i T A,uiiVfuii. 
This perspective of linear feature extraction brings further de-
velopments such as constrained feature extraction, multilinear 
feature extraction and higher-order feature extraction. Typical 
methods are listed in Table 3.1. Low-rank matrix factorization 
is also a fundamental building block of many popular machine 
learning problems, such as regression, factor analysis, and clus-
tering. It is natural to build connections between feature ex-
traction and them, e.g. [20 . 
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3.3 Graph Embedding 
Graph embedding [104], a recently proposed framework, offers a 
unified view for understanding and explaining many of the pop-
ular feature extraction algorithms. The framework constructs 
two graphs, i.e., the intrinsic graph and penalty graph. The pur-
pose of graph embedding is to represent each vertex of a graph 
as a low-dimensional vector that preserves similarities between 
the vertex pairs, where similarity is measured by a graph simi-
larity matrix that characterizes certain statistical or geometric 
properties of the data set. 
Then the common objective of graph embedding is formu-
lated as: 
Y = argmin - y j f = argmax tr(YLY^) 
t r (YBY^)=d 的 t r (YBY^)=d 
where (i is a constant, wij is the weight of edge (i,j) in the 
intrinsic graph, L is the Laplacian matrix of the intrinsic graph 
and B is the constraint matrix defined to avoid a trivial solution 
of the objective function. B is typically a diagonal matrix for 
scale normalization and may also be defined as Laplacian matrix 
of the penalty graph. 
In the graph embedding view, a variety of feature extraction 
algorithms are special versions of the graph embedding objective 
according to different intrinsic graphs and penalty graphs or 
scale normalization terms, with the linearization, kernelization 
or tensorization. For example, LDA may be viewed as the graph 
embedding of the intrinsic and penalty graphs in Fig. 3.2. 
3.4 Manifold Learning 
In the last few years, the concept of manifolds has boosted the 
research of feature extraction [80, 69, 4, 118, 1211. Manifold 




of class 1 The center 
of class 2 
Class 3 
(a) The intrinsic graph 
The center 
of class 3 
(b) The penalty graph 
Figure 3.2: The intrinsic and penalty graphs of LDA formulated in the graph 
embedding framework. The elements with the same shape and color belong 
to the same class. The weights of all edges are equal to 1. 
learning is a class of nonlinear feature extraction algorithms and 
many geometric intuitions beyond manifold learning algorithms 
have also been utilized to derive a lot of linear feature extraction 
algorithms. Some popular manifold learning algorithms have 
been introduced in Section 2.1.2. In this section, we focus on the 
underlying geometric intuitions of manifold-based approaches, 
with the examples of LTSA [118] and Laplacian Eigenmaps [4 . 
First of all, we give some preliminary concepts of manifolds. 
A d-dimensional manifold M is locally homeomorphic with R^. 
That is, for each x G M, there is an open neighborhood around 
X, denoted as 从，and a homeomorphism function f :从一 
R^. The homeomorphism means that the function / between 
two spaces is a bijection, and both f and / _ i are continuous. 
The neighborhood A/'x is referred to as a coordinate patch, and 
the map is referred to a a coordinate chart. The image of the 
coordinate charts is referred to as the parameter space. 
The major aim of many manifold-based algorithms is to pre-
serve locality of the manifold. Zhao et al. propose an align-
ment reformulation of LTSA and extend LTSA to Laplacian 
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Tangent space 
Figure 3.3: Illustrations of the local tangent space. 
PCA [120]. The alignment technique can be viewed as a general 
framework of combining local and global structures, unifying 
many algorithms. It consists of two steps: local property learn-
ing and the global alignment of local geometry. 
We illustrate the two-step strategy with LTSA. In the neigh-
borhood of Xi, we assume that 
Xi- 二 / ( t i � + Ci. « Ci. + + eij, 
where zq = i, Xj^ . G Afy：. for j ^ 0 and t j is the coordinates 
in the local tangent space (Fig. 3.3). In matrix format, let 
Xf = x“ X“ T , = E . = where e is all-one column vector. Then we find 
e. 
Ci, T j and U j to minimize the reconstruction error E^, i.e. 
mm E, mm •i X, + U 工 
The solution is given by c^  = x^, where x^ = ^ Ylj=o ^ip and 
Ti = P f X , H - D i Q f , where the SVD of X^H is X^ - = 
X j H = P jDjQ^ , and P^, Qi are the first d columns of P^, Q^, 
respectively. Without loss of generality, we can assume that 
the feature vectors are uniformly distributed. For a given data 
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set, this amounts to assuming that the coordinate matrix T^ is 
orthonormal in row, i.e., T^Xf = I小 Hence we we can take 
T j = Qf and the linear function is now the following 
fitij) ^Xi-hPiD^ti.. 
The embedded neighborhood preserves the local coordinates, i.e. 
It is equivalent to 
min YiK -
min |Y,H(I — T T, Yi ‘ 
as Yi = YiHT,'. So the local optimization problem is 
mm Y,H(I — T l T i ) f = mintr(Y,H(I — Q ^ Q ^ H Y ^ Yi … Y, 
= m i n t r (YiLiYf ' 
Y,： 
The second step is the global alignment of the local opti 
rnization problems. Let Y = [yi,...’ y^v] and we have Y^ = YSj 
where Si is the selection matrix satisfying that 
1，if p = ig-i 
0, otherwise (^i)pg = 
Then the alignment step is simply as 
N 




= m i n tr Y f > L 对)Y 了 
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In Laplacian Eigenmaps proposed by Belkin et al. [4], the 
local property is characterized by the Laplace Beltrami operator 
£ on a manifold. The algorithm looks for a map f by 
argmax / | |V/(x) |p = argmax / £ ( / ) / , 
where C{f) = —div(V/) and the discretization of the Laplace 
Beltrami operator C is the graph Laplacian matrix L in Eqn. 
(3.1). So Laplacian Eigenmaps can also be formulated in the 
alignment framework. 
This alignment technique decomposes the globally nonlinear 
structure of the sample space into locally linearities. Such a 
geometric intuition makes it feasible for feature extraction. So it 
has been applied to several linear feature extraction algorithms, 
such as [122, 120, 121]. In Chapter 5, we propose an automatic 
neighborhood selection method, via the geodesic distances [80], 
to achieve the same effect as the alignment technique, 
3.5 Distance Metric Learning 
Distance metric learning attempts to learn metrics from data. 
It commonly learns a Mahalanobis distance metric M such that 
the distance between two samples x^ and Xj is 
(xi - x�了M(Xi - Xj). 
Recall that in linear feature extraction, a linear transforma-
rrt 
tion U is learnt such that y^ = U x^ and y^ is embedded in a 
low-dimensional Euclidean space. So the distance between x^ 
and Xj can be represented by the distance between y^ and y^, 
i.e. 
(yi - Y j f i Y i - Yj) = (Xz 一 - Xj). 
So linear feature extraction can be viewed as a special met-
ric learning algorithm, with only a low-rank constraint on M. 
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For example, neighborhood components analysis learns the dis-
tance metric and low-dimensional projection matrix simultane-
ously [26 . 
However, there are several limitations of current distance 
metric learning algorithms, compared to linear feature extrac-
tion. Distance metric learning has mainly focused on finding a 
linear distance metric that optimizes the data compactness and 
separability in a global sense [96, 100, 107]. It is computationally 
expensive when treating high-dimensional data [107 . 
• End of chapter. 
Chapter 4 
Tensor linear Laplacian 
discrimination 
Summary 
In this chapter, we propose the tensor linear Laplacian 
discrimination (TLLD) algorithm for extracting discrim-
inant features from tensor data. TLLD is an extension 
of linear discriminant analysis (LDA) and linear Lapla-
cian discrimination (LLD) in directions of both nonlin-
ear subspace learning and tensor representation. Based 
on the contextual distance, the weights for the within-
class scatters and the between-class scatter can be deter-
mined to capture the principal structure of data clusters. 
This makes TLLD free from the metric of the sample 
space, which may not be known. Moreover, unlike LLD, 
the parameter tuning of TLLD is very easy. Experi-
mental results on face recognition, texture classification 
and handwritten digit recognition show that TLLD is 
effective in extracting discriminative features. 
Tensor linear Laplacian discrimination was first published in 
1161. 
34 
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4.1 Motivation 
Discriminant feature extraction is an important topic in pat-
tern recognition and classification. Two traditional algorithms, 
PCA and LDA, involve scatters computed in the Euclidean met-
ric, i.e., the underlying assumption is that the sample space is 
Euclidean. Both PCA and LDA have been widely applied to 
pattern recognition and computer vision. For example, they are 
known as the famous Eigenface method and Fisherface method 
in face recognition [3], respectively. And many variants of LDA 
have shown good performance in various applications [36, 50’ 
93，92, 94, 105]. As the data manifold may not be linear, some 
nonlinearity-based algorithms, e.g., locality preserving projec-
tions (LPP) [34] and linear Laplacian discrimination (LLD) [122 
have recently been developed. In addition, the kernel trick [60 
is also widely applied to extend linear feature extraction algo-
rithms to nonlinear ones by performing linear operations in a 
higher or even infinite dimensional space transformed by a ker-
nel mapping function. 
It is worth noting that most of the existing discriminant anal-
ysis methods are vector based, i.e., the input data are always 
(re)arranged in a vector form regardless of the inherent cor-
relation among different dimensions. In practice, vector-based 
methods have been found to have some intrinsic problems [103]: 
singularity of within-class scatter matrices, limited available pro-
jection directions and high computational cost. Much work has 
been done to deal with these problems [92, 93, 94, 24, 30]. Re-
cently, several tensor-based methods have been proposed as al-
ternatives to overcome these drawbacks. Tensor-based methods 
respect the dimensional structure of data, hence can extract 
better discriminant features robustly. They perform well par-
ticularly when the number of samples is relatively small, a case 
in which vector-based methods often suffer the singularity prob-
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lem. Along this line, Ye et al.,s 2DLDA [109] and Yan et aUs 
DATER [103] are the tensor extensions of the popular vector-
based LDA algorithm. And tensor LPP [31, 33] is an extension 
of LPP, also preserving local neighbor structures of tensor sam-
ples. All these methods work in tensor spaces with Euclidean 
metrics if metrics are to be used. 
Despite the success of various subspace learning algorithms, 
we notice that almost all of them rely on the Euclidean as-
sumption on the data space when computing the distance be-
tween samples, unless the appropriate metric for the data space 
is known, e.g., KL divergence or x^ distance are suitable for 
histogram-based data. Distance metric learning attempts to 
learn metrics from data. However, it has mainly focused on find-
ing a linear distance metric that optimizes the data compactness 
and separability in a global sense [96, 100, 107]. It is computa-
tionally expensive when treating high-dimensional data, and no 
current nonlinear dimensionality reduction approaches can learn 
an explicit nonlinear metric [107]. Approximated geodesic dis-
tance [80], which attempts to estimate the distances among sam-
ples, could help alleviate, but also not resolve, the issue of met-
rics. For example, a slenderly distributed cluster can have large 
geodesic distance between the samples, which makes distance-
based cluster analysis error-prone. Actually, what is more im-
portant is the structure of the data, rather than the absolute 
distance between the data samples. 
From the above observations, we propose the tensor linear 
Laplacian discrimination (TLLD) method for nonlinear feature 
extraction from tensor data. TLLD could be viewed as an ex-
tension of both LDA and LLD [122] in directions of nonlinearity 
and tensor representation. LLD has shown its superiority of fea-
ture extraction in nonlinear spaces [122], but it still has all the 
abovementioned drawbacks of vector-based methods because it 
has the same number of available projection directions and the 
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same null spaces of the within-class scatter matrices as LDA 
(the proof is in Appendix A). And although LLD has aimed 
at removing the metric assumption by introducing weights to 
the scatter matrices, nonetheless the weights are still defined 
as a function of the distance in the sample space. Therefore, 
LLD still needs the a priori assumption on the metric of the 
sample space. To further reduce the dependence on the metric 
of the sample space, TLLD computes the weights based on the 
contextual distances instead, which are measured by the contri-
bution to the structure of the data in the sample space. This 
idea is inspired by the recent work on structural perception of 
data [52, 119]. In order to match the tensor nature of the-data, 
we further extend the vector-based coding length [52, 119] to 
tensor coding length as the contextual set [119] descriptor. An-
other advantage of using contextual-distance-based weights is 
that tuning the time variable in the weights now becomes very 
easy by rescaling. In short, TLLD handles two kinds of structure 
in the sample data, the tensor structure within each individual 
sample and the distributional structure across all samples, in a 
unified way. 
The rest of this chapter is organized as follows. We first 
present TLLD in Section 4.2, then discuss the choice of the 
weights for scatter matrices in Section 4.3. The experimental 
results are presented in Section 4.4 and Section 4.5 concludes 
the chapter. 
4.2 Tensor Linear Laplacian Discrimination 
In this section, we first give definitions of some basic tensor 
operations. Then we present the formulation of TLLD. 
CHAPTER 4. TENSOR LINEAR LAPLACIAN DISCRIMINATION 38 
4.2.1 Preliminaries of Tensor Operations 
•XTUr An order-72 tensor is an element of the space 趟2X. 
where rrii {i = 1, 2 , n ) are positive integers. The scalar prod-
uct of tensors A and 13 with the same dimensions is {A, B)= 
mi rrxn 
... The Frobenius-norm of a tensor A is 
= l in 二 1 
given by = \J〈乂, A). The /c-mode product of an order-n 
tensor A E 股叫乂爪〗※…xm„ by a matrix V G IT'&xm； ,^ denoted by 
^XfcV, is still an order-n tensor whose entries are given by {Ax^ 
rrik 
V)ii,i2’...,ik-i,j,ik+i,-,in ~ ^ 入 1 知 , … , F i g . 4.1 vi-
sualizes the equation B = ^ X i V i X2V2X3V3 for order-3 tensors 
A e M^ix^^xma and B G I i r ' i請Sxm�The mode-k matrix un-
folding of A is denoted by A � G [43], 
where the element Ai’...’in of the original tensor appears at the 
ik-th. row and the Uk-th column of A⑷，in which Uk = {ik+i — 
—l)m2m3...mA；—1)爪3...肌&-1+ 
An illustration of an order-3 tensor's matrix unfolding 
is shown in Fig. 4.2. And the /c-mode product in tensor nota-
tion = X fc V can be expressed in terms of matrix unfolding: 
B(jfc) = VA � . 
4.2.2 Discriminant Scatters 
The strategy of LDA and LLD for discriminative feature ex-
traction is to simultaneously minimize the within-class variance 
and maximize the between-class variance of low-dimensional fea-
tures after projections. We follow this strategy but with tensor 
representation. 
Let the samples in order-n tensor representation be 不，i = 
1,2,..., iV, where N is the total number of samples. And let Si be 











Figure 4.1: Visualization of the multiplication of an (mi x m�x m3)-tensor 
A with matrices Vi E V2 6 IT^Sxm�, and V3 G This figure 
is adapted from [43]. 
the label of Afi and Ng be the number of samples in the s-th class. 
The total number of classes is c. Our objective is to find a group 
of orthogonal projection matrices U^ G M 爪 ( m j , < mk), 
k = 1,2, ...,n, such that the projected low-dimensional tensors 
= X2 U�…乂 n U』n, N (4.1) 
have minimal within-class variance and maximal between-class 
variance. 
Following LLD, it is natural to define the within-class scatter 
as follows: ^ 
乂 — 2 
rT T 
a = Wo (4.2) 
5 = 1 M i e n , 
1 
where ^ = — ^ 乂 is the centroid of the s-th projected 
丄N s Xi^Vt, class, r^s = {A^lsi 二 s} is the set of the s-th class and wi is the 
weight for the i-th sample. Similarly, the between-class scatter 
is defined as c 
= - W (4.3) 







Figure 4.2: Unfolding of the (mi x m? x m3)-tensor A to the (mi x m2爪3)-
matrix 八⑴’ the (m2 x m3mi)-matrix 八⑵ and the (7713 x mim2)-matrix 八⑶ 
(mi = m 2 = 1713 = 4). This figure is adapted from [43]. 
where = 1 N 乂 is the centroid of all the projected sam-
pies, Q 二 {A'i, z = 1 , 2 , N } is the set of samples and w^ is the 
weight for the s-th class. The choice of Wi and w^ will be pre-
sented in Section 4.3. Our goal is to find orthogonal projection 
matrices Uk, such that a is minimized and at the same time jS 
is maximized. So also adopting Fisher's criterion, we may solve 
P argmax —, 
Ul,U2”..,Un O^ 
(4.4) 
4.2.3 Solving for Projection Matrices 
It is hard to solve (4.4) for U^ (z = 1 , 2 , n ) simultaneously. 
So we turn to iteration methods. As [31], we extend the matrix-
based deduction therein to tensors to reformulate a and /3 by 









= t r <! 
N 
Uk 
where = A； Xi Uf X2 x^-i U^+i... x^ U^, 
1 S . V ^ • 
and {Zi — Z ” � is the mode-k matrix unfolding of Zi - Z \ in 
which Z � i s the centroid of {Zj\sj = s j . And 
13 = urn y - y 
w. 
(4.6) 
= t r <! U l w Ui 
where Z is the centroid of all 
So we arrive at the forms of the within-class scatter and the 
between-class scatter under mode-A; unfolding: 
a = tr(U[SL幻Ufc)，and 0 = t r (U[S[幻UJ’ (4.7) 
N 
where S (力 ) = Y ^  Wi(Zi — Z � ( Z i —Z is the mode-/c within-
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class scatter matrix and S ^的— ^ — Z ) � ( Z ^ — Z) ！⑷ _ V ^ …S at (甲 7 ^ � T y x r 
丨⑷ 
S = 1 
is the mode-k between-class scatter matrix. 
Therefore, we may solve 
argmax - - � ^ b ^^  4.8) 
Uk « tr(U�sL&)U;0 
for Ufc successively, by fixing the rest U?s to prepare S[於)and 
S仏 and repeat this procedure until convergence. For each k, 
this trace-ratio problem can be efficiently solved by the algo-
rithm proposed by Wang et al. [90 . • 
As we can only obtain a locally optimal solution, the initial-
ization is important. Following previous literatures, e.g. [33, 48, 
103], we initialize Uk as (Imj^ xr ,^Om',x(mfc-m'j)了’ which we call 
the identity initialization. We test such initialization on real and 
synthetic data. We choose four datasets (From FRGC v2, CMU 
PIE, u s e SIPI and MNIST database, respectively. The details 
are given in Section 4.4) and randomly select ten subjects and 
five images per subject in each dataset. We find that for every 
randomly chosen target dimensions m'l xm'2 x ... xm“，the objec-
tive function values resulting from the identity initialization are 
always almost as good as the best ones resulting from 50 times 
of random initialization. The same observation persists on ran-
domly generated synthetic datasets. Moreover, the experiments 
in Section 4.4 show that TLLD with the identity initialization 
also achieve good recognition results. So identity initialization 
is recommended. 
Finally, we summarize the above procedure in Table 4.1. 
Note that the target dimensions should satisfy: 1 < m'^  < 
mm{mk, (c - 1) rui} [103:. 
i^k 
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Table 4.1: Tensor linear Laplacian discrimination (TLLD) algorithm. 
Tensor Linear Laplacian Discrimination (TLLD) Algorithm: 
Given the sample set Q 二 {；t； e • 二 i ^ 2 , . . . , N j r 
their class labels Si 6 {1,2,..., c}, and the target dimensions 
(m'i’m'2’..., mj^) of features. 
1. Compute the weights Wi, i = 1,2,..., N, and w^, s = 1,2,..., c, 
and initialize Ufc(O) = (/爪‘知父爪‘知,0爪；乂(爪知,',）)(/c = 1,2, 
2. For / = 1 : Lmax do 
For k = 1 : n do 
(a) Z�= A； xi l]J(l)... Xfc-i \Jl_M Xk+i U�+i ( / — 1)… 
XnUn{l — 1), and compute the matrix unfolding 
(Zi)⑷“二 1,2’...，TV; 
(b) sL幻二 f > ( z , - r )⑷ ( z广 印 
i=l 
s !幻二; f > s i v “ r - % ) ( r —勾 f,); 
S=1 
(c) Solve the trace-ratio problem (4.8) for Uk(i). 
(d) If llUfc�—Ufc(/ - 1)11 < m^m'^e, V/c, and I > 1, 
break; 
3. Output the projection matrices U^ = U j t � e R 爪 ^ = 
1. « 2 « . . . * Th • 
Xi — X 
/
、






z = l , 2 ’ 
s = 1,2, 
/ 
Wi = exp 
ujS = exp 
For example, the authors used x^ distance because they worked 
on histogram-based data. Such a definition of weights has two 
problems: (1) the metric of the original sample space may be 
unknown and (2) the Euclidean centroids of samples may not 
lie on the data manifold, hence the metric of the sample space 
cannot be applied to compute the distance between samples and 
the centroids. So we should define the weights in another way. 
4.3.1 Contextual Distance 
As we have argued in the Introduction, a better definition for 
the weights should be based on the structure of the data, rather 
than the absolute distances among the samples. Inspired by the 
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4.3 Definition of Weights 
In this section, we discuss how to choose the weights w 
so as to make the TLLD algorithm complete. 
Motivated by LLD [122] and Laplacian Eigenmap [4 
fine the weights in the following forms: 
and uf 
,we de-
Wi = exp V t 
w = exp 
i = 1,2，…，TV, 
s = 1 , 2 , 
(4.9) 
s, is the where •) is some distance, t is the time variable and 
class label of 
In LLD, the weights are simply related to the distances to 
the centroids, using the metric of the sample space: 
2 s 
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recent work on structural perception of data [52, 119], we deem 
that contextual-distance-based definition of the weights should 
be good choice. According to [119], contextual distances are 
defined on the contextual set X (the set of nearest neighbors) of 
a sample x. It is related to the contribution of the samples to the 
structural integrity of the contextual set, which is depicted by a 
structural descriptor f (could be either scalar or vector valued). 
As the descriptor f { X ) is supposed to be the intrinsic structural 
characterization of the set X, if x complies with the structure of 
X, then removing x from X will not affect the structure much. 
In contrast, if x is an outlier or a noise sample, then removing x 
from X will change the structure significantly. The contribution 
of X to the structure of X is thus measured by 
6f = f { X ) ~ f { X \ { x 
So we may define the distance from x to X as 
d{x,X) = \\6f\\ = \ \ f { X ) - f { X \ { x } ) 
(4.11) 
(4.12) 
The generalization to the distance between two sets is straight-
forward. 
Prom the above analysis, it becomes natural to define 
d(乂,化J 二 | | / (QJ —/⑴、 
di^s,询=\\f{n)-f{n\ns) (4.13) 
for the weights in (4.9), using the idea of checking the structural 
variation. 
4.3.2 Tensor Coding Length 
To employ the contextual-distance-based weights, we still have 
to find an appropriate structural descriptor. In [119], two de-
scriptors were introduced: centroid and coding length [52, 119 
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The centroid descriptor is defined as 
f{n) = — y x n 
where \Q\ denotes the cardinality of Q. The coding length de-
scriptor is f{Q) = L(Q), where L(Q) is the minimal number of 
bits to encode the data in Q, up to a tolerable distortion e (see 
Appendix B for the expression of L{Q)). 
Unfortunately, neither of the above two existing descriptors 
is suitable for TLLD. This is because the centroid descriptor 
inherently assumes an Euclidean sample space, while the current 
formulation of coding length is vector based. To match the 
tensor nature of TLLD, we propose the tensor coding length. 
We first mode-Zc unfold each tensor to a matrix and then 
compute the mode-/c coding length of the set of columns of these 
matrices: 
L I K ) W = L ( { ( X I ) � ’ ( X 2 ) � , ( X ; V ) ( F C)})， （4.14) 
where X = {rYi, A2,..., X^} and ( X i ) � is the mode-k matrix 
unfolding of Then the tensor coding length of A' is defined 
as the following vector: 
L � = [ L � � , L ( 2 ) ( A ' ) , (4.15) 
To compute the tensor coding length, we empirically choose the 
tolerable distortion as: £ = \ —• . 
V ^ Uk=i 爪k 
Now the only issue left is to determine the parameter t in 
(4.9). In LLD, this time parameter is hard to tune in order to 
achieve the optimal performance: it may range from 0.01 to 500 
in [122] and from 10"^ to 10^ in our experiments (see section 4.4). 
In our TLLD, we simply rescale t as: t = t'a^ for Wi and t = tV^ 1 N 
for u f , respectively, where (Ty, = ^ Q^J and cr^  = 
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N 
，Ns(f{Qs^ Q), and have found that the optimal t, is usually 
around 1. This treatment easily waives the parameter tuning 
on t. Note that such a rescaling trick does not work for LLD. 
This is because LLD uses the Euclidean distance, which can 
have a much larger distance variance than using the contextual 
distance (e.g., the neighboring points are in a long-thin area), 
while rescaling is effective only when the distance variance is 
relatively small. 
4.4 Experimental Results 
To evaluate our TLLD algorithm, we perform experiments on 
facial databases (FRGC version 2 [65] and CMU PIE”，texture 
database (USC SIPI from the Brodatz alburn^) and handwritten 
digit database (MNIST^). We compare TLLD with PC A, LDA, 
LLD, TLDA (i.e. DATER [103]) and Tensor LPP [33]^ We 
also replace the weights of TLLD with (4.10) using the assumed 
metric of the sample space so as to verify the necessity of using 
contextual-distance-based weights. This version of "TLLD" is 
denoted as TLLD-0. To test on different kinds of data spaces, we 
use the raw facial images for face recognition, the locally binary 
pattern (LBP) [62] features for texture classification, and the 
Gab or features for handwritten digit recognition, as the input 
data of the above mentioned methods, respectively. The most 
commonly used metrics for these features are listed in Table 
4.2. The nearest-neighbor classifier is adopted for all the exper-
iments, where the metric used to compute the distance between 




'^Tensor LPP was designed for matrices only but the data in the sccond and the third 
experiments arc both order-3 tensors, so wc extend it to match this ease. 
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Table 4.2: Metrics we adopt for different features in experiments. 
Feature Type Metric 
Raw facial images 
Locally binary pattern (LBP) features 
Gabor features 
Features extracted by projections 
Euclidean distance 
X^  distance 
Euclidean distance 
Euclidean distance 
ture of the features. For example, when histogram features are 
directly used for classification, x^ distance will be used by the 
classifier. However, if the histogram features are projected to 
low-dimensional spaces by the above mentioned methods before 
feeding the classifier, Euclidean distance will be used instead. 
All parameters of the involved methods are tuned on the training 
set, by the full search over a relatively wide range which is dis-
cretized by some stepsize. In Section 4.4.3, we also compare the 
running time between tensor-based methods and vector-based 
methods, in which the difference is the most drastic. 
4.4.1 Face Recognition 
One of the most natural forms of tensor data are raw images. 
In this experiment, two benchmark face databases, experiment 
4 in FRGC version 2 and CMU PIE, are used. For FRGC v2, 
we search all images of each person in the query set and take 
the first 10 images if the number of facial images is more than 
10. Thus we collect 600 facial images of the first 60 subjects for 
our experiment. All the images are aligned according to the po-
sitions of eyes and mouths, and then cropped to a size of 36 x 32 
(top row of Fig. 4.3). The CMU PIE database contains more 
than 40,000 facial images of 68 people. The images were ac-
quired in different poses, under various illumination conditions 
and with different facial expressions. In this experiment, a sub-
set, five near frontal poses (C27, C05, C29, C09 and COT) under 
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Table 4.3: Face recognition results on FRGC v2 and CMU PIE databases. 
Err and Dim denote Recognition Error Rate and Reduced Feature Dimen-
sions, respectively. The time parameters for LLD, TLLD-0 and TLLD are 
also listed in the brackets. Dim are the optimal reduced dimensions for the 
corresponding method. 
Database FRGC v2 CMU PIE 
Method Err (%) Dim Err (%) Dim 
PCA 9.76 70 30.16 135 
PCA+LDA 9.05 90 6.58 25 
PCA+LLD 8.81 50 (t = 5) 6.58 25 {t = 1000) 
TLDA 8.10 20 X 4 4.54 10 X 5 
Tensor LPP 7.86 25 X 13 4.54 10 X 5 
TLLD-0 7.86 10 X 9 (i = 10-5) 4.31 10 X 5 ( t = 10—4) 
TLLD 7.38 15 X 4 {t' = 1) 4.08 10 X 5 it' = 1) 
Figure 4.3: (a) Sample facial images of one person from FRGC v2. Images 
are 36 x 32 pixels in size, (b) Sample facial images of one person from CMU 
PIE database. Images are 32 x 32 pixels in size. 
two illumination conditions (indexed as 08 and 11) of 63 people, 
is used. So each person has 10 images and in total 630 images 
are collected. All the images are aligned by fixing the locations 
of eyes, and then normalized to 32 x 32 pixels (bottom row of 
Fig. 4.3). We randomly select three images of each person for 
the training set and gallery set and the rest images are used for 
querying. 
Table 4.3 shows the recognition results^. One can see tensor 
approaches outperform vector-based methods, and TLLD is the 
5ln this experiment, LDA and LLD have to work with PCA bccausc otherwise the 
within-class scattcr matrices will be singular. 
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best among them. TLLD is also better than TLLD-0 which as-
sumes Euclidean distance between the facial images. Moreover, 
one can also see that the time variable for LLD varies dramati-
cally, while TLLD does not require careful tuning on t!. 
4.4.2 Texture Classification 
Another suitable application of TLLD is features based on local 
regions. Such features can be organized in tensor structures, 
with their spatial information accounting for two dimensions 
of the tensor. And such features often lie in nonlinear spaces. 
We choose USC-SIPI image database as the data for texture 
classification. The image data are comprised of 13 textures from 
the Brodatz album shown in Fig. 4.4. For each texture, 512x512 
images digitized at six different rotation angles (0。，30。，60。，90°, 
120°, and 150°) are included. The images are divided into 16 
disjoint 128x128 sub images. So there are 1248 samples in total, 
each of the 13 classes having 96 samples. We randomly select 
20 samples in each class as the training set and the gallery set, 
while the others are used for testing. 
In this experiment, we use LBPg^ [62] on a 3 x 3 grid^ (i.e., 
the set of LBPg^'s separately computed on the nine evenly par-
titioned subimages) as the input of the methods to be tested. 
So the input data are order-3 tensors. The results are shown 
in Table 4.4. We see that the vector-based methods perform 
much worse than tensor-based methods. This is because tex-
ture images are globally homogeneous. So LBP histograms on 
different grids are highly correlated, therefore simple vectoriza-
tion of such features can result in a highly singular total-class 
scatter matrix. Even applying PCA does not help much because 
the original paper by Ojala et al. [62], the images arc not partitioned. Wc partition 
the images just for constructing tensor input data. Note that the purpose of experiments in 
this chaptcr is to test the discriminative power of different methods, rather than proposing 
better features for specific tasks, it is harmless to do so. 
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Figure 4.4: Texture images in particular rotation angles. Each texture was 
digitized at .six angles: 0°, 30°, 60°, 90。，120°, and 150°. Images are 512x512 
pixels in size. 
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Table 4.4: Comparison of texture classification error rates. Using the original 
3x3 grid LBPg^ directly without dimensionality reduction is the baseline. 
Dim are the optimal reduced dimensions for the corresponding method. 
Method Err (%) Dim 
baseline 19.54 531(59 X 3 X 3) 
PCA 17.51 10 
LDA 25.40 15 
PCA+LDA 13.97 150 
LLD (t = 5x 10-5) 23.58 57 
PCA+LLD (t = 500) 14.27 190 
TLDA 3.24 57 X 1 X 1 
Tensor LPP 2.94 54 X 1 X 1 
TLLD-0 {t = 5x 10-6) 1.92 30 X 1 X 1 
TLLD (£' = 1) 1 . 6 2 53 X 1 X 1 
in this case PC A can only extract very little discriminative infor-
mation from the complement of the null space of the total-class 
scatter matrix. This is the cause of the poor performance of 
vector-based methods. Again, one can see that TLLD outper-
forms all other methods and its optimal time parameter is still 
4.4.3 Handwritten Digit Recognition 
A third application of TLLD is dimensionality reduction on 
multi-resolution images, which are general purpose features for 
computer vision and image processing and have been very suc-
cessful in many applications. The most popular multi-resolution 
operator is the Gab or filter. It has been frequently used in 
texture analysis [2 103] and digit recogni-face recognition 
tion [101]. We perform experiments on the MNIST handwrit-
ten digit database of 60,000 training samples and 10,000 testing 
samples. All images are 28 x 28 grayscale images. We choose the 
first 20 images of each digit to compose a subdatabase (Fig. 4.5). 
For each class, the first five samples are selected for training, and 
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Table 4.5: Recognition results of handwritten digits. Using the Gab or fea-
tures directly without dimensionality reduction is the baseline. Dim are the 
optimal reduced dimensions for the corresponding method. 
Method Err (%) Dim 
b a s e l i n e 22.67 1176(24 X 7 
PCA 22.67 35 
LDA 26.67 20 
PCA+LDA 17.33 25 
LLD {t = 10-2) 25.33 20 
PCA+LLD (t = 1) 16.67 15 
TLDA 17.33 6 X 4 X ' 
Tensor LPP 17.33 5 X 5 X . 
TLLD-0 {t = 10-1) 17.33 6 X 4 X 
TLLD {t' = 1) 1 6 . 0 0 12 X 2 X 
x7) 




4.5: Samples of handwritten digits from MNIST database. Images 
X 28 pixels in size, (a) Samples from the training set; (b) Samples 
from the testing set. 
the remaining 15 images are used for testing. We extract 24 Ga-
bor features in four different scales and six different directions 
as did in [53] and down-sample them to 7 x 7 images. Then we 
get order-3 tensor features of size 24 x 7 x 7. 
To our best knowledge, we are unaware of any research re-
porting what the optimal metric for Gab or features is. So we 
have to assume Euclidean distance between the original order-3 
Gab or feature tensors, so that baseline can be computed and 
LLD and TLLD-0 can be applied. The results are shown in Ta-
ble 4.5. Almost the same conclusions from face recognition and 
texture classification can be drawn. And TLLD again shows its 
advantage of metric independence: TLLD performs better than 
CHAPTER 4. TENSOR LINEAR LAPLACIAN DISCRIMINATION 54 
Table 4.6: The training time of vector-based methods and tensor-based meth-
ods on MNIST database. The time is averaged on all possible choice of target 
Vector-based Tensor-based 
Method LDA LLD TLDA TLLD-0 TLLD 
Time (s) 10.35 10.28 0.354 0.317 0.336 
TLLD-0 which blindly assumes Euclidean distances. 
A major computation in the training stage of feature extrac-
tion is EVD/GEVD, So the speed of dimensionality methods 
is mainly affected by the size of scatter matrices. It is obvious 
that with tensor representation, the mode-k scatter matrices 
are of a much smaller size than scatter matrices in vector-based 
methods. Thus tensor-based methods have advantage in com-
putational time. To testify it, we present the training time of 
tensor-based methods and their vector-based counterparts in Ta-
ble 4.6. One can see that TLDA, TLLD-0 and TLLD are much 
faster than LDA and LLD. 
From the above three experiments, we can conclude that 
tensor-based methods have better numerical stability than vector-
based methods. The small-sample-size problem may easily oc-
cur for vector-based methods when the training examples are not 
enough while tensor-based methods do not have this problem. In 
addition, we notice that for texture classification, vector-based 
methods fail easily as the texture images are globally homoge-
nous. 
4.5 Conclusions 
In this chapter, a novel algorithm named TLLD is proposed for 
extracting discriminative features from tensor data. Contextual-
distance-based weighting mechanism enables TLLD to work ef-
fectively without assuming an a priori metric for the tensor 
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space. Experiments on different tasks have proven the supe-
riority of TLLD, including higher discriminative power, metric 
independence, and easy parameter tuning. 
• End of chapter. 
Chapter 5 
Semi-Supervised 
Semi-Riemannian Metric Map 
Summary 
Recently, unlabeled data are utilized to improve LDA, a 
traditional algorithm for supervised feature extraction. 
However, the intrinsic problems of LDA still exist and 
only the similarity among the unlabeled data is uti-
lized. In this chapter, we propose a novel algorithm, 
called Semi-Supervised Semi-Riemannian Metric Map 
(S^RMM), following the geometric framework of semi-
Riemannian manifolds. S^RMM maximizes the discrep-
ancy between the separability and similarity measures 
of scatters formulated by using semi-Riemannian met-
ric tensors. The metric tensor of each sample is learnt 
via semi-supervised regression. Our method can also be 
a general framework for proposing new semi-supervised 
algorithms, utilizing the existing discrepancy criterion 
based algorithms. The experiments demonstrated on 
faces and handwritten digits show that S^RMM is 
promising for semi-supervised feature extraction. 
56 
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This chapter is mainly based on our journal submission] 
5, Introduction 
Discriminant feature extraction is a central topic in pattern 
recognition and classification. Principal Component Analysis 
(PCA) and Linear Discriminant Analysis (LDA) are two tradi-
tional algorithms for linear feature extraction [3]. Despite the 
success of LDA and its variants [36, 105, 122], it has been found 
to have some intrinsic problems [103]: singularity of within-
class scatter matrices and limited available projection 'direc-
tions. Much work has been done to deal with these problems 
92, 93, 94, 24, 30, 109，103]. Most of such work can be traced 
back to LDA and Fisher criterion, i.e. the structural analysis of 
classes by simultaneously maximizing the between-class scatter 
and minimizing the within-class scatter via the ratio of them. 
In [104], a general framework called graph embedding offers a 
unified view for understanding these algorithms. 
Discrepancy criterion has been developed recently as an al-
ternative way to avoid the intrinsic problems of LDA. Such kind 
of methods include Maximum Margin Criterion (MMC) [47], 
Kernel Scatter-Difference Analysis (KSDA) [51], Stepwise Non-
parametric Maximum Margin Criterion (SNMMC) [68], Local 
and Weighted Maximum Margin Discriminant Analysis (LWM-
MDA) [91], Average Neighborhood Margin Maximization 
(ANMM). [89] and Discriminative Locality Alignment (DLA) 
115]. It has also been found that the Fisher criterion can 
be well solved by iterative discrepancy criterions [90]. Zhao et 
al. have found that the discrepancy criterion can be adapted 
iW. Zhang, Z. Lin, and X. Tang. Learning scmi-Ricmannian mctrics for scmi-
supcrviscd feature extraction. IEEE Trans, on Knowledge and Data Engineering, sub-
mitted, 2009. 
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into the framework of semi-Riemannian manifolds [121]. They 
developed Semi-Riemannian Discriminant Analysis (SRDA) us-
ing this framework [121]. All these discrepancy criterion based 
methods are supervised methods. 
In many real-world applications, labeled data are hard or 
expensive to obtain. This makes it necessary to utilize unla-
beled data. Both labeled and unlabeled data can contribute 
to the learning process [5, 126]. Consequently, semi-supervised 
learning, which aims at learning from both labeled and unla-
beled data, has been a hot topic within the machine learn-
ing community [126]. Many semi-supervised learning methods 
have been proposed, e.g. Transductive SVM (TSVM) [85], Co-
Training [11] and graph based semi-supervised learning algo-
rithms [5, 76, 125]. Semi-supervised dimensionality reduction 
has been considered recently, e.g. semi-supervised discriminant 
analysis (SDA [12] and SSDA [117]). However, SDA and SSDA 
also suffer from the problems of the Fisher criterion, as a result 
of which both of them use Tikhonov regularization to deal with 
the singularity problem as in regularized discriminant analysis 
24]. In [108] a graph-based subspace semi-supervised learning 
framework (SSLF) has been developed as a semi-supervised ex-
tension of graph embedding [104] and several semi-supervised 
algorithms, including SSLDA, SSLPP and SSMFA, are pro-
vided. Supervised methods based on the discrepancy crite-
rion have also been extended to the semi-supervised case, e.g. 
Semi-supervised Discriminative Locality Alignment (SDLA) is 
the semi-supervised counterpart of DLA [115]. SDA, SSLF and 
SDLA only utilize the smooth regularization on unlabeled or 
all data, while SSDA adds a term to capture the similarity be-
tween unlabeled data points and class centers of labeled data. 
However, the smooth regularization may not be the optimal con-
straints on samples. First, not all the neighbors of a sample have 
the same label. Second, they set the size of neighborhoods in 
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advance and then there are no constraints between two samples 
if they are not neighbors. Thus the discriminant information 
among unlabeled data is not well used. 
In this chapter, we proposed a novel algorithm, Semi-Supervised 
Semi-Riemannian Metric Map (S^RMM), for semi-supervised 
dimensionality reduction. Our algorithm consists of two steps: 
learning semi-Riemannian metrics and pursuing the optimal low-
dimensional projection. We formulate the problem of learn-
ing semi-Riemannian metric tensors as semi-supervised regres-
sion. Labeled data are used to initialize the regression. Then a 
fast and efficient graph-based semi-supervised learning scheme 
is adopted and closed-form solutions are given. The optimal 
low-dimensional projection is obtained via maximizing the total 
margin of all samples encoded in semi-Riemannian metric ten-
sors. Unlike previous manifold-based algorithms [69, 4, 118, 5 
in which learning the manifold structure does not use any class 
labels, we construct the manifold structure using the partial la-
bels. The labeled samples can help discover the structure, so our 
semi-Riemannian manifolds can be more discriminative. We uti-
lize unlabeled data in two aspects: first, the unlabeled data help 
to estimate the geodesic distances between samples, so that the 
structure of all data is captured; second, the separability and 
similarity criteria between all sample points, including labeled 
and unlabeled data, are considered. In addition, our method 
provides a new general framework for semi-supervised dimen-
sionality reduction. 
The rest of this chapter is organized as follows: Section 5.2 
recalls basic concepts of semi-Riemannian spaces. In Section 5.3, 
we begin with the discrepancy criterion and the semi-Riemannian 
geometry framework, then present our method of learning semi-
Riemannian metrics and finally summarize the algorithm of S^RMM. 
Section 5.4 discusses its extensions and relationships to the pre-
vious research. Section 5.5 shows the experimental results on 
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face and handwritten digit recognition. Finally we conclude this 
chapter in Section 5.6. 
5.2 Semi-Riemannian Spaces 
Semi-Riemannian manifolds are first applied to supervised dis-
criminant analysis by Zhao et a/. [121 . 
A semi-Riemannian space is a generalization of a Rieman-
nian space. The key difference between Riemannian and semi-
Riemannian spaces is that in a semi-Riemannian space the met-
ric tensor need not be positive-definite. Semi-Riemannian man-
ifolds (also called pseudo-Riemannian manifolds) are smooth 
manifolds furnished with semi-Riemannian metric tensors. The 
geometry of semi-Riemannian manifolds is called semi-Riemannian 
geometry. Semi-Riemannian geometry has been applied to Ein-
stein's general relativity, as a basic geometric tool of modeling 
the space-time in physics. One may refer to [63] for more details. 
The metric of a semi-Riemannian manifold N!! is of the form 
A = •^pxp 0 0 - A l/XV 
where Apxp and A^ x^zy are diagonal and their diagonal entries are 
positive, and p v = n. v is called the index of N^. With A, 
the space-time interval ds^ in NjJ can be written as 
P U 
ds^ = ( d x f Adx = ^ A(z, i)dxl - ^ A(z, i)dxl 
i=l i = l 
The interval is called space-like if it is positive, time-like if it is 
negative, and null (or light-like) if it is zero. One may refer to 
Fig. 5.1 for an illustration of the space-time interval. 
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Time-like X3 
Null (or light-like) 
Space-like 
Xi 
Figure 5.1: An illustration of the space-time interval ds^ = dxl + dx^ — dxl-
The space-time interval is space-like outside the cone, null (or light-like) on 
the cone and time-like inside the cone. 
5.3 Semi-Supervised Semi-Riemannian Met-
ric Map 
In this chapter, we focus on the problem of pursuing the opti-
mal projection matrix U under the semi-supervised setting, i.e. 
given L labeled samples {xi, each of which has class la-
bels Ci e {1, ...,c} and m unlabeled samples {x^+i, ...,xyv} with 
unknown class memberships. In addition, we have L + M = N 
and Xi G With the optimal projection matrix we project the 
samples into a low-dimensional space: y^ = U^x^, i = 1 , N . 
Denote X = [xi,…，x^ v] and Y = [yi ,…,yn 
5.3.1 The Discrepancy Criterion 
Given only the labeled training set { x i , x / ^ } and the labels 
of each sample Q G {1，...，C}, many dimensionality reduction 
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methods aim at learning a projection U to maximize the within-
class similarity and between-class separability. Traditional LDA 
maximizes the following ratio 
= t r ( U ^ S , U ) 
- t r(伊S J J)， 
where S/, = ^k (x/c—x) (x^—x)^ is the between-class scatter 
matrix, S切 = J 2 c i = k ( X i — - x^)^ is the within-class 
scatter matrix and tr(.) is the trace operator, x^ = ^Ci=k ^^ 
is the mean of the k-th. class, x = ^  二i Xi is the mean of all 
data samples and Lk is the number of samples in the k-th class. 
This ratio is known as Fisher criterion. “ 
Discrepancy criterion [47, 89] defines two types of neighbor-
hoods: 
• Homogeneous Neighborhoods the set of K most similar 
data in the same class of Xj. 
• Heterogeneous Neighborhoods the set of K most sim-
ilar data not in the same class of Xi. 
Taking Average Neighborhood Margin Maximization (ANMM) 
89] as an example, the average neighborhood margin j i for Xj 
in the projected space can be measured as 
7 i = ； — y � 2 - ；•？ - y』?， （5.1) 
j 辦 jeM/< 
where || ..|| is the /^-norm. The maximization of such a margin 
can project high-dimensional data into a low-dimensional fea-
ture space with high within-class similarity and between-class 
separability. Fig. 5.2 gives an intuitive illustration of the dis-
crepancy criterion. 
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Figure 5.2: An illustration of the margin maximization in the discrepancy 
criterion. The elements with the same shape and color belong to the same 
class. (Left) Xj and its neighbors in the original 2-D plane, among which blue 
circles except x^ are homogeneous neighbors, while red squares and yellow 
triangles belong to heterogeneous neighbors. (Right) y^ and the projected 
neighbors. 
5.3.2 Semi-Riemannian Geometry Based Feature Ex-
traction Framework 
The average neighborhood margin can be generalized in the 
framework of semi-Riemannian geometry. In contrast to the 
local semi-Riemannian metric tensors and the global alignment 
of local semi-Riemannian geometry in [121], we define global 
semi-Riemannian metric tensors to unify the discrepancy crite-
rion. A global metric tensor encodes the structural relationship 
of all data samples to a sample, while in a local metric tensor 
only samples in neighborhoods are chosen. For a sample x^, its 
metric tensor Aj is a diagonal matrix with positive, negative or 
zero diagonal elements. 
[ > o , i f X 
< 0 , i f X 
、 = 0 , i f X 
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Then the construction of the homogeneous and heterogeneous 
neighborhoods as well as the metric tensor do not need to follow 
those in Section 5.3.1. 
The margin j i can be written as 
7i = 2 ^ M j J ) \ \ y j - y i \ \ ^ (5.2) 
j 
which is in the same form of the space-time interval. So we con-
sider the sample space with class structures as a semi-Riemannian 
manifold. Unlike Riemannian metric tensors which are positive-
definite, semi-Riemannian metric tensors can naturally encode 
the class structures. Thus, a semi-Riemannian manifold is more 
discriminative. 
We define a metric matrix G, where the z-th column of G 
(denoted as g^) is the diagonal of A^, i.e. gi = [gn,…’彻]�and 
Qji = Ai{j,j) {j = 1 , N ) , An entry gji in G is called a metric 
component of a metric tensor gi. The projections can be learnt 
via maximizing the total margin 
N 1 N 
少 = ^ 飞 = 5 g]人yj 一yi) (yj 一yO 
= t r ( Y L G Y ^ ) = t r(U^XLGX^U), 
(5.3) 
i.e. pulling the structures of samples in the embedded low-
dimensional space towards the space-likeness, where LQ is the 
Laplacian matrix of + G^). If G is already learnt (detailed 
in the next subsection), the optimal linear projection matrix U, 
which projects the samples into a c/-dimensional Euclidean space 
and satisfies U ^ U = Idxd and Y = U^X, can be found to be 
rr\ 
composed of the eigenvectors of X L G X corresponding to its 
first d largest eigenvalues. 
The cases of nonlinear and multilinear embedding can be eas-
ily extended via the kernel method and tensorization, respec-
tively, as in [89]. 
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5.3.3 Semi-Supervised Learning of Semi-Riemannian 
Metrics 
The key problem in the semi-Riemannian geometry framework 
is to determine the metric matrix G. Under the semi-supervised 
setting, the metric matrix G can be divided into four blocks: 
G = GLL Glu Guu (5.4) 
where Gll are the metric components between labeled samples, 
G l u and G u l between labeled and unlabeled samples, and Gjju 
between unlabeled samples. 
The metric matrix is learnt in three steps. First of all, the 
metric tensors at labeled sample points, i.e. the blocks Gll and 
Gul, are learnt. Then the neighborhood relationships are prop-
agated from metric tensors at labeled sample points to unlabeled 
sample points, i.e. from Gul to Glu- Finally, the metric ten-
sors at unlabeled sample points, i.e. G l u and Guu, are learnt. 
Then the metric tensor at a point x^ is a column vector gi of 
G. Similar to (5.4), gi can be divided into two parts gf and g f , 
where gf = [gu, ...,gLif and gf = [gL+i,i,… 
Local Nullity of Semi-Riemannian Manifolds 
Null manifolds are a typical class of semi-Riemannian manifolds. 
A point on a null manifold satisfies that its space-time interval 
is zero (Fig. 5.1). As the optimal projection pulls the structures 
of samples in the embedded low-dimensional space towards the 
space-likeness, it is natural to assume that the samples in the 
original high-dimensional space lie on a null manifold, i.e. we 
add a local nullity condition to each metric tensor 
N 
g j d i = Y^ gji(fji = 0,Vz - l’...，n, (5.5) 
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Geodesic distance with K = 3 
Geodesic distance with K = 5 
Euclidean distance 
20 40 60 













-©~ Geodesic distance with K = 3 
Geodesic distance with K = 5 
-M— Euclidean distance 
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The k-th nearest neighbor 
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(b) 
Figure 5.3: Comparison of geodesic distances and Euclidean distances, (a) 
only labeled data are available; (b) both labeled and unlabeled data are 
available. dl is the squared distance from a sample to its k-th nearest neigh-
bor. X-axis sorts the neighbors with increasing distances and the first 100 
neighbors are presented. Y-axis offers the ratio between minimum squared 
distances and dl. The results are averaged over 50 randomly selected sam-
ples. 
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where dji is the pairwise distance from x j to x^ on the data 
f) o 1 
manifold and d^ 二 [(ii;,..., c^ ivJ , so that the contributions of the 
homogeneous and heterogeneous neighborhoods are balanced. 
In [121] the distance dji is chosen as the known metric of the 
high-dimensional feature space, e.g. Eulidean distance and x^ 
distance are used for raw image features and local binary pattern 
features, respectively. However, we often do not know the appro-
priate metrics a priori Besides, the local structure of samples 
has shown its power in unsupervised manifold learning [69, 4 
and supervised dimensionality reduction [34, 104, 115]. Inspired 
by ISOMAP algorithm [80], we use geodesic distances, approxi-
mated by graph distances. It is a great advantage of the semi-
supervised setting that a number of unlabeled data exist and can 
be utilized in the graph approximation of geodesic distances. So 
the geodesic distances capture the manifold structure of all data. 
As a result, our global semi-Riemannian metric tensors achieve 
even better performance than metric tensors obtained from the 
local neighborhood on semi-Riemannian manifolds [121]^. To 
testify, we use two labeled and 28 unlabeled images per person 
of 68 persons from CMU PIE facial database (with detailed de-
scriptions in Section 5.5). We compare geodesic distances and 
Euclidean distances in two cases: with only labeled data and 
with both labeled and unlabeled data. The observations from 
Fig. 5.3 are as follows: 
• According to (5.5), when d^^^  is large, the weight of Xj in the 
margin of Xi is suppressed. The geodesic distance of the k-
th nearest neighbor increases much faster than Euclidean 
distance when k increases, so the homogeneous and hetero-
geneous neighborhoods can be selected automatically, i.e. A V setting K and K to large values has almost no influence on 
2 Though wc set the sizes of the homogeneous and heterogeneous neighborhoods in our 
algorithm, it is shown in Scction 5.5 that the performance is affcctcd very slightly when 
the choicc of k varies in a large range. 
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the performance of our algorithm. 
• With a number of unlabeled data the geodesic distances 
perform better than when only labeled data are available. 
• The performance of geodesic distances is robust to the vary-
ing parameter K, the size of neighborhoods for computing 
geodesic distances. So we simply choose K = 5 in our 
implementation. 
Metric Tensors of Labeled Samples 
To determine g f , we consider margins of labeled data first. In 
ANMM [89] and DLA [115] the samples in the same kind of 
neighborhood have equal weights in a margin. Such a defini-
tion of margins only weakly models the intrinsic structure of 
the training data. To overcome this drawback, we define the 
average neighborhood margin normalized by geodesic distances 
at a labeled point Xi(i = 1 , L ) as 
li 1 R 
Yj — y^ 
d K 
Yj - Yi 
d (5.6) 
.-八 \ / — . K \ Uno / 
where the homogeneous and heterogeneous neighborhoods are 
chosen as in Section 5.3.1. Here the importance of a marginal 
sample Xj is quantified by the distance dji to x^. Then for x 
we have the metric components 
1 
9ji = 
m d i 
G � o . X f � 1 
if Xj G Afi K (5.7) 
0, if Xj ^Xf^^ and x, ^ . 
for all j = 1 , L , where |. | is the cardinality of a set. (5.7) can 
also be obtained by the smoothness and local nullity conditions 
as in [121] (please refer to the Appendix C). 
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Now we come to the metric components in g f . The metric 
component gji of gi can be regarded as a function of x j in the 
sample space. So gf can be inferred from gf by semi-supervised 
regression as follows. 
We assume that nearby points are likely to have close func-
tion values, which is known as the cluster assumption. So gji 
should be close to the metric components of gi corresponding 
to Xj,s neighbors. For example, if x) is surrounded by heteroge-
nous neighbors of x^, gji should be nonnegative. We choose the 
similarity measure ajk between samples Xj and x^ as 
ajk = 
Xi - Xk 2\ 
2(j2 if X,- G A/f or Xk G J\ff ‘ 
otherwise, 
where J \ f j� and are the AT-nearest neighborhoods of Xj and 
Xfc, respectively. In our experiments, K = 5 and a is the average 
distance of all sample points to their sixth nearest neighbors. 
Then we estimate the metric tensor gi by minimizing 
1 iV N 
ajk�gji — 9ki? + 入 XI gji 
i,k=l 7 = 1 
- t o = g � ( L A + A/Inxn)gi, g fd i = 0 and gf is fixed as in (5.7), 
(5.8) 
where Xi is a regularization parameter to avoid singularity of 
LA, which is empirically chosen as 0.01, A = [ajk]nxn and LA is 
the Laplacian matrix 
By the Lagrangian multiplier we get the solution of (5.8): 
gi = 
M Si = ^uu 
(5.9) 
^ULSi 
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where the symmetric matrix (La+入/Inxn) is divided into 
f/ r 2 similar to (5.4) and d^ = KL+ii’ 
LLL Llu 
Lul ^UU 
J2 ^Ni T 
Neighborhood Relationship Propagation 
Metric tensors encode the structure of the sample space. The 
metric components gji and gij are not independent because if 
Xj is in the homogenous or heterogenous neighborhood of x^, x^ 
is probably in the same type of neighborhood of xj . So met-
ric tensors of labeled samples provide a priori information for 
those of unlabeled samples. However, we do not propagate all 
information in Gul as components with small values are dis-
turbed more easily by noise. So we initialize the neighborhoods 
of unlabeled samples as follows. In the metric tensor of each 
labeled sample x 办 = 1 , L ) , we choose 警 negative and 樂 
positive entries from gf with largest absolute values, and then 
put Xi in the homogeneous or heterogeneous neighborhoods to 
the corresponding unlabeled samples according to these entries' 
signs. We also put the i^-nearest and AT-farthest neighbors of an 
unlabeled sample in its homogeneous and heterogeneous neigh-
borhoods, respectively. 
Metric Tensors of Unlabeled Samples 
We initialize the metric tensor of an unlabeled sample Xi[i = 
L + 1 , N ) as (5.7) for j 二 1’ ...，N, where A/；^  and 財 have 
been constructed in the previous step, and denote this initial 
value as gj, where g) = [pii, • 
Also by the smoothness of metric components, the metric 
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tensor gi can be estimated by minimizing 
1 N N 
输 i) ajk�gji — 9ki? + - 9jif 
j,k=i 〜 〜 （5.10) 
= g f ( L A + 入Jnxn)gi - + Xugjgz, 
S.t. g f d , - 0, 
where Xu is a control parameter (入权 > 0)，which is chosen as 
\u = 10 in our experiments. 
By the Lagrangian multiplier gi can be found as 
g 广 — 运 • 侧 
V d f L - i d , y 
^^  1 where L = ^ L A + I "-nxn-
S^RMM Algorithm 
The learnt matrix G in the above sections is not the final form. 
We shall adjust it in two steps. 
Noise reduc t ion . Metric components in Gul, Glu and 
are only estimation, so we need to reduce the effect of incor-
rect components. Metric components close to zero are regarded 
as unreliable and of little importance in a margin. Thus for each 
metric tensor gi we set an entry 彻 to be zero if x^ or Xj is unla-
beled and \gji\ < ^ Besides, gji and 恥 should 
reach an agreement on whether x^ and x^ are in the same class. 
So we split the metric matrix G to G+ + G—, where G+ and 
G " keep the positive and negative entries of G, respectively, 
while leaving the remaining entries zero. Then update G+ = 
min{G+, and G " = max{G-, ( G - f } . Finally we com-
bine them with a factor 7 G [0.5’ 1]: G = (1 - 7 ) 6 + + 7 6 " , 
to make the metric tensors tend to be time-like [121]. 7 can be 
estimated by cross-validation. 
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Balancing contributions of labeled and unlabeled sam-
ples. Because the target samples of classification are only la-
beled samples, we suppress the contribution of unlabeled sam-
ples as 




L ^ L ^ 
GLL OtiGLU 
is the metric matrix obtained after 
noise reduction and the values of a i and a2 are chosen to be 
close to ^ and , respectively. 
The whole procedure of S^RMM is summarized in Table 5.1. 
5.4 Discussion 
In this section, we would like to discuss and highlight some as-
pects of our S^RMM algorithm. 
5.4.1 A General Framework for Semi-Supervised Di-
mensionality Reduction 
S^RMM can be viewed as a general framework for semi-supervised 
dimensionality reduction. First, our margin maximization re-
formulation of SRDA [121] provides the connection between the 
semi-Riemannian geometry framework and the discrepancy cri-
terion. So S^RMM can be integrated with any dimensionality re-
duction algorithm based on the discrepancy criterion, e.g. MMC 
47], ANMM [89] and DLA [115], to obtain semi-supervised ex-
tensions of them. To create new algorithms, we only need to 
change the structural properties of semi-Riemannian metric ten-
sors, i.e. the constraints in (5.5) and (5.7). Second, in this 
framework we utilize the separability and similarity between 
samples including labeled and unlabeled ones, instead of the 
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Table 5.1: Semi-Supervised Semi-Riemannian Metric Map (S^RMM) Algo-
rithm 
Semi-Supervised Semi-Riemannian Metric Map (S^RMM) 
^Ajgorithm 
Given I labeled samples {xi, ...,Xi�,} each of which has class labels 
Ci e {1, ...,c} and m unlabeled samples {xjr^+i, ...,XAr} with unknown 
class memberships {L + M = TV), where Xj G We want to 
compute a matrix U to project samples linearly as Y = U^X, where 
X = [xi, ...,XArl, Y = [yi, ...^Yn] and y^ G is the low-dimensional 
embedding of Xj. 
1. Compute the affinity matrix A and pairwise geodesic distances 
dij{ij = 1’...’ AO; 
2. Construct the homogeneous and heterogeneous neighborhoods 
of labeled samples and then learn metric tensors gj for i = 
1,..., L as described in the part "Metric Tensors of Labeled 
Samples" of Section 5.3.3; 
3. Construct the homogeneous and heterogeneous neighborhoods 
of unlabeled samples as in the part "Neighborhood Relationship 
Propagation" of Section 5.3.3 and learn metric tensors gj for 
i == Z/ + l,...,_/V as described in the part "Metric Tensors of 
Unlabeled Samples" of Section 5.3.3; 
4. Modify G as described at the beginning of the jmrt "S^RMM 
Algorithm" in Section 5.3.3 and replace G with G'; 
5. Obtain the optimal projection U by computing the eigenvectors 
of XLgX^ associated with the first d largest eigenvalues. 
CHAPTER 5. SEMI-SUPERVISED SEMI-RIEMANNIAN METRIC MAP74 
regularization term on the graph of unlabeled or all samples 
used in SDA [12], SSLF [108] and SDLA [115]. The traditional 
regularization term is considered as a special case under our 
framework (please refer to Appendix D). Finally, we only use a 
simple yet efficient way to learn semi-Riemannian metrics in this 
chapter, and our method may be incorporated with a number 
of semi-supervised regression methods [126 . 
5.4.2 Comparison to SRDA 
The major differences between our method and SRDA [121] are 
three folds: First, we define global semi-Riemannian metric ten-
sors rather than local metric tensors as in SRDA. Secondly, in 
SRDA asymmetric semi-Riemannian metrics are learnt locally 
at each sample x^ independently, supervised by the label infor-
mation. The relationship among the metrics at different data 
samples is not considered. In contrast, in our method we learn 
asymmetric metrics from labeled examples, local consistency in 
metric tensors and weak propagation between metric tensors 
globally. Third, different from the Euclidean/x^ distances as-
sumed known in SRDA, we use geodesic distances from unsu-
pervised manifold learning, which do not require any a priori 
knowledge of the sample space, to capture the manifold struc-
ture of data. 
5.4.3 Advantages over Semi-supervised Discriminant 
Analysis 
S^RMM has several advantages over semi-supervised discrim-
inant analysis (SDA [12] and SSDA [117]). First of all, our 
algorithm can be applied to semi-supervised dimensionality re-
duction with pairwise constraints directly, i.e. we only need 
to know pairwise constraints on partial samples, for learning 
semi-Riemannian metrics. A pairwise constraint between two 
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samples, another kind of supervision information usually used 
in semi-supervised dimensionality reduction [35, 114], describes 
whether they belong to the same class or not, rather than pro-
vides the labels. It might be too expensive to obtain explicit 
class memberships in many real-world applications, e.g. in im-
age retrieval, it is much easier to know the relevance relationship 
between images, with the logs of user relevance feedback, while 
obtaining the exact class label of images requires quite expen-
sive efforts of image annotation. Secondly, it is easy to see that 
S^RMM avoids the intrinsic problems of LDA [103]: the singu-
larity problem and limited available projection directions. SDA 
and SSDA alleviate, but not resolve, these problems, as their 
optimization models are in the form of 
J = tr(U^S6U) tr(U^S^U) + R{U) 
5.5 Experiments 
We compare our method to several recently proposed semi-supervised 
dimensionality reduction methods: SDA [12], SSDA [117], SSLDA 
108] and SDLA [115]. The first three are different semi-supervised 
extensions of LDA and the last one is a discrepancy criterion 
based method. We also list the results of traditional unsu-
pervised and supervised algorithms, including PCA, LDA, LPP 
34], MFA [104] and MMC [47], for reference.^ Results of DLA 
115] and SRDA [121] are presented for comparisons of super-
vised and semi-supervised methods. We test the performance 
of S^RMM on two benchmark facial databases (CMU PIE and 
FRGC 2.0) and USPS handwritten digit dataset. 
3Wc use implementations of PCA, LDA, LPP, MFA and SDA from h t t p : / / w w w . e s , 
u iuc . edu /homes /dengca i2 /Data /data .h tml . 
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5.5.1 Experimental Setup 
In each experiment, we randomly select L + M images of each 
person for the training set. Then among the L + M images, L 
images are randomly selected and labeled, forming the labeled 
set, and the other M images form the unlabeled set. The re-
maining images in the database are used for testing. We test 50 
trials of random splits and report the averaged results. 
For unsupervised and supervised methods, the labeled set is 
used for training. For semi-supervised methods, the unlabeled 
set is added to the training set. In all result tables, we use US, S, 
SS as short for Unsupervised, Supervised and Semi-Supervised, 
respectively. A simple nearest-neighbor classifier is employed 
on the extracted low-dimensional features to classify samples in 
the unlabeled and test set. The result of the nearest-neighbor 
classifier on raw features without dimensionality reduction is 
used as the baseline. 
All parameters of the involved methods are tuned on the 
training set, by the full search over a relatively wide range which 
is discretized by some step-size, e.g. for PCA pre-processing, we 
test with the preserved energy being between 90% and 100%. 
5.5.2 Face Recognition 
In our experiments, two benchmark face databases, CMU PIE 
75] and experiment 4 in FRGC 2.0 [65], are used. The CMU 
PIE database contains more than 40,000 facial images of 68 peo-
ple. The.images were acquired in different poses, under various 
illumination conditions and with different facial expressions. In 
our experiments, a subset, the frontal pose (G27) with varying 
lighting and illumination, is used. So each person has about 49 
images and in total 3329 images are collected. All the images 
are aligned by fixing the locations of eyes, and then normalized 
to 32 X 32 pixels (top row of Fig. 5.4). The training set of ex-
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Figure 5.4: Sample images from CMU PIE database (in the top row) and 
FRGC 2.0 database (in the bottom row). 
periment 4 in FRGC 2.0 consists of controlled and uncontrolled 
still images. We search all images of each person in this set and 
take the first 60 images of the first 50 individuals the number of 
whose facial images is more than 60. Thus we collect 3000 facial 
images for our experiments. All the images are aligned accord-
ing to the positions of eyes and mouths, and then cropped to a 
size of 36 x 32 (bottom row of Fig. 5.4). 
In the first experiment, L = 2, M = 28, the number of test 
images per individual is about 19, and the number of individuals 
is 68. In the second experiment, L == 5, M = 35, the number 
of test images per person is 20，and the number of persons is 
50. Tables 5.2 and 5.3 provide results of each method. The un-
supervised method, PCA, only perform a little better than the 
baseline without any feature extraction. LDA, LPP and MFA 
have good performance on PCA features and SRDA, as reported 
in 121 outperform the supervised Fisher criterion based meth-
ods even if it is applied to the raw data directly. The recogni-
tion results of semi-supervised methods are generally better than 
their corresponding supervised methods as they utilize the unla-
beled data. S^RMM is the best in the semi-supervised methods 
and improves the results of SRDA. Besides, the improvement 
of S^RMM is more than the differences between other methods 
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Table 5.2: Recognition 
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19.78 士 1.44 
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18.80 士 1.55 
22.32士 1.79 ( -1 .69) 
18.58士 1.49 ( -1 .20) 
17.08±1.25 (—2.35) 
( ^ = 1 , ^ = 50) 
19.97±1.95 
18.65 士 1.97 
22.40士 1.97 ( -1 .65) 
18.52士 1.72 (-1.22) 
17.15士 1.53 (-2.29) 
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Table 5.3: Recognition error rates (%, in mean士std-dev) on FRGC 2.0 
database. The reduced error rates of semi-supervised methods over their 
supervised counterparts are given in the bracket • 
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(b) FRGC 2.0 
Figure 5.5: Recognition error rates of S^RMM against the variations of K on 
unlabeled and test data of CMU PIE and FRGC 2.0 database. The standard 
deviations of error rates against the variations of K are all less than 0.1%. 
and their supervised counterparts."^ 
It is interesting to know the sensitivity to the sizes of homoge-
nous and heterogenous neighborhoods as our method is based 
on maximizing the margins of such neighborhoods. The size of 
homogenous neighborhoods is easy to choose as it is limited by 
the number of samples per class. We only test the robustness 
of our method when the heterogenous neighborhoods change. 
So all parameters except K are fixed. Fig. 5.5 shows the error 
rates on unlabeled and test data of both databases with a vary-
4pCA+LDA is compared with SSLDA because SSDLA is applied on PCA transformed 
subspacc while SDA and SSDA use the Tikhonov regularization and are directly applied 
to the raw data. 
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Figure 5.6: Recognition error rates of S^RMM against the variations of A/ 
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Figure 5.7: Samples from USPS dataset. 
that 
All 
ing number of initial heterogenous neighbors. We see here 
S^RMM is surprisingly robust. 
We also test the sensitivity to in (8) and Xu in (10) 
parameters except the tested parameter (A/ or A )^ are fixed. 
Fig. 5.6 shows the error rates on unlabeled and test data of 
both databases with a varying value of the tested parameter. 
We see that S^RMM is also robust against the variance of these 
parameters in a large range. 
5.5.3 Handwritten Digit Classification 
The USPS dataset contains grayscale handwritten digit images 
scanned from envelopes by the U.S. Postal Service (Fig. 5.7). 
The images are of size 16 x 16. The original training set contains 
7291 images, and the test set contains 2007 images^. We used 
digits 1, 2, 3, 4 and 5 in our experiments as the five classes. 
On the USPS dataset we choose L = 5, M = 95, the number 
of test samples per class as 1000 and the number of classes as 
5, respectively. The classification results are listed in Table 5.4. 
PCA is only better than the baseline. The Fisher criterion based 
methods, LDA, LPP, MFA and SSLDA, do not improve PCA 
features .much. The discrepancy based methods, MMC, DLA 
and SRDA, are better than other supervised methods. Unla-
beled data can improve the classification accuracy and S^RMM 
is the best again. 
5Wc downloaded the set of 1100 samples per class from http: / /www. c s . toronto . edu/ -roweis/data.html. 
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Table 5.4: Recognition error rates (%, in mean士std-dev) on USPS handwrit-
ten digit database. The reduced error rates of semi-supervised methods over 
given in the bracket. 
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Note that in the experiments, we use the labeled set for both 
unsupervised and supervised methods. It is the convention in 
previous research to use the same set for unsupervised and su-
pervised methods so that we can compare their performance 
fairly. However, it is also possible to use both labeled and unla-
beled set for unsupervised methods and the unlabeled set usually 
improves their performance as the number of training samples 
increases. So we also present this result, denoted as PCA(*) in 
each table. We can see the performance of PCA improves in all 
the three experiments with the unlabeled set added. However, 
our semi-supervised method is still the best. 
It is also interesting to investigate the computational time 
of our method. Computing the affinity matrix and geodesic dis-
tances in Step 1 have the complexity 0{N'^KD) and log N + 
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Table 5.5: The training time (in seconds) of SDLA and S^RMM on three 









N^K), respectively.6 The cost of learning the metrics can be 
bounded by the complexity of solving linear equations. 
The complexity of the projection matrix learning step is 0{D^). 
It is admitted that, for previous methods only the affinity ma-
trix and some simple computation are needed before learning 
the projection matrix, so our method need more training time. 
However, the training can usually be done off-line. We com-
nare the time of SDLA and S^RMM, which both belong to the 
discrepancy criterion and are close in performance. The test is 
performed in MATLAB 7.6 on PC with 3.20GHz CPU and IG 
RAM. The average time on 50 trials is reported in Table 5.5. 
5.6 Conclusion 
In this chapter, we address the problem of semi-supervised fea-
ture extraction with the semi-Riemannian geometry framework. 
Under this framework, the margins of the samples in the high-
dimensional space are encoded in the metric tensors. We ex-
plicitly model the learning of semi-Riemannian metric tensors 
as a semi-supervised regression. Then the optimal projection 
is pursued by maximizing the margins of samples in the em-
bedded low-dimensional space. Our algorithm can be a general 
framework for semi-supervised feature extraction. Compared to 
previous semi-supervised methods, we utilize both the separabil-
ity and similarity criteria of labeled and unlabeled samples. The 
6In our implementation, we use Approximate Nearest-Neighbor Searching and Dijk-
stra's algorithm in C + + for acceleration. 
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links between our method 
The effectiveness is tested 
digit classification. 
and previous research are discussed, 
on face recognition and handwritten 
• End of chapter. 
Chapter 6 
Summary 
In this thesis, we introduce the background, the existing work 
and related fields of feature extraction. Following the current 
hot directions, we propose two novel algorithms to address the 
following problems of previous research. 
1. What is a good feature representation for a sample and how 
can feature extraction adapt to the representation? 
2. What is the intrinsic structure of a sample space and how 
to cooperate with the structure in feature extraction algo-
rithms? 
3. Can unlabeled data be helpful for supervised feature ex-
traction and how they can help? 
Our solutions are summarized as follows. 
First, we propose to use tensor representation as a more rea-
sonable representation of some kinds of real data, to avoid the 
small-sample-size problem of vector representation. Our TLLD 
algorithm matches the nature of tensor data, with the tools from 
multilinear algebra and the tensor coding length proposed by us. 
The S^RMM algorithm can also be extended to adapt to tensor 
data with the similar tensorization approach. 
Second, we propose to discover the nonlinear structure of the 
sample space with contextual distances or geodesic distances, in 
86 
CHAPTER 6. SUMMARY 87 
two algorithms, respectively. The contextual distances, which 
are measured by the contribution to the structure of data, free 
the algorithm from a priori metric assumption of the sample 
space used in many previous algorithms. The geodesic distances 
perform an automatic neighborhood selection for margin maxi-
mization, so that the nonlinearity is approximated by local lin-
earity. 
Third, we propose a semi-supervised semi-Riemannian ge-
ometry based framework to utilize unlabeled data. To overcome 
the limitations of existing semi-supervised methods, which may 
not discover the discriminative structure of unlabeled data, we 
construct the semi-Riemannian manifold structure using partial 
labels. The labeled samples can help discover the structure, 
so our semi-Riemannian manifolds can be more discriminative. 
In addition, with the redundant unlabeled data, the estimated 
geodesic distances automatically capture the nonlinear structure 
of the data. 
Besides, there are a number of algorithms that may be de-
rived based on the above three solutions. For example, we can 
propose a variety of new semi-supervised algorithms from the 
semi-supervised semi-Riemannian framework, utilizing the ex-
isting discrepancy criterion based algorithms, such as ANMM 
f89l and DLA [115]. And the S^RMM algorithm also has the 
counterparts of kernelization and tensorization, though we do 
not present such variants in the thesis. 
We show the effectiveness of our proposed solutions by results 
of several classification tasks, with comparison to state-of-the-
art algorithms. 
Though we have achieved a progress of solving the problems 
in feature extraction, it is far from the end. We would like to 
present some possible future work here. 
The first compelling direction is to continue our work on ten-
sor representation. As the features extracted by tensor-based 
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approaches are also tensors, we expect that the recognition re-
sults could be further improved if the extracted features coop-
erates with tensor-oriented classifiers. And it is possible that 
some contextual distances other than the tensor coding length 
can result in even better performance. 
Second, it would be interesting to see whether our semi-
supervised algorithm can be integrated into an active learning 
framework. Those zero entries corresponding to unlabeled data 
in the metric matrix might indicate the marginal samples of a 
sample. Therefore, it is possible to design a strategy on how to 
select the most informative samples to label. 
Last but not least, in the field of incremental feature.extrac-
tion, the existing work is mainly based on incremental eigen-
decomposition or incremental SVD. As a result, most work aims 
to solve the problem of learning PCA or LDA models incremen-
tally, which can be converted to incremental decomposition of 
the covariance matrices. However, as we claimed along the the-
sis, PCA and LDA assume the Euclidean distances in the sam-
ple space and thus a lot of recent research, including this thesis, 
aims to solve the metric issue. To our best knowledge, there is 
no incremental learning solution for these algorithms. 
It is attractive to continue our research in these directions. 
We believe the advancement of linear feature extraction will 
contribute to not only the machine learning research but also 
practical applications. 
• End of chapter. 
Appendix A 
The Relationship between LDA 
and LLD 
In this appendix, we show that LDA and LLD have the same null 
space of the within-class scatter matrices and the same number 
of available projection directions. 
In LLD, two scatter matrices, called within-class and between-
class scatter matrices, can be written as follows: 
D 切 = H 切 W 切 a n d D^ = U ^ W t U j , (A.l) 
where W ^ == DIAG(i/;i, 1«；2，...，切aO’ 哪b = 
Hty is the data matrix and Hb is the class mean matrix. The class 
means and the global mean of the data have been subtracted 
from the H川 and Hb matrices, respectively [122]. In LDA, the 
two scatter matrices can be written as 
S 切=H秘 H二， Sb = HbH『， (A .2 ) 
Perform singular value decomposition on H^ :^ 
H 切= P A Q 了， (A.3) 
where P了P = P P ^ = I and Q^Q = QQ^ = I. So we have 
P ^ S ^ P = AA^ and P ^ D ^ P = AQ^W^QA^. Note that W W) 
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P and Q are full-rank matrices (wi > 0). So 
rank(D^) = rank(P^D^P) = rank(AQ^W^QA^) 
- r a n k ( W i / 2 Q A r A C f Wi/2) = rank(A^A) 
二 r a n k ^ A � = rank(P^S^P) = rank(S^). 
Meanwhile, for any right eigenvector p of S^； associated with 
the zero eigenvalue, p is also a right eigenvector of H^ with the 
zero eigenvalue. Thus D^^p = H^yAV^^HjJp = 0, i.e., p is a right 
eigenvector of D^^  with the zero eigenvalue. So the within-class 
scatter matrix of LLD have the same null space as that of LDA. 
Similarly, rank(Sb) = rank(D;j). As the number of available 
projection directions is dependent on the ranks of the within-
class and the between-class scatter matrices, LLD and LDA have 
the same number of available projection directions. 
From the above analysis, we can conclude that LLD cannot 
avoid the drawbacks of most vector-based subspace learning al-
gorithms, such as singularity, curse of dimensionality and limit 
of available projection directions. 
• End of chapter. 
Appendix B 
Coding Length 
Coding length was introduced by Ma et al. [52] to computer 
vision and pattern recognition. It is defined on vector sets. For 
a vector set X 二 { x i , x 2 ， w e center each point as x^ = 
K 
XI — X, where x 二 and denote X = [XI’X2，...，x/( 
i=l Then the coding length of X is 
M , . 又了 X � 
\ — / 1 
2 … e^ , � 
where e is the allowable distortion, which could be empirically 
chosen as £ = ^ ^ 工’ and m is the dimension of vectors. 
• End of chapter. 
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Appendix C 
Connection between SRDA and 
A N M M 
In SRDA [121], by the smoothness and local nullity condition 
they learn semi-Riemannian metrics as: gi = D-^e e ^ D - ^ e gi = 
K k 
K 6 � i e , ? ’ where D, = d i a g ( [ 4 , i G A f ])，D, = diag([4，j G 
Nj^]) and e玄，e允 are all-one column vectors. Then the mar-
gin in the projected space for a sample x^ can be written as 
li = � K 7-27;, where 
ii = Yj 一 y^ 
jeSfl" K d 
Yj - y! \ 
je辦 
d 
( C . l ) 
The only difference between (C.l) and (5.1) is the distance nor-
malization, which can capture the structure of data better. 
• End of chapter. 
92 
Appendix A 
From S^RMM to Graph-Based 
Approaches 
In this appendix we would like to show that the intrinsic relation-
ship between the conventional graph-based semi-supervised di-
mensionality reduction methods and our semi-supervised semi-
Riemannian framework. 
Let A 二 0 (which can be achieved by choosing a very small 
cr), i.e. remove the consistency constraints inside the metric 
tensors, and we have Gul = 0 from (5.8). Following the neigh-A • 
borhood propagation, we only add X-nearest and i^-farthest 
neighbors of an unlabeled sample in its homogenous and hetero-
geneous neighborhoods, respectively. Thus we have 
gji 二 
4 1 
G H I 
X 计 f « 1 
( D . l ) 
0, if Xj 癸 Aif and x.缘 M厂. 
From Fig. 5.3 it is easy to see that 
4 
< 
X威穴 4 as 財 and J ^ ^ include i?-farthest and i^-nearest neighbors, 
respectively. Without loss of generality, let g j = k玄j and we 
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rewrite g as 
9ji = 4 
G • c -f . 1 
0, if Xj 
Still by A = 0, we have gj = gj. If K = K, then 
thus , 1 
, i f Xn G � 9ji = X.- — X, 0, i f x . ^ A / -K 
(D.2) 
G A/ f , and 
(D.3) 
This leads to the widely used regularization term 
/) C^-j G • o . X f � 1 (D.4) 历�二 1 0，ifx.^A/：, 
The function / ( . ) is chosen as / ( . ) = 1 in SDA [12], SSLF [108 
and SDLA [115]. Another popular choice is /(•) = e— 
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