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Abstract
We are interested in the dynamics arising in generic unfoldings of the nilpotent singularity of
codimension three. Since Shil’nikov-type homoclinic orbits make up the simplest scenario
where very complicated dynamics for three-dimensional vector ﬁelds can be shown, the aim of
this paper is to prove analytically their existence in any of such unfoldings.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a set of dynamical systems endowed with a topology and an equivalence
relation (usually the topological equivalence). A system is said to be structurally
stable if it belongs to the interior of its equivalence class. The set B of non-
structurally stable systems is called bifurcation set.
The most ambitious goal in studying X is to know the structure of B: However,
even when X is the set of regular vector ﬁelds in a so low dimension as n ¼ 3; the
structure of B can become very intricate and only a few of its elements, namely
vector ﬁelds having non-hyperbolic singularities, can be easily found. If no speciﬁc
restriction is imposed to X; vector ﬁelds with a homoclinic orbit are also elements of
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B which often explain transitions between different and sometimes complicated
dynamics. Unfortunately, the existence of a homoclinic orbit for a given vector ﬁeld
(or even for a given family of vector ﬁelds) is not easy to prove. So, the set B1CB of
vector ﬁelds with non-hyperbolic singularities seems to be the only part of B which
can be analytically determined. In order to obtain more information about the
structure and the layout of B; we can look at B1 as if it were a set of rivers or
landmarks in the middle of the jungle. Then we wonder if each equivalence class C;
corresponding to a relevant dynamic, is adjacent to B1 and which is the subset of
elements of B1 which are adjacent to C:
The simplest homoclinic orbits that yield inﬁnitely many transitions and very
complicated dynamics are the Shil’nikov-type homoclinic orbits [14]. According to
[15], in every neighbourhood of each one of these orbits there exist inﬁnitely many
horseshoes. When the vector ﬁeld is perturbed to break the homoclinic connection
such horseshoes are destroyed and there appear persistent strange attractors as those
in [11]. Moreover, under special assumptions, see [12,13], inﬁnitely many strange
attractors of this type can coexist in a persistent way. Recently, it was proven in [5]
that an inﬁnity of such attractors can coexist in a more general context but such
coexistence is not proved to be persistent.
Taking into account the dynamic richness forced by the existence of a Shil’nikov
homoclinic orbit, we aim to ﬁnd the most general elements of B1 which are adjacent
to the set of vector ﬁelds having such orbits; that is, to seek for the lowest
codimension singularity from which these vector ﬁelds can be unfolded. In [6] we had
proved that the Shil’nikov conﬁguration appears in any generic unfolding of any
nilpotent singularity of codimension four. In this paper we prove the same statement
for the nilpotent singularity of codimension three and so we close a conjecture stated
in [1].
Consider a CN vector ﬁeld X deﬁned in a neighbourhood of 0AR3 such that X
vanishes at 0 and the linear part of X is linearly conjugate to
y
@
@x
þ z @
@y
:
As proved in [2], X can be written in the following normal form:
y
@
@x
þ z @
@y
þ ðax2 þ bxy þ cxz þ dy2 þ Oðjjðx; y; zÞjj3ÞÞ @
@z
:
The condition aa0 deﬁnes a stratum of codimension three in the space of germs of
CN vector ﬁelds having a singularity at the origin, where there is a unique
topological type. Therefore, it makes sense to talk about the ‘nilpotent singularity of
codimension three’ or ‘nilpotent singularity’ for short.
Again from [2] we know that any generic 3-parameter unfolding XZ; with Z ¼
ðl; m; nÞ; of the nilpotent singularity can be written in the following normal form:
y
@
@x
þ z @
@y
þ ðlþ my þ nz þ x2 þ bxy þ cxz þ dy2 þ eyz þ aðx; y; z; ZÞÞ @
@z
;
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where
aðx; y; z; ZÞ ¼ Oðjjðx; y; z; l; m; nÞjj3Þ ¼ Oðjjðy; zÞjjÞ
and l; m and n represent the exact coefﬁcients in the Taylor expansion with respect to
ðx; y; zÞ; more precisely
að0; ZÞ ¼ @a
@y
ð0; ZÞ ¼ @a
@z
ð0; ZÞ ¼ 0:
By means of the rescaling
l ¼ u6 %l; m ¼ u2 %m; n ¼ u%n;
x ¼ u3 %x; y ¼ u4 %y; z ¼ u5 %z;
where %l2 þ %m2 þ %n2 ¼ 1 and ðx; y; zÞ belongs to an arbitrarily big ball ACR3 centred
at 0AR3; the previous family reduces to
%y
@
@ %x
þ %z @
@ %y
þ ð%lþ %m %y þ %n%z þ %x2 þ OðuÞÞ @
@ %z
: ð1Þ
Such a family has been studied in [2,3]. By using the so called family blowing-up
technique it was proven that all the dynamics in the unfolding of the nilpotent
singularity are detectable in (1). Let Y%Z be the family given by (1) when u ¼ 0: Since
all the structurally stable behaviours of Y%Z are persistent for u small enough, it is
clear that it plays an essential role in the study of the unfolding.
The family Y%Z shows a simple and completely understood dynamical behaviour for
%lX0 and, on the other hand, it is invariant under the map
ð%l; %m; %n; %x; %y; %z; tÞ-ð%l; %m;%n; %x; %y;%z;tÞ:
Therefore it is sufﬁcient to consider parameter values ð%l; %m; %nÞAS2 with %lo0 and
%np0: Local bifurcations for Y%Z are very well known from the literature and were
described in [3]. Dynamics when the family has a Lyapunov function, namely when
%mX0; were also studied in that paper. Moreover, Dumortier et al. [3] introduces the
new notion of ‘trafﬁc regulator’, which we will use later on, and provides results to
show its relation with the dynamics.
When %mo0; the change
%x ¼ x=2r3 %y ¼ y=2r4 %z ¼ z=2r5 t ¼ r%t;
with r ¼ ð1= %mÞ1=2 transforms family (1) into
y
@
@x
þ z @
@y
þ ðl y þ nz  x2=2þ OðuÞÞ @
@z
ð2Þ
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and Y%Z into
y
@
@x
þ z @
@y
þ ðl y þ nz  x2=2Þ @
@z
; ð3Þ
where l ¼ 2r6 %l40 and n ¼ r%n: When n ¼ 0 the family is divergence free and we will
write l ¼ c2 to obtain
y
@
@x
þ z @
@y
þ ðc2  y  x2=2Þ @
@z
: ð4Þ
The above family plays a very relevant role in the study of the Kuramoto–
Shivashinsky equation ut þ uxxxx þ uxx þ 12 u2x ¼ 0; namely, in relation with the
existence of steady solutions and travelling waves (see, for instance, [7,9,10] and
references therein). Along the paper we will write family (4) either as
x0 ¼ y;
y0 ¼ z;
z0 ¼ c2  1
2
x2  y; ð5Þ
or sometimes as a family of third-order equations
x000ðtÞ þ x0ðtÞ ¼ c2  1
2
x2: ð6Þ
Since c40; there always exist two hyperbolic equilibrium points Pþ ¼ ð
ﬃﬃﬃ
2
p
c; 0; 0Þ
and P ¼ ð
ﬃﬃﬃ
2
p
c; 0; 0Þ and dimðWuðPþÞÞ ¼ dimðW sðPÞÞ ¼ 2: From [8] it is known
that for a speciﬁc parameter value c ¼ cK ¼
ﬃﬃﬃ
2
p
a system (5) has a solution given by
xðtÞ ¼ að9 tanh bt þ 11 tanh3 btÞ; ð7Þ
with a ¼ 15
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
11=193
p
and b ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ11=19p =2: It corresponds to an orbit G1 along which
the one-dimensional invariant manifolds coincide. In this paper we will prove
analytically that for c ¼ cK there also exists an orbit G2 along which the two-
dimensional invariant manifolds intersect. Moreover, we will see how the breaking of
the heteroclinic cycle G ¼ G1,G2,fPþ; Pg gives rise to Shil’nikov homoclinic
orbits. This fact was already known in [3] and we will pay special attention to the
generic conditions there considered. An exhaustive study of bifurcations arising in
the unfolding of heteroclinic cycles as G; called also T-points in the literature, is done
in [4].
The existence, uniqueness and transversality of G2 is known for c large enough (see
[3,10]). The existence was proven for c ¼ 1 by Troy in [16] and there are numerical
evidences of its existence and transversality for all c40 (see [9]). Our proofs for
c ¼ cK follow closely some results in [16] but with signiﬁcant improvements.
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The paper is organized as follows. In Section 2 we study the behaviour at the
inﬁnity of the unbounded orbits for family (5) which is essential to prove in Section 3
the existence, for c ¼ cK ; of an intersection between the two-dimensional invariant
manifolds of the equilibrium points. Section 4 contains the arguments to see how the
heteroclinic cycle bifurcates into Shil’nikov homoclinic orbits. In Section 5 we give
the proof of a technically involved result which is used in Section 3.
2. Behaviour at the inﬁnity in the divergence-free case
Let us consider the function Hðx; y; zÞ ¼ z2 þ yðy  2c2 þ x2Þ: Since dH=dt ¼
2xy2; the unbounded set
K ¼ fðx; y; zÞAR3: xp0; yp0; Hðx; y; zÞo0g
is positively invariant by the ﬂow. Both, the function H and the set K ; will play a
remarkable role along the paper and just now in the study of the behaviour of the
unbounded orbits of the vector ﬁeld.
The behaviour of (5) at the inﬁnity is very well known from [3]. As proved there,
the maximal compact invariant set is isolated by a box V called trafﬁc regulator. The
boundary of V consists of Din;Dout and C where the vector ﬁeld is transverse inward
on Din and outward on Dout whereas C is homeomorphic to a cylinder S
1  ½1; 1
and it is a ﬂow box. Arguments in [3] rely on the existence at the inﬁnity of two
equilibrium points: a repeller Qþ and an attractor Q: All forward (resp. backward)
unbounded orbits tend to Q (resp. Qþ). In particular, Din and Dout are contained in
fundamental domains of Qþ and Q; respectively, and hence no orbit leaving V
through Dout can reenter in V through Din:
Note that all forward orbits in K are unbounded and hence K is contained in the
basin of attraction of Q: We will prove that K contains a neighbourhood of the
attractor at the inﬁnity. Hence any unbounded forward orbit of (5) must enter K :
We can understand the behaviour at the inﬁnity by means of the following change
of coordinates:
x ¼ u
e3
; y ¼ v
e4
; z ¼ w
e5
; ð8Þ
where eA0;N½ and u2 þ v2 þ w2 ¼ 1: To complete the study of this behaviour we
often need to consider different charts of the sphere at the inﬁnity. However, for our
purposes, the chart corresponding to v ¼ 1 in (8) is sufﬁcient. In this case (5)
changes, after dividing time by e; into
e0 ¼ 1
4
ew;
u0 ¼ 1þ 3
4
uw;
w0 ¼ 1
2
u2 þ 5
4
w2 þ e2 þ c2e6; ð9Þ
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where now ðu; wÞAR2: Note that the invariant plane e ¼ 0 describes the behaviour at
the inﬁnity of (5) when yo0 and the previously announced equilibrium points just
appear on such plane, namely, they are
Q7 ¼ 0;7
ﬃﬃﬃ
6
p
3
101=4;7
2
ﬃﬃﬃ
6
p
3
101=4
 !
:
In the new coordinates the function H is given by Hðe; u; wÞ ¼ Hˆðe; u; wÞ=e10; with
Hˆðe; u; wÞ ¼ w2  u2 þ e2 þ 2c2e6: Moreover, the set K changes into
Kˆ ¼fðe; u; wÞAR3 j e40; ðu=e3;1=e4; w=e5ÞAKg
¼fðe; u; wÞAR3 j up0; e40; Hˆðe; u; wÞo0g:
Since HˆðQÞo0 we know that BðQ; rÞ-fðe; u; wÞAR3 j e40gCKˆ for some r40:
Let D0 be a fundamental domain of the attractor Q contained in the ball BðQ; rÞ:
Provided that any unbounded forward orbit of (5) must tend to Q and hence cross
D0-fðe; u; wÞAR3 j e40gCKˆ; we conclude that it must come into K for some t40:
It also follows that all its components must tend to N and so we have proven the
following result:
Lemma 2.1. All forward orbits in K are unbounded and, for any unbounded forward
orbit of (5), there exists %tX0 such that ðxðtÞ; yðtÞ; zðtÞÞAK for all tX%t: Moreover, if
r; rþ½ is the maximal interval of existence, limt-rþ xðtÞ ¼ limt-rþ yðtÞ ¼
limt-rþ zðtÞ ¼ N:
By studying the planar vector ﬁeld given by (9) for e ¼ 0; it easily follows that the
orbit ð0; uðsÞ; wðsÞÞ of ð0; 0; 0Þ satisﬁes Hˆð0; uð%sÞ; wð%sÞÞo0 and uð%sÞ40 for some %s40:
Therefore, there exists a40 such that, for any initial condition ðe; 0; 0Þ with 0oeoa;
its orbit is in Kˆ for s ¼ %s and hence, it remains there for all s4%s: Since the positive e-
axis is applied on the negative y-axis by means of the change of coordinates which we
are using, it follows:
Lemma 2.2. There exists q40 such that if xð0Þ ¼ zð0Þ ¼ 0 and yð0Þo q then
yðtÞo0 for all t40 and, moreover, there exists %t40 such that ðxðtÞ; yðtÞ; zðtÞÞAK for
all tX%t:
3. Existence of a heteroclinic cycle
As mentioned in the introduction it is known that when c ¼ cK ¼ a
ﬃﬃﬃ
2
p
; with a ¼
15
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
11=193
p
; there exists a heteroclinic connection G1 along the one-dimensional
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invariant manifolds of the equilibrium points of system (5). In this section we will
prove that for the same value c ¼ cK there also exists at least one heteroclinic
connection G2 along the two-dimensional invariant manifolds WuðPþÞ and W sðPÞ:
Note that taking into account the symmetry of the vector ﬁeld, the proof reduces to
show that W sðPÞ intersects the y-axis. Moreover, the topological transversality
along G2 will be deduced.
Our proofs are based on those in [16], where the existence of such heteroclinic
orbit was proven for c ¼ 1: But taking advantage of our knowledge about how orbits
escape to inﬁnity, we will be able to simplify many arguments. In particular,
although still technically involved, the proof of the following result, which
corresponds to Lemma 9 in [16], can be made easier:
Lemma 3.1. Let xðtÞ be a solution of (6) for c ¼ cK with xð0Þ ¼ x0ð0Þ ¼ 0 and
x00ð0ÞX0: Then there exist values a40 and b4a such that x0ðtÞ40 for all
tA0; a½; x0ðaÞ ¼ 0; x00ðtÞo0 for all tA½a; b and xðbÞ ¼ 0:
Since the proof is long, we postpone it until Section 5.
Let us deﬁne the set D given by all the values go0 such that if xð0Þ ¼ zð0Þ ¼ 0 and
yð0Þ ¼ g; there exists %t40 for which xð%tÞ40: We can state the following result which
is essential to follow our arguments.
Proposition 3.2. For any c40; the set D is non-empty, open and bounded below.
Moreover g0 ¼ inf D does not belong to D.
Proof. When c ¼ cK we can prove that Da| only by checking that solution (7) of (6)
satisﬁes xð0Þ ¼ x00ð0Þ ¼ 0; x0ð0Þ ¼ 9abo0 and limt-N xðtÞ ¼ c: For the general
case, since the solution of (5) with xð0Þ ¼ yð0Þ ¼ zð0Þ ¼ 0 satisﬁes z0ð0Þ ¼ c240 then
xðeÞ40 for all e40 small enough. Hence, taking into account the continuity with
respect to the initial conditions and for d40 small enough, the solution with xð0Þ ¼
zð0Þ ¼ 0; yð0Þ ¼ d also satisﬁes xðeÞ40: A similar continuity argument shows that
if for a given a solution with xð0Þ ¼ zð0Þ ¼ 0 and yð0Þ ¼ g there exists %t40 for which
xð%tÞ40; then there exists d40 such that xð%tÞ40 for any solution with xð0Þ ¼ zð0Þ ¼
0 and yð0Þ ¼ *g for all *gAg d; gþ d½: Hence D is open. Finally, since the value q
given in Lemma 2.2 is a lower bound of D; there exists g0 ¼ infD and moreover, as D
is open, g0eD: &
From now on UðtÞ ¼ ðxðtÞ; yðtÞ; zðtÞÞ will be the solution of (5) with initial
conditions xð0Þ ¼ zð0Þ ¼ 0 and yð0Þ ¼ g0: We will show that its orbit is a heteroclinic
connection along the two-dimensional invariant manifolds at least for c ¼ cK : In
fact, this will be the case for all values for which Lemma 3.1 is valid and in particular
for all values of c close enough to cK :
Lemma 3.3. If c ¼ cK then UðtÞ is bounded and xðtÞo0 for all t40:
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Proof. From Proposition 3.2 it follows that xðtÞp0 for all t40: Assume that a value
t140 exists such that xðt1Þ ¼ 0: Hence x0ðt1Þ ¼ yðt1Þ ¼ 0 and x00ðt1Þo0; otherwise
xðtÞ would be positive for close enough t4t1: Thus ðxðt1  tÞ; yðt1  tÞ;zðt1  tÞÞ
is a solution which contradicts the result in Lemma 3.1. Therefore xðtÞo0 for all
t40:
Assume now that the solution is unbounded. According with Lemma 2.1, there
exists %t40 such that ðxðtÞ; yðtÞ; zðtÞÞAK for all tX%t: Then, by continuity of the ﬂow,
for any g4g0 close enough to g0; the solution with initial conditions xð0Þ ¼ zð0Þ ¼ 0
and yð0Þ ¼ g satisﬁes ðxð%tÞ; yð%tÞ; zð%tÞÞAK and xðtÞo0 for all tA0; %t: Again following
Lemma 2.1, we know that the orbit stays in K for all t4%t: Then g is a lower bound of
the set D contradicting g0 ¼ inf D: &
Lemma 3.4. If c ¼ cK then limt-N UðtÞ ¼ P:
Proof. Provided that UðtÞ is a bounded solution, its o-limit L is non-empty, and
since xðtÞo0 for all t40 and also because in such a case H decreases along the orbit,
L must be contained in the set C given by
C ¼ fðx; y; zÞAR3 j xp0; Hðx; y; zÞpg0ðg0  c2Þg:
Moreover, it is well known that dH=dt ¼ 2xy2 vanishes on the o-limit. Therefore L
is either contained on the plane x ¼ 0; where there is no invariant set, or in the half-
plane y ¼ 0 with xo0; where the only invariant set is the equilibrium point P: This
ﬁnishes the proof. &
From the above result and taking into account the symmetry, we conclude that,
when c ¼ cK ; there is an intersection between WuðPþÞ and W sðPÞ along an orbit G
which cuts the plane x ¼ 0 at p0 ¼ ðg0; 0Þ: Now we will prove that such intersection is
locally unique and topologically transversal. For a given disc De on the plane x ¼ 0
centred at p0 let us deﬁne the curves Pu; respectively Ps; as the connected
components of WuðPþÞ-fx ¼ 0g; respectively W sðPÞ-fx ¼ 0g; containing p0: If
e is small enough, both Pu and Ps split the disc into two connected components.
Locally uniqueness means that e can be chosen so small that Ps-Pu ¼ fp0g whereas
the topological transversality means that the two components of Pu\fp0g;
respectively, Ps\fp0g; are contained in different connected components of De\Ps;
respectively De\Pu:
Lemma 3.5. The intersection of the invariant manifolds along G is locally unique and
topologically transversal.
Proof. Because of the symmetry it is sufﬁcient to show that Ps-fz ¼ 0g ¼ fp0g and
that the connected components, namely a and aþ; of De-fz ¼ 0g\fp0g are
separated by Ps:
Since (5) is an analytic vector ﬁeld, the invariant manifolds are locally analytic.
Therefore, taking into account that the vector ﬁeld is transverse to the plane x ¼ 0 at
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P0 ¼ ð0; g0; 0Þ we can take local analytic coordinates on W sðPþÞ at P0; either as
ðx; y; zðx; yÞÞ or as ðx; yðx; zÞ; zÞ: In the former case we getPs as the graph of an analytic
function on the y variable, but since the zeroes of an analytic function are isolated points
the local uniqueness of the intersection follows. The other case is analogous.
To complete the proof we have to pay attention to the behaviour of the unstable
manifold of P: One of its branches corresponds to the heteroclinic connection along
the one-dimensional invariant manifolds and therefore it crosses the plane x ¼ 0: It
is easy to check that the other one is contained in K : Let D1 and D2 be the connected
components of De\Ps: Hence, if e is small enough, orbits through one of such
components, let us say D1; cross the plane x ¼ 0; whereas orbits through D2 enter in
K : In any case, if we assume that the intersection is not topologically transversal we
arrive at a contradiction. Indeed, assuming that a and aþ are both contained in D1
we ﬁnd points in D smaller that g0 ¼ inf D: On the other hand, if we assume that
they are both contained in D2; we ﬁnd lower bounds of D larger than inf D: &
The next theorem picks up the result that we have proved in this section.
Theorem 3.6. When c ¼ cK the vector field (5) has a heteroclinic cycle
G1,G2,fP; Pþg: Moreover, the intersection G2 along the two-dimensional invariant
manifolds is locally unique and topologically transversal.
Remark 3.7. It also follows from similar arguments to those in Lemma 3.5 that if
ð0; g; 0ÞAWuðPþÞ-W sðPÞ and gog0 then the intersection cannot be topologically
transversal.
Remark 3.8. Numerical experiments show that the intersection G2 is the only one
which cuts the plane x ¼ 0 only once and moreover that it is transversal in the
differential sense. This does not follows from our results.
Remark 3.9. The existence of at least one topologically transversal intersection can
be proven by even more geometrical arguments. We have shown that all orbits on
WuðPþÞ have a ﬁrst intersection with the plane x ¼ 0: Let D be the intersection
curve. One can prove that D cannot be entirely contained in the half-plane fx ¼
0; yo0g and also that it cannot intersect the line fx ¼ 0; y ¼ 0; zo0g: Therefore it
must intersect the line fx ¼ 0; y ¼ 0; zX0g and from Lemma 3.1 it follows that there
are points of D on fx ¼ 0; yo0; zo0g: If one proves that D is continuous and that
D-fx ¼ 0; yo0; z40ga| then the existence follows. Nevertheless, our arguments,
geometrical too, give a precise characterization, in terms of the set D; of the ﬁrst, in
the sense of Remark 3.7, topologically transversal intersection.
4. Existence of Shil’nikov homoclinic orbits
Consider again family (2). When n ¼ 0 and u ¼ 0; the equilibrium points P and
Pþ have eigenvalues l and r7io with jlj4jrj: In particular, the eigenvalues at P
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verify l40 and ro0; and consequently the spectral assumption in the Shil’nikov’s
theorem [14] holds. For small variations of the parameters the equilibrium points are
persistent and the same conditions on the eigenvalues are satisﬁed. However, the
heteroclinic cycle G1,G2,fP; Pþg that there exists for c ¼ cK ; n ¼ 0 and u ¼ 0 is
not persistent when the parameters change. In this section we will explain how a
homoclinic connection G,fPg appears when the heteroclinic cycle is destroyed,
what fulﬁll the hypothesis in the Shil’nikov’s theorem. Bifurcations arising from the
breaking of a codimension two heteroclinic cycle has been studied in the literature,
where such conﬁguration is called T-point bifurcation (see [4] for an extensive
treatment and references). In particular, the birth of homoclinic orbits has been
considered in [3] for the case which concerns us. For the sake of completeness we will
summarize the main arguments.
In the sequel, it will be crucial to understand how W sðPÞ behaves close to Pþ: To
this end we will use cylindrical neighbourhoods V of Pþ; whose side border will be
denoted by Vl and D
 and Dþ will denote the discs which complete the border. Since
Pþ is a saddle point with dimðWuÞ ¼ 2; it is clear that there exists V satisfying the
following properties:
(1) WuðpþÞ cuts Vl along a closed curve Cþ and splits V in two components: Vþ
containing Dþ and V containing D: In the same way Vl is split into Vþl and
Vl :
(2) W sðPþÞ and WuðPÞ cut Dþ at a point P0þ:
(3) W sðPÞ cuts Vl along a curve C which cuts Cþ at a point Q of the heteroclinic
orbit G2:
(4) Let z be an open arc of C with end at Q and contained in Vþl : The backward
ﬂow sends z into a curve xCDþ which tends to P0þ spiralling inﬁnitely many
times.
From the previous asserts the proof of the main result will easily follow.
Theorem 4.1. In every neighbourhood of c ¼ cK ; n ¼ 0; u ¼ 0 there exist parameter
values such that the equation
y
@
@x
þ z @
@y
þ ðc2  y þ nz  x2=2þ OðuÞÞ @
@z
has a homoclinic orbit given by the intersection of the invariant manifolds of P:
Proof. For parameter values t ¼ ðc; n; uÞ close to t ¼ ðcK ; 0; 0Þ we have the
continuation P7ðtÞ of the equilibrium points P7: Both points P7ðtÞ and their
invariant manifolds depend smoothly on the parameters. Therefore we can rewrite
the above assertions as follows:
(1) WuðpþðtÞÞ cuts Vl along a closed curve CþðtÞ and splits V in two components:
VþðtÞ containing Dþ and VðtÞ containing D: In the same way Vl is split into
Vþl ðtÞ and Vl ðtÞ:
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(2) W sðPþðtÞÞ and WuðPðtÞÞ cut Dþ at points P0þðtÞ and P0ðtÞ; respectively.
(3) W sðPðtÞÞ cuts Vl along a curve CðtÞ which cuts CþðtÞ at a point QðtÞ of the
continuation G2ðtÞ of the heteroclinic orbit G2: Notice that these continuations
exist because of the transversality of G2:
(4) Let zðtÞ be an open arc of CðtÞ with end at QðtÞ and contained in Vþl ðtÞ: The
backward ﬂow sends zðtÞ into a curve xðtÞCDþ which tends to P0þðtÞ spiralling
inﬁnitely many times.
The existence of the homoclinic orbit holds for those parameter values t such that
P0ðtÞAxðtÞ: To conclude the existence of these parameter values let us consider the
map h : R3-R2 given by hðtÞ ¼ P0ðtÞ  P0þðtÞ: Generically, dhðt0Þ has maximum
rank and therefore h sends a neighbourhood of t0 in a neighbourhood of hðt0Þ ¼
0AR2: Since xðtÞ accumulates at the point P0þðtÞ; it is clear that arbitrarily close to t0
there exist values of t such that P0þðtÞAxðtÞ: &
5. Proof of Lemma 3.1
In this section we will give the proof of Lemma 3.1. In Fig. 1 we show a solution of
(6) with initial conditions xð0Þ ¼ x0ð0Þ ¼ 0; x00ð0ÞX0 for the parameter value c ¼ cK ;
which are the assumptions in the lemma. Also a; a; b and b; the most relevant values
of t obtained along the proof, have been marked. The existence of the value a; where
x00ðaÞ ¼ 0; is given by Lemma 5.1. Lemmas 5.2 and 5.4–5.6 lead to estimations for
xðaÞ and x0ðaÞ: The existence of the value a; where x0ðaÞ ¼ 0; is provided by Lemma
5.7 and estimations for xðaÞ and x00ðaÞ are given in Lemma 5.8. Lemmas 5.9–5.14 are
technical results leading to the proof of Lemma 5.8. This lemma will be used in the
proof of Lemma 5.15 which will be the last one leading to the conclusion. This last
lemma will give the existence of the value b; where xðbÞ ¼ ﬃﬃﬃ2p cK ; and also some
estimations for the derivatives of x at b:
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Fig. 1. A solution of (6) with xð0Þ ¼ x0ð0Þ ¼ 0; x00ð0ÞX0 and c ¼ cK showing some relevant values of t:
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We begin by proving the following result where we obtain some properties about
solutions having initial conditions xð0Þ ¼ x0ð0Þ ¼ 0 and x00ð0ÞX0: Note that it is
valid for every value of c40:
Lemma 5.1. Suppose that xð0Þ ¼ x0ð0Þ ¼ 0 and x00ð0ÞX0: There exists a40 such that:
(1) x00ðaÞ ¼ 0 and x00ðtÞ40 for all tA0; a½;
(2) x0ðtÞ40 and xðtÞ40 for all tA0; a;
(3) If x00ð0Þ ¼ 0 then x00ðtÞoc2 for all tA½0; a:
Proof. For convenience we will work with Eqs. (5) better than (6). Let
V ¼ fðx; y; zÞAR3 j 0pxp
ﬃﬃﬃ
2
p
c; 0pypc2  x2=2; zX0g
(the surface y ¼ c2  x2=2 corresponds to the points where z0 ¼ 0). Note that z0ð0Þ ¼
c240: Therefore for t40 small enough, any solution with initial conditions on the
positive z-axis belongs to the interior of V : But the positive orbit cannot stay in V for
all t40: Otherwise if xðtÞ is unbounded it should be strictly negative for t large
enough, as it follows from our study at the inﬁnity. On the other hand, since
f ðx; y; zÞ ¼ z is a Lyapunov function in V ; if xðtÞ is bounded the orbit should stay in
a region where there is no possible o-limit.
Hence the orbit must leave V and it is also clear that it must do it by crossing the
surface on which z0 ¼ 0 and so, there exists a ﬁrst value tˆ40 such that z0ðtˆÞ ¼ 0 with
xðtˆÞ; yðtˆÞ and zðtˆÞ strictly positive. Suppose that there is no value t4tˆ for which
zðtÞ ¼ 0: Then the orbit must stay in the region
fðx; y; zÞAR3 j xXxðtˆÞ; yXyðtˆÞ; 0ozozðtˆÞg:
But again we get up to a contradiction with the behaviour of orbits at inﬁnity if the
orbit is unbounded, or with the non existence of any possible o-limit if the orbit is
bounded. With the previous arguments we conclude (1) and (2).
To prove property (3) we take the function Gðz; z0Þ ¼ z2 þ z02: Note that dG=dt ¼
2xyz0p0 as long as tA0; tˆ: Therefore, GðtÞpGð0Þ ¼ c4 for all tA0; tˆ: In
particular GðtˆÞ ¼ zðtˆÞ2 and therefore zðtˆÞoc2: Since z increases in ½0; tˆ and decreases
in ½tˆ; a we conclude the result. &
In the next two lemmas we obtain estimations for xðaÞ and x0ðaÞ: Note that in the
sequel and up to the end of this section the value of c is cK :
Lemma 5.2. Let xð0Þ ¼ x0ð0Þ ¼ x00ð0Þ ¼ 0: There is a first t1A0; a½ such that xðt1Þ ¼ﬃﬃﬃ
2
p
c: Furthermore, x0ðt1Þ41:1181 and x00ðt1Þ40:208:
Proof. Recall from the previous lemma that a40 is the ﬁrst value such that x00ðaÞ ¼
0: Since x; x0 and x00 are strictly positive in the whole interval 0; a½ it follows that
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xð4Þ ¼ xx0  x00 is negative. Therefore x000 decreases in such interval and the
following bounds are valid on ½0; a:
x000px000ð0Þ ¼ c2; x00pc2t; x0pc2t2=2; xpc2t3=6: ð10Þ
From (10) we get the following lower bounds:
x000Xc2  c2t2=2 c4t6=72;
x00Xc2t  c2t3=6 c4t7=504;
x0Xc2t2=2 c2t4=24 c4t8=4032;
xXc2t3=6 c2t5=120 c4t9=36288 ¼ l0ðtÞ:
The above lower bound for x00 is positive in the whole interval 0; 2:2259 and hence
all the given bounds are valid on such interval. In particular a42:2259 because in
other case we should have x00ðaÞ40: Using the above lower bounds we also get the
following upper bounds:
x000pc2  x0pc2  c2 t
2
2
þ c2 t
4
24
þ c4 t
8
4032
;
x00pc2t  c2 t
3
6
þ c2 t
5
120
þ c4 t
9
36288
;
x0pc2 t
2
2
 c2 t
4
24
þ c2 t
6
720
þ c4 t
10
362880
;
xpc2 t
3
6
 c2 t
5
120
þ c2 t
7
5040
þ c4 t
11
3991680
¼ u0ðtÞ:
Since u0ð1:2142Þo0:2ol0ð1:2156Þ; there exists s0AI0 ¼1:2142; 1:2156½ such that
xðs0Þ ¼ 0:2: Evaluating the correspondent upper and lower bounds at the endpoints
of I0 we obtain
0:4660px0ðs0Þp0:4708;
0:6569px00ðs0Þp0:6773:
Since our equation is autonomous, for the sake of simplicity, we take a new solution
%x with %xð0Þ ¼ xðs0Þ; %x0ð0Þ ¼ x0ðs0Þ and %x00ð0Þ ¼ x00ðs0Þ: Then we get
%x000pc2  12 %xð0Þ2  %x0ð0Þ ¼ c2  12 0:22  0:4660o0:23568;
%x
00p0:6773þ 0:23568t;
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%x
0p0:4708þ 0:6773t þ 0:11784t2;
%xp0:2þ 0:4708t þ 0:33865t2 þ 0:03928t3 ¼ u1ðtÞ;
and from these inequalities also the following lower bounds:
%x
000 ¼ c2  1
2 %x
2  %x0
X 0:23087 0:77146t  0:2964t2  0:1673t3  0:07584t4  0:01331t5
 0:00078t6;
%x00X 0:6569þ 0:23087t  0:38573t2  0:0988t3  0:04183t4  0:01517t5
 0:00222t6  0:00012t7;
%x0X 0:466þ 0:6569t þ 0:11543t2  0:12858t3  0:0247t4  0:00837t5
 0:00253t6  0:00032t7  0:00002t8;
%xX 0:2þ 0:466t þ 0:32845t2 þ 0:03847t3  0:03215t4  0:00494t5
 0:0014t6  0:00037t7  0:00004t8  0:00001t9 ¼ l1ðtÞ:
Since u1ð0:3389Þo0:4ol1ð0:3437Þ; there exists %s1AI1 ¼0:3389; 0:3437½ such that
xðs1Þ ¼ %xð%s1Þ ¼ 0:4; where s1 ¼ s0 þ %s1: Evaluating the correspondent upper and
lower bounds at the end points of I1 we get
0:6965px0ðs1Þ ¼ %x0ð%s1Þp0:7176;
0:6863px00ðs1Þ ¼ %x00ð%s1Þp0:7584:
By property (3) in Lemma 5.1 we can use x00ðs1Þp0:7216 which improves our
estimation.
From this point the proof is a repetition of similar arguments. We would prove the
existence of values s2; s3; s4 and s5 for which
xðs2Þ ¼ 0:6; 0:8616px0ðs2Þp0:9003; 0:6343px00ðs2Þp0:7077;
xðs3Þ ¼ 0:8; 0:9827px0ðs3Þp1:0457; 0:5325px00ðs3Þp0:6387;
xðs4Þ ¼ 1; 1:0672px0ðs4Þp1:1588; 0:3900px00ðs4Þp0:5259;
xðs5Þ ¼
ﬃﬃﬃ
2
p
c; 1:1181px0ðs5Þp1:2422; 0:2080px00ðs5Þp0:3707
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and
s2  s1A0:2479; 0:2556½; s3  s2A0:2059; 0:2159½;
s4  s3A0:1817; 0:1942½; s5  s4A0:16792; 0:1836½:
Taking t1 ¼ s5 we conclude the proof of the lemma. &
Remark 5.3. To compare the results we have computed numerically the solution
with initial conditions xð0Þ ¼ x0ð0Þ ¼ x00ð0Þ ¼ 0:
t xðtÞ x0ðtÞ x00ðtÞ
1.21439385972124 0.20000000000000 0.46933397588672 0.67281525038531
1.55505267829978 0.40000000000002 0.70662430427597 0.70344556159241
1.8069844011691 0.60000000000002 0.87903132768413 0.65380256689964
2.01857884992247 0.80000000000000 1.00788518567697 0.55464876639623
2.20790557995774 1.00000000000000 1.10044608027010 0.41453788566675
2.38576984175895 1.20139880566217 1.15882732482376 0.2336242139504
In the sequel we will use the following two functions:
Fðx; y; zÞ ¼ 12 z2 þ xyz  13 y3 þ 12 c2  y  12 x2
 2
; ð11Þ
Hðx; y; zÞ ¼ 1
2
z2 þ 1
2
yðy  2c2 þ x2Þ: ð12Þ
Note that dF=dt ¼ xz2 and dH=dt ¼ xy2 and hence both functions increase along the
orbits of (5) as long as x40:
Lemma 5.4. Let xð0Þ ¼ x0ð0Þ ¼ x00ð0Þ ¼ 0: There exists a first value a40 such that
x00ðaÞ ¼ 0 and furthermore xðaÞ41:2717 and x0ðaÞ41:1181:
Proof. The existence of a is given in Lemma 5.1 from which we also know that x0040
on 0; a½: Since a4t1; with t1 as in Lemma 5.2, yðaÞ ¼ x0ðaÞ4x0ðt1Þ41:1181: Let F be
as in (11) and deﬁne jðtÞ ¼ FðxðtÞ; yðtÞ; zðtÞÞ: Developing jðaÞ we get
jðaÞ ¼ 1
3
yðaÞ3 þ 1
2
yðaÞ2  c2yðaÞ þ f ðxðaÞÞyðaÞ þ gðxðaÞÞ;
where f ðuÞ ¼ u2=2 and gðuÞ ¼ ðc2  u2=2Þ2=2: Suppose that xðaÞp1:2717: Then
f ðxðaÞÞpf ð1:2717Þo0:8087 and, since g is increasing for u4 ﬃﬃﬃ2p c; we get gðxðaÞÞ
pgð1:2717Þo0:0038: Hence jðaÞohðyðaÞÞ where
hðuÞ ¼ u
3
3
þ u
2
2
þ 0:0871u þ 0:0038:
ARTICLE IN PRESS
S. Ib !a *nez, J.A. Rodr!ıguez / J. Differential Equations 208 (2005) 147–175 161
Since h0ðuÞo0 for all u41:0806 we have jðaÞohðyðaÞÞohð1:1181Þo0:26034:
This is a contradiction because F increases as long x40 and so jðaÞX
jð0Þ ¼ c4=240:26041: &
Next two lemmas extend our previous estimations to the case x00ð0ÞX0:
Lemma 5.5. Let xð0Þ ¼ x0ð0Þ ¼ x00ð0ÞX0: There exists a first value a40 such that
x00ðaÞ ¼ 0 and x0ðaÞ41:1181:
Proof. The existence of a is given in Lemma 5.1. Let ðx0ðtÞ; y0ðtÞ; z0ðtÞÞ and
ðx1ðtÞ; y1ðtÞ; z1ðtÞÞ be solutions of (5) with initial conditions ð0; 0; 0Þ and ð0; 0; pÞ;
with p40; respectively. For i ¼ 0; 1; let ai be the ﬁrst value for which ziðaiÞ ¼ 0: Since
x00i 40 on 0; ai½; yi ¼ x0i is strictly increasing on ½0; ai and hence both xi and zi can be
given as functions of y when yA½0; qi; with qi ¼ yiðaiÞ: According to (5), xiðyÞ and
ziðiÞ are solutions of:
dx=dy ¼ y=z;
dz=dy ¼ ðc2  x2=2 yÞ=z ð13Þ
as long as zi40: From Lemma 5.4 q041:1181 and we will show that z1ðyÞ4z0ðyÞ40
for all yA½0; q0½: Therefore q1Xq0 and the result follows.
Note that any solution of (13) satisﬁes
zðyÞ2
2
 zð0Þ
2
2
¼
Z y
0
z
dz
du
du ¼
Z y
0
c2  1
2
x2  u  du ¼ c2y  y2
2
 1
2
Z y
0
xðuÞ2 du:
Applying the above identity to both z0 and z1 we get
z0ðyÞ2
2
¼ z0ð0Þ
2
2
þ c2y  y
2
2
 1
2
Z y
0
x0ðuÞ2 du ¼ c2y  y
2
2
 1
2
Z y
0
x0ðuÞ2 du
and
z1ðyÞ2
2
¼ z1ð0Þ
2
2
þ c2y  y
2
2
 1
2
Z y
0
x1ðuÞ2 du
¼ z1ð0Þ
2
2
þ c2y  y
2
2
 1
2
Z y
0
x0ðuÞ2 du þ 12
Z y
0
ðx0ðuÞ2  x1ðuÞ2Þ du:
Therefore
z1ðyÞ2
2
¼ z1ð0Þ
2
2
þ z0ðyÞ
2
2
þ 1
2
Z y
0
ðx0ðuÞ2  x1ðuÞ2Þ du:
It is clear that z1ðyÞ4z0ðyÞ for y small enough. Suppose that there exists some ﬁrst
%yA0; q0½ such that z1ð %yÞ ¼ z0ð %yÞ: Hence
z1ð0Þ2
2
þ 1
2
Z %y
0
ðx0ðuÞ2  x1ðuÞ2Þ du ¼ 0: ð14Þ
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On the other hand, since z14z0 on 0; %y½;
d
dy
ðx1  x0Þ ¼ y z0  z1
z0z1
o0:
Consequently, x1  x0ox1ð0Þ  x0ð0Þ ¼ 0 and x20  x2140 on 0; %y½: Thus we obtain
a contradiction because equality (14) cannot be true. &
Lemma 5.6. Let xð0Þ ¼ x0ð0Þ ¼ x00ð0ÞX0: There exists a first value a40 such that
x00ðaÞ ¼ 0; x0ðaÞ41:1181 and xðaÞ41:2717:
Proof. The estimation for x0ðaÞ comes from Lemma 5.5. Recall from Lemma 5.1
that xðtÞ40 for all tA0; a and assume that xðaÞp1:2717: Therefore ðxðaÞ; yðaÞÞAA
with A ¼ ½0; 1:2717  ½1:1181;N½: On the other hand, FðxðaÞ; yðaÞ; zðaÞÞ ¼
jðxðaÞ; yðaÞÞ; with F as in (11) and
jðu; vÞ ¼ 1
3
v3 þ 1
2
v2  c2v þ 1
2
u2v þ 1
2
c2  1
2
u2
 2
:
It easily follows that j reaches a maximum value on the band A at the point
ð1:2717; 1:1181Þ: Then FðxðaÞ; yðaÞ; zðaÞÞpjð1:2717; 1:1181Þo0:2602: But, since F
is an increasing function along the orbits as long as x40; we also get
FðxðaÞ; yðaÞ; zðaÞÞ4Fð0; 0; 0Þ ¼ c4=240:2604; arriving at a contradiction. &
Lemma 5.7. Suppose that x00ð0Þ ¼ 0; xð0ÞX1:2717 and x0ð0ÞX1:1181: There exist
a40 such that:
(1) x0ðaÞ ¼ 0 and x0ðtÞ40 for all tA0; a½;
(2) xðtÞ40 and x00ðtÞo0 for all tA0; a:
Proof. For small positive t the orbit enters in
V ¼ fðx; y; zÞAR3 j xX1:2717; 0oypyð0Þ; zp0g:
On such region x increases and z decreases along the orbits and hence they cannot
leave V unless y vanishes. Let z be a positive orbit entirely contained in V : Since
x40 it follows from our study at the inﬁnity that z must be bounded. Moreover,
since x040; the o-limit of z must be contained in the region where x0 ¼ 0; namely,
the set W ¼ fðx; y; zÞA@V j y ¼ 0g: But there is no invariant subset in W and
therefore no possible o-limit. We conclude that all positive orbits in V must leave it
crossing the plane y ¼ 0: &
The above lemma gives the existence of the value a satisfying the properties
announced in Lemma 3.1. To conclude the proof we need accurate estimations of
xðaÞ and x00ðaÞ: They are provided by the following result:
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Lemma 5.8. Assume that xð0Þ ¼ 0; x0ð0Þ ¼ 0 and x00ð0ÞX0: There exists a first value
a40 such that x0ðaÞ ¼ 0; x040 on 0; a½; xðaÞX2:0893 and x00ðaÞo 1:8786:
To prove the previous result we have to consider different cases for the initial
conditions xð0Þ and x0ð0Þ and hence the proof is split into six lemmas. In many of
them, as one can see by following the arguments, the bounds for xðaÞ and x00ðaÞ can
be improved with respect to the values given in Lemma 5.8, but that is not the case in
Lemma 5.13.
Lemma 5.9. Assume that xð0ÞX2:0893; x0ð0ÞX1:1181 and x00ð0Þ ¼ 0: Let a be the first
value such that x0ðaÞ ¼ 0; then xðaÞ42:0893 and x00ðaÞp 1:8786:
Proof. From property (1) in Lemma 5.7 we know that x increases on ½0; a and
consequently xðaÞ4xð0ÞX2:0893: Moreover x40 on ½0; a and hence H; as given in
(12), increases along the orbit for tA½0; a: Deﬁning jðtÞ ¼ HðxðtÞ; yðtÞ; zðtÞÞ; it
follows that jðaÞ ¼ x00ðaÞ2=2Xjð0Þ and, taking into account the hypothesis on the
initial conditions,
jð0Þ ¼ x
0ð0Þ
2
ðx0ð0Þ  2c2 þ xð0Þ2ÞX1:1181
2
ð1:1181 2c2 þ 2:08932Þ42:2585:
Therefore x00ðaÞ2X4:517 and, since x00ðaÞo0 (see Lemma 5.7), we conclude that
x00ðaÞp 2:1253o 1:8786: &
Lemma 5.10. Assume that 1:64pxð0Þp2:0893; x0ð0ÞX1:38 and x00ð0Þ ¼ 0: Let a be
the first value such that x0ðaÞ ¼ 0; then xðaÞ42:0893 and x00ðaÞp 1:8786:
Proof. From property (1) in Lemma 5.7 it follows that x40 on ½0; a and hence H; as
given in (12), increases along the orbit for tA½0; a: Deﬁning jðtÞ ¼
HðxðtÞ; yðtÞ; zðtÞÞ; it follows that jðaÞ ¼ x00ðaÞ2=2Xjð0Þ and, taking into account
the hypothesis on the initial conditions,
jð0Þ ¼ x
0ð0Þ
2
ðx0ð0Þ  2c2 þ xð0Þ2ÞX1:38
2
ð1:38 2c2 þ 1:642Þ41:812:
Therefore x00ðaÞ2X1:812 and, since x00ðaÞo0 (see Lemma 5.7), we conclude that
x00ðaÞo 1:903o 1:8786:
On the other hand, as long as 1:64pxðtÞp2:0893
ðx00 þ xÞ0 ¼ x000 þ x0 ¼ c2  1
2
x2Xc2  1
2
2:089324 1:461
and
x00 þ xXx00ð0Þ þ xð0Þ  1:461tX1:64 1:461t:
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Therefore, as long as 1:64pxðtÞp2:0893; we get the following lower bounds:
x00X1:64 1:461t  xðtÞX1:64 2:0893 1:461t ¼ 0:4493 1:461t;
x0X1:38 0:4493t  0:7305t2 ¼ l1ðtÞ;
xX1:64þ 1:38t  0:22465t2  0:2435t3 ¼ l0ðtÞ:
Since l0ð0:355Þ42:0893 and l1ðtÞ40 for all tA½0; 1:1 we conclude that there
exists a ﬁrst value %tA½0; 0:355 such that xð%tÞ ¼ 2:0893: The previous lower bounds
are valid on ½0; %t and hence x040 on such interval. Therefore a4%t and
xðaÞ4xð%tÞ4l0ð%tÞ ¼ 2:0893: &
Lemma 5.11. Assume that 1:64pxð0Þp2:0893; 1:1181px0ð0Þp1:38 and x00ð0Þ ¼ 0:
Let a be the first value such that x0ðaÞ ¼ 0; then xðaÞ42:0893 and x00ðaÞp 1:8786:
Proof. First, we will prove that there exists a value %tA½0; a such that xð%tÞ ¼ 2:0893:
Let u ¼ x00=x0: It easily follows that
u0 ¼ c
2  1
2
x2
x0
 1 u2:
On the other hand, as long as xp2:0893 and tA½0; a it holds
c2  1
2
x2
x0
X
c2  1
2
2:08932
1:38
X 1:06615;
since by Lemma 5.7, x0 decreases on ½0; a: Therefore u0X A2  u2 with A2 ¼
2:06615: Simple integrations lead to the lower bounds uX A tanðAtÞ and
logðx0ðtÞ=x0ð0ÞÞXlogðcosðAtÞÞ as long as tA½0; p=2A-½0; a: Consequently,
x0ðtÞXx0ð0Þ cosðAtÞ ¼ l1ðtÞ;
xðtÞXxð0Þ þ ðx0ð0Þ=AÞ sinðAtÞ ¼ l0ðtÞ:
Since
l0ðp=2AÞ ¼ xð0Þ þ x
0ð0Þ
A
sin
p
2
 	
X1:64þ 1:1181ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2:06615
p X2:442:0893;
there must exist a ﬁrst value %tA½0; p
2A
Þ such that xð%tÞ ¼ 2:0893: Note that %toa:
Otherwise the estimations should be valid on ½0; a and this, since l140 on ½0; p=2AÞ;
contradicts x0ðaÞ ¼ 0: As x is increasing on ½0; a we conclude xðaÞ4xð%tÞ ¼ 2:0893:
To study x00ðaÞ we use the function H as deﬁned in (12). Note that it is increasing
along the orbit because x40 on ½0; a:
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First we assume that xð0Þ41:878: Since
x00ðaÞ2=2 ¼HððxðaÞ; x0ðaÞ; x00ðaÞÞ4Hððxð0Þ; x0ð0Þ; x00ð0ÞÞ
4 ð1:1181=2Þð1:1181 2c2 þ 1:8782Þ41:7898;
it follows x00ðaÞo ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ3:5796p o 1:8919o1:8786:
Assume now that 1:64pxð0Þp1:878: As long as x040 we get the following upper
bounds:
x000ðtÞoc2  1
2
1:642o0; x00ðtÞo0; x0ðtÞox0ð0Þ; xðtÞoxð0Þ þ x0ð0Þt:
Thus
ðx00 þ xÞ0 ¼ c2  1
2
x2Xc2  1
2
xð0Þ2  xð0Þx0ð0Þt  1
2
x0ð0Þ2t2;
x00 þ xXxð0Þ þ c2  1
2
xð0Þ2
 	
t  1
2
xð0Þx0ð0Þt2  1
6
x0ð0Þ2t3
and
x00ðtÞXxð0Þ þ c2  1
2
xð0Þ2
 	
t  1
2
xð0Þx0ð0Þt2  1
6
x0ð0Þ2t3  xðtÞ
X c2  1
2
xð0Þ2
 	
t  x0ð0Þt  1
2
xð0Þx0ð0Þt2  1
6
x0ð0Þ2t3;
x0ðtÞX x0ð0Þ þ c2  1
2
xð0Þ2

 
t2
2
 x0ð0Þt
2
2
 1
6
xð0Þx0ð0Þt3  1
24
x0ð0Þ2t4
¼ x0ð0Þ 1þ
c2  1
2
xð0Þ2
 	
x0ð0Þ
t2
2
 t
2
2
 1
6
xð0Þt3  1
24
x0ð0Þt4
0
@
1
A
X x0ð0Þ 1þ c
2  1
2
1:8782
 
1:38
t2
2
 t
2
2
 1
6
1:878t3  1
24
1:38t4

 
X x0ð0Þð1 0:8775t2  0:313t3  0:0575t4Þ:
On ½0; 0:4892 it holds x0X3x0ð0Þ=4: Then dH=dtX9xð0Þx0ð0Þ2=1641:1532 on that
interval. Both sides integration leads to HðtÞXHð0Þ þ 1:1532t for all tA½0; 0:4892:
But Hð0Þ41:3217 and hence HðtÞX1:3217þ 1:1532t: Since x040 on ½0; 0:4892 it
follows that a40:4892: Consequently, we get HðaÞ ¼ x00ðaÞ2=24Hð0:4892Þ41:8858
and so x00ðaÞo ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ3:7716p o 1:8786: &
Lemma 5.12. Assume that 1:2717pxð0Þo1:64; x0ð0ÞX1:1181 and x00ð0Þ ¼ 0: Then
there exists t1A0; a; with a as in Lemma 5.7, such that xðt1Þ ¼ 1:64; x0ðt1Þ41:0142
and x00ðt1Þ4 0:6107:
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Proof. Assume that xðtÞo1:64 for all tA½0; a: Then the inequalities
ðx00 þ xÞ0 ¼ c2  1
2
x2Xc2  1
2
ð1:64Þ2X 0:6232:
hold in such interval and both sides integration leads to
x00 þ xXxð0Þ  0:6232t:
If x0ð0ÞX1:1727 we get the following lower bounds:
x00Xðxð0Þ  1:64Þ  0:6232tX 0:3683 0:6232t ¼ u2ðtÞ;
x0X1:1727 0:3683t  0:3116t2 ¼ u1ðtÞ;
xX1:2717þ 1:1727t  0:1842t2  0:1039t3 ¼ u0ðtÞ: ð15Þ
It easily follows that on the interval ½0; 0:3351; u0 increases and u1 decreases. If
aX0:3351 then xðaÞXxð0:3351Þ4u0ð0:3351Þ41:64 and if ao0:3351 then
x0ðaÞ4u1ðaÞ4u1ð0:3351Þ40: We arrive at a contradiction so that there must exist
t1A0; a such that xðt1Þ ¼ 1:64 and clearly t1o0:3351: Moreover (15) holds on ½0; t1
and hence, x0ðt1ÞXu1ðt1ÞXu1ð0:3351Þ41:0142 and x00ðt1ÞXu2ðt1ÞXu2ð0:3351Þ4
0:6107:
If 1:1181px0ð0Þp1:1727 the following inequalities hold on ½0; a:
x000Xc2  1:642=2 1:11274 1:7959;
x00X 1:7959t ¼ %u2ðtÞ;
x0X1:1181 0:89795t2 ¼ %u1ðtÞ;
xX1:2717þ 1:1181t  0:29932t3 ¼ %u0ðtÞ: ð16Þ
On ½0; 0:34; %u0 increases and %u1 decreases. If aX0:34 then xðaÞXxð0:34Þ4
%u0ð0:34Þ41:64 and if ao0:34 then x0ðaÞ4 %u1ðaÞ4 %u1ð0:34Þ40: In any case we arrive
at a contradiction so that there must exist t1A0; a such that xðt1Þ ¼ 1:64 and clearly
t1o0:34: Since (16) holds on ½0; t1 then x0ðt1ÞX %u1ðt1ÞX %u1ð0:34Þ41:0142 and
x00ðt1ÞX %u2ðt1ÞX %u2ð0:34Þ4 0:6107: &
Lemma 5.13. Let xð0Þ ¼ 1:64; 1:0142px0ð0Þp1:376 and 0:6107px00ð0Þp0: Let a
be the first value such that x0ðaÞ ¼ 0: Then xðaÞ42:0893 and x00ðaÞp 1:8786:
Proof. On the whole interval ½0; a the following inequalities hold:
x000pc2  1:642=2p0; x00px00ð0Þ;
x0px0ð0Þ þ x00ð0Þt; xp41=25þ x0ð0Þt þ x00ð0Þt2=2 ¼ u0ðtÞ:
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Therefore
ðx00 þ xÞ0Xc2  1
2
ðu0ðtÞÞ2 ¼ f ðtÞ;
and
x00 þ xXx00ð0Þ þ 41
25
þ
Z t
0
f ðsÞ ds ¼ gðtÞ:
Hence
x00XgðtÞ  xðtÞXgðtÞ  u0ðtÞ;
x0X x0ð0Þ þ x00ð0Þt  0:31157þ 1
2
x0ð0Þ t2  41
150
x0ð0Þ þ 1
6
x00ð0Þ t3
 41600x00ð0Þ þ 124 x0ð0Þ2
 	
t4  140 x0ð0Þx00ð0Þt5  1240 x00ð0Þ2t6
¼ x0ð0Þp1ðt; x0ð0Þ; x00ð0ÞÞ þ p0ðt; x00ð0ÞÞ;
where
p1ðt; x0ð0Þ; x00ð0ÞÞ ¼ 1 12 t2  41150 t3  124 x0ð0Þt4  140 x00ð0Þt5;
p0ðt; x00ð0ÞÞ ¼ x00ð0Þt  0:31157t2  16 x00ð0Þt3  41600 x00ð0Þt4  1240 x00ð0Þ2t6:
Since x0ð0Þp1:376 and 0:6107px00ð0Þp0;
p1ðt; x0ð0Þ; x00ð0ÞÞX 1 0:5t2  0:27334t3  0:05734t4 ¼ %p1ðtÞ;
p0ðt; x00ð0ÞÞX  0:6107t  0:31157t2  0:00156t6 ¼ %p0ðtÞ:
Since %p1 is decreasing and positive on ½0; 1 we get x0ðtÞ41:0142 %p1ðtÞ þ %p0ðtÞ on such
interval. The right-hand side of the inequality is a decreasing and positive function
on ½0; 0:733: Consequently one has a40:733:
On the other hand,
xX1:64þ x0ð0Þ %q1ðtÞ þ %q0ðtÞ41:64þ 1:0142 %q1ðtÞ þ %q0ðtÞ;
where
%q1ðtÞ ¼
Z t
0
%p1ðsÞ dsXt  0:16667t3  0:06834t4  0:01147t5
and
%q0ðtÞ ¼
Z t
0
%p0ðsÞ dsX 0:30535t2  0:10386t3  0:00023t7:
Since x0X0 on 0; a½ and a40:733; xðaÞ4xð0:733Þ42:0893:
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To get a bound for x00ðaÞ we will use the function H as deﬁned in (12). Since
dH=dt ¼ xðx0Þ2; the lower estimations for x and x0 lead to
dH=dtX ð1:64þ x0ð0Þ %q1ðtÞ þ %q0ðtÞÞðx0ð0Þ %p1ðtÞ þ %p0ðtÞÞ2 ¼ jðtÞ;
HXHð0Þ þ
Z t
0
jðsÞ ds:
Taking into account that Hð0Þ ¼ x0ð0Þðx0ð0Þ  2c2 þ 1:642Þ=2 and developing with
respect to x0ð0Þ; we obtain the following lower bound:
HXa0ðtÞ þ a1ðtÞx0ð0Þ þ a2ðtÞx0ð0Þ2 þ a3ðtÞx0ð0Þ3;
where
a0ðtÞ ¼
Z t
0
%p0ðsÞ2ð1:64þ %q0ðsÞÞ ds;
a1ðtÞ ¼ 1:64
2  2c2
2
þ
Z t
0
%p0ðsÞð3:28 %p1ðsÞ þ 2 %q0ðsÞ %p1ðsÞ þ %q1ðsÞ %p0ðsÞÞ ds;
a2ðtÞ ¼ 12 þ
Z t
0
%p1ðsÞð1:64 %p1ðsÞ þ %q0ðsÞ %p1ðsÞ þ 2 %q1ðsÞ %p0ðsÞÞ ds;
a3ðtÞ ¼
Z t
0
%p1ðsÞ2 %q1ðsÞ ds:
A straightforward computation leads to the following lower bounds
a0ðtÞX 0:20387t3 þ 0:15602t4 þ 0:00906t5  0:02583t6  0:00989t7
 0:00087t8 þ 0:00017t9  0:00007t10  0:00006t11  0:00002t12
 0:00001t15  0:00001t16  0:00001t20 ¼ A0ðtÞ;
a1ðtÞX 0:62312 1:00155t2  0:34065t3 þ 0:43686t4 þ 0:35123t5
þ 0:05122t6  0:04228t7  0:02337t8  0:00458t9  0:00020t10
 0:00006t11  0:00008t12  0:00003t13  0:00001t14  0:00001t16
 0:00001t17  0:00001t18 ¼ A1ðtÞ;
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a2ðtÞX 0:50000þ 1:64000t  1:05559t3  0:40589t4 þ 0:26830t5
þ 0:25863t6 þ 0:06102t7  0:01949t8  0:01717t9  0:00508t10
 0:00076t11  0:00007t12  0:00003t13  0:00001t14  0:00001t15
 0:00001t16 ¼ A2ðtÞ;
a3ðtÞX 0:50000t2  0:29167t4  0:12301t5 þ 0:04842t6 þ 0:06182t7
þ 0:01979t8  0:00191t9  0:00390t10  0:00159t11  0:00036t12
 0:00005t13  0:00001t14 ¼ A3ðtÞ:
All the polynomial lower bounds are positive on ½0; 0:733 and therefore
HðtÞXA0ðtÞ þ A1ðtÞ1:0142þ A2ðtÞ1:01422 þ A3ðtÞ1:01423
provided that x0ð0ÞX1:0142: Evaluating the left-hand side of the above inequality,
we get HðaÞXHð0:733ÞX1:7646: Since HðaÞ ¼ x00ðaÞ2=2 then jx00ðaÞjX1:8786 and
consequently, x00ðaÞp 1:8786: &
Lemma 5.14. Assume xð0Þ ¼ 1:64; x0ð0ÞX1:376 and 0:6107px00ð0Þp0: Let a be the
first value such that x0ðaÞ ¼ 0: Then xðaÞ42:0893 and x00ðaÞp 1:8786:
Proof. Let H be as deﬁned in (12). Since x is positive on ½0; a; the function H
increases along the orbit and so
HðaÞ ¼ 1
2
x00ðaÞ24Hð0Þ41
2
1:376ð1:376 2c2 þ 1:642Þ41:8041:
Hence jx00ðaÞj41:899541:8786 and consequently x00ðaÞp 1:8786:
Let us assume that xðaÞo2:0893: Then xðtÞo2:0893 on ½0; a because x is an
increasing function on such interval. Therefore
ðx00 þ xÞ0 ¼ c2  1
2
x2Xc2  1
2
2:089324 1:461
on ½0; a: Both sides integration leads to
x00 þ x4x00ð0Þ þ xð0Þ  1:461tX1:0293 1:461t;
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and, using again the assumption xðtÞo2:0893; we get
x00X1:0293 1:461t  xðtÞX 1:06 1:461t;
x0X1:376 1:06t  0:7305t2 ¼ l1ðtÞ;
xX1:64þ 1:376t  0:53t2  0:2435t3 ¼ l0ðtÞ:
It easily follows that l140 on ½0; 0:826: Hence a40:826 and xðaÞ4xð0:826ÞX
l0ð0:826Þ42:0893; which is a contradiction. &
Taking into account the lemmas from 5.9 to 5.14, Lemma 5.8 follows. The last
result that we need in order to conclude is the following:
Lemma 5.15. Assume that xð0ÞX2:0893; x0ð0Þ ¼ 0 and x00ð0Þp 1:8786: There exists
a first value b40 such that xðbÞ ¼ ﬃﬃﬃ2p c; x0ðbÞp 1:59612; xðbÞ þ x00ðbÞp 0:54 and
x00ðtÞp0 for all tA½0; b:
Proof. Assume that xðtÞ þ x00ðtÞ4 0:54 for all tX0 as long as xðtÞ4 ﬃﬃﬃ2p c and
x00ðtÞo0: We know that x0ðtÞo0 and xðtÞoxð0Þ as long as x00ðtÞo0: Then
x004 0:54 xðtÞ4 0:54 xð0Þ;
x04x0ð0Þ  ð0:54þ xð0ÞÞt ¼ ð0:54þ xð0ÞÞt; ð17Þ
x4xð0Þ  ð0:54þ xð0ÞÞt2=2: ð18Þ
On the other hand,
ðx00 þ xÞ0p c2  1
2
ðxð0Þ  1
2
ð0:54þ xð0ÞÞt2Þ2
¼ c2  1
2
xð0Þ2 þ 1
2
xð0Þð0:54þ xð0ÞÞt2  1
8
ð0:54þ xð0ÞÞ2t4;
x00 þ xp  1:8786þ xð0Þ þ c2  1
2
xð0Þ2
 	
t
þ 1
6
xð0Þð0:54þ xð0ÞÞt3  1
40
ð0:54þ xð0ÞÞ2t5:
In particular x00ð0:78Þ þ xð0:78Þppðxð0ÞÞ; with
pðuÞ ¼ 1:3177þ 1:035u  0:3162u2:
Since dp=du ¼ 1:035 0:6362uo0 for all uX2:0893; we can conclude that x00ð0:78Þ þ
xð0:78Þppðxð0ÞÞppð2:0893Þo 0:54: We will prove that x4 ﬃﬃﬃ2p c and x00o0 on
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½0; 0:78: Therefore all the previous estimations hold on ½0; 0:78 and we arrive at a
contradiction. Consequently, x00 þ xp 0:54 for all t40 as long as x4 ﬃﬃﬃ2p c:
Assume that there exists a ﬁrst t1A½0; 0:78 such that xðt1Þ ¼
ﬃﬃﬃ
2
p
c: If x00ðtÞo0 on
½0; t1 then all the previous estimations are valid on ½0; t1 and, taking into account
(18), we ﬁnd the following contradiction:
xðt1Þ4 xð0Þ  12ð0:54þ xð0ÞÞt214xð0Þ  12ð0:54þ xð0ÞÞ0:782
¼ 0:6958xð0Þ  0:1642684
ﬃﬃﬃ
2
p
c:
If there is a ﬁrst value t2A½0; t1 such that x00ðt2Þ ¼ 0 all the previous estimations are
valid on ½0; t2½: Taking into account (17) and (18) we get the following upper bound
on ½0; t2:
x000pc2  1
2
ðxð0Þ  1
2
ð0:54þ xð0ÞÞt2Þ2 þ ð0:54þ xð0ÞÞt:
Therefore x00pqðt; xð0ÞÞ; with
qðt; uÞ ¼  1:8786þ c2  1
2
u2
 
t þ 1
2
ð0:54þ uÞt2
þ 1
6
uð0:54þ uÞt3  1
40
ð0:54þ uÞ2t5:
We have @q=@u ¼ rðtÞu þ sðtÞ with
rðtÞ ¼ t þ 1
3
t3  1
20
t5 and sðtÞ ¼ 1
2
t2 þ 0:54
6
t3  0:54
20
t5:
Since rðtÞo0 on 0; 0:78 then
@q
@u
ðt; xð0ÞÞorðtÞ2:0893þ sðtÞo 0:1314t5 þ 0:7865t3 þ 0:5t2  2:0893to0
for all xð0ÞX2:0893 and tA0; 0:78: Consequently, qðt; xð0ÞÞpqðt; 2:0893Þ for all
tA0; 0:78: But
qðt; 2:0893Þo 1:8786 1:4609t þ 1:3147t2 þ 0:9156t3  0:1728t5o0
for all tA½0; 0:78 and so we arrive at a contradiction.
Up to now we have proved that there exists a ﬁrst value %t such that xð%tÞ þ x00ð%tÞ ¼
0:54 and that xðtÞ4 ﬃﬃﬃ2p c and x00ðtÞo0 for all tA½0; %t:
As long as x4
ﬃﬃﬃ
2
p
c we have ðx00 þ xÞ0 ¼ c2  1
2
x2o0: Hence x00 þ x decreases and
for tX%t we get the following upper bounds:
x00 þ xp 0:54; x00p 0:54 xo 1:7413;
x0ox0ð0Þ  1:7413to 1:7413t; xoxð0Þ  0:87065t2:
So, there exists a ﬁrst value s140 such that xðs1Þ ¼
ﬃﬃﬃ
2
p
c; xðs1Þ þ x00ðs1Þo 0:54 and
x00ðsÞo0 for all sA½0; s1: To conclude the proof we only need to estimate x0ðs1Þ:
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Again using that x00 þ x is decreasing as long as x4 ﬃﬃﬃ2p c we get that
x00 þ xpx00ð0Þ þ xð0Þp 1:8786þ xð0Þ:
Moreover x0o0 because x00o0 on ½0; s1 and hence x0 is decreasing. Multiplying both
sides of the previous inequality by x0; we get
x0ðx00 þ xÞXx0ð1:8786þ xð0ÞÞ:
Therefore
d
dt
1
2
ðx0Þ2 þ 1
2
ðxÞ2
 	
Xx0ð1:8786þ xð0ÞÞ
and
1
2
ðx0Þ2 þ 1
2
ðxÞ2X1
2
ðx0ð0ÞÞ2 þ 1
2
ðxð0ÞÞ2 þ ð1:8786þ xð0ÞÞðxðtÞ  xð0ÞÞ:
Taking into account that x0ð0Þ ¼ 0 we get
ðx0Þ2X xð0Þ2 þ 3:7572xð0Þ þ ð2xð0Þ  3:7572ÞxðtÞ  xðtÞ2:
For t ¼ s1:
ðx0ðs1ÞÞ2X  xð0Þ2 þ 3:7572xð0Þ þ ð2xð0Þ  3:7572Þ
ﬃﬃﬃ
2
p
c  2c2
¼  xð0Þ2 þ ð3:7572þ 2
ﬃﬃﬃ
2
p
cÞxð0Þ  ð3:7572
ﬃﬃﬃ
2
p
c þ 2c2Þ
X  xð0Þ2 þ 6:15999xð0Þ  5:95726 ¼ pðxð0ÞÞ:
Since pð2:0893Þ42:5476 and the roots of the polynomial pðxð0ÞÞ  2:5476 are r1 and
r2 with r1E2:089233 and r2E4:070756 we get ðx0ðs1ÞÞ2X2:5476 for xð0ÞA½2:0893;
4:0707 and consequently x0ðs1Þo 1:59612:
Now assume that xð0Þ44:0707: Then, as long as x0X 1:59612; it holds
xðtÞX 1:59612t þ xð0ÞX 1:59612t þ 4:0707 ¼ jðtÞ:
Since jðtÞX ﬃﬃﬃ2p c for all tA½0; 1:7976; we have xðtÞX ﬃﬃﬃ2p c for all tA½0; 1:7976 as long
as xð0ÞX4:0707 and x0X 1:59612: Under such conditions we get the following
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estimations:
x000p c2  1
2
ðxð0Þ  1:59612tÞ2 þ 1:59612
p 2:3178 1
2
xð0Þ2 þ 1:59612xð0Þt  1:27379t2;
x00p  1:8786þ 2:3178 1
2
xð0Þ2
 	
t þ 0:79806xð0Þt2  0:42459t3;
x0p  1:8786t þ 1
2
2:3178 1
2
xð0Þ2
 	
t2 þ 0:26602xð0Þt3  0:1061475t4
¼c1ðt; xð0ÞÞ:
Therefore
x0ð1:7976Þoc1ð1:7976; xð0ÞÞ ¼ c2ðuÞ;
where c2ðuÞ ¼ 0:7405þ 1:5453u  0:8078u2: Since c2 is decreasing for all uX0:9565;
we conclude that x0ð1:7976Þoc2ð4:0707Þo 1:59612 for all xð0Þ44:0707: Hence
there exists a ﬁrst value %tA½0; 1:7976 such that x0ð%tÞ ¼ 1:59612 and xð%tÞ4 ﬃﬃﬃ2p c: Since
x000o0 then x00o0 as long as x4
ﬃﬃﬃ
2
p
c: Thus x0 is decreasing and, at the value s1 for
which xðs1Þ ¼
ﬃﬃﬃ
2
p
c; it holds x0ðs1Þo 1:59612: &
Now we can conclude the proof of Lemma 3.1. Consider initial conditions xð0Þ ¼ﬃﬃﬃ
2
p
c; x0ð0Þp 1:59612 and x00ð0Þ þ xð0Þp 0:54: Taking into account that x000 þ
x0 ¼ c2  1
2
x2pc2 whenever xX0; we obtain
x00 þ xpxð0Þ þ x00ð0Þ þ c2tp 0:54þ c2to0
as long as to0:54=c2o0:7482: Therefore as long as x40 and to0:7482
x00p  0:54þ c2t  xðtÞp 0:54þ c2to0;
x0p  1:59612 0:54t þ c
2
2
t2;
xp
ﬃﬃﬃ
2
p
c  1:59612t  0:27t2 þ c
2
6
t3
o 1:2014 1:59612t  0:27t2 þ 0:120278t3 ¼ pðtÞ:
Since xð0:748Þopð0:748Þo 0:0932; we conclude that there exists a ﬁrst value
b40 such that xðbÞ ¼ 0 and x00o0 for all tA½0; b:
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