Abstract. We consider the class S * (qc) of normalized starlike functions f analytic in the open unit disk |z| < 1 that satisfying the inequality
Introduction
This paper studies the class A of analytic functions f in D = {z ∈ C : |z| < 1} normalized by the condition f (0) = f (0) − 1 = 0. Also, we denote by U, the class of all univalent (one-to-one) functions. A function f analytic in D is said to be subordinate to an analytic univalent function g written as f (z) ≺ g(z) if f (0) = g(0) and f (D) ⊂ g (D) . Applying the Schwarz lemma to (g −1 • f )(z), if f (z) ≺ g(z), then there exists an analytic function ω on D with ω(0) = 0 and |ω(z)| < 1 such that f (z) = g(ω(z)) for all z ∈ D.
Further, we say that the function f ∈ A is starlike when it maps the set D onto a starlike domain with respect to the origin. The function f ∈ A is called convex function when f (D) is a convex set.
For c ∈ (0, 1] we denote by S * (q c ) the class of analytic functions f in the unit disc D satisfying the condition
The class S * (q c ) was introduced in [20] . Moreover, the class S * (q 1 ) ≡ SL * was considered in [21] . It is easy to see that f ∈ S * (q c ), c ∈ (0, 1] if and only if it satisfies the differential subordination
where the branch of the square root is chosen in order to √ 1 = 1. There are many interesting subclass of starlike functions which have been defined by subordination, see for example [3, 4, 5, 6, 8, 9, 15, 17, 18, 19] .
Note here that the function q c (z) = √ 1 + cz maps D onto a set bounded by Bernoulli lemniscate, i.e. set of all points on the right half-plane such that the product of the distances from each point to the focuses −1 and 1 is less than c: Next, for the fixed constants A and
we denote the class of Janowski starlike functions, introduced by Janowski [2] , that consists of functions f ∈ A satisfying the condition
We remark that S * [1, −1] is the class S * of starlike functions. In order to prove one of our main results, we need the following lemma called Jack's Lemma. 
In this paper, for analytic function p(z) in the unit disk D we find some conditions that imply p(z) ≺ √ 1 + cz. Also, some interesting corollaries are obtained.
Main Results
The first result is the following.
Theorem 2.1. Assume that p is an analytic function in D with p(0) = 1. Further assume that |A| ≤ 1, |B| < 1, 0 < c ≤ 1 and that γ satisfies the following inequality
If f satisfies the subordination
Proof. We define the function F as follows
and the function w by the relation
Since p is an analytic function and p(0) = 1, then w is meromorphic in D and
, and using this in (2.2) we can express the function F as follows:
.
Therefore we have
Assume that there exists a point
Then by Lemma 1.1, there exists a number
For this z 0 , we have
A simple computation shows that H (t) < 0. Thus the function H is a decreasing function when −1 ≤ t = cos θ ≤ 1. Therefore
It can be easily seen that L (k) > 0, thus we have
Now from (2.4)-(2.7), we have
Note that it follows from (2.1) that the right hand side of the above inequality is greater than or equal to 1 but this is contrary to the assumption F (z) ≺ (1 + Az)/(1 + Bz) and hence the proof is completed.
Taking p(z) = zf (z)/f (z) in Theorem 2.1, we have the following result:
Corollary 2.1. Let |A| ≤ 1, |B| < 1, 0 < c ≤ 1 and let
If f satisfies the following subordination
Putting c = 1 in Corollary 2.1, we have:
If we take A = 1 and B = 0 in Corollary 2.2, we obtain:
If f satisfies the following inequality
Putting p(z) = z f (z)/f (z) in Theorem 2.1, we have:
If the function f satisfies the following subordination
If we take c = 1 in Corollary 2.4, we have: Corollary 2.5. Assume that |A| ≤ 1, |B| < 1 and that
By taking p(z) = f (z) and c = 1 in Theorem 2.1 we have the following result:
Corollary 2.6. Assume that |A| ≤ 1, |B| < 1 and that
then f is univalent in D by [13] .
Assuming p(z) = f (z)/z in Theorem 2.1 we obtain the following result.
Corollary 2.7. Let |A| ≤ 1, |B| < 1, 0 < c ≤ 1 and let
If we take A = 1 and B = 0 in Corollary 2.7, then we have:
Corollary 2.8. Let c ∈ (0, 1] and let γ ≥ 2(1 + 1/c). If f satisfies the following inequality
In order to prove next results, we need the following lemmas. 
and
, and q is the best dominant of (2.8).
Lemma 2.2. (see [10] , see also [11, p. 24] ) Assume that Q is the set of analytic functions that are injective on D\E(f ), where E(f ) : {ω : ω ∈ ∂D and lim z→ω f (z) = ∞}, and are such that f (ω) = 0 for (ω ∈ ∂D\E(f ). Let ψ ∈ Q with ψ(0) = a and let ϕ(z) = a + a m z m + · · · be analytic in D with ϕ(z) ≡ a and m ∈ N. If ϕ ≺ ψ in D, then there exist points z 0 = r 0 e iθ ∈ D and ω 0 ∈ ∂D\E(ψ), for which ϕ(|z| < r 0 ) ⊂ ψ(D), ϕ(z 0 ) = ψ(ω 0 ) and z 0 ϕ (z 0 ) = kω 0 ψ (ω 0 ), for some k ≥ m. 
then p also satisfies the subordination
and √ 1 + cz is the best dominant of (2.9).
Proof. Set
Then, q c is analytic and univalent in D and q c (0) = p(0) = 1. Moreover, the functions θ(w), and φ(w) are analytic with φ(w) = 0 in the w-plane. The function, also
is starlike function. We now put
then we have
for all z ∈ D. Then, the function h given by (2.10) is close-to-convex and univalent in D. Therefore, by applying the Lemma 2.1 and (2.9), we conclude that p(z) ≺ q c (z) and q c (z) is the best dominant of (2.9). Thus the proof is completed.
Taking p(z) = zf (z)/f (z), we have the following result:
Corollary 2.9. Let c ∈ (0, 1]. If a function f satisfies the subordination
for all z ∈ D, then f ∈ S * (q c ). But it contradicts our assumption (2.11) and therefore p(z) ≺ q c (z) in D.
