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1 Introduction
1.1 Varie´te´s de modules de morphismes
Soient X une varie´te´ alge´grique projective sur le corps des nombres complexes, et E , F
des faisceaux alge´briques cohe´rents sur X . Soit
W = Hom(E ,F).
Alors le groupe alge´brique
G = Aut(E)× Aut(F)
agit d’une fac¸on e´vidente sur W . Si deux morphismes sont dans la meˆme G-orbite, leurs
noyaux sont isomorphes, ainsi que leurs conoyaux. C’est pourquoi il peut eˆtre inte´ressant,
pour de´crire certaines varie´te´s de modules de faisceaux, de construire de bons quotients
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d’ouverts G-invariants de W par G. On s’inte´resse au cas particulier suivant : soient r, s
des entiers positifs, E1, . . . , Er,, F1, . . . ,Fs des faisceaux cohe´rents sur X , qui sont simples,
c’est-a`-dire que leurs seuls endomorphismes sont les homothe´ties. On suppose aussi que
Hom(Ei, Ei′) = {0} si i > i
′ , Hom(Fj,Fj′) = {0} si j > j
′,
Hom(Fj, Ei) = {0} pour tous i, j.
Soient M1, . . . ,Mr, N1, . . . , Ns des espaces vectoriels complexes de dimension finie. On
suppose que
E =
⊕
1≤i≤r
(Ei ⊗Mi) , F =
⊕
1≤l≤s
(Fl ⊗Nl).
Les e´le´ments de W sont appele´s morphismes de type (r, s). Le groupe G n’est pas re´ductif
en ge´ne´ral. On a conside´re´ dans [5] le proble`me de l’existence de bon quotients d’ouverts
G-invariants de Hom(E ,F). On introduit une notion de semi-stabilite´ pour les mor-
phismes de type (r, s) qui de´pend du choix d’une suite (λ1, . . . , λr,µ1, . . . , µs) de nombres
rationnels positifs tels que
∑
1≤i≤r
λi dim(Mi) =
∑
1≤l≤s
µl dim(Nl) = 1.
On appelle cette suite une polarisation de l’action de G. Il existe un bon quotient de
l’ouvert des points semi-stables pour certaines valeurs de (λ1, . . . , λr, µ1, . . . , µs) (ces
re´sultats sont rappele´s au § 3).
Pour traiter ce genre de proble`me de la manie`re la plus ge´ne´rale, on le traduit d’abord
en termes d’alge`bre line´aire (c’est-a`-dire que ce qu’on e´tudie est une action particulie`re
d’un certain groupe non re´ductif sur un espace vectoriel de dimension finie). C’est ce qui
est fait dans [5] et ici.
Les morphismes de type (2, 1) sont utilise´s dans [2] pour de´crire certaines varie´te´s de
modules de faisceaux semi-stables sur PI 2. Dans un certain nombre de travaux (cf. par
exemple [9], [13]) des faisceaux semi-stables ou des faisceaux d’ide´aux de sous-varie´te´s de
l’espace projectif sont de´crits comme conoyaux de morphismes de type (r, s).
1.2 Mutations de morphismes
Le but du pre´sent article est de de´crire et d’e´tudier certaines transformations, appele´es
mutations, associant a` un morphisme de type (r, s) un autre morphisme, pouvant eˆtre
d’un autre type (mais la somme r + s reste constante). On obtient en quelque sorte
une correspondance entre deux espaces de morphismes W et W ′, sur lesquels agissent
respectivement les groupes en ge´ne´ral non re´ductifs G et G′. Ceci permet de de´finir une
bijection de l’ensemble des G-orbites d’un ouvert de W sur l’ensemble des G′-orbites d’un
ouvert de W ′. La forme que prend une mutation dans le language des morphismes de
faisceaux est explicite´e au §1.3 (dans la description du chapitre 5). On donnera toutefois
une de´finition plus abstraite et plus ge´ne´rale de ce qu’est une mutation dans le chapitre
6.
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On associe de manie`re naturelle a` chaque polarisation σ de l’action de G sur W une
polarisation σ′ de l’action de G′ sur W ′. Dans certains cas on montre qu’un point de
W est semi-stable relativement a` σ si et seulement si la mutation de ce point est semi-
stable relativement a` σ′. Ceci permet de prouver que les quotients correspondants sont
isomorphes. On peut ainsi e´tendre les re´sultats de [5] a` d’autres polarisations. Par
exemple, dans [2] on prouve dans certains cas l’existence de bon quotients (lesquels sont
isomorphes a` des varie´te´s de modules de faisceaux semi-stables sur PI 2). On n’a pas besoin
dans ce cas d’un the´ore`me d’existence d’un quotient par un groupe non re´ductif, car la
varie´te´ de modules existe de´ja`. Ces exemples de bons quotients ne peuvent pas eˆtre
directement retrouve´s a` partir de [5], mais en utilisant des mutations, on peut se ramener
aux cas traite´s dans [5]. Autre exemple, les morphismes
O(−2)⊕O(−1) −→ O ⊗ CI n+2
sur PI n. L’application directe de [5] ne fournit aucun quotient non vide. En utilisant des
mutations, on peut trouver plusieurs types de quotients.
La de´finition des mutations s’introduit naturellement lorsqu’on e´tudie les faisceaux
semi-stables sur PI n au moyen des suites spectrales de Beilinson ge´ne´ralise´es. On associe
une telle suite spectrale a` un faisceau cohe´rent E sur PI n et a` une base d’he´lice σ de fibre´s
exceptionnels sur PI n (cf [1] et [6]). Si le diagramme de Beilinson correspondant est
suffisamment simple, on obtient une suite exacte
0 −→
⊕
1≤i≤r
(Ei ⊗ CI
mi) −→
⊕
1≤l≤s
(Fl ⊗ CI
nl) −→ E −→ 0,
la base d’he´lice σ e´tant (E1, . . . , Er, F1, . . . , Fs) (et donc r + s = n+ 1). On peut, en
changeant judicieusement la base d’he´lice, obtenir d’autres repre´sentations semblables de
E . On peut changer de base d’he´lice en faisant subir a` celle dont on part une se´rie de
transformations e´le´mentaires appele´es mutations, d’ou` la terminologie employe´e pour les
transformations de morphismes e´tudie´es ici. Pour la de´finition, les proprie´te´s et l’usage
des suites spectrales de Beilinson ge´ne´ralise´es sur les espaces projectifs, voir [1], [2], [3],
[4], [6].
1.3 Plan des chapitres suivants
Dans le chapitre 2 on donne un exemple simple et bien connu de mutations dans le cas
des morphismes de type (1,1). C’est ce type de re´sultats qu’il s’agit de ge´ne´raliser.
Dans le chapitre 3 on rappelle certains re´sultats de [5], concernant les quotients d’espa-
ces de morphismes de type (r, s). Le the´ore`me 3.1 de´crit ce qu’on sait des quotients
d’espaces de morphismes de type (2,1).
Dans le chapitre 4 on rappelle la de´finition des suites spectrales de Beilinson ge´ne´rali-
se´es sur les espaces projectifs et on de´crit des mutations de morphismes de type (r, s)
obtenues en utilisant les suites spectrales de Beilinson ge´ne´ralise´es sur les espaces projec-
tifs.
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Dans le chapitre 5 on ge´ne´ralise un peu ce qui pre´ce`de. On donne la de´finition des
mutations de morphismes en termes de faisceaux. Plus pre´cise´ment on montre que si
un faisceau cohe´rent peut eˆtre repre´sente´ comme conoyau d’un morphisme injectif de
faisceaux, on peut dans certaines conditions le repre´senter aussi comme conoyau d’un
morphisme injectif d’un autre type. Les re´sultats du § 5.1 sont plus ge´ne´raux que ce qui
est ne´cessaire ici. Dans le § 5.2 on donne des applications aux morphismes de type (r, s).
Voici un exemple du type de re´sultat obtenu : soit
Φ :
⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤l≤s
(Fl ⊗Nl)
un morphisme injectif, U son conoyau et p un entier tel que 0 ≤ p ≤ r − 1. On suppose
que pour p+ 1 ≤ j ≤ r le morphisme canonique
Ej −→ Hom(Ej,F1)
∗ ⊗ F1
est injectif. Soit Gj son conoyau. Soit
fp :
⊕
p+1≤j≤r
(Hom(Ej,F1)
∗ ⊗Mj) −→ N1
l’application line´aire de´duite de Φ. On suppose que fp est surjective. Alors on montre
que sous certaines hypothe`ses il existe une suite exacte
0 −→
( ⊕
1≤i≤p
(Ei⊗Mi)
)
⊕(F1⊗ker(fp)) −→
( ⊕
p<j≤r
(Gj⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl⊗Nl)
)
−→ U −→ 0.
On a donc associe´ a` un morphisme de type (r, s) un morphisme de type
(p+ 1, r + s− p− 1).
Dans le chapitre 6 on de´finit les mutations dans un cadre plus abstrait. On de´finit
des actions de groupes sur des espaces vectoriels modele´es sur les cas e´tudie´s dans le
chapitre pre´ce´dent. Une mutation est dans ce cas une correspondance entre une telle
action d’un groupe G sur un espace vectoriel V et une autre action d’un groupe G′ sur
un espace vectoriel V ′, de telle sorte qu’on ait une bijection V 0/G ≃ V ′0/G′, pour des
ouverts ade´quats V 0 et V ′0 non vides de V et V ′ respectivement.
Dans le chapitre 7, on applique les re´sultats qui pre´ce`dent dans le but de trouver
d’autres cas ou` on sait de´finir des bons quotients d’espaces de morphismes de type (r, s).
Dans le cas des morphismes de type (2,1), le the´ore`me 7.6 obtenu e´tend les re´sultats du
the´ore`me 3.1.
Dans le chapitre 8 on donne des exemples d’applications des re´sultats pre´ce´dents.
Remerciements. L’auteur tient a` remercier G. Trautmann pour de nombreuses
discussions qui l’ont beaucoup aide´, ainsi que l’Universite´ de Kaiserslautern pour son
hospitalite´ durant la re´alisation d’une partie de ce travail.
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2 Un exemple simple
Les re´sultats de ce chapitre sont de´montre´s dans [2]. Soient L, M et N des espaces vecto-
riels complexes de dimension finie, avec dim(L) ≥ 3. On pose q = dim(L), m = dim(M),
n = dim(N). Les applications line´aires
L⊗M −→ N
sont appele´es des L-modules de Kronecker. Soit
W = Hom(L⊗M,N).
Sur W ope`re de manie`re e´vidente le groupe alge´brique re´ductif
G = (GL(M)×GL(N))/CI ∗.
L’action de SL(M)× SL(N) sur PI (W ) se line´arisant de fac¸on e´vidente, on a une notion
de point (semi-)stable de PI (W ) (au sens de la ge´ome´trie invariante). On montre que si
f ∈ W , f est semi-stable (resp. stable) si et seulement si pour tous sous-espaces vectoriels
M ′ de M et N ′ de N , tels que M ′ 6= {0}, N ′ 6= N , et f(L⊗M ′) ⊂ N ′, on a
dim(N ′)
dim(M ′)
≥
dim(N)
dim(M)
(resp. > ).
Soit W ss (resp. W s) l’ouvert des points semi-stables (resp. stables) de W . Alors il existe
un bon quotient (resp. un quotient ge´ome´trique)
N(L,M,N) =W ss//G (resp. Ns(L,M,N) = W
s/G ),
N(L,M,N) est projective, et Ns(L,M,N) est un ouvert lisse de N(L,M,N).
On pose m′ = qm− n. On suppose que m′ > 0. SoitM ′ un espace vectoriel complexe
de dimension m′. Soit f : L⊗M −→ N un L-module de Kronecker surjectif. Alors
dim(ker(f)) = m′. Soient
f ′ : L∗ ⊗ ker(f) −→ H0
la restriction de l’application
tr ⊗ IH0 : L
∗ ⊗ L⊗H0 −→ H0
(tr de´signant l’application trace), et
A(f) : L∗ ⊗H∗0 −→ ker(f)
∗
l’application line´aire de´duite de f ′, qu’on peut voir comme un e´le´ment de
W ′ = Hom(L∗ ⊗H∗0 ,M
′), en utilisant un isomorphisme ker(f)∗ ≃M ′. Soit W0 l’ouvert
de W constitue´ des applications surjectives, W ′0 l’ouvert analogue de W
′, et
G′ = (GL(H∗0 )×GL(M
′))/CI ∗. On de´montre aise´ment la
Proposition 2.1 1 - En associant A(f) a` f on de´finit une bijection
W0/G ≃ W
′
0/G
′.
2 - La bijection pre´ce´dente induit un isomorphisme
N(L,M,N) ≃ N(L∗, H∗0 ,M
′)
(induisant un isomorphisme Ns(L,M,N) ≃ Ns(L
∗, H∗0 ,M
′)).
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3 Varie´te´s de modules de morphismes de type (r, s)
On rappelle ici le proble`me des varie´te´s de modules de morphismes de type (r, s) aborde´
dans [5].
En termes de faisceaux, on conside`re des morphismes
E =
⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤l≤s
(Fl ⊗Nl) = F ,
et l’action du groupe alge´brique
G = Aut(E)× Aut(F)
sur l’espace vectoriel W de tous ces morphismes.
Il est pre´fe´rable de ge´ne´raliser ce proble`me en termes d’alge`bre line´aire.
3.1 De´finition abstraite de W
Soient r, s des entiers positifs, Hli, Aji, Bml, 1 ≤ i ≤ j ≤ r, 1 ≤ l ≤ m ≤ s des espaces vec-
toriels de dimension finie (qui jouent le roˆle de Hom(Ei,Fl), Hom(Ei, Ej) et Hom(Fl,Fm)
respectivement). On suppose que Aii = CI pour 1 ≤ i ≤ r et Bll = CI pour 1 ≤ l ≤ s.
Pour 1 ≤ i ≤ j ≤ k ≤ r et 1 ≤ l ≤ m ≤ n ≤ s on se donne des applications line´aires (ap-
pele´es compositions)
Hlj ⊗Aji −→ Hli,
Akj ⊗Aji −→ Aki,
Bml ⊗Hli −→ Hmi,
Bnm ⊗ Bml −→ Bnl.
On suppose que si i = j les deux premie`res applications sont les identite´s, ainsi que la se-
conde si j = k, la quatrie`me si m = n et les troisie`me et cinquie`me si l = m. Ces appli-
cations jouent le roˆle de la composition des morphismes dans le cas des faisceaux. On
suppose qu’elles sont toutes surjectives et qu’elles ve´rifient les proprie´te´s usuelles qu’on
attend des applications habituelles de composition. Cela signifie que les diagrammes
suivants sont commutatifs (les fle`ches e´tant les fle`ches e´videntes) :
Akj ⊗Aji ⊗ Aih −−−−→ Aki ⊗ Aihy
y
Akj ⊗ Ajh −−−−→ Akh
Hlk ⊗Akj ⊗ Aji −−−−→ Hlj ⊗Ajiy
y
Hlk ⊗ Aki −−−−→ Hli
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Bml ⊗Hlj ⊗ Aji −−−−→ Hmj ⊗Ajiy
y
Bml ⊗Hli −−−−→ Hmi
Bnm ⊗ Bml ⊗Hli −−−−→ Bnl ⊗Hliy
y
Bnm ⊗Hmi −−−−→ Hni
Bon ⊗Bnm ⊗ Bml −−−−→ Bom ⊗Bmly
y
Bon ⊗ Bnl −−−−→ Bol
On supposera aussi que les applications
H∗li ⊗ Aji −→ H
∗
lj , H
∗
mi ⊗Bml −→ H
∗
li
induites par les applications de composition sont surjectives. Soient Mi, 1 ≤ i ≤ r,
Nl, 1 ≤ l ≤ s des espaces vectoriels de dimension finie. On notera
mi = dim(Mi), nl = dim(Nl), 1 ≤ i ≤ r, 1 ≤ l ≤ s.
On veut e´tudier l’espace vectoriel
W =
⊕
1≤i≤r,1≤l≤s
Hom(H∗li ⊗Mi, Nl).
3.2 De´finition du groupe G
Soit GL l’ensemble des matrices
g =


g1 0 . . . 0
u21 g2 . . . 0
. . . .
. . .
. uij . .
ur1 . . . . gr


,
avec gi ∈ GL(Mi), et pour 1 ≤ j < i ≤ r,
uij ∈ Hom(A
∗
ij ⊗Mj ,Mi) = Hom(Mj , Aij ⊗Mi).
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Soit GR l’ensemble des matrices
h =


h1 0 . . . 0
v21 h2 . . . 0
. . . .
. . .
. vlm . .
vs1 . . . . hs


,
avec hl ∈ GL(Nl), et pour 1 ≤ m < l ≤ s,
vlm ∈ Hom(B
∗
lm ⊗Nm, Nl) = Hom(Nm, Blm ⊗Nl).
On de´finit une loi de composition, note´e ∗, de la fac¸on suivante : si
ukj ∈ Hom(A
∗
kj ⊗Mj ,Mk) et uji ∈ Hom(A
∗
ji ⊗Mi,Mj),
alors
ukj ∗ uji ∈ L(A
∗
ki ⊗Mi,Mk)
est la composition
A∗ki ⊗Mi
uji
−−−−→A∗ki ⊗Aji ⊗Mj−−−−→A
∗
kj ⊗Mj
ukj
−−−−→Mk,
ou l’application du milieu est induite par la composition
Akj ⊗Aji −→ Aki.
On de´finit une structure de groupe sur GL de la fac¸on suivante : si g, g
′ ∈ GL, avec
g =


g1 0 . . . 0
u21 g2 . . . 0
. . . .
. . .
. uij . .
ur1 . . . . gr


, g′ =


g′1 0 . . . 0
u′21 g
′
2 . . . 0
. . . .
. . .
. u′ij . .
u′r1 . . . . g
′
r


,
alors
g′g =


g′′1 0 . . . 0
u′′21 g
′′
2 . . . 0
. . . .
. . .
. u′′ij . .
u′′r1 . . . . g
′′
r


,
avec
g′′i = g
′
i ◦ gi (1 ≤ i ≤ r),
u′′ij = u
′
ij ◦ gj +
∑
1≤k<i−j
u′i,j+k ∗ uj+k,j + g
′
i ◦ uji (1 ≤ j < i ≤ r).
La ve´rification qu’on obtient ainsi une structure de groupe sur GL est imme´diate. On
de´finit une structure de groupe analogue sur GR. Soit
G = GL ×GR.
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3.3 De´finition de l’action de G sur W
On va de´finir une action a` gauche de GL sur W et une action a` droite de GR sur W .
L’action de G sur W en de´coule : si (g, h) ∈ G et w ∈ W , on a
(g, h).w = h.w.g−1.
Soit w = (φli)1≤i≤r,1≤l≤s ∈ W (donc φil est un application line´aire H
∗
li ⊗Mi −→ Nl). Soit
g =


g1 0 . . . 0
u21 g2 . . . 0
. . . .
. . .
. uij . .
ur1 . . . . gr


un e´le´ment de GL. Alors w.g = (φ
′
li)1≤i≤r,1≤l≤s, ou`
φ′li =
∑
i≤j≤r
ψijl,
ψiil e´tant la composition
Mi ⊗H
∗
li
gi−−−−→Mi ⊗H
∗
li
φli−−−−→Nl
et, si i < j ≤ r, ψijl la composition
Mi ⊗H
∗
li
uji
−−−−→Mj ⊗Aji ⊗H
∗
li−−−−→Mj ⊗H
∗
lj
φlj
−−−−→Nl,
l’application du milieu e´tant induite par la composition Hlj ⊗Aji −→ Hli. L’action de
GR est analogue.
3.4 Notions de (semi-)stabilite´
On veut de´finir une notion de (semi-)stabilite´ pour les points de W . On ne peut pas
appliquer la ge´ome´trie invariante si r > 1 ou s > 1 car le groupe G n’est pas re´ductif. On
va de´finir deux sous-groupes canoniques de G. Soit HL (resp. GL,red ) le sous-groupe de
GL forme´ des e´le´ments 

g1 0 . . . 0
u21 g2 . . . 0
. . . .
. . .
. uij . .
ur1 . . . . gr


tels que gi = IMi pour 1 ≤ i ≤ r (resp. uij = 0 pour 1 ≤ j < i ≤ r). Alors HL est un
sous-groupe unipotent normal maximal de GL, GL,red est un sous-groupe re´ductif de GL
et l’inclusion GL,red ⊂ GL induit un isomorphisme GL,red ≃ GL/HL. On de´finit de meˆme
les sous-groupes HR et GR,red de GR.
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Maintenant soient
H = HL ×HR , Gred = GL,red ×GR,red.
Alors H est un sous-groupe unipotent normal maximal de G et Gred est un sous-groupe
re´ductif de G.
L’action de Gred sur W est un cas particulier des actions traite´es dans [8]. Soient
λ1, . . . , λr, µ1, . . . , µs des nombres rationnels positifs tels que∑
1≤i≤r
λimi =
∑
1≤l≤s
µlnl.
De´finition 1 On dit qu’un e´le´ment (φli) de W est Gred-semi-stable ( resp. Gred-stable)
relativement a` (λ1, . . . , λr, µ1, . . . , µs) si la proprie´te´ suivante est ve´rifie´e : soientM
′
i ⊂Mi,
N ′l ⊂ Nl des sous-espaces vectoriels tels que l’un au moins des N
′
l soit distinct de Nl et
que pour 1 ≤ i ≤ r, 1 ≤ l ≤ s, on ait
φli(H
∗
li ⊗M
′
i) ⊂ N
′
l .
Alors on a ∑
1≤i≤r
λi dim(M
′
i) ≤
∑
1≤l≤s
µl dim(N
′
l ) (resp. < ) .
De´finition 2 On dit qu’un e´le´ment x de W est G-semi-stable ( resp. G-stable) relative-
ment a` (λ1, . . . , λr, µ1, . . . , µs) si tous les points de l’orbite H.x sont Gred-semi-stables (
resp. Gred-stables) relativement a` (λ1, . . . , λr, µ1, . . . , µs).
On note W ss(λ1, . . . , λr, µ1, . . . , µs) (resp. W
s(λ1, . . . , λr, µ1, . . . , µs)), ou plus simple-
ment W ss (resp. W s) si aucune confusion n’est a` craindre, l’ouvert de W constitue´ des
points G-semi-stables ( resp. G-stables) relativement a` (λ1, . . . , λr, µ1, . . . , µs).
3.5 Cas d’existence d’un bon quotient projectif
On donne dans [5] des conditions suffisantes portant sur λ1, . . . , λr, µ1, . . . , µs, pour qu’il
existe un bon quotient
π : W ss −→ M = M(λ1, . . . , λr, µ1, . . . , µs)
par G avec M projective. Dans ce cas M est normale et la restriction de π
W s −→ Ms = π(W s)
est un quotient ge´omet´rique. Le re´sultat le plus ge´ne´ral est assez complique´. Rappelons
simplement ici le cas des morphismes de type (2, 1), le seul qu’on utilisera ici (dans le §8).
Il faut d’abord de´finir certaines constantes. Soit k > 0 un entier. Soient
τ : H∗11 ⊗ A21 −→ H
∗
12
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l’application line´aire de´duite de la composition H12 ⊗ A21 −→ H11, et
τk = τ1 ⊗ ICl k : H
∗
11 ⊗ (A21 ⊗ CI
k) −→ H∗12 ⊗ CI
k.
Soit K l’ensemble des sous-espaces vectoriels propres K ⊂ A21 ⊗ CI
k tels que pour tout
sous-espace propre F ⊂ CI k, K ne soit pas contenu dans A21 ⊗ F . Alors posons
c(τ, k) = sup
K∈K
(
codim(τk(H
∗
11 ⊗K)
codim(K)
).
Dans le cas des morphismes de type (2, 1), les notions de semi-stabilite´ sont de´finies a`
partir de triplets
(λ1, λ2,
1
n1
)
tels que λ1m1 + λ2m2 = 1. Elles de´pendent donc essentiellement d’un parame`tre. Le
re´sultat suivant est de´montre´ dans [5] :
The´ore`me 3.1 Il existe un bon quotient projectif W ss//G de`s que
λ2
λ1
> dim(A21) et λ2 ≥
dim(A21)
n1
c(τ,m2).
3.6 Dualite´
La notion de dualite´ est claire dans le contexte des morphismes de faisceaux (en supposant
qu’ils sont localement libres). Au lieu d’e´tudier des morphismes E −→ F on conside`re
les morphismes transpose´s F∗ −→ E∗. Dans le cas ge´ne´ral, on pose r′ = s, s′ = r,
A′ij = Bs+1−j,s+1−i, B
′
lm = Ar+1−m,r+1−l,
H ′li = Hs+1−i,r+1−l, les compositions sont les meˆmes. On prend M
′
i = N
∗
s+1−i,
N ′l = M
∗
r+1−l. L’espace associe´ W
′ est isomorphe a` W , le facteur Hom(Mi ⊗Hli, Nl)
s’identifiant a` Hom(M ′s+1−l ⊗H
′
r+1−i,s+1−l, N
′
r+1−i). Le groupe G
′ est le meˆme (sauf pour
l’ordre des facteurs, c’est-a`-dire G′L = GR et G
′
R = GL). Les actions des groupes sont bien
suˆr les meˆmes.
4 Mutations de´finies a` l’aide de la suite spectrale de
Beilinson ge´ne´ralise´e
4.1 Rappels sur les suites spectrales de Beilinson ge´ne´ralise´es
sur les espaces projectifs
Les de´finitions et proprie´te´s de base des he´lices de fibre´s exceptionnels sur PI n se trouvent
dans [6].
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4.1.1 He´lices de fibre´s exceptionnels sur PI n
Une he´lice γ = (Ei)i∈ZZ de fibre´s exceptionnels sur PI n posse`de les proprie´te´s suivantes :
1) C’est une suite pe´riodique, c’est-a`-dire qu’on a Ei+n+1 ≃ Ei(n+ 1) pour tout entier i.
2) On a χ(Ei, Ej) = 0 si j < i ≤ j + n .
3) Pour tout entier i, le morphisme canonique
ev : Ei−1 ⊗Hom(Ei−1, Ei) −→ Ei, (resp. ev
∗ : Ei −→ Ei+1 ⊗Hom(Ei,Ei+1)
∗)
est surjectif (resp. injectif) et son noyau (resp. conoyau) est un fibre´ exceptionnel E
(resp. F ). De plus, la suite pe´riodique de fibre´s vectoriels base´e sur
(Ei−2, E, Ei−1, Ei+1, . . . , Ei+n−2) (resp. (Ei−1, Ei+1, F, Ei+2, . . . , Ei+n−1) )
est une he´lice (le terme E (resp. F ) e´tant d’indice i− 1 (resp. i+ 1)). Cette he´lice
s’appelle mutation a` gauche (resp. mutation a` droite de γ en Ei, et est note´e LEi(γ)
(resp. REi(γ)). Le fibre´ exceptionnel E (resp. F ) est note´ Lγ(Ei) (resp. Rγ(Ei)).
4) On pose L2Ei(γ) = LE ◦ LEi(γ). C’est une he´lice ayant pour base une suite de la forme
(Ei−3, E
′, Ei−2, Ei−1, Ei+1, . . . , Ei+n−3).
On de´finit de meˆme LpEi(γ) pour tout entier p tel que 1 ≤ p < n. C’est la suite infinie
pe´riodique base´e sur une suite du type
(Ei−p−1, E
(p), Ei−p, . . . , Ei−1, Ei+1, . . . , Ei+n−p−1),
E(p) e´tant un fibre´ exceptionnel et d’indice i− p. En particulier, Ln−1Ei (γ) est base´e sur la
suite
(Ei−n, E
(n−1), Ei−n+1, . . . , Ei−1).
L’he´lice
LnEi(γ) = LE(n−1) ◦ L
(n−1)(γ)
est base´e sur une suite du type
(E(n), Ei−n, . . . , Ei−1),
E(n) e´tant un fibre´ exceptionnel , d’indice i− n. Alors on a
E(n) ≃ Ei−n−1,
c’est-a`-dire que LnEi(γ) est e´gale a` γ a` un de´calage pre`s. On notera
Lpγ(Ei) = E
(p),
et en conside´rant les mutations a` droite on de´finit de meˆme les fibre´s exceptionnels Rpγ(Ei).
5) On a LEi ◦ L
2
Ei+1
(γ) = L2Ei+1 ◦ LEi(γ) .
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On a bien suˆr des proprie´te´s analogues a` 4) et 5) concernant les mutations a` droite.
L’he´lice la plus simple est
(O(i))i∈ZZ
et toutes les he´lices de fibre´s exceptionnels connues peuvent s’obtenir en partant de cette
he´lice et en lui faisant subir une suite finie de mutations et une translation des indices.
Une base de l’he´lice γ = (Ei)i∈ZZ de fibre´s exceptionnels sur PI n est une suite
σ = (Ei, . . . , Ei+n)
extraite de γ. A cause de la proprie´te´ 1-, γ peut eˆtre reconstitue´e a` partir de σ. Les notions
de mutations a` droite et a` gauche s’e´tendent de manie`re e´vidente aux bases d’he´lice. Si
i < j < n, on note
L1j+1(σ) = (Ei, . . . , Ej−1, L
1
γ(Ej+1), Ej, Ej+2, . . . , En),
R1j (σ) = (Ei, . . . , Ej−1, Ej+1, R
1
γ(Ej), Ej+2, . . . , En).
Plus ge´ne´ralement, si 1 ≤ p ≤ j − i, on pose
Lpj+1(σ) = (Ei, . . . , Ej−p, L
p
γ(Ej+1), Ej−p+1, . . . , Ej, Ej+2, . . . , En),
et si 1 ≤ q ≤ n− j − 1,
Rqj(σ) = (Ei, . . . , Ej−1, Ej+1, . . . , Ej+q, R
q
γ(Ej), Ej+q+1, . . . , En).
4.1.2 Suite spectrale de Beilinson ge´ne´ralise´e
4.1.2.1 - De´finition
Soit σ = (E0, . . . , En) une base d’he´lice sur PI n. On associe a` σ une autre base
d’he´lice, dite duale de σ, et note´e
σ∗ = (Eσ0, . . . , Eσn),
de´finie par
Eσp = L
p
σ(Ep)
∗(−n− 1) = Rn−pσ (Ep)
∗.
C’est une base d’une autre he´lice que γ. Si γ est l’he´lice engendre´e par σ, on note γ∗
l’he´lice engendre´e par σ∗. On montre qu’il existe une re´solution canonique de la diagonale
∆ de PI n × PI n :
0 −→ E0 ✷× Eσ0 −→ · · · −→ En ✷× Eσ,n −→ O∆ −→ 0.
On en de´duit, pour tout faisceau cohe´rent E sur PI n, une suite spectrale E
pq
r de faisceaux
cohe´rents sur PI n, convergeant vers E en degre´ 0 et vers 0 en tout autre degre´, et dont les
termes Ep,q1 pouvant e´ventuellement eˆtre non nuls sont les
Ep,q1 = Ep+n ⊗H
q(Eσ,p+n ⊗ E) , −n ≤ p ≤ 0 , 0 ≤ q ≤ n.
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On en de´duit le complexe de Beilinson :
0 −→ F−n −→ F−n+1 −→ . . . −→ Fn−1 −→ Fn −→ 0,
ou` Fi =
⊕
p+q=i
Epq1 . Il est exact en degre´ diffe´rent de 0, et sa cohomologie en degre´ 0 est
isomorphe a` E .
4.1.2.2 - Bases duales et mutations
Soit σ = (E0, . . . , En) une base d’he´lice, et j un entier tel que 1 ≤ j < n. Alors on a
Lj+1(σ)
∗ = Rj(σ
∗), Rj(σ)
∗ = Lj+1(σ
∗).
4.2 Mutations de morphismes
Soient r, s des entiers positifs, et n = r + s− 1. Soit
σ = (E1, . . . , Er, F1, . . . , Fs)
une base d’he´lice de fibre´s exceptionnels sur PI n, γ l’he´lice engendre´e par σ. Pour 1 ≤ i ≤ r,
le morphisme canonique de fibre´s vectoriels
Ei −→ F1 ⊗Hom(Ei, F1)
∗
est surjectif, et son conoyau Gi est un fibre´ exceptionnel. On va de´finir une suite σr, σr−1,
. . ., σ0 de bases d’he´lice par
σr = σ,
et si p est un entier tel que 0 ≤ p ≤ r − 1,
σp = Rp(σp+1).
On a
σp = (E1, . . . , Ep, F1, Gp+1, . . . , Gr, F2, . . . , Fs).
Il de´coule du § 3.2.2 qu’on a
σ∗p = (Eσ0, . . . , Eσ,p−1, L
p
γ∗(Eσr), Eσp, . . . , Eσn).
En utilisant la suite spectrale de Beilinsion ge´ne´ralise´e associe´e a` σ, on de´montre
aise´ment ce qui suit : soit U un faisceau cohe´rent sur PI n tel que
Hj(U ⊗ Eσi) = {0}
si 0 ≤ i < r et j 6= n− i− 1, ou r ≤ i ≤ n et j 6= n− i. On pose
Mi = H
n−i(U ⊗ Eσ,i−1) pour 1 ≤ i ≤ r,
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Nl = H
n−r−l+1(U ⊗ Eσ,l+r−1) pour 1 ≤ l ≤ s,
de telle sorte que le diagramme de Beilinson de U a l’allure suivante
0 . . . 0 0 . . . 0
M1 0 0 . . . 0
0 . . . .
. . . . .
. . 0 0 .
0 . . 0 Mr N1 0 . . 0
. 0 0 . .
. . . . .
. . . . .
0 . . Ns
Alors il existe une suite exacte
0 −→
⊕
1≤i≤r
(Ei ⊗Mi)
Φ
−−−−→
⊕
1≤l≤s
(Fl ⊗Nl) −→ U −→ 0.
Soit p un entier tel que 0 ≤ p ≤ r − 1. On note
fp :
⊕
p+1≤j≤r
(Hom(Ej , F1)
∗ ⊗Mj) −→ N1
l’ application line´aire de´duite de Φ. Alors, si fp est surjective, on peut montrer que la suite
spectrale de Beilinson ge´ne´ralise´e associe´e a σp, applique´e a` U , donne une suite exacte
0 −→
( ⊕
1≤i≤p
(Ei⊗Mi)
)
⊕(F1⊗ker(fp)) −→
( ⊕
p<j≤r
(Gj⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl⊗Nl)
)
−→ U −→ 0.
On a aussi bien suˆr un e´nonce´ re´ciproque. Ce re´sultat va eˆtre ge´ne´ralise´ dans le chapitre
suivant.
5 Mutations en termes de morphismes de faisceaux
On va d’abord de´montrer deux re´sultats, qu’on appliquera ensuite a` la de´finition des
mutations de morphismes de type (r, s). On e´tudie des faisceaux cohe´rents pouvant eˆtre
repre´sente´s comme conoyaux de morphismes injectifs de faisceaux d’un certain type. Une
e´tude similaire pourrait sans doute eˆtre faite sur les noyaux.
5.1 Re´sultats ge´ne´raux
Soient E , E ′, F , F ′ et Γ des faisceaux cohe´rents sur une varie´te´ projective irre´ductible X,
avec Γ simple. On suppose que le morphisme canonique
ev : Γ⊗ Hom(Γ,F) −→ F
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est surjectif. Soit E0 son noyau. On suppose que le morphisme canonique
ev∗ : E ′ −→ Γ⊗Hom(E ′,Γ)∗
est injectif. Soit F0 son conoyau. On suppose enfin que
Hom(E ′, E0) = Ext
1(E ′, E0) = Ext
1(F0,F
′) = Ext1(E , E0) = {0}.
De la suite exacte
0 −→ E0 −→ Γ⊗ Hom(Γ,F) −→ F −→ 0
on de´duit un isomorphisme
Hom(E ′,F) ≃ Hom(Hom(E ′,Γ)∗,Hom(Γ,F)).
Si λ ∈ Hom(Hom(E ′,Γ)∗,Hom(Γ,F)), le morphisme E ′ −→ F correspondant est la
compose´e
E ′
ev∗
−−−−→Γ⊗Hom(E ′,Γ)∗
IΓ⊗λ−−−−→Γ⊗ Hom(Γ,F)
ev
−−−−→F .
Proposition 5.1 Soit
Φ : E ⊕ E ′ −→ F ⊕F ′
un morphisme injectif de faisceaux, et U son conoyau. Soit
λ : Hom(E ′,Γ)∗ −→ Hom(Γ,F)
l’application line´aire de´duite du morphisme E ′ −→ F de´fini par Φ.
1 - On suppose que λ est surjective et que
Ext1(E ,Γ) = {0}.
Alors il existe une suite exacte
0 −→ E ⊕ E0 ⊕ (Γ⊗ ker(λ)) −→ F0 ⊕F
′ −→ U −→ 0.
2 - On suppose que λ est injective et que
Ext1(Γ,F0) = Ext
1(Γ,F ′) = {0}.
Alors il existe une suite exacte
0 −→ E ⊕ E0 −→ (Γ⊗ coker(λ))⊕F0 ⊕F
′ −→ U −→ 0.
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De´monstration. On conside`re le morphisme
A : E ′ −→ (Γ⊗Hom(E ′,Γ)∗)⊕F ′ = A
dont la premie`re composante est ev∗ et la seconde provient de Φ. On a un diagramme
commutatif avec lignes et colonnes exactes :
0 0
0 E ′ Γ⊗ Hom(E ′,Γ)∗ F0 0
0 E ′ A coker(A) 0
F ′ F ′
0 0
✻
✻
✻
✻
✻
✻
✻
✻
✲ ✲✲ ✲
✲ ✲A ✲ ✲
Puisque Ext1(F0,F
′) = {0}, on a un isomorphisme
coker(A) ≃ F ′ ⊕F0.
On suppose maintenant que les hypothe`ses de 1- sont ve´rifie´es. Soit
π : Γ⊗ Hom(E ′,Γ)∗ −→ F
le morphisme compose´
Γ⊗Hom(E ′,Γ)∗
IΓ⊗λ−−−−→Γ⊗Hom(Γ,F)
ev
−−−−→F .
Alors on a
ker(π) ≃ E0 ⊕ (ker(λ)⊗ Γ).
Soit V le conoyau du morphisme injectif
E ′ −→ F ⊕F ′
de´duit de Φ. On a un diagramme commutatif avec lignes et colonnes exactes :
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0 0
0 E ′ F ⊕ F ′ V 0
0 E ′ A F ′ ⊕ F0 0
ker(π) ker(π)
0 0
✻
✻
✻
✻
π ⊕ IF ′
✻
✻
✻
✻
✲ ✲✲ ✲
✲ ✲A ✲ ✲
On a une suite exacte
0 −→ E −→ V −→ U −→ 0,
et l’inclusion E ⊂ V se rele`ve en un morphisme injectif
E −→ F ′ ⊕ F0
(car Ext1(E , E0) = Ext
1(E ,Γ) = {0}). On note W le conoyau de ce morphisme. On a
alors un diagramme commutatif avec lignes et colonnes exactes, dont la ligne verticale du
milieu provient du diagramme pre´ce´dent :
0 0
0 E V U 0
0 E F ′ ⊕ F0 W 0
ker(π) ker(π)
0 0
✻
✻
✻
✻
✻
✻
✻
✻
✲ ✲✲ ✲
✲ ✲ ✲ ✲
On en de´duit une suite exacte
0 −→ E ⊕ ker(π) −→ F ′ ⊕ F0 −→ U −→ 0.
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Ceci de´montre 1-.
Supposons maintenant que les hypothe`ses de 2- soient ve´rifie´es. Soient
B = (Γ⊗Hom(Γ,F))⊕F ′.
On conside`re le morphisme injectif
B : E ′ −→ B
dont la premie`re composante est la compose´e
E ′
ev∗
−−−−→Γ⊗Hom(E ′,Γ)∗
λ
−−−−→Γ⊗ Hom(Γ,F)
et dont la seconde provient de Φ. On a un diagramme commutatif avec lignes et colonnes
exactes :
0 0
0 E ′ A F0 ⊕F
′ 0
0 E ′ BB coker(B) 0
Γ⊗ coker(λ) Γ⊗ coker(λ)
0 0
❄
❄
❄
❄
❄
❄
❄
❄
✲ ✲✲ ✲
✲ ✲ ✲ ✲
Puisque Ext1(Γ,F0) = Ext
1(Γ,F ′) = {0}, on a un isomorphisme
coker(B) ≃ (Γ⊗ coker(λ))⊕ F0 ⊕F
′.
Le carre´ commutatif
E ′
B
−−−−→ By
y ev⊕IF′
E ⊕ E ′
Φ
−−−−→ F ⊕F ′
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induit un morphisme surjectif
ρ : coker(B) −→ coker(Φ) = U ,
et une suite exacte
0 −→ E0 −→ ker(ρ) −→ E −→ 0.
Comme Ext1(E , E0) = {0}, on a un isomorphisme
ker(ρ) ≃ E ⊕ E0.
On a donc une suite exacte
0 −→ E ⊕ E0 −→ (Γ⊗ coker(λ))⊕ F0 ⊕F
′ −→ 0.
Ceci de´montre 2-. ✷
Les cas particuliers E0 = 0 ou F0 = 0 suivants seront utilise´s par la suite. Soit M un
espace vectoriel de dimension finie.
Corollaire 5.2 1 - On suppose que Ext1(E ,Γ) = {0}. Soient
Φ : E ⊕ E ′ −→ (Γ⊗M)⊕F ′
un morphisme injectif induisant une surjection
λ : Hom(E ′,Γ)∗ −→M,
et U = coker(Φ). Alors il existe une suite exacte
0 −→ E ⊕ (Γ⊗ ker(λ)) −→ F0 ⊕F
′ −→ U −→ 0.
2- On suppose que Ext1(Γ,F ′) = {0}. Soient
Φ : E ⊕ (Γ⊗M) −→ F ⊕ F ′
un morphisme injectif induisant une injection
λ :M −→ Hom(Γ,F),
et U = coker(Φ). Alors il existe une suite exacte
0 −→ E ⊕ E0 −→ (Γ⊗ coker(λ))⊕ F
′ −→ U −→ 0.
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5.2 Applications
Soient X une varie´te´ projective, r, s des entiers positifs, et E1, . . . , Er,,F1, . . . ,Fs des fais-
ceaux cohe´rents simples sur X tels que
Hom(Ei, Ei′) = 0 si i > i
′ , Hom(Fj,Fj′) = 0 si j > j
′,
Hom(Fj, Ei) = {0} pour tous i, j.
On suppose que pour 1 ≤ i ≤ r le morphisme canonique
Ei −→ Hom(Ei,F1)
∗ ⊗F1
est injectif. Soit Gi son conoyau. Du corollaire 5.2, 1-, on de´duit la
Proposition 5.3 1 - Soient
Φ :
⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤l≤s
(Fl ⊗Nl)
un morphisme injectif, U son conoyau et p un entier tel que 0 ≤ p ≤ r − 1. On suppose
que
Ext1(Gj ,Fl) = Ext
1(Ei,F1) = {0}
pour p+ 1 ≤ j ≤ r, 1 ≤ i ≤ p et 2 ≤ l ≤ s. Soit
fp :
⊕
p+1≤j≤r
(Hom(Ej,F1)
∗ ⊗Mj) −→ N1
l’application line´aire de´duite de Φ. On suppose que fp est surjective. Alors il existe une
suite exacte
0 −→
( ⊕
1≤i≤p
(Ei⊗Mi)
)
⊕(F1⊗ker(fp)) −→
( ⊕
p<j≤r
(Gj⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl⊗Nl)
)
−→ U −→ 0.
Du corollaire 5.2, 2-, on de´duit la
Proposition 5.4 Soient P1 un espace vectoriel de dimension finie,
Ψ :
( ⊕
1≤i≤p
(Ei ⊗Mi)
)
⊕ (F1 ⊗ P1) −→
( ⊕
p<j≤r
(Gj ⊗Mj)
)
⊕
( ⊕
2≤l≤s
(Fl ⊗Nl)
)
un morphisme injectif et U son conoyau. On suppose que
Ext1(F1, Ei) = Ext
1(Ei, Ej) = Ext
1(F1,Fl) = {0}
pour 1 ≤ i ≤ p, p+ 1 ≤ j ≤ r, 2 ≤ l ≤ s. Soit
g : P1 −→
⊕
p+1≤j≤r
(
Hom(F1,Gj)⊗Mj
)
l’application line´aire de´duite de Ψ. On suppose g injective. Alors il existe une suite exacte
0 −→
⊕
1≤i≤r
(Ei ⊗Mi) −→ (F1 ⊗ coker(g))⊕
( ⊕
2≤l≤s
(Fl ⊗Nl)
)
−→ U −→ 0.
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6 Mutations abstraites
6.1 Espaces abstraits de morphismes
6.1.1 De´finition ge´ne´rale
Soient X1, X2, X3, X4, M , HL, HR des espaces vectoriels sur un corps commutatif k, de
dimension finie, avec
dim(M) < dim(X2).
On pose
W = (X1 ⊗M)⊕ (X2 ⊗M)⊕X3 ⊕X4.
Soient G0, G1, G2 des groupes. On suppose que :
G0 ope`re line´airement a` gauche sur X3, X4, HR.
G1 ope`re line´airement a` droite sur X1, X3, HL.
G2 ope`re line´airement a` droite sur X2, X4, et a` gauche sur HL.
On suppose que ces actions sont compatibles, c’est-a`-dire que si deux de ces groupes Gα,
Gβ, ope`rent sur un meˆme espace vectoriel Z, a` gauche et a` droite respectivement, on a,
pour tous gα ∈ Gα,gβ ∈ Gβ et z ∈ Z,
gα(zgβ) = (gαz)gβ.
On suppose aussi que le groupe {1,−1} est contenu dans G1, G2 et , et agit comme on le
pense sur les espaces vectoriels sur lesquels ces groupes agissent (c’est-a`-dire que −1 agit
par multiplication par −1).
Soient
γ3 : HR ⊗X1 −→ X3,
γ4 : HR ⊗X2 −→ X4,
γ1 : X2 ⊗HL −→ X1,
γ2 : X4 ⊗HL −→ X3
des applications line´aires. On suppose que le diagramme suivant (D) est commutatif :
HR ⊗X2 ⊗HL
IHR⊗γ1−−−−→ HR ⊗X1
γ4⊗IHL
y
y γ3
X4 ⊗HL
γ2
−−−−→ X3
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On suppose aussi que ces applications line´aires sont compatibles avec l’action des groupes.
Par exemple G1 ope`re a` droite sur X1 et HL, donc pour tous g1 ∈ G1, hL ∈ HL et y1 ∈ X2
on a
γ1(y1 ⊗ (hLg1)) = γ1(y1 ⊗ hL).g1.
De meˆme, G2 ope`re a` droite sur X2 et a` gauche sur HL, donc pour tous g2 ∈ G2, hL ∈ HL
et y1 ∈ X2 on a
γ1(y1g2 ⊗ hL) = γ1(y1 ⊗ g2hL).
On suppose aussi que γ4 est surjective, et que l’application line´aire
γ1 : HL −→ X2
∗ ⊗X1
de´duite de γ1 est injective.
De´finition 3 On appelle espace abstrait de morphismes et on note Θ la donne´e de X1,
X3, X2, X4, HL, HR, G0, G1, G2, γ1, γ2, γ3 et γ4. L’espace vectoriel
W = (X1 ⊗M)⊕ (X2 ⊗M)⊕X3 ⊕X4
est l’espace total de Θ.
6.1.2 Dictionnaire
Si on e´tudie les morphismes
E ⊕ E ′ −→ (Γ⊗M)⊕F ′,
l’espace abstrait de morphismes associe´ est de´fini par
X1 = Hom(E ,Γ), X2 = Hom(E
′,Γ),
X3 = Hom(E ,F
′), X4 = Hom(E
′,F ′),
HL = Hom(E , E
′), HR = Hom(Γ,F
′),
G0 = Aut(F
′), G1 = Aut(E), G2 = Aut(E
′),
les applications γ1, γ2, γ3, γ4 e´tant les compositions des morphismes. On a dans ce cas
W = Hom(E ⊕ E ′, (Γ⊗M)⊕F ′).
6.2 Groupes associe´s
On va construire deux nouveaux groupes associe´s a` Θ : GL et GR. Le groupe GL est
constitue´ des matrices (
g1 0
hL g2
)
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avec g1 ∈ G1, g2 ∈ G2, hL ∈ HL. La loi de groupe de GL est
(
g1 0
hL g2
)
.
(
g1
′ 0
h′L g2
′
)
=
(
g1g1
′ 0
hLg1
′ + g2h
′
L g2g2
′
)
.
Le groupe GR est constitue´ des matrices
(
gM 0
λ g0
)
avec gM ∈ GL(M), g0 ∈ G0, λ ∈M
∗ ⊗HR. La loi de groupe de GR est
(
gM 0
λ g0
)
.
(
g′M 0
λ′ g′0
)
=
(
gMg
′
M 0
λg′M + g0λ
′ g0g
′
0
)
(GL(M) agit de manie`re e´vidente a` droite sur le premier facteur de M∗ ⊗HR, et G0 a`
gauche sur le deuxie`me facteur).
Dans le cas du § 6.1, on a
GL = Aut(E ⊕ E
′), GR = Aut((Γ⊗M)⊕F
′).
6.3 Actions des groupes associe´s sur l’espace de morphismes
Le groupe GL ope`re a` droite sur W : si φ1 ∈ X1 ⊗M , φ2 ∈ X2 ⊗M , x2 ∈ X3, y2 ∈ X4,
g1 ∈ G1, g2 ∈ G2 et hL ∈ HL on a
(
φ1 φ2
x2 y2
)(
g1 0
hL g2
)
=
(
φ1g1 + (γ1 ⊗ IM)(φ2 ⊗ hL) φ2g2
x2g1 + γ2(y2 ⊗ hL) y2g2
)
.
Le groupe GR ope`re a` gauche sur W : si φ1 ∈ X1 ⊗M , φ2 ∈ X2 ⊗M , x2 ∈ X3,
y2 ∈ X4, g0 ∈ G0, gM ∈ GL(M) et λ ∈M
∗ ⊗HR on a
(
gM 0
λ g0
)(
φ1 φ2
x2 y2
)
=
(
(IX1 ⊗ gM)(φ1) (IX2 ⊗ gM)(φ2)
g0x2 + γ3(<λ, φ1>) g0y2 + γ4(<λ, φ2>)
)
.
Les actions de ces groupes sont compatibles, c’est-a`-dire que si gL ∈ GL, gR ∈ GR et
w ∈ W , on a
gR(wgL) = (gRw)gL.
C’est pourquoi on parlera abusivement du groupe GL ×GR ou d’un de ses sous-groupes
et de son action sur W (au lieu d’utiliser par exemple le groupe GopL ×GR).
On note H le 〈〈sous-groupe 〉〉 de GL ×GR constitue´ des paires
((
1 0
hL 1
)
,
(
1 0
λ 1
))
,
(ou` hl ∈ HL, λ ∈M
∗ ⊗HR).
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6.4 Mutation d’un espace abstrait de morphismes
Soit M ′ un k-espace vectoriel tel que
dim(M ′) = dim(X2)− dim(M).
On va de´finir un nouvel espace abstrait de morphismes D(Θ) associe´ a` Θ. Posons
X ′1 = HR, X2
′ = X2
∗, X3
′ = X3, X4
′ = coker(γ1) = (X2
∗ ⊗X1)/HL,
H ′R = X1, H
′
L = ker(γ4) ⊂ HR ⊗X2.
Soient
γ′1 : X2
′ ⊗H ′L −→ X
′
1
la restriction de la contraction
X2
∗ ⊗X2 ⊗HR −→ HR,
γ3
′ = γ3 : H
′
R ⊗X
′
1 −→ X3
′,
et
γ4
′ : H ′R ⊗X2
′ −→ X4
′
la projection
X2
∗ ⊗X1 −→ (X2
∗ ⊗X1)/HL.
La de´finition de γ2
′ est un peu plus complique´e. On a un diagramme commutatif, ou` la
ligne du haut et la colonne de gauche sont commutatives :
0
0 ker(γ4)⊗HL ker(γ4)⊗X2
∗ ⊗X1 ker(γ4)⊗ coker(γ1) 0
HR ⊗X2 ⊗HL HR ⊗X2 ⊗X2
∗ ⊗X1
X4 ⊗HL X3
0
❄
❄
❄
❄
❄
φ
❄
✲ ✲✲ ✲
I ⊗ γ1✲
γ2 ✲
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Le morphisme φ est la contraction de X2 ⊗X2
∗, suivie de γ3. La commutativite´ du
carre´ du bas de´coule de celle du carre´ (D) du § 6.1.1. Il en de´coule que φ s’annule sur
ker(γ4)⊗HL, et induit donc une application line´aire
γ2
′ : X4
′ ⊗H ′L = coker(γ1)⊗ ker(γ4) −→ X3 = X3
′.
Il est aise´ de voir que l’analogue du carre´ (D) du § 6.1.1 est commutatif. Il est clair que
γ′1 induit une injection
γ′1 : H
′
L −→ X2
′∗ ⊗X ′1,
(c’est l’inclusion ker(γ4) ⊂ HR ⊗X2), et que γ4
′ est surjective. On pose
G′0 = G1
op, G1
′ = Gop0 , G2
′ = G2
op.
Les actions de ces groupes se de´duisent imme´diatement de celles des groupes G0,G1 et
G2. Par exemple, G1 agit a` droite sur HL et X1, et cette action est compatible avec
γ1 : X2 ⊗HL −→ X1.
On obtient donc une action a` droite de G1 sur (X2
∗ ⊗X1)/HL, c’est-a`-dire une action a`
gauche de G′0 sur X4
′.
De´finition 4 On note D(Θ) l’espace abstrait de morphismes de´fini par X ′1, X2
′, X3
′,
X4
′, H ′L, H
′
R, G
′
0, G1
′, G2
′, γ′1, γ2
′, γ3
′ et γ4
′. On l’appelle la mutation de Θ.
Proposition 6.1 On a D(D(Θ)) = Θ.
Imme´diat. ✷
On de´finit comme pour Θ les 〈〈groupes 〉〉 G′L ×G
′
R et H
′ correspondant a` D(Θ).
6.5 Mutation des morphismes
On note W ′ l’espace total de D(Θ), c’est-a`-dire
W ′ = (X ′1 ⊗M
′)⊕ (X2
′ ⊗M ′)⊕X3
′ ⊕X4
′.
On note W 0 l’ouvert de W constitue´ des(
φ1 φ2
x3 x4
)
tels que l’application line´aire
φ2 : X2
∗ −→M
de´duite de φ2 soit surjective. On de´finit de meˆme l’ouvert W
′0 de W ′.
Rappelons que la projection
X2
∗ ⊗X1 −→ (X2
∗ ⊗X1)/HL
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n’est autre que γ4
′. De meˆme, la projection
X2
′∗ ⊗X ′1 −→ (X2
′∗ ⊗X ′1)/H
′
L
n’est autre que γ4. Si φ2 ∈ X2 ⊗M , on notera q(φ2) l’application line´aire
φ2 ⊗ IX1 : X2
∗ ⊗X1 −→M ⊗X1.
On de´finit de meˆme, pour tout φ′2 ∈ X2
′ ⊗M ′ l’application line´aire
q′(φ′2) : X2 ⊗HR = X2
′∗ ⊗X ′1 −→M
′ ⊗X ′1.
Soit
w =
(
φ1 φ2
x3 x4
)
∈ W 0.
On va en de´duire un e´le´ment de W ′0 (pas de manie`re unique). On choisit d’abord un
isomorphisme
ker(φ2)
∗ ≃M ′.
On note φ′2 l’e´le´ment de X2
′ ⊗M ′ provenant de l’application line´aire
φ′2 : X2
′∗ = X2 −→ ker(φ2)
∗ =M ′,
qui est la transpose´e de l’inclusion de ker(φ2) dans X2
∗.
Soit
u ∈ γ4
−1(−x4) ⊂ HR ⊗X2.
Notons que u est de´fini a` un e´le´ment pre`s de ker(γ4) = H
′
L. Soit
φ′1 = q
′(φ′2)(u) ∈ X
′
1 ⊗M
′.
On peut aussi e´crire
φ′1 =<φ
′
2, u> .
Soient
α ∈ q(φ2)
−1(φ1) ⊂ X2
∗ ⊗X1,
et
x4
′ = γ4
′(α) ∈ X4
′.
Notons que α est de´fini a` un e´le´ment pre`s de
ker(φ2)⊗X1 = H
′
R ⊗M
′∗.
Soient enfin
x′3 = x3 + γ3(<α, u>).
et
z(w, u, α) =
(
φ′1 φ
′
2
x′3 x4
′
)
∈ W ′0.
On emploiera aussi la notation
z(w) = z(w, u, α)
bien que cet e´le´ment de W ′0 ne de´pende pas uniquement de w.
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Proposition 6.2 Soit w ∈ W 0. Les e´le´ments z(w, u, α), pour tous les choix possibles de
u et α, constituent une H ′-orbite de W ′0.
De´monstration. On ve´rifie aise´ment que si on remplace u par u+ h′L et α par α + ψ (avec
h′L ∈ H
′
L et ψ ∈M
∗ ⊗HR), l’e´le´ment obtenu de W
′ est(
1 0
ψ 1
)(
φ′1 φ
′
2
x′3 x4
′
)(
1 0
h′L 1
)
.
✷
Proposition 6.3 Pour tout w ∈ W 0, on a
z(z(w)) ∈ (GL ×GR)w.
De´monstration. On part de
w =
(
φ1 φ2
x3 x4
)
∈ W 0,
et on prend comme pre´ce´demment u ∈ γ4
−1(−x4), α ∈ q(φ2)
−1(φ1) pour de´finir
z(w) =
(
φ1 φ
′
2
x′3 x4
′
)
∈ W ′
0
.
On cherche maintenant u′ ∈ γ4
′−1(−x4
′) et α ∈ q(φ′2)
−1(φ′1) pour de´finir z(z(w)). On a
γ4
′(−α) = −x4
′,
donc on peut prendre
u′ = −α.
D’autre part, on a
q′(φ′2) = φ
′
1,
et on peut prendre
α′ = u.
Soit
z(z(w)) =
(
φ1 φ
′′
2
x′′3 x4
′′
)
∈ W 0
l’e´le´ment de W 0 de´fini par u′ et α. On a e´videmment φ′′2 = φ2, et
φ′′1 = q(φ2)(u
′) = −q(φ2)(α) = −φ1,
x4
′′ = γ4(α
′) = γ4(u) = −x4,
x′′3 = x
′
3 + γ3(<α
′, u′>) = x3 + γ3(<α, u>)− γ3(<α, u>) = x3.
Donc
z(z(w)) =
(
−φ1 φ2
x3 −x4
)
=
(
−1 0
0 1
)(
φ1 φ2
x3 x4
)(
1 0
0 −1
)
✷
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Proposition 6.4 Soient w1, w2 ∈ W
0 des points qui sont dans la meˆme (GL ×GR)-
orbite. Alors z(w1) et z(w2) sont dans la meˆme (G
′
L ×G
′
R)-orbite.
De´monstration. On ve´rifie aise´ment que c’est vrai si
w2 =
(
gM 0
0 g0
)
w1
(
g1 0
0 g2
)
.
Il reste a` traiter les cas
w2 =
(
1 0
ψ 1
)
w1,
ou
w2 = w1
(
1 0
hl 1
)
,
avec hl ∈ HL, ψ ∈M
∗ ⊗HR. On ne traitera que le premier cas, le second e´tant analogue.
Posons
w1 =
(
φ1 φ2
x3 x4
)
.
Alors on a
w2 =
(
φ1 + (γ1 ⊗ IM)(φ2 ⊗ hL) φ2
x3 + γ2(x4 ⊗ hL) x4
)
.
On suppose que
z(w1) =
(
φ′1 φ
′
2
x′3 x4
′
)
est de´fini par u1 ∈ HR ⊗X2 et α1 ∈ X2
∗ ⊗X1. On va chercher des e´le´ments u2, α2
convenables pour de´finir z(w2). On doit avoir u2 ∈ γ4
−1(−x4), donc on peut prendre
u2 = u1.
On doit avoir
q(φ2)(α2) = φ1 + (γ1 ⊗ IM)(φ2 ⊗ hL).
Posons
α2 = α1 + α0.
On doit donc avoir
q(φ2)(α0) = (γ1 ⊗ IM)(φ2 ⊗ hL).
Pour cela il suffit de prendre
α0 = hL
(vu comme e´le´ment de X2
∗ ⊗X1, a` l’aide de γ1). On a alors
z(w2) =
(
φ′′1 φ
′
2
x′′3 x4
′′
)
,
avec
φ′′1 = q
′(φ′2)(u2) = q
′(φ′2)(u1) = φ
′
1,
x4
′′ = γ4(α2) = γ4(α1 + α0) = γ4(α1) = x4
′,
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x′′3 = x3 + γ3(<α2, u2>)
= x′3 − γ2(hL ⊗ γ4(u2)) + γ3(<α0, u2>)
Mais on a
γ2(hL ⊗ γ4(u2)) = γ3(<α2, u2>),
si on se souvient que α0 = γ1(hL), a` cause du diagramme commutatif (D) du §6.1.1. On
a donc x′′3 = x
′
3 et finalement
z(w1) = z(w2).
✷
6.6 The´ore`mes d’isomorphisme
Le the´ore`me suivant de´coule imme´diatement des re´sultats du § 6.5 :
The´ore`me 6.5 L’application associant a` l’orbite d’un point w de W 0 l’orbite de z(w)
de´finit une bijection
DΘ : W
0/(GL ×GR) ≃ W
′0/(G′L ×G
′
R).
On suppose maintenant que les groupes G1, G2, , sont alge´briques sur k et que leurs
actions sont alge´briques. Il est alors clair par construction que pour tout w ∈ W 0, il existe
un voisinage de Zariski U de w dans W 0 et un voisinage de Zariski U ′ de z(w) dans W ′0
tels que DΘ se rele`ve en un morphisme U −→ U
′ et que DD(Θ) se rele`ve en un morphisme
U ′ −→ U . On en de´duit aise´ment le re´sultat suivant :
The´ore`me 6.6 Soit U un ouvert (GL ×GR)-invariant de W
0 tel qu’il existe un bon quo-
tient U//(GL ×G
op
R ). Soit U
′ l’ensemble des points de W ′0 au dessus de
DΘ(U/((GL ×GR)). Alors U
′ est un ouvert (G′L ×G
′
R)-invariant de W
′0, et il existe un
bon quotient U ′//(G′L ×G
′
R
op), qui est isomorphe a` U//(GL ×G
op
R ).
7 Mutations de morphismes de type (r, s)
7.1 Espaces de morphismes abstraits associe´s
On applique les re´sultats du §6 aux cas de´crits au §3. Commenc¸ons par de´crire la situation
en termes de morphismes de faisceaux. On s’inte´resse aux morphismes
⊕
1≤i≤r
(Ei ⊗Mi) −→
⊕
1≤l≤s
(Fl ⊗Nl).
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Soit p un entier tel que 0 ≤ p ≤ r − 1. On pose
E =
⊕
1≤i≤p
(Ei ⊗Mi), E
′ =
⊕
p+1≤j≤r
(Ej ⊗Mj),
Γ = F1, M = N1, F
′ =
⊕
2≤l≤s
(Fl ⊗Nl).,
de sorte que les morphismes pre´ce´dents peuvent s’e´crire sous la forme
E ⊕ E ′ −→ (Γ⊗M)⊕F ′,
comme dans le § 5 et le § 6.
On reprend maintenant le language du § 3. On supposera que
n1 <
∑
1≤i≤r
dim(H1i)mi.
On pose
X1 =
⊕
1≤i≤p
(H1i ⊗M
∗
i ), X2 =
⊕
p+1≤j≤r
(H1j ⊗M
∗
j ),
X3 =
⊕
1≤i≤p,2≤l≤s
(Hli ⊗M
∗
i ⊗Nl), X4 =
⊕
p+1≤j≤r,2≤l≤s
(Hlj ⊗M
∗
j ⊗Nl),
HL =
⊕
1≤i≤p,p+1≤j≤r
(Aji ⊗M
∗
i ⊗Mj), M = N1, HR =
⊕
2≤l≤s
(Bl1 ⊗Nl).
On de´finit de meˆme les groupes G0, G1, G2, et les applications γ1,γ2,γ3, et γ4. On obtient
ainsi un espace abstrait de morphismes note´ Θp, d’espace total de morphismes note´ Wp.
Il est clair que
Wp = W =
⊕
1≤i≤r,1≤s≤l
(Hli ⊗M
∗
i ⊗Nl),
mais en ge´ne´ral
W 0p 6=W
0
q
si p 6= q.
Soit
w = (φli)1≤i≤r,1≤s≤s ∈ W.
Alors, par de´finition, on a w ∈ W 0p si et seulement si l’application line´aire
∑
p+1≤j≤r
φj :
⊕
p+1≤j≤r
(H∗1j ⊗Mj) −→ N1
est surjective. On a donc
W 0r−1 ⊂W
0
r−2 ⊂ · · · ⊂W
0
0 ⊂W.
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7.2 Description des mutations d’espaces de morphismes abstraits
L’espace de morphismes abstraits D(Θp) correspond a` un espace de morphismes de type
(r + s− p− 1, p+ 1), dont nous allons de´crire le dual (cf. § 3.6), qui est donc un es-
pace de morphismes de type (p+ 1, r + s− p− 1). Il est de´fini par les espaces vectoriels
M
(p)
1 , . . . ,M
(p)
r ,N
(p)
1 , . . . , N
(p)
s , A
(p)
ji , B
(p)
ml , H
(p)
li , et par les compositions ade´quates. On a
M
(p)
i =Mi si 1 ≤ i ≤ p,
dim(M
(p)
p+1) =
( ∑
p+1≤j≤r
mj dim(H1j)
)
− n1,
N
(p)
i = Mp+i si 1 ≤ i ≤ r − p, N
(p)
l = Nl−r+p+1 si r − p+ 1 ≤ l ≤ r + s− p− 1,
A
(p)
ji = Aji si 1 ≤ i ≤ j ≤ p, A
(p)
p+1,i = H1i si 1 ≤ i ≤ p,
B
(p)
lm = Al+p,m+p si 1 ≤ m ≤ l ≤ r − p,
B
(p)
lm = Bl−r+p+1,m−r+p+1 si r − p+ 1 ≤ m ≤ l ≤ r + s− p− 1,
B
(p)
lm = ker(Bl−r+p+1,1 ⊗H1,m+p −→ Hl−r+p+1,m+p)
si r − p+ 1 ≤ l ≤ r + s− p− 1, 1 ≤ m ≤ r − p,
H
(p)
li = (H1i ⊗H
∗
1,l+p)/Al+p,i si 1 ≤ i ≤ p, 1 ≤ l ≤ r − p,
H
(p)
li = Hl−r+p+1,i si 1 ≤ i ≤ p, r − p+ 1 ≤ l ≤ r + s− p− 1,
H
(p)
l,p+1 = H
∗
1,l+p si 1 ≤ l ≤ r − p, H
(p)
l,p+1 = Bl−r+p+1,1 si r − p+ 1 ≤ l ≤ r + s− p− 1.
La description des compositions est laisse´e au lecteur. On note
W ′(p) =
⊕
1≤i≤p+1,1≤l≤r+s−p−1
L(H
(p)∗
li ⊗M
(p)
i , N
(p)
l )
l’espace total de morphismes de D(Θp), W
′
0(p) l’ouvert correspondant, G(p) le groupe
agissant sur W ′(p). Le the´ore`me 6.5 dit qu’on a une bijection
W 0p /G ≃ W
′
0(p)/G(p).
7.3 Description des mutations de morphismes
Soit
w = (φli)1≤i≤r,1≤l≤s ∈ W
0
p ⊂
⊕
1≤i≤r,1≤l≤s
L(H∗li ⊗Mi, Nl),
et
φ1 = (φ1i)1≤i≤p, φ2 = (φ1j)p+1≤j≤r, x3 = (φli)1≤i≤p,2≤l≤s, x4 = (φli)p+1≤i≤r,2≤l≤s.
On va de´crire
z(w) =
(
φ′1 φ
′
2
x′3 x
′
4
)
.
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On construit d’abord les e´le´ments u et α du §6.5. On doit prendre pour u un e´le´ment de⊕
p+1≤j≤r,2≤l≤s
(H1j ⊗ Bl1 ⊗M
∗
j ⊗Nl)
tel que le diagramme suivant soit commutatif :⊕
p+1≤j≤r,2≤l≤s
(H∗lj ⊗Mj)
⊕
p+1≤j≤r,2≤l≤s
(H∗1j ⊗ B
∗
l1 ⊗Mj)
⊕
2≤l≤s
Nl✲
❄ ✑
✑
✑
✑
✑
✑
✑
✑✸
−x4
u
On prend pour α un e´le´ment de⊕
1≤i≤p,p+1≤j≤r
(H∗1j ⊗H1i ⊗M
∗
i ⊗Mj)
tel que le diagramme suivant soit commutatif :⊕
1≤i≤p
(H∗li ⊗Mi) N1
⊕
p+1≤j≤r
(H∗lj ⊗Mj)
✲
✻◗
◗
◗
◗
◗
◗
◗
◗
◗◗s
α φ2
Dans le premier diagramme, la fle`che verticale est induite par les compositions
Bl1 ⊗H1j −→ Hlj, et dans le second, la fle`che horizontale provient de φ1.
De´terminons maintenant φ′1, φ
′
2, x
′
3 et x
′
4. On prend M
′ = ker(φ2), qui est donc un
quotient de
⊕
p+1≤j≤r
(H∗lj ⊗Mj). Alors x
′
4 est l’image de α dans
⊕
1≤i≤p,p+1≤j≤r
((
(H∗1j ⊗H1i)/Aji
)
⊗M∗i ⊗Mj
)
=
⊕
1≤i≤p,1≤l≤r−p
(H
(p)
li ⊗M
(p)∗
i ⊗N
(p)
l ),
φ′1 est la restriction a` ker(φ2) de l’aaplication line´aire⊕
p+1≤j≤r
(H∗1j ⊗Mj) −→
⊕
2≤l≤s
(Bl1 ⊗Nl)
provenant de u et φ′2 est l’inclusion
ker(φ2) ⊂
⊕
p+1≤j≤r
(H∗lj ⊗Mj).
Pour obtenir x′3, on fait la somme de x3 et de la compose´e⊕
1≤i≤r
(H∗1i ⊗Mi)
α
−−−−→
⊕
p+1≤j≤r
(H∗1j ⊗Mj)
u
−−−−→
⊕
2≤l≤s
(Bl1 ⊗Nl).
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7.4 Polarisations associe´es
Soit (λ1, . . . , λr, µ1, . . . , µs) une polarisation de l’action de G sur W . On va en de´duire
une polarisation de l’action de G(p) sur W ′(p).
Soient M ′i ⊂Mi, N
′
l ⊂ Nl ,1 ≤ i ≤ r, 1 ≤ l ≤ s des sous-espaces vectoriels. On pose
m′i = dim(M
′
i), n
′
l = dim(N
′
l ),
M (p)
′
i = M
′
i si 1 ≤ i ≤ p,
N (p)
′
l =M
′
l−p si 1 ≤ l ≤ r − p, N
(p)′
l = N
′
l−r+p+1 sir − p+ 1 ≤ l ≤ r + s− p− 1,
m(p)
′
i = dim(M
(p)′
i) si 1 ≤ i ≤ p, m
(p)′
p+1 =
( ∑
p+1≤j≤r
dim(H1j)m
′
j
)
− n′1,
n(p)
′
l = dim(N
(p)′
l) si 1 ≤ l ≤ r + s− p− 1.
On de´finit une suite (α′1, . . . , α
′
p+1,β
′
1, . . . , β
′
r+s−p−1) de nombres rationnels par les identite´s
∑
1≤i≤r
λim
′
i −
∑
1≤l≤s
µln
′
l =
∑
1≤i≤p+1
α′im
(p)′
i −
∑
1≤l≤r+s−p−1
β ′ln
(p)′
l.
On a donc
α′i = λi si 1 ≤ i ≤ p, α
′
p+1 = µ1,
β ′l = µ1 dim(H1,l+p)− λl+p si 1 ≤ l ≤ r − p,
β ′l = µl+r−p+1 si r − p+ 1 ≤ l ≤ r + s− p− 1.
On normalise ensuite, pour obtenir la suite (α1, . . . , αp+1,β1, . . . , βr+s−p−1) ve´rifiant
∑
1≤i≤p+1
αi dim(M
(p)
i ) =
∑
1≤l≤r+s−p−1
βl dim(N
(p)
l ) = 1.
On a donc
αi =
α′i
c
, βl =
β ′l
c
,
avec
c =
∑
1≤i≤p
λimi + µ1
(
(
∑
p+1≤j≤r
mj dim(H1j))− n1
)
.
On appelle (α1, . . . , αp+1,β1, . . . , βr+s−p−1) la polarisation associe´e a`
(λ1, . . . , λr,µ1, . . . , µs). C’est une polarisation de l’action deG(p) surW
′(p). On supposera
que les αi et les βl sont positifs.
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7.5 Comparaison des (semi-)stabilite´s
On veut comparer la (semi-)stabilite´ d’un e´le´ment deW 0 avec celle des e´le´ments deW ′0(p)
associe´s.
Proposition 7.1 On suppose que
∑
1≤i≤p
λimi ≤ µ1.
Si w ∈ W 0 n’est pas G-(semi-)stable relativement a` (λ1, . . . , λr,µ1, . . . , µs), alors
z(w) ∈ W ′0(p) n’est pas G(p)-(semi-)stable relativement a` (α1, . . . , αp+1,β1, . . . , βr+s−p−1).
De´monstration. On ne traitera que le cas de la semi-stabilite´, la stabilite´ e´tant analogue.
Posons w = (φli)1≤i≤r,1≤l≤s. Soient M
′
i ⊂Mi, N
′
l ⊂ Nl des sous-espaces vectoriels tels
que
ǫ =
∑
1≤i≤r
λi dim(M
′
i)−
∑
1≤l≤s
µl dim(N
′
l ) > 0
et φli(H
∗
li ⊗M
′
i) ⊂ N
′
l pour 1 ≤ i ≤ r, 1 ≤ l ≤ s. On peut supposer que
N ′1 =
∑
p+1≤j≤r
φ1j(H
∗
1j ⊗M
′
j).
En effet, supposons que
k = codimN ′1(
∑
p+1≤j≤r
φ1j(H
∗
1j ⊗M
′
j)) > 0.
On a, en posant m′i = dim(M
′
i), n
′
l = dim(N
′
l ),∑
p+1≤i≤r
λim
′
i − µ1(n
′
1 − k) = ǫ−
∑
1≤i≤p
λim
′
i + kµ1 +
∑
2≤l≤s
µln
′
l
> kµ1 −
∑
1≤i≤p
λim
′
i > 0
par hypothe`se. On peut donc au besoin remplacer
(M ′1, . . . ,M
′
r, N
′
1, . . . , N
′
s)
par
(0, . . . , 0,M ′p+1, . . . ,M
′
r,
∑
p+1≤j≤r
φ1j(H
∗
1j ⊗M
′
j), 0, . . . , 0).
Soient M
(p)
i
′
= M ′i ⊂ M
(p)
i pour 1 ≤ i ≤ p,
M
(p)
p+1
′
= ker(
∑
p+1≤j≤r
φ1j) ∩
( ⊕
p+1≤j≤r
(H∗1j ⊗M
′
j)
)
⊂ M
(p)
p+1 = ker(
∑
p+1≤j≤r
φ1j),
N
(p)
l
′
=M ′l+p ⊂ N
(p)
l si 1 ≤ l ≤ r− p, N
(p)
l
′
= N ′l−r+p+1 si r− p+1 ≤ l ≤ r+ s− p− 1.
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Il faut s’arranger pour trouver
z(w) =
(
φ′1 φ
′
2
x′3 x
′
4
)
= (ψli)1≤i≤p+1,1≤l≤r+s−p−1
de telle sorte que
ψli(H
(p)∗
li ⊗M
(p)
i
′
) ⊂ N
(p)
l
′
pour 1 ≤ i ≤ p+ 1, 1 ≤ l ≤ r + s− p− 1.
On peut prendre u tel que
u
( ⊕
p+1≤j≤r,2≤l≤s
(H∗1j ⊗ B
∗
l1 ⊗M
′
j)
)
⊂
⊕
2≤l≤s
N ′l ,
et α tel que
α
( ⊕
1≤i≤p
(H∗1i ⊗M
′
i)
)
⊂
⊕
p+1≤j≤r
(H∗1j ⊗M
′
j)
(car N ′1 = φ2(
⊕
p+1≤j≤r
(H∗1j ⊗M
′
j)) ). Dans ce cas z(w) posse`de les proprie´te´s voulues. ✷
Corollaire 7.2 Si
µ1 ≥
1
n1 + 1
et si w ∈ W 0p est tel que z(w) n’est pas G(p)-(semi-)stable relativement a`
(α1, . . . , αp+1,β1, . . . , βr+s−p−1), alors w n’est pas G-(semi-)stable relativement a`
(λ1, . . . , λr,µ1, . . . , µs)
De´monstration. On applique la proposition pre´ce´dente a` la mutation inverse. ✷
Le re´sultat suivant est imme´diat :
Proposition 7.3 Si
µ1 <
∑
p+1≤j≤r
λjmj
n1 − 1
,
alors on a W ss ⊂W 0p .
Corollaire 7.4 Si
µ1 >
∑
p+1≤j≤r
λjmj
n1 + 1
,
alors on a W ′(p)ss ⊂W ′0(p).
On en de´duit le
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The´ore`me 7.5 Si
Max(
1
n1 + 1
, 1−
∑
p+1≤j≤r
λjmj) ≤ µ1 <
∑
p+1≤j≤r
λjmj
n1 − 1
,
alors il existe un bon quotient W ′(p)ss//G(p) si et seulement si il existe un bon quotient
W ss//G, et dans ce cas les deux quotients sont isomorphes.
Cas particuliers :
1 - Si p = 0, la condition du the´ore`me pre´ce´dent se re´duit a`
µ1 ≥
1
n1 + 1
.
2 - Si s = 1, la condition du the´ore`me pre´ce´dent se re´duit a`
∑
p+1≤j≤r
λjmj ≥
n1 − 1
n1
.
3 - Si p = 0 et s = 1, la condition du the´ore`me pre´ce´dent est toujours ve´rifie´e.
On suppose maintenant que r = 2 et s = 1. Soient
τ ∗ : H12 ⊗A21 −→ H11
la composition, et
τ : H∗11 ⊗ A21 −→ H
∗
12
l’application de´duite de τ . On de´duit de ce qui pre´ce`de l’ame´lioration suivante du
the´ore`me 3.1 :
The´ore`me 7.6 Si r = 2 et s = 1, il existe un bon quotient projectif W ss//G dans
chacun des deux cas suivants :
1 - On a
λ2
λ1
> dim(A21) et λ2 ≥
dim(A21)
n1
c(τ,m2).
2 - On a
λ1 <
dim(H11)
n1
, λ2 <
dim(H12)
n1
, λ2 dim(A21)− λ1 >
dim(A21) dim(H12)− dim(H11)
n1
,
et
dim(H11)− λ1n1 ≥ c(τ
∗, m1) dim(A21).
38 Jean-Marc Dre´zet
8 Applications
8.1 Varie´te´s de modules extre´males sur PI 2
On note Q (resp. Q2) le fibre´ vectoriel sur PI 2 conoyau du morphisme canonique
O(−1) −→ O ⊗H0(O(1))∗ (resp. O(−2) −→ O ⊗H0(O(2))∗ ).
Soient m1, m2, n des entiers positifs. On conside`re des morphismes
(∗) (Q∗ ⊗ CI m1)⊕ (Q∗2 ⊗ CI
m2) −→ O ⊗ CI n.
Une polarisation est dans ce cas une suite (λ1, λ2, µ1) de nombres rationnels positifs tels
que
λ1m1 + λ2m2 = µ1n = 1.
Cette polarisation est entie`rement de´termine´e par le rapport
ρ =
λ2
λ1
.
Supposons que n < 3m1 + 6m2. Alors les mutations des morphismes pre´ce´dents sont du
type
(∗∗) O ⊗ CI 3m1+6m2−n −→ (O(1)⊗ CI m1)⊕ (O(2)⊗ CI m2).
La polarisation associe´e est (α1, β1, β2), avec
α1 =
1
3m1 + 6m2 − n
, β1 =
3− nλ1
3m1 + 6m2 − n
, β2 =
6− nλ2
3m1 + 6m2 − n
.
Elle est entie`rement de´termine´e par le rapport
ρ′ =
β1
β2
=
3m2ρ+ 3m1 − n
(6m2 − n)ρ+ 6m1
.
Supposons que m1 = 1. Alors on sait d’apre`s [5] construire un bon quotient de l’ouvert
des morphismes G-semi-stables de type (∗∗) de`s que
ρ′ > 3.
8.1.1 Exemple 1
Soit m un entier, m ≥ 0. On conside`re des morphismes du type
Q∗ ⊕ (Q∗2 ⊗ CI
5m+2) −→ O ⊗ CI 29m+14.
Si
ρ =
29
12
+ ǫ,
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avec 0 < ǫ≪ 1, on sait d’apre`s [3] qu’un bon quotient de l’ouvert des points G-semi-
stables existe, et est isomorphe a` la varie´te´ de modules M(4m+ 2,−2m− 1, 2(m+ 1)2)
des faisceaux semi-stables au sens de Gieseker-Maruyama, de rang 4m+ 2 et de classes de
Chern −2m− 1 et 2(m+ 1)2 sur PI 2. Dans [3], on ne donne pas de construction intrinse`que
du quotient (on sait de´ja` que M(4m+ 2,−2m− 1, 2(m+ 1)2) existe). Les re´sultats de
[5] ne permettent pas non plus de donner directement l’existence du quotient. On peut
cependant y parvenir en utilisant le the´ore`me 7.4, car dans ce cas
ρ′ = 3 +
144ǫ(m+ 1)
29m+ 14 + ǫ(12m− 24)
> 3.
On obtient des morphismes du type
O ⊗ CI m+1 −→ O(1)⊕ (O(2)⊗ CI 5m+2).
8.1.2 Exemple 2
Soit m un entier, m ≥ 0. On conside`re des morphismes du type
Q∗ ⊕ (Q∗2 ⊗ CI
17m+8) −→ O ⊗ CI 99m+49.
Si
ρ =
99
41
+ ǫ,
avec 0 < ǫ≪ 1, on sait d’apre`s [3] qu’un bon quotient de l’ouvert des pointsG-semi-stables
existe, et est isomorphe a` la varie´te´ de modules
M(7(2m+ 1),−4(2m+ 1), 32m2 + 37m+ 11). Le the´ore`me 7.4 permet de construire le
quotient, en utilisant les morphismes
O ⊗ CI 3m+2 −→ O(1)⊕ (O(2)⊗ CI 17m+8).
8.2 Un exemple sur PI n
On conside`re les morphismes
(φ1, φ2) : O(−2)⊕O(−1) −→ O ⊗ CI
n+2
sur PI n. Une polarisation est dans ce cas un triplet (λ1, λ2, µ1) de nombres rationnels
positifs tel que
µ1 =
1
n+ 2
, λ1 + λ2 = 1.
Il revient au meˆme de se donner
ρ =
λ2
λ1
.
On sait construire des bons quotients (en utilisant les re´sultats de [5])) de`s que
ρ > n + 1.
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Mais dans ce cas le quotient est vide ! En effet, il existe toujours un sous-espace vectoriel
H ⊂ CI n+2 de dimension n + 1 tel que Im(φ2) ⊂ O ⊗H. On doit donc avoir, si (φ1, φ2)
est G-semi-stable relativement a` (λ1, λ2, µ1),
λ2 −
n+ 1
n+ 2
≤ 0,
c’est-a`-dire ρ ≤ n+ 1.
On emploie maintenant le the´ore`me 7.4, et on conside`re donc les morphismes
O ⊗ CI
n(n+3)
2 −→ Q2 ⊕Q,
ou`, comme dans le § 8.1, Q (resp. Q2) de´signe le le fibre´ vectoriel sur PI n conoyau du
morphisme canonique
O(−1) −→ O ⊗H0(O(1))∗ (resp. O(−2) −→ O ⊗H0(O(2))∗ ).
En utilisant les re´sultats de [5] on parvient a` construire un bon quotient projectif de`s que
ρ ≥ 1−
2n
(n+ 1)(n+ 4)
.
Les valeurs singulie`res de ρ sont par de´finition celles pour lesquelles la G-semi-stabilite´
n’implique pas la G-stabilite´. Ces valeurs sont exactement les nombres
ρk =
k
n + 2− k
pour 1 ≤ k ≤ n+ 1 . Dans ce cas un morphisme (φ1, φ2) G-semi-stable non G-stable est
construit de la fac¸on suivante : on conside`re un sous-espace vectoriel H ⊂ CI n+2 de
dimension k, et on prend pour φ2 un morphisme tel que Im(φ2) ⊂ O ⊗H et que H soit
le plus petit sous-espace vectoriel ayant cette proprie´te´. On prend pour φ1 un morphisme
tel que l’application line´aire induite
H0(O(2))∗ −→ CI n+2
soit surjective.
On obtient donc au total 2[n
2
] + 2 quotients distincts et non vides, dont [n
2
] sont
singuliers. Ils sont de dimension (n+2)(n
2+3n−2)
2
, sauf celui correspondant a` ρn+1, qui est
de dimension n(n+3)
2
.
On peut ge´ne´raliser ce qui pre´ce`de et obtenir des bons quotients projectifs d’espaces
de morphismes du type
O(−p− q)⊕O(−p) −→ O ⊗ CI n+2
sur PI n, p, q e´tant des entiers positifs.
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