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a b s t r a c t
The present work aims at reviewing our current understanding of fractal structures in the frame of colloid
aggregation as well as the possibility they offer to produce novel structured materials. In particular, the existing
techniques to measure and compute the fractal dimension df are critically discussed based on the cases of
organic/inorganic particles and proteins. Then the aggregation conditions affecting df are thoroughly analyzed,
pointing out the most recent literature ﬁndings and the limitations of our current understanding. Finally, the
importance of the fractal dimension in applications is discussed along with possible directions for the production
of new structured materials.
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1. Introduction
Freely rephrasing Mandelbrot's words, nature exhibits fascinating
geometrical patterns and shapes, which cannot be captured by Euclidian
geometry. In order to be able to describe clouds, lightning, or the blood
vessel architecture, a new mathematical instrument was developed,
namely, fractal geometry. Ideal fractal objects are usually described as
exhibiting self-similarity over an inﬁnite range of length scales. In other
words, the same geometrical pattern is identiﬁed over any scale one
looks at fractals. Well-known examples for ideal fractals are the Koch
snowﬂake and the Sierpinski triangle. On the other hand, there are
natural fractals, which still exhibit self-similarity, but only on a limited
number of scales: below their smallest repeating unit, no fractal scaling
is observed. Among this category, one can ﬁnd the most diverse objects,
e.g., trees, lungs, river networks, and colloidal fractals.
Colloidal fractals are built-up starting from a colloidal suspension of
primary particles aggregating in a ﬁnite-sized cluster. Note that hence-
forth, the terms “aggregate” and “cluster”will be used interchangeably
as synonyms. It is worth recalling that most colloidal suspensions are
only kinetically stable, in the sense that spontaneous (van der Waals
forces-induced) aggregation of particles can only be delayed by an elec-
trostatic or steric barrier, but eventually (i.e., thermodynamically) they
will aggregate and phase separate from the continuous phase theywere
suspended into [1]. This implies that, in the vastmajority of cases, fractal
aggregates are non-equilibrium structures and are as such only kineti-
cally stable. Other forms of structures obtained from the spontaneous
organization of colloidal particles, such as colloidal glasses and colloidal
crystals, the latter being stable equilibrium structures, are out of the
scope of the present review [2].
It is accepted, since the work of Forrest and Witten [3], that large
enough aggregates (or clusters) of colloidal particles follow a fractal
scaling, i.e., theirmass i (that is their number of primary particles) scales
with any characteristic cluster size, for example, the gyration radius Rg,
according to a typically non-integer power law:
i ¼ k Rg
RP
 d f
ð1Þ
where RP is the primary particle radius; df is the fractal dimension of the
colloidal aggregates, comprised between 1 (linear aggregates) and 3
(spherical aggregates); and k is the fractal prefactor, a number which
typically ranges between 1 and 1.2 and that has been reported to be a
function of the fractal dimension itself [4,5]. A correlation providing a
df-dependent prefactor, k=k(df), has been proposed by Gmachowski
[6]. Some of the colloidal fractals reported in the literature can be appre-
ciated in Fig. 1. More details about the aggregation conditions and
mechanisms are discussed in Section 3.
One should note that Eq. (1) holds for any characteristic size of the
clusters, obviously with different values of the prefactor k. Several
sizes have been used in the literature, including the hydrodynamic
radius, the radius of the smallest sphere encompassing the cluster, the
size of smallest box enclosing the cluster, etc. [5,10,11]. The radius of
gyration is one of the most commonly used sizes because it is a purely
geometrical property of the cluster and can be easily determined by stat-
ic scattering methods. If the relative positions of the particles belonging
to it are known, the radius of gyration can be computed from the follow-
ing equation (valid for clusters made of identical primary particles):
Rg ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2N2
XN
i; j¼1
ri−r j
 2
vuut ð2Þ
where N is the number of particles constituting the aggregate, while
ri and rj are the positions of the ith and jth particles' centers. Although
Fig. 1. Colloidal fractals exhibiting very different structures according to the aggregation conditions and mechanisms. (a) Protein ﬁbrils [7]; (b) gold particles [8]; (c) gold particles [107];
(d) PMMA particles, ad hoc prepared; (e) rubbery polymer aggregates [9]. Fig. 1a), 1b), 1c) and 1e) are reprinted (adapted) with permission from their respective sources.
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the notion of fractality applies only to sufﬁciently large clusters (of
about 20 primary particles), it is worth mentioning that smaller-sized
clusters also follow the mass scaling reported in Eq. (1), as was shown
by Monte Carlo simulations [12].
The aim of this review is to discuss fractal-like structures in Colloid
Science in the light of the most recent literature. In particular, ﬁrst the
available experimental and modeling techniques to study fractals will
be discussed in terms of their applicability and limitation. Then the var-
iables affecting df will be analyzed in the frame of the three main
phenomena occurring, namely, aggregation (particles “gather” to form
clusters, also referred to as coagulation or ﬂocculation [13]), breakage
(clusters are broken in aggregates of smaller size), and coalescence
(neighboring particles in the same cluster “fuse”). Finally, relevant ap-
plications, possible research directions and open challenges, will be
pointed out, highlighting the role of fractal clusters in both the actual
and future scenario.
2. Experimental and modeling techniques available to estimate the
fractal dimension
In the present section, the experimental andmodeling techniques to
evaluate the clusters df are brieﬂy presented, highlighting the limits and
advantages of each methodology. For a more detailed description of the
techniques and protocols, which are out of the scope of the present
review, the reader is referred to speciﬁc reviews and books on the
topic [14–18].
2.1. Experimental techniques
A synoptic picture of the available experimental techniques, along
with their typical applicability ranges in terms of initial occupied vol-
ume fraction φ0 and primary particle diameter dp, is reported in Fig. 2.
2.1.1. Scattering techniques
2.1.1.1. Measurement type. Static light scattering (along with neutron or
x-ray scattering) allows one to recover precious information about the
structure of clusters.Most of the theory developed for the interpretation
of the scattered intensity proﬁle has been developed under the
Rayleigh–Debye–Gans assumption, which is valid under the following
conditions [18]:
2π  n  ap
λ0
 1−np
n
 ≪ 1
1−
np
n
 ≪ 1
ð3Þ
where λ0 is the in vacuo wavelength of the incident source, n is the
refractive index of the continuous medium, and np is the refractive
index of the particles. The two conditions mean that particles need to
be smaller than the wavelength of the incident radiation and made of
a material with a sufﬁciently low optical contrast compared to the
continuous medium surrounding the particles. Under these conditions,
and provided that a cluster is made of identical primary particles, the
intensity of scattered light as a function of the scattering angle takes
the form:
I qð Þ≈ S qð Þ  P qð Þ ð4Þ
I(q) is the intensity of the scattering light, which is decomposed into
the product of two terms: the scattering structure factor S(q) and the
particle form factor P(q). The former contains information about the
structure of the cluster, while the latter about the size and shape of
the primary particles. The scattering wave vector q [m−1] is deﬁned as
q ¼ 4πn
λ0
sin
θ
2
 
ð5Þ
where θ is the scattering angle (i.e., the angle between the incident
beam and the direction of observation). The scattering structure factor
is related to the relative positions of the particles in the clusters. This in-
formation is provided by the particle–particle correlation function, g(r),
which represents the average number of particles located at a distance r
from the average particle in the cluster. The scattering structure factor is
the spatial Fourier transformation of the particle–particle correlation
function [14]:
S qð Þ ¼ 1þ 4π
Z∞
0
g rð Þ sin q  rð Þ
q  r r
2dr ð6Þ
The scattering structure factor of a cluster can be divided into three
different regions. The ﬁrst one, for sufﬁciently low values of the scatter-
ing wave vector, is the so-called Guinier regime, from which the radius
of gyration of a cluster can be determined. The second region is the
fractal regime, characterized by a power law, while the third one is
the individual particle regime. The cluster fractal dimension df can be
obtained from the scattering structure factor in essentially two different
ways. The ﬁrst one is based on plotting in double logarithmic coordi-
nates the structure factor S(q) against the scattering wave vector.
Recalling that for fractal objects in the fractal regime [18],
S qð Þ∝q−d f ð7Þ
it is clear that from the log–log plot of S(q) vs q the clusters df is found.
This holds only if the q−1 range investigated lies between the overall
aggregate size (e.g., described by the gyration Radius Rg) and the primary
particles radius, Rp i.e., [14]:
Rg ≫ q−1 ≫ Rp ð8Þ
Eq. (7) relies on the assumption that the particle–particle correlation
function also shows a fractal scaling:
g rð Þ ∝ rd f−3 ð9Þ
dp 
0
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Fig. 2.Available experimental techniques. Initial occupied volume fractionφ0 and primary
particle diameter dp set the utilization boundaries.
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In order to obtain a reliable estimate of the fractal dimension from
Eq. (7), it is necessary that the self-similarity of the clusters covers a
sufﬁciently large range of length scales; otherwise, the slope estimated
is not well deﬁned. Additionally, the value of the fractal dimension can
be affected by a strong polydispersity of the cluster population [16].
The second possibility requires plotting the I(0) (scattered intensity
extrapolated at q=0) versus Rg in a log–log plot. Once more, the slope
gives the df [19], according to the following equation:
I 0ð Þ ∝ Rg
Rp
 d f
ð10Þ
Employing the latter equation is possible if the intensity can bemea-
sured for clusters populationswith different average sizes, as it happens
when the kinetics of aggregation is monitored. The key difference as
compared to the ﬁrst methodology is the required q range: in the latter
case, the limitations given by Eq. (8) do not apply, asRg can be estimated
from the Guinier plot (or Guinier regime), at relatively small q, such as
q−1≈Rg, according to the following equation:
S qð Þ ¼ 1−1
3
q2R2g þ ::: ð11Þ
In this case, the small q range of the scattering structure factor needs
to be experimentally accessible.
2.1.1.2. Characteristic of the cluster dispersion. Scattering techniques can
be applied to colloidal suspensions of very different sizes, ranging
from 10 nm to 10 μm, hence covering the whole colloidal range (cf.
Fig. 2) by tuning the wavelength λ0 (achieved for instance by choosing
between light, neutron or x-ray scattering) and the scattering angle θ
appropriately [14]. For the measurement to be effective, the particle
concentration should be lower than about ϕ=10−4 in order to avoid
multiple scattering. Moreover, a difference between the refractive indi-
ces of the continuous and dispersed phase should exist so that the laser
source is scattered and not simply refracted [20]. More precisely, the in-
terplay between refractive index and occupied volume fraction is key:
samples with ϕN10−4 may be analyzed, provided the difference be-
tween their refractive index and the one of the continuous medium
they are suspended into, is sufﬁciently small [20].
2.1.1.3. Advantages and limitations. Among the perks of employing
scattering techniques, both the good statistical relevance of the
measurement and the non-destructiveness of the technique ought to
be mentioned. As a drawback instead, it should be recalled that the
aggregate information are obtained through indirect measurements.
More explicitly, the Rayleigh–Debeye–Gans theory relates the scattered
intensity to the clusters size, form, and structure. Limitations of the
employed theory might clearly affect the obtained results in speciﬁc
cases [20].
2.1.2. Microscopy techniques
2.1.2.1. Measurement type. Frommicroscopy pictures, it is possible to es-
timate the fractal dimension of clusters by plotting (in log–log) themass
of each cluster (i.e., the number of particles constituting it) versus their
measured radius. (cf. Eq. (1)) This holds both for 2D pictures (from
optical, atomic force, scanning electron and transmission electron
microscopy, OM, SEM, and TEM) as well as for the 3D reconstruction
available through confocal microscopy (CM) [14].
2.1.2.2. Characteristic of the clusters. Speciﬁc size limitations apply for dif-
ferent microscopy techniques, but roughly it can be stated that optical
microscopy cannot resolve clusters smaller than 500 nm, whereas
AFM, SEM, TEM, and CM have a much smaller limit (about 10 nm). In
all cases, the analyzed samples should be diluted enough to avoid
clusters overlapping. Moreover, the clusters df should be smaller than
2, as it is necessary to assume that the measured df (coming from a 2D
projection) corresponds to the real, 3D one. The latter issue holds only
for 2D pictures, as CM allows resolving a complete 3-D picture of the
cluster [14]. However, even in the case of dense clusters, with a fractal
dimension higher than 2, from the projection, it is possible to estimate
a perimeter fractal dimension, which can be related to the real fractal
dimension through known correlations [21,22].
2.1.2.3. Advantages and limitations. The main advantage of microscopy
techniques is that a direct visualization of the aggregates (and hence
of their spatial organization) is possible. A further perk of these
measurements is that they represent the only experimental possibility
to estimate the fractal prefactor k (cf. Eq. (1)).Moreover, themicroscopy
techniques that involve a freezing step (cryo SEM/TEM) allowone to an-
alyze the dispersion directly, with no further sample manipulation
(e.g., drying). On the other hand, to obtainmeaningful statistics, several
hundred (ideally thousands) clusters should be processed, resulting in a
time-consuming operation, especially when compared to the available
automation level of light scattering techniques.
2.1.3. Rheology
2.1.3.1. Measurement type. At high particle concentrations, aggregating
systems may organize in so-called colloidal gels. A colloidal gel is a
network whose components consist of fractal clusters, which in turn
are made of colloidal particles [23,24].
The df measurement from rheological experiments requires to
process a colloidal gel in a rheometer, to obtain the plateau storagemod-
ulus G'. With an appropriate model, correlating G' to the gel's structure
organization, it is possible to obtain information regarding the fractal
dimension df of the blobs forming the gel. Different formulas have been
proposed according to the nature of the primary particles constituting
the colloidal gel (e.g., proteins or polymer particles) [15,24]. A qualitative
equation, underlying the dependency of G' from the occupied volume
fraction and a generic fractal dimension function f(df), reads
G0 ∝φ f d fð Þ ð12Þ
The expression for f(df) changes according to the interactions of the
ﬂocs constituting the gel. In particular, three different “gel regimes” are
identiﬁed, a strong-link regime, where interﬂoc links are stronger than
intraﬂoc links, a weak-link regime, where the opposite is true, and an
in-between case, referred to as transition regime [24]. The parameter
α∈ [0,1] allows to move from the strong-link regime (α=1) to the
weak-link regime (α=0) through the transition regime (where α has
intermediate values). f(df) reads:
f d fð Þ ¼
d−2ð Þ þ dþ xð Þ 1−αð Þ
d−df
ð13Þ
where d is the Eucledian dimension of the system considered and x is
the fractal dimension of the gel backbone [24]. Notably, using Eq. (12)
implies assuming that gels obtained from differently concentrated sus-
pensions lead to the same fractal dimensions. In practice, this requires
performing experiments over a narrow range of volume fractions.
2.1.3.2. Characteristic of the cluster dispersions. The colloidal samples that
can be analyzed by rheological measurements are limited to colloidal
gels, as no G' can be deﬁned for a liquid-like sample.
2.1.3.3. Advantages and limitations. The present technique has twomajor
advantages, namely, it allows to link macroscopic properties of a gel
with the aggregates structure, and it is “orthogonal” as compared to
scattering and microscopy techniques. As a matter of fact, it allows
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analyzing highly concentrated samples in the gelled state, which are
otherwise difﬁcult to process.
2.2. Modeling techniques
2.2.1. Monte Carlo techniques
2.2.1.1. Simulation type.Monte Carlo models follow the structural evolu-
tion of an aggregating colloidal system [25]. Typically, a given number of
primary particles is randomly placed in a 3-D lattice and allowed to
move and “react” according to speciﬁc rules and probabilities. At the
end of the simulation, a population of clusters with given structures is
obtained; employing Eq. (1), it is possible to estimate both the df as
well as the fractal prefactor k. Notably, different aggregation conditions
(e.g., allowing only particle–cluster interactions) or the impact of differ-
ently sized primary particles can be investigated using Monte Carlo
techniques, which prove in this sense their versatility [26].
2.2.1.2. Advantages and limitations.Monte Carlo techniques are compu-
tationally efﬁcient (they can be used to simulate systems containing
up to 106 particles) and provide in a very direct way the structural
properties of a given aggregation condition. On the other hand, in
Monte Carlo simulations the time evolution is described in a somehowar-
tiﬁcial manner, so that extracting kinetics information is not at all trivial.
For this reason, Monte Carlo does not allow describing those structural
evolutions, which are affected by the rates of interplaying kinetic process-
es (e.g., simultaneous aggregation and coalescence, restructuring), nor it
provides a time-dependent evolution of the df but rather a “steady-state
picture” [25]. An additional limitation of Monte Carlo simulations is that
it is not trivial to simulate aggregation processes that involve interactions
that cannot be described by potential functions, such as hydrodynamic ef-
fects (e.g., shear-induced aggregation, hydrodynamic interactions, etc.).
2.2.2. Molecular dynamics, Brownian dynamics, and Stokesian dynamics
2.2.2.1. Simulation type. Both Brownian and Stokesian dynamics simula-
tions provide a full description of the particles motion by solving the
Langevin equation [27–29]. The overdamped form of Langevin Equation
for the generic ith particle in a system with N particles, where particle
inertia is neglected, is the following:
f i  vi ¼ Fi þ
XN
j≠i
Fi; j þ FB;i ð14Þ
where fi is the friction factor of the ith particle, vi the particle velocity, Fi
is the external force acting on the ith particle, Fi,j is the interparticle force
exerted by particle j on particle i, and FB,i is the Brownian stochastic
force acting on the ith particle. The key difference between Brownian
and Stokesian dynamics is that in the latter hydrodynamic interactions
amongparticles are rigorously accounted for. These techniques treat the
solvent as a continuum and consider it only implicitly, typically through
the addition of stochastic forces. All structural information about the
clusters are available, including df and the fractal prefactor k, which
can be estimated through Eq. (1) knowing the number of particles
building up the cluster and its radius.
Molecular dynamics, based on the solution of Newton's laws of mo-
tion, instead deals with the solvent explicitly, by directly considering
the interactions of the particles with the solvent molecules [25]. Since
molecules need to be explicitly accounted for, molecular dynamic simu-
lations are not suitable to follow aggregation processes, because only
very few particles can be included in the simulation box. However,
complex processes such as sintering or coalescence of a few particles
can be simulated [30]. Therefore, the results of these simulations can
be used to validate macroscopic models, as they provide insights on
complex processes (such as sintering or coalescence), which induce a
change in the fractal dimension. This becomes of particular relevance
when modeling the simultaneous aggregation and coalescence of a
colloidal system, where a time-dependent expression for the fractal
dimension is necessary to properly account for the interplay of the
two phenomena [30].
2.2.2.2. Advantages and limitations. Brownian and Stokesian dynamics
are able to account for virtually any type of effect (e.g., hydrodynamic
forces, electrostatics, etc.) in a quite rigorous way, while giving the
user a direct, fully detailed view of the on-going cluster formation. The
key drawback for such simulations is the signiﬁcant computational
time, which leads to lengthy simulations [25].
2.2.3. Population balance equations
2.2.3.1. Simulation type. Population balance equations, i.e., a set of
coupled ordinary differential equations (ODEs), allow to deterministi-
cally describe the time evolution of aggregating systems, solving the
Smoluchowksi Equation [4]:
dNk
dt
¼−Nk
X∞
j¼1
β j;kN j þ
1
2
Xk−1
j¼1
βk− j; jNk− jN j ð15Þ
whereNk is the concentration of clusters of size k and βj ,k represents the
aggregation rate (also referred to as kernel) between two clusters of
sizes j and k. Typically, discretization techniques are employed to reduce
the size of theproblem from104–105 (ODEs) to about 102 equations [31,
32]. The aggregation kernels employed are usually a function of the ag-
gregating clusters df, as exempliﬁed here with the diffusion-limited
cluster aggregation kernel [4]:
β j;k ¼
2kBT
3ηC
j1=d f þ k1=d f
 	
j−1=d f þ k−1=d f
 	
ð16Þ
where T is the temperature, kB is the Boltzmann constant, and ηC is the
viscosity of the continuous phase. Note that df is estimated by compar-
ing the model predictions with experimental data sets (e.g., average
hydrodynamic and gyration radii) [10,12].
2.2.3.2. Advantages and limitations. Population balance equations are
usually easily solved, provided that the number of internal coordinates
(e.g., cluster mass, fractal dimension, etc.) is kept low (typically 1–2).
They allow following time-dependent restructuring phenomena and
provide a quantiﬁcation of the inﬂuence of the df on the aggregation
kinetics or cluster size distribution. As downsides, it has to be recalled
that suitable kernel expressions have to be found for the different cases
analyzed (no universal kernel exists). Moreover, experimental informa-
tion has to be available in order to test the kernel's soundness against a
measurable quantity. This type of comparison is therefore indirect and
provides a tool for describing a given phenomenon (e.g., simultaneous
aggregation and breakage or restructuring) rather than a methodology
to identify the corresponding mechanism.
3. Processes affecting the cluster fractal dimension
In the present section, the processes deﬁning the df of colloidal
clusters are identiﬁed and discussed, in an attempt to provide a critical
picture, pointing out literature inconsistencies. The impact of the
variables controlling such processes (i.e., aggregation, breakage, and
coalescence) is discussed.
3.1. Aggregation
3.1.1. Interaction potential
The aggregation of colloidal particles is regulated by the balance
between repulsive and attractive forces, or rather by the corresponding
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repulsive (VR) and attractive (VA) potentials. In the classical case referred
to as DLVO (Derjaguin–Landau–Verwey–Overbeek) systems, these
correspond to electrostatic and van der Waals interactions, respectively.
By regulating the total potential, VT=VA+VR, it is possible tomodify
the aggregation rate. As a matter of fact, if no repulsive forces are
present, the colloidal particles aggregate, in stagnant condition, upon
contact. This process is the so-called diffusion-limited cluster aggregation
(DLCA). On the other hand, when a repulsive potential is in place, only a
fraction of the occurring collisions is effective (as not all particles over-
come the repulsive forces present), and one speaks of reaction-limited
cluster aggregation (RLCA) [20]. To compare the total potentials against
particle distance in the two cases, consider Fig. 3a). The universality of
these two aggregation regimes has been demonstrated for several types
of colloidal particles [33].
3.1.1.1. Repulsive forces. The two different aggregation regimes, DLCA
and RLCA, give rise to clusters having different df. Open clusters are
formed in DLCA aggregation as the particles stick upon contact, while
more compact clusters are found in RLCA aggregation as several
collision events have to occur (due to the repulsive potential) before
the clusters stick together. The electrostatic repulsive barrier is affected
by the particles surface composition (e.g., adsorbed surfactants) and by
the interaction between the particles surface and the dispersant (where
pH and salt concentrationmay signiﬁcantly affect the repulsive barrier).
Monte Carlo and Brownian dynamics simulations indicated that clusters
formed in theDLCA regimehave a df≈1.8, while RLCA forms aggregates
having df≈2.1 [34–36]. Experimental evidences of the transition be-
tween the two regimes as a function of the stability ratio showed how
the df monotonically increases with the stability ratio [37]. While this
description is fairly accepted in the literature, its validity is usually re-
stricted to diluted systems of monodisperse, charge-stabilized primary
particles, undergoing stagnant homo-aggregation. The plot thickens
when the complexity of the colloidal system analyzed increases;
long-range attractive forces, high particle concentrations, polydispersed
particles, and patchy particles give rise to signiﬁcant deviations from the
“idealized” picture mentioned above. In the next sections such devia-
tions are summarized, highlighting the most recent and relevant litera-
ture contributions in this direction.
In the case of aerosols, even in the absence of interactions among
particles, the mechanism of cluster formation is different from that of
particles aggregating in a liquid suspension [4,38]. Aerosol particles typ-
ically move in the so-called free molecular regime. The latter regime is
caused by the high temperatures in the aerosol reactors [4] and the
resulting low density of the gas phase, which leads to a low friction ex-
perienced by particles, whose trajectories become almost rectilinear.
The corresponding aggregation mechanism, called ballistic aggregation,
leads to somehowdenser clusters than in the case of diffusion-limited ag-
gregation, with typical cluster fractal dimension values of around 1.9
[38]. Computer simulations conﬁrmed these experimental ﬁndings. Ad-
ditionally, it has also been veriﬁed through simulations that, when the
density of the gas increases, a transition happens from ballistic to
diffusion-limited aggregation (where particle motion becomes diffusive
following Epstein diffusion) [39].
3.1.1.2. Attractive forces. Interestingly, the presence of further attractive
interactions apart from van der Waals forces may affect the clusters df.
For instance, when studying the heteroaggregation of oppositely
charged polystyrene particles, long-range attraction forces lead to frac-
tal dimensions as low as 1.2; hence, worm-like clusters were formed.
Upon increase of the ionic strength of the medium (hence screening
the opposite surface charges), more compact structures closer to the
DLCA limit were found. By properly tuning the salt concentration, it
was therefore possible to create fractal structures with very diverse
branching degrees [40].
Depletion interactions are another example of attractive interactions
often used to induce controlled self-assembly of particles [41]. Deple-
tion interactions are generated by the addition of polymers or smaller
particles to a suspension of colloidal particles. A further possibility to in-
duce depletion interactions is represented by the addition of surfactants
in concentrations larger than their critical micellar concentration. In
these cases, a somewhat counterintuitive role of the surfactants
emerges: if added beyond a certain amount, their stabilizing effect
(through adsorption on the particles to be stabilized) turns into a
strongly destabilizing effect caused by micelles-induced depletion
forces [42]. One of themost investigated systems consists of crosslinked
PMMA particles dispersed in a mixture of cis-decaline and cyclohexyl
bromide, and polystyrene chains are used as depleting agent. The mix-
ture of solvents is chosen so as to match both the refractive index and
the density of the particles. This way, van der Waals interactions and
sedimentation effects are both minimized. With depletion interactions,
both the depth and the range of attractions can be ﬁne tuned. Colloidal
particles subject to depletion interactions form clusters with fractal
dimension values depending on the range of attractive interactions. In
the case of long polymer chains, very high fractal dimension values of
about 2.4–2.6 are reported, while short polymer chains lead to the
formation of clusters with fractal dimension values similar to those of
DLCA. Intermediate polymer chains lead to intermediate values of
fractal dimensions [41].
3.1.2. Dipolar interactions
Magnetic particles experience dipolar interactions either in the
presence of a magnetic ﬁeld, which causes them to align into chain-like
structures, or, when they behave as permanent magnetic dipoles, even
in the absence of magnetic ﬁelds [43–45]. De Gennes and Pincus were
the ﬁrst to demonstrate that dipolar interactions lead to clusters with a
fractal dimension of about 1.2 [46]. Among the structures observed in
the case of magnetic particles, the presence of closed chains, so-called
loop clusters, has been demonstrated both experimentally and though
simulations [47]. Even charged particles, when subject to alternating
electric ﬁelds, develop dipolar interactions, which guide them into
Fig. 3. (a) interaction potential for DLCA (dotted line), RLCA (continuous line), and non-
DLVO RLCA (dashed line). (b) Total interaction potential highlighting the energy barrier
to be overcome in the cases of aggregation and breakage.
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chain-like structures [48]. Depending on the strength of the dipolar
interactions compared to the scrambling effect of Brownian motion,
the fractal dimension of the chains can vary between 1 and 1.2. [47].
3.1.3. Primary particle concentration
Monte Carlo studies investigating the increase in primary particle
concentration (hence in the initial occupied volume fraction φ0) report-
ed the formation of rather compact clusters, exhibiting df in DLCA regime
ranging between 1.8 (φ0→0) and 2.5 (φ0≈0.5), hence signiﬁcantly larg-
er than the typically reported values, of about 1.8. The dependency of df
on φ0 was reported to be approximately of square root type. Such an in-
crease in df was ascribed to cluster collisions occurring close to the cluster
centers rather than at their tips due to increased φ0 [49]. A similar trend
has been observed generating colloidal gels in DLCA and RLCA conditions
through Monte Carlo simulations; the gels df were shown to increase
upon increasing the initial occupied volume fraction in the range φ0=
0.01−0.08 [50]. An experimental conﬁrmation was recently reported
in the ﬁeld of antibody aggregation [51]: at larger initial protein concen-
tration, an increase in fractal dimension was observed, following the
scaling suggested by the aforementioned study [49]. In this frame,
more experimental evidences would be of help to conﬁrm if and to
which extent the observed trends hold also for other colloidal systems
and in different experimental conditions.
3.1.4. Primary particle size
Recently, another deviation from the “ideal behavior” of fractal
structures in the DLCA regimewas reported [50]. In particular, it turned
out that the fractal dimension of the formed clusters is a function of the
particle size: small primary particles (radii of about 10 nm) lead to the
commonly accepted fractal dimension df≈1.85, while larger primary
particles (radii in the order of 150−200 nm) cause fractals to be less
compact, with df values as low as 1.6. This result was obtained by revis-
ing a signiﬁcant amount of literature data involving colloidal suspension
of various types (e.g., polystyrene, silica, hematite) and performing ad
hoc experiments with differently sized polystyrene particles [50]. This
intriguing observation (of df depending on the particles radii) still
requires a theoretical explanation: it has been suggested that small
dipolar interactions could be at the root of the phenomenon, but in
the absence of a proper theoretical framework, this hypothesis could
not be conﬁrmed. A further interesting question is whether a compara-
ble situation arises in the RLCA regime or this remains a peculiarity of
DLCA aggregating clusters.
3.1.5. Primary particles polydispersity
Particle polydispersity has a signiﬁcant effect on the fractal dimen-
sion of aggregating clusters. Eggersdorfer and Pratsinis [26] showed
that a quite polydispersed colloidal suspension (with a geometric stan-
dard deviation σg→3) leads to quite open clusters with df→1.5 disre-
gardful of the aggregation regime considered (e.g., DLCA, diffusion-
limited aggregation (DLA) and ballistic particle–cluster aggregation
(BPCA)). Note that the typical df for DLCA, DLA, and BPCA are consider-
ably larger (i.e., 1.8, 2.25 and 2.81, respectively), underlining the strong
impact of polydispersity on df. Interestingly, such low df values arise
only for large enough polydispersities, whereas for rathermonodisperse
systems (σg≈1−1.5), “standard” values for df were found, as already
observed in the Monte Carlo studies of Bushell and Amal [52] for DLCA
and by Tence et al. in BPCA [53]. It should be stressed though that this
interesting dependency of df from the particles polydispersity has
been observed only in simulations, and that it would be of great interest
to seek for an experimental conﬁrmation. A further step toward the
understanding of the polydispersity relevance could be to verify if and
how this phenomenon is affected by the particle concentration,
whose increase has been reported to increase df, as discussed earlier in
paragraph 3.1.3.
3.1.6. Two-dimensional aggregation
While most of the studies on aggregation of colloids have been per-
formed on three-dimensional systems, aggregation in two dimensions
has also been investigated [54–57]. A 2-D aggregation was studied by
computer simulations in the eighties because of the lower computation-
al time required. For the ideal diffusion-limited and reaction-limited ag-
gregation, the fractal dimension values are 1.46 and 1.55, respectively
[56]. Two-dimensional aggregation has been experimentally investigat-
ed by trapping particles at interface between a liquid (usually water)
and a gas (typically air), or by drying particles on a surface [55,58].
Experimental results match the results of Monte Carlo simulations.
However, the interactions between two particles at the air–water inter-
face are highly complex. In addition to electrostatic interactions acting
on the portion of particles submerged in water, electric dipoles develop
on the portion of particle surface exposed to air [55]. Furthermore, cap-
illary forces are also acting because of the deformation of the air–water
interface caused by the presence of the particles.While the electrostatic
interactions in aqueous phase can be screened by increasing the ionic
strength, the other interactions remain relatively long-ranged.
3.1.7. Bridging ﬂocculation
Bridging ﬂocculation is a common aggregation mechanism, heavily
utilized in wastewater treatment, where ﬂocculants, very often cationic
polymers, are added to a suspension of particles to be ﬂocculated [59].
The long molecular weight polymer chains tend to attach to multiple
particles, inducing aggregation by bridging them. The clusters formed
under these conditions are open, with a fractal dimension of about
1.6–1.7, slightly lower than those found in DLCA [60]. However, in prac-
tically relevant conditions, this aggregation process is carried out in the
presence of shear, which as expected increases the density of clusters,
and therefore their fractal dimensions, to values ranging from 2.4 to
2.8, depending on the shear rate used [61]. It is generally observed
that clusters obtained from bridging ﬂocculation have lower fractal di-
mension than the one formed from their counterparts obtained by just
addition of high concentration of electrolytes under otherwise identical
conditions [62].
3.1.8. Sedimentation
Sedimentation is another mechanism affecting the structure of clus-
ters formed when colloidal particles are colloidally unstable. The effect
of sedimentation is to increase the cluster fractal dimension since large
clusters settle faster than small clusters, and then to capture them in
their motion. Monte Carlo simulations, performed under the
assumptions that clusters remain rigid and that hydrodynamic interac-
tions are negligible, showed that the fractal dimension of clusters
obtained by fully destabilized particles in the presence of gravity is
close to 2.1 [63,64]. Few experimental data are available in the literature,
which point to similar results, or even to higher fractal dimension values,
most probably due to some intrinsic restructuring of the clusters [65].
3.2. Breakage
Cluster breakage, typically occurring under shear conditions, causes
the rupture of aggregates to form two smaller-sized clusters. The energy
required for this fragmentation is a function of both the cluster structure
(i.e., its df) and the primary particles surface properties. For instance,
the energy required to break a doublet is the difference between the po-
tential primaryminimum and the stabilizationmaximum (cf. Fig. 3b) as
recently clariﬁed by Conchuir and Zaccone for DLVO potentials [66]. For
larger clusters instead, it is not merely a question of breakage energy
required but also of number of neighboring particles. In fact, re-
iterated aggregation and breakage events lead to cluster restructuring
(compacting the clusters) and increase the number of particle contacts,
therefore decreasing the breakage probability. Another view is given by
discrete element method (DEM) simulations: it was shown that under
shear, aggregates are stretched up to the point they break into
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fragments that typically relax in more compact structures, to reduce
their exposed surface to shear [67]. Notably, the df values reached in
this frame are larger than those observed in stagnant conditions
reaching values in the range of 2.4–2.7 [68]. The lower limit of such
range, i.e., df=2.4, has been recently supported through amathematical
model providing analytical predictions of the aggregate df during the
aggregation process [69].
Breakage can occur also in stagnant conditions. In these cases, one
often speaks of reversible aggregation, which is relevant in situations
where the depth of the energy minimum in which particles ﬁnd them-
selves when they aggregate is shallow [70]. Under this condition, spon-
taneous breakage of bonds might occur, thus leading to rearrangement
of clusters. Therefore, cluster with higher fractal dimensions and higher
number of nearest neighbor particles are formed. Typical values of frac-
tal dimension increase as the depth of the energy minimum decreases,
reaching values higher than 2.5 [71]. Computer simulations studies
based on Monte Carlo methods have paved the way to explain the be-
havior of such systems, before experimental data where available [38].
Experimental data on reversible aggregation are difﬁcult to obtain,
since controlling the depth of the energy barrier is not an easy task. Ex-
periments on gold nanoparticles with low concentrations of surfactants
have been performed, which conﬁrm the reversibility of the aggrega-
tion, as modeled by DLVO theory [70]. Soft particles, such as microgels,
also show similar behavior. In this case, the reversibility is due to the
soft hydrophilic polymer shell surrounding the particles. The measured
fractal dimension values of microgel clusters formed under diffusion-
limited conditions were found to be higher than those of rigid particles,
with values approaching 2.1 [71].
The aforementioned picture represents a brief description of the
breakage mechanism and its interplay with df; in the next sections the
key parameters affecting such dependency are discussed in the frame
of the most recent literature ﬁndings.
3.2.1. Interaction potential
Given that the strength of a cluster regulates its propensity to under-
go breakage (therefore affecting the cluster shape), it is clear that regu-
lating or changing the particle interaction potential, especially at low
separation distances, strongly affects the breakage process. Non-DLVO
potentials are particularly interesting in this respect, as they sometimes
lead to the absence of potential wells, thus changing the aforemen-
tioned picture. The yet unraveled interplay between potentials and
cluster structures ﬁnds here one of its practical outcomes: the non-
possibility to predict the type of breakage and thus the resulting fractal
structure for non-DLVO stabilized particles. Recent work based on
Stokesian dynamic simulations has however demonstrated that the
structure and mass distributions of fragments generated by shear-
induced breakage is virtually independent of the depth of the energy
well existing between particles in a cluster [72].
3.2.2. Shear rate, primary particle size
The cluster size history in aggregation-breakage processes is regulated
by two key non-dimensional quantities, the Peclet number (Pe) and the
Fragmentation number (Fa). Pe represents the ratio of the convective
transport rate (i.e., the shear) and the diffusive transport rate (here
represented by the particles thermal energy). Fa describes the ratio of
the viscous shear stress to the strength of the clusters. The latter quanti-
ties read
Pei; j ¼
3πηC _γRiRj Ri þ Rj
 
2kBT
ð17Þ
Faj ¼
ηC _γ
TS; j
ð18Þ
where ηC is the viscosity of the continuous phase, _γ is the shear rate, Ri the
radius of an i-sized cluster, T the temperature, kB the Boltzmann constant,
and TS the characteristic cohesive strength of the aggregate [73]. Note that
the cohesive strength is typically inversely proportional to the cluster ra-
dius, TS ∝ Rj−1 or TS ∝ Rj−0.5, according to the fragmentation mechanism
being fracture at plane or crack growth, respectively [73]. Besides the
temperature (whichwill be discussed in the next section) and the viscos-
ity of the continuous phase, deﬁned once T and φ0 are ﬁxed, two main
parameters inﬂuence both the Pe number and the Fa number: the shear
rate _γ and the cluster radius Ri. Accordingly, the interplay of aggregation
and breakage in shear depends strongly on these parameters that clearly
affect the resulting cluster df. An aggregate-stability map, discriminating
between clusters restructuring and breakup as a function of the parame-
ters df , R/a, and _γ (fractal dimension, cluster size over primary particle
radius and shear rate), has been recently presented [69]. Further efforts
in this direction, e.g., focusing on an experimental validation of these
results would be of great value.
3.2.3. Temperature
The effect of temperature on breakage is twofold: on one hand it
increases the particles thermal energy, thus increasing the breakup
likelihood (as seen for instance in the case of protein ﬁbrils) [74]. On
the other hand, a temperature increase might induce neighboring
particles in a cluster to coalesce, leading to a stronger particle–particle
bond, thus diminishing the breakup rate. These aspects will be further
discussed in Section 3.3.
3.3. Cluster coalescence
Coalescence can be referred to as liquid droplet coalescence (e.g., in
emulsions) or as particle coalescence (e.g., in polymer suspensions or
metal oxide aerosols). In the former case, when droplets are close
enough, they fuse almost instantaneously once the liquid ﬁlm (from the
continuous phase) between them has been drained and the droplet
ﬁlm is ruptured [73], thus leading to spherical particles characterized by
df=3. In the case of polymer suspensions and aerosols instead, coales-
cence occurs between adjacent particles embedded in the same cluster.
In other words, particles ﬁrst aggregate into clusters and only subse-
quently neighboring particles in the aggregate start to coalesce if they
are soft enough. This happens for polymer particleswith a glass transition
temperature (Tg) smaller than the operating temperature (TgbT), and for
metal oxide aerosolswith themelt temperature (Tm) smaller than the op-
erating one TmbT. For both polymer particles andmetal oxides, it's the in-
terplay between the characteristic time of aggregation (τA), of
coalescence (τC) and of the entire process (τP) that regulates the resulting
df of the formed clusters [75]. In particular, the characteristic times for
stagnant DLCA aggregation and coalescence are deﬁned as follows:
τC ¼ RPηPσP ð19Þ
τA ¼ 3ηC8kBTCpart ð20Þ
where RP is the particle radius, ηP is the particle viscosity, ηC is the
continuous phase viscosity,σP is the particle surface tension, T is the tem-
perature, kB is the Boltzmann constant, and Cpart the particle concentra-
tion. Introducing then the ratio of the latter two characteristic times,
N ¼ τC
τA
ð21Þ
and recalling that τPNτA (otherwise no aggregation would occur), it is
possible to identify 3 limiting situations,
i) N bb 1 complete, instantaneous coalescence occurs and the
process evolves like in a liquid/liquid dispersion
ii) N≈1 rather compact and coalesced clusters are formed
iii) N N N 1, two sub-cases have to be distinguished:
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a. τPbτC no coalescence occurs (the process is too slow) and open
clusters are formed, such as the ones described in the previous
sections
b. τPNτC coalescence occurs slowly and partially coalesced
clusters are formed after aggregation is completed, so that
eventually partially coalesced clusters are formed.
Despite the apparent simplicity of this picture, things getmuchmore
complicated when considering that these particle–particle processes
occur throughout the whole cluster, and that the cluster is potentially
undergoing also growth and breakage at the same time. A quantiﬁcation
of the characteristic time of coalescence is still far from being cluster
mass speciﬁc and does not account for the presence and role of steric
surfactant or charges relocation.
3.3.1. Direct effect
Coalescence per se, increases the fractal dimension of the clusters as
the particles belonging to one aggregate start to interpenetrate and if
sufﬁcient time is left to the system, fully spherical aggregates are
eventually retrieved [76].
3.3.2. Indirect effect
3.3.2.1. Surface rearrangement.When charge-stabilized polymeric par-
ticles undergo coalescence in an aggregate, a stabilization of the clus-
ters is observed. This is related to the coalescence extent, whose
increase causes a decrease of the clusters collision radii (therefore a
reduced aggregation rate) and a decrease in the total surface area
(decreased phase separation driving force). At the same time, a par-
tial loss of ﬁxed charges is observed at the particles surface due to
their burying in the coalesced portion of the two particles. This
means that the resulting coalesced clusters become more stable
upon coalescence, but not to the extent one would expect if all
charges were accumulating at the surface. Coalescence leads, as a
net result, to a stability gain of the system. It is therefore possible,
under appropriate conditions, to observe a switch in the aggregation
mechanism from DLCA to RLCA, leading to a corresponding change in
the clusters df [77].
3.3.2.2. Effective volume fraction and aggregation mechanism. An increase
in occupied volume fraction increases the df of DLCA aggregating,
non-coalescing particles in stagnant conditions [49], as already
discussed in Section 3.1.3. In a scenario where high-concentrated, coa-
lescing, primary particles were to aggregate, an even higher df is expect-
ed to be observed. Besides the obvious increase due to coalescence itself,
it is the large number of contact points between particles in a compact
clusters that makes the difference. An increased number of neighboring
particles guarantees a faster particle interpenetration and therefore a
faster coalescence. The same concept holds when the initially formed
clusters are obtained under aggregation regimes leading to compact
clusters. For instance, aggregates formed under ballistic particle–cluster
aggregation (BPCA, df≈2.8) will reach a fully coalesced state much
faster than clusters obtained in diffusion limited cluster aggregation
(DLCA, df≈1.8), as on average the number of nearest neighbors in the
DLCA case is much lower than in the BPCA case [76,78].
3.3.2.3. Breakup decrease due to partial coalescence. Coalescence has an
important indirect effect on the df of clusters formed under shear condi-
tions, as it changes the interplay between cluster aggregation and
breakage, described in Section 3.2. As a matter of fact polymeric parti-
cles undergoing coalescence experience an entanglement of polymeric
chains belonging to different particles, resulting in an enhanced parti-
cle–particle bond. Such link reduces the breakage likelihood and leads,
somehow surprisingly, to more open clusters as compared to non-
coalescing systems. It is worth noting that in this context, coalescence
drives the system toward a faster gelation. Only in the case of signiﬁ-
cant/full coalescence, gelation is fully prevented as the reduced break-
age is compensated by the smaller increase in occupied volume
fraction (cf. Section 4).
3.3.3. T/Tg
Coalescence extentmaybe tuned by changing the operating temper-
ature, T. In particular, by increasing T beyond Tg, the polymer particles
become softer and a more signiﬁcant coalescence takes place, while
decreasing the temperature the opposite effect is observed. Note that
in Eq. (19), the particle interfacial tension σP is less sensitive to temper-
ature than the particles viscosity ηP, thus leading to a characteristic
coalescence time, τC, which decreases with temperature.
3.3.4. Surface tension
As shown in Eq. (19), the coalescence characteristic time is also af-
fected by the particles surface tension. This parameter reﬂects the inten-
sity of the driving force toward coalescence and depends on the
particles material properties and their interaction with the surrounding
continuous phase. Hence, the particle surface composition is of para-
mount inﬂuence. It has indeed been shown experimentally [79,80]
that the type of charged surface “decoration” and dispersant composi-
tion affect signiﬁcantly the coalescence rate of fractal clusters consisting
of soft particles. Increasing the surface charge (by deprotonation ofﬁxed
carboxylic groups for example) leads to more open clusters than in
the protonated state. Such an effect has been attributed to the accumu-
lation of ﬁxed charges on the surface, limiting the coalescence rate.
These ﬁndings should encourage colloid scientists to consider the
“surface tension” of the particles as a variable that can be strongly
affected by the detailed composition of the particle surface and by
the dispersant, rather than as a constant value depending only on the
particle material.
3.4. Overview
A scheme attempting to summarize the complex variable interac-
tions discussed in this section, is shown in Fig. 4.
Fig. 4 indicates qualitatively the changes in df from the ideal case
of clusters obtained in stagnant DLCA aggregation in diluted condi-
tions as a function of various variables (increasing along the arrows
directions). In other words, when attractive forces (here electrostat-
ic ones) and primary particle size or polydispersity are increased, the
df tends to decrease. If primary particle concentration, repulsive
forces, or breakage increase, a larger df is found (while primary par-
ticles maintain their identity). On the other hand, when coalescence
occurs, an increase of df is observed alongwith “molten” clusters, and
primary particles lose their identity. Notably, the reported values of
df in Fig. 4 are limiting values and intermediate values are more typ-
ically observed. Despite the complex interplay between df and the
reported variables, fractal clusters have been proved useful in sever-
al different applications, which are outlined in Section 4. On the
other hand, as the picture is far from being complete, exciting re-
search directions and challenges still exist in this ﬁeld, as discussed
in Section 5.
4. Relevance of the fractal concept in colloid science
The fractal concept becomes of relevance in any type of process
where colloidal particles aggregate and organize in clusters. If the
concentration is high enough, the clusters start to interconnect with
one another and the colloidal system may percolate. This means that
a “super-cluster” spanning throughout the whole reactor/vessel,
i.e., changing from a nano/micro- to a macroscale, is formed. This pro-
cess is referred to as gelation and turns a “liquid-like” system into a
“gel-like” one; in other words, the viscosity of the system diverges. To
better visualize this, it is enough to recall that in any aggregating system
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the suspension viscosity progressively increases along with the
occupied volume fraction φ, deﬁned as [20]:
φ ¼
X∞
i¼1
Ni
4
3
πR3g;i ð22Þ
whereNi is the concentration of clusters of size i, while Rg ,i is their gyra-
tion radius. Note that for the system viscosity to diverge and not only in-
crease, gelation (i.e., percolation) has to occur; this happens when
φ→φcrit (e.g., φcrit=0.63 for monodisperse hard spheres in random
close packing) [81]. To appreciate the link between fractal dimension
and gelation, it is sufﬁcient to substitute Eq. (1) into Eq. (22) and
assume that the concentration of clusters of size Ni is a function of the
initial primary particle concentration N0 and the average cluster size
〈i〉, i.e., Ni≈ N0hii:
φ ∝
N0
ih i ih i
3=d f ¼ N0 ih i 3−d fð Þ=d f ð23Þ
FromEq. (23), it is clear that the fractal dimension of the aggregating
clusters regulates the gelation process: only when df=3, i.e., only when
the newly formed clusters are dense spheres, the occupied volume frac-
tion remains constant. Whenever a porous cluster with dfb3 is formed,
an increase in the occupied volume fraction is observed and when
φ→φcrit, gelation occurs.
In the most general sense, the aggregation/gelation process can be
either undesired, e.g., in industrial processes where it causes the forma-
tion of undesiredmacroscopicmaterial (e.g., coagulum), or required, for
instance when the obtained fractal clusters or the fractal gel is the
desired product, as discussed in the following sections.
4.1. Coagulum formation in industrial production units
An industrially relevant process where the aggregation of colloidal
particles and in particular their fractal dimension is critical is represent-
ed by heterogeneous polymerization (i.e., suspension or emulsion), typ-
ically conducted at high occupied volume fractions of polymer particles
(φN40%). During the reaction, the polymer particles are mechanically
stirred and are therefore exposed to shear. If the energy introduced
into the system is enough to overcome the particles repulsive barrier,
aggregation of the primary particles may occur very abruptly and in
some cases result in the percolation of the system, thus leading to the
formation of macroscopic pieces of gel or coagulum [82]. In the case of
coalescing systems, the aggregates evolve toward dense spheres
(objects having a df→3). Thisway, even if aggregation occurs to a signif-
icant extent, coagulum formation is avoided as the occupied volume
fraction and therefore the viscosity of the suspension remains constant
(cf. Eq. (23)), thus preventing percolation/gelation to occur [83].
Another example of the df impact on the operation stability of indus-
trial units, is represented by product or by-product crystallization in
microreactors, which leads to reactor clogging, of particular importance
given the small reactor diameter (in the range of 10–1000 μm) [84]. The
fractal dimension of the formed crystals plays a key role in this process
as a low df will cause a faster clogging. Environmental and operative pa-
rameters affect the crystal shape. For instance, it is known that low super-
saturation drives the df toward low values, while high supersaturation
results in rather compact crystal structures [85]. Similar considerations
hold also in the industrial production of protein-based drugs. The
undesired aggregation of therapeutic proteins, which can lead to different
aggregate morphologies, is a major issue that may compromise produc-
tivity, and drug safety and efﬁcacy [86].
Another scenario where aggregates may cause severe issues is the
transportation ofmethane in deep sea pipelines. In the typical operating
conditions (about 200 atm and 2–6 °C), ice-like solids trap methane
molecules forming the so-called clathrate hydrates [87]. Such hydrates
can aggregate and lead to the clogging and rupture of the pipeline,
with an obvious drastic ecological and economical aftermath [88].
4.2. Impact of fractals on material properties
By taking advantage of the fractal structure of the clusters formed by
aggregation, it is possible to develop structuredmaterials from colloidal
suspensions [24]. This approach gives the possibility to functionalize
small and well controllable “building blocks” (e.g., the primary parti-
cles) and use them for the build-up ofmore complex structures through
a controlled aggregation or gelation process. In a more general sense,
fractal structures strongly affect material properties; in this section,
the importance of controlling the fractal dimension of such aggregates
is brieﬂy sketched with reference to some relevant application ﬁelds.
Fig. 4. Variables affecting the cluster structure and the corresponding fractal dimension.
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4.2.1. Chromatography stationary phases
Chromatography packingmaterials are required to have a very large
surface area and speciﬁc surface properties according to the separation
to be carried out. A process named reactive gelation [89] allows the
preparation of such materials in 3 steps: (1) synthesis of nanoparticles
functionalized with the desired moiety, (2) destabilization of the
nanoparticles through salt addition forming a weak gel, (3) post-
polymerization of the obtained gel by addition ofmonomer and initiator
to increase the gel “strength.” Controlling the fractal dimension of the
obtained gel is a property of key importance: a low fractal dimension
implies a large surface area and therefore better separation efﬁciency,
while fulﬁlling the condition of a low backpressure. This procedure
has been recently shown to provide materials with sufﬁciently
large macroporority to allow perfusive convective ﬂow, a property of
particular interest for chromatographic protein puriﬁcation. By taking
advantage of the open fractal structure, when considering a column
packedwith this material, the convective ﬂow goes within the particles.
This reduces the diffusion path that the adsorbate have to cover from
the particle site to the pore size, i.e., by a factor of about 102. This has
an obvious impact on the efﬁciency and therefore on the economics of
the separation process [90].
4.2.2. Filtration enhancement
Another type of separation is ﬁltration, where solid particles are
separated from the liquid phase they are suspended in. To enhance
this process, the suspended particles are typically destabilized in order
to form aggregates with an improved sedimentation rate and ﬁltration
ease as compared to the primary particles. In this frame, it would be
desirable to obtain rather compact aggregates (df→3), as such clusters
exhibit a lower drag (and hence a faster sedimentation) as compared
to their equally sized, more open counterparts. For this, an increased
cluster compactness (i.e., with a larger df) is typically obtained by
destabilizing the system in the presence of shear forces [91].
4.2.3. Heat exchangers and insulating materials
The addition of solid particles to a ﬂuid is known to affect its thermal
transport properties. For example, this strategy has been recently im-
plemented in heat exchanger devices, by adding an aqueous suspension
of colloidal silica so as to obtain a stable system, ranging from the fully
dispersed state up to the colloidal gel one, leading to improvements of
the thermal conductivity up to 20% [92]. In this frame, open clusters
(having low df) should allow a faster transport of the heat when
compared to their equally sized, more compact counterparts, as a
more direct heat ﬂow through the clusters occurs.
Interestingly, using silica-based materials with a colloidal fractal
structure, it is possible to achieve also a reduction of the heat transfer,
relevant to the production of insulationmaterials. A well-known strate-
gy in this sense involves silica aerogels, whose very low conductivity
(0.012–0.020 W/m/K) is strictly connected to their high porosity
(N90%) (corresponding to a low df), low density (80–200 kg/m3), pore
structure and small pore size, allowing them to be employed as super-
insulators [93].
4.2.4. Superhydrophobic surfaces
A recent application of fractal aggregates has beenproposed byDeng
et al. [94], who used soot aggregates generated by the combustion of a
candle to render surfaces superamphiphobic. The superamphiphobicity
is due to the intrinsic fractal structure generated by the combustion
process, coupled to the hydrophobized silica coating that the authors
deposed on this surface. The fractal structure helps creating tiny air
pockets, which render unfavorable the penetration of a liquid, thus
rendering the surface non-wettable by both water and oil.
4.2.5. Food products
Fractal structures are relevant also in the food industry, where pro-
tein aggregates are often employed to tune the viscosity of products.
In particular, ﬁbrillary like aggregates (df→1) signiﬁcantly increase
the viscosity of the suspension even at low protein volume fractions,
while dense spherical aggregates (df→3) have a smaller impact on vis-
cosity even at higher volume fractions [95]. Moreover, the same protein
can lead to different structures (i.e., rods, spheres or branched, ﬂexible
strands) according to the environmental conditions employed (pH,
ionic strength, protein concentration), as in the case of thewhey protein
isolate or beta-lactoglobulin [96]. Controlling size and shape of protein
aggregates is of key importance as for instance the presence of
micron-sized globular aggregates results in a coarse mouth feeling
texture [95].
4.2.6. Biomaterials
The possibility of employing protein aggregates as biomaterials has
been considered due to the intriguing combination of biocompatibility
and mechanical properties they exhibit [97,98]. A relevant example in
this sense is the silk protein sericin,whose self-assembly can bedirected
toward objects having different fractality (such as nanoﬁbrils, hydrogels
or ﬁlms) by properly changing environmental (i.e., solvent) conditions
[99]. Given a good control on the aggregate structure, it can be envis-
aged how different classes of protein-based biomaterials will represent
an interesting direction for both research and industrial applications.
5. Possible research directions and challenges
5.1. Link between colloidal dispersion and fractal dimension
Key question: Which operating parameter combination (particles size,
surface properties, occupied volume fraction, shear, etc.) leads to which
fractal dimension?
The fractal structure obtained from a monodisperse colloidal
suspension is a function of several operational and particle-related
parameters, as discussed in Section 3. Despite the impact of some of
these variables is well known, their interplay is rather complex and
not fully explored. For instance, increasing the occupied volume fraction
increases the df, whereas screening the electrostatic interactions upon
salt addition typically reduces df. The question would then be in which
conditions does one or the other phenomenon prevail and to which
extent. A more quantitative link between the suspension properties
and the resulting fractal structure would be of great help to design
materials with porosity tailored for speciﬁc applications. Such a link is
still not understood also in the case of protein structures, characterized
by an even higher degree of complexity as compared to the classical
colloidal particles, as it appears immediately obvious when considering
hydrophobic patches, secondary and tertiary structure, denaturation, etc.
5.2. Link between nanoscale and macroscale properties
Key question:Which are the physical properties (e.g., thermal conduc-
tivity, mechanical resistance, etc.) of a given fractal cluster?
The idea of creating macroscopic materials starting from smaller
“building blocks” is indeed a fascinating idea and a few examples are
found in the literature [89,100]. In this respect, there are still several
conceptual points that are worth investigating, such as for example, es-
tablishing the link between the nanoscale properties (of the nanoparti-
cles used as building blocks) with the macroscopic objects (created
starting from those nanoparticles). For instance, it would be desirable
to predict the conductivity or the mechanical resistance of a cluster
given its fractal dimension. In this context, of course whether or not
the primary particles percolate at the scale of the macroscopic object
plays a fundamental role.
5.3. Fractal dimension in heteroaggregation
Key question: Which is the fractal dimension resulting from the
stagnant and shear heteroaggregation?
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Fractal clusters exhibitingmultiple properties (e.g., conductivity and
mechanical stability) can be prepared employing two (ormore) distinct
types of colloidal particles in a heteroaggregation process. The different
colloidal particles usually differ in terms of chemical composition, size,
and surface properties. While there is a relative clarity in terms of how
to deal with the interaction potential of two different types of particles
[101,102], the effect of particle size on the fractal dimension of hetero-
clusters is less explored, with some noteworthy exceptions [26]. On
the other hand, there are very limited experimental insights in this
sense, whereas it would be interesting to explore the fractal dimension
of clusters obtained in binary aggregation in both stagnant and shear
condition. Shear-induced aggregation especially is a very promising
methodology to produce the aforementioned hetero-materials in an eco-
nomically and industrially feasible way. This would in fact provide a tool
where different materials (organic and inorganic) could be mixed at the
nanoscale in the form of suspensions and later aggregated in fractal clus-
ters made of different materials. This would represent an alternative to
the current extrusion processes where the different materials are forced
to mix by introducing energy to the system through heat and shear. In
this case entropywould be used tomix colloidal suspensions. In this con-
text, of speciﬁc interest is again the fractal geometry and its ability to cre-
ate percolating structures. An interesting result in this direction has been
reported by Varrato et al. in demonstrating the possibility of creating bi-
gels structures using DNA [103].
5.4. Anisotropic particles
Key questions: How is anisotropy (in terms of shape and surface
properties) affecting the aggregate structure?Which anisotropic particles
can be used as a reliable model systems for protein aggregation?
Particles exhibiting any degree of asymmetry, may this be in shape,
surface (e.g., presence of patches), complex architectures (e.g., Janus
particles), or in compartmentalization (e.g., core-shell particles) are
termed anisotropic [104]. Notably, the aggregation of anisotropic parti-
cles is extremely complex and requires the consideration of additional
parameters otherwise typically ignored, such as the aspect ratio,
whose increase was shown to lead to an increase in fractal dimension
[105]. On the other hand, provided that these particles are properly syn-
thesized, very well-deﬁned and peculiar structures can be obtained
from their aggregation, opening up interesting possibilities for the prep-
aration of materials [106]. Moreover, studying the clustering of such
anisotropic particles might shed light on the behavior of other complex
systems; the aggregation of patchy spheresmight for instance be a good
model system for investigating protein aggregation, able to mimic and
possibly explain the role of the hydrophobic/hydrophilic protein
domains.
6. Closing comment
A future where fractal structures can be designed by controlling
aggregation with a nanometer precision is probably still far, but the
times are mature for deepening the underlying physical understanding
and the available degrees of freedom, in a view to control and tune
cluster fractality. This in fact has the potential to change our way to
think, create and produce new structured materials.
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