ABSTRACT With the prevalence of smart devices, such as smart phones, wearable equipments, and infrastructures, location-based service (LBS) has thrived in our daily life. In those practical LBS applications, group detection and tracking is a context-related research field in many scenarios, such as school yard, office building, shopping mall and so on. In this paper, we heuristically develop a temporal-spatial method for clustering and locating the groups, and then leverage a CRF-based event detection mechanism to improve the performance of recognizing contextual behaviors. The experimental results demonstrate that our system can achieve an impressive accuracy and precision of grouping and tracking.
I. INTRODUCTION
With the development of mobile computing technology, location-based service (LBS) has become more and more requiring in our daily life. Users, equipped with smart devices, such as smartphone, wristband, smartwatch, can locate themselves in many indoor scenarios, like office building, shopping mall, airport terminal and railway station. In the past two decades, indoor localization has prospered in both academia and industry. However, under some practical circumstances, to be aware of only one user's status is not enough [1] , [2] . In a crowded environment, multiple users change their grouping patterns over time. Therefore, pedestrian group detection and tracking have more prospects to provide more realistic services [3] .
A pedestrian group means several people gather nearby and share similar routes. Group detection and tracking problem includes two research areas: (1) to identify human groups in a specified environment, and (2) to analyze user behavior in the group according to the grouping results.
In recent years, there is a variety of research works when the issue comes to group-related problems. Most of them focused on outdoor applications [4] at first, until [5] brought this topic into indoor scenarios, especially in the commercial field. These works all achieve a considerable accuracy in flock detection [6] , behavior analysis [7] , and group monitoring [8] with the help of spatio-temporal techniques. It seems reasonable to do the spatial clustering before forming the temporal sequences, but it also ignores some valuable characters in temporal-spatial methods. It remains a research challenge to take advantages of clustering the temporal features before spatial ones.
A typical application in indoor scenario is described as follows: on the customer side, a bunch of people are strolling in a shopping mall, for example in Figure 1 , and they all receive the discount message at the same time, says, ''buy 2 tickets and get 1 extra'' after our Groupon system identifies them as a group; on the business side, they can accurately obtain the ''who's with who''tip and push their coupon messages to possible buyers. In this way, traders get more visit-and-buys with the help of pushing accurate sales-off information to potential customers, and customers belonging to one group get more recommendation about discounts which they are all interested in as a group.
In this paper, we propose Groupon, a group-oriented detection and tracking system implemented on off-the-shelf smartphones. We acquire the inspiration of a well-known company, Groupon. The name derives from the combination of group and coupon, meaning coupons for groups. This application is mainly for the indoor business, so our experiments are processed in indoor scenarios for now. There are two main modules: group recognition and group tracking. First, the gathered sensor data are processed into meta trajectories and absolute positions. The main idea for this module is to calculate the relative similarity between each trajectory using Least Median Square (LMS) fit [9] algorithm, and according to the similarity and absolute positions, the groups are parted and the users are located. Second, using absolute locations as spatial feature and meta trajectories as temporal feature, a Conditional Random Field (CRF)-based event detection algorithm is devised to analyze the group behavior, such as forming, dissolving and following. So far, the group detection and tracking system can be built on smart devices for business use. To evaluate our design, we implement a prototype system on Android OS using various brands of mobile phones and execute a series of experiments. The results demonstrate that the group localization can achieve a submeter accuracy and the precision of group detection is around 85%.
We summarize our contribution as follows: -We introduce a novel idea of meta trajectory and relative relation for grouping. They together provide the temporal features including the users' mean velocity and the relative similarity of their trajectories, with the help of Kalman filter and LMS fit. We use the temporalspatial clustering for the group classification problem to improve the accuracy. -We develop a CRF-based event detection approach to analyze the group behavior. Different from preceding work using time-lag method [7] , Groupon leverages CRF technique to train and identify the group behavior, i.e. forming, dissolving and following, for the real-world deployment.
-The implemented framework achieves a higher accuracy and precision for both localization and pedestrian grouping. Groupon can be fitted to other LBS services by adding group element in them. The rest of this paper is organized as follows. Section II reviews the related literature. We introduce the system design of Groupon in Section III. In Section IV, we propose a novel temporal-spatial grouping scheme for locating. CRF-based event detection algorithm is detailed in Section V. We discuss the system performance and state the limitations and possible future work in Section VI. In the last Section VII, we conclude the whole paper.
II. RELATED WORK
Group detection and tracking has drawn more and more attention these years. In 2005, Kang [10] emphasized the notion of the important place in a semantic way, and clustered users according to the residence time on one spot by a timebased clustering method. It is a early version of the spatiotemporal architecture. After that, Jensen [11] used disk-like data structure to describe the split-and-merge event of moving objects on the basis of previous works on clustering groups. In 2011, Wirz [4] focused on the detection of the flock pattern of pedestrians using arbitrary shape instead of the disc-like shape, which expanded the scale of grouping problems and brought the notion of flock into the research area. Since 2012, Kjaergaard's team examined the pedestrian flocks in [5] - [7] . They first detected pedestrian flocks by the fusion of multi-modal sensors in smartphones, and then developed a time-lag method for detecting following and leadership behavior of pedestrians. Their successive works proposed an average accuracy of flock detection up to 85%, which made an impressive effect on real-world implementations. In the following works [8] , [12] , [13] , researchers added more collaborative context information into the grouping problem, and tackled locating, navigating and monitoring scenarios. Among these works, we mainly follow the idea of Kjaergaard's et al. 's [5] - [7] , using off-the-shelf sensors (accelerometer, gyroscope, compass), devices (smartphones, pad) and machine learning algorithm to solve the group detection and tracking problem. Different from the spatio-temporal technique Kjaergaard's team brought up, our system focus on the temporal feature first, and then the spatial one. The merit of this design is to put the relative relation between users' meta trajectories to great use. Therefore, it comes to a better performance in group detection. Accordingly, with the help of CRF, we can also analyze the group behavior in the context.
III. SYSTEM OVERVIEW
In this section, we present the system architecture of Groupon. As shown in Figure 2 , Groupon consists of two parts, the server and the client. The client collects multisensor data including WiFi Received Signal Strength (RSS), accelerometer, gyroscope and compass from users' smartphones and transfer them to the server. The server consists of two working modules: temporal-spatial grouping and event detection. Finally, the calculated results are sent back to the client and displayed on the mobile devices.
First, let us see the temporal-spatial grouping. Smartphones' accelerometer and gyroscope data are used to estimate the forward speed and rotational angular. Then, the results multiplied by the specific period of time equals to the displacement and direction, respectively. It is worth mentioning that the user's trajectory formed by the displacement and direction in a suitable time window (at least 10 seconds based on actual conditions) is called the meta trajectory in this work. These meta trajectories are clustered according to the similarity calculated by the least median square (LMS) fit. At the same time, users' absolute positions are generated by WiFi fingerprinting technique. So far, with the aid of Trail [14] , the system finishes the grouping and locating work roughly. It is worth mentioning that the leverage of meta trajectories is treated as the temporal grouping component. The similarity between these meta trajectories is time-related, and their shapes are the key feature used for the temporal grouping work. WiFi fingerprinting method is for the absolute Second, for the event detection, using relative trajectories as the temporal feature and absolute locations as the spatial feature, we design a CRF-based event detection mechanism for the grouping and tracking in order to adapt the real-world application scenario. This part will be detailed in Section V.
The grouping results are transferred back to the users and the business owners. Users can get the locations of themselves and their friends, as a group. They usually leverage this information for interesting activities, like sales promotion, discounts and coupons for groups. The business side can push their messages to the right groups. By analyzing the group behaviour, our system may get a better understanding of human activity for future works.
IV. TEMPORAL-SPATIAL GROUPING
In this section, we heuristically bring up a temporal-spatial grouping method to adapt the social scenarios. We will elaborate the method as shown in Figure 3 in the following parts.
A. GROUP DEFINITION
In this part, we give a specific definition of group as used throughout this paper. The description is in the light of the notion of pedestrian flock [4] and the idea of moving cluster [15] . A pedestrian group G is a moving cluster that exists for the duration t with n individuals, where t and n differ according to the actual situation.
In the continual timing sequence, the distance of multiple targets is close. Targets in a group have the same rate and direction of motion, and their spatial structure is stable, we consider these targets as a group.
B. MULTI-SENSOR TEMPORAL FUSION
Having gathered sensor data from smartphones, we can fuse them to generate the meta trajectory. The accelerometer, gyroscope and compass are used in this part for the displacement measuring and direction pointing.
First, we leverage the Kalman filter for mean velocity estimation [14] . Different from the direct method obtaining the displacement by integrating the forward acceleration twice, we estimate the mean velocity of the user to avoid the accumulative error and enhance the accuracy. We can easily get the noisy acceleration of y axis (forward direction, denoted by accY ), and then leverage it to estimate walking velocity using Kalman filter. The acceleration of z axis (vertical direction, denoted by accZ ) is also adopted for displacement measurement. σ a is the average velocity in one step. v 0 = σ a · t and b = v 0 /variance are the final parameters for the Kalman calculation operation. R k = sin 2 (σ a ) is used as Kalman gain for the correction in the iteration. As we know, Kalman filter can work well when the system is linear [16] , [17] , and the user motion can be treated as linear [18] , [19] in this paper. Kalman filter consists of two models, state model and measurement model. User motion as state model and accelerometer data structure as measurement model, the update operation is processed following the standard filter iteration. The parameters in the Kalman filter expression are listed in Table 1 .
Second, we use both compass and gyroscope sensor to determine the direction of the user motion. Although the gyroscope only can estimate the turning angle [14] for meta trajectory along with the displacement calculated before, compass data is introduced into the algorithm to fix the accumulative error. The unit of one step is defined as the meta trajectory. In one partition, the displacement and the turning angle are used to sketch the moving trajectory in the Cartesian coordinate. The compass data are extra in this part, and they are added into the meta trajectory process once a step trajectory is generated. The high sampling frequency is an essential variable to the quality of meta trajectory.
C. LMS-BASED TWINING USING META TRAJECTORY
We now have the meta trajectories of multiple users, and then we calculate the similarity of each meta trajectory using Least Median Square (LMS) twining. The robustness of LMS fit can preserve the rigid core [20] well, so the similarity degree can actually represent the likeness of the shape. M = (m 1 , m 2 , ..., m N ) and A = (u 1 , u 2 , ..., u N ) are two sets of spots from different users respectively, where N is the number of points. Our aim is to calculate the alike degree with the percentage between each two trajectories by finding an optimal transformation V composed of translation, scaling and rotation, which minimizes the median distance if the residuals defined as follows:
Lest Square (LS) fit is an ordinary beginning in LMS twining. We adopt Horn's method [21] , [22] to solve LS fit and get the rotation matrix V for each step. Our problem here is to find the transformation
where m l ∈ L, m a is the transformed point in absolute coordinate system, s is a scale factor, t is the translational offset, R(m l ) is the rotated vector, and m i = m x,i + im y,i , u i = u x,i + iu y,i are the complex number form of each point.
Our aim in this paragraph is to minimize the sum of squares of the residual errors
where u a i ∈ A and e i is the difference between u a i and m a i . RANdom SAmple Consensus (RANSAC) technique is an effective way to solve Eqn. (1) . After the RANSAC select k point pairs randomly in both point sets, LS translation, scaling and rotation procedures are executed repeatedly until all the remaining N − k points are included. The above steps are repeated M times to generate M transformation candidates, in which we specify the transformation V with minimal median value as the final result.
To avoid fixed variables in RANSAC, the forward search algorithm is introduced to search a small subset using LMS first and then iteratively updating it by adding an eligible point at a time. Forward search algorithm here is more efficient for our real-time demand. With all these means together, the LMS twining algorithm is explained in Algorithm 1.
With the help of the robustness of LMS fit in preserving the rigid core, we can provide a precise temporal relation of meta trajectories. The users with a similar route shape are treated as a relative cluster as shown in Figure 8 . Besides, the LMS fit has a better performance than the LS algorithm in the shaperelated problem [14] , [20] .
D. SPATIAL CLUSTERING
Absolute positions consist of the points we locate using the WiFi fingerprinting technique during the interval. We refer to the approach in [14] and adjust it to ours by finding the least distance between the experimental vector and a vector from the WiFi fingerprint database. As the groups are moving, we record the sensor data and RSS samples of each obtainable AP. Let the pre-recorded and online fingerprint sets in the fingerprint database and experimental data record be F = (f 1 , f 2 , ..., f n ) and F = (f 1 , f 2 , ..., f n ), respectively. As generally admitted, the RSS value under -90dB is too fluctuant to be reliable. Besides, the higher the RSS is, the more featured information it takes. We assign another constraint to the f i , that is to say, in our formula, high RSS value weighs much [14] . We leverage the modified Euclidean distance D to calculate the dissimilarity between F and F ,
where w i = (RSS i + 100)/100. Having the relative clusters by processing temporal features, we still need users' physical locations for spatial clustering in real-world applications. The raw clusters acquired in the previous subsection are the final groups only when they are close to each other according to the spatial semantics. The distance is calculated using Euclidean distance between their geometry centers [23] of clusters. At this point, the temporal-spatial grouping is completed.
V. CRF-BASED EVENT DETECTION
Previous process has identified and located the pedestrian groups. In this section, we analyze the group behavior, such as forming, dissolving and following, using CRF-based event detection.
A. CRF METHOD
The multi-sensor and multi-user data collected and calculated in the previous section constitute the state space of the Conditional Random Field (CRF). We now introduce the set of features used by Groupon.
A feature function f i indicates the degree to which observations Z support the belief about two consecutive states (S t−1 and S t ) [24] . The inertial observation Z in t has two components: the displacement Z l t according to the mean velocity and the rotational angle Z θ t of meta trajectory. The second feature function uses the RSS strength observations. The degree of similarity is taken into account in the third feature function. The CRF model used by Groupon combines the three features above into a potential function j (S j−1 , S j , Z , j), which is computed as the exponentiated function of their weighted sum. It is worth to mention that in practice the following training step can be skipped and equal weights can be assigned to the three features above.
The first feature supports the system by Eqn. (3) as follows:
where I (S t−1 , S t ) is an indicator function equal to 1 when states S t−1 and S t are connected and 0 otherwise. f θ 1 and f l 1 are two functions relating to the angle and displacement acquired from Section IV-B, respectively. The function f θ 1 is given as
where 2σ 2 θ is the heading variance of the observation Z θ t . The second feature function uses the RSS values to constrain the group states instead of state transitions. The function is formed as follows:
in which the observation Z RSS t is the estimated mean µ t and covariance t of the groups' current positions calculated by RSS fingerprint sets. This feature measures the negative squared Mahalanobis distance between the RSS-based location estimate and the state.
The purpose of the third feature is to handle correlations in meta trajectory similarity in a recent time window. It measures how well the similarity degree supports the transition VOLUME 4, 2016 between states S t−1 and S t :
where S MLE t is the maximum likelihood estimate (MLE) of the state at time t taking into account all measurement from 0 to t.
The CRF model is suitable for us because it is not constrained only to use the features above. Thus, we can leverage other possible features to be fused in the flexible CRF model.
B. TRAINING FOR FEATURE WEIGHTS
In many scenarios where CRFs are applied, the freedom of being able to define a number of different features comes at the cost of needing to estimate their weights. This step training material T , which consists of one or more true trajectories, paired with respective sequences of sensor observations. The weights of CRFs are calculted by maximising the log-likelihood on the training material T , including the mean velocity, rotational angle, absolute position and similarity of meta trajectories.
The goal of the training is to generate the feature weights in order to support the training data by the features. However, according to the statement in [24] , it is not necessary to tune the weights from training data if the variances of measurements are well defined.
C. INFERENCE FOR EVENT DETECTION
Following event is just like the formation target tracking maintenance [23] , which can choose the minimum bounding rectangle and the minimum circumscribed circle of formation or the geometry center of the smallest closures and use the geometric center tracking method to track and maintain formations. After group forming, we can amend the geometric center of the group. Because when a new target enters, this connection area of group target will change. When groups fall apart, the dissolving event happens.
The final step is to find the forming, dissolving and following events E by solving the optimisation problem using the Viterbi algorithm. The Viterbi algorithm offers the iterative solution with a time complexity of O(|E| 2 T ), where T is the length of the meta trajectory and |E| the number of events. We set several thresholds for the variables in feature functions to determine the three events. Group forming is detected when the temporal-spatial cluster is generated by the means described in Section IV. When the mean velocity, turning angle, absolute location and similarity of meta trajectory all remain steady, the group behavior is treated as following event. Other than these two scenarios, the group is dissolved.
The Maximum Entropy Model gives that with incomplete knowledge of the probability distribution p(S|Z ), the only unbiased estimate is a distribution that is uniform given training data. In our application, the input is a vector of observations Z = {Z 0 , ..., Z T }, and the goal is to predict a vector of latent variables S = {S 0 , ..., S T } given input Z , and p is the set of all models consistent with the training material. It requires solving the following optimisation problem:
where we can leverage the Viterbi algorithm to complete the iteration efficiently.
To be more specific, the process is similar to the ForwardBackward algorithm using the maximization instead of summing operation in each meta trajectory. For each iteration, we measure the highest score within the group at time t:
At this point, we are able to tell which group a user belongs to and what the group's event is, by means of the CRF algorithm.
VI. EVALUATION
Comparison Baseline: The baseline of the spatial method is to place users into groups by clustering their absolute positions. They utilize acceleration and compass measurements from mobile phones loosely worn in the pocket compared to dedicated sensors firmly attached at a stationary position [6] . We use this spatial clustering method for our comparative evaluation baseline.
Implementation Setup: We evaluate our algorithm in a shopping mall and a museum as shown in Figure 5 with the data from 20 users. The shopping mall is a multi-storey building and crowded with people that construct our groups. Our participants vary from genders, ages and heights. During the tests, the pedestrians all held the smartphones with different brands and walked along specific routes prepared as ground truth. In the training phase, we alter weights for the various features. The training is neither critical to the final performance, nor affected by different environments. We first measure the meta trajectory precision and the localization accuracy, and then we come to the grouping and event detection effectiveness analysis.
A. META TRAJECTORY AND LOCALIZATION PRECISION
We test 21 traces from 3 random users with various velocities and directions to analyze the meta trajectory accuracy. We can get a mean velocity error of 1.7m/s, and a turning angle error of 5 • , which are competitive in inertial-based localization methods. Then we turn to the localization accuracy of the coordinate transformation algorithm in Groupon. Groupon can achieve a sub-meter accuracy with smartphones. The mean velocity error and locating error are depicted in Figure 4 . Since this part of experiment is detailed in Trail [14] , the repetitious details need not be given here.
B. GROUPING ACCURACY
Following the criteria in [6] , we examine how well an individual is assigned to the correct group. F-measure, where F = 2 · precision·recall precision+recall , is used to calculate the precision and recall comparing each possible group to the most similar ground truth. Figure 6 shows that our temporal-spatial method has around 50% improvement in accuracy to the spatial method only. The results also indicate that our temporal-spatial grouping method is valid in this scenario comparing with the spatio-temporal one [6] .
Comparing with traditional clustering methods such as k-means, our grouping scheme based on LMS twining using meta trajectory is adept at maintaining the core conformation in the superposition process. K-means method usually deals with point datasets, but in our case meta trajectories are treated as a bunch of flexible bodies whose similarity between VOLUME 4, 2016 each other can be measured using LMS fit superposition elaborated in [20] .
Another factor that influences the grouping performance is the meta trajectory unit. We describe the unit according to the time during which the meta trajectory forms. As shown in Figure 6 , when the unit is too small, our algorithm cannot tell between meta trajectory shapes. For this reason, we set the unit time over 10 seconds in order to gain a competitive accuracy. The longer the unit time is, the better grouping accuracy we can achieve. Taking the execution delay into account, we have no intention of using any longer unit time. 
C. EVENT DETECTION ACCURACY
By leveraging standard CRF performance criteria, we evaluate the event detection accuracy in Figure 7 . Three events, forming, dissolving and following, are tested in this subsection. Users in our experiment are walking in 3 groups during the test. We analyze the event happened on each user for the accuracy measurement, and also the user event represents the group event it belongs. At the beginning, three groups formed together. Then, group1 dissolved from group2 and group3 while group2 and group3 follow each other. In the next phase, group2 dissolved from group3 and meanwhile group1 and group3 formed as one for a short time window. At last, group1 dissolved from group3. In general, there are 20+15 forming events, 15+15 following events, and 5+5 dissolving events in Figure 8 . The results show that Groupon is accurate in distinguishing the forming, dissolving and following events of pedestrian groups in Figure 1 . With different features used, the accuracy varies. For a single feature, the trajectory similarity gives the best precision compared with acceleration, gyroscope, compass and position. The more features we use, the more resources our devices consume. When an application demands more accuracy than resource consumption, we can leverage more sensors into the algorithm. On the other hand, we should take a balanced compromise. Experiment results of Groupon system: 1) 0m is the initial forming point; 2) group1 dissolved from group2 and group3 while group2 and group3 follow each other from 0m to 5m; 3) group2 dissolved from group3 and meanwhile group1 and group3 formed as one from 5m to 7m; 4) group1 dissolved from group3 from 8m.
The combination of all the features has the highest percentage over 90% in discriminating events, which is functional for practical applications, as shown in Figure 8 .
D. LIMITATION AND FUTURE WORK
We implemented the Groupon on Android OS, supporting acceleration, angular velocity and RSS data collection. The accelerometer and gyroscope are of 50Hz and 800Hz frequency, respectively, and the WiFi signals are scanned twice per second. In our Groupon prototype, the sampling rate is set to follow the WiFi signal receiving module for the consideration of energy cost and computation complexity [25] - [29] . Although our prototype is effective for group detection and tracking, meta trajectory is generated step by step which may lead to a less proper source to the relative relation algorithm. In the future, we can improve our system by considering the posture of devices, setting more proper parameters for CRF, and trying the best timing to add spatial features to the temporal ones. The localization performance in museum environment is better than in the shopping mall as shown in Table 2 , because the WiFi-fingerprinting-based method is more suitable for a divided environment. As for the event detection, our limitation lies in the application scenario when the groups are all twining together. In this case, we should propose a more delicate definition of groups and events for further work. The core idea of our algorithm does not depend on any specific environment or dataset, which is easy to implement and scale. In this way, Groupon will have a higher accuracy in estimation and broader application prospects as we can leverage more effective features and techniques for commercialization.
VII. CONCLUSION
In this paper, we have developed a novel temporal-spatial method for pedestrian grouping and a CRF-based event detection technique for contextual behavior recognition. On this basis, our system can acquire fine-grained localization and effective grouping results. To explore the feasibility of our approach, we implemented a prototype in a shopping mall and a museum. The scenario is not limited since our algorithm has an environment-independent scalability. The experiment results show that it can achieve a satisfactory accuracy, suggesting its promising utilization in reality.
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