The rate of B-violation in the standard model at finite temperature is closely related to the diffusion rate Γ of Chern-Simons number. We compute this rate for m H ≈ m W in the classical approximation in an effective SU(2)-Higgs model, using Krasnitz's algorithm. The parameters in the effective hamiltonian are determined by comparison with dimensional reduction. In the high temperature phase we find Γ/V (α W T ) 4 ≈ 1, neglecting a finite renormalization. In the low temperature phase near the transition we find the rate to be much larger than might be expected from previous analytic calculations based on the sphaleron.
Introduction
Fermion number is not conserved in the standard model of elementary particle interactions, because of the anomaly in the divergence of the B + L current. This leads to a rate Γ of fermion number violation which plays an important role in theories of baryogenesis [1, 2] . In the approximation of taking into account only the SU(2) contribution to the anomaly, Γ can be identified from the diffusive behavior of the 'topological susceptibility' at large (real) times [3] ,
Here F is the SU(2) field strength and the bracket in (1) denotes the expectation value at temperature T . For temperatures below the electroweak phase transition, analytic calculations based on the sphaleron solution lead an expression which may be summarized in the form [4, 5, 6] 
where V is the volume, α W = g 2 /4π is the SU(2) gauge coupling, λ 3 /g 2 3 ≈ λ/g 2 ≈ m 2 H /8m 2 W is a coupling ratio in the 3D dimensionally reduced theory and E s (T ) is the temperature dependent sphaleron energy. The effect of the fermions enters mainly in the relation of the 3D couplings to the original 4D standard model [7] (see also [8] ).
For high temperatures above the phase transition, dimensional reasoning leads to the form (3) with κ roughly temperature independent [1, 2] (a logarithmic dependence may still be present). An analytic estimate κ ≈ 0.01 was carried out in [9] .
The rate Γ defined by (1) is a nonperturbative quantity and it is important to check analytic calculations by numerical simulation. This is well-known to be difficult since the effective Boltzmann factor in real time processes is complex: in the temporal gauge A 0 = 0 we can write 
where N CS is the Chern-Simons number and the trace is over states in Hilbert space satisfying the Gauss constraint. To cope with the complex weights a classical approximation has been introduced in [10] and tested on the abelianHiggs model in 1+1 dimensions [11] , using the microcanonical ensemble. Subsequent computations used Langevin methods [12, 13] and the canonical ensemble [14, 15, 16] . In these computations the quantum mechanical expectation value (6) is replaced by a classical expression,
where ϕ and π denote generic canonical variables and δ(G) enforces the classical Gauss constraint. Furthermore, ϕ(t) and π(t) are solutions of Hamilton's equations with hamiltonian H eff and initial conditions ϕ(0) = ϕ, π(0) = π. The classical partition function is still a functional integral over all ϕ(x) and π(x) and needs regularization. In the numerical simulations this is provided by a lattice.
In the abelian-Higgs model the numerical results agree with the analytical sphaleron-type calculations in the low temperature regime [14, 15] . In the high temperature regime the rate appears to follow the 1+1 dimensional analogue of (3) with temperature independent κ, which depends, however, on the lattice spacing [16] (see also [15] ). As emphasized in [16] , such a lattice spacing dependence should be cancelled by a corresponding dependence in the hamiltonian H eff , which is to be an effective hamiltonian appropriate for the lattice used.
In the realistic 3+1 dimensional case of the SU(2)-Higgs model, exploratory simulations have been carried out in [17] . The incorporation of the Gauss constraint has been a source of uncertainty in the nonabelian case. Recently, a solution to the problem has been presented [18] and first results have been obtained for κ in the pure SU(2) case [20] . Here we study the full SU(2)-Higgs case using the algorithm and implementation of ref. [18] . As this work was being completed a paper appeared describing simulations with a chemical potential for the Chern-Simons number, using a different implementation of the Gauss law [19] .
In sect. 2 we discuss the classical approximation in general terms and emphasize the relation to dimensional reduction (DR). In sect. 3 we describe the determination of the parameters in the effective hamiltonian for the SU(2)-Higgs model by comparison with the dimensional reduction results of refs. [21, 22] . The connection with dimensional reduction is also discussed in refs. [2, 20, 28] . In sect. 4 we go through some conventions used in the numerical implementation and in sect. 5 we present results for the rate Γ in a temperature region around the phase transition. Sect. 6 contains our conclusion. Some details are delegated to the appendices.
Classical approximation and dimensional reduction
A classical approximation is expected to be valid if expectation values are dominated by states with high mode occupation numbers. This will occur for temperatures higher than any mode energy, which suggests introducing a cutoff Λ to keep these energies bounded from above. We can imagine integrating out the modes on spatial momentum scales larger than Λ, leading to an effective action S eff for the remaining variables. If this effective system is weakly coupled, such that a description in terms of 'modes' applies, with mode energies ≤ (mass) 2 + Λ 2 , we may expect classical behavior for Λ ≪ T . For gauge theories a separation in low and high energy modes is notoriously difficult. However, sensible approaches do exist, for example real space renormalization group transformations in lattice formulations [24] , or methods as outlined in [25] .
For definiteness we assume Λ to be represented by a spatial cubic lattice with spacing a = π/Λ. Keeping time continuous seems artificial and perhaps we should also coarse-grain in time. For slow processes a derivative expansion may be adequate and keeping only two time derivatives we can go over to a canonical formalism with an effective hamiltonian H eff (ϕ, π). The procedure is to be applied to observables O which are dominated by low energy modes which can be expressed in the effective variables in a practical way, O → O eff (ϕ, π).
Under weak (effective) coupling conditions this hamiltonian H eff may then be approximated by a classical form in which the parameters depend on Λ and T . To avoid strong coupling in a nonabelian gauge theory, the scale Λ should presumably not be too low. The procedure thus leads first to an expression of the form (6), but with H → H eff on a spatial lattice. This quantum mechanical expression is then further approximated by the classical expression (7) .
In non-gauge theories the hamiltonian H eff has the typical form
where W includes the spatial gradients. Performing the gaussian integration over the canonical momenta π in the partition function gives a reduced partition function which has a dimensional reduction form
Correspondingly, the static (equilibrium) expectation values in the classical effective theory have the dimensional reduction form. So we may identify the classical approximation of the effective theory with a dimensionally reduced theory on a lattice. The dimensional reduction method can be formulated as a matching procedure [23] , in which the parameters in a local DR action are calculated in perturbation theory to give the same physical results as the original 4D theory, approximately. The error in the approximation is partially due to the neglect of nonlocal terms which appear first at the two loop level [26] . Now the cutoff Λ in the DR theory is interpreted as an ultraviolet cutoff, which is to be removed to infinity while tuning the DR parameters in the appropriate way. However, it seems undesirable to remove the regulator in the reduced theory completely, since this would imply tuning to a second order phase transition, with accompanying loss of free parameters due to universality. For example, in the SU(2)-Higgs theory the ratio m H /m W would be fixed at the critical point. Such a problem does not enter in the approach based on integrating out high momentum modes, in which the cutoff is not be sent to infinity, which implies of course some nonlocality.
But this method has its own awkward features when Λ ≪ T . Then all modes up to Λ are highly excited and the lattice nature of the system will be ubiquitous. To obtain cutoff independent results under such conditions we may have to take into account the regularization dependence of the effective observables. But the calculation of the effective hamiltonian is already difficult and has to our knowledge not been done so far, let alone the obervables.
However, the phenomenon of dimensional reduction suggests considerable freedom in the choice of Λ, including Λ ≫ T , provided the observables are dominated by low momenta. Using such cutoffs Λ ≫ T , regularization artefacts get suppressed and the latticized classical form of the observables will suffice (taking into account necessary renormalizations). Most importantly, we are lead to identify the potential energy part of the effective hamiltonian with S DR .
The initial conditions in (7) now correspond to the DR action whose renormalization properties are well understood. For short times one expects the real time correlators to have similar renormalization properties because Hamilton's equations imply a continuous dependence on the initial conditions. An example of a one loop perturbative calculation in scalar field theory can be found in ref. [27] . For large times the dependence on initial conditions is governed by Lyapunov exponents, which should be renormalized quantities (i.e. of the order of a physical mass scale and not of order of the cutoff) in order to have renormalizability of the real time correlators. Evidence for this is provided in ref. [18] , where Lyapunov exponents were measured in SU(2) gauge theory. The difference between two neighboring initial conditions a and b was characterized by electric and magnetic 'distances' D E,M ,
(in continuum notation). Assuming ultraviolet divergences to cancel in these differences, the Lyapunov exponents extracted from their exponential time behavior may be expected to be renormalized quantities. In ref. [18] it was found 3 that D E and D M lead to the same Lyapunov exponent λ = 0.30 g 2 T .
The effective gauge-Higgs hamiltonian
We now look more closely at the SU(2)-Higgs theory with classical action (12) where ϕ is Higgs doublet and
, with τ α the three Pauli matrices, α = 1, 2, 3. Our basic assumption is that a reasonable approximation to the effective action is provided by a lattice version of (12):
where we used lattice units a = 1. The U mx ↔ exp(−iaA mx ) are the parallel transporters at x for directions m = 1, 2, 3 and U mnx is the transporter around a plaquette. The couplings z E , z π , g 2 eff , µ 2 eff and λ eff depend on the temperature, lattice spacing and the renormalized couplings g 2 , µ 2 , λ in some renormalization scheme. We have kept the standard normalization for the spatial gradients, which defines g 2 eff and the other couplings. The kinetic terms have renormalization factors z E and z π , which will be of the form z E,π = 1 + O(g 2 , λ). They influence the time scale relative to the momentum scale. The constant ǫ adjusts the energy density and plays no dynamical role in our theory (it takes care of the RayleighEinstein-Jeans divergence).
The action is invariant under gauge transformations Ω x (x 0 ) acting in the usual way. A canonical description is straightforward in the temporal 'gauge' A 0 = 0, leading to the hamiltonian
where E α mx is the left translator E α mx (L) or right translator E α mx (R) (cf. appendix A for more details), and π † x is conjugate to ϕ x . The residual invariance under static gauge transformations is dealt with by imposing the Gauss constraint. In the quantum theory G α x |phys = 0, with
In the classical approximation, the partition function entering in (7) reads for the SU(2)-Higgs theory (cf. appendix A)
If we now write
carry out the integrations over E and π and subsequently rescale A α 0x → √ z E A α 0x /T , we arrive at the dimensional reduction form
with
(R αβ (U) is the adjoint representation of U). This fits into the general DR form used in [21, 22] in numerical simulations,
(we have redisplayed the lattice distance a). It is clear that in customary DR notation g
, λ eff T = λ 3 , for lattice spacing a → 0 in perturbation theory. The parameters β G etc. are related to the 4D couplings, lattice spacing and temperature, depending on the 4D model [23] . For the SU(2)-Higgs model
with Σ = 0.252731, η ≈ 2.18,η ≈ 1.01,η ≈ 0.44 [21, 22] (21, 24) will not have its standard perturbative value, but the accuracy of this perturbative value is unclear anyway. Our numerical results for the transition temperature to be described later indicate that the β A 2,4 couplings in the effective action are not very important.
The relation z E /z π = 1 is an approximation used in [22] ; the corrections are small (cf. eq. (18) in [21] , z E /z π = h 3 /(g 2 3 /4)). With the approximation z E = z π = z, this parameter only affects the time scale. It takes care that the velocity of light c = 1. In the following we shall absorb z in the time scale (i.e. set z = 1), which means that c = 1 in our units. However, we expect that z = 1 + O(g 2 , λ) is close to 1 anyway.
Numerical implementation
In the classical approximation the rate Γ can be computed by numerical simulation according to (7) . We use the algorithm and numerical implementation offered in ref. [18] . For clarity we record the conventions used in [18] , obtained by extracting an overall factor 4/g 2 eff from the effective lagrangian (15) and going over again to canonical variables (cf. appendix A). Indicating the quantities of ref. [18] by a bar we have
Hamilton's equations follow from the nontrivial Poisson brackets
Our investigation has concentrated on the case m H ≈ m W . Using eq. (35) we fix the parameterλ = 1/2 since 2λ = 8λ eff /g
The temperature and lattice spacing dependence ofλ can be neglected. The quantities β R andv 2 are then given in terms of β H and β G by (27) and (35), in particularv
Eq. (30) gives an analytic constraint on the lattice spacing and temperature dependence ofv 2 . It is instructive to rewrite (30) 
which shows howv 2 depends on a and T if we neglect the temperature variation of m H . The latter runs rather slowly with T at µ T ≈ 7T and T near T c . We also neglect the running of g 2 and fix this coupling as g = 2/3; then aT = 9/β. The temperature in units of m H now follows from (30) or (38).
We also follow [20] in the lattice implementation of the topological charge density,
(39) with k, l, m = 1, 2, 3(cycl) (the sum is over identically oriented Wilson loops in the plane perpendicular to direction k along the four plaquettes starting and ending at x). The normalization of q L x is guided by the continuum limit a → 0. The magnetic field strength F α lm (x) is identified from any of the four plaquettes in (39) in the usual way and the electric field strength is identified from −2Ē
by Hamilton's equations. In the context of zero temperature QCD this lattice version of q(x) is sometimes called a 'naive' implementation (see [29] for example for a review). As there is no other gauge invariant pseudoscalar field of dimension four to mix with, one expects that a finite multiplicative renormalization is sufficient to obtain the desired observable,
This renormalization may be substantial. In perturbation theory κ q is largely due to leaf (or 'tadpole') diagrams, resulting from the compact nature of the lattice gauge fields, but the perturbative value is often unreliable. In the QCD context values for κ q of order 5 have been reported in ref. [30] Table 1 : Critical values of (β,v) based on the DR data for (β c G , β c H ) presented in ref. [22] . how they are affected by changes in the topology of the gauge field, as in the 'fermionic approach' to topological charge in QCD [31, 32] . For an interesting study of chirality and zero modes in the present context see ref. [33] . We have not calculated κ q yet.
Numerical results
Numerical results for equilibrium quantities using dimensional reduction have been obtained in ref. [22] . We use the same parameters at the phase transition as in this paper (except that β Table 1 .
Since our effective hamiltonian implies vanishing couplings β A 2,4 of the A 0 field in the associated DR theory, we want to see if this has an effect on the critical temperature. In ref. [22] β G has been fixed while β H was varied to find the phase transition. Instead, we have keptv 2 fixed atv c (we have not made a precise determination of the transition valuesβ c , using e.g.finite size scaling). Hence, the fact that the effective hamiltonian implies β A 2,4 = 0 does not seem to be important for the couplings used in our study, at least not for the value ofβ c . In the following we setβ c = β c G , as indicated in Table 1 . Different values ofβ c correspond to different lattice spacings a = 4/g 2 Tβ. As a consistency check we may compare the a-dependence ofv Table 1 .
Our results for the Chern-Simons diffusion rate do not incorporate yet the renormalization factor κ q . An illustration of the effect this can have is in Fig. 2 , which shows the Hamilton evolution of Q L (t) = The fact that the difference of Chern-Simons number between two adjacent vacua in Fig. 2 is near 1 also provides an indirect check on the normalization of the lattice form of q L x . This is relevant in view of the fact that the numerical rate turns out to be very different from expectations based on sphaleron calculations.
The volume in Fig. 2 was chosen small (in addition to largeβ) in order to suppress fluctuations of different portions of the volume, which would obscure the classical vacua. Fig. 3 shows a typical example of the time evolution of Q L (t) for a 24 3 system atβ = 13. Fig. 4 shows the corresponding average Q 2 L (t) over 33 configurations from the canonical ensemble. Following ref. [20] we shall reduce the errors by taking also a microcanonical average, by first averaging over the Hamilton part of the trajectories and then over the intitial conditions obtained with the Langevin algorithm:
Here the brackets denote the canonical average and t run is the maximum time in the run. The result is in Fig. 5 . The errors displayed here (and elswhere) correspond to the canonical (Langevin) average, the microcanonical averages where treated as error free.
In computing the rate we took care that the diffusion Q 2 (t) is large enough to clearly distinguish it from the fluctuations about a classical vacuum (technically this is a divergence to be removed by subtraction). These fluctations can be clearly seen in Fig. 2 , while in Fig. 3 they correspond roughly to the width ≈ 0.5 of the band. The autocorrelations of this band produce the upward step near t = 0 in Fig. 5 , which can be clearly distinguished from the subsequent linear increase with t. In ref. [20] an analytic estimate was made of the contribution of these fluctuations to the diffusion in SU(2) gauge theory (i.e. the magnitude of the step), which roughly fits our data as well.
The time t b used for the microcanonical averaging (41) was varied from zero, where t could run up to t run and the diffusion reached about 3 -10 (3.5 in the case of Fig. 4) , to values t b comparable with t run , where the maximum t had to be much smaller and the diffusion reached only values of about 1 (0.6 in the case of in Fig. 5 ). Since such relatively small diffusions correspond to only one unit of ∆N CS one may wonder if the diffusion is not dominated by the vacuum fluctuations. However, the rates with and without microcanonical averaging were consistent, albeit with large errors in the latter case, and furthermore, the contribution of vacuum fluctuations can be clearly distinguished, as described above ('the step' in Fig. 5 ). We usedβ = 13 as a test case in the broken phase and similar tests were made in the symmetric phase were the rate is larger. Our conclusion is that a maximum diffusion of 3 -10 without microcanonical average is sufficient for extracting the rate, using microcanonical averaging with maximum diffusion of order 1, as in Fig. 5 . This gives us confidence for data points with smaller statistics for which microcanonical averaging is necessary for a meaningful result.
Using the critical values ofβ andv 2 as a starting point we measured the diffusion Q 2 (t) at various temperatures, volumes and lattice spacings. We mostly keptv 2 fixed atv 2 c while varyingβ, but we also carried out simulations (forβ = 13 and 14) in which the deviation ofv 2 away fromv Table 2 . Fig. 6 summarizes the results for κ ≡ Γ/L 3 (α W T ) 4 , usingβ c to set the scale for the inverse temperature. Coming from the lower temperature region we see a jump in the rate at the critical temperature, after which κ is roughly constant in the high temperature phase, κ ≈ 1. We should be prepared for the possibility that the flatness of κ in the high temperature phase may be partly due to the neglect of the renormalization factor κ q , which is expected to increase rapidly with decreasingβ. The falling of the rate at lowerβ < 6 is presumably mainly due to the neglect of this finite renormalization κ q . However, there will also be other lattice artefacts in this region due to aT getting large (aT = 9/β).
The data in There is another aspect that is relevant here. The lattice spacing dependence test should be done for a fixed physical situation, e.g. fixed T c /T . But usinḡ β/β c for the temperature scale is not the same as using T c /T , for the data taken at constantv =v c , since this assumes that the lattice spacing a is constant. Changingβ at constantv implies changing a by eq. (38) (neglecting the running of m H with T ). We can try to calculate T c /T by calculating m H /T for eachβ −v pair from (38) and multiplying this by T c /m H = 2.15 (from Table 1 ). We have indicated these T c /T values in Table 2 for the larger volumes (the perturbative formula (38) assumes infinite volume). The smallerβ lead to nonsensical (even imaginary) T c /T , since aT gets too large (recall that aT ≥ 0.75 forβ ≤ 12).
Luckily, the constancy of κ in this high temperature region renders the precise shift in T c /T relative toβ/β c irrelevant. For the low temperature point the shift in the calculated values of T c /T = 1.18 (β = 13) and 1.29 (β = 21.7) away from β/β c = 13/12 ≈ 1.08 suggest a slightly larger a-dependence. The two data points for whichv was calculated using (38) (cf. the two bottom lines in Table 2 ), such that T c /T =β/β c , are also consistent within errors. However, the statistics is not sufficient to draw a precise conclusion. Plotting the data as a function of T c /T reveals a κ which is remarkably constant also in the low temperature phase (Fig. 7) , rather unlike the sphaleron rate. We come back to this in the next section.
Conclusion
We have used dimensional reduction results to pin down the parameters in the effective hamiltonian for the classical real time simulations. The difference between the effective classical partition function and a more sophisticated dimensional reduction version appears to be numerically insignificant, at least for the critical temperature. We conclude therefore that the critical temperature is roughly the same as in the DR work in ref. [22] (where m H ≈ m W as in our case), T c ≈ 2.15 m H . We tested the rate for lattice spacing dependence in the broken as well as in the symmetric phase and found it to be roughly independent of a. We take this as evidence that the important parameters in the effective real time hamiltonian can indeed be deduced from the DR action. We have not taken into account yet the finite renormalization factor κ q (cf. (40)), which may give a substantial correction. The neglect of the 'renormalization of the velocity of light' z = z E ≈ z π cf. (14, 28) is probably insignificant. The errors in our data are presumably underestimated, but since we are still in an explorative stage we feel this is acceptable.
In the symmetric phase T > T c the ratio κ = Γ/V (α W T ) 4 ≈ 1 independent of T , close to the value ≈ 1.1 found in ref. [20] for the pure SU(2) gauge theory. The rate drops only by a factor of about five when the temperature falls below the phase transition. In fact, the numerically obtained rate is much larger than the analytic expression (3, 4) suggests: the maximal value of the analytic rate is about a factor 650 smaller than our numerical result κ ≈ 0.20, for T just below T c (cf. appendix B). For comparison we have shown the numerical and analytical rate in Fig. 8 . The slopes of the numerical rate in the logarithmic plot is also much smaller, indicating a rather small effective sphaleron mass. The numerical data still seem to be influenced strongly by the phase transition. We do not expect, of course, the analytic rate to be reliable near the phase transition, but the discrepancy is surprisingly large. Note that taking into account the renormalization factor κ q would enhance the difference.
Another puzzling indication for the discrepancy is the following. If the rate in the low temperature phase were given by the analytic expression, we would most probably not have seen a single transition in the time span in figure 2 , for the following reasoning. If the transitions with ∆N C ≈ 1 are as clear as in Fig. 2 , the rate may be calculated as Γ = n/t, where n is the number of transitions that have occured in time t, provided n, t → ∞. Using n = 3 and t = 1.4 * 10 6 gives the rough estimate ln[Γ/L 3 (α W T c ) 4 ] = −4.8, with an perhaps error of a factor of 2 because n is small. This estimate corresponds to a point in figure 8 near the linear extrapolation of the numerical data toβ/β c = 3, far above the analytical curve there. The temperature in Fig. 2 is rather low, T /T c ≈ T /2m H ≈ 1/3, and one may doubt the applicability of dimensional reduction in this case. However, the analytic calculation is also based on dimensional reduction and it makes sense to make the comparison with the numerical results.
Since the dependence of the rate on the sphaleron energy E s is exponential, lattice artefacts in this quantity could give large systematic errors. Recent calculations of E s [35] have shown that the difference ∆E s = E s (a) − E s (0) (a = lattice spacing) is negative, which would enhance the rate on the lattice. Although we did not find a significant lattice spacing dependence near the phase transition, it is of interest to estimate the systematic error. Ref. [35] found that ∆B ≡ α W ∆E s /2m W ≈ c a In the broken phase m W (T ) decreases roughly from T c /2 at T = 0 to T c /3 at T = T c [36] . It follows that 2m W (T )/T < 2 in the region T c /2 < T < T c , and with aT c = 3/4 for β c = 12, we also have a 2 m 2 W (T ) < a 2 T 2 c /4 = 9/64. Putting things together this gives exp(−∆E s /T ) < 2.6 in the region T c /2 < T < T c , which amply includes our data. Such a large systematic effect on the rate would be a substantial error indeed, but it cannot explain a factor ≥ 650.
Assuming our results to hold up to future scrutiny, they suggest that many non-sphaleron processes are contributing to the rate in the broken phase. A classification of such configurations is given in [37] . The danger of erasure of a surplus of baryon number after the electroweak phase transition in the early universe, which is already a possibility with the usual sphaleron rate, is of course only magnified by these results. support from NWO.
which provides an attractive prescription for the operator ordering problem in the quantum theory.
Returning to the classical theory, the canonical partition function Z c is given by the integral of exp(−H/T ) over phase space with volume element α (dA α dΠ α ). As usual, this volume element is invariant under transformations of coordinates A α . It is, however, generally more transparant to trade the Π's for the E's. Then the invariant volume element on group space dU arises naturally from
and similar for R.
The conventions used in ref. [18] can be reached from those in sect. 3 by first absorbing z in the time scale and then writing L = (4/g 2 )L. ThisL = (1/4)TrUU † is equal to L with z = 4/g 2 and going through the canonical formalism again givesH = 2E 2 in terms of the new canonical E's. TheĒ α are related to these byĒ α = 2E α .
B Analytic rate
We give here some details on the analytic form (3, 4) for the rate. The function f (λ 3 /g 
where ρ = |ω − |/2m W with ω − the unstable sphaleron eigenvalue, B = α W E s /2m W , N tr and N rot are zero mode factors and δ is the ratio of fluctuation determinants.
We treat the temperature dependence of various quantities in a customary approximation, in which ρ, B, N tr , N rot and δ are independent of T and depend only on λ 3 /g 
For the case m H = m W we have ρ ≈ 0.73, B ≈ 1.8, N tr ≈ 7, N rot ≈ 12 [5] and δ ≈ exp(−9.64) [6] . The temperature dependence in eq. (3) now enters through the factor x 7 exp(−x), x = 2Bm W (T )/α W T , which has a maximum of ≈ 751 at x = 7, or T /T c ≈ 0.99. The rate at this maximum is given by κ ≈ 3.1 × 10 −4 , which is a factor of about 650 smaller than the value ≈ 0.20 found numerically for T just below the phase transition.
