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Abstract
It is shown here how – similarly to the unconstrained case – the Constrained Total Least Squares Estimate
(CTLSE) can be generated by solving a certain sequence of eigenvalue problems iteratively. For this, the
normal matrix from the constrained (standard) least-squares approach has to be suitably augmented by one
row and one column. Further modification of the augmented row and column allows the treatment of “fiducial
constraints” for which the RHS vector is affected by random errors, but not the constraining matrix itself.
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0. Introduction
The linear model with “Errors-in-Variables” (EIV) can also be handled as a classical nonlinear
Gauss–Helmert Model; for more details on the latter, see [7]. The least-squares approach would
directly lead to a set of nonlinear normal equations that may be tackled by iteratively solving a
linear equation system until convergence. As shown by Golub and van Loan [5], the Total Least-
Squares Estimate (TLSE) can equivalently be obtained by solving an eigenvalue problem for the
suitably augmented normal equations matrix from the (standard) least-squares approach. Several
computational methods have been compared recently by Björck et al. [3]. For further reading
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we recommend the book by Golub and van Loan [6], as well as the three specialized volumes
by van Huffel and Vanderwalle [9], van Huffel [10] and van Huffel and Lemmerling [11]. The
latter two references include the proceedings of workshops solely devoted to the subject of Total
Least-Squares in view of EIV-Modelling.
In this note it will be shown how a similar approach may be followed when a certain set of
linear constraints must be met by the Total Least-Squares Estimate (CTLSE), no matter whether
the constraints have fixed or stochastic RHS vectors, as long as the constraining function (here a
matrix) can be considered non-random. In essence, the extended normal equations matrix from
the (standard) constrained least-squares approach is to be augmented suitably by one row and one
column again, but the resulting sequence of eigenvalue problems needs to be solved iteratively.
This leads to a more abstract formulation of an approach that apparently underlies the applications
in image restoration by Ng et al. [13], and in computer vision by Cirrincione [4], using fixed
constraints only. The generalization to stochastic or “fiducial” constraints is a welcome byproduct.
Note that the approach by Abatzoglou et al. [1] to harmonic superresolution – although also
termed “constrained TLSE technique” – uses condition equations which define relationships
between the observations, whereas “constraints” describe equations between the unknown para-
meters.
1. A Review of the TLSE for the EIV-Model Without Constraints
In this section let us assume the following “Errors-in-Variables” model, namely
y − e = (A − EA)
n×m
·ξ, n > m = rk A := rank(A), (1.1)
with the random error characteristics (in terms of “expectation” and “dispersion”)[
e
vec EA
]
∼
([
0
0
]
, σ 20
[
In 0
0 Im ⊗ In
])
. (1.2)
Here y is the n × 1 observation vector, e is the n × 1 vector of observational noise, A is the n × m
coefficient matrix of input variables (observed), “rk” its rank, EA is the corresponding n × m
random error matrix, ξ is the m×1 parameter vector (unknown), σ 20 is the variance component
(unknown).
The “vec”-operator stacks one column of a matrix underneath the other, moving from left to
right. ⊗ denotes the “Kronecker–Zehfuss product” of matrices, for which the following rules hold
true:
C ⊗ A :=[cij · A] for any matrices A and C :=[cij ], (1.3a)
vec(ABC) = (CT ⊗ A)vec B, (1.3b)
tr(ABCTDT) = tr(DTABCT) = (vec D)T(C ⊗ A)vec B. (1.3c)
Apparently the EIV-Model can be classified as a nonlinear Gauss–Helmert Model – in accordance
with Helmert [7], e.g., – after rewriting it in the form
y = Aξ + [In, −(ξT ⊗ In)] [ eeA
]
, eA :=vec EA. (1.4)
Forming the Lagrange function, associated with the TLS principle,
(e, eA, λ, ξ) :=eTe + eTAeA + 2λT(y − Aξ − e + EAξ), (1.5)
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with the n × 1 vector λ of Lagrange multipliers, and making it stationary leads to the necessary
conditions of type Euler–Lagrange:
e˜ − λˆ = 0, (1.5a)
e˜A + (ξˆ ⊗ In) · λˆ = 0, or E˜A + λˆξˆT = 0, (1.5b)
y − Aξˆ − e˜ + (ξˆT ⊗ In)e˜A = 0, (1.5c)
−ATλˆ + E˜TAλˆ = 0, (1.5d)
with a positive-definite matrix of second derivatives for e and eA. From (1.5a)–(1.5c) we obtain
the fundamental relation
y − Aξˆ = e˜ − E˜Aξˆ = λˆ(1 + ξˆTξˆ ), (1.6)
and thus for the respective residuals
e˜ = λˆ = (y − Aξˆ)(1 + ξˆTξˆ )−1, (1.7a)
E˜A = −(λˆξˆT) = −(y − Aξˆ)(1 + ξˆTξˆ )−1ξˆT. (1.7b)
Finally, condition (1.5d) provides us with the nonlinear normal equations (if [N, c] :=AT[A, y])
Nξˆ − c = −ATλˆ(1 + ξˆTξˆ ) = −E˜TAλˆ(1 + ξˆTξˆ )
= ξˆ λˆT(y − Aξˆ) = ξˆ [(y − Aξˆ)T(y − Aξˆ)/(1 + ξˆTξˆ )] = ξˆ νˆ (1.8a)
where we may define the coefficient νˆ as
νˆ := (y − Aξˆ)T(y − Aξ)/(1 + ξˆTξˆ ) = e˜Te˜ + e˜TAeA (1.8b)
= [yT(y − Aξˆ) − ξˆT(c − Nξˆ)]/(1 + ξˆTξˆ )
= [(yTy − cTξˆ ) + ξˆT(ξˆ νˆ)]/(1 + ξˆTξˆ ) = yTy − cTξˆ . (1.8c)
Obviously, the relations (1.8a)–(1.8c) constitute an eigenvalue problem of type[
N c
cT yTy
] [
ξˆ
−1
]
=
[
ξˆ
−1
]
νˆ, νˆ = νˆmin  0, (1.9)
where the minimum eigenvalue is of particular interest due to the identity (1.8b). Then the upper
part of the corresponding eigenvector (with the last component scaled to −1) represents the Total
Least-Squares Estimate (TLSE) of ξ which is in complete agreement with the original result by
Golub and van Loan [5].
Note that the symmetric eigenvalue problem (1.9) possesses only positive eigenvalues when-
ever we have
yTy − cTN−1c = yT(In − AN−1AT)y > 0 (1.10a)
or, equivalently,
y /∈ R(A) = {Aξ |ξ ∈ Rm} (1.10b)
and that it can also be rephrased as a Singular Value Decomposition (SVD) problem for the
augmented coefficient matrix [A, y].
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Computationally, several algorithms have been proposed to solve (1.8a)–(1.8c) or (1.9), respec-
tively. The traditional iteration scheme
νˆ(0) :=0, ξˆ (1) :=N−1c, (1.11a)
νˆ(i) := (y − Aξˆ(i))T(y − Aξˆ(i))/(1 + (ξˆ (i))Tξˆ (i)), (1.11b)
ξˆ (i+1) :=N−1(c + ξˆ (i)νˆ(i)), (1.11c)
usually converges monotonically and safely (but very slowly) to the desired solution. Accelerated
convergence, albeit at the expense of monotonicity, may be achieved if (1.11b) is replaced by
νˆ(i) :=yT(y − Aξˆ(i)) = yTy − cTξˆ (i). (1.11b′)
Note that here always the same inverse matrix (N−1) is used.
By converting the roles of νˆ(i) and ξˆ (i), we easily arrive at the Newton iteration scheme
ξˆ (0) :=N−1c, νˆ(1) := (yTy − cTN−1c)/(1 + cTN−2c), (1.12a)
ξˆ (i) := (N − νˆ(i)Im)−1c, (1.12b)
νˆ(i+1) := (y − Aξˆ(i))T(y − Aξˆ(i))/(1 + (ξˆ (i))Tξˆ (i))
= [−(ξˆ (i))T(c − Nξˆ(i)) + yT(y − Aξˆ(i))]/(1 + (ξˆ (i))Tξˆ (i))
= [(ξˆ (i))Tξˆ (i)νˆ(i) + (yTy − cTξˆ (i))]/(1 + (ξˆ (i))Tξˆ (i))
= νˆ(i) + (yTy − cTξˆ (i) − νˆ(i))/(1 + (ξˆ (i))Tξˆ (i)), (1.12c)
which again converges monotonically, but much faster, namely at an asymptotically quadratic
rate, provided that the standard LEast-Squares Solution (LESS) ξˆ (0) is a sufficiently good approx-
imation to serve as starting point. In order to avoid convergence to an eigenvalue other than the
minimum eigenvalue, one would be well advised to begin with iteration scheme (1.11a)–(1.11c)
until convergence slows down, only to continue with Newton’s iteration (1.12a)–(1.12c) that
finds the convergence point quickly. A similar strategy has already been recommended by
Björck et al. [3].
Moreover, Björck [2] had proposed the Rayleigh quotient iteration scheme with cubic conver-
gence rate as follows:
νˆ(1) := (yTy − cTN−1c)/(1 + cTN−2c), ξˆ (1) = N−1(c + N−1cνˆ(1)), (1.13a)
νˆ(i+1) := νˆ(i) + [yTy − cT(N − νˆ(i)Im)−1c − νˆ(i)]/[1 + cT(N − νˆ(i)Im)−1ξˆ (i)],
(1.13b)
ξˆ (i+1) := (N − νˆ(i)Im)−1[c + ξˆ (i)(νˆ(i+1) − νˆ(i))], (1.13c)
which should also be preceded by even more iteration steps of scheme (1.11a)–(1.11c) to
guarantee convergence towards the minimum eigenvalue and its eigenvector. For the matrix
inversions it was suggested that conjugate gradients be used, preferably with some pre-
conditioning.
Due to relation (1.8b), an unbiased estimate of the variance component σ 20 is readily obtained
from the minimum eigenvalue via
σˆ 20 = νˆ/(n − m) since m = rk A. (1.14)
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In addition, an (approximate) variance–covariance matrix for the TLSE is given by
Dˆ{ξˆ} ≈ σˆ 20 (N − νˆIm)−1N(N − νˆIm)−1 (1.15a)
= σˆ 20 [(N − νˆIm)−1 + νˆ(N − νˆIm)−2]
= (n − m)−1[νˆ(N − νˆIm)−1 + νˆ2(N − νˆIm)−2]. (1.15b)
The quality-of-fit as measured by (1.14) is clearly improved over the standard LESS, defined by
eTe = min s.t. eA :=0, y = Aξ + e. (1.16)
In contrast, we have to expect a loss-in-efficiency on the part of the cofactor matrix in (1.15a) as
we can establish a certain sequence of equivalent inequalities with respect to LÖWNER’s partial
ordering of matrices, defined by
A L B iff B − A is nonnegativedefinite. (1.17)
In particular, we may conclude:
D{ξˆ} L D{N−1c} = σ 20 N−1 iff
N L (N − νˆIm)N−1(N − νˆIm) = N − 2νˆIm + νˆ2N−1 iff (1.18a)
Im L (νˆ/2)N−1 iff N L (νˆ/2)Im, (1.18b)
which is indeed the case since the minimum eigenvalue νˆ = 2(νˆ/2) from (1.9) will certainly be
smaller than the minimum eigenvalue of the submatrix N , due to the “interlacing property”; see,
e.g., [8, p. 76], or [12, p. 119] who attribute it to Cauchy. As a byproduct, we note that the matrix
(N − νˆIm) will be positive-definite as long as νˆ is not a multiple eigenvalue.
2. The Constrained Total Least-Squares Estimate (CTLSE)
Now let us add a set of (linear) “fiducial constraints” so that the new model reads:
y − e = Aξ + (ξT ⊗ In)eA, n > m = rk A, (2.1)
K
l×m
ξ = z0 − e0, m > l = rk K, (2.2) eeA
e0
 ∼
00
0
 , σ 20
In 0 00 Im ⊗ In 0
0 0 Q0
 , (2.3)
where K is the l × m constraining matrix, z0 is the random l × 1 RHS vectors, e0 is the corre-
sponding l × 1 random error vector, Q0 is its (possibly singular) l × l cofactor matrix.
Obviously, the case of “fixed constraints” is covered by setting Q0 = 0 and replacing z0 by
κ0 (to indicate its non-randomness). Also, the case of a nonsingular cofactor matrix Q0 = P−10
may deserve separate treatment. Then the TLS principle, applied to the model (2.1)–(2.3), leads
to the Constrained Total Least-Squares Estimate (CTLSE).
Theorem
(i) In the “Error-in-Variables Model with Constraints” (2.1)–(2.3) the Constrained Total Least-
Squares Estimate (CTLSE) fulfills the nonlinear normal equations (for [N, c] :=AT[A, y])
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(Nξˆ − c) + KTµ¯ = ξˆ · νˆ, (2.4a)
νˆ = (yTy − cTξˆ ) − ξˆTKTµ¯ = νˆmin  0, (2.4b)
z0 − Kξˆ = −Q0µ¯(1 + ξˆTξˆ )−1 = e˜0, (2.4c)
where µ denotes a l × 1 vector of Lagrange multipliers. The other residuals are given by
e˜ = (y − Aξˆ)(1 + ξˆTξˆ )−1, (2.4d)
E˜A = −(y − Aξˆ)(1 + ξˆTξˆ )−1ξˆT. (2.4e)
(ii) Equivalently the CTLSE fulfills the (implicit) eigenvalue problemN c KTcT yTy (z0 + Q0µˆ)T
K (z0 + Q0µˆ) νˆIl
 ξˆ−1
µ¯
 =
 ξˆ−1
µ¯
 · νˆ, νˆ = νˆmin  0, (2.5a)
with
µ¯ = µˆ(1 + ξˆTξˆ ). (2.5b)
(iii) The CTLSE can be computed iteratively by starting with
νˆ(0) :=0 and µˆ(0) :=0, (2.6a)
finding the initial solution[
ξˆ (1)
µ¯(1)
]
:=
[
N KT
K 0
]−1 [
c
z0
]
, (2.6b)
and continuing with the updates
µˆ(i) := µ¯(i) · [1 + (ξˆ (i))Tξˆ (i)]−1, (2.6c)
νˆ(i) := (y − Aξˆ(i))T(y − Aξˆ(i))[1 + (ξˆ (i))Tξˆ (i)]−1, (2.6d)[
ξˆ (i+1)
µ¯(i+1)
]
:=
[
N KT
K 0
]−1 [
c + ξˆ (i)νˆ(i)
z0 + Q0µˆ(i)
]
. (2.6e)
To accelerate convergence, (2.6d) may be substituted by
νˆ(i) :=yTy − (c + KTµ¯(i))Tξˆ (i). (2.6d′)
(iv) An unbiased estimate of the variance component σ 20 is provided by
σˆ 20 = (n − m + l)−1[(yTy − cTξˆ − zT0 µ¯) + (ξˆTξˆ )νˆ] · (1 + ξˆTξˆ )−1. (2.7)
(v) A first order approximation of the dispersion matrix for the CTLSE may be computed as
D
{[
ξˆ
µ¯
]}
≈ σ 20
[
N − νˆIm KT
K (1 + ξˆTξˆ )Q0
]−1 [
N 0
0 0
] [
N − νˆIm KT
K (1 + ξˆTξˆ )Q0
]−1
(2.8)
The proof and further helpful relations can be found in Section 3(i), (ii) and (vi).
For the particular situation where the inverse cofactor matrix Q0 = P−10 exists, we may state
the following
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Corollary 1
(i) In the “Errors-in-Variables Model with Constraints” (2.1)–(2.3) in which Q0 is nonsingu-
lar, the Constrained Total Least-Squares Estimate (CTLSE) fulfills the nonlinear normal
equations (for [N, c] :=AT[A, y])
(N + KTP0K)ξˆ − (c + KTP0z0) = ξˆ νˆ − KTµˆ(ξˆTξˆ ), (2.9a)
νˆ = (yTy − cTξˆ ) − (1 + ξˆTξˆ )µˆTKξˆ = νˆmin  0, (2.9b)
with
µˆ = −P0(z0 − Kξˆ), (2.9c)
as l × 1 vector of (estimated) Lagrange multipliers.
The residuals then result in
e˜0 = −Q0µˆ, e˜ = (y − Aξˆ)(1 + ξˆTξˆ )−1, (2.9d)
E˜A = −(y − Aξˆ)(1 + ξˆTξˆ )−1ξˆT. (2.9e)
(ii) The CTLSE can now be computed iteratively by starting with
νˆ(0) :=0 and µˆ(0) :=0, (2.10a)
finding the initial solution
ξˆ (i) := (N + KTP0K)−1(c + KTP0z0), (2.10b)
and continuing with the updates
µˆ(i) := − P0(z0 − Kξˆ(i)), (2.10c)
νˆ(i) := (y − Aξˆ(i))T(y − Aξˆ(i))[1 + (ξˆ (i))Tξˆ (i)]−1, (2.10d)
ξˆ (i+1) := (N + KTP0K)−1[c + KTP0z0 + ξˆ (i)νˆ(i) − KTµˆ(i)(ξˆ (i))Tξˆ (i)]. (2.10e)
To accelerate convergence, (2.10d) may be substituted by
νˆ = (yTy − cTξˆ (i)) − (1 + (ξˆ (i))Tξˆ (i))(µˆ(i))TKξˆ(i). (2.10d′)
(iii) An unbiased estimate of the variance component σ 20 is provided by
σˆ 20 = (n − m + l)−1(νˆ − e˜T0 µˆ). (2.11)
(iv) A first order approximation of the dispersion matrix for the CTLSE may be computed as
D{ξˆ} ≈ σ 20 [(N − νˆIm) + KT(P0K + µˆξˆT)]−1
· (N + KTP0K)[(N − νˆIm) + (KTP0 + ξˆ µˆT)K]−1. (2.12)
The proof can be found in Section 3(iii), (v) and (vi) where additional relations have been
assembled. In the following, let us restrict ourselves to the case of “fixed constraints” where the
model reads:
y − e = Aξ + (ξT ⊗ In)eA, n > m = rk A, (2.13)
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K
l×m
ξ = κ0, m > l = rk K, (2.14)[
e
eA
]
∼
([
0
0
]
, σ 20
[
In 0
0 Im ⊗ In
])
. (2.15)
The results are now summarized in the following
Corollary 2
(i) In the “Errors-in-Variables Model with Constraints” (2.13)–(2.15) the Constrained Total
Least-Squares Estimate (CTLSE) fulfills the nonlinear normal equations (for [N, c] :=
AT[A, y])
(Nξˆ − c) + KTµ¯ = ξˆ νˆ, (2.16a)
νˆ = (yTy − cTξˆ ) − κT0 µ¯ = νˆmin  0, (2.16b)
κ0 − Kξˆ = 0, (2.16c)
with µ¯ as (rescaled) l × 1 vector of Lagrange multipliers. The residuals again result in
e˜ = (y − Aξˆ)(1 + ξˆTξˆ )−1, (2.16d)
E˜A = −(y − Aξˆ)(1 + ξˆTξˆ )−1ξˆT. (2.16e)
(ii) Equivalently the CTLSE fulfills the (implicit) eigenvalue problemN c KTcT yTy κT0
K κ0 νˆIl
 ξˆ−1
µ¯
 =
 ξˆ−1
µ¯
 · νˆ, νˆ = νˆmin  0, (2.17a)
with
µ¯ = µˆ(1 + ξˆTξˆ ). (2.17b)
(iii) The CTLSE can be computed iteratively by starting with
νˆ(0) :=0 and µˆ(0) :=0, (2.18a)
finding the initial solution[
ξˆ (1)
µ¯(1)
]
:=
[
N KT
K 0
]−1 [
c
κ0
]
, (2.18b)
and continuing with the updates
νˆ(i) := (y − Aξˆ(i))T(y − Aξˆ(i))[1 + (ξˆ (i))Tξˆ (i)]−1 (2.18c)
or, alternatively,
νˆ(i) :=yTy − cTξˆ (i) − κT0 µ¯(i), (2.18d)
followed by the new solution[
ξˆ (i+1)
µ¯(i+1)
]
:=
[
N KT
K 0
]−1 [
c + ξˆ (i)νˆ(i)
κ0
]
. (2.18e)
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(iv) An unbiased estimate of the variance component σ 20 is provided by
σˆ 20 = νˆ/(n − m + l). (2.19)
(v) A first order approximation of the dispersion matrix for the CTLSE may be computed as
D{ξˆ} ≈ σ 20 [(N − νˆIm)−1 − (N − νˆIm)−1KT(K(N − νˆIm)−1KT)−1K(N − νˆIm)−1]
+ σ 20 νˆ{Im − (N − νˆIm)−1KT[K(N − νˆIm)−1KT]−1K}
· (N − νˆIm)−2{Im − KT[K(N − νˆIm)−1KT]−1K(N − νˆIm)−1}. (2.20)
The proof for this Corollary can be found in Section 3 (iv), (v) and (vi). Moreover, in Section
3 (vii) a different approach to the CTLSE in model (2.13)–(2.15) with “fixed constraints” is
sketched out that has been successfully applied in a numerical example; for the details, we must
refer to the contribution by Schaffrin and Felus [15].
3. Proofs and technicalities
(i) In order to derive the nonlinear normal equations for the fiducially constrained model (2.1)–
(2.3), we employ the generalized Lagrange function according to Schaffrin [14] that adds
a quadratic term involving the cofactor matrix Q0 to the standard form, namely
(e, eA, λ, µ, ξ) := eTe + eTAeA + 2λT(y − Aξ − e + EAξ)
− 2µT(z0 − Kξ) − µTQ0µ (3.1)
where λ denotes a n × 1, and µ a l × 1 vector of Lagrange multipliers. Making (3.1)
stationary leads to the necessary Euler–Lagrange conditions:
e˜ − λˆ = 0, (3.2a)
e˜A + (ξˆ ⊗ In)λˆ = 0, (3.2b)
y − Aξˆ − e˜ + (ξˆT ⊗ In)e˜A = 0, (3.2c)
− z0 + Kξˆ − Q0µˆ = 0, (3.2d)
− ATλˆ + E˜TAλˆ + KTµˆ = 0, (3.2e)
and a positive-definite matrix of second derivatives for e and eA. From (3.2a)–(3.2c) we
first derive the fundamental relation
y − Aξˆ = e˜ − E˜Aξˆ = λˆ(1 + ξ˜Tξ˜ ) (3.3)
which is still identical to (1.6) and consequently leads to the respective residuals as in
(1.7a)–(1.7b)
e˜ = λˆ = (y − Aξˆ)(1 + ξˆTξˆ )−1, (3.4a)
E˜A = −(λˆξˆT) = −(y − Aξˆ)(1 + ξˆTξˆ )−1ξˆT. (3.4b)
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Similarly to (1.8a)–(1.8c), we further obtain
Nξˆ − c + KTµˆ(1 + ξˆTξˆ )
= (−ATλˆ + KTµˆ)(1 + ξˆTξˆ ) = −E˜TAλˆ(1 + ξˆTξˆ )
= ξˆ λˆT(y − Aξˆ) = ξˆ [(y − Aξˆ)T(y − Aξˆ)/(1 + ξˆTξˆ )] = ξˆ νˆ, (3.5a)
with the coefficient νˆ defined as
νˆ := (y − Aξˆ)T(y − Aξˆ)/(1 + ξˆTξˆ ) = e˜Te˜ + e˜TAe˜A (3.5b)
= [yT(y − Aξˆ) − ξˆT(c − Nξˆ)]/(1 + ξˆTξˆ )
= [(yTy − cTξˆ ) + ξˆTξˆ νˆ]/(1 + ξˆTξˆ ) − (z0 + Q0µˆ)Tµˆ
= (yTy − cTξˆ ) − (z0 + Q0µˆ)Tµˆ(1 + ξˆTξˆ ) = νˆmin  0 (3.5c)
which, along with (3.2d) in the form of
Kξˆ − (z0 + Q0µˆ) = 0, resp. e˜0 = −Q0µˆ, (3.5d)
constitute the nonlinear normal equations for CTLSE.
(ii) By introducing µ¯ := µˆ(1 + ξˆTξˆ ), the system (3.5a)–(3.5d) can obviously be given the form
of an (implicit) eigenvalue problem, namelyN c KTcT yTy (z0 + Q0µˆ)T
K (z0 + Q0µˆ) νˆIl
 ξˆ−1
µ¯
 =
 ξˆ−1
µ¯
 νˆ, νˆ = νmin  0. (3.6)
It may be solved iteratively using
νˆ(0) :=0 and µˆ(0) :=0 (3.7a)
as starting values, leading to the system[
N KT
K 0
] [
ξˆ (1)
µ¯(1)
]
=
[
c
z0
]
(3.7b)
for the initial solution, followed by the general updates
µˆ(i) := µ¯(i)/[1 + (ξˆ (i))Tξˆ (i)], (3.7c)
νˆ(i) := (y − Aξˆ(i))T(y − Aξˆ(i))/[1 + (ξˆ (i))Tξˆ (i)], (3.7d)
as well as[
N KT
K 0
] [
ξˆ (i+1)
µ¯(i+1)
]
=
[
c + ξˆ (i)νˆ(i)
z0 + Q0µˆ(i)
]
. (3.7e)
Accelerated convergence may be achieved by replacing (3.7d) with
νˆ(i) :=yT(y − Aξˆ(i)) − (z0 + Q0µˆ(i))Tµ¯(i) = yTy − (c + KTµ¯(i))Tξˆ (i) (3.7d′)
in accordance with the identities (3.5c)–(3.5d). Note that the matrix to be inverted in (3.7e)
will not change during the iteration.
(iii) We refrain from deriving other iteration schemes, such as Newton’s or Raleigh’s in analogy
to (1.12a)–(1.12c) and (1.13a)–(1.13c), for the present case that integrates “fiducial con-
straints”. Instead, let us briefly look at modifications that are possible if Q0 is invertible
with P0 :=Q−10 .
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In this case, Eq. (3.5d) can be solved for
µˆ = −P0(z0 − Kξˆ) (3.8)
which, after reinserting it into (3.5a)–(3.5c), yields:
(N + KTP0K)ξˆ − (c + KTP0z0) = ξˆ νˆ − KTµˆ(ξˆTξˆ ), (3.9a)
νˆ = (y − Aξˆ)T(y − Aξˆ)/(1 + ξˆTξˆ ) = e˜Te˜ + e˜TAe˜A (3.9b)
= (yTy − cTξˆ ) − (1 + ξˆTξˆ )µˆTKξˆ = νˆmin  0, (3.9c)
thereby abandoning the eigenproblem structure. Using as starting values
νˆ(0) :=0 and µˆ(0) :=0 (3.10a)
again, we find the initial solution
ξˆ (1) = (N + KTP0K)−1(c + KTP0z0), (3.10b)
which is now different from (3.7b), and the general updates
µˆ(i) := − P0(z0 − Kξˆ(i)), (3.10c)
νˆ(i) := (y − Aξˆ(i))T(y − Aξˆ(i))/[1 + (ξˆ (i))Tξˆ (i)], (3.10d)
or
νˆ(i) :=yT(y − Aξˆ(i)) − [1 + (ξˆ (i))Tξˆ (i)](µˆ(i))TKξˆ(i), (3.10d′)
followed by
ξˆ (i+1) = (N + KTP0K)−1[(c + KTP0z0) + ξˆ (i)νˆ(i) − KTµˆ(i)(ξˆ (i))Tξˆ (i)]. (3.10e)
(iv) On the other hand, the model with fixed constraints is also covered by setting Q0 :=0
in (2.3), which implies e0 = 0, and substituting z0 by the symbol κ0. Then the nonlinear
normal equations (3.5a)–(3.5d) for the CTLSE collapse to
Nξˆ − c + KTµˆ(1 + ξˆTξˆ ) = ξˆ νˆ, (3.11a)
νˆ = (y − Aξˆ)T(y − Aξˆ)/(1 + ξˆTξˆ ) = e˜Te˜ + e˜TAe˜A (3.11b)
= (yTy − cTξˆ ) − κT0 µˆ(1 + ξˆTξˆ ) = νˆmin  0, (3.11c)
Kξˆ − κ0 = 0. (3.11d)
They can again be interpreted as an (implicit) eigenvalue problem viaN c KTcT yTy κT0
K κT0 νˆIl
 ξˆ−1
µ¯
 =
 ξˆ−1
µ¯
 νˆ, νˆ = νˆmin  0, (3.12)
after introducing µ¯ := µˆ(1 + ξˆTξˆ ) as before. An iterative scheme is now readily obtained
by simplifying (3.7a)–(3.7e), thereby starting from
νˆ(0) :=0 and µˆ(0) :=0, (3.13a)[
N KT
K 0
] [
ξˆ (1)
µ¯(1)
]
=
[
c
κ0
]
, (3.13b)
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then updating the coefficient
νˆ(i) := (y − Aξˆ(i))T(y − Aξˆ(i))/[1 + (ξˆ (i))Tξˆ (i)], (3.13c)
or, better even,
νˆ(i) :=yTy − cTξˆ (i) − κT0 µ¯(i), (3.13c′)
followed by the new solution from the system[
N KT
K 0
] [
ξˆ (i+1)
µ¯(i+1)
]
=
[
c + ξˆ (i)νˆ(i)
κ0
]
. (3.13d)
(v) An unbiased estimate of the variance component σ 20 can be taken from the formula
σˆ 20 =
e˜Te˜ + e˜TAe˜A + µˆTQ0µˆ
n − rk A + rk K =
νˆ − e˜T0 µˆ
n − m + l (3.14a)
= (n − m + l)−1[(yTy − cTξˆ − zT0 µ¯) + (ξˆTξˆ )νˆ]/(1 + ξˆTξˆ ) (3.14b)
by exploiting the identity (3.5c) for the case Q0 /= 0 of “fiducial constraints”.
In the case of “fixed constraints”, we have Q0 = 0 and hence
σˆ 20 = νˆ/(n − m + l) = (n − m + l)−1(yTy − cTξˆ − κT0 µ¯). (3.15)
(vi) For the respective variance–covariance matrices of the CTLSE ξˆ and the estimated vector
µ¯ of (rescaled) Lagrange multipliers, we may use (3.7e) for the first order approximation
D
{[
ξˆ
µ¯
]}
≈ σ 20
[
N − νˆIm KT
K (1 + ξˆTξˆ )−1Q0
]−1 [
N 0
0 Q0
] [
N − νˆIm KT
K (1 + ξˆTξˆ )−1Q0
]−1
(3.16)
in the case of “fiducial constraints” in general, and perhaps (3.9a) for the approximation
D{ξˆ} ≈ σ 20 [(N − νˆIm) + KT(P0K + µˆξˆT)K]−1 · (N + KTP0K)
· [(N − νˆIm) + (KTP0 + ξˆ µˆT)K]−1 (3.17)
in the case that P0 = Q−10 exists. Obviously, for higher precision, the randomness of νˆ, ξˆ
and µˆ has to be taken into account as well.
In the case of “fixed constraints”, formula (3.16) can be simplified by setting Q0 :=0 as
follows:
D
{[
ξˆ
µ¯
]}
≈ σ 20
[
N − νˆIm KT
K 0
]−1 [
N 0
0 0
] [
N − νˆIm KT
K 0
]−1
(3.18a)
with the individual blocks
D{µ¯} ≈ σ 20 [K(N − νˆIm)−1KT]−1K(N − νˆIm)−1N(N − νˆIm)−1KT
· [K(N − νˆIm)−1KT]−1
= σ 20 · [K(N − νˆIm)−1KT]−1
+ σ 20 · νˆ[K(N − νˆIm)−1KT]−1K(N − νˆIm)−2KT[K(N − νˆIm)−1KT]−1,
(3.18b)
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C{µ¯, ξˆ} ≈ σ 20 [K(N − νˆIm)−1KT]−1K(N − νˆIm)−1N(N − νˆIm)−1
−D{µ¯}K(N − νˆIm)−1
= σ 20 νˆ[K(N − νˆIm)−1KT]−1K(N − νˆIm)−2
· {Im − KT[K(N − νˆIm)−1KT]−1K(N − νˆIm)−1}, (3.18c)
D{ξˆ} ≈ σ 20 (N − νˆIm)−1N(N − νˆIm)−1 ·
{Im − KT[K(N − νˆIm)−1KT]−1KT(N − νˆIm)−1}
− (N − νˆIm)−1KT · C{µ¯, ξˆ}
= σ 20 {(N − νˆIm)−1 − (N − νˆIm)−1KT[K(N − νˆIm)−1KT]−1K(N − νˆIm)−1}
+ σ 20 νˆ{Im − (N − νˆIm)−1KT[K(N − νˆIm)−1KT]−1K}(N − νˆIm)−2
· {Im − KT[K(N − νˆIm)−1KT]−1K(N − νˆIm)−1}. (3.18d)
(vii) Another possibility to approach the model of “fixed constraints” consists in reparametriza-
tion via a splitting of the constraints into
K = [K1,K2], ξ = [ξT1 , ξT2 ]T, K1
l×l
invertible, (3.19a)
such that
ξ1 = K−11 (κ0 − K2ξ2). (3.19b)
The consolidated model (2.13)–(2.15) then reads
(y − A1K−11 κ0) = (A2 − A1K−11 K2)ξ2 + e +
([
K−11 (κ0 − K2ξ2)
ξ2
]T
⊗ In
)
eA, (3.20)[
e
eA
]
∼
([
0
0
]
, σ 20
[
In 0
0 Im ⊗ In
])
, (3.21)
and could thus be treated in analogy to the standard EIV-Model (1.1)–(1.4), but with a slight
modification in the last term. For more details on this procedure, including a numerical example,
we refer to [15].
4. Conclusions and outlook
In this paper, a direct approach is presented to solve for the Total Least-Squares Estimator
in an EIV-Model with Constraints. The constraints are supposed to be linear(ized), but may be
“fiducial” in nature; i.e., the RHS vector may be random, with given cofactor matrix, whereas
the constraining matrix is not. We show how in this case the nonlinear normal equations can be
derived, and how they can possibly be rephrased as (implicit) eigenvalue problem for an augmented
matrix. Several iteration schemes for the numerical computation of the CTLSE (Constrained Total
Least-Squares Estimate) are presented, and various special cases (nonsingular cofactor matrix,
zero cofactor matrix) are investigated separately. In addition to the CTLSE itself, its variance–
covariance matrix is given in first order approximation along with an unbiased estimate of the
variance component.
258 B. Schaffrin / Linear Algebra and its Applications 417 (2006) 245–258
In the future, faster iteration schemes ought to be investigated to complement those presented
here. They could be coupled with the above schemes once the approximation is good enough to
guarantee convergence to the smallest positive value for the coefficient that, sometimes, may be
interpreted as the minimum eigenvalue of a positive-definite symmetric matrix.
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