In practice, call center service levels are reported over periods of nite length that are usually no longer than 24 hours. In such small periods the service level has a large variability. It is therefore not su cient to base sta ng decisions only on the expected value of the service level. In this paper we consider the classical M/M/s queueing model that is o en used in call centers. We develop accurate approximations for the service level distribution by means of extensive numerical experimentation based on simulations.
1 Introduction e hierarchical planning in call centers is usually divided into forecasting, requirements planning for short intervals and sta scheduling, see Gans et al. (2003) . For the requirements planning stationary queueing models are applied to derive the minimum number of agents to ful ll a speci c performance measure. In call centers the Erlang C model is o en used to provide an estimate for the fraction of calls that wait less than Z seconds. is service level estimate Y can be interpreted as the long run fraction of calls that waits less than Z seconds. However, in call centers we are never interested in the long run: service level realizations are considered at 30-minute intervals, and sometimes aggregated over full days, but seldom over longer periods (see, e.g., Stolletz, 2003) . e goal of call center managers is o en to meet an aggregated Y /Z service level for a high fraction X of periods.
Service levels uctuate. e reason for service level deviations is that call centers operate in a highly volatile environment, with possibly erroneous forecasts, sta ng levels which are not as planned, etc. But the actual service level will deviate from the service level prediction, even if all other parameters (such as arrival rate and number of agents) are correct. Simulations show that this di erence can be considerable, 5% over a whole day is not exceptional (see Section 3). Managers are aware that the actual service level can di er from the expected service level. However, they do not realize that part of the uctuations are completely due to randomness. It is our personal experience that managers are surprised to learn this and are willing to think in new solutions, such as the one we propose.
Call center managers deal with all other uctuations by tra c management, the activity that consists of rescheduling the workforce on a short notice as to obtain the required service level (see, e.g., Mehrotra et al., 2010) . A higher than necessary service level is generally not a problem, but managers might be penalized for failing to meet the target in too many periods. To this end some managers deliberately opt for a higher expected service level Y > Y or a lower target time Z < Z in order to meet the original target Y /Z with higher likelihood. Such a behavior is also observed in other research areas, such as inventory management ( omas, 2005) . Both approaches are based on the experience of the call center manager, because the in uence of Y and Z on the probability X to reach the target Y /Z is not described in the literature yet.
Of course there are costs involved in deciding on the sta ng level. It is imperative to make a trade-o between sta ng costs and costs for not reaching the target service level. For example, when sta ng according to the expected value of the service level, it can happen that the target service level will only be met 50% of the time intervals (see Section 4). However, one additional sta ed agent can already improve this probability to 80%. Is it better to risk not reaching the target service level 50% of the time, or to schedule one additional agent and accept a risk of 20%? is is a trivial decision now, once the costs are quanti ed. Related to this is the work of Baron and Milner (2009) , where approximations are constructed for the expected penalties for failing to meet the target service level for impatient customers.
A challenging task in call center planning is to consider variable arrival rates. For problems to forecast time-varying rates we refer to Steckley et al. (2009) and Akşin et al. (2007) . e stationary independent period by period (SIPP) approach (and variants of it) are widely used for time-dependent requirements planning (sta ng) in call centers, (see Green et al., 2001 Green et al., , 2003 . Ingolfsson et al. (2007) and Stolletz (2008) review these and other evaluation methods for time-dependent systems and compare them in numerical experiments. To the best of our knowledge, there is no method that considers di erent lengths of the sta ng period and the aggregation interval for performance measurement. e contribution of this paper is twofold. First, we analyze the variability of the service level dependent on the length of the aggregation interval. For such a nite length interval the actual service level is a random variable, and the service level estimate given by the Erlang C formula is the expected service level. We give an accurate closed-form approximation for the complete distribution of the service level and validate it extensively. Second, in contrast to decisions about sta ng levels at the basis of the expected service level we propose a new approach for variability-controlled sta ng. e approximated distribution of the service level is used to set the sta ng level to meet the service level Y /Z with a targeted probability X. We integrate this variability-controlled sta ng approach in the traditional SIPP approach for time-dependent rates. With this method the sta ng period and the aggregation interval could be di erent, which is important for highly volatile rates in call centers.
Related to our rst contribution, Steckley et al. (2009) provide a descriptive analysis to compute the service level distribution, for a special case only. eir approach works if, upon a customer arrival, it can be determined from the state of the system whether that customer will receive service before Z. In case Z = 0, a customer will receive satisfactory service if at least one server is available. So the state can be chosen as the number of customers in the system. For Z > 0, a way could be to keep track of the remaining time until becoming idle, for each server. Unfortunately, this will turn out to be computationally infeasible due to the high dimensionality of the state space.
e remainder of the paper is organized as follows. We start in Section 2 with the model description, where the basic notation and de nitions are introduced for the queueing model we consider. Section 3 contains a thorough description of the approximations based on numerical experiments. Several performance evaluations are presented as well. e approximations of Section 3 are used in Section 4, where we present a new way to do sta ng calculations. We do this in such a way that we have desired control over the variability. In Section 5 we show how our sta ng approach could be used to address the issue of non-homogeneous systems. Finally, conclusions and directions for further research are given in Section 6.
Model Description
We model a call center by the M/M/s queueing system. Arrivals occur according to a Poisson process with parameter λ. e service times are exponentially distributed with parameter µ.
ere are s identical independent servers. Arriving customers that nd all servers occupied line up in an in nite bu er queue. Arrivals are served in a rst-come rst-served order. e service level is de ned as the fraction of customers with a waiting time in the queue less than τ time units. On the long run, in a stationary situation, the service level can be interpreted as the probability that the waiting time in the queue, W Q , is less than τ . is probability is given by the Erlang C formula as follows
where a = λ/µ. e constant C(s, a) can be seen as the probability of delay. is result can be found in many standard books on queueing theory, e.g., Kleinrock (1976) . Perhaps the easiest way to compute the probability of delay is by relating it to the probability of blocking in the M/M/s/s queue, where customers are blocked if upon arrival all servers are occupied. Cooper (1981) gives the following relation
where N ∼ Poisson(a), for s > a. e necessary and su cient condition for stability is that the o ered load per server de ned by ρ = λ/(µs) is less than one. We will denote P(W Q < τ ) by ESL, that is, the expected service level. e expected service level depends on λ, µ, s and τ .
Traditionally, service level objectives have been notated as Y /Z, which means that at least Y % of the customers has to wait less than Z seconds. While this steady-state performance measure will be met in the long run, we are interested in the service level aggregated over intervals of nite length t. e realized average service level could be lower or higher than the expected one. e distribution of the realized average service level strongly depends on the length t.
roughout the paper we assess the accuracy of the approximations and our sta ng approach on several examples. We mainly consider two call centers modeled by the M/M/s queueing system, with parameters that could be found in practice. ese systems are de ned as follows.
Large system λ = 40, µ = 0.2 and s = 210.
Small system λ = 3, µ = 0.2 and s = 19.
Unless speci ed otherwise the time scale is expressed in minutes and we take the acceptable waiting time equal to τ = 1/3. is means that the expected service level for the large and small systems are 80.7% and 81.3%, respectively.
Numerical Approximations
To demonstrate the e ect of the aggregation length t on the service level distribution, we have performed straightforward simulations of the large system. e results are shown in Figure 1 . e simulations are performed 10,000 times, each starting a er a warming-up period of 24 hours (such that the transient e ects of starting from an empty system are gone) and continuing for 3 hours and 24 hours, respectively. A er each run, one realization of the service level is obtained. e histograms depict what percentage of the runs fall into each of the bins. In both cases the average service level is 80.7%, which is equal to the outcome of the Erlang C formula. However, let us now consider the complete distribution of the service level. e shape of the distribution depends on the level of aggregation. For a short aggregation length (e.g., 3 hours) the distribution is asymmetric and has a large variability, whereas for a longer aggregation length (e.g., 24 hours) the variability decreases and the distribution becomes more like a normal distribution. is can be explained by the central limit theorem (see Baron and Milner, 2009, Corollary 2). What is remarkable is that the variability, even when aggregated over the whole day, still is huge: 35% of the realizations deviate more than 5% from the average in this example (i.e., a service level outside [75.7%, 85.7%]).
To account for the signi cant variability of the service level in intervals of nite length, sta ng decisions should not only be made on the basis of the expected value but also on the variability. To be able to do this, we need to quantify this variability. In this section we show that we can accurately approximate the distribution of the service level by the normal distribution. In the normal distribution the variability is characterized by the standard deviation. To this end, we develop an approximation for the standard deviation.
Standard Deviation Approximation
In the limit t → ∞ the service level distribution approaches the normal distribution. It is intuitively clear (and can also be observed from Figure 1 ) that the standard deviation goes to zero in this limit. On the other hand, the standard deviation is positive for nite t. Furthermore, if t is large enough, the service level distribution cannot be distinguished from the normal distribution, according to statistical tests for normality (see Section 3.2 for a description of such a test). As a rst step we therefore consider large t and express the estimateσ of the unknown standard deviation σ in the system parameters λ, µ, s, τ and t. We denote thatσ is a function of these parameters byσ(·). As a next step, we show the results of this approximation for shorter intervals.
e central limit theorem can be used to derive the functional form of σ. e central limit theorem states that the distribution of the average of n independent and identically distributed random variables, each having mean ESL and standard deviation ς, converges to the normal distribution with mean ESL and standard deviation σ = ς/ √ n. Baron and Milner (2009, Corollary 2) prove that the central limit theorem also holds for a stochastic number of random variables. e contributions of the individual customers to the service level are not independent. However, the contributions of renewal cycles are independent.
Consider a renewal process with as renewal moments the epochs at which an arriving customer initiates a busy period. e time between consecutive renewal moments consists of a busy period B and an idle period I, so that the mean time between renewals is EB + EI. en by Asmussen (2003, Proposition 1.4) in the interval of length t the number of renewal cycles converges to n = t/(EB + EI) as t → ∞.
Result for τ = 0
For τ = 0 it is possible to derive the standard deviation ς of the service level in a renewal cycle. In this case only the customers that arrive during the idle period are successfully served. In Daley and Servi (1998) the mean and variance are given for the number of arrivals in a busy period, N B , and in an idle period, N I . ey are
where π is the steady-state number of customers in the system and P i = i j=0 π j . e service level is then given by N I /(N I + N B − 1). ( e −1 comes from the fact that the arrival that initiates the busy period is included in both periods.) e expected value of the service level follows immediately from the renewal process and is given by
which is also equal to the outcome of the Erlang C formula. e variance of the service level in a renewal cycle can be obtained from the multivariate delta method (Casella and Berger, 2002) , i.e., a Taylor series expansion. Using the most important terms in the series expansion, the variance simpli es to
(EN I + EN B − 1) 4 . Finally, the mean length of the renewal cycle equals (EN I + EN B − 1)/λ and hence
A special case is the M/M/1 queue, for which these expressions can be simpli ed to
In Steckley et al. (2009) a descriptive analysis is provided to approximate the standard deviation in case τ = 0. We have extended their results by providing a closed-form solution. Both methods give exactly the same standard deviation. is follows from an analytical comparison in case s = 1, and from a numerical comparison in case s > 1.
Although this standard deviation approximation for τ = 0 has been analytically derived, numerical results show that it is not accurate for a high utilization. For example, if ρ goes to one in the M/M/1 queue, the standard deviation goes to 2/(µt), a positive number. However, one would expect that the standard deviation goes to zero, because there is no variability when the expected service level is zero. Di erences are clearly noticeable for ρ > 0.5 for the M/M/1 queue. e accuracy increases for systems with more agents. For instance, a system with s = 10 has a perfect accuracy for ρ < 0.9. Since this approach can only be applied to systems with τ = 0, we take the following alternative approach to approximate the standard deviation for
Method for τ ≥ 0 e method consists of generating the 'real' standard deviation σ by means of simulations, for di erent parameter combinations. en, we try to nd an approximationσ, such that the approximation is very accurate on all generated instances. e parameter combinations used in the simulations are obtained by the following steps.
1. We varied the target service level from the set {0.25, 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0 .95} and the acceptable waiting time τ from the set {1/6, 1/3, 1/2, 1, 2}.
2. We varied the o ered load ρ within the interval [0.5, 1) in step sizes of 0.001 and we xed µ equal to 0.25.
3. For given values of ρ and µ there exists a unique combination of the pair (λ, s) such that the expected value of the service level is as close as possible to the Y /Z service level chosen in step 1. A er this step the s remains xed.
4. Due to the integrality constraint of s, however, the expected service level might not be close enough to the target. For given values of ρ and s we generally can get arbitrarily close by changing µ and hence λ. To be precise, we increase µ by a step size until the expected service level is greater than the target. In this case we half the step size and start decreasing µ until the expected service level is lower than the target. We continue until we reach the Y /Z service level within the desired accuracy of 0.001. e only exception is that for very lightly loaded systems the s computed in step 3 might already be too high to ever reach the target. We ignored these instances. Table 1 . Bounds of the parameter combinations used for approximating σ. Table 1 lists the bounds of the parameter combinations that we have obtained using this scheme. Note that we have a value of t = 6000 for the aggregation interval, which is large enough for the normal distribution to be justi ed. In total we have performed well over 20,000 di erent simulations. Each simulation is independently executed 1,000 times out of which one simulated standard deviation of the service level is obtained. Again, the warming-up period is 24 hours. In this way we have for a wide range of parameter combinations the standard deviation. e goal is to construct a functionσ that can very accurately t the data.
Result for τ ≥ 0
Looking at the simulated values, it became apparent that, for a xed service level and acceptable waiting time, the data can be completely described by the following simple function
where α is a parameter that depends on the system parameters only through the expected service level and the acceptable waiting time. To approximate α we impose the functional form given
is speci c form is motivated by our observations in the data and the requirement that the standard deviation is zero in case the expected service level is either zero or one. e constants are determined by the least-squares regression over all experiments. In the end, α is given by
(2) e corresponding mean squared error then is 4.4 · 10 −6 . In addition, the mean absolute percentage error is only 3.4%, despite the divisions by very small numbers. e value of the coe cient of determination, de ned by Figure 2 shows how the value of α depends on the expected service level and the acceptable waiting time. If the expected service level is close to its bounds of zero or one, i.e., a really bad or an excellent customer service, the value of the parameter α is close to zero. Also, for increasing values of the acceptable waiting time, the parameter α decreases.
Validation
To validate Equation (1), we simulated 200 new instances that are shown in Figure 3 . e le plot shows the simulated and approximated standard deviation σ for the small and large system, dependent on the utilization ρ. e arrival rate λ is changed from the base examples such that the pre-speci ed ρ is obtained. is plot shows that the standard deviation is well approximated for a broad range of ρ. Only in case of an unrealistically high utilization the standard deviation is overestimated. In these cases (ρ > 0.98) the expected service level is way below 50%, so there are more important concerns other than a well approximated standard deviation. e standard deviations increase if ρ increases up to a very high utilization before it starts to diminish. If we compare the standard deviation for the small and the large system, we see that the large system has a lower standard deviation than small system, for ρ < 0.98. Also, the standard deviation for the large system is zero up to a utilization of ρ = 0.80. is can be explained by the realized service levels for the di erent utilizations. e expected service level in the large call center is always greater than the one in the small call center according to the economies of scale. e expected service level of the large call center is 100% up to a utilization of ρ = 0.80. It is astonishing to see that the large system has a higher standard deviation than the small system for ρ ≥ 0.98. Next we show how generalizable the approximations are. We consider parameter combinations chosen at random uniformly between the lower and upper bounds as displayed in Table 1. e interval length t is chosen from [600, 6000] instead, as to allow other large intervals as well. Randomly chosen parameter combinations can result in unstable system. erefore, we only considered stable systems. In addition, we considered systems with an expected service level less than 1 only. Otherwise, the standard deviation will be zero since there is no variability. A er 500 randomly selected instances we get that the mean value of the simulated standard deviation is 1.1 · 10 −3 . Moreover, we obtain a mean absolute error of 6.3 · 10 −5 and the maximum absolute error is 3.0 · 10 −3 . e absolute percentage error corresponding to this maximum then is only 1.9%. We see that under all circumstances the accuracy of the approximation is very good. Figure 3 . Comparison of the simulated and approximated standard deviation, for the large and small system. e plot on the right shows the corresponding expected service level.
Shorter Intervals
So far, we have considered large values of the interval length t. We have developed an approximation for the standard deviation of the service level that shows to have an excellent accuracy in these cases. Moreover, the distribution of the service level is indistinguishable from the normal distribution.
In shorter intervals the distribution will be di erent from the normal distribution (see, e.g., Figure 1 ). is is because there are too few busy periods in order for the central limit theorem to provide a good approximation. Our approximation of the standard deviation is motivated by the applicability of the central limit theorem. Since we are looking at a stochastic number of busy periods, n, the standard deviation will also be di erent from σ = ς/ √ n in shorter intervals. Consequently, our standard deviation approximation will have a lower accuracy.
To assess the accuracy of the standard deviation approximation in shorter intervals, we have performed additional experiments. In Table 2 the results are shown on the two examples, for intervals ranging from 30 minutes up to 1440 minutes. e table shows the simulated standard deviation σ, the approximated standard deviationσ and the relative di erence between these two. ere can be made two observations. First, as the intervals become smaller, the standard deviation becomes larger. Second, as the intervals become smaller, the accuracy of the approximation becomes less. Both observations have been explained already. ere is also a di erence between the large and the small system. e approximation of the standard deviation is more accurate on the small system. is is likely the result of a smaller busy period length, since the o ered load is less. Table 2 . Accuracy assessment of the standard deviation approximation, for several interval lengths t.
Normal Approximation
While the relative di erences of the standard deviation approximation can be quite large for small intervals, what is more important is the accuracy of the normal approximation that uses this standard deviation approximation. As will be shown in this subsection, the accuracy of the resulting normal approximation is good. In total we get that the service level distribution can be approximated as
e mean of the service level distribution is equal to the outcome of the Erlang C formula and the standard deviation is de ned by Equations (1) and (2).
ere are two possible sources of error in this approximation. First, the standard deviation might not be estimated correctly. We have assessed the accuracy of the standard deviation approximation in the previous subsection. Second, the normal distribution itself might not be a good distribution for the service level. is we can test.
To test the null hypothesis that a sample from the unknown service level distribution comes from a distribution in the normal family, we perform the Lilliefors test (Lilliefors, 1967) . is is a goodness-of-t test similar to the Kolmogorov-Smirnov test, with the di erence that the mean and variance of the sample are used in the null hypothesis. e test statistic is
where G is the empirical cumulative distribution function estimated from the sample and F is the normal cumulative distribution function with mean and standard deviation equal to the mean and standard deviation of the sample. e null hypothesis is rejected if the test statistic is larger than the critical value.
If we perform the Lilliefors test on the two examples, we nd the test statistics as shown in Table 3 . e values D are decreasing in the interval length t. is suggests that the normal Table 3 . Test statistic of the normal approximation and comparison of the 0.1-quantile between the simulation and the approximation, for several interval lengths t.
distribution becomes an appropriate distribution for the service level as the intervals become larger. However, for all intervals shown in the table, the null hypothesis is rejected at a 5% signi cance level. Given that we make an error in the approximation of the standard deviation and in the approximation by the normal distribution, we are interested in the accuracy of Equation (3). erefore, we compare the 0.1-quantiles of our approximated service level distribution with the empirical distribution based on simulations. If we denote by F −1 the quantile function, then we have in the former case, for x = 0.1,
where Φ −1 is the inverse of the standard normal cumulative distribution function. Table 3 lists the results of the comparison between the simulation and the approximation, together with the relative error. From these results, we can observe that the error is decreasing in the interval length t. is is as expected since both the standard deviation approximation and the approximation by the normal distribution become more accurate when the interval length is increased. We can also see that the approximation becomes really good starting from an interval length of 120-180 minutes. In conclusion we can say that, even in the case where the service level is clearly not normally distributed, the normal approximation for this unknown distribution performs very well.
Variability-Controlled Sta ng
Sta ng decisions that are made solely at the basis of the expected value su er from the variability in the service level. Depending on a couple of factors, it can very well be the case that the target service level will only be met 50% of the time. ese factors include, for instance, the level of aggregation and the expected service level. Improved decisions are possible such that these kind of situations are prevented. By taking the distribution of the service level into account, one can control how o en the target service level will be met. e le plot in Figure 4 shows the probability that the service level objective will be met depending on the number of agents. From a managerial point of view this gure is useful in two di erent ways. First, for a given sta ng level it could be used to show with what probability the target service level will be met. Second, for a given target it shows the optimal sta ng level.
is sta ng decision is based on a new service level objective. Instead of an Y /Z service level we now get an X/Y /Z service level. is means that in X% of the intervals the target service level of Y /Z will be met. e variability-controlled sta ng levelŝ can be calculated as follows, taking 90/80/20 as an example,
Remark. e new way to do the sta ng calculations in Equation (4) generalizes the way it is done in the Erlang C formula. When we take t → ∞ we haveσ → 0 and the approximation of the service level by the normal distribution becomes deterministic with value ESL. en in Equation (4) the probability P(ESL ≥ 0.8) is either 1 or 0. So the sta ng level corresponding to the X/Y /Z service level is the same as that of the Y /Z service level for t → ∞. Also, the 50/Y /Z service level results in the same sta ng level, for all t, as the Y /Z service level. is is because the normal distribution is symmetric and if the probability must be at least a half that a normally distributed random variable is greater than some value y, then this reduces to whether or not the mean is greater than y.
A planning according to the variability-controlled sta ng level comes at higher sta ng costs. e minimum number of agents needed to handle all calls in a deterministic system is s min = λ/µ . e planning according to the traditional Y /Z service level leads to a higher number of agents s Y /Z . e di erence s Y /Z − s min could be interpreted as a safety sta ng level to provide a higher service to the customers and is further increased to the safety sta ng levelŝ − s min according to the variability-controlled sta ng of Equation (4). e right plot in Figure 4 shows the expected service level Y /20 and the probability X to reach the 80/20 service level as a function of the safety sta ng level. To reach an 80/20 service level a safety sta ng level of 10 agents is needed. To reach this service level with a probability of 90% in an interval of t = 180 the safety sta ng level increases to 15 agents. If the call center management include an X/Y /Z service level in their contracts, they have to consider the additional costs for these increased sta ng level in their pricing schemes.
We demonstrate the implications of our sta ng approach on the sta ng levels for the large and small call center. e default sta ng levels are 210 and 19 agents, respectively. Due to the observed deviation in the service level, the traditional 80/20 service level will be met only in, respectively, 55.3% and 62.6% of the intervals of length 24 hours. For di erent interval lengths and for di erent target service levels the variability-controlled sta ng levels are displayed in Table 4 . e optimal values derived via time-consuming simulations are given in parentheses. From the table a couple of observations can be made. Firstly, it is not surprising to see that the sta ng levels increase if the traditional target service level must be met with higher probability. Secondly, the smaller the intervals, the more uncertainty there is in service level. Hence generally more agents are needed as well. However, this does not hold for the 50/80/20 service level, because the 80/20 service level will be met with a probability higher than 50% with the default sta ng levels. irdly, the absolute increase in sta ng levels is larger for the larger call center, than it is for the smaller call center. is is because of the law of diminishing returns (see, e.g., Koole and Pot, 2010) which states that the marginal increase in service level declines in the number of agents. An increase in expected service level is needed to ensure that the target service level is satis ed with the speci ed probability. Veri cation with simulations shows that a good amount of these sta ng levels are indeed optimal. e sta ng levels for the examples with X < 99 are optimal for t ≥ 180, because our approximation of the service level distribution is very accurate. In the cases t ≤ 120, there is a slight over-or understa ng of at most two in our examples, except for X = 99. is justi es the applicability of the approximations once more.
Sta ng for Non-Homogeneous Systems
e SIPP approach is a traditional approach that helps to determine performance measures and sta ng levels for time-dependent systems. In these systems the parameters (essentially the arrival rate and number of agents) are dependent on the time. is is for instance denoted by the M (t)/M/s(t) queueing system. From a practical point of view the sta ng levels s(t) are to remain constant within a planning period, which typically has a duration of 30 minutes. In the SIPP approach a stationary queueing model, e.g., the M/M/s model, is constructed for each planning period. Each model is then independently solved for the minimum number of agents needed to meet the target service level. (18) 22 (22) 23 (23) 23 (25) 60 210 (208) 217 (216) 218 (219) 220 (224) 19 (19) 22 (21) 22 (22) 23 (24) 120 210 (209) 216 (215) 217 (217) 218 (221) 19 (19) 21 (21) 21 (22) 22 (23) 180 210 (210) 215 (215) 216 (216) 217 (220) 19 (19) 21 (21) 21 (21) 22 (22) 360 210 (210) 214 (214) 214 (214) 216 (217) 19 (19) 20 (20) 21 (21) 21 (21) 720 210 (210) 213 (213) 213 (213) 214 (215) 19 (19) 20 (20) 20 (20) 21 (21) 1440 210 (210) 212 (212) 213 (213) 213 (214) 19 (19) 20 (20) 20 (20) 20 (20) Table 4. Variability-controlled sta ng levels for di erent target service levels and interval lengths. In this section we show how our variability-controlled sta ng approach can be integrated in the SIPP approach. To this end we consider a real-life example of a large banking call center. Available data consist of call detail records out of which, among other things, the call volumes and average service time can be extracted. e call volumes are shown in the le plot in Figure 5 , from 8.00 until 20.00. e call volumes outside this time period are negligible. e average service time turns out to be 2.5 minutes (µ = 0.4).
In Tables 5 and 6 we compare the traditional approach with the variability-controlled sta ng approach for di erent lengths of the aggregation period, equal to 30 minutes, 6 hours and 12 hours. For each approach we report the number of sta ed agents in each 30-minute interval, and the expected service level and the probability to meet the service level, aggregated over 30 minutes, 6 hours and 12 hours.
When we apply the SIPP approach to this call center, and model each 30-minute planning period by the M/M/s queueing system, we can nd the optimal sta ng levels such that in each period the 80/20 target service level will be met. ese sta ng levels are displayed in the columns labeled 80/20 in Table 5 . We assess the performance of this sta ng approach by means of simulations. In the simulations we modeled the change in sta ng levels from one period to the next by the so-called exhaustive discipline (see Ingolfsson, 2005) . is means that agents, that are still serving customers, will only leave as soon as they nish the call. is discipline is bene cial to the service level in periods in which the sta ng level is lower than in the previous period. at the expected service level is not reached in each 30-minute period is due to the assumption of independent periods in the SIPP approach (see Stolletz, 2008) , where waiting customers at the end of one period are not carried over to the next period. is e ect is visible in the example in Table 5 for periods with a signi cant decrease in the arrival rate compared to the former period, for example in the period 17.00 -17.30. Potentially larger queues at the end of the former period with more agents are carried over into a period with less agents. is leads to longer waiting times in the period with less agents. We can also observe this from the right plot in Figure 5 , which shows the transient expected service level ESL(t) for a customer arriving at time t (see Ingolfsson et al., 2007) . Even though there are periods with a good average service level, the probabilities that the target service level will be met in the 30-minute periods are very low. Overall there are 1566.5 agent hours needed for the traditional SIPP approach without taking the variability of the service level into account. e second part of Table 5 shows the results of the variability-controlled sta ng according to 90/80/20 for 30-minute aggregation intervals in each 30-minute planning period, i.e., the length of the sta ng period equals the length of the aggregation interval. is results in higher sta ng levels and higher expected service levels. Moreover, the probabilities of reaching the desired target service level are brought to an acceptable level. For the same reason as in the 80/20-SIPP approach, the variability-controlled SIPP approach does not reach the desired probability to reach the service level in each interval.
Usually call center managers are more interested in aggregated service levels over several hours. To integrate the length of the interval for performance measurement, we apply the variability-controlled sta ng approach for the di erent 30-minute periods. Assume that the service levels are reported over 6-hour intervals. For each 30-minute planning period we sta according to the 90/80/20 target service level for 6-hour intervals with the arrival rate of the respective 30-minute period. at is, this planning results in sta ng decisions for short periods due to the dynamics in call volumes, but take into account the longer intervals for performance aggregation. For aggregation intervals of 6 and 12 hours, Table 6 reports for each 30-minute period the sta ng levels and simulation results of the expected service level and the probability that the 80/20 service level will be met. Since the sta ng levels are higher than the 80/20 case and lower than the 90/80/20 0.5-hour case, the results are also in between the two cases of Table 5 .
Furthermore, in Tables 5 and 6 the results of the aggregated performance assessment are shown. For the aggregation of performance measures over periods with di erent arrival rates and sta ng levels, we consider calls which start the service in the respective periods. e aggregated results show that for sta ng according to 80/20 the probability to meet the 80/20 service level over the whole day is very low, with a value just above 50%. On the other hand, sta ng according to 90/80/20 for 30-minute aggregation intervals gives an excessive probability. Again, the results for sta ng according to 90/80/20 for 6-hour and 12-hour aggregation intervals are in between. More importantly, the probabilities to reach the service level are closer to the desired values.
e last row shows the overall agents hours needed. e shorter the aggregation interval, the more agents are needed. In our example, the di erence between the traditional approach and a 30-minute period is 61 agent hours, i.e., working with service goals for short intervals would need 3.89% more agent hours. When we compare the traditional approach with the 6-hour and 12-hour periods, we nd an increase of 1.53% and 1.12% agent hours, respectively. Such analysis of additional costs is valuable in contract negotiations, where the call center management now knows the costs for a shorter aggregation interval for service level goals.
Conclusions and Further Research
In this paper we have considered the service level distribution beyond its expectation. When aggregated over intervals of nite length, the service level has a non-negligible variability. Motivated by the central limit theorem, we have approximated the service level distribution by the normal distribution. In the normal distribution the variability is characterized by the standard deviation. By means of extensive numerical experimentation based on simulations, we have developed an accurate closed-form approximation for the standard deviation, dependent on the length of the aggregation interval. ese approximations for the service level distribution turn out to be quite accurate, also for relatively short intervals.
Using the complete distribution of the service level, it is possible to make improved sta ng decisions. Our variability-controlled sta ng approach o ers the possibility to control the probability that the traditional target service level is met. is results in an X/Y /Z service level objective. is means that in X% of the aggregation intervals the Y /Z target service level will be met.
Finally, we have shown, by means of an example, how our variability-controlled sta ng approach could be integrated in the traditional SIPP approach to deal with time-dependent arrival rates. Since the service levels are o en aggregated over several hours, we apply our approach in each small planning period, but for a longer aggregation interval. Although the assumptions of the SIPP approach are not justi ed, it is clear that our approach adds value for the call center management.
A possible direction for further research could be to consider more realistic models, instead of the basic M/M/s queueing system. In reality customers are impatient and will abandon if their waiting time in the queue exceeds some (stochastic) threshold. is introduces the patience distribution as another parameter where the service level depends on. Maybe abandoned customers will redial at a later time, giving rise to two more parameters: the redial probability and the redial time distribution. Furthermore, it has been shown (see, e.g., Jongbloed and Koole, 2001 ) that the Poisson process cannot explain all variability in the arrival process. e arrival rate itself could therefore be modeled by a random variable. In addition, the service time distribution is in practice di erent from the exponential distribution (the lognormal distribution would be more appropriate). It would be valuable if the dependence of all these characteristics on the service level distribution could be quanti ed. Table 6 . Simulation results of sta ng according to 90/80/20 for 6-hour and 12-hour aggregation intervals.
