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Abstract
We deal with the maximal biﬁx code construction which is a natural generalization of a group code construction. For a surjective
morphism from a free monoidA∗ onto a completely simple semigroup with an adjoined identityM(G; I, J ;)1 and a submonoid
S of M(G; I, J ;)1, under certain conditions, the base of a submonoid −1(S) is a maximal biﬁx code X. We investigate the
relationships between the surjective morphism  and the syntactic monoid of the monoid generated by X.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Lallement and Reis [5], showed that all the ﬁnite maximal biﬁx codes X such that the syntactic monoid of X∗
is a completely simple semigroup with an adjoined identity are obtained by team tournaments. In researching such
ﬁnite codes which have relevance to a completely simple semigroup, we can get plenty of concrete examples by
their graph-theoretical construction. Then, we are left with a question as to how we can obtain inﬁnite maximal biﬁx
codes X such that the syntactic semigroup of X+ is a completely simple semigroup. The most widely known code of
that sort is the group code. The group code is a code that is gained by a surjective morphism from a free monoid to
a group. Also a group is a completely simple semigroup. Noting these points, it is natural to attempt to investigate
codes that are deﬁned by surjective morphisms from a free monoid to a completely simple semigroup with an adjoined
identity. In fact, such an investigation naturally suggests the class of codes which we would call the “completely simple
semigroup code”.
In this paper, A means an alphabet, and A+ and A∗ mean the free semigroup and the free monoid generated by A,
respectively. We also ﬁx the notation on groups. G and H mean a group and a subgroup of G, respectively. If x, y ∈ G
and xy−1 ∈ H , then we write x ≡ y modH . Let K be a subgroup of G such that K ⊂ H ⊂ G; then we write K(H)
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for (
⋂
g∈Gg−1Hg) ∩ K , that is
K(H)={k ∈ K |Hgk=Hg for all g ∈ G}.
Let S be a semigroup, and let S1 = S ∪ {1}, where 1 /∈ S. The operation in S1 is deﬁned as follows: 1 is an identity,
and xy is the same in S and S1 for all x, y ∈ S.
Let I and J be non-empty sets, and let= (ji) be a J ×I matrix overG. In the setG×I×J , we deﬁne the operation
by (g; i, j)(h; k, l) = (gjkh; i, l). The semigroup with the above operation is denoted by M(G; I, J ;) and is said
to be the I × J Rees matrix semigroup over G with a structure matrix . We assume that I and J have an element 1 in
common. If both m=Card(I ) and n=Card(J ) are ﬁnite, then we write M(G; n,m;) for M(G; I, J ;). By∑Rj
[resp.∑Ci ] we denote the j th row [resp. the ith column] of . Let K be a subgroup of G. If ji−1li ∈ K for all i ∈ I ,
we write
∑R
j ≡
∑R
l modK , and if ji
−1
jk ∈ K for all j ∈ J , we write
∑C
i ≡
∑C
k modK .
By G we denote the subgroup of G generated by the components of a matrix 
G =〈ji | j ∈ J, i ∈ I 〉.
A matrix = (ji) is said to be H-normalized if the following conditions are satisﬁed:
(1)  is a matrix over H ,
(2) For each (i, k) ∈ I × I there exists some t ∈ J such that t i ≡ tk modG(H),
(3) For each (j, l) ∈ J × J there exists some s ∈ I such that js ≡ ls modG(H).
Let  : A∗ → M(G, I, J,)1 be a homomorphism. For a non-empty subset S of G we deﬁne the sets
S˜ij ={(h; i, j)|h ∈ S}, S˜ =
⋃
i∈I,j∈J
S˜ij , L(S)=−1(S˜)
⋃
{1}.
Deﬁne the function  : A+ → G by (w)= g if (w)= (g; i, j). Then, in case (u)= (x; i, j) and (v)= (y; k, l),
we have (uv)= xjky = (u)jk(v).
A non-empty subset X of A+ is said to be a code if for x1, . . . , xp, y1, . . . , yq ∈ X,p, q1
x1 · · · xp = y1 · · · yq implies p= q and x1 = y1, . . . , xp = yp.
A submonoid M of A∗ has a minimal set of generators (M − {1}) − (M − {1})2. The code X which generates a
submonoid L of A∗ is called the base of L.
A preﬁx code X is a non-empty subset of A∗ such that X ∩ XA+ =∅. A preﬁx code X is biﬁx if X ∩ A+X=∅.
A code X is a maximal code [resp. maximal biﬁx code], if it is properly contained in no other code [resp. biﬁx code]
of A∗.
Let L be a submonoid of A∗. Then L is biunitary if for all u, v ∈ A∗, u, uv ∈ L implies v ∈ L, and v, uv ∈ L
implies u ∈ L. A submonoid L of A∗ is biunitary if and only if its base X is a biﬁx code.
A homomorphism  from a monoid M to a monoid N is called a morphism if (1M)= 1N , where 1M and 1N are
the identities of M and of N , respectively.
Let X be a code over A. If there exists a surjective morphism  : A∗ → G such that X∗ =−1(H) for some
subgroup H of G, then X is called a group code.
A subset L of A∗ is dense if L ∩ A∗wA∗ = ∅ for all w ∈ A∗. A subset L of A∗ which is not dense is called thin. A
subset L of A∗ is right dense if L ∩ wA∗ = ∅ for all w ∈ A∗. In a symmetric way, L is left dense if L ∩ A∗w = ∅ for
all w ∈ A∗.
An automatonA is deﬁned by the quintuple A= (Q, A, , i, F ), whereQ is a set of states,A is the input alphabet,
i is the initial state, F is a set of ﬁnal states, and  : Q × A∗ → Q is a total function such that (q, 1)= q for every
q ∈ Q, and ((q,w),w′)= (q,ww′) for every q ∈ Q,w,w′ ∈ A∗.
If for each (p, q) ∈ Q×Q there exists some w ∈ A∗ such that (p,w)= q, then A is called a transitive automaton.
For each w ∈ A∗ we deﬁne the right transformation A(w) on Q by (q)A(w)= (q,w), q ∈ Q. Then A :
A∗→{A(w) |w ∈ A∗} is a representation of A∗ by transformations on Q. A transformation monoid T (A)= A(A∗)
is called the transition monoid of A. We write T (A+) for the subsemigroup {A(w) |w ∈ A+} of T (A).
If Q is ﬁnite, A is called a ﬁnite automaton. Let L ⊂ A∗. L is called recognizable if there exists a ﬁnite automaton
A such that L = {w ∈ A∗|(i, w) ∈ F }.
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2. Biﬁx codes determined by surjective morphisms  : A∗ → M(G; I, J ;)1
Let  : A∗→M(G; I, J ;)1 be a surjective morphism. Then the set L(H) is both right and left dense. Indeed, let
w∈A∗. If (w)= 1, then uw ∈ L(H)∩A∗w for all u ∈ −1(H˜ ). Assume that (w) = 1 and (w)= ((w); i, j).
Since  is surjective, there exists u ∈ A∗ such that (u)= ((w)−1−1ji ; i, j). From (uw)= (1; i, j) ∈ H˜ we have
uw ∈ L(H) ∩ A∗w. Therefore L(H) is left dense. A right–left dual argument shows that L(H) is right dense.
These dense properties of L(H) hold without any conditions on the surjective morphism . However, it is important
to distinguish certain types of surjective morphisms.
Proposition 2.1. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism. Then L(H) is a submonoid of A∗ if and
only if  is a matrix over H .
Proof. (⇒). Let (x; i, j), (y; k, l) ∈ H˜ . Since  is surjective, there exists u, v ∈ A∗ such that (u)= (x; i, j) and
(v)= (y; k, l). Then u, v ∈ L(H) and uv ∈ L(H), since L(H) is a monoid. From (uv)= (xjky; i, l) ∈ H˜ ,
we obtain jk ∈ x−1Hy−1 =H .
(⇐). Let u, v ∈ −1(H˜ ) and(u)= (x; i, j), (v)= (y; k, l). Since x, jk, y ∈ H , we have xjky ∈ H . Therefore
uv ∈ L(H). 
Suppose that L(H) is a submonoid. We consider the case that there exists some a ∈ A such that (a)= 1. Let
X be a minimal set of generators of L(H) and let w ∈ X be a word of minimal length among words in X. Since
(an) /∈ H˜ , we have an /∈ X∗ for all n1. Since (anw)=(w) ∈ H˜ , we have anw ∈ X∗ for all n1. Assume
that anw ∈ X+ − X, then there exist some u ∈ A+ and v ∈ X such that anw= anuv. This contradicts the minimality
of w. Hence anw ∈ X. Similarly we have wan ∈ X. Therefore, wanw has two distinct factorizations in words in
X. Thus X is not a code. In this paper we do not treat such a monoid, since our interest lies in an investigation
of the relationship between surjective morphisms  : A∗ → M(G; I, J ;)1 and syntactic monoids of L(H) for
which the minimal set of generators X of L(H) is a code. Therefore, in what follows, the term “surjective morphism
 : A∗ → M(G; I, J ;)1” will mean a surjective morphism with the property that (a) = 1 for all a ∈ A.
Proposition 2.2. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism. If  is a matrix over H , then L(H) is a
biunitary submonoid of A∗.
Proof. Let u, uv ∈ L(H) and (u)= (x; i, j), (v)= (y; k, l). From (uv)= (xjky; i, l) ∈ H˜ we have xjky ∈
H . Therefore y ∈ −1jk x−1H =H . Thus v ∈ L(H). The fact that v, uv ∈ L(H) implies u ∈ L(H) is shown in the
same way. 
Therefore, if  is a matrix over H , then the base X of L(H) is a biﬁx code. Furthermore, X is a maximal code.
Indeed, ifA∗ = X∗, takew ∈ A∗ −X∗, and let Y =X∪{w}, (w)= ((w); i, j). There exists some w¯ ∈ A∗ such that
(w¯)= (−1ji (w)−1−1ji ; i, j). Note that the wordsww¯, w¯w are both inX∗. Sinceww¯w has two distinct factorizations
as a product of elements of Y , the set Y is not a code.
Example 1. Let A={a, b}, G=〈x, y | x3 = y2 = (xy)2 = 1〉, and let
1 =
(
1 1
1 x
)
, 2 =
(
1 1
1 y
)
, 3 =
(
1 1
y 1
)
.
(1) 1 is a matrix over H =〈x〉. Deﬁne the surjective morphism  : A∗ → M(G; 2, 2;1)1 by (a)= (y; 1, 1),
(b)= (x; 2, 2). Then the base X of L(H) is a maximal biﬁx code X= b + ab∗a. Deﬁne the surjective morphism
 : A∗ → G by (a)= y and (b)= x. Then the base of −1(H) is also X. Therefore X is a group code.
(2) 2 is a matrix over H =〈y〉. Deﬁne the surjective morphism  : A∗ → M(G; 2, 2;2)1 by (a)= (x; 1, 1) and
(b)= (xy; 2, 2). Then the base X of L(H) is a ﬁnite maximal biﬁx code
X={a3, a2b, aba2, abab, ab2, ba, b2a2, b2ab, b3}.
60 G. Tanaka / Theoretical Computer Science 352 (2006) 57–70
(3) 3 is a matrix over H =〈y〉. Deﬁne the surjective morphism  : A∗ → M(G; 2, 2;3)1 by (a)= (x; 1, 1),
(b)= (y; 2, 2). Then the base X of L(H) is an inﬁnite maximal biﬁx code
X= b + a2(b2(b2)∗a)∗a + ab(b2 + ab2)∗a2 + (a2b + ab2 + abab)(b2 + bab)∗a.
Lemma 2.3. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism. Let j , i ∈ G, j ∈ J, i ∈ I , and set
′ = (jjii ). Deﬁne ′ : A∗ → M(G; I, J ;′)1 by ′(1)= 1 and
′(a)= (−1i g−1j ; i, j) if a ∈ A and (a)= (g; i, j).
Then we have
(1) ′ is a surjective morphism.
(2) If  is a matrix over H and j , i ∈ H for every j ∈ J, i ∈ I , then L′(H)=L(H).
Proof. If w ∈ A+ and (w)= (g; i, j), then we have ′(w)= (−1i g−1j ; i, j) by induction on the length of w.
(1) Let (g; i, j) be an arbitrary element in M(G; I, J ;′). Since  is surjective, we have that (w)= (igj ; i, j) for
some w ∈ A+, so that ′(w)= (g; i, j) for some w ∈ A+.
(2) If w ∈ L(H) and (w)= ((w); i, j), then ′(w)= (−1i (w)−1j ; i, j) and −1i (w)−1j ∈ −1i H−1j ⊂ H .
Therefore, w ∈ L′(H) and L(H) ⊂ L′(H). The reverse inclusion is proved in a symmetric way. 
Proposition 2.4. If  is a matrix over H and  : A∗ → M(G; I, J ;)1 is a surjective morphism, then there exist an
H -normalized matrix ′ and a surjective morphism 	 : A∗ → M(G; I, J ;′)1 such that L	(H)=L(H).
Proof. In Lemma 2.3 (2), we set j = −1j1 , j ∈ J, i = −11i 11, i ∈ I , then, ′ is normalized (i.e. all elements in
the ﬁrst row and in the ﬁrst column of ′ are the identity of G). Thus the matrix ′ is H -normalized. By Lemma 2.3,
	 : A∗ → M(G; I, J ;′)1 is a surjective morphism such that L	(H)=L(H). 
Proposition 2.5. Let Z be a code over A, and let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where  is a
matrix over H . If L(H) ⊂ Z∗, then (Z+) is a subgroup of G and Z∗ =L((Z+)).
Proof. LetK = (Z+) and x, y ∈ K , then, there exist some u, v ∈ Z+ and i, k ∈ I, j, l ∈ J such that(u)= (x; i, j),
(v)= (y; k, l). Since  is a matrix over H , there exists w ∈ L(H) such that (w)= (−1ji −1jk ; i, j). Since w ∈
L(H) ⊂ Z∗ we have uwv ∈ Z∗. From (uwv)= (xy; i, l) we have xy ∈ K . Therefore K forms a subsemigroup of
G. Furthermore, K is a submonoid of G because 1 ∈ H and H˜ ⊂ (Z+).
First we shall show that (Z+)= K˜ . Let (g; s, t) ∈ K˜; then, g ∈ K and there exist some z ∈ Z+ and some
i ∈ I, j ∈ J such that (z)= (g; i, j). Since (−1pi ; s, p), (−1jq ; q, t) ∈ H˜ ⊂ (Z+) for any q ∈ I, p ∈ J , we have
(−1pi ; s, p)(g; i, j)(−1jq ; q, t)= (g; s, t) ∈ (Z+).
This shows that K˜ ⊂ (Z+). The reverse inclusion is obvious. Next we shall show that K is a subgroup of G.
There exists some w ∈ A∗ such that (w)= (−1js g−1−1t i ; s, t) because  is surjective. From −1js , −1t i ∈ H we have
wz, zw ∈ −1(H˜ ) ⊂ Z+. The fact that z,wz, zw ∈ Z+ implies w ∈ Z+, since Z+ is stable (see [1, p. 43 and 79]).
Therefore (w)= −1js g−1−1t i ∈ K; hence, g−1 ∈ jsKt i ⊂ K . It follows that any element in K has an inverse in
K . Therefore K is a subgroup of G.
Now we shall show that Z∗ =L(K). It is obvious that Z∗ ⊂ L(K). Let w ∈ L(K) and (w)= (g; i, j). Take
two elements u, v ∈ Z∗ such that (u) = (g−1−1ji ; i, j) and (v) = (−1ji g−1; i, j). Then uw,wv ∈ L(H) ⊂ Z∗;
thus u, v, uw,wv ∈ Z∗. This implies w ∈ Z∗, that is, L(K) ⊂ Z∗. 
A maximal code X over A is said to be indecomposable if X∗ ⊂ Z∗ for some code Z over A implies Z=X or
Z=A (see [1, p. 78]).
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Let  : A∗ → M(G; I, J ;)1 be a surjective morphism such that  is a matrix over H , and let X be a base of
L(H). Then X is indecomposable if and only if H is a maximal subgroup of G. Indeed, if there exists a subgroup K
such that H ⊂ K and K = H,G, then X∗ ⊂ L(K) and L(K) = X∗, A∗.
Conversely assume that X∗ ⊂ Z∗ for some code Z(= X,A). By Proposition 2.5 there exists a subgroup K of
G such that Z∗ =L(K). Now suppose that H is a maximal subgroup. Then H =K or K =G. It is obvious that
H = K , so that K =G. Let w ∈ A∗ − Z∗, (w)= ((w); i, j), and let u, v ∈ Z∗ with (u)= ((w)−1−1li ; k, l),
(v)= (−1jp (w)−1;p, q). Then u, v, uw,wv ∈ Z∗, and it implies w ∈ Z∗. This is a contradiction; hence, H is not
maximal. Therefore, X is not indecomposable if and only if H is not a maximal subgroup of G.
3. The syntactic monoid of L(H)
Let L be a subset of A∗. For w ∈ A∗ we deﬁne the subset of A∗ × A∗ by
ContL(w)={(u, v) | u, v ∈ A∗, uwv ∈ L}.
The syntactic congruence ≡L of L on A∗ is deﬁned by
w ≡L w′ ⇐⇒ ContL(w)=ContL(w′).
We write [w] for the ≡L(H)-class of w. The quotient monoid A∗/ ≡L(H) is called the syntactic monoid of L(H).
Proposition 3.1. Let  be a J × I H -normalized matrix. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism,
and let w and w′ be words in A+ such that (w)= ((w); i, j) and (w′)= ((w′); k, l); then, w ≡L(H) w′ if and
only if the following conditions hold:
(1) (w) ≡ (w′)modH(H),
(2) ∑Ci ≡∑Ck modG(H),
(3) ∑Rj ≡∑Rl modG(H).
Proof. (⇒). Since  is H -normalized, there exist some t ∈ J and s ∈ I such that t i−1tk ∈ G(H) and js−1ls ∈
G(H).
(1) Let g be an arbitrary element inG. Since is surjective, there exist some u, v ∈ A+ such that(u)= (g−1t i ; t ′, t)
and (v)= (−1js (w)−1g−1; s, s′) for some t ′ ∈ I, s′ ∈ J .
From (uwv)= (1; t ′, s′) ∈ H˜ , uwv ∈ L(H). Therefore uw′v ∈ L(H). It implies
(uw′v)= g−1t i tk(w′)ls−1js (w)−1g−1 = g−1tk 1tk(w′)ls−1ls 2(w)−1g−1 ∈ H
for some 1, 2 ∈ G(H). Since 1 and 2 are elements of a normal subgroupH(H) ofG, we have g(w′)(w)−1g−1 ∈
H . Therefore, (w′)(w)−1 ∈ g−1Hg for all g ∈ G. Thus (w′)(w)−1 ∈ H(H).
(2) Let q be an arbitrary element in J , and let (z)= (1; q ′, q), z ∈ A+. From zw ≡L(H) zw′ we have
(zw)(zw′)−1 ∈ H(H) by (1). Therefore qi(w)(w′)−1−1qk ∈ H(H). Since (w)(w′)−1 ∈ H(H) and H(H)
is normal in G, we have H(H)qk = H(H)qi(w)(w′)−1 = H(H)qi , showing that qi−1qk ∈ H(H). Therefore,
qi
−1
qk ∈ H(H) ∩ G =G(H) for all q ∈ J . Thus
∑C
i ≡
∑C
k modG(H).
(3) Let p be an arbitrary element in I , and let (z)= (1;p, p′), z ∈ A+. From wz ≡L(H) w′z we have (wz)
(w′z)−1 ∈ H(H) by (1). Therefore we have (w)jp−1lp (w′)−1 ∈ H(H). From (w)(w′)−1 ∈ H(H) we have
jp
−1
lp ∈ H(H) for all p ∈ I .
(⇐). Conversely assume that (1), (2) and (3) hold. Let (x)= ((x);p, q), (y)= ((y); r, s), x, y ∈ A+. Note
that G(H) ⊂ H(H) ⊂ G and H(H) is normal in G. Then
xwy ∈ L(H) ⇒ (x)qi(w)jr(y) ∈ H ⇒ (x)qk1h(w′)lr2(y) ∈ H for some 1, 2 ∈ G(H), h ∈
H(H) ⇒ (x)qk(w′)lr(y) ∈ H ⇒ (xw′y) ∈ H ⇒ xw′y ∈ L(H).
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The reverse implication is shown in the same manner. Therefore w ≡L(H) w′. 
On a monoid M we deﬁne three equivalence relations R,L and H as mRm′ iff mM =m′M , mLm′ iff Mm=Mm′,
and H=R ∩ L.
Corollary 3.2. Under the hypotheses and with the notations mentioned in Proposition 3.1 we have
(1) [w]R[w′] if and only if∑Ci ≡∑Ck modG(H).
(2) [w]L[w′] if and only if∑Rj ≡∑Rl modG(H).
(3) [w]H[w′] if and only if∑Ci ≡∑Ck modG(H) and∑Rj ≡∑Rl modG(H).
Proof. (1) (⇒). If [w]R[w′], then [w′] = [w][u] for some u ∈ A∗. It follows thatw′ ≡L(H) wu. From(w)= ((w);
i, j) and (w′)= ((w′); k, l) we have (wu)= ((wu); i, s) for some s ∈ J . Thus we have Ci ≡ Ck modG(H)
by (2) of Proposition 3.1.
(⇐). Suppose that Ci ≡ Ck modG(H). Since  is surjective, there exists u ∈ A+ such that (u)= (−1j t
(w)−1(w′); t, l). From (wu)= ((w′); i, l) we have (wu)= (w′). Therefore wu and w′ satisfy conditions
(1)–(3) of Proposition 3.1. Thus wu ≡L(H) w′. In the same way we can show that w ≡L(H) w′v for some v ∈ A∗.
Thus [w]R[w′].
(2), (3) Proof is omitted. 
Proposition 3.3. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where  is a matrix over H . Then a
non-trivial H-class of the syntactic monoid of L(H) is isomorphic to the factor group G/H(H).
Proof. By Proposition 2.4, it may be assumed that  is H -normalized. Let U ={g
|
 ∈ } be a transversal (a set
consisting of just one representative from each coset H(H)g). For each g
 ∈ U there exists w
 ∈ A∗ such that
(w
)= (g
; 1, 1). PutG11 ={[w
]|
 ∈ }. Then, by Corollary 3.2, the setG11 is contained in some H-class H11.We
show that G11 saturates H11. Let [w] ∈ H11 and (w)= (g; i, j); then, [w]H[w
]. Therefore
∑C
i ≡
∑C
1 modG(H)
and
∑R
j ≡
∑R
1 modG(H) by Corollary 3.2. It follows that w ≡L(H) w for some w such that g ∈ H(H)g. Thus
we have that [w]= [w] ∈ G11, so that H11 ⊂ G11. Hence H11 =G11. Deﬁne the function  : G11 → G/H(H) by
([w])= 11(w)H(H). If w ∈ [w
], then (w)H(H)= (w
)H(H), hence 11(w)H(H)= 11(w
)H(H). This means
that  iswell-deﬁned. ByProposition 3.1,  is a bijection. Letu ∈ [w
], v ∈ [w] and(u)= ((u); i, j),(v)= ((v);
k, l). Then, by Proposition 3.1, jk = xj1 and j1 = y11 for some x, y ∈ G(H). Note that xy is in the nor-
mal subgroup H(H), then 11(uv)H(H) = 11g
jkgH(H) = 11g
xy11gH(H)= 11g
11gH(H). Therefore
([w
][w]) = ([w
])([w]). Therefore G11 is isomorphic to G/H(H). 
Proposition 3.4. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where  is an H -normalized matrix, then
the following conditions are equivalent:
(1) The base of L(H) is a group code.
(2) The ≡L(H)-class [ 1 ] of 1 ∈ A∗ is not a singleton.
(3) ∑Ci ≡∑Ck modG(H) for all i, k ∈ I , and∑Rj ≡∑Rl modG(H) for all j, l ∈ J .
Proof. (1) ⇒ (2). The syntactic monoid of L(H) is a group. Let w ∈ A+ be a word such that (w)= (−1ji ; i, j).
From (w2)=(w) we have [w2]= [w] by Proposition 3.1. Thus [1]= [w], since a group has only one idempotent.
(2) ⇒ (3). Let w ∈ [1] with (w)= ((w); i, j). For an arbitrary element (g; k, l) there exists some u ∈ A∗ such
that (u)= (g; k, l). Since [uw]= [wu]= [u] and
(uw)= (gli(w); k, j), (wu)= ((w)jkg; i, l),
by Proposition 3.1 we have Ci ≡ Ck ,Rj ≡ Rl modG(H).
(3) ⇒ (1). By Corollary 3.2, [w]H[w′] for any w,w′ ∈ A+. Therefore all [w], w ∈ A+, are in the same H-class.
We take the same G11 as in the proof of Proposition 3.3. We shall show that [1] ∈ G11 for 1 ∈ A∗. Let w ∈ A∗ be an
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element such that (w)= (−111 ; 1, 1). Let (u, v) ∈ ContL(H)(1). Then we have one of the following:
(i) u= v= 1, (ii) u= 1, v ∈ A+, (iii) u ∈ A+, v= 1, (iv) u, v ∈ A+.
For case (i) we have (1, 1)∈(ContL(H)(1)∩ContL(H)(w)) since w∈L(H). In case (ii), 1·1·v∈L(H) if and only if
1·w·v ∈ L(H) since L(H) is a biunitary submonoid. We consider case (iv). Let (u)= ((u); i, j), (v)= ((v);
k, l). From (3) we have 11 = xj1, 11 = y1k , jk = z11 for some x, y, z∈G(H). Note that x, y and z are in the
normal subgroup H(H); then
(u, v) ∈ ContL(H)(1) ⇔ (u)jk(v)∈H ⇔ (u)z11(v)∈H ⇔ (u)11(v)∈H
⇔ (u)11−111 11(v)∈H ⇔ (u)xj1−111 y1k(v)∈H ⇔ (u)j1−111 1k(v)∈H
⇔ (uwv)∈H ⇔ (u, v)∈ContL(H)(w).
Hence ContL(H)(1)=ContL(H)(w), and it follows that [1]∈G11. Therefore the syntactic monoid of L(H)
is G11. Deﬁne the surjective morphism  : A∗ → G/H(H) by (w)=H(H)11(w). Then we have L(H)=
−1(H/H(H)). 
Corollary 3.5. Let  be a J×I matrix over H , and let  : A∗ → M(G; I, J ;)1 be a surjective morphism. If either
Card(I )= 1 or Card(J )= 1, then the base of L(H) is a group code.
Proof. Assume that Card(I )= 1. By Proposition 2.4, we may suppose that = (j1), j ∈ J, is H -normalized. Since
j1
−1
l1 ∈ G(H) for all j, l ∈ J , by Proposition 3.4, the base of L(H) is a group code. 
Proposition 3.6. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where  is an H -normalized matrix. If
either G or H is a normal subgroup of G, then the base of L(H) is a group code.
Proof. Since G(H)=G, ji−1lk ∈ G(H) for any ji , lk ∈ G. Therefore condition (3) of Proposition 3.4
holds. 
Corollary 3.7. Let be a J×I matrix overH , and let : A∗ → M(G; I, J ;)1 be a surjective morphism. IfG/H(H)
is an abelian group, then the base of L(H) is a group code.
Proof. By Proposition 2.4, we may suppose that  is H -normalized. If G/H(H) is abelian, then H/H(H) is normal in
G/H(H). Therefore, H is normal in G. From Proposition 3.6, the base of L(H) is a group code. 
Corollary 3.8. Let  be a J × I matrix over H , and let  : A∗ → M(G; I, J ;)1 be a surjective morphism. If G is
an abelian group, then the base of L(H) is a group code.
From Corollary 3.2 and Proposition 3.4 we have that the syntactic monoid ofL(H) is either a group or a completely
simple semigroup with an adjoined identity.
Deﬁne the equivalence relation ≈C on the index set I by, for i, k ∈ I
i ≈C k ⇐⇒ Ci ≡ Ck modG(H).
Let I ′ be a transversal of ≈C on I (a set of elements of I containing one and only one element from each ≈C-class).
By [i]C we denote ≈C-class of i ∈ I ′. Similarly, deﬁne the equivalence relation ≈R on J by, for j, l ∈ J
j ≈R l ⇐⇒ Rj ≡ Rl modG(H).
Let J ′ be a transversal of ≈R on J . By [j ]R we denote ≈R-class of j ∈ J ′.
Note that if [u], [v] ∈ A∗/ ≡L(H), u, v ∈ A+ and (u)= (x; i, j),(u)= (y; k, l), then by Proposition 3.1
we have
[u]= [v] ⇐⇒ xy−1 ∈ H(H), i ≈C k, j ≈R l.
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Let ′ = (H(H)ji) be a J ′ × I ′ matrix over G/H(H). If A∗/ ≡L(H) is not a group, then we deﬁne the surjective
morphism  : A∗/ ≡L(H)→ M(G/H(H); I ′, J ′;′)1 by
([1])= 1, ([w])= (H(H)g; i′, j ′) if (w)= (g; i, j), i ∈ [i′]C, j ∈ [j ′]R.
 is well deﬁned and is a bijective morphism. Therefore we have
Proposition 3.9. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where  is an H -normalized matrix. If
A∗/ ≡L(H) is not a group, then A∗/ ≡L(H) is isomorphic to M(G/H(H); I ′ , J ′ ;′)1.
We remark thatM(G/H(H); I ′, J ′;′) is determinedbyM(G; I, J ;) andH , that is, the constructionofM(G/H(H);
I ′, J ′;′)1 does not depend on . Therefore, if both  and 	 are surjective morphisms from A∗ onto M(G; I, J ;)1,
then A∗/ ≡L(H) and A∗/ ≡L	(H) are isomorphic to each other.
The proof of Proposition 3.10 requires basic results of the egg-box description of a D-class of semigroup. For these
results, refer to [2, Chapter 3 ] or [3, Chapter 3]. Further, the proof also requires the following proposition [1, p. 264]:
If X is a thin maximal biﬁx code and A= (Q,A, , 1, {1}) is a transitive automaton recognizing X∗, then we have
(1) for all w ∈ A∗, 1 ∈ (Q, w),
(2) for all w ∈ A∗, (s, w)= (1, w) implies s = 1.
Proposition 3.10. Let X be a thin maximal biﬁx code and let A be a transitive automaton recognizing X∗. If the
transition semigroup T (A+) is a completely simple semigroup, then there exist some M(G; I, J ;), some subgroup
H of G and a surjective morphism  from A∗ onto M(G; I, J ;)1 such that X∗ =L(H).
Proof. Let A= (Q,A, , 1, {1}) be a transitive automaton recognizing X∗. Let {Ri | i ∈ I } and {Lj | j ∈ J } be the
sets of R-classes and L-classes of T (A+), respectively. Furthermore, let ri be an idempotent of Ri ∩ L1, i ∈ I and
qj be an idempotent of R1 ∩ Lj , j ∈ J , where q1 = r1 = e ∈ R1 ∩ L1. Deﬁne the J × I matrix  by = (qj ri),
then  is a matrix over the group G=L1 ∩ R1. Let H be a stabilizer of the state 1 in G: H ={h ∈ G | (1)h= 1}.
Then qirj ∈ H , since each idempotent of T (A+) ﬁxes 1 by the above remark. Therefore  is a matrix over H . Deﬁne
a function  : M(G; I, J ;) → T (A+) by (g; i, j)= rigqj . Then  is an isomorphism from M(G; I, J ;) onto
T (A+) (see [2, p. 92]). We deﬁne the morphism  : A∗ → M(G; I, J ;)1 as follows:
(a)= (eA(a)e; k, l) if a ∈ A and A(a) ∈ Rk ∩ Ll.
Suppose thatA(w) ∈ Ri∩Lj and(w)= (eA(w)e; i, j). Ifa ∈ A, A(a) ∈ Rk∩Ll , then(wa)= (eA(w)eqj rk
eA(a)e; i, l). Since eqj = qj and rke= rk , we have eA(w)eqj rkeA(a)e = eA(w)qj rkA(a)e. From A(w) ∈ Ri∩
Lj andA(a) ∈ Rk∩Ll wehaveA(w)qj = A(w) and rkA(a)= A(a).This implies that(wa)= (eA(wa)e; i, l)
and A(w)A(a) ∈ (Ri ∩ Lj )(Rk ∩ Ll)=Ri ∩ Ll . Therefore, by induction on the length of u ∈ A+ we have that for
u ∈ A+, (u)= (eA(u)e; i, j) if A(u) ∈ Ri ∩ Lj .
Now we shall show that  is surjective. Let S be a subsemigroup generated by {(a) | a ∈ A}. If e= A(u) ∈
R1 ∩ L1, u= b1b2 · · · bm, bt ∈ A, 1 tm, then A(b1) ∈ R1 ∩ Lj ′ and A(bm) ∈ Rk′ ∩ L1 for some j ′ ∈ J and
k′ ∈ I , and
(u)= (eA(u)e; 1, 1)= (e; 1, 1) ∈ S.
For any A(w) ∈ T (A+) we have (uwu)= (eA(w)e; 1, 1) ∈ S. Therefore (G; 1, 1) = (eT (A+)e; 1, 1) ⊂ S.
Since A : A∗ → T (A) is surjective, for every i ∈ I and every j ∈ J there exist some x, y ∈ A∗ such that A(x) ∈ Ri
and A(y) ∈ Lj . Since (x)= (eA(x)e; i, t) for some t ∈ J , (y)= (eA(y)e; s, j) for some s ∈ I and eT (A+)e
is a group, we obtain eA(x)e · eT (A+)e · eA(y)e= eT (A+)e and (x)(G; 1, 1)(y)= (G; i, j) ⊂ S.
This means that  is surjective.
Let w ∈ X+, then (1)A(w)= 1. Since 1 ∈ (Q)e and e is an identity permutation on the set (Q)e, we have
(1)eA(w)e= 1. Thus (w) ∈ H˜ , that is w ∈ L(H).
Conversely assume that w ∈ L(H); then, we have (w)= (eA(w)e; i, j) ∈ H˜ for some i ∈ I, j ∈ J . It follows
from (1)eA(w)e= 1 that ((1)A(w))e= 1, so that (1)A(w)= 1. Therefore w ∈ X∗ and X∗ =L(H). 
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4. Automata recognizing L(H)
For a word u ∈ A∗ we deﬁne a subset u−1L(H)={z ∈ A∗ | uz ∈ L(H)} of A∗. Let Q={u−1L(H) | u ∈ A∗},
then the minimal automaton A of L(H) is deﬁned by A = (Q,A, , 1−1L(H), F ), where the ﬁnal states are
the elements u−1L(H) ∈ Q such that 1 ∈ u−1L(H), and  is deﬁned by (u−1L(H), a)= (ua)−1L(H) for
u−1L(H) ∈ Q, a ∈ A. It is known that the syntactic monoid of L(H) is isomorphic to the transition monoid of the
minimal automaton of L(H).
The group G acts on the set S ={Hg | g ∈ G} of right cosets of H in G. Let K be a subgroup of G. For each q ∈ S
the subset
StabK(q)={k ∈ K | (q)k= q}
forms a subgroup of the permutation group G on S.
Proposition 4.1. Let  be a J × I H -normalized matrix,  : A∗ → M(G; I, J ;)1 be a surjective morphism, and let
u, v be words in A∗ such that (u)= ((u); i, j) and (v)= ((v); k, l). Then u−1L(H)= v−1L(H) if and only
if the following conditions hold:
(1) (u) ≡ (v)modH ,
(2) Rj ≡ Rl mod StabG(H(u)).
Proof. (⇒). Assume that u−1L(H)= v−1L(H).
(1) Since  is H -normalized, there exists some t ∈ I such that j t−1lt ∈ G(H). Let w ∈ A+ be a word such
that (w)= (−1j t (u)−1; t, t ′). From (uw)= (1; i, t ′) ∈ H˜ we have uw ∈ L(H). It follows that vw ∈ L(H) and
(vw)= (v)(u)−1 ∈ H . Thus we have (1).
(2) Let p be an arbitrary element in I , and let (w)= (1;p, p′), w ∈ A+. From u−1L(H) = v−1L(H) we have
(uw)−1L(H)= (vw)−1L(H) and H(uw)=H(vw) by (1). It follows that H(u)jp−1lp = H(v)=H(u).
Therefore jp−1lp ∈ StabG(H(u)) for all p ∈ I . Thus we obtain (2).
(⇐). Conversely assume that (1) and (2) hold. Let w ∈ u−1L(H) and (w)= ((w);p, p′). From uw ∈ L(H)
we have (u)jp(w) ∈ H . Thus (u)jp ∈ H(w)−1. On the other hand, from H(u)=H(v) and jp−1lp = 
for some  ∈ StabG(H(u)), we have H(w)−1 =H(u)jp =H(u)lp =H(u)lp =H(v)lp. Therefore
(vw)= (v)lp(w) ∈ H and vw ∈ L(H). Thus w ∈ v−1L(H). Similarly, w′ ∈ v−1L(H) implies w′ ∈
u−1L(H). Thus u−1L(H)= v−1L(H). 
Let G= ⋃
∈Hg
, where  is an index set and Hg
 = Hg for 
 = . For each 
 ∈ , an equivalence
relation ≈R,
 on a set R ={Rj |j ∈ J } is deﬁned by Rj ≈R,
 Rl if and only if Rj ≡ Rl mod StabG(Hg
). By
ind(≈R,
) we denote the cardinal number of R/ ≈R,
. Since L(H) is recognized by a ﬁnite automaton if and only
if {u−1L(H) | u ∈ A∗} is ﬁnite, from Proposition 4.1 we have the following:
Corollary 4.2. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where  is H -normalized. Then L(H) is
recognizable if and only if the index of H in G is ﬁnite (i,e.,  is ﬁnite) and all ind(≈R,
), 
 ∈ , are ﬁnite.
Let  : A∗ → M(G; I, J ;)1 be a surjective morphism. Under the condition that either A or J is ﬁnite, L(H)
is recognizable if and only if the index of H in G is ﬁnite, that is, the base X of L(H) is recognizable if and only
if the index of H in G is ﬁnite. We note that a recognizable code is thin [1, p. 69]. Conversely, suppose that X is
thin. Then there exists v ∈ A+ such that A∗vA∗ ∩ X=∅. Let (v)= ((v); i, j), and let (u)= (g−1ji ; i, j), g ∈ G,
(w)= (−1ji (v)−1g−1; i, j); then, uvw ∈ X∗. Thus up ∈ X∗, that is, g(p) ∈ H for some proper left factor p of v
(see [1, p. 70]); therefore, we have
G= ⋃
p∈P(v)
H(p)−1,
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where P(v) is the set of proper left factors of v. Thus the index of H in G is ﬁnite, that is, if either A or J is ﬁnite, then
we have that X is thin if and only if the index of H in G is ﬁnite.
If both J and the index n of H in G are ﬁnite, then the minimal automaton of L(H) has
∑n

= 1ind(≈R,
) number
of states.
Let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where = (ji) is a matrix over H . If a, b ∈ A and
(a)= ((a); i, j),(b)= ((b); k, l), then we set (a, b)= jk . Set
Q={H } ∪ {(Hg, a) | g∈G−H, a∈A}.
We deﬁne the automaton A = (Q,A, , H, {H }) as follows:
For a, b ∈ A and H, (Hg, a) ∈ Q, a function  is deﬁned by
(H, b)=H if H(b)=H , (H, b)= (H(b), b) if H(b) = H and
((Hg, a), b)=
{
H if Hg(a, b)(b)=H,
(Hg(a, b)(b), b) otherwise.
By L(A) we denote the language recognized by A. Let w= b1b2 · · · bm ∈ A+, br ∈ A, 1rm. If w ∈ L(H),
then
(w)= (b1)(b1, b2)(b2)(b2, b3) · · · (bm−1, bm)(bm) ∈ H.
Therefore, in A we have
H
b1−→ (H(b1), b1) b2−→ (H(b1)(b1, b2)(b2), b2) b3−→ · · · bm−→ H,
and w ∈ L(A). Thus L(H) ⊂ L(A).
Conversely, if w ∈ L(A), then H(w)=H . This implies that w ∈ L(H), so that L(A)=L(H). Therefore,
we have
Proposition 4.3. If  : A∗ → M(G; I, J ;)1 is a surjective morphism, where  is a matrix over H , then L(A)=
L(H).
Note that A is transitive and, in general, is not a minimal automaton of L(H).
Two states (Hx, a), (Hy, b) in A are called inseparable if
{w ∈ A∗|((Hx, a), w)=H }= {w ∈ A∗|((Hy, b), w)=H }.
Proposition 4.4. Let  : A∗ → M(G; I, J ;)1 be a surjective morphism, where  is an H -normalized matrix, and
let a, b ∈ A+, (a)= ((a); i, j),(b)= ((b); k, l). Then two states (Hx, a), (Hy, b) in A are inseparable if and
only if Hx =Hy and Rj ≡Rl mod StabG(Hx).
Proof. Note that for any (Hg, c) there exists some w ∈ A∗ such that ((Hg, c), w) = H , since A is transitive.
Assume that two states (Hx, c) and (Hy, c) are inseparable and ((Hx, c), w) = H,w = du, d ∈ A, u ∈ A∗. Then
((Hy, c), w) = H and therefore Hx(c, d)(w) = Hy(c, d)(w). Thus Hx = Hy.
Assume that (Hx, a) and (Hy, b) are inseparable. Then for any c ∈ A two states ((Hx, a), c) and ((Hy, b), c)
are inseparable. Since  is H -normalized, there exists some s ∈ I such that js−1ls ∈ G(H). On the other hand,
since  is surjective, for such s ∈ I there exist some c ∈ A and t ∈ J such that (c)= ((c); s, t). Since ((Hx, a), c)
and ((Hy, b), c) are inseparable, we obtain Hx(a, c) = Hy(b, c). It follows that Hy = Hx(a, c)(b, c)−1 =
Hxjs
−1
ls = Hx.
Since is surjective, for any p ∈ I there exist some d ∈ A and q ∈ J such that(d)= ((d);p, q). Since two states
((Hx, a), d) and ((Hx, b), d) are inseparable, we have Hx(a, d)=Hx(b, d). Therefore Hx(a, d)(b, d)−1
x−1 =H . Thus (a, d)(b, d)−1 = jp−1lp ∈ x−1Hx∩G for allp ∈ I . Thismeans thatRj ≡ Rl mod StabG(Hx).
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The reverse implication is omitted. 
Example 2. Let A={a, b}, N =〈x〉 be an inﬁnite cyclic group, and y : x → x−1 its automorphism. Let G=N〈y〉
be a semidirect product of N by 〈y〉
xpy · xqy′ = xp · y(xq) · yy′ = xp−qyy′, xp, xq ∈ 〈x〉, y, y′ ∈ 〈y〉.
Let n be a non-negative integer, and let Nn =〈xn〉, H =Nn〈y〉 and
=
(
1 1
1 y
)
,
thenG =〈y〉, and if n = 0, then the index ofH inG is n.We deﬁne the surjectivemorphism : A∗ → M(G; 2, 2;)1
by
(a)= (x; 1, 1), (b)= (x−1; 2, 2).
Let X be the base of L(H).
If n= 1, then H =G, and X=A is a group code.
If n= 2, then H(H)=H is a normal subgroup of G, and therefore, by Proposition 3.6, X is a group code. G/H is a
cyclic group of order 2.
If n3 and n is even, then H(H)=Nn, and G ={1}. G/Nn is isomorphic to a dihedral group of order 2n.
Let G=Hg1 + · · · + Hgn, gi = xi−1, 1 in. Then, since StabG(Hgi)=G for i = 1, (n/2) + 1, and
StabG(Hgi)={1} for all i = 1, (n/2) + 1, we have ind(≈R,1)= ind(≈R,(n/2)+1)= 1 and ind(≈R,i)= 2, for all
i = 1, (n/2) + 1. Therefore the automaton A is reduced to an automaton with 2n − 2 states. The syntactic monoid
of X∗ is isomorphic to M(G/Nn; 2, 2;n)1, where
n =
(
Nn Nn
Nn Nny
)
.
If n3 and n is odd, then A is reduced to an automaton with 2n − 1 states.
If n= 0, then H =G =〈y〉 and G/H(H) is isomorphic to an inﬁnite dihedral group G. The syntactic monoid of X∗
is isomorphic to M(G; 2, 2;)1. Since the index of H in G is not ﬁnite, X is dense. Indeed, we can see this fact by
using the automaton A which has the following transition structure: For r2,
(Hxr, a)
b−→ (Hxr−1, b) b−→ (Hx−r , b) a−→ (Hx−r+1, a),
(Hxr, a)
a←− (Hxr−1, b) b←− (Hx−r , b) b←− (Hx−r+1, a)
and (Hxr−1, a) a−→ (Hxr, a), (Hx−(r−1), a) a←− (Hx−r , a). By |w| we denote the length of w ∈ A∗. If |w| = 1,
then wb ∈ X. If |w|2, then consider the word a|w|+1w. By the structure of A, we have a|w|+1wu ∈ X for
some u ∈ A+.
5. Finite maximal biﬁx codes
The ﬁnite maximal biﬁx codes X such that the syntactic monoid of X∗ is a completely simple semigroup with an
adjoined identity are obtained by team tournaments T [5].
For a given team tournament T and its code X, how do we determine the structure of the syntactic monoid of the
language recognized by the automaton A of T , without direct computation of the transition monoid of A ? Also how
do we determine a semigroup M(G; I, J ;), a subgroup H , and a surjective morphism  : A∗ → M(G; I, J ;)1
such that X∗ =L(H)? In this section we shall supply answers to these questions.
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A team tournament T is a directed graph consisting of n disjoint sets T1, T2, . . . , Tn each containing a chain ofm−1
points: Ti ={ci1 → ci2 → · · · → cim−1}. The arrows between Ti and Tj obey the following rules:
(1) cil → cip implies p = 1.
(2) For every i, j, p verifying i = j, p = 1 there exists a unique lp such that cil → cjp.
(3) For every i, j, k, l, p, cil → cjp and cil → cjk imply k=p.
(4) The graph does not contain any loops.
Using the team tournament we deﬁne the automaton of the team tournament as follows:
(5) All the arrows arriving at a point of Ti are labelled by ai .
(6) We introduce the special state denoted by 0, direct all the missing arrows to Ti in (1)–(5) to this point, and relate 0
to ci1, 1 in, by an arrow labelled ai .
The arrows from Ti to Tj deﬁne the following permutation fij on {0, 1, . . . , m − 1}: (0)fij = 1, (l)fij =p if cil →
c
j
p, p = 1, (l)fij = 0 if for every p = 1, cil → cjp is not in T .
Then the set X of all words representing minimal paths from 0 to 0 in the automaton of a team tournament T is a
ﬁnite maximal biﬁx code. Deﬁne the n2 permutations on {0, 1, . . . m − 1} by
ij = f1ifij f−11j , 1 i, jn.
Then the Suschkewitsch group of a biﬁx code X(see [3, p. 217] for the deﬁnition) is generated by the permutations
ij , 1 i, jn [5].
Lemma 5.1. IfA={a1, a2, . . . an} and= (ji) is an n×nmatrix over a ﬁnite groupG such that (1) 11 = 12 = · · ·
= 1n and (2) G is generated by the components of , then a morphism  : A∗ → M(G; n, n;)1 deﬁned by
(ai)= (1; i, i), 1 in, is surjective.
Proof. Let S be a subsemigroup generated by {(ai)|ai ∈ A}. Since (amj )= (1; j, j)m = (m−1jj ; j, j) ∈ S for
all m1 and G is ﬁnite, we have (−1jj ; j, j) ∈ S for all 1jn. From (1) we have (am1 aj )= (m−111 1j ; 1, j)=
(m1j ; 1, j)∈S for all m1, therefore (1; 1, j), (−11j ; 1, j) ∈ S for all 1jn. From (1; 1, j)m(1; 1, 1)= (mj1; 1, 1)
for all m1 it follows that (−1j1 ; 1, 1) ∈ S for all 1jn. This implies that for all 1 i, jn
(−111 ; 1, 1)(1; i, i)(1; j, j)(−1jj ; j, j)(−1j1 ; 1, j)(−1j1 ; 1, 1)= (ij ; 1, 1) ∈ S.
Let g= 1 · · · r−1r , s ∈ {ji |1j, in}, 1sr . If (1 · · · r−1; 1.1) ∈ S, then
S  (1 · · · r−1; 1.1)(−211 ; 1, 1)(r ; 1.1) = (g; 1.1); therefore, by induction on r we have (G; 1, 1) ⊂ S. It follows
that (1; i, i)(G; 1, 1)(1; j, j)= (G; i, j) ⊂ S. Therefore S =M(G; n, n;), thus  is surjective. 
Let = (0, 1, 2, . . . , m−1). Deﬁne an n×nmatrix over the groupG by0 = (ji), ji = f1j fjif−11i , 1 i, jn.
We note that 1i = f11 =  for all 1 in. Deﬁne 0 : A∗ → M(G; n, n;0)1 by 0(aj )= (1; j, j), aj ∈ A
1jn. By the above lemma, 0 is a surjective morphism. Let
= (−1j1 ji) and (aj )= (j1; j, j), 1 i, jn.
Then  is surjective by Lemma 2.3.(1).
Since −111 1i = 1 for all 1 in, all the elements in the ﬁrst row and in the ﬁrst column of  are the identity of G.
Since
0 f11−→ 1 f
−1
j1−→ 0 fji−→ 1 f
−1
1i−→ 0,
−1j1 ji = f11f−1j1 fjif−11i is in the stabilizer H of 0. Thus  is an H -normalized matrix. Note that
G=H0 + H1 + · · · + Hm−1, Hs ={g ∈ G | (0)g= s}
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and
−1i1 ii(ai)= −1i1 iii1 = f−1i1 fi1−1 = (fi1−1)−1fi1−1
= (0, (1)fi1−1, (2)fi1−1, . . . , (m − 1)fi1−1), (m-cycle).
We set (s)fi1−1 = s′, then −1i1 ii(ai)= (0 1′2′ · · · (m − 1)′) and
Hk
′
−1i1 ii(ai)={g ∈ G | (0)g= (k + 1)′} =H(k+1)
′
.
Since −1i1 ii ∈ H , we have that H(ai)=H−1i1 ii(ai). Therefore in the state graph of A we have
H
ai−→ (H1′ , ai) ai−→ (H2′ , ai) ai−→ · · · ai−→ (H(m−1)′ , ai) ai−→ H.
Let j = i and (s)fij = t . We set (s)fj1−1 = s′′, 0sm − 1, then
(s′)−1i1 ij(aj ) = (s)fij fj1−1 = (t)fj1−1 = t ′′.
Therefore cis
aj−→ cjt implies (Hs′ , ai)
aj−→ (Ht ′′ , aj ). This means that the automaton of the team tournament is
isomorphic to A as an automaton. Since L(H)=L(A) by Proposition 4.3,  is a required morphism such that
X∗ =L(H).
Example 3. We deﬁne the automaton of the team tournament as follows:
0 c11 c12 c13 c14 c15 c
2
1 c
2
2 c
2
3 c
2
4 c
2
5
a c11 c
1
2 c
1
3 c
1
4 c
1
5 0 c
1
3 c
1
2 c
1
5 c
1
4 0
b c21 c
2
2 c
2
3 c
2
4 c
2
5 0 c
2
2 c
2
3 c
2
4 c
2
5 0
Then f11 = f12 = f22 = = (0 1 2 3 4 5), f21 = (0 1 3 5)(2)(4), and
11 = f11f11f−111 = , 12 = f11f12f−112 = , 21 = f12f21f−111 = (0 2 4 5)(1)(3), 22 = f12f22f−112 = .
Let G=〈11, 21〉, then G is equivalent to PGL(2, 5) [6]. Let H be the stabilizer of 0, and let
(a)= (; 1, 1), (b)= ((0 2 4 5); 2, 2), =
(
1 1
1 (1 2)(3 4)
)
.
Since G is transitive and H is the stabilizer of 0, we have H(H)=G(H)={1}. Thus, by Proposition 3.9, the syn-
tactic monoid is isomorphic to M(G; 2, 2;)1. Deﬁne the permutation Fij = −1i1 ij(aj ) (i.e., Fij : (s)fi1−1 →
(s)fij fj1−1),wherea1 = a anda2 = b, thenF11 = , F22 = −121 2221 = (0 1′ 2′ 3′ 4′ 5′)= (0 2 1 4 3 5),F12 = (0 2 4 5),
F21 = .
Therefore the automaton A is given by the following table:
H (H1, a) (H2, a) (H3, a) (H4, a) (H5, a) (H1, b)
a (H1, a) (H2, a) (H3, a) (H4, a) (H5, a) H (H2, a)
b (H2, b) (H1, b) (H4, b) (H3, b) (H5, b) H (H4, b)
(H2, b) (H3, b) (H4, b) (H5, b)
a (H3, a) (H4, a) (H5, a) H
b (H1, b) (H5, b) (H3, b) H
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