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Mixed zeta functions and application to some lattice points
problems.
D. Essouabri
∗
Abstract: We consider zeta functions: Z(f ;P ; s) =
∑
m∈Nn f(m1, . . . ,mn) P (m1, . . . ,mn)
−s/d
where P ∈ R[X1, . . . ,Xn] has degree d and f is a function arithmetic in origin, e.g. a mul-
tiplicative function. In this paper, I study the meromorphic continuation of such series
beyond an a priori domain of absolute convergence when f and P satisfy properties one
typically meets in applications. As a result, I prove an explicit asymptotic for a general
class of lattice point problems subject to arithmetic constraints.
Mathematics Subject Classifications: 11M41, 11P21, 11N25, 11N37.
Key words: Zeta functions, meromorphic continuation, Newton polyhedron,
multiplicative functions, Lattice points, representation of integers.
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1 Introduction
Let f : Nn → C be a function and P ∈ R[X1, . . . ,Xn] a polynomial of degree d. We define
a mixed zeta function (associated to the pair (f, P )) as the series defined formally by:
s 7→ Z(f ;P ; s) =
∑
m∈Nn
f(m1, . . . ,mn)
P (m1, . . . ,mn)s/d
(s ∈ C).
These generating functions are natural objects to study when it is of interest to under-
stand the asymptotic density of f (on average) restricted to the increasing family of sets
{P (m)1/d ≤ t} as t→∞. To do this, a classical method tells us that we must first find the
domain of convergence D of Z(f ;P ; s) and then understand its behavior along the boundary
of D.
In the classical case when f is a polynomial (eventually twisted by additive characters),
after work of many authors, the problem is now understood for a large class of P (see [17],
[13], [2], [20], [19], [11], [4]). Some results have also been obtained if f is the characteristic
function of a suitable open semi-algebraic subset of Rn (see [14], [5]).
However, for many standard arithmetic problems, the function f is irregular; typically,
though not always, it will be multiplicative. In such cases, no general methods to study
Z(f ;P ; s) are known since the works cited above need to begin with an integral represen-
tation for the series. This requires the function f to have some reasonable expression as
an algebraic or analytic function. If f is multiplicative, then it can sometimes occur that
methods that begin with an Euler product expression for the series (see for example [3] and
[1]) can be used, but in such cases, P must also be multiplicative, that is, a monomial.
The point of this article is that it gives a method to study the analytic properties for “mixed”
zeta functions Z(f ;P ; s), where f can be an irregular function, and P is any homogeneous
polynomial with positive coefficients (which should suffice for typical arithmetical applica-
tions). We call the class of f “functions of finite type” (see §3.1). Such functions are often
encountered in a variety of arithmetic problems. For applications, it is quite useful to have
as precise information as possible about a first pole of Z(f ;P ; s). Our main result, Theorem
2 (§3.2), gives a criterion, which if satisfied, explicitly identifies the first pole as well as the
leading term of the principal part of Z(f ;P ; s) at that pole.
The applications that we present to illustrate this theorem are stated in §3.3, and proved
in §4.3ff. They illustrate, in particular, the type of result that can be proved whenever the
characteristic function 1B of a subset of N
n is known (or can be shown) to be of finite type.
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We give one simple example here that is a straightforward consequence of Corollary 1. Let
B = {m = (m1, . . . ,mn) ∈ N
n : ∀i mi is square free }.
When n = 1, it is a classical fact (see [21], Chap. I.3.7) that the number of squarefree
integers in the interval [1, t] is asymptotic to (6/pi2)t. Thus, #B ∩ [1, t]n is known to be
asymptotic to (6/pi2)ntn. If we now change the enclosing region from a box to one that
is curved, say {P 1/d ≤ t} ∩ Rn+, we would expect #B ∩ {P
1/d ≤ t} to grow at a rate
Cn(B,P )t
n , where the constant reflects both arithmetic and geometric properties of this
set. Indeed, our result shows that for any elliptic polynomial P of degree d, the two features
are independent of one another in the following sense.
There exists θ > 0 such that as t→ +∞ : #B ∩ {P 1/d(m) ≤ t} = Cn(B,P ) t
n +O
(
tn−θ
)
,
where Cn(B,P ) :=
(
6
pi2
)n
·
(
1
n
∫
Sn−1∩Rn+
P
−n/d
d (v) dσ(v)
)
( Sn−1 is the unit sphere).
The factor in parentheses is geometric and first appeared in the lattice point problem studied
by Mahler [13].
The starting point of our method is the classical and remarkable following Mellin’s formula:
Γ(s)
(
∑r
k=0wk)
s =
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s− z1 − · · · − zr)
∏r
i=1 Γ(zi) dz
ws−z1−···−zr0
(∏r
k=1w
zk
k
) (1)
valid if ∀i = 0, . . . , r, ℜ(wi) > 0, ∀i = 1, . . . , r ρi > 0 and ℜ(s) > ρ1 + · · · + ρr.
This formula implies that for ρ ∈ R∗n+ and ℜ(s)≫ 1,
Z(f ;P ; s) =
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
F (s; z1, . . . , zr) dz1 . . . dzr,
where F is a meromorphic function in an open subset of Cr+1 (see §4.1 for more details).
In the classical case (i.e. f is a polynomial possibly twisted by additive characters) Mellin’s
formula was used by many authors ([17], [2],[15],...). In this event, the function F has a
meromorphic continuation to the whole space Cr+1. Applying induction on the number of
monomials of P , one then concludes that Z(f ;P ; s) has a meromorphic continuation to C.
This method gives, except for some very special cases, only a set of possible poles. So, one
cannot yet use it to determine the dominant term in the principal part at the first pole.
If f is of finite type, the function that plays the role of F will not have, in general, a
meromorphic continuation to Cr+1. Indeed, for many multiplicative functions, this is
known to be impossible! Consequently the method that works in the classical case can-
not be immediately applied to study Z(f ;P ; s) outside an a priori domain of absolute
convergence, given, say, by ℜs > c. In particular, one can only expect to obtain a mero-
morphic continuation of Z(f ;P ; s) to a half-plane of the form {ℜ(s) > η} along whose
boundary there are essential singularities. Our method identifies a possible first pole
σ0 ≤ c, in complete generality, from which an upper bound for the counting function
N(f ;P ; t) :=
∑
{m∈Nn; P (m)1/d≤t} f(m1, . . . ,mn) immediately follows.
The particular interest of Theorem 2 is its proof that the candidate first pole is a genuine pole
of a precisely given order, provided that a certain analytic criterion is satisfied, from which,
of course, follows the explicit dominant term for the asymptotic of N(f ;P ; t). Verification of
this criterion requires some additional information about the behavior of the multivariable
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Dirichlet seriesM(f ; s) (see §3.1) in small neighborhoods of certain points on the boundary
of its domain of analyticity. Such information is quite similar to that which was needed in
earlier work on multivariable Tauberian theorems by Lichtin [12] and de la Brete`che [3].
This criterion can be verified in specific cases, as our examples indicate.
The principal idea in the proof of Theorem 1 (see §4.2) is to associate in a natural way
several (“mixed”) invariants to f and P . These combinatorial-geometric invariants allow
a good control of the data within an induction argument, and, in particular, play a very
important role in the proofs of the crucial lemmas 2 and 3 (see §4.1).
2 Preliminaries
2.1 Notations
1. N = {1, 2, . . . }, N0 = N ∪ {0}, and p always denotes a prime number;
2. The expression: f(λ,y,x)≪
y
g(x) uniformly in x ∈ X and λ ∈ Λ means there exists
A = A(y) > 0, such that, ∀x ∈ X and ∀λ ∈ Λ |f(λ,y,x)| ≤ Ag(x);
3. For any x = (x1, .., xn) ∈ R
n, we set ‖x‖ =
√
x21 + ..+ x
2
n and |x| = |x1| + .. + |xn|.
We denote the canonical basis of Rn by (e1, . . . , en). The standard inert product on
Rn is denoted by 〈., .〉. We set also 0 = (0, . . . , 0) and 1 = (1, . . . , 1);
4. We denote a vector in Cn s = (s1, . . . , sn), and write s = σ+iτ , where σ = (σ1, . . . , σn)
and τ = (τ1, . . . , τn) are the real resp. imaginary components of s (i.e. σi = ℜ(si)
and τi = ℑ(si) for all i). We also write 〈x, s〉 for
∑
i xisi if x ∈ R
n, s ∈ Cn;
5. Given α ∈ Nn0 , we write X
α for the monomial Xα11 · · ·X
αn
n . For an analytic function
h(X) =
∑
α aαX
α, the set supp(h) := {α | aα 6= 0} is called the support of h;
6. A function f : Nn → C is said to be multiplicative if for all m1, . . . ,mn ∈ N and
m′1, . . . ,m
′
n ∈ N satisfying gcd (lcm (mi) , lcm (m
′
i)) = 1 we have
f (m1m
′
1, . . . ,mnm
′
n) = f (m1, . . . ,mn) .f (m
′
1, . . . ,m
′
n);
7. A polynomial P ∈ R[X1, . . . ,Xn] of degree d is said to be elliptic if its homogenuous
part of highest degree Pd satisfies: ∀x ∈ R
n
+ \ {0}, Pd(x) > 0;
8. Let F be a meromorphic function on a domain D of Cn and let S be the support of
its polar divisor. F is said to be of moderate growth if there exists a, b > 0 such that
∀δ > 0, F (s)≪σ,δ 1 + |τ |
a|σ|+b uniformly in s = σ + iτ ∈ D verifying d(s,S) ≥ δ.
2.2 Preliminaries from convex analysis
For the reader’s convenience, some classical notions from convex analysis that will be used
throughout the article are assembled here.
Let A = {α1, . . . ,αq} be a finite subset of Rn.
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1. The convex hull of A is conv(A) := {
∑q
i=1 λiα
i | (λ1, .., λq) ∈ R
q
+ and
∑q
i=1 λi = 1}
and its interior is conv∗(A) := {
∑q
i=1 λiα
i | (λ1, .., λq) ∈ R
∗q
+ and
∑q
i=1 λi = 1};
2. The convex cone of A is con(A) := {
∑q
i=1 λiα
i | (λ1, . . . , λq) ∈ R
q
+} and its (relative)
interior is con∗(A) := {
∑q
i=1 λiα
i | (λ1, . . . , λq) ∈ R
∗q
+ }.
Let Σ be the set (or the boundary of the set) {x ∈ Rn+ | 〈β,x〉 ≥ 1 ∀β ∈ I} where I is a
finite (nonempty) subset of Rn+ \ {0}. Σ is a convex polyhedron of R
n
+ \ {0}.
1. Let a ∈ Rn+ \ {0}, we define m(a) := infx∈Σ〈a,x〉 and the face of Σ with polar vector
a (or the first meet locus of a) as F(Σ)(a) = {x ∈ Σ | 〈a,x〉 = m(a)};
2. The faces of Σ are the sets F(Σ)(a) (a ∈ Rn+ \ {0}). A facet of Σ is a face of maximal
dimension;
3. Let F be a face of Σ. The cone pol(F ) := {a ∈ Rn+ \ {0} | F = F(Σ)(a)} is called the
polar cone associated to F and its elements are called polar vectors of F .
4. We define the index of Σ by ι(Σ) := min{|α|; α ∈ Σ}. It is clear that
F(Σ)(1) = {x ∈ Σ; |x| = ι(Σ)}.
2.3 Construction of the volume constant
The Sargos constant ([19], chap 3, §1.3) :
Let P (X) =
∑
α∈supp(P ) aαX
α be a generalized polynomial; i.e. supp(P ) is a finite subset
of Rn+ (and not necessarly of N
n
0 ). We suppose that P has positive coefficients and that it
depends on all the variables X1, . . . ,Xn. We denotes by E
∞(P ) :=
(
conv(supp(P ))− Rn+
)
its Newton polyhedron at infinity. Let G0 be the smallest face of E
∞(P ) which meets the
diagonal ∆ = R+1. We denote by σ0 = σ0(P ) the unique positive real number t that
satisfies t−11 ∈ G0. We also set ρ0 = ρ0(P ) := codimG0.
By a permutation of coordinates one can suppose that ⊕ρ0i=1Rei ⊕
−→
G0 = R
n and that
{ei | G0 = G0 −R+ei} = {em+1, . . . , en}.
Let λ1, . . . ,λN be the polar vectors of the facets of E
∞(P ) which meet ∆. Set PG0(X) =∑
α∈G0
aαX
α and Λ = Conv{0,λ1, . . . ,λN , eρ0+1, . . . , en}.
Definition 1. The Sargos constant associated to P is:
A0(P ) := n! V ol(Λ)
∫
[1,+∞[n−m
(∫
R
n−ρ0
+
P−σ0G0 (1,x,y) dx
)
dy > 0.
In ([19], chap 3), P. Sargos proved the following important result:
Theorem ([19], chap 3, th. 1.6): Let P be a generalized polynomial as above. We
set Y (P ; s) :=
∫
[1,+∞[n P (x)
−s dx. The abscissa of convergence of Y (P ; s) is σ0 = σ0(P ).
Moreover s 7→ Y (P ; s) has a meromorphic continuation to C, σ0 is indeed a pole of Y (P ; s)
of order ρ0 and Y (P ; s) ∼s→σ0 A0(P ) (s− σ0)
−ρ0 .
If P is elliptic the previous result can be sharpened as follows:
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Proposition 1 ([13]). Let P ∈ R[X1, . . . ,Xn] be an elliptic polynomial of degree d ≥ 1.
Denote by Pd its homogeneous part of greater degree. Then σ0 =
n
d , ρ0 = 1 and the Sargos
constant associated to P is: A0(P ) =
1
d
∫
Sn−1∩Rn+
P
−n/d
d (v)dσ(v) where S
n−1 is the unit
sphere of Rn and dσ is induced Lebesgue measure.
Construction of the volume constant:
Let I be a finite subset of Rr+ \ {0}, u = (u(β)β∈I) a finite sequence of elements of N, and
b = (b1, . . . , br) ∈ R
∗r
+ . To this data, we associate the generalized polynomial P(I;u;b) with
q :=
∑
β∈I u(β) variables, in the following way:
We define α1, . . . ,αq by: {αi | i = 1, . . . , q} = I and ∀β ∈ I #{i ∈ {1, .., q} | αi = β} =
u(β) (i.e. the family (αi) is obtained by repeating each β u(β) times).
We define the vectors γ1, . . . ,γr of Rq+ by: ∀i = 1, . . . , q and ∀k = 1, . . . , r, α
i
k = γ
k
i .
We set finally P(I;u;b)(X) :=
∑r
i=1 biX
γi .
We define the volume constant associated to I, u, b by A0(I;u;b) := A0
(
P(I;u;b)
)
> 0.
2.4 Some important constants: mixed exponents and volume
Let P (X) = b1X
γ1 + · · ·+ brX
γr ∈ R+[X1, . . . ,Xn]. We set b = (b1, . . . , br) ∈ R
∗r
+ .
Let T = (I,u) where I is a finite subset of Rn+ \ {0} and u = (u(β))β∈I a vector of positive
integers.
We associate to T and P the following (mixed) objects which will play an important role
in the sequel of this paper:
1. n elements α1, . . . ,αn of Nr0 defined by: α
i
j = γ
j
i ∀i = 1, . . . , n and ∀j = 1, . . . , r;
2. µ(T ;P ;β) :=
∑n
i=1 βiα
i for all β ∈ I and IT ,P = {µ(T ;P ;β) | β ∈ I};
3. uT ,P = (uT ,P (η))η∈IT ,P where uT ,P (η) =
∑
{β∈I; µ(T ;P ;β)=η} u(β) ∀η ∈ IT ;P ;
4. ρ0(T ) :=
∑
β∈I u(β)−rank (I)+1 and ρ0(T ;P ) :=
∑
η∈IT ,P
uT ,P (η)−rank(IT ,P )+1.
We will also use the following easy to check remark:
ρ0(T ;P ) = ρ0(T ) if rank (supp(P )) = n. In particular this is true if P is elliptic.
We define finally the mixed volume constant by:
A0(T ;P ) = A0(IT ,P ;uT ,P ;b)
where A0(IT ,P ;uf,P ;b) > 0 is the volume constant associated to IT ,P ;uT ,P and b.
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3 Statements of Main Results
3.1 Functions of finite type: Definition and examples
Let f : Nn 7→ C be a function. We define formally M(f ; s) :=
∑
m∈Nn
f(m1,...,mn)
ms1 ...msnn
.
Typically, though not always, the series that are of interest in number theory are created
by expanding out an Euler product in one or more variables, in which case the function
m→ f(m) will be multiplicative. Several works (see for example [10], [18], [3], [1]...) then
indicate that M(f ; s) should satisfy the following general property:
Definition 2. A function f : Nn → C is said to be of finite type if there exists
a finite subset I of Rn+ \ {0} such that if we set for all δ ∈ R:
V (δ) := {s ∈ Cn | 〈β,ℜs〉 > δ ∀β ∈ I} ∩ {s ∈ Cn | ℜ(si) > 0∀i = 1, . . . , n},
then :
(i) M(f ; s) converges absolutely in V (1).
(ii) there exist δ < 1 such that M(f ; s) can be continued to the set V (δ) as a meromorphic
function with moderate growth in ℑs and polar divisor
⋃
β∈I{〈β, s〉 = 1}.
We define Σf = R
n
+ ∩ ∂ ({x ∈ R
n | 〈β,x〉 > 1|∀β ∈ I}) ⊂ ∂V (1).
For each c ∈ Σf ∩R
∗n
+ , we associate the pair Tc := (Ic,u), where Ic := {β ∈ I | 〈β, c〉 = 1}
and u =
(
u(β)
)
β∈Ic
is a vector of positive integers defined by the following property: there
exists ε0 > 0 such that s 7→ Hc(f ; s) :=
( ∏
β∈Ic
(〈s,β〉)u(β)
)
M(f ; c + s) has a holomorphic
continuation to the set {s ∈ Cn | σi > −ε0 ∀i}, and does not vanish identically along
〈s,β〉 = 0. Thus, u(β) equals the order of the pole of M(f ; c + s) along {〈s,β〉 = 0} at
s = 0.
We call the pair Tc the polar type of f at c.
Examples of functions of finite type:
1. If f is a monomial possibly twisted by additive characters then f is clearly of finite
type. We call this case the classical case;
2. Uniform multiplicative functions (see remark 5 §3.2), among which are characteristic
functions of multiplicative sets;
3. The functions f where the Dirichlet series M(f, s) belongs to the class of Dirichlet
series with Euler product studied by N. Kurokawa [10] and B.Z. Moroz [18].
3.2 Results about mixed zeta functions
Let P (X) ∈ R+[X1, . . . ,Xn] be a homogeneous polynomial with positive coefficients which
depend on all the variables X1, . . . ,Xn. We denote by d ≥ 1 its degree. Let f be a function
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of finite type (see definition 2.) Set Z(f ;P ; s) :=
∑
m∈Nn
f(m1, . . . ,mn)
P (m1, . . . ,mn)s/d
.
Recall (see §2.2) that F(Σf )(1) denotes the face of Σf whose polar vector is the diagonal
vector 1. For simplicity, the index ι(Σf ) is denoted ι(f) in the following.
We now define the mixed data as follows:
Σf (P ) := Σf ∩ con
∗ (supp(P )) , Σf (P ;1) := F(Σf )(1) ∩ con
∗ (supp(P )) ,
and the two indices
ι(f ;P ) = inf{|c| : c ∈ Σf (P )}, ρ(f ;P ) = min{ρ0(Tc;P ) : c ∈ Σf (P ) and |c| = ι(f ;P )}.
The main results of this paper are the following two theorems.
Theorem 1. Assume that Σf (P ) 6= ∅. Then s 7→ Z(f ;P ; s) is holomorphic in the half-
plane {s : σ > ι(f ;P )} and there exists η > 0 such that s 7→ Z(f ;P ; s) has a meromorphic
continuation with moderate growth to the half-plane {σ > ι(f ;P )−η} with at most one pole
at s = ι(f ;P ). If ι(f ;P ) is a pole, then its order is at most ρ(f ;P ).
Remark. In general, one should not expect Σf (P ;1) to be nonempty when Σf (P ) 6= ∅.
As noted in §2.2, the function c ∈ Σf → |c| assumes its minimal value ι(f) on the face
F(Σf )(1) of Σf . Thus, when Σf (P ;1) = ∅, it follows that ι(f) < ι(f ;P ). However, if
Σf (P ;1) 6= ∅, then ι(f) = ι(f ;P ). In this case, Theorem 1 says that Z(f ;P ; s) must always
remain analytic up to, at least, the index of Σf .
Although Theorem 1 is quite general, it is also not as explicit as one would like in practice.
The following theorem gives, under some natural assumptions, a more explicit description
of the domain of analyticity, as well as the principal part of Z(f ;P ; s) at its first pole:
Theorem 2. Assume that there exists c ∈ Σf (P ;1) such that:
1. 1 ∈ con∗(Ic);
2. there exists a function L such that: M(f ; s) = L ((〈β, s〉)β∈Ic).
3. Hc(f ;0) 6= 0.
Then s = ι(f) is indeed a pole of order ρ(f ;P ) and
Z(f ;P ; s) ∼s→ι(f)
C(f ;P )
(s− ι(f))ρ(f ;P )
, where C(f ;P ) := Hc(f ;0)d
ρ(f ;P )A0(Tc, P ) 6= 0.
Let me now give some additional remarks:
Remark 1. If P is elliptic, then con∗ (supp(P )) = R∗n+ . Consequently Σf (P ;1) =
F(Σf )(1).
Remark 2 From the definition of Ic it follows that the smallest face which contains c is⋂
β∈Ic
F(Σf )(β). A well known result of convex analysis then implies that the set of its
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polar vectors is con∗(Ic). So assumption (1) of theorem 2 is equivalent to:
(1)′ F(Σf )(1) is the smallest face of Σf which contains c.
Remark 3. The assumption (2) of theorem 2 is always satisfied if rank (Ic) = n, in
particular if c is a vertex of Σf .
Remark 4. In the classical case where f(m) = mµ is a monomial, we have M(f ; s) =∏n
i=1 ζ(si−µi). Thus it is clear that f is of finite type. Moreover, if we set I = {
1
1+µi
ei | i =
1, . . . , n}, then the domain of convergence ofM(f ; s) equals Df = {s ∈ C
n; 〈β, s〉 > 1 ∀β ∈
I}. In particular it is clear that c = (1+µ1, . . . , 1+µn) ∈ F(Σf )(1) and that the polar type
of f in c is Tc = (I;u) where u(β) = 1 for all β ∈ I. In addition, conditions (1), (2) and (3)
of Theorem 2 are easily verified. Thus, if the polynomial P satisfies c ∈ con∗ (supp(P )) ,
then the conclusion of Theorem 2 follows.
We will check this if µ = 0 and P is elliptic. In this case, it is clear that ι(f) = |c| = n and
ρ(f ;P ) = ρ0(Tc;P ) =
∑
β∈I u(β)− rank(I) + 1 = 1. Thus,
Z(P ; s) =
∑
m∈Nn
P−s/d(m) = Z(1;P ; s) ∼s→ι(f)
A0(Tc, P )
(s− n)
.
Moreover, it is easy to see that in this case A0(Tc, P ) = A0(P ) the Sargos constant (see
§2.3). So we find Mahler’s result [13] without the factor 1/d (due to the normalization
s→ s/d).
Remark 5. Let f : Nn → C be a multiplicative function. We suppose that f is uniform
i.e. that there exist two constants C,M > 0 such that for all prime p and all ν ∈ Nn0
f(pν1 , . . . , pν1) is independent of p and verifies f(pν1 , . . . , pνn) ≤ C(1 + |ν|M ).
Set S∗(f) = {ν ∈ Nn0 \ {0} | f(p
ν1 , . . . , pνn) 6= 0}. Denote by E(f) := E(S∗(f)) =
conv
(
S∗(f) + Rn+
)
its Newton polyhedron. We assume that F (E(f)) , its smallest face
which meets the diagonal, is compact. Let c ∈ R∗n+ be a normalized polar vector of F (E(f))
(i.e. F (E(f)) = E(f)∩{x ∈ Rn | 〈c,x〉 = 1}). Then it follows from [7] that f is a function
of finite type, that the polar type of f at c is T = (Ic;u), where Ic := F (E(f)) ∩ S
∗(f),
and u =
(
f(pβ1, . . . , pβn)
)
β∈I
. Moreover if P is elliptic then c ∈ Σf (P ;1) and:
1. Assumption (1) of theorem 2 is satisfied by definition of c;
2. Assumption (2) of theorem 2 is satisfied if, for example, rank(F (E(f))) = rank(S∗(f)).
3. Assumption (3) of theorem is 2 also satisfied by ([1], Theorem 6).
In particular if F (E(f)) is a compact facet of the polyhedron E(f), then all the assumptions
of theorem 2 are satisfied.
3.3 General counting functions and lattice points problems
By a simple adaptation of a standard tauberian argument of Landau (see for example [6],
Prop. 3.1)), we obtain, with the notations of theorems 1 and 2, the following:
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Corollary 1. Let f : Nn → R+ be a function of finite type and P ∈ R+[X1, . . . ,Xn] be a
homogeneous polynomial of degree d ≥ 1. Define:
N(f ;P ; t) :=
∑
{m∈Nn; P (m)1/d≤t}
f(m1, . . . ,mn), t > 0.
Assume that Σf (P ) 6= ∅. Then N(f ;P ; t) = O
(
tι(f ;P ) (log t)ρ(f ;P )−1
)
as t→∞.
Now assume that there exists c ∈ Σf (P ;1) satisfying the conditions of theorem 2. Then
there exist θ > 0 and a polynomial Q 6= 0 of degree ρ(f ;P )− 1 such that as t→∞
N(f ;P ; t) = tι(f)Q(log t) +O
(
tι(f)−θ
)
= C0(f ;P ) t
ι(f)(log t)ρ(f,P )−1
(
1 +O
(
(log t)−1
))
,
where
C0(f ;P ) :=
C(f ;P )
ι(f) (ρ(f ;P )− 1)!
=
Hc(f ;0)d
ρ(f ;P )A0(Tc, P )
ι(f) (ρ(f ;P )− 1)!
> 0.
Remark: Corollary 1 estimates counting functions associated to a large class of multi-
variable arithmetic functions and polynomials. To our knowledge, the only comparable
result is due to de la Brete`che [3] who proved estimates for counting functions of the form
N∞(f ; t) :=
∑
{m∈Nn; maximi≤t}
f(m1, . . . ,mn) for functions f satisfying conditions similar
to those in Definition 2. So corollary 1 can be viewed as an extension of his result to a class
of generalized heights determined by a homogeneous P ∈ R+[X1, . . . ,Xn]. ♦
We apply this Corollary to some cases of arithmetic interest. The first example is motivated
by the work of K. Matsumoto and Y. Tanigawa [16]. Consider n arithmetical functions
fj : N→ C (j = 1, . . . , n). We assume that for each j there exist cj > 0, uj ∈ N and ηj > 0
such that the zeta function Z(fj; s) :=
∑∞
m=1
fj(m)
ms . converges absolutely in the half-plane
{σ > cj} and has a meromorphic continuation with moderate growth to {σ > cj−η} whose
only pole occurs at s = cj with order uj .
Let P (X) ∈ R[X1, . . . ,Xn] be elliptic of degree d ≥ 1.
Then, for ℜs sufficiently large, the series: Z(f ;P ; s) :=
∑
m∈Nn
f1(m1) . . . fn(mn)
P s/d(m1, . . . ,mn)
,
converges absolutely. For t > 0 define: N(f ;P ; t) :=
∑
{m∈Nn; P 1/d(m)≤t}
f1(m1) . . . fn(mn).
Set c = (c1, . . . , cn), c := |c| = c1 + · · · + cn and ρ0 :=
∑n
j=1 uj − n+ 1.
Also, set I := {c−1j ej | j = 1, . . . , n}, u = (u(β))β∈I , where u(c
−1
j ej) = uj for all j,
T0 = (I;u), and A0(T0;P ) the mixed volume constant associated to T0 and P .
Finally, for each j = 1, . . . , n, set Aj = lims→0 s
ujZ(fj;P ; cj + s) 6= 0 and A :=
∏n
j=1Aj .
Corollary 2. There exists η > 0 such that s 7→ Z(f ;P ; s) has a meromorphic continuation
with moderate growth to {σ > c − η} whose only pole is s = c with order equal to ρ0.
Moreover: Z(f ;P ; s) ∼s→c A d
ρ0A0(T0, P ) (s− c)
−ρ0.
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If we assume in addition that f1(m1) . . . fn(mn) ≥ 0 then there exists δ > 0 and a polynomial
Q 6= 0 of degree ρ0 − 1 such that
N(f ;P ; t) = tcQ(log t) +O(tc−δ) = C tc logρ0−1 t ·
(
1 +O(
1
log t
)
)
as t→∞,
where C =
A dρ0A0(T0, P )
c (ρ0 − 1)!
.
Remark. In fact, [16] only studied the meromorphic continuation of the multiple zeta
function
∑
m∈Nn
f1(m1)...fn(mn)
m
s1
1 ...(m1+···+mn)
sn
. The point of Corollary 2 is that it extends [ibid.] by
noting that Corollary 1 can be applied to deduce precise information about the principal
part of any mixed zeta function Z(f ;P ; s) at its first pole, as well as an explicit asymptotic
of N(f ;P ; t) whenever f(m) := f1(m1) . . . fn(mn) ≥ 0.
A particular application of this corollary is therefore the following. Let k ≥ 2 be a positive
integer and let Bk denote the set of lattice points m ∈ N
n such that each mi is “k−free”
(i.e. vp(mi) ≤ k − 1 for any prime p) and set 1Bk to be the characteristic function of Bk.
Corollary 3. Let P ∈ R+[X1, . . . ,Xn] be elliptic of degree d ≥ 1. Set
N(1Bk ;P ; t) := #{m ∈ N
n | P 1/d(m1, . . . ,mn) ≤ t and mi is k − free ∀i }.
Then there exists θ > 0 such that: N(1Bk ;P ; t) = Cn(Bk, P ) t
n +O
(
tn−θ
)
, where
Cn(Bk, P ) :=
(
1
ζ(k)
)n
·
1
n
∫
Sn−1∩Rn+
P
−n/d
d (v) dσ(v).
Remark. B2 is the set of lattice points m ∈ N
n such that each mi is squarefree. In this
case Corollary 3 gives Cn(B2, P ) :=
(
6
pi2
)n 1
n
∫
Sn−1∩Rn+
P
−n/d
d (v) dσ(v).
A second application of Corollary 1 concerns the subsetDk ofm ∈ N
n such thatm1 · · ·mn is
k−free. This set is not the n−fold product of a multiplicative subset of N whose asymptotic
is standard. So, we should not expect the constant in the main term to have as simple a
structure as in Corollary 3.
Corollary 4. Let P ∈ R+[X1, . . . ,Xn] be elliptic of degree d ≥ 1. Let k ≥ 2 be a positive
integer and set
N(1Dk ;P ; t) = #{m = (m1, . . . ,mn) ∈ N
n : P 1/d(m) ≤ t and m1 . . . mn is k−free}.
Then there exists θ > 0 such that: N(1Dk ;P ; t) = Cn (Dk, P ) t
n +O
(
tn−θ
)
, where
Cn (Dk, P ) :=
[∏
p
(
1−
1
p
)n(
1 +
k−1∑
l=1
(n+l−1
l
)
pl
)]
1
n
∫
Sn−1∩Rn+
P
−n/d
d (v) dσ(v).
A fourth class of examples is restricted to n−tuples of the primes P. LetH ∈ Z+[X1, . . . ,Xn]
be a polynomial. For any positive integer k, set Vk(H) := {(p1, . . . , pn) ∈ P
n | k =
H(p1, . . . , pn)}. The following corollary gives some results about Vk(H) on average, assum-
ing (RH). Set for all t > 0:
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1. N (0)(Pn;H; t) :=
∑
k≤t Vk(H) =
∑
{(p1,...,pn)∈Pn; H(p1,...,pn)≤t}
1,
2. N (1)(Pn;H; t) :=
∑
{(p1,...,pn)∈Pn; H(p1,...,pn)≤t}
log p1 . . . log pn
3. N (2)(Pn;H; t) :=
∑
{(m1,...,mn)∈Nn; H(m1,...,mn)≤t}
Λ(m1) . . .Λ(mn) where Λ denotes
Mangoldt’s function.
In order to obtain some results toward Goldbach’s conjecture on average, the functions
N (1)(Pn;H; t) and N (2)(Pn;H; t) have been studied by several papers ([8], [9], ..) in the
particular case H(X1,X2) = X1+X2. In such work, the important point has been to get as
good an error term as possible. One can, however, without much additional effort, derive
from corollary 2 above an explicit main term for a large class of nonlinear polynomials H
as follows.
Corollary 5. Let H ∈ R+[X1, . . . ,Xn] be an elliptic polynomial of degree d ≥ 1. Assuming
(RH), there exists δ > 0 such that for each i ∈ {1, 2}:
N (i)(Pn;H; t) = C tn/d +O(tn/d−δ) , where C = 1n
∫
Sn−1∩Rn+
H−n/d(v) dσ(v).
Remark. By using corollary 5, it is easy to see that for any elliptic polynomial H of degree
d ≥ 1, there exist α, β > 0 such that for all t > 0:
α tn/d(log t)−n ≤ N (0)(Pn;H; t) :=
∑
k≤t
Vk(H) ≤ β t
n/d.
4 Proofs of Theorems 1 and 2 and their corollaries
4.1 Fundamental lemmas and their proofs
In this section we will gather some important lemmas for the proofs of our theorems. Lemma
1, rather elementary, will enable us to justify convergences of the integrals in our proofs.
Lemmas 2 and 3 are the heart of our method and constitute the most important technical
part of this work.
Lemma 1. Let µ1, . . . ,µr be vectors of Rn and let l ∈ R. Set for all τ ∈ R:
Fn(τ) :=
∫
Rn
n∏
i=1
(1 + |yi|)
le−
pi
2 (
Pn
i=1 |yi|+
Pn
i=1 |〈µ
i,y〉|+|τ−
Pn
i=1 yi−
Pn
i=1〈µ
i,y〉|) dy1 . . . dyn
There exist A = A(l, n), C = C(l, n) > 0 such that ∀τ ∈ R: Fn(τ) ≤ C (1 + |τ |)
A e−
pi
2
|τ |.
Proof of the Lemma 1:
Set ψn(l; τ) :=
∫
Rn
∏n
i=1(1 + |yi|)
le−
pi
2 (
Pn
i=1 |yi|+|τ−
Pn
i=1 yi|) dy1 . . . dyn. Since
n∑
i=1
|〈µi,y〉| +
∣∣∣∣∣τ − |y| −
n∑
i=1
〈µi,y〉
∣∣∣∣∣ ≥
∣∣∣∣∣
n∑
i=1
〈µi,y〉+ τ − |y| −
n∑
i=1
〈µi,y〉
∣∣∣∣∣ ≥ |τ − |y|| .
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It follows that Fn(τ) ≤ ψn(l; τ). So to prove the lemma it is sufficient to prove the same
inequality for ψn(l; τ). We now proceed by induction on n.
• Case n=1:
It is sufficient to prove the inequality for ψ+1 (l; τ) =
∫ +∞
0 (1 + y)
le−
pi
2
(y+|τ−y|) dy and τ > 1.
The inequalities for the other cases rise in a similar way.
For τ > 1 we have:
ψ+1 (l; τ) =
∫ +∞
0
(1 + y)le−
pi
2
(y+|τ−y|) dy
=
∫ τ
0
(1 + y)le−
pi
2
(y+|τ−y|) dy +
∫ +∞
τ
(1 + y)le−
pi
2
(y+|τ−y|) dy
≪l τ
l+1 + e
pi
2
τ
∫ +∞
τ
(1 + y)le−piy dy ≪l τ
l+1 + e−
pi
2
τ
∫ +∞
1
(t+ τ)le−pit dt
≪l τ
l+1 + (τ + 1)le−
pi
2
τ
∫ +∞
1
(1 + t)le−pit dt≪l (τ + 1)
l+1e−
pi
2
τ .
This proves the lemma for n = 1.
• End of the induction:
Let n ≥ 2. Assume that the lemma is true for n− 1. Thus there exists A > 0 such that
ψn−1(l; τ)≪l (1 + |τ |)
A e−
pi
2
|τ | (τ ∈ R). It follows that we have uniformly in τ ∈ R:
ψn(l; τ) :=
∫
Rn
n∏
i=1
(1 + |yi|)
le−
pi
2 (
Pn
i=1 |yi|+|τ−
Pn
i=1 yi|) dy1 . . . dyn
=
∫
R
ψn−1(l; τ − yn) (1 + |yn|)
le−
pi
2
|yn| dyn
≪l,n
∫
R
(1 + |τ − yn|)
Ae−
pi
2
|τ−yn|(1 + |yn|)
le−
pi
2
|yn| dyn ( by the induction hypothesis)
≪l,n (1 + |τ |)
A
∫
R
(1 + |yn|)
A+le−
pi
2
(|yn|+|τ−yn|) dyn ≪l,n (1 + |τ |)
Aψ1(A+ l; τ).
We finish the recurrence and the proof of the lemma 1 by using the case n = 1 above. ♦
Before stating the central lemma of this paper, we will first introduce some needed notations:
Let a ∈ R∗+, q ∈ N, ρ > 0, δ > 0. Let I be a finite subset of R
n \ {0} and u = (u(α))α∈I
be a finite sequence of positive integers. Set for all δ′, ρ′ > 0,
D(δ′; ρ′) := {(s, z) ∈ C× Cn | σ > a− δ′ et |ℜ(zi)| < ρ
′ ∀i = 1, . . . , n}.
Let L(s, z) be a holomorphic function on D(2δ; 2ρ). Assume that there exist l, l′ > 0 such
that we have uniformly in (s; z) ∈ D(2δ; 2ρ):
L(s; z)≪
n∏
i=1
(1 + |yi|)
l(1 + |τ − y1 − · · · − yn|)
σ+l′e
pi
2 (|τ |−
Pn
i=1 |yi|−|τ−
Pn
i=1 yi|).
We denote by I0 the set of real numbers which are the coordinates of at least one element
of I, and by Q(I0) the number field generated by I0.
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We set also for all ρ = (ρ1, . . . , ρn) ∈] − ρ,+ρ[
n such that ρ1, . . . , ρn are Q(I0)-linearly
independent and for all β ∈ Rn,
Tn(s) = Tn(a, q, I,u,ρ,β, L; s) :=
1
(2pii)n
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρn+i∞
ρn−i∞
L(s; z) dz1 . . . dzn
(s − a− 〈β, z〉)q
∏
α∈I 〈α, z〉
u(α)
We define finally ε(β;L) by:
ε(β;L) = 1 if β ∈ con∗(I) \ {0} and if there exist two analytic functions H and U on
D(2δ; 2ρ) such that L(s; z) = U(s; z)H
(
s; (〈α, z〉)α∈I
)
and H(s;0) ≡ 0.
Otherwise we set ε(β;L) = 0.
We can now state the crucial lemma of this paper:
Lemma 2. 1. s 7→ Tn(s) converges absolutely in {σ > a+
∑n
i=1 |βiρi|};
2. There exists η > 0 such that s 7→ Tn(s) has a meromorphic continuation with moderate
growth to the half-plane {ℜ(s) > a− η} with at most a single pole at s = a;
3. If s = a is a pole of Tn(s) then its order is at most dn, where
dn :=
∑
α∈I u(α)− rank(I) + q − ε(β;L).
Proof of lemma 2:
To prove lemma 2, we will proceed by induction on n.
Throughout the discussion, we use the following notations. Given z = (z1, . . . , zn) we set:
z′ := (z1, . . . , zn−1) and l(z) :=
1
zn
z′ =
(
z1
zn
, . . . , zn−1zn
)
if zn 6= 0.
Step 1: Study of the case n = 1:
Set A =
∏
α∈I α
u(α) and c =
∑
α∈I u(α). We have:
T1(s) =
1
(2pii)
∫ ρ1+i∞
ρ1−i∞
L(s; z) dz
(s − a− βz)q
∏
α∈I(αz)
u(α)
=
1
(2pii)A
∫ ρ1+i∞
ρ1−i∞
L(s; z) dz
(s− a− βz)qzc
.
From our assumptions and lemma 1 it follows that s 7→ T1(s) converges absolutely and de-
fines a holomorphic function with moderate growth in {σ > a− η} where η = inf(−βρ1, δ).
• If βρ1 < 0 then η > 0. This proves the lemma in this case.
• if β = 0 then T1(s) =
1
(2pii)A(s−a)q
∫ ρ1+i∞
ρ1−i∞
L(s;z) dz
zc . It follows that s 7→ T1(s) has a mero-
morphic continuation with moderate growth to the half-plane {σ > a− δ} with at most one
pole at s = a of order at most q ≤ d1.
• We assume βρ1 > 0:
The residue theorem and lemma 1 imply that for σ > a+ βρ1:
T1(s) = T
′
1(s)+T
′′
1 (s) where T
′
1(s) =
1
(2pii)A
∫ −ρ1+i∞
−ρ1−i∞
L(s;z) dz
(s−a−βz)qzc and T
′′
1 (s) =
1
AResz=0
L(s;z)
(s−a−βz)qzc .
It is clear that s 7→ T ′1(s) converges absolutely and defines a meromorphic function with
moderate growth in the half-plane {σ > a− η} where η = inf(δ, βρ1).
If c = 0 then T ′′1 (s) ≡ 0. Thus T1(s) = T
′
1(s) satisfies the conclusions of lemma 2.
We assume now that c ≥ 1. An easy computation shows that
T ′′1 (s) =
1
A
c−1∑
k=0
(−q
k
)
(−β)k
(c− 1− k)!
∂z
(c−1−k)L(s; 0)
(s− a)q+k
.
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We deduce that T1(s) has a meromorphic continuation with moderate growth to {σ > a−η}
with at most one pole at s = a of order at most:
1. ords=aT1(s) ≤ q + c− 1 = q +
∑
β∈I u(β)− rank(I) = d1 if L(s, 0) 6= 0
(because in this case ε(β;L) = 0);
2. ords=aT1(s) ≤ q + c− 2 = q +
∑
β∈I u(β)− rank(I)− 1 ≤ d1 if L(s, 0) = 0;
Therefore the lemma 2 is true for n = 1.
Step 2: Let n ≥ 2. We assume that lemma 2 is true for any Rk, k ≤ n − 1. We
will show that it also remains true for Rn:
We justify this assertion by induction on the integer
h = h(β,ρ) := # {i ∈ {1, . . . , n} | βiρi ≥ 0} ∈ {0, . . . , n}.
• Proof of lemma 2 for h = 0:
Since h = 0 then for each i = 1, . . . , n, βiρi < 0. It follows from lemma 1 that s 7→ Tn(s)
converges absolutely and defines a holomorphic function with moderate growth in the half-
plane {σ > a − η} where η = inf(−〈β,ρ〉, δ) > 0. Thus lemma 2 is also true in this
case.
• Let h ∈ {1, . . . , n}. We assume that lemma 2 is true for h(β,ρ) ≤ h− 1. We will
prove that it remains true for h(β,ρ) = h :
If β = 0 then Tn(s) =
1
(2pii)n(s−a)q
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρn+i∞
ρn−i∞
L(s;z) dz1...dzn
Q
α∈I 〈α,z〉
u(α) . Since the ρi are linearly
independent over Q(I0), lemma 1 implies that lemma 2 is true in this case, in the sense that
there is at most one pole at s = a of order at most q ≤ dn.
If β 6= 0 and βiρi ≤ 0 for all i = 1, . . . , n, then there exists i0 such that βi0ρi0 < 0. In
this case, it is also easy to see that s 7→ Tn(s) is holomorphic with moderate growth in
{σ > a− η} where η = inf(δ,−βi0ρi0) > 0. It follows that lemma 2 is also true in this case.
So to finish the proof of lemma 2 it suffices to consider the case where there exists i ∈
{1, . . . , n} such that βiρi > 0.
Without loss of generality we can assume that βnρn > 0.
Set J :=
{
α ∈ I | αn 6= 0 and
∣∣∣∣α1ρ1 + · · ·+ αn−1ρn−1αn
∣∣∣∣ < |ρn|
}
.
Consider the equivalence relation R defined on J by: αRγ iff αnγ = γnα. Denote by
J1, . . . , Jr its equivalence classes (they form a partition of J).
Choose for each k = 1, . . . , r, an element αk ∈ Jk and set ck :=
∑
α∈Jk
u(α).
Since ρ1, . . . , ρn are Q(I0)-linearly independent, it follows from the residue theorem and
lemma 1 that there exist constants A1, . . . , Ar ∈ R such that:
∀σ > a+
n∑
i=1
|βiρi|, Tn(s) = T
0
n(s) +
r∑
k=1
AkT
k
n−1(s) (2)
where
T 0n(s) :=
1
(2pii)n
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρn−1+i∞
ρn−1−i∞
∫ −ρn+i∞
−ρn−i∞
L(s; z) dz1 . . . dzn
(s− a− 〈β, z〉)q
∏
α∈I 〈α, z〉
u(α)
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and for each k = 1, . . . , r :
T kn−1(s) :=
1
(2pii)n−1
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρn−1+i∞
ρn−1−i∞
1
(ck − 1)!(
∂
∂zn
)ck−1 L(s; z)
(s− a− 〈β, z〉)q
∏
α∈I\Jk
〈α, z〉u(α)
∣∣∣
zn=−〈l(αk),z′〉
dz1 . . . dzn−1.
Since h (β, (ρ1, . . . , ρn−1,−ρn)) = h(β,ρ) − 1 = h − 1, the induction hypothesis for h − 1
implies that s 7→ T 0n(s) satisfies the conclusions of lemma 2. So to conclude, it is enough to
prove lemma 2 for each s 7→ T kn−1(s).
We then choose and fix any k ∈ {1, . . . , r} for the rest of the discussion.
An easy computation shows that:
T kn−1(s) =
∑
u+v+
P
α∈I\Jk
kα=ck−1
w (u, v, (kα))Rk (u, v, (kα); s) (3)
where u, v and the kα are in N0, each w (u, v, (kα)) ∈ R and
Rk (u, v, (kα); s) :=
1
(2pii)n−1
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρn−1+i∞
ρn−1−i∞
(4)
∂uL
∂znu
(s; z′,−〈l(αk), z′〉) dz1 . . . dzn−1(
s− a− 〈β′ − βnl(αk), z′〉
)q+v∏
α∈I\Jk
〈α′ − αnl(αk), z′〉
u(α)+kα
.
So to conclude it suffices to prove lemma 2 for each Rk (u, v, (kα); s).
We fix now u, v ∈ N0 and (kα)α∈I\Jk such that u+ v +
∑
α∈I\Jk
kα = ck − 1.
The induction hypothesis implies that there exists η > 0 such that s 7→ Rk (u, v, (kα); s)
has meromorphic continuation with moderate growth to the half-plane {σ > a− η} with at
most one pole at s = a of order at most
ords=aRk (u, v, (kα); s) ≤
( ∑
α∈I\Jk
u(α)+ kα
)
− rank(V )+ (q+ v)− ε
(
β′ − βnl(α
k); L˜u
)
,
(5)
where V := {α′ − αnl(α
k) | α ∈ I \ Jk} and L˜u(s; z
′) := ∂
uL
∂znu
(
s; z′,−〈l(αk), z′〉
)
.
Set V˜ :=
{
α− αn
αkn
αk | α ∈ I \ Jk
}
= {
(
α′ − αnl(α
k), 0
)
| α ∈ I \ Jk}.
It is clear that rank(V˜ ) = rank(V ). Moreover it follows from the definition of αk that
αkn 6= 0, and therefore α
k 6∈ V ectR(V˜ ). We deduce that:
rank(I) = rank(V˜ ∪ {αk}) = rank(V˜ ) + 1 = rank(V ) + 1. (6)
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So it follows from (5) and (6) that:
ords=aRk (u, v, (kα); s) ≤
( ∑
α∈I\Jk
u(α) + kα
)
− rank(V ) + q + v − ε
(
β′ − βnl(α
k); L˜u
)
= ck − 1 +
∑
α∈I\Jk
u(α)− rank(V ) + q − u− ε
(
β′ − βnl(α
k); L˜u
)
≤
∑
α∈I
u(α)− (rank(V ) + 1) + q − ε
(
β′ − βnl(α
k); L˜u
)
− u
≤
∑
α∈I
u(α)− rank(I) + q − ε
(
β′ − βnl(α
k); L˜u
)
− u.
Thus from the definition of dn we see that:
ords=aRk (u, v, (kα); s) ≤ dn + ε(β;L)− ε
(
β′ − βnl(α
k); L˜u
)
− u. (7)
If ε(β;L) − ε
(
β′ − βnl(α
k); L˜u
)
≤ 0 or u 6= 0, then ords=aRk (u, v, (kα); s) ≤ dn, which
completes the proof.
So, we now assume that u = 0 and ε(β;L)− ε
(
β′ − βnl(α
k); L˜0
)
> 0, that is,
u = 0, ε(β;L) = 1 and ε
(
β′ − βnl(α
k); L˜0
)
= 0.
Therefore we assume that β ∈ con∗(I)\{0}, and L is of the form L(s; z) = U(s; z)H
(
s; (〈α, z〉)α∈I
)
with H(s;0) ≡ 0.
It is then clear that L˜0 is also of the form:
L˜0(s, z
′) = U˜(s; z′)H˜
(
s;
(
〈µ, z′〉
)
µ∈V
)
with H˜(s;0) ≡ 0. (8)
This and the fact that ε
(
β′ − βnl(α
k); L˜0
)
= 0 imply that we have necessarily:
β′ −
βn
αkn
(αk)
′
6∈ con∗(V ) \ {0}. (9)
Since β ∈ con∗(I)\{0}, there exists {λα}α∈I ⊂ R
∗
+ such that β =
∑
α∈I λαα. This implies
β′ =
∑
α∈I λαα
′ and βn =
∑
α∈I λααn. We deduce that:
β′ − βnl(α
k) =
∑
α∈I
λαα
′ −
∑
α∈I
λααnl(α
k) =
∑
α∈I
λα
(
α′ − αnl(α
k)
)
=
∑
α∈I\Jk
λα
(
α′ − αnl(α
k)
)
(because α′ − αnl(α
k) = 0 if α ∈ Jk).
It follows that β′ − βnl(α
k) ∈ con∗(V ). Therefore (9) gives β′ − βnl(α
k) = 0.
It follows then from (4) that
ords=aRk (0, v, (kα); s) ≤ q + v = q + ck − 1−
∑
α∈I\Jk
kα ≤ q +
∑
α∈Jk
u(α)− 1. (10)
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But β′−βnl(α
k) = 0 implies also that β− βn
αkn
αk =
(
β′ − βnl(α
k), 0
)
= 0. Therefore we get
β =
βn
αkn
αk. In particular, since β 6= 0, we have βn 6= 0 and thus V ectR(Jk) = Rα
k = Rβ.
Since β ∈ con∗(I), it follows that rank(I) = rank(I \ {β}), which, we therefore now see,
implies rank(I) = rank(I \ Jk), unless I = Jk.
Assume first that I 6= Jk:
In this event, combining (10) with the fact that rank(I \ Jk) = rank(I), we conclude:
ords=aRk (0, v, (kα); s) ≤ q +
∑
α∈I
u(α)− rank(I)−
∑
α∈I\Jk
u(α) + rank(I)− 1
≤ q +
∑
α∈I
u(α)− rank(I)− 1−

 ∑
α∈I\Jk
u(α)− rank(I \ Jk)


≤ q +
∑
α∈I
u(α)− rank(I)− 1− (# (I \ Jk)− rank(I \ Jk))
≤ q +
∑
α∈I
u(α)− rank(I)− 1 ≤ dn.
Assume that I = Jk:
It is then clear that V = ∅ and it follows from (8) that L˜0(s; z
′) ≡ 0. Since u = 0, (4) implies
that Rk (0, v, (kα); s) ≡ 0, in which case, it is obvious that we have ords=aRk (0, v, (kα); s) ≤
dn.
We conclude that for any u, v, (kα), ords=aRk (u, v, (kα); s) ≤ dn. This finishes the induc-
tion argument on h, therefore, also on n, and completes the proof of lemma 2. ♦
Lemma 3. Let a = (a1, . . . , ar) ∈ R
∗r
+ and a = |a| = a1 + · · · + ar. Let I be a finite
nonempty subset of Rr+ \ {0}, u = (u(β))β∈I a finite sequence of positive integers and
h = (h1, . . . , hr) ∈ R
∗r
+ . Assume that: 1 ∈ con(I) and that 〈α,a〉 = 1 for all α ∈ I.
Let ρ ∈ R∗r+ . For σ = ℜ(s) > a+ |ρ| set:
R(s) :=
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s− a− z1 − · · · − zr)
∏r
i=1 Γ(ai + zi) dz
Γ(s)
∏r
k=1 h
ak+zk
k
∏
α∈I 〈α, z〉
u(α)
.
Then there exists η > 0 such that s 7→ R(s) has a meromorphic continuation to the half-
plane {σ > a− η} with exactly one pole at s = a of order ρ0 :=
∑
β∈I u(β)− rank (I) + 1.
Moreover we have R(s) ∼s→a
A0(I;u;h)
(s− a)ρ0
, where A0(I;u;h) is the volume constant (see
§2.3) associated to I, u and h.
Proof of lemma 3:
Set q :=
∑
α∈I u(α). We define α
1, . . . ,αq ∈ Rr+ \ {0} by:
{αi | i = 1, . . . , q} = I and ∀α ∈ I #{i ∈ {1, .., q} | αi = α} = u(α).
We define then µ1, . . . ,µr ∈ Rq+ by: µ
k
i = α
i
k ∀i = 1, . . . , n and ∀k = 1, . . . , r.
Set G(X) = 1+P(I;u;h)(X) := 1+
∑r
k=1 hk X
µk . G is a generalized polynomial with positive
coefficients. Moreover for any i = 1, . . . , q there exists k ∈ {1, . . . , r} such that µki = α
i
k 6= 0.
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It follows that P depends on all the variables X1, . . . ,Xq.
We will first prove that for σ ≫ 0, R(s) =
∫
[1,+∞[n G
−s(x) dx.
Mellin’s formula (1) implies that for all σ ≫ 0 :
R(s) :=
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s− a− z1 − · · · − zr)
∏r
i=1 Γ(ai + zi) dz
Γ(s)
∏r
i=1 h
ai+zi
i
∏q
k=1 〈α
k, z〉
=
1
(2pii)r
∫ a1+ρ1+i∞
a1+ρ1−i∞
. . .
∫ ar+ρr+i∞
ar+ρr−i∞
Γ(s− z1 − · · · − zr)
∏r
i=1 Γ(zi) dz
Γ(s)
∏r
i=1 h
zi
i
∏q
k=1 (〈α
k, z〉 − 1)
=
1
(2pii)r
∫ a1+ρ1+i∞
a1+ρ1−i∞
. . .
∫ ar+ρr+i∞
ar+ρr−i∞
Γ(s− z1 − · · · − zr) Γ(s)
−1
r∏
i=1
Γ(zi)
r∏
i=1
h−zii
×
(∫
[1,+∞[q
q∏
k=1
x
−〈αk,z〉
k dx1 . . . dxq
)
dz1 . . . dzr
=
1
(2pii)r
∫ a1+ρ1+i∞
a1+ρ1−i∞
. . .
∫ ar+ρr+i∞
ar+ρr−i∞
Γ(s− z1 − · · · − zr) Γ(s)
−1
r∏
i=1
Γ(zi)
r∏
i=1
h−zii
×
(∫
[1,+∞[q
r∏
i=1
x−ziµ
i
dx1 . . . dxq
)
dz1 . . . dzr
=
∫
[1,+∞[q
[ 1
(2pii)r
∫ a1+ρ1+i∞
a1+ρ1−i∞
. . .
∫ ar+ρr+i∞
ar+ρr−i∞
Γ(s− z1 − · · · − zr) Γ(s)
−1
r∏
i=1
Γ(zi)
×
r∏
i=1
(
hi x
µi
)−zi
dz1 . . . dzr
]
dx1 . . . dxq
=
∫
[1,+∞[q
(
1 +
r∑
i=1
hi x
µi
)−s
dx1 . . . dxq =
∫
[1,+∞[n
G−s(x) dx.
So to conclude it suffices to check that s 7→ Y (G; s) :=
∫
[1,+∞[n G
−s(x) dx satisfies the
conclusions of lemma 3.
Let E∞(G) = conv
(
supp(G)− Rq+
)
denote the Newton polyhedron at infinity of G. De-
note by G0 the smallest face that meets the diagonal. It follows from Sargos’ result (see
§2.3) that there exists η > 0 such that Y (G; s) has a meromorphic continuation to the
half-plane {σ > σ0 − η} (where σ0 = σ0(P )) with moderate growth and exactly one
pole at s = σ0 of order ρ0 := codimG0. Moreover σ0 is characterized geometrically by:
σ0
−11 = ∆ ∩ G0 = ∆ ∩ E
∞(G) and Y (G; s) ∼s→σ0
A0(G)
(s−σ0)ρ0
where A0(G) is the Sargos
constant associated to the polynomial G. It is easy to see that in our case A0(G) is equal
to the volume constant A0(I;u;h) associated to I, u and h.
By our hypothesis, we have 1 ∈ con(I) = con
(
{αk | k = 1, . . . , q}
)
. Thus there exists
c = (c1, . . . , cq) ∈ R
q
+ \ {0} such that 1 =
q∑
k=1
ckα
k. It follows that:
∀i = 1, . . . , r 〈c,µi〉 =
q∑
k=1
ckµ
i
k =
q∑
k=1
ckα
k
i = 1.
Since each µi ∈ supp(G), we conclude that Lc := {x ∈ R
q | 〈c,x〉 = 1} is a support plane
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of E∞(G). Thus:
F∞c := Lc ∩ E
∞(G) = conv
(
{µi | i = 1, . . . , r}
)
is a face of the polyhedron E∞(G). (11)
By our hypothesis we know that
∑r
k=1 akµ
k
i = 〈a,α
i〉 = 1 ∀i = 1, . . . , q, which implies
1
a
1 =
r∑
k=1
ak
a
µk ∈ conv
(
{µi | i = 1, . . . , r}
)
. Thus, 1a1 ∈ F
∞
c ∩∆, that is, the face F
∞
c must
meet the diagonal at 1a1. It follows that σ0 = a and that G0 ⊂ F
∞
c . Hence we deduce that:
ords=aY (G; s) = codimG0 ≥ codimF
∞
c = q − dimF
∞
c
≥ q − rank(
(
{µi | i = 1, . . . , r}
)
+ 1 = q − rank(
(
{αi | i = 1, . . . , q}
)
+ 1
≥ q − rank(I) + 1 =
∑
α∈I
u(α)− rank(I) + 1.
But lemma 2 implies that ords=aY (G; s) = ords=aR(s) ≤ 1+
∑
α∈I u(α)− rank(I). So we
have ords=aY (G; s) =
∑
α∈I u(α)− rank(I) + 1. This completes the proof of lemma 3. ♦
4.2 Proof of theorem 1
Let c ∈ Σf (P ) = Σf ∩ con
∗ (supp(P )) and T = (Ic;u) the polar type of f in it.
Since
∑ |f(m1,...,mn)|
(m1...mn)t
< +∞ for t = 1 + supi ci, we certainly have
f(m1, . . . ,mn)≪ (m1 . . . mn)
t uniformly in m ∈ Nn. (12)
Let P ∈ R+[X1, . . . ,Xn] be a homogeneous polynomial of degree d ≥ 1 which depends on
all the variables X1, . . . ,Xn. Set P (X) :=
∑r
k=1 bkX
γk (bk ∈ R
∗
+ ∀k).
Since c ∈ con∗ (supp(P )) , there exists a = (a1, . . . , ar) ∈ R
∗r
+ , such that c =
∑r
k=1 akγ
k. It
follows that we have uniformly in x ∈ [1,+∞[n:
(xc11 . . . x
cn
n )
1/|a| =
(
x
Pr
k=1(ak/|a|) γ
k
)
≪
r∑
k=1
xγ
k
≪ P (x)≪ (x1 . . . xn)
d . (13)
It is clear that (12) and (13) imply that the series Z(f ;P ; s) :=
∑
m∈Nn
f(m1,...,mn)
P (m1,...,mn)s/d
has
an abscissa of convergence σ0 < +∞.
Moreover, (13) also implies that ∀M ∈ N we have uniformly in x ∈ [1,+∞[n and s ∈ C:
P (x)−s/d =
∑M
k=0(−1)
k
(−s/d
k
)
(1 + P (x))−(s+dk)/d+O
(
(1 + |s|M+1) (1 + P (x))−(ℜ(s)+dM+d)/d
)
.
It follows that for M ∈ N and σ > σ0:
Z(f ;P ; s) =
M∑
k=0
(−1)k
(
−s/d
k
)
Z(f ; 1+P ; s+dk)+O
(
(1 + |s|M+1)Z(|f |; 1 + P ;σ + dM + d)
)
.
(14)
Thus, it suffices to prove the assertion of the theorem for Z(f ; 1 + P ; s).
Let α1, . . . ,αn be n elements of Nr0 \ {0} defined by: α
i
k = γ
k
i for all i = 1, . . . , n and
k = 1, . . . , r. It follows from the assumptions on f that there exists ε1 > 1 such that
z 7→ T (T ;P ; z) := Hc
(
f ; 〈α1, z〉, . . . , 〈αn, z〉
)
(15)
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has a holomorphic continuation with moderate growth to {z ∈ Cr | ∀i ℜ(zi) > −ε1}.
By using Mellin’s formula (1) we obtain that for any ρ ∈ R∗n+ and σ > sup (σ0, d|ρ|):
Γ(s/d) Z(f ; 1 + P ; s) = Γ(s/d)
∑
m∈Nn
f(m1, . . . ,mn)(
1 +
∑r
k=1 bkm
γk
)s/d
=
∑
m∈Nn
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s/d− z1 − · · · − zr)
r∏
i=1
Γ(zi)
bzii
f(m1, . . . ,mn)(∏r
k=1m
zkγk
) dz
=
∑
m∈Nn
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s/d− |z|)
r∏
i=1
Γ(zi)
bzii
f(m1, . . . ,mn)(∏n
i=1m
〈αi,z〉
i
)dz
=
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s/d− |z|)
r∏
i=1
Γ(zi)
bzii
M
(
f ; 〈α1, z〉, . . . , 〈αn, z〉
)
dz.
For all β ∈ Ic, we set:
µ(β) :=
∑n
i=1 βiα
i, I∗c = {µ(β) | β ∈ Ic}, and u
∗ = (u∗(η))η∈I∗
c
,
where
u∗(η) =
∑
{β∈Ic; µ(β)=η}
u(β) ∀η ∈ I∗c .
The relation c =
∑r
k=1 akγ
k implies that 〈αi,a〉 = ci ∀i. Therefore it follows from the
previous computations that for all ρ ∈ R∗n+ and for all σ > sup (σ0, d(|a|+ |ρ|)),
Γ(s/d) Z(f ; 1 + P ; s)
=
1
(2pii)r
∫ a1+ρ1+i∞
a1+ρ1−i∞
. . .
∫ ar+ρr+i∞
ar+ρr−i∞
Γ(s/d− |z|)
r∏
i=1
Γ(zi)
bzii
M
(
f ; 〈α1, z〉, . . . , 〈αn, z〉
)
dz
=
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s/d− |a| − |z|)
r∏
i=1
Γ(ai + zi)
bai+zii
M
(
f ; c1 + 〈α
1, z〉, . . . , cn + 〈α
n, z〉
)
dz
=
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s/d− |a| − |z|)
r∏
i=1
Γ(ai + zi)
bai+zii
T (T ;P ; z)∏
η∈I∗
c
(〈η, z〉)u
∗(η)
dz
We deduce from this that for any ρ ∈ R∗n+ and σ > sup (σ0, d(|a| + |ρ|)):
Z(f ; 1 + P ; s) =
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
V (s; z) dz
(s/d− |a| − 〈1, z〉)
∏
η∈I∗
c
(η, z〉)u
∗(η)
(16)
where
V (s; z) := (s/d− |a| − |z|) Γ(s/d− |a| − |z|)Γ(s/d)−1
(
r∏
i=1
Γ(ai + zi)b
−ai−zi
i
)
T (T ;P ; z).
By using the classical properties of the Euler Γ function (in particular Stirling’s formula)
and (15) it is easy to check that the assumptions of lemma 2 are satisfied. This implies
that there exists η > 0 such that s 7→ Z(f ; 1 + P ; s) has a meromorphic continuation with
moderate growth to the half-plane {σ > d|a| − η} with at most one pole at s = d|a|.
Since |c| = 〈1, c〉 = 〈1,
∑r
k=1 akγ
k〉 =
∑r
k=1 ak|γ
k| = d|a|, the proof of the theorem follows
immediately. ♦
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Proof of theorem 2:
We assume now that there exists c ∈ Σf (P ;1) := F(Σf )(1) ∩ con
∗ (supp(P )) satisfying:
1. 1 ∈ con∗(Ic);
2. there exists a function L such that: M(f ; s) = L ((〈β, s〉)β∈Ic).
3. Hc(f ;0) 6= 0.
We also continue to use the notations of the preceding paragraph. Set
U(s; z) :=
(s/d− |a| − |z|) Γ(s/d− |a| − |z|)
Γ(s/d)
r∏
i=1
Γ(ai + zi)
bai+zii
and T˜ (z) := T (T ;P ; z)−T (T ;P ;0).
Then V (s; z) := U(s; z) T (T ;P ; z) = Hc(f ;0) U(s; z) + U(s; z) T˜ (z).
We note that the formula (16) can be written as follows:
Z(f ; 1 + P ; s) = Z1(s) + Z2(s) (σ ≫ 0). (17)
where
Z1(s) =
Hc(f ;0)
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
U(s; z) dz
(s/d− |a| − 〈1, z〉)
∏
η∈I∗
c
(η, z〉)u
∗(η)
Z2(s) =
1
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
U(s; z)T˜ (z) dz
(s/d− |a| − 〈1, z〉)
∏
η∈I∗c
(η, z〉)u
∗(η)
.
• Study of Z2(s):
Since 1 ∈ con∗(Ic), there exists a set {tβ}β∈Ic ⊂ R
∗
+ such that
1 =
∑
β∈Ic
tββ (i.e
∑
β∈Ic
tββi = 1 ∀i = 1, . . . , n). Consequently we have:
∑
β∈Ic
tβµ(β) =
∑
β∈Ic
tβ
n∑
i=1
βiα
i =
n∑
i=1
( ∑
β∈Ic
tββi
)
αi =
n∑
i=1
αi =
r∑
k=1
( n∑
i=1
γki
)
ek = d1.
We conclude from this that 1 ∈ con∗ (I∗c) \ {0}.
Furthermore, assumption 2 implies that there exists a function L1 such that Hc(f ; s) =
L1 ((〈β, s〉)β∈Ic). But for any β ∈ Ic and for any z ∈ C
r we have,
n∑
i=1
βi〈α
i, z〉 =
〈
n∑
i=1
βiα
i, z
〉
= 〈µ(β), z〉.
It follows that: T (T ;P ; z) := Hc
(
f ; 〈α1, z〉, . . . , 〈αn, z〉
)
= L1
(
(〈µ(β), z〉)β∈Ic
)
. Conse-
quently there exists a function L˜ such that: T˜ (z) = L˜
(
(〈η, z〉)η∈I∗c
)
. Since in addition we
have |c| = d|a|, T˜ (0) = 0 and 1 ∈ con∗(I∗c ), it follows from lemma 2 that:
ords=|c|Z2(s) ≤ ρ
∗
0 − 1 where ρ
∗
0 :=
∑
η∈I∗
c
u∗(η)− rank(I∗c) + 1 = ρ0(Tc;P ). (18)
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• Study of Z1(s) :
It is easy to see that for σ ≫ 0 :
Z1(s) =
Hc(f ;0)
(2pii)r
∫ ρ1+i∞
ρ1−i∞
. . .
∫ ρr+i∞
ρr−i∞
Γ(s/d− |a| − |z|)
∏r
k=1 Γ(ak + zk) dz
Γ(s/d)
∏r
k=1 b
ak+zk
k
∏
η∈I∗c
(〈η, z〉)u
∗(η)
.
Moreover we know thatHc(f ;0) 6= 0, 1 ∈ con(I
∗
c ), and 〈η,a〉 =
∑n
i=1 βi〈α
i,a〉 =
∑n
i=1 βici =
〈β, c〉 = 1 ∀η = µ(β) ∈ I∗c . Thus, it follows from lemma 3 that s = d|a| = |c| is a pole of
Z1(s) of order ρ
∗
0 and that Z1(s) ∼s→|c|
Hc(f ;0)d
ρ∗0A0(I
∗
c ;u
∗;b)
(s− |c|)ρ
∗
0
, where A0(I
∗
c ;u
∗;b) > 0
is the volume constant associated to I∗c ,u
∗ and b. Combining this with (18), (17), and (14),
implies that Z(f ;P ; s) has a pole at s = |c| of order ρ∗0 , and that
Z(f ;P ; s) ∼s→|c|
Hc(f ;0)d
ρ∗0A0(I∗c ;u
∗;b)
(s−|c|)ρ
∗
0
. This completes the proof of theorem 2. ♦
4.3 Proof of corollary 2
Define a function f : Nn → C by: f(m1, . . . ,mn) =
∏n
j=1 fj(mj). It is easy to see that
M(f ; s) :=
∑
m1,...,mn≥1
f(m1, . . . ,mn)
ms11 . . . m
sn
n
converges absolutely and satisfies
M(f ; s) :=
∏n
j=1 Z(fj; sj) in Ω := {s ∈ C
n | σi > ci ∀i}. It follows that f is a function of
finite type, that c ∈ Σf and that T0 is the polar type of f at c.
In addition, we have Hc(f ; s) = (
∏n
i=1 s
ui
i )M(f ; c + s) =
∏n
i=1 (s
ui
i Z(fi; ci + si)). Thus,
Hc(f ;0) =
∏n
i=1Ai 6= 0. The corollary now follows by theorem 2. ♦
4.4 Proof of corollary 3
It is easy to see that corollary 3 follows from corollary 2.
We first observe thatN(1B ;P ; t) = N(f ;P ; t) where each fj : N→ C is defined by fj(m) = 1
if m is k−free and fj(m) = 0 if not.
It is then a standard exercise to show that for all j and for σ > 1: Z(fj; s) =
∑∞
m=1
fj(m)
ms =∏
p(
∑k−1
ν=0
1
pνs ) =
ζ(s)
ζ(ks) . The assumptions of corollary 2 are then satisfied with:
c = (1, . . . , 1) = 1, I = {e1, . . . , en}, and uj = 1, Aj =
1
ζ(k) , for all j = 1, . . . , n.
Moreover it is easy to see in our case that the mixed volume constant A0(T0;P ) is equal to
the Sargos constant A0(P ). Thus, corollary 3 follows from corollary 2 and the expression
for A0(P ) given by proposition 1. ♦
4.4.1 Proof of corollary 4
We will derive corollary 4 from corollary 1. Let f := 1Dk be the characteristic function ofDk.
Set I := {e1, . . . , en} and Df := {s ∈ C
n | 〈β,ℜ(s)〉 > 1 ∀β ∈ I} = {s ∈ Cn | σi > 1 ∀i}.
It is clear that M(f ; s) :=
∑
m∈Nn
f(m1,...,mn)
ms1 ...msnn
converges in Df . The multiplicativity of f
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implies also that for all s ∈ Df : M(f ; s) =
∏
p

 ∑
{ν∈Nn0 ; |ν|≤k−1}
1
p〈ν,s〉

.
Let c ∈ ∂Df = {s ∈ C
n | σi ≥ 1∀i with at least one equality}.
Set Ic := {β ∈ I | 〈β, c〉 = 1} = {ei | ci = 1} and Hc(f ; s) :=
(∏
β∈Ic
〈β, s〉
)
M(f ; c+ s).
It is easy to see that for all s ∈ Cn satisfying σi > 0 for all i, we have
Hc(f ; s) =

 ∏
ei∈Ic
siζ(1 + si)

∏
p
∏
ei∈Ic
(
1−
1
p1+si
) ∑
|ν|≤k−1
1
p〈ν,c〉+〈ν,s〉

 (19)
It follows from the standard properties of the Riemann zeta function and the definition of
Ic that there exists ε0 > 0 such that s 7→ Hc(f ; s) has a holomorphic continuation with
moderate growth to {s ∈ Cn | σi > −ε0∀i} given by the right side of the equality (19)
above. Therefore f is a function of finite type.
Moreover F(Σf )(1) = {1} and c = 1 ∈ con
∗ (supp(P )) = R∗n+ . In addition, it is easy to see
that assumption (1) and (2) of theorem 2 are satisfied with c = 1.
By analytic continuation, it follows also from (19) that
H1(f ;0) =
∏
p
(
1−
1
p
)n ∑
|ν|≤k−1
1
p|ν|

 =∏
p
(
1−
1
p
)n(
1 +
k−1∑
l=1
(n+l−1
l
)
pl
)
> 0.
We conclude that all three assumptions of theorem 2 are satisfied. We can then apply
corollary 1 with:
c = (1, . . . , 1) = 1 and Tc = (Ic,u), where Ic = {e1, . . . , en} and u(ej) = 1 for all j.
Moreover it is easy to see in our case that ι(f) = |1| = n, that ρ(f ;P ) = ρ0(T1;P ) =
ρ0(T1) = 1 and that the mixed volume constant A0(T1;P ) is equal to the Sargos constant
A0(P ). Thus, corollary 4 follows from corollary 1 and the expression for A0(P ) given by
proposition 1. ♦
4.4.2 Proof of corollary 5
Define for each k = 1, . . . , n and i = 1, 2, f
(i)
k : N→ R+ by f
(2)
k = Λ and
f1k (m) = log(m) if m is prime and f
(1)
k (m) = 0 if not.
It is well known that under (RH) each of the two Dirichlet series s 7→
∑
m∈N
Λ(m)
ms and
s 7→
∑
p∈P
log p
ps has meromorphic continuation with moderate growth to the half-plane
{ℜ(s) > 12} with a single pole at s = 1 of order 1 and residue equal to 1.
Moreover, using the notations from corollary 2, we have T0 = (I;u), where I = {e1, . . . , en}
and u(ej) = 1 ∀j. It follows that A0(T0;H) = A0(H) is independent of i. Since H is elliptic,
the Sargos constant A0(H) is given by proposition 1. Thus corollary 5 also follows from
corollary 2. ♦
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