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Abstract
A prominent concern of scientific investigators is the presence of unobserved hidden
variables in association analysis. Ignoring hidden variables in the analysis often yields biased
statistical results and misleading scientific conclusions. Motivated by this practical issue,
this paper studies the estimation of the coefficient matrix Θ∗ in multivariate regression with
hidden variables, Y = (Θ∗)TX + (B∗)TZ +E, where Y is a m-dimensional response vector,
X is a p-dimensional vector of observable features, Z represents a K-dimensional vector of
unobserved hidden variables, possibly correlated with X, and E is an independent error.
The number of hidden variables K is unknown and both m and p are allowed but not
required to grow with the sample size n.
Since only Y and X are observable, we first provide necessary conditions for the iden-
tifiability of Θ∗. The same set of conditions are shown to be sufficient when the error E is
homoscedastic. Our identifiability proof is constructive and leads to a novel and computa-
tionally efficient estimation algorithm for Θ∗, called HIVE. The first step of the algorithm
is to estimate the best linear prediction of Y given X, in which the unknown coefficient
matrix exhibits an additive decomposition of Θ∗ and a dense matrix originated from the
correlation between X and the hidden variable Z. Under the row sparsity assumption on Θ∗,
we propose to minimize a penalized least squares loss by regularizing Θ∗ via a group-lasso
penalty and regularizing the dense matrix via a multivariate ridge penalty. Non-asymptotic
deviation bounds of the in-sample prediction error are established. Our second step is to
estimate the row space of B∗ by leveraging the covariance structure of the residual vector
from the first step. In the last step, we remove the effect of hidden variable by projecting
Y onto the complement of the estimated row space of B∗. Non-asymptotic error bounds of
our final estimator, which are valid for any m, p,K and n, are established. We further show
that under mild assumptions the rate of our estimator matches the best possible rate with
known B∗ and our estimator is adaptive to the unknown sparsity of Θ∗. The model identi-
fiability, parameter estimation and statistical guarantees are further extended to the setting
with heteroscedastic errors. Thorough numerical simulations and two real data examples
are provided to back up our theoretical results.
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hidden variables, confounding, surrogate variable analysis
∗Department of Statistics and Data Science, Cornell University, Ithaca, NY. E-mail: xb43@cornell.edu.
†Department of Statistics and Data Science, Cornell University, Ithaca, NY. E-mail: yn265@cornell.edu.
‡Department of Statistics and Data Science, Cornell University, Ithaca, NY. E-mail: yx433@cornell.edu.
1
ar
X
iv
:2
00
3.
13
84
4v
1 
 [m
ath
.ST
]  
30
 M
ar 
20
20
1 Introduction
Multivariate regression has been widely used to evaluate how predictors are associated with
multiple response variables and is ubiquitous in many areas including genomics, epidemiology,
social science and economics (Muirhead, 1982; Anderson, 1984; Srivastava and Khatri, 1979;
Reinsel and Velu, 1998). Most of the existing research on multivariate regression assumes that
the collected predictors are sufficient to explain the responses. However, due to limited resources
in practice, oftentimes there still exist unmeasured hidden variables that are associated with
the responses. Ignoring the hidden variables often leads to biased estimates.
In this paper, we consider the following multivariate regression with hidden variables. Let
Y ∈ Rm denote the response vector, X ∈ Rp denote the observable predictors and Z ∈ RK be
the unobservable hidden variables. The multivariate regression model postulates
Y = (Θ∗)TX + (B∗)TZ + E, (1.1)
where Θ∗ ∈ Rp×m and B∗ ∈ RK×m are unknown deterministic matrices and E ∈ Rm is a
stochastic error with zero mean and a diagonal covariance matrix ΣE . We assume the random
error E is independent of (X,Z) and allow the hidden variable Z to correlate with X. The
number of hidden variables, K, is unknown and is typically smaller than m. Without loss
of generality, we assume Σ = Cov(X) and ΣZ = Cov(Z) are strictly positive definite and
rank(B∗) = K. Otherwise, one might reduce the dimensions of X and Z such that these
conditions are met.
Assume that we observe n i.i.d. copies of (X,Y ) and stack them together as a design matrix
X ∈ Rn×p and a response matrix Y ∈ Rn×m. In practice, the number of response variables m
or the number of features p or both of them can be greater than the sample size n. The main
interest is to identify and estimate Θ∗ so that we can draw valid scientific conclusions on the
association between the primary features X and the responses Y in the presence of unobserved
hidden variables Z.
The proposed model unifies and generalizes the following two strands of research that
emerges in a variety of applications.
1. Surrogate variable analysis (SVA) in genomics. The measurements of high-throughput
genomic data are often confounded by unobserved factors. To remove the influence of the
unobserved confounders, surrogate variable analysis (SVA) based on model (1.1) has been pro-
posed for the analysis of biological data (Leek and Storey, 2007, 2008; Teschendorff et al., 2011;
Chakraborty et al., 2012; Gagnon-Bartsch and Speed, 2012; Houseman et al., 2012; Sun et al.,
2012). In these applications, the response vector Y is often the gene expression or DNA methy-
lation levels at m sites, which is usually much larger than the sample size n. The covariate X is
a small set of exposures (e.g., treatment variables), whose dimension p is assumed to be fixed in
the theoretical analysis (Lee et al., 2017; Wang et al., 2017; McKennan and Nicolae, 2019). Since
p is small, the existing SVA methods apply the ordinary least squares (OLS) (XTX)−1XTY
to estimate the main regression effect and then remove the bias of OLS, originated from the
correlation between Z and X. However, to avoid confounding issues, researchers may collect
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as many features as possible and then adjust them in the regression model. In this case, p can
be large and possibly much larger than n, whence the existing SVA methods are not applicable
as OLS may not exist. Our work extends the scope of the SVA in the sense that a unified
estimation procedure and theoretical justification are developed under model (1.1) where both
p and m are allowed, but not required, to grow with n. We refer to Section 1.2 for detailed
comparisons with existing SVA literature.
2. Structural equation model in causal inference. Model (1.1) can also be framed as linear
structural equation models (Hox and Bechger, 1998). Suppose the causal structure among
(X,Z, Y ) is represented by the directed acyclic graph (DAG) in Figure 1. As shown in this
graph, both observed variables X and hidden variables Z are the causes of Y , as (X,Z) are the
parents of Y . Under the linearity assumption, the causal structure of (X,Z) → Y is modeled
by equation (1.1). Similarly, the DAG in Figure 1 also implies that X is the cause of Z, which
can be further modeled via
Z = DTX +W, (1.2)
where D ∈ Rp×K is a deterministic matrix and W ∈ RK is a random noise independent of
X and E. Since Z is not observed, model (1.1) and (1.2) can be viewed as linear structural
equation models with hidden variables (Diaz, 2017). Using the terminology in causal mediation
analysis, the parameter Θ∗ in (1.1) is interpreted as the direct causal effect of X on Y , which
is often the parameter of interest in the linear structural equations. It is worthwhile to note
that the proposed framework is more general than linear structural equation models because
model (1.2) is not imposed. In particular, we allow an arbitrary dependence structure between
X and Z, whereas the linear structural equation model assumes X is a cause of Z by imposing
the independence between X and W .
X Z
Y
Θ∗
D
B∗
Figure 1: Illustration of the DAG under model (1.1) and (1.2)
1.1 Our contributions
We now state our main contributions in this paper.
Identifiability of Θ∗. Since Z is unobservable, Θ∗ in model (1.1) is generally not identifiable.
Our first contribution is to address a fundamental question of this model that is under what
conditions Θ∗ is identifiable. To motivate our identifiability conditions, we start by rewriting
model (1.1). Denote by (A∗)TX the L2 projection of Z onto the linear space of X and by
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W = Z − (A∗)TX its residual, where
A∗ =
{
E
[
XXT
]}−1 E [XZT ] ∈ Rp×K . (1.3)
We emphasize that we do not require model (1.2), or equivalently, the independence between W
and X. For this reason, we use a different notation A∗ rather than D to denote the coefficient of
the L2 projection. We then decompose the effect of hidden variable Z as (B
∗)TZ = (A∗B∗)TX+
(B∗)TW . Plugging this into (1.1) yields
Y = (Θ∗ +A∗B∗)TX + (B∗)TW + E := (F ∗)TX + ε, (1.4)
where F ∗ := Θ∗ + L∗ with L∗ = A∗B∗ and the new residual vector ε := (B∗)TW + E satisfies
E[ε] = 0 and Cov(X, ε) = 0. To disentangle Θ∗ from L∗, we impose the following orthogonality
restriction between the row spaces of Θ∗ ∈ Rp×m and B∗ ∈ RK×m.
Assumption 1. Let PB∗ = B
∗T (B∗B∗T )−1B∗ ∈ Rm×m denote the projection matrix onto the
row space of B∗. Assume Θ∗PB∗ = 0.
In Proposition 1 of Section 2.1, we first show that the above assumption is necessary to
identify Θ∗ under model (1.4). In Proposition 2 of Section 2.1, we further show that Assumption
1 is also sufficient when the error E is homoscedastic in the sense that ΣE = Cov(E) =
τ2Im. The covariance structure of the residual vector ε is crucial to establish this result, which
will be detailed in Section 2.1. However, this sufficiency no long holds in the presence of
heteroscedastic error, that is, ΣE is a diagonal matrix with unequal entries. Inspired by Zhang
et al. (2018), we introduce a mild incoherence condition on the right singular vectors of B∗
to identify the row space of B∗, which is an important intermediate step towards identifying
Θ∗. We show in Proposition 8 of Section 4 that Assumption 1 together with this incoherence
condition guarantees the identifiability of Θ∗ under the heteroscedastic case.
Assumption 1 also provides new insights on the interpretation of Θ∗. For an arbitrary Θ∗,
we can always write Θ∗ = Θ∗PB∗ + Θ∗P⊥B∗ , where P
⊥
B∗ = Im − PB∗ . In view of (1.4), Θ∗P⊥B∗
represents the effect of X on Y that cannot be explained by any hidden variables. In the
mediation analysis, we can refer to Θ∗P⊥B∗ as “partial” direct effect. Assumption 1 thus imparts
these interpretations to the whole Θ∗ by assuming Θ∗P⊥B∗ = Θ
∗. While theoretically we can
avoid Assumption 1 and establish the identifiability and estimation results for Θ∗P⊥B∗ , without
loss of generality we impose Assumption 1 to simplify the presentation.
Estimation of Θ∗. Our second contribution is to propose a new method for estimating Θ∗.
In particular, our approach can handle the case when p > n and the OLS commonly used in
the SVA literature does not exist. To deal with the high dimensionality of Θ∗, we assume that
there exists a small subset of X that are associated with Y in model (1.1). Such a row-wise
sparsity assumption on the coefficient matrix has been widely used in multivariate regression,
for instance, Bu¨hlmann and Van de Geer (2011); Bunea et al. (2012); Lounici et al. (2011);
Obozinski et al. (2011); Yuan and Lin (2006), just to name a few. Specifically, we assume
Θ∗ ∈ {Θ ∈ Rp×m : ‖Θ‖`0/`2 ≤ s∗} , (1.5)
4
where s∗ ≤ p and ‖Θ‖`0/`2 =
∑p
j=1 1{‖Θj·‖2 6=0} is the number of nonzero rows. Our estimation
procedure consists of three steps: first estimate the best linear predictor of Y from X; then
estimate the row space of B∗ and finally estimate Θ∗.
The first step is critical but challenging especially when p is large. In Section 2.2.1, we
propose a new optimization-based approach with a combination of the group-lasso penalty
(Yuan and Lin, 2006) and the multivariate ridge penalty. The group-lasso penalty aims to
exploit the row-wise sparsity of Θ∗ in (1.5), while the multivariate ridge penalty regularizes
the additional dense signal L∗ due to the hidden variables Z (see model (1.4)). The proposed
procedure is easy to implement and has almost the same complexity as solving a group-lasso
problem. We refer to Sections 2.2.1 and 3.4 for detailed discussions of computational and
theoretical advantages of our estimator over some competing methods.
Our second step is to estimate the row space of B∗ or equivalently PB∗ . When the noise is
homoscedastic, we can directly apply the principle component analysis (PCA) to the estimated
residual matrix (see Section 2.2.2). The resulting first K eigenvectors are then used to estimate
PB∗ . However, PCA may lead to biased estimates under heteroscedastic error, especially when
m is fixed. To deal with heteroscedasticity, we adapt the HeteroPCA algorithm originally
proposed by Zhang et al. (2018) to our setting.
In Section 2.2.3, we propose the third step of our procedure to estimate Θ∗. This step first
projects Y onto the orthogonal complement of the estimated row space of B∗ to remove the
effect of hidden variables, and then estimate Θ∗ by applying the group-lasso to the resulting
projected Y .
Our entire procedure is summarized in Algorithm 1, called HIVE, representing HIdden
Variable adjustment Estimation. Similarly, the algorithm tailored for the heteroscedastic error
is referred to as H-HIVE in Alogorithm 3. For the convenience of practitioners, we also provide
detailed discussions in Section 5 on practical implementations, including estimation of the num-
ber of hidden variables (K), the consequence of overestimating/underestimating K, the choice
of tuning parameters and data standardization.
Statistical guarantees. Our third contribution is to establish theoretical properties of our
procedure. In Theorem 3 of Section 3, we derive non-asymptotic deviation bounds of the in-
sample prediction error, which are valid for any finite n, p, m and K. The error bounds consist
of three parts: a bias term and a variance term from the ridge regularization and an error
term from the group-lasso regularization. To understand the advantage of our estimator, we
particularize to the orthogonal design and show that our estimator enjoys the optimal rate of
group-lasso when there is no hidden variable (i.e., L∗ = 0 in model (1.4)) and it also achieves
the optimal rate of the ridge estimator when Θ∗ = 0. Thus, the rate of our estimator matches
the best possible rate even if L∗ = 0 or Θ∗ = 0 were known a priori.
In Section 3, we provide theoretical guarantees for the estimation of Θ∗. In particular, we
establish in Theorem 5 a general non-asymptotic upper bound of the estimation error of our
final estimator Θ˜ based on any estimator P̂ of PB∗ . As expected, the estimation error of Θ˜
depends on how accurately P̂ estimates PB∗ . When PB∗ can be estimated accurately enough,
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our estimator Θ˜ achieves the optimal rate in the oracle case with known B∗ (see the subsequent
paragraph of Theorem 5). However, if the estimation error of PB∗ is relatively large, we can
balance this error with the error of the group-lasso to attain a more refined rate via a suitable
choice of the regularization parameter. In Theorem 6 of Section 3.2 and Theorem 9 of Section
4, we further establish the non-asymptotic error bounds of our proposed estimators of PB∗ for
both homoscedastic and heteroscedastic errors. These results together with Theorem 5 provide
the final upper bounds of the estimation error of Θ˜. For heteroscedastic errors, we develop a new
robust sin Θ theorem in Appendix A to control the perturbation of eigenspaces in the Frobenius
norm. This theorem is crucial to the proof of Theorem 9 and can be of its own interest.
1.2 Related literature
This work is most related to the literature on surrogate variable analysis (SVA). For model
identifiability, Gagnon-Bartsch and Speed (2012); Wang et al. (2017) assumed that there exists
a known subset J ∈ {1, . . . ,m} such that the p × |J | submatrix Θ∗J = 0. This set J is known
as “negative control” in the microarray studies. However, this side information is usually
unknown in other settings. Another approach by Wang et al. (2017); McKennan and Nicolae
(2019) assumes that each row Θ∗j· ∈ Rm is sparse with ‖Θ∗j·‖0 ≤ (m− a)/2 for some a > K and
any K × a submatrix of B∗ is of rank K. Under this assumption, the sparsity pattern of Θ∗
differs from (1.5), considered in this work, and this assumption also rules out the possibility that
B∗ could be sparse. In the work of Lee et al. (2017), they assumed a similar condition as our
Assumption 1. However, when the error is heteroscedastic, Lee et al. (2017) implicitly required
m→∞ to show the asymptotic identifiability of Θ∗, see our Remark 6 for more explanations.
In contrast, our identifiability result holds for any finite n, p,m and K. To show the estimation
consistency, all existing SVA methods require that m grows with n and is typically much larger
than n, meanwhile p is fixed and small, whereas our method provides a more general theoretical
framework in which both p and m are allowed, but not required, to grow with n.
Chandrasekaran et al. (2012) studied the estimation of Gaussian graphical models with latent
variables. In their setting, one can rewrite their estimand as the sum of a low-rank matrix and
a sparse matrix (see Hsu et al. (2011); Cande`s et al. (2011) for other related examples). The
regularized maximum likelihood approach is proposed with a combination of the lasso penalty
and the nuclear norm penalty. Our problem is related to theirs, because model (1.4) is a
regression problem where the coefficient matrix has an additive decomposition of a sparse and a
low-rank matrix when K is much smaller than p and m. However, our work differs significantly
from this strand of research in the following aspects. First, our identifiability Assumption 1 is
intrinsically different from theirs. To see this, consider a simple example based on the regression
model (1.4) with p = m and K = 1. Let A∗ = ei and B∗ = eTi , where ei is the ith canonical
basis vector of Rp. The identifiability assumption in Chandrasekaran et al. (2012) does not
hold, because the low rank matrix L∗ = A∗B∗ = eieTi is too sparse and cannot be distinguished
from the sparse matrix Θ∗. However, it is easy to verify Θ∗ ∈ {Θ(Ip− eieTi ) : Θ ∈ Rp×p} is still
identifiable under our Assumption 1 when the error is homoscedastic. One explanation is that
the covariance structure of ε = (B∗)TW + E from model (1.4) can assist the identification of
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Θ∗, whereas this information is ignored if one directly applies the approach in Chandrasekaran
et al. (2012). Second, due to the distinct identifiability assumptions, it is not surprising to see
that our algorithm (HIVE or H-HIVE) for estimating Θ∗ is fundamentally different from their
regularized maximum-likelihood approach. In particular, our regularized estimation in the first
step of our algorithm combines the group-lasso penalty and the ridge penalty. We provide a
technical comparison of the ridge penalty and the nuclear norm penalty in Section 3.4.
Recently, Diaz (2017) applied SVA to estimate the causal effect under the structural equation
models with hidden variables. As discussed previously, the structural equation models assume
(1.2), which is not needed in our modeling framework. Our model (1.4) is derived without
imposing any specific model between X and Z. For instance, we allow the true dependence
structure betweenX and Z to be very complicated and highly nonlinear. The estimation method
of Diaz (2017) is adapted from the SVA literature, and therefore suffers from the same drawback.
In another recent paper, C´evid et al. (2018) proposed a new spectral deconfounding approach to
deal with high-dimensional linear regression with hidden confounding variables. In particular,
their model can be written as a perturbed linear regression Y = XT (β+ b) +  where  ∈ R is a
random noise, β ∈ Rp is an unknown sparse vector and b ∈ Rp is a small perturbation vector.
In order to identify β, they assumed that ‖b‖2 is sufficiently close to zero. Unlike this work, we
consider a different setting where the response Y is multivariate and, consequently, both our
identifiability Assumption 1 and estimation procedures (HIVE and H-HIVE) are completely
different from theirs. Our theoretical results in Corollary 7 and its subsequent Remark 4 imply
that the convergence rate of our estimator benefits substantially from the multivariate nature
of the response, which can be viewed as the blessing of dimensionality.
Outline. In Section 2, we study the identifiability and estimation of Θ∗ under homoscedastic
error. Sufficient and necessary conditions for the identifiability of Θ∗ are established in Section
2.1. Section 2.2 contains three steps of our estimation procedure. The estimation of Θ∗+A∗B∗
in model (1.4) is stated in Section 2.2.1 and the estimation of the row space of B∗ is discussed
in Section 2.2.2. The final step of estimating Θ∗ is stated in Section 2.2.3. Section 3.1 is
dedicated to the deviation bounds of the in-sample prediction error. The estimation errors of
our estimator of Θ∗ together with the errors for estimating the row space of B∗ are given in
Section 3.2. The extension to heteroscedastic case is studied in Section 4. In Section 5, we discuss
several practical considerations, including the selection of K, the consequence of overestimating
and underestimating K, the choice of tuning parameters and data standardization. Simulation
results and real data applications are presented in Sections 6 and 7.
1.3 Notation
For any set S, we write |S| for its cardinality. For any vector v ∈ Rd and some real number q ≥ 0,
we define its `q norm as ‖v‖q = (
∑d
j=1 |vj |q)1/q. For any matrix M ∈ Rd1×d2 , I ⊆ {1, . . . , d1}
and J ⊆ {1, . . . , d2}, we write MIJ as the |I|× |J | submatrix of M with row and column indices
corresponding to I and J , respectively. In particular, MI· denotes the |I| × d2 submatrix and
MJ denotes the d1 × |J | submatrix. Further write ‖M‖`p/`q = (
∑d1
j=1 ‖Mj·‖p`q)1/p and denote
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by ‖M‖`0 , ‖M‖op and ‖M‖F , respectively, the element-wise `0 norm, the operator norm and
the Frobenius norm of M . For any symmetric matrix M , we write λk(M) for its kth largest
eigenvalue. For any two sequences an and bn, we write an . bn if there exists some positve
constant C such that an ≤ Cbn. Both an  bn and an = Ω(bn) stand for an = O(bn) and
bn = O(an). Denote a ∨ b = max(a, b) and a ∧ b = min(a, b). Throughout the paper, we will
write Σ̂ = n−1XTX with non-zero eigenvalues σ1 ≥ σ2 ≥ · · · ≥ σq and q := rank(X).
2 Identifiability and estimation under homoscedastic noise
As seen in the Introduction, the identifiability of Θ∗ under model (1.1) or equivalently (1.4)
needs to be carefully studied due to the presence of hidden variables. We first state necessary
conditions for identifying Θ∗ and then show that these conditions are also sufficient when the
error E is homoscedastic. Our identifiability procedure is constructive and is further used for
estimation.
2.1 Identifiability
In the following proposition, we first establish the necessity of Assumption 1 for identifying Θ∗
under model (1.1), or equivalently, model (1.4). We further show that both Assumption 1 and
rank(ΣW ) = K are necessary for identifying Θ
∗ if E[W |X] = 0 holds, where ΣW := Cov(W )
and W = Z − (A∗)TX with A∗ defined in (1.3).
Proposition 1. Under model (1.4), suppose Z ∈ RK has continuous support and A∗ 6= 0. Then
(1) Assumption 1 is necessary for identifying Θ∗.
(2) If additionally E[W |X] = 0 holds, both rank(ΣW ) = K and Assumption 1 are necessary
for identifying Θ∗.
Proof. The proof is deferred to Appendix B.1.
Since the condition E[W |X] = 0 holds under many interesting cases, such as the structured
equation model (1.2) and the multivariate Gaussian model for (Z,X), part (2) of Proposi-
tion 1 shows that the identifiability of Θ∗ needs to be studied under both Assumption 1 and
rank(ΣW ) = K. We thus assume rank(ΣW ) = K throughout the paper, that is the covariance
matrix ΣW of W = Z − (A∗)TX is strictly positive definite. In practice, this is also a reason-
able assumption as the hidden variable Z usually contains information that cannot be perfectly
explained by a linear combination of the observable feature X.
To show the sufficiency of Assumption 1 and rank(ΣW ) = K, we first describe our procedure
of identifying Θ∗, which is constructive, in the following three steps:
(1) identify the coefficient matrix F ∗ = Θ∗ +A∗B∗ in (1.4);
(2) identify Σε := Cov(ε) with ε = (B
∗)TW + E and use it to construct PB∗ , the projection
matrix onto the row space of B∗;
(3) identify Θ∗ from (Im − PB∗)Y .
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Recall that W = Z−(A∗)TX is independent of E. In step (2), a key observation from model
(1.4) is that, under homoscedastic error, the covariance matrix of ε = B∗TW + E satisfies
Σε = (B
∗)TΣWB∗ + ΣE = (B∗)TΣWB∗ + τ2Im. (2.1)
Since rank(B∗) = K and ΣW has full rank, (2.1) implies that the row space of B∗ coincides
with the space spanned by the first K eigenvectors of Σε with non-increasing eigenvalues. We
thus propose to identify PB∗ via the eigenspace of Σε. Under Assumption 1, step (3) uses
P⊥B∗Y =
(
Θ∗P⊥B∗
)T
X +
(
B∗P⊥B∗
)T
Z + P⊥B∗E = (Θ
∗)TX + P⊥B∗E, (2.2)
where we write P⊥B∗ = Im − PB∗ . This further implies
Θ∗ =
[
Cov(X)
]−1
Cov
(
X,P⊥B∗Y
)
.
The following proposition summarizes the identifiability of Θ∗ under the homoscedastic error.
Proposition 2. Under model (1.1) or equivalently (1.4), assume that rank(ΣW ) = K, ΣE =
τ2Im and Assumption 1 hold. Then Θ
∗ is identifiable from Cov(X), Cov(Y ) and Cov(X,Y ).
Proof. The proof is deferred to Appendix B.2.
Combining Propositions 1 and 2 concludes that Assumption 1 and rank(ΣW ) = K are
sufficient and necessary for identifying Θ∗ under homoscedastic error.
2.2 Estimation
Recall that we observe the data matrices X ∈ Rn×p and Y ∈ Rn×m. Our estimation procedure
follows the same steps as in the analysis of model identifiability: (1) first estimate XF ∗; (2)
then estimate Σε and PB∗ ; (3) finally estimate Θ
∗.
2.2.1 Estimation of XF ∗
Recall from model (1.4) that F ∗ = Θ∗ + L∗ where L∗ := A∗B∗ is a dense matrix and Θ∗ is the
row-wise sparse matrix satisfying (1.5). We propose to estimate F ∗ by F̂ = Θ̂ + L̂ where Θ̂ and
L̂ are obtained by solving the following optimization problem
(Θ̂, L̂) = arg min
Θ,L
1
n
‖Y −X(Θ + L)‖2F + λ1‖Θ‖`1/`2 + λ2‖L‖2F (2.3)
with some tuning parameters λ1, λ2 ≥ 0. Our estimator is designed to recover both the sparse
matrix Θ∗, via the group-lasso regularization (Yuan and Lin, 2006), and the dense matrix L∗,
via the multivariate ridge regularization. Since our goal in this step is to estimate the best linear
predictor XF ∗, we do not impose the orthogonality constraint (Assumption 1) between Θ̂ and
L̂ for computational convenience. Computationally, solving (2.3) is efficient with almost the
same complexity of solving a group-lasso problem. Specifically, we have the following lemma.
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Lemma 1. Let (Θ̂, L̂) be any solution of (2.3), and denote
Pλ2 = X
(
XTX + nλ2Ip
)−1
XT , Qλ2 = In − Pλ2 (2.4)
for any λ2 ≥ 0 such that Pλ2 exists. Then Θ̂ is the solution of the following problem
Θ̂ = arg min
Θ
1
n
∥∥∥Q1/2λ2 (Y −XΘ)∥∥∥2F + λ1‖Θ‖`1/`2 , (2.5)
and L̂ = (XTX + nλ2Ip)
−1XT (Y −XΘ̂), where Q1/2λ2 is the principal matrix square root of
Qλ2. Moreover, we have
XF̂ = X(Θ̂ + L̂) = Pλ2Y +Qλ2XΘ̂. (2.6)
Lemma 1 characterizes the role of the regularization parameters λ2 and λ1. When λ2 → 0,
we have F̂ ≈ Θ̂ + (XTX)+XT (Y −XΘ̂) = (XTX)+XTY , where (XTX)+ is the pseudo
inverse of XTX. Thus, F̂ reduces to the generalized least squares estimator. On the other
hand, when λ2 → ∞, we can see that Qλ2 ≈ In and L̂ ≈ 0 whence F̂ ≈ Θ̂ essentially becomes
the group-lasso estimator. Later in Remark 2, we will take a closer look at this phenomenon
in terms of the convergence rates of ‖XF̂ −XF ∗‖F under the orthogonal design. The tuning
parameter λ1 only appears in (2.5) and its magnitude determines the sparsity level of the group-
lasso estimator Θ̂. Lemma 1 also implies that the estimator (Θ̂, L̂) is unique if and only if the
solution of the group-lasso problem (2.5) is unique. Even if (2.5) has multiple solutions, we can
define (Θ̂, L̂) to be any of the solutions and the resulting best linear predictor XF̂ = X(Θ̂ + L̂)
satisfies the desired deviation bounds in Theorem 3.
In the applications when both m and p are large while K is small, L∗ can be also viewed as
a low-rank matrix with rank K. The common approach of estimating a low-rank matrix is to
either impose a rank constraint on the matrix known as the reduced-rank approach (Izenman,
2008) or regularize its nuclear norm. The latter is known as the convex relaxation of the reduced-
rank approach. We emphasize that, under model (1.4), our approach with the ridge penalty
has both theoretical and computational advantages over the aforementioned rank penalized
methods. We defer to Section 3.4 for a technical comparison.
Finally, we comment that our method (2.3) can be viewed as the multivariate generalization
of the lava approach proposed by Chernozhukov et al. (2017); see also C´evid et al. (2018).
Lava estimates the sum of a sparse vector β and a dense vector b in linear regression problem
y = X(β + b) +  by minimizing the least squares loss plus the penalty λ1‖β‖1 + λ2‖b‖22. As
explained in Chernozhukov et al. (2017), lava is intrinsically different from the elastic net as lava
penalizes both β and b and the estimate of (β + b) is non-sparse, whereas elastic net uses the
penalty λ1‖β‖1 +λ2‖β‖22 and typically yields a sparse estimate of β. These differences naturally
extend to our multivariate setting.
2.2.2 Estimation of PB∗
In this section, we discuss how to estimate the projection matrix PB∗ . Consider the singular
value decomposition B∗ = V DUT , where V ∈ RK×K and U ∈ Rm×K are the left and right
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singular vectors of B∗ and D ∈ RK×K is the diagonal matrix of the non-increasing singular
values. It is easily seen that PB∗ = UU
T . Recall that, from (2.1), U also coincides with the
first K eigenvectors of Σε up to an orthogonal matrix. We thus propose to first estimate Σε by
Σ̂ε =
1
n
(
Y −XF̂
)T (
Y −XF̂
)
(2.7)
with F̂ obtained from (2.3) and then estimate PB∗ by P̂B∗ = Û Û
T , where Û consists of the
eigenvectors of Σ̂ε corresponding to the K largest eigenvalues. We assume K is known for now
and defer to Section 5.1 for detailed discussions of selecting K.
2.2.3 Estimation of Θ∗
After estimating PB∗ by P̂B∗ , motivated by (2.2), we propose to estimate Θ
∗ by
Θ˜ = arg min
Θ
1
n
∥∥∥Y (Im − P̂B∗)−XΘ∥∥∥2
F
+ λ3‖Θ‖`1/`2 (2.8)
with some tuning parameter λ3 > 0. Solving the problem in (2.8) is equivalent to solving a
group-lasso problem with the projected response matrix Y (Im − P̂B∗).
For the reader’s convenience, we summarize our procedure, HIdden Variable adjustment
Estimation (HIVE), in Algorithm 1.
Algorithm 1 The HIVE procedure for estimating Θ∗.
Require: Data matrices X ∈ Rn×p, Y ∈ Rn×m, rank K, tuning parameters λ1, λ2 and λ3.
1: Estimate XF̂ with F̂ = Θ̂ + L̂ by solving (2.3).
2: Obtain Σ̂ε from (2.7).
3: Compute P̂B∗ = Û Û
T where Û are the first K eigenvectors of Σ̂ε.
4: Estimate Θ∗ by Θ˜ obtained from (2.8).
3 Statistical guarantees
In this section, we provide theoretical guarantees for our estimation procedure. In our theoretical
analysis, the design matrix X is considered to be deterministic and the analysis can be done
similarly for random design by first conditioning on X. Recall from model (1.4) that W is
only uncorrelated with X. To simplify the analysis under the fixed design, we assume the
independence between X and W in order to control the deviation of their cross product. We
expect that the same theoretical guarantees hold under Cov(X,W ) = 0 by using more tedious
arguments. We start from the following assumptions on the error matrices W ∈ Rn×K and
E ∈ Rn×m.
Assumption 2. Let γw and γe denote some positive constants.
(1) Assume
{
Σ
−1/2
W Wi·
}n
i=1
are i.i.d. γw sub-Gaussian random vectors
1, where ΣW = Cov(Wi·).
1A random vector X ∈ Rd is γ sub-Gaussian if 〈u,X〉 is γ sub-Gaussian for any ‖u‖2 = 1.
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(2) For any fixed 1 ≤ j ≤ p, {Eij}ni=1 are i.i.d. γe sub-Gaussian2. For any fixed 1 ≤ i ≤ n,{
Eij
}m
j=1
are independent.
Since part (2) of Assumption 2 does not assume Eij are identically distributed across 1 ≤
j ≤ m, this assumption is applicable to both homoscedastic and heteroscedastic errors, provided
that max1≤j≤p Var(Eij) ≤ γ2e . We assume ΣE = Cov(E) = τ2Im throughout this section and
the heteroscedastic case is discussed in Section 4.
3.1 Statistical guarantees of estimating XF ∗
To establish theoretical properties for XF̂ obtained from (2.5), we first generalize the design
impact factor of X in Chernozhukov et al. (2017) to the multivariate regression setup. Denote
X˜ = Q
1/2
λ2
X, where Qλ2 is defined in (2.4). For notational simplicity, we suppress the depen-
dence of X˜ on λ2. For any constant c > 0 and deterministic matrix Θ0 ∈ Rp×m, define the
design impact factor as
κ1(c,Θ0, λ1, λ2) := inf
∆∈R(c,Θ0,λ1,λ2)
‖X˜∆‖F /
√
n
‖Θ0‖`1/`2 − ‖Θ0 + ∆‖`1/`2 + c‖∆‖`1/`2
, (3.1)
where
R(c,Θ0, λ1, λ2) (3.2)
=
{
∆ ∈ Rp×m \ {0} : ‖X˜∆‖F /
√
n ≤ 2λ1
(‖Θ0‖`1/`2 − ‖Θ0 + ∆‖`1/`2 + c‖∆‖`1/`2)} .
It is well known that when p > n the matrix X˜T X˜ is singular and the least squares loss
is not strictly convex. The design impact factor κ1(c,Θ0, λ1, λ2) is introduced to characterize
the minimum curvature of the least squares loss in (2.5) when the matrix ∆ is restricted in a
feasible set R(c,Θ0, λ1, λ2). It generalizes the widely used Restricted Eigenvalue (RE) condition
in high-dimensional regression (Bickel et al., 2009) and is more suitable for prediction (Belloni
et al., 2014; Chernozhukov et al., 2017). We refer to Remark 1 for its connection with the RE
condition.
Define the following quantity which characterizes the total variation of the multivariate
regression in (1.4),
Vε = tr(Γε), with Γε := γ
2
w B
∗TΣWB∗ + γ2e Im, (3.3)
where tr(·) stands for the trace. Let re(Γε) = tr(Γε)/‖Γε‖op denote the effective rank of Γε.
Write M = n−1XTQ2λ2X and Σ̂ = n
−1XTX. Recall that Pλ2 and Qλ2 are defined in (2.4).
The following theorem provides the deviation bounds of ‖XF̂ −XF ∗‖F .
Theorem 3. Under model (1.4) and Assumption 2, choose
λ1 = 4
√
max
1≤j≤p
Mjj
(
1 +
√
2 log(p/′)
re(Γε)
)√
Vε
n
(3.4)
2A centered random variable X is γ sub-Gaussian if it satisfies E[exp(tX)] ≤ exp(γ2t2/2) for all t ≥ 0.
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for some ′ > 0 and any λ2 ≥ 0 in (2.3) such that Pλ2 exists. With probability 1− − ′,
1
n
∥∥∥XF̂ −XF ∗∥∥∥2
F
≤ inf
(Θ0,L0):
Θ0+L0=F ∗
[
2
n
∥∥∥X(L̂− L0)∥∥∥2
F
+
2
n
∥∥∥Qλ2X(Θ̂−Θ0)∥∥∥2
F
]
≤ inf
(Θ0,L0):
Θ0+L0=F ∗
[
4Rem1 + 36‖Qλ2‖op ·Rem2(L0) + 8‖Qλ2‖op ·Rem3(Θ0)
]
,
where ‖Qλ2‖op ≤ 1 and
Rem1 =
(√
tr(P 2λ2) +
√
2 log(m/)‖P 2λ2‖op
)2 Vε
n
Rem2(L0) = λ2 · tr
[
LT0 Σ̂(Σ̂ + λ2Ip)
−1L0
]
Rem3(Θ0) = λ
2
1 · [κ1(1/2,Θ0, λ1, λ2)]−2 .
Proof. The proof is deferred to Appendix B.3.
Since Assumption 1 is not assumed in Theorem 3, neither L∗ nor Θ∗ can be identified
individually. Nevertheless, our estimator F̂ minimizes the error over all possible combinations
of Θ0 and L0 satisfying Θ0 + L0 = F
∗. In particular, it holds for (Θ∗, L∗) whenever they are
identifiable. As expected from (2.3), the prediction error comes from two sources: estimating
L∗ from the multivariate ridge regression and estimating Θ∗ from the group-lasso. Specifically,
Rem1 and Rem2(L0) are, respectively, the variance and bias terms from the ridge regression
while Rem3(Θ0) corresponds to the estimation error of the group-lasso. In the following, we
comment on these three terms one by one.
Remark 1 (Design impact factor and λ1). The remainder term Rem3(Θ0) depends on the de-
sign impact factor κ1(c,Θ0, λ1, λ2) and the tuning parameter λ1. We first discuss the connection
of κ1(c,Θ0, λ1, λ2) and the Restricted Eigenvalue (RE) condition of X defined as
κ(s, α) = min
S⊂{1,2,...,p},|S|≤s
min
∆∈C(S,α)
‖X∆‖F√
n‖∆S·‖F , (3.5)
where α ≥ 1 is a constant, s is a positive integer and C(S, α) := {∆ ∈ Rp×m\{0} : α‖∆S·‖`1/`2 ≥
‖∆Sc·‖`1/`2}. Similarly, denote by κ˜(s, α) the RE condition of X˜ = Q1/2λ2 X. In Lemma 8 of
Appendix C, we show that, for any constant c ∈ (0, 1),
[κ1(c,Θ0, λ1, λ2)]
2 ≥ [κ˜(s0, αc)]
2
(1 + c)2s0
≥ λ2
σ1 + λ2
· [κ(s0, αc)]
2
(1 + c)2s0
, (3.6)
where αc = (1 + c)/(1 − c), s0 = ‖Θ0‖`0/`2 and σ1 is the leading eigenvalue of Σ̂ = n−1XTX.
The first inequality is proved in Chernozhukov et al. (2017) for m = 1. Here we extend it to
m ≥ 2, and we further establish the second inequality which characterizes the relation between
κ1(c,Θ0, λ1, λ2) and κ(s0, αc). It is well known that the RE κ(s0, αc) is lower bounded by
a constant with high probability when the rows of X are i.i.d. sub-Gaussian vectors with
λmin(Cov(X)) > c
′ for some constant c′ > 0 and s0 = O(n) (Rudelson and Zhou, 2013).
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Together with the second inequality in (3.6), we obtain [κ1(c,Θ0, λ1, λ2)]
2 & λ2/[s0(σ1 + λ2)].
Thus, when λ2 is relatively large comparing to σ1, κ1(c,Θ0, λ1, λ2) scales as 1/
√
s0.
Note that the magnitude of Rem3(Θ0) also depends on the tuning parameter λ1, which is
further related to the choice of λ2 via the diagonal entries of M = n
−1XTQ2λ2X. To further
simplify Rem3(Θ0), in Lemma 8 of Appendix C we prove
max
1≤j≤p
Mjj ≤ max
1≤j≤p
Σ̂jj
(
λ2
σq + λ2
)2
, (3.7)
where σq is the smallest non-zero eigenvalue of Σ̂. Combining (3.6) and (3.7), we obtain that
Rem3(Θ0) .
λ2(σ1 + λ2)
(σq + λ2)2
max
1≤j≤p
Σ̂jj
s0
[κ(s0, 3)]2
(
1 +
log(p/′)
re(Γε)
)
Vε
n
.
The first two remainder terms Rem1 and Rem2(L0) depend on the choice of λ2 in a more
complicated way. To make the remainder terms more transparent, we can bound them from
above via the eigenvalues of Σ̂. To save space, we collect all the results and only present the
simplified deviation bounds of ‖XF̂ −XF ∗‖2F in the following corollary. Recall that σ1 ≥ · · · ≥
σq denote the non-zero eigenvalues of Σ̂ with q = rank(X).
Corollary 4. Suppose conditions of Theorem 3 and Assumption 1 hold. Assume κ(s∗, 3) > 0
where κ(s∗, 3) is defined in (3.5) with s∗ = ‖Θ∗‖`0/`2. With probability 1− − ′,
1
n
∥∥∥XF̂ −XF ∗∥∥∥2
F
.
[
q∑
k=1
(
σk
σk + λ2
)2
+
(
σ1
σ1 + λ2
)2
log(m/)
]
Vε
n
+
σ1λ2
(σ1 + λ2)(σq + λ2)
λ2‖L∗‖2F
+
σ1 + λ2
σq + λ2
(
λ2
σq + λ2
)2
max
1≤j≤p
Σ̂jj
(
1 +
log(p/′)
re(Γε)
)
s∗
[κ(s∗, 3)]2
Vε
n
Proof. The proof is deferred to Appendix C.2.
Since Assumption 1 guarantees the identifiability of Θ∗, we replace with (Θ∗, L∗) the infimum
over (Θ0, L0) satisfying Θ0 + L0 = F
∗ in Theorem 3.
Remark 2 (Orthonormal design). To draw connections with the existing results on group-lasso
and ridge estimators, we consider the orthonormal design Σ̂ = Ip. The deviation bounds in
Theorem 7 and Corollary 4 reduce to (after ignoring the logarithmic factors)
1
n
∥∥∥XF̂ −XF ∗∥∥∥2
F
.
(
1
1 + λ2
)2 pVε
n
+
(
λ2
1 + λ2
)2
‖L∗‖2F +
(
λ2
1 + λ2
)2 s∗Vε
n
. (3.8)
The first two terms are the variance and bias due to the ridge penalty while the third term
is the error of the group-lasso. As λ2 increases, the variance term of the ridge gets smaller
whereas the bias term of the ridge and the error of group-lasso become larger. Optimizing the
right hand side of (3.8) over λ2 yields
λ2 =
pVε/n
‖L∗‖2F + s∗Vε/n
. (3.9)
14
(a) When L∗ = 0, model (1.4) reduces to Y = (Θ∗)TX + ε with error ε = BTW + E. (3.9)
becomes λ2 = p/s∗ and maxjMjj  p2/(p+ s∗)2 from (3.7). Consequently, (3.4) implies
λ1 
(
p
s∗ + p
)2(
1 +
√
log(p/′)
re(Γε)
)√
Vε
n
and (3.8) reduces to
1
n
∥∥∥XF̂ −XF ∗∥∥∥2
F
.
(
s∗
p+ s∗
)2 pVε
n
+
(
p
p+ s∗
)2 s∗Vε
n
. s∗Vε
n
,
which is the optimal rate of the group-lasso estimator.
(b) When Θ∗ = 0, the model (1.4) reduces to Y = (L∗)TX + ε, and λ2 = pVε/(n‖L∗‖2F ) from
(3.9) and s∗ = 0. After some simple calculation, (3.8) yields
1
n
∥∥∥XF̂ −XF ∗∥∥∥2
F
. min
(
pVε
n
, ‖L∗‖2F
)
.
√
pVε
n
‖L∗‖F , (3.10)
which is the optimal rate of the ridge regression (Hsu et al., 2014).
Combining scenarios (a) and (b), we conclude that the convergence rate (3.8) of our estimator
F̂ with the optimal tuning parameters λ1 and λ2 matches the best possible rate even if L
∗ = 0
or Θ∗ = 0 were known a priori. For this reason, we refer to our estimator F̂ as an adaptive
estimator.
One might notice that when Θ∗ = 0 and K is much smaller than both p and m, we have a
multivariate regression with the coefficient matrix L∗ exhibiting a low-rank structure. A natural
option is to use a reduced-rank estimator to estimate L∗. In Section 3.4, we show the advantage
of our ridge-type estimator over the reduced-rank estimator under our setting.
3.2 Statistical guarantees of estimating Θ∗
Recall that Θ∗ is estimated from (2.8) by using the estimates of the projection matrix PB∗ .
The estimation error of Θ˜ should depend on how accurately one can estimate PB∗ . We state
a general theorem below which establishes the non-asymptotic upper bounds of ‖Θ˜ − Θ∗‖`1/`2
for Θ˜ obtained from (2.8) by using any estimator P̂ of PB∗ in lieu of P̂B∗ . Let Λ1 denote the
largest eigenvalue of B∗TΣWB∗.
Theorem 5. Under model (1.4) and Assumptions 1 – 2, assume κ(s∗, 4) > 0. Let Θ˜ be any
solution of problem (2.8) by using any estimator P̂ ∈ Rm×m of PB∗ in lieu of P̂B∗. Choose any
λ3 ≥ λ¯3 in (2.8) with
λ¯3 = 4γe
√
max
1≤j≤p
Σ̂jj
√
m+
√
2 log(p/)√
n
. (3.11)
On the event {‖P̂ − PB∗‖F . ξn} for some proper sequence ξn, with probability 1 −  − 2e−cK
for some constant c > 0, one has
‖Θ˜−Θ∗‖`1/`2 . max
{
λ3,
(λ˜3)
2
λ3
}
s∗
κ2(s∗, 4)
, (3.12)
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where
λ˜3 =
{
1√
n
‖XF ∗‖op +
√
Λ1
(
1 +
√
K
n
)}
κ(s∗, 4)√
s∗
ξn. (3.13)
Proof. The proof is deferred to Appendix B.4.
If K is small, one can replace
√
K/n in (3.13) by
√
K log(n)/n and the resulting probability
of (3.12) will become 1− − 2n−cK which, by choosing  = (p ∨ n)−1, tends to one as n→∞.
The same argument is applicable to the rest of the theorems.
Theorem 5 holds for any estimator P̂ of PB∗ with convergence rate ‖P̂ − PB∗‖F . ξn. The
effect of P̂ on the estimation error of Θ˜ is characterized by the term (λ˜3)
2s∗/[λ3κ2(s∗, 4)] in
(3.12) via the choice of λ3. When PB∗ can be estimated very accurately, for instance when B
∗
is known, ξn is fast enough such that λ˜3 ≤ λ¯3. We can take λ3 = λ¯3 to obtain the convergence
rate λ¯3s∗/κ2(s∗, 4). We refer to this as the oracle rate since it is the optimal rate for estimating
Θ∗ from Y P⊥B∗ = XΘ
∗ + EP⊥B∗ when B
∗ is known (cf. Lounici et al. (2011)). On the other
hand, when P̂ has a slow rate such that λ˜3 > λ¯3, one needs to take a larger λ3 to achieve the
best trade-off between the two terms in (3.12). It is easy to see that in this scenario the optimal
λ3 is equal to λ˜3 and the resulting convergence rate is λ˜3s∗/κ2(s∗, 4).
Remark 3 (On the benefit of group-lasso). As seen above, when λ˜3 ≤ λ¯3, the convergence rate
(3.12) reduces to the oracle rate λ¯3s∗/κ2(s∗, 4). Moreover, if log(p) = o(m) and maxj Σ̂jj = O(1)
hold, (3.11) implies that λ¯3 = O(
√
m/n) by choosing  = p−1. As a result, provided that
[κ(s∗, 4)]−1 = O(1), the average error per response satisfies
∑p
j=1[m
−1∑m
`=1(Θ˜j` −Θ∗j`)2]1/2 :=
m−1/2‖Θ˜−Θ∗‖`1/`2 = O(s∗/
√
n), which does not depend on logarithmic factors of the feature
dimension p and is faster than the standard rate of the lasso applied to each column of Y
separately. Such a phenomenon is known as the benefit of group-lasso (Lounici et al., 2011).
Recall that we also use the group-lasso in our first step (2.3) for estimatingXF ∗. This benefit of
group-lasso remains and can be seen from the choice of λ1 in (3.4). Indeed, if log(p) = o(re(Γε))
holds, by choosing  = p−1 in (3.4), the log(p) term in λ1 is negligible. The quantity re(Γε) is
the effective rank of Γε and it depends on the interplay of B
∗TΣWB∗ and ΣE . If ‖B∗TΣWB∗‖op
is small (e.g., upper bounded by a constant), then re(Γε)  m, whereas if λ1(B∗TΣWB∗) 
λK(B
∗TΣWB∗)  m, we have re(Γε)  K.
In the following theorem, we establish non-asymptotic upper bounds of the estimation error
of our estimator P̂B∗ obtained from Section 2.2.2. The proof is based on a variant of the Davis-
Kahan theorem (Yu et al., 2014) together with careful control of the estimation error of Σ̂ε. Let
ΛK denote the Kth largest eigenvalue of (B
∗)TΣWB∗.
Theorem 6. Under model (1.4) and Assumptions 1 – 2, assume κ(s∗, 4) > 0 and m ≤ en. For
some constants c, c′ > 0, one has
P
{
‖P̂B∗ − PB∗‖F ≤ c ·Rem(PB∗)
}
≥ 1− ′ − 5m−c′ ,
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where, with Vε and Γε defined in (3.3),
Rem(PB∗) =
1
ΛK
{
Vε
√
logm
n
+
λ2σ1
λ2 + σ1
‖L∗‖2F +
q∑
k=1
σk
σk + λ2
Vε
n
(3.14)
+
λ2(σ1 + λ2)
(σq + λ2)2
· max
1≤j≤p
Σ̂jj
(
1 +
log(p/′)
re(Γε)
)
s∗
κ2(s∗, 4)
Vε
n
}
.
Proof. The proof is deferred to Appendix B.5.
Recall that P̂B∗ relies on the estimates of Σε and XF
∗. The term Vε
√
logm/n is the oracle
error of estimating Σε in Frobenius norm even if XF
∗ were known. The other three terms in
Rem(PB∗) come from the errors of estimating XF
∗ in Corollary 4.
When Θ˜ is obtained from (2.8) by using P̂B∗ , combining Theorem 5 and Theorem 6 yields the
final rate of ‖Θ˜−Θ∗‖`1/`2 with explicit dependency on all quantities. To simplify its expression,
we now assume some conditions. Without loss of generality, we first assume that the design
matrix is standardized such that Σ̂jj = 1 for all 1 ≤ j ≤ p.
Assumption 3.
(a) ‖Σ̂S∗S∗‖op = O(1), [κ(s∗, 4)]−1 = O(1).
(b) Λ1  ΛK  m, where Λ1 and ΛK are the first and Kth eigenvalues of (B∗)TΣWB∗;
(c) 1n‖XL∗‖2op = O(m), ‖Θ∗‖2op = O(m+ s∗).
The verification of Assumption 3 is deferred to Section 3.3. Under Assumption 3, the
following Corollary 7 simplifies the rates of ‖Θ˜−Θ∗‖`1/`2 in Theorem 5. For two sequences an
and bn, we write an / bn for an = O(bn) up to a logarithmic factor.
Corollary 7. Assume conditions of Theorem 5 and Assumption 3 hold. Further assume K =
O(n). With probability tending to one, there exists a suitable choice of λ2 in (2.3) such that
1√
m
‖Θ˜−Θ∗‖`1/`2 / max
{
s∗√
n
,
√
s∗(m+ s∗)
m
· Err(PB∗)
}
(3.15)
where
Err(PB∗) = min
{
σ1
‖L∗‖2F
m
+
Ks∗
n
,
qK
n
,
√
‖L∗‖2F
m
· (p+ σ1s∗)K
n
+
Ks∗
n
}
+
K√
n
Proof. The proof is deferred to Appendix C.3.
In view of (3.15), s∗/
√
n is the oracle rate for estimating Θ∗ as discussed after Theorem 5.
The term Err(PB∗) quantifies the minimum price to pay for estimating PB∗ over all choices of
λ2 and it is the minimum of three error terms which are related with the estimation of XF
∗.
In order to facilitate understanding, we further simplify (3.15) in two particular settings.
Remark 4 (Further simplified rates in low- and high-dimensional settings).
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(i) Suppose p = rank(X) < n, p  s∗, σ1 = O(1) and K = O(√p ∧
√
n/p ∧m). Then (3.15)
becomes
1√
m
‖Θ˜−Θ∗‖`1/`2 /
p√
n
, when p = O(m);
1√
m
‖Θ˜−Θ∗‖`1/`2 /
p√
n
+
(
p√
n
)2
, when m = O(1).
Note that the oracle rate in this case is p/
√
n. As long as p/
√
n = o(1) which is the
minimum requirement for consistent estimation of Θ∗ in `1/`2 norm, our estimator Θ˜
achieves the oracle rate. If m grows at least of order p, we also allow K to grow but no
faster than
√
p ∧√n/p ∧m.
(ii) Suppose p ≥ n, s∗ < n and K = O(√s∗ ∧
√
n/s∗ ∧m). Then (3.15) becomes
1√
m
‖Θ˜−Θ∗‖`1/`2 /
s∗√
n
+
√
s∗
‖L∗‖F√
m
·min
{
σ1
‖L∗‖F√
m
,
√
(p+ σ1s∗)K
n
}
, when s∗ = O(m);
s∗√
n
+
(
s∗√
n
)2
+ s∗‖L∗‖F ·min
{
σ1‖L∗‖F ,
√
p+ σ1s∗
n
}
, when m = O(1).
In high-dimensional case, the dimension m plays a more significant role. When m is fixed,
one needs s∗σ1‖L∗‖2F = o(1) or s∗‖L∗‖F (p+σ1s∗)1/2 = o(n1/2) for estimation consistency.
This requirement is much more relaxed as m tends to infinity. The benefit of a large m
can be viewed as the blessing of dimensionality. In the sequel, we focus on s∗ = O(m),
which leads to the following two sub-cases:
1√
m
‖Θ˜−Θ∗‖`1/`2 /
s∗√
n
+
√
s∗σ1
‖L∗‖2F
m
, if
‖L∗‖2F
m
≤ (p+ σ1s∗)K
nσ21
1√
m
‖Θ˜−Θ∗‖`1/`2 /
s∗√
n
+
√
s∗(p+ σ1s∗)K‖L∗‖2F
nm
, if
‖L∗‖2F
m
≥ (p+ σ1s∗)K
nσ21
.
Intuitively, the first case is more likely to occur if σ1, the largest eigenvalue of Σ̂, has
moderate magnitude, such as σ1 = O(p/n). We refer to Section 3.3 for more comments
on this order of σ1. In this case, assuming m  nα for some constant α ≥ 1/2, the rate
matches the oracle rate s∗/
√
n if σ1‖L∗‖2F = O(
√
s∗n2α−1). The larger α is, the weaker
the requirement on ‖L∗‖2F becomes. On the other hand, when Σ̂ has spiked eigenvalues,
for instance σ1  p, the second case is more likely to occur. In this case, assuming σ1  p
and K = O(1), our estimator Θ˜ achieves the oracle rate s∗/
√
n if ‖L∗‖2F = O(m/p). In
Section 3.3, we provide examples to justify the condition ‖L∗‖2F = O(m/p).
When Θ∗ is identifiable, Θ̂ obtained in (2.3) can be viewed as an initial estimator of Θ∗.
In fact, the convergence rate of ‖Θ̂ − Θ∗‖`1/`2 is established in Lemma 7 of Appendix B.6. In
the following remark, we elaborate the improvement of our final estimator Θ˜ over this initial
estimator Θ̂ in terms of their convergence rates. Empirical comparisons of these two estimators
are considered in our simulation of Section 6.
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Remark 5 (Comparison of Θ̂ and Θ˜). Assume conditions of Corollary 4 and Assumption 3
hold. With suitable choices of λ1 and λ2, Θ̂ defined in (2.3) satisfies
1√
m
‖Θ̂−Θ∗‖`1/`2 /
s∗
√
K√
n
+
√
s∗
√
σ1
‖L∗‖2F
m
. (3.16)
Comparing this rate to (3.15), the advantage of Θ˜ over the initial estimator Θ̂ is substantial.
For instance, in the low-dimensional case (i) of Remark 4, we have m−1/2‖Θ˜−Θ∗‖`1/`2 / p/
√
n
provided that p/
√
n = o(1). In contrast, m−1/2‖Θ̂−Θ∗‖`1/`2 / p(K/n)1/2 which has an extra
K1/2 factor, even if σ1‖L∗‖2F /m is sufficiently small. In the high-dimensional case (ii), one has
1√
m
‖Θ˜−Θ∗‖`1/`2 /
s∗√
n
+
√
s∗(m+ s∗)
m
(
σ1
‖L∗‖2F
m
+
√
s∗
n
)
which is always faster than (3.16) provided that σ1‖L∗‖2F = o(m/s∗) and s∗ = O(mK). Note
that in (3.16) we need σ1‖L∗‖2F = o(m/s∗) for the consistency of Θ̂. For further illustration,
suppose s∗ = O(m), m  nα for some α ≥ 1/2 and σ1‖L∗‖2F = O(
√
s∗n2α−1), then m−1/2‖Θ˜−
Θ∗‖`1/`2 / s∗/
√
n corresponds to the oracle rate, whereas (3.16) becomes m−1/2‖Θ̂−Θ∗‖`1/`2 /
s∗(K/n)1/2 + s∗n(α−1)/2 which may even diverge to infinity.
3.3 Validity of Assumption 3 and conditions in Remark 4
In this section we provide theoretical justifications for Assumption 3 as well as some conditions
in Remark 4.
Part (a) of Assumption 3 contains standard conditions on the design matrix. The validity
of [κ(s∗, 4)−1 = O(1) is already discussed in Remark 1. To show ‖Σ̂S∗S∗‖op = O(1), assume
the rows of XΣ−1/2 are i.i.d. sub-Gaussian random vectors with bounded sub-Gaussian con-
stant, where Σ = Cov(X). Then provided that s∗ = O(n), one has ‖Σ̂S∗S∗ − ΣS∗S∗‖op =
Op(‖ΣS∗S∗‖op
√
s/n) (see for instance, Vershynin (2012)), which implies ‖Σ̂S∗S∗‖op = Op(1)
when ‖ΣS∗S∗‖op = O(1). Moreover, when ‖Σ‖op = O(1), the condition σ1 = Op(p/n) in part
(ii) of Remark 4 is guaranteed since ‖Σ̂ − Σ‖op = Op(
√
p/n ∨ (p/n)) by Vershynin (2012).
To show σ1  p in part (ii) of Remark 4, suppose ‖Σ‖op = O(p) and log(p) = o(n). Since
‖Σ̂ − Σ‖op ≤ ‖Σ̂ − Σ‖F = Op(p
√
log(p)/n) (for instance, see the argument in Lemma 16 of
Appendix C.5), one can deduce that σ1  p.
Condition (b) is standard when m (and also K) is fixed. When m grows with n, we note
that ε = WB∗ + E follows a factor model where W is the matrix of K stochastic factors
and B∗ is the factor loading matrix. Condition (b) is known as the pervasiveness assumption
in the factor model literature for identification and consistent estimation of the row space of
the factor loading B∗ (Chamberlain and Rothschild, 1983; Connor and Korajczyk, 1986; Bai
and Ng, 2008; Bai, 2003; Fan et al., 2011, 2013, 2017). In particular, condition (b) holds if
c ≤ λK(ΣW ) ≤ λ1(ΣW ) ≤ C for some constants c, C > 0, and the columns of B∗ are i.i.d.
copies of a K-dimensional sub-Gaussian random vector whose covariance matrix has bounded
eigenvalues. It is worth mentioning that this assumption is only used to simplify the order of
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λ˜3 in (3.13) and Rem(PB∗) in (3.14). If Λ1 and ΛK have different rates, we can replace them
by corresponding rates and simplify the error bound of Θ˜ analogously.
For condition (c), since ‖Θ∗‖`0/`2 ≤ s∗, ‖Θ∗‖2op = O(m+s∗) holds when either ‖Θ∗‖∞ = O(1)
or entries of Θ∗ are i.i.d. samples from a mean-zero distribution with bounded fourth moment
(Bai and Yin, 1993). Condition 1n‖XL∗‖2op = O(m) requires the dense signal (see below for
more interpretation) is not too large. In Lemma 10 of the Appendix, when Σ−1/2Xi· are
i.i.d. sub-Gaussian random vectors with bounded sub-Gaussian constant and under part (b) of
Assumption 3, we show that 1n‖XL∗‖2op = Op(m) holds provided thatK = O(n), λ1(ΣZ) = O(1)
and [λK(ΣW )]
−1 = O(1).
In the end, we comment on the magnitude of ‖L∗‖2F as it appears in the rate of ‖Θ˜−Θ∗‖`1/`2 .
Since L∗ = A∗B∗ with A∗ =
{
E[XXT ]
}−1 E[XZT ], we can interpret L∗ as the effect of the
hidden variables Z on the response that can be explained by a linear combination of the observed
X. In the mediation analysis via structural equation models, L∗ is known as the indirect
effect. Under model (1.4), the estimation of the non-sparse coefficient matrix Θ∗ +L∗ becomes
more challenging in high dimension when ‖L∗‖2F is large, and the estimation error is further
accumulated in the final estimator Θ˜ in Corollary 7. Thus, intuitively ‖L∗‖2F cannot grow too
fast in order to guarantee the consistency of Θ˜. This can be compared to the standard results
in linear regression. For instance, in linear regression y = Xβ +  where y ∈ Rn and β ∈ Rp
is dense, one needs ‖β‖22 = o(1) for consistent estimation when p > n; see Hsu et al. (2014);
Dicker (2016) for the minimax lower bound.
Finally, it is of interest to derive under what conditions ‖L∗‖2F is small and how small it can
be. By part (b) of Assumption 3, we first have ‖L∗‖2F /m ≤ ‖A∗‖2F ‖B∗‖2op/m = O(‖A∗‖2F ) pro-
vided that c ≤ λK(ΣW ) ≤ λ1(ΣW ) ≤ C for some constants c, C > 0. Since A∗ = Σ−1Cov(X,Z)
by assuming, without loss of generality, X and Z have zero means, intuitively ‖A∗‖F is small
when either (1) Cov(X,Z) is close to zero or (2) Σ is large.
To show when case (1) holds, suppose the smallest eigenvalue of Σ is lower bounded
by a positive constant. When Cov(X,Z) is very sparse with ‖Cov(X,Z)‖`0 = O(1) and
maxj,k |Cov(Xj , Zk)| . ξ, one has ‖A∗‖2F = O(ξ2) which could vanish if ξ = o(1). When
Cov(X,Z) is dense with ‖Cov(X,Z)‖`0 ≥ c′(pK) for some small constant c′ > 0, if the range
of the nonzero entries of Cov(X,Z) is bounded, an application of Po´lya-Szego¨s inequality (see,
for instance, Dragomir (2015)) yields ‖Cov(X,Z)‖F . ‖Cov(X,Z)‖`1/`1/
√
pK. Therefore, pro-
vided that ‖Cov(X,Z)‖`1/`1 = O(1), one has ‖L∗‖2F /m = O(‖A∗‖2F ) = O(1/(pK)).
To show when case (2) holds, we consider the setting that X follows an approximate factor
model X = ΓF + W ′, where the noise W ′ and the factor F are independent, Cov(F ) and
Cov(W ′) have bounded eigenvalues and the loading matrix Γ ∈ Rp×K¯ satisfies the pervasiveness
assumption λK¯(ΓΓ
T ) & p for some 1 ≤ K¯ ≤ p. We refer to the third paragraph of this section for
further discussion of the pervasiveness assumption. In this scenario, Σ = ΓCov(F )ΓT +Cov(W ′)
has K¯ spiked eigenvalues with order at least p. To show the order of ‖L∗‖2F , we consider
the eigen-decomposition of Σ =
∑p
j=1 djvjv
T
j with d1 ≥ · · · ≥ dp. Further write V(K¯) =
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(v1, . . . , vK¯) ∈ Rp×K¯ and V(−K¯) = (vK¯+1, . . . , vp) ∈ Rp×(p−K¯). Provided that∥∥∥V T(K¯)Cov(X,Z)∥∥∥op ≤ c√p and ∥∥∥V T(−K¯)Cov(X,Z)∥∥∥op ≤ c/√p, (3.17)
for some sufficiently small constant c > 0, we obtain
‖A∗‖op =
∥∥Σ−1Cov(X,Z)∥∥
op
≤ 1
dK¯
∥∥∥V T(K¯)Cov(X,Z)∥∥∥op + 1dp
∥∥∥V T(−K¯)Cov(X,Z)∥∥∥op = O(1/√p).
Moreover, if c ≤ λK(ΣZ) ≤ λ1(ΣZ) ≤ C for some constants c, C > 0, by noting that
ΣW = ΣZ − [Cov(X,Z)]TΣ−1Cov(X,Z), one can deduce c/2 ≤ λK(ΣW ) ≤ λ1(ΣW ) ≤ C,
whence, ‖L∗‖2F /m = O(‖A∗‖2F ) = O(K/p). The condition (3.17) requires that: (1) the order
of ‖Cov(X,Z)‖op can not be greater than √p; (2) the columns of Cov(X,Z) and V(−K¯) are
approximately orthogonal. From a practical perspective, under the structural equation model
(1.2), condition (3.17) implies that the causal effect of X on Z (i.e., A∗) is weak due to the
spiked eigenvalues of Σ. However, by introducing the factor model for X, the association be-
tween the hidden variable Z and the factor F is enhanced and thus the indirect effect of X on
Y via Z cannot be ignored.
3.4 Comparison with the reduced-rank estimator
In this section, we state our reasoning for using the ridge penalty in (2.3) rather than the
commonly used low-rank approach. In particular, we compare our estimator (2.3), or equiva-
lently the multivariate ridge regression, with the reduced-rank estimator under our model (1.4),
Y = (L∗)TX+(B∗)TW +E when Θ∗ = 0. Since L∗ = A∗B∗ exhibits a low-rank structure when
both p and m are relatively large comparing to K, one could estimate L∗ by the reduced-rank
estimator (Izenman, 1975, 2008; Bunea et al., 2011)
L̂(RR) = arg min
L
‖Y −XL‖2F + µ · rank(L) (3.18)
for some tuning parameter µ > 0.
There have been extensive research on the estimation of a low-rank matrix in both regression
and matrix completion settings, for instance, Bing and Wegkamp (2019); Bunea et al. (2011,
2012); Cands and Plan (2011); Cande`s and Tao (2009); Rohde and Tsybakov (2011); Rein-
sel and Velu (1998); Giraud (2011, 2015); Obozinski et al. (2011); Negahban and Wainwright
(2011); Koltchinskii et al. (2011); Yuan et al. (2007), a list that is far from exhaustive. In
regression setting, the reduced-rank estimator L̂(RR) is shown to be optimal for both prediction
and estimation in high-dimensional settings (Bunea et al., 2011). Despite of its popularity, we
give several reasons why the multivariate ridge-type estimator is more suitable in our setting.
First, we focus on the comparison of the convergence rate of prediction error. Suppose part
(b) of Assumption 3 holds. From Corollary 4, by using s∗ = 0, Vε = O(Km) and
∑
k σk ≤ qσ1
with q = rank(X), one can deduce that our estimator XF̂ satisfies (notice that F ∗ = L∗ as
Θ∗ = 0)
1
n
∥∥∥XF̂ −XL∗∥∥∥2
F
. σ1qKm
λ2n
+
σ1Km log(m/)
λ2n
+ λ2‖L∗‖2F .
21
When log(m) = O(q), choosing  = m−1 and optimizing the above rate over λ2 yield
1
n
∥∥∥XF̂ −XL∗∥∥∥2
F
.
√
σ1Kqm
n
‖L∗‖F .
On the other hand, Bunea et al. (2011) showed that the reduced-rank estimator L̂(RR) in (3.18)
has the following prediction error
1
n
∥∥∥XL̂(RR) −XL∗∥∥∥2
F
. K
n
‖WB∗ +E‖2op .
Km
n
∥∥∥(WB∗ +E)Σ−1/2ε ∥∥∥2
op
. K(n+m)m
n
where the first inequality can be proved in the same way as Koltchinskii et al. (2011); Bunea et al.
(2011), the second inequality holds because the operator norm of Σε = (B
∗)TΣWB∗+τ2Im is of
order m under part (b) of Assumption 3, and the last inequality is due to the deviation bounds
of the operator norm of random matrices whose rows are i.i.d. sub-Gaussian random vectors
(Vershynin, 2012). Clearly, by ‖L∗‖2F ≤ K‖L∗‖2op and recalling that q = rank(X) ≤ min{n, p},
the rate of our estimator XF̂ is potentially faster if
σ1‖L∗‖2op ≤
nm
q
(
1 +
m
n
)2
which usually holds, especially when m is larger than n (see the discussion on ‖L∗‖F in Section
3.3).
To the best of our knowledge, the reduced-rank estimator only achieves the minimax rate
when the error covariance matrix has a bounded operator norm (Koltchinskii et al., 2011; Rohde
and Tsybakov, 2011). However, as shown above, the error in our model (1.4) has covariance
matrix (B∗)TΣWB∗ + τ2Im whose operator norm is order of m. In this case, the reduced-rank
estimator is no longer optimal. Instead, our ridge type estimator leverages the fact that ‖L∗‖F
is small and leads to a much faster prediction rate. This theoretical comparison is further
corroborated by simulation studies in Appendix D.
Finally, from computational perspective, if we replace λ2‖L‖2F in (2.3) by the rank penalty
λ2 ·rank(L), the resulting optimization becomes non-convex and is computationally challenging.
For computational convenience, one may instead penalize the nuclear norm of L rather than
its rank such that the resulting optimization problem can be solved by the ADMM algorithm.
However, to establish statistical guarantees for the corresponding estimator, on top of the RE
condition for the group-lasso penalty, this approach may require additional conditions on the
design matrix due to the nuclear norm regularization (Koltchinskii et al., 2011). In contrast,
the proposed estimator (2.3) can be computed efficiently and has much weaker restrictions on
the design matrix for provable guarantees.
4 Extension to heteroscedastic noise
We have discussed the identifiability and estimation in model (1.1) when the errors are homo-
geneous. In practice, the multivariate response Y may correspond to measurement of different
properties (e.g., phenotypes) whose values could differ in scales. To deal with this problem, in
this section we extend the model by allowing heteroscedastic errors, ΣE = diag(τ
2
1 , . . . , τ
2
m), and
discuss how to modify our approach to account for this heteroscedasticity.
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4.1 Identifiability
Recalling the identifiability in Section 2.1, we observe that the heteroscedasticity only affects
the identification of PB∗ in step (2). When ΣE = diag(τ
2
1 , . . . , τ
2
m) one has
Σε = (B
∗)TΣWB∗ + diag(τ21 , . . . , τ
2
m). (4.1)
In contrast to the homoscedastic case, the eigenspace of Σε corresponding to the first K eigenval-
ues, in general, no longer coincides with the row space of B∗. Consequently, we cannot identify
PB∗ via the eigenspace of Σε as in Section 2.1. To overcome this difficulty, we resort to a newly
developed procedure called HeteroPCA proposed by Zhang et al. (2018). For completeness, we
restate their procedure in Algorithm 2. The main idea is to iteratively perform the singular
value decomposition (SVD) on the off-diagonal elements of Σε to impute its diagonal. Under
a mild incoherence condition on the row space of B∗, PB∗ can be recovered by applying Algo-
rithm 2 to Σε and as a result, Θ
∗ is identifiable from (2.2). We summarize the identifiability in
Proposition 8 below.
Recall that PB∗ = UU
T with U := U(K) ∈ Rm×K being the first K right singular vectors
of B∗, and Λ1 and ΛK are the first and Kth eigenvalues of (B∗)TΣWB∗, respectively. Let
{e1, . . . , em} denote the canonical basis of Rm.
Proposition 8. Under model (1.1) or equivalently (1.4) and Assumption 1, assume ΣE =
diag(τ21 , . . . , τ
2
m) and rank(ΣW ) = K. Further assume
Λ1
ΛK
max
1≤j≤m
‖eTj U‖22 ≤ CU (4.2)
for some constant CU > 0. Then PB∗ can be uniquely determined via Algorithm 2 with input
Σ̂ = Σε, r = K and some sufficiently large number of iterations T . As a result, Θ
∗ is identifiable.
An application of Theorem 3 in Zhang et al. (2018) guarantees the recovery of PB∗ from
Σε and the rest of the proof follows the same lines as the proof of Proposition 2. Compared
to the homoscedastic case, we need an extra condition (4.2) for identifying PB∗ , which can
be viewed as the price to pay for allowing heteroscedasticity. Inherent from the HeteroPCA
algorithm, this condition is to rule out matrices U that are well aligned with canonical basis
vectors. Otherwise, one cannot separate (B∗)TΣWB∗ from a diagonal matrix. We also note that
m
K max1≤j≤m ‖eTj U‖22 is known as the incoherence constant in the matrix completion literature
(Cande`s and Tao, 2009; Cande`s et al., 2011). When Λ1  ΛK , max1≤j≤m ‖eTj U‖22 = O(1) in
(4.2) is much weaker than the typical incoherence condition max1≤j≤m ‖eTj U‖22 = O(K/m),
assumed in the matrix completion literature. Finally, Proposition 3 in Zhang et al. (2018)
implies that condition (4.2) in general cannot be further relaxed in order to recover PB∗ from
Σε.
Remark 6 (Identification via PCA when m→∞). We propose to use HeteroPCA to identify
PB∗ in the presence of heteroscedasticity since it guarantees the identifiability of Θ
∗ for any
m ≥ K under the condition (4.2). Directly applying PCA to Σε as in Section 2.1 may not recover
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PB∗ hence not identify Θ
∗. However, we remark that PCA is robust against the departure
from homoscedasticity and even the diagonal structure of ΣE when ΛK , the Kth eigenvalue of
(B∗)TΣWB∗, diverges fast enough as m → ∞. Specifically, at the population level, applying
PCA to Σε will recover PB∗ asymptotically provided that
√
K‖ΣE‖op = o(ΛK), as m→∞.
A sufficient condition would be ΛK & m and
√
K‖ΣE‖op = o(m). This phenomenon is known as
the blessing of dimensionality in the factor model literature (Bai, 2003; Fan et al., 2013, 2017).
Most of the methods in surrogate variable analysis, for instance Lee et al. (2017); McKennan
and Nicolae (2019), rely on this robustness of PCA. Their methods thus only guarantee the
asymptotic identification of Θ∗ when m→∞, and are not applicable if m is fixed.
Algorithm 2 HeteroPCA(Σ̂, r, T )
1: Input: matrix Σ̂, rank r, number of iterations T .
2: Set N
(0)
ij = Σ̂ij for all i 6= j and N (0)ii = 0.
3: for t = 1, . . . , T do
4: Calculate SVD: N (t) =
∑
i λ
(t)
i u
(t)
i (v
(t)
i )
T , where λ
(t)
1 ≥ λ(t)2 ≥ · · · ≥ 0.
5: Let N˜ (t) =
∑r
i=1 λ
(t)
i u
(t)
i (v
(t)
i )
T .
6: Set N
(t+1)
ij = Σ̂ij for all i 6= j and N (t+1)ii = N˜ (t)ii .
7: Output U (T ) = [u
(T )
1 , . . . , u
(T )
r ].
4.2 Estimation
Our estimation procedure remains the same except estimating U by HeteroPCA in Algorithm
2. To be specific, we consider the estimator P˜B∗ = U˜ U˜
T , where U˜ is obtained from Algorithm
2 with the input Σ̂ = Σ̂ε, r = K and a large T for the algorithm to converge. Our simulation
reveals that T = 5 usually yields satisfactory results. We still assume K is known and defer
the discussion of selecting K to Section 5.1. We state the modified algorithm in Algorithm 3,
named as Heteroscedastic HIdden Variable adjustment Estimation (H-HIVE).
Algorithm 3 The H-HIVE procedure for estimating Θ∗.
Require: Data matrices X ∈ Rn×p, Y ∈ Rn×m, rank K, number of iterations T , tuning
parameters λ1, λ2 and λ3.
1: Estimate XF̂ with F̂ = Θ̂ + L̂ by solving (2.3).
2: Obtain Σ̂ε from (2.7).
3: Compute P˜B∗ = U˜ U˜
T where U˜ is obtained from HeteroPCA(Σ̂ε,K, T ) in Algorithm 2.
4: Estimate Θ∗ by solving (2.8) with P˜B∗ in lieu of P̂B∗ .
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4.3 Statistical guarantees
Our estimation algorithm enjoys similar statistical guarantees as in Section 3. First, since
F̂ is the same estimator as obtained from (2.3), the deviation bounds of ‖XF̂ −XF ∗‖F in
Theorem 3 and Corollary 4 still hold under Assumption 2. Second, Theorem 9 below provides
non-asymptotic upper bounds for ‖P˜B∗ − PB∗‖F where P˜B∗ = U˜ U˜T with U˜ obtained from
Algorithm 2. Finally, since Θ˜ is obtained from the same criterion in (2.8) by using P˜B∗ in place
of P̂B∗ , the convergence rate of ‖Θ˜ − Θ∗‖`1/`2 immediately follows by the theorem below in
conjunction with Theorem 5.
Theorem 9. Under the same conditions of Theorem 6, assume condition (4.2) holds and
Rem(PB∗) ≤ c
√
K for some constant c > 0 with Rem(PB∗) defined in (3.14). For some
constants c′, c′′ > 0, the estimator P˜B∗ = U˜ U˜T with U˜ obtained from Algorithm 2 satisfies
P
{
‖P˜B∗ − PB∗‖F ≤ c′ ·Rem(PB∗)
}
≥ 1− ′ − 5m−c′′ .
Proof. The proof is deferred to Appendix B.7.
The proof of Theorem 9 mainly relies on a new robust sin Θ theorem stated in Appendix
A, which provides upper bounds for the Frobenius norm of sin Θ(U˜ , U) := U˜T⊥U , where U˜
is the output of Algorithm 2 and U˜⊥ is its orthogonal complement. The new sin Θ theorem
complements Theorem 3 in Zhang et al. (2018) which controls the operator norm of sin Θ(U˜ , U).
In order to establish the rate of Θ˜, we need this new result to control the Frobenius norm of
the estimated eigenspace. This technical tool can be of its own interest and potentially useful
for many other problems.
The validity of Theorem 9 also hinges on the condition Rem(PB∗) ≤ c
√
K. Under conditions
of Corollary 7 and Remark 4, by inspecting their proofs in Appendix C.3, one can verify that
Rem(PB∗) = O(
√
K) holds for a suitable choice of λ2 provided that, up to a logarithmic factor,
p
√
K = O(n) in the low-dimensional case or (s∗ ∨
√
K)
√
K = O(n) and σ1‖L∗‖2F = O(m
√
K)
in the high-dimensional case.
Remark 7 (Effect of heteroscedasticity on the rate of ‖Θ˜−Θ‖`1/`2). Heteroscedasticity affects
the estimation error of Θ˜ implicitly via Vε defined in (3.3) and λ¯3 in (3.11). For simplicity
of presentation, we assumed Eij shares the same sub-Gaussian constant γe for 1 ≤ j ≤ m in
Assumption 2. To illustrate the effect of heteroscedasticity, one could instead assume Eij/τj
is γe sub-Gaussian for 1 ≤ j ≤ m, then by inspecting the proof and using modified arguments
in Lemmas 11 – 14 in Appendix C.5, it is straightforward to show that the same results in
Theorems 3, 5, 6 and 9 hold with Vε and λ¯3 replaced by
V ′ε = γ
2
wtr
(
B∗TΣWB∗
)
+ γ2emτ¯
2, λ¯′3 = 4γeτ¯
√
max
1≤`≤p
Σ̂``
√
m+
√
2 log(p/)√
n
.
where τ¯2 = m−1
∑m
j=1 τ
2
j . The quantity τ¯
2 reduces to τ2 in the homoscedastic case. But in the
presence of strong heteroscedasticity, τ¯2 can be of order different from O(1).
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To conclude this section, we compare the estimation error of P˜B∗ in Theorem 9 with the
estimator P̂B∗ by using PCA obtained in Section 2.2.2 under the heteroscedastic case.
Theorem 10. Suppose the same conditions of Theorem 6 hold. Then for some constants
c, c′ > 0, one has
P
{
‖P̂B∗ − PB∗‖F ≤ c ·Rem(h)(PB∗)
}
≥ 1− ′ − 5m−c′
where
Rem(h)(PB∗) = Rem(PB∗) +
1
ΛK
 m∑
j=1
(
τ2j − τ¯2
)21/2 (4.3)
with Rem(PB∗) defined in (3.14) and ΛK being the Kth eigenvalue of B
∗TΣWB∗.
Proof. The proof is deferred to Appendix B.8.
Comparing (4.3) with (3.14), the last term in (4.3) is the bias of PCA induced by the
heteroscedasticity as it zero when the error E is homoscedastic. In general, the bias term
vanishes if ΛK is large and the degree of heteroscedasticity is small, such as ΛK & m and∑m
j=1(τ
2
j − τ¯2)2 = O(m) as m→∞. This can be viewed as the sample analog of the robustness
of PCA that we mentioned in Remark 6. However, we note that, even if the bias term converges
to 0, it may have a slower rate than Rem(PB∗) which renders the estimation error of P̂B∗ larger
than that of P˜B∗ .
5 Practical considerations
In this section, we address several practical concerns. First, we consider how to select K, the
number of hidden variables. Then, we discuss the effect of overestimating/underestimating K
on the estimation of Θ∗. Selection of tuning parameters and recommendation of standardization
are discussed subsequently.
5.1 Selection of K
Recall that ε = WB∗+E and K corresponds to the rank of the unknown coefficient matrix B∗.
When ε andW are both observable, estimation of the rank of coefficient matrix has been studied
by Bunea et al. (2011, 2012); Giraud (2011); Bing and Wegkamp (2019) in the framework of
multivariate regression. However, since ε and W are both unobserved, we view ε = WB∗ +E
as a factor model with K being the number of factors. Bai and Ng (2002) proposed information
based criterion to select K. However, both this approach and the aforementioned ones in the
regression setting require to know the noise level quantified by ‖ΣE‖op. While it might be
possible to estimate ΣE in view of (4.1), the theoretical justification of this class of methods is
complicated under our model.
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In this paper, we consider an eigenvalue ratio approach originally developed by Lam and Yao
(2012); Ahn and Horenstein (2013) in factor models. Specifically, we estimate ε by ε̂ = Y −XF̂
with F̂ obtained from (2.3) and construct Σ̂ε as (2.7). We then propose to estimate K by
K̂ = arg max
j∈{1,2,...,K¯}
λ̂j/λ̂j+1, (5.1)
where λ̂1 ≥ λ̂2 ≥ · · · are the eigenvalues of Σ̂ε and K¯ is a pre-specified number, for example,
K¯ = b(n ∧m)/2c (Lam and Yao, 2012). This procedure does not require the knowledge of any
unknown quantity, such as the noise level ‖ΣE‖op.
The following theorem provides theoretical justification for the above procedure. The proof
is deferred to Appendix B.9. Recall that Λ1 ≥ Λ2 ≥ · · · ≥ ΛK denote the first K eigenvalues of
(B∗)TΣWB∗, and we allow the noise to be heteroscedastic ΣE = diag(τ21 , . . . , τ2m).
Theorem 11. Under model (1.1) or equivalently (1.4), suppose Assumption 2 and condition
(b) in Assumption 3 hold. Assume max1≤j≤m τ2j = O(1), Rem(PB∗) = o(1) with Rem(PB∗)
defined in (3.14). Then with probability 1− ′ − 5m−c′′ for some constant c′′ > 0,
λ̂j/λ̂j+1 = O(1), for 1 ≤ j ≤ K − 1, and λ̂K+1/λ̂K = O
(
Rem(PB∗) +m
−1) .
Under Assumption 3, K = O(1), s∗ = o(n) and σ1‖L∗‖2F = o(m), one can deduce from the
proof of Corollary 7 that Rem(PB∗) = o(1) for a suitable choice of λ2. In addition, if m→∞,
we obtain λ̂K/λ̂K+1 →∞. Thus, the maximizer of λ̂j/λ̂j+1 is no smaller than K asymptotically,
i.e., K̂ ≥ K, which partially justifies the criterion in (5.1).
The criterion (5.1) is also related to the “elbow” approach, which is often used to determine
the number of principle components for PCA. If we plot the ratio λ̂j/λ̂j+1 against j, by Theorem
11 and the above discussion we expect to see that the curve has a sharp increase at j = K,
giving an angle in the graph. We can then select this value j as an estimate of K. In our
simulation, this simple elbow approach and the criterion (5.1) usually give us the same results.
In Section 6.2, we conduct simulations to compare our criterion (5.1) with some other existing
methods for selecting K such as Buja and Eyuboglu (1992).
5.2 Consequence of overestimating or underestimating K
It is of interest to understand the effect of selecting an incorrect K on the estimation of Θ∗.
Recall that, after estimating K by K̂, we construct P̂
K̂
= Û
K̂
ÛT
K̂
and use it in lieu of P̂B∗
in (2.8) to estimate Θ∗. For illustration purpose, we consider the case that K̂ = r for some
positive integer 1 ≤ r ≤ m. At the population level, assume we know the orthogonal matrix
Ur = (u1, . . . , ur) such that when r < K, Ur is simply the first r columns of U := UK , the right
singular vectors of B∗, and when r ≥ K, the first K columns of Ur align with those of U and the
rest of r−K columns are arbitrary but orthogonal to U . Similar to PB∗ = UKUTK , Pr = UrUTr
is also a projection matrix. Write P⊥r = Im − UrUTr . The following lemma demonstrates that
the effect of using P⊥r to estimate Θ∗ is characterized by the difference of Pr and PB∗ .
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Lemma 2. Under model (1.4) and Assumption 1, one has
P⊥r Y =

[Θ∗ +A∗B∗ (PB∗ − Pr)]T X + P⊥r (B∗)TW + P⊥r E, if r < K;
(Θ∗)TX − (Pr − PB∗)(Θ∗)TX + P⊥r E, if r > K;
(Θ∗)TX + P⊥r E, if r = K.
As we can see, if r < K, the estimand of (2.8) is Θ∗ + A∗B∗(PB∗ − Pr) = Θ∗ + A∗(B∗)(−r)
where we apply SVD to B∗ =
∑
j djujv
T
j with dj being non-increasing singular values and
(B∗)(−r) =
∑
j>r djujv
T
j . Thus, the estimator in (2.8) has bias A
∗(B∗)(−r). Intuitively, if the
last K−r singular values of B∗, dr+1, ..., dK , are relatively small and close to zero, we expect the
bias A∗(B∗)(−r) to be negligible. In this case, underestimating K may still lead to a reasonably
accurate estimate of Θ∗. On the other hand, if r > K, our estimator is also biased, and the bias
equals to −(Pr −PB∗)(Θ∗)T = −Pr(Θ∗)T (the equality holds by Assumption 1). Its magnitude
depends on the angle between Θ∗ and the last r −K columns of Ur.
5.3 Choosing tuning parameters λ1, λ2 and λ3
Recall that our procedure (Algorithms 1 and 3) require three tuning parameters λ1, λ2 and λ3.
Since the first two parameters (λ1, λ2) and the third one λ3 appear in two optimization problems
(2.3) and (2.8), respectively, we propose to select (λ1, λ2) and λ3 separately by cross validation.
When estimating F ∗ in (2.3), we can search λ1 and λ2 over a two-way grid to minimize the mean
squared prediction error via k-fold cross validation. Similarly, when estimating Θ∗ in (2.8), we
can tune λ3 by k-fold cross validation over a grid of λ3. We set k = 10 in our simulation.
5.4 Standardization
In steps (2.3) and (2.8) of our estimation procedure, the tuning parameters λ1 and λ3 depend
on max1≤j≤p Σ̂jj from Theorems 3 and 5. This dependency comes from the union bounds ar-
gument for controlling max1≤j≤p ‖XTj Pλ2ε‖2. To tighten the bound in practice, we recommend
standardizing the columns of X to unit variance. Since the means of Y and X do not affect
the estimation of Θ∗, one can also center both X and Y before fitting the model.
6 Simulation study
Data generating mechanism. We set K = s∗ = 3 throughout the simulation settings. The
design matrix is sampled from Xi· ∼ Np(0,Σ) for 1 ≤ i ≤ n where Σj` = (−1)j+`ρ|j−`| for all
1 ≤ j, ` ≤ p. Under Z = ATX +W , to generate A and B, we sample Ajk ∼ η ·N(0.5, 0.1) and
Bk` ∼ N(0.1, 1) independently for all 1 ≤ j ≤ p, 1 ≤ k ≤ K and 1 ≤ ` ≤ m. We use η to control
the magnitude of A hence the dense matrix L = AB. We generate the first s∗ rows of Θraw
by sampling each entry independently from N(µΘ, σ
2
Θ) and set the rest rows to 0. The final Θ
is chosen as Θraw(Im − B(BTB)−1B) which has the same row sparsity as Θraw and satisfies
Assumption 1. For the error terms, we independently generate Wik ∼ N(0, 1) for all 1 ≤ i ≤ n
and 1 ≤ k ≤ K. For homoscedastic case, Eij for 1 ≤ i ≤ n and 1 ≤ j ≤ m are i.i.d. realizations
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of N(0, 1). For heteroscedastic case, we independently generate Eij ∼ N(0, τ2j ) where, to vary
the degree of heterogeneity, we follow the simulation setting in Zhang et al. (2018) and choose
τ2j =
m · vαj∑
j v
α
j
, v1, . . . , vm
i.i.d.∼ Unif[0, 1].
This choice of τ2j guarantees
∑m
j=1 τ
2
j /m = 1 and α controls the degree of heterogeneity: a
larger α corresponds to more heterogeneity.
Methods. We consider both HIVE and H-HIVE in Algorithms 1 and 3. All tuning parameters
λ1, λ2 and λ3 are chosen via 10-fold cross validation as described in Section 5.3. We set the
number of iterations T = 5 for H-HIVE, as the estimator converges quickly in our simulation.
Depending on the setting, we compare our method with estimators from the following list:
• Oracle: the estimator from (2.8) by using PB = BT (BTB)−1B with the true B.
• Lasso: the group-lasso estimator from R-package glmnet.
• Ridge: the multivariate ridge estimator from R-package glmnet.
• HIVE-init: Θ̂ obtained from solving (2.3) in step (1) of Algorithm 1.
• SVA: the surrogate variable analysis summarized in the following three steps: (i) compute
Θ̂LS = (X
TX)−1XTY ; (ii) obtain P̂ by the first K right singular vectors of Y −XΘ̂LS ;
(iii) estimate Θ∗ by Θ̂LS(Im − P̂ ).
• OLS: the ordinary least squares estimator Θ̂LS = (XTX)−1XTY .
The Oracle estimator requires the knowledge of true B and is used as a benchmark to show
the effect of P̂ on the estimation of Θ∗ in (2.8). We also consider HIVE-init, which is used as
an initial estimator in Algorithms 1 and 3, to illustrate the improvement of HIVE (H-HIVE)
via (2.8). There are many variants of SVA in the literature, for instance, Wang et al. (2017);
Lee et al. (2017); McKennan and Nicolae (2019). Since they have similar performances in our
setting, we only consider the aforementioned one.
To make fair comparison, we provide the true K for SVA, HIVE and H-HIVE in Section 6.1.
We then show the performance of selecting K by using the criterion (5.1) and the permutation
test by Buja and Eyuboglu (1992) in Section 6.2.
6.1 Comparison with existing methods
In this section, we compare the performance of Oracle, Lasso, Ridge, SVA, HIVE-init, HIVE
and H-HIVE in three different settings: (1) small p and small m (m = p = 20); (2) small p and
large m (m = 150, p = 20); (3) large p and small m (m = 20, p = 150). For each setting, we fix
n = 100 and consider both homoscedastic and heteroscedastic cases.
We choose µΘ = 3 and σΘ = 0.1 and vary ρ ∈ {0, 0.5} across all settings. For the ho-
moscedastic case we vary η ∈ {0.1, 0.3, 0.5, . . . , 1.1, 1.3}, while we vary α ∈ {0, 3, 6, . . . , 12, 15}
and fix η = 0.5 for the heteroscedastic case. Within each combination of η and ρ (or α and ρ),
we generate X, A, B and Θ once and generate 100 times of the stochastic errors W and E.
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For each method with their estimator Θ̂ and the prediction XF̂ (if available), we record the
averaged Root Mean Square Error (RMSE) ‖Θ̂−Θ‖F /
√
m and the averaged Prediction Mean
Square Error (PMSE) ‖XF̂ −XF‖2F /(nm). We only report the results for ρ = 0.5 here as the
ones for ρ = 0 are similar.
6.1.1 RMSE
The averaged RMSE of all methods are reported in Figure 2 for homoscedastic cases and Figure
3 for heteroscedastic cases. To illustrate the difference, we take the log10 transformation.
Homoscedastic cases: HIVE dominates the other methods and has the closest perfor-
mance to the Oracle across all settings. H-HIVE is the second best and has similar performance
to HIVE when p is small. This is expected since H-HIVE also works when the errors are ho-
moscedastic. However, when p is large, its performance deteriorates comparing to HIVE as η
increases such that the dense matrix L has larger magnitude. The reason is that the condition
Rem(PB∗) ≤ c
√
K in Theorem 9 becomes restrictive for large p, small m and large η (say
η ≥ 0.8), since in this scenario the prediction error gets larger and so does Rem(PB∗).
Among the competing methods, when n > p (the first two panels of Figure 2), SVA also has
good performance but is still outperformed by HIVE since SVA does not adapt to the sparsity
structure of Θ∗. OLS is comparable to Ridge. Lasso has clear advantage over Ridge when
the signal is sparse enough, that is, when η is small. HIVE-init outperforms both Lasso and
Ridge. When n < p, SVA and OLS are not well defined and become infeasible in the third
panel of Figure 2. HIVE-init has similar performance as Lasso but has larger error when η
increases. HIVE and H-HIVE dramatically reduce the error of the initial estimator HIVE-init
in all setting. This agrees with the theoretical results in Remark 5.
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Figure 2: RMSE under the homoscedastic settings with n = 100.
Heteroscedastic cases: Figure 3 shows that H-HIVE, tailored for the heteroscedastic
error, has the smallest RMSE among all the methods and its advantage over the second best
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method, HIVE, becomes evident when m is small (see the first and third panels) and the degree
of heteroscedasticity is moderate or large (i.e., α ≥ 9). This agrees with our theoretical analysis
that the HIVE estimator may not be consistent when m is finite and the error is heteroscedastic.
It is worth mentioning that when m is large (see the second panel), HIVE is nearly identical to
H-HIVE suggesting similar performance between PCA and HetroPCA. This is expected in light
of Remark 6. Finally, Ridge, Lasso and HIVE-init are robust to the degree of heteroscedasticity
across all cases, whereas SVA shows inflated RMSE as the degree of heteroscedasticity (α)
increases when m is small (see the first panel).
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Figure 3: RMSE under the heteroscedastic settings with n = 100.
6.1.2 PMSE
The PMSE for different methods are reported in Figure 4 for homoscedastic cases and in Figure 5
for heteroscedastic cases. Notice that OLS and SVA have the same PMSE and so are HIVE-init,
HIVE and H-HIVE.
Homoscedastic cases: As seen in Figure 4, when n < p (the third panel), HIVE has much
smaller PMSE than both Lasso and Ridge. This demonstrates the advantage of the proposed
procedure in (2.3) for prediction. When p < n (the first two panels), HIVE and Lasso have
comparable performance and clearly outperform OLS and Ridge for small η (i.e. the signal
Θ + L is approximately sparse). These findings are in line with Theorem 3 and its subsequent
remarks.
Heteroscedastic cases: Figure 5 shows that all methods have robust prediction perfor-
mance under the heteroscedastic cases and the advantage of HIVE (H-HIVE) becomes more
evident when p > n (the last panel).
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Figure 4: PMSE under the homoscedastic settings with n = 100.
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Figure 5: PMSE under the heteroscedastic settings with n = 100.
6.2 Performance of selecting K
We report our simulation results of selecting K by using (5.1) (Ratio) and the permutation test
(PA) in Buja and Eyuboglu (1992). In the setting of n = 100, m = 150, p = 20, both methods
select K consistently. This is expected for large m and small p.
We mainly investigate the selection of K in two settings: n = 100, m = 20, p = 20 and
n = 100, m = 20, p = 150. For each setting, we fix µΘ = σΘ = 1, η = 0.3, ρ = 0.3 and vary the
signal-to-noise ratio (SNR) defined as λK(B
TΣWB)/(mτ
2), where τ2 = 1 and Bkj ∼ N(0.1, 1).
We choose ΣW = σ
2
W IK with σW ∈ {0.1, 0.3, 0.5, . . . , 1.3, 1.5} such that SNR ≈ σ2W . Recall
that the true K is equal to 3. Figure 6 shows the boxplot of the selected K by using Ratio and
PA over 100 simulations. It is clear that as long as the SNR is large enough, both methods
consistently select K. By comparing the two panels, we can see that when p is large, we need
stronger SNR in order to consistently select K.
In practice, we recommend using PA when m is small, say around 20. When m is large or
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moderate, PA becomes computationally expensive due to the implementation of SVD on the
permuted data. For this reason, we recommend Ratio for moderate or large m.
p=20 p=150
0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5
0
1
2
3
4
5
6
7
8
9
σW
Se
le
ct
ed
 ra
n
ks
Method
PA
Ratio
Figure 6: Boxplots of the selected K using PA and Ratio in two settings.
7 Real data application
We apply our procedures, Algorithms 1 and 3, to two real word datasets: the Norwegian dataset
and the yeast cross dataset. While prediction is not the main focus of our procedures, due to
the lack of knowledge of the ground truth in real data application, we compare the performance
of our procedures with several competing methods in terms of their prediction errors.
Norwegian dataset. This dataset available in Izenman (2008) was collected to study the
effect of three variables X1, X2 and X3 on the quality of the paper from a Norwegian paper
factory. The quality of the paper is measured by 13 continuous responses while all Xi taking
values in {−1, 0, 1} represent the location of the design point. In addition to the main effect
terms (X1, X2, X3), six second order interaction terms (X
2
1 , X
2
2 , X
2
3 , X1X2, X1X3, X2X3) were
also considered as predictors. In total, the dataset consists of n = 29 fully observed observations
with m = 13 responses and p = 9 predictors. The design matrix is centered and standardized
to unit variance while the response matrix is centered.
Bunea et al. (2011) showed that the data may exhibit a low-rank structure with estimated
rank K = 3 via reduced-rank regression. This finding is consistent with Aldrin (1996) based
on the smallest leave-one-out cross-validation (LOOCV) error, which is 326.2 (total sum of
squared errors), over all possible ranks. A later analysis of Bunea et al. (2012) via the sparse
reduced-rank regression (SSR) further reduces the LOOCV error to 304.5. Specifically, Bunea
et al. (2012) estimated the coefficient matrix of the multivariate linear regression by
F̂k = min
rank(F )≤k
‖Y −XF‖2F + 2λ‖F‖`1/`2 (7.1)
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with k = 3 and λ > 0 selected from CV. The resulting estimator F̂k is both low-rank and row-
sparse, and selects 6 predictors by excluding the following three terms X21 , X1X2 and X2X3.
To compare the prediction performance, we applied HIVE in Algorithm 1 to this dataset
and the permutation test in Section 5.1 for estimating K as m is small. Our procedure yields
K̂ = 3. The results from the H-HIVE algorithm are similar and thus omitted. For comparison,
we also applied Ridge, group-lasso (Lasso) and SVA to this dataset (note that the prediction of
SVA is the same as OLS). The LOOCV errors for all methods are summarized in Table 1. The
HIVE algorithm has the smallest LOOCV error among all methods. Thus, our approach yields
the most accurate prediction.
Table 1: LOOCV errors of HIVE, ridge, group-lasso regression, SVA, reduced-rank
regression (RRR) and sparse reduced-rank regression in (7.1) (SRR) on Norwegian
dataset
Method HIVE Ridge Lasso SVA RRR SRR
LOOCV error 288.9 324.3 317.3 338.1 326.2 304.5
In addition, the results in Table 1 imply that the low-rank structure of the coefficient matrix
in RRR and SRR may not be sufficient to model the association between the predictors and
responses. Bunea et al. (2011) showed that the reduced-rank regression by using all p predic-
tors can explain 86.9% of the total variation of Y quantified by tr(Y TX(XTX)−1XTY ) (see
Izenman (2008) for the definition). Note that we can rewrite model (1.4) as a reduced-rank
regression of Y −XΘ on X. By replacing Θ with our estimator Θ̂, we can show that our model
(1.4) can explain 98.6% of the total variation, a much higher percentage than the reduced-rank
regression. This implies that our model may provide a better fit to the data than the reduced-
rank regression. The main reason is that model (1.4) is able to capture the sparse signal that
cannot be explained by the low rank structure. To quantify this statement, we calculate, in
Table 2, the `2 norm of rows of our estimator L̂ + Θ̂ corresponding to all the predictors. As
a comparison, we also compute the reduced-rank estimator L˜ by regressing Y on X directly.
The results are also shown in Table 2. Similar to the results from the SRR, the estimator L˜
corresponding to the three predictors X21 , X1X2 and X2X3 has small `2 norm. However, the
association between the three predictors and responses becomes evidently stronger by using our
estimator Θ̂ + L̂, as the sparse signal Θ̂ is taken into account. This suggests that model (1.1)
can successfully capture both the low rank signal and the sparse signal, whereas the latter is
omitted in the (sparse) reduced-rank regression.
Table 2: `2 norms of rows of L˜ and Θ̂ + L̂. The bold numbers correspond to the
three excluded predictors, X21 , X1X2 and X2X3 in Bunea et al. (2012).
X1 X2 X3 X
2
1 X
2
2 X
2
3 X1X2 X1X3 X2X3
L˜ 1.33 0.60 1.05 0.28 0.44 0.64 0.14 0.71 0.35
Θ̂ + L̂ 1.61 0.94 1.15 0.59 0.56 0.78 0.23 0.88 0.54
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Yeast cross dataset. The yeast cross dataset3 consists of 1,008 prototrophic haploid segre-
gants from a cross between a laboratory strain and a wine strain of yeast. This dataset was col-
lected via high-coverage sequencing and consists of genotypes at 30,594 high-confidence single-
nucleotide polymorphisms (SNPs) that distinguish the strains and densely cover the genome.
There are 46 traits in this dataset corresponding to the measured growth under multiple con-
ditions, including different temperatures, pHs and carbon sources, as well as addition of metal
ions and small molecules (Bloom et al., 2013). The goal is to study the relationship between
genotypes and traits, which could be used for predicting traits or selecting significant geno-
types for further scientific investigation (Bloom et al., 2013). A multivariate linear regression
by regressing traits on genotypes could be suitable for this purpose. However, it is likely that
there exist hidden factors that also affect traits. We thus fit our model (1.4) for prediction and
variable selection. After removing the segregants with missing values in traits and SNPs which
have Pearson correlations above 0.97, we end up with n = 303 segregants with m = 46 traits
and p = 571 SNPs.
To evaluate the prediction performance, we randomly split the data into 70% training set
and 30% test set. We centered and normalized the SNPs in the training set to zero mean and
unit variance. Traits in the training set were also centered. The corresponding means and
scales from the training set were used to standardize the test set. We then applied the HIVE
Algorithm 1 together with group-lasso (Lasso) and Ridge to the training set and evaluated the
fitted model on the test set. The test mean square errors (MSE) of Lasso and Ridge are 7.29
and 6.29, respectively, while HIVE has a smaller test MSE 5.92. This suggests that HIVE has
better prediction performance than Lasso and Ridge. We then refitted the model to the whole
dataset and applied HIVE, H-HIVE and Lasso for variable selection. Lasso and HIVE select,
respectively, 261 and 259 SNPs with 205 common ones. For H-HIVE, it selects 263 SNPs in
which 222 SNPs are identical to those selected from Lasso. The difference of the selected SNPs
between HIVE (H-HIVE) and Lasso is due to the fact that Lasso does not account for the
potential hidden variables. We expect that the results from HIVE (H-HIVE) may provide new
insight on understanding how SNPs are associated with different traits. For instance, further
confirmatory analysis such as controlled experiments can be conducted by the investigators to
study the effect of the selected SNPs.
8 Discussion
In this paper, we study the high-dimensional multivariate regression model with hidden vari-
ables. We establish sufficient and necessary conditions for model identifiability. We propose
the HIVE algorithm for estimating the sparse coefficient matrix Θ∗, which is adaptive to the
unknown sparsity of Θ∗. The algorithm is further extended to the setting with heteroscedastic
noise. Theoretically, we establish non-asymptotic upper bounds for the errors of our estimator,
which are valid for any finite n, p, m and K.
There are several future directions that are worthy of further investigation. First, we plan
3The dataset is downloaded from http://genomics-pubs.princeton.edu/YeastCross_BYxRM/home.shtml
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to study the variable selection property of the proposed algorithm. In this paper, we focus on
the adaptive estimation of the coefficient matrix. To establish the variable selection consistency
property, a different set of conditions (e.g., minimum signal strength condition) are required.
We aim to investigate this property in some future work. Second, it is of great interest to study
how to construct confidence intervals or hypothesis tests for the high-dimensional matrix Θ∗.
The inference results can be further used to control the false discovery rate (FDR) in multiple
testing, which is of central importance in many biological applications. We refer to the SVA
literature for discussions on the FDR control. Third, the proposed estimation procedures can
be extended to handle a variety of different sparsity patterns of Θ∗. Since we assume that there
exists a small subset of common features associated with the responses, we apply the group-
lasso penalty to estimate the row-sparse matrix Θ∗. In other applications, a different sparsity
structure of Θ∗ may be more suitable (for instance, column-sparsity or block-sparsity). One
can modify our procedure to account for the specific sparsity structures.
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A A variant of the robust sin Θ theorem in Zhang et al. (2018)
We state a variant of Theorem 3 (Robust sin Θ theorem) in Zhang et al. (2018). Let N,M and
Z be m×m deterministic symmetric matrices satisfying
N = M + Z (A.1)
where N is the observation matrix while M is the matrix of interest with rank(M) = K. Let
V ∈ Rm×K denote the first K eigenvectors of M with non-increasing eigenvalues denoted as
λ1(M) ≥ λ2(M) ≥ · · · ≥ λK(M). Further let V̂ be the output of Algorithm 2 applied to N .
Define sin Θ(V̂ , V ) := V̂ T⊥ V where V̂⊥ ∈ Rm×(m−K) is the orthogonal complement of V̂ such
that [V̂ , V̂⊥] is the complete orthogonal matrix. The following theorem provides upper bounds
for the Frobenius norm of sin Θ(V̂ , V ). For notational simplicity, for any matrix D, let G(D)
be the matrix with diagonal entries equal to those of D and off-diagonal entries equal to zero.
Let Γ(D) = D −G(D).
Theorem 12. Suppose M ∈ Rm×m is a rank-K symmetric matrix and V consists its first K
eigenvectors. Assume there exists a universal constant c > 0 such that
max
1≤j≤m
‖eTj V ‖22 ·
λ1(M)
λK(M)
≤ c (A.2)
is satisfied and ‖Γ(Z)‖F ≤ c
√
KλK(M). Then the output V̂ of HeteroPCA(N,K, T ) in Algo-
rithm 2 with T = Ω
(
1 ∨ log
√
KλK(M)
‖Γ(Z)‖F
)
satisfies
‖ sin Θ(V̂ , V )‖F . ‖Γ(Z)‖F
λK(M)
∧
√
K.
Proof of Theorem 12. The proof follows the same arguments as that of Theorem 7 (General
robust sin Θ theorem) in Zhang et al. (2018) by taking the sparsity set G = {(i, i) : 1 ≤ i ≤ m}
and b = η = 1. We will use the same notations as Zhang et al. (2018).
Define T0 = ‖Γ(N −M)‖F = ‖Γ(Z)‖F and Kt = ‖N (t) −M‖F for t = 0, 1, . . . ,. Note that
‖H‖F ≤ ‖Γ(H)‖F + ‖G(H)‖F for all matrix H ∈ Rm×m. We then revisit the three steps in the
proof of Theorem 7 in Zhang et al. (2018) by only restating the main results and differences
from Zhang et al. (2018). We use V and V (t) in lieu of U and U (t) in the original proofs of
Zhang et al. (2018) for all t ≥ 0.
Step 1: The initial errors satisfy
K0 ≤ ‖Γ(Z)‖F + ‖G(PVMPV )‖F
≤ ‖Γ(Z)‖F + ‖M‖F max
i
‖eTi V ‖2
≤ ‖Γ(Z)‖F + c
√
KλK(M)
for some sufficiently small constant c > 0 where the first inequality follows from the same
arguments in Zhang et al. (2018), the second inequality uses the modified Lemma 3 and the
third inequality uses ‖M‖F ≤
√
K‖M‖op =
√
Kλ1(M) together with condition (A.2).
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Step 2: From the proof of Zhang et al. (2018), one needs to upper bound the two terms on
the right hand side of the following display
Kt ≤ ‖Γ(N (t))−M‖F + ‖G(N (t) −M)‖F .
The first term satisfies
‖Γ(N (t))−M‖F = ‖Γ(N −M)‖F = T0 (A.3)
for all t ≥ 0. The second term can be upper bounded by (see display (6.15) in Zhang et al.
(2018))
‖G(N (t) −M)‖F ≤ ‖G(PV (N (t−1) −M))‖F + ‖ (PV (t−1) − PV ) (N (t−1) −M)‖F
+ ‖G(PV (t−1)⊥M)‖F .
To bound them separately, we have
‖G(PV (N (t−1) −M))‖F ≤ ‖N (t−1) −M‖F max
i
‖eTi V ‖2 = Kt−1 max
i
‖eTi V ‖2 (A.4)
by Lemma 3, and
‖G(PV (t−1)⊥M)‖F ≤ ‖G(PV (t−1)⊥MPV )‖F
≤ ‖PV (t−1)⊥M‖F maxi ‖e
T
i V ‖2
≤ 2‖N (t−1) −M‖F max
i
‖eTi V ‖2
= 2Kt−1 max
i
‖eTi V ‖2 (A.5)
by using Lemma 3 in the second inequality and using Lemma 7 in Zhang et al. (2018) in the
third inequality. Finally, the proof of Theorem 7 in Zhang et al. (2018) shows that
‖PV (t−1) − PV ‖op ≤
4‖N (t−1) −M‖op
λK(M)
∧ 1 ≤ 4Kt−1
λK(M)
which further gives
‖ (PV (t−1) − PV ) (N (t−1) −M)‖F ≤ ‖PV (t−1) − PV ‖op‖N (t−1) −M‖F ≤
4K2t−1
λK(M)
. (A.6)
Collecting (A.3) – (A.6) yields
Kt ≤ T0 + 3Kt−1 max
i
‖eTi V ‖2 +
4K2t−1
λK(M)
Step 3: Finally, by using the same induction arguments in Zhang et al. (2018), under (A.2)
and ‖Γ(Z)‖F = T0 ≤ c
√
KλK(M) with sufficiently small c, one can show that for all t ≥ 0,
Kt ≤ 2T0 +
√
KλK(M)
2t+4
.
Therefore, for all t ≥ Ω(1∨ log(√KλK(M)/T0)), one has Kt ≤ 3T0. The proof is completed by
invoking the variant of Davis-Kahan’s sin Θ theorem (Yu et al., 2014) applied to N (t) and M
with d = s = K, r = 1 and λK+1(M) = 0.
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The following lemma is a variant of Lemma 1 in Zhang et al. (2018) and it provides upper
bounds for the Frobenius norms of some diagonal matrices. Recall that G(A) has the same
diagonal elements with A but all off-diagonal entries equal to zero.
Lemma 3. For any two orthogonal matrices U, V ∈ Rm×K , let PU = UUT and PV = V V T .
Then for any matrix A ∈ Rm×m, we have
‖G(PUA)‖2F ≤ ‖A‖2F max
1≤i≤m
‖eTi U‖22,
‖G(APV )‖2F ≤ ‖A‖2F max
1≤j≤m
‖eTj V ‖22,
‖G(PUAPV )‖2F ≤ ‖A‖2F
(
max
1≤i≤m
‖eTi U‖22 ∧ max
1≤j≤m
‖eTj V ‖22
)
.
Proof. Since G(A) has non-zero entries only on the diagonal, by writing A = (A1, . . . , Am), one
has
‖G(PUA)‖2F =
m∑
i=1
(
eTi UU
TAi
)2 ≤ max
1≤i≤m
‖eTi U‖22 ·
m∑
i=1
ATi UU
TAi
= max
1≤i≤m
‖eTi U‖22 · tr(ATUUTA)
≤ max
1≤i≤m
‖eTi U‖22 · ‖A‖2F
where we used Cauchy-Schwarz inequality in the first line and the inequality tr(ATUUTA) ≤
‖A‖2F ‖UUT ‖op ≤ ‖A‖2F in the last line. Since G(PUA) is symmetric to G(APV ), the second
result follows. The last result follows by using the first two results together with ‖PV ‖op ≤ 1
and ‖PU‖op ≤ 1.
B Main proofs
B.1 Proof of Proposition 1: the necessity of Assumption 1 and rank(ΣW ) = K
We will show that if Assumption 1 does not hold then Θ is not identifiable. For simplicity, we
suppress the super script ∗ for related parameters. We will use lower case x, y, z to denote the
realizations of random variables X,Y, Z. Since the joint density of (X,Y ) can be factorized as
f(Y,X)(y, x) = fY |X(y|x)fX(x) = fX(x) ·
∫
fY |X(y|x, z)fZ|X(z|x)dz,
under model (1.1), we can write the likelihood of (Y,X) as
f(Y,X) (y, x; Θ, B, µE , νZ,X) = fX(x) ·
∫
fE
(
y −ΘTx−BT z;µE
)
fZ|X(z; νZ,X)dz (B.1)
where fE denotes the density of E parametrized by µ and fZ|X is the conditional p.d.f. of
Z = z|X = x parametrized by νz,x. We emphasize that νz,x depends on X = x as Z is
correlated with X. Write
Θ˜ = Θ−ΘPB = Θ−ΘBT (BBT )−1B, Z˜ = Z + (BBT )−1BΘTX.
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Note that Θ˜ 6= Θ when ΘPB 6= 0. We will prove the following to conclude part (1),
f(Y,X) (y, x; Θ, B, µ, νz,x) = f(Y,X)
(
y, x; Θ˜, B, µ, νz˜,x
)
.
Write ∆ = ΘBT (BBT )−1 such that Z˜ = Z + ∆TX. Observe that the density functions of Z|X
and Z˜|X only differ by a shift of the mean. We then deduce
f
Z˜|X
(
z; νz˜,x
)
= fZ|X
(
z −∆Tx; νz,x
)
,
from which we further obtain
f(Y,X)
(
y, x; Θ˜, B, µ, νz˜,x
)
= fX(x) ·
∫
fE
(
y − Θ˜Tx−BT z;µ
)
f
Z˜|X
(
z; νz˜,x
)
dz
= fX(x) ·
∫
fE
(
y − Θ˜Tx−BT z;µ
)
fZ|X
(
z −∆Tx; νz,x
)
dz
= fX(x) ·
∫
fE
(
y − Θ˜Tx−BT t−BT∆Tx;µ
)
fZ|X (t; νz,x) dt
= fX(x) ·
∫
fE
(
y −ΘTx−BT t;µ) fZ|X (t; νz,x) dt
= f(Y,X) (y, x; Θ, B, µ, νz,x) .
We use (B.1) in the first and last equality, set t = z−∆Tx to derive the third equality and use
Θ˜Tx = ΘTx−BT (BBT )−1BΘTx = ΘTx−BT∆Tx
to arrive at the fourth equality. This completes the proof of part (1).
To show part (2), under model (1.4)
Y = (Θ +DB)TX +BTW + E,
suppose E[W |X] = 0 and Assumption 1 holds, that is, ΘPB = 0, or equivalently, ΘBT = 0. It
remains to show that Θ∗ is not identifiable if rank(ΣW ) < K.
Suppose rank(ΣW ) < K. Then there exists a subspace S ⊆ RK with rank(S) = K −
rank(ΣW ) such that
vTΣW v = 0, for any v ∈ S. (B.2)
Let PS ∈ RK×K denote the projection matrix onto S and P⊥S = IK − PS . We will first show
that rank(ΣW ) < K implies DPS 6= 0, and then prove that Θ∗ is not identifiable if DPS 6= 0.
We prove DPS 6= 0 by contradiction. Suppose DPS = 0 such that D = DP⊥S . This implies
that the row space of D lies in S⊥ which is also the row space of ΣW . By recalling that
Cov(Z) = DTCov(X)D + ΣW
and rank(Cov(Z)) = K, we have
K = rank(Cov(Z)) ≤ rank(ΣW ).
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This contradicts with rank(ΣW ) < K hence proves DPS 6= 0.
We proceed to show that Θ∗ is not identifiable given that DPS 6= 0. Write
B˜ = P⊥S B = B − PSB, Θ˜ = Θ +DPSB.
such that Θ˜ 6= Θ as DPS 6= 0. Consider model
Y = (Θ˜ +DB˜)TX + B˜TW + E.
Note that (B.2) implies B˜TW = BTW a.s. and Θ˜ +DB˜ = Θ +DB. Since, by using ΘBT = 0,
Θ˜B˜T = ΘBTP⊥S +DPSBB
TP⊥S = 0,
this implies Θ˜P
B˜
= 0, hence Assumption 1 still holds for Θ˜ and B˜. We conclude that Θ is not
identifiable and the proof is then complete.
B.2 Proofs of Propositions 2 and 8: identifiability for both homoscedastic
and heteroscedastic cases
Proof of Proposition 2. Model (1.4) implies
F ∗ = Θ∗ +A∗B∗ = [Cov(X)]−1Cov(X,Y ),
from which we can identify
Σε := Cov(ε) = Cov(Y − (F ∗)TX).
By further using ΣE = τ
2Im, we have
Σε = (B
∗)TΣWB∗ + ΣE = (B∗)TΣWB∗ + τ2Im
Recall that PB∗ denotes the projection onto the row space of B
∗. One can identify it from
PB∗ = UKU
T
K
where UK are the eigenvectors of Σε corresponding to the largest K eigenvalues. Projecting Y
onto P⊥B∗ = Im − PB∗ gives
P⊥B∗Y = (Θ
∗P⊥B∗)
TX + P⊥B∗E = (Θ
∗)TX + P⊥B∗E
where we used Assumption 1 to arrive at the second equality. We then conclude
Θ∗ = [Cov(X)]−1Cov(X,P⊥B∗Y )
which is uniquely defined.
Proof of Proposition 8. The proof of Proposition 8 uses the same arguments as that of Proposi-
tion 2 except the identifiability of PB∗ , the projection onto the row space of B
∗. After identifying
Σε, note that
Σε = (B
∗)TΣWB∗ + diag(τ21 , . . . , τ
2
m).
Under (4.2), applying Theorem 12 with N = Σε, M = (B
∗)TΣWB∗, Z = diag(τ21 , . . . , τ2m) and
T → ∞ identifies PB∗ . Hence the identifiability of Θ∗ follows from the same arguments in the
previous proof.
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B.3 Proof of Theorem 3: in-sample prediction risk
Before proving Theorem 3, we first prove Lemma 1 as it provides a simpler analytical expression
for the later proof.
Proof of Lemma 1. From (2.3), for any fixed Θ, we have
L̂(Θ) = arg min
L
1
n
‖Y −XΘ−XL‖2F + λ2‖L‖2F
= (XTX + nλ2Ip)
−1XT (Y −XΘ).
Plugging this into (2.3) yields
Θ̂ = arg min
Θ
1
n
‖Y − Pλ2Y + Pλ2XΘ−XΘ‖2F + λ1‖Θ‖`1/`2 + λ2‖L̂(Θ)‖2F
= arg min
Θ
1
n
‖Qλ2(Y −XΘ)‖2F + λ1‖Θ‖`1/`2
+ λ2‖(XTX + nλ2Ip)−1XT (Y −XΘ)‖2F .
Since
1
n
‖Qλ2(Y −XΘ)‖2F + λ2‖(XTX + nλ2Ip)−1XT (Y −XΘ)‖2F
= tr
{
(Y −XΘ)T
[
1
n
Q2λ2 + λ2X(X
TX + nλ2Ip)
−2XT
]
(Y −XΘ)
}
and
1
n
Q2λ2 + λ2X(X
TX + nλ2Ip)
−2XT
=
1
n
[
Ip +X(X
TX + nλ2Ip)
−1XTX(XTX + nλ2Ip)−1XT
− 2X(XTX + nλ2Ip)−1XT + nλ2X(XTX + nλ2Ip)−2XT
]
=
1
n
[
Ip −X(XTX + nλ2Ip)−1XT
]
=
1
n
Qλ2
by using nλ2X(X
TX + nλ2Ip)
−2XT = X(XTX + nλ2Ip)−1(nλ2Ip)(XTX + nλ2Ip)−1XT in
the last line, we obtain
Θ̂ = arg min
Θ
1
n
‖Q1/2λ2 (Y −XΘ)‖2F + λ1‖Θ‖`1/`2 .
This proves (2.5). As a result, we have
XL̂(Θ̂) = X(XTX + nλ2Ip)
−1XT (Y −XΘ̂) = Pλ2Y − Pλ2XΘ̂
hence
XF̂ = XL̂(Θ̂) +XΘ̂ = Pλ2Y +Qλ2XΘ̂.
The proof is complete.
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To prove Theorem 3, recall that, for any (Θ0, L0) such that F
∗ = Θ0 + L0,
XF̂ −XF ∗ = XL̂−XL0 +XΘ̂−XΘ0 (B.3)
= Pλ2(Y −XΘ0)−XL0 +Qλ2(XΘ̂−XΘ0). (B.4)
The result of Theorem 3 follows by invoking Lemmas 4 – 5 and noting that
1
n
‖XF̂ −XF ∗‖2F ≤
2
n
‖Pλ2(Y −XΘ0)−XL0‖2F +
2
n
‖Qλ2(XΘ̂−XΘ0)‖2F
from the basic inequality (a+ b)2 ≤ 2(a2 + b2). We then proceed to upper bound the two terms
on the right hand side separately.
Lemma 4. Under conditions in Theorem 3, with probability 1− ,
1
n
‖Pλ2(Y −XΘ0)−XL0‖2F ≤ 2‖Qλ2‖op · λ2tr
[
LT0 Σ̂(Σ̂ + λ2Ip)
−1L0
]
+
2Vε
n
[√
tr(P 2λ2) +
√
2‖P 2λ2‖op log(m/)
]2
where Vε is defined in (3.3).
Proof. By Y = XΘ0 +XL0 + ε and the basic inequality (a+ b)
2 ≤ 2(a2 + b2), we have
‖Pλ2(Y −XΘ0)−XL0‖2F ≤ 2‖Pλ2ε‖2F + 2‖Qλ2XL0‖2F .
Note that the second term satisfies
‖Qλ2XL0‖2F ≤ ‖Qλ2‖op‖Q1/2λ2 XL0‖2F = ‖Qλ2‖op · nλ2tr
[
LT0 Σ̂(Σ̂ + λ2Ip)
−1L0
]
(B.5)
by using Fact 1 in the second equality. The result follows by invoking Lemma 12 for the term
‖Pλ2ε‖2F .
Lemma 5. Under conditions in Theorem 3, with probability 1− ′,
1
n
‖Qλ2X(Θ̂−Θ0)‖2F
≤ 4‖Qλ2‖op ·max
{
4λ2tr
[
LT0 Σ̂(Σ̂ + λ2Ip)
−1L0
]
,
λ21
[κ1(1/2,Θ0, λ1, λ2]2
}
Proof. Write Y˜ = Q
1/2
λ2
Y and X˜ = Q
1/2
λ2
X. Starting with (2.5), we have
1
n
‖Y˜ − X˜Θ̂‖2F + λ1‖Θ̂‖`1/`2 ≤
1
n
‖Y˜ − X˜Θ0‖2F + λ1‖Θ0‖`1/`2 .
Let 〈A,B〉 = tr(ATB) for any commensurate matrices A and B. By writing ∆ := Θ̂−Θ0 and
noting that Y˜ = X˜Θ0 + X˜L0 + ε˜ with ε˜ = Q
1/2
λ2
ε, standard arguments yield
1
n
‖X˜∆‖2F
≤ 2
n
∣∣∣〈X˜L0 + ε˜, X˜∆〉∣∣∣+ λ1 (‖Θ0‖`1/`2 − ‖Θ̂‖`1/`2)
≤ 2
n
‖X˜L0‖F ‖X˜∆‖F + 2
n
∣∣∣〈ε˜, X˜∆〉∣∣∣+ λ1 (‖Θ0‖`1/`2 − ‖∆ + Θ0‖`1/`2)
≤ 2
n
‖X˜L0‖F ‖X˜∆‖F + 2
n
max
1≤j≤p
‖X˜Tj ε˜‖2‖∆‖`1/`2 + λ1
(‖Θ0‖`1/`2 − ‖∆ + Θ0‖`1/`2) (B.6)
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where we use Cauchy-Schwarz in the second inequality and the following display to derive the
third inequality, ∣∣∣〈ε˜, X˜∆〉∣∣∣ =
∣∣∣∣∣∣
p∑
j=1
X˜Tj ε˜∆j·
∣∣∣∣∣∣ ≤ max1≤j≤p ‖X˜Tj ε˜‖2‖∆‖`1/`2 .
On the event
E :=
{
max
1≤j≤p
‖XTj Qλ2ε‖2 ≤
n
4
· λ1
}
, (B.7)
by ‖X˜Tj ε˜‖2 = ‖XTj Qλ2ε‖2, we further have
1
n
‖X˜∆‖2F
(
1− 2‖X˜L0‖F
‖X˜∆‖F
)
≤ λ1
(
‖Θ0‖`1/`2 − ‖∆ + Θ0‖`1/`2 +
1
2
‖∆‖`1/`2
)
(B.8)
Notice that
‖X˜L0‖2F = tr
[
LT0X
TQλ2XL0
]
= nλ2tr
[
LT0 Σ̂(Σ̂ + λ2Ip)
−1L0
]
(B.9)
by using Fact 1. When ‖X˜∆‖F ≤ 4‖X˜L0‖F , we obtain the desired result from (B.9). It suffices
to consider the case ‖X˜∆‖F ≥ 4‖X˜L0‖F . Display (B.8) then implies
1
n
‖X˜∆‖2F ≤ 2λ1
(
‖Θ0‖`1/`2 − ‖∆ + Θ0‖`1/`2 +
1
2
‖∆‖`1/`2
)
,
from which we conclude ∆ ∈ R(1/2,Θ0, λ1, λ2) defined in (3.2). Invoking condition (3.1) with
c = 1 gives
1√
n
‖X˜∆‖F ≤ 2λ1
κ1(1/2,Θ0, λ1, λ2)
.
Therefore, on the event E , by combining with (B.9), we have
1
n
‖X˜∆‖2F ≤ max
{
16λ2tr
[
LT0 Σ̂(Σ̂ + λ2Ip)
−1L0
]
,
4λ21
κ21(1/2,Θ0, λ1, λ2)
}
. (B.10)
Since the choice of λ1 in (3.4) together with Lemma 13 implies P(E) = 1− ′, we conclude the
proof by invoking (3.4) in the above display.
B.4 Proof of Theorem 5: convergence rate of ‖Θ˜−Θ∗‖`1/`2
We work on the event EB∗ := {‖P̂ − PB∗‖F ≤ cξn} for some constant c > 0. Define
Rem5 = C
{
1√
n
‖XF ∗‖op + Λ1/21
(
1 +
√
K
n
)}
ξn (B.11)
for some constant C > 0. We will prove that for any λ3 ≥ λ¯3, the solution Θ˜ from (2.8) satisfies
1√
n
‖XΘ˜−XΘ∗‖F ≤ max
{
4Rem5,
3λ3
√
s∗
κ(s∗, 3)
}
, (B.12)
‖Θ˜−Θ∗‖`1/`2 . max
{
Rem25
λ3
,
λ3s∗
κ2(s∗, 4)
}
(B.13)
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with probability 1− ε− 2e−c′′K for some constant c′′ > 0. Then the result of Theorem 5 follows
immediately by noting that Rem5 = λ˜3
√
s∗/κ(s∗, 4).
We proceed to prove (B.12) and (B.13). Pick any λ3 ≥ λ¯3. Starting from (2.5), by writing
∆ := Θ˜−Θ∗, standard arguments yield
1
n
‖X∆‖2F ≤
2
n
∣∣∣〈Y P̂⊥ −XΘ∗,X∆〉∣∣∣+ λ3 (‖Θ∗‖`1/`2 − ‖Θ˜‖`1/`2)
≤ 2
n
∣∣∣〈EP̂⊥,X∆〉∣∣∣+ 2
n
∣∣∣〈(XF ∗ +WB∗)P̂⊥ −XΘ∗,X∆〉∣∣∣
+ λ3
(‖∆S∗·‖`1/`2 − ‖∆Sc∗·‖`1/`2)
with S∗ := {j ∈ [p] : ‖(Θ∗)j·‖2 6= 0}. Since∣∣∣〈EP̂⊥,X∆〉∣∣∣ ≤ ‖∆‖`1/`2 max1≤j≤p ‖XTj EP̂⊥‖2,
on the event E ′ defined as{
max
1≤j≤p
‖XTj EP̂⊥‖2 ≤ nλ3/4
}⋂{ 1√
n
∥∥∥(XF ∗ +WB∗)P̂⊥ −XΘ∗∥∥∥
F
≤ Rem5
}
,
by using |〈M,N〉| ≤ ‖M‖F ‖N‖F for any commensurate matrices, we obtain
1
n
‖X∆‖2F ≤
2√
n
‖X∆‖F ·Rem5 + λ3
2
(
3‖∆S∗·‖`1/`2 − ‖∆Sc∗·‖`1/`2
)
. (B.14)
By rearranging terms, we have
1
n
‖X∆‖2F
(
1− 2Rem5‖X∆‖F /
√
n
)
≤ λ3
2
(
3‖∆S∗·‖`1/`2 − ‖∆Sc∗·‖`1/`2
)
.
When ‖X∆‖F /
√
n ≤ 4Rem5, (B.12) holds. When ‖X∆‖F /
√
n ≥ 4Rem5, we have
1
n
‖X∆‖2F ≤ λ3
(
3‖∆S∗·‖`1/`2 − ‖∆Sc∗·‖`1/`2
)
.
Hence ∆ ∈ C(S∗, 3) ⊆ C(S∗, 4). Invoking (3.5) with s = s∗ and α = 3 yields
1
n
‖X∆‖2F ≤ 3λ3‖∆S∗·‖`1/`2 ≤ 3λ3
√
s∗‖∆S∗·‖F ≤
3λ3
√
s∗
κ(s∗, 3)
1√
n
‖X∆‖F ,
which implies the first result on the event E ′ ∩ EB∗ .
To show (B.13), note that κ(s∗, 4) > 0 and consider two cases:
(1) When ∆ ∈ C(S∗, 4), from the definition of κ(s∗, 4), one has
‖∆‖`1/`2 = ‖∆S∗·‖`1/`2 + ‖∆Sc∗·‖`1/`2
≤ 5‖∆S∗·‖`1/`2
≤ 5√s∗‖∆S∗·‖F
≤ 5
√
s∗
κ(s∗, 4)
1√
n
‖X∆‖F .
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(2) When ∆ /∈ C(S∗, 4), we have 4‖∆S∗·‖`1/`2 < ‖∆Sc∗·‖`1/`2 by definition. Plugging this into
display (B.14), we have
1
n
‖X∆‖2F ≤
2√
n
‖X∆‖F ·Rem5 − λ3
8
‖∆Sc∗·‖`1/`2 .
It implies ‖X∆‖F /
√
n ≤ 2Rem5 and
λ3‖∆Sc∗·‖`1/`2 ≤
16√
n
‖X∆‖F ·Rem5
We thus obtain
‖∆‖`1/`2 ≤
5
4
‖∆Sc∗·‖`1/`2 ≤ 20
Rem5
λ3
1√
n
‖X∆‖F ≤ 40Rem
2
5
λ3
.
Combining these two cases and invoking (B.12) give the desired result on the event E ′ ∩ EB∗ .
Finally, invoking Lemmas 6 and 14 yield P(E ′) ≥ 1− −2m−c′′K . This completes the proof.
The following lemma gives that the probability of E ′ on the event EB∗ . Recall that Rem5 is
defined in (B.11).
Lemma 6. Under conditions of Theorem 5, on the event EB∗ = {‖P̂ −PB∗‖F ≤ cξn} for some
constant c > 0, the following holds with probability 1− 2e−c′K for some constant c′ > 0,
1√
n
∥∥∥(XF ∗ +WB∗)P̂⊥ −XΘ∗∥∥∥
F
≤ Rem5.
Proof of Lemma 6. By noting that (XF ∗ +WB∗)P⊥B∗ = XΘ
∗, we have
1√
n
∥∥∥(XF ∗ +WB∗)P̂⊥ −XΘ∗∥∥∥
F
=
1√
n
∥∥∥(XF ∗ +WB∗)(P̂⊥ − P⊥B∗)∥∥∥
F
≤ 1√
n
‖(XF ∗ +WB∗)‖op
∥∥∥P̂⊥ − P⊥B∗∥∥∥
F
≤ 1√
n
(
‖XF ∗‖op + ‖WB∗‖op
)
cξn,
where we have used ‖MN‖F ≤ ‖M‖op‖N‖F for any commensurate matrices in the third line
and the triangle inequality in the last line. For WB∗, invoking Lemma 15 gives
1
n
‖WB∗‖2op ≤ ‖(B∗)TΣWB∗‖op
[
1 + Cγw
(√
K
n
∨ K
n
)]
with probability 1 − 2e−c′K for some constants c′ > 0 and Cγw depending on γw only. This
completes the proof.
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B.5 Proof of Theorem 6: convergence rate of ‖P̂B∗−PB∗‖F for homoscedastic
case
Under Assumption 1, L∗ and Θ∗ are identifiable and so is the row-sparsity s∗ of Θ∗. Recall
that P̂B∗ = Û Û
T and PB∗ = UU
T . Applying Theorem 2 in Yu et al. (2014) to Σε and Σ̂ε with
d = s = K and r = 1 yields
‖ÛQ− U‖F ≤ 2
3/2‖Σ̂ε − Σε‖F
λK(Σε)− λK+1(Σε) =
23/2‖Σ̂ε − Σε‖F
λK((B∗)TΣWB∗)
(B.15)
for some orthogonal matrix Q. We also use the fact that ΣE = τ
2Im and λK+1((B
∗)TΣWB∗) =
0. Note that, for this Q,
‖Û ÛT − UUT ‖F ≤ ‖(ÛQ− U)QT ÛT ‖F + ‖U(ÛQ− U)T ‖F = 2‖ÛQ− U‖F .
It then suffices to upper bound ‖Σ̂ε − Σε‖F . Notice that
Σ̂ε − 1
n
εTε =
1
n
(Y −XF̂ )T (Y −XF̂ )− 1
n
εTε
=
1
n
(F̂ − F ∗)TXTX(F̂ − F ∗) + 1
n
(F ∗ − F̂ )TXTε+ 1
n
εTX(F ∗ − F̂ ). (B.16)
Recalling that (B.3), we have
XF̂ −XF ∗ = Pλ2(Y −XΘ∗)−XL∗ +Qλ2X(Θ̂−Θ∗)
= Pλ2ε−Qλ2XL∗ +Qλ2X(Θ̂−Θ∗).
By using formula ‖HTH‖F ≤ ‖H‖2F for any matrix H and triangle inequality, we thus have
‖Σ̂ε − Σε‖F ≤ 1
n
∥∥∥XF̂ −XF ∗∥∥∥2
F
+
2
n
∥∥∥εTX(F̂ − F ∗)∥∥∥
F
+
∥∥∥∥ 1nεTε− Σε
∥∥∥∥
F
≤ 1
n
∥∥∥XF̂ −XF ∗∥∥∥2
F
+
2
n
‖εTPλ2ε‖F +
2
n
‖εTQλ2XL∗‖F
+
2
n
‖εTQλ2X(Θ̂−Θ∗)‖F +
∥∥∥∥ 1nεTε− Σε
∥∥∥∥
F
.
We then study each terms on the right hand side. From Lemma 12, we have
1
n
‖εTPλ2ε‖F ≤
1
n
∥∥∥P 1/2λ2 ε∥∥∥2F ≤ Vεn
(√
tr(Pλ2) +
√
2‖Pλ2‖op log(m/)
)2
1
n
‖εTQλ2XL∗‖F ≤
√
Vε log(m/)
n
√
‖Qλ2‖op ·Rem2(L∗)
with probability 1− 2. To bound the fourth term, first notice that
1
n
‖εTQλ2X(Θ̂−Θ∗)‖F ≤ max
1≤j≤p
1
n
‖XTj Qλ2ε‖2 · ‖Θ̂−Θ∗‖`1/`2 .
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Indeed, by writing ∆ = Θ̂−Θ∗, one has
‖εTQλ2X∆‖2F =
m∑
`=1
∆T` X
TQλ2εε
TQλ2X∆`
≤
m∑
`=1
p∑
i=1
|∆i`|
p∑
j=1
|∆j`|max
i,j
|XTi Qλ2εεTQλ2Xj |
≤
p∑
i=1
p∑
j=1
‖∆i·‖2‖∆j·‖2 max
1≤j≤p
‖XTj Qλ2ε‖22
= ‖∆‖2`1/`2 max1≤j≤p ‖X
T
j Qλ2ε‖22.
Note that, on the event E defined in (B.7),
‖Θ̂−Θ∗‖`1/`2 .
λ1s∗
κ˜2(s∗, 4)
+
Rem2(L
∗)
λ1
from (B.23). Invoking (B.7) yields
1
n
‖εTQλ2X(Θ̂−Θ∗)‖F . Rem2(L∗) +
λ21s∗
κ˜2(s∗, 4)
with probability 1− ′. Finally, the last term can be upper bounded by invoking Lemma 16 as
P
{∥∥∥∥ 1nεTε− Σε
∥∥∥∥
F
≤ cVε
(√
logm
n
∨ logm
n
)}
≥ 1− 2m−c′ (B.17)
for some constant c, c′ > 0. Collecting terms and invoking Theorem 7 for ‖XF̂ −XF ∗‖2F /n
with L0 = L
∗ and Θ0 = Θ∗ yield, after using ‖Pλ2‖op ≤ 1, ‖Qλ2‖op ≤ 1 and Lemma 8 to
simplify the results,
‖Σ̂ε − Σε‖F . Rem2(L∗) + λ
2
1s∗
κ˜2(s∗, 4)
+
Vε
n
(√
tr(Pλ2) +
√
2‖Pλ2‖op log(m/)
)2
+
√
Vε log(m/)
n
√
Rem2(L∗) + Vε
(√
logm
n
∨ logm
n
)
. Rem2(L∗) +
λ21s∗
κ˜2(s∗, 4)
+
tr(Pλ2)Vε
n
+ Vε
(√
log(m/)
n
∨ log(m/)
n
)
(B.18)
with probability 1−3−′−2m−c′ . Recall the eigen-decomposition of Σ̂ = Udiag(σ1, . . . , σp)UT
with U = (u1, . . . , uK). We have
tr(Pλ2) = tr
[
1
n
X(Σ̂ + λ2Ip)
−1XT
]
=
q∑
k=1
σk
σk + λ2
,
Rem2(L
∗) =
∑
k
λ2σk
σk + λ2
uTkL
∗(L∗)Tuk ≤ λ2σ1
σ1 + λ2
‖L∗‖2F . (B.19)
By invoking Lemma 8 with s0 = s∗ together with the choice of λ1 as (3.4), we further have
λ21s∗
κ˜2(s∗, 4)
. σ1 + λ2
λ2
λ21s∗
κ2(s∗, 4)
. λ2(σ1 + λ2)
(σq + λ2)2
s∗Vε logN
κ2(s∗, 4)n
(B.20)
Take ε = m−c′ and use logm ≤ n in (B.18) to complete the proof.
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B.6 Lemma 7 used in the proof of Theorem 6
The following lemma provides the rate of ‖Θ̂−Θ∗‖`1/`2 where Θ̂ is obtained in (2.3). Further-
more, its proof reveals that Lemma 7 holds by replacing λ1 by any λ˜1 ≥ λ1.
Lemma 7. Under conditions of Corollary 4, choose λ1 as (3.4) and any λ2 ≥ 0 such that Pλ2
exists. Assume κ˜(s∗, 4) > 0 holds. With probability 1− − ′,
‖Θ̂−Θ∗‖`1/`2 .
λ1s∗
κ˜2(s∗, 4)
+
Rem2(L
∗)
λ1
(B.21)
where Rem2(L
∗) is defined in Theorem 3.
Proof. We prove (B.21) by working on the event E defined in (B.7). Note that Θ∗ and L∗ are
identifiable. From (B.10) in the proof of Lemma 5, by taking L0 = L
∗ and Θ0 = Θ∗,
1
n
‖X˜(Θ̂−Θ∗)‖2F ≤ max
{
16λ2tr
[
(L∗)T Σ̂(Σ̂ + λ2Ip)−1L∗
]
,
4λ21
κ21(1/2,Θ
∗, λ1, λ2)
}
. Rem2(L∗) +
λ21s∗
κ˜2(s∗, 3)
. (B.22)
by invoking the first result of Lemma 8 with s0 = s∗ and c = 1/2. Write ∆ := Θ̂ − Θ∗ and
consider two cases.
(1) When ∆ ∈ C(S∗, 4) with S∗ := {j ∈ [p] : ‖Θ∗j·‖2 6= 0}, it follows from the definitions of
C(S∗, 4) and κ˜(s∗, 4) that
‖∆‖`1/`2 ≤ 5‖∆S∗·‖`1/`2 ≤ 5
√
s∗‖∆S∗·‖F ≤ 5
√
s∗
κ˜(s∗, 4)
1√
n
‖X˜∆‖F .
(2) When ∆ /∈ C(S∗, 4), it implies ‖∆Sc∗·‖`1/`2 > 4‖∆S∗·‖`1/`2 . From (B.6), by invoking E , we
obtain
1
n
‖X˜∆‖2F ≤
2
n
‖X˜L∗‖F ‖X˜∆‖F + λ1
2
(
3‖∆S∗·‖`1/`2 − ‖∆Sc∗·‖`1/`2
)
≤ 2
n
‖X˜L∗‖F ‖X˜∆‖F − λ1
8
‖∆Sc∗·‖`1/`2 .
This implies ‖X˜∆‖F ≤ 2‖X˜L∗‖F and
‖∆Sc∗·‖`1/`2 ≤
16
λ1
· 1
n
‖X˜L∗‖F ‖X˜∆‖F ≤ 32
λ1
1
n
‖X˜L∗‖2F .
Using ‖∆Sc∗·‖`1/`2 > 4‖∆S∗·‖`1/`2 again yields
‖∆‖`1/`2 ≤
5
4
‖∆Sc∗·‖`1/`2 ≤
40
λ1
1
n
‖X˜L∗‖2F .
Combining these two cases and invoking (B.9) with L0 = L
∗ and (B.22) give
‖∆‖`1/`2 .
√
s∗
κ˜(s∗, 4)
(√
Rem2(L∗) +
λ1
√
s∗
κ˜(s∗, 3)
)
+
Rem2(L
∗)
λ1
. λ1s∗
κ˜2(s∗, 4)
+
Rem2(L
∗)
λ1
(B.23)
where we also use κ˜(s∗, 3) ≥ κ˜(s∗, 4) to derive the last inequality. We then conclude the proof
by recalling that P(E) = 1− ′.
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B.7 Proof of Theorem 9: convergence rate of ‖P˜B∗−PB∗‖F for heteroscedastic
case
Let M = (B∗)TΣWB∗. From (B.16) and by using Σε = M + ΣE , one has
Σ̂ε = M + ∆1 + ∆2
where ∆1 = ΣE = diag(τ
2
1 , . . . , τ
2
m) and
∆2 =
1
n
(F̂ − F ∗)TXTX(F̂ − F ∗) + 1
n
(F ∗ − F̂ )TXTε+ 1
n
εTX(F ∗ − F̂ ) + 1
n
εTε− Σε.
We aim to apply Theorem 12 with N = Σ̂ε, M = M , Z = ∆1 +∆2, V̂ = U˜ and V = U . Observe
that ‖Γ(∆1)‖F = 0, that is, the off-diagonal elements of ∆1 are zero, and ‖∆2‖F = ‖Σ̂ε−Σε‖F
from (B.16). Invoking (B.18) yields
P {‖∆2‖F ≤ Rem(PB∗) · λK(M)} ≥ 1− ′ − 5m−c′ (B.24)
with Rem(PB∗) defined in (3.14). We then work on the event that the above display holds.
Recall that Γ(∆2) denotes the matrix with off-diagonal elements equal to ∆2 and diagonal
elements equal to zero. Since Rem(PB∗) ≤ c
√
K implies ‖Γ(∆2)‖F ≤ ‖∆2‖F ≤ c
√
KλK(M),
in conjunction with condition (4.2), an application of Theorem 12 with N = Σ̂ε, M = M ,
Z = ∆1 + ∆2, V̂ = U˜ and V = U gives
‖ sin Θ(U˜ , U)‖F . ‖Γ(∆2)‖F
λK(M)
∧
√
K ≤ ‖∆2‖F
λK(M)
.
Finally, using the inequality
‖P˜B∗ − PB∗‖F = ‖U˜ U˜T − UUT ‖F ≤ 2‖ sin Θ(U˜ , U)‖F .
and (B.24) again concludes the proof.
B.8 Proof of Theorem 10: consistency of using PCA to estimate PB∗ in the
presence of heteroscedasticity
The proof follows the same arguments as that of Theorem 6. The first difference is to apply
Theorem 2 in Yu et al. (2014) to Σ̂ε and Π := B
∗TΣWB∗ + τ¯2Im with d = s = K and r = 1 to
obtain
‖ÛQ− U‖F ≤ 2
3/2‖Σ̂ε −Π‖F
λK(Π)− λK+1(Π) =
23/2‖Σ̂ε −Π‖F
λK(Π)
.
The second difference from the proof of Theorem 6 is to upper bound the numerator as
‖Σ̂ε −Π‖F ≤ ‖Σ̂ε − Σε‖F + ‖Σε −Π‖F = ‖Σ̂ε − Σε‖F + ‖ΣE − τ¯2Im‖F
by adding and subtracting Σε and using Σε = Π + ΣE − τ¯2Im. Since the results in Theorem 3
still hold in the heteroscedasticity case, ‖Σ̂ε−Σε‖F can be bounded by (B.18). Then the proof
is completed by using
‖ΣE − τ¯2Im‖2F =
m∑
j=1
(
τ2j − τ¯2
)2
.
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B.9 Proof of Theorem 11: selection of K
Recall that M = (B∗)TΣWB∗ and its eigenvalues are Λ1 ≥ Λ2 ≥ · · · ≥ ΛK and Λj = 0 for
j > K. Recall that λ̂1 ≥ λ̂2 ≥ · · · ≥ λ̂m are the eigenvalues of Σ̂ε. By Weyl’s inequality, we
have
|λ̂j − Λj | ≤ ‖Σ̂ε −M‖op
for all 1 ≤ j ≤ m. We work on the event {‖Σ̂ε − Σε‖F . Rem(PB∗)ΛK} which, from the proof
of Theorem 6, holds with probability 1− ′ − 5m−c for some constant c > 0. Note that
‖Σ̂ε −M‖op ≤ ‖Σ̂ε − Σε‖F + ‖ΣE‖op . Rem(PB∗)ΛK + max
1≤j≤m
τ2j . (B.25)
We thus conclude
|λ̂j − Λj | . max
1≤j≤m
τ2j +Rem(PB∗)ΛK
for 1 ≤ j ≤ m. Since (b) of Assumption 3 implies Λj  m for 1 ≤ j ≤ K, by also using
Rem(PB∗) = o(1) and maxj τ
2
j = O(1), we have λ̂j  m. This concludes λ̂j+1/λ̂j  1 for
1 ≤ k ≤ K − 1. On the other hand, since λ̂K+1 = O(maxj τ2j + Rem(PB∗)ΛK), we further
obtain λ̂K+1/λ̂K = O(maxj τ
2
j /m+Rem(PB∗)). This completes the proof.
C Auxiliary proofs and technical lemmas
C.1 Lemmas used in Remark 1
We establish the connection between the impact factor defined in (3.1) and the RE conditions
of X˜ and X. Recall that M = n−1XTQ2λ2X and σ1 ≥ σ2 ≥ · · · ≥ σq > 0 are the non-zero
eigenvalues of Σ̂ with q := rank(X).
Lemma 8. For any given Θ0 with row-sparsity s0 and any constant c ∈ (0, 1), one has
κ1(c,Θ0, λ1, λ2) ≥ κ˜(s0, αc)
(1 + c)
√
s0
≥
√
λ2
σ1 + λ2
· κ(s0, αc)
(1 + c)
√
s0
with αc = (1 + c)/(1− c), and
max
1≤j≤p
Mjj ≤ max
1≤j≤p
Σ̂jj
(
λ2
σq + λ2
)2
.
As a result, we have
max1≤j≤pMjj
κ21(1/2,Θ0, λ1, λ2)
≤ 9s0
4κ2(s0, 3)
max
j
Σ̂jj · λ2(σ1 + λ2)
(σq + λ2)2
.
Proof. We first prove
κ1(c,Θ0, λ1, λ2) ≥ κ˜(s0, αc)
(1 + c)
√
s0
.
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Observe that R(c,Θ0, λ1, λ2) ⊆ C(S, αc) for any |S| ≤ s0, c ∈ (0, 1) and α = (1 + c)/(1 − c).
Indeed, for any ∆ ∈ R(c,Θ0, λ1, λ2), |S| ≤ s0 and c ∈ (0, 1),
0 ≤ ‖Θ0‖`1/`2 − ‖Θ0 + ∆‖`1/`2 + c‖∆‖`1/`2
≤ ‖∆S·‖`1/`2 − ‖∆Sc·‖`1/`2 + c‖∆S·‖`1/`2 + c‖∆Sc·‖`1/`2
= (1 + c)‖∆S·‖`1/`2 − (1− c)‖∆Sc·‖`1/`2 ,
which implies ∆ ∈ C(S, αc). Note the above display also implies
‖Θ0‖`1/`2 − ‖Θ0 + ∆‖`1/`2 + c‖∆‖`1/`2 ≤
√
s0(1 + c)‖∆S·‖F .
We thus have
κ˜(s0, αc) = min
S⊂{1,2,...,p}
|S|≤s0
min
∆∈C(S,α)
‖X˜∆‖F /
√
n
‖∆S·‖F
≤ min
S⊂{1,2,...,p}
|S|≤s0
min
∆∈C(S,α)
(1 + c)
√
s0 · ‖X˜∆‖F /
√
n
‖Θ0‖`1/`2 − ‖Θ0 + ∆‖`1/`2 + c‖∆‖`1/`2
≤ min
∆∈R(c,Θ0,λ1,λ2)
(1 + c)
√
s0 · ‖X˜∆‖F /
√
n
‖Θ0‖`1/`2 − ‖Θ0 + ∆‖`1/`2 + c‖∆‖`1/`2
= (1 + c)
√
s0κ1(c,Θ0, λ1, λ2).
We then prove the second inequality of the first statement. Since
1
n
‖X˜∆‖2F = tr
[
∆T
1
n
XTQλ2X∆
]
= λ2tr
[
∆T Σ̂(Σ̂ + λ2Ip)
−1∆
]
≥ λ2‖Σ̂‖op + λ2
tr
(
∆T Σ̂∆
)
by using Fact 1 in the second line, it follows that
κ˜2(s, α) ≥ λ2
σ1 + λ2
κ2(s, α).
We then show the second statement. From Fact 1 and Σ̂ = Udiag(σ1, . . . , σq)U
T , we have
M = λ22(Σ̂ + λ2Ip)
−1Σ̂(Σ̂ + λ2Ip)−1 = λ22UDU
T = λ22Σ̂
1/2(Σ̂ + λ2Ip)
−2Σ̂1/2
with D being diagonal and Dkk = σk/(σk + λ2)
2 for 1 ≤ k ≤ q. This implies
max
j
Mjj ≤ max
j
Σ̂jj
(
λ2
σq + λ2
)2
which, in conjunction with the previous result of κ1(c,Θ0, λ1, λ2) with c = 1/2, gives
max1≤j≤pMjj
κ21(1/2,Θ0, λ1, λ2)
≤ 9s0
4κ2(s0, 3)
max
j
Σ̂jj · λ2(σ1 + λ2)
(σq + λ2)2
.
This completes the proof.
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C.2 Proof of Corollary 4 and Remark 2
We first prove the following lemma from which Corollary 4 follows immediately. By taking
q = p, σk = 1 for all 1 ≤ k ≤ q and κ(s∗, 3) = 1, the bound in (3.8) of Remark 2 follows from
Corollary 4.
Lemma 9. Let Rem1, Rem2(L
∗) and Rem3(Θ∗) be defined in Theorems 3. One has
Rem1 .
 ∑
1≤k≤q
(
σk
σk + λ2
)2
+ max
1≤k≤q
(
σk
σk + λ2
)2
log(m/)
 Vε
n
,
Rem2(L
∗) . λ2σ1
σ1 + λ2
‖L∗‖2F ,
Rem3(Θ
∗) . max
1≤j≤p
Σ̂jj
λ2(σ1 + λ2)
(σq + λ2)2
(
1 +
log(p/′)
re(Γε)
)
s∗Vε
κ2(s∗, 3) · n
and ‖Qλ2‖op ≤ λ2/(σq + λ2).
Proof. Recall that Σ̂ = Udiag(σ1, . . . , σq)U
T with U = (u1, . . . , uK) and Pλ2 = X(X
TX +
nλ2Ip)
−1XT . The first result follows by observing
tr(P 2λ2) = tr
[
1
n
X(Σ̂ + λ2Ip)
−1Σ̂(Σ̂ + λ2Ip)−1XT
]
=
q∑
k=1
(
σk
σk + λ2
)2
, (C.1)
‖Pλ2‖op =
∥∥∥∥(Σ̂ + λ2Ip)−1/2 1nXTX(Σ̂ + λ2Ip)−1/2
∥∥∥∥
op
≤ σ1
σ1 + λ2
.
By noting that
tr
(
(L∗)T Σ̂(Σ̂ + λ2Ip)−1L∗
)
=
q∑
k=1
σk
σk + λ2
(L∗)TukuTkL
∗ ≤ σ1
σ1 + λ2
‖L∗‖2F ,
with U = (u1, . . . , uq), the second result follows. The bound of Rem3(Θ
∗) can be derived from
Lemma 8 with s0 = s∗. Finally, since ‖Pλ2‖op ≥ σq/(λ2 + σq), we immediately have
‖Qλ2‖op ≤ 1− ‖Pλ2‖op ≤
λ2
σq + λ2
. (C.2)
The proof is complete.
C.3 Proof of Corollary 7, Remarks 4 and 5
Proof of Corollary 7. By inspecting the proof of Theorem 3, we can change the logarithmic
factors in Theorem 5 and Theorem 6 to log(N) with N = n∨m∨ p. The resulting probabilities
will tend to 1 as n→∞.
We first upper bound Rem(PB∗ ;λ2) := Rem(PB∗) defined in (3.14). Here we write the
dependency on λ2 explicitly. Recall that
Rem(PB∗ ;λ2) =
1
ΛK
{
Vε
√
logm
n
+
λ2σ1
λ2 + σ1
‖L∗‖2F +
q∑
k=1
σk
σk + λ2
Vε
n
+
λ2(σ1 + λ2)
(σq + λ2)2
· max
1≤j≤p
Σ̂jj
(
1 +
log(p/′)
re(Γε)
)
s∗
κ2(s∗, 4)
Vε
n
}
.
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Further recalling that (3.3), we have Vε  (KΛ1γ2w + mγ2e ), under part (b) of Assumption 3.
This implies
Vε
ΛK
 Kγ2w + γ2e = O(K). (C.3)
From κ−1(s∗, 4) = O(1) in part (a) of Assumption 3 and Σ̂jj = 1 for all 1 ≤ j ≤ p, we conclude
Rem(PB∗ ;λ2) /
λ2σ1
σ1 + λ2
‖L∗‖2F
m
+
K
n
q∑
k=1
σk
σk + λ2
+
λ2(σ1 + λ2)
(σq + λ2)2
· Ks∗
n
+
K√
n
. (C.4)
We then prove
min
λ2
Rem(PB∗ ;λ2)
/ min
{
σ1
‖L∗‖2F
m
+
Ks∗
n
,
qK
n
,
√
‖L∗‖2F
m
· (p+ σ1s∗)K
n
+
Ks∗
n
}
+
K√
n
. (C.5)
To prove the first bound, by choosing λ2 →∞ in (C.4), we have
min
λ2
Rem(PB∗) / σ1
‖L∗‖2F
m
+
s∗K
n
+
K√
n
.
To prove the second bound, take λ2 → 0 in (C.4) to obtain
min
λ2
Rem(PB∗) /
qK
n
+
K√
n
.
Finally, from
∑
k σk = tr(Σ̂) = p, display (C.4) yields
Rem(PB∗ ;λ2) / λ2
‖L∗‖2F
m
+
pK
λ2n
+
σ1 + λ2
λ2
s∗K
n
+
K√
n
= λ2
‖L∗‖2F
m
+
(p+ σ1s∗)K
λ2n
+
s∗K
n
+
K√
n
.
Optimizing the above display over λ2 yields
λ22 =
(
pK
n
+ σ1
s∗K
n
)
m
‖L∗‖2F
such that
min
λ2
Rem(PB∗ ;λ2) /
√(
pK
n
+ σ1
s∗K
n
) ‖L∗‖2F
m
+
s∗K
n
+
K√
n
.
We thus have proved (C.5).
We proceed to upper bound ‖XF ∗‖op/
√
n by
1√
n
‖XL∗‖op + 1√
n
‖XΘ∗‖op = O
(√
m+
√
m+ s∗
)
where we use Assumption 3 in conjunction with
1√
n
‖XΘ∗‖op = 1√
n
‖XS∗Θ∗S∗·‖op ≤
∥∥∥Σ̂S∗S∗∥∥∥1/2
op
‖Θ∗‖op = O
(√
m+ s∗
)
.
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by recalling that S∗ = {j ∈ [p] : ‖Θ∗j·‖2 6= 0}. Using K = O(n) concludes
1√
n
‖XF ∗‖op + Λ1/21
(
1 +
√
K logm
n
)
/
√
m+ s∗. (C.6)
On the other hand, we have
λ¯3s∗
κ2(s∗, 4)
/ s∗
√
m
n
. (C.7)
This completes the proof of Corollary 7.
Proof of Remark 4. When p = q < n, s∗  p and σ1 = O(1), from Corollary 7, we have
Err(PB∗) = min
{
σ1
‖L∗‖2F
m
+
Ks∗
n
,
qK
n
,
√
‖L∗‖2F
m
· (p+ σ1s∗)K
n
+
Ks∗
n
}
+
K√
n
. min
{
‖L∗‖2F
m
+
pK
n
,
pK
n
,
√
‖L∗‖2F
m
· pK
n
+
pK
n
}
+
K√
n
≤ pK
n
+
K√
n
.
Using p  s∗ gives √
s∗(m+ s∗)
m
· Err(PB∗) /
√
p(m+ p)
m
(
pK
n
+
K√
n
)
.
The result of p < n then follows by (C.7) and K = O(
√
p ∧√n/p).
To prove the result of p ≥ n, note that
Err(PB∗) ≤ min
{
σ1
‖L∗‖2F
m
,
√
‖L∗‖2F
m
· (p+ σ1s∗)K
n
}
+
Ks∗
n
+
K√
n
.
Condition K = O(
√
s∗ ∧
√
n/s∗ ∧m) implies√
s∗(m+ s∗)
m
(
K√
n
+
Ks∗
n
)
=
{
O (s∗/
√
n) if s∗ = O(m);
O
(
s∗/
√
n+ (s∗/
√
n)2
)
if m = O(1).
The desired result then follows.
Proof of Remark 5. From Lemma 7, we have
‖Θ̂−Θ∗‖`1/`2 = Op
(
λ˜1s∗
κ˜2(s∗, 4)
+
Rem2(L
∗)
λ˜1
)
for any λ˜1 ≥ λ1 where λ1 defined in (3.4). For a suitable choice of λ˜1, we can deduce that
‖Θ̂−Θ∗‖`1/`2 = Op
(
λ1s∗
κ˜2(s∗, 4)
+
√
s∗Rem2(L∗)
κ˜2(s∗, 4)
)
By Lemma 8 and (B.19) together with Vε = O(Km) and [κ(s∗, 4)]−1 = O(1) under Assumption
3, we have
1√
m
‖Θ̂−Θ∗‖`1/`2 /
σ1 + λ2
σq + λ2
· s∗
√
K√
n
+
√
s∗
√
σ1
‖L∗‖2F
m
.
The result then follows by taking λ2 & σ1.
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C.4 Lemma used in Section 3.3
Lemma 10. Recall that L∗ = A∗B∗ with A∗ defined in (1.3). Suppose Σ−1/2Xi· are i.i.d. γX
sub-Gaussian random vectors for 1 ≤ i ≤ n. Further assume ‖ΣZ‖op = O(1), [λK(ΣW )]−1 =
O(1), K = O(n) and part (b) of Assumption 3 holds. Then
1
n
‖XL∗‖2op = Op(m).
Proof. Without loss of generality, assume E[Z] = 0 and E[X] = 0. Recall from (1.3) that
A∗ = Σ−1ΣXZ
where we write ΣXZ = Cov(X,Z). Since Σ
−1/2Xi· are i.i.d. γX sub-Gaussian, one has (A∗)TXi·
is γX
√‖ΣZXΣ−1ΣXZ‖op sub-Gaussian (see, for instance, Vershynin (2012)), hence γX√‖ΣZ‖op
sub-Gaussian as ‖ΣZXΣ−1ΣXZ‖op ≤ ‖ΣZ‖op. By using Theorem 5.39 in Vershynin (2012), one
has
P
{
1
n
‖XA∗‖2op . ‖ΣZ‖op +
√
K
n
∨ K
n
}
≥ 1− 2e−cK .
The result then follows by ‖ΣZ‖op = O(1), K = O(n) and noting that
‖XL∗‖2op ≤ ‖XA∗‖2op‖B∗‖2op ≤ ‖XA∗‖2op
λ1(B
∗TΣWB∗)
λK(ΣW )
together with part (b) of Assumption 3 and [λK(ΣW )]
−1 = O(1).
C.5 Technical lemmas for controlling the stochastic terms
Recall that ε = WB∗ +E and Pλ2 , Qλ2 are defined in (2.4). Further recall that
Vε = tr(Γε) = γ
2
w‖Σ1/2W B∗‖2F +mγ2e , Γε = γ2wB∗TΣWB∗ + γ2eIm.
We first state a lemma which studies the tail behaviour of ε.
Lemma 11. Under Assumption 2, εij is γεj sub-Gaussian for any i ∈ [n] and j ∈ [m] with
γ2εj = γ
2
w
[
(B∗j )
TΣWB
∗
j
]
+ γ2e .
Furthermore, the random vector εj is γεj sub-Gaussian for any j ∈ [m] and the random vector
Γ
−1/2
ε εi· is sub-Gaussian with sub-Gaussian constant equal to 1 for any i ∈ [n]
Proof. Fix any i ∈ [n] and j ∈ [m]. For any t ≥ 0, by the independence of E and W , we have
E[exp(tεij)] = E[exp(tW Ti· B∗j )] · E[exp(tEij)]
≤ exp
(
t2γ2w‖Σ1/2W B∗j ‖22/2
)
exp(t2γ2e/2)
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where we use Assumption 2 in the second line. This proves the first claim. The second claim
follows immediately from the i.i.d. property over 1 ≤ i ≤ n. To prove the third result, for any
i ∈ [n] and any fixed u ∈ Rm, we have
E
[
exp(uTΓ−1/2ε εi·
]
= E[exp(uTΓ−1/2ε B∗TWi·] · E[exp(uTΓ−1/2ε Ei·]
≤ exp
{
1
2
[
γ2wu
TΓ−1/2ε B
∗TΣWB∗Γ−1/2ε u+ γ
2
eu
TΓ−1/2ε ImΓ
−1/2
ε u
]}
= exp(γ2w‖u‖22/2).
We used the independence between W and E in the first equality and used Assumption 2 to
derive the second line. This completes the proof.
We present several lemmas which control different terms related with ε, W and E. The
following lemma states the deviation inequality of ‖Pλ2ε‖2F , ‖P 1/2λ2 ε‖2F and ‖εTQλ2XL∗‖F .
Lemma 12. Under Assumption 2, one has
P
{
‖Pλ2ε‖2F ≤ Vε
(√
tr(P 2λ2) +
√
2‖P 2λ2‖op log(m/)
)2}
≥ 1− 
P
{∥∥∥P 1/2λ2 ε∥∥∥2F ≤ Vε
(√
tr(Pλ2) +
√
2‖Pλ2‖op log(m/)
)2}
≥ 1− 
P
{∥∥εTQλ2XL∗∥∥F ≤√nVε√‖Qλ2‖opRem2(L∗) log(m/)} ≥ 1− .
Proof. We now prove the first result. Note that ‖Pλ2ε‖2F =
∑m
j=1 ‖Pλ2εj‖22. Pick any j ∈ [m].
Since εj is γεj sub-Gaussian from Lemma 11, applying Lemma 17 with γξ = γεj and K = P
2
λ2
yields
P
{
εTj P
2
λ2εj > γ
2
εj
(√
tr(P 2λ2) +
√
2‖P 2λ2‖opt
)2}
≤ e−t,
for all t ≥ 0. Since ∑mj=1 γ2εj = Vε, choosing t = log(m/) and taking the union bounds over
1 ≤ j ≤ m complete the proof of the first result. By the same arguments, the second result
follows immediately, and we also have
P
{∥∥εTQλ2XL∗∥∥2F ≤ Vε(√tr(D) +√2‖D‖op log(m/))2
}
≥ 1− 
where D = Qλ2XL
∗(L∗)TXTQλ2 . The third result then follows by observing that
tr(D) ≤ ‖Qλ2XL∗‖2F ≤ n‖Qλ2‖op ·Rem2(L∗)
from (B.5) and ‖D‖op ≤ tr(D).
The following lemma provides the deviation inequality of max1≤j≤p ‖XTj Qλ2ε‖2. Recall that
M = n−1XTQ2λ2X and Γε = γ
2
wB
∗TΣWB∗ + γ2eIm.
Lemma 13. Under Assumption 2, with probability 1− , one has
max
1≤j≤p
‖XTj Qλ2ε‖22 ≤
(√
tr(Γε) +
√
2‖Γε‖op log(pm/)
)2
n max
1≤j≤p
Mjj .
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Proof. Fix any j ∈ [p]. Notice that
‖XTj Qλ2ε‖22 = XTj Qλ2εΓ−1/2ε ΓεΓ−1/2ε εTQλ2Xj .
We first show that Γ
−1/2
ε εTQλ2Xj is
√
nMjj sub-Gaussian. By independence across i ∈ [n], we
have, for any v ∈ Rm,
E
[
exp
(
vTΓ−1/2ε ε
TQλ2Xj
)]
=
n∏
i=1
E
[
exp
(
vTΓ−1/2ε εi·e
T
i Qλ2Xj
)]
≤
n∏
i=1
exp
(‖v‖22eTi Qλ2XjXTj Qλ2ei/2)
= exp(‖v‖22nMjj/2).
We used Lemma 11 to derive the second line. Then invoke Lemma 17 with γξ =
√
nMjj and
K = Γε gives
P
{
‖XTj Qλ2ε‖22 > nMjj
(√
tr(Γε) +
√
2‖Γε‖opt
)2}
≤ e−t, for all t ≥ 0.
Choose t = log(p/) and take the union bounds over j ∈ [p] to complete the proof.
The next tail inequality is for max1≤j≤p ‖XTj E‖2, derived based on the quadtratic form of
a sub-Gaussian random vector.
Lemma 14. Under Assumption 2, with probability 1− , one has
max
1≤j≤p
‖XTj E‖22 ≤ γ2e
(√
m+
√
2 log(p/)
)2
n max
1≤j≤p
Σ̂jj .
Proof. Pick any j ∈ [p]. Note that ETXj is γe
√
nΣ̂jj sub-Gaussian. Indeed, for any u ∈ Rm,
we have
E[exp(〈u,ETXj〉)] =
n∏
t=1
m∏
i=1
E[exp(uiXtjEti)]
≤
n∏
t=1
m∏
i=1
exp(u2iX
2
tjγ
2
e/2)]
= exp(‖u‖22XTj Xjγ2e/2)
by using the independence of entries of E and Eti is γe sub-Gaussian. Applying Lemma 17
with K = Im and γξ = γe
√
nΣ̂jj gives
P
{
XTj EE
TXj > γ
2
enΣ̂jj
(√
m+
√
2t
)2} ≤ e−t.
Choosing t = log(p/) and taking the union bounds over 1 ≤ j ≤ p conclude the proof.
The following lemma states the tail behaviour of the operator norm of Σ
−1/2
W W
TWΣ
−1/2
W .
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Lemma 15. Under Assumption 2, with probability 1− 2e−cK , one has
1
n
∥∥∥Σ−1/2W W TWΣ−1/2W ∥∥∥
op
≤ 1 + C
(√
K
n
∨ K
n
)
where c = c(γw) and C = C(γw) are positive constants.
Proof. The result follows directly from the proof of Theorem 5.39 in Vershynin (2012).
The following lemma states the deviation inequality of ‖n−1εTε− Σε‖F .
Lemma 16. Under Assumption 2, one has
P
{∥∥∥∥ 1nεTε− Σε
∥∥∥∥
F
≤ cVε
(√
log(m)
n
∨ log(m)
n
)}
≥ 1− 2m−c′
for some absolute constants c, c′ > 0.
Proof. Fix any j, ` ∈ [m]. We first upper bound |n−1εTj ε` − (Σε)j`|. Since entries of εj and ε`
are γεj and γε` sub-Gaussian, respectively, from Lemma 11, invoking Lemma 15 in Bing et al.
(2019) with t = min{√log(m)/n ∨ log(m)/n} gives
P
{∣∣∣∣ 1nεTj ε` − (Σε)j`
∣∣∣∣ ≤ cγεjγε`
(√
log(m)
n
∨ log(m)
n
)}
≥ 1− 2m−c′
for some absolute constants c, c′ > 0. The result then follows by taking the union bounds over
1 ≤ j, ` ≤ m and noting that ∑j∑` γ2εjγ2ε` = V 2ε .
C.6 An algebraic fact and one auxillary lemma
We first state an algebraic fact that is used in our analysis.
Fact 1. Let Qλ2 be defined in (2.4). Then
Qλ2X = λ2X(Σ̂ + λ2Ip)
−1.
Proof. The proof follows by noting that
Qλ2X = X −X(XTX + nλ2Ip)−1XTX = nλ2X(XTX + nλ2Ip)−1
and the definition Σ̂ = XTX/n.
The following lemma is used in our analysis. The tail inequality is for a quadratic form of
sub-Gaussian random vector. It is a slightly simplified version of Lemma 8 in Hsu et al. (2014).
Lemma 17. Let ξ ∈ Rd be a γξ sub-Gaussian random vector. For all symmetric positive
semidefinite matrices K, and all t ≥ 0,
P
{
ξTKξ > γ2ξ
(√
tr(K) +
√
2‖K‖opt
)2}
≤ e−t.
Proof. From Lemma 8 in Hsu et al. (2014), one has
P
{
ξTKξ > γ2ξ
(
tr(K) + 2
√
tr(K2)t+ 2‖K‖opt
)}
≤ e−t,
for all t ≥ 0. The result then follows from tr(K2) ≤ ‖K‖optr(K).
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D Comparison of the multivariate ridge estimation and the
reduced-rank estimation
In this section, we compare the multivariate ridge regression with the reduced-rank estimator
under model Y = XL+WB +E when Θ = 0. Comparing to the commonly studied low-rank
regression in the literature, the noise level here is much larger since it follows a factor structure
with diverging eigenvalues.
In the following we will demonstrate the advantage of using the multivariate ridge regression
in (2.3) with λ1 = 0 over the reduced-rank estimator. We first show that the ridge-type estimator
has smaller PMSE than the reduced-rank estimator when ‖L‖F is small or moderate. Second,
we further show that the ridge-type estimator is more robust to the noise level than the reduced-
rank estimator.
We follow the data generating process in simulation studies and choose n = 80, p = 120,
m = 30 and ρ = 0.3. To change the strength of ‖L‖F , we vary η ∈ {0.05, 0.1, 0.15, . . . , 0.5, 0.55}.
For each η, we randomly generate 100 datasets and the averaged PMSEs of L̂(RR) (RR) and
L̂(Ridge) (Ridge) are shown in Figure 7. Note that we provide the true K for L̂(RR). As seen in
the first panel, Ridge has much smaller PMSE than RR when η is small. Moreover, it seems
that RR does not provide consistent prediction when the noise has diverging eigenvalues.
To show the robustness to the noise level, we use the same setting and fix η = 0.2. Recall that
Wik ∼ N(0, σ2W = 1). We then change the noise level by varying σ2W ∈ {0.6, 0.8, 1, . . . , 2.8, 3}.
The averaged PMSEs of RR and Ridge are shown in the second panel of Figure 7. It is easy to
see that Ridge is much more robust to the magnitude of the noise level and outperforms RR by
a large margin.
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Figure 7: The averaged PMSEs of RR and Ridge when we vary η and σW separately.
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