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Exponential rank and exponential length for Z-stable simple
C∗-algebras
Huaxin Lin
Abstract
Let A be a unital separable simple Z-stable C∗-algebra which has rational tracial rank
at most one and let u ∈ U0(A), the connected component of the unitary group of A. We
show that, for any ǫ > 0, there exists a self-adjoint element h ∈ A such that
‖u− exp(ih)‖ < ǫ. (e 0.1)
The lower bound of ‖h‖ could be as large as one wants. If u ∈ CU(A), the closure of the
commutator subgroup of the unitary group, we prove that there exists a self-adjoint element
h ∈ A such that
‖u− exp(ih)‖ < ǫ and ‖h‖ ≤ 2π. (e 0.2)
Examples are given that the bound 2π for ‖h‖ is the optimal in general. For the Jiang-Su
algebra Z, we show that, if u ∈ U0(Z) and ǫ > 0, there exists a real number −π < t ≤ π and
a self-adjoint element h ∈ Z with ‖h‖ ≤ 2π such that
‖eitu− exp(ih)‖ < ǫ.
1 Introduction
Let A be a unital C∗-algebra and let U0(A) be the connected component of unitary group of
A containing the identity. Suppose that u ∈ U0(A). Then u is a finite product of exponentials,
i.e., u =
∏n
k=1 exp(ihk), where hk is a self-adjoint element in A. One of the interesting questions
about the unitary group of a C∗-algebra is when u is an exponential? Or more interesting
question is when u is a norm limit of exponentials. If u ∈ U0(A) and {u(t) : t ∈ [0, 1]} ⊂ U0(A)
is a continuous path connecting u to the identity, one may ask how long the length of the path
could be. Exponential rank and exponential length had been extensively studied (see [19], [21],
[22], [23], [31], [32], [2], [24], [25], [5], [26], [28], etc. –an incomplete list).
Exponential length and rank have played, inevitably, important roles in the study of structure
of C∗-algebras, in particular, in the Elliott program, the classification of amenable C∗-algebras
by K-theoretic invariant. The renew interest and direct motivation of this study is the recent
research project to study the stable Jiang-Su algebra and its multiplier algebra. It turns out
that exponential length again plays an essential role there.
Let us briefly summarize some facts about exponential rank and length for unital (simple
and amenable) C∗-algebras in the center of the Elliott program. It was shown by N. C. Phillips
([23]) that the exponential rank of a unital purely infinite simple C∗-algebra is 1 + ǫ and its
exponential length is π. In fact, this holds for any unital C∗-algebras of real rank zero ([5]). In
other words, if u ∈ U0(A), where A is a unital C
∗-algebra of real rank zero, then, for any ǫ > 0,
there exists a self-adjoint element h ∈ A with ‖h‖ ≤ π such that
‖u− exp(ih)‖ < ǫ.
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These are smallest numbers that one can get. When A is not of real rank zero, the situation
is very different. For example, if A is a unital simple AH-algebra with slow dimension growth,
then cer(A) = 1+ ǫ. But cel(A) =∞, whenever A does not have real rank zero (Theorem 3.5 of
[26]). Recently it was shown ([10]) that cer(A) ≤ 1 + ǫ for any unital simple C∗-algebra A with
tracial rank at most one (without assuming the amenability).
The classification of unital simple amenable C∗-algebras now includes classes of C∗-algebras
far beyond C∗-algebras mentioned above. In fact unital separable simple amenable Z-stable
C∗-algebras which are rationally tracial rank at most one and satisfy the UCT can be classified
by the Elliott invariant ([12]). In this paper, we show that, if A is Z-stable, i.e., A ⊗ Z = A,
has rational tracial rank at most one, i.e., A⊗ U has tracial rank at most one for some infinite
dimensional UHF algebra U, and u ∈ U0(A), then, for any ǫ > 0, there exists a self-adjoint
element h ∈ A such that
‖u− exp(ih)‖ < ǫ. (e 1.3)
However, in general, there is no control of the norm of h. In fact, cel(A) =∞, i.e., the exponential
length of A is infinite.
In the study of classification of simple amenable C∗-algebras, one relies on a fact that expo-
nential length for unitaries in CU(A), i.e., the closure of the commutator subgroup of U0(A) is
often bounded. It seems to suggest that, for exponential length of a unital C∗-algebra, it is the
exponential length of unitaries in CU(A) that needs to be computed. So the question is what is
the norm bound for the above h when u is in CU(A). We show that, if A is a unital separable
simple C∗-algebra with tracial rank at most one, and u ∈ CU(A), then (e 1.3) holds and h can
be chosen so that ‖h‖ ≤ 2π. Furthermore, we also prove this holds for any unital separable
simple Z-stable C∗-algebra A such that A ⊗ U has tracial rank at most one. Originally, we
would like to have the length at minimum so that ‖h‖ could be controlled by π. The reason
that we have the bound 2π instead of π is not a technical difficulty in the proof. The reason is
that 2π is the optimal estimate, a fact that we did not realized which prevents us to have this
research done earlier. We show in this paper that, in general, for a unital simple AH-algebra
(or even AI-algebra) A, for any σ > 0, there are unitaries u ∈ U0(A) such that ‖h‖ ≥ 2π − σ if
(e 1.3) holds for some sufficiently small ǫ. What is more surprising at the first was the answer to
the question how long the exponential length of unitaries in U0(Z) is, where Z is the Jiang-Su
algebra, the projectionless simple ASH-algebra with K0(Z) = Z and K1(Z) = {0}. It seems
that, among experts, one expects the exponential length of Z to be infinite since Z does not
have real rank zero. However, we find that cel(Z) ≤ 3π. In fact, we prove that for any unitary
u ∈ U0(Z), there exists −π < t < π satisfying the following: for any ǫ > 0, there exists a
self-adjoint element h ∈ Z with ‖h‖ ≤ 2π such that
‖eitu− exp(ih)‖ < ǫ.
We actually prove this for all unital separable simple Z-stable C∗-algebras with a unique tracial
state which are rationally tracial rank zero. An application of the estimate of exponential length
for those simple C∗-algebras can be found in a subsequent joint work with Ping Ng.
Acknowledgments The author would acknowledge that he is benefited with e-mail corre-
spondences with Guihua Gong and N. Chris Phillips during the writing of this research.
2 Notations
Definition 2.1. Let A be a unital C∗-algebra. We denote by U(A) the unitary group of A.
We denote by U0(A) the connected component of U(A) containing the identity and CU(A) the
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closure of the commutator subgroup of U0(A). If u ∈ U(A), we use the notation u¯ for its image
in U(A)/CU(A).
Let u ∈ U0(A). Denote by cel(u) the exponential length of u in A. In fact,
cel(u) = inf{
n∑
k=1
‖hk‖ : u =
n∏
k=1
exp(ihk) : hk ∈ As.a.}.
Define
cel(A) = sup{cel(u) : u ∈ U0(A)}.
Define
celCU (A) = sup{cel(u) : u ∈ CU(A)}.
If u = limn→∞ un, where un =
∏k
j=1 exp(ihn,j) for some self-adjoint elements hn,j ∈ A. Then we
write
cer(u) ≤ k + ǫ.
If u =
∏k
j=1 exp(hj) for some h1, h2, ..., hk ∈ As.a., we write
cer(u) ≤ k.
If cer(u) ≤ k + ǫ but cer(u) 6≤ k, we write cer(u) = k + ǫ. If cer(u) ≤ k but cer(u) 6≤ (k − 1) + ǫ,
we write cer(u) = k.
By T (A), we mean the tracial state space of A and by Aff(T (A)) the space of all real affine
continuous functions on T (A). Let τ ∈ T (A). We also use τ for the trace τ ⊗ Tr on A ⊗Mn,
where Tr is the standard trace on Mn.
Denote by ρA : K0(A) → Aff(T (A)) the positive homomorphisms defined by ρA([p]) = τ(p)
for all projections p ∈Mn(A), n = 1, 2, ....
Definition 2.2. Let A be a unital C∗-algebra with T (A) 6= ∅. Let u ∈ U0(A). Suppose that
{u(t) : t ∈ [0, 1]} is a continuous path of unitaries which is also piece-wisely smooth such that
u(0) = u and u(1) = 1. Define de la Harp-Skandalis determinant as follows:
Det(u) := Det(u(t)) :=
∫
[0,1]
τ(
du(t)
dt
w(t)∗)dt for all τ ∈ T (A). (e 2.4)
Note that, if u1(t) is another continuous path which is piece-wisely smooth with u1(0) = u
and u1(1) = 1, Then Det((u(t)) − Det(u1(t)) ∈ ρA(K0(A)). Suppose that u, v ∈ U(A) and
uv∗ ∈ U0(A). Let {w(t) : t ∈ [0, 1]} ⊂ U(A) be a piece-wisely smooth and continuous path such
that w(0) = u and w(1) = v. Define
Ru,v(τ) = Det(w(t))(τ) =
∫
[0,1]
τ(
dw(t)
dt
w(t)∗)dt for all τ ∈ T (A).
Note that Ru,v is well-defined (independent of the choices of the path) up to elements in
ρA(K0(A)).
Definition 2.3. Denote by Q the group of rational numbers. Let r be a supernatural number.
Denote by Mr the UHF-algebra associated with r. Denote by Qr the group K0(Mr) with order
as a subgroup of Q.
Denote by Z the Jiang-Su algebra ([4]) which is a unital separable simple ASH-algebra with
K0(Z) = Z and K1(Z) = {0}. Let p, q be two relatively prime supernatural numbers of infinite
type. Denote by
Zp,q = {f ∈ C([0, 1],Mpq) : f(0) ∈Mp and f(1) ∈Mq}.
Here we identify Mr with Mr ⊗ 1 as a subalgebra of Mpq. One may write Z as a stationary
inductive limit of Zp,q (see [20]).
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Definition 2.4. Let A be a unital simple C∗-algebra. We write TR(A) = 0 if tracial rank of A
is zero. We write TR(A) ≤ 1, if the tracial rank of A is either zero or one (see [6]).
Denote by A0 the class of unital separable simple C
∗-algebras A such that TR(A⊗ U) = 0
for some infinite dimensional UHF-algebra U. Note that Z ∈ A0.
Denote byA1 the class of unital simple separable C
∗-algebras A such that TR(A⊗U) ≤ 1.We
refer the reader to ([30]), ([14]), ([15]), ([16]), ([9]), ([12]) and ([18]) for some further discussion
of these C∗-algebras.
Definition 2.5. Let A be a unital C∗-algebra and C = C([0, 1], A). Denote by πt : C → A the
point-evaluation: πf (f) = f(t) for all f ∈ C.
Definition 2.6. Let X be a compact metric space and let ψ : C(X) → C be a state. Denote
by µψ the probability Borel measure induced by ψ.
3 Exponential rank
The following could be easily proved directly. But it is a special case of 6.3 of [12].
Lemma 3.1. Let ǫ > 0. There exists δ > 0 satisfying the following: Suppose that A is a unital
separable simple C∗-algebra with TR(A) ≤ 1 and suppose that u ∈ U(A) with sp(u) = T. Then,
for any x ∈ K0(A) with ‖ρA(x)‖ < δ and any y ∈ K1(A), there exists a unitary v ∈ A with
[v] = y in K1(A) such that
‖[u, v]‖ < ǫ and bott1(u, v) = x. (e 3.5)
The following is also known and we state here for the convenience.
Lemma 3.2. Let A be a unital C∗-algebra with T (A) 6= ∅. Let u and v be two unitaries in A
with [u] = [v] in K1(A). Suppose that there is a unitary w ∈ A such that
‖uw∗v∗w − 1‖ < 2. (e 3.6)
Then,
Ru,v(τ)−
1
2πi
τ(log(uw∗v∗w)) ∈ ρA(K0(A)). (e 3.7)
Proof. It suffices to show that there is one piece-wisely smooth and continuous path {U(t) : t ∈
[0, 1]} ∈M2(A) such that U(0) = diag(u, 1), U(1) = diag(v, 1) and
1
2πi
∫ 1
0
τ(U(t)′U(t)∗dt =
1
2πi
τ(log(uw∗v∗w)).
To see this, let h = 12πi log(uw
∗v∗w). Define U(t) = diag(u exp(i4πht), 1) for t ∈ [0, 1/2]. Define
U1(t) = U(2t) for t ∈ [0, 1]. Let W = diag(w,w
∗). Then W =
∏m
j=1 exp(i2πhj) for some self-
adjoint elements h1, h2, ..., hm ∈M2(A). Define W (0) = 1 and
W (t) = (
k−1∏
j=1
exp(i2πhj)) exp(i2πmhkt) for all t ∈ (k − 1/m, k/m], (e 3.8)
k = 1, 2, ...,m. Let Z(t) =W (t)∗diag(v, 1)W (t) for t ∈ [0, 1]. Then Z(t) is a piece-wisely smooth
and continuous path with Z(0) = diag(v, 1) and Z(1) =W ∗diag(v, 1)W. It is straightforward to
compute that the de la Harpe-Skandalis determinant
Det(W (t)) = 0.
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Define U(t) = Z(1− 2t) for t ∈ (1/2, 1] and define U2(t) = Z(1− t) for t ∈ [0, 1]. Now U(t) is a
continuous and piece-wisely continuous path with U(0) = diag(u, 1) and U(1) = diag(v, 1). We
then compute that
1
2π
∫ 1
0
τ(
dU(t)
dt
U(t)∗)dt = Det(U(t)) (e 3.9)
= Det(U1(t)) + Det(U2(t)) (e 3.10)
= Det(U1(t)) + 0 (e 3.11)
=
1
2πi
τ(log(uw∗v∗w)). (e 3.12)
for all τ ∈ T (A).
Lemma 3.3. Let A be a unital separable C∗-algebra of stable rank one. Suppose that u, v ∈ U(A)
with uv∗ ∈ CU(A). Then, for any δ > 0, there exists a ∈ As.a. with ‖a‖ < δ such that
aˆ−Ru,v ∈ ρA(K0(A)).
Proof. This follows from the fact that Ru,v ∈ ρA(K0(A)).
Lemma 3.4. (Theorem 6.2 of [11]) Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing
function. There exists δ > 0 and σ > 0 satisfying the following: For any unital separable simple
C∗-algebra A with TR(A) ≤ 1 and u, v ∈ U(A) such that
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (A) (e 3.13)
and for all arc Ia with length at least a ≥ σ, where ϕ : C(T)→ A is the homomorphism defined
by ϕ(f) = f(u) for all f ∈ C(T),
‖[u, v]‖ < δ, [v] = 0 in K1(A) and bott1(u, v) = 0, (e 3.14)
there exists a continuous path of unitaries {v(t) : t ∈ [0, 1]} ⊂ U0(A) such that
‖[v(t), u]‖ < ǫ for all t ∈ [0, 1], v(0) = v and v(1) = 1. (e 3.15)
The following is an variation of a special case of 5.1 of [17].
Lemma 3.5. Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing function. There is δ > 0,
η > 0, σ > 0 and there is a finite subset G ⊂ C(T)s.a. satisfying the following: For any unital
separable simple C∗-algebra A with TR(A) ≤ 1, any pair of unitaries u, v ∈ A sp(u) = T and
[u] = [v] in K1(A),
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (A)
for all intervals Ia with length at least η, where ϕ : C(T)→ A is the homomorphism defined by
ϕ(f) = f(u) for all f ∈ C(T),
|τ(g(u)) − τ(g(v))| < δ for all τ ∈ T (A) (e 3.16)
and for all g ∈ G,
uv∗ ∈ CU(A), (e 3.17)
for any a ∈ Aff(T (A)) with a− Ru,v ∈ ρA(K0(A)) and ‖a‖ < σ and any y ∈ K1(A), there is a
unitary w ∈ A such that [w] = y,
‖u− w∗vw‖ < ǫ and (e 3.18)
1
2πi
τ(log(u∗w∗vw)) = a(τ) for all τ ∈ T (A). (e 3.19)
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Proof. Let ǫ > 0 and ∆ be given. Choose ǫ > θ > 0 such that, log(u1), log(u2) and log(u1u2)
are well defined and
τ(log(u1u2)) = τ(log(u1)) + τ(log(u2)) (e 3.20)
for all τ ∈ T (A) and for any unitaries u1, u2 such that
‖uj − 1‖ < θ, j = 1, 2.
Let δ′ > 0 (in place of δ) be required by 3.1 for θ/2 (in place of ǫ). Put σ = δ′/2. Let
δ > 0 and η be required by 4.3 for min{σ, θ, 1} (in place of ǫ) and ∆. Suppose that A is a unital
separable simple C∗-algebra with TR(A) ≤ 1 and u, v ∈ U(A) satisfy the assumption for the
above δ, η and σ. Then, by 4.3, there exists a unitary z ∈ U(A) such that
‖u− z∗vz‖ < min{θ, σ, 1}. (e 3.21)
Let b = 12πi log(u
∗z∗vz). Then ‖b‖ < min{θ, σ, 1}. By 3.2, bˆ−Ru,v ∈ ρB(K0(A)).
Let a ∈ Aff(T (A)) be such that ‖a‖ < σ and a−Ru,v ∈ ρA(K0(A)) as given by the lemma.
It follows that a− bˆ ∈ ρA(K0(A)). Moreover, ‖a − bˆ‖ < 2σ < δ
′. It follows from 3.1 that there
exists a unitary z1 ∈ A such that
[z1] = −y − [z], ‖[u, z1]‖ < θ/2 and bott1(u, z1)(τ) = a(τ)− τ(b) (e 3.22)
for all τ ∈ T (C).
Define w = zz∗1 . Then
[w] = y and ‖u− w∗vw‖ < θ < ǫ. (e 3.23)
We compute that
1
2πi
τ(log(u∗w∗vw)) =
1
2πi
τ(log(u∗z1z
∗vzz∗1)) (e 3.24)
=
1
2πi
τ(log(u∗z1uu
∗z∗vzz∗1)) (e 3.25)
=
1
2πi
τ(log(z∗1u
∗z1uu
∗z∗vz)) (e 3.26)
=
1
2πi
(τ(log(z1u
∗z∗1u) + τ(log(u
∗z∗vz))) (e 3.27)
= bott1(u, z1)(τ) + τ(b) (e 3.28)
= a(τ) for all τ ∈ T (A), (e 3.29)
where we use the Exel’s formula for bott element (see Lemma 3.5 of [12]) in the second last
equality.
Lemma 3.6. Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing map. There exists
η > 0, δ > 0 and a finite subset G ∈ C(T)s.a. satisfying the following: Suppose that A is a Z-
stable unital separable simple C∗-algebra in A1 and suppose that u, v ∈ U(A) are two unitaries
such that sp(u) = T,
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (A) (e 3.30)
and for all arcs Ia with length at least a ≥ η, where ϕ : C(T)→ A is defined by ϕ(f) = f(u) for
all f ∈ C(T) and
|τ(g(u)) − τ(g(v))| < δ for all a ∈ G and for all τ ∈ T (A), (e 3.31)
[u] = [v] in K1(A) and uv
∗ ∈ CU(A).
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Then there exists a unitary w ∈ U(A) such that
‖w∗uw − v‖ < ǫ. (e 3.32)
Proof. We first note, by [16], that TR(A ⊗Mr) ≤ 1 for any supernatural number r. Let ϕ :
C(T)→ A be the monomorphism defined by ϕ(f) = f(u). For any a ∈ (0, 1), denote by
∆(a) = inf{µτ◦ψ(Oa); τ ∈ T (A), Ia an open arcs of length a in T}.
Since A is simple, one has that 0 < ∆(a) ≤ 1 (for all a ∈ (0, 1)) and ∆(a)→ 0 as a→ 0. As in
Proposition 11.1 of [13],
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (A) (e 3.33)
and all arcs with length a > 0. Let ǫ > 0.
Let p and q be a pair of relatively prime supernatural numbers of infinite type with Qp +
Qq = Q. Denote by Mp and Mq the UHF-algebras associated to p and q respectively. Let
ır : A → A ⊗ Mr be the embedding defined by ır(a) = a ⊗ 1 for all a ∈ A, where r is a
supernatural number. Define ur = ır(u) and vr = ır(v). Denote by ϕr : C(T) → A ⊗Mr the
homomorphism given by ϕr(f) = f(ur) for all f ∈ C(T).
For any supernatural number r = p, q, the C*-algebra A⊗Mr has tracial rank at most one.
Let δ1 > 0 (in place of δ) and d1 > 0 (in place of σ) be required by 3.4 for ǫ/6.
Without loss of generality, we may assume that δ1 < ǫ/12 and is small enough and G is large
enough so that bott1(u1, zj) and bott1(u1, wj) are well defined and
bott1(u1, wj) = bott1(u1, z1) + · · ·+ bott1(u1, zj) (e 3.34)
if u1 is a unitary and zj is any unitaries with ‖[u1, zj ]‖ < δ1, where wj = z1 · · · zj , j = 1, 2, 3, 4.
Let δ2 > 0 (in place δ) be require by 3.1 for δ1/8 (in place of ǫ).
Furthermore, one may assume that δ2 is sufficiently small such that for any unitaries z1, z2
in a C*-algebra with tracial states, τ( 12πi log(ziz
∗
j )) (i, j = 1, 2, 3) is well defined and
τ(
1
2πi
log(z1z
∗
2)) = τ(
1
2πi
log(z1z
∗
3)) + τ(
1
2πi
log(z3z
∗
2))
for any tracial state τ , whenever ‖z1 − z3‖ < δ2 and ‖z2 − z3‖ < δ2. We may further assume
that δ2 < min{δ1, ǫ/6, 1}.
Let δ > 0, d2 > 0 (in place of η) and δ3 > 0 (in place of σ) required by 3.5 for δ2 (in place
of ǫ).
Let η = min{d1, d2}.
Now assume that u and v are two unitaries which satisfy the assumption of the lemma with
above δ and η.
Since uv∗ ∈ CU(A), Ru,v ∈ ρA(K0(A)). It follows that there is a ∈ Aff(T (A)) with ‖a‖ <
δ3/2 such that a−Ru,v ∈ ρA(K0(A)). Then the image of ap−Rup,vp is in ρA⊗Mp(K0(A⊗Mp))),
where ap is the image of a under the map induced by ıp. The same holds for q. Note that
µ(τ⊗t)◦ϕr(Ia) ≥ ∆(a) for all τ ∈ T (A) (e 3.35)
where t is the unique tracial state on Mr, and for all a > 0, r = p, q. By Lemma 3.5 there exist
unitaries zp ∈ A⊗Mp and zq ∈ A⊗Mq such that
[zr] = 0, in K1(A⊗Mr), r = p, q, ‖up − z
∗
pvpzp‖ < δ2 and ‖uq − z
∗
qvqzq‖ < δ2.
Moreover,
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τ(
1
2πi
log(u∗pz
∗
pvpzp)) = ap(τ) for all τ ∈ T(Ap) and (e 3.36)
τ(
1
2πi
log(u∗qz
∗
qvqzq)) = aq(τ) for all τ ∈ T(Aq). (e 3.37)
We then identify up, uq with u⊗ 1 and zp and zq with the elements in A ⊗Mp ⊗Mq = A⊗Q.
In the following computation, we also identify T (A) with T (Ap), T (Aq), and T (Ap), or T (Aq)
with T (A⊗Q) by identify τ with τ ⊗ t, where t is the unique tracial state on Mp, or Mq, or Q.
In particular,
ap(τ ⊗ t) = τ(a) for all τ ∈ T (A) and (e 3.38)
aq(τ ⊗ t) = τ(a) for all τ ∈ T (A) (e 3.39)
We compute that by the Exel formula (see Lemma 3.5 of [12] ),
(τ ⊗ t)(bott1(u⊗ 1, z
∗
pzq)) = (τ ⊗ t)(
1
2πi
log(z∗pzq(u
∗ ⊗ 1)z∗qzp(u⊗ 1))) (e 3.40)
= (τ ⊗ t)(
1
2πi
log(zq(u
∗ ⊗ 1)z∗qzp(u⊗ 1)z
∗
p ) (e 3.41)
= (τ ⊗ t)(
1
2πi
log(zq(u
∗ ⊗ 1)z∗q (v ⊗ 1)) (e 3.42)
+(τ ⊗ 1)(
1
2πi
log((v∗ ⊗ 1)zp(u⊗ 1)z
∗
p ) (e 3.43)
= (τ ⊗ t)(
1
2πi
log(u∗qz
∗
qvqzq)) (e 3.44)
+(τ ⊗ t)(
1
2πi
log(v∗pzpupz
∗
p )) (e 3.45)
= τ(a)− τ(a) = 0 (e 3.46)
for all τ ∈ T (A). It follows that
τ(bott1(u⊗ 1, z
∗
pzq)) = 0. (e 3.47)
for all τ ∈ T (A⊗Q).
Let y = bott1(u ⊗ 1, z
∗
pzq) ∈ ker ρA⊗Q. Since Q, Qp and Qq are flat Z modules, as in the
proof of 5.3 of [17],
kerρA⊗Q = kerρA ⊗Q (e 3.48)
kerρA⊗Mr = kerρA ⊗Qr, r = p and r = q. (e 3.49)
It follows that there are x1, x2, ..., xl ∈ ρA(K0(A)) and r1, r2, ..., rl ∈ Q such that
y =
l∑
j=1
xj ⊗ rj.
Since Q = Qp +Qq, one has rj,p ∈ Qp and rj,q ∈ Qq such that rj = rj,p − rj,q. So
y =
l∑
j=1
xj ⊗ rj,p −
l∑
j=1
xj ⊗ rj,q.
Put yp =
∑l
j=1 xj ⊗ rj,p and yq =
∑l
j=1 xj ⊗ rj,q. Then, by (e 3.49), yp ∈ kerρA⊗Mp and yq ∈
kerρA⊗Mq . It follows from 3.1 that there are unitaries wp ∈ A⊗Mp and wq ∈ A⊗Mq such that
[wr] = 0 in K1(A⊗Mr) (r = p, q),
‖[up , wp]‖ < δ1/8, ‖[vq, wq]‖ < δ1/8, (e 3.50)
bott1(up, wp) = yp and bott1(uq, wq) = yq. (e 3.51)
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Put Wp = zpwp ∈ A⊗Mp and Wq = zqwq ∈ A⊗Mq. Then
‖up −W
∗
p vpWp‖ < δ2 + δ1/8 < ǫ/6 and ‖uq −W
∗
q vqWq‖ < δ2 + δ1/8 < ǫ/6. (e 3.52)
Note, again, that ur = u ⊗ 1 and vr = v ⊗ 1, r = p, q. With identification of Wr, wr, zr with
unitaries in A⊗Q, we also have
‖[u⊗ 1, W ∗pWq]‖ < δ1/4 (e 3.53)
and
bott1(u⊗ 1,W
∗
pWq) = bott1(u⊗ 1, w
∗
pz
∗
pzqwq) (e 3.54)
= bott1(u⊗ 1, w
∗
p) + bott1(u⊗ 1, z
∗
pzq) + bott1(u⊗ 1, wq)(e 3.55)
= −yp + (yp − yq) + yq = 0. (e 3.56)
Let Z0 = W
∗
pWq. Then Z0 ∈ U0(A) (since TR(A) ≤ 1). Then it follows from the choice of δ1,
(e 3.35) and 3.4 that there is a continuous path of unitaries {Z(t) : t ∈ [0, 1]} ⊂ A⊗Q such that
Z(0) = Z0 and Z(1) = 1 and
‖[u⊗ 1, Z(t)]‖ < ǫ/6 for all t ∈ [0, 1]. (e 3.57)
Define U(t) =WpZ(t). Then U(0) =Wp and U(1) =Wq. So, in particular, U(0) ∈ A⊗Mp and
U(1) ∈ A⊗Mq. So, U ∈ A⊗Zp,q ⊂ A⊗Z is a unitary and, by (e 3.52) and (e 3.57),
‖u⊗ 1− U∗(v ⊗ 1)U‖ < ǫ/3. (e 3.58)
Note that we assume that A ⊗ Z ∼= A. Let ı : A → A ⊗ Z be the embedding defined by
ı(a) = a⊗ 1 for all a ∈ A and j : A⊗Z → A such that j ◦ ı is approximately inner. Let V ∈ A
be a unitary such that
‖c− V ∗j ◦ ı(c)V ‖ < ǫ/3 for all c ∈ {u, v}. (e 3.59)
Then, let w = V j(U)V ∗ ∈ U(A).
‖u− w∗uw‖ ≤ ‖u− V ∗j(u⊗ 1)V ‖+ ‖V ∗j(u⊗ 1)V − V ∗j(U)∗j(v ⊗ 1)j(U)V ‖ (e 3.60)
+‖V ∗j(U)∗j(v ⊗ 1)j(U)V − V ∗j(U)∗V vV ∗j(U)V ‖ (e 3.61)
< ǫ/3 + ‖u⊗ 1− U∗(v ⊗ 1)U‖+ ‖j ◦ ı(v) − V ∗vV ‖ (e 3.62)
< ǫ/3 + ǫ/3 + ǫ/3 = ǫ. (e 3.63)
Lemma 3.7. Let A be a unital separable simple C∗-algebra in A1. Then every quasi-trace on
A extends to a trace. Moreover, if in addition, A is Z-stable, then
W (A) = V (A) ⊔ LAff(T (A)),
where W (A) is the Cuntz semi-group of A, V (A) is the equivalence classes of projections in
∪∞n=1Mn(A) and LAff(T (A)) is the set of all bounded real lower-semi-continuous affine func-
tions on T (A).
Proof. Note that TR(A ⊗ Q) ≤ 1. Therefore every quasi-trace on A ⊗ Q is a trace. Suppose
that s is a quasi-trace on A, then s⊗ t is a trace on A, where t is the unique tracial state of Q.
Therefore s⊗ t on A⊗ C1Q is a trace. This implies that s is a trace.
The second part of the statement follows from (the proof of ) Cor. 5.7 of [1]. In Cor. 5.7 of
[1], A is assumed to be also exact. But that was only used so that every quasi-trace is a trace.
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Lemma 3.8. Let A ∈ A1 be a unital separable simple Z-stable C
∗-algebra. Let Γ : C([0, 1])s.a. →
Aff(T (A)) be a continuous affine map with Γ(1)(τ) = 1 for all τ ∈ T (A) for some a ∈ A+ with
‖a‖ ≤ 1. Then there exists a unital monomorphism ϕ : C([0, 1])→ A such that
τ(ϕ(f)) = Γ(f)(τ) for all τ ∈ T (A)
and f ∈ C([0, 1]).
Proof. Let p and q be relatively prime supernatural numbers with Qp + Qq = Q. Let Mr be
the UHF-algebra associated with the supernatural number r, r = p, q. Let Q be the UHF-
algebra such that (K0(Q), (K0(Q)+, [1Q]) = (Q,Q+, 1). By the assumption TR(A⊗Mr) ≤ 1 and
TR(A ⊗ Q) ≤ 1. It follows from 8.4 of [12] that are hr ∈ (A ⊗Mr)s.a. such that sp(h) = [0, 1]
and (τ ⊗ t) ◦ ϕr(f) = Γ(f)(τ) for all τ ∈ T (A) and f ∈ C([0, 1])s.a., where t is the unique
tracial state on Mr, r = p, q. We use the same notation for ϕr for the unital monomorphisms
C([0, 1])→ A⊗Mr → A⊗Q composed by ϕr and the embedding from A⊗Mr → A⊗Q. Note
that K0(C([0, 1])) = Z and K1(C([0, 1])) = {0}. Then [ϕp] = [ϕq] in KK(C([0, 1]), A ⊗Q) and,
ϕp and ϕq induce the same map from T (A⊗Q) into T (C([0, 1])) as well as the same map from
U(C([0, 1])/CU(C([0, 1]) into CU(A⊗Q)/CU(A⊗Q).Moreover sinceK1(C([0, 1])) = {0}. They
induce zero rotation map. It follows from 10.7 of [12] that ϕp and ϕq are strongly asymptotically
unitarily equivalent, i.e., there exists a continuous path of unitaries {u(t) : t ∈ [0, 1)} ⊂ A⊗ Q
such that
lim
t→∞
u(t)∗ϕp(f)u(t) = ϕq(f) for all f ∈ C([0, 1]).
Define ψ : C([0, 1])→ A⊗ Zp,q by
ψ(f)(t) = u(t)∗ϕp(f)u(t) for all t ∈ [0, 1) and ψ(f)(1) = ϕq(f) for all f ∈ C([0, 1]).
Note ψ(f)(0) = ϕp(f) ∈ A ⊗ Mp and ψ(f)(1) = ϕq(f) ∈ A ⊗ Mq for all f ∈ C([0, 1]). By
embedding A⊗Zp,q into A⊗Z, we obtain a unital monomorphism ϕ : C([0, 1]) → A⊗Z ∼= A.
It is easy to check that so defined ϕ meets the requirements.
3.9. Let A be a unital simple C∗-algebra with T (A) 6= ∅. Let u ∈ U(A) be a unitary with
sp(u) = T. For each τ, let µτ be the Borel probability measure on T induced by state τ ◦ f(u)
(for all f ∈ C(T)) on T. Fix n ≥ 1, let log : {eit : t ∈ [−π + π/n, π]} → [−π + π/n, π] be the
usual logarithm map. Consider the measure ντ,n on (−π, π] defined by
ντ,n(E) = µτ ({e
it : t ∈ E ∩ [−π + π/n, π]})
for all Borel sets E ⊂ (−π, π]. Define
ντ (E) = lim
n→∞
µτ,n(E)
for all Borel sets E ⊂ (−π, π]. It is easy to check that ντ is a measure on (−π, π]. Let f ∈
C0((−π, π])s.a. defined
Γ(f)(τ) =
∫
(−π,π]
fdντ .
Note that
Γ(f)(τ) = lim
n→∞
∫
(−π+π/n,π]
f ◦ log dµτ .
Let gn(t) = 1 if t ∈ [−π + π/n, π], gn(t) = 0 if t ∈ [−π,−π + π/2n] and g(t) is linear in
(−π+π/2n,−π+π/n). Note that 0 ≤ gn ≤ 1 and gn ∈ C(T)+. It is clear that Γ(gn) ∈ Aff(T (A))
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and Γ(gn) ≤ Γ(gn+1) and Γ(gn)(τ)→ 1 for each τ ∈ Aff(T (A)). It follows from the Dini theorem
that Γ(gn) converges to 1 uniformly on T (A). On the other hand
|
∫
(−π,π)
f(1− gn)dντ | ≤
∫
(−π,π]
|f |2dντ
∫
(−π,π]
(1− gn)
2dντ (e 3.64)
≤
∫
(−π,π]
|f |2dντ
∫
(−π,π]
(1− gn)dντ → 0 (e 3.65)
uniformly on T (A). This implies that Γ(f) is continuous on T (A). If g ∈ C([−π, π])s.a., we may
write g(t) = g(0) + (g(t) − g(0)). Define Γ(g) = g(0) + Γ(g − g(0)). This provides an affine
continuous map from C([−π, π])s.a. to Aff(T (A)).
We check that
τ(f(u)) =
∫
(−π,π]
f ◦ exp(it)dντ (t) = Γ(f ◦ exp(it))(τ) for all f ∈ C(T)s.a..
In the above, we can replace −π by 0 and π by 2π.
We will keep this notation in the next proof.
Theorem 3.10. Let A ∈ A1 be a unital separable simple Z-stable C
∗-algebra. Let u ∈ U0(A)
be a unitary. Then, for any ǫ > 0, there exists a self-adjoint element h ∈ A such that
‖u− exp(ih)‖ < ǫ. (e 3.66)
In the other words
cer(A) ≤ 1 + ǫ.
Proof. Let u ∈ U0(A). If sp(u) 6= T, then u is an exponential. So we may assume that sp(u) = T.
Let ǫ > 0. Let ϕ : C(T) → A be defined by ϕ(f) = f(u) for all f ∈ C(T). It is a unital
monomorphism. It follows from Proposition 11.1 of [13] that there is a non-decreasing function
∆1 : (0, 1)→ (0, 1) such that
µτ (Oa) ≥ ∆1(a) for all τ ∈ T (A) (e 3.67)
for all arcs Ia of T with length a ∈ (0, 1). Define ∆ = (1/2)∆1.
Let η > 0, δ > 0 and let G ⊂ C(T) be a finite subset required by 3.6 for ǫ/2 (in place of ǫ).
Without loss of generality, we may assume that ‖g‖ ≤ 1 for all g ∈ G. Let σ = min{η/2, δ/2}.
Let Γ : C([0, 2π])s.a. → Aff(T (A)) be the map defined in 3.9 (using [0, 2π] instead of [−π, π]).
Define Γ1 : C([0, 2π])s.a. → Aff(T (A)) as follows: define
Γ1(f)(τ) = (1− σ)Γ(f)(τ) for all τ ∈ T (A)
and for all f ∈ C0((0, 2π]) and define
Γ1(f) = f(0) + Γ1(f − f(0))(τ) for all τ ∈ T (A)
and for all f ∈ C([0, 2π])s.a.. It follows that, for any f ∈ C(T)s.a. with ‖f‖ ≤ 1,
|τ(f)− Γ1(f ◦ exp)| = |Γ(f ◦ exp)− Γ1(f ◦ exp)| < σ for all τ ∈ T (A), (e 3.68)
where exp : [0, 2π] → T is defined by exp(t) = eit for all t ∈ [0, 2π]. Note since A is simple and
sp(u) = T, Γ1 is strictly positive. It follows 3.8 that there is a self-adjoint element b ∈ A such
that sp(b) = [0, 2π] and τ(f(b)) = Γ1(f)(τ) for all f ∈ C0((0, 2π]). It follows that
dτ (b) = lim
n→∞
τ(b1/n) ≤ (1− σ) for all τ ∈ T (A). (e 3.69)
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Note that since A is also Z-stable, by 3.7, W (A) = V (A) ⊔ LAff(T (A)). There are mutually
orthogonal elements a1, c1, c2 ∈ MK(A)+ with 0 ≤ a1, c1, c2 ≤ 1 for some integer K ≥ 1 such
that
dτ (a1) = 1− σ/2, dτ (c1) = dτ (c2) = σ/5 for all τ ∈ T (A). (e 3.70)
Put a2 = a1 + c1 + c2. Note that 0 ≤ a2 ≤ 1 and
dτ (a2) = 1−
9σ
10
< 1 for all τ ∈ T (A). (e 3.71)
By the strict comparison, (e 3.69), (e 3.71) and the fact that A has stable rank one, we may
assume, without loss of generality, that
a2 ∈ A and b ∈ a1MK(A)a1.
Suppose that
Det(u)(τ) = s(τ) for all τ ∈ T (A) (e 3.72)
for some s ∈ Aff(T (A)).
The above argument also shows that there are b1 ∈ c1Ac1 and b2 ∈ c2Ac2 such that
τ(b1) = σs(τ)/6 and τ(b2) = στ(b)/6 for all τ ∈ T (A). (e 3.73)
Let
h1 =
−6b2
σ
+
6b1
σ
+ b.
Note that
τ(h1) = (6/σ)τ(b1) = s(τ) for all τ ∈ T (A). (e 3.74)
Define v = exp(ih1). One checks, by (e 3.74), that
Det(v) = Det(u) (e 3.75)
Therefore
uv∗ ∈ CU(A). (e 3.76)
Let sp(h1) ⊂ [−m1π,m2π] for some integers m1,m2 ≥ 0. Note that f(bj) ∈ cjAcj if f ∈
C(sp(bj)), j = 1, 2. So, if, in addition, ‖f‖ ≤ 1, by (e 3.70),
|τ(f(bj))| < σ/5 for all τ ∈ T (A). (e 3.77)
We have, for any f ∈ C([−m1π,m2π])s.a. with ‖f‖ ≤ 1, by (e 3.77),
|τ(f(h1))− Γ1(f |[0,2π])| = |(τ(f(b)) + τ(f(b1)) + τ(f(b2))− Γ1(f |[0,2π])| (e 3.78)
= σ/5 + σ/5 + |τ(f(b))− Γ1(f[0,2π])| = 2σ/5 (e 3.79)
for all τ ∈ T (A). Therefore, by (e 3.68), (e 3.78) and (e 3.79), that
|τ(g(v)) − τ(g(u))| < σ + 2σ/5 < δ for all g ∈ G (e 3.80)
It follows from 3.6 that there exits a unitary w ∈ U(A) such that
‖u− w∗vw‖ < ǫ.
Let h = w∗h1w. Then
‖u− exp(ih)‖ < ǫ.
Corollary 3.11. Let Z be the Jiang-Su algebra. Then
cer(Z) = 1 + ǫ.
We will prove much stronger result than the above for Z (see 4.7).
12
4 Exponential length in CU(A)
The following is known (something similar could be found in [27] and [22]). We state here for
the convenience.
Lemma 4.1. Let u be a unitary in C([0, 1],Mn). Then, for any ǫ > 0, there exist continuous
functions hj ∈ C([0, 1])s.a. such that
‖u− u1‖ < ǫ,
where u1 = exp(iπH), H =
∑n
j=1 hjpj and {p1, p2, ..., pn} is a set of mutually orthogonal rank
one projections in C([0, 1],Mn), and exp(iπhj(t)) 6= exp(iπhk(t)) if j 6= k for all t ∈ [0, 1].
Moreover, suppose that u(0) =
∑n
j=1 exp(iaj)pj(0) for some real number aj which are distinct,
we may assume that hj(0) = aj.
Furthermore, if det(u(t)) = 1 for all t ∈ [0, 1], then we may also assume that det(u1(t)) = 1
for all t ∈ [0, 1].
Proof. The last part of the statement follows from Lemma 2.5 of [22]. By Lemma 2.5, if
det(u(t)) = 1 for all t ∈ [0, 1], then we can choose u1 such that ‖u− u1‖ < ǫ and det(u1(t)) = 1
for all t ∈ [0, 1] and u(t) has distinct eigenvalues. Therefore u1 =
∑n
j=1 zj(t)pj(t), where
pj(t) ∈ C([0, 1],Mn) is a rank one projection,
∑k
j=1 pj = 1 and zj(t) ∈ C([0, 1]) with |zj(t)| = 1
for all t ∈ [0, 1] (This is standard, see, for example, the proof of 2.6 of [22]). Let zj(t) = e
ia(0)
for some real number a(0). But zj(t) = e
ibj(t) for some real bj ∈ C([0, 1]), j = 1, 2, ..., n. Note
that aj(0) − bj(0) = 2kπ for some integer k. By replacing bj by aj(t) = hj(t) + (aj(0) − hj(0)).
Then zj(t) = e
iaj(t) and zj(0) = aj(0), j = 1, 2, ..., n. In particular,
u1(t) =
n∑
j=1
eiaj(t)pj(t) for all t ∈ [0, 1].
Lemma 4.2. (cf. Section 3 of [3]) Let u ∈ C([0, 1],Mn) be a unitary with det(u)(t) = 1 for each
t ∈ [0, 1]. Then, for any ǫ > 0, there exists a self-adjoint element h ∈ C([0, 1],Mn) such that
‖h‖ ≤ 1, τ(h) = 0 for each τ ∈ T (C([0, 1],Mn) and
‖u− exp(i2πh)‖ < ǫ.
In particular length(u) ≤ 2π.
Proof. The proof is taken from the section 3 of [3]. First, by 4.1, without loss of generality, we
may assume that u(0) has distinct eigenvalues. Suppose that
u(0) =
n∑
j=1
exp(i2πbj)pj(0),
where bj ∈ (−1/2, 1/2], j = 1, 2, ..., n.
Then
∑n
j=1 bj = k for some integer k. Since bj ∈ (−1/2, 1/2], k ≤ n. Keep in mind that bj are
distinct. If k ≥ 1, to simplify notation, we may assume that bj > 0, j = 1, 2, ..., k, bk+l < bk < bj
for j < k and l > 0. Define aj = bj − 1, j = 1, 2, ..., k and aj = bj , j > k. Then
n∑
j=1
aj = 0 and |aj | < 1. (e 4.81)
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Note that maxj aj < bk. Since bj > −1/2, minj aj = bk − 1. Therefore, we also have
max
j
aj −min
j
aj < 1. (e 4.82)
If k < −1, we may assume that bj < 0, j = 1, 2, ..., k, bk+l ≥ bk > bj for j ≤ k and l > 0. Define
aj = bj + 1, j = 1, 2, ..., k and aj = bj if j > k. Then (e 4.81) and (e 4.82) also hold in this case.
By 4.1, we may assume, without loss of generality, that
u(t) =
n∑
j=1
exp(iπhj(t))pj(t), (e 4.83)
where hj(t) ∈ C([0, 1])s.a. and {p1, p2, ..., pn} is a set of mutually orthogonal rank one projections.
Moreover, we may assume that det(u(t)) = 1 for all t ∈ [0, 1] and u(t) has distinct eigenvalues
at each point t ∈ [0, 1]. Furthermore, by 4.1, we may also assume that hj(0) = aj , j = 1, 2, ..., n.
We also have that |hj(0)| < 1,
n∑
j=1
hj(0) = 0 and max
j
hj(0)−min
j
hj(0) < 1. (e 4.84)
Since det(u(t)) = 1 for all t ∈ [0, 1],
n∑
j=1
hj(t) ∈ Z for all t ∈ [0, 1]. (e 4.85)
Since
∑n
j=1 hj(t) ∈ C([0, 1]), it follows that it is a constant. By (e 4.84),
n∑
j=1
hj(t) = 0 for all t ∈ [0, 1]. (e 4.86)
Since u(t) has distinct eigenvalues, hj(t)−hk(t) 6∈ Z, for any t ∈ [0, 1] when j 6= k. We also have
maxj hj(t)−minj hj(t) is a continuous function. It follows from (e 4.84) that
0 < max
j
hj(t)−min
j
hj(t) < 1 for all t ∈ [0, 1]. (e 4.87)
Now by (e 4.86), either hj(t) = 0 for all j, which is not possible, since u(t) has n distinct
eigenvalues, or, for some j, hj(t) < 0 and for some other j
′, hj′ > 0, it follows from (e 4.87) that
|hj(t)| < 1 for all t ∈ [0, 1]. (e 4.88)
Now let h =
∑n
j=1 hj ∈ C([0, 1],Mn)s.a.. Then
‖h‖ < 1, τ(h) = 0 for all τ ∈ T (A) and u = exp(i2πh). (e 4.89)
We will use the following theorem (Theorem 10.8 of [13]).
Theorem 4.3. Let ǫ > 0 and let ∆ : (0, 1) → (0, 1) be a non-decreasing map. There exists
σ > 0, δ > 0 and a finite subset G ∈ C(T)s.a. satisfying the following: Suppose that A is a unital
separable simple C∗-algebra with tracial rank no more than one and suppose that u, v ∈ U(A)
are two unitaries such that
µτ◦ϕ(Ia) ≥ ∆(a) for all τ ∈ T (A), (e 4.90)
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and for all intervals Ia with length at least σ, where ϕ : C(T)→ A is defined by ϕ(f) = f(u) for
all f ∈ C(T),
|τ(g(u)) − τ(g(v))| < δ for all a ∈ G, for all τ ∈ T (A), (e 4.91)
[u] = [v] in K1(A) and dist(u¯, v¯) < δ,
Then there exists a unitary w ∈ U(A) such that
‖w∗uw − v‖ < ǫ. (e 4.92)
Corollary 4.4. (cf. Cor 3.2 of [10]) Let A be a unital separable simple C∗-algebra with TR(A) ≤
1. Let u ∈ U(A) be a unitary with sp(u) = T. Then, for any ǫ > 0, there exists δ > 0 and γ > 0
and an integer N ≥ 1 satisfying the following: if v ∈ U(A),
[u] = [v], dist(u¯, v¯) < γ and |τ(uk)− τ(uk)| < δ for all τ ∈ T (A), (e 4.93)
k = ±1,±2, ...,±N, there exists a unitary w ∈ U(A) such that
‖u− w∗vw‖ < ǫ. (e 4.94)
Lemma 4.5. Let A be a unital separable simple C∗-algebra with TR(A) ≤ 1 and let u ∈ CU(A)
be a unitary. Then, for any ǫ > 0, there exists a self-adjoint element h ∈ As.a. with ‖h‖ ≤ 1
such that τ(h) = 0 for all τ ∈ T (A) and
‖u− exp(i2πh)‖ < ǫ.
Moreover, if sp(u) = T, we may assume that sp(h) = [−1, 1]. As a consequence,
celCU (A) ≤ 2π.
Proof. If sp(u) 6= T, then u = exp(ig(u)) where g is a continuous branch of logarithm with
‖g‖ ≤ 2π. Thus we may assume that sp(u) = T. Without loss of generality, we may assume that
u = u1u2 · · · uk,
where each uj is a commutator of U(A). As in 6.9 of [8], uj ∈ U0(A). It follows from 6.9 of [8]
again that there are hj ∈ As.a. such that
u =
m∏
j=1
exp(ihj) (e 4.95)
with
∑m
j=1 ‖hj‖ ≤ 8π + 1.
Let ǫ > 0. Let γ > 0, δ > 0 and N be as required by 4.4 for ǫ/4 (in place of ǫ). We may
assume that δ < ǫ/4. Let d = min{δ, γ, ǫ/2}. Since TR(A) ≤ 1, there exists a projection p ∈ A
and a C∗-subalgebra B ∈ A with 1B = p such that B ∼= ⊕
m
i=1C(Xi,Mr(i)), where Xi = [0, 1] or
a point, and
‖px− xp‖ <
d
27(π + 1)Nmk
for all x ∈ {u, uj : j ≤ 1 ≤ k} (e 4.96)
‖(1− p)u(1− p)− (1− p)
m∏
j=1
exp(i(1 − p)hj(1− p))‖ <
d
27(π + 1)Nmk
, (e 4.97)
pup, pujp ∈ d
27(pi+1)Nmk
B and τ(1− p) <
d
16(π + 1)Nmk
for all τ ∈ T (A). (e 4.98)
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There exists a unitary v1 ∈ B such that
‖pup− v1‖ <
δ
26(π + 1)Nm
(e 4.99)
which is a product of k commutators in B. Put v2 = (1− p)
∏k
j=1 exp(i(1 − p)hj(1− p)). Since
v1 ∈ B and v1 is a product of commutators, in each summand of B, determinant of v1 at every
point must be one. It follows from 4.2 that there exists a self-adjoint element b ∈ Bs.a such that
‖b‖ ≤ 2π, t(b) = 0 for all t ∈ T (B) and (e 4.100)
‖u1 − p exp(ib)‖ <
d
27(π + 1)Nm
. (e 4.101)
We may assume that 1− p 6= 0. Since (1− p)A(1− p) is simple and has (SP), we obtain two
mutually orthogonal and mutually equivalent projections e1, e2 ∈ (1− p)A(1− p). Suppose that
z ∈ U((1 − p)A(1 − p)) such that z∗e1z = e2. Let b0 ∈ (e1Ae1)s.a. with sp(b0) = [−2π, 2π]. Let
b1 = b0 − z
∗b0z and let b2 = b1 + b. Note that
sp(b2) = [−2π, 2π] and τ(b2) = 0 for all τ ∈ T (A). (e 4.102)
Define
v0 = (1− p− e1 − e2) + (p+ e1 + e2) exp(ib2). and u0 = p exp(ib) + v2.
Then, by (e 4.96), (e 4.97), (e 4.99) and (e 4.100),
‖u0 − u‖ < ‖(p exp(ib)− pup) + (u2 − (1− p)u(1− p))‖ (e 4.103)
+‖(pup− (1− p)u(1− p))− u‖ (e 4.104)
< (
d
26(π + 1)N
+
d
27(π + 1)N
) +
2d
27N
<
5d
27(π + 1)N
. (e 4.105)
and
u0v
∗
0 =
k∏
j=1
exp(i(1 − p)hj(1− p)) exp(−ib1). (e 4.106)
Note that
|τ(
k∑
j=1
(1− p)hj(1− p))| ≤
k∑
j=1
|τ((1 − p)hj(1− p))| (e 4.107)
= τ(1− p)(
k∑
j=1
‖hj‖+ 2π) < 5d/2
7N (e 4.108)
for all τ ∈ T (A). It follows that
dist(u¯0, v¯0) < d/4N in U0(A)/CU(A). (e 4.109)
It follows from (e 4.105) and (e 4.109) that
dist(u¯, v¯0) < d/2N. (e 4.110)
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On the other hand, for each s = 1, 2, ..., N, by (e 4.106), (e 4.105) and (e 4.98)
|τ(us)− τ(vs0)| ≤ |τ(u
s)− τ(us0)|+ |τ(u
s
0)− τ(v
s
0)| (e 4.111)
≤ ‖us − us0‖+ 2τ(1− p) (e 4.112)
≤ N‖u− u0‖+ 2τ(1 − p) (e 4.113)
<
5d
27(π + 1)
+
d
(π + 1)N
< d (e 4.114)
for all τ ∈ T (A). From the above inequality and (e 4.110) and applying 4.4, one obtains a unitary
W ∈ U(A) such that
‖u−W ∗v0W‖ < ǫ. (e 4.115)
Put h =W ∗b2W. Then
sp(h) = [−2π, 2π], τ(b) = 0 for all τ ∈ T (A) and (e 4.116)
‖u− exp(ih)‖ < ǫ. (e 4.117)
Theorem 4.6. Let A ∈ A1 be a unital separable simple Z-stable C
∗-algebra. Suppose that
u ∈ CU(A). Then, for any ǫ > 0, there exists a self-adjoint element h ∈ A with ‖h‖ < 1 such
that
‖u− exp(i2πh)‖ < ǫ (e 4.118)
In particular, celCU (A) ≤ 2π.
Proof. We may assume that sp(u) = T. Let ǫ > 0. Let ϕ : C(T)→ A be defined by ϕ(f) = f(u).
It is a unital monomorphism. It follows from Proposition 11.1 of [13] that there is a non-
decreasing function ∆ : (0, 1)→ (0, 1) such that
µτ (Oa) ≥ ∆(a) for all τ ∈ T (A) (e 4.119)
for all open balls Oa of T with radius a ∈ (0, 1).
Note, by [18], for any supernatural number p of infinite type, TR(A ⊗Mp) ≤ 1. Consider
u ⊗ 1. Denote by up for u ⊗ 1 in A ⊗Mp. For any ǫ/2 > ǫ0 > 0, by 4.5, there is a self-adjoint
element hp ∈ A⊗Mp with sp(hp) = [−2π, 2π] such that
‖up − exp(ihp)‖ < ǫ0 and τ(hp) = 0 for all τ ∈ T (A⊗Mp). (e 4.120)
Let ψ0 : C(T)→ A⊗Mp be the homomorphism defined by ψ0(f) = f(exp(ihp)) for all f ∈ C(T).
Let η > 0, δ > 0 and let G be a finite subset as required by 3.6 for ǫ/2 (in place of ǫ) and ∆.
Choose ǫ0 sufficiently small, so the following holds: For any unitary v ∈ A⊗Mp, if ‖up−v‖ < ǫ0,
then
|τ(g(up))− τ(g(v))| < δ for all τ ∈ T (A) (e 4.121)
and for all g ∈ G. Note each τ ∈ A⊗Mp may be written as s⊗ t, where s ∈ T (A) is any tracial
state and t ∈ T (Mp) is the unique tracial state.
Let Γ : C([−2π, 2π])s.a. → Aff(T (A) be defined by
Γ(f)(τ) = (τ ⊗ t)(f(hp)) for all f ∈ C([−2π, 2π])s.a. (e 4.122)
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and for all τ ∈ T (A), where t is the unique tracial state on Mp.
It follows from 3.8 that there exists a self-adjoint element h ∈ A with sp(h) = [−2π, 2π] such
that
τ(f(h)) = Γ(f)(τ) = (τ ⊗ t)(f(hp)) for all f ∈ C([−2π, 2π]) (e 4.123)
and for all τ ∈ T (A). In particular,
τ(h) = 0 for all τ ∈ T (A). (e 4.124)
Define v1 = exp(ih) ∈ A. Note that, by (e 4.122),
τ(g(v1)) = (τ ⊗ t)g(exp(ihp)) for all τ ∈ T (A) (e 4.125)
and for all f ∈ C(T). By the choice of ǫ0, as in (e 4.121),
|τ(g(u)) − τ(g(v1))| = |(τ ⊗ t)(g(up))− (τ ⊗ t)(g(exp(ihp)))| < δ (e 4.126)
for all τ ∈ T (A) and for all g ∈ G. We also have [v1] = [u] = 0 in K1(A). Furthermore, by
(e 4.124), v1 ∈ CU(A⊗Z). Thus, by applying (3.6), there exists a unitary w ∈ A such that
‖u− w∗ exp(ih)w‖ < ǫ/2 (e 4.127)
Theorem 4.7. Let A be a unital separable simple Z-stable C∗-algebra in A0 with a unique
tracial state. Then, for any unitary u ∈ U0(A), there exists a real number −π < a < π such
that, for any ǫ > 0, there exists a self-adjoint element h ∈ A with ‖h‖ ≤ 2π and
‖u− exp(i(h + a))‖ < ǫ.
Consequently
cel(A) ≤ 3π.
Proof. Let u ∈ U0(A) and let ǫ > 0. Since A has a unique tracial state τ, U0(A)/CU(A) =
R/ρA(K0(A)) and Z ∈ ρA(K0(A)). Therefore there is t ∈ (−1, 1) such that
Det(u) = t+ ρA(K0(A)). (e 4.128)
Consequently
e−πtu ∈ CU(A). (e 4.129)
It follows from 4.6 that there is a self-adjoint element h ∈ A with ‖h‖ ≤ 2π such that
‖e−πtu− exp(ih)‖ < ǫ (e 4.130)
Therefore
‖u− eiπt exp(ih)‖ < ǫ. (e 4.131)
Let a = πt. Note that eiπt exp(ih) = exp(i(h+ a)). Put h1 = h+ a. We conclude that
‖u− exp(ih1)‖ < ǫ.
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Note that ‖h1‖ ≤ ‖h‖+ |a| < 3π. There is h2 ∈ As.a. with ‖h2‖ < 2 arcsin(π/2) such that
u = exp(ih1) exp(ih2). (e 4.132)
If we choose ǫ so that
2 arcsin(ǫ/2) < 3π − ‖h‖ + |a|,
Then
‖h1‖+ ‖h2‖ < 3π.
Corollary 4.8. Let u ∈ U0(Z) be a unitary. There exists t ∈ (−π, π) such that, for any ǫ > 0,
there exists a self-adjoint element h ∈ Z with ‖h‖ ≤ 2π satisfying
‖eitu− exp(ih))‖ < ǫ. (e 4.133)
5 Examples
5.1. Let u ∈ C([0, 1],Mn) be defined as follows:
u(t) = eπit(2−1/(n−1))e1 + e
−πi
t(2−1/(n−1))
(n−1) (
n∑
k=2
ek) and (e 5.134)
h(t) = t(2− 1/(n − 1))e1 −
t(2− 1/(n − 1))
(n− 1)
(
n∑
k=2
ek) for all t ∈ [0, 1], (e 5.135)
where {e1, e2, ..., en} is a set of mutually orthogonal rank one projections.
Then
u(t) = exp(iπh) and τ(h) = 0 for all τ ∈ T (C([0, 1],Mn)).
Therefore det(u(t)) = 1 for all t ∈ [0, 1] and u ∈ CU(C[0, 1],Mn). Note also ‖h‖ = π(2− 1/(n−
1)). In what follows we will show that cel(u) ≥ (2 − 1/(n − 1))π. It should be noted that it is
much easier to show that if u(t) = exp(iH) for some self-adjoint element in C([0, 1],Mn) then
‖H‖ ≥ (2− 1/(n − 1))π.
Suppose that cel(u) = r1. Fix r1 > ǫ > 0 and put r = r1 + ǫ/16. Then there are self-adjoint
elements h1, h2, ..., hk ∈ C([0, 1],Mn) such that
u =
k∏
j=1
exp(ihj) and
k∑
j=1
‖hj‖ = r. (e 5.136)
Define us =
∏k
j=1 exp(ihj(1−s)). Then us is continuous and piecewise smooth on [0, 1].Moreover
length{u(t)} ≤ r. Since hj(t)(1−s) is continuous on [0, 1]× [0, 1], one shows thatW (t, s) = us(t)
is continuous on [0, 1] × [0, 1].
Furthermore
‖us1 − us2‖ ≤ r|s1 − s2| for all s1, s2 ∈ [0, 1]. (e 5.137)
Lemma 5.2. Let u and v be two unitaries in a unital C∗-algebra A. Suppose that there is a
continuous path of unitaries {w(t) : t ∈ [0, 1]} ⊂ A with w(0) = u and w(1) = v. Then, if
λ ∈ sp(u), there is a continuous path {λ(t) ∈ T : t ∈ [0, 1]} such that λ(0) = λ, λ(t) ∈ sp(w(t))
for all t ∈ [0, 1].
If furthermore, length{w(t) : t ∈ [0, 1]} = r ≤ π/2, then one can require that
length{λ(t) : t ∈ [0, 1]} ≤ r.
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Proof. The proof of this was originally taken from an argument of Phillips. As in Lemma 4.2.3
of [7], one obtains a sequence of partitions {Pn} of [0, 1] such that Pn ⊂ Pn+1, n = 1, 2, ..., for
each partition Pn = {0 = t
(n)
0 < t
(n)
1 < · · · t
(n)
k(n) = 1}, there are λ(n, i) ∈ sp(w(t
(n)
i )) such that
|λ(n, i)− λ(n, i+ 1)| = ‖w(t
(n)
i )−w(t
(n)
i+1)‖ and (e 5.138)
k(n)∑
i=1
|λ(n, i) − λ(n, i+ 1)| ≤ |
k(n)∑
i=1
‖w(t
(n)
i )− w(t
(n)
i+1)‖ ≤ r, (e 5.139)
if {w(t)} is rectifiable with length{w(t) : t ∈ [0, 1]} = r. Write λ(n, j) = eiθ(n,j) with θ(n, j) ∈
[0, 2π), j = 1, 2, ..., k(n) and n = 1, 2, .... Define
θ(t) = sup{θ(n, j) : t
(n)
j ≤ t}. (e 5.140)
By the uniform continuity of w(t), one checks that λ(t) = exp(iθ(t)) is continuous on [0, 1],
λ(t) ∈ sp(w(t)) and length({λ(t)} ≤ r.
5.3. Suppose that u(t) ∈ C([c, d],Mn) is a unitary which has the form:
u(t) = f(t)q1 + z(t) for all t ∈ [c, d],
where f(t) ∈ C([0, 1],T), q1 is a rank one projection and z ∈ (1 − q1)C([c, d],Mn)(1 − q1) is
a unitary. Let cel(u) = r1 and fix r1/2 > ǫ > 0. Let r = r1 + ǫ/16. let {W (t, s) : s ∈ [0, 1]}
be a continuous rectifiable path defined in 5.1 such that W (t, s) ∈ C([c, d] × [0, 1],Mn) with
W (t, 0) = u(t) and W (t, 1) = 1 with length r.
Fix s0 ∈ (0, 1]. Suppose that length{W (t, s) : s ∈ [0, s0]} = r0. Define S1 the subset of T
such that every point of S1 can be connected to a point in sp(z) by a continuous path of length
at most r0.
Then we have the following:
Lemma 5.4. Let {f(t) : t ∈ [c, d]} = {eit : t ∈ [t0, t1]} with f(c) = e
it0 and f(d) = eit1 such
that t1 − t0 = r2. Suppose that
dist(λt(s), S1) > 0 for all t ∈ [t0, t1] and s ∈ [0, s0],
where length{W (t, s) : s ∈ [0, s0]} = r0 < r2/2. Then
W (t, s0) = gs0(t)q1 + v1(t) for all t ∈ [c1, d1]
for some [c1, d1] ⊂ [c, d] with d1 > c1. Moreover gs0(t) is a continuous function and
{gs0(t) : t ∈ [c1, d1]} ⊃ {e
it : t ∈ [t0 + r0, t1 − r0]}.
Proof. View Z = W (t, s)|[c,d]×[0,s0] as a unitary in C([c, d] × [0, s0],Mn). Then the assumption
implies that
sp(Z) ⊂ J ⊔ S1,
where J = {λt(s) : t ∈ [t0, t1] and s ∈ [0, s0]}, Note that J ∩ S1 = ∅. Then, there is a non-zero
projection q′1 ∈ C([c, d] × [0, s0],Mn) such that
Z = z1 + z2, (e 5.141)
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where z1 ∈ q
′
1C([c, d]× [0, s0],Mn)q
′
1 and z2 ∈ (1− q
′
1)C([c, d]× [0, s0],Mn)(1− q
′
1) are unitaries
such that sp(z1) ⊂ J and sp(z2) ⊂ S1. Since q
′
1 has rank one in [c, d]× {0}, we conclude that q
′
1
has rank one everywhere. Thus
Z(t, s) = gs(t)q
′
1(t, s) + z2(s, t) for all (t, s) ∈ [c, d] × [0, s0].
Note that gs(t) ∈ C([c, d]×[0, s0]). Therefore {gs0(t) : t ∈ [c, d]} is an arc containing g(c) = λc(s0)
and gs0(d). By the assumption and 5.2, gs0(c) ∈ {e
it : t ∈ [t0 − r0, t0 + r0]} and gs0(d) ∈ {e
itt ∈
[t1 − r0, t1 + r0]}. The lemma follows.
Lemma 5.5. Suppose that length({W (t, s) : s ∈ [0, s1]} = C1 < π/4. If [c, d] ⊂ [a, b] such that
dist({f(t) : t ∈ [c, d]}, {sp(v1(t)) : t ∈ [c, d]}) = r1 = 4 sin(C1/2) + δ
for some 0 < δ < π/8, {f(t) : t ∈ [c, d]} = {eit : t ∈ [t0, t1]} with t1−t0 > 2r1, then, for any δ > 0,
there exists an interval [c1, d1] ⊂ [c, d] with c1 < d1, a rank one projection q1 ∈ C([c1, d1],Mn)
such that
W (t, s1) = gs1(t)q1 + v
′
1(t), (e 5.142)
where gs1(t) ∈ C([c1, d1]) with
{g1(t) : t ∈ [c1, d1]} = {e
it : t ∈ [t0 + C1 + δ, t1 − C1 − δ]}, (e 5.143)
where 2π > t′1 > t
′
0 ≥ 0, and where v
′
1 ∈ (1 − q1)C([c1, d1],Mn)(1 − q1) is a unitary with
sp(v1(t)) ⊂ S1, where S1 is a subset of T such that every point of S1 can be connected by a point
in sp(v(t)) (t ∈ [c, d]) by a continuous path with length at most C1.
Proof. Let S1 be the subset of T such that every point in S1 can be connected to a point in
sp(v1) with length at most C1. Since length({W (t, s) : s ∈ [0, s1]} = C1 < π/4,
dist(λt(s), S1) > 0 for all t ∈ [t0, t1] and s ∈ [0, s1]. (e 5.144)
Thus this lemma follows from 5.4 by taking smaller interval.
Theorem 5.6. Let u(t) ∈ C([0, 1],Mn) be the unitary defined in 5.1. For any ǫ > 0,
length{u(t)} ≥ π(2−
1
n− 1
)− ǫ. (e 5.145)
If h ∈ C([0, 1],Mn)s.a. such that
‖u− exp(ih)‖ < ǫ, (e 5.146)
then ‖h‖ ≥ π(2− 1n−1)− 2 arcsin(ǫ/2). Moreover,
celCU (C([0, 1],Mn)) ≥ π(2−
1
n− 1
).
Proof. Let u be as in 5.1. Fix ǫ > 0. We will keep notation above. We write
u(t) = f(t)e1 + v(t).
Let 0 < d ≤ ǫ/2 and k ≥ 1 be an integer such that kd = π(1− 1/n− 1). Let 0 < a0 < b0 < 1
such that
f(a0) = e
id+ǫ/k2 and f(b0) = e
iπ(2−1/n−1))−d−ǫ/k2.
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Let 0 < s0 < 1 such that length{W (t, s) : s ∈ [0, s0]} = d. It follows from 5.5 that there exists
a0 < a1 < b1 < b0 such that
W (t, s0) = g1(t)q1 + z1(t) for all t ∈ [a1, b1], (e 5.147)
where q1 is a rank one projection, z1 ∈ (1− q1)C([a1, b1],Mn)(1− q1),
{g1(t) : t ∈ [a1, b1]} = {e
it : t ∈ [2d+ ǫ/k2, π(2 − 1/n − 1))− 2d− ǫ/k2)]}
with g1(a1) = e
i(2d+ǫ/k2) and g1(b1) = e
i(π(2−1/n−1))−2d−ǫ/k2), sp(z1) ⊂ S1, where S1 is the
subset of T such that every point in S1 is connected by a rectifiable continuous path from
{eit : t ∈ [− (2−1/n−1)πn−1 , 0]}. In particular,
S1 ⊂ {e
it : t ∈ [−
(2− 1/(n − 1))π
n− 1
− d,+d]. (e 5.148)
Let 1 > s1 > s0 such that length{W (t, s) : s ∈ [s0, s1]} = d. By repeating above, one obtains
a1 < a2 < b2 < b1 such that
W (t, s1) = g2(t)q2 + z2(t) t ∈ [a2, b2], (e 5.149)
where q2 is a rank one projection, z2 ∈ (1− q2)C([a2, b2],Mn)(1− q2),
{g2(t) : t ∈ [a2, b2]} = (e 5.150)
{eit : t ∈ [2d+ ǫ/k2 + d+ ǫ/k4, π(2 − 1/(n − 1))− 2d− ǫ/k2− d− ǫ/k4)]} (e 5.151)
= {eit : t ∈ [3d+ ǫ/k2 + ǫ/k4, π(2 − 1/(n − 1))− 3d− ǫ/k2− ǫ/k4)]} (e 5.152)
with g2(a2) = e
i(3d+ǫ/k2+ǫ/k4) and g2(b2) = e
i(π(2−1/n−1))−3d−ǫ/k2−ǫ/k4), sp(z1) ⊂ S2, where S2 is
the subset of T such that every point in S2 is connected by a rectifiable continuous path from
{eit : t ∈ [−2 (1−1/n−1)πn−1 − d, d]}. In particular,
S2 ⊂ {e
it : t ∈ [−
(2− 1/(n − 1))π
n− 1
− 2d, 2d]}. (e 5.153)
By repeating this argument k − 1 times, We obtain 1 > sk−1 > sk−2 such that
length{W (t, s) : s ∈ [0, sk−1]} = (k − 1)d = π(1 − 1/(n − 1)) − d and
π ∈ {eit : t ∈ [(k − 1)d+
k−1∑
j=1
ǫ/k2j , (2− 1/(n − 1))π − (k − 1)d +
k−1∑
j=1
ǫ/k2j)]} ⊂ sp(W (t, sk−1)).
Thus the minimum length of continuous path from W (t, sk−1) to 1 is at least π. Thus
length{u(t)} + ǫ/16 ≥ π + (k − 1)d (e 5.154)
= π + π(1− 1/(n − 1))− d ≥ π(2− 1/(n − 1))− ǫ/2 (e 5.155)
for all ǫ > 0. It follows that
length{u(t)} ≥ π(2− 1/(n − 1)). (e 5.156)
22
5.7. Fix an integer n > 12 and let k0 ≥ 0. Suppose that 0 ≤ k ≤ k0. Let N = mn + k and let
N0 = mn. Consider a unitary u00 ∈ C([0, 1],MN0) :
u00 = e
πit(2−1/(n−1))P1 + e
−πi
t(2−1/(n−1))
(n−1) P2, (e 5.157)
where P1, P2 ∈ C([0, 1],MN0) are constant projections with rankP1 = m and rankP2 = (n−1)m.
Define
u0 = u00 + v0 ∈ C([0, 1],MN ), (e 5.158)
where v0 ∈ (1−(P1+P2))C([0, 1],MN )(1−(P1+P2)) is another unitary such that det(v0(t)) = 1
for each t ∈ [0, 1] and v0 =
∑k
j=1 λjej , where {e1, e2, ..., ek} is a set of mutually orthogonal rank
one constant projections in (1−P1−P2)C([0, 1],MN )(1−P1−P2). Note that rank(1−(P1+P2)) =
k.
Lemma 5.8. Let n ≥ 1 be a given integer and let ǫ > 0. There exists δ > 0 satisfying the
following: Choose m0 > 128(k0 + 1)nπ/ǫ, for any unitary u given in 5.7 with m ≥ m0 and any
choice of v0 as in 5.7, if v ∈ C([0, 1],MN ) is another unitary such that
‖u− v‖ < δ,
then
|µtr,t,v({e
is : s ∈ [tθ0 − ǫ/2, tθ0 + ǫ/2]}) − 1/n| < ǫ and (e 5.159)
|µtr,t,v({e
is : s ∈ [−tθ0/(n− 1)− ǫ/2,−tθ0/(n− 1) + ǫ/2}) − (n− 1)/n| < ǫ (e 5.160)
for all t ∈ [1/(n − 1), 1], where µtr,t,v is the probability measure given by tr ◦ πt ◦ ψ, where
ψ : C(T) → C([0, 1],MN ) is the homomorphism defined by ψ(f) = f(v) for all f ∈ C(T), and
where tr is the normalized trace on MN .
Proof. Let ǫ > 0. Choose m0 ≥ 1 such that π/m0 < ǫ/128(k0 + 1)n. Let f1,t, f2,t ∈ C(T) be
defined by fj,t(s) = 1, if s ∈ {e
iθ : θ ∈ [t − ǫ/2j , t + ǫ/2j ]}, fj,t(s) = 0 if s 6∈ {e
iθ : θ ∈
(t− ǫ/2j−1, t+ ǫ/2j−1)} and linear in between, j = 1, 2. Choose δ1 > 0 satisfying the following:
if v′, v′′ are two unitaries in any unital C∗-algebra with ‖v′ − v′′‖ < δ1 then
‖fj,eipi/2(v
′)− fj,eipi/2(v
′′)‖ < ǫ/32. (e 5.161)
Note that, for any θ ∈ [0, 2π),
fj,eipi/2(se
−iθ) = fj,ei(θ+pi/2))(s), j = 1, 2. (e 5.162)
Therefore
‖fj,eiθ(v
′)− fj,eiθ(v
′′)‖ = ‖fj,eipi/2(v
′ei(θ−π/2))− fj,eipi/2(v
′′ei(θ−π/2))‖ < ǫ/32, (e 5.163)
since
‖v′ei(θ−π/2) − v′′ei(θ−π/2)‖ = ‖v′ − v′′‖ < δ1.
Therefore, if ‖u− v‖ < δ,
|τ(fj,t(u)) − τ(fj,t(v))| < ǫ/32 (e 5.164)
for all t ∈ T and for all τ ∈ T (C([0, 1],MN ), j = 1, 2. Thus, in particular,
|tr ◦ πt(fj,s(u)) − tr ◦ πt(fj,s(v))| < ǫ/16 (e 5.165)
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for all s ∈ T, t ∈ [0, 1], j = 1, 2. Note that
|
m
N
− 1/n| = |
mn
(mn+ k0)n
−
mn+ k0
(mn+ k0)n
| (e 5.166)
=
k0
Nn
. (e 5.167)
It follows that
|tr ◦ πt(fj,eit(2−1/(n−1))pi(u))− 1/n| < k0/N + k0/Nn < k0/mn+ k0/Nn < ǫ/64 (e 5.168)
for all t ∈ [1/(n − 1), 1], j = 1, 2. Note also that
tr ◦ πt(f2,eit(2−1/(n−1))pi (u)) ≤ µtr,v,t(It) ≤ tr ◦ πt(f1,eit(2−1/(n−1))pi (u)), (e 5.169)
where It = {e
is : s ∈ [tθ0− ǫ/2, tθ0− ǫ/2]}. Combing this with (e 5.168) and (e 5.165), we obtain
that
|µtr,v,t(It)− 1/n| < 5ǫ/64 (e 5.170)
for all t ∈ [1/(n − 1), 1]. Similarly,
|tr ◦ πt(fj,eit(2−1/(n−1))pi/(n−1))− (n− 1)/n| < k0/nm+ k0/Nn (e 5.171)
and |µtr,v,t(Jt)− (n− 1)/n| < 5ǫ/54, (e 5.172)
where
Jt = {e
is : s ∈ [−tθ0/(n− 1)− ǫ/2,−tθ0/(n − 1) + ǫ/2]}.
Lemma 5.9. Let n ≥ 12. There exists δ > 0 and integer m0 > 2
15(k0 + 1)n
3π2 satisfying the
following: If u is as in 5.7 and h ∈ C([0, 1],MN )s.a. with ‖h‖ ≤ 2π such that
‖u− exp(ih)‖ < δ, (e 5.173)
then
‖h‖ ≥ 2(1 − 1/(n − 1))π. (e 5.174)
Proof. Let θ0 = (2 − 1/(n − 1))π. Let ǫ = 1/2
8πn2. Choose δ > 0 (in place of δ) and m0 ≥
128(k0 + 1)nπ/ǫ = 2
15(k0 + 1)n
3π2 be as required by 5.8 for the given ǫ and n. We also require
that δ < ǫ/64. Note that det(u(t)) = 1 for all t ∈ [0, 1].
Suppose that h ∈ C([0, 1],MN )s.a. with
‖u− exp(ih)‖ < δ and ‖h‖ < 2(1− 1/(n − 1))π. (e 5.175)
Then
u = exp(ih0) exp(ih) (e 5.176)
for some self-adjoint h0 ∈ C([0, 1],MN ) with
‖h0‖ < 2 arcsin(ǫ/128). (e 5.177)
It follows that
tr(h0(t)) + tr(h(t)) = 2Lπ/N
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for every t ∈ [0, 1] and for some integer L. Therefore
|tr(h(t)) − 2Lπ/N | < 2 arcsin(ǫ/128) (e 5.178)
for all t ∈ [0, 1].
Let {a1, a2, ..., aN} be the set of eigenvalues of h(1) counting multiplicity.
Let A1 = {e
ia1 , eia2 , ..., eiaN }∩I1, A2 = {e
ia1 , eia2 , ..., eiaN }∩J1 and A3 = {e
ia1 , eia2 , ..., eiaN }∩
(T \ (I1 ∪ J1)), where
I1 = {e
is : s ∈ [θ0 − ǫ/2, θ0 + ǫ/2]} and (e 5.179)
J1 = {e
is : s ∈ [−θ0/(n − 1)− ǫ/2,−θ0/(n− 1) + ǫ/2]}. (e 5.180)
Since ‖h‖ < 2(1− 1/(n − 1))π,
aj < 0, if e
iaj ∈ A1 and (e 5.181)
aj < 0, if e
iaj ∈ A2. (e 5.182)
Put XN = {1, 2, ..., N}. Define H1 ∈ L
1(XN , µ) with normalized counting measure µ on XN
by H1(j) = aj, j = 1, 2, ..., N, and
F1(j) =
−π
n− 1
, if eiaj ∈ A1, (e 5.183)
F1(j) =
−θ0
n− 1
, if, eiaj ∈ A2 (e 5.184)
and F1(j) = 0 if e
iaj ∈ A3. By 5.8,∫
N
|eiH1 − eiF1 |dµ =
∫
eiaj∈A1
|eiaj − e−iπ/(n−1)|dµ(j) (e 5.185)
+
∫
eiaj∈A2
|eiaj − e−iθ0/(n−1)|dµ(j) (e 5.186)
+
∫
eiaj∈A3
|eiaj − 1|dµ(j) (e 5.187)
< ǫ/2 + ǫ/2 + 2k0/N < 2ǫ. (e 5.188)
We also have
(1/n)
N∑
j=1
F1(j) =
−π
n− 1
µ(A1) +
−θ0
n− 1
µ(A2). (e 5.189)
By 5.8, we estimate that
|(1/n)
N∑
j=1
F1(j)− (
−π/(n − 1))
n
+
−θ0
n
)| (e 5.190)
< |
−π/(n− 1))
n
|ǫ+ |
−θ0
n
|ǫ < 2ǫ, (e 5.191)
or,
|(1/n)
n∑
j=1
F1(j) + 2π/n| < 2ǫ. (e 5.192)
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It follows from (e 5.178), (e 5.192) and (e 5.185)- (e 5.188) that
|L/N + 1/n| < 4ǫ+ ǫ/64 < 1/64n2 (e 5.193)
Let {b1, b2, ..., bN} be the set of eigenvalues of h(1/n). Let B1 = {b1, b2, ..., bN} ∩ I1/n, B2 =
{b1, b2, ..., bN} ∩ J1/n and B3 = {b1, b2, ..., bN} ∩ (T \ I1/n ∪ J1/n), where
I1/n = {e
it : t ∈ [θ0/n− ǫ/2, θ0/n+ ǫ/2]} and (e 5.194)
J1/n = {e
it : t ∈ [−θ0/n(n− 1)− ǫ/2,−θ0/n(n− 1) + ǫ/2]} (e 5.195)
Then, since
‖h‖ < 2(1 − 1/(n − 1))π,
bj > 0, if bj ∈ B1 and (e 5.196)
bj < 0 if bj ∈ B2. (e 5.197)
Define
F2(j) = (1/n)θ0, if bj ∈ B1 (e 5.198)
F2(j) = −(1/n)(θ0/(n − 1)), if bj ∈ B2 and (e 5.199)
F2(j) = 0 (e 5.200)
By 5.8, ∫
N
|eibj − eiF2(j)|dµ(j) =
∫
eibj∈B1
|eibj − eiθ0/n|dµ(j) (e 5.201)
+
∫
eibj∈B2
|eibj − e−iθ0/n(n−1)|dµ(j) (e 5.202)
+
∫
eibj∈B3
|eibj − 1|dµ(j) (e 5.203)
< ǫ/2 + ǫ/2 + 2k0/N < 2ǫ. (e 5.204)
We have
(1/n)
N∑
j=1
F2(j) =
θ0
n
µ(B1)−
θ0
n(n− 1)
µ(B2). (e 5.205)
By 5.8, as above, we estimate that
|(1/n)
n∑
j=1
F2(j)− (
θ0
n2
+
−θ0
n2
)| < 2ǫ, (e 5.206)
or,
|(1/n)
n∑
j=1
F2(j)| < 2ǫ. (e 5.207)
It follows from (e 5.178), (e 5.207) and (e 5.201)-(e 5.204) that
|L/N | < 4ǫ+ ǫ/64 < 1/64n2. (e 5.208)
One then obtains a contradiction from (e 5.208) and (e 5.193). Thus
‖h‖ ≥ 2(1 − 1/(n − 1))π. (e 5.209)
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Lemma 5.10. Let (G,G+) be a countable unperforated ordered group. Then there exists a unital
simple C∗-algebra A which is an inductive limit of interval algebras satisfying the following:
For any ǫ > 0, there exists a unitary u ∈ CU(A) and δ > 0 satisfying the following: if
h ∈ As.a. with ‖h‖ ≤ 2π such that
‖u− exp(ih)‖ < δ,
then
‖h‖ ≥ 2π − ǫ.
Proof. Fix 1/2 > ǫ. Choose n ≥ 12 such that π/(n − 1) < ǫ/4. Let k0 = n − 1. Let m
′
0 >
215(k0 + 1)n
3π2 (in place of m0) be an integer required by 5.9 for the above mentioned n and
k0. Let m0 = 2m
′
0.
Let C = limk→∞(Ck, ϕk) be a unital simple AF-algebra, where each Ck is a unital finite
dimensional C∗-algebra, such that (K0(C),K0(C)+) = (G,G+). We may assume that the map
ϕk : Ck → Ck+1 is unital and injective. We write
Ck =Mr(1,k) ⊕Mr(2,k) ⊕ · · ·Mr(m(k),k).
Let ϕk,j : Mr(j,k) → Ck+1 be the homomorphism defined by ϕk,j = (ϕk)|Mr(j,k) . Define πk,j :
Ck →Mr(j,k) by the projection to the summand. Set ϕj,i,k = πk+1,i ◦ ϕk,j :Mr(j,k) →Mr(k+1,i).
Note that (ψj,i,k)∗0 is determined by its multiplicity M(j, i, k). Since C is simple, without loss
of generality, we may assume that r(j, 1) := r(j) ≥ 2n(m0 + 1), j = 1, 2, ...,m(1). By passing
to a subsequence if necessary, we may assume that M(i, j, k) ≥ (2m0 + 1)k. There is a set of
M(j, i, k) mutually orthogonal projections {ej,i,k,s : s} in Mr(i,k+1) such that each ej,i,k has rank
r(j, k),
m(j)∑
j=1
M(j,i,k)∑
s=1
ej,i,k,s = 1Mr(i,k+1) .
Put
e(j, i, k) =
M(j,i,k)∑
s=1
ej,i,k,s.
We write
r(j) = d(j)n + k(j), k(j) < n,
where d(j) ≥ 2m0.
Denote θ0 = (2−1/(n−1))π, j = 1, 2, ...,m(1). Let Bj,k = C([0, 1],Mr(j,k)), j = 1, 2, ...,m(k),
k = 1, 2, .... Let {t(0, k), t(1, k), ..., t(k, k)} be a partition of [0, 1] such that t(0, k) = 0, t(k, k) =
1 and t(i, k) − t(i − 1, k) = 1/(k + 1), i = 1, 2, ..., k, k = 1, 2, .... Define ψj,i,k : Bj,k →
e(j, i, k)Bi,k+1e(j, i, k) as follows:
ψj,i,k(f) = diag(f, f, ..., f︸ ︷︷ ︸
M(j,i,k)−k
, f(t(1, k)), f(t(2, k)), ..., f(t(k, k))) (e 5.210)
for all f ∈Mj,k. Define Ak = C([0, 1]) ⊗ Ck. Note that
Ak =
m(k)⊕
j=1
C([0, 1],Mr(j,k)).
Let ψk : Ak → Ak+1 be the unital homomorphism given by the partial maps ψj,i,k. Define
A = limn→∞(Ak, ψk). It is known such defined A is a unital simple C
∗-algebra. Moreover,
(K0(A), (K0(A))+) = (G,G+).
27
Consider the unitaries
uj = e
iθ0p1,j + e
−iθ0/(n−1)p2,j + p3,j,
where {p1,j, p2,j , p3,j} ⊂Mr(1,j) are mutually orthogonal constant projections, p1,j has rank d(j),
p2,j has rank (n − 1)r(j) and p3,j has rank k(j) < n, j = 1, 2, ...,m(1). Define
w = u1 ⊕ u2 ⊕ · · · um(1). (e 5.211)
Let u = ψ1,∞(w), where ψ1,∞ is the homomorphism induced by the inductive limit system. Since
each uj ∈ CU(C([0, 1],Mr(1,j)), u ∈ CU(A). We now verify that u satisfies the assumption. Let
δ1 > 0 be as in 5.9 for ǫ/2 (in place of ǫ) and k0 = n− 1. Let δ = δ1/2. Suppose that there is a
self-adjoint element h ∈ As.a. with ‖h‖ ≤ 2π such that
‖u− exp(ih)‖ < δ. (e 5.212)
There is, for a sufficiently larger k, a self-adjoint element h1 ∈ Ak for some k ≥ 1 such that
‖h− ψk,∞(h1)‖ < ǫ/4 and ‖ψ1,k(w) − exp(ih1)‖ < 2δ = δ1. (e 5.213)
Consider a summand Ai,k of Ak. Note that Ai,k = C([0, 1],Mr(i,k)). We compute that
ψ1,k(w) = e
iθ0P1,i,k + e
−iθ0/(n−1)P2,i,k + v0,i, (e 5.214)
where v0,i ∈ P3,i,kEi,kP3,i,k is a constant unitary, P1,i,k, P2,i,k, P3,i,k are mutually orthogonal
projections with
P1,i,k + P2,i,k + P3,i,k = idAi,k ,
P2,i,k has rank n − 1 times as much as P1,i,k and P1,i,k has rank at least m0 times that of the
rank of P3,i,k. Denote by K0 the rank of P3,i,k. Then we have
rankP1,i,k > 2
15n3(K0 + 1)π
2.
It follows from 5.9 that
‖h1‖ ≥ 2(1 − 1/(n − 1)π = 2π − 2π/(n − 1) ≥ 2π − ǫ/2 (e 5.215)
Note that each ψ is injective. Therefore
‖ψk,∞(h1)‖ = ‖h1‖ ≥ 2π − ǫ/2.
By (e 5.213),
‖h‖ ≥ 2π − ǫ.
Theorem 5.11. Let (G0, (G0)+) be a countable weakly unperforated Riesz group and let G1 be
any countable abelian group. There exists a unital simple AH-algebra A with tracial rank one
such that
(K0(A),K0(A)+,K1(A)) = (G0, (G0)+, G1).
Moreover, for any ǫ > 0, there exists a unitary u ∈ CU(A) and there exists δ > 0 satisfying the
following: If h ∈ As.a. such that
‖u− exp(ih)‖ < δ,
then
‖h‖ ≥ 2π − ǫ.
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Proof. By [29], there exists a unital simple AH-algebra C with no dimension growth such that
(G0, (G0)+, G1) = (K0(C),K0(C)+,K1(C)).
Let F = ρC(K0(C)). Let B be a unital simple C
∗-algebra which is an inductive limit of interval
algebras such that
(K0(B),K0(B)+) = (F,F+)
which satisfies the conclusion of 5.10. Denote by S[1B](K0(B)) the state space of K0(B). Denote
by r : T (B) → Su(K0(B)) the map defined by r(τ)([p]) = τ(p) for all τ ∈ T (B) and for all
projections in M∞(B). Let
(G0, (G0)+, [1B ], G1, T (B), r)
be a six-tuple of the Elliott invariant. Let A be a unital simple AH-algebra with no dimension
growth such that
(K0(A),K0(A)+, [1A],K1(A), T (A), rA) = ((G0, (G0)+, [1B ], G1, T (B), r)
(given by, say ([29])). Fix ǫ > 0. Let u1 ∈ CU(B) (in place of u) which has the property as stated
in 5.10 for ǫ/2 given above. Let δ1 > 0 (in place of δ) be the corresponding number. Let δ = δ1/2.
Let Γ : C(T)s.a. → Aff(T (B)) be the map induced by u1. Note that Aff(T (B)) = Aff(T (A)). By
8.4 of [12], there is a unitary u ∈ CU(A) such that
τ(f(u)) = Γ(f)(τ) for all f ∈ C(T)s.a..
Now let ϕ : A→ B be a unital homomorphism such that ϕ∗0 = idG0 and ψ♯ : T (B)→ T (A) is
the identity map (when we identify T (A) and T (B)) and rA(ψ♯(t))([p]) = r(t)(ψ∗0([p])) for all
t ∈ T (B) and all projections p ∈M∞(A). Note that
τ(f(ψ(u))) = τ(f(u1)) for all τ ∈ T (B)
for all f ∈ C(T)s.a.. Moreover ψ(u) ∈ CU(B). It follows from 4.3 (see [13]) that there exists a
sequence of unitaries {wn} ⊂ B such that
lim
n→∞
w∗nψ(u)wn = u1. (e 5.216)
Suppose that there is a self-adjoint element h ∈ A such that
‖u− exp(ih)‖ < δ.
Then, for some large n,
‖u1 − exp(iw
∗
nhwn)‖ < δ1.
It follows from that
‖w∗nhwn‖ ≥ 2π − ǫ.
Thus
‖h‖ ≥ 2π − ǫ.
Corollary 5.12. Let (G0, (G0)+) be a countable weakly unperforated Riesz group and let G1 be
any countable abelian group. There exists a unital simple AH-algebra A with tracial rank one
such that
(K0(A),K0(A)+,K1(A)) = (G0, (G0)+, G1) and (e 5.217)
celCU (A) > π. (e 5.218)
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Proof. Let A be in the conclusion of 5.11. Let ǫ = π/16. Choose a unitary u in A and δ satisfy
the conclusion of 5.11 for this ǫ. We may assume that δ < 1/64. We will show that cel(u) > π.
Otherwise, one obtains a self-adjoint element h ∈ A with ‖h‖ ≤ π such that
‖u− exp(ih)‖ < δ.
This is not possible.
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