Constraint-based causal discovery (CCD) algorithms require fast and accurate conditional independence (CI) testing. The Kernel Conditional Independence Test (KCIT) is currently one of the most popular CI tests in the non-parametric setting, but many investigators cannot use KCIT with large datasets because the test scales at least quadratically with sample size. We therefore devise two relaxations called the Randomized Conditional Independence Test (RCIT) and the Randomized conditional Correlation Test (RCoT) which both approximate KCIT by utilizing random Fourier features. In practice, both of the proposed tests scale linearly with sample size and return accurate p-values much faster than KCIT in the large sample size context. CCD algorithms run with RCIT or RCoT also return graphs at least as accurate as the same algorithms run with KCIT but with large reductions in run time.
The problem
Constraint-based causal discovery (CCD) algorithms such as Peter-Clark (PC) and Fast Causal Inference (FCI) infer causal relations from observational data by combining the results of many conditional independence (CI) tests [1] . In practice, a CCD algorithm can easily request p-values from thousands of CI tests even with a sparse underlying graph. Developing fast and accurate CI tests is therefore critical for maximizing the usability of CCD algorithms across a wide variety of datasets.
Investigators have developed many fast parametric methods for testing CI. For example, we can use partial correlation to test for CI under the assumption of Gaussian variables [2, 3] . We can also consider testing for unconditional independence X ⊥ ⊥ Y|Z = z for each constant value z when Z is discrete and ℙ(Z = z) > 0. The chi-squared test for instance utilizes this strategy when both X and Y are also discrete [4] . Another permutation-based test generalizes the same strategy even when X and Y are not necessarily discrete [5] .
Testing for CI in the non-parametric setting generally demands a more sophisticated approach. One strategy involves discretizing continuous conditioning variables Z asZ in some optimal fashion and assessing unconditional independence ∀Z =z [6, 7] . Discretization however suffers severely from the curse of dimensionality because consistency arguments demand smaller bins with increasing sample size, but the number of cells in the associated contingency table increases exponentially with the conditioning set size. A second method involves measuring the distance between estimates of the conditional densities f (X|Y, Z) and f (X|Z), or their associated characteristic functions, by observing that f (X|Y, Z) = f (X|Z) when X ⊥ ⊥ Y|Z [8, 9] . However, the power of these tests also deteriorates quickly with increases in the dimensionality of Z.
Several investigators have since proposed reproducing kernel-based CI tests in order to tame the curse of dimensionality. Indeed, kernel-based methods in general are known for their strong empirical performance in the high dimensional setting. The Kernel Conditional Independence Test (KCIT) for example assesses CI by capitalizing on a characterization of CI in reproducing kernel Hilbert spaces (RKHSs; [10] ). Intuitively, KCIT works by testing for vanishing regression residuals among functions in RKHSs. Another kernel-based CI test called the Permutation Conditional Independence Test (PCIT) reduces CI testing to two-sample kernel-based testing via a carefully chosen permutation found at the solution of a convex optimization problem [11] .
The aforementioned kernel-based CI tests unfortunately suffer from an important drawback: both tests scale at least quadratically with sample size and therefore take too long to return a p-value in the large sample size setting. In particular, KCIT's bottleneck lies in the eigendecomposition as well as the inversion of large kernel matrices [10] , and PCIT must solve a linear program that scales cubicly with sample size in order to obtain its required permutation [11] . As a general rule, it is difficult to develop exact kernel-based methods which scale sub-quadratically with sample size, since the computation of kernel matrices themselves scales at least quadratically.
Many investigators have nonetheless utilized random Fourier features in order to quickly approximate kernel methods in linear time with respect to the number of Fourier features. For example, Lopez-Paz and colleagues developed an unconditional independence test using statistics obtained from canonical correlation analysis with random Fourier features [12] . Zhang and colleagues have also utilized random Fourier features for unconditional independence testing but took a different approach by approximating the kernel cross-covariance operator [13] . The authors further analyzed block and Nyström-based kernel approximations to the unconditional independence testing problem. The authors ultimately concluded that the random Fourier feature and the Nyström-based approaches both outperformed the block-based approach on average. Others have analyzed the use of random Fourier features for predictive modeling (e. g., [14, 15] ) or dimensionality reduction [16] . In practice, investigators have observed that methods which utilize random Fourier features often scale linearly with sample size and achieve comparable accuracy to exact kernel methods [12, 13, 14, 15, 16] .
In this paper, we also use random Fourier features to design two fast tests called the Randomized Conditional Independence Test (RCIT) and the Randomized conditional Correlation Test (RCoT) which approximate the solution of KCIT. Simulations show that RCIT, RCoT and KCIT have comparable accuracy, but both RCIT and RCoT scale linearly with sample size in practice. As a result, RCIT and RCoT return p-values several orders of magnitude faster than KCIT in the large sample size context. Moreover, experiments demonstrate that the causal structures returned by CCD algorithms using either RCIT, RCoT or KCIT have nearly identical accuracy.
High-level summary
We now provide a high-level summary for investigators who simply wish to perform CCD with RCIT or RCoT. We want to test whether we have X ⊥ ⊥ Y|Z in a fast and accurate manner without resorting to parametric assumptions. Previously, Zhang and colleagues introduced a non-parametric CI test called KCIT which can test whether we have X ⊥ ⊥ Y|Z in an accurate but not fast manner by analyzing the partial cross-covariance (operator) using the kernel method [10] . Kernels however are expensive to compute because they scale at least quadratically with sample size. Another line of work has fortunately shown that we can approximate kernels by averaging over a variety of non-linear transformations called random Fourier features (e. g., [14, 15, 17] ). We therefore propose to approximate KCIT by utilizing random Fourier features, specifically by analyzing the partial cross-covariance matrix of {X, Z} and Y (RCIT) or X and Y (RCoT) after subjecting the variable sets to the non-linear transformations and then non-linearly regressing out the effect of Z. Simulations show that RCIT and RCoT return p-values in a much shorter time frame while also matching or outperforming KCIT in approximating the null distribution. RCoT in particular also returns the most accurate p-values when the conditioning set size Z is large (≥ 4).
Preliminaries on kernels
We will deal with kernels in this paper, so we briefly review the corresponding theory; see [18] for a more extensive discussion of similar concepts. Capital letters X, Y, Z denote sets of random variables with codomains X , Y, Z, respectively. Let H X correspond to a Hilbert space of functions mapping X to ℝ. We say that H X is more specifically a reproducing kernel Hilbert space, if the Dirac delta operator δ x :
is a bounded linear functional [19] . We can associate H X with a unique positive definite kernel k X : X × X → ℝ in which the feature map ϕ(x) : X → H X satisfies the reproducing property ⟨f , ϕ(x)⟩ H X = f (x), ∀f ∈ H X , ∀x ∈ X by the Moore-Aronszajn Theorem. We will require that H X be separable (i. e., it must have a complete orthonormal system) throughout this paper [18] . Hein and Bousquet [20] showed that any continuous kernel on a separable space X (e. g., ℝ d ) induces a separable RKHS. We will likewise consider other kernels such as k Y on the separable space Y.
We have the following norm defined on linear operators between RKHSs:
Definition. [21] Denote by Σ : H X → H Y a linear operator. Then, provided that the sum converges, the Hilbert Schmidt (HS) norm of Σ is defined as:
where u i and v j are orthonormal bases of H Y and H X , respectively.
We denote the probability distribution of X as ℙ X and that of Y as ℙ Y . We may then define the mean elements [ϕ(X)] = μ X ∈ H X and [ψ(Y)] = μ Y ∈ H Y with respect to the probability distributions; here, ϕ denotes the feature map from X to H X , and ψ likewise denotes the feature map from Y to H Y . We also define the quantity ‖μ X ‖ 2 H X by applying the expectation twice:
where X ὔ is an independent copy of X which follows the same distribution. The mean elements μ X and μ Y exist so long as their respective norms in H X or H Y are bounded; this is true so long as the kernels k X and k Y are also bounded so that
The cross-covariance operator associated with the joint probability distribution ℙ XY over (X, Y) is a linear operator Σ XY : H Y → H X defined as follows:
for all f ∈ H X and g ∈ H Y . Gretton et al. [18] showed that the HS-norm of the cross covariance operator, ‖Σ XY ‖ 2 HS , can be written in terms of kernels as follows:
provided that X ⊥ ⊥ Y, and k X as well as
. We can therefore consider the following empirical estimate of the ‖Σ XY ‖ 2 HS using n i. i. d. samples x, y as follows, if we assume that X ⊥ ⊥ Y [10, 18] :
where T xy p → ‖Σ XY ‖ 2 HS [18] ; the dependent case can be found in Lemma 1 of the same paper for the interested reader. The notations K X and K Y correspond to centralized kernel matrices such that:
and likewise for K Y . Here, H = I − 1 n 11 T , I denotes an n × n identity matrix, and 1 denotes a vector of ones. The notation K X denotes a kernel matrix such as the RBF kernel where 
Characterizations of conditional independence
We denote the probability distribution of X as ℙ X and the joint probability distribution of (X, Z) as ℙ XZ . Let L 2 X denote the space of square integrable functions of X, and L 2 XZ that of (X, Z). Here, L 2 X = {s(X) | X (|s| 2 ) < ∞} and likewise for L 2 XZ . Next consider a dataset of n i. i. d. samples drawn according to ℙ XYZ . We use the notation X ⊥ ⊥ Y|Z when X and Y are conditionally independent given Z. Perhaps the simplest characterization of CI reads as follows: X ⊥ ⊥ Y|Z if and only if ℙ XY|Z = ℙ X|Z ℙ Y|Z . Equivalently, we have ℙ X|YZ = ℙ X|Z and ℙ Y|XZ = ℙ Y|Z .
Characterization by RKHSs
A second characterization of CI is given in terms of the cross-covariance operator Σ XY on RKHSs [22] . Recall the cross-covariance operator from H Y to H X in Equation 3. We may then define the partial cross-covariance operator of (X, Y) given Z by:
where we use the right inverse instead of the inverse, if Σ ZZ is not invertible (see Corollary 3 in Fukumizu et al. [22] ). Notice the similarity of the partial cross-covariance operator to the linear partial cross-covariance matrix (as well as the conditional cross-covariance matrix in the Gaussian case). 1 We can interpret the above equation as the partial covariance between {f (X), ∀f ∈ H X } and {g(Y), ∀g ∈ H Y } given {h(Z), ∀h ∈ H Z } (i. e., the partial covariance of X and Y given Z after passing these three variable sets through the functions in the RKHSs
where ℙ X and ℚ X are two probability distributions of X [23] ; alternatively, a kernel is characteristic if equality in the mean elements under the two distributions μ ℙ X = μ ℚ X implies equality of the distributions. Two examples of characteristic kernels include the Gaussian kernel and the Laplacian kernel. Now if we use characteristic kernels in (7) , then the partial cross-covariance operator is related to the CI relation via the following conclusion: Proposition 1. [22, 23] LetẌ = (X, Z) and kẌ = k X k Z . Also let HẌ represent the RKHS corresponding to kẌ . 2 Further assume that kẌ k Y is a characteristic kernel on (X × Y) × Z, and that H Z + ℝ (the direct sum of the two RKHSs) is dense in L 2 Z . Then
Here, ΣẌ Y⋅Z = 0 means that ⟨f , ΣẌ Y⋅Z g⟩ HẌ = 0 for all f ∈ HẌ and all g ∈ H Y . Recall further that ΣẌ Y⋅Z = 0 ⇐⇒ ‖ΣẌ Y⋅Z ‖ 2
where u i and v j are orthonormal bases of HẌ and H Y , respectively, by Definition 1.
Characterization by L 2 spaces
We also consider a different characterization of CI which is intuitively more appealing because it allows to use to directly view CI as the uncorrelatedness of functions in certain spaces rather than a norm of the partial cross-covariance operator. In particular, consider the following constrained L 2 spaces:
1 Recall that the partial cross-covariance of X and Y given Z is defined as [(X − (X|Z))(Y − (Y|Z))]; in other words, it is equivalent to the cross-covariance of X and Y given Z. In contrast, the conditional cross-covariance of X and Y given Z is defined as [(X − (X|Z))(Y − (Y|Z))|Z] (notice the extra conditioning).
2 This assumption ensures that
Here, we write ( f |Z = z) as shorthand for ( f (⋅, z)) when f ∈ L 2 XZ , and likewise for g ∈ L 2 YZ . Notice that we can construct the three spaces listed above using nonlinear regression. For instance, for any f ∈ L 2 XZ in F XZ , we have:
where h * (Z) ∈ L 2 Z is the regression function of f (Ẍ) on Z. We then have the following result: Proposition 2. [24] The following conditions are equivalent:
The second condition means that any "residual" function of (X, Z) given Z is uncorrelated with that of (Y, Z) given Z. The equivalence also represents a generalization of the case when (X, Y, Z) is jointly Gaussian; here, X ⊥ ⊥ Y|Z if and only if any residual function of X given Z is uncorrelated with that of Y given Z; i. e., the linear partial correlation coefficient ρ XY⋅Z is zero.
We also encourage the reader to observe the close relationship between Proposition 1 and claim 4 of Proposition 2. Notice that claim 4 of Proposition 2 implies that we have ΣẌ Y⋅Z = 0 in Proposition 1. Moreover, Proposition 1 only considers functions in RKHSs, while claim 4 of Proposition 2 considers functions in L 2 spaces. We find Proposition 1 more useful than claim 4 of Proposition 2 because the RKHS of a characteristic kernel might be much smaller than the corresponding L 2 space.
Kernel conditional independence test
We now consider the following hypotheses:
We may equivalently rewrite the above null and alternative more explicitly using Proposition 1 as follows, provided that the kernels are chosen such that the premises of that proposition are satisfied (e. g., when the kernels are Gaussian or Laplacian [22] ):
The above hypothesis implies that we can test for conditional independence by testing for uncorrelatedness between functions in reproducing kernel Hilbert spaces. Zhang et al. [10] exploited the equivalence between 11 and 12 in the Kernel Conditional Independence Test (KCIT), which we now describe. Consider the functional spaces f ∈ HẌ , g ∈ H Y , and h ∈ H Z . We can compute the corresponding centered kernel matrices KẌ, K Y and K Z from n i. i. d. samples x, y and z as in 6. We can then use these matrices to perform kernel ridge regression in order to estimate the function h * ∈ H Z in 10 as follows:ĥ * (z) = K Z ( K Z + λI) −1 f (ẍ ), where λ denotes the ridge regularization parameter and f ∈ HẌ . Consequently, we can estimate the residual function f as
Next consider the eigenvalue decomposition KẌ = VẌΛẌVẌ. Let ϕẌ = VẌΛ 1/2 X . Then the empirical kernel map of HẌ |Z is given by ϕẌ = R Z ϕẌ because KẌ |Z = ϕẌ ϕ TẌ . We may similarly write K Y|Z = ϕ Y ϕ T Y . We can thus write the centralized kernel matrices corresponding to f and g as follows:
We can use the above two centered kernel matrices to compute an empirical estimate of the HS norm of the partial cross covariance operator similar to how we computed the quantity T XY in Equation 5:
Note that Tẍ y⋅z denotes an empirical estimate of ‖ΣẌ Y⋅Z ‖ 2 HS . KCIT uses the statistic S K = nTẍ y⋅z in order to determine whether or not to reject H 0 ; we multiply the empirical estimate of the HS norm by n in order to ensure convergence to a non-degenerate distribution.
Proposed test statistic & its asymptotic distribution
Observe that computing S K requires the inversion of large kernel matrices which scales strictly greater than quadratically with sample size; the exact complexity depends on the algorithm used to compute the matrix inverse (e. g., O(n 2.376 ) if we use the Coppersmith-Winograd algorithm [25] ). CCD algorithms run with KCIT therefore take too long to complete. In this report, we will propose an inexpensive hypothesis test that almost always rejects or fails to reject the null whenever conditional dependence or independence holds, respectively, and even outperforms 12 as illustrated in our experimental results in Section 7. We will use a strategy that has already been successfully adopted in the context of unconditional dependence testing in doing so [12, 13] .
We will in particular also take advantage of the characterization of CI presented in Proposition 1. Recall that the Frobenius norm corresponds to the Hilbert-Schmidt norm in Euclidean space. We therefore consider the following hypotheses as approximations to those in 12 and 11:
where
corresponds to the ordinary partial cross covariance matrix, where (Ä|Z) and (B|Z) may be non-linear functions of Z.
The terms GẌ and G Y denote two spaces of functions, which we set to be the support of the process 2cos
In other words, we select m functions from GẌ and q functions from G Y . We select these specific spaces because we can use them to approximate continuous shift-invariant kernels. A kernel k is said to be shift-invariant if and only if, for any a ∈ ℝ p , we have k(x − a, y − a) = k(x, y), ∀(x, y) ∈ ℝ p × ℝ p ; examples of shift-invariant kernels include the Gaussian kernel frequently used in KCIT or the Laplacian kernel. The following result allows us to perform the approximation using the proposed spaces: Proposition 3. [14] For a continuous shift-invariant kernel k(x, y) on ℝ p , we have:
where F W represents the CDF of
The precise form of ℙ W depends on the type of shift-invariant kernel one would like to approximate (see Figure 1 of Rahimi and Recht [14] for a list). Since investigators most frequently implement KCIT using the Gaussian kernel k σ (x, y) = exp(−‖x − y‖ 2 /σ) with hyperparameter σ, we choose to approximate the Gaussian kernel by setting ℙ W to a centered Gaussian with standard deviation σ/2.
We will use the squared Frobenius norm of the empirical partial cross-covariance matrix as the statistic for RCIT:
Recall however that (Ä|Z) and (B|Z) may be non-linear functions of Z and therefore difficult to estimate. We would instead like to approximate (Ä|Z) and (B|Z) with linear functions. We therefore let
CB similar to 7, where γ denotes a small ridge parameter; recall that this is equivalent to computing the cross-covariance matrix across the residuals ofÄ and B given C using linear ridge regression. We can justify this procedure because the particular choice of C allows us to approximate both (Ä|Z) and (B|Z) with linear functions of C as described below.
Let
under mild conditions because we can guarantee the following: (2) the empirical kernel matrix of Z, k Z , only has finite entries (i. e., ‖k Z ‖ ∞ < ∞). Further assume that the range of Z, Z ⊂ ℝ d Z , is compact. We then have:
Proposition 4. (Section 3.1 of Sutherland and Schneider [15]) Consider performing kernel ridge regression of
wherĕ (f ὔ j |Z) denotes the estimate of (f ὔ j |Z) by kernel ridge regression, and c 0 and c 1 are both constants that do not depend on n or d.
The exponential rate with respect to d in the above proposition suggests we can approximate the output of kernel ridge regression with a small number of random Fourier features, a hypothesis which we verify empirically in Section 7. Moreover, we can estimate (h ὔ k |Z) withû T k g(Z), because we can similarly guarantee that ℙ |̆ (h ὔ k |Z) −û T k g(Z)| ≥ ε → 0 for any fixed ε > 0 at an exponential rate with respect to d. We can therefore consider the following spaces for S which are similar to the L 2 spaces used in claim 4 of Proposition 2:ĜẌ
We then approximate CI with S in the following sense: 1. We always have X ⊥ ⊥ Y|Z ⇒ (fh) = 0, ∀f ∈ĜẌ and ∀h ∈Ĝ Y⋅Z .
2. The reverse direction may hold for a larger subset of all possible joint distributions as the values of m and q increase; this is because at least one entry of CÄ B⋅C will likely be greater than zero for any given distribution as the values of m, q increase.
Note the second point refers to the population CÄ B⋅C as opposed to its finite sample estimate. In this paper, we only deal with the classical low dimensional scenario where m, q are fixed and the sample size n → ∞. This is reasonable because nearly all CB algorithms only test for CI when X and Y each contain a single variable. We find that the second point held in all of the cases we tested in Section 7 with only m, q = 5, since we were always able to reject the null H 0 : ‖CÄ B⋅C ‖ 2 F = 0 by generating enough samples with m, q = 5 when X ̸ ⊥ ⊥ Y|Z.
Null distribution
We now consider the asymptotic distribution of S under the null. Let Π refer to a positive definite covariance matrix of the vectorization of (Ä − (Ä|C))(B − (B|C)) T . We may denote an arbitrary entry in Π as follows:
We have the following result:
1 variables) and λ the eigenvalues of Π. We then have the following asymptotic distribution under the null in 16:
where L refers to the number of elements inĈÄ B⋅C .
Proof. We may first write:
where v(ĈÄ B⋅C ) stands for the vectorization ofĈÄ B⋅C . By CLT of the sample covariance matrix (see Lemma 1 in the Appendix A) combined with the continuous mapping theorem and the null, we know that nv(ĈÄ B⋅C ) d → N (0, Π). Here, we write an arbitrary entry ΠÄ i B j ,Ä k B l under the null as follows:
Now consider the eigendecomposition of Π written as Π = EΛE T . Then, we have E T nv(ĈÄ B⋅C ) d → N (0, Λ) by the continuous mapping theorem. Note that:
We conclude that the null distribution of the test statistic is a positively weighted sum of i. i. d. χ 2 1 random variables.
Note that multiple methods exist for estimating the conditional expectations in S and Π in the above theorem. In this report, we will obtain consistent estimates of the conditional expectations by using kernel ridge regressions with the RBF kernel; here, consistency holds so long as the conditional expectations are continuous because the RBF kernel is dense in the space of continuous functions mapping Z to ℝ [26] . We
, by the continuous mapping theorem and weak law of large numbers assuming continuity of the conditional expectations. We can similarly approximate any arbitrary entry in Π because we may write the following:
Kernel ridge regressions however scale (strictly greater than) quadratically with sample size due to the inversion of the kernel matrix, so they may not be practical in the large sample size regime. Fortunately, we will not need to perform the kernel ridge regressions directly, because we can approximate the output of kernel ridge regression to within an arbitrary degree of accuracy for any fixed sample size n using linear ridge regression with enough random Fourier features as highlighted previously in Proposition 4. In particular, Proposition 4 implies thatû T g(Z) ≡̃ (Ä|C) p →̆ (Ä|C) at rate exponential in d for any fixed n. We can also conclude thatΣÄ B⋅C p →ΣÄ B⋅C as d → ∞ for any fixed n. We can finally approximate the kernel ridge regression estimate of Π because we may write the following for an arbitrary entry in Π as d → ∞:
We conclude that, for a dataset of fixed sample size n, we can substitute the conditional expectation estimates of kernel ridge regression with those of linear regression with random Fourier features when estimating S as well as Π for applying Theorem 1. Unfortunately though, a closed form CDF of a positively weighted sum of chi-squared random variables does not exist in general for applying Theorem 1. We can approximate the CDF by Imhof's method which inverts the characteristic function numerically [27] . We should consider Imhof's method as exact, since it provides error bounds and can be used to compute the distribution at a fixed point to within a desired precision [28, 29] . However, Imhof's method is too computationally intensive for our purposes. We can nonetheless utilize several fast methods which approximate the null by moment matching.
Approximating the null distribution by moment matching
We write the cumulants of a positively weighted sum of i. i. d. χ 2 1 random variables as follows:
where λ = {λ 1 , . . . , λ L } denotes the weights. We may for example derive the first three cumulants:
We then recover the moments from the cumulants as follows:
Now the Satterthwaite-Welch method [30, 31, 32] represents perhaps the simplest and earliest moment matching method. The method matches the first two moments of the sum with a gamma distribution Γ(ĝ,θ). Zhang and colleagues adopted a similar strategy in their paper introducing KCIT [10] . Here, we have:
We however find the above gamma approximation rather crude. We therefore also consider applying more modern methods to estimating the distribution of a sum of positively weighted chi-squares. Improved methods such as the Hall-Buckley-Eagleson [33, 34] and the Wood F [35] methods match the first three moments of the sum to other distributions in a similar fashion. On the other hand, the Lindsay-Pilla-Basak method [36] matches the first 2L moments to a mixture distribution.
We will focus on the Lindsay-Pilla-Basak method in this paper, since Bodenham & Adams have already determined that the Lindsay-Pilla-Basak method performs the best through extensive experimentation [37, 38] . We therefore choose to use the method as the default method for RCIT. Briefly, the method approximates the CDF under the null F H 0 using a finite mixture of L Gamma CDFs F Γ(g,θ i ) :
where π ≥ 0, ∑ L i=1 π i = 1, and we seek to determine the 2L + 1 parameters g, θ 1 , . . . , θ L , and π 1 , . . . , π L . The Lindsay-Pilla-Basak method computes these parameters by a specific sequence of steps that makes use of results concerning moment matrices (see Appendix II in Uspensky [39] ). The sequence is complicated and beyond the scope of this paper, but we refer the reader to [36] for details.
Testing for conditional un-correlatedness
Strictly speaking, we must consider the extended variable setẌ to test for conditional independence according to Proposition 1. However, we have two observations: (1) we can substitute a test for non-linear conditional uncorrelatedness with tests for conditional independence in almost all cases encountered in practice because most conditionally dependent variables are correlated after some functional transformations, and (2) using the extended variable setẌ makes estimating the null distribution more difficult compared to using the unextended variable set X. The first observation coincides with the observations of others who have noticed that Fisher's z-test performs well (but not perfectly) in ruling out conditional independencies with non-Gaussian data. We can also justify the first observation with the following result using the cross-covariance operator Σ XY⋅Z : Proposition 5. [22, 23] 
Further assume that k X k Y is a characteristic kernel on X × Y, and that H Z + ℝ (the direct sum of the two RKHSs) is dense in L 2 Z . Then
In other words, we have:
Notice that Σ XY⋅Z = 0 is almost equivalent to CI, in the sense that Σ XY⋅Z = 0 just misses those rather contrived distributions where ℙ XY = ∫ ℙ XY|Z dℙ Z = ∫ ℙ X|Z ℙ Y|Z dℙ Z when X ̸ ⊥ ⊥ Y|Z. In other words, if ℙ XY ̸ = ∫ ℙ X|Z ℙ Y|Z dℙ Z when X ̸ ⊥ ⊥ Y|Z, then we have Σ XY⋅Z = 0 ⇐⇒ ΣẌ Y⋅Z = 0 (under the corresponding additional assumptions of Propositions 1 and 5). Let us now consider an example of a situation where ∫ ℙ XY|Z dℙ Z ̸ = ∫ ℙ X|Z ℙ Y|Z dℙ Z when X ̸ ⊥ ⊥ Y|Z. Take three binary variables X, Y, Z ∈ {0, 1}. Let ℙ Z=0 = 0.2 and ℙ Z=1 = 0.8. Also consider the four probability tables in Table 1 . Here, we have chosen the probabilities in the tables carefully by satisfying the following equation:
Of course, the equality holds when we have conditional independence ℙ XY|Z = ℙ X|Z ℙ Y|Z . We are however interested in the case when conditional dependence holds. We therefore instantiated the values of Tables 1a and 1b as well as the second column in Table 1c (ℙ XY|Z=0 ) such that ℙ XY|Z=0 ̸ = ℙ X|Z=0 ℙ Y|Z=0 . We then solved for ℙ XY|Z=1 using Equation 35 in order to complete Table 1c . This ultimately yielded Table 1d .
Notice that we obtain a unique value for ℙ XY|Z=1 by solving Equation 35 . Hence, ℙ XY|Z=1 has Lebesgue measure zero on the interval [0, 1], once we have defined all of the other variables in the equation. Thus, Σ XY⋅Z = 0 is not always equivalent to X ⊥ ⊥ Y|Z, but satisfying the condition ∫ ℙ XY|Z dℙ Z = ∫ ℙ X|Z P Y|Z dℙ Z when X ̸ ⊥ ⊥ Y|Z requires a very particular setup which is probably rarely encountered in practice. The aforementioned argument motivates us to also consider a different empirical estimate of the squared Hilbert-Schmidt norm of the partial cross covariance operator:
where we have replacedẌ with X. We can approximate the null distribution of S ὔ K by utilizing the strategies presented in Sections 3.3 and 3.4 of Zhang et al. [10] . Here, we utilize the hypotheses:
We similarly consider a corresponding finite dimensional partial cross-covariance matrix:
where we have replacedÄ with A. The above statistic is a generalization of linear partial correlation, because we consider uncorrelatedness of the residuals of non-linear functional transformations after performing nonlinear regression. The asymptotic distribution for S in Theorem 1 also holds for S ὔ , when we replaceÄ with A.
Here, we use the hypotheses:
In practice, the test which uses S ὔ , which we now call the Randomized conditional Correlation Test (RCoT), usually rivals or outperforms RCIT and KCIT, because (1) nearly all conditionally dependent variables encountered in practice are also conditionally correlated after at least one functional transformation, and (2) we can easily calibrate the null distribution of the test using S ὔ even when Z has large cardinality. We will therefore find this test useful for replacing RCIT when we have large conditioning set sizes (≥ 4).
Time complexity
We now show that RCIT and RCoT have linear time complexity with respect to the sample size n. Let d denote the number of random Fourier features in C. Proposition 6. If we have n > d, then RCIT and RCoT have time complexity O(d 2 n).
Proof. Wlog, we will prove the claim for RCIT (the proof for RCoT will follow analogously). Note that it suffices to show that all sub-procedures of RCIT have time complexity O(d 2 n) or o(d 2 n).
The We have shown that all sub-procedures of RCIT scale O(d 2 n) or o(d 2 n). We therefore conclude that RCIT has time complexity O(d 2 n).
The above proposition implies that RCIT and RCoT have time complexity O(n) because d is set to a fixed number regardfless of sample size. Recall that d is fixed because we have an exponential convergence rate with respect to d as highlighted previously in Proposition 4; in other words, a fixed d is reasonable so long as n does not become extremely large. In practice, we have found that setting m = 5, q = 5 and p = 25 works well for a variety of sample sizes and dimensions of Z as highlighted in the next section. The statement holds so long as we choose a very small regularization constant λ (e. g., 1E−10); note that this is different from the standard prediction regime, where we must carefully tune λ to prevent overfitting. We can utilize a small regularization constant in the proposed CI test setting because the entries ofĈÄ B⋅C are never seen during training time.
Experiments
We carried out experiments to compare the empirical performance of the following tests: -RCIT: uses S with the Lindsay-Pilla-Basak approximation, -RCoT: uses S ὔ with the Lindsay-Pilla-Basak approximation, -KCIT: uses S K with a simulated null by bootstrap.
-KCoT: uses S ὔ K with a simulated null by bootstrap.
We estimated the conditional expectations for S and S ὔ using linear ridge regressions with random Fourier features. We also compared RCIT and RCoT against permutation tests and list the results in the Appendix A.
We present the results of KCoT in Appendix A.3 as well. Note that KCIT with the gamma approximation performs slightly faster than KCIT with bootstrap, 3 but the bootstrap results in a significantly better calibrated null distribution. We focus on large sample size (≥ 500) scenarios because we can just apply KCIT with bootstrap otherwise. We ran all experiments using the R programming language (Microsoft R Open) on a laptop with 2.60 GHz of CPU and 16 GB of RAM.
Hyperparameters
We used the same hyperparameters for RCIT and RCoT. Namely, we used the median Euclidean distance heuristic across the first 500 samples ofẌ, X, Y and Z for choosing the σẌ, σ X , σ Y , and σ Z hyperparameters for the Gaussian kernels k σ (x, y) = exp(−‖x − y‖ 2 /σ), respectively 4 [16, 40] . We also fixed the number of Fourier features forẌ, X and Y to 5 and the number of Fourier features for Z to 25. We standardized all original and Fourier variables to mean zero unit variance in order to help ensure numerically stable computations. Finally, we set γ to 1E−10 in order to keep bias minimal. These parameters are reasonable because we designed both RCIT and RCoT for the purposes of causal discovery, where the variable set Z is small with a sparse underlying causal graph. We can therefore utilize a relatively small number of random Fourier features as compared to the sample size n. Authors who wish to apply RCIT or RCoT in the high dimensional scenario should consider utilizing more Fourier features for Z and choosing the lambda values carefully (e. g., through cross-validation or information criteria).
With KCIT, we set σ to the squared median Euclidean distance between (X, Y) using the first 500 samples times double the conditioning set size; the hyperparameters as described in the original paper, the hyperparameters in the author-provided MATLAB implementation and the hyperparameters of RCIT/RCoT all gave worse performance.
Type I error
We analyzed the Type I error rates of the three CI tests as a function of sample size and conditioning set size. We evaluated the algorithms using the Kolmogorov-Smirnov (KS) test statistic. Recall that the KS test uses the following statistic:
whereF X denotes the empirical CDF, and F X some comparison CDF. If the sample comes from ℙ X , then K converges to 0 almost surely as n → ∞ by the Glivenko-Cantelli theorem. Now a good CI test controls the Type I error rate at any α value, when we have a uniform sampling distribution of the p-values over [0, 1]. Therefore, a good CI test should have a small KS statistic value, when we set F X to the uniform distribution over [0, 1].
To compute the KS statistic values, we generated data from 1000 post non-linear models [10, 11] . We can describe each post non-linear model as follows: X = g 1 (Z + ε 1 ), Y = g 2 (Z + ε 2 ), where Z, ε 1 , ε 2 have jointly independent standard Gaussian distributions, and g 1 , g 2 denote smooth functions. We always chose g 1 , g 2 uniformly from the following set of functions: {(⋅), (⋅) 2 , (⋅) 3 , tanh(⋅), exp(−‖ ⋅ ‖ 2 )}. Thus, we have X ⊥ ⊥ Y|Z in any case. Notice also that this situation is more general than the additive noise models proposed in Ramsey [41] , where we have X = g 1 (Z) + ε 1 , Y = g 2 (Z) + ε 2 . The post non-linear models allow us to simulate heteroskedastic noise which is commonly encountered in real scenarios but not captured with additive noise models.
Sample size
We first assess the Type I error rate as a function of sample size. We used sample sizes of 500, 1000, 2000, 5000, ten thousand, one hundred thousand and one million. A good CI test should control the Type I error rate across all α values at any sample size. Figure 1a summarizes the KS statistic values for the three different CI tests. Observe that all tests have similar KS statistic values across different sample sizes. We conclude that all three tests perform comparably in controlling the Type I error rate with a single conditioning variable at different sample sizes.
The run time results however tell a markedly different story. Both RCIT and RCoT output a p-value much more quickly than KCIT at different sample sizes (Figure 1b) . Moreover, KCIT ran out of memory at 5000 samples while RCIT and RCoT handled one million samples in a little over 6 seconds. RCIT and RCoT also completed more than two orders of magnitude faster than KCIT on average at a sample size of 2000 ( Figure 1c ). We conclude that RCIT and RCoT are more scalable than KCIT. Moreover, the experimental results agree with standard matrix complexity theory; RCIT and RCoT scale linearly with sample size (see Proposition 6), while KCIT scales strictly greater than quadratically with sample size.
Conditioning set size
CCD algorithms request p-values from CI tests using large conditioning set sizes. In fact, algorithms which do not assume causal sufficiency, such as FCI, often demand very large conditioning set sizes (> 5). We should however also realize that CCD algorithms search for minimal conditioning sets in order to establish ancestral relations. This means that we must focus on testing for cases where X ̸ ⊥ ⊥ Y|Z, but we have either
We therefore evaluated the Type I error rates of the CI tests as a function of conditioning set size by fixing the sample size at 1000 and then adding 1 to 10 standard Gaussian variables into the conditioning set so that
. . , 10} in 1000 models. Note that this situation corresponds to 1 to 10 common causes. Figure 1d summarizes the KS statistic values in the aforementioned scenario. We see that the KS statistic values for RCoT remain the smallest for nearly all conditioning set sizes, followed by RCIT and then KCIT. This implies that RCoT best approximates the null distribution out of the three CI tests. We also provide the histograms of the p-values across the 1000 post non-linear models at a conditioning set size of 10 for KCIT, RCIT, and RCoT in Figures 1e-1g . Notice that the histograms become progressively more similar to a uniform distribution. We conclude that RCoT controls its Type I error rate the best even with large conditioning set sizes while KCIT controls its rate the worst. Now the run times of all three tests only increased very slightly with the conditioning set size (Figure 1h ). However, both RCIT and RCoT still completed 40.91 times faster than KCIT on average (95 % confidence interval: ±0.44). These results agree with standard matrix complexity theory, as we expect all tests to scale linearly with dimensionality.
Power
We next evaluated test power (i. e., 1-(Type II error rate)) by computing the area under the power curve (AUPC). The AUPC corresponds to the area under the empirical CDF of the p-values returned by a CI test when the null does not hold. A CI test has higher power when its AUPC is closer to one. For example, observe that if a CI test always returns a p-value of 0 in the perfect case, then its AUPC corresponds to 1.
We examined the AUPC by adding the same small error ε b ∼ N (0, 1/16) to both X and Y in 1000 post non-linear models as follows: N (0, 1) . Here, we do not allow the CI tests to condition on ε b , so we always have X ̸ ⊥ ⊥ Y|Z; this situation therefore corresponds to a hidden common cause. 
Sample size
We first examine power as a function of sample size. We again tested sample sizes of 500, 1000, 2000, 5000, ten thousand, one hundred thousand, and one million. We have summarized the results in Figure 2a . Both RCIT and RCoT have comparable AUPC values to KCIT with sample sizes of 500, 1000 and 2000. At larger sam-ple sizes, KCIT again did not scale due to insufficient memory, but the AUPC of both RCIT and RCoT continued to increase at similar values. We conclude that all three tests have similar power.
The run time results mimic those of Section 7.2.1; RCIT and RCoT completed orders of magnitude faster than KCIT (Figures 2b and 2c ).
Conditioning set size
We next examined power as a function of conditioning set size. To do this, we fixed the sample size at 1000 and set Z = (Z 1 , . . . , Z k ) with Z ∼ N (0, I k ), k = {1, . . . , 10} in the 1000 post non-linear models. We therefore examined how well the CI tests reject the null under an increasing conditioning set size with uninformative variables. A good CI test should either (1) maintain its power or, more realistically, (2) suffer a graceful decline in power with an increasing conditioning set size because none of the variables in the conditioning set are informative for rendering conditional independence by design.
We have summarized the results in Figure 2d . Notice that all tests have comparable AUPC values with small conditioning set sizes (between 1 and 3), but the AUPC value of KCIT gradually increases with increasing conditioning set sizes; the AUPC value should not increase under the current setup with a well-calibrated null because the extra variables are uninformative. To determine the cause of the unexpected increase in power, we permuted the values of X in each run in order to assess the calibration of the null distribution. Figure 2f summarizes the results, where we can see that only KCIT's KS statistic grows with an increasing conditioning set size. We can therefore claim that the increasing AUPC value of KCIT holds because of a badly calibrated null distribution with larger conditioning set sizes. We conclude that both RCIT and RCoT maintain steady power under an increasing conditioning set size while KCIT does not.
The run times in Figures 2e and 2g again mimic those in Section 7.2.2 with RCIT and RCoT completing in a much shorter time frame than KCIT.
Causal structure discovery
We next examine the accuracy of graphical structures as recovered by PC [1] , FCI [42] and RFCI [43] when run using RCIT, RCoT or KCIT.
We used the following procedure in Colombo et al. [43] to generate 250 different Gaussian DAGs with an expected neighborhood size (N) = 2 and v = 20 vertices. First, we generated a random adjacency matrix A with independent realizations of Bernoulli( (N)/(v − 1)) random variables in the lower triangle of the matrix and zeroes in the remaining entries. Next, we replaced the ones in A by independent realizations of a Uniform([−1, −0.1] ∪ [0.1, 1]) random variable. We interpret a nonzero entry A ij as an edge from X i to X j with coefficient A ij in the following linear model:
for i = 2, . . . , v where ε 1 , . . . , ε v are mutually independent standard Gaussian random variables. The variables {X 1 , . . . , X v } = X then have a multivariate Gaussian distribution with mean 0 and covariance matrix Σ = (
To introduce non-linearities, we passed each variable in X through a non-linear function g again chosen uniformly from the set {(⋅), (⋅) 2 , (⋅) 3 , tanh(⋅), exp(−‖ ⋅ ‖ 2 )}.
For FCI and RFCI, we introduced latent and selection variables using the following procedure. For each DAG, we first randomly selected a set of 0-3 latent common causes L. From the set X \ L, we then selected a set of 0-3 colliders as selection variables S. For each selection variable in S, we subsequently eliminated the bottom q percentile of samples, where we drew q according to independent realizations of a Uniform([0.1, 0.5]) random variable. We finally eliminated all of the latent variables from the dataset. We ultimately created 250 different 500 sample datasets for PC, FCI and RFCI. We then ran the sample versions of PC, FCI and RFCI using RCIT, RCoT, KCIT and Fisher's z-test (FZT) at α = 0.05. We also obtained the oracle graphs by running the oracle versions of PC, FCI and RFCI using the ground truth.
We have summarized the results as structural Hamming distances (SHDs) from the oracle graphs in found similar results with FCI and RFCI, although by only a small margin; 3 of the 4 comparisons fell below the Bonferonni corrected threshold of 0.05/6 and the other comparison fell below the uncorrected threshold of 0.05 (FCI RCIT vs. KCIT, t = −2.00, p = 0.047; FCI RCoT vs. KCIT t = −2.96, p = 0.0034; RFCI RCIT vs. KCIT, t = −3.56, p = 4.5E−4; RFCI RCoT vs. KCIT, t = −2.80, p = 0.0055). All algorithms with any of the kernel-based tests outperformed the same algorithms with FZT by a large margin (p < 7E−14 in all cases). Finally, the run time results in Figure 3b show that the CCD algorithms run with RCIT and RCoT complete at least 13 times faster on average than those run with KCIT. We conclude that both RCIT and RCoT help CCD algorithms at least match the performance of the same algorithms run with KCIT, but RCIT and RCoT do so within a much shorter time frame than KCIT.
Real data
We finally ran PC, FCI and RFCI using RCIT, RCoT, KCIT and FZT at α = 0.05 on a publicly available longitudinal dataset from the Cognition and Aging USA (CogUSA) study [44] , where scientists measured the cognition of men and women above 50 years of age. The dataset contains 815 samples, 18 variables and two waves (thus 18/2 = 9 variables in each wave) separated by two years after some data cleaning. 5 Note that we do not have access to a gold standard solution set in this case. However, we can utilize the time information in the dataset to detect false positive ancestral relations directed backwards in time.
We ran the CCD algorithms on 30 bootstrapped datasets. Results are summarized in Figure 4 . Comparisons with PC did not reach the Bonferonni level among the kernel-based tests, although PC run with either RCIT or RCoT yielded fewer false positive ancestral relations on average than PC run with KCIT near an uncorrected level of 0.05 (PC RCIT vs. KCIT, t = −2.76, p = 9.85E−3; PC RCoT vs. KCIT, t = −1.99, p = 0.056). However, FCI and RFCI run with either RCIT or RCoT performed better than those run with KCIT at a Bonferroni corrected level of 0.05/6 (FCI RCIT vs. KCIT, t = −29.57, p < 2.2E−16; FCI RCoT vs. KCIT, t = −17.41, p < 2.2E−16; RFCI RCIT vs. KCIT, t = −6.50, p = 4.13E−7; RFCI RCoT vs. KCIT, t = −7.39, p = 3.85E−8). The CCD algorithms run with FZT also gave inconsistent results; PC run with FZT performed the best on average, but FCI and RFCI run with FZT also performed second from the worst. Here, we should trust the outputs of FCI and RFCI more strongly than those of PC, since both FCI and RFCI allow latent common causes and selection bias which often exist in real data. Next, CCD algorithms run with RCIT performed comparably to those run with RCoT (PC RCIT vs. RCoT, t = −1.05, p = 0.301; FCI RCIT vs. RCoT, t = −1.54, p = 0.134; RFCI RCIT vs. RCoT, t = −0.89, p = 0.380). We finally report that the CCD algorithms run with RCIT and RCoT complete at least 40 times faster on average than those run with KCIT ( Figure 4b ). We conclude that CCD algorithms run with either RCIT or RCoT perform at least as well as those run with KCIT on this real dataset but with large reductions run time.
Conclusion
We developed two statistical tests called RCIT and RCoT for fast non-parametric CI testing. Both RCIT and RCoT approximate KCIT by sampling Fourier features. Moreover, the proposed tests return p-values orders of magnitude faster than KCIT in the large sample size setting. RCoT in particular also has a better calibrated null distribution than KCIT especially with larger conditioning set sizes. In causal graph discovery, RCIT and RCoT help CCD algorithms recover graphical structures at least as accurately as KCIT but, most importantly, also allow the algorithms to complete in a much shorter time frame. We believe that the speedups provided by RCIT and RCoT will make non-parametric causal discovery more accessible to scientists who wish to apply CCD algorithms to their datasets.
Note that RCIT and RCoT may estimate the null distribution more accurately than KCIT for multiple reasons. First, RCIT and RCoT both assess for non-vanishing covariances across a smaller set of functions than KCIT. This in turn allows the two tests to more easily estimate the null distribution than KCIT because KCIT must deal with all of the functions in the associated RKHS. Second, both RCIT and RCoT utilize more advanced methods of estimating of the null distribution than KCIT. RCIT and RCoT more specifically utilize the Lindsay-Pilla-Basak method as explained in Section 6.2 as opposed to matching the first two moments of a gamma distribution. Third, RCoT in particular utilizes the variable set X rather thanẌ which allows for lower dimensional inferences as explained in Section 6.3. RCIT and RCoT thus take advantage of new technologies and additional structure inherent within real data in order to achieve better control of the Type I error rate. whereC 1 = 1 n ∑ n i=1 (X i − μ 1 )(X i − μ 1 ) T . We would however like to claim that:
n(a T v u (Ĉ) − a T v u (C 1 )) d → N (0, a TC 1 a).
In order to prove this, we use 44 and set:
n(a T v u (Ĉ) − a T v u (C 1 )) = a T A n + a T B n ,
where we have:
We already know from 46 that:
Therefore, so does a T A n by Slutsky's lemma, when we view the sequence of constants n n−1 as a sequence of random variables. For a T B n , we know that:
by viewing a T X 1 , . . . , a T X n as a sequence of random variables, noting that E(X 1 X T 1 ) < ∞ becauseC 1 is positive definite and then applying the univariate central limit theorem. We thus have a T B n p → 0. We may then invoke Slutsky's lemma again for a T A n + a T B n and claim that: n(a T v u (Ĉ) − a T v u (C 1 )) d → N (0, a TC 1 a).
We conclude the lemma by invoking the Cramer-Wold device.
A.2 Kernel conditional correlation test (KCoT) results
We compared KCoT against RCIT, RCoT and KCIT. We report the results in Figure 5 . All tests perform comparably as a function of sample size (Figures 5a and 5c ). However, KCoT performs better than KCIT and underperforms RCoT and RCIT as a function of conditioning set size. In particular, RCIT and RCoT obtain smaller KS-statistic values as a function of the conditioning set size (Figure 5b ). KCIT and KCoT also obtain larger AUPC values with an increasing conditioning set size because they fail to maintain a uniform distribution under the null (Figure 5d ; we again permuted the values of X for Figure 5e ). We therefore conclude that RCoT and RCIT control their Type I error rates better than KCIT and KCoT even with large conditioning set sizes while maintaining power.
A.3 Comparisons against permutation
We also compared RCIT and RCoT against permutation CI tests. Here, we estimated the null distribution of S and S ὔ with permutations and call the resultant CI tests S-Perm and S ὔ -Perm, respectively. The permutation tests specifically involve permuting the residuals of the random Fourier features of Y one thousand times in order to estimate the null distribution. We have summarized the Type I error rate results in Figure 6 and the AUPC results in Figure 7 . We ran the sample size experiments up to only ten thousand samples due to the long run times of S-Perm and S ὔ -Perm. We found that RCIT and RCoT perform similarly to the permutation tests but with significantly reduced average run time. 
