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Introduction
"As a matter of fact all epidemiology, concerned as it is with variation
of disease from time to time or from place to place, must be considered
mathematically (. . . ), if it is to be considered scientifically at all. (. . . )
And the mathematical method of treatment is really nothing but the
application of careful reasoning to the problems at hand."
Sir Ronald Ross MD, 1911, The prevention of malaria
La maladie de Newcastle (MN) est une virose aviaire hautement conta-gieuse affectant notamment les poules et les dindes qui sont les
espèces les plus sensibles (Alexander 1990, Kant et al. 1997). Cependant,
il existe de nombreuses autres espèces d’oiseaux sauvages et domestiques
qui peuvent être infectées par le virus. L’agent causal est le paramyxo-
virus aviaire 1 (APMV1) du genre Avulavirus, appartenant à la famille
des Paramyxoviridae (Alexander 2008). La MN sévit à l’état enzootique
dans de nombreuses parties du monde, notamment dans diverses régions
tropicales du Sud-Est asiatique, de l’Afrique ou de l’Amérique du Sud.
Quelques foyers sont régulièrement déclarés en Europe.
Depuis son isolement initial en 1926 en Indonésie (Kraneveld 1926),
le virus de la maladie de Newcastle (VMN) a été isolé chez 117 espèces
d’oiseaux. Chez la poule (Gallus gallus) les signes cliniques de cette ma-
ladie sont caractérisés par la perte d’équilibre, la paralysie et l’émission
de diarrhée verdâtre. Il n’y aucun traitement spécifique disponible pour
lutter contre cette maladie, seule la prévention par la vaccination des
volailles, ainsi que les bonnes pratiques de bio-sécurité et d’hygiène sont
conseillées par les vétérinaires (Alders et Spradbrow 2001b).
Le pouvoir pathogène présente, selon la souche virale, des variations
quantitatives (souches lentogènes, mésogènes et vélogènes) et qualitatives
(Beard et Hanson 1984). Il s’exerce vis-à-vis de l’espèce hôte et du tissu
infecté (souches viscérotropes, neurotropes et pneumotropes). La viru-
lence d’une souche peut être quantifiée par différents index, par exemple
l’index de pathogénicité intracérébrale (IPIC).
Les sources de virus sont les oiseaux domestiques ou sauvages ma-
lades, les porteurs précoces (1 à 2 jours avant les premiers signes cli-
niques), les porteurs chroniques (jusqu’à 2 mois après guérison) et les
porteurs asymptomatiques ou vaccinés. Le virus VMN peut persister sur
le sol des poulaillers, sur les coquilles d’œufs souillées et sur les carcasses.
Sa résistance élevée dans l’environnement est à l’origine de sa persistance
dans les locaux d’élevage et sur le matériel contaminé ainsi que sur les
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produits d’origine aviaire (Lancaster 1966).
L’élevage familial, qui tient encore une place importante dans l’éle-
vage avicole à Madagascar, est caractérisé par la présence simultanée de
plusieurs espèces d’oiseaux domestiques, en particulier les poulets et les
palmipèdes (oies et canards). Les volailles (poulets principalement), d’as-
pect hétérogène, sont légers et à croissance lente. Les taux de mortalité
sont importants mais les populations se reconstituent rapidement grâce à
une rusticité et une prolificité importante des oiseaux. Ce type d’élevage
fournit la très grande majorité de la viande de volaille consommée dans
le pays et présente une source de protéines animales facile d’accès. Les
œufs servent principalement au renouvellement des cheptels. Cet élevage
est important pour l’équilibre budgétaire et nutritionnel des ménages. En
effet, ils représentent une épargne pour la plupart des foyers et donc une
source d’argent pour l’achat des médicaments, des fournitures scolaires
et pour faire face aux dépenses imprévues.
La maladie de Newcastle est la principale contrainte pesant sur l’avi-
culture à Madagascar (Koko et al. 2006b). L’amélioration de la qualité et
de la quantité des produits d’origine animale est un des objectifs fonda-
mentaux des services vétérinaires malgaches. Cela passe entre autre par
une amélioration de la santé animale. Les épizooties de MN constituent le
facteur limitant majeur de l’aviculture familiale et en raison de sa gravité
médicale (létalité élevée) et de sa forte contagiosité.
Malgré son insularité, Madagascar est loin d’être épargné par les prin-
cipales maladies aviaires et doit faire face à une forte pression infectieuse
au niveau des cheptels aviaires. Le manque de moyens financiers et de
coordination des actions sanitaires, ou l’ubiquité de certains virus dans
les populations aviaires sont une première explication à cette situation sa-
nitaire préoccupante. Après son introduction en 1946, la MN est devenue
endémique à l’île. Malgré la disponibilité de plusieurs vaccins, le taux de
vaccination reste inférieur à 10% dans l’élevage familiale qui représente
95% de l’effectif national (Maminiaina 2011).
La modélisation épidémiologique a pour but essentiel de comprendre
et simuler la propagation d’une maladie infectieuse transmissible. Elle
consiste à construire des modèles mathématiques qui permettent de
rendre compte la dynamique des maladies dans les populations cibles :
– comprendre, en se basant sur des hypothèses biologiques, le dérou-
lement des épidémies,
– prédire l’impact des interventions, de contrôle telles que la vaccina-
tion ou d’autres mesures prophylactiques.
Si les modèles épidémiologiques sont généralement assez semblables,
chaque maladie infectieuse a ses propres particularités, caractéristiques et
difficultés de modélisation. C’est le cas de la maladie de Newcastle. Dans
la littérature, nous n’avons pas trouvé beaucoup de modèles pour l’étude
de la transmission du VMN. Nous avons donc développé nos propres
modèles que nous avons utilisés pour discuter les options possibles de
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contrôle de la MN à Madagascar.
L’objectif général de ce travail est la mise au point de modèles mathé-
matiques de la transmission du virus de la maladie de Newcastle dans
les systèmes avicoles malgaches et de fournir les analyses mathématiques
complètes pouvant servir comme base de travaux ultérieurs pour l’étude
de la MN et les maladies à épidémiologie semblable. Plus précisément,
nous avons cherché à atteindre 3 objectifs spécifiques :
1. Étudier la transmission du VMN en tenant compte de la transmis-
sion d’un animal infecté à un animal indemne et la transmission
environnementale (persistance du virus dans le milieu extérieur).
2. Évaluer l’impact de la vaccination sur la MN en milieu villageois.
3. Évaluer l’importance de l’interaction entre les palmipèdes et les pou-
lets dans la dynamique de transmission du VMN.
Cette thèse est divisée en cinq chapitres. Dans le chapitre 1 nous pré-
senterons une revue sur la maladie de Newcastle et une description des
systèmes avicoles dans les villages malgaches afin d’appréhender correc-
tement les contraintes biologiques et techniques qui conditionneront notre
travail. Le chapitre 2 présentera une enquête sur les pratiques de vaccina-
tion dans les villages de la côte est de Madagascar afin de comprendre le
déroulement des campagnes de vaccination. Le chapitre 3 est une intro-
duction à la modélisation en épidémiologie, destinée aux non mathémati-
ciens. Dans le chapitre 4 nous présentons deux modèles de transmission
du virus de la maladie de Newcastle ainsi que leurs études mathéma-
tiques complètes afin de fournir des éléments de compréhension de la
transmission de la maladie. Nous concluons par le chapitre 5 qui présente
une discussion générale de cette thèse. Enfin, les annexes rappellent les
résultats mathématiques que nous utilisons dans ce travail.

1Maladie de Newcastle etaviculture villageoise
malgache
"When arguing with a chicken, a grain of corn is always wrong."
African Proverb
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Ce chapitre concerne la biologie de la maladie de Newcastle. Nous yrappelons la problématique de cette maladie dans le milieu villageois.
Nous faisons ainsi, un survol de l’histoire naturelle de la transmission du
virus de la maladie de Newcastle. Nous y décrivons également l’état actuel
de l’aviculture malgache. Tout ceci dans le but d’introduire les hypothèses
que nous faisons dans les modèles étudiés tout au long de cette thèse.
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1.1. Maladie de Newcastle 7
1.1 Maladie de Newcastle
La maladie de Newcastle, encore appelée "pseudo peste aviaire" est
une maladie infectieuse hautement contagieuse affectant les oiseaux. Le
nom de "pseudo-peste" fait référence à une autre maladie virale des
oiseaux domestiques et sauvages : l’influenza aviaire ou "vraie peste
aviaire". Elle est due à un virus à ARN. La maladie a été décrite pour la
première fois par Kraneveld (1926) à Java en Indonésie, et par Doyle (1927)
à Newcastle-Upon-Tyne, Angleterre. Cette maladie réputée contagieuse
est inscrite sur la liste des maladies à notifier à l’OIE (2013).
Le nom de maladie de Newcastle (MN) a été proposé par Doyle en
1927, après l’apparition des premiers foyers en Grande-Bretagne, en tant
que dénomination temporaire, car il voulait éviter un nom descriptif qui
pourrait être confondu avec d’autres maladies (Doyle 1935). Le nom a ce-
pendant continué à être utilisé pour se référer au "paramyxovirus aviaire
de type 1" (APMV-1) (Alexander 2008). En 20 ans après son émergence,
la maladie est devenue une panzootie i.e. une maladie contagieuse qui se
répand sur de grandes distances sur plusieurs continents, et qui affecte
une grande partie des populations d’animaux (Meyer 2014). Alexander
et al. (2012) ont présenté une revue sur l’histoire de la maladie et les re-
cherches qui la concernent sur les plans épidémiologique et virologique et
proposent des études futures notamment dans les pays en développement
où la maladie cause des gros dégâts chez les poules.
Les flambées épizootiques de maladie de Newcastle ont un énorme im-
pact sanitaire et économique sur l’élevage des poules de basse-cour dans
les pays en développement, où ces oiseaux sont une source importante
de protéines animales et de revenus pour les habitants (Alders 2001, Co-
pland 1987). Dans les pays développés, où la maladie peut être contrôlée
grâce à la vaccination et à des bonnes pratiques d’élevage et de biosécurité,
les embargos et restrictions commerciales causent des pertes économiques
importantes pendant les épizooties (Alexander 2000; 2001).
1.1.1 Étiologie
Classification du virus de la MN
Les virus responsables de la maladie de Newcastle (VMN) sont classés
dans la famille des Paramyxoviridae, genre Avulavirus, et comprennent le
paramyxovirus aviaire sérotype 1 (APMV-1) (Alexander 2000). C’est un
virus enveloppé à ARN qui mute facilement. Selon Alexander (2000), il
existe 9 sérotypes de paramyxovirus aviaires dont le pouvoir pathogène
varie d’une mortalité élevée chez les oiseaux réceptifs et sensibles (poulet,
dinde, . . . ) à une infection subclinique chez les animaux réceptifs mais
moins sensibles (palmipèdes, . . . ). Les signes cliniques varient en fonction
de la virulence de la souche, des espèces aviaires infectés et de la voie
d’infection. En raison de la grande différence de virulence parmi les isolats
du VMN, une classification simple en cinq pathotypes est basée sur les
signes cliniques et les lésions observées chez les poulets (Beard et Hanson
1984) :
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– les souches viscérotropes vélogènes hautement pathogènes qui pro-
voquent fréquemment des lésions intestinales hémorragiques et en-
traînent une mortalité élevée.
– les souches neurotropes vélogènes qui provoquent une forme se ca-
ractérisant par une mortalité massive, généralement à la suite des
signes respiratoires et nerveux.
– les souches mésogènes qui provoquent une forme se caractérisant
par des signes respiratoires, des signes nerveux occasionnels mais
une mortalité relativement faible.
– les souches lentogènes qui provoquent une forme se traduisant par
une infection respiratoire mineure ou inapparente.
– les souches asymptomatiques entériques qui provoquent une forme
se traduisant généralement par une infection intestinale inapparente.
La virulence de la souche impliquée peut être quantifiée par l’indice
de pathogénicité intracérébrale chez des poussins d’un jour (IPIC) ou l’in-
dice de pathogénicité intraveineuse chez des poulets de 6 semaines (IPIV)
(Kant et al. 1997). L’IPIC est un test qui consiste à injecter le virus par
voie intracérébrale chez des poussins d’un jour d’âge. Les poussins sont
examinés toutes les 24 heures pendant 8 jours. A chaque observation, les
oiseaux sont marqués : 0 si normal, 1 pour malade, et 2 si le poussin est
mort. L’IPIC est le score moyen par oiseau et par observation sur la pé-
riode de 8 jours. Les virus les plus virulents donnent un score maximal de
2, alors que les souches les moins virulentes ont un IPIC proche de 0. Pour
une souche mésogène ou vélogène l’IPIC doit être supérieur à 0,7. L’IPIV
consiste à injecter le virus par voie intraveineuse chez des poulets de 6
semaines d’âge. Les poulets sont examinés toutes les 24 heures pendant
10 jours. A chaque observation, les oiseaux sont marqués : 0 si normal, 1
pour malade, 2 pour paralysé et 3 si le poulet est mort. L’IPIV est le score
moyen par oiseau et par observation sur la période de 10 jours. Les virus
les plus virulents donnent un score maximal de 3, alors que les souches
les moins virulentes ont un IPIV proche de 0. Pour une souche mésogène
ou vélogène l’IPIV doit être supérieur à 1,2.
Structure du virus de la MN
Le virus de la MN est un virus enveloppé à ARN de polarité négative,
englobé dans une capside à symétrie hélicoïdale. Le génome du virus de la
MN est monocaténaire non segmenté. Cet ARN code pour la protéine de
nucléocapside (NP), la phosphoprotéine P, la protéine de matrice (M), la
protéine de fusion F, l’hémagglutinine-Neuraminidase (NH) et la protéine
L (large) qui est une polymérase (de Leeuw et Peeters 1999). La polarité
négative du génome, impose la présence d’une transcriptase virale dont le
rôle est assuré par les protéines P et L. La capside est constituée par la pro-
téine NP et forme avec l’ARN une nucléocapside tubulaire d’un diamètre
de 18 nm, repliée au sein du péplos. L’enveloppe ou péplos dérive, pour
sa partie lipidique, de la membrane cytoplasmique de la cellule-hôte. Sa
face interne est doublée par la protéine M. Des spicules glycoprotéiques
NH et F sont insérées sur sa face externe. La glycoprotéine NH possède à
la fois une activité hémagglutinante (H) et une activité neuraminidasique
(N). C’est elle qui assure la fixation du virus aux récepteurs des cellules
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cibles. La glycoprotéine F assure la fusion de l’enveloppe avec la mem-
brane cellulaire lors de la pénétration du virus dans la cellule-hôte.
Multiplication du virus de la MN
Les virus sont des parasites intra-cellulaires obligatoires, pour pouvoir
se multiplier, ils doivent détourner à leur profit le métabolisme de la cel-
lule infectée. La multiplication d’un virus est le fruit de la succession des
évènements suivants : la fixation, la pénétration, la transcription et la ré-
plication, l’assemblage et enfin, la libération. Dans le cas du virus de la
MN, la fixation s’effectue au niveau des récepteurs mucoprotéiques des
cellules par l’intermédiaire des spicules de la glycoprotéine NH (Yusoff et
Tan 2001). La pénétration est induite par la fusion de la glycoprotéine F de
l’enveloppe virale avec la membrane cellulaire. Le virus est alors décom-
posé en ses différents constituants. La totalité du cycle se déroule dans
le cytoplasme. Deux fonctions sont alors assurées par le génome (ARN
viral) : la transcription en ARN messager et la réplication d’ARN viral.
L’ARN est transcrit en plusieurs ARN messagers positifs par la transcrip-
tase virale (P + L) associée à la nucléocapside. Les protéines NP, P, M, F,
NH et L sont synthétisées par les ribosomes cellulaires. Lors de la répli-
cation, un brin d’ARN positif sert de matrice pour la synthèse des ARN
génomiques viraux. L’assemblage des génomes et des nucléocapsides a
lieu dans le cytoplasme. Parmi les protéines de l’enveloppe, la protéine M
se dépose sur la face interne de la membrane cytoplasmique tandis que les
spicules NH et F s’y insèrent prenant la place des protéines membranaires
qui sont exclues de la région. Après l’assemblage, pour se libérer, les nu-
cléocapsides associées à la protéine M s’évaginent et les particules virales
néoformées quittent la cellule par bourgeonnement, emportant avec elles
une partie de la membrane cytoplasmique sur laquelle les spicules NH et
F se sont regroupées, formant ainsi l’enveloppe du virus (Gravel et Morri-
son 2003, Stone-Hulslander et Morrison 1999).
1.1.2 Espèces affectées
La maladie de Newcastle affecte principalement les oiseaux domes-
tiques et sauvages (Kaleta et Baldauf 1988). Certaines espèces d’oiseaux
développent des signes cliniques quand ils sont infectés, tandis que
d’autres restent porteurs asymptomatiques. L’infection peut parfois se
produire chez l’homme (conjonctivite) mais elle reste bénigne, et n’a pas
été signalée chez d’autres mammifères.
La sensibilité à la maladie varie considérablement selon l’espèce
aviaire. Les gallinacés, en particulier les poulets (Gallus gallus), sont très
sensibles (Alexander 1990). Les dindes (Meleagris gallopavo) sont moins
sensibles et développent des signes cliniques moins graves (Kant et al.
1997). Les canards (Anas platyrhynchos, Cairina moschata) et les oies (Anser
anser) sont réceptifs mais peu sensibles et développent habituellement des
infections inapparentes. Toutefois certains sérotypes spécifique ont pro-
voqués des flambées épizootiques chez les oies et les canards en Chine
depuis les années 1990 (Liu et al. 2008). Tous les isolats qui ont causé les
10 Chapitre 1. Maladie de Newcastle et aviculture villageoise malgache
épizooties de la MN chez les oies et les canards dans les différentes ré-
gions de la Chine entre 1997 et 2005 étaient principalement de génotype
VIId. D’autre part, d’autres génotypes, tels que IX et VIIc, conduisent à des
infections sporadiques chez les palmipèdes en Chine. Des foyers ont été
signalés en Israël chez des autruches causant des signes cliniques nerveux
et de la mortalité (Samberg et al. 1989). Les pigeons sont sensibles à la ma-
ladie, et les souches lentogènes ou mésogènes sont endémiques dans les
populations de pigeons en Italie (Biancifiori et Fioroni 1983). La sensibi-
lité à la maladie est très variable chez les psittacidés : les Calopsittes, par
exemple les perruches, meurent souvent avec des signes neurologiques,
mais certains genres de psittacidés peuvent être infectés de façon subcli-
nique, même par des virus vélogènes (Lomniczi et al. 1998).
1.1.3 Signes cliniques
Les signes cliniques de la maladie de Newcastle sont très variables,
fortement influencés par la virulence de la souche, l’espèce, l’âge, et le sta-
tut immunitaire de l’oiseau ainsi que la voie d’infection. Chez les oiseaux
adultes, une baisse marquée de la production d’œufs (chute de ponte) peut
être le premier signe, suivi d’une importante mortalité (Alexander 1988a,
Kaleta et Baldauf 1988). Avec les virus mésogènes, l’évolution clinique se
fait généralement en trois phases :
– des signes généraux : inappétence puis prostration,
– des signes digestifs (diarrhée souvent verdâtre (figure 1.1)) et/ou
respiratoires sévères, suivis de troubles nerveux (figure 1.2), la chute
de ponte peut alors être brutale,
– une évolution rapide vers la mort, ou la guérison (rare) accompagnée
de séquelles nerveuses telles que torticolis, paralysie des membres,
opisthotonos (figure 1.3) et d’anomalies de ponte (figure 1.4).
Figure 1.1 – Cette photographie a été prise 5 jours après l’inoculation expérimentale par
une souche vélogène du VMN : on peut voir sur le sol les traces de diarrhée de couleur
verdâtre (source Atlas of avian diseases - Cornell University)
La période d’incubation est généralement de 2 à 6 jours chez les vo-
lailles, mais peut aller jusqu’à 15 jours. Elle est plus courte pour les jeunes
oiseaux (Alexander 2000). Au cours de la période d’incubation, le virus
se réplique au niveau du site d’introduction, ensuite les virus vélogènes et
mésogènes sont déversés dans le sang où ils se répliquent dans les organes
viscéraux. Environ deux jours après l’infection, l’animal excrète le virus
par les voies respiratoires et les matières fécales. Il existe peu d’informa-
tion sur les quantités d’excrétion chez les différentes espèces. Cependant,
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Figure 1.2 – Poussin de Gallus gallus infecté par la souche neurotrope du VMN :
paralysie des pattes (source Atlas of avian diseases - Cornell University)
Figure 1.3 – Poulet (Gallus gallus) infecté par une souche neurogène du VMN
présentant un torticolis et une torsion latérale de la tête et du cou (source Atlas of avian
diseases - Cornell University)
Figure 1.4 – Œufs déformés de poules (Gallus gallus) atteints par une souche
neurotrope du VMN (source Atlas of avian diseases - Cornell University)
12 Chapitre 1. Maladie de Newcastle et aviculture villageoise malgache
même si la mort se produit rapidement après infection avec des souches
viscérotropes vélogènes (VV), une poule peut excréter le virus après infec-
tion par des souches neurotropes vélogènes (NV) (Chukwudi et al. 2012).
Plusieurs études expérimentales ont mené à déterminer la durée d’excré-
tion que nous donnons quelques exemples dans le tableau 1.1.
Espèce Poule Dinde Canard Pigeon Perruche Perroquet
Souche NV VV - - VV VV
Durée
excrétion
(jours) 15 46
Varie
selon la
souche >365 83 >365
Référence
(Chukwudi
et al. 2012)
(Gillette
et al. 1975)
(Dai et al.
2013)
(OIE
2013)
(Erickson
et al. 1977)
(Erickson
et al. 1977)
Table 1.1 – Durée d’excrétion virale chez différentes espèces d’oiseaux
Note : NV i.e. Neurotropes Vélogènes, VV i.e. Viscérotropes Vélogènes
L’excrétion permanente chez la poule est rare, Alexander et al. (2006)
ont effectué une étude expérimentale afin d’estimer les titres viraux d’une
souche virulente du VMN, Herts 33/56, dans divers tissus et organes chez
des poulets infectés. Les signes cliniques se manifestaient clairement au
bout de deux jours. Les oiseaux présentant les signes cliniques les plus
marqués sont morts lors des jours 2 et 3 après infection et tous les oiseaux
restants sont morts entre les jours 3 et 4. Les titres viraux prélevés sont
dans le tableau 1.2.
Jour
Sang
(log10EID50/ml)
Muscle de la
poitrine
(log10EID50/g)
Muscle de la
jambe
(log10EID50/g)
Cœur/rein
(log10EID50/g)
Fèces
(log10EID50/g)
1 1.2 - - 1.8 -
2 1.4 1.0 1.2 4.2 1.4
3 2.4 2.2 2.6 5.0 3.2
4 - 4.0 4.2 6.0 4.0
Table 1.2 – Titres viraux détectés dans les organes et les tissus chez des poulets infectés avec la souche Herts 33/56
(Alexander et al. 2006)
Ces résultats confirment ceux de King (1999) qui ont rapporté l’excré-
tion virale dans une variété d’organes. Cependant, des facteurs tels que
l’âge, l’immunité partielle, la faible virulence de la souche peuvent prolon-
ger la survie des oiseaux infectés et entraîner ainsi des excrétions globales
plus élevées.
1.1.4 Épidémiologie moléculaire et phylogénie des VMNs
En fonction des caractéristiques sérotypiques et moléculaires (par des
approches de clivage protéique et de phylogénétique), les isolats des
VMNs peuvent être classés différemment. Selon Czeglédi et al. (2006),
les VMNs peuvent être classés en 2 classes (classe I et classe II ). Cette
division a été déterminée en fonction du clivage de la protéine de fusion
(F) et l’ARN polymérase (L).
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En se basant sur la protéine de fusion (F) (figure 1.5), les virus de classe
II présentent neuf génotypes (I-IX) avec deux sous-lignées différentes. Les
virus de la première sous-lignée (avant 1930) ont une taille du génome de
15,186 nucléotide (nt). Cette sous-lignée est composée des génotypes I-IV
et a été identifiée avec des flambées de la maladie en début des années
1930. Les virus de la deuxième sous-lignée ont une taille du génome plus
grande : 15,192 nt. Cette sous-lignée est composée des génotypes V-IX
et qui sont responsables des foyers après les années 1960 (Czeglédi et al.
2006, Kim et al. 2007a;b, Wu et al. 2010).
Figure 1.5 – Arbre phylogénétique des virus de la MN basé sur le gène de la protéine de
fusion F (Czeglédi et al. 2006)
Les virus de la classe I ont été identifiés chez les oiseaux sauvages,
les oiseaux aquatiques, les limicoles ou des volailles sur des marchés
d’oiseaux vivants (Collins et al. 1998, Aldous et al. 2003, Gould et al. 2003)
et aussi chez les canards (Lee et al. 2004, Liu et al. 2007). En revanche,
les virus de classe II ont principalement été isolés chez les poulets (Liu
et al. 2003). Cependant, de temps en temps, les virus de la classe I ont été
identifiés chez les volailles domestiques, tandis que les virus de la classe
II sont fréquemment isolés chez les oiseaux sauvages (Aldous et al. 2003,
Kim et al. 2007b).
On peut voir sur la figure 1.6 que les génotypes II, IV et V du VMN de
la classe II sont prédominants en Amérique du Nord et en Europe, tandis
que les génotypes VI et VII ont provoqué des épidémies au Moyen-Orient,
en Asie et en Extrême-Orient. Le génotype VIII est également apparu en
Extrême-Orient et en Afrique du Sud (Herczeg et al. 1999, Czeglédi et al.
2002, Huang et al. 2004, Czeglédi et al. 2006).
A Madagascar, des VMNs ont été isolés chez des volailles domestiques
et des oiseaux sauvages (de Almeida et al. 2009, Maminiaina et al. 2010).
La caractérisation moléculaire et l’analyse phylogénétique d’une souche
du VMN obtenue à partir d’un poulet a montré que cet isolat, classé
comme une souche virulente, bien que proche du génotype IV, en était
suffisamment éloignée pour constituer un nouveau génotype. Cela montre
14 Chapitre 1. Maladie de Newcastle et aviculture villageoise malgache
Figure 1.6 – Arbre phylogénétique des virus de la MN basé une séquence partielle de la
protéine de fusion F (Czeglédi et al. 2006)
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la circulation de certaines souches du VMN spécifiques à Madagascar (de
Almeida et al. 2009), comme cela a été confirmé par l’étude de Mami-
niaina et al. (2010) où les gènes complets des protéines F et HN de quatre
souches du VMN isolées à Madagascar ont été séquencés et analysés. Le
VMN isolé forme un groupe suffisamment distinct pour constituer un
nouveau génotype nommé par les auteurs génotype XI (figure 1.7). Ce
nouveau génotype dérive probablement d’un ancêtre proche de génotype
IV introduit dans l’île depuis plus de 50 ans.
Figure 1.7 – Arbre phylogénétique de l’APMV-1 basé sur les 374 nucléotides
(47-421nt) du gène F (Maminiaina et al. 2010)
Une reconstruction phylogénétique complète des souches du VMN
a été réalisée (de Almeida et al. 2013) à partir de séquences publiées
concernant des virus d’oiseaux sauvages et domestiques en Afrique ont
été considérés. L’analyse phylogénétique basée sur les gènes F et HN a
montré que les isolats issus de volailles au Mali et en Éthiopie forment un
nouveau groupe, nommé par les auteurs génotype XIV. A Madagascar, la
circulation des souches du VMN de génotype XI, jamais rapporté ailleurs,
a également été confirmée (de Almeida et al. 2013).
Par ailleurs, chez les oiseaux sauvages aquatiques les souches isolées
sont groupées dans le génotype I où se trouvent les souches d’APMV-1
isolées à partir des oiseaux sauvages aquatiques provenant de différents
continents (Maminiaina 2011). Jusqu’à présent, aucun virus commun aux
oiseaux sauvages et aux volailles domestiques n’a été isolé à Madagascar
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bien que cela a été mise en évidence en Amérique et en Asie (Kim et al.
2007a).
Les conséquences de cette dérive génétique des virus de la MN se ma-
nifestent principalement sur la vaccination. En effet, les vaccins protègent
contre l’expression clinique de la maladie mais pas contre la multiplication
et l’excrétion virale (van Boven et al. 2008, Kapczynski et King 2005). Un
animal vacciné est bien protégé, donc sur le plan coût/bénéfice la vacci-
nation pour l’éleveur est rentable mais par contre ces animaux continuent
à excréter le virus et donc jouent le rôle de relais pour la transmission et
d’accumulation dans l’environnement du virus. Les vaccins ont été déve-
loppés il y a plusieurs dizaines d’années, c’est à partir de ces génotypes
que le génotype XI, majoritaire présent dans les foyers cliniques de la MN
à Madagascar, a pu vraisemblablement apparaître suite à des mutations
sous pression de la vaccination. Cela reste un facteur clé pour l’étude de
la possibilité du contrôle de la MN dans les milieux villageois.
1.1.5 Épidémiologie analytique
Les oiseaux domestiques et sauvages
Selon Kaleta et Baldauf (1988), en plus des espèces aviaires domes-
tiques, l’infection naturelle ou expérimentale avec VMN a été démontrée
chez au moins 236 espèces aviaires appartenant à 27 ordres parmi les 50
existants dans la classe des oiseaux. Il est probable que toutes les espèces
d’oiseaux soient réceptives à l’infection.
Les gallinacées (poules et dindes), connues pour être les plus sen-
sibles au VMN, peuvent présenter des mortalités intra-élevage pouvant
atteindre 90%. L’intensification des élevages associant l’augmentation de
la densité et l’optimisation des performances animales augmentent la
sensibilité des animaux aux VMN (Alexander 2000).
Beaucoup d’espèces d’oiseaux sauvages, notamment les palmipèdes
et d’autres oiseaux aquatiques, sont réceptifs à l’APMV-1, mais ne pré-
sentent pas ou peu d’expression clinique (Alexander 2000), même avec
les souches très pathogènes pour les poulets. Cependant, ces oiseaux
peuvent excréter les virus. D’une manière générale, les APMV-1 isolés
chez les oiseaux migrateurs sont souvent des virus lentogènes (Hlinak
et al. 2006, Jørgensen et al. 1999). Ces virus, au cours de la co-adaptation
hôte-pathogène, peuvent devenir vélogènes, notamment après passages
chez des volailles domestiques très sensibles (Shengqing et al. 2002). Cela
a été mis en évidence en Corée (Lee et al. 2009) : les virus lentogènes
de canards domestiques ou sauvages ont le potentiel d’acquérir une vi-
rulence supérieure par transmission inter-espèce de canard à poulet. En
outre, des souches virulentes ont été isolées en Chine aussi chez l’oie
(Wan et al. 2004). Ces isolats ont servi à montrer expérimentalement la
transmissibilité des isolats du VMN d’origine oie des oies aux poulets,
fournissant ainsi la preuve que les oies pourraient jouer un rôle important
dans l’épidémiologie de la MN.
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Les canards, bien que ne présentant généralement pas de signes cli-
niques, sont capables de transmettre les VMN aux gallinacées par contact
direct ou indirect (Otim et al. 2006). La transmission entre les palmipèdes
sauvages et domestiques est également possible. Une enquête de terrain
en Chine (Liu et al. 2009) a montré qu’une population de canards domes-
tiques portait de façon asymptomatique une souche de VMN et pouvait
agir en tant que réservoir du virus pour les autres volailles domestiques.
Dans les élevages villageois, les palmipèdes domestiques (oies, ca-
nards) peuvent servir de réservoir et d’espèce-relais assurant la persis-
tance et la transmission de VMN. En effet, des observations de terrains
à Madagascar (Rasamoelina 2011) et des études expérimentales montrent
que les palmipèdes peuvent porter et transmettre des virus hautement
pathogènes de MN tout en montrant peu ou pas d’expression clinique
(Gilbert et al. 2006, Otim et al. 2006), alors que le passage de la barrière
d’espèce peut s’accompagner de mutations virales importantes aboutis-
sant éventuellement à des différences de pathogénicité (Li et al. 2010).
D’autre part, les travaux sur les modèles de transmission d’agents
pathogènes dans une méta-population (constituée de populations de
différentes espèces, par exemple), ont montré que ces hétérogénéités de
populations pouvaient avoir des effets très importants sur la dynamique
des maladies, en termes de persistance des agents pathogènes ou de
rythme des épidémies, quelle que soit la nature de la maladie (transmis-
sion directe ou vectorielle, par exemple) (Anderson et al. 1992, Ezanno et
Lesnoff 2009, Fulford et al. 2002, Grenfell et Harwood 1997, Rogers 1988).
Les pigeons sont connus pour être sensibles à la VMN (Doyle 1935). Ils
ont été responsables de la propagation d’une souche particulière du virus
APMV-1 à travers l’Europe pendant les années 1970 (Alexander 2000). Les
premiers foyers importants ont commencé vers la fin des années 1970 au
Moyen-Orient (Kaleta et Baldauf 1988). Les études ont montré par la suite
qu’il s’agit d’un APMV-1 et il a été baptisé PPMV-1 pour Pigeon Para-
myxovirus sérotype 1 (Collins et al. 1993). Les foyers se sont étendus et
ont abouti à une panzootie à PPMV-1 atteignant actuellement les pigeons
domestiques, les pigeons sauvages et les colombes (Johnston et Key 1992).
Les études moléculaires ont montré que le PPMV-1 est une adaptation au
pigeon de l’APMV-1 du poulet (Aldous et Alexander 2008), suggérant le
passage du virus entre les deux espèces.
En outre le commerce international est l’un des plus importants fac-
teurs de l’émergence des maladies (Gómez et Aguirre 2008). Cela a été
mis en évidence aux États-Unis en montrant que les isolats du VMN
obtenu à partir des oiseaux exotiques entre 1989 et 1996 étaient l’origine
des épidémies en Californie en 1972 et dans le centre-nord des États-Unis
et le sud du Canada entre 1990 et 1992 (Seal et al. 1998).
Capua et al. (1993) ont isolé un virus virulent de la MN à partir d’œufs
fertiles. Ce mode de transmission est possible mais rare car l’embryon
meurt généralement quand il est infecté par le virus (Chen et Wang 2002).
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Les œufs infectés peuvent être source du virus si notamment les œufs sont
utilisés pour la reproduction.
Persistance dans l’environnement
La survie du virus dans l’environnement est un élément majeur de
son maintien et de sa diffusion. Les données disponibles sur la survie du
virus sont cependant très variables, probablement parce cette dernière est
influencée par l’humidité, la température, l’exposition à la lumière et le
type de support. Les oiseaux infectés excrètent le VMN dans les fèces, où
il peut survivre trois mois dans des températures entre 20˚et 30˚C (Lan-
caster 1966). Dans des fèces sèches, le virus peut survivre pendant plu-
sieurs semaines à plusieurs mois à des températures élevées, et pendant
de longues périodes dans des climats plus froids. De même, une litière in-
fectée peut rester infectante pendant 53 jours selon la revue de Lancaster
(1966).
Olesiuk (1951) a effectué des études expérimentales pour vérifier l’effet
de l’environnement sur la viabilité du VMN, les résultats sont donnés dans
le tableau 1.3.
Température (˚C) 37 20-30 11 3-6
Durée de survie du VMN dans le sol (jours) 25 71 - 235
Durée de survie du VMN dans les fèces (jours) 56 94 172 -
Table 1.3 – Durées de survie du VMN dans le sol et les fèces de poulets
D’autre part, Boyd et Hanson (1958) ont effectué des expérimentations
pour évaluer la survie du VMN dans le milieu naturel. D’après cette étude,
on peut retrouver du VMN dans de l’eau de lac contaminée pendant 11
à 19 jours en fonction de son pH, des matières organiques présentes, de
l’aération et de sa salinité. De même, on retrouve le VMN dans le sol 8 à
22 jours, en fonction de l’humidité relative. Le virus est retrouvé chez un
ver de terre infecté expérimentalement entre 4 jours (à 20 ˚C) et 18 jours (à
12 ˚C).
Variations saisonnières de l’activité virale
Des foyers de MN peuvent être observés tout au long de l’année
dans les populations de volailles dans la plupart des pays. Toutefois, des
variations saisonnières de l’incidence ont été rapportées dans plusieurs
études. Thitisak et al. (1988) a signalé qu’en Thaïlande la MN se produit
avec des pics d’incidence à la fin de la saison sèche, entre février et avril.
Au Bangladesh, les foyers de la MN sont plus fréquents pendant la saison
d’hiver (Asadullah et Spradbrow 1991), et en Zambie (Sharma et al. 1986)
au cours de la saison chaude et sèche (septembre à novembre) et en saison
chaude et humide (janvier à mars). L’incidence la plus élevée de la MN
en aviculture rurale en Ouganda est signalée durant les périodes chaudes
et sèches de l’année (George et Spradbrow 1991) et au Népal pendant
l’été (Mishra et Spradbrow 1991). Au Vietnam, la MN se produit plus
souvent en début de l’hiver (Nguyen et Spradbrow 1991). En Mauritanie,
des foyers de la MN sont plus fréquents pendant la saison chaude à partir
1.1. Maladie de Newcastle 19
de mois mars (Bell et al. 1990).
Martin et Spradbrow (1992) ont suggéré que les épidémies de la MN
sont souvent associées avec le changement de saison, en particulier au
début de la saison des pluies. Il semble que l’incidence n’est pas associée
à une saison particulière, mais plutôt à des périodes de stress climatique.
La dynamique des populations de troupeaux villageois peut également
contribuer à l’apparition d’épidémies saisonnières car les pics saisonniers
de ponte et l’éclosion engendre une augmentation du nombre d’oiseaux
sensibles. Les migrations d’oiseaux sauvages, qui se font à certains saisons,
peuvent jouer un rôle dans ces variations saisonnières.
Mode de transmission
La transmission verticale du virus, c’est-à-dire le passage direct du
virus d’une génération à l’autre, soit par l’œuf, soit par transmission
verticale de la poule aux poussins, n’est pas clairement établie. Pour
les souches virulentes, elle est a priori peu probable car la MN pro-
voque une chute de ponte et la multiplication virale dans l’œuf entraîne
généralement (mais pas systématiquement) la mort de l’embryon. En re-
vanche, les coquilles des œufs des oiseaux contaminés peuvent facilement
être souillées par des fèces infectées (transmission pseudo-horizontale).
Quelles que soient les modalités précises d’infection, des poussins infectés
par des souches virulentes ou non peuvent éclore (Alexander 2000).
Suivant les voies d’infection on peut distinguer deux types de trans-
mission horizontale : transmission directe et transmission indirecte.
Transmission directe : Le virus de la maladie de Newcastle se trans-
met par inhalation ou par ingestion (cycle orofécal) (Alexander 1988b)
au contact des animaux infectés. Les oiseaux excrètent le virus dans les
matières fécales et les sécrétions respiratoires. Les gallinacées excrètent le
virus pendant 1 à 2 semaines, mais certaines autres espèces comme les
palmipèdes peuvent l’excréter pendant plusieurs mois. L’excrétion du vi-
rus dépend des organes dans lesquels il se multiplie et cela peut varier
avec le pathotype viral. Les oiseaux qui montrent des signes respiratoires
répandent le virus dans un aérosol qui peut être inhalé par les autres oi-
seaux (Li et al. 2009b). Le virus, transmis par la voie respiratoire, dans un
poulailler peut se propager avec une grande rapidité. Ce mode de trans-
mission peut se produire si les oiseaux sont hébergés durant la nuit dans
les mêmes lieux (Martin et Spradbrow 1992).
Transmission indirecte : L’infection par voie orale se produit quand
les volailles réceptives mangent de la nourriture contaminée (Martin et
Spradbrow 1992). Il est également possible que les volailles infectées, les
oiseaux sauvages ou d’autres animaux contaminent une source d’eau
commune, par exemple, les étangs communaux dans les villages, ce qui
devient une source d’infection pour les autres oiseaux. D’autre part, les
embryons morts contaminés, s’ils ne sont pas éliminés, sont des sources
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de virus chez les volailles en milieu rural (Alexander 1988b).
Le rôle des carcasses et produits avicoles infectés est bien reconnu
dans la propagation de la maladie (Alexander 1988b). Dans les zones ru-
rales, des oiseaux malades sont normalement consommés par la famille
de l’agriculteur et les viscères des oiseaux sont souvent distribués aux vo-
lailles, chiens et chats (Martin et Spradbrow 1992) ce qui peut entraîner la
dissémination du virus. Dans de nombreuses régions, les fumiers de vo-
lailles sont utilisés comme engrais et semblent être une source d’infection
pour les volailles élevées en villages (Khalafalla et al. 2000). Le matériel
avicole contaminé par le VMN, ainsi que les activités humaines peuvent
représenter des sources de transmission de virus à des populations de
volailles sensibles (Guittet et al. 1997).
1.1.6 Épidémiologie synthétique
L’introduction primaire du virus dans les élevages peut provenir
d’un contact avec d’autres oiseaux sauvages ou domestiques infectés, de
l’introduction par des intrants (aliment, litières, eau,. . . ) ou du matériel
souillé (mangeoire, abreuvoir, matériel de santé, chaussure ou vêtements
des intervenants,. . . ). Une fois introduit dans l’unité épidémiologique, la
propagation secondaire du virus se fait par différentes voies : le contact
direct entre oiseaux, la circulation des personnes et des équipements, la
propagation par l’air, l’aliment ou l’eau contaminée. Les oiseaux vaccinés
peuvent également excréter le virus (Alexander et al. 1999). Aussi les mou-
vements de volailles vivantes et des oiseaux sauvages, les déplacements
des personnes et des équipements, les produits aviaires, les aliments et
l’eau contaminés sont considérés comme facteurs de la propagation du
VMN dans les troupeaux réceptifs (Alexander 2000). Ces facteurs peuvent
jouer un rôle variable dans la propagation de la maladie chez les volailles
en milieu rural.
La propagation du VMN entre les troupeaux est due principalement à
(Alexander 1988b; 2000) :
– l’introduction d’oiseaux infectés achetés dans d’autres élevages ou
sur les marchés,
– l’introduction d’aliments ou d’équipements contaminés,
– la visite des élevages par des personnes porteuses du virus sur leurs
vêtements, leurs chaussures,
– la contamination par le virus présent dans les matières fécales.
A Madagascar, une étude des facteurs de risque (Rasamoelina et al.
2012) de la MN dans les petits élevages familiaux a montré que les fermes
qui n’assurent pas les règles de biosécurité et qui ont un accès fréquent
aux marchés sont très exposées au risque de MN.
1.1.7 Diagnostic de laboratoire
Sur le terrain, une suspicion de MN est basée sur les signes cliniques et
les lésions observées à l’autopsie. Cependant les signes cliniques de la MN
sont très variables et les lésions observées à l’autopsie ne sont pas pathog-
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nomoniques. Le recours au laboratoire est donc nécessaire pour confirmer
le diagnostic. A cette fin, deux types de méthodes sont principalement
utilisées :
– La détection des anticorps (Ac) produits par l’animal après un
contact avec le virus (vaccinal ou sauvage) : après prélèvements de
sérum, on applique soit le test d’inhibition de l’hémagglutination
(IH) qui évalue le statut immunitaire des oiseaux car il permet de
détecter les Ac protégeant contre l’établissement de la maladie ; soit
le test ELISA qui détecte tous les Ac dirigés contre le virus. Évidem-
ment, il y a d’autres tests que IH et ELISA mais le test ELISA est le
plus utilisé en raison de sa facilité d’utilisation et l’existence de kits
commerciaux.
– La détection du génome viral par RT-PCR (reverse transcriptase
polymerase chain reaction) après prélèvements des écouvillons tra-
chéaux et clonaux (ou prélèvements fécaux) chez les oiseaux vivants,
ou à partir d’organes et de fèces regroupés, provenant d’oiseaux
morts. Les produits de RT-PCR conventionnelle (amplicons) peuvent
être séquencés et les séquences génétiques ainsi obtenues peuvent
être utilisées pour étudier le génotype viral et le replacer dans des
arbres phylogénétiques. Cela est très utile pour l’épidémiologie mo-
léculaire du virus : étude de l’origine des souches, surveillance de
l’introduction de nouveaux génotypes viraux, . . . Les méthodes de
RT-PCR quantitative sont plus rapides et permettent de quantifier le
génome viral présent dans les prélèvements. En revanche, elles ne
permettent pas de séquencer les produits de PCR.
L’isolement du virus se fait soit sur animal vivant ou œuf embryonné
(culture in vivo), soit par techniques de cultures cellulaires (culture in
vitro). L’isolement viral n’est pas fait en diagnostic de routine. Il est ce-
pendant très utile pour pouvoir caractériser finement le virus en cause,
notamment lors d’enquêtes épidémiologiques.
1.1.8 Prophylaxie
Il n’existe pas de traitement contre la maladie de Newcastle. La pré-
vention repose sur la vaccination qui doit toujours être complétée par des
mesures sanitaires telles que des mesures d’hygiène et la biosécurité de
l’élevage. D’autre part, une bonne alimentation et plus généralement de
bonnes conditions d’élevage, permettent d’améliorer la capacité des oi-
seaux à développer une forte réponse immunitaire au vaccin (Alders et
Spradbrow 2001b).
Prophylaxie sanitaire
Dans les zones où la maladie ne circule pas, le meilleur moyen de
contrôle est de prévenir l’introduction du virus sans négliger la vacci-
nation car le risque d’introduction est toujours présent notamment par
la faune sauvage. En effet, l’échange d’oiseaux domestiques provenant
d’élevages différents ainsi que les contacts avec des oiseaux sauvages sont
des voies d’introduction de virus. Des précautions doivent être prises
pour limiter la propagation du virus des oiseaux infectés par le contrôle
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des mouvements des personnes et des animaux.
Dans les exploitations commerciales, les mesures de prophylaxie sani-
taire ont pour objectif d’empêcher, par des mesures de barrière sanitaire,
l’introduction du virus dans l’élevage. Les mesures de biosécurité doivent
être prises en compte au stade de la planification des locaux des exploi-
tations avicoles commerciales. En effet, l’élevage devrait être organisé en
bande d’âge homogène conduites séparément avec des périodes de vide
sanitaire entres les bandes.
Les couvoirs doivent être isolés des fermes avicoles, les différentes es-
pèces devraient être élevées sur différents sites, et l’eau du réseau devrait
être utilisée. Souvent, dans les pays en développement de telles pratiques
sont impossibles à mettre en œuvre.
En outre, la gestion des animaux et de leur introduction dans les éle-
vages est essentielle à un programme réussi de contrôle. La mise en qua-
rantaine et la désinfection des lieux infectés empêche la propagation de
la maladie en interdisant le mouvement des oiseaux et des produits ainsi
que le mouvement des humains. Il est important d’appliquer des mesures
de blocage des zones infectées, en France, selon les recommandations de
l’Arrêté Préfectoral portant Déclaration d’Infection (APDI) dès que pos-
sible pour prévenir la dispersion du virus.
Prophylaxie médicale
Dans de nombreux pays, la maladie de Newcastle est contrôlée effica-
cement par la vaccination. L’immunogénicité, le type de vaccin (inactivé
ou vivant) et l’efficacité du vaccin sont les principaux facteurs régissant le
choix du vaccin (Alexander 2000). Plusieurs vaccins sont disponibles pour
les poules. Les facteurs qui doivent être considérés lors du choix d’un
vaccin comprennent l’efficacité, transportabilité et le coût.
Il existe trois types de vaccins utilisés pour la MN : vivants lentogènes
(souche F, Hitchner-B1 et la Sota), vivants mésogènes (souche Roakin,
Komarov, Hertfordshire et Mukteswar) et inactivés (préparés à partir de
souche virale sur culture cellulaire). Les vaccins vivants sont généralement
lentogènes dérivés de virus localement identifiés faiblement pathogènes
pour les volailles, et produisant une réponse immunitaire adéquate. Les
vaccins vivants peuvent se reproduire chez l’hôte et être excrété ce qui
n’est pas le cas des vaccins inactivés. C’est à la fois un avantage et un
inconvénient, dans la mesure où il n’est pas nécessaire de vacciner tous
les oiseaux, le virus vaccinal pouvant se propager d’un oiseau à l’autre
(Burmester et al. 1956). Cependant, en cas d’infection par un virus sau-
vage, cela peut entraîner des signes cliniques atténués qui varient selon la
souche vaccinale utilisée et la souche sauvage circulante (Westbury et al.
1984).
La durée de l’immunité dépend du programme de vaccination choisi.
Une des considérations les plus importantes affectant les programmes
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de vaccination est le niveau d’immunité maternelle chez les poussins,
qui peut varier d’une exploitation avicole à une autre et d’un oiseau à
un autre. Pour cette raison, l’une des stratégies suivantes est employée.
Soit les oiseaux ne sont pas vaccinés jusqu’à l’âge de 2-4 semaines où la
plupart d’entre eux sont alors sensibles, ou les oiseaux âgés d’un jour sont
vaccinés par instillation conjonctivale ou par l’application d’une pulvéri-
sation grossière. Ceci permettra d’établir une infection active chez certains
oiseaux qui persiste jusqu’à la disparition de l’immunité maternelle. La
revaccination est ensuite effectuée 2-4 semaines plus tard. La vaccination
des oiseaux âgés d’un jour, même avec des vaccins vivants lentogènes,
peut entraîner des signes respiratoires (OIE 2012).
Les rappels de vaccination doivent être effectués à intervalles régu-
liers pour maintenir l’immunité. Dans les programmes de vaccination on
a souvent recours à des vaccins vivants lentogènes, lors de la première
vaccination, pour stimuler l’immunité. Après, des vaccins vivants méso-
gènes peuvent être utilisés (OIE 2012). On peut citer deux exemples de
programmes de vaccination qui peuvent être utilisés dans différentes cir-
constances (OIE 2012) :
– lorsque la maladie est peu fréquente, il est suggéré de suivre le
programme suivant : vaccin vivants lentogènes Hitchner-B1 admi-
nistré par pulvérisation à l’âge d’un jour, vaccin vivants lentogènes
Hitchner-B1 ou La Sota à l’âge de 18-21 jours d’âge administré dans
le l’eau potable, vaccin vivants lentogènes La Sota administré dans
l’eau potable à l’âge de 10 semaines, et un vaccin inactivé au moment
de la ponte (OIE 2012).
– lorsque la maladie est grave et plus répandue, le même protocole
que ci-dessus est adopté à 21 jours d’âge, suivi d’un rappel à l’âge de
35-42 jours par une administration de La Sota dans l’eau de boisson
ou en aérosol, ce rappel est répété à l’âge de 10 semaines avec un
vaccin inactivé (ou un vaccin vivant mésogènes) et encore répété au
moment de la ponte (Allan et al. 1978).
Compte tenu des contraintes possibles de la vaccination MN, en parti-
culier pour vaccins vivants, la vaccination appropriée doit être validée par
des contrôles sérologiques dans les troupeaux vaccinés.
1.2 Aviculture villageoise à Madagascar
A Madagascar, le cheptel aviaire est estimé à 26 millions de tête (Mami-
niaina et al. 2007). L’élevage familial occupe une place prépondérante dans
l’élevage avicole puisqu’il représente 95% du cheptel national d’oiseaux
domestiques (Porphyre 2000). L’aviculture villageoise est une production
à risque du fait de nombreuses contraintes, notamment les maladies, les
prédateurs et les voleurs (Maminiaina et al. 2007).
1.2.1 Système d’élevage avicole
L’aviculture malgache est très diversifiée : poulets "gasy" (races locales
de Gallus gallus), palmipèdes, pigeons, dindons. . . Les volailles sont desti-
nées à l’autoconsommation familiale et comme source de revenu après la
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vente des animaux et des œufs.
Autour d’Antananarivo, une filière avicole moderne s’est installée pour
la production d’œufs de consommation et de poulets de chair. Une filière
"palmipèdes gras" pour la production de foie gras existe sur les Hautes
Terres, dans le triangle Antananarivo - Tsiroanomandidy - Fianarantsoa,
profitant de sous-produits agricoles disponibles pour l’aviculture. Les pal-
mipèdes sont souvent conduits sur les rizières pour qu’ils puissent se
nourrir. Les systèmes agricoles intègrent en effet les productions de riz,
porcs, ruminants, volailles, voire poissons. La plupart des productions
aviaires reste familiale, avec un faible niveau d’intensification. Plusieurs
espèces de volailles sont en général présentes sur les mêmes exploitations,
en particulier poulets gasy et palmipèdes. Les grands bassins de produc-
tion aviaire (qui sont aussi des bassins rizicoles) sont présentés dans la
figure 1.8 :
– le lac Alaotra (côte Est, 800 m d’altitude, région d’Ambatondrazaka),
– la région de Marovoy (côte Ouest, niveau de la mer),
– Les Hautes Terres, dans le triangle formé par Antananarivo, Tsoroa-
nomandidy et Fianarantsoa.
Figure 1.8 – Madagascar et les zones d’études
Les productions de canards (communs et de Barbarie), d’oies et de
dindons font l’objet d’un élevage traditionnel à la ferme. Ce mode extensif
de conduite est imposé par le très faible revenu des ménages dans ces
régions rurales et se base sur une production de viande au moindre coût
possible, au risque de voir disparaître la majeure partie des animaux
au cours d’une épidémie de choléra aviaire (Pasteurella multocida) ou de
maladie de Newcastle.
L’élevage extensif des poulets de race locale dite "akoho gasy" est
omniprésent dans les campagnes malgaches. Ce type d’élevage fournit la
très grande majorité de la viande de volaille consommée dans le pays, la
chair étant plus appréciée que celle du poulet de chair de race exotique.
Les œufs servent principalement au renouvellement des cheptels même
si dans certaines zones (exemple Ambovombe) une filière extensive struc-
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Figure 1.9 – Poules et oies en divagation au milieu d’un village
turée approvisionne les villageois en œufs de consommation (Porphyre
2000).
L’aviculture villageoise à Madagascar n’apporte pas beaucoup de re-
venus car le nombre de volailles exploitées par les familles reste faible.
D’après nos observations sur le terrain nous avons constaté que les effec-
tifs par famille sont de moins de 5 mères (moins de 50 têtes en tout).
Généralement, les volailles sont en divagation le jour (figure 1.9), et
enfermées le soir dans des abris. Ces abris sont généralement les maisons
d’habitation des éleveurs mais parfois ils sont construits à l’extérieur et
couverts de bois, de végétaux séchés, de tôles ou de terre.
Les oiseaux trouvent leur nourriture en errant entre les habitations
du village, et récupèrent les restes de la récolte, du riz principalement,
et de la cuisine (figures 1.10 et 1.11). L’alimentation est donc rarement
ajustée aux besoins des oiseaux, et aucune trésorerie n’est mobilisée pour
l’achat d’aliment (ou très rarement). Les petits poussins divaguent avec les
adultes pour trouver leur nourriture. Ils souffrent de la compétition pour
l’alimentation et sont les procès des prédateurs ainsi que la source de la
dispersion des maladies en raison des contacts avec plusieurs sources de
virus.
Souvent les oiseaux n’ont pas suffisamment d’eau ou l’eau qu’ils
trouvent est sale et est source de contamination. L’approvisionnement en
eau n’est pas généralement assuré par l’éleveur, et les oiseaux s’abreuvent
avec les eaux de surface disponibles (figure 1.12) et parfois dans des
abreuvoirs, principalement construits en matériaux de récupération : des
récipients de ménage (usés voire cassés), ou encore un trou creusé non
loin de la maison.
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Figure 1.10 – Poules et canards se nourrissant
Figure 1.11 – Canards nageant et se nourrissant dans une rizière, à proximité d’un
héron
Figure 1.12 – Canards et oies au bord d’une rivière
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Dans ce système, les poules couvent et élèvent leurs poussins. Beau-
coup d’oiseaux sont malades ou grossissent lentement, produisant peu
d’œufs et de viande. Les services vétérinaires et la formation sont ra-
rement disponibles localement. Face au manque de services offerts aux
éleveurs, un secteur informel incarné par des paysans "vaccinateurs" ou
"auxiliaires vétérinaires" s’est mis en place à Madagascar. Ce sont des
éleveurs formés par des ONG ou des projets de développement, ils réa-
lisent des interventions de base du type vaccination, déparasitage, castra-
tion. . . Contrairement au technicien para-vétérinaire prévu dans l’organi-
sation officielle du réseau de santé animale, l’auxiliaire de santé est sou-
vent un paysan qui collabore ou non avec le vétérinaire (campagnes de
vaccination) et assure le service de proximité aux membres de sa commu-
nauté, mais qui ne bénéficie d’aucun statut officiel.
1.2.2 Les contraintes liées à la MN
La maladie de Newcastle est endémique chez les volailles villageoises
en Afrique et en Asie. Elle est généralement facilement identifiée par les
agriculteurs mais le manque d’argent et parfois de sensibilisation rendent
difficile le contrôle de la maladie dans les élevages de volailles. Dans
l’aviculture villageoise, la maladie de Newcastle est le plus grand obstacle
à la production aviaire (Alders et Spradbrow 2001b, Kitalyi 1998).
Il existe plusieurs facteurs de persistance du virus dans les villages
(Martin et Spradbrow 1992). Les oiseaux domestiques comme les ca-
nards, les pigeons, dindes, les oies peuvent être porteurs du VMN sans
développer des signes cliniques. Alors ils peuvent devenir une source
d’infection pour les poulets (Kant et al. 1997, Liu et al. 2008, Samberg et al.
1989, Biancifiori et Fioroni 1983, Lomniczi et al. 1998). De plus, le contact
avec des oiseaux sauvages peut entrainer des infections avec des souches
virulentes (Alexander 1988b). L’environnement peut également jouer le
rôle de réservoir viral dans la mesure où le virus peut survivre plusieurs
mois dans le sol ou dans des eaux (Alexander 1988b).
La santé animale à Madagascar demeure un domaine peu maîtrisé.
Malgré son insularité, Madagascar est loin d’être épargnée par les princi-
pales maladies aviaires et doit faire face à une forte pression infectieuse au
niveau des cheptels. Le manque de moyens financiers, les dysfonctionne-
ments dans la coordination des actions sanitaires ou encore l’ubiquité de
certains virus dans les populations aviaires divagantes sont une première
explication à cette situation sanitaire préoccupante (Porphyre 2000).
Les causes de mortalité sont dues aux maladies notamment la maladie
de Newcastle, et les parasitoses chez les poussins. Les oiseaux qui sont
en liberté peuvent facilement se contaminer avec différents pathogènes.
Quand un oiseau a une maladie contagieuse, il y a un grand risque de
transmission pour tous les oiseaux du village.
Sans organisation, sans connaissance des potentiels de la production
de volaille villageoise les producteurs reçoivent très peu de soutien et de
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conseils de la part des agents du service santé animale. La production de
volailles à petite échelle reste de ce fait, rudimentaire dans de nombreux
endroits.
1.2.3 Épidémiologie de la MN à Madagascar
La première épizootie est apparue à Madagascar en 1946 (Rajaonarison
1991). Depuis, la maladie n’a cessé de faire des ravages dans le pays, en
effectuant au moins un pic annuel.
Situation épidémiologique à Madagascar
Une enquête épidémiologique sur la maladie de Newcastle en avicul-
ture villageoise a été effectuée dans deux zones : l’une à Ambohimanga-
kely, l’autre à Moramanga entre mai 1999 et juin 2000 par Maminiaina et al.
(2007). Les résultats montrent que la MN effectue un pic principal en oc-
tobre et un pic secondaire en mars (figure 1.13), l’incidence de la maladie
calculée en pourcentage de la taille du cheptel de chaque éleveur. Ce suivi
de 33 élevages rapporte que la MN était responsable de 44% des mortali-
tés des volailles. Dautres enquêtes, basées sur des déclarations d’éleveurs
à partir des signes cliniques rapportent des taux de mortalité allant jusqu’à
90% dans les villages atteints (Rasamoelina 2011).
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Figure 1.13 – Évolution de l’incidence de la maladie de Newcastle dans les deux zones
de l’enquête (Maminiaina et al. 2007)
Une étude a été réalisée afin d’identifier les facteurs de risque pos-
sibles de la transmission du VMN inter-village et intra-village dans deux
sites d’étude, le lac Alaotra et le Grand Antananarivo, choisis pour leurs
différences en termes de caractéristiques agro-écologiques et des produc-
tions avicoles (Rasamoelina 2011). La région du lac Alaotra est la plus
grande zone humide de Madagascar. On y trouve beaucoup de rizières
et une importante production d’oies et de canards en plus des poulets de
chair, contrairement au Grand Antananarivo où on trouve principalement
la production de poulets. Selon Rasamoelina et al. (2012) le lac Alaotra
a vu une circulation importante du VMN par rapport à Antananarivo.
Cela peut être expliqué par la transmission environnementale via l’eau
du lac ou par la transmission inter-espèces (poulets, canards, oies, . . . ).
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Par ailleurs, à Antananarivo les élevages de basse-cour étaient associés à
un niveau de risque de MN plus élevé en raison l’absence des mesures de
biosécurité.
Des prélèvements ont été effectués dans les foyers de MN sur les vo-
lailles domestiques dans deux sites d’études (Antananarivo et lac Alaotra)
entre 2008 et 2010 afin de caractériser les souches isolées et de déterminer
l’index de pathogénicité intracérébrale (IPIC). Les valeurs d’IPIC étaient
de 1,9, ce qui correspond à fort pouvoir pathogène (souche vélogène) (Ma-
miniaina 2011). Le virus identifiés sur foyer appartenaient le plus souvent
au génotype XI.
Pratiques sanitaires
La MN reste une dominante pathologique en l’absence de vaccina-
tion généralisée chez les petits agriculteurs (Maminiaina et al. 2007). Les
oiseaux sont rarement vaccinés et les médicaments ne sont pas souvent
donnés, à cause de manque de trésorerie d’une part, et de méconnaissance
des pertes causées par les maladies d’autre part. De nombreux animaux
meurent très jeunes, en raison des prédateurs, des maladies, du manque
de nourriture, des conditions climatiques défavorables et des accidents.
Plusieurs vaccins contre la MN sont commercialisés à Madagascar. Ils
sont fabriqués essentiellement à partir de trois souches : La Sota, Hicthner
B1, et Mukteswar. Les deux premières sont des souches lentogènes ap-
partenant au génotype II. La souche Mukteswar est une souche mesogène
appartenant au génotype III. Le choix du vaccin par les éleveurs se fait
en fonction du type d’élevage et de vaccins disponibles. Dans les élevages
villageois généralement le vaccin Pestavia (souche Mukteswar) est utilisé.
Il est recommandé chez les poussins à l’âge de 21 jours une vaccination et
un rappel annuel par injection sous cutané, mais cela reste un protocole
difficile à réaliser en pratique. En ce qui concerne la vaccination, les ré-
sultats de Maminiaina (2011) montrent que les poulets vaccinés et infecté
sont protégés contre la morbidité et mortalité, cependant, ils excrètent le
virus.
Conclusion
Les élevages familiaux présentent des conditions favorables à la survie
du VMN au sein de la population de volailles du fait que la population
aviaire du village peut être elle-même un réservoir viral à cause de la dy-
namique des cheptels de volailles et des conditions d’élevage. De plus,
d’autres espèces sont présentes dans le village et plus particulièrement
les canards et les oies qui sont réputées peu sensibles à la maladie même
si des cas de maladies cliniques sont quelquefois rapportés. Cependant
elles hébergent et excrètent les virus dans l’environnement. Cet environ-
nement constitue un réservoir du VMN et favorise la transmission aux
oiseaux sensibles. Par ailleurs, les pratiques de vaccination en milieu vil-
lageois sont très peu étudiées et méritent d’être analysées afin d’adapter
les stratégies de contrôle de la MN.
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"The best defense is a good offense."
Author Unknown
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Dans ce chapitre, nous présentons une étude de terrain que nous avonsréalisée à Madagascar pour comprendre les circonstances des cam-
pagnes de vaccination. En effet les conditions de déroulement de la vac-
cination en milieu villageois impactent fortement son efficacité de protec-
tion contre la maladie de Newcastle. Nous désirons introduire la vaccina-
tion dans les modèles que nous développons. Nous avons donc besoin de
connaitre comment est faite la vaccination à l’état actuel à Madagascar et
ce qu’on peut en attendre.
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2.1 Introduction et objectifs
La couverture vaccinale par le vaccin contre la MN dans les élevages
familiaux à Madagascar est estimée à moins de 10% pour un effectif
présentant 95% de l’effectif national (Maminiaina et al. 2007). Cependant,
les pratiques actuelles de vaccination de l’avifaune domestique ne sont
pas assez étudiées à Madagascar pour savoir si elles sont susceptibles
d’aboutir à un contrôle efficace de la maladie de Newcastle.
L’objectif de cette étude est d’avoir des informations sur la mise en
œuvre de la vaccination contre la MN dans les conditions du terrain à Ma-
dagascar et d’évaluer la couverture vaccinale obtenue. Ces informations
ont servi à déterminer l’impact de la vaccination sur la transmission po-
tentielle du virus de la MN à Madagascar afin de rendre nos hypothèses
de modélisation les plus proches possibles de la réalité dans ces systèmes
d’élevages. Sur la base de ces données, nous avons également établi dif-
férents scénarios de vaccination réalistes dans les conditions malgaches,
que nous avons évalués dans la discussion générale de la thèse, à l’aide
des modèles développés.
Pour répondre à cet objectif principal nous nous proposons de déter-
miner :
– Les conditions de réalisation de la vaccination : information des
éleveurs, modalités d’organisation de la campagne de vaccination,
fréquence des campagnes de vaccination, nature du vaccin utilisé,
modalités de son utilisation : chaîne du froid, durée d’utilisation
effective après sortie du réfrigérateur ou de la glacière (intervalle
minimum et maximum), nature des vaccinateurs.
– La couverture vaccinale (taux de vaccination) dans un village : pro-
portion des éleveurs concernés par la vaccination, proportion d’ani-
maux vaccinés parmi les différentes espèces réceptives au virus et
présentes dans les villages : poulets, canards, oies, pintades, pi-
geon. . .
– La proportion (parmi les vaccinés) des individus qui développent
des anticorps après vaccination, selon les différentes espèces concer-
nées par la vaccination.
2.2 Matériel et méthodes
L’enquête consistait à suivre le réseau des vaccinateurs Kristianina
Mpanao Vakisiny en malgache (KMV) dans le district de Vavatenina -
région Analanjirofo au Nord-Est de Madagascar (figure 2.1). Nous avons
préparé un questionnaire afin d’avoir des informations sur l’organisation,
la préparation et le déroulement des compagnes de vaccination. Les ré-
ponses fournies par les vaccinateurs à ce questionnaire nous ont aidées à
comprendre les résultats de la vaccination et la possibilité de la reproduire
et de l’améliorer dans d’autres régions de Madagascar.
L’étude s’est déroulée en 2 phases :
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Figure 2.1 – Zone d’étude
– Une première mission s’est déroulée entre le 5 et le 11 juin 2012.
Elle a consisté à accompagner les vaccinateurs dans les villages pour
suivre les différentes étapes de la campagne de vaccination, marquer
les volailles vaccinées sous les ailes à l’aide d’une bombe de peinture
(figure 2.2) et remplir les questionnaires. Cette mission a servi aussi
à prendre contact avec les villageois via le chef des vaccinateurs (le
pasteur) pour préparer la deuxième phase.
– Une seconde mission a consisté à repasser dans les mêmes villages
deux semaines environ après la vaccination (entre le 25 et le 30 juin
2012) pour prendre des échantillons de sang des poules vaccinées,
afin de vérifier l’efficacité de la vaccination. Notons que les avicul-
teurs villageois ne vaccinent que les poules.
Figure 2.2 – Marquage de poules vaccinées
Les objectifs fixés par les organisateurs de la campagne de vaccination
(figure 2.3) étaient de lutter contre la maladie Newcastle afin de préserver
la santé des oiseaux.
Nous avons visité 7 villages dans les alentours de Vavatenina afin de
nous familiariser avec les conditions locales et nous faire connaitre des
vaccinateurs. Ces villages étaient situés à différentes distances du centre
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Figure 2.3 – Opération de la vaccination
de Vavatenina : Ambatobe (1 Km), Antoby (7 Km), Maramitety (11 Km),
Ambohibe (12 Km), Anjahambe (17 Km), Ambohimiarna (7 Km) et Am-
pasimazava (15 Km). Nous avons assisté à la vaccination de 118 poules et
nous les avons toutes identifiées.
Le vaccin utilisé contre la MN à Madagascar est le Pestavia, un vaccin
vivant atténué à souche Mukteswar produit localement. Il existe un autre
vaccin vivant, avirulent, thermostable contre la MN à partir de la souche
avirulente du virus australien I-2, mais il n’est pas utilisé dans les villages
à cause de son prix élevé. Lors de compagnes de vaccination, Pestavia est
souvent administré avec un vaccin contre le Choléra aviaire (Avicol).
Le réseau de vaccinateurs est constitué soit d’enseignants soit d’agri-
culteurs qui ont suivi des formations organisées par l’Institut Malgache
de Vaccins Vétérinaires (IMVAVET). Au début, 140 vaccinateurs ont été
formés. Cependant au moment de notre enquête il ne restait que 10%
d’actifs faute de rentabilité du travail.
Les vaccinateurs prospectent dans les marchés, après ils se déplacent
dans les villages pour compter l’effectif de poules à vacciner. Parfois les
gens sollicitent le vaccinateur. Le choix des dates de passage se fait en
accord avec le chef du village qui prévient les villageois pour rassembler
leurs poules dans un lieu commun. Parfois le vaccinateur est obligé de
visiter les élevages un par un dans le but de les sensibiliser. Chaque
éleveur choisit les poules à vacciner parmi ce dont il dispose, car il ne
peut pas les vacciner toutes, faute de moyen financier.
Après achat, les vaccins sont conservés dans les réfrigérateurs, chez le
chef des vaccinateurs (le pasteur). Le jour de la vaccination, les vaccina-
teurs se déplacent souvent à pieds ou parfois en vélo dans les villages et
ils apportent les vaccins dans des glacières avec des glaçons (figure 2.4).
Nous sommes repassés dans les mêmes villages deux semaines après
la vaccination pour prendre des échantillons de sang chez les animaux
vaccinés et marqués. Nous n’avons retrouvé que 66 poules parmi les 118
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Figure 2.4 – Glacières pour le transport du vaccin
marquées. Nous avons prélevé du sang à veine alaire des volailles à l’aide
d’une aiguille et d’une seringue, et le sang a été conservé dans des tubes
en plastique stériles, fermés par des bouchons à vis et conservé au frais.
Après extraction du sérum, les échantillons ont été analysés par le test
ELISA (LSI VET AVI NDV) pour déterminer la proportion des animaux
qui ont répondu au vaccin.
Compte tenu des perdus de vue, le taux de protection peut être es-
timé par e = y/(n − m/2) avec y le nombre d’animaux protégés, n le
nombre initial d’animaux vaccinés et m le nombre de perdus de vue (Les-
noff et al. 2011). En l’absence de données sur la répartition des animaux
par troupeau et par village, l’intervalle de confiance à 95% a été calculé
sous l’hypothèse de distribution binomiale du taux de protection.
2.3 Résultats
En se fondant sur les résultats de notre questionnaire on en déduit les
constations suivantes :
Choix des villages et des dates de passages : Il n’y a pas de fréquence
systématique pour la vaccination mais selon la demande des éleveurs. Gé-
néralement pendant la période de la récolte de riz (septembre et octobre)
la demande augmente, car d’une part les éleveurs disposent de ressources
financières en vendant le riz, et d’autre part, c’est la période de l’émer-
gence de la maladie. Le vaccinateur reçoit les commandes des habitants
de son villages qui souhaitent vacciner leurs volailles. Dès qu’il atteint
50 commandes, qui correspond un flacon de 50 doses, il se déplace chez
le chef de vaccinateur (le pasteur) pour en procurer. Un flacon de Pesta-
via s’achète à 2000 Ariary (0,6 e) pour 50 doses mais les éleveurs qui en
commande via le vaccinateur paye 300 Ariary (0,1 e) pour les 2 vaccins
Pestavia et Avichol.
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Délai d’utilisation du vaccin : Après sortie du réfrigérateur, la durée
d’utilisation effective du vaccin est d’un jour en maintenant le vaccin dans
une glacière avec des freeze packs ou glaçons. Passé ce délais, le vaccin est
en principe détruit.
Choix des animaux à vacciner : Les éleveurs ne vaccinent que les poules
et les dindes car ce sont les espèces les plus sensibles à la maladie et
qui connaissent une forte mortalité lors d’une épizootie et parce qu’elles
sont productrices d’œufs et de poussins. Le choix des animaux vaccinés
se fait suivant des critères d’âge et d’état sanitaire. Les animaux doivent
être en bonne santé et âgés de plus d’un mois. Mais comme on ne vaccine
pas tous les oiseaux, l’éleveur choisit parmi ses poules celles qu’il pense
garder pour couver des œufs ou celles qu’il prévoit de vendre.
Le tableau 2.1 présente le nombre d’éleveurs de volailles dans chaque
village, ainsi que le nombre d’éleveurs qui ont l’habitude de vacciner leurs
volailles. Ces chiffres sont une estimation par le vaccinateur de chaque
village.
Villages
Nombre de propriétaires
de volailles
Pourcentage de propriétaires
concernés par la vaccination
Ambatobe 40 50
Ambohibe 45 55
Ambohimiarina 35 71
Andampavola 40 75
Anjahambe 45 44
Antoby 20 75
Maromitety 25 60
Vavatenina 50 80
Total 300 63
Table 2.1 – Éleveurs de volailles
Le tableau 2.2 présente le pourcentage des volailles vaccinées par
espèce. Ces chiffres sont une estimation par le vaccinateur de chaque
village. Pour les poules, nous présentons les pourcentages en fonction de
l’âge à cause d’une variation entre les poussins et les adultes. Les oies
et les canards ne sont pas vaccinés contre la MN. En ce qui concerne les
dindes, nous avons préféré rajouter l’effectif par village pour rendre plus
compréhensible le pourcentage. Il s’agit généralement de petits effectifs
(ne dépassant pas 40 par village). Dans les villages Ambohimiarina et
Antoby, il n’y a pas de dindes. Cependant pour Vavatenina, nous n’avions
pas pu compter ni le nombre de dindes élevées ni le nombre des vaccinées.
Le tableau 2.3 présente le nombre de volailles marquées et vaccinées au
moment de notre passage, que nous avons marqués.
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Villages
Poules
Dindes
Poussins Adultes
Ambatobe 23 83 100 (n=29)
Ambohibe 34 71 40 (n=38)
Ambohimiarina 20 86 0 (n=0)
Andampavola 27 85 50 (n=12)
Anjahambe 10 66 100 (n=22)
Antoby 10 80 0 (n=0)
Maromitety 58 63 62 (n=37)
Vavatenina 33 86 -
Total
25 81
70
40
Table 2.2 – Pourcentages des volailles vaccinées depuis 6 mois par village
L’opération de vaccination commence généralement en après-midi,
le temps que le vaccinateur aille chercher le vaccin chez le pasteur et
revienne à son village. Elle dure jusqu’à la nuit quand les poules rentrent
de leur divagation. Nous n’avons pu assister à la fin de l’opération de
vaccination, que dans Vavatenina. En effet, pour de raisons de sécurité,
nous devions rentrer à notre camp avant la tombée de nuit.
Villages
Poules
Poussins Adultes
Ambatobe 3 11
Ambohibe 2 10
Ambohimiarina 0 11
Andampavola 0 9
Anjahambe 0 8
Antoby 3 8
Maromitety 0 9
Vavatenina 6 31
Total
14 104
118
Table 2.3 – Nombre de volailles vaccinées et marquées lors de notre passage
Résultats sérologiques : Sur 118 oiseaux vaccinés, 66 ont été retrouvés
et ont fait l’objet d’une prise de sang pour contrôle sérologique. Tous les
échantillons testés ont été considérés comme positifs, avec notamment un
titre supérieur à 317. Les titres obtenus s’échelonnent de 730 à 9539, avec
une dispersion assez faible (médiane 6751, premier et troisième quartile
6049 et 8104 respectivement). La figure 2.5 présente les résultats sous
forme de boite à moustaches avec en vert les seuils de positivité et de
protection (vaccin vivant entre 317 et 3000 et vaccin inactivé entre 3000 et
10 000) et en rouge le seuil au delà duquel on considère qu’une infection
virale a eu lieu (10 000). On peut constater que les points extrêmes sont
peu nombreux. En tenant compte des perdus de vue, le taux de protection
estimé était de 72%, avec un intervalle de confiance à 95% de [62 ;80].
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Figure 2.5 – Titre d’anticorps sous forme de box plot, avec en vert les seuils de
positivité et de protection pour un vaccin vivant (entre 317 et 3000) et en rouge le seuil
au delà duquel on considère qu’une infection virale a eu lieu (10 000).
2.4 Discussion
2.4.1 Résultats du questionnaire
Les compagnes de vaccination restent une initiative personnelle du
pasteur de Vavatenina et du directeur de l’IMVAVET. Ils ont pu convaincre
quelques enseignants agriculteurs à suivre une formation pour apprendre
à vacciner. Ce n’est pas un travail complètement bénévole car ces vaccina-
teurs reçoivent une petite somme d’argent qui est comprise dans le prix
de vaccination par poule (300 Ariary pour les deux vaccins Avichol et
Pestavia).
A notre connaissance, cette initiative des réseaux de vaccinateurs
KMV n’a pas été étudiée et suivie pour comprendre son fonctionnement
et essayer de l’élargir à tout le pays. Nous avons visité avec les KMV 7
villages situés dans un rayon maximum de 17 km de Vavatenina. Il y a
bien d’autres villages dans les alentours de Vavatenina où ce réseau de
vaccinateurs intervient, cependant la période de notre passage ne coïnci-
dait pas avec d’autres demandes de vaccination.
Le nombre d’éleveurs de volailles intéressés par la vaccination est
assez important et représente 63% des éleveurs dans les villages que nous
avons visités. Cela peut être expliqué par l’effet de la sensibilisation à
la vaccination par le chef des vaccinateurs et leur équipe. De plus, les
résultats des compagnes précédentes encouragent les éleveurs à continuer
et incitent ceux qui n’étaient pas intéressés auparavant à commencer à
vacciner.
Le tableau 2.2 présente des estimations par les vaccinateurs du pour-
centage des volailles vaccinées par espèce durant 6 mois. Nous avons
donc pris soin de vérifier auprès du chef de vaccinateurs que la quantité
de vaccin achetée durant les six derniers mois soit compatible avec ces
pourcentages, ce qui est le cas. Les éleveurs ne vaccinent pas les oies et les
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canards.
La couverture vaccinale contre la MN dans ces villages était 40% chez
les poules et 70% chez les dindes, ce qui est largement au-dessus de la
moyenne nationale qui est inférieure à 10% (Maminiaina 2011). Cela reste
propre à ces villages et on ne peut pas le généraliser à Madagascar car
c’est le résultat du travail du pasteur et de son réseau à inciter les gens
à vacciner leurs volailles. Ils ont pu mettre en place toute une logistique
malgré de faibles moyens. Les poussins sont moins vaccinés que les
adultes et les dindes pourtant ils sont plus sensibles. La cause de cette
variabilité est le coût de l’oiseau. En effet, les dindes sont plus chères que
les poules adultes qui sont à leur tour plus chères que les poussins. A
cause du manque d’argent, les éleveurs préfèrent protéger leurs poules
ou dindes en les vaccinant.
Les conditions globales de la conservation des vaccins semblent ré-
pondre aux recommandation. En effet, le chef de vaccinateurs se procure
trois ou quatre fois par an une quantité suffisante de vaccin en allant
la chercher à l’IMVAVET, à Antananarivo (environ 240 km). Pendant le
transport, la conservation se fait dans des glacières. Une fois arrivé à
Vavatenina, le vaccin est conservé dans un réfrigérateur jusqu’au jour
de la vaccination. Nous avons aussi remarqué quelques erreurs d’admi-
nistration. Parfois des flacons ouverts sont conservés plus de 24 heures
à température ambiante. Aussi nous avons remarqué que quelques vac-
cinateurs utilisent la même seringue pour les deux vaccins (Pestavia et
Avicol), ce qui est contre-indiqué dans la notice du vaccin à cause des
risques de contamination croisée.
Nous avons remarqué durant cette enquête qu’on peut arriver à bien
vacciner et protéger les animaux mais dans la mesure où on utilise du
vaccin vivant, il faut bien conserver le vaccin, utiliser une eau de bonne
qualité pour la reconstitution et une bonne administration. En effet, l’eau
de puits peut contenir des ions ferriques et inactiver le virus vivant, de
même toute administration d’eau chlorée sera aussi synonyme de des-
truction du vaccin.
Pour les éleveurs, si le manque d’argent constitue un obstacle pour
acheter des doses de vaccin pour l’ensemble de cheptel aviaire ainsi sur
l’achat des vitamines et les médicaments. La vente d’un animal permettait
d’acheter du vaccin. En effet le prix d’un poulet "gasy" varie entre 4000 et
6000 Ariary (entre 1,2 et 1,8 e) alors que les éleveurs payent 300 Ariary
(0,1 e) par poulet pour les 2 vaccins Pestavia et Avichol. Ces prix restent
assez élevés pour un éleveur car en vendant une poule, il ne peut vacciner
que 15 oiseaux, approximativement, pour un effectif de 50 têtes environ.
Cependant, cela reste beaucoup plus rentable que ne pas vacciner vu la
mortalité élevée lors des flambées épidémiques de la MN. Il faut donc
encourager les éleveurs à vacciner leurs volailles.
Sensibiliser les éleveurs à vacciner et à protéger leurs volailles reste la
tâche la plus difficile du fait que ce sont souvent les femmes et les enfants
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qui s’occupent des volailles et ce n’est pas aussi noble dans l’esprit des vil-
lageois que les bovins (Alders et Spradbrow 2001a). Dans ce contexte, le
rôle de l’état demeure très important pour programmer des campagnes de
vaccination de masse des animaux. Le rôle du secteur privé (ONG, orga-
nisations paysannes, projets de développement rural) est aussi important
pour inciter les paysans à pratiquer l’aviculture, les sensibiliser sur l’utilité
indiscutable des vaccins pour réussir l’élevage et d’entreprendre la forma-
tion des vaccinateurs villageois axée sur la connaissance des vaccins et de
la vaccination.
2.4.2 Résultats sérologiques
Les résultats du test ELISA pratiqué sont tous considérés comme
positifs, témoignant de la présence d’anticorps contre le VMN. Les ré-
sultats montrent une faible dispersion et un niveau élevé de protection
(seuls 25% des animaux présentent un titre inférieur à 6000). La relative
faible dispersion des résultats, ainsi que les titres élevés mais inférieurs
à 10 000 permettent de conclure à la mise en œuvre d’une vaccination
efficace. Toutefois les titres (50% compris entre 6049 et 9539) semblent
plus élevés que ce qu’il peut être attendu d’une vaccination avec vaccin
vivant (317-3000). Ceci pourrait être en faveur de contacts antérieurs des
animaux échantillonnés avec le virus, d’autant que ces animaux étaient
pour la plupart des adultes. La vaccination aurait alors stimulé une ré-
ponse anamnestique conduisant à une forte production d’anticorps.
Une enquête sérologique menée au sein de poulets villageois en 2008
en Birmanie par Henning et al. (2008) a permis de montrer que 78,8% [IC,
74,1-83,6] des 5611 poulets prélevés dans plusieurs villages avaient une
sérologie positive vis-à-vis de la MN. Ces auteurs ont considéré un seuil
de titre "protecteur" à 1000 (log2 titre ≥ 3), ce qui conduit à des taux de
protection des animaux variant de 14 à 42% en fonction des villages. Une
variabilité saisonnière du taux de protection a également été observée et
il a été noté une association entre des taux de protection élevés et une
réduction de la mortalité dans les mois qui suivaient, dans les villages
concernés. Bien que le test utilisé ici (HI test) ne soit pas le même que
le notre (ELISA), les titres garantissant une protection sont assez com-
parables. Le fort taux de protection chez les poulets que nous avons pu
prélever est, dans notre cas, également en faveur d’une protection des
animaux vaccinés et d’une baisse de la mortalité liée à la MN.
Une enquête sérologique réalisée au Mali en 2007-2008 (Molia et al.
2011) a montré que 58,4% des 1085 volailles villageoises non vaccinées
étaient séropositives vs la MN. La probabilité d’être séropositif était plus
importante chez les poulets que les canards (OR=2) et chez les adultes que
chez les jeunes (OR=3,1). Bien que l’on n’ait pas pu atteindre ce niveau
d’analyse (pas de canards prélevés et quasiment pas de jeunes), il est
probable que ces résultats s’appliquent également dans notre étude : les
Gallus gallus étant plus sensibles que les canards et les oies à l’infection,
et les adultes ayant eu plus d’occasions de se trouver en contact avec le
virus, compte tenu de leur âge. Dans cette étude, le test ELISA utilisé
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est identique à celui mis en place dans notre travail, permettant une
stricte comparaison des résultats sérologiques avec les mêmes seuils de
positivité. Les taux de séropositifs variaient de 17,1% à 87,7% en fonction
des périodes d’échantillonnage chez des animaux non vaccinés, mon-
trant une variabilité de la protection liées à des contacts passés avec le
virus. Chez les troupeaux vaccinés en revanche, le taux de séroconver-
sion variaient de 96,9% (pour les volailles de basse-cour) à 100% (pour
les volailles commerciales), signant une très bonne protection contre la
MN. Ce résultat est comparable à celui obtenu sur les oiseaux de notre
échantillon ayant pu être contrôlés. Dans l’étude de Molia et al. (2011), la
protection observée est probablement due à la vaccination, mais la seule
façon d’écarter l’intervention d’une infection naturelle aurait été l’examen
des titres sérologiques, non disponibles dans la publication.
Si tous les animaux ayant pu être retrouvés après vaccination présen-
taient des titres signant une bonne protection contre l’infection, le taux
de protection estimé, compte tenu du nombre élevé de perdus de vue,
est lui bien moindre (72%) parmi les animaux vaccinés, alors même que
ceux-ci ne représentaient qu’une petite partie de la population totale dans
les villages concernés. Le calcul du taux de reproduction de base (R0)
pour la MN dans ce type de population aviaire permettrait de préciser le
taux de vaccination et d’immunité post-vaccinale nécessaire pour arrêter
la propagation d’une épidémie de MN dans ces conditions (Anderson et
May 1982). Il serait donc d’une part particulièrement utile d’obtenir des
données complémentaires sur le statut immunitaire de l’ensemble d’une
population vaccinée à Madagascar, et d’autre part de disposer d’estima-
tions réalistes du R0.
Biais d’échantillonnage
L’absence de contrôle sérologique avant vaccination, due à des contraintes
techniques, ne permet pas de savoir si les animaux vaccinés présen-
taient déjà une immunité (liée à une infection ou une vaccination passée)
contre le VMN même si les titres observés le laissent présager. Dans ces
conditions, on ne peut conclure avec certitude que les titres sérologiques
observés sont tous dus à la vaccination pratiquée lors de notre enquête et
notre hypothèse est que la vaccination a eu un effet booster sur l’immu-
nité humorale déjà mise en œuvre. D’autre part, le fort taux de perdus
de vue (55/118), qui représente pratiquement la moitié de l’échantillon
de départ, peut s’expliquer de plusieurs façons : i) la vente ou l’abattage
des animaux pour la consommation, ii) la prédation (des chats sauvages
rôdent souvent autour des volailles) ou iii) la mort due à une maladie
comme par exemple la MN. Dans ce dernier cas, la présence d’un biais au
sein des résultats est à considérer puisque les animaux mal vaccinés ou
infectés juste avant ou trop précocement après la vaccination ont pu mou-
rir et ne faisaient alors plus partie de l’échantillon final. Si ces animaux
sont morts de MN, alors la proportion d’animaux mal vaccinés ou ayant
fait l’objet d’un contact viral pourrait être sous-estimée dans l’échantillon.
Toutefois, l’absence de titre > 10 000 au sein des animaux prélevés serait
plutôt en faveur de l’absence d’un passage viral entre la vaccination et la
visite de contrôle. En effet, dans ce cas, nous aurions dû observer des titres
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très élevés (> 10 000) chez les oiseaux survivants. D’autre part, aucune
mortalité particulière n’a été rapportée dans les villages enquêtés entre les
deux visites.
Dans ces conditions, il serait donc intéressant de répéter cette opéra-
tion sur un échantillon d’animaux faisant l’objet de prise de sang avant
vaccination, afin de pouvoir déterminer leur statut sérologique et en limi-
tant le nombre de perdus de vue. Ces animaux pourraient par exemple
être enfermés dans un enclos, ou bagués, avec rémunération des proprié-
taires qui présenteraient ces animaux au contrôle suivant. Les résultats
ainsi obtenus pourraient permettre de préciser les résultats trouvés dans
cette enquête.
Limites de la vaccination
Les résultats obtenus montrent une bonne protection immunitaire des
animaux qui ont pu être testés. En effet, le fait que les sérologies ne dé-
passent pas un titre de 10 000 indique que le taux d’anticorps obtenu n’est
pas dû à une infection récente par le VMN. Les animaux vaccinés dans les
conditions décrites sont donc correctement protégés contre l’expression de
signes cliniques et la mortalité lors d’infection par le VMN. En revanche,
il n’y a pas d’éléments qui prouvent que des souches sauvages, vélogènes
notamment, ne puissent infecter les animaux vaccinés et être ensuite ex-
crétées. C’est le cas des souches du génotype XI, circulant fréquemment à
Madagascar (Maminiaina et al. 2010, de Almeida et al. 2013), qui, si elles
ne provoquent pas de mortalité chez les animaux vaccinés, peuvent être
excrétées, contaminer les (nombreux) animaux non vaccinés et conduire
à un phénomène épidémique. A ceci s’ajoute la nécessité d’effectuer des
rappels pour maintenir l’immunisation des animaux vaccinés. En effet, à
Madagascar, la MN affecte les volailles en général deux fois par an, aux
inter-saisons alors que la durée de protection conférée par les vaccins
vivants dure au mieux 6 mois.
Dans tous les cas, même si l’on considère que tous les animaux vacci-
nés lors de cette enquête étaient bien protégés, seuls 63% des propriétaires
des villages concernés ont participé à cette campagne de vaccination et
peu de volailles (seulement 40% sur l’ensemble des 7 villages) ont été
vaccinées. De plus, les animaux vaccinés sont généralement les plus âgés,
alors que les jeunes (poussins de pondeuses et poulets), qui ont peu de
chances d’avoir déjà été en contact avec l’agent pathogène, sont les plus
sensibles. Il est donc peu probable que les campagnes de vaccination
réalisées dans ces conditions permettent d’arrêter la transmission virale
au sein des populations vaccinées.
La vaccination est considérée comme une précaution supplémentaire,
en particulier dans les zones à haute densité de populations de volailles
(Rauw et al. 2009), cependant, l’immunité ne s’installe pas immédiatement
après la vaccination, une ou deux semaines sont nécessaires pour obtenir
la réponse immunitaire complète (Alders et Spradbrow 2001a). Les vo-
lailles doivent être vaccinées au moins un mois avant l’apparition probable
d’un foyer (octobre et mars pour le cas de Madagascar). La biosécurité
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et l’hygiène sont considérées comme les premières lignes de protection
contre l’introduction de toute maladie aviaire et en particulier la MN
(Bermudez 2003, Bermudez et Stewart 2003). Ainsi, les mouvements de
personnes (éleveurs, vétérinaires, etc.) et de véhicules doivent être limités
et accompagnés de désinfections et du changement de vêtements et de
chaussures. Il convient également de prévenir le contact direct et indirect
des volailles avec les oiseaux sauvages ou les pigeons. En tout état de
cause, il faut assurer parallèlement à la vaccination, une sensibilisation
répétitive des vaccinateurs sur la conservation du vaccin (et réfléchir à la
souche utilisée, thermostable (I2 ou V4) ou pas en fonction des régions)
et sur la reconstitution et l’administration vaccinale ; à savoir la nature de
l’eau utilisée (absence d’ions ferriques ou de molécules inactivatrices) et
l’assoiffemment des animaux et la répartition du vaccin.
Dans la suite de cette thèse, nous proposons le développement et l’ana-
lyse d’un modèle de transmission du virus de la MN dans une popula-
tion de poulets bénéficiant de la vaccination contre cette maladie. Après
discussion avec les acteurs des campagnes de vaccination (laboratoire de
production de vaccin, services vétérinaires, réseaux socio-techniques vil-
lageois), nous proposons ci-dessous différents scénarios de contrôle de la
MN par la vaccination basés sur cette enquête, qui seront évalués dans la
discussion générale de cette thèse :
– Scénario 1 : absence de vaccination, ce qui correspond au cas le plus
fréquent dans les élevages villageois de Madagascar.
– Scénario 2 : vaccination selon les pratiques observées dans cette en-
quête :
– 2/3 des élevages effectivement vaccinés dans les villages concer-
nés par la campagne de vaccination ;
– 40% des animaux effectivement vaccinés dans ces élevages ;
– 70% des animaux effectivement protégés suite à la vaccination.
– Scénario 3 : vaccination renforcée en s’appuyant sur les réseaux
socio-techniques villageois (églises, agents communautaires de santé
animale, organisations d’éleveurs et d’agriculteurs, associations
sportives. . . ), après campagne d’information dans les villages et for-
mation des vaccinateurs, et mesures incitatives à la vaccination (par
exemple : accès à des mesures de micro-crédit au bénéfice des éle-
veurs pour l’amélioration de l’élevage aviaire) :
– 80% des élevages effectivement vaccinés dans les villages concer-
nés par la campagne de vaccination ;
– 80% des animaux effectivement vaccinés dans ces élevages ;
– 90% des animaux effectivement protégés suite à la vaccination
dans le meilleur des cas.
Conclusion
La maladie de Newcastle est probablement l’un des plus grand pro-
blème de production de l’aviculture rurale à Madagascar et de nombreux
autres pays en développement. Beaucoup de familles vivent de l’élevage
de leurs volailles et une mortalité élevée, à cause de la maladie ou d’autres
facteurs, est particulièrement préjudiciable pour ces familles. Il est donc
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important d’acquérir plus de connaissances sur la possibilité ou pas de
maintenir des campagnes de vaccination contre la MN dans les conditions
des élevages villageois malgaches. Cette étude ne couvrait que le district
de Vavatenina pour obtenir des informations sur les pratiques de vacci-
nations. Une étude plus poussée dans l’ensemble du pays et pendant une
longue durée serait nécessaire pour donner une image plus précise sur les
résultats des pratiques de vaccination actuelles en milieu villageois à Ma-
dagascar. Même si la MN est l’une des plus grandes contraintes de la pro-
duction de volaille, il est essentiel d’inciter les agriculteurs non seulement
à la vaccination mais aussi à la prévention des maladies par de meilleurs
pratiques de biosécurité et d’hygiène.

3Épidémiologie mathématiqueet modélisation de la
maladie de Newcastle
"Art is a lie that makes us realize truth."
Pablo Picasso
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Dans ce chapitre, nous exposons, sans évoquer les détails techniques,des notions concernant la modélisation mathématique en épidémio-
logie. Nous présentons des éléments clés, des modèles compartimentaux,
très utilisés en épidémiologie, ainsi que plusieurs de méthodes de cal-
cul du nombre de reproduction de base R0. Contrairement à d’autres
maladies transmissibles, la maladie de Newcastle n’a pas été modélisée
mathématiquement. Nous faisons alors recours à la modélisation d’autres
maladie d’épidémiologie similaire, l’influenza aviaire et le choléra, en pré-
sentant quelques modèles et leurs limites. Le but est de fournir les bases
qui nous permettront d’élaborer nos modèles.
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3.1 Introduction
La modélisation consiste à simplifier la réalité. Il existe de nombreuses
façons de le faire selon la question à laquelle on veut répondre. Il existe
de nombreuses applications de la modélisation dans différents domaines
dont l’épidémiologie (Anderson et May 1992, May 2001, Edelstein-Keshet
1988, Keeling et Rohani 2011, Diekmann et Heesterbeek 2000).
La modélisation mathématique en épidémiologie permet de com-
prendre les mécanismes qui expliquent la propagation d’un agent patho-
gène et de tester des stratégies de contrôle de ce dernier. L’utilisation de
modèles mathématiques des épidémies fournit un cadre de référence pour
la reconstitution des pandémies passées, pour permettre une meilleure
compréhension des mécanismes de transmission, pour prédire les émer-
gences dans le temps et dans l’espace.
Le premier modèle mathématique décrivant une maladie infectieuse
remontent à 1760. Dans un mémoire de l’Académie des Sciences de Paris,
Bernoulli (1760) présente un modèle de l’épidémie de variole, sévissant
à l’époque. Il a fallu ensuite attendre le début du vingtième siècle et les
travaux de Hamer (1906) et Ross (1911) sur la rougeole et le paludisme,
respectivement. Le dernier siècle a vu l’émergence et le développement
rapide d’une théorie substantielle de l’épidémiologie mathématique. Ker-
mack et McKendrick (1927) ont établi le célèbre théorème de seuil, qui
est l’un des principaux résultats de la modélisation épidémiologique. Il
prévoit, en fonction du potentiel de transmission de l’infection, la fraction
critique de sujets sensibles à la maladie dans une population qui doit être
dépassée pour avoir l’émergence d’une épidémie. Cette théorie a été suivie
par l’ouvrage de Bartlett (1960), qui a examiné les modèles et les données
afin d’exposer les facteurs importants qui déterminent la persistance des
agents pathogènes dans des populations. Le premier livre de référence
sur la modélisation mathématique des systèmes épidémiologiques a été
publié par Bailey (1975) et a conduit en partie à la reconnaissance de l’im-
portance de la modélisation dans la prise de décision en santé publique
(Anderson et May 1992).
3.2 Systèmes dynamiques
Dans les modèles épidémiologiques, on présente l’évolution du statut
infectieux d’une population hôte vis-à-vis d’un pathogène au cours du
temps. On cherche plus particulièrement à déterminer la dynamique des
individus infectés en fonction du temps. La question de base est de savoir
ce qui va se passer si un individu infecté est introduit dans une population
totalement sensible. La maladie va-t-elle s’éteindre ou finira-t-elle par se
propager à toute la population ? Le cadre mathématique adéquat pour
cette problématique est la théorie des systèmes dynamiques (Anderson et
May 1992, Keeling et Rohani 2011, Diekmann et Heesterbeek 2000).
Dans cette section nous présentons les concepts de base et la termino-
logie des systèmes dynamiques et des équations différentielles ordinaires
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De manière générale, un système peut être défini comme un assem-
blage d’éléments agissants les uns sur les autres ou interdépendants
suivant des règles. Les systèmes dynamiques décrivent l’évolution des
systèmes (au sens large) dans le temps. Un système dynamique a un état
pour chaque instant (t), et l’état est la résultante des règles d’évolution du
système, qui détermine les états futurs en fonction des états précédents ou
de l’état initial (Strogatz 1994). En épidémiologie, notre système est l’en-
semble hôte-pathogène. L’évolution temporelle de ce système est générée
par plusieurs paramètres : dynamique de population des hôtes, pouvoir
pathogène, contact entre individus, . . . .
Une fois que le système est défini, l’étude de son comportement dy-
namique s’impose, notamment l’étude des états d’équilibres du système
et de leurs stabilités. Un système est dit en équilibre si les forces qui s’y
appliquent se dissipent, et par conséquent l’état du système demeure sans
changement. Prenons l’exemple du modèle SIR que nous présentons dans
la section 3.3.1, où S représente le nombre des réceptifs (susceptibles en
anglais), I représente le nombre des infectieux et R représente le nombre
des immunisés (R, comme recovered en anglais), un état d’équilibre est ca-
ractérisé par le fait que le nombre d’individus dans chaque compartiment
(S, I et R) reste constant au cours du temps malgré les entrées/sorties dans
la population considérée (autrement dit les entrées/sorties se dissipent).
Un système est dit stable si son état revient à un état d’équilibre après
une perturbation. Un système est globalement stable si son état revient à
un état d’équilibre quelle que soit l’amplitude de la perturbation, tandis
qu’un système localement stable signifie que les déplacements doivent se
produire dans un voisinage de l’équilibre pour que le système retrouve
son état d’équilibre. La notion de la stabilité est illustrée dans la figure 3.1
au moyen d’une boule se reposant sur une surface convexe (position
instable) et sur une surface concave (position stable). Reprenons encore
l’exemple du modèle SIR. Le système est dit globalement stable si son état
revient, après une certaine période, à l’état d’équilibre quelle que soit le
nombre d’infectieux (ou le nombre de sensibles, ou le nombre d’immuni-
sés) introduit (ou retiré) dans la population. Alors que la stabilité locale
impose que ce nombre ne soit pas trop important pour pouvoir retrouver
l’équilibre.
(a) équilibre stable (b) équilibre instable
Figure 3.1 – Notions d’équilibres stable et instable schématisés par le mouvement d’une
boule
Après avoir donné un bref aperçu sur les systèmes dynamiques en
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général, dans la section suivante nous détaillons en particulier les modèles
compartimentaux qui jouent un rôle crucial en épidémiologie.
3.3 Modèles compartimentaux en épidémiologie
L’analyse compartimentale est une technique de modélisation très
utilisée en biologie. On trouve des applications en pharmacocinétique, en
métabolisme, épidémiologie et en dynamique des populations. Le com-
partiment est supposé homogène : cela signifie que si un individu rentre
dans le compartiment, il est semblable à tous les individus se trouvant
dans le compartiment. Les modèles en compartiments consistent à diviser
la population hôte en autant de compartiments que d’états cliniques et à
connecter ces compartiments entre eux par des flux d’individus, comme
il peut y avoir des flux entrant/sortant des compartiments indépendam-
ment des autres. (Anderson et May 1992, Diekmann et Heesterbeek 2000,
Keeling et Rohani 2011).
Une fois la structure du modèle spécifiée, il faut l’écrire sous forme
mathématique pour pouvoir travailler avec. On peut le faire de différentes
façons notamment soit déterministe, soit stochastique. Nous ne détaille-
rons pas ici les techniques de modélisation stochastique. Dans un cadre
déterministe, les équations différentielles constituent l’outil mathématique
idéal pour décrire des modèles en compartiments.
3.3.1 Modèle de base SIR
Un des modèles compartimentaux le plus connu en épidémiologie est
le modèle dit SIR. Ce modèle (figure 3.2) divise la population en trois
catégories : les individus susceptibles d’être infectés donc réceptifs (S),
les individus infectés et contagieux (I), et les individus ne pouvant plus
transmettre la maladie (guérison, immunité,. . . R, comme "recovered" en an-
glais). On note S(t), I(t) et R(t) la fraction de la population faisant partie
de chacune de ces trois catégories respectivement.
Figure 3.2 – Modèle SIR de base
Le modèle fondateur est celui de Kermack et McKendrick (1927),
donné par 
dS
dt
= −βIS
dI
dt
= βIS− σI
dR
dt
= σI
où l’infectiosité β > 0, et l’immunisation naturelle σ > 0, et les conditions
initiales S(0) = S0 > 0, I(0) = I0 > 0 et R(0) = R0 > 0.
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La population totale est supposée constante, i.e. S(t) + I(t) + R(t) = 1,
donc les deux premières équations suffisent pour décrire la dynamique
du système.
Le modèle est basé sur les hypothèses suivantes :
– les contaminations sont modélisées par le terme mixte βIS,
– les individus infectieux quittent la classe infectieuse avec taux σ,
– il n’y a aucune entrée ou sortie de la population.
Ce modèle est utilisé pour décrire des maladies à propagation rapide
vis à vis desquelles les malades développent une immunité. Dans ce mo-
dèle, les processus de naissance et de mort naturels sont négligés. Après
un contact avec un individu infecté, l’individu sain devient infecté. La
dynamique suppose également qu’une fraction σ des infectés s’immunise
naturellement contre l’infection.
Il en découle d’autres modèles plus complexes, tous des mêmes prin-
cipes de base mais introduisent des degrés de complexité variés. On peut
citer par exemple :
– le modèle SIRS qui intègre une immunisation temporaire, autrement
dit, les individus du compartiment R réintègrent après un délai le
groupe des réceptifs S,
– le modèle SEIR introduit période de latence et donc un nouveau
compartiment E avant la déclaration des signes cliniques.
On peut également introduire la dynamique vitale où on tient compte
des naissances et des décès dans les différents compartiments.
Dans le modèle SIR, l’acquisition de l’infection est modélisée par λ =
βIS, appelé "force d’infection". Il décrit comment l’infection se fait d’un
individu infectieux à un individu sensible. Nous détaillons plus ce terme
extrêmement important dans l’élaboration des modèles compartimentaux
en épidémiologie dans la section suivante.
3.3.2 Force d’infection
Le processus de transmission est le paramètre clé de tous modèles épi-
démiologiques. Pour le décrire, les épidémiologistes considèrent générale-
ment la force d’infection λ défini comme le taux d’acquisition d’infection.
Plus précisément, λ(t)∆t est la probabilité qu’un individu sensible donné
devienne infecté pendant l’intervalle de temps ∆t (Hethcote 2000). Ainsi la
dynamique d’une épidémie est déterminée par la façon dont les nouveaux
cas d’infections sont générés. Nous présentons dans cette section trois des
fonctions d’incidence les plus utilisées : action de masse, fréquence dépen-
dante et incidence saturée.
Transmission densité dépendante
L’incidence de type action de masse (ou transmission densité dépen-
dante) est utilisée quand le taux de contact dépend de la population to-
tale (c’est une fonction croissante de la population). En moyenne, pour
un membre de la population considérée le nombre de contacts suffisants
pour transmettre une infection, par unité de temps, est λN, où N repré-
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sente la taille de la population totale et λ est le taux d’infection. Comme
la probabilité qu’un contact d’un individu infectieux se fasse avec un in-
dividu réceptif à qui il peut transmettre l’infection est SN , le nombre de
nouvelles infections en unité de temps par infectieux est (λN)( SN ), ce qui
donne un taux de nouvelles infections (λN)( SIN ) = λSI. L’incidence action
de masse suppose que la fréquence de la maladie est en proportion de
la taille des compartiments I et S. Elle est utilisée lorsque la taille de la
population N n’est pas trop grande, puisque le nombre de contacts d’un
individu par unité de temps augmente proportionnellement avec la taille
de la population N (Hethcote 2000, McCallum et al. 2001, Zhang et Ma
2003). Moghadas et Gumel (2003) ont utilisé l’incidence action de masse
dans un modèle SEIR modifié pour des maladies d’enfants, qui intègre
l’utilisation d’un vaccin. Le modèle peut être utilisé pour des maladies
telles que la rougeole, la rubéole, la varicelle, la poliomyélite et l’hépatite
B. L’incidence de l’action de masse a également été utilisée pour la modéli-
sation de la transmission du virus de l’influenza, une maladie respiratoire
causée par un virus à ARN de la famille des Orthomyxoviridae (Alexander
et al. 2004).
Transmission fréquence dépendante
Dans le cas où le nombre de contacts par individu infectieux par unité
de temps est constant, l’incidence est appelée "incidence standard" ou
transmission fréquence dépendante. Cette incidence est généralement uti-
lisée pour modéliser les maladies sexuellement transmissibles. Le taux
de contact adéquat est une constante λ, et l’incidence correspondante est
λ SN I. Lorsque la taille totale de la population N est assez grande, puisque
le nombre de contacts établis par un infectieux par unité de temps devrait
croître moins rapidement que la taille totale de la population N, un taux
de contact λ constant semble plus réaliste (Hethcote 2000, McCallum et al.
2001, Zhang et Ma 2003). L’incidence standard a été utilisé dans un mo-
dèle mathématique pour le virus de la fièvre Vallée du Rift (FVR) (Gaff
et al. 2007). La FVR est due à un agent pathogène transmis par les mous-
tiques. Il provoque une maladie fébrile chez les animaux domestiques et
les humains. Cette fonction d’incidence a également été utilisé pour la
modélisation de la transmission de la dengue, une maladie transmise à
l’homme par des moustiques (Garba et al. 2008). Breban et al. (2006) l’ont
aussi utilisée pour modéliser la transmission du VIH.
Transmission fréquence dépendante avec saturation
Généralement le nombre de contacts d’un individu réceptif par unité
de temps n’est pas proportionnel au nombre d’individus infectieux. Le
taux de contact peut être non linéaire. Comme le nombre d’infectieux aug-
mente au cours de l’épidémie, le nombre de réceptifs diminue d’autant
impliquant moins de contacts infectieux avec des réceptifs. Cela signifie
qu’il existe un effet de saturation du taux de contact. L’introduction d’un
terme d’interaction de la forme g(I)S, semble beaucoup plus réaliste,
où le taux de contacts présenté par g tend vers un "seuil de saturation"
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(Capasso et Serio 1978).
Pour modéliser la transmission indirecte par des particules virales sto-
ckées dans un réservoir environnemental B, une fonction de Michaelis-
Menten pourrait être employée (Zhou et al. 2012). Dans ce cas, la trans-
mission environnementale de virus ne serait pas linéaire mais saturée,
c’est-à-dire de la forme B/(M + B), où M est la quantité de particules
virales dans l’environnement présentant un risque de 50% de produire
une infection. Cette fonction suppose que la transmission ne se fait pas
toujours à la même vitesse. Au début, quand il y a beaucoup d’indivi-
dus sensibles la transmission se fait rapidement pendant un délai (appelé
état pré-stationnaire). Ensuite la transmission demeure constante. Ainsi,
au delà de cette quantité de particules virales, la probabilité de contami-
nation est identique.
McCallum et al. (2001) ont exploré d’autres formes de processus de
transmission, y compris non-linéaires, et ont étudié leur influence sur les
dynamiques épidémiologiques. Les éléments suivants doivent être pris en
considération pour déterminer le type d’incidence à utiliser dans un pro-
cessus de modélisation :
– la difficulté mathématique : les systèmes avec une fonction d’inci-
dence de type "action de masse" sont généralement faciles à analyser
en raison de la linéarité de la fonction. Les deux autres conduisent à
des calculs plus complexes, la fonction avec saturation étant la plus
difficile.
– les hypothèses du modèle : si on suppose que les individus ont la
même chance d’être infectés, on utilise la loi d’action de masse.
– le mode de transmission : pour des maladies transmises par aérosol
on utilise une fonction d’incidence de type "action de masse" et pour
des maladies sexuellement transmissibles, on utilise une fonction
d’incidence de type standard ou saturée.
– le plus proche de la réalité : une fonction d’incidence saturée est plus
réaliste que les deux autres.
Dans cette partie nous avons décrit l’essentiel sur les modèles compar-
timentaux en épidémiologie et nous avons expliqué les différents choix
possibles de la fonction d’incidence qui nous permettra d’élaborer des mo-
dèles de transmission d’agents pathogènes dans des populations d’hôtes.
La suite logique du travail après l’élaboration du modèle est la détermina-
tion du nombre de reproduction de base R0. Dans la partie suivante nous
présentons une gamme de méthodes qui permettent de le déterminer.
3.4 Nombre de reproduction de base R0
Une des questions fondamentales de l’épidémiologie mathématique
est de trouver un seuil qui détermine si un pathogène peut se pro-
pager dans une population réceptive quand il est introduit dans cette
population. Cette condition de seuil est caractérisée par le nombre de
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reproduction de base R0 (Hyman et Li 2000). Le concept du R0, intro-
duit par Ross (1911), est défini tel que si R0 < 1, l’épidémie finit par
s’éteindre, et si R0 > 1, le pathogène se propage dans la population (Hy-
man et Li 2000). R0 est aussi le nombre d’infections secondaires suite à
l’introduction d’un individu infecté dans une population hôte entièrement
constituée d’individus réceptifs (Bailey 1975).
Il existe différentes méthodes pour calculer R0 à partir d’un modèle
déterministe : la méthode de la fonction de survie (Heesterbeek et Dietz
1996), la méthode de la prochaine génération (Next Generation Matrix)
(Diekmann et Heesterbeek 2000), l’existence d’un équilibre endémique
(Blower et al. 1998) . . . Il est aussi possible d’estimer la valeur du R0 à
partir des données d’incidence de la maladie (Roberts et Heesterbeek
2007, Chowell et al. 2007, Anderson et May 1992).
Il est également possible de déterminer expérimentalement la valeur
de R0 en infectant un individu par un agent pathogène et en le mettant
en contact avec d’autres individus réceptifs. A chaque nouvelle infection,
on écarte le nouveau cas infecté, et on compte à la fin de la période de
contact le nombre de cas secondaires d’infection (van Boven et al. 2008).
Cependant ces expériences exigent beaucoup de temps et elles sont chères
et difficiles à réaliser, en plus des contraintes éthiques.
Dans cette section, nous présentons plusieurs méthodes de détermina-
tion du R0. Cela consiste à présenter à chaque fois la méthode illustrée
d’un d’exemple d’utilisation. Les sous-sections sont indépendantes.
3.4.1 Calcul de R0 à partir d’un modèle déterministe
Le calcul de R0 à partir d’un modèle déterministe non-spatial est re-
lativement simple. La méthode de la fonction de survie permet de déter-
miner R0 à partir de sa définition Elle est applicable même lorsque les
probabilités de transmission sont non constantes entre les compartiments.
Pour les modèles qui incluent plusieurs catégories d’individus infectés, La
"Next Generation Matrix" est le prolongement naturel de cette approche.
The Next Generation Matrix
La "Next Generation Matrix" (NGM) est probablement la méthode
la plus utilisée pour calculer le R0. Tout d’abord commençons par ex-
pliquer la notion de génération en épidémiologie. Les générations dans
les modèles épidémiques sont les vagues des infections secondaires qui
résultent de chaque infection précédente. Ainsi, la première génération
d’une épidémie correspond aux infections secondaires causées par l’in-
troduction d’un individu infectieux dans une population sensible qui est
la génération zéro. Si Ri dénote le nombre de reproduction de la ieme
génération, alors le R0 est simplement le nombre d’infections secondaires
produites par le premier cas, i.e. la génération zéro. La figure 3.3 présente
le schéma d’une épidémie. Le cas index, indiqué en rouge, produit 3
infections secondaires. Le nombre d’infections secondaires produites par
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ce cas dans la génération zéro est R0 = 3. Dans la première génération
(bleue), R1 = 6/3 = 2 . . .
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Figure 3.3 – Description des générations dans une épidémie
De façon intuitive, la première étape consiste à identifier les différents
types de compartiments infectieux, c’est-à-dire, les compartiments où les
individus peuvent transmettre l’infection. Pour un système de m compar-
timents infectieux, la NGM est une matrice m × m, où chaque élément
kij représente le nombre prévu de nouveaux cas dans le compartiment
i causés par un individu infectieux du compartiment j. Pour simplifier
prenons le cas m = 2. Dans ce cas, on a deux compartiments infectieux
(compartiments 1 et 2). Cela correspond par exemple à un modèle type
"susceptible-latent-infectieux-immun" (SEIR) où les compartiments infectieux
sont E et I. La NGM s’écrit alors sous la forme :[
k11 k12
k21 k22
]
où,
– k11 représente le nombre de nouveaux cas dans le compartiment 1
causé par un individu infectieux du compartiment 1
– k12 représente le nombre de nouveaux cas dans le compartiment 1
causé par un individu infectieux du compartiment 2
– k21 représente le nombre de nouveaux cas dans le compartiment 2
causé par un individu infectieux du compartiment 1
– k22 représente le nombre de nouveaux cas dans le compartiment 2
causé par un individu infectieux du compartiment 2
Le nombre de reproduction de baseR0 est alors la valeur propre domi-
nante de la NGM. Pour une matrice 2× 2, l’expression de R0 est donnée
par :
R0 = 12
[
(k11 + k22) +
√
4k12k21 + (k11 − k22)2
]
L’approche de la NGM consiste à placer les termes appropriés des
équations qui décrivent la dynamique des compartiments infectés dans
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des vecteurs F et V . Dans le vecteur F on place les termes qui corres-
pondent à l’apparition de nouvelles infections et dans le vecteur V on
place les termes qui correspondent aux transitions entre les différents sta-
tuts infectieux considérés. En évaluant les matrices jacobiennes, obtenues
en différenciant F et V , à l’équilibre sans maladie non trivial, on obtient
les matrices F et V, respectivement. La NGM est définie comme FV−1.
L’entrée (i; j) de FV−1 est le nombre moyen de nouvelles infections dans
le compartiment i produites par un individu infecté introduit dans le
compartiment j. Finalement, R0 = ρ(FV−1), où ρ(.) est le rayon spectral
(la valeur propre dominante) de la matrice NGM (van den Driessche et
Watmough 2002).
Pour résumer, le nombre de reproduction de base R0 peut être déter-
miné en utilisant la NGM en suivant l’algorithme suivant :
1. Repérer les compartiments infectés
2. Identifier les termes qui correspondent à l’apparition de nouvelles
infections et les placer dans le vecteur F , et identifier les termes qui
correspondent au transfert des infections existantes et les placer dans
le vecteur V
3. Calculer l’équilibre sans maladie (DFE)
4. Calculer la matrices jacobienne F (respectivement V) de F (respecti-
vement V) à l’équilibre sans maladie
5. Inverser la matrice V pour obtenir V−1
6. Calculer la matrice FV−1
7. R0 est la valeur propre dominante de la matrice NGM FV−1
Pour illustrer tout cela nous reprenons le modèle SIR (cf. section 3.3.1).
Rappelons le système d’équations différentielles ordinaires :
dS
dt
= −βIS
dI
dt
= βIS− σI
dR
dt
= σI
1. Pour ce modèle, il y a un seul compartiment infecté (I)
2. Le terme qui correspond à l’apparition de nouvelles infections est
F = βIS, et le terme qui correspond au transfert des infections exis-
tantes est V = σI
3. L’équilibre sans maladie en termes de proportions de la population
totale est (S0, I0, R0) = (1, 0, 0)
4. F = β et V = σ
5. V−1 = 1σ
6. FV−1 = βσ
7. R0 = βσ
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Fonction de survie
La méthode de la fonction de survie correspond à l’application directe
de la définition de R0 qui est le nombre d’infections secondaires suite
à l’introduction d’un individu infecté dans une population hôte entière-
ment constituée d’individus réceptifs. L’approche est décrite en détail par
Heesterbeek et Dietz (1996), qui donnent également un aperçu historique
intéressant. Considérons une population réceptive et F(a) la probabilité
de survie du statut infectieux, c’est-à-dire la probabilité qu’un individu
infecté demeure infectieux pendant une durée a. Notons aussi b(a) le
nombre moyen d’individus infectés par un individu infectieux pendant
la durée a. R0 est alors donné par :
R0 =
∫ ∞
0
b(a)F(a)da (3.1)
Puisque cette expression donne le R0 par définition, elle peut être
appliquée pour tout modèle si on dispose de la probabilité de survie du
statut infectieux, F(a), et l’infectiosité en fonction du temps, b(a).
Comme exemple de cette technique, nous citons la modélisation du pa-
ludisme. Un humain infecté peut transmettre l’infection à un moustique,
qui peut à son tour infecter d’autres êtres humains. Ce cycle complet doit
être pris en compte dans le calcul de R0. Si deux états infectieux distincts
sont impliqués dans un même cycle d’infection (ici humain infectieux et
moustique infectieux), F(a) peut être défini comme la probabilité qu’un in-
dividu à l’état infectieux 1 au temps zéro produise un individu dans l’état
infectieux 2 pendant la période a. De même, b(a) est le nombre moyen de
nouveaux individus dans l’état 1 produits par un individus qui a été dans
l’état 2 pendant la période a. En ce qui concerne le paludisme, F(a) est
la probabilité qu’un humain infecté au temps zéro produit un moustique
infecté qui reste en vie pendant au moins un temps a. Concrètement, F(a)
est donnée par la formule suivante :
F(a) =
∫ a
0
prob(humain infecté au temps 0 et qui reste en vie au temps t)
× prob(humain infecté au temps t et infecte un moustique)
× prob(moustique infecté qui vit jusqu’à l’âge a− t) dt
(3.2)
b(a) est le nombre moyen d’humains infectés par un moustique resté
infectieux pendant le temps a.
Avec deux états infectieux le calcul de l’équation (3.2) est compliqué, il
devient de plus en plus compliqué si on est face à trois états infectieux ou
plus (Hethcote et Tudor 1980, Lloyd 2001b, Huang et al. 2003). Dans ces
cas, la NGM est une meilleure solution.
3.4.2 Détermination de R0 à partir de critères de seuil
La caractéristique la plus importante de R0 est qu’il reflète la stabilité
de l’équilibre sans maladie. Lorsque R0 < 1, cet équilibre est stable et
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l’épidémie s’arrête.
D’autres quantités peuvent jouer le rôle de "seuil" en substitution à
R0. Par exemple, Rn0 , n > 0 donne un seuil équivalent, mais ne donne pas
forcément le nombre d’infections secondaires produites par un individu
infecté.
Les méthodes décrites dans cette section s’appliquent à des modèles
déterministes. Pour certains, ces méthodes donnent la vraie valeur de R0,
mais ce n’est pas le cas en général. Si on cherche à savoir si un agent pa-
thogène va persister ou pas, un critère de seuil est suffisant, cependant, ces
méthodes ne peuvent pas être utilisés pour comparer les risques associés
aux différents agents pathogènes. Nous présentons trois de ces critères de
seuil ci-dessous.
Matrice jacobienne et conditions de stabilité
Un point d’équilibre sans maladie appelé DFE (Disease-Free Equi-
librium) est un point d’équilibre où il n’y a pas de maladie dans la
population. Un seuil peut être trouvé en étudiant le signe des valeurs
propres de la matrice jacobienne du système d’équations différentielles
ordinaires à l’équilibre sans maladie. Étant une généralisation de la dé-
rivée pour les fonctions de plusieurs variables, la matrice jacobienne est
donc la matrice de la différentielle du système d’EDO en un point donné.
Il s’agit d’une méthode simple et largement utilisée pour les systèmes
d’EDO (pour un aperçu voir Diekmann et Heesterbeek (2000)). En exa-
minant la condition que les valeurs propres de la matrice jacobienne (qui
sont en général des nombres complexes composées d’une partie réelle et
d’une partie imaginaire) doivent avoir leurs parties réelles négatives pour
conclure à la stabilité de l’équilibre sans maladie, une relation entre les
paramètres du modèle apparaît et conduit pour déterminer ce seuil. Cela
peut être réalisé en utilisant le polynôme caractéristique et les conditions
de stabilité de Routh-Hurwitz (annexe A.2). La méthode de la matrice
jacobienne permet d’avoir une expression qui reflète la stabilité de l’équi-
libre sans maladie.
Comme exemple, reprenons encore le modèle SIR (cf. section 3.3.1)
auquel on rajoute la mortalité naturelle avec un taux µ et les naissances
dans la population des réceptifs (S) avec un taux constant Π. Le système
d’équations différentielles ordinaires est alors donné par :
dS
dt
= Π− βIS− µS
dI
dt
= βIS− σI − µI
dR
dt
= σI − µR
La matrice jacobienne, noté J, du système d’EDO précédant est donnée
par :
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J =
−βI − µ −βS 0βI βS− σ− µ 0
0 σ −µ

L’équilibre sans maladie est DEF = (S0, I0, R0) = (Πµ , 0, 0), alors la ma-
trice jacobienne du système d’EDO à l’équilibre sans maladie est donnée
par :
JDFE =
−µ −β
Π
µ 0
0 βΠµ − σ− µ 0
0 σ −µ

Pour étudier le signe des valeurs propres de la matrice JDFE, on écrit
son polynôme caractéristique :
p(X) = det(JDFE − X.Id3) = (µ+ X)2(βΠ
µ
− σ− µ− X),
où det est le déterminant de la matrice JDFE − X.Id3 et Id3 est la matrice
identité d’ordre 3, Id3 =
1 0 00 1 0
0 0 1
.
Rappelons que par définition, pour une matrice M de taille n× n, le
polynôme caractéristique est p(X) = det(M−X.Idn), où Idn est la matrice
identité d’ordre n.
Les racines du polynôme caractéristique p sont les valeurs propres de
la matrice JDFE. Dans ce cas simple, on peut déterminer explicitement ces
racines : −µ et βΠµ − σ− µ. Il ne reste plus qu’à trouver une condition pour
que ces 2 valeurs propres soient négatives. La première valeur propre −µ
est bien négative, tandis que la deuxième βΠµ − σ − µ est négative si et
seulement si βΠµ < σ+ µ ou encore
βΠ
µ(σ+µ)
< 1. Cette condition garantit la
stabilité de l’équilibre sans maladie et on a R0 = βΠµ(σ+µ) .
L’expression, cependant, peut ne pas refléter la signification biologique
de R0. Un exemple où cette méthode ne donne pas le R0 est décrit en dé-
tail dans Diekmann et Heesterbeek (2000), exercice 5.43, page 96-97. Mal-
gré cette réserve, la technique reste utilisée (Porco et Blower 1998, Murphy
et al. 2002, Kawaguchi et al. 2004, Laxminarayan 2004, Moghadas 2004).
Roberts et Heesterbeek (2003) suggèrent que, si ce seuil n’a pas la même
interprétation biologique de la valeur propre dominante de la NGM, il ne
doit pas être appelé le nombre de reproduction de base, ni notée R0.
Existence de l’équilibre endémique
Un point d’équilibre endémique appelé EE (Endemic Equilibrium) est
une solution d’équilibre où la maladie persiste dans la population. Nous
pouvons souvent tirer une condition sur les valeurs de paramètres du
système d’EDO de sorte que lorsque cette condition est vraie (et donc
R0 > 1) l’équilibre endémique existe, alors que lorsque la condition est
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fausse (R0 < 1) l’équilibre sans maladie existe.
Reprenons l’exemple de la section précédente donné par le système
d’équations différentielles ordinaires :
dS
dt
= Π− βIS− µS
dI
dt
= βIS− σI − µI
dR
dt
= σI − µR
Déterminer l’équilibre endémique revient à résoudre, en S∗, I∗ et R∗ le
système d’équations algébriques suivant :
(∗)

0 = Π− βI∗S∗ − µS∗
0 = βI∗S∗ − σI∗ − µI∗
0 = σI∗ − µR∗
avec la condition I∗ > 0, car par définition à l’équilibre endémique le
nombre d’individus dans le compartiment I doit être non nul. Le système
(∗) est équivalent à : 
0 = βI∗S∗ − σI∗ − µI∗
S∗ =
Π
µ
− σ+ µ
µ
I∗
R∗ =
σ
µ
I∗
En remplaçant l’expression de S∗ dans la première équation on trouve :
I∗ =
Π
σ+ µ
− µ
β
Ensuite I∗ > 0 si et seulement si Πσ+µ − µβ > 0 ou encore si et seulement
si βΠ
µ(σ+µ)
> 1. Cette condition garantit l’existence de l’équilibre endémique
et on a R0 = βΠµ(σ+µ) .
Blower et al. (1998) ont développé un modèle mathématique pour étu-
dier l’herpès génital, une maladie infectieuse sexuellement transmissible
causée par le virus Herpes simplex (HSV) de type 1 ou 2. Les auteurs
ont utilisé cette méthode basée sur l’existence de l’équilibre endémique
pour déterminer le R0. En ignorant la résistance aux médicaments, nous
présentons un modèle simplifié décrit par les équations différentielles :
dX
dt
= pi − Xcβs HsN − Xµ
dQs
dt
= Hs(σ+ q)−Qs(µ+ r)
dHs
dt
= Xcβs
Hs
N
− Hs(µ+ σ+ q) + rQs
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où X est la population sensible, Qs représente les individus latents non-
infectieux, Hs représente les individus infectées et infectieux et N = X +
Qs + Hs. A l’équilibre,
N =
pi
µ
X =
pi
µ
− µ+ σ+ q + r
µ+ r
Hs
Qs =
σ+ q
µ+ r
Hs
Alors,
Hs =
pi
µ
[
µ+ r
µ+ σ+ q + r
− µ
cβs
]
L’équilibre endémique existe si et seulement si Hs > 0, ou encore si et
seulement si
R0 = cβs( µ+ r
µ(µ+ σ+ q + r)
) > 1
Ainsi le R0 est déterminé.
3.4.3 Estimation de R0 à partir de données empiriques
Dans les sections précédentes nous avons présenté la formulation de
R0 en fonction des paramètres de modèles déterministes. Afin d’estimer la
valeur de R0 à partir des données d’incidence, nous avons besoin des va-
leurs numériques d’un certain nombre de paramètres. En général, les taux
de mortalité et les taux de guérison sont faciles à estimer, en revanche,
les taux de contact ou les taux de transmission sont difficiles à déterminer
à partir de mesures directes. Pour cette raison, R0 est rarement estimé à
partir de formules des équations différentielles. Nous présentons un cer-
tain nombre d’approches alternatives pour estimer R0 à partir de données
empiriques. Ces approches imposent généralement des hypothèses simpli-
ficatrices pour réduire le nombre de paramètres inconnus (Mollison 1995,
Diekmann et Heesterbeek 2000, Hethcote 2000).
Nombre d’individus sensibles à l’équilibre endémique
Cette méthode suppose que l’équilibre endémique soit atteint et utilise
la prévalence de l’infection à cet équilibre pour estimer R0. Selon Molli-
son (1995), en considérant un seul individu infecté, le nombre de contacts
infectieux pour cet individu est donné par R0pis, où pis est la probabilité
qu’un contact se fasse avec un individu réceptif. A l’équilibre, le nombre
moyen de nouvelles infections par un individu infecté est exactement un,
ce qui nous permet d’écrire R0 = 1/pis. La probabilité pis est alors la frac-
tion des individus sensibles lorsque l’équilibre endémique est atteint. Cela
donne une estimation simple du taux de reproduction de base (Anderson
et May 1992).
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Mariner et al. (2005) ont utilisé cette méthode pour estimer le R0 de la
peste bovine à partir des données sérologiques au Soudan et en Somalie.
Un point intéressant ici est que R0 reflète non seulement le comportement
du système à l’équilibre sans maladie (qui se manifeste par définition),
mais aussi des caractéristiques de l’équilibre endémique. Comme pour les
méthodes de calculs basées sur les équations différentielles, on suppose
que la population hôte est homogène, c’est-à-dire que tous les indivi-
dus ont des propriétés épidémiologiques similaires, indépendamment de
l’âge, du sexe, de l’espèce. . . On suppose aussi que la transmission se fait
suivant une incidence de type action de masse puisque le nombre de
contacts infectieux est indépendant du nombre d’individus infectieux.
Mathématiquement, cette méthode semble irréaliste. En effet, siR0 < 1
signifie que la fraction des individus sensibles est supérieur à un (puisque
R0 = 1/pis). Ce qui est absurde mathématiquement (une fraction est entre
0 et 1). Donc le fait d’utiliser cette méthode repose sur l’hypothèse qu’on
est bien à l’équilibre endémique, ce qui pratiquement difficile à réaliser.
Age moyen d’infection
Cette approche est également basée sur l’équilibre endémique. R0 est
estimé comme L/A, où L est la durée de vie moyenne et A est l’âge moyen
auquel l’infection est acquise (Mollison 1995, Hethcote 2000, Anderson et
May 1992, Brauer et Castillo-Chávez 2001). En bref, on suppose (i) que tous
les individus naissent réceptifs, (ii) qu’après l’acquisition de la maladie, ils
ne redeviennent plus réceptifs, (iii) que la population est à l’équilibre en-
démique (R0 > 1) et (iv) que la population est homogène. Ces hypothèses
sont difficiles à réaliser en réalité. Cependant l’utilité de cette approche
est basée sur le fait que les paramètres L et A sont facilement déterminés
chez l’homme. Cette méthode a aussi été utilisée pour estimer R0 pour
des agents pathogènes canins (Laurenson et al. 1998).
Taille finale de la population
Cette méthode est applicable pour des populations fermées seulement,
lorsque l’infection conduit soit à l’immunité soit à la mort. Dans cette
situation, le nombre d’individus sensibles diminue au cours du temps et
la fraction finale des sensibles, s(∞), peut être utilisée pour estimer R0 :
R0 = ln s(∞)s(∞)− 1
Cette expression a été présenté par Kermack et McKendrick (1927),
lorsque le contact est proportionnel à la densité de la population (Hethcote
2000, Diekmann et Heesterbeek 2000, Brauer et Castillo-Chávez 2001).
Taux intrinsèque d’accroissement
Enfin, R0 peut être déterminé à partir du taux intrinsèque d’accroisse-
ment de la population infectée. Ce taux, noté r0, est la vitesse à laquelle le
nombre total d’infectieux, I, augmente dans une population sensible, tel
que dIdt = r0 I. A partir des données d’incidence, r0 peut être déterminé à
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partir du taux de croissance de la classe des infectés, et R0 peut ensuite
être estimé à partir r0. Cependant les fluctuations stochastiques dans les
premiers stades de l’épidémie peuvent biaiser la détermination de r0
(Heffernan et Wahl 2005). Enfin, même lorsque r0 est déterminé avec une
certaine confiance, la relation entre r0 et R0 dépend fortement du modèle.
Comme exemple, Nowak et al. (1997) ont étudié la dynamique du vi-
rus d’immunodéficience simienne (VIS) et Lloyd (2001a) ont développé
un modèle pour étudier la dynamique du virus de l’immunodéficience
humaine (VIH) et des virus de l’hépatite B et C. Ils ont établi la relation
entre r0 et R0 :
R0 = 1+ r0(r0 + a + u)au ,
où a est le taux de mortalité des cellules infectées et 1u est la durée de vie
moyenne d’un virion libre. Si r0 + a << u on peut faire l’approximation
suivante :
R0 = 1+ r0a
Notons que 1a est la durée de vie d’une cellule infectée. Cette méthode
s’avère utile car r0 peut être facilement estimé à partir des données de la
charge virale ou des données sur l’incidence. Un certain nombre d’études
récentes ont utilisé cette approche (Pybus et al. 2001, Lipsitch et al. 2003).
Dans cette première partie de ce chapitre nous avons présenté briève-
ment les outils nécessaires à la modélisation des maladies infectieuses en
générale. Désormais, nous nous intéressons en particulier à la maladie de
Newcastle.
3.5 État de l’art sur la modélisation de la maladie de
Newcastle
Les modèles de transmission du virus de la maladie de Newcastle
(VMN) sont rares, et encore plus les modèles compartimentaux. Cepen-
dant, l’épidémiologie du VMN est similaire à celle d’autres agents patho-
gènes qui peuvent persister dans l’environnement après leur excrétion.
Ainsi, le choléra se transmet habituellement par la consommation d’eau
contaminée par des matières fécales infectées, ce qui est semblable à la
transmission environnementale du VMN. Le virus de l’influenza aviaire
se transmet essentiellement par contamination directe (sécrétions respira-
toires, matières fécales, organes des animaux infectés) ou indirecte (expo-
sition à des matières contaminées : nourriture, eau, matériel ou vêtements
contaminés) ce qui correspond au mode de transmission du VMN.
3.5.1 Quelques modèles développés sur la maladie de Newcastle
A notre connaissance le seul modèle de transmission du VMN a été
conçu par Johnston (1992). Le schéma de transition est présenté sur la fi-
gure 3.4. Il s’agit d’un modèle markovien pour évaluer l’impact de la MN
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et de la vaccination contre la MN chez des volailles de village aux Phi-
lippines et en Thaïlande. Le modèle consistait à diviser la population de
poulets en quatre compartiments : (S) réceptifs, (E) exposés ou infectieux
latents, (I) infectieux et (R) immunisés. En outre, chaque compartiment a
été divisé en trois classes d’âge (poussins, poulettes et adultes) et selon
le sexe (femelles et mâles). Le modèle a été utilisé pour simuler l’effet
de scénarios de vaccination sur la productivité animale. Cependant les
auteurs n’ont pas effectué d’étude mathématique de ce modèle complexe.
Selon les résultats des simulations, un intervalle de trois mois entre les
compagnes de vaccinations ne saurait probablement pas réduire suffisam-
ment la vulnérabilité des populations d’oiseaux pour éviter l’apparition
de foyers parfois sévères. L’inconvénient (sans étude mathématique du
comportement du modèle) est que les auteurs utilisent une modélisation
dite "boite noire", rendant difficile l’interprétation épidémiologique des
résultats. En effet, le modèle conceptuel est trop complexe. De plus les au-
teurs ne donnent pas beaucoup de détails sur la méthode de modélisation
et d’estimation des paramètres. Pourtant, nous nous référons par la suite
à ce travail pour avoir une idée de certains paramètres, de transmission
directe de la maladie surtout.
Figure 3.4 – Modèle maladie de Newcastle chez les poulets villageois (Johnston 1992)
3.5.2 Modèles épidémiologiques avec transmission environnementale
De nombreux agents pathogènes persistent dans l’eau et le sol (Pepper
et al. 2004). Plusieurs virus et bactéries se transmettent via l’environne-
ment, comme par exemple le choléra (King et al. 2008, Pascual et al. 2002),
le choléra aviaire (Blanchong et al. 2006), les salmonelles (Xiao et al. 2007),
l’influenza aviaire (Webb et al. 2006).
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La transmission environnementale du choléra humain a fait l’objet
de plusieurs articles (Codeço 2001, Codeço et al. 2008, Jensen et al. 2006,
Pascual et al. 2002, King et al. 2008). La transmission indirecte par l’envi-
ronnement a été couplée avec la transmission directe d’individu infecté
à individu indemne, pour modéliser la transmission de la grippe aviaire
chez les oiseaux sauvages aquatiques (Breban et al. 2009; 2010, Roche et al.
2009, Rohani et al. 2009).
Un modèle compartimental type SI avec un réservoir du virus de
choléra humain a été formulé par Codeço (2001). Le modèle (figure 3.5)
suppose que tous les individus de la population H sont nés réceptifs. Les
personnes réceptives (S) peuvent être infectées quand elles sont exposées
à l’eau contaminée. Elles se rétablissent avec un taux r. Les personnes
infectées excrètent le virus avec une charge virale e. Le réservoir viral
(B) aquatique dépend de facteurs environnementaux (température, par
exemple). Les vibrios se multiplient à un taux nb et disparaissent à un
taux mb. Les personnes réceptives sont infectées avec un taux aλ(B), où a
est le taux de contact avec l’eau infectée et λ(B) est la probabilité d’être
infecté par le choléra. La probabilité d’être infecté par le choléra dépend
de la concentration du vibrio dans l’eau suivant la formule λ(B) = BK+B ,
où K est la concentration du vibrio dans l’eau aboutissant à un risque de
50% d’être infecté. L’objectif était d’étudier le rôle du réservoir du vibrio
dans le cas d’une épidémie et d’une endémie. Ensuite une variation sai-
sonnière a été introduite successivement sur les paramètres a, e et nb−mb.
Figure 3.5 – Modèle choléra (Codeço 2001)
Ce modèle a été amélioré par de Magny et al. (2005) en ajoutant 2 com-
partiments : D le nombre de personnes mortes et R le nombre d’individus
immunisés (figure 3.6). Des simulations numériques ont été faites pour
prédire le nombre d’individus infectés en Somalie et au Mozambique.
Ces deux modèles présentent une base pour la modélisation de la trans-
mission des pathogènes à réservoir environnemental. Cependant pour
notre problématique il serait nécessaire d’ajouter la transmission directe
car la maladie de Newcastle peut se propager en l’absence de réservoir
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environnemental : dans les élevages de type industriel non vaccinés, par
exemple, mais aucun dans les élevages villageois.
Figure 3.6 – Modèle SIDR (de Magny et al. 2005)
René et Bicout (2007) ont développé un modèle à cinq compartiments
pour étudier le rôle joué par l’eau des étangs dans la transmission du
virus de l’influenza aviaire et pour estimer le risque d’infection que re-
présente ce milieu pour les oiseaux sauvages et domestiques (figure 3.7) :
S (réceptifs), E (exposés dans la phase latente), I1 (infectés à double
excrétion trachéale et fécale de virus), I2 (infectés à excrétion fécale de
virus uniquement) et R (immunisés). Dans ce modèle, seule l’infection
des canards via l’eau de l’étang contaminée par les excrétions fécales et
trachéales est considérée : la transmission directe entre les canards n’est
pas prise en compte.
Figure 3.7 – Modèle influenza (René et Bicout 2007)
Un modèle SIRS de la transmission de l’influenza aviaire chez les
oiseaux sauvages a été développé et étudié par simulation numérique
(Roche et al. 2009). Ce modèle suppose que les hôtes sont divisés en trois
classes en fonction de leur statut immunologique : réceptifs (S), infectieux
(I), et immunisés (R pour recovered). Un compartiment supplémentaire
(B), qui représente le milieu aquatique (quantité de particules virales dans
le milieu aquatique) a été ajouté. Pour la transmission directe les deux
fonctions d’incidence (densité dépendante et fréquence dépendante) ont
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été testées. Pour la transmission indirecte par l’eau une fonction similaire
à celle présentée par Codeço (2001) a été choisie. Une analyse utilisant le
critère d’information d’Akaike (AIC) a été effectué avec les données récol-
tées en Camargue en 2005-2006. Elle a montré que les modèles combinant
une transmission directe et indirecte ajustent mieux les données que ceux
impliquant un seul mode de transmission.
Un autre modèle représentant un système de transmission environne-
mentale d’une infection (EITS) sans démographie (figure 3.8), a été pré-
senté par Li et al. (2009a), pour étudier la dynamique et le contrôle des
infections transmises via l’environnement. Le modèle comprend une po-
pulation humaine divisée en 3 compartiments (S, I et R) et un comparti-
ment qui présente l’agent pathogènes dans l’environnement, E.
Figure 3.8 – Diagramme du modèle EITS (Li et al. 2009a)
Le modèle se traduit par le système d’équations différentielles ordi-
naires suivant :

dS
dt
= −SρpiE
dI
dt
= SρpiE− γI
dR
dt
= γI
dE
dt
= αI − E((S + I + R)ρ+ µ)
où ρ est la fraction de E captée par chaque personne par unité de temps, pi
est la probabilité qu’un individu réceptif devienne infectieux, γ est le taux
de guérison, α est la quantité virale excrétée par individu infectieux, et µ
est la vitesse d’inactivation de l’agent pathogène. Le modèle déterministe
a été simulé à l’aide du logiciel Berkeley Madonna tandis que le modèle
stochastique a été simulé à l’aide de code écrit en JAVA. Le nombre repro-
duction de base R0 a été calculé :
R0 = α
γ
ρN
ρN + µ
pi
R0 a ainsi été considéré comme le produit de la quantité excrétée par
un individu infectieux durant la période d’infectiosité αγ , de la proportion
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du pathogène absorbée par les individus réceptifs (pour devenir infectés)
par rapport à la quantité totale du pathogène ρNρN+µ et de l’infectivité du
pathogène pi. Ce modèle ne tient pas compte de la variation des effectifs
de la population, ce qui ne le rend applicable que sur des courtes périodes.
Finalement nous citons deux articles importants pour la modélisation
de la transmission indirecte pour le choléra car ils présentent une analyse
mathématique détaillée des modèles :
– Zhou et Cui (2011) présentent un modèle compartimental de type
SIRVB, (S) représente les individus réceptifs, (I) représente les in-
dividus infectieux, (R) représente les individus immunisés, (V) re-
présente les individus vaccinés et (B) représente la population du
pathogène, pour étudier l’effet de la vaccination sur la transmission
de la maladie dans une population non constante. Les auteurs ont
utilisé une fonction d’incidence de type action de masse (βSB).
– Zhou et al. (2012) proposent un autre modèle du même type, mais
cette fois avec une vaccination imparfaite pour représenter une pro-
portion de la population qui peut être infectée même après vaccina-
tion. De plus, les auteurs ont choisit une fonction d’incidence saturée
( βSBK+B ).
Pour les deux modèles, une analyse mathématique complète du com-
portement dynamique a été élaborée. La positivité des solutions des
systèmes d’équations différentielles ordinaires a été vérifiée, et le taux de
reproduction de base a été déterminé. Enfin la stabilité locale et globale
des deux équilibres (sans maladie et endémique) a été étudiée. Pour
démontrer la stabilité de l’équilibres sans maladie, Zhou et Cui (2011)
ont eu recours à l’approche de Kamgang et Sallet (2008), qui nécessite
la vérification de certaines hypothèses en plus de la stabilité locale pour
conclure de la stabilité globale. Zhou et al. (2012) ont pu trouver une
fonction de Lyapunov pour démonter la stabilité globale de l’équilibre
sans maladie. En ce qui concerne l’équilibre endémique, les auteurs ont
utilisé une approche basée sur les "second compound matrix" (section
A.4, page 164 pour la description de la méthode). Les démonstrations
restent lourdes et ont été établies sous certaines conditions. Même si pour
beaucoup de modèles on arrive à trouver les conditions de stabilité de
l’équilibre sans maladie, l’étude de l’équilibre endémique est en effet
souvent plus difficile.
Ces deux modèles auraient pu répondre à notre question sur la trans-
mission de la maladie de Newcastle. Cependant, contrairement au cas du
choléra humain la MN se transmet principalement par contact. Ainsi, nous
pouvons nous servir de ces modèles comme base y ajouter la transmission
directe.
Conclusion
Malgré le manque de modèles théoriques sur la transmission du VMN,
beaucoup d’autres modèles ont été développés pour étudier d’autres pa-
thogènes avec une épidémiologie similaire notamment l’influenza aviaire
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et le choléra humain. Le caractère commun de ces modèles est l’ajout d’un
compartiment environnemental pour modéliser la transmission indirecte
où le pathogène persiste dans l’environnement et se transmet à la popu-
lation réceptive.
Pour bien comprendre la dynamique de transmission du VMN nous
nous proposons de développer deux modèles : le premier pour l’étude de
la transmission du virus sans intervention prophylactique et dans une po-
pulation non constante, pour se approcher le plus le cas des volailles villa-
geoises à Madagascar. Dans le second modèle, une vaccination imparfaite
est prise en compte. Nous présentons les modèles et nous fournissons une
étude mathématique complète de leur comportement.
4Modèles de la transmissiondu virus de la maladie de
Newcastle
"Considerable ingenuity, intuition, and perhaps luck are required to
find a Lyapunov function."
H.L. Smith and P. Waltman, The theory of the chemostat :
dynamics of microbial competition
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Dans ce chapitre, nous proposons deux modèles réalistes de la trans-mission du VMN dans une populations de Gallus gallus (poules et
poulets). Dans le premier modèle, nous combinons la transmission di-
recte et la transmission environnementale. Dans le deuxième modèle nous
considérons la vaccination imparfaite des poules en plus. Nous élaborons
une étude mathématique complète des deux modèles, nous calculons les
taux de reproductions de base et nous étudions la stabilité des équilibres.
L’étude de la stabilité globale des équilibres sans maladie et endémique est
obtenue grâce à la construction des fonctions de Lyapunov appropriées.
Nous déterminons les paramètres des modèles à partir de la littérature et
des opinions des experts, nous discutons ensuite du contrôle de la MN à
Madagascar.
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4.1 Résumé
Dans les systèmes avicoles villageois malgaches, la poule et le poulet
(appelés par la suite "poule" d’une manière générale) occupe une place
prépondérante, ils fournissent la viande et les œufs pour la consommation
familiale et présente une source d’argent pour de diverses dépenses. La
MN est la contrainte majeure en l’aviculture villageoise. Plusieurs espèces
aviaires sont réceptives à la maladie. Les poules sont très sensibles à la
maladie et des souches virulentes de VMN provoquent une forte mor-
talité. A Madagascar, des foyers de MN ont été signalés régulièrement
sur toute l’île, principalement dans le secteur de l’aviculture rurale et
provoque une grande mortalité en l’absence de vaccination généralisée.
Dans cet article, nous avons développé deux modèles de transmission
du VMN au niveau du village malgache. Dans un premier lieu nous avons
développé un modèle en tenant compte des deux modes de transmission
directe (d’un oiseau à l’autre) et indirecte (via un réservoir environne-
mentale). Ensuite, nous avons développé un second modèle pour étudier
la vaccination imparfaite. Nous avons analysé les deux modèles pour
déterminer le nombre de reproduction de base et nous avons étudié l’exis-
tence, l’unicité et la stabilité des équilibres sans maladie et endémique.
Finalement, nous avons discuté selon la valeur du R0 l’effet des mesures
de vaccination.
Dans le premier modèle, nous avons considéré une population non
constante de poules (N), divisée en trois compartiments : les oiseaux ré-
ceptifs (S), les oiseaux infectieux (I) et les oiseaux guéris (R). Nous avons
rajouté un compartiment (B) qui représente la quantité de particules vi-
rales excrétée dans l’environnement par les oiseaux malades. Nous avons
vérifié que le modèle est bien posé mathématiquement (existence et posi-
tivité des solutions), puis nous avons calculé le R0 en utilisant la NGM,
qui est donné par :
R0 = Π(α
q
k + β)
µ(σ+ δ+ µ)
,
où Π est taux de recrutement par naissance ou par achat, α est taux de
transmission indirecte (par lenvironnement), q est la charge virale excrétée
par poule infectée, k est vitesse d’inactivation du virus dans l’environne-
ment, β est le taux de transmission direct, σ est le taux de recouvrement, δ
est le taux de mortalité due à la maladie et µ est le taux de perte par mor-
talité naturelle et vente. R0 est la somme de deux taux de reproduction de
base, liés aux transmissions directes et indirectes :
– Π
q
k α
µ(σ+δ+µ)
est le nombre d’infections secondaires causées par la trans-
mission environnementale.
– Πβ
µ(σ+δ+µ)
est le nombre d’infections secondaires causées par la trans-
mission directe.
Nous avons ensuite démontré en utilisant des fonctions de Lyapunov
appropriées que l’équilibre sans maladie est globalement asymptotique-
ment stable si R0 ≤ 1 et que l’équilibre endémique est globalement
asymptotiquement stable si R0 > 1. Épistémologiquement, cela veut dire
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que lorsque R0 ≤ 1, le VMN finira par disparaître, à long terme, de la
population de poule et de l’environnement. D’autre part, lorsque R0 > 1,
la MN persiste dans la population de poules après l’introduction d’un
individu infecté.
Pour le second modèle, nous avons rajouté un quatrième comparti-
ment dans la population de poules, les vaccinées (V). Nous supposons
que la vaccination est imparfaite, c’est-à-dire une proportion p des vacci-
nées peut contracter l’infection. Ainsi le taux 1− p ∈ [0, 1] décrit l’efficacité
de la vaccination : lorsque p = 0, la vaccination est totalement efficace et
lorsque p = 1, la vaccination n’a pas d’effet. L’immunité post-vaccinale
diminue avec vitesse constante ν, c’est à dire, qu’en moyenne, les poules
vaccinées sont protégées par le vaccin pendant une période 1ν . Les causes
possibles de la vaccination imparfaite sont :
– le vaccin est administré pendant la période d’incubation,
– une dose de vaccin insuffisante est utilisée,
– les mauvaises conditions de conservation, de transport et d’utilisa-
tion.
Nous avons étudié ce modèle en suivant le même schéma que le
premier modèle, même si mathématiquement l’étude est plus technique.
Nous avons calculé le Rv0 donné par l’expression :
Rv0 =
Π( qkα+ β)
µ(σ+ δ+ µ)
p(τ + µ θ) + (µ+ ν− µ θ)
(ν+ µ+ τ)
.
De même, Rv0 est la somme de deux taux de reproduction de base, liés
aux transmissions directes et indirectes :
– Π
q
k α
µ(σ+δ+µ)
p(τ+µ θ)+(µ+ν−µ θ)
(ν+µ+τ)
est le nombre d’infections secondaires
causées par la transmission environnementale en presence de la vac-
cination.
– Πβ
µ(σ+δ+µ)
p(τ+µ θ)+(µ+ν−µ θ)
(ν+µ+τ)
est le nombre d’infections secondaires
causées par la transmission directe en presence de la vaccination.
Nous avons ensuite démontré en utilisant une fonction de Lyapunov
appropriée que l’équilibre sans maladie est globalement asymptotique-
ment stable si Rv0 ≤ 1. Cependant pour l’équilibre endémique, après des
longs calculs, nous avons établi la stabilité locale et la stabilité globale
sous certaines conditions sur les paramètres. En effet, en utilisant une
méthode basée sur "second compound matrix", nous avons montré que
l’équilibre endémique est localement asymptotiquement stable si Rv0 > 1.
Quant à la stabilité globale, nous avons démontré en utilisant une fonction
de Lyapunov que si Rv0 > 1, et (τ > ν et θ ∈ [ 12 , 1]) ou (τ < ν et θ ∈ [0, 12 ]),
l’équilibre endémique est globalement asymptotiquement stable.
Pour les simulations numériques nous avons utilisé des données sur
l’influenza aviaire par manque d’information sur la MN. Nous avons testé
plusieurs valeurs de couverture vaccinale. Les résultats montrent que si la
transmission environnementale est importante la vaccination seule ne per-
met pas de contrôler la MN dans le contexte malgache. D’autres mesures
de bio-sécurité sont nécessaires pour éradiquer la maladie. Des études
et des expérimentations supplémentaires sont à envisager pour quanti-
fier précisément l’excrétion virale, la transmission environnementale et la
4.2. Article 75
transmission directe pour pouvoir simuler d’avantage des stratégies de
contrôle.
4.2 Article
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Abstract
We study two epizootic models for the transmission of Newcastle disease virus
(NDV) in a chicken population from smallholder poultry farming systems
in Madagascar. In the first model, we combine direct and environmental
transmissions. Imperfect vaccination of chickens is considered in the second
model. Disease-free equilibria of the two models are globally asymptotically
stable when the basic reproduction number for each model R0,Rv0 < 1. If
R0,Rv0 > 1, NDV persists and the unique enzootic equilibrium is globally
asymptotically stable for each model, within the feasible region, and under
some conditions. After model calibration with parameter values obtained
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from the literature and expert opinions, we discuss the consequences for
NDV control in Madagascar.
Keywords: virus transmission model, Newcastle disease, global stability,
Lyapunov function, chicken, Madagascar
1. Introduction1
In developing countries, smallholder chicken production is limited by2
many health constraints (Kitalyi, 1998). Newcastle disease (ND) is one of3
the most important of them. This poultry disease is caused by an Avulavirus4
(Paramyxoviridae) affecting chickens (Gallus gallus) and many other domes-5
tic and wild bird species (Alexander, 2008). Host susceptibility to the ND6
virus (NDV) greatly varies among different avian species. Chickens are very7
susceptible to the disease and virulent NDV strains cause high mortality8
(Alexander, 2001). NDV strains are classified into three groups with respect9
to the severity of the disease they cause (Gallili and Ben-Nathan, 1998): (i)10
velogenic (highly virulent), (ii) mesogenic (intermediate virulence), and (iii)11
lentogenic (nonvirulent). Velogenic strains of NDV are highly virulent for12
susceptible birds of any age. They include the viscerotropic strains caus-13
ing hemorrhagic intestinal lesions, and the neurotropic strains responsible14
for acute respiratory and nervous disorders. The intra-cerebral pathogenic-15
ity index (ICPI) is used to test how virulent a virus strain is (OIE, 2009).16
The most virulent NDV give a maximum score of 2.0, whereas less virulent17
strains give values close to 0.0. In Madagascar, NDV strain isolated from ND18
outbreaks in chicken farms provided ICPI values of 1.9: they were thus con-19
sidered as velogenic (Maminiaina et al., 2010). Indeed, when experimentally20
2
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infected with velogenic-type NDV, chickens develop a severe disease (Brown1
et al., 1999). Conversely, most live anti-NDV vaccines consist of lentogenic2
NDV strains while some countries still use mesogenic strains for this purpose.3
Vaccination against NDV is the only efficient measure to control ND,4
whatever the farming system (Marangon and Busani, 2007). With the widespread5
thermostable I2 NDV vaccine strain, a 24-week protection was reported with6
the injected vaccine, vs. a 16-week protection after application in drinking7
water (Tu et al., 1998). A NDV vaccine is produced in Madagascar with the8
mesogenic Mukteswar NDV strain. It is a live attenuated virus administered9
by injection (Koko et al., 2006).10
After ND was first described in 1926 in the UK (Kraneveld, 1926; Doyle,11
1927), three panzootics have occurred; NDV is now present in most countries12
of each continent (Alexander, 2001). In Madagascar, ND was detected in13
1946. Since then, ND outbreaks have been regularly reported on the whole14
island, mainly in the rural poultry sector (Maminiaina et al., 2007). While15
the vaccination rate reaches 100% in commercial farms, less than 10% of the16
free-range chickens are duly vaccinated. Thus, ND causes more than 40%17
of annual mortality rate in such non protected chickens (Maminiaina et al.,18
2007).19
In Malagasy smallholder production systems, chickens are the most com-20
mon livestock owned by rural families. They provide meat and eggs for21
familial consumption, offerings for ceremonies, a source of cash to buy agri-22
cultural inputs (semen, fertilizers), or to cover family needs such as school23
fees (Alders et al., 2001). Flock size is usually small (< 100 heads), with an-24
imals of different species (chickens, ducks, geese, turkeys. . . ) and age classes25
3
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(Rasamoelina Andriamanivo et al., 2012). Chickens freely browse during1
the day, within the village as well as in the closest crop fields (mainly rice2
paddies) where they recover harvest by-products. Therefore, there are many3
bird-to-bird contact opportunities between birds of the same village, and as4
many possibilities for pathogen transmissions.5
The introduction of NDV in a chicken farm or village may occur through6
wildlife (e.g., droppings of infected birds), or purchase of infected domestic7
birds without quarantine measures - a quite common circumstance in devel-8
oping countries, contact with contaminated feed or water, farm equipment,9
and farm-worker clothing. The incubation period ranges from 2 to 15 days10
(Alexander, 2008) and chickens remain infectious for about 5 days (John-11
ston, 1992). NDV may directly spread from infected to healthy birds either12
by inhalation, or by ingestion of infectious particles (Alexander, 1988). At13
the village or area levels, ND often occurs in seasonal epizootic waves, most14
frequently during the dry season (Spradbrow, 2001). This situation has also15
been reported in Madagascar (Maminiaina et al., 2007). Using simulation16
models, Johnston (1992) stated that these epizootic waves might be related17
to the persistence of NDV within the infected village during a long time pe-18
riod, even several months after the last observed clinical signs. However, this19
author assumed NDV might persist under “some” form, without providing20
more details. Also, Spradbrow (2001) indicated NDV might persist at the21
village or flock levels with poultry population sizes as small as 500. However,22
these observations were empirical, without theoretical background to support23
them.24
Vaccinated birds exposed to a wild, virulent NDV are protected against25
4
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clinical expression and production losses. However, they may excrete the1
wild virus and are thus a possible source of infection for unvaccinated birds2
(Allan et al., 1978; Samuel et al., 2013). Moreover, NDV can survive for3
several weeks in the environment and remains infectious for susceptible birds4
(Li et al., 2009).5
There is no general control policy against ND actually implemented in6
Madagascar. Vaccination decision is left to the responsibility and willingness7
of farmers (Koko et al., 2006; Maminiaina et al., 2010; Rasamoelina An-8
driamanivo et al., 2012). Moreover, farmers’ access to veterinary services9
and products is heterogeneous. However, large avian production areas like10
the Antananarivo region (the capital city) or the Ambatondrazaka region11
in the Lake Alaotra basin (the largest rice production area of the coun-12
try) benefit from a good network of veterinarians and veterinary technicians13
(figure 1). Vaccination campaigns are organized by private veterinarians or14
non-governmental organizations. After information sessions organized in vil-15
lages, farmers are asked to bring their poultry to the vaccination teams. In16
practice, vaccination coverage is low, hardly reaching 20% of the overall vil-17
lage chicken population, from authors’ field experience. Consecutively, NDV18
remains in an enzootic state in Madagascar smallholder farming systems.19
Mathematical modeling is a powerful tool for studying the transmission of20
pathogens causing infectious diseases (Anderson and May, 1991). The topic21
is broad, covering all the aspects of introduction, emergence and spread of22
infectious diseases. In this paper, we focused on ND emergence, i.e. what23
happens in a population of NDV-free, susceptible chickens after the introduc-24
tion of an NDV-infectious chicken. To propose practical recommendations,25
5
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Figure 1: Regions of Ambatondrazaka, Anstirabe, and Antananarivo are among the main
smallholder chicken-production areas in Madagascar
6
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we have considered the question of vaccination strategy to be implemented1
in smallholder chicken farms for an optimal ND control.2
Johnston (1992) has designed and implemented a ‘state - transitional’3
model to evaluate the impact of ND and ND vaccination on village fowls in4
Philippines and Thailand. He divides the chicken population into four main5
compartments (sub-populations) with respect to their infectious status: (S)6
susceptible, (E) latent infection (no virus excretion, no specific morbidity, no7
additional mortality), (I) infectious (sick animals with additional mortality)8
and (R) immune (resistant to infection). Moreover, each compartment was9
sub-divided according to age (chicks, growers, and adults) and sex (males and10
females). Specific mortality, fertility, and off-take rates were defined for each11
sub-population, and varied according to the infectious status. The model also12
represented vaccination, allowing the possibility for chickens to directly move13
from susceptible (E) to immune (R) compartments. Vaccination campaigns14
of hypothetical village poultry flocks were implemented at 4-, 8-, and 12-15
week intervals to compare poultry losses, as well as poultry productivity and16
economic productivity under these different scenarios. However, the author17
did not undertake the mathematical study of this complicated model: he18
only used it for simulations.19
Though other examples of published NDV transmission models are scarce,20
the epidemiology of NDV is similar to other pathogens which are directly21
transmitted and may persist in the environment after their excretion. For22
example, a lot of attention has recently been paid to the transmission of23
avian influenza viruses (AIV), with studies coupling environment and direct24
virus transmission in wild waterfowl (Breban et al., 2009, 2010; Roche et al.,25
7
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2009; Rohani et al., 2009). However, these models were mostly used to1
better understand AIV persistence in the wild, not to study the transmission2
dynamic of AIV.3
The bacterium Vibrio cholera (Vibrionaceae), causing human cholera, is4
also a directly-transmitted pathogen with an environmental reservoir (Cameron5
and Jones, 1983). Many models have been developed to study its transmis-6
sion (Codec¸o, 2001; Codec¸o et al., 2008; Jensen et al., 2006; Pascual et al.,7
2002; King et al., 2008). For instance, Codec¸o (2001) presented a SIB com-8
partmental model to study the role of the aquatic reservoir on the persistence9
of human cholera (S number of susceptible persons, I number of infected per-10
sons, and B concentration of toxigenic V. cholerae in water). Other models11
have been developed only considering environmental infection (Mwasa and12
Tchuenche, 2011; Zhou and Cui, 2011; Zhou et al., 2012; Wang and Liao,13
2012).14
In this paper, we developed a NDV transmission model with bird-to-15
bird transmission, an environmental reservoir, and poultry vaccination at the16
village level. We analyzed it to derive the basic reproduction number R0 and17
to study the existence and uniqueness of disease-free and enzootic equilibria.18
We analyzed the enzootic stability using Lyapunov functions. We discussed19
the possibility to use vaccination to bring R0 below the epizootic threshold.20
Then, we developed a second model to study the consequence of imperfect21
vaccination. We assumed the vaccine was safe (no residual pathogenic effect)22
and efficient (good immunogenicity).23
8
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2. Model with environmental transmission1
We consider a non-constant population of chickens, homogeneously dis-2
tributed in the village, so that the contact probability between all chickens3
is the same.4
Two different virus-transmission routes are considered: direct transmis-5
sion from infected to non infected chickens, or indirect transmission from6
environment infected by NDV (excreted by sick birds) to non infected chick-7
ens.8
The chicken population (N) is sub-divided into three classes: (i) suscep-9
tible birds (S), including immunologically naive individuals, (ii) infectious10
birds (I), made up of chickens excreting NDV, and (iii) recovered chick-11
ens (R), consisting in immune birds resistant to the virus. An additional12
compartment B represents the quantity of NDV particles released by sick13
birds in the environment. We assume all newly-recruited chickens (pur-14
chases, newborns. . . ) enter the susceptible compartment. The conceptual15
NDV-transmission model is shown in fig. 2.16
• The class S of susceptible chickens increases either by birth or immigra-17
tion (purchases of healthy chickens) at a constant rate Π. It decreases18
by natural death and off-take (slaughtering, sales, losses) occurring at19
a constant rate µ.20
It also decreases by NDV infection at rate of infection f (f = αB + β I)21
i.e., when susceptible individuals acquire an infectious disease following22
(i) contacts with infected individuals at a rate β, and (ii) contamination23
by the environment at rate α.24
9
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Figure 2: Transfer diagram for the Newcastle-disease virus transmission model in chickens
During each unit of time, a susceptible chicken has on average β I1
contacts with infectious birds allowing NDV transmission. Thus, the2
number of susceptible chickens becoming infected per unit of time after3
bird-to-bird NDV transmission is β S I.4
Also, we model environmental infections according to the mass-action5
law, i.e. there are αS B new infections per unit of time, with α the6
bird-environment contact rate allowing NDV transmission, and B the7
concentration of NDV in the environment. The same approach was8
adopted by Ghosh et al. (2004) to model the transmission of Vibrio9
cholerae from infected to healthy human, and from the environment.10
Remark 2.1. A Michaelis-Menten function might be used to model11
indirect NDV transmission (Zhou et al., 2012). In this case, environ-12
mental virus transmission would not be linear with respect to B. In-13
stead, it would be saturated, i.e. of the form B/(M + B), with M the14
quantity of viral particles in the environment yielding 50% chance of15
10
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being infected by NDV. Thus, with this model, the contamination prob-1
ability is constant beyond a certain amount of viral particles. However,2
according to NDV experts who were consulted for this purpose, there3
is no evidence for the existence of a threshold for NDV load needed to4
bring susceptible individuals to an infectious state. For this reason, we5
chose the mass-action law to model NDV transmission related to the6
environment.7
• The class I of infected individuals is generated by the infection of sus-8
ceptible chickens. Infected chicken may either recover from NDV in-9
fection and become resistant at rate σ, or die at rate µ. Moreover,10
additional deaths is caused by NDV at the constant rate δ.11
• The class R of resistant individuals is generated by chickens recovering12
from NDV infection at rate σ. Natural deaths and off-take decrease its13
size at constant rate µ.14
• At last, q is the rate at which infected birds shed NDV, thus increasing15
NDV load in the environment; k is the decay rate of NDV in the envi-16
ronment (NDV inactivation by ultra-violet radiance, NDV adsorption17
by mineral or organic particles. . . ).18
According to these biological assumptions, we derive the following math-19
ematical model:20
11
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
dS
dt
= Π− (αB + βI)S − µS,
dI
dt
= (αB + βI)S − (σ + δ + µ)I,
dB
dt
= qI − kB,
dR
dt
= σI − µR,
(1)
with additional initial nonnegative conditions (S(0), I(0), B(0), R(0))T ≥1
0. The equation right-hand side being Lipschitz-continuous, there exists2
a unique maximal solution. Then, it is straightforward to verify that the3
total chicken population, N = S + I +R, verifies4
dN
dt
= Π− µN − δI (2)
It is easy to verify that
[
dX
dt
]
0
> 0 with X = B, S, I, and R. This ensure5
that our system is positively invariant in R4+.6
Using equation (2) and the fact that −δN ≤ −δI ≤ 0, the total popula-7
tion N satisfies the differential inequalities8
Π− (µ+ δ)N ≤ dN
dt
≤ Π− µN, (3)
which can be viewed as a conservation law. Let N(0) = N0 > 0 be given,9
N and N be the solutions of dN
dt
= Π − (µ + δ)N and dN
dt
= Π − µN re-10
spectively. Then, using the monotonicity theorem 8.XI in Walter (1970), the11
conservation law (3) implies that N verifies12
N(t) ≤ N(t) ≤ N(t).
12
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Denote N ♯ = Π
µ+δ
and N∗ = Π
µ
, the positive globally asymptotically stable1
(GAS) equilibrium related to N and N , respectively. Thus, according to the2
previous results, it makes sense to work in a much smaller region3
D =
{
(B, S, I, R) ∈ R4+ :
Π
µ+ δ
≤ S + I +R ≤ Π
µ
,B ≤ qΠ
kµ
}
(4)
which is compact, positively invariant and attracts all solutions in R4+. This4
means that a solution starting in D remain in D for all t ≥ 0, and a solu-5
tion starting from any initial condition, apart from D, will always enter and6
remain in D, after a sufficiently large time. Thus studying the asymptotic7
behavior of the system on R4+ is equivalently studied on D, which is also8
biologically feasible (see for instance Anguelov et al. (2013)).9
2.1. Equilibria: existence, local and global stability10
In this section, we study the existence of disease-free (DFE) and enzootic11
equilibria (EE), and we compute the basic reproduction number R0.12
2.1.1. The disease-free equilibrium13
Straightforward computations lead to the disease-free equilibrium,DFE =14
(0, Π
µ
, 0, 0)T . Using the next-generation matrix (NGM) approach described15
in van den Driessche and Watmough (2002), we compute the basic reproduc-16
tion number R0 which is the number of secondary disease cases caused by a17
single infective individual introduced in a disease-free and immunologically18
naive (i.e., fully susceptible) population.19
Since only I and B are directly related to the infectious process, we have20
13
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 dIdt
dB
dt
 =
 (αB + βI)S
0
−
 (σ + δ + µ)I
−(qI −KB)
 = F − V , (5)
where F is the incidence rate of new infections, and V is the transfer rate1
of individuals into, and out, of each sub-population (including removal by2
death, or acquired immunity). We now compute F and V the Jacobian3
matrix of F and V respectively4
F =
βS0 αS0
0 0
 =
βΠµ αΠµ
0 0

V =
(σ + δ + µ) 0
−q k
 , V −1 =
 1σ+δ+µ 0
q
k(σ+δ+µ)
1
k

Thus, we deduce5
FV −1 =
 βΠµσ+δ+µ + αΠµ qk(σ+δ+µ) αΠµk
0 0
 =
R0 αΠµk
0 0

According to van den Driessche and Watmough (2002), R0 = ρ(FV −1),6
where ρ(A) denotes the spectral radius of A, which leads to7
R0 =
Π(α q
k
+ β)
µ(σ + δ + µ)
.
As expected, R0 depends on two basic reproduction numbers, related to8
the direct and indirect transmissions:9
• Π
q
k
α
µ(σ+δ+µ)
is the number of secondary infections caused by indirect (en-10
vironmental) NDV transmission.11
14
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• Πβ
µ(σ+δ+µ)
is the number of secondary infections caused by direct NDV1
transmission.2
The term 1/(σ + δ + µ) is the expected infection duration for a given3
chicken, and Π/µ is the number of susceptible chickens at DFE. β is the rate4
of direct NDV transmission, and qα/k is the rate of indirect NDV transmis-5
sion.6
Following van den Driessche and Watmough (2002), we have7
Proposition 2.2. DFE is locally asymptotically stable when R0 < 1, and8
unstable when R0 > 1.9
We will show that we have a GAS property for DFE when R0 ≤ 1.10
2.1.2. The enzootic equilibrium11
To get the enzootic equilibrium EE = (B∗, S∗, I∗, R∗), we solve system12
(1) with left-hand side equaled to zero. We obtain the following system:13

(σ + δ + µ)I∗ = (αB∗ + βI∗)S∗
B∗ = q
k
I∗
S∗ = Π
µ
− σ+δ+µ
µ
I∗
R∗ = σ
µ
I∗
We show the following14
Proposition 2.3. There exists an unique EE in D if and only if R0 > 1.15
Proof. By substituting the expressions of B∗ and S∗ in the first equation we16
get:17
15
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I∗ =
Π
σ + δ + µ
− µq
k
α + β
=
µ
q
k
α + β
(R0 − 1) (6)
Thus I∗ exists (i.e. positive) if and only if R0 > 1. Let us check that1
EE ∈ D:2
N∗ = I∗ + S∗ +R∗ = I∗ + (
Π
µ
− σ + δ + µ
µ
I∗) +
σ
µ
I∗,
=
Π
µ
− I∗(σ + δ + µ
µ
− σ
µ
− 1),
=
Π
µ
− δ
µ
I∗
Thus, using the fact that 0 ≤ I∗ ≤ N∗, we deduce3
Π
µ+ δ
≤ N∗ ≤ Π
µ
. (7)
Furthermore,4
B∗ =
q
k
I∗ ≤ qΠ
kµ
. (8)
We conclude that EE belongs to D.5
6
2.2. Global dynamics7
To show the global asymptotic stability of the two equilibria (DFE and8
EE), we consider suitable Lyapunov functions Korobeinikov (2004); Ko-9
robeinikov and Wake (2002); LaSalle (1960).10
Theorem 2.4. If R0 ≤ 1, then DFE is globally asymptotically stable on D.11
16
91
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
Proof. We consider the Lyapunov-LaSalle function U(B, I) = Π
µ
αB+kI. We1
compute2
U˙(B, I) =
Π
µ
αB˙ + kI˙
=
Π
µ
α(qI − kB) + k(αBS + βIS − (σ + δ + µ)I)
Since S ∈ D, S ≤ Π
µ
:3
U˙(B, I) ≤ Π
µ
α(qI − kB) + k(αBΠ
µ
+ βI
Π
µ
− (σ + δ + µ)I)
≤ I[Π
µ
(αq + βk)− k(σ + δ + µ)]
≤ k(σ + δ + µ)(R0 − 1)I
Furthermore, U˙ = 0 if I = 0 or R0 = 1. Hence the largest invariant4
set contained in the set
{
(E, I) ∈ D/U˙(B, I) = 0
}
is reduced to the DFE.5
Since we are in a compact positively invariant set, according to the LaSalle’s6
invariance principle (Gless, 1966; Bhatia and Szego¨, 1970), the DFE is glob-7
ally asymptotically stable in D. Therefore, all solutions in the set where8
I = B = 0, go to the DFE. Thus, R0 ≤ 1 is the necessary and sufficient9
condition for NDV to stop spreading, and to disappear from the system.10
11
Theorem 2.5. If R0 > 1, then EE is globally asymptotically stable on D.12
Proof. See Appendix A13
In epidemiological words, theorems 2.4 and 2.5 show that when R0 ≤ 1,14
NDV asymptotically disappears from the chicken population and the envi-15
17
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ronment. On the other hand, when R0 > 1, an NDV epizootic may persist1
in the chicken population after the introduction of an infected chicken.2
3. Model with imperfect vaccination3
Since vaccination against NDV is used in Madagascar, we introduce a4
fourth epidemiological state in the chicken population, i.e. vaccinated chick-5
ens V . We vaccination is “imperfect”, i.e. a proportion p of vaccinated6
individuals may still become infected, at an infection rate p.f lower than for7
fully susceptible chickens, where f is the incidence function.8
Possible causes of imperfect vaccination are:9
• Vaccine is administered when birds have already been exposed to NDV10
(incubation period),11
• An insufficient vaccine dose is used,12
• Incorrect conditions of vaccine storage, transportation, or use.13
The rate 1− p ∈ [0, 1] describes vaccine efficacy: when p = 0, the vaccine14
is perfectly effective and when p = 1, the vaccine has no effect. Post-vaccinal15
immunity decreases at the constant rate ν, i.e., vaccinated individuals are16
protected by the vaccine during 1
ν
units of time, on average. Recruitments17
(birth, purchases) occur in compartments S and V at constant rate Π > 0,18
such that only a fraction θ is vaccinated. The epidemiological system is19
summarized in Figure 3.20
Consecutively, we obtain the following mathematical model for imperfect21
NDV vaccination:22
18
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Figure 3: Transfer diagram of the Newcastle-disease virus transmission model with imper-
fect vaccination

dB
dt
= qI − kB
dI
dt
= (αB + βI)(pV + S)− (σ + δ + µ)I
dS
dt
= (1− θ)Π− (αB + βI)S + νV − (µ+ τ)S
dV
dt
= θΠ+ τS − p(αB + βI)V − (µ+ ν)V
dR
dt
= σI − µR
(9)
The problem is epidemiologically well-posed in the sense that all variables1
remain non-negative for all t > 0. Also, we show that2
DV =
{
(B, S, I, V, R) ∈ R5+ :
Π
µ+ δ
≤ S + I + V +R ≤ Π
µ
,B ≤ qΠ
kµ
}
(10)
is a compact positively invariant that attracts all solutions in R5+.3
19
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3.1. Existence and stability of the disease-free equilibrium1
It is easy to show that the DFE of the vaccinated system is2
DFEv =
(
0, 0,
Π(µ+ ν − µθ)
µ(µ+ ν + τ)
,
Π(τ + µθ)
µ(µ+ ν + τ)
, 0
)
(11)
Using van den Driessche and Watmough (2002), after straightforward3
computations, we derive the basic reproduction number4
Rv0 =
Π( q
k
α + β)
µ(σ + δ + µ)
p(τ + µ θ) + (µ+ ν − µ θ)
(ν + µ+ τ)
,
or equivalently,5
Rv0 = R0
(
1− (1− p)(τ + µθ)
ν + τ + µ
)
, (12)
which shows an obvious (and useful) relationship between R0 and Rv0. More-6
over, it is straightforward to verify that7
Rv0 ≤ R0. (13)
Like R0, Rv0 also depends on two types of NDV transmissions:8
• Π
q
k
α
µ(σ+δ+µ)
p(τ+µ θ)+(µ+ν−µ θ)
(ν+µ+τ)
is the number of secondary NDV infections9
caused by environmental transmission in the presence of vaccination.10
• Πβ
µ(σ+δ+µ)
p(τ+µ θ)+(µ+ν−µ θ)
(ν+µ+τ)
is the number of secondary NDV infections11
caused by direct transmission in the presence of vaccination.12
Note also that (12) can be rewritten as Rv0 = (
q
k
α+β)
(σ+δ+µ)
(pVDFEv + SDFEv).13
Following van den Driessche and Watmough (2002), we have14
20
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Proposition 3.1. DFEv is locally asymptotically stable when Rv0 < 1, and1
unstable when Rv0 > 1.2
We can go further and show that3
Theorem 3.2. DFE is globally asymptotically stable for Rv0 ≤ 1.4
Remark 3.3. Since S + V + I + R ≤ Π
µ
in Dv, we have the following5
inequalities:6

dS
dt
≤ (1− θ)Π + ν(Π
µ
− S)− (µ+ τ)S,
dV
dt
≤ θΠ+ τ(Π
µ
− V )− (µ+ ν)V,
(14)
which implies that, after a sufficient long time7

S ≤ Π(µ+ ν − µ θ)
µ(µ+ ν + τ)
V ≤ Π(τ + µ θ)
µ (µ+ ν + τ)
(15)
Proof. Consider the following Lyapunov function:8
U(B, I) =
Π
µ
p(τ + µ θ) + (µ+ ν − µ θ)
(ν + µ+ τ)
αB + kI. (16)
We compute9
U˙(B, I) =
Π
µ
p(τ + µ θ) + (µ+ ν − µ θ)
(ν + µ+ τ)
α(qI − kB) + k(αB(pV + S) + βI(pV + S)
−(σ + δ + µ)I),
≤ Π
µ
p(τ + µ θ) + (µ+ ν − µ θ)
(ν + µ+ τ)
α(qI − kB)
21
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+k
Π
µ
p(τ + µ θ) + (µ+ ν − µ θ)
(ν + µ+ τ)
(αB + βI)− k(σ + δ + µ)I
≤ I[Π
µ
p(τ + µ θ) + (µ+ ν − µ θ)
(ν + µ+ τ)
(αq + βk)− k(σ + δ + µ)]
≤ k(σ + δ + µ)(Rv0 − 1)I
Furthermore U˙ = 0 if I = 0 or Rv0 = 1. Hence the largest invariant set1
contained in the set
{
(E, I) ∈ D/U˙(E, I) = 0
}
is reduced to DFEv. Since2
we are in a compact positively invariant set, according to the LaSalle’s in-3
variance principle (Gless, 1966; Bhatia and Szego¨, 1970), the DFE is globally4
asymptotically stable in Dv.5
6
3.2. Enzootic equilibrium: existence and global asymptotic stability7
We show the following8
Proposition 3.4. When Rv0 > 1, system (9) has a unique positive EEv in9
Dv10
Proof. Using (9), the enzootic equilibrium EEv = (B
∗, I∗, S∗, V ∗, R∗) is so-11
lution of the following system12

qI∗ − kB∗ = 0,
(αB∗ + βI∗)(pV ∗ + S∗)− (σ + δ + µ)I∗ = 0,
(1− θ)Π− (αB∗ + βI∗)S∗ + νV ∗ − (µ+ τ)S∗ = 0,
θΠ+ τS∗ − p(αB∗ + βI∗)V ∗ − (µ+ ν)V ∗ = 0,
σI∗ − µR∗ = 0,
(17)
from which we deduce13
22
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
R∗ =
σ
µ
I∗,
B∗ =
q
k
I∗,
S∗ =
(1− θ)Π + νV ∗
(αB∗ + βI∗ + µ+ τ)
,
V ∗ =
Π[θ(αB∗ + βI∗) + τ + µθ]
(αB∗ + βI∗ + µ+ τ)[p(αB∗ + βI∗) + ν + µ]− ντ ,
and1

S∗ =
Π[(1− θ)(α q
k
+ β)I∗ + ν + µ− µθ]
[(α q
k
+ β)I∗ + τ + µ][p(α q
k
+ β)I∗ + ν + µ]− ντ
V ∗ =
Π[θ(α q
k
+ β)I∗ + τ + µθ]
[(α q
k
+ β)I∗ + τ + µ][p(α q
k
+ β)I∗ + ν + µ]− ντ
(18)
Substituting expressions of S∗ and V ∗ into equation (17)3 gives2
f(I∗) = Π(α
q
k
+β)I∗
(1− θ + pθ)(α q
k
+ β)I∗ + µθ(p− 1) + ν + µ+ pτ
[(α q
k
+ β)I∗ + τ + µ][p(α q
k
+ β)I∗ + ν + µ]− ντ −(σ+δ+µ)I
∗ = 0
(19)
We are looking for a positive solution. Note that equationf(I∗) = 0 can3
be rewritten as:4
aI∗2 + bI∗ + c = 0, (20)
where:5
23
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
a = p(σ + δ + µ)(
q
k
α + β)2 > 0
b = (
q
k
α + β)[(σ + δ + µ)(ν + µ+ p(τ + µ))− pΠ( q
k
α + β)(1− θ + pθ)]
c = (σ + δ + µ)[(τ + µ)(ν + µ)− ντ ]− Π( q
k
α + β)[µθ(p− 1) + ν + µ+ pτ ]
= µ(σ + δ + µ)(ν + µ+ τ)(1−Rv0)
Let us first show the following useful result: when Rv0 ≤ 1, we have b > 0.1
Using (12), we have:2
Π(
q
k
alpha+ β) = Rv0
µ(σ + δ + µ)(ν + µ+ τ)
p(τ + µ θ) + (µ+ ν − µ θ) (21)
We express b in terms of Rv0:3
b = (
q
k
α + β)
[
(σ + δ + µ)(ν + µ+ p(τ + µ))− pΠ( q
k
α + β)(1− θ + pθ)
]
= (
q
k
α + β)(σ + δ + µ)
[
(ν + µ+ p(τ + µ))− pµ(ν + µ+ τ)(1− θ + pθ)
p(τ + µ θ) + (µ+ ν − µ θ)R
v
0
]
= (
q
k
α + β)(σ + δ + µ)
pµ(ν + µ+ τ)(1− θ + pθ)
p(τ + µ θ) + (µ+ ν − µ θ) ×[
(ν + µ+ p(τ + µ))(p(τ + µ θ) + µ+ ν − µ θ)
pµ(ν + µ+ τ)(1− θ + pθ) −R
v
0
]
Straightforward computations shows that4
(ν + µ+ p(τ + µ))(p(τ + µ θ) + µ+ ν − µ θ)
pµ(ν + µ+ τ)(1− θ + pθ) > 1. (22)
Hence, when Rv0 ≤ 1, we have b > 0.5
Using the previous result, we can now discuss the sign of the roots of6
(20), I∗1 and I
∗
2 according to the sign of c and b.7
24
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• When Rv0 > 1, then c < 0, which implies that I∗1 and I∗2 the roots of1
(20) verifies I∗1I
∗
2 =
c
a
< 0, which implies necessarily that the roots are2
real and of opposite sign. Thus for all p ∈ [0, 1], there exists a unique3
enzootic equilibrium.4
• When Rv0 = 1, then c = 0, b > 0, I∗1 = 0 and I∗2 = − ba < 0. Thus there5
is no positive root.6
• When Rv0 < 1, then c > 0, which implies that I∗1 and I∗2 have the same7
sign. We know that I∗1 + I
∗
2 = − ba with a > 0 and b > 0. Thus there is8
no positive roots.9
We deduce the existence of a unique enzootic equilibrium EEv when10
Rv0 > 1. Let us also check that EEv ∈ Dv. Summing the last four equations11
in (17), we obtain:12
(δ + µ)I∗ + µS∗ + µV ∗ + µR∗ = Π. (23)
Thus, we deduce the two following inequalities:13
µ(I∗ + S∗ + V ∗ +R∗) ≤ Π, and Π ≤ (µ+ δ) (I∗ + S∗ + V ∗ +R∗) (24)
Furthermore, B∗ = q
k
I∗ ≤ qΠ
kµ
. We conclude that EEv belongs to Dv.14
In the following, we discuss the local and global stability of enzootic15
equilibrium EEv. Firstly, we consider the local stability of the enzootic16
equilibrium.17
Theorem 3.5. When Rv0 > 1, EEv is locally asymptotically stable on Dv.18
25
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Proof. See Appendix B1
In fact, it is possible to go further and to show2
Proposition 3.6. Assume Rv0 > 1. When τ > ν (τ < ν) and θ ∈ [12 , 1]3
(θ ∈ [0, 1
2
]), EEv is globally asymptotically stable on Dv.4
Proof. See Appendix C5
4. Epidemiological considerations for Malagasy smallholder chicken6
production systems7
4.1. Model calibration8
We use parameter values in Table D.1, Appendix D, to compute R09
and Rv0. Because of the lack of data for ND, we chose ranges of values for10
the environmental transmission parameters based on AIV studies. We used11
several orders of magnitude for αq given by Breban et al. (2009) to plot12
variation of Rv0 on the logarithmic scale (Figures 4, 5, and 6).13
Figure 4 illustrates that even with perfect vaccination (i.e. all the vacci-14
nated chickens are protected against ND), we have to set τ (daily vaccination15
rate in susceptible chickens) to a very large value to bring Rv0 under the unit.16
In this case, we set p = 0 and θ = 1 (i.e. vaccination is fully successful and17
all newly recruited chickens are vaccinated), and τ = 0.0006, 0.004, 0.008,18
0.03, 0.05, and 0.09. The value τ = 0.0006 corresponds to current practices19
in Madagascar. Indeed, for financial reasons, most poultry farmers vaccinate20
20% of the flock at the most, reserving vaccine for adult hens (Koko et al.,21
2006). With these practices, Rv0 decreases but remains greater than the unit22
even when the viral shedding per infected individual and the exposure rate23
26
101
 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
10
-10
10
-8
10
-6
10
-4
10
-2
10
0
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
10
6
Re-scaled environmental transmissibility αq
B
a
s
ic
 r
e
p
ro
d
u
c
ti
o
n
 n
u
m
b
e
rs
τ = 0.09
τ = 0.05
τ = 0.03
τ = 0.008
τ = 0.004
τ = 0.0006
Threshold R
0
 = 1
Figure 4: Basic reproduction number with imperfect vaccination (Rv0) vs. re-scaled en-
vironment transmissibility (αq) with varying daily vaccination rate in suceptible chickens
(τ) on the logarithmic scale
10
-10
10
-8
10
-6
10
-4
10
-2
10
0
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
Re-scaled environmental transmissibility αq
B
a
s
ic
 r
e
p
ro
d
u
c
ti
o
n
 n
u
m
b
e
rs
θ = 0
θ = 0.5
θ = 1
Threshold R
0
 = 1
Figure 5: Basic reproduction number with imperfect vaccination (Rv0) vs. re-scaled en-
vironment transmissibility (αq) with varying daily vaccination rate in newly-recruited
chickens (θ) on the logarithmic scale
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Figure 6: Basic reproduction number with imperfect vaccination (Rv0) vs. re-scaled en-
vironment transmissibility (αq) with varying vaccination failure (p) on the logarithmic
scale
to NDV in the environment are low. This is probably the reason why NDV1
outbreaks are still observed in most field conditions in Madagascar, even2
when chickens are partially vaccinated. With τ ≥ 0.03, Rv0 may be brought3
below the unit. The values τ = 0.03, 0.05, 0.09 represent a vaccination rate4
of 60%, 80%, 95%, respectively.5
Figure 5 shows θ values do not have a great effect on Rv0 if we set p = 0,6
τ = 0.04, and θ =0, 0.5, and 1, respectively.7
Indeed, vaccination failure rate (p) has a great effect on Rv0 as shown on8
Fig. 6 where we set p = 0, 0.05, 0.1, and 0.2, together with τ = 0.09 and9
θ = 0.9. To keep Rv0 < 1, vaccination should have a great effectiveness,10
higher then 90%. Furthermore plots show there is a critical value of αqc:11
if αq > αqc ≈ 10−4 we cannot decrease Rv0 below the unit with the single12
vaccination approach.13
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4.2. Epidemiological assessment of vaccination and other controm measures1
The SIRB model of NDV transmission in Malagasy smallholder chicken2
farms has a globally-stable DFE whenever R0 ≤ 1, and a unique globally-3
stable EE whenever R0 ≥ 1. Because the compact D is attractive, NDV4
might theoretically be eradicated from the chicken population using vac-5
cination (Rv0 < 1), independently of the initial sizes of the chicken sub-6
populations (S, I, R, V ). Indeed, DFE is globally asymptotically stable7
when Rv0 < 1.8
Considering the expression:9
R0 =
Π(α q
k
+ β)
µ(σ + δ + µ)
two major parameters might bringR0 below 1: α (indirect transmission rate)10
and β (direct transmission rate). Other model parameters are related to virus11
/ disease features, and to chicken birth, natural mortality and off-take rates12
which are out of control in the frame of this study. Direct transmission13
can be limited or avoided with efficient vaccination; indirect transmission14
can be stopped by preventing contacts between healthy birds and infected15
environment.16
Regarding α, good poultry-health management practices such as bio-17
security are essential to guarantee the success of disease control (Marangon18
and Busani, 2007). The goal of bio-security measures is mostly to prevent19
NDV entering the village or farm (Alexander, 1995). They include :20
• the implementation of quarantine measures before introducing new21
birds in the farm,22
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• the application of species separation, e.g. rearing chickens, ducks, and1
geese in separate buildings for night housing, and conducting them in2
separate day flocks,3
• the protection of chickens from potentially infected environment, i.e.4
rearing them in closed hen houses.5
Unfortunately, in Madagascar smallholder poultry farms health-management6
practices are far from optimal (Rasamoelina Andriamanivo et al., 2012). For7
instance, palmipeds and chickens are reared together and share the same rice8
paddies for feeding. Also, no quarantine measures are applied in most cases9
before introducing newly purchased animals in farms. No - or weak - other10
bio-security measures are adopted to prevent virus introduction through pos-11
sibly infected food or other material, or external workers (poultry traders,12
animal health workers. . . ): lack of foot-bath at the entrance of farm build-13
ings, lack of training and information for farmers, etc.14
Once NDV has been introduced in a chicken flock, mass culling is the15
only possible measure to stop its within-village spread. Because of the poor16
socio-economic situation in Madagascar, meager means are attributed to vet-17
erinary services thus leading to a lack of financial compensation for farmers18
after chicken culling. Moreover, delays are met in the observation and noti-19
fication of NDV outbreaks. Because of the quick NDV spread, large chicken20
populations are involved in outbreaks when veterinary services are made21
aware of the epizootic. At last, farmers use to sell their animals as soon as22
a disease outbreak occur in their farm, to limit their own economic losses23
(Maminiaina et al., 2007; Rasamoelina Andriamanivo et al., 2012). This24
practice still reinforces NDV spread.25
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Udo et al. (2006) used a dynamic deterministic model to assess the im-1
pact of different interventions (vaccination, daytime housing, feed supple-2
mentation, crossbreeding, control of broodiness) on the dynamics in village3
poultry flocks. Results showed daytime housing had the strongest effect on4
increasing flock size, followed by the effect of ND vaccination on the decay5
of disease mortality. However, poultry day housing is difficult to implement6
in Malagasy villages without in-depth changes of the whole production sys-7
tem. Therefore, vaccination remains the only possible control measure in8
this context of free-grazing poultry farming system.9
From (13), we know vaccination has a positive impact, but this impact10
can be very limited for a given R0. Let us first consider we have an efficient11
vaccine, i.e. p = 0, and all incoming chicken are vaccinated, i.e. θ = 1. Then,12
using (12), we have13
Rv0 = R0
ν
ν + τ + µ
< 1
if and only if14
ν <
τ + µ
R0 − 1
With a probable mean value for ν = 1/180 (the immunity decay after15
vaccination), if R0 is large, then there is no chance to control the disease.16
Similarly, we may consider17
ν(R0 − 1)− µ < τ
and thus choose a very large τ , i.e. increase the vaccination rate. However,18
this is difficult in Madagascar. Of course, with 0 < p < 1, the control is19
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more difficult. Thus, vaccination can be efficient only if R0, actually greater1
than one, takes moderate value (e.g., R0 < 10). Above such a threshold,2
it is necessary to control the environmental transmission, e.g. reducing the3
contact between the chicken and the infected environment. Again, this is4
difficult to achieve in present Malagasy conditions.5
In our models, the term αq (“re-scaled environmental transmissibility”)6
causes a large uncertainty in the actual values of R0 and Rv0. Indeed, if αq7
is high enough to keep Rv0 > 1, NDV cannot be eradicated using vaccination8
alone.9
Therefore, to better assess NDV control possibilities, it is crucial to con-10
firm the actual role of indirect NDV transmission. If this role is minor,11
stringent efforts vaccination should be made to improve NDV vaccination12
rate. Conversely, if this role is important, significant progress can only be13
achieved if NDV vaccination is associated with changes in the poultry pro-14
duction systems, at least for chickens which are highly susceptible to NDV.15
Large values of R0 may be observed when environmental transmission16
occurs. For instance, Rohani et al. (2009) studied the transmission dynam-17
ics and persistence of low-pathogenic strains of AIV (LPAIV) in the wild.18
LPAIV might be excreted by infected birds during several months, and these19
viruses might survive in the environment over time periods exceeding hosts’20
life span. Thus LPAIV present in the environment might infect the next21
host generation. In these conditions, they found that environmental trans-22
mission might play a stronger role than previously acknowledged. Therefore,23
the actual R0 might be much larger than expected under the direct trans-24
mission paradigm, and disease dynamics might be heavily influenced by indi-25
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rect transmission. However, NDV strains considered in our study are highly1
pathogenic for chickens, thus causing rapid and high mortality. Presumably,2
the amount of NDV excreted by infected chickens should be lower than for3
LPAIV. Also, during the hot season, NDV survival is probably shorter in4
Madagascar than in temperate countries.5
However, vaccination remains important and - by far - the easiest mea-6
sure to limit the economic effect of ND in chicken farms. However, simu-7
lation studies showed high levels of immunity are difficult to sustain in vil-8
lage poultry at the population level (Lesnoff et al., 2009). Therefore, other9
measures should target the reduction of contacts between healthy chickens,10
infectious birds and environment. Bio-security (encompassing bio-exclusion11
and bio-containment) is a major prevention mean (Capua and Marangon,12
2006). However, it is difficult to implement in smallholder poultry produc-13
tion systems, where farmers are poorly educated, and technical / financial14
means are missing to improve poultry housing, feed and health.15
Finally, palmipeds (ducks, geese) are abundant in Malagasy smallholder16
poultry production systems. Because they can be silently infected (no clinical17
sign) while excreting NDV, they probably play a key role in the persistence18
of NDV in the environment (Otim Onapa et al., 2006). Also, their produc-19
tion is hampered by other pathogenic agents, such as Pasteurella multocida,20
a bacterium causing fowl cholera (Mbuthia et al., 2008). Palmiped joint vac-21
cination against ND and fowl cholera might be both economically interesting22
for the farmers, and a way to reduce the source of NDV in the environment.23
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Appendix A. Proof Theorem 2.51
To show the GAS property, we consider the following Lyapunov function2
U(S, I, B) = S∗(
S
S∗
−log S
S∗
)+I∗(
I
I∗
−log I
I∗
)+
α(σ + δ + µ)
k( q
k
α + β)
B∗(
B
B∗
−log B
B∗
)
(A.1)
Note that S∗ = σ+δ+µq
k
α+β
. U is continuous, positive, definite on
o
D, the interior3
of D and satisfies:4
∂U
∂S
= 1− S
∗
S
,
∂U
∂I
= 1− I
∗
I
and
∂U
∂B
=
α
k
S∗(1− B
∗
B
)
Note also that EE = (S∗, I∗, B∗) is the only global minimum of the function5
U(S, I, B) in D. The derivative of U(S, I, B) along trajectories is given by:6
U˙(S, I, B) = S˙ − S
∗
S
S˙ + I˙ − I
∗
I
I˙ +
α
k
S∗(B˙ − B
∗
B
B˙)
= (Π− (αB + βI)S − µS)− S
∗
S
(Π− (αB + βI)S − µS) + ((αB + βI)S
−(σ + δ + µ)I)− I
∗
I
((αB + βI)S − (σ + δ + µ)I) + α
k
S∗((qI − kB)
−B
∗
B
(qI − kB))
= Π− µS − S
∗
S
(Π− (αB + βI)S − µS)− (σ + δ + µ)I
−I
∗
I
((αB + βI)S − (σ + δ + µ)I) + α
k
S∗((qI − kB)− B
∗
B
(qI − kB))
Using the fact that7  Π− (αB
∗ + βI∗)S∗ = µS∗
(αB∗ + βI∗)S∗ = (σ + δ + µ)I∗
we deduce µS∗ + (σ + δ + µ)I∗ = Π, such that8
U˙(S, I, B) = 2Π− µS − S
∗
S
(Π− (αB + βI)S)− (σ + δ + µ)I − I
∗
I
(αB + βI)S
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+
α
k
S∗((qI − kB)− B
∗
B
(qI − kB))
= 2Π− µS − S
∗
S
Π+ αBS∗ + βIS∗ − (σ + δ + µ)I − I
∗
I
(αB + βI)S
+
α
k
(qIS∗ − kBS∗)− α
k
S∗
B∗
B
(qI − kB)
= 2Π− µS − S
∗
S
Π+ βIS∗ − (σ + δ + µ)I − I
∗
I
(αB + βI)S +
α
k
qIS∗
−α
k
S∗
B∗
B
(qI − kB)
= 2Π− µS − S
∗
S
Π− I
∗
I
(αB + βI)S − α
k
S∗
B∗
B
(qI − kB)
+(βS∗ +
α
k
qS∗ − (σ + δ + µ))
Since S∗ = σ+δ+µq
k
α+β
, then βS∗ + α
k
qS∗ − (σ + δ + µ) = 0. Thus1
U˙(B, I) = 2Π− µS − S
∗
S
Π− I
∗
I
(αB + βI)S − α
k
S∗
B∗
B
(qI − kB) (A.2)
= 2Π− µS − ΠS
∗
S
− αq
2
k2
SI∗
B
I
− βSI∗ − αS∗I∗ I
B
+ α
q
k
S∗B∗(A.3)
Now, using the fact that Π − (αB∗ + βI∗)S∗ − µS∗ = 0, B∗ = q
k
I∗, and
S∗ > 0, we deduce
−βI∗S − µS = αq
k
I∗S − Π S
S∗
.
Using the previous relationship in (A.3) leads to2
U˙(S, I, B) = 2Π− Π S
S∗
− ΠS
∗
S
− αq
2
k2
SI∗
B
I
+ α
q
k
SI∗ + α
q
k
S∗I∗ − αS∗I∗ I
B
= −Π( S
S∗
+
S∗
S
− 2)− αq
k
S∗I∗(
kI
qB
− 1)− αq
2
k2
SI∗
B
I
+ α
q
k
SI∗
= −Π( S
S∗
+
S∗
S
− 2)− αq
k
S∗I∗(
kI
qB
− 1 + S
S∗
qB
kI
− S
S∗
)
= −Π( S
S∗
+
S∗
S
− 2)− αq
k
S∗I∗(
kI
qB
− 1 + S
S∗
qB
kI
− S
S∗
− 2 + 2− S
∗
S
+
S∗
S
)
= (α
q
k
S∗I∗ − Π)( S
S∗
+
S∗
S
− 2)− αq
k
S∗I∗(
kI
qB
+
S
S∗
qB
kI
+
S∗
S
− 3)
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Let us examine the sign of α q
k
S∗I∗ − Π:1
α
q
k
S∗I∗ − Π = αq
k
S∗(
Π
µ
− S∗) µ
σ + δ + µ
− Π
≤ (αq
k
+ β)S∗(
Π
µ
− S∗) µ
σ + δ + µ
− Π
= µ(
Π
µ
− S∗)− Π
= −µS∗ < 0.
Then, using the well known following inequalities2 
S
S∗
+
S∗
S
− 2 ≥ 0,
kI
qB
+
S
S∗
qB
kI
+
S∗
S
− 3 ≥ 0,
(A.4)
we can conclude U˙(S, I, B) ≤ 0 on oD. On this set, we have3
U˙(S, I, B) = (α
q
k
S∗I∗ − Π)( S
S∗
+
S∗
S
− 2)− αq
k
S∗I∗(
kI
qB
+
S
S∗
qB
kI
+
S∗
S
− 3)
Setting4
A1 =
S
S∗
+
S∗
S
− 2,
A2 =
kI
qB
+
S
S∗
qB
kI
+
S∗
S
− 3,
we deduce that5
U˙(S, I, B)⇐⇒ (A1 = A2 = 0)⇐⇒ (S = S∗, I = I∗, B = B∗)
Furthermore the largest invariant set contained in the set
{
(S, I, B) ∈ oD /U˙(S, I, B) = 0
}
6
is reduced to the enzootic equilibrium EE. Thus, by LaSalle’s principle, EE7
is globally asymptotically stable.8
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Appendix B. Proof Theorem 3.51
We compute the Jacobian of system (9) at EEv.2
JEEv =3 
−(αB∗ + βI∗)− (µ+ τ) ν −βS∗ −αS∗
τ −p(αB∗ + βI∗)− (µ+ ν) −pβV ∗ −pαV ∗
αB∗ + βI∗ p(αB∗ + βI∗) β(S∗ + pV ∗)− (σ + δ + µ) α(S∗ + pV ∗)
0 0 q −k
4
We prove that the matrix JEEv is stable, namely, all its eigenvalues have5
negative real parts. This is routinely done by verifying the Routh-Hurwitz6
conditions. Since the explicit coordinates of EEv are not available, verifica-7
tion of the inequalities in the Routh-Hurwitz conditions for JEEv is difficult.8
We use the following Lemma (Li et al., 1999):9
Lemma Appendix B.1. (Li et al., 1999) Let M be an n × n matrix with10
real entries. For M to be stable, it is necessary and sufficient that11
(1) The second compound matrix M [2] of M is stable.12
(2) (−1)ndetM > 0.13
The second additive compound matrix of JEEv is14
J
[2]
EEv
=15 
j11 −pβV ∗ −pαV ∗ βS∗ αS∗ 0
p(αB∗ + βI∗) j22 α(S∗ + pV ∗) ν 0 αS∗
0 q j33 0 ν −βS∗
−(αB∗ + βI∗) τ 0 j44 α(S∗ + pV ∗) pαV ∗
0 0 τ q j55 −pβV ∗
0 0 (αB∗ + βI∗) 0 p(αB∗ + βI∗) j66

16
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where1
j11 = −[(1 + p)(αB∗ + βI∗) + 2µ+ ν + τ ]
j22 = −(αB∗ + βI∗)− (µ+ τ) + β(S∗ + pV ∗)− (σ + δ + µ)
j33 = −(αB∗ + βI∗)− (µ+ τ)− k
j44 = −p(αB∗ + βI∗)− (µ+ ν) + β(S∗ + pV ∗)− (σ + δ + µ)
j55 = −p(αB∗ + βI∗)− (µ+ ν)− k
j66 = β(S
∗ + pV ∗)− (σ + δ + µ)− k
At the enzootic equilibrium EEv, using Gersgorin discs we show that2
J
[2]
EEv
is stable if it is diagonally dominant in rows (Usmani, 1987).3
Let j = max {j11, j22, j33, j44, j55, j66}. Obviously j11, j33, j55 < 0.4
Using5  qI∗ − kB∗ = 0(αB∗ + βI∗)(pV ∗ + S∗)− (σ + δ + µ)I∗ = 0
we deduce (
(α
q
k
+ β)(pV ∗ + S∗)− (σ + δ + µ)
)
I∗ = 0
Since I∗ 6= 0 then (α q
k
+β)(pV ∗+S∗)− (σ+ δ+µ) = 0. Then β(pV ∗+S∗)−6
(σ + δ + µ) = −α q
k
(pV ∗ + S∗). Thus, j22, j44, j66 < 0. Finally j < 0.7
We also obtain8
detJEEv = −q[−αS∗∆1 + pαV ∗∆2 + α(S∗ + pV ∗)∆3]
−k[−βS∗∆1 + pβV ∗∆2 + (β(S∗ + pV ∗)− (σ + δ + µ))∆3]
Where9
∆1 = (αB
∗ + βI∗)[p(αB∗ + βI∗) + µ+ ν + τp]
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∆2 = (αB
∗ + βI∗)[p(αB∗ + βI∗ + µ+ τ)− ν]
∆3 = (αB
∗ + βI∗ + µ+ τ)[p(αB∗ + βI∗) + µ+ ν]− τν
Then1
detJEEv = (αq + βk)(S
∗∆1 − pV ∗∆2)−∆3[αq(S∗ + pV ∗) + k(β(S∗ + pV ∗)− (σ + δ + µ))]
From the enzootic equilibrium equalities
αq(S∗ + pV ∗) + kβ(S∗ + pV ∗)− k(σ + δ + µ) = 0
Then2
detJEEv = (αq + βk)(S
∗∆1 − pV ∗∆2)
= (αq + βk)(αB∗ + βI∗)[(p(αB∗ + βI∗) + pτ + ν)(S∗ + pV ∗) + µ(S∗ + p2V ∗)]
Hence, detJEEv > 0. Therefore, the conditions of Lemma Appendix B.13
are satisfied and the enzootic equilibrium EEv is locally asymptotically sta-4
ble. This completes the proof.5
Appendix C. Proof Proposition 3.66
We consider the Lyapunov function7
U(S, I, B) = S∗(
S
S∗
− log S
S∗
) + I∗(
I
I∗
− log I
I∗
) + V ∗(
V
V ∗
− log V
V ∗
)
+
α
k
(pV ∗ + S∗)B∗(
B
B∗
− log B
B∗
)
U is continuous, positive, definite on
o
D and such that the enzootic equilibrium8
state EEv = (S
∗, I∗, V ∗, B∗) is the only global minimum of the function9
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U(S, I, V, B) in D. The derivative of U(S, I, V, B) along the trajectories is1
given by:2
U˙(S, I, V, B) = S˙ − S
∗
S
S˙ + I˙ − I
∗
I
I˙ + V˙ − V
∗
V
V˙ +
α
k
(pV ∗ + S∗)(B˙ − B
∗
B
B˙)
= ((1− θ)Π− (αB + βI)S + νV − (µ+ τ)S)− S
∗
S
((1− θ)Π− (αB + βI)S
+νV − (µ+ τ)S) + ((αB + βI)(pV + S)− (σ + δ + µ)I)
−I
∗
I
((αB + βI)(pV + S)− (σ + δ + µ)I)
+(θΠ+ τS − p(αB + βI)V − (µ+ ν)V )
−V
∗
V
(θΠ+ τS − p(αB + βI)V − (µ+ ν)V )
+
α
k
(pV ∗ + S∗)((qI − kB)− B
∗
B
(qI − kB))
= Π− µS − µV − (σ + δ + µ)I − S
∗
S
((1− θ)Π− (αB + βI)S + νV − (µ+ τ)S)
−I
∗
I
((αB + βI)(pV + S)− (σ + δ + µ)I)
−V
∗
V
(θΠ+ τS − p(αB + βI)V − (µ+ ν)V )
+
α
k
(pV ∗ + S∗)((qI − kB)− B
∗
B
(qI − kB))
The enzootic equilibrium verifies the following useful equalities3 
B∗ = q
k
I∗,
(αB∗ + βI∗)(pV ∗ + S∗) = (σ + δ + µ)I∗
(1− θ)Π− (αB∗ + βI∗)S∗ + νV ∗ = (µ+ τ)S∗
θΠ+ τS∗ − p(αB∗ + βI∗)V ∗ = (µ+ ν)V ∗
(C.1)
Then, (µ+ τ)S∗+(µ+ν)V ∗+(σ+ δ+µ)I∗ = Π+νV ∗+ τS∗ Thus, we have:4
U˙(S, I, V, B) = 2Π− µS − µV − (σ + δ + µ)I + νV ∗ + τS∗
−S
∗
S
((1− θ)Π− (αB + βI)S + νV )
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−I
∗
I
(αB + βI)(pV + S)− V
∗
V
(θΠ+ τS − p(αB + βI)V )
+
α
k
(pV ∗ + S∗)(qI − kB)(1− B
∗
B
)
= 2Π− µS − µV − (σ + δ + µ)I + νV ∗ + τS∗ − (1− θ)ΠS
∗
S
+ αBS∗ + βIS∗
−νV S
∗
S
− I
∗
I
(αB + βI)(pV + S)− θΠV
∗
V
− τSV
∗
V
+ pαBV ∗ + pβIV ∗
+q
α
k
(pV ∗ + S∗)I − α(pV ∗ + S∗)B − α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
= 2Π− µS − µV − (σ + δ + µ)I + νV ∗ + τS∗ − (1− θ)ΠS
∗
S
+ βIS∗ − νV S
∗
S
−I
∗
I
(αB + βI)(pV + S)− θΠV
∗
V
− τSV
∗
V
+ pβIV ∗ + q
α
k
(pV ∗ + S∗)I
−α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
= 2Π− µS − µV + νV ∗ + τS∗ − (1− θ)ΠS
∗
S
− νV S
∗
S
− I
∗
I
(αB + βI)(pV + S)
−θΠV
∗
V
− τSV
∗
V
− α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
+I((β + q
α
k
)(pV ∗ + S∗)− (σ + δ + µ))
Using1  qI∗ − kB∗ = 0(αB∗ + βI∗)(pV ∗ + S∗)− (σ + δ + µ)I∗ = 0
we deduce (
(α
q
k
+ β)(pV ∗ + S∗)− (σ + δ + µ)
)
I∗ = 0
Since I∗ 6= 0 then (α q
k
+ β)(pV ∗ + S∗)− (σ + δ + µ) = 0. Then2
U˙(S, I, V, B) = 2Π− µS − µV + νV ∗ + τS∗ − (1− θ)ΠS
∗
S
− νV S
∗
S
− I
∗
I
(αB + βI)(pV + S)
−θΠV
∗
V
− τSV
∗
V
− α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
= 2Π− µS − µV + νV ∗ + τS∗ − ΠS
∗
S
+ θΠ
S∗
S
− νV S
∗
S
− I
∗
I
(αB + βI)(pV + S)
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−θΠV
∗
V
− τSV
∗
V
− α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
Now considering equations (C.1)3 and (C.1)4, with (C.1)1, lead to1  (1− θ)Π− (α
q
k
+ β)I∗S∗ + νV ∗ − (µ+ τ)S∗ = 0
θΠ+ τS∗ − p(α q
k
+ β)I∗V ∗ − (µ+ ν)V ∗ = 0
Then2  (1− θ)Π− α
q
k
I∗S∗ − βI∗S∗ + νV ∗ − µS∗ − τS∗ = 0
θΠ+ τS∗ − pα q
k
I∗V ∗ − pβI∗V ∗ − µV ∗ − νV ∗ = 0
Since S∗ > 0 and V ∗ > 0 we obtain3 
S
S∗
[(1− θ)Π− αq
k
I∗S∗ − βI∗S∗ + νV ∗ − µS∗ − τS∗] = 0
V
V ∗
[θΠ+ τS∗ − pαq
k
I∗V ∗ − pβI∗V ∗ − µV ∗ − νV ∗] = 0
Then4 
(1− θ)Π S
S∗
− αq
k
I∗S − βI∗S + νV ∗ S
S∗
− µS − τS = 0
θΠ
V
V ∗
+ τS∗
V
V ∗
− pαq
k
I∗V − pβI∗V − µV − νV = 0
Hence5 
α
q
k
I∗S − (1− θ)Π S
S∗
− νV ∗ S
S∗
+ τS = −µS − βI∗S
pα
q
k
I∗V − θΠ V
V ∗
− τS∗ V
V ∗
+ νV = −µV − pβI∗V
Finally6
−µS − µV − βI∗(pV + S) = αq
k
I∗S − (1− θ)Π S
S∗
− νV ∗ S
S∗
+ τS + pα
q
k
I∗V − θΠ V
V ∗
−τS∗ V
V ∗
+ νV.
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Then we take the equation:1
U˙(S, I, V, B) = 2Π− µS − µV + νV ∗ + τS∗ − ΠS
∗
S
+ θΠ
S∗
S
− νV S
∗
S
− I
∗
I
(αB + βI)(pV + S)
−θΠV
∗
V
− τSV
∗
V
− α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
= 2Π + νV ∗ + τS∗ − ΠS
∗
S
+ θΠ
S∗
S
− νV S
∗
S
− αB(pV + S)I
∗
I
− θΠV
∗
V
− τSV
∗
V
−α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
+ α
q
k
I∗(S + pV )− Π S
S∗
+ θΠ
S
S∗
− νV ∗ S
S∗
+ τS
−θΠ V
V ∗
− τS∗ V
V ∗
+ νV.
Using (C.1)1, we have2
α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
=
αq
k2
(pV ∗ + S∗)(qI − kB)I
∗
B
=
αq2
k2
(pV ∗ + S∗)I∗
I
B
− αq
k
(pV ∗ + S∗)I∗.
Then, we deduce3
U˙(S, I, V, B) = 2Π + νV ∗ + τS∗ − ΠS
∗
S
+ θΠ
S∗
S
− νV S
∗
S
− αB(pV + S)I
∗
I
− θΠV
∗
V
− τSV
∗
V
−α
k
(pV ∗ + S∗)(qI − kB)B
∗
B
+ α
q
k
I∗(S + pV )− Π S
S∗
+ θΠ
S
S∗
− νV ∗ S
S∗
+ τS
−θΠ V
V ∗
− τS∗ V
V ∗
+ νV
= 2Π + νV ∗ + τS∗ − ΠS
∗
S
+ θΠ
S∗
S
− νV S
∗
S
− αB(pV + S)I
∗
I
− θΠV
∗
V
− τSV
∗
V
+α
q
k
I∗(S + pV )− Π S
S∗
+ θΠ
S
S∗
− νV ∗ S
S∗
+ τS − θΠ V
V ∗
− τS∗ V
V ∗
+ νV
−αq
2
k2
(pV ∗ + S∗)I∗
I
B
+
αq
k
(pV ∗ + S∗)I∗
= Π(2− S
∗
S
− S
S∗
)− θΠ(2− S
∗
S
− S
S∗
) + θΠ(2− V
∗
V
− V
V ∗
) + νV ∗ + τS∗ + νV
+τS − νV S
∗
S
− τSV
∗
V
− τS∗ V
V ∗
− νV ∗ S
S∗
− αq
k
(pV ∗ + S∗)I∗(
qI
kB
− 1)
−α(pV + S)I∗B
I
+ α
q
k
I∗(S + pV )
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= Π(2− S
∗
S
− S
S∗
)− θΠ(2− S
∗
S
− S
S∗
) + θΠ(2− V
∗
V
− V
V ∗
) + νV ∗ + τS∗ + νV
+τS − νV S
∗
S
− τSV
∗
V
− τS∗ V
V ∗
− νV ∗ S
S∗
− αq
k
S∗I∗(
qI
kB
− 1)
−αq
k
pV ∗I∗(
qI
kB
− 1)− αSI∗B
I
− αpV I∗B
I
+ α
q
k
I∗S + α
q
k
I∗pV
= (1− θ)Π(2− S
∗
S
− S
S∗
) + θΠ(2− V
∗
V
− V
V ∗
) + νV ∗ + τS∗ + νV + τS − νV S
∗
S
−τSV
∗
V
− τS∗ V
V ∗
− νV ∗ S
S∗
+ α
q
k
S∗I∗(1− qI
kB
− S
S∗
kB
qI
+
S
S∗
)
+α
q
k
pV ∗I∗(1− qI
kB
− V
V ∗
kB
qI
+
V
V ∗
)
= (1− θ)Π(2− S
∗
S
− S
S∗
) + θΠ(2− V
∗
V
− V
V ∗
) + νV ∗ + τS∗ + νV + τS − νV S
∗
S
−τSV
∗
V
− τS∗ V
V ∗
− νV ∗ S
S∗
+ α
q
k
S∗I∗(1− qI
kB
− S
S∗
kB
qI
+
S
S∗
− 2 + 2− S
∗
S
+
S∗
S
) + α
q
k
pV ∗I∗(1− qI
kB
− V
V ∗
kB
qI
+
V
V ∗
− 2 + 2− V
∗
V
+
V ∗
V
)
= (1− θ)Π(2− S
∗
S
− S
S∗
) + θΠ(2− V
∗
V
− V
V ∗
) + νV ∗ + τS∗ + νV + τS − νV S
∗
S
−τSV
∗
V
− τS∗ V
V ∗
− νV ∗ S
S∗
+ α
q
k
S∗I∗(3− qI
kB
− S
S∗
kB
qI
− S
∗
S
)
−αq
k
S∗I∗(2− S
∗
S
− S
S∗
) + α
q
k
pV ∗I∗(3− qI
kB
− V
V ∗
kB
qI
− V
∗
V
)
−αq
k
pV ∗I∗(2− V
∗
V
− V
V ∗
)
= ((1− θ)Π− αq
k
S∗I∗)(2− S
∗
S
− S
S∗
) + (θΠ− αq
k
pV ∗I∗)(2− V
∗
V
− V
V ∗
)
+α
q
k
S∗I∗(3− qI
kB
− S
S∗
kB
qI
− S
∗
S
) + α
q
k
pV ∗I∗(3− qI
kB
− V
V ∗
kB
qI
− V
∗
V
)
+νV ∗ + τS∗ + νV + τS − νV S
∗
S
− τSV
∗
V
− τS∗ V
V ∗
− νV ∗ S
S∗
= ((1− θ)Π− αq
k
S∗I∗ + νV ∗)(2− S
∗
S
− S
S∗
)
+(θΠ− αq
k
pV ∗I∗ + τS∗)(2− V
∗
V
− V
V ∗
)
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+α
q
k
S∗I∗(3− qI
kB
− S
S∗
kB
qI
− S
∗
S
) + α
q
k
pV ∗I∗(3− qI
kB
− V
V ∗
kB
qI
− V
∗
V
)
+τS∗
V ∗
V
− τSV
∗
V
+ νV ∗
S∗
S
− νV S
∗
S
+ τS − τS∗ + νV − νV ∗
= ((1− θ)Π− αq
k
S∗I∗ + νV ∗)(2− S
∗
S
− S
S∗
)
+(θΠ− αq
k
pV ∗I∗ + τS∗)(2− V
∗
V
− V
V ∗
)
+α
q
k
S∗I∗(3− qI
kB
− S
S∗
kB
qI
− S
∗
S
) + α
q
k
pV ∗I∗(3− qI
kB
− V
V ∗
kB
qI
− V
∗
V
)
−τ(S − S∗)(V
∗
V
− 1)− ν(V − V ∗)(S
∗
S
− 1)
Using again (C.1)3 and (C.1)4, we have1
U˙(S, I, V, B) = (βI∗S∗ + (µ+ τ)S∗)(2− S
∗
S
− S
S∗
) + (pβI∗V ∗ + (µ+ ν)V ∗)(2− V
∗
V
− V
V ∗
)
+α
q
k
S∗I∗(3− qI
kB
− S
S∗
kB
qI
− S
∗
S
) + α
q
k
pV ∗I∗(3− qI
kB
− V
V ∗
kB
qI
− V
∗
V
)
−τ(S − S∗)(V
∗
V
− 1)− ν(V − V ∗)(S
∗
S
− 1)
= βI∗S∗(2− S
∗
S
− S
S∗
) + pβI∗V ∗(2− V
∗
V
− V
V ∗
)
+α
q
k
S∗I∗(3− qI
kB
− S
S∗
kB
qI
− S
∗
S
) + α
q
k
pV ∗I∗(3− qI
kB
− V
V ∗
kB
qI
− V
∗
V
)
+(µ+ τ)S∗(2− S
∗
S
− S
S∗
) + (µ+ ν)V ∗(2− V
∗
V
− V
V ∗
) +
τ
V
(S − S∗)(V − V ∗)
+
ν
S
(V − V ∗)(S − S∗)
= βI∗S∗(2− S
∗
S
− S
S∗
) + pβI∗V ∗(2− V
∗
V
− V
V ∗
)
+α
q
k
S∗I∗(3− qI
kB
− S
S∗
kB
qI
− S
∗
S
)
+α
q
k
pV ∗I∗(3− qI
kB
− V
V ∗
kB
qI
− V
∗
V
) +
(µ+ τ)
S
(2SS∗ − S∗2 − S2)
+
(µ+ ν)
V
(2V V ∗ − V ∗2 − V 2) + τ
V
(S − S∗)(V − V ∗) + ν
S
(V − V ∗)(S − S∗)
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= −βI∗S∗(S
∗
S
+
S
S∗
− 2)− pβI∗V ∗(V
∗
V
+
V
V ∗
− 2)
−αq
k
S∗I∗
(
qI
kB
+
S
S∗
kB
qI
+
S∗
S
− 3
)
− αq
k
pV ∗I∗
(
qI
kB
+
V
V ∗
kB
qI
+
V ∗
V
− 3
)
−(µ+ τ)
S
(S − S∗)2 − (µ+ ν)
V
(V − V ∗)2 + τ
V
(S − S∗)(V − V ∗)
+
ν
S
(V − V ∗)(S − S∗).
Using (A.4), we know that the first four terms of the previous equality are1
negative. It remains to study the last four terms. Let us consider2
A =
τ
V
(S−S∗)(V−V ∗)+ ν
S
(V−V ∗)(S−S∗)−(µ+ τ)
S
(S−S∗)2−(µ+ ν)
V
(V−V ∗)2.
Setting X = S − S∗ and Y = V − V ∗, we have3
A =
τ
Y + V ∗
XY +
ν
X + S∗
XY − (µ+ τ)
X + S∗
X2 − (µ+ ν)
Y + V ∗
Y 2
=
1
(X + S∗)(Y + V ∗)
[−(µ+ τ)X2(Y + V ∗)− (µ+ ν)Y 2(X + S∗) + τXY (X + S∗)
+νXY (Y + V ∗)]
=
1
(X + S∗)(Y + V ∗)
[−τV ∗X2 − νS∗Y 2 + (νV ∗ + τS∗)XY ]
+
1
(X + S∗)(Y + V ∗)
[−µV ∗X2 − µS∗Y 2 − µX2Y − µY 2X]
=
−1
(X + S∗)(Y + V ∗)
[
τV ∗X2 + νS∗Y 2 − (νV ∗ + τS∗)XY ]
− µ
(X + S∗)(Y + V ∗)
[
V X2 + SY 2
]
We have to show that
τV ∗X2 + νS∗Y 2 − (νV ∗ + τS∗)XY ≥ 0,
which is equivalent to show that there exist a and b such that τV ∗X2 +4
νS∗Y 2 − (νV ∗ + τS∗)XY = (aX − bY )2. In other words we have to find a5
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and b that verify1 
a2 = τV ∗,
b2 = νS∗,
2ab = νV ∗ + τS∗.
(C.2)
System (C.2) is equivalent to (a+ b)
2 = (τ + ν)(V ∗ + S∗),
ab =
νV ∗ + τS∗
2
,
which is equivalent to solve the following second order equation
Z2 − (a+ b)Z + ab = 0.
It admits two real positive solutions iff its discriminant, ∆, is positive. We
compute
∆ = (a+ b)2 − 4ab = (τ + ν)(V ∗ + S∗)− 2(νV ∗ + τS∗) = (τ − ν)(V ∗ − S∗).
Using formula (18), we can show that:2
• When τ > ν and θ ∈ [1
2
, 1], then V ∗ > S∗.3
• When τ < ν and θ ∈ [0, 1
2
], then V ∗ < S∗.4
For both cases, ∆ is positive. Thus a and b exist which involves
τV ∗X2 + νS∗Y 2 − (νV ∗ + τS∗)XY ≥ 0.
Thus, A < 0 when θ ≥ 1
2
.5
Finally U˙(S, I, V, B) ≤ 0 when θ ≥ 1
2
(θ ≤ 1
2
) and τ > ν (τ < ν). More-6
over U˙(S, I, V, B) = 0 only at EEv. We conclude with LaSalle’s principle.7
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Appendix D. Model parameters for Newcastle-disease virus trans-1
mission2
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5Discussion générale etperspectives
"Begin at the beginning," the King said, very gravely, "and go on till
you come to the end : then stop."
Lewis Carroll, Alice in Wonderland
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Dans ce chapitre conclusif, nous discutons tout d’abord les résultatsobtenus par rapport aux questions de recherche qui sous-tendaient
la thèse. Ensuite nous discutons des choix faits pour la modélisation, no-
tamment les modèles compartimentaux, la fonction d’incidence, l’étude
mathématique des modèles et nous fournissons une étude d’un modèle
plus généralisé avec deux espèces réceptives au VMN. Finalement, nous
présentons quelques perspectives et la conclusion de ce travail.
135

5.1. Contrôle de la MN à Madagascar 137
Objectifs vs Résultats
Nous commençons ce chapitre par un rappel des objectifs fixés au dé-
but de la thèse et nous les confrontons aux résultats obtenus. Ce travail
avait pour objectif d’étudier la transmission du VMN dans les systèmes
avicoles malgaches en fournissant une analyse mathématique complète
des modèles développés. Nous reprenons en particulier les objectifs spé-
cifiques :
1. Nous avons développé un premier modèle de transmission du VMN
dans une population de poules et poulets (appelés par la suite
"poule" dune manière générale) en intégrant la transmission par
contact direct et par l’environnement, nous avons fourni une étude
mathématique complète et nous avons déterminé le R0. Nous avons
ainsi répondu à la première question posée.
2. Nous avons développé un second modèle de transmission du VMN
dans une population de poules en ajoutant au premier modèle la
vaccination en continue. Nous avons fourni une étude mathématique
complète de ce second modèle et nous avons déterminé le Rv0. Nous
avons ainsi répondu à la deuxième question posée. Nous proposons
comme perspectives d’intégrer la vaccination impulsive (se référer à
la section 5.3.2).
3. Nous n’avons pas pu évaluer l’importance de l’interaction entre
les palmipèdes et les poules dans la dynamique de transmission
du VMN, faute de temps, cependant nous présentons dans la sec-
tion 5.2.3 un autre modèle avec deux populations réceptives (poules
et palmipèdes) et nous établirons le taux de reproduction de base.
Nous discutons plus en détails les objectifs, les méthodes et les résul-
tats dans les sections suivantes.
5.1 Contrôle de la MN à Madagascar
Dans ce travail nous n’avons pas tenu compte de l’immunité mater-
nelle. En effet, chez les poussins parfois une immunité contre certains
pathogènes est donnée par le passage des anticorps de la mère immunisée
via les œufs (Bencina et al. 2005). Cela ne constitue pas un point faible de
nos modèles dans la mesure où nous considérons que la population étu-
diée est au moins âgée de deux semaines, durée moyenne de persistance
de l’immunité maternelle. Sur le terrain, nous avons constaté que dans
les rares fois où on vaccine les poussins, les vaccinateurs s’assuraient bien
de l’âge des oiseaux pour éviter que les animaux ne soient en période
d’immunité maternelle.
Reprenons les 3 scénarios établis au chapitre 2 :
– Scénario 1 : absence de vaccination.
– Scénario 2 : 40% des animaux effectivement vaccinés dans ces éle-
vages et 70% des animaux effectivement protégés suite à la vaccina-
tion.
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– Scénario 3 : 80% des animaux effectivement vaccinés dans ces éle-
vages et 90% des animaux effectivement protégés suite à la vaccina-
tion.
La figure 5.1 présente la variation du nombre de reproduction de base
en fonction du produit αq, α étant le taux de transmission environnemen-
tale et q la charge virale excrétée par animal infecté. Il est bien clair que
la vaccination parvient à diminuer les valeurs de Rv0, mais pas assez pour
permettre l’éradication de la maladie. En effet, pour espérer éradiquer
la maladie, il faut que l’on arrive à diminuer le Rv0 au dessous de 1.
Ainsi la vaccination seule dans ces conditions, ne permet pas le contrôle
de la MN dans les conditions des élevages villageois malgaches. Il faut
non seulement envisager d’autres mesures de contrôle (dont les mesures
de biosécurité), mais aussi améliorer la vaccination elle même, comme
l’a montré van Boven et al. (2008), la vaccination dépend étroitement du
nombre de vaccinés et du seuil de protection conféré par la vaccination.
Dans notre cas, même avec 80% des animaux vaccinés et 90% des animaux
effectivement protégés on n’est pas capable d’avoir un Rv0 inférieur à 1 et
donc on n’est pas capable d’éradiquer la MN. Cela implique qu’il faut non
seulement augmenter le nombre d’animaux vaccinés mais aussi s’assurer
que le taux d’immunité conféré est suffisamment important pour que le
virus ne soit pas excrété par les animaux vaccinés. En effet, il y a beaucoup
moins de pression virale avec un taux d’immunité important par rapport
à un taux d’immunité faible, et en particulier à Madagascar où on a le
génotype XI qui circule et qui n’est pas le génotype contenu dans le vac-
cin. En outre, van Boven et al. (2008) n’ont pas pris en compte la pression
virale exercée par l’environnement et ils ont prouvé que l’immunité de
troupeau ne peut être atteinte que si une forte proportion d’oiseaux (85%)
ont un titre élevé d’anticorps (log2 ≥ 3) après la vaccination. Ces chiffres
pourraient être plus importants dans notre cas car nous nous intéressons
en plus à la transmission environnementale.
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Figure 5.1 – Variations de Rv0 en fonction de αq en échelle logarithmique
Malheureusement, nous nous limitions à la comparaison de ces trois
scénarios selon les valeurs de Rv0, nous n’avons pas pu aller plus loin pour
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évaluer d’autres indicateurs épidémiologiques (taux d’infection, taux de
morbidité, taux de mortalité, taux de létalité,. . . ) à cause du manque d’in-
formation sur les paramètres α, le taux de transmission environnementale,
et q, la charge excrétée par poule infectée, séparément (jusqu’à présent
nous avons considéré le produit αq).
Reprenons l’expression du nombre de reproduction de base sans vac-
cination :
R0 = Π(α
q
k + β)
µ(σ+ δ+ µ)
Les paramètres µ, δ, σ, k et q représentent respectivement, la mortalité
naturelle hors MN et l’exploitation des volailles, la mortalité due à la MN,
la période d’infectiosité, la durée de survie du VMN dans l’environne-
ment et la charge excrétée par poule infectée. Pour diminuer le R0 nous
pouvons agir sur β le taux de transmission directe, ce qui est généralement
difficile vue la transmission rapide du VMN chez lez poules. Cependant
nous pouvons limiter la transmission directe en mettant des systèmes de
quarantaine dans chaque village, que nous considérons comme une unité
épidémiologique, où on laisse les poules achetées une semaine environ
pour s’assurer qu’elles ne sont pas malades puis on les remet dans les
élevages de maison.
Nous pouvons également agir sur α le taux de transmission environ-
nementale. Ainsi dans le village, l’amélioration des conditions d’élevage
des poules peut réduire les pertes engendrées par la maladie. Une clôture
installée autour de l’enclos pourrait empêcher les poules de fréquenter
les sources d’agents pathogènes (rizières et parcours infectés) et diminuer
ainsi la transmission environnementale. Cette clôture peut aussi limiter
les contacts avec la faune sauvage qui constitue un réservoir du VMN, et
diminuer en plus la transmission directe.
D’autre part, dans le cas du modèle avec vaccination, nous avons dé-
terminé que :
Rv0 =
Π( qkα+ β)
µ(σ+ δ+ µ)
p(τ + µ θ) + (µ+ ν− µ θ)
(ν+ µ+ τ)
(5.1)
Une condition sur le taux vaccination τ pour garder le Rv0 en dessous
de 1 est :
τ > ν(R0 − 1)− µ,
où 1ν est la durée de la protection vaccinale. Cette expression est d’une
grande utilité : si on arrive à déterminer le R0 expérimentalement ou
à partir des données empiriques, on peut savoir si l’on peut contrôler
la MN dans ces conditions avec la vaccination seule, et on peut aller
jusqu’à la détermination du taux de vaccination optimal pour garder
Rv0 < 1. Notons, que nous avons établi cette expression en supposant
que la vaccination est parfaite (p = 0) et que tous les nouveaux nés sont
vaccinés (θ = 1). van Boven et al. (2008) ont déterminé expérimentalement
R0 = 3 pour la MN en tenant compte que de la transmission directe.
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Nous supposons dans un cas idéaliste (avec une meilleure gestion des
volailles via le maintien des poules dans un poulailler dans l’exploitation,
en prenant soin de l’introduction des animaux de l’extérieur, éviter le
contact avec les déchets contaminés. . . ) qu’il n’y a pas de transmission
environnementale. Dans ce cas, de l’expression précédente, nous trouvons
que pour garder Rv0 < 1, il faut que τ > 0.007, ce qui correspond à une
couverture vaccinale d’au moins 92%. Cela reste un chiffre important. En
effet, même avec une vaccination parfaite et sans transmission environ-
nementale, dans les conditions d’élevages villageois à Madagascar, il faut
vacciner au moins 92% de l’effectif de volailles pour éradiquer la MN (sur
la base des hypothèses de nos modèles).
Le taux de vaccination τ est un paramètre important dans notre mo-
dèle pour diminuer la valeur du Rv0. Cependant, la vaccination contre la
MN n’est pas encore une habitude pour les éleveurs malgaches. De ce fait,
il est indispensable de former les éleveurs et leurs représentants (agents
communautaires de la santé animale) sur l’utilité de la vaccination contre
la MN, son efficacité pour la maîtrise de la maladie et les conditions
nécessaires pour garantir sa réussite. La formation doit informer les cibles
sur l’importance économique (les pertes), les aspects épidémiologiques
de la maladie, afin de proposer un protocole de vaccination qui soit ac-
ceptable par les éleveurs ainsi que les mesures à prendre pour éviter une
épizootie. En effet, Koko et al. (2006a) ont effectué une étude économique
sur l’impact de la vaccination, dans deux villages, sur la mortalité due
à la MN et sur la variation des effectifs des cheptels. Ils ont utilisé deux
vaccins, TAD NDV (souche Hitchner) par voie oculaire et Pestavia (souche
Mukteswar), chaque vaccin est administré, dans un village, deux fois à
l’âge de 15 et 45 jours. Les résultats montrent que le revenu annuel de
chaque ménage a augmenté de 13$ à 33$. Ce genre d’étude peut inciter
les éleveurs à vacciner leurs volailles.
Le tableau 5.1 présente des valeurs de Rv0 en fonction des paramètres
où on peut agir pour contrôler la MN. En effet, les paramètres Π et µ
représentent respectivement le recrutement, par naissance et achat, dans
la population des poules, et l’exploitation des volailles (vente, consom-
mation, . . . ) y compris la mortalité naturelle. Une meilleure gestion des
exploitations de volailles car les poulaillers offrent un abri contre les
prédateurs (surtout les chats sauvages pour le cas de Madagascar) et les
intempéries, peut améliorer la production de volaille. Les paramètres τ, ν
et p correspondent au contrôle de la MN par vaccination. Non seulement
le taux de vaccination τ et l’efficacité de la vaccination p sont des para-
mètres importants dans l’opération de vaccination mais aussi la durée de
couverture vaccinale donnée par 1ν , celle-ci varie entre 6 mois (pour le vac-
cin TAD NDV, souche Hitchner) et 1 an (pour le vaccin Pestavia, souche
Mukteswar). Finalement, nous fixons le taux de transmission environne-
mentale ajusté αq à 10−5, qui présente un point d’inflexion (figure 5.1).
Le cas (a) présente le cas de référence : nous avons repris les valeurs
des paramètres du chapitre 4, en fixant τ = 0.007, p = 0.1 et αq = 10−5.
A partir de ce cas, nous avons changé, à chaque fois, la valeur d’un para-
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Cas Π µ τ ν p αq Rv0
a 2 0.003 0.007 0.005 0.1 10−5 3.3
b 1 0.003 0.007 0.005 0.1 10−5 1.6
c 2 0.001 0.007 0.005 0.1 10−5 11.8
d 2 0.003 0.01 0.005 0.1 10−5 2.9
e 2 0.003 0.007 0.002 0.1 10−5 2
f 2 0.003 0.007 0.005 0.2 10−5 3.8
g 2 0.003 0.007 0.005 0.1 10−6 2.6
h 1 0.003 0.01 0.002 0.1 10−6 0.7
Table 5.1 – Exemples de calcul de Rv0 en fonction des paramètres Π, µ, τ, ν, p et αq
mètre et nous avons calculé le Rv0.
Dans le cas (b), nous avons diminué les recrutements (par naissance
ou par achat) des individus réceptifs, Rv0 a diminué. Dans le cas (c), nous
avons diminué le taux d’exploitation des volailles y compris la mortalité
naturelle,Rv0 a augmenté. Cela est expliqué par le fait que les recrutements
(resp. l’exploitation) augmente (resp. diminue) le nombres des individus
réceptifs à la maladie, ce qui est aussi donné par l’expression (5.1) : Rv0 est
proportionnel à Π et inversement proportionnel à µ.
Dans le cas (d), nous avons augmenté le taux de vaccination τ = 0.01,
pour présenter une couverture vaccinale de 92%. Rv0 a diminué mais pas
au dessous de 1 malgré le taux élevé de vaccination. Dans le cas (e), nous
avons diminué ν de 0.005 à 0.002, ce qui correspond à une protection
vaccinale qui dure une année au lieu de 6 mois. Rv0 a également diminué
mais assez pour être inférieur à 1. Dans le cas (f), nous avons diminué
l’efficacité de la vaccination de 90% à 80%, Rv0 a légèrement augmenté.
Dans le cas (g), nous avons diminué la transmission environnementale
de 10−5 à 10−6. Rv0 a diminué de 3.3 à 2.6. Mais toujours pas assez pour
qu’il soit inférieur à 1.
Dans le dernier cas (h), nous avons agi sur tous les paramètres en-
semble, Rv0 a finalement diminué au dessous de 1. Rappelons que le
nombre de reproduction de base Rv0 est propre à une maladie donnée
dans une population donnée. Ainsi dans le cas des élevages villageois à
Madagascar, le contrôle de la MN doit être basé non seulement sur la vac-
cination mais aussi sur les bonnes mesures d’hygiène et de bio-sécurité,
ainsi que sur la bonne gestion des élevages.
5.2 Élaboration des modèles
Un modèle épidémiologique pour le VMN dans les conditions d’éle-
vages de Madagascar doit tenir compte de populations de volailles
d’espèces différentes et de l’environnement. Dans les conditions d’éle-
vages des pays développés, les volailles sont en général élevées en milieu
contrôlé sur le plan du risque de transmission du VMN. En conséquence,
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il n’y a pas d’intérêt, dans ces pays, à développer un modèle avec réservoir
environnemental. Cela explique qu’il y ait eu peu de modèles développés
pour ce sujet en particulier dans les pays industrialisés.
Nous nous sommes tout d’abord intéressés à la formulation d’un
premier modèle de transmission du virus dans les systèmes avicoles
villageois de Madagascar en tenant compte de la transmission environne-
mentale. Puis nous avons enrichi ce modèle en rajoutant la vaccination.
Pour ces deux modèles, nous avons proposé une étude qualitative du
comportement dynamique des systèmes proposés. Nous avons montré
l’existence d’un seuil R0 assurant l’existence d’une solution d’équilibre
endémique, lorsque celui-ci est supérieur à 1. Nous avons déterminé aussi
l’existence de solution pour les systèmes d’équations différentielles ordi-
naires proposés, l’existence d’équilibres ainsi que leur stabilité en fonction
du nombres de reproduction de base. L’étude de la stabilité globale des
équilibres sans maladie et endémique a été obtenue grâce à la construction
des fonctions de Lyapunov appropriées.
Les modèles présentés dans ce document reposent sur l’hypothèse
qu’il n’existe pas de structure particulière susceptible d’affecter la trans-
mission de la maladie à l’intérieur des populations. Ainsi, on suppose
qu’en tout temps la probabilité de transmission entre deux individus est
identique. Si cette supposition est probablement acceptable dans le cas de
la transmission directe, pour la transmission indirecte il serait plus réa-
liste d’utiliser une fonction de saturation (c’est-à-dire un accroissement de
la transmission environnementale jusqu’à une valeur seuil) au lieu d’une
fonction incidence de type "action de masse" (αBS). En effet, la charge vi-
rale dans l’environnement diminue au cours du temps par inactivation du
virus. La transmission environnementale ne se fait pas alors de la même
manière au début et à la fin d’une épidémie car la charge virale augmente
probablement de manière importante au cours du temps pendant l’épidé-
mie. L’étude de ce changement de la fonction d’incidence sur le modèle
est établie dans la partie suivante.
5.2.1 Fonction d’incidence saturée
Dans cette discussion, mathématique, nous considérons une fonction
d’incidence de type Michaelis-Menten αBSM+B , avec M la constante de demi-
saturation du virus dans l’environnement pour modéliser la transmission
du pathogène par l’environnement. C’était plus pertinent d’utiliser cette
fonction d’incidence dans la mesure où cela correspond d’avantage à la
réalité mais cela pose certains problèmes dans l’étude analytique des mo-
dèles, nous avons alors préféré d’utiliser une fonction d’incidence "action
de masse". Dans cette partie nous entamons les calculs puis nous don-
nons des indications pour aboutir à la fin de l’étude. Nous posons alors le
système d’équations différentielles ordinaires suivant :
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
dS
dt
= Π− (α B
M + B
+ βI)S− µS,
dI
dt
= (α
B
M + B
+ βI)S− (σ+ δ+ µ)I,
dB
dt
= qI − kB,
dR
dt
= σI − µR.
La population totale N = S + I + R vérifie
dN
dt
= Π− µN − δI
De même que dans le chapitre 4 pour le modèle avec une fonction
d’incidence type action de masse, on trouve un compact positivement in-
variant par le système :
D =
{
(B, S, I, R) ∈ R4+ :
Π
µ+ δ
≤ S + I + R ≤ Π
µ
, B ≤ qΠ
kµ
}
Intuitivement, un compact est un ensemble (de R4+ dans ce cas), tel-
lement condensé, qu’on peut le comprendre à partir des voisinages d’un
nombre fini d’éléments. La détermination d’un compact positivement
invariant par le système d’équations différentielles facilite l’étude ma-
thématique. Certains théorèmes exigent l’hypothèse de l’existence d’un
tel ensemble pour conclure aux résultats. Dans cette thèse, nous avons
montré les stabilités des équilibres endémiques en utilisant le principe
d’invariance de LaSalle ( A.4) après détermination de compact positive-
ment invariant, sans cela la tâche serait beaucoup plus difficile si nous
devions appliquer directement le théorème de Lyapunov ( A.10).
L’équilibre sans maladie est alors donné par DFE = (Πµ , 0, 0, 0)
T. On
procède de la même façon en utilisant la technique de la NGM pour cal-
culer le taux de reproduction de base R0 :
[
dI
dt
dB
dt
]
=
[
(α BM+B + βI)S
0
]
−
[
(σ+ δ+ µ)I
−(qI − KB)
]
= F − V ,
F =
(
βS0 αM S0
0 0
)
=
(
βΠµ
α
M
Π
µ
0 0
)
V =
(
(σ+ δ+ µ) 0
−q k
)
, V−1 =
( 1
σ+δ+µ 0
q
k(σ+δ+µ)
1
k
)
ensuite,
FV−1 =
 βΠµσ+δ+µ + αM Πµ qk(σ+δ+µ) αM Πµk
0 0
 = (R0 αM Πµk
0 0
)
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Alors,
R0 = (α
q
k + βM)
(σ+ δ+ µ)M
Π
µ
.
Arrivant à ce point de l’étude, nous donnons quelques indications pour
l’étude des stabilités des équilibres sans maladie et endémique. La stabilité
locale de l’équilibre sans maladie découle directement du théorème de
van den Driessche et Watmough (2002). Pour la stabilité globale on peut
utiliser une fonction de Lyapunov en apportant une légère modification à
celle développée dans le chapitre 4 :
U˙(B, I) =
Π
Mµ
αB˙ + kI˙
Il tout d’abord monter l’existence d’un équilibre endémique puis
étudier sa stabilité. En arrangeant le système d’équations différentielles
pour le ramener à la résolution d’un polynôme d’ordre 3, nous discutons
selon le signe des coefficients, de ce polynôme, pour déduire l’existence
d’un seul équilibre endémique quand R0 > 1. Finalement pour monter la
stabilité globale de l’équilibre endémique quand R0 > 1, il est possible de
trouver une fonction de Lyapunov qui répond à la question en changeant
le coefficient devant BB∗ − log BB∗ en faisant intervenir M.
Ainsi on peut achever l’étude mathématique avec cette fonction d’in-
cidence saturée. La difficulté par rapport à la fonction d’incidence type
"action de masse" (αBS) consiste dans le fait que la fonction αBSM+B est non-
linéaire. Cela engendra des calculs plus complexes.
5.2.2 Étude de la stabilité globale
L’analyse mathématique permet d’obtenir des informations sur un
système dynamique sans avoir à le résoudre complètement. Il s’avère
que les modèles compartimentaux se prêtent bien à une analyse de leur
comportement en fonction des différents paramètres dont ils dépendent.
Une telle analyse a été effectuée dans le chapitre 4.
Il est bien connu que l’analyse de la stabilité globale d’un système
non linéaire est d’une manière générale un problème difficile. Cependant,
l’analyse de la stabilité globale des modèles SIR, SIRS a été faite depuis de
nombreuses années (Hethcote 1976; 1989). Ces modèles étaient essentielle-
ment des systèmes de dimension 2 et donc le critère de Poincaré-Bendixon
(théorème A.2, page 161) pouvait être utilisé pour établir la stabilité glo-
bale. L’analyse de la stabilité globale des modèles SEIR et SEIS a également
été faite de longue date (Liu et al. 1987, Brauer 1990, Cooke et van den
Driessche 1996). Si la stabilité globale de l’équilibre sans maladie (DFE)
était bien connue, la stabilité globale de l’équilibre endémique a été long-
temps conjecturée et a été prouvée en par Li et Muldowney (1995a) en
utilisant le théorème de Poincaré-Bendixson, associées à une utilisation
sophistiquée des "compound matrices" (section A.4, page 164). Dans cette
thèse, l’étude de la stabilité des états d’équilibres est essentiellement faite
par la construction des fonctions de Lyapunov combinée avec le principe
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d’invariance de LaSalle (théorème A.4, page 163).
Pour les systèmes de dimension quelconque, une des méthodes les
plus élégantes est celle de Lyapunov (Malisoff et Mazenc 2009). Cette
méthode est devenue populaire récemment en écologie et épidémiologie
mathématiques. Goh (1977) l’utilisait pour étudier la stabilité globale d’un
modèle LotkaVolterra (Lotka 1910, Volterra 1926) où plusieurs espèces
sont en compétition. Korobeinikov et Maini (2004) l’ont utilisée pour le
modèle SEIR et ont donné une preuve simple du résultat de Li et Mul-
downey (1995a).
Dans la littérature récente, la méthode de Lyapunov a été utilisée avec
succès pour prouver la stabilité globale de l’équilibre endémique. La mé-
thode consiste à trouver une fonction, notée V, définie positive telle que sa
dérivée le long des trajectoires (ou l’ensemble des solutions) du système
d’EDO est définie négative. Si la dérivée V˙ est seulement négative, le prin-
cipe d’invariance de LaSalle étend la méthode de Lyapunov dans certains
cas. Cette fonction est très difficile à trouver. En effet, il n’existe pas de
méthode, à l’heure actuelle, pour déterminer une fonction de Lyapunov,
et généralement elle sont obtenues après des tâtonnements.
5.2.3 Vers un modèle avec deux espèces réceptives
Dans cette partie, nous présentons une étude d’un modèle plus
complexe. Ce modèle correspond au cas dans les élevages villageois
à Madagascar, où généralement plusieurs espèces aviaires sont élevées
ensemble. Nous présentons un modèle avec deux espèces réceptives à
la maladie (figure 5.2) les poules et les palmipèdes (oies ou canards). En
effet, les poules (chicken) sont souvent élevées à proximité des palmipèdes
(waterfowl) mais les éleveurs ne vaccinent que les poules. Les palmipèdes
souvent porteurs asymptotiques (Gilbert et al. 2006, Otim et al. 2006),
excrètent le virus comme les poules dans l’environnent. Ce modèle sert à
étudier l’effet de la mixité des espèces sur la transmission du VMN en mi-
lieu villageois. En effet, les palmipèdes sont des espèces moins sensibles
au virus et jouent un rôle de réservoir. Leur rôle épidémiologique est
donc important. Nous envisageons ici l’intérêt d’un modèle à plusieurs
catégories d’espèces.
En faisant un bilan de masse à travers les compartiments, nous écrivons
les équations différentielles ordinaires décrivant la propagation du virus
de la MN sous la forme :
dB
dt
= qw Iw + qc Ic − kB (5.3)
dSw
dt
= Πw − (αwB + βw1 Iw + βw2 Ic)Sw − µwSw (5.4)
dIw
dt
= (αwB + βw1 Iw + βw2 Ic)Sw − σw Iw − δw Iw − µw Iw (5.5)
dRw
dt
= σw Iw − µwRw (5.6)
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Figure 5.2 – Modèle avec deux espèces
dSc
dt
= Πc − (αcB + βc1 Iw + βc2 Ic)Sc − τSc + νVc − µcSc (5.7)
dIc
dt
= (αcB + βc1 Iw + βc2 Ic)(Sc + pVc)− σc Ic − δc Ic − µc Ic (5.8)
dRc
dt
= σc Ic − µcRc (5.9)
dVc
dt
= τSc − νVc − p(αcB + βc1 Iw + βc2 Ic)Vc − µcVc (5.10)
L’équation (5.3) décrit la variation de la quantité virale dans l’en-
vironnement au cours du temps. En effet, cette quantité augmente par
l’accumulation des charges virales excrétées par toutes les poules infec-
tieuses (qc Ic) et par tous les palmipèdes infectieux (qw Iw). Elle diminue par
l’inactivation naturelle du virus dans l’environnement avec une vitesse k
que nous supposons constante.
L’équation (5.4) décrit la variation de la population des palmipèdes
réceptifs au cours du temps. Elle est augmentée par le recrutement
(naissance ou achat) avec un taux Πw, que nous supposons initialement
constant. Elle est diminuée par l’infection acquise par le contact avec l’en-
vironnement (αwBSw), les palmipèdes infectieux (βw1 IwSw) et les poules
infectieuses (βw1 IwSw), et par la mortalité naturelle et la vente (à un taux
µw).
L’équation (5.5) décrit la variation de la population de palmipèdes
infectieux au cours du temps. Elle est augmentée par les nouvelles infec-
tions des individus réceptifs. Elle est diminuée par la mortalité naturelle
et la vente (avec un taux µw), par la mortalité due à la maladie (avec un
taux δw) et par le guérison (avec un taux σw).
L’équation (5.6) décrit la variation de la population des palmipèdes
guéris au cours du temps. Elle est augmentée par les infectieux qui gué-
rissent (avec un taux σw). Elle est diminuée par la mortalité naturelle et la
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vente (à un taux µw).
L’équation (5.7) décrit la variation de la population des poules récep-
tives au cours du temps. Elle est augmentée par le recrutement (naissance
ou achat) par un taux Πc, que nous supposons initialement constant et
par les poules vaccinées qui perdent leurs protection (qui dure 1ν ). Elle
est diminuée par l’infection acquise par le contact avec l’environnement
(αcBSc), les palmipèdes infectieux (βc1 IwSc) et les poules infectieuses
(βc2 IcSc), en proportion τ que l’on vaccine et par la mortalité naturelle et
la vente à un taux µc.
L’équation (5.8) décrit la variation de la population de poules infec-
tieuses au cours du temps. Elle est augmentée par les nouvelles infections
des poules réceptives et de la proportion p des poules vaccinées qui ne
sont pas protégés par le vaccin. Elle est diminuée par la mortalité naturelle
et la vente (avec un taux µc), par la mortalité due à la maladie (avec un
taux δc) et par le guérison (avec un taux σc).
L’équation (5.9) décrit la variation de la population des poules guéris
au cours du temps. Elle est augmentée par les individus infectieux qui
guérissent (avec un taux σc). Elle est diminuée par la mortalité naturelle
et la vente (à un taux µc).
L’équation (5.10) décrit la variation de la population des poules vac-
cinées au cours du temps. Elle est augmentée par les poules réceptives
qui sont vaccinées à un taux τ. Elle est diminuée par les poules vaccinées
qui perdent leurs protection avec un taux ν, par la mortalité naturelle et
la vente à un taux µc et par la proportion p des poules mal vaccinées
qui sont en contact avec l’environnement, les palmipèdes infectieux et les
poules infectieuses et qui se comportent comme les réceptives.
Paramètres
Le tableau 5.2 résume les paramètres du modèle.
Paramètre Description biologique
Πw,Πc recrutement par naissance ou achat
µw, µc taux de perte par mortalité naturelle et exploitation (vente, auto-consommation)
δw, δc mortalité due à la MN
σw, σc taux de passage de la classe infectieuse à la classe guérie
fw, fc, fv fonction d’incidence
qw, qc charge virale excrétée par les palmipèdes et poulets infectés
τ couverture de la vaccination (proportion des vaccinés)
ν taux de décroissance de la protection vaccinale
p proportion des volailles qui sont infectées le virus
k vitesse d’inactivation du virus dans l’environnement
Table 5.2 – Paramètres du modèle avec deux espèces
Nous définissons respectivement la force d’infection pour les palmi-
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pèdes pour les poules et pour les poules vaccinées, en utilisant une fonc-
tion incidence type "action de masse" (McCallum et al. 2001), comme suit :
fw = (αwB + βw1 Iw + βw2 Ic)Sw
fc = (αcB + βc1 Iw + βc2 Ic)Sc
fv = p(αcB + βc1 Iw + βc2 Ic)Vc
Le tableau 5.3 résume les paramètres des fonctions d’incidence.
Paramètre Description biologique
αw, αc taux de transmission par l’environnement
βw1 taux de transmission direct palmipède-palmipède
βw2 taux de transmission direct poule-palmipède
βc1 taux de transmission direct palmipède-poule
βc2 taux de transmission direct poule-poule
Table 5.3 – Paramètres des fonctions d’incidence
Existence des solutions du système d’EDO
Nous devons vérifier tout d’abord que le problème est bien posé
mathématiquement, c’est-à-dire que toutes les variables (B, Sc,w, Ic,w, Rc,w)
doivent rester positives à chaque instant puisqu’elles présentent des
nombres d’individus. Les solutions restent bien dans le quadrant positif.
En effet, on commence par des conditions initiales positives. Donc pen-
dant un certain temps, les variables restent positives jusqu’au moment où
l’une d’elle s’annule. Une simple vérification du signe de la dérivée au
point 0 permet de vérifier que toutes les dérivées sont positives à 0 :
[
dB
dt
]
0
= qw Iw + qc Ic ≥ 0[
dSw
dt
]
0
= Πw ≥ 0[
dIw
dt
]
0
= (αwB + βw2 Ic)Sw ≥ 0[
dRw
dt
]
0
= σw Iw ≥ 0[
dSc
dt
]
0
= Πc + νVc ≥ 0[
dIc
dt
]
0
= (αcB + βc1 Iw)(Sc + pVc) ≥ 0[
dRc
dt
]
0
= σc Ic ≥ 0[
dVc
dt
]
0
= τSc ≥ 0
Cela montre que les variables ne peuvent que croître et rester positives.
Ainsi, le système est bien posé.
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L’existence locale et l’unicité de la solution de ce système découle directe-
ment du théorème de Cauchy-Lipschitz.
Compact invariant
Puisque Nc = Sc + Ic + Rc +Vc et Nw = Sw + Iw + Rw On a :
dNc
dt
= Πc − µcSc − µcRc − µc Ic − µcVc − δc Ic = Πc − µcNc − δc Ic
dNw
dt
= Πw − µwSw − µwRw − µw Iw − δw Iw = Πw − µwNw − δw Iw
dB
dt
= qw Iw + qc Ic − kB
On a donc :
dNc
dt
≤ Πc − µcNc
dNw
dt
≤ Πw − µwNw
dB
dt
≤ qwNw + qcNc
Doù :D =
{
0 < Sc + Ic + Rc +Vc ≤ Πcµc , Sw + Iw + Rw ≤ Πwµw , 0 < B ≤
Πwqw
kµw +
Πcqc
kµc
}
est un compact positivement invariant par le système.
Équilibre sans maladie
Par définition, à l’équilibre sans maladie il n’y pas de virus. On pose
donc B = Iw = Ic = 0. L’équilibre sans maladie (DFE) est donné alors par :
E0 = 0
S0w =
Πw
µw
I0w = 0
R0w = 0
S0c = Πc
ν+ µc
µc(τ + ν+ µc)
I0c = 0
R0c = 0
V0c = Πc
τ
µc(τ + ν+ µc)
La stabilité locale de DFE est donnée par le théorème de van den
Driessche et Watmough (2002) : le DFE du modèle est localement asymp-
totiquement stable lorsque R0 < 1 et instable si R0 > 1.
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Nombre de reproduction de base R0
Commençons par la construction de la "Next Generation Matrix".
On ne considère que les équations où il y a propagation de l’infection,
i.e. (5.3), (5.5) et (5.8). On écrit le système réduit composé de ces 3 équa-
tions sous la forme :
dX
dt = F (X)− V(X) avec X =
IWIC
B

F regroupe les termes qui correspondent à l’apparition de nouveaux
cas d’infection :
F =
 (αwB + βw1 Iw + βw2 Ic)Sw(αcB + βc1 Iw + βc2 Ic)(Sc + pVc)
0

V regroupe les termes qui correspondent au transfert entre les com-
partiments par toutes autres causes que l’infection :
V =
 (σw + δw + µw)Iw(σc + δc + µc)Ic
−(qw Iw + qc Ic − kB)

On calcule maintenant F = JF (DFE) et V = JV (DFE) les matrices
jacobiennes de F et V respectivement appliquées au point d’équilibre sans
maladie (DFE) :
F =
 αwS0w βw1S0w βw2S0wαc(S0c + pV0c ) βc1(S0c + pV0c ) βc2(S0c + pV0c )
0 0 0

et
V =
σw + δw + µw 0 00 σc + δc + µc 0
qw qc −k

La "next generation matrix" est donnée par FV−1 :
FV−1 =

αwS0w
k
βw1S0w
σw+δw+µw
βw2S0w
σc+δc+µc
αc(S0c+pV0c )
k
βc1(S0c+pV0c )
σw+δw+µw
βc2(S0c+pV0c )
σc+δc+µc
0 0 0

=
a1 a2 a3b1 b2 b3
0 0 0

Le taux de reproduction de base R0 est le rayon spectral de la matrice
FV−1 est alors :
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R0 = 12 a1 + 12 b2 + 12
√
a21 − 2a1b2 + b22 + 4b1a2
Ainsi nous pourrons ensuite élaborer une analyse de sensibilité de R0
pour déterminer les paramètres les plus influents sur le processus de la
transmission du virus en présence de deux espèces réceptives.
Ce modèle avec deux espèces réceptives est important car il est fort
possible que dans les conditions des élevages aviaires familiaux de Ma-
dagascar, les palmipèdes jouent en quelque sorte le rôle de réservoir du
VMN pour les volailles. Il faut donc prendre en considération le risque
de transmission inter-espèces, qui est important a priori, dans les futurs
modèles.
5.3 Perspectives des travaux de modélisation
Comme nous avons présenté un premier modèle sur la transmission
du virus de la maladie de Newcastle, ce travail ouvre les portes de plu-
sieurs discussions sur le plan de la modélisation. Dans cette partie, nous
présentons des perspectives d’évolution de ce travail. Nous présentons en
premier lieu un modèle qui intègre la variation saisonnière de l’infection
et de la dynamique de population de volailles, en deuxième lieu, un mo-
dèle avec une vaccination impulsive, et, en troisième lieu un modèle où on
tient compte de l’excrétion des volailles vaccinées.
5.3.1 Variations saisonnières
Les deux modèles que nous avons présentés étaient en fonction des pa-
ramètres constants dans le temps. Cependant plusieurs de ces paramètres,
notamment ceux la dynamique de population des volailles et la dyna-
mique d’infection dépendent fortement de facteurs environnementaux tels
que la température, l’humidité, etc. qui dépendent donc d’un phénomène
de saisonnalité. Une variabilité saisonnière du taux de protection contre
la maladie a également été observée par Henning et al. (2008). La prise en
compte de ces changements dans le modèle permettrait de modéliser un
phénomène de saisonnalité en supposant par exemple que les paramètres
ne sont plus figés mais sont des fonctions périodiques du temps ce qui
nous ramène à utiliser des modèles périodiques continus ou discrets. Les
deux modèles sont aisément utilisables, mais le modèle à temps discret est
plus simple, car il ne fait guère appel qu’à des propriétés algébriques. On
peut aussi se poser la question de la possibilité du passage d’un modèle à
l’autre, ceci est possible sous certaines conditions, pour plus de détails se
référer au Katok et Hasselblatt (1997). Bien que la théorie des équations
différentielles (modèles continus) soit plus compliquée que celle des équa-
tions aux différences (modèles discrets), on utilise les premiers parce que
le comportement de leurs solutions est beaucoup plus simple à étudier.
Notons cependant qu’en général on ne sait pas résoudre exactement une
équation différentielle, ce qui fait que l’on va le faire numériquement, c’est
à dire discrétiser le temps à nouveau. . . Dans cette partie nous présentons
un modèle périodique continu, pour les modèles discrets nous conseillons
aux lecteurs l’excellent livre sur les systèmes dynamiques à temps discret
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(Devaney 2003).
Plusieurs travaux ont traité des modèles compartimentaux avec varia-
tion saisonnière. Ma et Ma (2006) ont étudié les modèles SEIRS avec des
variations saisonnières. Ils ont montré que si le nombre de reproduction
de base est inférieur à 1, alors la maladie ne peut pas se propager la
population hôte dans un environnement périodique. Mais cette condition
est seulement une condition suffisante et non une condition nécessaire.
Zhang et Teng (2007) ont également étudié un modèle SEIR et ont établi
des conditions suffisantes pour l’extinction et la persistance de la maladie.
Récemment, Bacaër et Guernaoui (2006), Bacaër et Ouifki (2007) ont
présenté une définition générale du nombre de reproduction de base pour
les modèles périodiques et Wang et Zhao (2008) ont établi le nombre
de reproduction de base pour une large classe de modèles épidémiques
périodiques. Sur la base de ces articles, on constate que le nombre de
reproduction de base pour un modèle périodique est généralement diffé-
rent du nombre de reproduction de base du système autonome moyenné
dans le temps (Bacaër et Ouifki 2007). Par ailleurs, Wang et Zhao (2008)
ont démontré que le nombre de reproduction de base est le paramètre de
seuil de la stabilité locale de la solution périodique sans maladie pour un
modèle général d’épidémie périodique.
Mais, le fait que la dynamique globale des modèles périodiques, tels
que la stabilité asymptotique globale de la solution, la persistance et l’ex-
tinction de la maladie, sont déterminées par le nombre de reproduction
de base ou pas, reste encore un problème ouvert (Nakata et Kuniya 2010).
Ces concepts jouent un rôle important dans l’épidémiologie et Nakata et
Kuniya (2010) ont montré que, si le nombre de reproduction de base est
inférieur à 1, alors la solution périodique sans maladie est globalement
asymptotiquement stable et si le nombre de reproduction de base est
supérieur à 1, alors la maladie persiste. Ces résultats de Nakata et Kuniya
(2010) améliorent ceux de Zhang et Teng (2007) dans le sens où la condi-
tion de la stabilité asymptotique globale est une condition de seuil entre
l’extinction et la persistance uniforme de la maladie .
Reprenons le modèle sans vaccination :

dS(t)
dt
= Π(t)− (α(t)B(t) + β(t)I(t))S(t)− µ(t)S(t),
dI(t)
dt
= (α(t)B(t) + β(t)I(t))S(t)− (σ(t) + δ(t) + µ(t))I(t),
dB(t)
dt
= q(t)I(t)− k(t)B(t),
dR(t)
dt
= σ(t)I(t)− µ(t)R(t),
avec les conditions initiales (S(0), I(0), B(0), R(0)) ∈ R4+.
Π(t), α(t), β(t), µ(t), σ(t), δ(t), q(t) et k(t) sont des fonctions ω-
périodiques continues, positives. Généralement, on choisit des fonctions
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périodiques pour les paramètres de type a(1 + b cos( 2pitω )) où ω est la
période et |b| < 1, b étant l’amplitude de la saisonnalité.
Ainsi nous présentons un modèle périodique de la transmission du
VMN dans les élevages familiaux à Madagascar. Pour calculer le taux
de reproduction de base on peut suivre la méthode de Wang et Zhao
(2008) présentée sous le nom "next infection operator". Renseigner les
paramètres de ce modèle permet d’effectuer des simulations numériques
de la dynamique d’infection de la MN dans le contexte malgache.
5.3.2 Vaccination impulsive
Notre premier modèle à été enrichi en rajoutant la vaccination en conti-
nue, par contre, dans la pratique, une proportion des individus sont vac-
cinés en même temps. Au lieu de vacciner en permanence une proportion
de tous les nouveau-nés réceptifs, le schéma de vaccination impulsive pro-
pose de vacciner une fraction ρ de l’ensemble de la population réceptive
à une impulsion unique, appliqué toutes les T périodes. La vaccination
impulsive donne une immunité pour les individus sensibles qui sont, par
conséquence, transféré au compartiment R. Immédiatement après chaque
impulsion de vaccination, le système évolue sans être affecté par la vac-
cination jusqu’à ce que l’impulsion suivante soit appliquée (Diekmann et
Heesterbeek 2000). De plus la Vaccination impulsive est une méthode ef-
ficace pour le contrôle de la transmission de maladies à forte dominance
(Gao et al. 2007b). Lorsque la vaccination impulsive est incorporé le mo-
dèle SIRB, le modèle prend la forme qui suit :
dS
dt
= Π− (αB + βI)S− µS
dI
dt
= (αB + βI)S− (σ+ δ+ µ)I
dR
dt
= σI − µR
dB
dt
= qI − kB
S(kT+) = (1− ρ)S(kT−), k ∈N
I(kT+) = I(kT−)
R(kT+) = R(kT−) + ρS(kT−)
B(kT+) = B(kT−)
où T+ et T− sont respectivement les instants qui précèdent et qui suivent
immédiatement l’impulsion de la vaccination. Notons que la taille de la
population totale satisfait l’équation :
dN
dt
= Π− µN − δI
On étudie alors le nouveau système avec la vaccination impulsive dans
le même domaine invariant
D =
{
(B, S, I, R) ∈ R4+ :
Π
µ+ δ
≤ S + I + R ≤ Π
µ
, B ≤ qΠ
kµ
}
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L’étude mathématique consiste tout d’abord à prouver l’existence
d’une solution périodique sans maladie, ce qui revient à résoudre le sys-
tème réduit suivant :
dS
dt
= Π− µS
dR
dt
= σI − µR
S(kT+) = (1− ρ)S(kT−)
R(kT+) = R(kT−) + ρS(kT−)
La stabilité locale de la solution périodique peut être démontrée en
considérant une linéarisation du système autour de la solution périodique.
Les études de l’existence d’une (ou des) solution(s) périodique(s) endé-
mique(s) et des stabilités globales restent un peu technique, nous invitons
les lecteurs à approfondir la théorie des équations différentielles impul-
sives (Lakshmikantham et al. 1989, Bainov et Simeonov 1993). Shulgin
et al. (1998) ont montré que pour les maladies modélisées par un modèle
SIR, l’utilisation d’une stratégie de vaccination en continue nécessite le
même nombre de vaccinés, que la vaccination impulsive, pour éradiquer
la maladie. Cependant d’Onofrio (2002) a conjecturé, en se basant sur des
simulations numériques, que pour les modèles SIER, on arrive à éradi-
quer la maladie en utilisant la vaccination impulsive en vaccinant moins
d’individus qu’en utilisant la vaccination continue. Beaucoup d’autres
articles ont étudié la vaccination impulsive (Choisy et al. 2006, Zhen et al.
2008, Gao et al. 2006; 2007a).
Nous proposons pour ce modèle, une fois l’étude mathématique éta-
blie, de simuler plusieurs scénarios de vaccination impulsive en changeant
à chaque fois la durée entre 2 impulsions successives et la proportions des
individus vaccinés. Ainsi on peut trouver la période T et la proportion des
vaccinées optimaux qui permettent le contrôle de la MN à Madagascar.
5.3.3 Excrétion des poules vaccinées
Il a été démontré récemment (Miller et al. 2007) que la diversité géné-
tique dans les souches du VMN influence l’efficacité du contrôle par la
vaccination, non seulement en termes de protection contre l’expression
clinique, mais surtout en termes d’excrétion du virus et de propagation
ultérieure de l’infection. A Madagascar, la souche Mukteswar utilisée
dans le vaccin vivant (Pestavia), peut être excrétée par les volailles vacci-
nées (Maminiaina 2011). Nous partons d’un modèle qui tient compte de
l’excrétion des poules vaccinées (figure 5.3).
Nous nous limitions à la description de ce modèle ici, l’étude se fait de
la même manière que dans la section 5.2.3. On vaccine une proportion θ
des nouvelles recrues (soit par achat, soit par naissance). On vaccine éga-
lement une proportion τ de poules réceptives. Dans tout le compartiment
Vc, une proportion p est mal vaccinée et devient infectieuse pour partir au
compartiment Ic, le reste des vaccinés deviennent retirés après un temps
1
ν . Mais durant cette période, ils excrètent une quantité virale qv par unité
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Figure 5.3 – Modèle avec excrétion des vaccinés
de temps dans l’environnement et ils transmettent directement la maladie
aux poules et aux palmipèdes réceptifs.
Ce modèle permettra l’évaluation de l’importance de l’interaction entre
ces palmipèdes et les poulets dans la dynamique de transmission de la
MN (occurrence et persistance des foyers) à Madagascar.
Conclusion
Les modèles compartimentaux étudiés permettent de modéliser une
grande variété de situations différentes tout en rendant possible la va-
riation dans le temps des divers paramètres qui les gouvernent. Ils
bénéficient également de l’avantage considérable que leur dynamique
puisse être étudiée aisément grâce à une analyse de stabilité apportant de
façon systématique de l’information sur les paramètres où s’effectuent les
changements importants dans le comportement du modèle.
Cette étude a montré que, par la vaccination seule, on ne peut pas ar-
river à contrôler la maladie dans le contexte malgache et d’autres mesures
de contrôle sont à étudier. Pour améliorer la situation de la filière avicole,
la vaccination ne peut pas être réfléchie seule mais plutôt en conjonction
avec d’autres à savoir mieux gérer l’habitat mais aussi l’alimentation et la
biosécurité. Pour l’habitat, le fait d’avoir des poulaillers même sommaires
pourrait limiter le contact avec les oiseaux et l’environnement contaminés.
Pour l’alimentation, le mieux serait de donner directement les restes de
cuisine plutôt que de laisser divaguer les volailles et augmenter ainsi les
risques de contacts infectieux. En outre, il faudrait imposer une quaran-
taine systématique avant d’introduire de nouvelles volailles dans le village
car une fois le virus introduit, tous les animaux risquent d’être infectés.
Et à terme, les autres mesures de biosécurité relatives à la main d’uvre,
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l’alimentation, l’eau d’abreuvement, l’habitat . . . devraient être établies
pour limiter les risques de transmission virale.
Un autre résultat intéressant de notre travail est son caractère gé-
nérique puisque les modèles que nous avons développés ne sont pas
exclusifs de la MN, on peut les utiliser pour étudier d’autres systèmes
hôtes-pathogènes dont la transmission se fait par deux modes : trans-
mission directe et/ou indirecte. En effet, nous avons effectué l’étude
mathématique et la détermination du nombre de reproduction de base
R0 dans un cadre général en fonction des paramètres. Ensuite nous avons
remplacé ces paramètres par des valeurs numériques propre à la MN et
au contexte malgache. Cette application peut être faite pour n’importe
quelle autre maladie avec un mode de transmission similaire à la MN.
Autrement dit, ces modèles sont encore valables pour des maladies qui se
transmettent par contact direct entre les individus réceptifs et infectieux
et par l’environnement, comme par exemple l’influenza aviaire.
La modélisation, même avec toutes les imprécisions et les imperfec-
tions qu’elle peut présenter, reste néanmoins un outil prometteur pour
l’avenir pour représenter la dynamique d’une maladie et tester différentes
mesures de contrôle en particulier dans des conditions où les données
fiables restent rares ou absentes.
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A.1 Systèmes dynamiques
"Behold the rule we follow, and the only one we can follow : when
a phenomenon appears to us as the cause of another, we regard it as
anterior. It is therefore by cause that we define time. . . "
Henri Poincaré, 1913, The Value of Science
A.1.1 Définitions
Nous allons essayer de définir ce qu’on appelle un système dynamique
en nous reportant aux ouvrages traitant du sujet. La définition la plus
simple qu’on puisse trouver est celle de Bergé et al. (1992) : "Par système
dynamique, il faut entendre tout système, quelle que soit sa nature [. . . ]
qui évolue au cours du temps." Alligood et al. (1997) donnent la définition
suivante : "Un système dynamique consiste en un ensemble d’états pos-
sibles et d’une règle qui détermine l’état actuel du système en fonction de
ses états passés."
De façon générale, les systèmes dynamiques sont modélisés à l’aide
d’équations différentielles ou d’équations de récurrence. Une équation de
récurrence s’écrit :
xt = f (xt−1, xt−2, . . . , xt−n)
Elle nous dit que l’état du système à la date t dépend des états qu’il
présentait aux dates t1, t2, . . . , tn. Un système dynamique fondé sur des
équations de récurrence correspond assez bien à la définition de Alligood
et al. (1997) au sens où l’état actuel du système dépend de ses valeurs
passées.
Lorsqu’un système dynamique est décrit par une équation différen-
tielle, comme par exemple :
x′(t) = f (x(t))
il est défini par la valeur en un instant de la variable x(t), par le "taux de
variation" x′(t) de cette variable en cet instant et par la relation f () qui les
unit. L’évolution de la variable dans le temps est parfaitement déterminée
de cette façon puisqu’à chaque instant, on connaît l’état du système et
l’évolution future immédiate de chacun de ses éléments.
Le but principal de la théorie des systèmes dynamiques est de com-
prendre le comportement final ou asymptotique des variables du modèle.
Lorsque le processus dynamique est décrit par une équation différentielle
dont la variable indépendante est le temps, la théorie entend prédire le
comportement ultime des solutions de l’équation dans un futur lointain
(c-à-d., lorsque t −→ ∞). Il s’agit donc de comprendre, partant d’une
situation initiale, vers quelles valeurs évoluent les variables pertinentes,
comment elles le font et à quelle vitesse elles le font.
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A.1.2 Points stationnaires et stabilité
Soit une équation différentielle autonome :
x′ = f (x) f : W → Rn W ⊂ Rn (A.1)
On suppose que f est continûment différentiable.
Définition A.1 (Équilibre) Un point x¯ ∈W est appelé point d’équilibre de (A.1) si f (x¯) = 0.
Un point d’équilibre est aussi appelé "état d’équilibre". En effet, si le
système dynamique se situe au point x¯, cela veut dire qu’il y a toujours
été et il y sera toujours. La fonction constante x(t) = x¯ étant une solution
évidente de (A.1), on dit aussi que x¯ est un "point stationnaire". Enfin,
comme x′ = 0, on dit que x¯ est un zéro ou un point singulier du champ
de vecteurs f .
Ayant défini les points d’équilibre de (A.1), on peut aborder la notion
de stabilité. Intuitivement, on dira qu’un équilibre est stable si un choc
externe au système ne conduit pas les variables qui le caractérisent à s’en
écarter de façon irrémédiable. On distingue plusieurs types de stabilité :
locale ou globale, simple ou asymptotique.
Définition A.2 (Stabilité) On dit que x¯ est un équilibre stable de (A.1) si pour tout voisinage
U ⊂ W de x¯ il existe un voisinage U1 ⊂ U de x¯ telle que toute solution x(t)
avec x(0) ∈ U1 est définie et dans U pour tout t > 0.
Définition A.3 (Stabilité asymptotique) On dit que x¯ est un équilibre asymptotique stable
de (A.1) si pour tout voisinage U ⊂ W de x¯ il existe un voisinage U1 ⊂ U de x¯
telle que toute solution x(t) avec x(0) ∈ U1 est définie et dans U pour tout t > 0
et lim
t→∞ x(t) = x¯.
(a) stabilité (b) stabilité asymptotique
Figure A.1 – Les types de stabilité
Définition A.4 (Stabilité asymptotique globale) On dit que x¯ est un équilibre globalement
asymptotiquement stable de de (A.1) si x¯ est asymptotiquement stable pour tout
x(0) ∈W.
A.1.3 Propriétés dynamiques
Soit Ω un sous ensemble de Rn. Considérons l’équation différentielle
autonome définie par
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x′ = f (x) (A.2)
Définition A.5 (Ensemble absorbant) Supposons que le système (A.2) est tel que f est de
classe C1 et que Ω est un ouvert de Rn. Supposons de plus que cette équation
admet des solutions quel que soit t ≥ 0. Un voisinage D de Ω est dit absorbant
suivant (A.2) si tout voisinage borné de K de Ω satisfait f (t, K) ⊂ oD pour tout
t ≥ 0 (resp. t ≤ 0).
Définition A.6 (Ensemble invariant) On dit qu’un ensemble M est positivement invariant
pour le système x′ = f (x) si pour tout x0 ∈ M on a x(t, x0) ∈ M pour tout t ≥
0. On définit de façon analogue négativement invariant. On dit qu’un ensemble
est invariant s’il est positivement et négativement invariant.
Définition A.7 (Orbite) On appelle orbite positive γ+(x0) issue de x0 l’ensemble
{x(t, x0)|t ≥ 0}.
L’orbite est définie par : γ(x0) = {x(t, x0)|t ∈ R}.
Un ensemble est positivement invariant si γ+(M) ⊂ M, invariant s’il contient
l’orbite de chacun de ses points.
Définition A.8 (ω-limite) Un point p est appelé point ω-limite de l’orbite γ(x0), s’il existe une
suite strictement croissante de réels t1, . . . , tk telle que
lim
k→+∞
x(tk, x0) = p
Cette définition ne dépend que de l’orbite γ et non de x0.
Théorème A.1 Si l’orbite positive γ+(x0) est bornée alors l’ensemble des points ω-limit, ω(γ)
est un ensemble non vide, compact, connexe et invariant.
Théorème A.2 (Poincarée-Bendixson) On considère l’équation x′ = f (x) dans R2. On sup-
pose que ω+ est une orbite positive bornée et que ω(γ+) ne contient pas de points
singuliers (équilibres). Alors ω(γ+) est une orbite périodique. Si ω(γ+) 6= γ+
cette orbite périodique s’appelle un cycle-limite.
A.2 Critère de Routh-Hurwitz
On va être amené à regarder précisément le signe des parties réelles
des valeurs propres de matrices. Or il n’est pas toujours facile de les calcu-
ler explicitement. C’est pourquoi nous allons utiliser le critère de Routh-
Hurwitz qui donne des renseignements sur le signe des parties réelles
des racines d’un polynôme à partir de ses coefficients. L’application de
ce critère pour l’étude du polynôme caractéristique permet alors d’en dé-
duire des renseignements sur la stabilité des équilibres. On considère un
polynôme P, de degré n, n ∈N.
P(X) =
n
∑
i=0
aiXi
Condition nécessaire : Une condition nécessaire de stabilité est que
tous les coefficients ai de P(X) soient strictement de même signe.
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Condition nécessaire et suffisante : Si la condition nécessaire est véri-
fiée, if faut construire le tableau de Routh.
Dans ce cas on forme le tableau de Routh défini par :
Xn an an−2 an−4 · · ·
Xn−1 an−1 an−3 an−5 · · ·
Xn−2 bn−2 bn−4 bn−6 · · ·
Xn−3 cn−3 · · ·
...
...
...
... · · ·
...
...
...
... · · ·
X1 · · ·
X0 · · ·
avec : bn−i = −1an−1
∣∣∣∣ an an−ian−1 an−i−1
∣∣∣∣ et cn−j = −1bn−2
∣∣∣∣∣an−1 an−jbn−2 bn−j−1
∣∣∣∣∣
Le tableau a au plus n + 1 lignes (n : ordre de P(X)).
Énoncer du critère de Routh : Un système est asymptotiquement
stable si et seulement si tous les coefficients de la première colonne du
tableau de Routh sont tous de même signe.
Remarques :
– Le nombre de changements de signe dans la première colonne est
égal au nombre de pôles à parties réelles positives.
– Si dans la première colonne il existe un élément nul, le système ad-
met au moins un pôle à partie réelle positive ou une paire de pôles
conjugués imaginaires purs.
A.3 Méthodes de Lyapunov
La stabilité au sens de Lyapunov est une traduction mathématique
d’une constatation élémentaire : si l’énergie totale d’un système se dissipe
continument alors ce système tend à atteindre un état d’équilibre. La mé-
thode directe cherche donc à étudier les variations d’une fonction scalaire
pour conclure quant à la stabilité du système (Khalil et Grizzle 2002).
Soit V : Ω ⊂ R→ R une fonction continue ;
Définition A.9 La fonction V est dite définie positive si V(x0) = 0 et V(x) > 0 dans un
voisinage Ω0 de x0 pour tout x 6= x0 dans ce voisinage ;
La fonction V est dite définie négative si −V est définie positive ;
La fonction V est dite semi-positive si V(x0) = 0 et V(x) ≥ 0 dans un voisinage
Ω0 de x0.
Définition A.10 (Fonction de Lyapunov) Une fonction V : Ω → R est dite fonction de
Lyapunov pour le système (A.1) si elle est décroissante le long des trajectoires du
système. Si V est de classe C1, cela revient à dire que sa dérivée V˙ par rapport au
système (A.1) est négative sur Ω, c’est-à-dire, V˙(x) ≤ 0 pour tout x ∈ Ω.
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La théorie de Lyapunov joue un rôle très important dans l’étude théo-
rique de la stabilité des systèmes non linéaires.
Théorème A.3 (Théorème de Lyapunov (LaSalle et Lefschetz 1963)) Si la fonction V est
définie positive et V˙ semi-définie négative sur Ω, alors le point d’équilibre x0 est
stable pour le système (A.1).
Si la fonction V est définie positive et V˙ définie négative sur Ω, alors x0 est un
point d’équilibre asymptotiquement stable pour le système (A.1).
Ce théorème affirme que pour montrer qu’un point d’équilibre x0 est
stable, il suffit de trouver une fonction de Lyapunov en ce point. Par
ailleurs, pour utiliser le théorème original de Lyapunov pour montrer la
stabilité asymptotique d’un système donné, nous devons déterminer une
fonction V définie positive dont la dérivée V˙ est définie négative. Dans le
cas général, ceci n’est pas évident.La condition sur la dérivée V˙ peut être
allégée en utilisant le principe de LaSalle.
Théorème A.4 (Principe d’invariance de LaSalle (LaSalle 1976, LaSalle et Lefschetz
1963)) Soit Ω un sous-ensemble de Rn ; supposons que Ω est un ouvert posi-
tivement invariant pour le système (A.1) en x0. Soit V : Ω→ R une fonction de
classe C1 pour le système (A.1) en x0 telle que :
1. V˙ ≤ 0 sur Ω ;
2. soient E =
{
x ∈ Ω|V˙(x) = 0} et L le plus grand ensemble invariant par
f et contenu dans E.
Alors, toute solution bornée commençant dans Ω tend vers l’ensemble L lorsque
le temps tend vers l’infini.
Ce théorème est un outil très important pour l’analyse des systèmes à
la différence de Lyapunov, il n’exige ni de la fonction V d’être défini po-
sitive, ni de sa dérivée V˙ d’être négative. Cependant, il fournit seulement
des informations sur l’attractivité du système considéré au point d’équi-
libre x0. Par exemple, il ne peut être utilisé pour prouver que les solutions
tendent vers un point d’équilibre que lorsque l’ensemble L est réduit à ce
point d’équilibre. Il n’indique pas si ce point d’équilibre est stable ou pas.
Lorsqu’on veut établir la stabilité asymptotique d’un point d’équilibre x0
de Ω, on utilise le corollaire suivant qui est une conséquence du principe
d’invariance de LaSalle.
Corollaire A.1 (LaSalle et Lefschetz 1963) Supposons Ω ⊂ Rn est un ouvert connexe tel que
x0 ∈ Ω.
Soit V : U→ R une fonction définie positive et de classe C1 telle que V˙ ≤ 0 sur
U.
Soit E =
{
x ∈ U; V˙(x) = 0} ; supposons que le plus grand ensemble positi-
vement invariant contenu dans E est réduit au point x0, alors, x0 est un point
d’équilibre asymptotiquement stable pour le système (A.1).
Si ces conditions sont satisfaites pour U = Ω si de plus V est propre sur Ω,
c’est-à-dire si lim V(x) = +∞ lorsque d(x, ∂∂xΩ) + ‖x‖ −→ +∞ alors toutes
les trajectoires bornées pour t ≥ 0 et x0 est un point d’équilibre globalement stable
pour le système (A.1) ; avec comme convention d(x,) = 0 où d est la distance
entre x et ∂∂xΩ.
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Le théorème de Lyapunov est un cas spécial du résultat précédent. Il
est à noter qu’il n’est pas nécessaires que l’ensemble Ω soit borné.
Corollaire A.2 Sous les hypothèses du théorème précédent, si l’ensemble L est réduit au point
x0 ∈ Ω, alors x0 est un point d’équilibre globalement asymptotiquement stable
pour le système (A.1) défini sur Ω.
A.4 Étude de la stabilité globale
Dans cette annexe, nous détaillons une méthode qui peut être utili-
sée pour prouver la stabilité globale d’un équilibre au cas où les autres
méthodes n’aboutissent pas (Yang et al. 2010). Le cadre général de cette
méthode est élaboré dans les articles Smith (1986) et Li et Muldowney
(1995b; 1996). Cette méthode a été détaillée dans Li et Muldowney (1996).
Soit x 7−→ f (x) ∈ Rn une fonction de classe C1 dans un ouvert O ⊂
Rn. On considère l’équation différentielle :
x′ = f (x). (A.3)
On note par x(t, x0) la solution de (A.3) qui vérifie x(0, x0) = x0. On
suppose de plus :
H1 : Il existe un compact absorbant D ⊂ O.
H1 : L’équation (A.3) possède un unique équilibre dans D.
L’équilibre x∗ est globalement stable en D s’il est localement stable et
toutes les trajectoires dans D convergent vers x∗. L’approche suivante de
la stabilité globale est formulée dans Li et Muldowney (1996).
Théorème A.5 (Global-stability problem) Sous les hypothèses (H1) et (H2), on trouve des
conditions sur (A.3) de telle sorte que la stabilité locale de x∗ implique sa stabilité
globale dans D.
Les hypothèses (H1) et (H2) sont satisfaites si x∗ est globalement stable
dans U. Pour n ≥ 2, le critère de Bendixson est une condition satisfaite
par la fonction f qui prouve la non-existence d’une solution périodique
non-constante de (A.3). Le critère Bendixson est dit robuste pour des C1
perturbations locales de f en x1 ∈ U si, pour e ≥ 0 suffisamment petit et
U un voisinage de x1, il est également vérifié par g ∈ C1(D −→ Rn) telle
que le support supp( f − g) ⊂ U et | f − g|C1 < e, où
| f − g|C1 = sup
{
| f (x)− g(x)|+
∣∣∣∣∂ f∂x (x) + ∂g∂x (x)
∣∣∣∣ : x ∈ U}
On appelle g une e-perturbation locale de f en x1. On peut vérifier
que la condition classique de Bendixson de div f (x) < 0 pour n = 2 est
robuste pour des C1 perturbations locales de f en chaque x1 ∈ R2. Des
conditions de Bendixson pour système de dimensions supérieures qui
sont C1 robustes sont discutées dans Li et Muldowney (1996; 1995b; 1993).
Un point x0 ∈ U est errant (wandering point) pour (A.3) s’il existe un
voisinage U de x0 et T > 0 tel que U ∩ x(t, U) est vide pour tout t > T.
Ainsi, par exemple, tous les équilibres et les points limites sont non errants
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(non-wandering point). Ce qui suit est une version du Pugh’s closing lemma
(Hirsch 1991, Pugh 1967, Pugh et Robinson 1983).
Lemme A.1 Soit f ∈ C1(D −→ R2). Supposons que toutes les semi-trajectoires positives
de (A.3) sont liées. Supposons que x0 est un point non errant (non-wandering
point) de (A.3) et que f (x0) 6= 0. Alors, pour tout voisinage U de x0 et e > 0, il
existe une C1 perturbation locale g de f en x0 tel que
a) supp( f − g) ⊂ U et
b) le système perturbé x′ = g(x) est une solution périodique non constante dont
la trajectoire passe par x0.
Le principe général suivant de la stabilité globale est établi dans Li et
Muldowney (1996).
Théorème A.6 Supposons que les hypothèses (H1) et (H2) sont satisfaites. Supposons que (A.3)
vérifie le critère Bendixson qui est robuste pour des C1 perturbations locales de
f dans tous les points de non-équilibre et non errants (non-equilibrium non-
wandering points) pour (A.3). Alors x∗ est globalement stable en U s’il est
stable.
Une méthode basée sur le critère Bendixson dans Rn est développée
dans Coppel (1965). L’idée est de montrer que l’équation du second com-
posé (second compound equation) :
z′(t) =
∂ f [2]
∂x
(x(t, x0))z(t), (A.4)
pour une solution x(t, x0) ⊂ D de (A.3), est uniformément asympto-
tiquement stable, et le taux de décroissance exponentielle de l’ensemble
des solutions de (A.4) est uniforme pour x0 dans chaque sous-ensemble
compact de U. Ici ∂ f
[2]
∂x est la deuxième matrice composée additive (second
additive compound matrix) de la matrice jacobienne ∂ f∂x , voir l’annexe A.5. Il
s’agit d’une (n2)× (n2) matrice, et donc (A.4) est un système linéaire de di-
mension (n2). La stabilité asymptotique uniforme requise du système (A.4)
peut être prouvée par la construction d’une fonction de Lyapunov adaptée.
Soit x 7−→ P(x), une (n2)× (n2) fonction de valeurs matricielles (matrix-
valued function) de classe C1 pour tout x ∈ U. Supposons que P−1(x) existe
et est continue pour tout x ∈ D, le compact absorbant. On définie q2
comme :
q2 = lim sup
t−→∞
sup
x0∈D
1
t
∫ 0
t
µ(B(x(s, x0)))ds, (A.5)
où
B = Pf P−1 + P
∂ f [2]
∂x
P−1, (A.6)
la matrice Pf est obtenu en remplaçant chaque entrée de pij dans P par
sa dérivée par rapport la direction f , pij f . La quantité µ(B) est la mesure
Lozinskii de B par rapport à la norme vectorielle |.| dans RN , N = (n2),
défini par
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µ(B) = lim
h−→0+
|I + hB| − 1
h
,
voir Coppel (1965) pour plus de détails. En suite, on a le résultat de
stabilité globale suivant (Li et Muldowney 1996).
Théorème A.7 Supposons que U est simplement connexe et que les hypothèses (H1), (H2) sont
satisfaites. Alors l’unique équilibre x∗ de (A.3) est globalement stable dans U si
q2 < 0.
A.5 Second Additive Compound Matrix
Soit A un opérateur linéaire sur Rn présenté dans la base canonique
de Rn. Soit ∧2Rn le produit extérieur de Rn. A induit canoniquement un
opérateur linéaire A[2] de ∧2Rn : pour u1, u2 ∈ Rn, on définie
A[2](u1 ∧ u2) := A(u1) ∧ u2 + u1 ∧ A(u2)
on étend la définition sur ∧2Rn par linéarité. La représentation matri-
cielle de A[2] par rapport à la base ∧2Rn est appelée la seconde matrice
composée additive composée (second additive compound matrix) de A. C’est
une (n2) × (n2) matrice qui satisfait la propriété (A + B)[2] = A[2] + B[2].
Dans le cas où n = 2, on a A[2]2×2 = trA
[2]. En général, chaque entrée de A[2]
est une combinaison linéaire de ceux de A. Par exemple, lorsque n = 3, la
seconde matrice composée additive de A = (aij) est
A[2] =
a11 + a22 a23 −a13a32 a11 + a33 a12
−a31 a21 a22 + a33

Pour plus de détails sur les matrices composées et leurs propriétés,
nous renvoyons le lecteur à Fiedler (1974) et Muldowney (1990). Une étude
exhaustive sur les matrices composées et leurs relations aux équations
différentielles est donnée dans Muldowney (1990).
A.6 Méthode de Van den Driessche et Watmough pour
le calcul de R0
Nous présentons brièvement la méthode développée par van den
Driessche et Watmough (2002) pour le calcul de R0. Considérons une épi-
démie modélisée par un système d’équations différentielles ordinaires de
la forme :
dxi
dt
= fi(x), xi(0) ≥ 0, i = 1, . . . , n, x = (x1, . . . , xn)T. (A.7)
Supposons qu’il existe n compartiments dans lesquels les m premiers
compartiments sont infectés. Soit
Xs = {x ≥ 0 : xi = 0, i = 1, . . . , m} ,
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l’ensemble de tous les états sans maladie.
Soient Fi(x) le taux d’apparition de nouveaux cas d’infections dans le
compartiment i ; V+i (x) le taux de transfert (entrant) des individus dans le
compartiment i et V−i (x) le taux de transfert (sortant) des individus hors
du compartiment i. Chaque fonction est supposée être au moins deux fois
différentiable par rapport à la variable x. En posant Vi(x) = V−i (x) −
V+i (x) ; le système (A.7) se met sous la forme dxdt = F (x) − V(x). Les
fonctions Fi,V+i ,V−i vérifient les hypothèses suivantes :
H1 : si x ≥ 0, alors Fi(x),V+i (x),V−i (x) ≥ 0 pour i = 1, . . . , m
H2 : si xi = 0, alors V−i = 0. En particulier, si x ∈ Xs alors V−i = 0 pour
i = 1, . . . , m
H3 : Fi(0) = 0 pour i > m
H4 : si x ∈ Xs, alors Fi(x) = V+i (x) = 0 pour pour i = 1, . . . , m
H5 : si F (x) = 0 alors toutes les valeurs propres de la matrice jacobienne
D f (x0) ont des parties réelles négatives à un point x0 ∈ Xs
Sous les conditions précédentes, pour un x0 ∈ Xs, les matrices F et V
définies par :
F =
[
dFi
dxj
(x0)
]
et V =
[
dVi
dxj
(x0)
]
1 ≤ i, j ≤ m
sont telles que : F est non négative et V est inversible.
La matrice FV−1 est appelée opérateur de la prochaine génération. L’élé-
ment (i, k) de FV−1 est interprété comme le nombre de nouvelles infec-
tions attendues dans le compartiment i produit par l’individu infecté pré-
senté originellement dans le compartiment k. Dans cette méthode, R0 est
défini par le rayon spectral de l’opérateur de la prochaine génération (i.e.
R0 = ρ(FV−1)).
Théorème A.8 (van den Driessche et Watmough 2002) Sous les conditions (H1)-(H5), si
R0 < 1 alors le point, x0 est localement asymptotiquement stable par contre si
R0 > 1, alors x0 est instable.
A.7 Questionnaire de l’enquête de vaccination
  
 
Questionnaire vaccination 
 
Village Date  
 
 
1) Organisation et préparation de la campagne de vaccination 
 
1-a) Quels sont les objectifs fixés par les organisateurs de la campagne de vaccination ? 
 
 
 
 
1-b) Vaccin  
 
Nom du vaccin   
Types   
Combiné avec d’autres maladies ?  
Date d’achat  
Lieu d’achat / fournisseur   
Prix   
Quantité   
Nombre de dose par paquet   
Conservation  Température   
Obscurité   
 
1-c) Comment choisir les villages ? Les dates ? 
 
 
 
 
 
1-d) Quel est la nature des vaccinateurs et leur niveau de formation ? 
 
 
 
 
 
 
1-e) Comment prévenir des dates de passage dans les villages (dans les marchés, chef du village, 
autre, …) ? 
 
 
 
 
 
1-f) Date de la dernière campagne de vaccination ? Fréquences des campagnes ? 
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2) Déroulement de la campagne de vaccination 
 
 
2-a) Propriétaires de volailles 
 
Nombre de propriétaires de volailles Nombre de propriétaires concernés par la 
vaccination 
  
 
2-b) Volailles élevés 
 
Espèces Classes d’âge Nombres  Nombre de vaccinés 
Poules  Oisillons   
Adultes   
Canards  Oisillons   
Adultes   
Oies  Oisillons   
Adultes   
Autres  Oisillons   
Adultes   
 
 
2-c) La logistique mise en place : déplacements des vaccinateurs, chaine du froid ? 
 
 
 
 
 
2-d) Quelle est la durée (minimale et maximale)  d’utilisation effective du vaccin après sortie du 
frais ? 
 
 
 
 
2-e) Dans quel lieu vous rencontrez les propriétaires de volailles (lieu commun, un par un, …) ?  
 
 
 
 
2-f) Quels sont les critères de choix des animaux vaccinés ? Et quelles sont les modalités de 
rassemblement de ces animaux ? 
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Titre Modélisation et contrôle de la transmission du virus de la maladie
de Newcastle dans les élevages aviaires familiaux de Madagascar
Résumé La maladie de Newcastle (MN) grève lourdement les produc-
tions aviaires malgaches, essentielles à l’alimentation et à l’économie fami-
liales. La MN est une dominante pathologique en l’absence de vaccination
généralisée. L’objectif de cette thèse est la modélisation, la validation et
l’analyse mathématique de modèles de transmission de transmission du
virus de la MN (VMN) dans les systèmes avicoles villageois en général et
à Madagascar en particulier. Nous proposons de nouveaux modèles basés
sur les connaissances actuelles de l’histoire naturelle de la transmission
du VMN. Ainsi, nous présentons deux modèles mathématiques à com-
partiments de la transmission du VMN dans une population de poules :
un premier modèle avec transmission environnementale et un deuxième
modèle où la vaccination contre la maladie est prise en compte. Nous pré-
sentons une analyse complète de la stabilité de ces modèles à l’aide des
techniques de Lyapunov suivant la valeur du taux de reproduction de base
R0. Le travail s’est appuyé sur des enquêtes de terrain pour comprendre
les pratiques de vaccination actuelles à Madagascar.
Mots-clés Modélisation, systèmes dynamiques non linéaires, méthode
de Lyapunov, nombre de reproduction de base R0, stabilité globale, mo-
dèles épidémiologiques, maladie de Newcastle, Madagascar
Title Modeling and control of the transmission of Newcastle disease vi-
rus in Malagasy smallholder chicken farms
Abstract Newcastle disease (ND) severely harms Malagasy bird produc-
tions, mainly uses to food and family economy. ND is a pathological domi-
nant without general vaccination. The objective of this thesis is modelling
the transmission of ND virus (NDV) in smallholder chicken farms in ge-
neral and, Madagascar in particular. We propose new models based on the
state of art and the epidemiology currently known from the transmission
of the NDV. Thus, we present two models of the transmission of NDV : a
first model with environmental transmission and a second model in which
imperfect vaccination of chickens is considered. We present a thorough
analysis of the stability of the models using the Lyapunov techniques and
obtain the basic reproduction ratioR0. This work is based on field surveys
to understand the current vaccination practices in Madagascar.
Keywords Modelling, nonlinear dynamical system, Lyapunov methods,
basic reproduction number R0, global stability, epidemiological models,
Newcastle disease, Madagascar
