Abstract. The fog computing models are getting popular as the demand and capacity of data processing is rising for the various applications every year. The fog computing models incorporate the various task scheduling algorithms for the resource selection among the given list of virtual machines (VMs). The task scheduling models are designed around the various task metrics, which include the task length (time), energy, processing cost etc. for the various purposes. The cost oriented scheduling models are primarily built for the customer's perspectives, and saves them a handful amount of money by efficiently assigning the resources for the tasks. In this paper, we have worked upon the multiple task scheduling models based upon the Local Regression (LR), Inter Quartile Range (IQR), Local Regression Robust (LRR), Non-Power Aware (NPA), Median Absolute Deviation (MAD), Dynamic Voltage and Frequency Scheduling (DVFS) and The Static Threshold (THR) methods using the ifogsim simulation designed with the 50 nodes and 50 virtual machines, i.e. 1 virtual machine per node. All of the models have been implemented using the standard input simulation parameters for the purpose of performance assessment in the various domains, specifically in the time domain and effective consumption of energy. The results obtained from the experiments have shown the overall time of 86,400 seconds during the simulation, where the DVFS has been recorded with the 52.98 kWh consumption of energy, which shows the efficient processing in comparison to the 150.68 kWh of energy consumption in the NPA model. Also, there are no SLA violations recorded during both of the simulation, because no VM migration model has been utilized among both of the implemented models, which clearly shows that the VM migrations are the major cause of SLA violation cases. The LRR (2520 VMs) has been observed as best contender on the basis of mean of number of VM migrations in comparison with LR (2555 VMs), THR (4769 VMs), MAD (5138 VMs) and IQR (5352 VMs).
2. Related Work. Zhuo Tang et al. [33] proposed DVFS enabled Energy Efficient Workflow Task Scheduling algorithm (DEWTS). They used the scheduling order of all the tasks to obtain the makespan in their algorithm. The authors used different algorithms for computation of deadlines. In overall process, their proposed algorithm was able to reduce total power consumption by upto 46.5% for parallel applications. The authors worked on randomly generated workflows in their research work.
Yuan Fang et al. [34] discussed Cyber-Physical Systems (CPS) and proposed Simple and Proximate Time Model (SPTimo) framework. In addition to this, the authors also presented Mix Time Cost and Deadline First (MTCDF) time task scheduling algorithm, which was based on computation model of SPTimo framework. Their research provides an optimal scheduling solution in total time required and time cost parameters.
Zhao, Qing et al. [35] has implemented the energy-aware scheduling of the user tasks over the cloud computing resources. This scheme generates the task binary tree based upon task correlation, which is used to prioritize the user tasks. The authors proposed the Task Requirement Degree (TRD) based calculation method for proficient scheduling, where it also considers the bandwidth to optimize the communication cost.
Nidhi Bansal et al. [36] designed the QoS enabled optimized cost-based scheduling methodology. The authors have focused upon the cost of computing resources (virtual machines) to schedule the given pool of the tasks over the cloud computing model. The cost optimization has been performed over the QoS-task driven task scheduling mechanism, which did not encounter the cost optimization problem earlier. The authors have shown that the earlier QoS-driven task scheduling based studies has been considered the makespan, latency and load balancing. The QoS-based cost evaluation model evaluates the resource computing cost for the scheduling along with the other parameters as in their secondary precedence.
Gaurang patel et al. [37] have worked upon enhancement in the existing algorithm of Min-Min (Minimumminimum methodology) for scheduling on cloud platform. The authors have proposed the use of active load balancing in processing the tasks over the cloud environments. The authors have proposed the new method for the efficient processing of tasks over the given cloud environment known as the Enhanced Load Balanced Min-Min (ELBMM) algorithm. The authors have recovered the major drawback of the existing model of MinMin algorithm, where sometimes the makespan and current resource utilization is not properly considered and the tasks is scheduled over the slow resource which causes the latency. In their research, they have effectively overcome the problem concerned with the Min-Min algorithm. The authors have proved their model better than the Min-Min and ELBMM model for the task scheduling. Also, the execution times has been reduced to the optimum levels, and better than the existing model.
Weiwei Chen et al. [38] have proposed the imbalanced metrics for the optimization of task clustering on scientific workflow data executions. The authors have examined the imbalanced nature of the task clustering during the runtime evaluation for the purpose of task clustering in depth. The authors have proposed the improvement to effectively evaluate the problem of runtime task imbalance. The authors have proposed an horizontal and vertical method for the evaluation of series of task clustering for the widely used scientific workflows. Their proposed model has utilized the in-depth metric values for the real time evaluation of their research model.
Xu et al. [39] has worked towards the load balancing of the user tasks, which considers the task partitioning on cloud. The load balancing methods are known to be effective for efficient user task processing on cloud resources, because clouds generally receive high volumes of user data. Y. Tan et. al. [40] worked on a novel scheduling technique for cloud models. The authors complimented the use of particle swarm optimization (PSO) model to analyze the scheduling performance in the terms of delay and resource consumption. An optimized weight based mutation criteria with adaptable indolence oriented methodology is deployed to optimize the scheduling performance. Additionally, this scheme offers the load balancing schema to effectively schedule the user tasks.
K. Li et al. [41] described the feasible resource expansion for centralized, de-centralized and semi-centralized computing platforms, which also involve the parallel processing paradigm. The scheduling problem is described as NP-hard problem, and suggested several feasible solutions to effectual scheduling of the allocated computing resources. The authors proposed the swarm optimization (ACO oriented solution) to deploy the load balancing as effective meta-heuristic scheduling elucidation for the cloud platforms by reducing the individual load and effectively distributing the tasks of multiple users altogether.
X. Luo et al. [42] proposed an algorithm for resource scheduling under cloud computing environment. It is different from the under conventional distributed computing domain because of the high scalability and heterogeneity of computing resources in cloud computing domain. In this paper, based on dynamic load balance, the authors has proposed a resource-scheduling algorithm. The different statistic transferring power and retard between nodes in cloud as well statistic-processing power of nodes in cloud is considered in this algorithm. To increase the efficiency of cloud computing and reduce the median response time of tasks, the algorithm selects the best node to fulfill the task. The simulation results show that the algorithm reduces the average response time of tasks.
N. Bessis et al. [43] discussed in their paper about the new technologies develop fast and their complexity becomes a crucial concern. One proven way to deal with improved complexity was to engage a self-organizing strategy. The many different strategies exists that deal with the load balancing problem but most of the problem are task oriented and it is, therefore, hard to differentiate. So, the researchers of the paper developed and implemented a generic architectural pattern, called self-initiative load balancing agents. It allocates the exchange of different algorithms, both sightful and dense ones, through plugging. In placing at different levels, different algorithms can be tested in combination. The objective was simplicity in the selection of optimal algorithm for a definite problem. Self-initiative load balancing agent was the concern and domain independent, and can be collected towards inconsistent network topologies.
A. Jain and R. Singh [44] described grid computing for classification of non-identical resources that are cast off as virtual resource to a user and impart superior grid domain. Now-a-days, large amount of resource management in peer-to-peer grid environment is used. Load balancing is crucial concern to balance the overall load of the nodes. There are numbers of solutions to achieve load equality state. ACO is used to provide optimal solution for solving a problem of load balancing. In the paper, the authors has proposed Master-Ant Colony Optimization algorithm (M-ACO), and it is used in peer-to-peer environment. The proposed algorithm gives better results in peer-to-peer environment. MATLAB simulation tool was used, which provides different kinds of functions to bloom heuristic algorithms with new notions.
R. Chaukwale et al. [45] discussed the complication of efficiently scheduling jobs on several devices, it is a vital consideration when operating the Job Shop Production (JSP) scheduling system. JSP was a NP hard difficulty. The procedures that focus on fabricating an exact solution of the problem can evince insufficiency in discovering an optimal solution of the problem to Job Shop Production system (JSP). Hence, in such conditions, heuristic methods can be developed to discover a good solution of the problem within reasonable time period.
In their paper, the authors studied the traditional ACO algorithm and has proposed a load balancing ACO algorithm for JSP. The paper also presented the observed results. It was noticed that the proposed algorithm showed better outcomes when compared to traditional ACO. Many researches [46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 70, 71] discussed about scheduling and allocation methods in fog and cloud environments.
After going through the related work, it was found that with the increase of Internet of Things (IoT) devices, sensors, fog devices, actuators etc., lots of data is getting generated. This will lead to network congestion in coming future. Thus, there is a huge need to schedule and allocate the tasks, that are dynamic in nature, in a proper planned/optimal manner. This research work tries to simplifies the future arising problems in the area of fog computing.
3. Methods and Materials. The fog scheduling solution proposed in this paper is implemented using the ifogsim simulator considering the fog environment. Ifogsim simulator is based upon cloudsim platform for cloud infrastructure simulations. The proposed scheme combines VM allocation & VM selection procedures with performance optimization methods to boost the cloud's capability for user task processing. An idle process sequencing algorithm should be aimed at reducing the overall tasking overhead, tasking time (task completion time) and communication overhead by the whole task considering the incoming and outgoing information. The task management faces the major challenges from the bias-free dynamic resource allocation while keeping the cloud performance to the maximum in terms of execution time and computational overheads. This scheme offers the load balanced paradigm over user task stack, coupled with environmental parameter optimization, and enhances the endurance and general capability of the cloud environment.
3.1. Proposed Approach. The link optimization algorithm is designed as an intelligent solution influenced by behavior of the real Internet of Things (IoT) inter-nodal relations in scenario of increasing number of IoT nodes. A collaboration of IoT nodes in finding the appropriate paths and doing other tasks has been prioritized to achieve the link behavior in cloud systems. The fog resources store the usability for path devising and following while taking a movement from source node to the destination computing resource on cloud environment. With the raise in the number of requests on a singular path, the strength of connection increases on that particular path. The requests of that group select the shortest path on the basis of this usability index. The IoT connection request province optimization method has been applied for resolving the problem of rising number of requests, with the target of discovering the shortest path. The algorithm fully depends upon the history of usability index to take further judgments for optimal solutions for any of the computational requirement. The use of artificial links for the state of development rule and for the selection of optimal resources beyond the grid computation or the cloud environments has been proposed in the prospective work. The artificial links have been used for the purpose of cloud computing scheduling and shortest path identification. The link province system adopts the arbitrary-proportional rule, which is the state of transition rule used for link optimization system and works on the basis of probability or a chance to choose the optimal resource out of k-resources for task assignment in the cloud. The usability index of a resource depends upon the number of available resources, processing cost and estimated time. The VM load has been selected as the prime factor out of all these three factors; hence the computing decision is computed after verifying the cumulative and individual runtime VM load. The usability indexes are regularly updated using particular cloud resources or VMs selected for the act of scheduling. The shortest path is computed after analyzing the runtime parameters, which effectively analyzes the load, availability, communication cost and processing delay of a virtual machine. The VM runtime parameters are procured and continuously updated, and helps the scheduling decision on the cloud systems. Fig. 3 .1 describes the shortest path in distributed and/or segmented sub-paths, and explains the Eqs. 3.1 and 3.2.
where δ describes a binary object and carries only 0 or 1 as value, which is computed over the runtime probability values (described as P rob A & P rob A ). The variable stacks A assigns the primary shortest path and B denotes the optimized shortest path over A. The VM load and failure rate has been assigned as the main parameters to take the scheduling decisions. Both of the parameters has been used for the purpose of data scheduling over the given cloud resources. The virtual machine load is the parameter which defines the overall utilization of the resources of the given virtual machine. The VM load can be used to signify the runtime availability in order to process the given task t on the given time t. The tasks running over the given VM, utilizes the certain amount of resources. The total percentage of the resources being used during the time t is considered as the VM load.
When the virtual machines are ordered in the workload allocation pool for process sequencing in the given cloud environment, the load monitoring on each virtual machine becomes very important step to correctly perform the data scheduling tasks. The virtual machine load or overhead is calculated on the basis of different parameters like CPU size, memory size etc. Each VM load must be calculated on the basis of its local parameters. Any use of general parameter values can result the biased load over the given VMs. The CPU and memory overhead or usage on the given VM considerably influences the performance of VMs in the process sequencing practices. The workload on VM can be evaluated on the basis of formula represented in Eq. 3.3. To calculate the total load over the virtual machine in the cloud environment is more than or equal to its capability, the Eq. 3.3 gives the result.
Finally, to justify the virtual machine load, Eq. 3.4 is used.
where X ik is considered as the components of assignment to the non-overloaded VMs. The overloading or non-overloading defines the current state of the VM calculated after computing overall load and percentage of resources and measuring them against the threshold level.
The failure rate is described in the form of percentage of scheduling failures in processing the assigned tasks over the given VMs in the cloud environment. The failure rate signifies the trust of virtual machine. The VM with the lowest failure rate can be considered as the highly trusted VM and vice-versa. The probability of processing of the task can be increased by assigning the tasks over VMs with optimized & reduced failure rate (FR). The FR can be computed by using the Eq. 3.5.
where T p is the sum of processed tasks and T t is total amount of tasks assigned over the given VM.
3.3. Link Optimization Based Optimal VM Allocation (Link Optimization-OVA). In this work, the optimal load sharing approach based on the link optimization has been introduced for the load offset approach over the cloud environment in the case of data scheduling. The path A defines the first resource and path B defines the second resource. The other resources can be assigned with the further alphabets with the assumption that all of the resources or assets are logically able to executing all the processes in the cloud environment. The resource selection must be done on the basis of availability of RAM and CPU processing powers, which must make the whole process efficient in terms of response time. The traditional methods are known to allot the random resources for the given task, which effect the performance of cloud scheduling model and hence slow down the query processing procedure resulting with higher response time. The link optimization is the probability-based procedure to choose the appropriate resource in the available list of VMs. The proposed model is aimed at lower task response time for maximizing the number of jobs processing in the span of one second. The proposed model has been made capable of subdividing the task, which facilitates the quicker process and processes the smaller tasks faster than the hefty ones to reduce the overall load and to increase the number of successful requests processing every second. The subdivision of tasks is based on the length of the task. A task is usually divided into ′ t ′ slots, where t is smallest time unit available for the task length calculation in our proposed model. A task smaller than or equal to t will be processed in one round, where the tasks larger than t can be scheduled in queue or on different VMs according to the load and time calculation for the faster processing. The arbitrary proportional rule is applied to recognize the ratio of processes in processing the given resource, and has been presented in the Eqs. 3.6 and 3.7.
where A 1 is the count of assigned tasks on the resource P 1 & A, involves the resource probability, R 1 denotes the usability index based on the available ratio of RAM and CPU on VM under consideration, T R i depicts the resource availability required to process task i. The k and h are the coefficients used for the choice of probability among the available resources for sequencing of the processes among accessible resources. The value of k and h is calculated on the basis of VM load and resource availability on all of the available VMs. The variation in the values of k and h will define the variability on the basis of current processing load on different VMs, which inspires the task assignment decision of the link optimization algorithm. The used rule for the probability calculation has been represented in the Eq. 3.8.
In the proposed work, the meta tasks are used for testing of the proposed model. The meta tasks does not carry any dependency on other tasks in the processing queue, which means the response time will be calculated for each individual task by evaluating the variation between finish time and start time. The waiting time is also considered as the response time delay, which is caused due to the waiting period spent in the queue. Each of the VM allocation model is further amalgamated with the VM selection models. The NPA and DVFS models are not primarily designed for specific VM selection or allocation policy. The NPA and DVFS models are designed to select all of the available VMs, and allocate sub-tasks or tasks on the optimal resource selected from the list. 
where VM is the virtual machine list and V 1 to V n represents the virtual machine IDs 5: Obtain cumulative & independent list of resources in the form of computing capacity
where V M r represents the resource capacity of each resource V M 1 to V M n to represent the virtual machine IDs 6: Begin the iterative structure to process tasks with every effective resource a. Obtain & acquire the resource availability from every VM on availability stack
where V M E gives the resource availability after calculating the resource load using Eq. 3.12.
where L represents the overall resource load on the particular VM, whereas the V CP U u and V CP U T gives the currently used resources and total resources available respectively.
where L i represents the list of resource load for all the VMs in simulation. b. The fundamental utilization factor is computed for individual resource 7: Terminate the iterative structure initiated on step 5 8: Assign the task stack to runtime cloud environment
where T vector represents the task vector and t 1 to t n represents the individual tasks 9: Determine the workflow's task stack and compute the length of each independent task in the stack t c (t i ) = (EST f inishtime − EST starttime ), (3.15) where t c and t i gives the overall time length for each of the task by subtracting the estimated start time from estimated finish time 10: In case a task is dependent or multivariate, sub-divide it into sub-stacks involving minor tasks recognizable with index i 11: Initialize the iterative structure to process each sub-task on sub-task stack indexed with index i a. Obtain the resource availability factors for each VM on the VM list b. Compute and validate the task duration (estimated) against the computational capacity (resource availability) against each available VM c. Determine the current load of each VM on the list by analyzing the resource engagement
where A j depicts the availability of the VMs d. Observe and accumulate failure events of each VM on the list and prepare the F R value to evaluate its endurance e. Confiscate all the VMs on the list with F R below threshold to process current task of sub-task (t) to prepare the allocated VM resource list (aV M rl) f. Finally select the appropriate resource based upon best combination of time (estimated) and resource engagement from aV M rl
where V M E (K) resource availability after calculating the resource load for particular machine with id K, where K any can be any value from the given VM IDs. VM represents the virtual machine list and V c(i) gives the capacity of the VM with ID as i. g. Revise resource allocation record accordingly and also update total load of allocated VM after task assignment h. Further, revise the utilization record enlisting resource availability The simulation of all results, based on the parameters discussed in Table 4 .1, are obtained and listed in this section for each of the VM allocation and VM selection models. The only exceptions are Dynamic Voltage Frequency Scaling (DVFS) and Non-Power Aware (NPA) models. For these two exceptions, total 15 parameters are recorded in contrast to the 23 parameters for all other models.
The DVFS model has been described with the random nature, where all of the available VM are used in the random order without any qualitative based allocation parameters. The Fig. 4.2 shows the results obtained for the random DVFS.
In this sub-section, the VM allocation model of Inter Quartile Range (IQR) has been used along with the Maximum correlation (MC) method. Fig. 4 .3 the results obtained from this model for all of the enlisted parameters.
In this sub-section, the VM allocation model of Inter Quartile Range (IQR) has been used along with the Minimum Migration Time (MMT) method. Fig. 4.4 represents the results obtained from this model for all of the enlisted parameters.
In this sub-section, the VM allocation model of Inter Quartile Range (IQR) has been used along with the Maximum Utilization (MU) method. In this sub-section, the VM allocation model of Local Regression (LR) has been used along with the Maximum Utilization (MU) method. Fig. 4.9 shows the results obtained from this model for all of the enlisted parameters.
In this sub-section, the VM allocation model of Local Regression (LR) has been used along with the Random Selection (RS) method. Fig. 4.10 shows the results obtained from this model for all of the enlisted parameters.
In this sub-section, the VM allocation model of Local Regression Robust (LRR) has been used along with the Maximum Correlation (MC) method. The results represented in Fig. 4 .11 is obtained from this model for all of the enlisted parameters. In this sub-section, the VM allocation model of Local Regression Robust (LRR) has been used along with the Minimum Migration Time (MMT) method. Fig. 4.12 shows the results obtained from this model for all of the enlisted parameters.
In this sub-section, the VM allocation model of Local Regression Robust (LRR) has been used along with the Maximum Utilization (MU) method. The results obtained from this model for all of the enlisted parameters is shown in Fig. 4.13 .
In this sub-section, the VM allocation model of Local Regression Robust (LRR) has been used along with the Random Selection (RS) method. The results obtained from this model for all of the enlisted parameters are represented in Fig. 4 .14.
In this sub-section, the VM allocation model of Median Absolute Deviation (MAD) has been used along with the Maximum Correlation (MC) method. Fig. 4.15 represents the results obtained from this model for all of the enlisted parameters. In this sub-section, the VM allocation model of Median Absolute Deviation (MAD) has been used along with the Maximum Utilization (MU) method. Fig. 4 .17 represents the results obtained from this model for all of the enlisted parameters.
In this sub-section, the VM allocation model of Median Absolute Deviation (MAD) has been used along with the Random Selection (RS) method. The results obtained from this model for all of the enlisted parameters are shown in Fig. 4.18 .
In this sub-section, the VM allocation model of Non-Power Aware has been used with no method for VM selection. The VM selection policy is simple random method like DVFS, which is unlike the random selection (RS) method for other VM allocation policies. In this sub-section, the VM allocation model of Static Threshold (THR) has been used along with the Maximum Utilization (MU) method. Fig. 4.22 shows the results obtained from this model for all of the enlisted parameters.
In this sub-section, the VM allocation model of Static Threshold (THR) has been used along with the Random Selection (RS) method. All the experiments were conducted keeping the host count and VM count fixed (as 50) so as to compute the results on the same platform. This helps us in comparison with the different algorithms. From this, it is seen that experiment name: random npa consumes the highest energy levels than all the experiments. Table 4 .2, migration counts can also be computed and it is seen that experiment name: random iqr mu 1.5 involves maximum number of migration counts. Fig. 4 .25 shows the migration counts for each experiment.
5. Conclusion and Future Directions. The fog computing resource allocation methods proposed in this paper combines the allocation and selection techniques altogether with optimal parameter stack to make scheduling decisions. This paper primarily focused to reduce the task load by implementing the rapid task processing, while also incorporating the sub-group oriented scheduling on available resources. This scheme is believed to improve the user contentment by improving the cost to operation length ratio, which eventually reduces the customer churn, and can effectively boost the operational revenue. The failure event tracking also plays a vital role in scheduling operations by avoiding the computing resources with high failure probability. The proposed model is learnt to reduce the queue size by effectively allocating the resources, which resulted in the form of quicker completion of user workflows. The prospective method results are evaluated against the state of the art scene with non-power aware based task scheduling mechanism. Out of the random VM allocation and selection policy, the DVFS (52. In future, this work may not only confine to task allocation and task scheduling, but can be extended towards various load balancing algorithms that compute the load that gets generated on each VM. Moreover, this work of allocation and scheduling can be extended to the emerging technologies like bigdata to solve problems arising due to huge data in daily routine. This work may also be extended towards machine learning and deep learning
