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It is well-known that ordinary least-squares will produce 
inconsistent estimates of the regression parameters if the dependent 
variable is censored or truncated. Maximum likelihood estimation with 
a normality assumption on Tobit and other limited dependent variable 
models is being employed with increasing frequency to avoid this 
inconsistency. It is not so commonly acknowledged, however, that 
such estimates lack robustness : The assumptions required of these 
models are quite strong and any violation, such as heteroscedasticity 
or nonnormality, may result in an asymptotic bias as severe as in the 
naive OLS formulations. But to recognize the potential inconsistency 
in the face of misspecification without a test for and solution to 
such misspecification is of little use. 
The purpose of this paper is to examine the nature of the 
inconsistency and to suggest a general test for misspecification. 
Section I considers the simple nonregression case of a censored 
variable. Likelihood equations for the location and scale parameters 
are obtained and simplified to show that they involve three sample 
statistics. In section II the general problem of inconsistency 
resulting from misspecification is then made clear, with the example 
2 
of heteroscedasticity used to demonstrate the problem. A specification 
test following Hausman [1978] is then derived in section III for the 
general alternative hypothesis of no misspecification. These first 
three sections treat the nonregression case for ease of exposition, 
but the results are readily generalized to a regression model. Section 
IV contains a derivation of the specification test for the regression 
formulation. The results are summarized in section V. 
I. THE MODEL AND MOM AND ML ESTIMATORS 
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We consider the case of a censored-normal variate y defined 
by the distribution function 
F (y) ¢(7) for y � 0 
0 for y< 0 
where ¢(a) is the unit normal c. d.f., 
a co 
¢Ca) = f ¢(u)du = f Arr exp ( �u2)du. 
The first four moments of y can be written as: 1 
El = E(y; µ, o) 
= 
E2 = E(y
2; µ, o) = 
E (y\ µ, o) = 
µ ¢(¥) + a¢(¥) 
/ ¢(¥ ) + a2 ¢(¥) +µa¢(*) 
2 µ E2 + 2 a El 
4 2 2 2 E (y ; µ, o) = (µ +Jo )E2 + 2 µo E1 
The likelihood function for a random sample (y1, ... ,yN) 
is 
L(µ, o; y)'a: IT [1-¢(1!.)]. IT .!.cp(
yi-µ) dy. 
• E'" a . E''' a a i i "'l i "'2 
where iµ1 = {ilyi = O} and iµ2 = {ilyi > 0). Define the variable v. i 
as vi = 1 if yi 
> 0, vi = 0 if yi = 0. Then the log likelihood may 
be written as 
y 
(1.1) 
(1. 2) 
(1. 3) 
(1.4) 
(1. 5) 
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N 
log L = C + L{(l - vi) log (1-¢(.l!.)J - vi log a -!vi (y. - µ)2 / a2}. (1.6) iaj a i 
Differentiation of (1.6) w. r.t. µ and a yields 
<llogL 
(lµ 
<llogL 
dO 
N {- (1 - v ) ¢(.!!.) v (
y - µ) 
l __ i _a_ + -2:_ _i __ 
i=l a 1-¢(¥) a a 
Jl { 
(1 - vi) � ¢(*) - vi a 1-¢(�) a + :
ici :
µ
)
2
} 
The likelihood equations are obtained by setting (1.7) and (1.8) to 
zero and replacingµ and a by 0 and a. Divide those likelihood 
equations by N and rearrange terms to obtain: 
\JP + a ¢(\J/cr) (1 - P) 
1- HO!&> 
_µ2 p + 02 p - aµ P<ilfa> <1- P) 
1 - ¢<01&> 
Ml 
M2 - 2 µ M1, 
where P = (Ev i) /N is the proportion of non-censored observations, 
2 M1 = (Eyi)/N = (Eviyi)/N is the sample mean, and M2 = (Eyi)/N = 
2 A A A (Eviyi)/N is the second sample moment. Finally, define cp = ¢(µ/o) 
(1. 7) 
(1.8) 
(1. 9) 
(1.10) 
and ¢ = ¢(\;/�), and subtract twice µ times equation (1. 9) from (1.10) 
b . h . . i 2 to o tain t e estimating equat ons: 
iJ P + a---1,_ (1- P) 
1-¢ 
Ml (1.11) 
5 
A2 A2 A A ;;; µ P + o P + µ o ____:r__ (1 -P) 
1 - $  
M2 
These equations are of course nonlinear in µ and o and require 
numerical procedures for solution. 
given by 
where 
a • 
b = 
c 
Second derivatives of the log likelihood divided by N are 
H(µ, o; M1, M2, P) 
a21/N log L 
a(�)a<µ o) 
1 cp 
a 2 (1 - P)[µ -E ] - p (1-<I>) 1 
-1 [a 
= 2 b o 
1 cp 2 2 1 
2 2(1-P)[µ + o -E2] - 20(M1 -P µ) o (1-<I>) 
�] 
lg cp 2 2 1 2 - (1 - P) [µ + o - E ] + P - 3- [M -2 µ M + P µ ] 
020 (1-<1>)
2 2 
02 2 
1 
(1.12) 
where E1 and E2 are the first and second moments defined by equations 
(1.1) and (1.2) and ¢ and <I> are both evaluated at µ/o. The Information 
matrix is the negative of the expectation of H and can be written as 
I(µ, o) 
where 
1 
2 o x [! �] 
d <!> - .! ¢ O 1 - <!> (µ - E1) 
e = _.!_ _L [02 + µ2 - E2] 2 1 - <!> 
f 
o 
1 11 '" 2 2 2 <!> - - J::. _L_ [o + µ - E ] 20 1-<1> 2 o 
The inverse of I is the covariance matrix for (µ o) I .  It may be 
A A -1 A A -1 estimated by -H(µ, o; M1, M2, P) or, perhaps better, by I(µ, o) . 
A proof of the consistency, asymptotic normality and 
A A -1 asymptotic efficiency (i.e. that AC(µ, o) = I ) is provided by 
Amemiya [1973) for the more general case of a regression model 
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formulation. Inspection of the solution equations (1.11) and (1.12) 
reveals the nature of the consistency. The i.i.d. censored normal 
assumption implies that P, M1 and M2 will converge to <l>(µ/o), E1 
and E2 respectively, so that in the limit solution of equations 
(1.11) and (1. 12) requires D = µ and o = o. 
An alternative estimator is provided by the method of 
moments. After replacing E(y) and E(y2) on the left side of equations 
(1.1) and (1.2) by the first and second sample moments, M1 and M2, 
respectively and substituting µ and a for µ and o on the right, 
numerical procedures can be used to obtain the nonlinear solutions. 
Existence of the second and third moments guarantees strong 
convergence of the first two sample moments, so that the MOM esti-
mators µ and a will be consistent. They lack asymptotic efficiency, 
however, and have no computational advantage over the preferred 
maximum likelihood estimates. Comparison of equations (1.11) and 
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(1. 12) with (1.1) and (1. 2) reveal the source of the efficiency gain 
of the MLE estimators 0 and o over the MOM estimators µand a. The 
former employ one additional piece of information from the sample, 
namely the proportion of noncensored observations, P. 
Note that the normality assumption imposes a nonlinear 
dependency among 1>(µ/o), E1 and E2; knowledge of any two allows 
solution for the third. This restriction suggests a modification 
to the MOM estimator which has distinct computational advantages. 
Solution of 
p = 1> (y) 
for y provides a consistent estimate of y µ/o. Substitution of y 
into either 
Ml ayP 
+ acp <r) 
or 
M2 
02 .y2 p + (§2 p + (§2 y cp (y). 
as obtained from equations (1.1) and (1.2) respectively yields a 
and, in turn, µ = y. a without the need for iterative solution 
procedures. Finally, the two alternative estimators obtainable in 
this fashion might both be computed and combined, say as a weighted 
average, to achieve some gain in asymptotic efficiency. 
It may be the case that parameters of interest are not the 
(1.15) 
(1. 16) 
(1.17) 
location and scale parameters µ and o but rather some sample moment(s) 
or the probability of a noncensored observation. In this case the 
sample moments themselves are the MOM estimates of the population 
moments and Pis consistent for 1>(µ/o). But they lack asymptotic 
efficiency relative to the maximum likelihood estimates E1 
A A A 2 A A  A A A  E (y; µ, O), E2 = E(y ; µ, o), and 1>=1>(µ/o). Again the gain in 
efficiency arises from use of more sample information and implicit 
recognition of the dependency among those three parameters. 
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II. ML ESTIMATES UNDER MISSPECIFICATION 
The i.i. d. censored normal assumptions are sufficient for 
the asymptotic properties of the estimators discussed above. If 
any of those assumptions are violated, that is if the model is 
misspecified, the properties are no longer guaranteed. As an 
example, we examine in this section the consequences of a violation 
of the identically distributed assumption. 
Suppose that the random sample is drawn from two distinct 
censored-normal populations with common location parameters µ but 
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different scale parameters o1 and o2. We might ask whether ignorance 
of such sampling affects the consistency of the maximum likelihood 
estimates µ, El, Ez and $. (Consistency of a is of course a meaning­
less question in this case.) As will be shown below, the answer is 
yes. 
Let r1 and r2 be the (fixed) proportions of observations 
in the sample from each of the two populations (r1 + r2 = 1). Esti­
mates µ or a from the misspecified homoscedastic model will be 
solutions, in the limit, to the two equations 
µ(rl ¢1 + 
r2 �2) + A _i_(l - r  ¢ - r2�2) 0 A 1 1 1 -¢ 
µ(rl ¢1 + r2 ¢2) + rl 01 ¢1 + r2 
°2 ¢2 
A 2 A 2 A A ____<I;__ (µ +o )(rl ¢1 + r2¢2) + µo A (1-rl ¢1 - r2¢2) 1 -¢ 
(2,1) 
2 2 2 2 rl[(µ + ol)¢l+µol¢l] + r2[(µ + o2)¢2+µo2¢2], (Z.2) 
where ¢i = ¢(µ/oi) and ¢i = ¢(µ/oi). These equations are obtained 
from equations (1.11) and (1.12) by taking the sample statistics to 
their probability limits. In general, D = µ is not a solution so 
that D is not consistent. 
No closed form expression for the bias is obtainable but 
it can be computed numerically for specified values of µ, o1, o2, 
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r1 and r2. Table 1 below contains the results of such computations 
for a number of values of µ and varying degress of heteroscedasticity, 
For purposes of this illustration, the sampling ratio was fixed at 
2 2 r1 = r2 = 1/
2 and o1 and a2 were chosen so that r1 o1 + r2 o2 = 1. 
Probability limits for µ and a were computed for values of µ ranging 
from -2 to +4 and for A = o1/o2 ranging 1.5 to 4. These limits were 
then employed to compute E1, E2, and $ as defined in the previous 
section. The table contains the asymptotic bias for the maximum 
likelihood estimators of each of the four parameters. 
[Table 1 about here] 
The pattern of the bias is not particularly easy to 
summarize. I iJ - µI gets small as µ grows large since the degree of 
censoring diminishes. It seems to increase monotonically with A, 
the degree of heteroscedasticity, be negative for large negative µ 
and positive for large positive µ. The most serious bias is at 
negative µ and there are values for µ which yield zero bias. 
The asymptotic bias in µ is translated into biased esti-
mates of ¢, E1 and E2, but the pattern is quite different. The 
error in these statistics appears quite small, relative to (µ -µ), 
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as one might expect -- ML produces estimates D and a which in some 
sense best fit {¢, E
1 
and E2} to {P, M1, M2} while constraining the 
former to satisfy the implicit dependency. Curiously enough, the 
maximum error in, for example, ($ - <!>) appears to occur very near 
the point (value of µ ) where D = µ at each value of A . 
As noted above, heteroscedasticity is only one example of 
a misspecification which will lead to inconsistent maximum likelihood 
estimates -- it is used here only to illustrate the problem. 
Departure from normality, contamination, sampling from heterogeneous 
populations and perhaps even some nonrandom sampling,1 may all lead 
to similar failures. This is, by and large, in contrast with esti-
mation in noncensored normal samples. In that case, ML estimates of 
the location and scale parameters are independent and any misspeci-
fication which, for example, leaves the expectation of the sample, 
or more correctly the probability limit of the sample mean, 
unaffected will not cause inconsistency of the ML estimate of the 
location parameter or, identically the first population moment. Such 
robustness does not hold for the censored normal case of concern here. 
Any misspecification which effects the probability limit of any of 
these sample statistics, P, M
1 
or M2, will generate inconsistent 
estimates. If those probability limits coincide with some member 
of the family of censored normals, then ¢, E1 and E2 will be 
consistent even though µ and/or a are not. If no censored normal, 
i.e. no pair of values, a > 0 and µ ,  would generate those probability 
limits as values of <l>(µ/a), E(y; µ,a) and E(y2; µ,a ) respectively, 
13 
then, in general, none of the five MI.Es considered above will be 
consistent. The latter was exemplified by the heteroscedastic example. 
Finally it should be noted that the MOM estimators may in 
some limited sense be more robust. That is, so long as P, M1, and 
M2 converge, those statistics are consistent for the population 
parameters to which they converge. MOM estimators C and & will not 
generally be consistent for anything of interest, on the other hand, 
since the functional relationships employed for their derivation 
will not, in general, be correct under misspecification. 
III. AN ASYMPTOTIC TEST AGAINST MISSPECIFICATION 
14 
The sensitivity of MI.Es to specification error motivates a 
search for some reasonably general test. We suggest in this section 
an asymptotic specification test derived from the work of Hausman 
(1978]. Hausman's procedure may be outlined as follows. Let o0 
and e
l 
be two estimators of the parameter vector e such that under 
the null hypothesis, H0, they are both consistent and asymptotically 
normal with asymptotic variances v0 and v1. Further, let §0 be 
asymptotically efficient so that v0 = C1 and v1 -v0 is nonnegative 
definite. Then, as Hausman shows, q = e1 - 80 is asymptotically 
normal with variance vl - Vo. Letting vl and Vo be consistent for vl 
A A -1 
and v0 respectively, he constructs the statistic m = Nq'(V1 -v0) q 
which, he argues, is asymptotically x�K) under H0, where K is the 
dimension of 8. Consider now an alternative hypothesis, Ha, such 
that, under Ha, Plim BO I e but Plim el= e. Under these conditions 
q does not converge to zero and m is not asymptotically x2, so that 
m serves as a test statistic. Hausman proceeds to outline conditons 
under which m will follow a noncentral x2 so that the power of the 
test may be examined. 
The apparent attractions of Hausman's asymptotic test 
are the ease with which the variance of q may be obtained and the 
generality of the procedure. As regards the latter, the test is, 
simultaneously, against all alternatives under which el is consistent 
but 80 inconsistent, though of course the power of the test will 
vary with Ha. Thus a particular alternative hypothesis need not be 
fully specified -- all that is needed is an asymptotically efficient 
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estimator and a second consistent but inefficient estimator which 
exhibits a fair degree of robustness. 
The test appears particularly apt for the censored normal 
problem of sections I and II above. There we have a maximum likelihood 
estimator with all the desired asymptotic properties under the 
maintained assumptions but which may exhibit severe bias under a 
variety of seemingly innocuous misspecifications. We will, in what 
follows, adapt Hausman's test to this case. 
Regardless of the parameters of interest, maximum likelihood 
estimation yields the estimators D and & as either an intermediate or 
a final step. This vector (iJ, o)' exhibits the necessary properties 
A 
of the efficient estimator e0, but there does not exist a robust 
estimator of e (µ , o)' to serve the role of 81. For example, the 
MOM estimator, (v, o)', noted in section I is subject to the same 
sensitivity to misspecification as is the MLE.1 The first two sample 
moments, M1 and M2, on the other hand are, under very general condi­
tions, consistent for the first two population moments of whatever 
population is being sampled. And the MLE for these moments, E1 
A A A 2 A A E(y; µ, o) and E2 = E(y ; µ ,  o), as obtained from the invariance 
property, serves as the efficient counterpart. Furthermore we should 
note that the sample proportion of noncensored observations, P, is, 
again under general conditions and random sampling, consistent for 
the corresponding population fraction. It's efficient counterpart 
is ¢= qi(iJ/a). We thus have three population parameters for which 
both efficient and robust estimators are readily available. 
One might reason intuitively that since the censored normal 
distribution has only two parameters, the test statistic can and 
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should be constructed from only two of the three available estimator 
pairs -- use of all three would surely result in a singularity in the 
variance-covariance matrix for q. As will be shown directly, the 
problem is even more severe. Define q
1
, q2 and q3 as 
q1 
= p - qi<iJt&) (3. 1) 
q2 = M1 - E(y; iJ, a) 
2 A A q3 = M2 - E(y ; µ, o) 
µ - El (P -qi) 
1 -¢ 
A2 A2 µ + a - E2 
1 - qi 
(P - qi) 
where the equalities in 3.2 and 3.3 are obtained after substitution 
from equations (1. 1) and (1. 11), and (1.2) and (1. 12) respectively. 
Consider the expansions of q2 and q3 about µ and o. We obtain for 
q2 
µ - E 
q2 = __ 
l (P - qi) 
1 - qi 
µ - E P - qi (E - E )  + --1 p_qi (¢ - qi) 
1 -qi 1 1 1 -qi 1- qi  
µ - El A p - qi A p -qi A -- (qi -qi) + --(qi - qi) + --(µ - µ )  + R2 1-qi 1 -qi 1 -qi 
where R2 includes all second and higher order terms. Note that R2 
A -1 /2 and all terms like (P -qi) • (E1 - E1 ) are of smaller order than N 
since P, E1, iJ and ¢ are all consistent under H0. Thus q2 may be 
simplified to 
µ-E 
q2 = __ 
l (P - �) + o(N -1/2). 1 -qi 
(3. 2) 
(3. 3) 
(3 .4) 
Similarly for q3 we obtain 
q = 3 
2 2 11 + a - E2 
1-cI> 
(P - Cl>) -
µ2 + a2 - E A 2 (Cl> -Cl>) + 
1- cI> 
2 2 11 + a - E 2 (E2 -E2) (P -cI>) 1- <P 
2 2 11 + a - E 
2 
2 (� -C!>)(P -Cl>) 
(1 -Cl>) 
2 2 a  A + �<il-11)(P-cI>) + l-cI>(o-o)(P-1>) + R2. 
Again, consistency of E2, P, ¢, 0 and a allows simplification to 
q3 
2 2 E -1/2) 
11 + a - 2 
(P _ �) + o(N • 
1 - cI> 
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In the limit, then, q2 and q3 are constant multiples of q1 = (P- $ )  
so that the asymptotic covariance matrix V{q), where q = (q1, q2, 
q3)1, must have rank one. 
The Hausman article failed to acknowledge the possibility 
that V(e1) - V(e0) might sometimes or always be singular in a 
particular application. But the resolution of such a difficulty is 
obvious -- base the test on some subset of the estimator pairs which 
is not perfectly colinear. In the case at hand we will choose 
the estimator pair ($, P) on computational grounds, but in fact it 
makes little difference which of the three we choose. 
The next step is to obtain the asymptotic variance of 
P- $. Rather than compute it directly, we will obtain it, as did 
Hausman, from V (P) -V(¢). Pis of course binomial and IN(P-C!>) -
(3.5) 
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AN(O, cI>(l - Cl>)), so that the asymptotic variance of P is V(P) = cI>(l -Cl>). 
The asmyptotic distribution of $ and, for completeness, E1 
and E2 is obtained as follows. Expand each of the three terms in a 
first-order Taylor series about (11, a). (Consistency guarantees that 
higher order terms are o (N -1 12) so they may be neglected ). We obtain 
A A 1 A 11 cI> -cI>"" (11- 11)¢0 - (a- a)<P 2 
a 
E
l - El ""' ({; -11)<1> + (a - a)¢ 
E2 - E2 �, <0 -11) • 2 • (11 cI> + a ¢) + (a -a) • 2 • a cI> 
Each of the three statistics times IN will, in the limit, follow 
the same asymptotic normal distribution as the respective linear 
combination of IN <il -11) and IN (a -a). That is, 
(
¢
 - cI> ) 
IN �l - El 
E2 - E2 
A N (O, A'I-lA )  
where I is the information matrix defined in (1.14) and A is given 
by 
A 
[ lrp 
_: �¢ a a 
2 • E l 
2 ·a 
1
cI> • 
<P 
¢ 
In particular the asymptotic variance of ¢ is given by 
(3.6) 
(3. 7) 
(3.8) 
(3. 9) 
V(¢) 1 2 A 1 11  2 A (-¢) v (11) + (--rp) v (a) a a a 
1 11 2 A A 2 - -rp Cov (11,o). 2 a (3 .10 ) a 
In principle, any consistent estimators of V(P) and V(�) 
may be employed in construction of the test statistic. The 
following variance estimator is guaranteed to be positive, and 
experimentation suggests that it serves the purpose well:2 
V(P -�) A 
A 1 A cl> • (1 - cl>) - bdi 
(j 
-� g ¢][I(i1, o )] -l ( !� ] 
a a a 
lJl ¢ 
-AA 
(j (j 
We have, then, the following result which defines the 
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asymptotic specification test. Under the maintained hypothesis of a 
sample from an i.i. d. censored-normal propulation with location 
and scale parameters µ and o, the statistic 
m A 2 
A A 
N • (P - cl>) I v (P - cl>) 
follows, asymptotically, a x2 distribution with one degree of 
freedom. 
The power characteristics of the test under various 
alternative hypotheses are not derived here. But we do offer, as 
evidence on the efficacy of the test, the following results from 
some simple simulation experiments. Six experiments were run under 
varying conditions with respect to sample size, location parameters 
and degree of misspecification. In the first of the experiments 
the model was correctly specified, while the next five involved a 
heteroscedastic misspecification as examined in section II. In 
each experiment, two samples of size N/2 were drawn randomly from 
a N(µ, 0�) distributions, the two subsamples were combined and 
1 
(3 .11) 
(3 .12)  
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censored at zero, ML estimates µ and a were obtained under the i. i. d .  
censored -normal assumption, and the statistic m was computed. This 
process was repeated fifty times (100 in the correctly specified 
experiment ) to obtain fifty (100 ) observations on the statistic 
m under the prespecified structure. The six experiments differed 
in sample size N (100, 250, 500 or 1000), and the location parameter 
µ (-.5 or + .5). In all five misspecified experiments, the two 
population scale parameters were fixed at 
corresponding to A = o1/o2 = 2 and (o� + 
(j = 1 
a; )/2 
.6325 and o2 = 1.2649, 
= 1. 
Table 2 summarizes the results of those six experiments. 
For each experiment the table contains the nine decile values for 
the statistic; its mean and variance; the proportion of the sample 
exceeding critical x2 values for tests with a =  . 01, .05, 
a 
.10 and . 25; and, for comparison with table 1, computed values 
for � -P and TI" - µ. A column containing relevant parameters for 
the x�l )  distribution is included as a benchmark. 
[Table 2 about here] 
The results from experiment "H0" suggest that with no 
misspecification the statistic m fits the x�l )  distribution 
reasonably well even for the moderate sample size of 100. With 
large samples the test seems quite effective at detecting the employed 
degree of misspecification -- the null hypothesis is rejected at 
a = .05 in 48 of the 50 samples in experiment 11H511 with N = 1000 
and 23 of the 50 samples in experiment 11H311 with N = 500. For 
smaller sample sizes the results are less encouraging -- rejection 
rates at a = . 05 are 6/50 and 3/50 in the two misspecified 
experiments with N = 100 and 12/50 in the one with N = 250. 
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IV. THE EXTENSION TO A REGRESSION MODEL 
Section III introduced a specification test for the case 
of an i. i.d. censored-normal random variate. We sketch here the 
extension to a regression model. 
Let Xi 
be a k-element vector of exogenous variables, B be 
a k-element vector of unknown regression parameters, and specify 
F(yi) 
(y. - B 'X. ) 
<P 1 1 
(J 
0 
for yi > 
0 
for y
l 
< 0 
This is of course the tobit model more commonly described by 
Yi B'X. 
+ u. 
1 1 
if RHS > 0 
0 otherwise 
"J 2 ui IN(O, a ) 
The likelihood for a random sample of size N is given by equation 
1. 5  with µ replaced by B'Xi. 
Define X as the N x K matrix containing X� in the ith row; 
Y as the N x 1 vector with typical element y i; W as the N x N diagonal 
matrix containing the indicator variable, wii 
1 if y
i 
> 0, 0 
otherwise, along the diagonal; .P._ be the N x 1 vector with ¢(S'X/a) 
at element i; and� be the N x N diagonal matrix with <P(B'X./a) at 
1 
position ii. When .P_ and _! are evaluated at the MLEs B and a, they 
A � 
will be indicated as :E_ and _! respectively. Otherwise they will 
be evaluated at the true values, s0 and a0• 
(4 .1) 
Now the likelihood equations may be written, after simpli-
fication, as 
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A -1 
X' w x B + & X' [I - W][I - !J i X'Y (4.2) 
and 
A -1 
§• x•wx§ + o2Tr[W] + &$• x• [I - w][r-!J ¢ = Y'Y (4.3) 
So long as the yis are random with distribution as specified in 4.1 
and the sequence Xi is such that 
lim.!x •x 
N+ooN 
Q pos. def., 
solution of 4.2 and 4.3 will yield estimates which are consistent, 
asymptotically normal, and asymptotically efficient. That is, 
/N[(D- (:)] � AN  [o, LimI(S,o)-l] N +oo 
with I defined as 
1 1 [ I (f3,0)=
02"N 
x'[c+!Jx 
Lt - CB] 'X 
X'[.P_- CB] 
B'CB - B'_t + 2Tr[!J] 
where C is an N x N diagonal matrix with typical diagonal element 
cii 
ip(�r 
(S'X.) 1- iP a2'-
S'X (S'X . ) __ i <1>--1 
a a 
and B is an N element vector with typical element bi = (S'Xi)/o. 
Violation of any of the distributional assumptions will 
in general lead to an inconsistent estimator. We seek then a 
general test for those assumptions. The test we propose is again 
the Hausman test, based this time on estimates of E(�X'Y). Under 
fairly general conditions on X. and the distribution of y., .!x• Y 1 1 N 
(4.4) 
will be consistent for its expectation. Under the maintained 
assumptions for the censored normal regression model, it will be 
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consistent and asymptotically normal though inefficient. Taking Xi 
as fixed, the first two moments of yi are given by 
and 
Thus 
(
S'X \ (S'X ) E (yi; S, a) = S'XiiP -o1--; + a ip � 
2 E (yi; S, a) 
S'X S'X ) 
S'X ) (S'Xi)
2 iP( a i) + o2i!>( � + S'Xi a¢(� 
E = E(lx· Y; s. o) xy N l[x'�X f3 + a X' ¢] N - -
and the variance of � X 'Y is 
V = vclx1Y·f30) = lx•v x 1 N ' N Y 
where V is an N x N diagonal matrix with diagonal elements E(y�) y 1 
E(y.)2 as defined in (4.5) and (4.6). Thus, 
1 
IN <ix'Y - EXY) � AN(O, lim v1). n +oo 
(4.5) 
(!;. 6) 
(4. 7) 
(4 .8) 
1 NX'Y is the consistent but inefficient estimator we require for the test 
statistic and its variance is given by expression (4.8). 
The corresponding efficient estimator is the maximum likeli-
hood estimator for EXY' Define the statistic EXY as expression 4.7 
evaluated at the MLEs S and o. Its variance is obtained by expanding 
it about f3 and o, 
" EXY - EXY irx'_!X(S-B) + X':E_(�-o)] + o(N-l/Z) (4. 9) 
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The left side of (4.9) will thus have the same asymptotic distribution 
as the indicated linear combination of (S - $) and (a - a). That is, 
IN (EXY - ExY) ""' AN(O, liin v 0) N+oo 
where v0 is defined by 
VO 
1 --[X' <PX 
NZ -
X'_!]I($, af
1 
[X' !xl 
!' x 
(4 .10) 
Combining these results, we obtain the desired test statistic, 
1 " " " -1 1 
m = N(NX' Y - EXY)'(V1-
v0) (NX' Y 
- EXY
) (4 .11) 
where �l and v0 are obtained by evaluation of (4.8) and (4.10) 
respectively at the MLEs Sand a.2 Under the maintained assumptions, 
this statistic will follow, asymptotically, a x�k) distribution. 
V. SUMMARY 
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The Tobit model and maximum likelihood estimation of it are 
being employed with increasing frequency in economics and other areas. 
The assumptions of that model are quite strong, and more attention 
must be paid to the effect of violating those assumptions to avoid 
erroneous inferences. 
We have argued above that MLEs for this model lack robust-
ness against misspecification. This was illustrated in section II 
for the nonregression case with numerical results on the asymptotic 
bias arising from heteroscedasticity. Similar results will hold for 
other violations of the assumptions and extend to the regression case 
as well. 
Given this sensitivity, some general test against misspeci-
fication would be most helpful. Such a test was developed along the 
lines of the asymptotic test proposed by Hausman. That test requires 
two estimators: One exhibiting consistency and asymptotic efficiency 
under the null hypothesis and inconsistency under misspecification, 
and the other exhibiting consistency under the alternative as well 
as the null hypothesis. The natural estimators to employ for this 
test would be those for the location and scale parameters. But, for 
the types of misspecification of concern here, tho se parameters are 
not necessarily the same under the maintained and alternative models. 
Thus we suggest using estimators for population moments. We further 
demonstrate a singularity in the asymptotic covariance matrix when 
the test is applied to a pair of estimators whose dimension equals 
the total number of unknown parameters. The test must therefore be 
based on some reduced set of estimators. 
The suggested test statistics are given by expressions 
(3. 12) and (4.11) for the nonregression and regression cases 
respectively. Consistent estimators of the required asymptotic 
covariance matrices are suggested which will be positive definite 
even with finite samples. The performance of the test statistic in 
the nonregression case was examined by Monte-Carlo methods at the 
27 
end of section III. The results suggested that the test statistic 
fits its asymptotic x2 distribution reasonably well even for moderate 
sample sizes and was quite effective in detecting a heteroscedastic 
misspecification in samples greater than 500. The test appears to 
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FOOTNOTES 
Introduction 
1. Hausman and Wise [1978] have noted inconsistencies arising 
from misspecification in probit-logit models. The effect 
Section I 
of heteroscedasticity has been examined by Maddala and 
Nelson [1975] and by Maddala [1979] in the case of the tobit 
model and by Hurd [1977] in a truncated variable model. 
1. Amemiya [19 ] presents the moments from a truncated normal 
exhibit rather weak power, however, with smaller sample sizes. from which these are readily derived. 
2. Cohen [1950] presented similar equations for a variety of 
censoring and truncation schemes. He proposed estimation 
of E, = (µ - T) /a where T is the (known) censoring threshold. 
Section II 
1. The independence assumption is perhaps the least crucial. 
Under first-order serial correlation, for example, the 
three relevant sample statistics will converge to the 
corresponding population parameters, guaranteeing con­
sistency. 
Section III 
1. Hauseman's condition that e1 be consistent under Ha may 
be stronger than necessary -- his test might serve well, 
so long as Plim 811 Plim 80 under Ha. In the present , 
case, that would mean the test could be based on (µ, a) 
and (µ, o). We have not investigated that possibility 
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since (µ, o) are computationally more difficult than other 
2. 
statistics we can use. 
A A -1 Use of P(l - P) in place of <I> • (1 - <I>) and/or -H in 
place of z-l will yield the same asymptotic results but 
produce the unesthetic small sample result of occasional 
negative variance estimates. 
SECTION IV 
1 .  As before, statistics for E(Y1Y) and Tr(!) might be included 
as well but would involve a singularity in the asymptotic 
var-cov matrix for the difference vector. Of the K + 2 
possible statistic pairs, we must choose only k. 
2. Again there exist other consistent estimators for v1 and v0, 
-1 use of -H in (4.9 ) for example, but they will not 
guarantee a positive definite variance estimate for the 
difference. 
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