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A NOTE ON THE OPTIMAL BOUNDARY REGULARITY FOR THE
PLANAR GENERALIZED P−POISSON EQUATION
SAIKATUL HAQUE
TIFR-CENTRE FOR APPLICABLE MATHEMATICS
Abstract. In this note, we establish sharp regularity for solutions to the following generalized
p-Poisson equation
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f
in the plane (i.e. in R2) for p > 2 in the presence of Dirichlet as well as Neumann boundary
conditions and with h ∈ C1−2/q , f ∈ Lq, 2 < q ≤ ∞. The regularity assumptions on the
principal part A as well as that on the Dirichlet/Neumann conditions are exactly the same as in
the linear case and therefore sharp (see Remark 2.8 below). Our main results Theorem 2.6 and
Theorem 2.7 should be thought of as the boundary analogues of the sharp interior regularity
result established in the recent interesting paper [1] in the case of
(1) − div (|∇u|p−2∇u) = f
for more general variable coefficient operators and with an additional divergence term.
Keywords: Optimal boundary regularity; Planar generalized p-Poisson equation.
1. Introduction
In this paper, we study sharp C1,α regularity estimates in the plane for
(2) − div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f,
with Dirichlet/Neumann boundary conditions when h ∈ C1−2/q, f ∈ Lq, 2 < q ≤ ∞. In the
linear case, i.e. when p = 2, it is well known that solutions to
− ∆u = f ∈ L∞(B1)
are of class C1,αloc for every α < 1 but need not be in C
1,1. In the degenerate setting p > 2,
the situation is quite different and the smoothing effect of the operator is less prominent as the
following radially symmetric example shows. More precisely for (0 < a < 1)
(3) u(x) = |x|1+a
(as mentioned in [2]) we have that
(4) div (|∇u|p−2∇u) = ca,p|x|
ap−a−1
for some constant ca,p 6= 0 if a 6= 3/(p− 1). The RHS is in L
q(B1) if a > (1− 2/q)/(p− 1). This
example shows that the best regularity that one can expect for solutions to (1) is C1,(1−2/q)/(p−1).
In fact, this example gives rise to the following well known conjecture among the experts in this
field and is referred to as the Cp
′
conjecture.
Conjecture(Cp
′
conjecture): Solutions to (1) are locally of class C1,
1
p−1 for p > 2 with
f ∈ L∞.
Note that the same example shows if h ∈ C1−2/q then the best regularity we can expect for
solutions to (2) is C1,(1−2/q)/(p−1).
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Over here, we would like to mention that although the conjecture is open, nevertheless it is
well known that solutions to (1) are locally of class C1,α for some exponent α depending on p
and n. See for instance, [5], [10], [17], [18].
Very recently, the Cp
′
conjecture has been solved in the planar case in [1]. The proof in [1] relies
on a crucial global C1,α estimate for p-harmonic functions in the planar case for some α > 1p−1
combined with a certain geometric oscillation estimate which has its roots in the seminal paper
of Caffarelli, see [4]. This very crucial global C1,α estimate for planar p-harmonic functions
follows from results in [3] which exploits the fact that the complex gradient of a p-harmonic
function in the plane is a K-quasiregular mapping. Over here, we would like to mention that no
analogous result concerning similar quantitative regularity for p-harmonic functions is known in
higher dimensions.
In [15], (1) was studied with f ∈ Lq, 2 < q <∞ and optimal interior regularity was achieved
in plane by Lindgren and Lindqvist. Recently in an interesting work of Araujo and Zhang, [2]
more general p-Poisson equation (but h = 0) is studied and some interior regularity is achieved.
We assume A ∈ C(1−2/q)/(p−1) to achieve the same regularity as in the case of the p-Poisson
equation.
In this paper, we make the observation that the ideas in [1] can be applied to more general
variable coefficient equations with Dirichlet and Neumann boundary conditions. Over here,
we would like to mention that although our work has been strongly motivated by that in [1],
it has nonetheless required certain delicate adaptations in our setting due to the presence of
the boundary datum. To apply certain iteration, as in [1], one needs to ensure smallness of
boundary datum at each step of iteration, as the reader can see in the proofs of Theorems 3.4,
3.10. Moreover, we finally needed to combine the interior estimate and the estimate at the
boundary in order to get a uniform estimate and this required a bit of subtle analysis as well,
as can be seen in the proof of Theorem 2.6 after Theorem 3.6. In closing, we would like to
mention two other interesting results which are closely related to this article. In [8] (see also
[9]), Kuusi and Mingione established the continuity of ∇u assuming f in the Lorentz space
L(n, 1p−1) and where the principal part is sightly more general as in [2] and has Dini dependence
in x. Moreover, a moduli of continuity of ∇u is also established in the same article when the
principal part has Ho¨lder dependence in x and f ∈ Lq for n < q ≤ ∞.
The paper is organized as follows: In Section 2, in order to keep our paper self contained, we
gather some known regularity results and then state our main results. In Section 3, we prove our
main result by following the ideas in [1]. Finally in Section 4 and 5, we prove auxiliary regularity
results of Giaquinta-Giusti type (see [6]) for certain equations with quadratic non-linearities
which are required in our analysis. Such results hold for arbitrary dimensional Euclidean space
R
n and are slight extensions of the results in [6] and hence could possibly be of independent
interest.
2. Preliminaries and statements of the main results
For notational convenience, we will denote the nonlinear p-laplacian operator by ∆p. We
will denote by W 1,p(O) the Sobolev space of functions g which together with its distributional
derivatives gxi , i = 1, · · · , n, are L
p integrable. Also ∇g (or sometimes Dg) will denote the
total gradient of g. We will denote by C1,α(O) the class of functions v which have Ho¨lder
continuous first order derivatives with Ho¨lder exponent α. By ‖ · ‖Cα we mean the maximum of
L∞-norm and the α-Holder semi-norm. Also by ‖ · ‖C1,α we mean the maximum of L
∞-norm
and the ‖ · ‖Cα-norm of the gradient. Finally, an arbitrary point in R
n will be denoted by
x = (x1, · · · , xn) and Br(x) will denote the Euclidean ball in R
n centered at x of radius r. Let
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us set B+r = Br(0) ∩ {xn > 0} and B
′
r = Br(0) ∩ {xn = 0}. Throughout our discussion, we will
always assume that p > 2.
We now state the relevant result from [1] concerning quantitative C1,α regularity for planar
p-harmonic functions which is obtained from the estimates in [3]. See Proposition 2 in [1].
Theorem 2.1. For any p > 2, there exists 0 < τ0 <
p+2
p−1 such that p-harmonic functions in
B1 ⊂ R
2 are locally of class C
1, 1
p−1
+τ0 . Furthermore, one has the following quantitative estimate
(5) ||u||
C
1, 1p−1+τ0
(B1/2) ≤ Cp||u||L∞(B1)
Before proceeding further, we make the following important remark.
Remark 2.2. We note that in the plane, infact there is a better regularity result due to Iwaniec
and Manfredi (see [7]) which assures that any p-harmonic function is of class C1,α
∗
where α∗ >
1
p−1+τ0 where τ0 is as in Theorem 2.1. More precisely, we have that α
∗ has the following explicit
expression
α∗ =
1
6
(
p
p− 1
+
√
1 +
14
p− 1
+
1
(p− 1)2
)
and this regularity is optimal. However, no explicit estimates on the control of C1,α
∗
norm has
been stated in [7] and that is precisely the reason as to why the proof in [1] relies on the estimate
in Theorem 2.1.
We now state the relevant C1,α boundary regularity result established in [11]. These re-
sults hold for arbitrary dimensional Euclidean space Rn and will be needed in the compactness
arguments as in the proof of Lemma 3.1 and Lemma 3.7.
Proposition 2.3. Let u ∈W 1,p(B+1 ) solves
(6) − div A(x,Du) = −div h+ f in B+1 , u = φ on B
′
1
with ‖u‖L∞(B+1 )
≤ 1 and A satisfies
(7)
∂ζjA
i(x, ζ)ξiξj ≥ λ|ζ|
p−2|ξ|2, |∂ζjA
i(x, ζ)| ≤ L|ζ|p−2, |A(x, ζ)−A(y, ζ)| ≤ L(1+ |ζ|)p−1|x−y|α,
‖h‖
Cα(B+1 )
≤ L, ‖f‖Lq(B+1 )
≤ L where q > n, ‖φ‖C1,α(B′1) ≤ L. Then there exists a positive
constant β = β(α, λ, L, p, q, n) such that
‖u‖
C1,β(B+
3/4
)
≤ C(α, λ, L, p, q, n).
Proposition 2.4. Let u ∈W 1,p(B+1 ) solves
(8) − div A(x,Du) = −div h+ f in B+1 , A
n(x,Du) = φ on B′1
with ‖u‖L∞(B+1 )
≤ 1 and A satisfies (7), ‖h‖
Cα(B+1 )
≤ L, ‖f‖Lq(B+1 )
≤ L where q > n,
‖φ‖Cα(B′1) ≤ L. Then there exists a positive constant β = β(α, λ, L, p, q, n) such that
‖u‖
C1,β(B+
3/4
)
≤ C(α, λ, L, p, q, n).
Remark 2.5. We note that although the regularity result in [11] is stated for f ∈ L∞ and h = 0,
nevertheless the proof in [11] can be adapted in a straightforward way to cover the situations in
Proposition 2.3 and Proposition 2.4.
From now on till the end of section 3, we set γ = (1− 2/q)/(p − 1), Γ = 1− 2/q. For q =∞
we interpret 1/q as zero. We now state our main results. In the case of Dirichlet conditions, we
have the following result.
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Theorem 2.6. Let Ω be a C1,γ domain in R2 and x0 ∈ ∂Ω. Let u be a solution to
(9)
{
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in Ω ∩Br0(x0)
u = g on ∂Ω ∩Br(x0)
for some r0 > 0. On the coefficient matrix A, we assume that A ∈ C
γ(Ω) and there exists λ > 0
such that
(10) λ|ξ|2 ≤ Ai,jξiξj ≤ λ
−1|ξ|2
Furthermore assume that g ∈ C1,γ(∂Ω), h ∈ C1−2/q(Ω) and f ∈ Lq(Ω) with q > 2. Then we
have that u ∈ C1,γ(Ω ∩B r0
2
(x0)).
Now in the Neumann case, our result can be stated as follows.
Theorem 2.7. Let Ω be a C1,γ domain in R2 and x0 ∈ ∂Ω. Denote by ν the outward unit
normal to ∂Ω. Let u be a solution to
(11)
{
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in Ω ∩Br0(x0)
〈A∇u,∇u〉
p−2
2 〈A∇u, ν〉 = |g|p−2g on ∂Ω ∩Br(x0)
for some r0 > 0. The assumptions on A are as in the previous theorem. Furthermore assume
that g ∈ Cγ(∂Ω) , h ∈ C1−2/q(Ω) and f ∈ Lq(Ω) with q > 2. Then u ∈ C1,γ(Ω ∩B r0
2
(x0)).
Remark 2.8. Over here we would like to mention that the regularity result in Theorem 2.6 and
Theorem 2.7 are sharp in the sense that even in the linear case p = 2, we would get the same
conclusion with the stated regularity assumptions on A,Ω and g.
3. Proof of the main results
3.1. Proof of Theorem 2.6. Without loss of generality, by rotation of coordinates, we may
assume that there exists s < r0 such that for x0 ∈ ∂Ω, Ω ∩ Bs(x0) is given by {(x1, x2) : x2 >
φ(x1)} ∩ Bs(x0) where φ ∈ C
1,γ . It suffices to show that u ∈ C1,γ(Ω ∩B s
2
(x0)) and then the
conclusion of the theorem would follow by a standard covering argument. Now by using the
transformation,
(12)
{
y1 = x1
y2 = x2 − g(x1)
we may assume that u solves
(13)
{
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+s
u = g on Bs ∩ {x2 = 0}
where A, f, g satisfies similar assumptions as in the hypothesis of Theorem 2.6. Then by the
following change of variables
x 7→ A(0)
−1
2 x
and a subsequent rotation, we can reduce it to the case that A(0) = I where I denote the
identity matrix. Now by using the rescaling us(x) = u(sx), we may assume that s = 1 in (13).
We now let
Mλ =
{
M ∈ Cγ(B+1 ∪B
′
1,M2(R)) : λ|ξ|
2 ≤Mi,jξiξj ≤ λ
−1|ξ|2, ‖M − I‖Cγ (B+1 )
≤ 1,M(0) = I
}
,
(14) Oλ =
{
M ∈ Cγ(B1,M2(R)) : λ|ξ|
2 ≤Mi,jξiξj ≤ λ
−1|ξ|2, ‖M − I‖Cγ(B1) ≤ 1,M(0) = I
}
Following [1], we denote by A(p, d) the following class of functions.
A(p, d) =
{
u ∈ L∞(B1) ∩W
1,p(B1/2) : ∆pu = 0 in B1/2
}
.
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We now have the following boundary version of the small C1 corrector lemma (See Lemma 3
in [1]). Let α ≥ γ.
Lemma 3.1. Let u ∈W 1,p(B+1 ) be a weak solution of
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= −div h+ f in B+1 , u = g on B
′
1,
with ‖u‖L∞(B+1 )
≤ 1, A ∈ Mλ. Then for given ε > 0, there exists δ = δ(p, ε, λ) > 0 such that
if ‖h‖
Cα(B+)
≤ δ, ‖f‖Lq(B+1 )
≤ δ, ‖g‖C1,γ (B′1)
≤ δ and ‖A − I‖Cγ(B+1 )
≤ δ, then we can find a
corrector ξ ∈ C1(B+1/2), with
|ξ(x)| ≤ ε and |∇ξ(x)| ≤ ε for all x ∈ B+1/2
satisfying
− ∆p(u+ ξ) = 0 in B
+
1/2 and u+ ξ = 0 on B
′
1/2.
Proof. If not there exists an ε0 > 0 and sequences {uj} in W
1,p(B+1 ), {hj} in C
α(B+1 ), {fj} in
Lq(B+1 ), {gj} in C
1,γ(B
′
1) and {Aj} in Mλ satisfying
− div(〈Aj∇uj ,∇uj〉
p−2
2 Aj∇uj) = −div hj + fj in B
+
1 , uj = gj on B
′
1,
‖uj‖Lq(B+1 )
≤ 1, ‖hj‖Cα(B+) ≤
1
j
, ‖fj‖Lq(B+1 )
≤
1
j
, ‖gj‖C1,γ (B′1)
≤
1
j
and ‖Aj − I‖Cγ(B+1 )
≤
1
j
but for each ξ satisfying
− ∆p(uj + ξ) = 0 in B
+
1/2 and uj + ξ = 0 on B
′
1/2.
we have ‖ξ‖C1(B+
1/2
) > ε0. Using Proposition 2.3, we have that for some β > 0 depending on
p, γ, λ,
‖uj‖C1,β(B+
3/4
)
≤ C = C(λ, p, q, γ).
Now by applying Arzela-Ascoli, we can assert that for a subsequence {uj}, uj → u∞ in C
1(B+3/4)
and u∞ ∈ C
1,β(B+3/4). Also by a standard weak type argument using test functions, we can show
that
− ∆pu∞ = 0 in B
+
1/2 and u∞ = 0 on B
′
1/2
At this point, by setting ξj = u∞ − uj , we see that
− ∆p(uj + ξj) = − ∆pu∞ = 0 in B
+
1/2 and uj + ξj = 0 on B
′
1/2
Now for large enough j, we have that ‖ξj‖C1(B+
1/2
)
≤ ε0 which is a contradiction. This implies
the claim of the Lemma. 
We now discuss the applicability of Lemma 3.1 (and subsequent results in this sections). Let
u ∈ L∞(B+1 ) solves
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B1, u = g on B
′
1
with f ∈ Lq(B+1 ). Set for 0 < r ≤ 1,
v(x) =
u(rx)− u(0)
‖u‖L∞(B+1 )
for x ∈ B+1 .
Then ‖v‖L∞(B1) ≤ 1 and v solves
− div(〈B∇v,∇v〉
p−2
2 B∇v) = − div h1 + f1 in B1, v = g1 on B
′
1
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where B(x) = A(rx),
h1(x) =
rp−1
‖u‖p−1
L∞(B+1 )
(
h(rx)− h(0)
)
, f1(x) =
rp
‖u‖p−1
Lq(B+1 )
f(rx), g1(x) =
g(rx)− g(0)
‖u‖L∞(B+1 )
for x ∈ B1. Note that for x, y ∈ B1,
‖[B − I](x)− [B − I](y)‖ = ‖A(rx)−A(ry)‖ ≤ rγ‖A− I‖Cγ(B1)‖x− y‖
γ ,
and
‖f1‖Lq(B+1 )
=
rp
‖u‖p−1
L∞(B+1 )
(∫
B+1
|f(rx)|qdx
)1/q
=
rp−2/q
‖u‖p−1
L∞(B+1 )
(∫
Br
|f(y)|qdy
)1/q
=
rp−2/q
‖u‖p−1
L∞(B+1 )
‖f‖Lq(B+r ) ≤
r
‖u‖p−1
L∞(B+1 )
‖f‖Lq(B+r ).
Therefore choosing r ∈ (0, 1), small enough, we can ensure ‖B − I‖Cγ(B1) ≤ δ, ‖h1‖Cα(B+) ≤ δ,
‖f1‖Lq(B+1 )
≤ δ, ‖g1‖C1,γ(B′1)
≤ δ so that we can apply Lemma 3.1. Also for r ∈ (0, 1) small
enough, |∇v| ≤ 1 in B+1 , using Proposition 2.3. In order to achieve the final result we need to
rescale back from v to u.
Lemma 3.2. There exists a λ0 ∈ (0, 1/2) and δ0 > 0 such that if ‖h‖Cα(B+) ≤ δ0, ‖f‖Lq(B+1 )
≤
δ0, ‖g‖C1,γ (B′1)
≤ δ0 and ‖A− I‖Cγ (B+1 )
≤ δ0 with A ∈ Mλ and u ∈W
1,p(B+1 ) is a weak solution
to
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 , u = g on B
′
1,
with ‖u‖L∞(B+1 )
≤ 1, then
sup
x∈B+λ0
|u(x)− [u(0) +∇u(0) · x]| ≤ λ1+γ0 , sup
x∈B+λ0
|∇u(x)−∇u(0)| ≤ λγ0 .
Proof. Let ε > 0 which will be fixed later. Then previous Lemma will give a δ0 so that if
‖h‖
Cα(B+)
≤ δ0, ‖f‖L∞(B+1 )
≤ δ0, ‖g‖C1,γ (B+1 )
≤ δ0, ‖A− I‖Cγ (B+1 )
≤ δ0 and u ∈ W
1,p(B+1 ) is a
weak solution to
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 , u = g on B
′
1,
with ‖u‖L∞(B+1 )
≤ 1, we have a ξ ∈ C1(B+1/2), with ‖ξ‖C1(B+
1/2
)
≤ ε such that u + ξ ∈ A(p, d)
(after extending ξ to full of B+1 ∪ B
′
1 with ‖ξ‖C1(B+1 ∪B′1)
≤ ε followed by an odd reflection of
u + ξ to the bottom half of B1). Then for x ∈ B
+
λ0
with λ0 ∈ (0, 1/2), using Theorem 2.1, we
have
|u(x)− [u(0) +∇u(0) · x]| ≤|(u+ ξ)(x)− [(u+ ξ)(0) +∇(u+ ξ)(0) · x]|
+ |ξ(x)| + |ξ(0)|+ |∇ξ(0) · x|
≤Cp(1 + ε)λ
p′+τ0
0 + 3ε.
Also
|∇u(x)−∇u(0)| ≤ |∇(u+ ξ)(x)−∇(u+ ξ)(0)| + |∇ξ(x)|+ |∇ξ(0)|
≤ Cp(1 + ε)λ
p′−1+τ0
0 + 2ε.
We choose λ0 ∈ (0, 1/2) small enough, to ensure
Cp(1 + 1)λ
p′+τ0
0 ≤
1
2
λ1+γ0
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and we fix ε = λ1+γ0 /6. This completes the proof. 
Let us fix the λ0 as in Lemma 3.2. Then we have the following corollary as a consequence of
Lemma 3.2 and triangular inequality.
Corollary 3.3. There exists a δ0 > 0, such that if ‖h‖Cα(B+) ≤ δ0, ‖f‖Lq(B+1 )
≤ δ0, ‖g‖C1,γ (B′1) ≤
δ0 and ‖A− I‖Cγ(B+1 )
≤ δ0 with A ∈ Mλ and u ∈W
1,p(B+1 ) is a weak solution to
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 , u = g on B
′
1,
with ‖u‖L∞(B+1 )
≤ 1, then
sup
x∈B+λ0
|u(x)− u(0)| ≤ λ1+γ0 + |∇u(0)|λ0.
Theorem 3.4. There exist a constant C and δ0 > 0 such that if A ∈ Mλ and u ∈ W
1,p(B+1 )
solves
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 , u = g on B
′
1,
with ‖u‖L∞(B+1 )
≤ 1, ‖h‖
CΓ(B+)
≤ δ0, ‖f‖Lq(B+1 )
≤ δ0, ‖g‖C1,γ (B′1)
≤ δ0 and ‖A−I‖Cγ (B+1 )
≤ δ0,
then for all 0 < r ≤ 1
sup
x∈B+r
|u(x) − u(0)| ≤ Cr1+γ
(
1 + |∇u(0)|r−γ
)
, sup
x∈B+r
|∇u(x)−∇u(0)| ≤ Crγ
(
1 + |∇u(0)|r−γ
)
.
Proof. Let δ = δ02 , with δ0 as in Corollary 3.3. Assume ‖h‖CΓ(B+) ≤ δ, ‖f‖L∞(B+1 )
≤ δ,
‖g‖C1+γ (B+1 )
≤ δ, ‖A− I‖Cγ (B+1 )
≤ δ. Without loss of generality assume δ ≤ 1. Set a0 = 1 and
for k = 0, 1, 2, 3, · · ·
ak+1 = λ
1+γ
0 ak +
1
δ
|∇u(0)|λk+10 .
Then we claim that
sup
x∈B+
λk
0
|u(x)− u(0)| ≤ ak.
Our claim is true for k = 1 by Corollary 3.3. Assume the claim is true for k. Consider the
function w defined by
w(x) =
u(λk0x)− u(0)
ak
, for x ∈ B+1 .
By induction, ‖w‖L∞(B+1 )
≤ 1 and
− div (〈A1∇w,∇w〉
p−2
2 A1∇w) = − div h1 + f1 in B
+
1 , w = g1 on B
′
1,
with A1 = A(λ
k
0 ·),
h1 =
λ
k(p−1)
0
ap−1k
(
h(λk0 ·)− h(0)
)
, f1 =
λkp0
ap−1k
f(λk0 ·), g1 =
g(λk0 ·)− g(0)
ak
.
Note that A1 ∈Mλ, ‖A1 − I‖Cγ(B1) ≤ δ0 and
‖f1‖Lq(B+1 )
=
λ
k(p−2/q)
0
ap−1k
‖f‖Lq(B+
λk
0
) ≤ ‖f‖Lq(B+
λk
0
) ≤ δ0.
For x, y ∈ B+1 ,
|h1(x)− h1(y)| ≤
λ
k(p−1)
0
ap−1k
‖h‖CΓ(B+1 )
λkΓ0 |x− y|
Γ ≤ δ0|x− y|
Γ.
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Also
|g1(x
′)| ≤
|∇g(0)|λk0 + δλ
(1+γ)k
0
λ1+γ0 ak−1 +
1
δ |∇u(0)|λ
k
0
.
If |∇g(0)|λk0 ≤ δλ
(1+γ)k
0 then
|g1(x
′)| ≤
2δλ
(1+γ)k
0
λ
(1+γ)k
0
= 2δ.
If δλ
(1+γ)k
0 ≤ |∇g(0)|λ
k
0 then
|g1(x
′)| ≤
2|∇g(0)|λk0
1
δ |∇u(0)|λ
k
0
= 2δ.
Now, for x′, y′ ∈ B′1,
|∇g1(x
′)−∇g1(y
′)| ≤
λ
(1+γ)k
0
ak
‖g‖|x′ − y′|γ ≤ δ|x′ − y′|γ .
Using Corollary 3.3
sup
x∈B+λ0
|w(x) − w(0)| ≤ λ1+γ0 + |∇w(0)|λ0
which gives
sup
x∈B+λ0
∣∣∣∣u(λk0x)− u(0)ak
∣∣∣∣ ≤ λ1+γ0 +
∣∣∣∣λk0ak∇u(0)
∣∣∣∣λ0,
consequently
sup
x∈B+
λk+1
0
|u(x)− u(0)| ≤ λ1+γ0 ak + |∇u(0)|λ
k+1
0 ≤ λ
1+γ
0 ak +
1
δ
|∇u(0)|λk+10 = ak+1.
Thus our claim is established.
Also
sup
x∈B+λ0
|∇w(x) −∇w(0)| ≤ λγ0 ⇒ sup
x∈B+
λk+1
0
|∇u(x)−∇u(0)| ≤
ak
λk0
λγ0 .
For 0 < r ≤ λ0, choose k such that λ
k+1
0 < r ≤ λ
k
0 . Set
bk =
ak
λ
k(1+γ)
0
.
Note that
bk+1 =
ak+1
λ
(k+1)(1+γ)
0
=
λ1+γ0 ak +
1
δ |∇u(0)|λ
k+1
0
λ
(k+1)(1+γ)
0
= bk +
1
δ
|∇u(0)|λ
−(k+1)γ
0 .
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Then
sup
x∈B+r
|u(x)− u(0)|
r1+γ
≤ sup
x∈B+
λk0
|u(x)− u(0)|
λ
(k+1)(1+γ)
0
≤
bk
λ1+γ0
≤
b0 +
1
δ |∇u(0)|
∑k
i=1 λ
−γi
0
λ1+γ0
=
1 + 1δ |∇u(0)|λ
−γ
0
λ−γk0 −1
λ−γ0 −1
λ1+γ0
, as b0 = 1
≤ λ−1−γ0 +
1
δ
|∇u(0)|
λ1+γ0 (1− λ
γ
0)
λ−γk0
≤ λ−1−γ0 +
1
δ
|∇u(0)|
λ1+γ0 (1− λ
γ
0)
r−γ .
For λ0 < r ≤ 1 we see as ‖u‖L∞(B+1 )
≤ 1,
sup
x∈B+r
|u(x)− u(0)|
r1+γ
≤
2
λ1+γ0
.
On the other hand
sup
x∈B+r
|∇u(x)−∇u(0)|
rγ
≤ sup
x∈B+
λk0
|∇u(x)−∇u(0)|
λ
(k+1)γ
0
≤
ak−1
λk−10
λγ0
1
λ
(k+1)γ
0
=
ak−1
λ
(k−1)(1+γ)
0
1
λγ0
=
bk−1
λγ0
≤
1
λγ0
+
1
δ
|∇u(0)|
λ−kγ0
1 − λγ0
≤
1
λγ0
+
1
δ
|∇u(0)|
r−γ
1 − λγ0
.
We choose C = C(λ0, γ) appropriately. Rename the δ to be δ0. 
Theorem 3.5. Let A ∈ Mλ and u ∈W
1,p(B+1 ) with ‖u‖L∞(B+1 )
≤ 1 solves
(15) − div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 , u = g on B
′
1.
Then there exist constants C and δ0 > 0 such that if
(16) ‖h‖
CΓ(B+1 )
≤ δ0, ‖f‖Lq(B+1 )
≤ δ0, ‖g‖C1,γ (B′1)
≤ δ0, ‖A− I‖Cγ(B+1 )
≤ δ0,
one has for all 0 < r ≤ 1
sup
x∈B+r
|u(x)− [u(0) +∇u(0) · x]| ≤ Cr1+γ, sup
x∈B+r
|∇u(x)−∇u(0)| ≤ Crγ.
Proof. If |∇u(0)| ≤ rγ , then we have from Theorem 3.4,
sup
x∈B+r
|u(x)− [u(0) +∇u(0) · x]| ≤ sup
x∈B+r
|u(x)− u(0)| + |∇u(0)|r
≤ (C + 1)r1+γ .
Also similarly
sup
x∈B+r
|∇u(x)−∇u(0)| ≤ 2Crγ .
So let us assume |∇u(0)| > rγ and define µ = |∇u(0)|1/γ . Set for x ∈ B+1
v(x) =
u(µx)− u(0)
µ1+γ
.
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(Note that in order to define v we need to have µ ≤ 1 which can be assumed without loss
generality as discussed before Lemma 3.2.) From Theorem 3.4 one has
sup
x∈B+1
|v(x)| = sup
x∈B+µ
|u(x)− u(0)|
µ1+γ
≤ C.
Now v(0) = 0, |∇v(0)| = 1 and v satisfies
− div (〈A1∇v,∇v〉
p−2
2 A1∇v) = − div h1 + f1 in B
+
1 , v = g1 on B
′
1,
with A1 ∈ Mλ,
h1 =
µp−1
µ(1+γ)(p−1)
(
h(µ ·)− h(0)
)
, f1 =
µp
µ(1+γ)(p−1)
f(µ ·), g1 =
g(µ ·)− g(0)
µ1+γ
.
Note that ‖A1 − I‖Cγ(B1) ≤ δ0, ‖h1‖CΓ(B+1 )
≤ δ0, ‖f1‖Lq(B+1 )
≤ δ0 and ‖g1‖C1,γ (B′1)
≤ 2δ0.
Applying C1,β estimates, see Proposition 2.3, we have a ρ0 independent of w such that
|∇v(x)| >
1
2
for all x ∈ B+ρ0 .
At this point we apply the result from quadratic theory i.e. p = 2 case, see Theorem 4.1 in
section 4. Consider the PDE
− div A(x,∇v) = − div h1 + f1 in B
+
ρ0 , v = g1 on B
′
ρ0 ,
with
A(x, ζ) = 〈A(x)ζ, ζ〉
p−2
2 A(x)ζ for x ∈ B+ρ0 ,
1
2
≤ |ζ| ≤ 1
but A is continuously differentiable in ζ variable, ∂ζjA
i(x, ζ)ξiξj ≥ λ
′|ξ|2, |∂ζjA
i(x, ζ)| ≤ L,
|Ai(x, ζ) −Ai(y, ζ)| ≤ L(1 + |ζ|)|x− y|γ . Then there exists a C = C(ρ0, γ) ≥ 0 independent of
u so that
sup
x∈B+r
|v(x) − [v(0) +∇v(0) · x]| ≤ Cr1+γ
i.e.
sup
x∈B+r
|u(µx)− u(0)−∇u(0) · µx| ≤ C(µr)1+γ
for all 0 < r ≤ ρ0/2. In other words
sup
x∈B+r
|u(x)− u(0)−∇u(0) · x| ≤ Cr1+γ
for all 0 < r ≤ µρ0/2. Similarly
sup
x∈B+r
|∇u(x)−∇u(0)| ≤ Crγ
for all 0 < r ≤ µρ0/2. For µρ0/2 ≤ r < µ,
sup
x∈B+r
|u(x)− u(0)−∇u(0) · x| ≤ sup
x∈B+µ
|u(x)− u(0)−∇u(0) · x|
≤ Cµ1+γ(1 + |∇u(0)|µ−γ) + |∇u(0)|µ
= Cµ1+γ + (C + 1)µ1+γ = (2C + 1)µ1+γ
≤ (2C + 1)(2/ρ0)
1+γr1+γ
and also similarly
sup
x∈B+r
|∇u(x)−∇u(0)| ≤ 2C(2/ρ0)
γrγ .
This completes the proof. 
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Note that we have the following result for interior case which can be proved more easily than
Theorem 3.5 due to absence of Dirichlet data. We mention that, this result (conclusion (17)) in
the case of h = 0 was proved by Araujo and Zhang in [2].
Theorem 3.6. There exist a constant C and δ0 > 0 such that if A ∈ Oλ (see (14)) and
u ∈W 1,p(B1) solves
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B1,
with ‖u‖L∞(B1) ≤ 1, ‖h‖CΓ(B1) ≤ δ0, ‖f‖Lq(B1) ≤ δ0 and ‖A − I‖Cγ (B1) ≤ δ0, then for all
0 < r ≤ 1,
(17) sup
x∈Br
|u(x)− [u(0) +∇u(0) · x]| ≤ Cr1+γ,
sup
x∈B+r
|∇u(x)−∇u(0)| ≤ Crγ.
To complete the proof of Theorem 2.6, it is enough to proof the following: Under the assump-
tions of Theorem 3.5 there exist a constant C and δ0 > 0 such that if the conditions in (16) is
satisfied, then for x, y ∈ B+1/2
(18) |u(y)− [u(x) +∇u(x) · (y − x)]| ≤ C|y − x|1+γ , |∇u(x)−∇u(y)| ≤ C|x− y|γ .
So fix x, y ∈ B+1/2. Let us denote (x1, 0) by x. By Theorem 3.5 we have
(19) |u(y)− u(x)−∇u(x) · (y − x)| ≤ C|y − x|1+γ .
Case Ia: y ∈ Bx2/2(x), |∇u(x)| ≤ (2x2/ρ0)
γ , where ρ0 > 0 to be fixed later.
Then we have from (19), using triangular inequality
|u(y)− u(x)| ≤ Cx1+γ2 .
Set v(z) =
(
u(x+ x2z)− u(x)
)
/x1+γ2 for z ∈ B1. The v satisfies
− div (〈A1∇v,∇v〉
p−2
2 A1∇v) = − div h1 + f1 in B1
with A1 = A(x+ x2 ·) ∈ Oλ,
h1 =
xp−12
x
(1+γ)(p−1)
2
(
h(x+ x2 ·)− h(x)
)
, f1 =
xp2
x
(1+γ)(p−1)
2
f(x+ x2 ·).
Hence using Theorem 3.6 (the smallness of data required there follows), for |z| ≤ 1, |v(z) −
v(0) −∇v(0) · z| ≤ C|z|1+γ and |∇v(z) −∇v(0)| ≤ C|z|γ . Consequently for y ∈ Bx2/2(x),
|u(y)− u(x)−∇u(x) · (y − x)| ≤ C|y − x|1+γ , |∇u(y)−∇u(x)| ≤ C|y − x|γ .
Case Ib: y ∈ Bx2/2(x), |∇u(x)| ≥ (2x2/ρ0)
γ .
Set µ = |∇u(x)|1/γ and assume µ ≤ 1 without loss of generality as discussed in the proof of
Theorem 3.5. For z ∈ B+1 ∪B
′
1 define w(z) =
(
u(x+ µz)− u(x)
)
/µ1+γ . From Theorem 3.4 one
has
sup
z∈B+1
|w(z)| = sup
z∈B+µ
|u(x+ z)− u(x)|
µ1+γ
≤ C.
Now w(0) = 0, |∇w(0)| = 1 and v satisfies
− div (〈A2∇w,∇w〉
p−2
2 A2∇w) = − div h2 + f2 in B
+
1 , v = g2 on B
′
1,
with A2 ∈ Mλ,
h2 =
µp−1
µ(1+γ)(p−1)
(
h(x+ µ ·)− h(x)
)
, f2 =
µp
µ(1+γ)(p−1)
f(x+ µ ·), g2 =
g(x+ µ ·)− g(x)
µ1+γ
.
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Note that ‖h2‖CΓ(B+1 )
≤ δ0, ‖f2‖Lq(B+1 )
≤ δ0, ‖g2‖C1,γ (B′1)
≤ 2δ0, ‖A2 − I‖Cγ (B+1 )
≤ δ0. By
C1,β estimate i.e Proposition 2.3, we have again a universal ρ0 such that |∇w| ≥ 1/2 in B
+
ρ0 .
Now going to B+1 (and applying Theorem 4.1 there, as in the proof of Theorem 3.5), and then
rescaling back to B+ρ0 one has w ∈ C
1,γ(B+ρ0) with ‖w‖C1,γ (B+ρ0 )
depending on ρ0, γ. Note that
x2/µ ≤ ρ0/2. So for |z| ≤ ρ0/4, |w((0, x2/µ)+z)−w(0, x2/µ)−∇w(0, x2/µ)·z| ≤ C(ρ0, γ)|z|
1+γ ,
|∇w((0, x2/µ) + z)−∇w(0, x2/µ)| ≤ C(ρ0, γ)|z|
γ and consequently for |y − x| < x2/2 ≤ µρ0/4,
|u(y)− u(x)−∇u(x) · (y − x)| ≤ C|y − x|1+γ , |∇u(y)−∇u(x)| ≤ C|y − x|γ .
Case II: |y − x| ≥ x2/2.
Note that using (19) and Theorem 3.5,
|u(y)− u(x)−∇u(x) · (y − x)| ≤ |u(y)− u(x)−∇u(x) · (y − x)|+ |∇u(x)−∇u(x)||y − x|
+ |u(x)− u(x)−∇u(x) · (x− x)|
≤ C(|y − x|1+γ + |x− x|1+γ + xγ2 |y − x|)
≤ C1|y − x|
1+γ .
Also
|∇u(y)−∇u(x)| ≤ |∇u(y)−∇u(x)|+ |∇u(x)−∇u(x)|(20)
≤ C|y − x|γ + Cxγ2 ≤ C1|y − x|
γ .(21)
This completes the proof Theorem 2.6.
3.2. Proof of Theorem 2.7. As in the case of Dirichlet data, with out loss of generality, we
assume the situation of (13) (where Dirichlet data replaced with conormal one) with A(0) = I
and s = 1 . Let α ≥ γ.
Lemma 3.7. Let u ∈W 1,p(B+1 ) be a weak solution of{
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 ,
〈A∇u,∇u〉
p−2
2 〈A∇u, ν〉 = |g|p−2g on B′1,
with ‖u‖L∞(B+1 )
≤ 1, A ∈ Mλ. Then for given ε > 0, there exists δ = δ(p, ε, λ) > 0 such that
if ‖h‖
Cα(B+)
≤ δ, ‖f‖Lq(B+1 )
≤ δ, ‖g‖
Cγ (B
′
1)
≤ δ and ‖A − I‖Cγ (B+1 )
≤ δ, then we can find a
corrector ξ ∈ C1(B+1/2), with
|ξ(x)| ≤ ε and |∇ξ(x)| ≤ ε for all x ∈ B+1/2
satisfying
− ∆p(u+ ξ) = 0 in B
+
1/2 and ∇(u+ ξ) · ν = 0 on B
′
1/2.
Proof. The proof is similar as in the case of Dirichlet data, see Lemma 3.1. We have similar
C1,β estimates upto boundary, see Proposition 2.4. 
Lemma 3.8. There exists a λ0 ∈ (0, 1/2) and δ0 > 0, such that if A ∈ Mλ, ‖h‖Cα(B+) ≤ δ0,
‖f‖Lq(B+1 )
≤ δ0, ‖g‖Cγ (B′1)
≤ δ0 and ‖A− I‖Cγ(B+1 )
≤ δ0 and u ∈W
1,p(B1) is a weak solution to{
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 ,
〈A∇u,∇u〉
p−2
2 〈A∇u, ν〉 = |g|p−2g on B′1,
with ‖u‖L∞(B+1 )
≤ 1, then
sup
x∈B+λ0
|u(x)− [u(0) +∇u(0) · x]| ≤ λ1+γ0 , sup
x∈B+λ0
|∇u(x)−∇u(0)| ≤ λγ0 .
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Proof. Here we have to do an odd reflection instead of even one in the Dirichlet case. Rest of
the proof is similar to the proof of Lemma 3.2. 
As before let us fix the λ0 as in Lemma 3.8 and get the corollary below.
Corollary 3.9. There exists a δ0 > 0, such that if A ∈ Mλ, ‖h‖Cα(B+) ≤ δ0, ‖f‖Lq(B+1 )
≤ δ0,
‖g‖
Cγ (B
′
1)
≤ δ0 and ‖A− I‖Cγ (B+1 )
≤ δ0 and u ∈W
1,p(B1) is a weak solution to{
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 ,
〈A∇u,∇u〉
p−2
2 〈A∇u, ν〉 = |g|p−2g on B′1,
with ‖u‖L∞(B+1 )
≤ 1, then
sup
x∈B+λ0
|u(x)− u(0)| ≤ λ1+γ0 + |∇u(0)|λ0.
Theorem 3.10. There exist constants C and δ0 > 0 such that if A ∈ Mλ and u ∈ W
1,p(B+1 )
solves {
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 ,
〈A∇u,∇u〉
p−2
2 〈A∇u, ν〉 = |g|p−2g on B′1,
with ‖u‖L∞(B+1 )
≤ 1, ‖h‖
CΓ(B+)
≤ δ0, ‖f‖Lq(B+1 )
≤ δ0, ‖g‖Cγ (B′1)
≤ δ0 and ‖A− I‖Cγ (B+1 )
≤ δ0,
then for all 0 < r ≤ 1,
sup
x∈B+r
|u(x) − u(0)| ≤ Cr1+γ
(
1 + |∇u(0)|r−γ
)
, sup
x∈B+r
|∇u(x)−∇u(0)| ≤ Crγ
(
1 + |∇u(0)|r−γ
)
.
Proof. Note that ∃ a K > 0 such that |g(0)| ≤ K|∇u(0)|. Let δ = δ01+K . Assume ‖f‖L∞(B+1 )
≤ δ,
‖g‖ ≤ δ, ‖A − I‖Cγ (B+1 )
≤ δ. Without loss of generality assume δ ≤ 1. Set a0 = 1 and for
k = 0, 1, 2, 3, · · ·
ak+1 = λ
1+γ
0 ak +
1
δ
|∇u(0)|λk+10 .
Then we claim that
sup
x∈B+
λk
0
|u(x)− u(0)| ≤ ak.
Our claim is true for k = 1, by Corollary 3.9. Assume the claim is true for k. Consider the
function w defined by
w(x) =
u(λk0x)− u(0)
ak
, for x ∈ B+1 .
By induction, ‖w‖L∞(B+1 )
≤ 1 and{
− div (〈A1∇w,∇w〉
p−2
2 A1∇w) = − div h1 + f1 in B
+
1 ,
〈A1∇w,∇w〉
p−2
2 〈A1∇w, ν〉 = |g1|
p−2g1 on B1 ∩ ∂R
n
+,
with A1 = A(λ
k
0 ·),
h1 =
λ
k(p−1)
0
ap−1k
(
h(λk0 ·)− h(0)
)
, f1 =
λkp0
ap−1k
f(λk0 ·), g1 =
λk0
ak
g(λk0 ·).
Note that A1 ∈ Mλ, ‖A1 − I‖Cγ(B1) ≤ δ0 and as before ‖h1‖CΓ(B+) ≤ δ0, ‖f1‖Lq(B+1 )
≤ δ0 and
for x′, y′ ∈ B′1
|g1(x
′)| ≤
λk0
ak
[
|g(0)| + δλkγ0
]
≤
K|∇u(0)|λk0 + δλ
(1+γ)k
0
λ1+γ0 ak−1 +
1
δ |∇u(0)|λ
k
0
≤ (1 +K)δ = δ0,
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as well as
|g1(x
′)− g1(y
′)| ≤
λ
(1+γ)k
0
ak
‖g‖Cγ (B′1)|x
′ − y′|γ ≤ δ|x′ − y′|γ .
Using Corollary 3.9 as before in Dirichlet case we have
sup
x∈B+
λk+10
|u(x)− u(0)| ≤ λ1+γ0 ak + |∇u(0)|λ
k+1
0 ≤ λ
1+γ
0 ak +
1
δ
|∇u(0)|λk+10 = ak+1.
Thus our claim is established.
On the other hand
sup
x∈B+λ0
|∇w(x) −∇w(0)| ≤ λγ0 ⇒ sup
x∈B+
λk+1
0
|∇u(x)−∇u(0)| ≤
ak
λk0
λγ0 .
Now we do exactly same analysis as in Dirichlet case to achieve the result. 
Now we have the analogous result of Theorem 3.5 whose proof is quite similar that of Theorem
3.5. Nonetheless we give a short proof of it.
Theorem 3.11. There exist constants C and δ0 > 0 such that if A ∈ Mλ and u ∈ W
1,p(B+1 )
solves {
− div
(
〈A∇u,∇u〉
p−2
2 A∇u
)
= − div h+ f in B+1 ,
〈A∇u,∇u〉
p−2
2 〈A∇u, ν〉 = |g|p−2g on B′1,
with ‖u‖L∞(B+1 )
≤ 1, ‖h‖
CΓ(B+)
≤ δ0, ‖f‖Lq(B+1 )
≤ δ0, ‖g‖Cγ (B′1)
≤ δ0 and ‖A− I‖Cγ (B+1 )
≤ δ0,
then for all 0 < r ≤ 1,
sup
x∈B+r
|u(x)− [u(0) +∇u(0) · x]| ≤ Cr1+γ, sup
x∈B+r
|∇u(x)−∇u(0)| ≤ Crγ.
Proof. If |∇u(0)| ≤ rγ , then as in the Dirichlet case we are done. So let us assume |∇u(0)| > rγ
and define µ = |∇u(0)|1/γ . Set for x ∈ B+1
v(x) =
u(µx)− u(0)
µ1+γ
.
Then Theorem 3.10 gives ‖v‖L∞(B+1 )
≤ C. Now v(0) = 0, |∇v(0)| = 1 and v satisfies{
− div (〈A1∇v,∇v〉
p−2
2 A1∇v) = − div h1 + f1 in B
+
1 ,
〈A1∇v,∇v〉
p−2
2 〈A1∇v, ν〉 = |g1|
p−2g1 on B
′
1,
with A1 ∈ Mλ, ‖h1‖CΓ(B+1 )
≤ δ0, ‖f1‖Lq(B+1 )
≤ δ0, ‖g1‖Cγ(B1∩∂Rn+) ≤ (1 + K)δ0 (K as in
last Theorem), ‖A1 − I‖Cγ (B1) ≤ δ0. Applying local C
1,α estimates for genaralized p−Poisson
equation (Proposition 2.4) we have a ρ0 independent of w such that
|∇v(x)| >
1
2
for all x ∈ B+ρ0 .
At this point we apply Theorem 5.1 in section 5. Proceeding as in the Dirichet case we get our
result. 
Similar analysis starting from Theorem 3.6 upto inequality (21) completes the proof of The-
orem 2.7.
PLANAR p-POISSON EQUATION 15
4. Quadratic Dirichlet Case
In this section as well as the next section, we establish auxiliary regularity results for equations
with quadratic nonlinearities ( both with Dirichlet and Neumann conditions) that were used
in the proofs of our main results by adapting the ideas of Giaquinta and Giusti ([6]) in our
framework. The reader should note that we have an extra divergence term and f ∈ Lq with
q > n instead of L∞. In our proofs, we point out the appropriate modifications that are needed.
Let Γ = 1− n/q.
Theorem 4.1. Let u ∈W 1,2(B+1 ) ∪ L
∞(B+1 ) solves
(22) − div
(
A(·,∇u)
)
= −div h+ f in B+1 u = φ on B
′
1.
with |∂ζjA
i| ≤ L, ∂ζjA
iξiξj ≥ Λ|ξ|
2, |Ai(x, ζ) −Ai(y, ζ)| ≤ L(1 + |ζ|)|x − y|α, ‖f‖Lq(B+1 )
≤ L,
‖h‖CΓ(B1) ≤ L, ‖φ‖C1,α(B′1) ≤ L. Also assume α ≤ Γ. Then we have a C = C(L,Λ, ..) ≥ 0 such
that ‖u‖
C1,α(B+
3/4
)
≤ C.
Proof. Let B+ = {x ∈ Rn : |x| ≤ 1, xn > 0}, P = {x ∈ R
n : |x| < 1, xn = 0}. For x0 ∈ B+, set
B+r = B
+
r (x0) = {x ∈ R
n : |x− x0| < r, xn > 0}.
For x0 ∈ P and 0 < R < dist(x0, ∂B), consider the problem
(23) − div
(
A(x0,Dv)
)
= 0 in B+R(x0), v = u on ∂B
+
R (x0).
Note that v ∈W 2,2(B+ρ ) for any ρ < R. For k = 1, 2, · · · , n− 1, the function w = Dkv solves
(24) − div
(
Api(·,Dv)Diw
)
= 0 in B+R (x0)
with w = 0 on PR(x0) := ∂B
+
R (x0) ∩ P . As Dv is Holder continuous, by Dirichlet counterpart
of Lemma 5.6 one has
(25)
∫
B+ρ (x0)
|Dw|2 ≤ C
(
ρ
R
)n−2+2δ ∫
B+
R/2
(x0)
|Dw|2
for some δ > 0. Using the equation for v, we have that
(26)
∫
B+ρ (x0)
|D2v|2 ≤ C
(
ρ
R
)n−2+2δ n−1∑
k=1
∫
B+
R/2
(x0)
|DDkv|
2.
Applying Caccioppoli’s inequality, we conclude that
(27)
∫
B+ρ (x0)
|D2v|2 ≤ CR−2
(
ρ
R
)n−2+2δ n−1∑
k=1
∫
B+R (x0)
|Dkv|
2,
consequently by Poincare’s inequality
(28)
n−1∑
k=1
∫
B+ρ (x0)
|Dkv|
2 +
∫
B+ρ (x0)
|Dnv − (Dnv)ρ|
2 ≤ C
(
ρ
R
)n+2δ n−1∑
k=1
∫
B+R(x0)
|Dkv|
2.
Set
Φ+(x0, ρ) =
n−1∑
k=1
∫
B+ρ (x0)
|Dku|
2 +
∫
B+ρ (x0)
|Dnu− (Dnu)ρ|
2.
Then using triangular inequality, we have
(29) Φ+(x0, ρ) ≤ C
(
ρ
R
)n+2δ
Φ+(x0, R) + C
∫
B+R(x0)
|D(u− v)|2.
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Using (22), (23) we have that for ϕ ∈ H10 (B
+
R (x0))∫
B+R (x0)
[Aj(x0,Du)−A
j(x0,Dv)]∂jϕ =
∫
B+R (x0)
[Aj(x0,Du)−A
j(x,Du)]∂jϕ
+
∫
B+R (x0)
h ·Dϕ+
∫
B+R(x0)
fϕ.
Take ϕ = u − v and use ellipticity condition, Holder continuity of A(·, x),h, (here we are
absorbing the divergence term)
(30)
∫
B+R (x0)
|D(u− v)|2 ≤ CRα
∫
B+R(x0)
(1 + |Du|)|D(u− v)|+ C
∫
B+R(x0)
|f ||u− v|.
Note that
CRα
∫
B+R(x0)
(1 + |Du|)|D(u− v)| ≤ CRα
(
ǫ
∫
B+R(x0)
|D(u− v)|2 +
1
4ǫ
∫
B+R (x0)
(1 + |Du|)2
)
and ∫
B+R(x0)
|f ||u− v| ≤ ‖f‖L2n/(n+2)(B+R (x0))
‖u− v‖L2∗ (B+R(x0))
≤ C(n)‖f‖L2n/(n+2)(B+R (x0))
‖D(u− v)‖L2(B+R(x0))
≤ C(n)R1+n(1/2−1/q)‖f‖Lq(B+R (x0))
‖D(u− v)‖L2(B+R (x0))
≤ ε‖D(u− v)‖2
L2(B+R(x0))
+
1
4ε
C(n)2Rn+2(1−n/q)‖f‖2
Lq(B+R(x0))
.
Note that in the above we also needed a modification as f ∈ Lq, this was also done in [2]. Using
appropriate ǫ > 0, ε > 0 we conclude
(31)
∫
B+R(x0)
|D(u− v)|2 ≤ CR2α
∫
B+R (x0)
(1 + |Du|2) + CRn+2(1−n/q)‖f‖2
Lq(B+R (x0))
.
Hence from (30) we conclude,
(32) Φ+(x0, ρ) ≤ C
(
ρ
R
)n+2δ
Φ+(x0, R) + CR
n+2Γ‖f‖2
Lq(B+R (x0))
+CR2α
∫
B+R(x0)
(1 + |Du|2).
Similarly one has to get for BR(x0) ⊂ B
+
(33) Φ(x0, ρ) ≤ C
(
ρ
R
)n+2δ
Φ(x0, R) + CR
n+2Γ‖f‖2Lq(BR(x0)) + CR
2α
∫
BR(x0)
(1 + |Du|2)
with
Φ(x0, ρ) =
n∑
k=1
∫
Bρ(x0)
|Dku− (Dku)ρ|
2.
Lemma 4.2. Suppose u as in Theorem 4.1 and for some C ≥ 0 and natural number k ≥ 1, for
each x0 ∈ B
+
3/4, for each 0 < R < 1/4 we have
(34)
∫
B+R (x0)
(1 + |Du|2) ≤ CR(k−1)α
with kα < n+ 2δ. Then for each 0 < R < 1/4,
(35)
∫
B+R(x0)
|Du− (Du)+R|
2 ≤ C ′Rkα.
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Proof. It is similar to Proposition 2.2. in [6]. Note that we have extra terms with Rn+2Γ in (32),
(33). But those terms can be dominated by CRkα. 
We choose (after decreasing α > 0 a little bit if needed) an m ∈ N so that
(m− 1)α < n < mα < n+ 2δ.
Then we use induction and Companato space argument as in [6] to conclude u ∈ C1,σ(B+
3/4
)
with σ = (mα− n)/2.
Now we consider (24)
(36) − div
(
Api(·,Dv)Diw
)
= 0 in B+R(x0).
Using Holder continuity of Dv one has
(37)
∫
B+ρ (x0)
|Dw|2 ≤ C
(
ρ
R
)n−ε ∫
B+R (x0)
|Dw|2.
Proceeding as before we have for given ε > 0,
(38) Φ+(x0, ρ) ≤ C
(
ρ
R
)n+2−ε
Φ+(x0, R) + CR
n+2Γ‖f‖2
Lq(B+R(x0))
+ CR2α
∫
B+R(x0)
(1 + |Du|2).
Using boundedness of Du we have as α ≤ Γ,
(39) Φ+(x0, ρ) ≤ C
(
ρ
R
)n+2−ε
Φ+(x0, R) + C(1 + ‖f‖
2
Lq(B+R (x0))
)Rn+2α.
and so taking ε > 0 small enough
(40) Φ+(x0, ρ) ≤ C
(
ρ
R
)n+2α(
Φ+(x0, R) + (1 + ‖f‖
2
Lq(B+R (x0))
)Rn+2α
)
.
As before we conclude u ∈ C1,α(B+3/4). 
Remark 4.3. Note that we are able to use the mercenary of [6] as in the last term of the
inequality (31), the power of R is atleast n+ 2α.
5. Quadratic Conormal Case
We now state the analogous regularity result in case of Neumann conditions.
Theorem 5.1. Let u ∈W 1,2(B+1 ) ∪ L
∞(B+1 ) solves
(41) − div
(
A(·,∇u)
)
= −div h+ f in B+1 , A
n(·,∇u) = φ on B′1.
with |∂ζjA
i| ≤ L, ∂ζjA
iξiξj ≥ Λ|ξ|
2, |Ai(x, ζ) −Ai(y, ζ)| ≤ L(1 + |ζ|)|x − y|α, ‖f‖Lq(B+1 )
≤ L
such that α ≤ Γ, ‖h‖CΓ(B1) ≤ L, ‖φ‖Cα(B′1) ≤ L. Then we have a C = C(L,Λ, ..) ≥ 0 such that
‖u‖
C1,α(B+
3/4
)
≤ C.
In order to prove this result, we need certain preparatory lemmas which are as follows.
Lemma 5.2. Let v ∈W 1,2(B+R ) ∪ L
∞(B+R ) solves
(42) − div a Dv = 0 in B+R , a
n,iDiv = 0 on B
′
R.
with |ai,j | ≤ L, 〈a ξ, ξ〉 ≥ Λ|ξ|2, |a(x)− a(y)| ≤ L|x− y|α. Then v satisfies,
(43)
∫
B+r
|Dv|2 ≤ C
1
(R− r)2
∫
B+R
(v − λ)2.
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and moreover if a is a constant matrix
(44)
∫
B+r
|Dw|2 ≤ C
1
(R− r)2
∫
B+R
(w − λ)2.
where w = Dkv, for k = 1, 2, · · · , n− 1.
Proof. Let η be a cut-off function on BR relative to Br i.e. η ∈ C
∞
0 (BR) and satisfies
0 ≤ η ≤ 1, η = 1 in Br, |Dη| ≤
C
R− r
.
Multiplying the equation for v with η2(v − λ) and using integration by parts
0 = −
∫
B+R
η2(v − λ)div a Dv =
∫
B+R
[η2Dv + 2η(v − λ)Dη] a Dv +
∫
∂B+R
η2(v − λ)a Dv · ν.
Using boundary condition and as η ∈ C∞0 (BR) we conclude the last term of above equation is
zero. Hence using ellipticity condition∫
B+R
η2|Dv|2 ≤ C
∫
B+R
η(v − λ)Dη · a Dv
≤ Cε
∫
B+R
η2|a Dv|2 +
C
ε
∫
B+R
(v − λ)2|Dη|2
Use boundedness of a, Dη and choose ε > 0 appropriately to conclude the first result.
Since a is constant matrix w satisfies similar equation as v. 
Lemma 5.3. Under the assumption of last Lemma 5.2∫
B+
R/2
|D2v|2 ≤
C
R4
∫
B+R
v2
if a is a constant matrix.
Proof. We have
0 =
∫
B+R
φ div a Dv =
∫
B+R
φ ai,j Dijv.
As an,n is fairly away from zero by ellipticity, it follows for 0 < r < R/2,∫
B+r
|Dnnv|
2 ≤ C
n−1∑
k=1
∫
B+
R/2
|DDkv|
2.
Hence ∫
B+r
|D2v|2 ≤ C
n−1∑
k=1
∫
B+
R/2
|DDkv|
2 ≤
C
R2
n−1∑
k=1
∫
B+
3R/4
|Dkv|
2 ≤
C
R4
∫
B+R
v2.

Corollary 5.4. Let v be as in last Lemma 5.3, then for any non negative integer k,
‖v‖Hk(B+
1/2
) ≤ C‖v‖L2(B+1 )
and ‖Dv‖Hk(B+
1/2
) ≤ C‖Dv‖L2(B+1 )
.
Lemma 5.5. Under the assumption of last Lemma 5.3 for 0 < r < R,∫
B+r
|Dv|2 ≤ C
(
r
R
)n ∫
B+R
|Dv|2.
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Proof. Enough to show for R = 1. Choose k > n/2 and then, for 0 < r < 1/2,∫
B+r
|Dv|2 ≤ Crn sup
B+
1/2
|Dv|2 ≤ Crn‖Dv‖2
Hk(B+
1/2
)
≤ Crn‖Dv‖L2(B+1 )
= Crn
∫
B+1
|Dv|2.
For 1/2 ≤ r ≤ 1, ∫
B+r
|Dv|2 ≤
∫
B+1
|Dv|2 ≤ 2nrn
∫
B+1
|Dv|2.

Lemma 5.6. Let w ∈W 1,2(B+1 ) ∪ L
∞(B+1 ) solves
(45) − div a Dw = 0 in B+1 , a
n,iDiw = 0 on B
′
1.
with |ai,j | ≤ L, 〈a ξ, ξ〉 ≥ Λ|ξ|2, |a(x)− a(y)| ≤ L|x− y|α. Then w satisfies, for any ε > 0 small
enough, if 0 < r < R ≤ R0 (for some R0 ≤ 1),
(46)
∫
B+r
|Dw|2 ≤ C
(
r
R
)n−ε ∫
B+
R/2
|Dw|2.
Proof. Let h ∈ L2(B+1 ,R
n). First study the problem
(47) − div a(0) Dv = −div h in B+R , v = w on ∂B
+
R rB
′
R, a
n,i(0)Div = hn on B
′
1.
Consider the problems
(48) − div a(0) Dv1 = 0 in B
+
R , v1 = w on ∂B
+
R rB
′
R, a
n,i(0)Div1 = 0 on B
′
1;
(49) − div a(0) Dv2 = −div h in B
+
R , v2 = 0 on ∂B
+
R rB
′
R, a
n,i(0)Div2 = hn on B
′
1.
For existence of v1, use [14] or Theorem 2.3 in [16]. Then by Lemma 5.5∫
B+r
|Dv1|
2 ≤ C
(
r
R
)n ∫
B+R
|Dv1|
2.
On the the hand
Λ
∫
B+R
|Dv2|
2 ≤
∫
B+R
a(0)Dv2 ·Dv2 =
∫
B+R
h Dv2.
Note that ∫
B+R
|h Dv2| ≤ Cǫ
′
∫
B+R
|Dv2|
2 +
C
ǫ′
∫
B+R
h2.
Choose ǫ′ > 0 to conclude ∫
B+R
|Dv2|
2 ≤ C
∫
B+R
h2.
Now ∫
B+r
|Dv|2 ≤ 2
∫
B+r
|Dv1|
2 + 2
∫
B+r
|Dv2|
2
≤ C
(
r
R
)n ∫
B+R
|Dv1|
2 + 2
∫
B+r
|Dv2|
2
≤ C
(
r
R
)n ∫
B+R
|Dv|2 + C
∫
B+r
|Dv2|
2
≤ C
(
r
R
)n ∫
B+R
|Dv|2 + C
∫
B+R
h2.
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We can rewrite (45) as
(50) − div a(0) Dw = −div
(
[a(0) − a] Dw
)
in B+1 , a
n,i(0)Diw = [a(0)− a]
n,i Diw on B
′
1.
Note that in B+R ,
|[a(0) − a] Dw|2 ≤ CR2α|Dw|2
then we have for 0 < r < R∫
B+r
|Dw|2 ≤ C
[(
r
R
)n
+R2α
] ∫
B+R
|Dw|2.
Let 0 < ε < n. By iteration lemma one has for 0 < r < R ≤ R0∫
B+r
|Dw|2 ≤ C
(
r
R
)n−ε ∫
B+R
|Dw|2
for some R0 ≤ 1. 
With Lemma 5.2, 5.6 in hand, we now proceed to the proof of Theorem 5.1.
Proof of Theorem 5.1. Consider the PDE
(51) − div
(
A(0,∇v)
)
= 0 in B+R , v = u on ∂B
+
R rB
′
R, A
n(0,∇v) = φ(0) on B′R.
For existence of v, use Theorem 7.1, Theorem 7.2 in [16], and the references therein. Note that by
method of difference quotient one has v ∈W 2,2(B+r ) for any 0 < r < R. For k = 1, 2, · · · , n− 1,
the function w = Dkv solves
(52) − div
(
Api(0,Dv)Diw
)
= 0 in B+R (x0), A
n
pi(0,Dv)Diw = 0 on B
′
R.
Note that Dv is Holder continuous. Then by Lemma 5.6, for 0 < ρ ≤ R/2 ≤ R0,
(53)
∫
B+ρ (x0)
|Dw|2 ≤ C
(
ρ
R
)n−2+2δ ∫
B+
R/2
(x0)
|Dw|2.
Using the equation for v, we have that
(54)
∫
B+ρ (x0)
|D2v|2 ≤ C
(
ρ
R
)n−2+2δ n−1∑
k=1
∫
B+
R/2
(x0)
|DDkv|
2.
Applying Caccioppoli’s inequality, see Lemma 5.2, to (52) we conclude that
(55)
∫
B+ρ (x0)
|D2v|2 ≤ CR−2
(
ρ
R
)n−2+2δ n−1∑
k=1
∫
B+R (x0)
|Dkv − (Dkv)
+
R|
2.
Then Poincare’s inequality implies
(56)
n∑
k=1
∫
B+ρ (x0)
|Dkv − (Dkv)
+
ρ |
2 ≤ C
(
ρ
R
)n+2δ n−1∑
k=1
∫
B+R(x0)
|Dkv − (Dkv)
+
R|
2.
Set
Φ+(x0, ρ) =
n∑
k=1
∫
B+ρ (x0)
|Dku− (Dku)
+
ρ |
2.
Then
Φ+(x0, ρ) ≤ C
(
ρ
R
)n+2δ
Φ+(x0, R) + C
∫
B+R(x0)
|Du−Dv|2.
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Now ∫
B+R
[A(0,Du)−A(0,Dv)] ·D(u− v) =
∫
B+R
[A(0,Du) −A(x,Du)] ·D(u− v)
+
∫
B+R
h ·D(u− v) +
∫
B+R
(u− v)f −
∫
B′R
(u− v)(φ− φ(0) − hn).
Using divergence theorem as in section 4 of [13], taking h(0) = 0 and as α ≤ Γ,∫
B′R
|u− v||φ − φ(0)− hn| ≤ CRα
∫
B′R
|u− v|
≤ CRα
∫
B+R
|Du−Dv|
≤ Cε
∫
B+R
|Du−Dv|2 + Cε−1Rn+2α.
For 0 < ρ < R/2,
Φ+(x0, ρ) ≤ C
(
ρ
R
)n+2δ
Φ+(x0, R) +C
(
R2α‖1 + |Du|‖2
L2(B+R)
+Rn+2(1−n/q)‖f‖2
Lq(B+R )
+Rn+2α
)
.
Now we proceed as in Dirichlet case for rest of the proof. 
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