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Typical behavior
Let f and g be elements of C(I) with x ∈ I = [0,1]. We study the ω-limit sets ω(x, [ f , g])
generated by alternating trajectories of the form γ (x, [ f , g]) = {x, f (x), g( f (x)), f (g( f (x))),
. . .}, as well as the sets Λ([ f , g]) =⋃x∈I ω(x, [ f , g]) and L([ f , g]) = {ω(x, [ f , g]): x ∈ I}.
In particular, we show that
(1) If g is constant on no interval J ⊆ I , then there exists a residual set S ⊆ C(I) so that
the maps Λ : C(I)× C(I) → K and L : C(I)× C(I) → K taking ( f , g) to Λ([ f , g]) and
L([ f , g]), respectively, are both continuous at ( f , g) whenever f ∈ S .
(2) The map ω : I × C(I) × C(I) → K taking (x, f , g) to ω(x, [ f , g]) is in the second class
of Baire, and for any g ∈ C(I) there exists a residual set T ⊆ I × C(I) so that ω is
continuous at (x, f , g) whenever (x, f ) ∈ T .
(3) If f is constant on no interval J ⊆ I , then there exists a residual set D ⊆ I × C(I) so
that ω(x, [ f , g]) = ω(x, g◦ f )∪ω( f (x), f ◦ g), where both ω(x, g◦ f ) and ω( f (x), f ◦ g)
are adding machines of type ∞, whenever (x, g) ∈ D.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The structure and stability of ω-limit sets are fundamental to our understanding of discrete dynamical systems. The
results of [5,8,9] collectively provide not only complete characterizations of the structure of ω-limit sets for autonomous
systems on I = [0,1], but also indicate how the structure of those ω-limit sets reﬂects the chaotic nature of the generating
function. The line of inquiry found in [6,20,21] addresses the stability of ω-limit sets, and how the sets Λ( f ) =⋃x∈I ω(x, f )
and L( f ) = {ω(x, f ): x ∈ I} are affected by slight perturbations in the generating function f . Taking advantage of the
completeness of I , C(I) and the Hausdorff metric space (K,H) of compact subsets of I , [12,13,24] and [20] describe what
is typical for an ω-limit set.
Our goal is to extend our understanding for autonomous systems to non-autonomous systems. A lot of attention re-
cently has been devoted to the study of non-autonomous discrete dynamical systems, that is, iterated systems of difference
equations where the model changes with the discrete time. We recall, among others, the works of AlSharawi, Angelos,
Cánovas, Cushing, D’Aniello and Oliveira, D’Aniello and Steele, Elaydi, Henson, Linero, Rakesh and Sacker [1,2,10,11,14,15,
17–19].
✩ This research has been partially supported by “Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le loro Applicazioni dell’Istituto Nazionale di
Alta Matematica F. Severi”.
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the space of all continuous maps from I to I . For x ∈ I , B(x) denotes the open ball of radius  centered at x, that is
B(x) = {y ∈ I: |x− y| < }. For f and h in C(I), we write ‖h− f ‖ = d( f ,h) = supx∈I | f (x)− h(x)| and, hence, B( f ) = {g ∈
C(I): ‖ f − g‖ < }.
Given a point x in I , the sequence γ (x, [ f , g]) = {x, f (x), g( f (x)), f (g( f (x))), . . .} = γ (x, g ◦ f ) ∪ γ ( f (x), f ◦ g) is the
trajectory of x for the continuous alternating system [ f , g] and the collection of all limit points of subsequences of the
trajectory, denoted by ω(x, [ f , g]), is the ω-limit set of x for [ f , g]. From [15], we know that ω(x, [ f , g]) = ω(x, g ◦ f ) ∪
ω( f (x), f ◦ g) = ω(x, g ◦ f )∪ f (ω(x, g ◦ f )) is either a closed nowhere dense set, or a union of ﬁnitely many non-degenerate
closed intervals. Moreover, L([ f , g]) = {ω(x, [ f , g]): x ∈ I} is closed with respect to the Hausdorff metric. Since Λ([ f , g]) =⋃
x∈I ω(x, [ f , g]) is closed in I , and L([ f , g]) is closed in the Hausdorff metric space (K,H), we are able to make good use
of the Baire category theorem as we consider how Λ([ f , g]) and L([ f , g]) are affected by perturbing ( f , g) in C(I) × C(I).
We ﬁnd that the sensibility of Λ([ f , g]) and L([ f , g]) to perturbations in ( f , g) has much to do with the sensibility of
Λ(g ◦ f ) and L(g ◦ f ) to perturbations in g ◦ f . Speciﬁcally, if the map taking h to Λ(h) is continuous at g ◦ f , then the
map taking (h,k) to Λ([h,k]) is continuous at ( f , g). The analogous result holds for L([ f , g]). Moreover, each of the maps
Λ and L is continuous on a residual subset of C(I) × C(I). Similar results hold for the map ω : I × C(I) × C(I) → K taking
(x, f , g) to ω(x, [ f , g]):
if the map taking (y,h) to ω(y,h) is continuous at (x, g ◦ f ), then the map taking (y,h,k) to ω(y, [h,k]) is continuous
at (x, f , g);
the map taking (x, f , g) to ω(x, [ f , g]) is a Baire 2 function continuous on a residual subset of I × C(I) × C(I); and
at a typical point (x, f , g), ω(x, [ f , g]) = ω(x, g ◦ f ) ∪ ω( f (x), f ◦ g), where both ω(x, g ◦ f ) and ω( f (x), f ◦ g) are
adding machines of type ∞.
Here is how we proceed. Sections 2 and 3 are dedicated to periodic, recurrent and chain recurrent sets of continu-
ous alternating systems. Basic properties of these sets are developed, and we see that some, but certainly not all, of the
properties associated with P ( f ), R( f ) and CR( f ) are maintained in the new setting. Section 4 is dedicated to the study
of Λ : C(I) × C(I) → K given by ( f , g) 
→ Λ([ f , g]) and Section 5 considers the map L : C(I) × C(I) → K given by
( f , g) 
→ L([ f , g]). Main results are found in Theorems 4.8, 4.13, 5.3, 5.4 and Corollary 5.15. In Section 6 we study the
continuity structure of the map ω : I × C(I) × C(I) → K given by (x, f , g) 
→ ω(x, [ f , g]), while Section 7 describes what is
typical for ω(x, [ f , g]). Main results are found in Theorems 6.1, 6.2, Corollaries 6.5 and 7.7.
2. Periodic and recurrent points of [ f , g]
Deﬁnition 2.1. Suppose f and g are in C(I). We let P˜ ([ f , g]) = {x: x ∈ ω(x, [ f , g]) and ω(x, [ f , g]) is ﬁnite}.
Remark 2.2. Suppose x ∈ P˜ ([ f , g]). Then ω(x, [ f , g]) = ω(x, g ◦ f ) ∪ ω( f (x), f ◦ g) is ﬁnite. Since x is contained in at least
one of the periodic orbits ω(x, g ◦ f ) or ω( f (x), f ◦ g), it follows that P˜ ([ f , g]) ⊆ P (g ◦ f )∪ P ( f ◦ g).
If x is periodic under g ◦ f , then x ∈ ω(x, [ f , g]) and ω(x, [ f , g]) is ﬁnite. Therefore P (g ◦ f ) ⊆ P˜ ([ f , g]).
If x ∈ P ( f ◦ g) then ω(x, f ◦ g)∪ω(g(x), g ◦ f ) = ω(g(x), [ f , g]) so that g(x) ∈ P˜ ([ f , g]). Thus, g(P ( f ◦ g)) ⊆ P˜ ([ f , g]).
Suppose x ∈ P (g ◦ f ). Then x ∈ ω(x, g ◦ f ) is ﬁnite, so that f (x) ∈ ω( f (x), f ◦ g) is ﬁnite. Thus, f (P (g ◦ f )) ⊆ P ( f ◦ g).
Now, (g ◦ f )(P (g ◦ f )) = g(P ( f ◦ g)) ⊆ P (g ◦ f ), and (g ◦ f )(P (g ◦ f )) = P (g ◦ f ).
We summarize the previous remark in the following lemma:
Lemma 2.3. Let f and g in C(I). Then
(1) P˜ ([ f , g]) ⊆ P (g ◦ f )∪ P ( f ◦ g),
(2) P (g ◦ f ) ⊆ P˜ ([ f , g]),
(3) g(P ( f ◦ g)) ⊆ P˜ ([ f , g]), and
(4) f (P (g ◦ f )) = P ( f ◦ g).
Deﬁnition 2.4. Suppose f and g are in C(I). We let R([ f , g]) = {x ∈ I: x ∈ ω(x, [ f , g])}.
Lemma 2.5. Suppose f and g are in C(I). Then, f (R(g ◦ f )) = R( f ◦ g).
Proof. Let x ∈ R(g ◦ f ). Then x ∈ ω(x, g ◦ f ) so that f (x) ∈ f (ω(x, g ◦ f )) = ω( f (x), f ◦ g). Thus, f (x) ∈ R( f ◦ g) and
f (R(g ◦ f )) ⊆ R( f ◦ g). Now, by twice applying what was just demonstrated, we obtain
( f ◦ g)(R( f ◦ g))= f (g(R( f ◦ g)))⊆ f (R(g ◦ f ))⊆ R( f ◦ g).
Since f ◦ g ∈ C(I), it follows that ( f ◦ g)(R( f ◦ g)) = R( f ◦ g), so we have
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Hence the thesis: f (R(g ◦ f )) = R( f ◦ g). 
Remark 2.6. By exchanging f and g we also have g(R( f ◦ g)) = R(g ◦ f ).
From the proof of the previous lemma we deduce the following result:
Lemma 2.7. Suppose f and g are in C(I). Then, R(g ◦ f ) ⊆ R([ f , g]).
Proof. If x ∈ R(g ◦ f ), then x ∈ ω(x, g ◦ f ) so that x ∈ ω(x, [ f , g]). Thus, x ∈ R([ f , g]). 
Lemma 2.8. Suppose f and g are in C(I). If y ∈ R([ f , g]), then y ∈ ω(y, g ◦ f ) or g(y) ∈ ω(y, g ◦ f ).
Proof. If y ∈ R([ f , g]) then y ∈ ω(y, g ◦ f )∪ω( f (y), f ◦ g). In case 1, y ∈ ω(y, g ◦ f ). In case 2, y ∈ ω( f (y), f ◦ g). So, we
have
g(y) ∈ ω((g ◦ f )(y), g ◦ f )= ω(y, g ◦ f ). 
Corollary 2.9. Suppose f and g are in C(I). If y ∈ P˜ ([ f , g]), then y ∈ P (g ◦ f ) or g(y) ∈ P (g ◦ f ).
Example 2.10. Here is an example of x ∈ P ([ f , g]) ⊆ R([ f , g]) so that
(1) x ∈ ω(x, [ f , g]) = ω(x, g ◦ f )∪ω( f (x), f ◦ g) (this follows by deﬁnition),
(2) x ∈ ω( f (x), f ◦ g), and
(3) x /∈ ω(x, g ◦ f ).
Let x = 12 . Fix z ∈ I \ { 13 , 12 }. Let f , g : I → I be surjective continuous maps such that
f
(
1
3
)
= 1
2
, f
(
1
2
)
= z,
and
g(z) = g
(
1
2
)
= 1
3
.
This gives
(g ◦ f )
(
1
2
)
= 1
3
, (g ◦ f )
(
1
3
)
= 1
3
and
( f ◦ g)(z) = 1
2
, ( f ◦ g)
(
1
2
)
= 1
2
.
Then
ω
(
1
2
, [ f , g]
)
= ω
(
1
2
, g ◦ f
)
∪ω
(
f
(
1
2
)
, f ◦ g
)
= ω
(
1
2
, g ◦ f
)
∪ω(z, f ◦ g)
=
{
1
3
}
∪
{
1
2
}
.
We next develop the adding machines. As in [13] and [12], much of the terminology is borrowed from [4]. Let α =
(α(1),α(2), . . . ,α(n), . . .) ∈ (N \ {1})N , and set
α =
∞∏
Zα(i),i=1
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Cantor space. Instead of the usual coordinate-wise addition, we add two elements of α with “carry over” to the right.
More precisely, if (x1, x2, . . .) and (y1, y2, . . .) are in α , then
(x1, x2, . . .)+ (y1, y2, . . .) = (z1, z2, . . .),
where z1 = x1 + y1 mod (α(1)) and, in general, zi is deﬁned recursively as zi = xi + yi + i−1 mod (α(i)) where i−1 = 0
if xi−1 + yi−1 + i−2 <α(i − 1) and i−1 = 1 otherwise. If we let fα be the “+1” map, that is fα(x1, x2, . . .) = (x1, x2, . . .)+
(1,0,0, . . .), then (α, fα) is a dynamical system known in various contexts as a solenoid, adding machine or odometer.
We refer to fα as an adding machine or an odometer [3,4].
Fix α ∈ (N \ {1})N . We deﬁne a function Mα from the set of primes into N ∪ {∞} as follows. For each prime p, let
Mα(p) =
∞∑
i=1
n(i),
where n(i) is the largest power of p which divides α(i). We call odometers of type ∞ the odometers associated with those
α for which Mα(p) = ∞ for all p. Theorems 2.11 and 2.12 give a beautiful characterization of adding machines up to
topological conjugacy is due to Block and Keesling [4].
Theorem 2.11. Let α ∈ (N \ {1})N . Let mi = α(1)α(2) · · ·α(i) for each i. Let f : X → X be a continuous map of a compact topological
space X. Then f is topologically conjugate to fα if and only if (1), (2), and (3) hold.
(1) For each positive integer i, there is a cover Pi of X consisting of mi pairwise disjoint, non-empty, clopen sets which are cyclically
permuted by f .
(2) For each positive integer i, P i+1 partitions Pi .
(3) If W1 ⊃ W2 ⊃ W3 ⊃ · · · is a nested sequence with Wi ∈ Pi for each i, then⋂∞i=1 Wi consists of a single point.
Moreover, in this case statement (4) also holds.
(4) X is metrizable and if mesh(Pi) denotes the maximum diameter of an element of the cover Pi , then mesh(Pi) → 0 as i → ∞.
Theorem 2.12. (See [4, Corollary 2.8].) Let α,β ∈ (N \ {1})N . Then fα and fβ are topologically conjugate if and only if Mα = Mβ .
Example 2.13. If f ∈ C(I), then P ( f ) = R( f ) is called the center of f [3]. The following example shows that P˜ ([ f , g]) can
be a proper subset of R([ f , g]).
(1) Take x = 14 . Let l : I → I be continuous so that
a. ω( 34 , l) is an odometer of type ∞,
b. 14 ∈ ω( 34 , l),
c. 34 /∈ ω( 34 , l).
(2) Take f : I → I a homeomorphism so that f ( 14 ) = 34 .
(3) Set g = f −1 ◦ l.
(4) ω( f (x), f ◦ g) = ω( 34 , f ◦ f −1 ◦ l) = ω( 34 , l) is ∞-adic.
(5) Since
y ∈ ω( f (z), f ◦ g) ⇒ g(y) ∈ ω(g( f (z)), g ◦ f )= ω(z, g ◦ f ),
it follows that
1
4
/∈ ω
(
1
4
, g ◦ f
)
as
1
4
/∈ ω
(
1
4
, g ◦ f
)
⇔ 1
4
/∈ g
(
ω
(
3
4
, f ◦ g
))
= ( f −1 ◦ l)
(
ω
(
3
4
, l
))
= f −1
(
ω
(
3
4
, l
))
and
3
4
/∈ ω
(
3
4
, l
)
.
(6) Since 34 /∈ ω( 34 , l) = ω( 34 , f ◦ g) we can modify g in a small neighborhood of 34 , and not affect the dynamics on
ω( 3 , f ◦ g):4
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b. Deﬁne g1 : I → I so that
i. g1 = g on I \ B( 34 ),
ii. g1( 34 ) ∈ ω( 14 , g ◦ f ),
iii. extend g1 to all of I (and, hence, on all of B( 34 )) using the Tietze extension theorem.
Now, g1( f ( 14 )) ∈ ω( 14 , g1 ◦ f ) = ω( 14 , g ◦ f ).
c. Let  > 0 so that and B( 14 )∩ω( 14 , g1 ◦ f ) = ∅. Deﬁne f1 : I → I so that
i. f1 = f on I \ B( 14 ),
ii. f1(z) = f ( 14 ) for every z ∈ B 4 ( 14 ),
iii. extend f1 to all of I (and, hence, on all of B( 14 )) using the Tietze extension theorem.
(7) Then
a. 14 ∈ ω( 14 , [ f1, g1]) = ω( 14 , [ f , g]) = ω( 14 , g ◦ f )∪ω( 34 , f ◦ g), as f1( 14 ) = f ( 14 ) = 34 ,
b. 14 ∈ ω( f1( 14 ), f1 ◦ g1) = ω( 34 , l),
c. 34 /∈ ω( f1( 14 ), f1 ◦ g1) = ω( 34 , l) so that 14 /∈ ω( 14 , g1 ◦ f1) = f −1(ω( 34 , l)).
(8) 14 ∈ ω( 14 , [ f1, g1]) = K implies 14 ∈ R([ f1, g1]).
If z ∈ B 
4
( 14 ), then ω(z, [ f1, g1]) = K , so that B 4 ( 14 )∩ P˜ ([ f1, g1]) = ∅.
3. Chain recurrent set of [ f , g]
Let f ∈ C(I). We recall that the set CR( f ) of all chain recurrent points of f is deﬁned by x /∈ CR( f ) if there exists an open
set U with f (U ) ⊆ U such that x /∈ U , f (x) ∈ U [3, p. 112].
Let  > 0 be given and let x, y, be any points of I . An -chain, or pseudo-orbit, from x to y is a ﬁnite sequence
{x0, x1, . . . , xn} of points of I with x = x0, y = xn and | f (xk−1)− xk| <  for k = 1, . . . ,n [3, p. 115].
Proposition 3.1. (See [3, Corollary V.46].) Let f ∈ C(I). A point x ∈ I is chain recurrent if and only if, for every  > 0, there is an -chain
from x to itself.
Proposition 3.2. (See [3, Proposition V.37, Corollary V.40].) Let f ∈ C(I). The chain recurrent set CR( f ) is closed and strongly invariant.
Proposition 3.3. Let f ∈ C(I). Then x ∈ CR( f ) if and only if any open neighborhood V of f in C(I) contains a map g such that
x ∈ P (g).
Proof. ⇒ If x ∈ CR( f ) then any open neighborhood V of f in C(I) contains a map g such that x ∈ P (g) [3, Lemma V.49].
⇐ Let  > 0. It suﬃces to show that there exists an -chain from x to itself. Let g ∈ B( f ) such that x ∈ P (g). Say x0 = x,
gi(x) = xi for every 0 i  n and gn+1(x) = x. That is, orb(x, g) = {x0, x1, . . . , xn} = ω(x, g). Since, g ∈ B( f ), |g(z)− f (z)| <
 for all z ∈ I . In particular, | f (xk−1)− xk| = | f (xk−1)− g(xk−1)| <  for k = 1,2, . . . ,n. 
Deﬁnition 3.4. Let f and g be elements of C(I). A point x ∈ I is a chain recurrent point of [ f , g], and we write x ∈ CR([ f , g]),
if every open neighborhood V of ( f , g) in C(I) × C(I) contains some ( f1, g1) such that x ∈ P˜ ([ f1, g1]).
Lemma 3.5. Let f and g be elements of C(I). Then CR(g ◦ f ) ⊆ CR([ f , g]).
Proof. Let x ∈ CR(g ◦ f ) with V an open neighborhood of ( f , g). Let  > 0 so that B( f ◦ g) ⊆ V . By Block and Coppel,
Lemma V.49, there exists h ∈ B(I) so that x ∈ P (h◦ g◦ f ) = P ((h◦ g)◦ f ). Thus, x ∈ P˜ ([ f ,h◦ g]), and ( f ,h◦ g) ∈ B( f , g). 
Lemma 3.6. Let f and g be elements of C(I). Then CR([ f , g]) ⊆ CR(g ◦ f )∪ CR( f ◦ g).
Proof. Let x ∈ CR([ f , g]). Fix n ∈ N with ( fn, gn) ∈ B 1
n
(( f , g)) such that x ∈ P˜ ([ fn, gn]). Say ω(x, [ fn, gn]) = ω(x, gn ◦ fn) ∪
ω( fn(x), fn ◦ gn) = An ∪ Bn , where An and Bn are necessarily periodic. Should x ∈ Bn , then Bn = ω(x, fn ◦ gn). Since
( fn, gn) → ( f , g) as n → ∞, and x is contained in at least one of the collections {ω(x, gn ◦ fn): n 1}, {ω(x, fn ◦ gn): n 1}
inﬁnitely often, it follows that x is contained in at least one of the sets CR(g ◦ f ), CR( f ◦ g). We conclude that
x ∈ CR(g ◦ f )∪ CR( f ◦ g). 
Lemma 3.7. Let f and g be elements of C(I). Then g(CR( f ◦ g)) ⊆ CR(g ◦ f ) ⊆ CR([ f , g]).
1196 E. D’Aniello, T.H. Steele / J. Math. Anal. Appl. 389 (2012) 1191–1203Proof. Let x ∈ CR( f ◦ g). Fix  > 0. Since g ∈ C(I), g is uniformly continuous on I . Let δ > 0 so that |g(x) − g(y)| < 
whenever |x − y| < δ. Say {x0, x1, . . . , xn} is a δ-chain from x to itself for f ◦ g . Then, |( f ◦ g)(xk−1) − xk| < δ for k =
1,2, . . . ,n. Since (g ◦ f ◦ g)(x) = (g ◦ f )(g(x)) = g(( f ◦ g)(x)) it follows that |(g ◦ f )(g(xk−1)) − g(xk)| <  for k = 1, . . . ,n,
and {g(x0), g(x1), . . . , g(xn)} is an -chain from g(x) to itself for g ◦ f . Thus, g(x) ∈ CR(g ◦ f ). Hence, g(CR( f ◦ g)) ⊆ CR(g ◦ f ).
By Lemma 3.5,
g
(
CR( f ◦ g))⊆ CR(g ◦ f ) ⊆ CR[ f , g]. 
Lemma 3.8. Let f and g be elements of C(I). Then g(CR( f ◦ g)) = CR(g ◦ f ).
Proof. By Lemma 3.7 g(CR( f ◦ g)) ⊆ CR([ f , g]). Moreover, ( f ◦ g)(CR( f ◦ g)) = f (g(CR( f ◦ g))) ⊆ f (CR(g ◦ f )) ⊆ CR( f ◦ g).
Couple this with the fact that ( f ◦ g)(CR( f ◦ g)) = CR( f ◦ g), and conclude that g(CR( f ◦ g)) = CR(g ◦ f ). 
4. ω-Limit points of [ f , g]
Deﬁnition 4.1. (See [22,21].) Let f ∈ C(I). If x ∈ P ( f ) has period n, and if any neighborhood of x contains points u, v such
that f n(u) < u and f n(v) > v , then x is an essential periodic point. Let S0( f ) represent the essential periodic points of f .
Lemma 4.2. (See [15, Lemma 3.1].) If [ f , g] is a continuous alternating system on I and x ∈ I , then ω(x, [ f , g]) = ω(x, g ◦ f ) ∪
ω( f (x), f ◦ g).
Lemma 4.3. (See [15, Lemma 3.2].) If f and g are in C(I) and x ∈ I , then
ω
(
f (x), f ◦ g)= f (ω(x, g ◦ f )).
Proposition 4.4. (See [15, Lemma 4.1].) Suppose f and g are in C(I), and f : L(g ◦ f ) → L( f ◦ g) such that σ 
→ f (σ ). Then f is a
bijection.
We recall that (K,H) denotes the class of non-empty closed sets K in I endowed with the Hausdorff metric H. It
follows that (K,H) is compact [7].
Deﬁnition 4.5. Let Λ : C(I)× C(I) → K be given by ( f , g) 
→ Λ([ f , g]), where Λ([ f , g]) =⋃x∈I ω(x, [ f , g]).
Remark 4.6. For every ( f , g) ∈ C(I) × C(I), Λ([ f , g]) = Λ(g ◦ f ) ∪ Λ( f ◦ g), so that Λ([ f , g]) is a closed subset of I . This
follows immediately from Corollary IV.12 in [3], since both Λ(g ◦ f ) and Λ( f ◦ g) are closed.
Theorem 4.7. (See [23].) Let f ∈ C(I). If S0( f ) = CR( f ) then Λ : C(I) → K is continuous at f .
Theorem 4.8. Let ( f , g) ∈ C(I) × C(I). If S0(g ◦ f ) = CR(g ◦ f ) then Λ : C(I) × C(I) → K is continuous at ( f , g).
Proof. Let S0( f ◦ g) = CR(g ◦ f ), and suppose that {( fn, gn)}n∈N ⊆ C(I) × C(I) so that ( fn, gn) → ( f , g). It suﬃces to show
that Λ([ fn, gn]) converges to Λ([ f , g]) as n tends to ∞. Since S0(g ◦ f ) = CR(g ◦ f ) and ( fn, gn) converges to ( f , g) as
n tends to ∞, it follows that gn ◦ fn → g ◦ f and hence, by Theorem 4.7, Λ(gn ◦ fn) → Λ(g ◦ f ). It remains to show
that Λ( fn ◦ gn) → Λ( f ◦ g) in order to complete the proof, as Λ([ f , g]) = Λ(g ◦ f ) ∪ Λ( f ◦ g), by deﬁnition. Recall that
fn(Λ(gn ◦ fn)) = Λ( fn ◦ gn) and that fn → f . Thus, Λ( fn ◦ gn) = fn(Λ(gn ◦ fn)) → f (Λ(g ◦ f )) = Λ( f ◦ g). 
Corollary 4.9. The map Λ : C(I)× C(I) → K is continuous at ( f , g) if the map Λ : C(I) → K is continuous at g ◦ f .
Proof. This follows from Theorem 4.8 and Proposition 3.1 in [24]. 
Lemma 4.10 (Banach). (See [7].) There exists I ⊆ C(I) so that I is residual, and if f ∈ I , then f is constant on no subinterval of I .
Proposition 4.11. Let f and g be in I . If x ∈ CR( f ◦ g) then any open neighborhood of f contains a function f1 for which x ∈ S0( f1◦ g).
Proof. Assume ﬁrst that x is an element of P ( f ◦ g). Let V be a neighborhood of f , and take  > 0 so that B( f ) ⊂ V .
Since f is continuous on I , there exists δ > 0 so that | f (x) − f (y)| < 4 for all x, y in I which satisfy |x − y| < δ. Suppose
x ∈ P ( f ◦ g) is of period n. Set ω(x, f ◦ g) = {x0, x1, . . . , xn−1}, where ( f ◦ g)(xi−1) = xi , for 1 i  n− 2 and ( f ◦ g)(xn−1) =
x0 = x. Let γ1 = mini = j |xi − x j | and β1 = mini = j |g(xi) − g(x j)|, and set γ = min{γ1, 4 , δ} with β = min{B1, 4 , δ}. Since
( f ◦ g)n(xi) = xi with f and g in I , we see that g(( f ◦ g)n−1(B γ (xi))) contains g(xi−1) and an interval. Say 〈g(xi−1), zi−1〉4
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4
(xi))) ∩ B β
8
(g(xi−1)), where 〈g(xi−1), zi−1〉 is either [g(xi−1), zi−1] or [zi−1, g(xi−1)], and
zi−1 = g(xi−1). Take {bi,k}k ⊆ 〈g(xi−1), zi−1〉 so that bi,k → g(xi−1) as k tends to ∞ and is strictly monotone, and set, for
every k ∈ N, li,k = bi,k+bi,k+12 . We now pull back the sequences {bi,k}k and {li,k}k to their pre-images in B γ4 (xi). In particular,
let, for every k ∈ N, b˜i,k be contained in B γ
4
(xi) so that g(( f ◦ g)n−1(b˜i,k)) = bi,k . If there is more than one possible choice
for b˜i,k , pick b˜i,k so that |xi − b˜i,k| is minimal. Take l˜i,k in B γ
4
(xi) in a similar fashion, so that g(( f ◦ g)n−1(l˜i,k)) = li,k . We
now deﬁne the function f1:
(1) f1 = f on I \⋃ni=1 B β
4
(g(xi−1)),
(2) f1(g(xi−1)) = f (g(xi−1)) = xi for i = 0,1, . . . ,n − 1, so that we maintain our periodic orbit,
(3) f1(bi,k) = min{1, xi + 2|xi − b˜i,k|}. Then
a. f1(bi,k) = f1(g( f ◦ g)n−1(b˜i,k)) > b˜i,k ,
b. f1(bi,k) → ( f1 ◦ g)(xi−1) = xi as k → ∞.
(4) f1(li,k) = max{0, xi − 2|xi − l˜i,k|}. Then
a. f1(li,k) = f1(g( f ◦ g)n−1(l˜i,k)) < l˜i,k ,
b. f1(li,k) → ( f1 ◦ g)(xi−1) = xi as k → ∞.
(5) Extend f1 to the remainder of
⋃n
i=1 B β
4
(g(xi−1)) using the Tietze extension theorem so that d( f , f1) <  .
Now, let x ∈ CR( f ◦ g) \ P ( f ◦ g). Let V be a neighborhood of f , and take  > 0 so that B( f ) ⊂ V . By Proposition 3.3, there
exists h in B 
2
( f ) such that x ∈ P (h ◦ g). By the ﬁrst part of the proof applied to the point x and the map h, there exists f1
in B 
2
(h) for which x ∈ S0( f1 ◦ g). As ‖ f1 − f ‖ ‖ f1 − h‖ + ‖h − f ‖ <  , we have f1 ∈ B( f ) ⊂ V . 
Remark 4.12. In Proposition 4.11 we have proved a bit more. We now have orb(x, f1 ◦ g) ⊆ S0( f1 ◦ g). So, for any σ > 0
there exists a neighborhood U containing f1 so that f2 ∈ U implies orb(x˜, f2 ◦ g) ⊆ S0( f2 ◦ g), where H(orb(x˜, f2 ◦ g),
orb(x, f1 ◦ g)) < σ .
Theorem 4.13. Let g ∈ I . Then, there exists a residual set S ⊆ C(I) such that S0( f ◦ g) = CR( f ◦ g) whenever f ∈ S .
Proof. (1) Since S0( f ◦ g) ⊆ CR( f ◦ g) and CR( f ◦ g) is closed in I it follows that S0( f ◦ g) ⊆ CR( f ◦ g). To show that
H(S0( f ◦ g),CR( f ◦ g)) <  , then, it suﬃces to show that for any x ∈ CR( f ◦ g) there exists y ∈ S0( f ◦ g) so that |x− y| <  .
Set Sn = { f ∈ I: H(S0( f ◦ g),CR( f ◦ g)) < 1n }. Since S =
⋂
n=1 ∞Sn , we need to show that Sn is both dense and open in I .
(2) We verify that Sn is a dense subset of I (note: if Sn is dense in I then Sn is dense in C(I)). Let f ∈ I \ Sn with
 > 0. Since CR : C(I) → K is upper semicontinuous [3, Proposition V.38], there exists δ > 0 so that ‖ f − f1‖ < δ implies
CR( f1 ◦ g) ⊆ B(CR( f ◦ g)). Take δ > 0 so that CR( f1 ◦ g) ⊆ B 1
2n
(CR( f ◦ g)) whenever ‖ f − f1‖ < δ, and let {x1, x2, . . . , xm} ⊆
CR( f ◦ g) be a 12n -chain of CR( f ◦ g). Now, choose f1 in C(I) so that xi ∈ S0( f1 ◦ g) for 1 i m and ‖ f − f1‖ <min{δ, }.
We do this using Proposition 4.11. Then CR( f ◦ g) ⊆ B 1
2n
(S0( f1 ◦ g)) since {x1, x2, . . . , xm} ⊆ S0( f1 ◦ g), and CR( f1 ◦ g) ⊆
B 1
2n
(CR( f ◦ g)) so that CR( f1 ◦ g) ⊆ B 1
n
(S0( f1 ◦ g)). We conclude that H(S0( f1 ◦ g),CR( f1 ◦ g)) < 1n .
(3) We now show that Sn is an open subset of I . Let f ∈ Sn with n  4. Say H(S0( f ◦ g),CR( f ◦ g)) = α < 1n , and
set γ = 1n − α. Let δ1 > 0 so that ‖ f − f1‖ < δ1 implies CR( f1 ◦ g) ⊆ B γn (CR( f ◦ g)). Take {x1, x2, . . . , xm} ⊆ S0( f ◦ g)
to be an α + γn -net of CR( f ◦ g). Now, there exists δ2 > 0 so that ‖ f − f1‖ < δ2 implies S0( f1 ◦ g) ∩ B γn (xi) = ∅ for
i = 1,2, . . . ,m. If f1 ∈ I for which ‖ f − f1‖ < min{δ1, δ2} then ⋃mi=1 xi ⊆ B γn (S0( f1 ◦ g)), CR( f ◦ g) ⊆ Bα+ γn (
⋃m
i=1 xi) and
CR( f1 ◦ g) ⊆ B γ
n
(CR( f ◦ g)). It follows that CR( f1 ◦ g) ⊆ B 1
n
(S0( f1 ◦ g)) so that H(S0( f1 ◦ g),CR( f1 ◦ g)) < 1n and g ∈ Sn . 
Corollary 4.14. If g ∈ I then there exists a residual set S ⊆ C(I) such that the map Λ : C(I) × C(I) → K is continuous at ( f , g)
whenever f ∈ S .
5. The collection of ω-limit sets of [ f , g]
Let (K,H) be the metric space consisting of all non-empty closed subsets of K. Thus, K ∈ K if K is a non-empty
family of non-empty closed sets in I such that K is closed in K with respect to H. We endow K so that K1 and K2 are
close with respect to H if each member of K1 is close to some member of K2 with respect to H, and vice versa. This
metric space is compact [6,23].
Deﬁnition 5.1. Deﬁne L : C(I) → K as f 
→ L( f ) = {ω(x, f ): x ∈ I}.
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sets of f whenever P ( f ) = CR( f ).
Theorem 5.3. Let f and g be elements of C(I). Then L([ f , g]) is contained in the Hausdorff closure of the ﬁnite ω-limit sets of [ f , g]
whenever P (g ◦ f ) = CR(g ◦ f ).
Proof. Let β ∈ L([ f , g]) with  > 0. We want to establish the existence of σ ∈ L([ f , g]), σ ﬁnite, so that H(β,σ ) <  .
Since β ∈ L([ f , g]), there exist A ∈ L(g ◦ f ) and B ∈ L( f ◦ g), necessarily unique, such that β = A ∪ B , and f (A) = B . Since
f ∈ C(I), there exists δ > 0, with  > δ, so that | f (x) − f (y)| <  whenever |x − y| < δ. Now, consider A ∈ L(g ◦ f ). By
hypothesis, P (g ◦ f ) = CR(g ◦ f ), so, by Theorem 5.2, there is α ∈ L(g ◦ f ) ﬁnite, say α = ω(x, g ◦ f ), such that H(A,α) < δ.
The continuity of f insures that H( f (A), f (α)) = H(B,ω( f (x), f ◦ g)) <  . Thus, H(β,σ ) <  , where σ = α ∪ f (α) =
ω(x, [ f , g]) = ω(x, g ◦ f )∪ω( f (x), f ◦ g). 
Theorem 5.4. The map L : C(I) × C(I) → K is continuous at ( f , g) if the map L : C(I) → K is continuous at g ◦ f .
Proof. Suppose that {( fn, gn)}n∈N ⊆ C(I) × C(I) so that ( fn, gn) → ( f , g). It suﬃces to show that L([ fn, gn]) → L([ f , g]).
(1) Since ( fn, gn) → ( f , g), and L is continuous at g ◦ f , it follows that gn ◦ fn → g ◦ f and L(gn ◦ fn) → L(g ◦ f ).
(2) Since L(gn ◦ fn) → L(g ◦ f ) and fn → f , it follows that fn(L(gn ◦ fn)) = L( fn ◦ gn) → f (L(g ◦ f )) = L( f ◦ g).
(3) There is a bijection from L(g ◦ f ) to L([ f , g]) given by ω(x, g ◦ f ) 
→ ω(x, [ f , g]) = ω(x, g ◦ f )∪ω( f (x), f ◦ g), so that
ω(x, [ f , g]) can be considered as an element of L(g ◦ f )× L( f ◦ g).
We conclude that L([ fn, gn]) → L([ f , g]). 
Deﬁnition 5.5. We say that a periodic orbit A of f of period n  1 is a p-stable periodic orbit if for any  > 0 there is a
δ > 0 such that any g ∈ C(I) with ‖ f − g‖ < δ has a periodic orbit B of period n satisfying H(A, B) <  . Denote by S( f ) the
collection of p-stable periodic orbits of f . Following immediately from these deﬁnitions we have
x ∈ S0( f ) → ω(x, f ) ∈ S( f ).
Deﬁnition 5.6. (See [24, p. 506], [21].) Let f ∈ C(I). Let Ω˜( f ) be the collection of all subsets L of [0,1] satisfying all of
these properties together:
i. L is closed,
ii. f (L) = L, and
iii. for any non-empty proper closed F ⊂ L, F ∩ f (L \ F ) = ∅.
Proposition 5.7. (See [24, Proposition 4.1].) Let f ∈ C(I). Then, Ω˜( f ) is closed in (K,H).
Proposition 5.8. (See [24, Proposition 4.2].) The map Ω˜ : C(I) → K given by f 
→ Ω˜( f ) is upper semicontinuous.
Proposition 5.9. (See [24, Proposition 4.3].) If f ∈ C(I) for which S( f ) = Ω˜( f ) in (K,H), then L : C(I) → K is continuous at f .
Corollary 5.10. Let ( f , g) ∈ C(I) × C(I). If S( f ◦ g) = Ω˜( f ◦ g), then the map L : C(I) × C(I) → K is continuous at ( f , g).
We want to show that, typically, the map L : C(I) × C(I) → K given by ( f , g) 
→ L([ f , g]) is continuous. From Theo-
rem 5.4, it suﬃces to show that, typically, the map taking ( f , g) 
→ L(g ◦ f ) is continuous. From Proposition 5.9 it suﬃces
to show that S(g ◦ f ) = Ω˜(g ◦ f ) for the typical ( f , g).
Lemma 5.11. If L ∈ Ω˜( f ) then for any  > 0 there exists an -chain χ = {x0, x1, . . . , xn} ⊆ L such that x0 = xn and H(χ, L) < .
Proof. Since f is uniformly continuous there is δ > 0 so that |x− y| < δ < 4 implies | f (x) − f (y)| < 4 . Since L is compact
we can take {y0, y1, . . . , ym} ⊆ L so that
(1) yi < y j whenever i < j,
(2) L ⊆⋃mi=0 Bδ(yi), and L ∩ Bδ(yi) = ∅, for every 0 i m,
(3) Bδ(y0)∩ Bδ(yi) = ∅ ⇒ i = 1, Bδ(ym)∩ Bδ(yi) = ∅ ⇒ i =m−1; if j = 1,2, . . . ,m−1 then Bδ(y j)∩ Bδ(yi) = ∅ ⇒ i = j−1
or i = j + 1,
(4) if j = i then y j /∈ Bδ(yi).
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exists 0 i  n so that y j = xi . This will insure that H(χ, L) <  .
First, let x0 = y0. Recall that F ∩ f (L \ F ) = ∅ for any non-empty proper closed F ⊆ L. Let F = ⋃mj=1 Bδ(y j). Since
F ∩ f (L \ F ) = ∅, there exists x ∈ Bδ(y0) so that f (x) ∈ Bδ(yi), i = 0. Thus, | f (y0) − yi| < | f (y0) − f (x)| + | f (x) − yi| <

4 + 4 = 2 , so {y0, y1} is an 2 -chain.
Now, let F =⋃l =i Bδ(yl). Since F ∩ f (L \ F ) = ∅, there exists x ∈ Bδ(yi) so that f (x) ∈ Bδ(ys), s = i. Thus, | f (yi)− ys| <
| f (yi)− f (x)| + | f (x) − ys| < 4 + 4 = 2 , so {yi, ys} is an 2 -chain.
Let x0 = y0, x1 = yi and x2 = ys . Then, {x0, x1, x2} is an 2 -chain.
Arguing in this way, assume that at a certain step, we have constructed an 2 -chain {x0, x1, . . . , xt = yr}, where t ∈ N,{x0, x1, . . . , xt} ⊆ {y0, y1, . . . , ym}. We can always extend {x0, x1, . . . , xt = yr} to {x0, x1, . . . , xt , xt+1} as an 2 -chain, as there
exists x ∈ Bδ(xt) so that f (x) ∈ Bδ(yh), h = t . Moreover, because {y0, y1, . . . , ym} contains m+1 elements, for some hm+2
we will arrive at an 2 -chain {x0, x1, . . . , xh} with xh = x j where x j ∈ {x0, x1, . . . , xh−1}. That is, {x j, x j+1, . . . , xh} is an 2 -chain
where the ﬁrst element coincides with the last one.
If {y0, y1, . . . , ym} ⊆ {x j, x j+1, . . . , xh}, then we are done. Suppose, then, that {y0, y1, . . . , ym} is not a subset of
{x j, x j+1, . . . , xh}. We show that when this is the case {x j, x j+1, . . . , xh} can always be extended as an 2 -chain to include
some yi ∈ {y0, y1, . . . , ym} \ {x j, x j+1, . . . , xh}. From this our conclusion will follow. To this end, let F =⋃p∈ J Bδ(yp), where
p ∈ J if yp ∈ {y0, y1, . . . , ym} \ {x j, x j+1, . . . , xh}. Then there exists x ∈ Bδ(xk), j  k h, so that f (x) ∈ Bδ(yp), where p ∈ J .
This allows us to form the -chain {x j, . . . , xh = x j, x j+1, . . . , xk, yp}. Say yp = z1. As before, we can extend {x j, . . . , z1} to
{x j, . . . , z1, z2} where z2 = y j for some 0 j m. We continue to do this till we get s 2 minimal so that zs ∈ {x j, . . . , xh}.
Say zs = xq . Then
{x j, x j+1, . . . , xh = x j, x j+1, . . . , xk, z1, z2, . . . , zs = xq, xq+1, . . . , xh}
is an 2 -chain whose the ﬁrst and last elements coincide, and contains at least one more element of {y0, y1, . . . , ym} than
does {x j, . . . , xn}. 
Lemma 5.12. Let f and g be in I , L ∈ Ω˜( f ◦ g) and  > 0. There exists f1 in C(I) and K ∈ L( f1 ◦ g) so that ‖ f − f1‖ <  , K is ﬁnite
and H(K , L) <  .
Proof. Using Lemma 5.11, let β = {x0, x1, . . . , xn} ⊆ L be an 2 -chain with respect to f ◦ g so that x0 = xn and H(L, β) < 2 .
We deﬁne an appropriate h : I → I so that ‖h‖ <  , and set f1 = h ◦ f . The starting point for our development of h is to
take h(( f ◦ g)(xi)) = xi+1, but the {xi}n−1i=0 may not be distinct. Thus, we use points yi close to xi that get mapped to points
yi+1 close to xi+1 by f ◦ g . That we are able to ﬁnd distinct points yi follows from the fact that f and g are contained
in I .
Since f ◦ g is uniformly continuous, there exists 4 > δ > 0 so that |( f ◦ g)(x)− ( f ◦ g)(y)| < 4 whenever |x− y| < δ. We
deﬁne h as follows:
(1) Take y0 ∈ Bδ(x0) so that y0 /∈ β and ( f ◦ g)(y0) /∈ β . Pick y1 ∈ Bδ(x1) so that y1 /∈ β ∪ {y0} and ( f ◦ g)(y1) /∈ β ∪ {y0}.
Set h(( f ◦ g)(y0)) = y1.
(2) In general, for 0< i < n − 1, take yi ∈ Bδ(xi) so that yi /∈ β ∪ {y0, y1, . . . , yi−1} and ( f ◦ g)(yi) /∈ β ∪ {y0, y1, . . . , yi−1}.
Set h(( f ◦ g)(yi−1)) = yi .
(3) For i = n − 1, set h(( f ◦ g)(yn−1)) = yn = y0. Now, for any i = 0,1, . . . ,n − 1, we have∣∣h(( f ◦ g)(yi))− ( f ◦ g)(yi)∣∣= ∣∣yi+1 − ( f ◦ g)(yi)∣∣
= ∣∣(yi+1 − xi+1)+ (xi+1 − ( f ◦ g)(xi))+ (( f ◦ g)(xi)− ( f ◦ g)(yi))∣∣
 |yi+1 − xi+1| +
∣∣xi+1 − ( f ◦ g)(xi)∣∣+ ∣∣( f ◦ g)(xi)− ( f ◦ g)(yi)∣∣
<

4
+ 
2
+ 
4
= .
(4) Now, extend h to all of [0,1] so that ‖h‖ <  using the Tietze extension theorem.
It follows that ‖h ◦ f − f ‖ <  . Moreover, ω(y0, (h ◦ f ) ◦ g) =⋃n−1i=0 yi is an n-cycle and H(ω(y0, (h ◦ f ) ◦ g), β) < δ. Since
Bδ(yi)∩β = ∅ for any i, one has H(ω(y0, (h ◦ f ) ◦ g), β) < δ. Since H(β, L) < 2 we conclude that H(ω(y0, (h ◦ f ◦ g)), L) <
δ + 2 <  . Set h ◦ f = f1, and ω(y0, (h ◦ f ) ◦ g) = ω(y0, f1 ◦ g) = K . 
From Proposition 4.11, we have the following corollary to Lemma 5.12:
Corollary 5.13. Let f and g be in I , L ∈ Ω˜( f ◦ g) and  > 0. Then there exists f1 in C(I) and K ∈ S( f1 ◦ g) so that ‖ f − f1‖ < 
and H(K , L) <  .
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Proof. Let Bn = { f ∈ I: H(S( f ◦ g), Ω˜( f ◦ g)) > 1n }. It suﬃces to show that Bn is nowhere dense for any n.
We ﬁrst show that I \ Bn is dense. Let f ∈ Bn . Since Ω˜ : C(I) → K is upper semicontinuous, there exists δ > 0 so that
Ω˜(h ◦ g) ⊆ B 1
4n
(Ω˜( f ◦ g)) whenever d(h, f ) < δ. Since Ω˜( f ◦ g) is closed in K, there exist {Li}mi=1 ⊆ Ω˜( f ◦ g) so that {Li}mi=1
is a 14n -net of Ω˜( f ◦ g); that is, for any K ∈ Ω˜( f ◦ g) there exists i so that 1 i m and H(K , Li) < 14n . Choose f1 ∈ C(I)
so that ‖ f1 − f ‖ < δ and there is a stable periodic orbit Ki ∈ S( f1 ◦ g) so that H(Ki, Li) < 14n for 1 i m. It follows that
Ω˜( f1 ◦ g) ⊆ B 1
4n
(Ω˜( f ◦ g)) ⊆ B 1
2n
({Li}mi=1) ⊆ B 34n (S( f1 ◦ g)), so that H
(S( f1 ◦ g), Ω˜( f1 ◦ g)) < 1n .
We now show that I \ Bn is open. Let f ∈ I such that H(S( f ◦ g), Ω˜( f ◦ g)) = σ < 1n , say 1n − σ =  . Choose δ1 > 0 so
that Ω˜( f1 ◦ g) ⊆ B 
4
(Ω˜( f ◦ g)) whenever ‖ f1, f ‖ < δ1, and take {Li}mi=1 ⊆ S( f ◦ g) with the property that H({Li}mi=1, Ω˜( f ◦
g)) < σ + 4 . Since {Li}mi=1 ⊆ S( f ◦ g) there exists δ2 > 0 so that ‖ f1− f ‖ < δ2 implies the existence, for any 1 i m, of Ki ∈
S( f1 ◦ g) so that H(Ki, Li) < 4 . Let f1 ∈ I with ‖ f1 − f ‖ <min{δ1, δ2}. Then Ω˜( f1 ◦ g) ⊆ B 4 (Ω˜( f1 ◦ g)) ⊆ Bσ+ 2 ({Li}mi=1) ⊆
Bσ+ 34 ({Ki}
m
i=1) ⊆ Bσ+ 34 (S( f1 ◦ g)), so that H
(S( f1 ◦ g), Ω˜( f1 ◦ g)) < σ + 34 < 1n . 
Corollary 5.15. If g ∈ I then there exists a residual set S ⊆ C(I) so that the map L : C(I) × C(I) → K is continuous at ( f , g)
whenever f ∈ S .
6. The map ω
Theorem 6.1. The map ω : I × C(I) × C(I) → K given by (x, f , g) 
→ ω(x, [ f , g]) is continuous at (x0, f0, g0) if the map ω :
I × C(I) → K given by (x, f ) 
→ ω(x, f ) is continuous at (x0, g0 ◦ f0).
Proof. Let {(xn, fn, gn)}∞n=1 ⊆ I × C(I) × C(I) such that (xn, fn, gn) → (x0, f0, g0). Since ( fn, gn) → ( f0, g0) in C(I) × C(I),
one sees that gn ◦ fn → g0 ◦ f0 in C(I). Thus, (xn, gn ◦ fn) → (x0, g0 ◦ f0), and since ω : I × C(I) → K is continuous at
(x0, g0 ◦ f0), it follows that ω(xn, gn ◦ fn) → ω(x0, g0 ◦ f0). Now, recall that ω(x, [ f , g]) = ω(x, g ◦ f ) ∪ω( f (x), f ◦ g), with
ω( f (x), f ◦ g) = f (ω(x, g ◦ f )). Since fn → f0 in C(I) and ω(xn, gn ◦ fn) → ω(x0, g0 ◦ f0), it follows that
fn
(
ω(xn, gn ◦ fn)
)= ω( fn(xn), gn ◦ fn)→ ω( f0(x0), f0 ◦ g0).
We conclude that
ω
(
xn, [ fn, gn]
) = ω(xn, gn ◦ fn)∪ω( fn(xn), fn ◦ gn)
→ ω(x0, [ f0, g0])= ω(x0, g0 ◦ f0)∪ω( f0(x0), f0 ◦ g0). 
Theorem 6.2. Let g ∈ C(I). There exists a residual set T ⊆ I ×C(I) so that the mapω : I ×C(I)×C(I) → K is continuous at (x, g, f )
whenever (x, f ) ∈ T .
Proof. From Theorem 6.1 it suﬃces to ﬁnd a residual subset T ⊆ I × C(I) so that (x0, f0) ∈ T implies that the map ω :
I × C(I) → K given by (x, f ) 
→ ω(x, f ◦ g) is continuous at (x0, f0). Moreover, since the set of points of continuity for any
map is a Gδ set, one need only show that ω is continuous on a dense set of points in I × C(I).
Fix g ∈ C(I). Let (x, f ) ∈ I × C(I) and take  > 0. Without loss of generality, we may assume that ω(x, f ◦ g) is inﬁnite.
Take z ∈ ω(x, f ◦ g) and n1, n2 in N, so that |( f ◦ g)n1 (x) − z| < 4 and |( f ◦ g)n2 (x) − z| < 4 . We want f1 close to f
so that ( f1 ◦ g)n2 (x) = ( f1 ◦ g)n1 (x) = ( f ◦ g)n1 (x). Consider the set {g(( f ◦ g) j(x)): 0  j  n2}. These points are distinct
since ω(x, f ◦ g) is inﬁnite. Let δ > 0 so that Bδ(g(( f ◦ g)n2−1(x))) ∩ g(( f ◦ g) j(x)) = ∅,0  j < n2 − 1. Deﬁne f1 so that
f1(z) = f (z) whenever z ∈ I \Bδ(g(( f ◦ g)n2−1(x))), f1(g(( f ◦ g)n2−1(x))) = ( f ◦ g)n1 (x), and use the Tietze extension theorem
to get f1 ∈ C(I) so that ‖ f1 − f ‖ < 2 . This is possible since∣∣ f1(g(( f ◦ g)n2−1(x)))− ( f ◦ g)n2(x)∣∣= ∣∣ f1(g(( f ◦ g)n2−1(x)))− f (g(( f ◦ g)n2−1(x)))∣∣
= ∣∣( f ◦ g)n1(x) − ( f ◦ g)n2(x)∣∣
<

2
.
Now, consider the trajectory γ (x, f1 ◦ g) = {x, ( f1 ◦ g)(x), ( f1 ◦ g)2(x), . . . , ( f1 ◦ g)n1 (x), . . . , ( f1 ◦ g)n2 (x) = ( f1 ◦ g)n1 (x), . . .}
which gives us the periodic orbit {( f1 ◦ g)n1 (x), ( f1 ◦ g)n1+1(x), . . . , ( f1 ◦ g)n2−1(x)}.
Choose δ > 0 so that Bδ(g(( f1 ◦ g)n2−1(x))) ∩ g(( f1 ◦ g) j(x)) = ∅,n1 < j < n2 − 2 and s, t ∈ I with |s − t| < δ implies
| f1(t) − f1(s)| < 2 . Deﬁne f2 so that f2(z) = f1(z) whenever z ∈ I \ Bδ(g( f1 ◦ g)n2−1(x)), f2(z) = f1(g( f1 ◦ g)n2−1(x))
whenever z ∈ B δ (g( f1 ◦ g)n2−1(x)) and use the Tietze extension theorem to get f2 ∈ C(I) so that ‖ f1 − f2‖ <  . This is2 2
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n2−1(x))). Now, f2 ◦ g is constant on some interval which contains
( f2 ◦ g)n2−1(x) in its interior. By Proposition 3.1 in [25], it follows that ω : I × C(I) → K is continuous at (x, f2 ◦ g). 
We omit the proof of the following lemma as it is a standard induction calculus argument:
Lemma 6.3. The set {(x, f , g): |( f ◦ g)k(x) − a| < } is open in I × C(I)× C(I) for all natural numbers k and all a in I .
Proposition 6.4. The map ω1 : I × C(I) × C(I) → K given by (x, f , g) 
→ ω(x, g ◦ f ) is in the second class of Baire.
Proof. Let L be a compact set in I and {ai: i = 1,2,3, . . .} be a countable dense subset of L. Let  > 0. It suﬃces to
show that {(x, f , g): H(ω(x, g ◦ f ), L) < } is a Gδσ subset of I × C(I) × C(I). Set A = {(x, f , g): ω(x, g ◦ f ) ⊆ B(L)} and
B = {(x, f , g): L ⊆ B(ω(x, g ◦ f ))}. Note that H(ω(x, g ◦ f ), L) <  if and only if (x, f , g) ∈ A ∩ B . One veriﬁes easily that
A =
∞⋃
n=1
∞⋃
m=1
∞⋂
k=m
{
(x, f , g): d
(
(g ◦ f )k(x), L) n
n + 1
}
and
B =
∞⋃
n=1
∞⋂
j=1
∞⋂
m=1
∞⋂
k=m
{
(x, f , g):
∣∣(g ◦ f )k(x)− a j∣∣< n
n + 1
}
.
Since A is an Fσ set and B is a Gδσ set it follows that A ∩ B is a Gδσ set. 
Corollary 6.5. The map ω : I × C(I) × C(I) → K given by (x, f , g) 
→ ω(x, [ f , g]) is in the second class of Baire.
Proof. Let ω2 : I × C(I) × C(I) → K be given by (x, f , g) 
→ ω( f (x), f ◦ g). Since ω2 = f ◦ ω1, one sees that ω2 is the
composition of a continuous function with a Baire 2 function, so that ω2 is in the second class of Baire, too. Our conclu-
sion follows by recalling that ω : I × C(I) × C(I) → K is given by (x, f , g) 
→ ω(x, [ f , g]) = ω(x, g ◦ f ) ∪ ω( f (x), f ◦ g) =
ω1(x, f , g)∪ ( f ◦ω1)(x, f , g). 
7. Typical ω-limit sets of [ f , g]
Lemma 7.1. Let x ∈ I , f , g ∈ I and  > 0 and denote by ψ = g ◦ f . Then there exists h ∈ C(I) such that h ∈ B(id) and orb(x,h ◦ ψ)
is ﬁnite.
Proof. Of course, if orb(x,ψ) is ﬁnite, we choose h = id . So, assume that orb(x,ψ) is inﬁnite, and let p be a limit point
of orb(x,ψ). Let j be the least positive integer such that ψ j(x) ∈ B 
2
(p) and k > 0 the least positive integer such that
ψ j+k(x) ∈ B 
2
(p). Now, η = min{|ψm(x) −ψn(x)|: 0m, n j + k, m = n} and σ =min{,η}. Deﬁne h : I → I so that
(1) h(ψ j+k(x)) = ψ j(x),
(2) h = id on I \ B σ2 (ψ j+k(x)),
(3) use the Tietze extension theorem to extend h to all of I such that ‖h − id‖ <  . 
Lemma 7.2. Let x ∈ I , f , g ∈ I , t ∈ N and  > 0 and let ψ = g ◦ f . If orb(x,ψ) is ﬁnite then there exists h ∈ C(I) such that h ∈ B(id),
orb(x,h ◦ψ) is ﬁnite and |ω(x,h ◦ψ)| is a multiple of t.
Proof. Let ω(x,ψ) = {x0, x1, . . . , xm} such that ψ(xi) = xi+1 for 0  i m − 1, ψ(xm) = x0, ψ p(x) = x0, and ψk(x) = xi for
any 0 i m whenever k < p. Let σ = min{|y − z|: y, z ∈ orb(x,ψ), y = z}. Since ψ is uniformly continuous on I , there
exists δ > 0 so that diam(ψ(L)) <min{ 2 , σ4 } whenever diam(L) < δ. Set r = min{ σ4 , δ2 , 2 }. Then,
(1) take yi0, y
i
1, . . . , y
i
t−1 in Br(xi) such that ψ(yil ) = ψ(yik) whenever l = k, and ψ(yik) = ψ(xi) for any 0 k t − 1,
(2) deﬁne h : I → I so that
a. h(ψ(yij)) = yi+1j whenever 0 i m− 1, and for all j,
b. h(ψ(ymj )) = y0j+1 when 0 j  t − 2,
c. h(ψ(ymt−1)) = y00,
d. h(ψk(x)) = ψk(x) when 0 k p − 1, and
e. h(ψ p(x)) = y00,
f. h = id on I \⋃p+mk=0 Br(ψk(x)),
(3) use the Tietze extension theorem to extend h to all of I such that ‖h − id‖ <  . 
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0  i  m − 1 and ψ(xm) = xl for some l  m. Then, for every  > 0 there exist h ∈ C(I) and pairwise disjoint closed intervals
J0, J1, . . . , Jm such that
(1) h ∈ B(id),
(2) xi ∈ int( J i) and diam( J i) <  for 0 i m,
(3) (h ◦ψ)(xi) = ψ(xi), for 0 i m,
(4) (h ◦ψ)( J i) ⊆ int( J i+1) for 0 i m− 1 and (h ◦ ψ)( Jm) ⊆ int( Jl).
Proof. Let σ = min{|xi−x j |: i = j}. Since ψ is uniformly continuous on I , there exists δ > 0 so that diam(ψ(L)) <min{ 2 , σ4 }
whenever diam(L) < δ. Set γ = min{ σ4 , δ2 , 2 } and take J i = B γ2 (xi) for each i. Deﬁne h : I → I so that
(1) h(ψ( J i)) = ψ(xi) for 0 i m,
(2) h = id on I \⋃mi=0 Bγ (xi), and
(3) use the Tietze extension theorem to extend h to all of I such that ‖h − id‖ <  . 
Corollary 7.4. Suppose x ∈ I and f and g are contained in C(I). Let ψ = g ◦ f and x = x0 , x1, . . . , xm be distinct points such that
ψ(xi) = xi+1 , for all 0 i m − 1 and ψ(xm) = xl for some l m. If  > 0 then there exists η > 0, g1 ∈ C(I) and pairwise disjoint
compact intervals J0, J1, . . . , Jm such that
(1) g1 ∈ B(g),
(2) xi ∈ int( J i) and diam( J i) <  for 0 i m,
(3) (g1 ◦ f )(xi) = ψ(xi) for 0 i m,
(4) if g2 ∈ Bη(g1) then (g2 ◦ f )( J i) ⊆ int( J i+1) for 0 i m− 1 and (g2 ◦ f )( Jm) ⊆ int( Jl).
Proof. The idea behind our proof is to set g1 = h ◦ g and take η = γ2 in accordance with Lemma 7.3.
(1) Denote by id the identity map. Since h ∈ B(id) implies |h(y) − y| <  for every y, and |(h ◦ g)(x) − g(x)| = |h(y) − y|
should g(x) = y, it follows that ‖h ◦ g − g‖ <  .
(2) By construction.
(3) By construction.
(4) We show that if g2 ∈ Bη(g1), then (g2 ◦ f )( J i) ⊆ int( J i+1) for 0 i m− 1 and (g2 ◦ f )( Jm) ⊆ int( Jl).
By construction, (g1 ◦ f )( J i) = xi+1 ∈ int( J i+1) = B γ
2
(xi+1) so that |g( f (y)) − xi+1| = 0 for every y ∈ J i . Since g2 ∈ Bη(g1),
it follows that |g2(z)− g1(z)| < η for all z in I . Now, if y ∈ J i , then |g2( f (y))− xi+1| |g2( f (y))− g1( f (y))| + |g1( f (y))−
xi+1| < η + 0, so that (g2 ◦ f )( J i) ⊆ Bη(xi+1) = B γ
2
(xi+1) = int( J i+1). Similarly, (g2 ◦ f )( Jm) ⊆ Jl . 
Theorem 7.5. Let f ∈ I . The set A( f ) = {(x, g) ∈ I × C(I): ω(x, g ◦ f ) is an odometer of type ∞} is residual in I × C(I).
Proof. Let f ∈ I . Let {(xi, gi)} be a dense subset of I × C(I). Using our earlier lemmas, for each function gi and j ∈ N we
associate the following: a function gi, j such that d(gi, gi, j) <
1
2i+ j , 0< ηi, j <
1
2i+ j , pairwise disjoint non-degenerate compact
intervals U0i, j,U
1
i, j, . . . ,U
mi, j
i, j and 0 li, j mi, j such that the following happen:
(1) |orb(xi, gi, j ◦ f )| =mi, j + 1< ∞,
(2) j! divides mi, j + 1− li, j ,
(3) diam(Uki, j) <
1
2i+ j for 0 kmi, j ,
(4) If h ∈ Bmi, j (gi, j), then
a. (h ◦ f )k(xi) ∈ (Uki, j)o ,
b. (h ◦ f )(Uki, j) ⊆ (Uk+1i, j )o for 0 kmi, j − 1,
c. (h ◦ f )(Umi, ji, j ) ⊆ (U
li, j
i, j )
o .
For every j  l, set D j =⋃∞i=1(U0i, j)o × Bni, j (gi, j) with D =⋂∞j=1 D j . By construction, each D j is a dense and open sub-
set of I × C(I). Hence, D is a dense Gδ subset of I × C(I). We claim that for every (y,h) ∈ D, (ω(y,h ◦ f ),h ◦ f ) is
topologically conjugate to an odometer of type ∞. Fix j ∈ N. Sine (y,h) ∈ D j , there exist i = i( j), gi, j , mi, j , li, j and U0i, j ,
U1i, j, . . . ,U
li, j
i, j , . . . ,U
mi, j
i, j which satisfy the above conditions (1)–(4). Let P j = {U
li, j
i, j , . . . ,U
mi, j
li, j
}. By condition (4), we have that
ω(y,h◦ f ) ⊆⋃ P j . By taking an appropriate subsequence { jk} we have that P jk+1 is a reﬁnement of P jk . From conditions (2)
and (3), as well as Theorem 2.11, we have that (ω(y,h ◦ f ),h ◦ f ) is topologically conjugate to an odometer of type ∞. 
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Proof. We rely on Theorem 2.11 which characterizes α-adic adding machines. Suppose (g ◦ f ,ω(x, g ◦ f )) is an α-adic
adding machine. Let W1,W2, . . . ,Wmk be the kth partition of ω(x, g ◦ f ), Pk , with mk = α1α2 . . . αk such that (g ◦ f )(Wi) =
Wi+1 for 1 i mk − 1 and (g ◦ f )(Wmk ) = W1.
(1) Since Wi is clopen for any i, it follows that Wi is compact. Since f is continuous, each f (Wi) is compact.
(2) Since Wi ∩ W j = ∅ whenever i = j, it follows that f (Wi)∩ f (W j) = ∅ whenever i = j, since g is continuous.
(3) { f (Pi): 1  i  mk} is a disjoint compact cover of ω( f (x), f ◦ g), so { f (Pi): 1  i  mk} is a clopen partition of
ω( f (x), f ◦ g).
(4) ( f ◦ g)( f (Pi)) = f (Pi+1) for 1 i mk − 1, and ( f ◦ g)( f (Pmk )) = f (P1).
If W1 ⊃ W2 ⊃ W3 ⊃ · · · is a nested sequence with Wi ∈ Pi for each i, then ⋂∞i=1 Wi consists of a single point. Since f is
continuous, if f (W1) ⊃ f (W2) ⊃ f (W3) · · · is a nested sequence with f (Wi) ∈ f (Pi) for each i, then ⋂∞i=1 f (Wi) consists
of a single point. 
Corollary 7.7. Let f ∈ I . Then there exists a residual set D ⊆ I × C(I) so that ω(x, [ f , g]) = ω(x, g ◦ f )∪ω( f (x), f ◦ g) where both
ω(x, g ◦ f ) and ω( f (x), f ◦ g) are adding machines of type ∞, whenever (x, g) ∈ D.
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