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Abstract: Boundary, defect, and interface RG flows, as exemplified by the famous Kondo
model, play a significant role in the theory of quantum fields. We study in detail the
holographic dual of a non-conformal supersymmetric impurity in the D1/D5 CFT. Its RG
flow bears similarities to the Kondo model, although unlike the Kondo model the CFT
is strongly coupled in the holographic regime. The interface we study preserves d = 1
N = 4 supersymmetry and flows to conformal fixed points in both the UV and IR. The
interface’s UV fixed point is described by d = 1 fermionic degrees of freedom, coupled to
a gauge connection on the CFT target space that is induced by the ADHM construction.
We briefly discuss its field-theoretic properties before shifting our focus to its holographic
dual. We analyze the supergravity dual of this interface RG flow, first in the probe limit
and then including gravitational backreaction. In the probe limit, the flow is realized
by the puffing up of probe branes on an internal S3 via the Myers effect. We further
identify the backreacted supergravity configurations dual to the interface fixed points.
These supergravity solutions provide a geometric realization of critical screening of the
defect degrees of freedom. This critical screening arises in a way similar to the original
Kondo model. We compute the g-factor both in the probe brane approximation and using
backreacted supergravity solutions, and show that it decreases from the UV to the IR as
required by the g-theorem.ar
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1 Introduction
Boundaries, defects and interfaces play an important role in the world of quantum field
theory (QFT). One powerful example is the discovery of Dirichlet branes (D-branes) as
the conformal boundary conditions of a string worldsheet, which revolutionized our under-
standing of many aspects of both quantum gravity and QFT. Condensed matter theory
presents us with many examples of both theoretical and practical importance. For exam-
ple, some gapped materials exhibit the fractional quantum Hall effect, resulting in edge
currents localized on the boundary. Among other applications, such materials are being
studied for use as qubits in quantum computers [1–3].
Defects play a decisive role in the properties of materials via another famous phe-
nomenon, the Kondo effect, which constitutes the primary motivation for the present paper.
Kondo’s model [4] aimed to understand the anomalous logarithmic growth in resistivity
exhibited by many metals at low temperatures. The model is simplicity itself: free fermions
coupled to a spin-1/2 impurity by a spin-spin interaction. The study of the phenomenon
underlying this coupling’s temperature dependence was decisive in the development of the
renormalization group (RG) [5]. The beta function of the impurity coupling is negative,
and the model flows to a non-trivial fixed point in the IR. As a result, the material’s resis-
tivity departs from the predictions of the Drude model due to the temperature dependence
of the scattering amplitude of electrons by the impurities. The effect therefore arises due
to screening of the impurity by electrons. Upon computing the RG flow of the impurity
coupling, Kondo’s model does indeed exhibit a logarithmic increase in resistivity at low
temperatures.
The Kondo effect has been studied using many different techniques and generalized
in a number of ways. It has been solved using the Bethe ansatz [6–9], studied extensively
using the tools of boundary conformal field theory (BCFT) [10–12]. More recently, it has
been considered within the context of QCD [13] and quantum information [14]. There
is a large-N version of the Kondo model, in which the spin impurity lies in a totally
antisymmetric representation of SU(N) [15–18]. It is convenient in this family of models
to write the spin impurity as a bilinear of ‘slave’ Abrikosov fermions. In this picture, the
screening corresponds to the condensation of a bosonic operator built from the product of
an electron and an Abrikosov fermion field. The RG flow is triggered by a ‘double-trace’
operator involving the product of this bosonic operator and its Hermitean conjugate.
It is natural for several reasons to complement these techniques with a study of
analogues of the Kondo model realized using the anti-de Sitter/conformal field theory
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(AdS/CFT) correspondence. On the one hand, both the simplicity and the applicabil-
ity of Kondo’s model make it an excellent prototype for the study of more complicated
holographic defects, which already comprise a rich class of interesting objects.1 On the
other hand, its importance means that any new generalizations or techniques provided by
holography may lead to new insights, as has occurred in the study of QFT.
There exist in the literature a number of holographic constructions of Kondo-like mod-
els (we refer to these as “holographic Kondo models”), some of which are to be found in
[26–28]. There are several important differences between the original model and its holo-
graphic versions. One of these is that the free electron gas itself is replaced by a strongly
coupled system. A second is that the electron gas is a large-N gauge theory, and can be
described by pure geometry only in the absence of flavor symmetry.
A holographic model dual to a variant of the large-N RG flow of [15–18] described
above, also triggered by a double-trace operator and involving a condensation, was realized
by one of the authors (JE) and collaborators in [29]. This model is motivated by a top-down
brane construction involving D5- and D7-brane probes in a D3-brane background. While
the D3-D5 brane and D3-D7 brane systems are separately supersymmetric, combining D5-
and D7-brane probes breaks supersymmetry, resulting in the tachyon potential responsible
for the condensation process.
Unfortunately, determining the exact form of the dual gravity action for the brane
configuration described is a challenging task. Therefore, in [29] a bottom-up model was
considered that realizes the most salient features of the top-down model. Essentially, this
bottom-up model consists of an AdS2 brane embedded in an AdS3 BTZ background. The
brane possesses local fields dual to the condensing operator, the density of defect degrees
of freedom, and the electron current. The electrons of the dual field theory are chiral.
This model leads to a number of interesting physical results. The impurity screening is
geometrically realized in the dual model as a decrease of the flux through the boundary
of AdS2 that is proportional to the number of defect degrees of freedom. The resistivity
does not have the lnT behaviour of the original Kondo model, but rather a polynomial
behaviour with real exponent as expected for an impurity in a strongly coupled system
[30]. Including the backreaction, field-theoretical results for the impurity entanglement
entropy were reproduced in [31]. Two-point functions and spectral functions displaying
Fano resonances were calculated in [32, 33]. Quenches of the holographic Kondo coupling
were investigated in [34]. The case of two defects was studied in [35].
In spite of these successes, it is desirable to construct a top-down model that realizes
some of the features not present in the model described above. It is desirable for such a
model to have several properties: that its field theory description is known, that it possesses
non-chiral fermions, and that it has a parameter corresponding roughly to a number of
electron “flavors”. Finally, if we are interested in making quantitiative comparisons between
the gravitational and field theoretic descriptions, it is also desirable for the RG flow to
preserve some fraction of supersymmetry.
1Holographic realizations of defects of various types comprise a large literature. A few well-known and
recent examples can be found in [19–25].
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The focus of this paper is the construction and study of a holographic Kondo model
with these properties. Our inspiration is drawn from the D-brane picture of the Kondo
model [36, 37], which essentially describes the screening of a Kondo impurity via the Myers
effect [38] on S3: a stack of D0-branes, representing the UV impurity, condenses into a
single D2-brane in the IR.
As our ambient model we choose the best-studied example of AdS2/CFT3 holography:
the D1/D5 system, whose type IIB superstring dual lives on AdS3 × S3 × M4. One
immediate advantage over the model of [29] is that the Lagrangian of the ambient CFT is
known. Moreover, it naturally provides the S3 we need to embed the usual Kondo flow into
a holographic setup. The impurities, or interfaces2, are realized in the gravitational dual
by adding p fundamental strings preserving half of the supersymmetries of the ambient
D1/D5 CFT.
The CFT lives on the Higgs branch of a D1/D5 gauge theory compactified on a compact
Calabi-Yau 4-manifold M4 [39], in which the D1-branes dissolve into the D5-branes and can
be interpreted as gauge instantons on M4. The gauge theory Lagrangian of the interface
itself is described in the language of the ADHM construction [40] via the Wilson line
operator constructed in [41], which naturally associates to each point of M4 a connection
on the target space of the CFT. This connection naturally induces an interface joining
distinct D1/D5 CFTs. We also consider a generalization of these interfaces in which the
fundamental strings are replaced by (p, q)-string bound states.
On the gravity side these interfaces correspond to (p, q)-strings intersecting or ending
on the D1/D5 system. The holographic dual of this system is obtained by taking the near-
horizon limit. In the probe brane approximation, the near horizon geometry is AdS3×S3×
M4, and the (p, q)-strings lie on an AdS2 slice that is localized in S
3 ×M4. We show that
these defects possess a marginally relevant operator, and that the RG flow it generates
preserves four supersymmetries. After deforming by this operator, the brane locus inside
S3 puffs up via the Myers effect from a point into an S2. Conflating the radial coordinate
with the RG scale, this process is simply the sigma model description of the Kondo effect
[10, 11, 42].
While the probe brane computation is sufficient to determine the leading interaction
between the interface and the CFT, it does not capture the effect of the interface on
CFT observables. These contributions are encoded in the gravitational backreaction of the
interface. While solving the backreacted geometry for the full interface flow is a difficult
problem, we consider the simpler problem of obtaining the supergravity solutions dual
to the interface fixed points. These solutions can be obtained from the general ansatz
of asymptotically AdS3 × S3 ×M4 solutions to IIB supergravity of [43] by relaxing the
regularity conditions employed there.
In contrast to the probe brane description, where we are constrained to keep the F1
charge p of the interface macroscopically small compared to the background’s D1 and D5
charge, using our backreacted solutions we can dial it up to the order of the D5 charge.
2Interfaces are more general than defects, in that two distinct QFTs may live on either side of an
interface.
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In particular, when p equals the D5 charge the D3 has slid down from the north to the
south pole of the S3 and the interface vanishes. An analogue of this scenario occurs in the
original Kondo flow, where it is termed “critical” or “exact” screening. Mathematically,
the spin of the conduction electrons forms an SU(2) singlet with the spin of the impurity.
Physically, the conduction electrons absorb the impurity.
An important property of any boundary RG flow is that the “number of boundary
degrees of freedom”, as measured by the g-factor [12], does not increase from the UV
to the IR [44, 45]. The g-factor of a conformal boundary (or, by the folding trick, a
conformal interface) may be defined as the overlap of the interface’s boundary state with
the vacuum, g = 〈0|B〉. It was shown in [46] that the boundary entropy can be extracted
from entanglement entropy, which in holography is computed to leading order in 1/c by
the Ryu-Takayanagi prescription [47]. Using the results of [48] we compute the g-factor at
the fixed points of our RG flow and confirm that these results satisfy the g-theorem.
The paper is organized as follows. We begin with a review of the most important
background material: thus, section 2 reviews relevant features of the Kondo model and
sets the stage for the questions we address in the remainder of the paper, while section 3
reviews the D1/D5 system and sketches pertinent features of its description in the UV as
a gauge theory and in the IR as a sigma model. Section 4 introduces the interface brane
configurations and describes aspects of its gauge theory realization, followed by a detailed
description of the interface flows in the probe brane approximation. In section 5 we turn
to a fully backreacted supergravity analysis of the UV and IR fixed point interfaces of the
RG flow based on the results of [43, 48, 49]. As one possible application of these results,
we apply these solutions in section 6 to compute the change in interface entropy along the
RG flow, which we compare with expectations from the probe brane limit. We summarize
our conclusions in section 7 and suggest promising directions for future work.
2 Kondo-like defects in AdS/CFT
The Kondo model [4] has played a prominent role in the development of modern quantum
field theory, notably the renormalization group and boundary conformal field theory. It
was originally introduced to explain the anomalous logarithmic growth in resistivity in
metals with magnetic impurities at low temperatures, and consisted of free spin-1/2 electrons
interacting via spin-spin coupling with a heavy spin-s magnetic impurity. The interaction
is described by a delta-function potential,
V ∝ δ(~r) ~J · ~S , (2.1)
where ~J is the spin charge density of the electron field and ~S is the spin operator of the
impurity.
Since electrons scatter in this model only in the S-wave channel, by restricting to
this channel Affleck and Ludwig were able to reduce the electron-impurity interaction to a
two-dimensional system with Hamiltonian [10]
H =
vF
2pi
iψ†∂xψ +
vF
2
λKδ(x) ~J · ~S . (2.2)
– 4 –
S3
(2s+ 1)D0s
S3 θ =
2pis
k
D2, spin s
boundary spin “absorbed”
RG Flow
θ
Figure 1: A stack of 2s + 1 D0 branes condense into a single brane of spin s at fixed
polar angle θ = 2pisk . This process describes the absorption of an impurity by surrounding
electrons in the Kondo model.
Here, ψ = (ψ↑, ψ↓) is the electron spin field doublet, vF is the Fermi velocity, and λK is
the Kondo coupling between electron and impurity spin. The electron spin charge density
operator ~J is given explicitly by
~J = ψ†~σψ , (2.3)
where ~σ are the Pauli matrices.
The Kondo coupling possesses a negative beta function, which means that it flows from
a trivial UV to an interacting IR fixed point. Physically, an electron cloud forms around
the impurity, screening it. In the 1990’s, the Kondo model and its generalizations to “spin”
group SU(N) and k electron flavors were studied extensively by Affleck and Ludwig within
the framework of BCFT [10, 11]. Among other results, they used the BCFT fusion rules
to derive the operator spectrum of the non-trivial IR BCFT.
In this approach, the electron system is viewed as the ŝu(2)k Wess-Zumino-Witten
(WZW) CFT, and the Kondo effect is realized as an RG flow connecting two rational
boundary conditions. In the geometric language of string theory, the boundary conditions
at the flow endpoints describe either D0-branes located at the poles, or D2-branes lying on
S2s at the quantized polar angles θ = 2pijk inside S
3. A brane’s spin j takes the half-integer
values 0, 1, . . . , k/2, with j = 0, k/2 corresponding to a D0-brane situated at the north or
south pole, respectively. In the UV, the Kondo impurity in the spin-s representation of
SU(2) is described by a stack of (2s+ 1) D0-branes at the north pole. Over the course of
the RG flow, the stack of D0-branes condenses into a single D2-brane of spin s [37, 38, 50],
which represents the IR impurity (figure 1).
We are only concerned with the case 2s ≤ k,3 whose IR fixed points lie at a finite
coupling λK and are described by interacting CFTs. When 2s = k, we speak of “exact”
or “critical” screening. In this case, while the UV consists of decoupled defect degrees of
freedom together with the boundary condition that the outgoing mode equals the incoming
3The case 2s > k, under-screened impurities, has also been studied [10, 51, 52]. Its IR fixed points are
only reached for infinite coupling λK .
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mode, in the IR all the impurity degrees of freedom disappear, leaving behind the boundary
condition that the outgoing wave is now the negative of the incoming wave.
There are different approaches for constructing gravity duals of spin impurity mod-
els. In [26, 27], a holographic dual of the IR fixed point associated with a spin impurity
interacting with strongly coupled N = 4 Super Yang-Mills theory was constructed using
D5-branes interacting with D3-branes at a point in the D3-brane worldvolume. In the IR,
the D5-branes dissolve and are replaced by a three-form flux. For general dimensions, a
similar mechanism was established in [28].
In a series of papers [29, 31–35, 53], one of the authors (JE) studied a holographic defect
model where the defect RG flow linking the UV and IR fixed points could be written down
explicity. In this model, the flow is initiated by a marginally relevant double-trace operator.
Such an operator appeared long ago in the condensed matter literature in the context of
the large-N Kondo model [15, 54]. This description is relevant when the electron has
N flavors with SU(N) flavor symmetry, and the impurity lies in a totally antisymmetric
representation. To reach this form the impurity is replaced with a new fermi field χ, the
Abrikosov fermion, in the fundamental representation. The Hilbert space of such a fermi
field is the sum of all anti-symmetric representations, and contains the original impurity
representation. On this extended Hilbert space, the spin operator takes the form
Sa = χ†T aχ . (2.4)
If N is large, at leading order in 1/N the SU(N) generalization JaSa of the interaction
term in (2.2) reduces to a product of two scalar operators, OO†, with O = ψ†χ. Due to
its product structure involving two gauge invariant objects, the operator OO† is referred
to as ‘double-trace’ operator. It is this operator that drives the RG flow to a non-trivial
IR fixed point. In the IR, the operator O = ψ†χ condenses, spontaneously breaking the
spurious U(1) symmetry introduced in (2.4). To recover the original model, the filling
number χ†χ is constrained to match the number of boxes q in the Young tableau for the
totally antisymmetric representation of SU(N) under consideration.
The model of [29] was chosen because it shares many features with this construction.
It is inspired by a brane construction involving D7- and D5-brane probes in a D3-brane
background, as shown in table 1. The strings stretching between the D3- and D7-branes
give rise to a chiral fermionic field ψ in the fundamental representation of SU(N) living
on their (1 + 1)-dimensional intersection. The D3-D5 strings give rise to a fermion field
χ localized along their (0 + 1)-dimensional intersection, also in the fundamental. One
notable difference from the above scenario is that the SU(N) group is gauged in the D-
brane approach.
In the absence of D5-branes, the D3/D7 system has 8 ND directions and so preserves
8 supercharges, as does the D3/D5 system in the absence of D7-branes. However, the D5-
and D7-branes have 2 ND directions and so their interaction breaks all supersymmetries.
This interaction manifests itself as a complex tachyon field Φ, which is identified as the
gravity dual of the operator O = ψ†χ.
In the near-horizon limit, the N D3-branes provide an AdS5 × S5 supergravity back-
ground, on which live D5- and D7-brane probes wrapping AdS2×S4 and AdS3×S5, respec-
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tively. The Dirac-Born-Infeld (DBI) action for the D5-brane contains a gauge field aµ on
the AdS2 subspace spanned by the time and radial coordinate in the AdS geometry. The
at component of this gauge field is dual to the charge density of the Abrikosov fermions,
q = χ†χ. The D7-brane action contains a Chern-Simons (CS) term for a gauge field Aµ on
AdS3. As noted before, the D5-D7 strings lead to a complex scalar tachyon field.
The holographic dictionary of this model is summarized in the following table:
Operator Gravity field
Electron current Jµ = ψ¯γµψ ⇔ Chern-Simons gauge field A in AdS3
Charge q = χ†χ ⇔ 2d gauge field a in AdS2
Operator O = ψ†χ ⇔ 2d complex scalar Φ in AdS2
Unfortunately, as of yet the precise form of the tachyon potential is unknown. The approach
of [29] was therefore to study a bottom-up holographic model incorporating the features
shared by the top-down construction and the multi-channel Kondo model. The action of
this model contains a potential for the tachyonic scalar Φ responsible for the RG flow,
which takes the simple form
V (Φ†Φ) = M2Φ†Φ . (2.5)
The parameter M2 is chosen such that Φ†Φ is a relevant operator in the UV limit. It
becomes marginally relevant when perturbing about the fixed point. In this model the
three-dimensional gauge field Aµ is responsible for a phase shift similar to the one observed
in the field-theory Kondo model. Note however that it is non-dynamical.
This model provides a geometric realization of the spin screening mechanism: The flux
through the boundary of AdS2 at the horizon, which counts the number of defect degrees of
freedom, decreases when the temperature is lowered [29]. By adding the backreaction of the
defect brane on the ambient geometry, the impurity entanglement entropy was calculated in
[31] and shown to agree with previous field theory results subject to identifying a geometric
scale with the Kondo correlation length.
This model has clearly given rise to a number of successes, both at the fundamental
level and as far as applications to condensed matter physics are concerned. For further
progress, however, a new model is desired that provides a top-down string-theory construc-
tion for a defect CFT in 1+1 dimensions.
0 1 2 3 4 5 6 7 8 9
N D3 • • • • - - - - - -
1 D7 • • - - • • • • • •
1 D5 • - - - • • • • • -
Table 1: Brane configuration for the holographic Kondo model of [29].
– 7 –
3 D1/D5 system: gauge theory, sigma model, and holographic dual
While bottom-up holographic models have been found that share many characteristics with
the Kondo effect, it is desirable to study holographic Kondo analogues in a context where
field-theoretic and dual gravitational descriptions are both available. Our primary interest,
therefore, is to study defects with Kondo-like behavior within the context of a concrete
top-down model whose CFT and gravitational descriptions are known and reasonably well
understood.
The most accessible example of such AdS3/CFT2 pairs is provided by the low-energy
limit of the D1/D5-brane system and its gravitational dual. This duality is well-understood—
having been identified already in Maldacena’s original paper [55]—and thus provides a
natural starting point for studies of holographic defect RG flows. These theories provide
the ambient CFTs we will sew together with our interfaces. (The objects studied in this
paper are not strictly speaking defects, which inhabit a subspace of a single CFT, but are
rather interfaces separating distinct members of a discrete family of CFTs.)
In this section we will briefly review those details of the D1/D5-brane system relevant
to the work that follows. We first review the brane configuration, its effective field theory
(EFT) description as a gauge theory, and finally its IR realization as a non-linear sigma
model (NLSM) on the moduli space of instantons. We then briefly discuss the U(N5)
connection on it required to construct the interfaces we will study in section 4. Finally, we
review the gravitational dual to the D1/D5 CFT.
3.1 Brane configuration and effective field theory
The construction of the D1/D5 CFT begins with the spacetime R1,1 ×M4 × R4, where
the 4-manifold M4 is either T
4 or K3. For simplicity and concreteness we will focus on
the T 4 case. We introduce N1 D1-branes and N5 D5-branes extended along R1,1, with the
remaining four directions of the D5-branes wrapped on M4. This system preserves eight
supercharges, and as a 2d field theory has (4, 4) supersymmetry.
CFT M4 R4
0 1 2 3 4 5 6 7 8 9
D5 (N5) • • • • • • - - - -
D1 (N1) • • - - - - - - - -
Table 2: The D1/D5 brane configuration.
The brane’s massless effective field content is organized into multiplets of N = (4, 4)
supersymmetry as follows. The D1-D1 (D5-D5) strings each furnish a vector multiplet and
a hypermultiplet, both in the adjoint of U(N1) (U(N5)). We have in addition the D1-D5
strings, which form a hypermultiplet in the (N1, N5) ⊕ (N1, N5) of U(N1) × U(N5). The
IR theory is described by the fluctuations around a scalar configuration with vanishing
potential energy. Unlike higher dimensions, where each such configuration would be a
vacuum, IR divergences guarantee that these fluctuations probe the entire manifold of such
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configurations, and it is (a quantum-corrected version of) this manifold on which the IR
CFT lives. This “moduli space” of maximally supersymmetric configurations is separated
broadly into Higgs and Coulomb branches (more generally there are mixed branches).
The branch of interest to us is the Higgs branch, where the hypermultiplet scalars have
non-vanishing expectation—including the adjoint scalar expectations, which necessarily
become non-commuting. Geometrically, such configurations describe non-commutative D1-
branes puffing up along the compact directions of the D5-branes. From the point of view
of the D5-brane gauge theory, they are interpreted as N1 gauge instantons of 4d U(N5)
gauge theory compactified on M4.
In the IR limit the system is an N = (4, 4) NLSM on the moduli space of solutions
to the D-term equations. This moduli space MN1N5 is a hyperka¨hler manifold, and the
infrared theory is a (4, 4) SCFT with MN1N5 as its target space. Classically, this space is
simply the moduli space of N1 instantons in 4d YM on M4, and the metric on MN1N5 is
that induced on the moduli space by the Yang-Mills action functional. However, it receives
large quantum corrections in the neighborhood of the singular point where the Higgs and
Coulomb branches classically meet [39]. More generally,MN1N5 can be deformed in several
ways, resolving this singularity classically and giving a positive binding energy to the D1/D5
system [56].
3.2 Gauge theory description
We now discuss some pertinent details of the gauge theory description. As discussed
above, with respect to the preserved N = (4, 4) superalgebra the D1- and D5-branes each
have a vector and a hypermultiplet in the adjoint of their respective gauge group. The
hypermultiplet of the D1 gauge theory has as its four scalars the coordinates on the torus,
while those of the D5 gauge theory are the gauge field zero modes. These two gauge
theories interact purely via D1-D5 strings, which form a bifundamental hypermultiplet.
The 2d gauge theory thus takes the form
L = LgaugeU(N1) + L
gauge
U(N5)
+ LhyperD1 + L
hyper
D5 + L
hyper
D1-D5 . (3.1)
AnN = (4, 4) vector multiplet is the dimensional reduction of a 6d vector multiplet and
contains fields (Aµ, AI , λ+iα, λ−iα˙), together with a symmetric doublet of auxiliary fields
D(ij).
4 Here, µ = (01), I = (6789), (α, α˙) are doublet indices for the SU(2)− × SU(2)+ R-
symmetry, and i is a doublet index for the SU(2) rotating the three complex structures on
the hypermultiplet target space. The basic bosonic Lagrangian is the dimensional reduction
of six-dimensional Yang-Mills theory,
Lgauge =
1
g2
Tr
(
1
2
(F01)
2 +
1
2
D+AID−AI + 1
4
[AI , AJ ][AI , AJ ] +
1
4
DijDij
)
. (3.2)
In our conventions D± = D0±D1. A hypermultiplet consists of a complex scalar doublet qi
and two complex Weyl fermion doublets (ψ−α, ψ+α˙), all transforming in some representa-
4Additional details of the N = (4, 4) gauge multiplet can be found in appendix A.4.
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tion of the gauge group.5 We set qi = (qi)
† and similarly with ψ±. Its bosonic Lagrangian
is
Lhyper =−DµqiDµqi + q¯i(Dij −AIAIδji )qj . (3.3)
We denote the D1-D1 and D5-D5 hypermultiplets by (Yi, η−α, η+α˙). For example, for the
D1 multiplets Yi is a complex doublet built from the coordinates YI′ on M4. The D1-D5
hypermultiplets we call (qi, ψ−α, ψ+α˙), where qi is an N5 ×N1 matrix transforming in the
fundamental of U(N5) and the antifundamental of U(N1), while q
i = (qi)
† is its hermitian
conjugate.
Let us now return briefly to the properties of the classical moduli space MN1N5 . The
allowed configurations are those satisfying the commutation relations
[AD1I , A
D1
J ] = 0 [A
D5
I , A
D5
J ] = 0 (3.4)
[AID1, Y
i
D1] = 0 [A
I
D5, Y
i
D5] = 0 (3.5)
AID5qi − qiAID1 = 0 , (3.6)
together with the D-term equations
[Y
(i
D1, Y
j)
D1] + q
(iqj) +
ζijD1
N1
= 0 [Y
(i
D5, Y
j)
D5]− q(iqj) +
ζijD5
N5
= 0 . (3.7)
We are interested in the Higgs branch, the branch of the solution space of the D-term
equations for which qi has maximal rank. The commutator equations then imply that AI
vanishes for both branes, except for an overall center-of-mass coordinate,
AD1I = aI1N1 , A
D5
I = aI1N5 . (3.8)
It is important for us that this coordinate may vary on R1,1. This is intimately connected
with another deformation: the θ parameter.
To the action (3.2) we can add two additional supersymmetric terms, the Fayet-
Iliopoulos and the 2d θ terms:
Lgauge′ = Lgauge + Lθ + LFI . (3.9)
They take the form
Lθ =
θ
2pi
Tr(F01) , L
FI =
1
2g2N
ζij Tr(Dij) . (3.10)
From the supergravity point of view, θN1 arises from C
(0) and θN5 arises from
∫
M4
C(4).
These parameters are important in what follows: it is the value of θN5 that distinguishes
the two CFTs separated by the interfaces we study.
5When the hypermultiplet target space is a curved hyperka¨hler manifold, i is a local frame index on
which SU(2) acts as a structure group. On R4 this gives rise to a global symmetry group, which is in any
event broken by the periodicity conditions upon compactification to T 4.
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It is well-known that such terms behave like the insertion of an electric charge θ2pi at a
boundary [15, 57], leading to a non-zero electric field:
E = g
2θ
2pi
. (3.11)
This is of course expected: from the worldvolume point of view, our interfaces arise from
string endpoints and thus carry electric charge.
It is important that, in the presence of a background electric field, some supersymme-
tries are broken. This is not a problem for us: To construct defect-type solutions preserving
4 superscharges, the ambient field theory need only preserve those same 4 supercharges.6
Such a solution is found easily. Consider the supersymmetry variations (+, −) satisfying
+iα = τ
9
α
α˙−iα˙ . (3.12)
The unit quaternions τ Iα
α˙ are sigma matrices for R4; detailed conventions can be found
in appendix A.4. Let us consider configurations satisfying (3.8) that are invariant under
these transformations, which boils down to demanding that the gaugino variations δ(λ+iα±
τ9α
α˙λ−iα˙), whose building blocks are found at the end of appendix A.4, vanish. We obtain
the conditions
F01 +D1A9 = 0, D0A9 = 0, D±A6,7,8 = 0. (3.13)
In an appropriate gauge, this is equivalent to setting
A9 = A0 = −Ex1 (3.14)
where E is the background electric field. (We also fix A6,7,8 = 0.) While the classical
vacuum energy does not vanish in this case, it saturates a BPS condition with respect to
a central charge equal to the fundamental string charge. Note that on the Higgs branch
of the D1/D5 system A9 is equal for all branes, implying that the background gauge fields
also coincide:
AD10 = a9(x)1N1 , A
D5
0 = a9(x)1N5 . (3.15)
The gauge theory description of these solutions lacks manifest Lorentz invariance, but
the brane construction of this phase (D1- and F1-strings dissolved in D5-branes) makes
it clear that the theory is preserved by Lorentz transformations. They are, however, not
the same ones preserved by the pure D1-brane phase: the addition of the F-string charge
causes the brane configuration to lie at a non-zero angle in the 1-9 plane.
3.3 NLSM and the ADHM connection
The target space MN1N5 was defined as the space of solutions to the D-term equations
(3.7), which we parametrize by coordinates ZA. In the sigma model limit the gauge kinetic
6Actually, the brane configurations preserve the same number of supersymmetries—it is merely that only
half of these supersymmetries coincide with the supersymmetries preserved by the vanilla D1/D5 system.
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term doesn’t contribute, so that the gauge field equations of motion reduce classically to
the constraints
Y iD1
↔
DµY D1i − qi
↔
Dµqi = 0 Y iD5
↔
DµY D5i + qi
↔
Dµqi = 0 . (3.16)
These equations are satisfied by the following ansatz. Split the gauge connections Aµ into
A
(0)
µ + aµ, where A
(0)
µ is the background U(1) electric field. As described above, on the
Higgs branch of the background the abelian parts of the U(N1) and U(N5) gauge fields
coincide in an appropriate gauge, and the charge assignments therefore imply that A
(0)
µ
does not contribute to this constraint.
We now let ZA be coordinates on the moduli space, so that the non-linear sigma model
has ZA(xµ) as its fields. Restricting to field configurations of the form Φ(xµ) = Φ(ZA(xµ))
for any field Φ in the gauge theory guarantees the D-term equations are satisfied everywhere
on R1,1. We take aµ to have the form
aµ = VA∂µZ
A , (3.17)
where VA is a connection for U(N1)×U(N5) on MN1N5 with covariant derivative
δA =
∂
∂ZA
− iVA . (3.18)
Equation (3.16) is then guaranteed to hold provided VA satisfies the conditions
Y iD1
↔
δAY
D1
i + q
i
↔
δAqi = 0 , Y
i
D5
↔
δAY
D5
i − qi
↔
δAqi = 0 (3.19)
for all ZA. This is a linear equation for VA that can be solved at a generic point on the
Higgs branch. Restricted to these configurations, the bosonic part of the Lagrangian on
the Higgs branch now takes the form
−DµY iD1DµY D1i −DµY iD5DµY D5i −DµqiDµqi = −
1
2
gAB∂
µZA∂µZ
B , (3.20)
where the metric on MN1N5 is given by
1
2
gAB = TrN1
(
δ(AY
i
D1δB)Y
D1
i + δ(Aq
iδB)qi
)
+ TrN5 δ(AY
i
D5δB)Y
D5
i . (3.21)
The connection VA also contributes via the θ term. Dropping the contributions of the
background U(1) gauge field, it simply takes the form
θ
2pi
∫
TrZ∗(F) , (3.22)
where F is the field strength of V . This is a flat B-field on the target spaceMN1N5 , which
for generic values of θ has a non-trivial effect on the CFT.
In what follows, we will require a connection on MN1N5 parametrized by M4. In
fact, we will mostly discuss the familiar ADHM case M4 = R4. The approach of [41] to
the ADHM construction on R4 proceeded by viewing the ADHM equations as defining a
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U(N5) connection Ω on R4×MN1N5 . The ADHM connection is then simply the restriction
of Ω to R4 at fixed Z ∈MN1N5 . In [41] it was pointed out that likewise for any y ∈ R4 we
obtain a U(N5) connection Ω on MN1N5 .
The connection on R4 × MN1N5 is defined as follows. Start with a (N5 + 2N1)-
dimensional complex vector bundle V˜ transforming in the (1, N5) ⊕ 2(N1, 1) of U(N1) ×
U(N5), where the doublet index of the second factor is labeled by ı˜. The connection on
this bundle is defined by VA along MN1N5 , and is trivial along R4.
Above any point (y, Z) ∈ R4 ×MN1N5 , pick an element (v, wı˜) of V˜(y,Z). The ADHM
map ∆† is a homomorphism from V˜ to a vector bundle that is a doublet transforming in
the N1 of U(N1), given by[
∆†
(
v
wı˜
)]i
= qiv + (Y I
′ − yI′)τI′ iı˜wı˜ . (3.23)
The τI′ here denote sigma matrices for the frame indices on T
4. ∆† generically has full
rank, and so its kernel bundle is a complex vector bundle of dimension N5. We now choose
over each (y, Z) a Hermitian orthonormal basis {Ua} for the kernel (a = 1, . . . , N5), so that
∆†Ua = 0 (Ua)†U b = δba . (3.24)
This condition gives a Hermitian vector bundle V with structure group U(N5). It is
equipped with the natural U(N5) connection
Ωa
b = i(Ua)†DU b , (3.25)
where D is the gauge-covariant differential for V˜ over R4×MN1N5 ; Ω is simply the restric-
tion of D to V. With respect to the coordinates (yI , ZA), D decomposes into (∂I , δA). The
components of Ω along R4 are the ADHM connection at fixed Z ∈ MN1N5 , while those
along MN1N5 define a U(N5) connection on MN1N5 for each y ∈ R4.7
When M4 is compact (as in the case of interest) the map ∆ must be modified. We will
not concern ourselves with these details here and simply assume an appropriate ∆ exists.
Once ∆ is in hand, the construction of Ω proceeds unchanged.
3.4 Gravity dual
Finally, we briefly review the holographic dual of the D1/D5 CFT. The dual theory is
obtained by taking the near-horizon limit of the D1/D5 black brane solution of Type IIB
supergravity. In string frame, the black brane solution takes the form
ds2 = (Z1Z5)
−1/2dx2(R1,1) + (Z1Z5)1/2dx2(R4) +
(
Z1
Z5
)1/2
ds2(M4) (3.26)
F (3) = 2r21gse
−2φ ∗6 ωS3 +
2r25
gs
ωS3 (3.27)
e−2φ =
1
g2s
Z5
Z1
, (3.28)
7CMT would like to thank D. Gaiotto for explaining this connection and introducing him to reference
[41].
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with ω the unit volume form on S3, ∗6 the Hodge dual in the Euclidean (R1,1,R4) plane,
and
Z1 = 1 +
r21
r2
r21 =
gsN1α
′
v4
(3.29)
Z5 = 1 +
r25
r2
r25 = gsN5α
′ . (3.30)
Here r is the radius in the R4 plane, while v4 is the volume of M4 at r = ∞ in units of
(2pi)4α′2.8 The IR brane dynamics are captured by the limit r  r1, r5. The resulting
near-horizon metric is
ds2 = L2(ds2AdS3 + ds
2
S3
) +
(
N1
v4N5
)1/2
ds2M4
F (3) = 2α′N5(ωAdS3 + ωS3)
e−2φ =
1
g26
N5
N1
(3.31)
where g26 =
g2s
v4
, L2 = r1r5. Also, ds
2
AdS3
and ds2
S3
are unit radius metrics and ωAdS3 and
ωS3 are their volume forms. For the supergravity approximation to be accurate, we must
also have r1,5 much larger than both the string and Planck lengths.
The holographic correspondence posits that Type IIB string theory on this background
is equivalent to the D1/D5 CFT. Therefore, this background and its deformation by inter-
faces forms the focus of this paper.
4 Interfaces in the D1/D5 system
We now add an interface located at x1 = 0 to the CFT associated with the D1/D5-brane
system. For this purpose, we consider an extended object localized at x1 = 0 that intersects
the D1/D5-brane system. This amounts to a UV brane/defect system whose IR limit will
then be an interface CFT.
More specifically, we obtain the UV configuration in question by placing p infinitely
long fundamental strings at x1 = 0, such that they intersect the D1/D5 system. These
strings extend in the 09 directions. We can choose them to end freely on the D1/D5
system, thereby truncating them to semi-infinite strings. Moreover, the strings can be
given a finite length by introducing a D3-brane extended in the 0678 directions, on which
they are allowed to end. The addition of this D3-branes does not break any additional
symmetries. The corresponding brane configuration is summarized in table 3.
Na¨ıvely, the gauge-theory realization of a single string ending on the D5-branes is
simply given by a supersymmetric Wilson line in the fundamental representation,
W = TrP exp
(
i
∫
(AD50 −AD59 )dt
)
. (4.1)
8We emphasize that, in our conventions, the string coupling gs is a parameter of the solution, equal to
the value of eφ in the asymptotically flat region, and does not appear explicitly in either κ210 or any D-brane
action. In particular, this means our RR fields are rescaled by a factor of gs relative to the most common
convention. In addition, the p-brane tension Tp never includes the contribution from the asymptotic dilaton,
meaning that T1 = (2piα
′)−1 is the tension parameter used for both the D-string and the F-string.
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CFT M4
0 1 2 3 4 5 6 7 8 9
D5 (N5) • • • • • • - - - -
D1 (N1) • • - - - - - - - -
F1 (p) • - - - - - - - - •
D3 (1) • - - - - - • • • -
Table 3: Brane configuration generating a class of defects.
However, due to the non-vanishing 1-5 hypermultiplet the long strings ending on the D5-
branes mix with those ending on the D1-branes [41, 58]. As we will review below, the net
effect is that the coupling of these strings to the CFT is defined in terms of the U(N5)
connection on MN1N5 reviewed in section section 3.3.
The content of this section is organized as follows. We first determine in section 4.1 the
basic properties of the above brane configuration, including the supersymmetries preserved
by the interface and its description in the low-energy NLSM via the connection reviewed
in section 3.3. Section 4.2 reviews the near-horizon limit of the brane configuration table 3
in the S-dual frame, which we use in section 4.3 to construct the holographic interface
RG flows. This is done in the following way. When we applied S-duality to the brane
configuration of table 3, the fundamental strings became D-strings. Introducing a small
non-abelian polarization near the boundary, these D-strings now flow in the infrared to
D3-branes wrapped on S2 ⊂ S3 via the Myers effect [38]. Once the D3-branes have puffed
up to well above the string scale, we may return to the D1/D5 frame, where the flow is
now described by studying the D3-brane configuration as a function of the radial coordi-
nate (which plays the role of the RG scale). We are most interested in supersymmetric
flows, which we derive by imposing kappa symmetry and solving the resulting first-order
differential equation exactly. Our solutions show that the D3 defects slide down on the S3
until they stabilize at a finite polar angle. These results will be used to identify which flows
join the fixed points described by the backreacted supergravity solutions of section 5.
4.1 SUSY interfaces in the D1/D5 system
Consider a brane configuration as in table 3, with the D3-branes well separated from
the D1/D5 branes in the 9 direction. The Type IIB supersymmetries preserved by this
configuration are those satisfying9
Γ01JIIB = IIB Γ012345JIIB = IIB Γ09KIIB = IIB , (4.2)
where J,K are matrices acting on the SL(2,R) doublet index of the spinor . In terms of
the N = 1, d = 6 supersymmetry algebra along the 016789 directions, this corresponds to
the condition Γ096d = 6d. Upon dimensional reduction to 2d this becomes the condition
+iα = τ
9
α
α˙−iα˙ ⇔ −iα˙ = τ9α˙α+iα . (4.3)
9For our conventions regarding IIB supergravity see appendix A.2.
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Supersymmetry parameters satisfying this condition close on translations along x0.
Such strings can break on the D1/D5 system, allowing the two ends of the string to
be separated in the x1 direction. The same supersymmetries are preserved regardless of
whether the F1-strings are infinite or terminate; in the latter case, however, the string acts
as an interface rather than a defect. This is due to the fact that when M4 is compact, the
theta angle θD5 of the D5 gauge theory jumps as the defect locus is crossed:
∆θD5 =
2pip
N5
. (4.4)
This relation is derived in the holographic limit from the supergravity equations of motion
in appendix B.
As was pointed out in [41], it is not consistent with supersymmetry to introduce only
5-3 strings: it is also necessary to include 1-3 strings, which have non-trivial Yukawa
couplings with the 1-5 and 5-3 strings. On the Higgs branch of the D1/D5 system the
Yukawa couplings cause the BPS 5-3 string to become mixed with 1-3 strings, while the
remaining modes receive a further gap. As a result, the modes remaining at low energy
are an N5-dimensional subbundle of the (1-3)+(5-3) vector bundle that naturally lives in
the fundamental of a U(N5) gauge group on MN1N5 . This bundle is simply the bundle
reviewed in section 3.3.
Denote the BPS interface fermions which result from the mixing by ηa and the U(N5)
connection on MN1N5 by ΩAab. The coupling to the Wilson line is then [41]
Sη = Tr
∫
dt η¯a(iδba∂t + Z˙
AΩAa
b)ηb . (4.5)
This term drives the boundary RG flow. It corresponds to a marginally relevant deforma-
tion. We note a formal similarity of the (0 + 1)-dimensional fermionic interface degrees of
freedom ηa
10 with the Abrikosov fermions in the large N Kondo model described in (2.4).
Note however that the Wilson line operator (4.5) is single-trace. It thus differs in nature
from the double-trace operator driving the RG flow in the holographic Kondo model of
[29], as described below (2.4) above. We expect that switching on this Wilson line oper-
ator induces a RG flow analogous to the one discussed for the D0/D2-brane case around
Fig. 1, with the F1 string puffing up. We leave a field-theory analysis of this mechanism
to the future and turn to its gravity dual in the subsequent.
When the interface also has D1-brane charge its description is more involved. A more
thorough discussion of this case will be presented in future work [59], but we make a few
brief comments on this case here.
10We note that upon introducing the defect into the sigma model discussion of the preceding section, the
(0 + 1)-dimensional fields ηa arise form the fields and objects in (3.23) and (3.24) through(
v
wı˜
)
= Uaηa. (4.6)
While v stems from the (5-3) strings and transforms in the fundamental of U(N5), the w
ı˜ (˜ı = 1, 2) stem
from the (1-3) strings and transform in the fundamental of U(N1). The Ua are (N5 + 2N1)-dimensional
vectors.
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In this case, the value of N1—and thus the rank of the gauge group—jumps across
the interface. Given a marked point y on M4 there is a natural embedding of MN1N5 into
M(N1+q),N5 in which we allow N1 general instantons and place q small instantons at y. By
imposing that the fields of the M(N1+q),N5 theory are restricted at x1 = 0 to MN1N5 , we
may further couple to the interface degrees of freedom via (4.5).
4.2 Holographic realization
The holographic description of these interfaces follows simply from the brane constructions:
they correspond to (p, q) strings on an AdS3 × S3 ×M4 background. When we discuss the
brane polarizations that trip the interface flows, however, it is simplest to work in the
S-dual frame. The D1/D5 system interface system then becomes an F1/NS5 system with
(q, p) string interfaces.
There is also another reason to work in the dual frame. The larger the D1-brane tension
is in comparison to the fundamental string tension, the smaller the incidence angle in the
brane configuration between the (p, q)-string and the D1/D5 system becomes. At small
string coupling, where we can trust the DBI-CS action, the D1-brane tension becomes very
large, causing the (p, q)-string to merge with the CFT. In order to prevent this, we have
to make the string coupling large, invalidating the worldsheet description. As a result, we
don’t expect the (p, q)-string worldsheet action to give accurate results at small coupling
when q 6= 0. The F1/NS5 description, on the other hand, is useful when the D1/D5-frame
coupling is large, and this is the limit in which adding D1-brane charge has a small effect
on the shape of the string.
We assume for simplicity that the axion C(0) vanishes in our background. In this case,
in string frame the S-dual configuration takes the form
d̂s2 = α′N5(ds2AdS3 + ds
2
S3
) +
1
gs
ds2M4 e
−2φˆ = g26
N1
N5
(4.7)
Hˆ(3) = 2α′N5(ωAdS3 + ωS3) = dBˆ
(2) Bˆ(2) = BˆAdS3 + BˆS3 (4.8)
BˆAdS3 = α
′N5(ψ + 12 sinh 2ψ)ωAdS2 BˆS3 = α
′N5(θ − 12 sin 2θ)ωS2 . (4.9)
(Note that gs and g6 denote the values of these quantities in the D1/D5 frame.) The AdS
radius in this frame is Lˆ2 = α′N5.
We now introduce p D1-branes with q units of fundamental string charge dissolved
in them, and look for solutions preserved by the d = 1 N = 4 superconformal algebra.
These solutions appear widely in the literature (see e.g. [60, 61]), but we cover them here
briefly. We first consider the case where all p D1-branes lie on the same locus. In this case,
a superconformal configuration lies on an AdS2 slice. Choosing an embedding of d = 1
superconformal symmetry into that of d = 2 induces a slicing of AdS3 × S3 by AdS2 × S2,
d̂s
2
6 = α
′N5
(
dψ2 + cosh2 ψ ds2AdS2 + dθ
2 + sin2 θ ds2
S2
)
(4.10)
Note that we have suppressed the metric of M4, as it is irrelevant to what follows. The
R-symmetry of the N = (4, 4) algebra preserving this configuration is the SU(2) acting on
the S2.
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The Lagrangian for the center of mass is
L(q,p) = −p T1e−φˆ
√
−det(gˆ + Bˆ − 2piα′F ) , (4.11)
where gˆ and Bˆ are the pullbacks of these fields to the D1 worldsheet, and F is the worldsheet
gauge field strength. If we are to preserve SO(2, 1)× SU(2) symmetry, the interface must
lie along a slice of AdS2, and the field strength must be proportional to its volume form.
We thus write
2piα′F = α′N5f ωAdS2 . (4.12)
On this configuration, the Lagrangian now takes the form
L(q,p) = −p T1e−φˆ√gAdS2
(
cosh4ψ − (sinhψ + ψ − f)2)1/2 . (4.13)
The value of ψ is obtained by extremizing L(q,p), giving ψ = f . Picking coordinates (t, z)
on AdS2, the value of f is determined by the string charge q via the relation
q = −∂L(q,p)
∂Ftz
= p T1e
−φˆ Btz − 2piα′Ftz√
−det(gˆ + Bˆ − 2piα′F )
(4.14)
= p e−φˆ sinhψ ∈ Z . (4.15)
On shell, the center of mass Lagrangian now takes the form
Lo.s.(q,p) = −p T1e−φˆα′N5
√−gAdS2 coshψ (4.16)
= −α′N5T1
√
q2 + e−2φˆp2
√−gAdS2 , (4.17)
which is simply the action of a brane of tension T(q,p) on an AdS2 background of radius
α′N5.
4.3 Non-abelian description of the interface flow
Our next task is to deform the defect by a relevant operator and see where it flows. The
defect flow we are interested in is tripped by a non-abelian deformation of the defect
embedding coordinates. Since such a process is not easily described in the fundamental
string language, we continue in the S-dual frame. Note that in this section we set q (the
D1-brane charge in the original frame and the F-string charge in the S-dual frame) to zero.
In principle there is no problem with setting q 6= 0, but we note that in this case p and
q must have a common divisor; this is because the component of the gauge group that
survives in the BPS vacuum is U(d), where d is the greatest common divisor of p and q
[57].
Before we discuss the RG flow, recall that the radial coordinate in AdS has the inter-
pretation of an energy scale in the field theory. Therefore, in our construction, it assumes
the role of RG time.
We now wish to consider relevant deformations of our brane configuration. Abelian
deformations – for example, a shift in the location on M4 or S
3 – are all irrelevant operators.
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To find a natural relevant deformation we must turn to non-abelian polarization of the
defect.
This type of deformation is familiar from the SU(2) WZW model. Starting with the
BCFT corresponding to p D0-branes on SU(2) ' S3, there exists for p > 1 a relevant
boundary deformation. The deformation involves a maximally non-abelian deformation of
the S3 embedding coordinates. Because the H field is non-vanishing on S3, a set of branes
so polarized becomes unstable toward flow to a single D2-brane wrapped stably on some
S2 ⊂ S3.
The S3 of our model is in fact described by just such a WZW sector. What has
changed is that the string worldsheet theory in the presence of a deformation must remain
conformal, so that the RG flow in the WZW model is now be realized as a “dynamical”
process evolving in the direction of increasing z. Our analysis parallels the exposition in
appendix B of [62].
Let us examine briefly what happens when we first turn on the flow. To simplify
matters, we switch to stereographic coordinates on S3:
ds2
S3
=
(2 d~x)2
(1 + r2)2
, ~x ∈ R3 . (4.18)
Stereographic coordinates are related to polar coordinates by r = tan θ2 . The B-field (4.9)
on S3 now takes the form
BS3 = Lˆ
2b(θ)ωS2 = Lˆ
2b(θ)
ijkx
idxj ∧ dxk
r3
, b(θ) = θ − sin θ cos θ . (4.19)
For convenience, we set g(r) = 4
(1+r2)2
so that gij(S
3) = g(r)δij .
As the brane’s worldsheet coordinates we fix the (t, z) directions, and pick the pole
~x = 0 to be the S3 location of the D1-branes in the UV. We now study a deformation of the
system in which the S3 embedding coordinate matrix ~x of the D1-branes in stereographic
coordinates takes the form
xi = λf(z)Σi , (4.20)
where the Hermitian matrices Σi satisfy the su(2) commutation relations
[Σi,Σj ] = iijkΣk . (4.21)
We further assume that the fundamental of u(p) is irreducible under su(2), making it
the spin p−12 representation. Then r
2 = ~x2 = C2(Σ)(λf)
21, where C2(Σ) =
p2−1
4 is the
quadratic Casimir of su(2) in the representation defined by ~Σ, which turns r =
√
C2λf1
into an abelian quantity. We further assume that the brane has a fixed location in the x1
and M4 directions. Moreover, we require ψ to be an abelian constant, which ensures the
preservation of the (0 + 1)-dimensional conformal group SO(2, 1).
The non-abelian DBI Lagrangian takes the form [38]
IDBI = −TD1 Tr
(
e−φ
√
−det(Eab + Eai(Q−1 − δ)ijEjb + λFab) det(Qij),
)
(4.22)
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where
Eµν = gˆµν + Bˆµν , Q
i
j = δ
i
j − iλ[xi,xk]Ekj . (4.23)
In this expression, ξa = (t, z) denote the worldsheet variables, while xi denote the transverse
variables.
The full form of (4.22) must be supplemented by terms involving higher powers in
covariant derivatives. However, it has been proven that, when commutator terms are
grouped with covariant derivatives of F , that the totally symmetric prescription yields
correct results when covariant derivative terms of F are much smaller than F itself [63].
Here, however, our aim is to show that flows corresponding to configurations (4.20) exist,
and it is enough to find the leading contributing terms in the expansion of (4.22). In
particular, to determine whether a relevant deformation exists, we need to know whether
the potential is stable or unstable to perturbations away from θ = 0.
We are assuming that q = 0, and therefore ψ = Fab = 0. The relevant components of
Eµν are then
Eij = Lˆ
2
(
g δi j +
b(θ(r))
r2
ijkΣ
k
)
, Eab = gab, Eia = 0 = Eai, (4.24)
and we also have11
Qi j =
(
1− 2L
2b
λ
√
C2
)
δi j1 +
2L2b
λ(C2)3/2
ΣjΣi +
2L2
λC2
r2 g ijkΣ
k (4.25)
Then
− det(Eab + Eai(Q−1 − δ)ijEjb) = L
2
z2
(
L2
z2
+
(∂zr)
2
C2
Σi
(
Q−1
)
ij
Σj
)
(4.26)
where Qij(Q−1
)
jk
= δi k with Q
ij = Eij − iλ[Σi,Σj ] and EijEjk = δi k.
In order to extract the dimension of the perturbing operator, we need only contemplate
the leading behavior of the potential generated by (4.22). Inspection of (4.26) makes clear
that this determinant contains no terms that are pure powers of θ, but always feature
derivatives in z. Hence, we content ourselves with expanding its contributions to leading
order,
(
Q−1
)
ij
= 4L2δi k +O(θ) and r = θ/2 +O(θ3). We get
− det(Eab + Eai(Q−1 − δ)ijEjb) = L
2
z2
(
L2
z2
+ L2(∂zθ)
2
)
+ . . . (4.27)
The important terms must then come from the other determinant in (4.22). Indeed, we
find terms of the correct orders when expanding (4.25) with r2 g = sin2 θ,
Qi j = δ
i
j + θ
2 2L
2
λC2
ijkΣ
k + θ3
4
3(C2)3/2λ
(
ΣjΣi − C2δi j
)
. (4.28)
This yields √
Qi j =
(
1− θ3 4
3(C2)1/2
)
1 +O(θ4). (4.29)
11We refrain from matching index placement on both sides since raising and lowering involves Eij .
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Overall we then get
eφIDBI =
L2
z2
+
L2
2
(∂zθ)
2 − L
2
z2
4L2
3λ
√
C2
θ3 + . . . . (4.30)
Here, the θ deformation has no mass term, but the leading (cubic) term is unstable. The
holographic dictionary thus implies that the perturbation is marginally relevant—just as
the Kondo deformation is. This confirms that flows corresponding to configurations (4.20)
arise under deformation by a (marginally) relevant operator.
It is natural to identify the field-theory operator dual to θ in (4.30) with the Wilson
line operator in (4.5). We leave a detailed analysis of this duality to future work.
4.4 D3-brane description of the interface flow
In this section, we demonstrate the existence of a non-trivial IR fixed point. It is well
known that, when D1-branes undergo a non-abelian polarization as above, they puff up
into a fuzzy sphere. When the size of the fuzzy sphere is well above the string scale, the
system has a simple and convenient description in terms of the DBI-CS action of a single
D3-brane [38]. In this section we derive the explicit supersymmetric flow from a localized
D1/F1 interface in the UV to a puffed up D3 interface in the infrared using the abelian
D3-brane action. These flows are closely related to the “baryon vertex” solutions first
derived in [64], and for vanishing D1-brane charge is equivalent to the p = 5 case studied
in [62].
Note that in this section we return to the more familiar D1/D5 frame, where the
background is supported by the RR 3-form field strength. (The analysis is not, however,
much different in the F1/NS5 frame.) In this D1/D5 background, the D3-brane DBI-CS
action takes the form
LDBI = −TD3e−φ
√
D + TD3
∫
C(2) ∧ F , (4.31)
where
D = −det(gˆ + F) , F = 2piα′F . (4.32)
Since we are interested in D3-branes with manifest SU(2) symmetry, the probe brane
geometry takes the form of an S2 ⊂ S3 fibered over a codimension 1 surface Σ ⊂ AdS3. We
take ξ = (t, z, φ, χ) as our worldvolume coordinates, with unit sphere metric
ds2
S3
= dθ2 + sin2θ (dφ2 + sin2φdχ2) , (4.33)
Moreover, the D3-branes have p units of F1 charge and q units of D1 charge dissolved in
them. These charges are supported by gauge flux on the AdS2 and the S
2, respectively. In
terms of worldvolume fields,
p =
∫
S2
∂L
∂Ftx
∈ Z , q = 1
2pi
∫
S2
Fφχ ∈ Z . (4.34)
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Supersymmetric configurations are ones such that the effect of spacetime supersym-
metry on the brane configuration are pure gauge, in the sense that they can be eliminated
by acting with a κ-symmetry transformation. κ-symmetry is a local fermionic symme-
try on the brane worldvolume, and is the fermionic partner to worldvolume coordinate
reparametrizations. The action of κ-symmetry is determined by a fermionic parameter
κ that is a spacetime spinor. Half of its components act trivially, while the non-trivial
components are those satisfying Γκκ = κ, where Γκ is a brane configuration-dependent
matrix whose form we will return to momentarily. If ζ is a spacetime Killing spinor, then
the condition that ζ is preserved by a given brane configuration is that Γκζ = ζ [65].
Consider momentarily the flat space configuration consisting of a (p, q) string crossing
the D1/D5 system and preserving maximal supersymmetry. This system preserves the 4
supersymmetries whose variation parameters  satisfy
 = Γ01J = Γ012345J = Γ09K . (4.35)
While in the infrared the symmetry algebra is enhanced by superconformal generators,
since we are interested in the interface flow itself, we require only the supersymmetries
(4.35) to be preserved.
If we now consider the backreacted D1/D5 geometry, the Killing spinors of this back-
ground differ only by a scale factor [66]. As a result, our goal is to find brane configurations
such that Γκ =  for any Killing spinor satisfying (4.35). Since it is natural for us to work
in polar coordinates on R4, the final constraint should be expressed in terms of (r, θ, φ, χ).
This yields the following constraints:
Γtx = J Γtr = e
−θΓrθK (4.36)
Γtθ = −ΓtrφχJ Γφχ = −ΓrθJ (4.37)
Γtrφχ = −(sin θ + Γrθ cos θ)I Γtxφχ = −Γrθ (4.38)
Γtr = (cos θ − Γrθ sin θ)K Γtθφχ = −(cos θ − Γrθ sin θ)I . (4.39)
Γκ is given by [67, 68]
d4ξ
√
−det(gˆ + F)Γκ = γ(4)I + γ(2) ∧ F J + F ∧ F I , (4.40)
where
γ(k) =
1
k!
γm1 · · · γmkdξm1 ∧ · · · ∧ dξmk (4.41)
and
γm =
∂xµ
∂ξm
Γµ Γµ = e
µ
µΓµ . (4.42)
With Ftx and Fφχ the only non-vanishing components of F , the constraint takes the form
(γtxφχ + FtxFφχ)I+ (γtxFφχ + γφχFtx)J =
√
−det(gˆ + F) . (4.43)
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This needs to be solved for any  satisfying the above relations. Applying these relations
allows us to reduce to the equations
U−1/2Fφχ + V d
dx
(r sin θ) =
√
−det(gˆ + F) (4.44)
Fφχ(Ftx − d
dx
(r cos θ)) = 0 (4.45)
V (Ftx − d
dx
(r cos θ)) = 0 (4.46)
Fφχ d
dx
(r sin θ) = U−1/2V , (4.47)
with V = U1/2r2sin2θ sinφ and U = Z1Z5. The second and third equations are redundant
and imply
Ftx = d
dx
(r cos θ) , (4.48)
while the fourth implies
Fφχ(r sin θ)′ = r2sin2θ sinφ . (4.49)
Taking Fφχ to be SU(2)-invariant and quantized,
Fφχ = piα′q sinφ , q ∈ Z , (4.50)
gives
d
dx
(r sin θ) =
(r sin θ)2
piα′q
. (4.51)
This relation guarantees that the first equation, (4.44), is automatically satisfied. Choosing
the interface to lie at x = 0, it integrates to
x = − piα
′q
r sin θ
. (4.52)
We now take the near-horizon limit, which corresponds to setting U = gsα
′N5/r2. In
the limit the RR 2-form potential is
C(2) = A(r)dt ∧ dx+B(θ)dφ ∧ dχ , B(θ) = θ − sin θ cos θ . (4.53)
As a result, the quantization condition (4.34) associated to Ftx takes the form
p = q
Z5
gs
d
dx
(r cos θ) +
N5
pi
B(θ) . (4.54)
Solving (4.51) and (4.54) for drdθ we can conclude that
d log r
dθ
= −sin θ + (θp − θ) cos θ
(θp − θ) sin θ , (4.55)
with θp = pip/N5, from which we obtain
r(θ) = r0
θp − θ
sin θ
. (4.56)
The r-θ relation (4.56) coincides in fact with that appearing in [62], in spite of the non-
trivial x profile appearing in our case. This, combined with (4.51), gives the full brane
solution for the interface RG flow.
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IR brane configuration
We are also interesting in the flow endpoint of the D3-brane in Janus coordinates. To make
connection with the (p, q)-string computation given above, we give this computation in the
F1/NS5 frame. In this frame the D3-brane action gets contributions only from the DBI
piece:
LD3 = −T3e−φˆ
√
−det(gˆ + Bˆ − 2piα′F ) . (4.57)
We write for convenience
F =
N5
2pi
(ψq ωAdS2 + θp ωS2) . (4.58)
In Janus coordinates the fixed point lies at constant ψ and θ, so we may drop the kinetic
contributions. We thus need to extremize
LD3 =
N25
8pi3
e−φˆ
√
(cosh4ψ − E2)(sin4θ − B2)√−gAdS2√gS2 (4.59)
with
E = ψq − ψ − 12 sinh 2ψ , B = θp − θ + 12 sin 2θ , (4.60)
which is accomplished with ψ = ψq and θ = θp. The D1-brane charge p and F1-charge q
(we retain the labelling from the D1/D5 frame) are given by
p =
∫
S2
Fφχ =
N5θp
pi
, q = −
∫
S2
∂L
∂Ftz
=
(
p e−φˆ sin θpθp
)
sinhψq, (4.61)
in terms of which the on-shell Lagrangian takes the form
Lo.s.D3 = −
N5
8pi2
√
q2 +
(
p e−φˆ sin θpθp
)2√−gAdS2√gS2 . (4.62)
5 Backreacted supergravity dual of the interface fixed points
We have seen that, in the probe brane approximation, the configuration dual to our in-
terface flow is described by a F1/D1 bound state that puffs up inside S3, growing from a
point into the S2 located at polar angle θp = pip/N5. While the probe brane computation
is sufficient to determine the leading interaction between the interface and the CFT, it does
not capture the effect of the interface on CFT observables. These contributions are instead
encoded in the backreaction of the geometry in response to the probe branes. Thus, we
turn our attention to the study of backreacted supergravity solutions dual to the UV and
IR interfaces of previous sections. Some further applications of backreacted supergrav-
ity solutions include the study of interactions between interfaces and the computation of
the interface’s reflection and transmission coefficients, although we leave these matters for
future work.
The goal of this section is to write down the fully backreacted configurations dual to
the RG fixed points. Our analysis relies on the work of [43, 49], which provides a general
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class of asymptotically AdS3 × S3 ×M4 BPS solutions to type IIB supergravity, where M4
is as usual T 4 or K3. These solutions are foliated by AdS2 × S2 slices, and thus possess
SO(2, 1)×SO(3) symmetry in addition to eight supersymmetries – all appropriate for our
interfaces.
We begin with a review of the solutions of [43] in section 5.1, and our modifications
to them: in order to write down the backreacted duals of our interface fixed points, we
must relax the regularity conditions imposed in [43]. We determine in section 5.2 the
configurations dual to both the UV and IR interfaces of section section 4. Finally, in
section 5.3 we identify these interface solutions as fixed points of our Kondo-like RG flow,
confirm the value of the polar angle, and discuss the interesting case of “critical screening”
that occurs at θp = pi.
5.1 Supergravity duals of conformal interfaces in CFT2
As in [43, 49], we consider solutions with the symmetries mentioned above, together with
the constraints that all fields are constant on T 4, and that all moduli of T 4 are constant
excepting the volume. These constraints guarantee that the geometry dual to the conformal
interfaces takes the form
ds210 = f
2
1ds
2
AdS2 + f
2
2ds
2
S2
+ f23ds
2
T 4 + ρ
2 dz dz¯ , (5.1)
where the AdS2 and S
2 metrics have unit radius. We take T 4 to have volume (2pi)4α′2,
and where z is a holomophic coordinate on a Riemann surface with boundary, Σ. The
assumptions listed imply that all fields depend only on (z, z¯). The complex coordinate z
should not be confused with the AdS radial coordinate of previous sections.
One of the main results of [43] was to show that the general local solution to the
Killing spinor equations satisfying the above constraints is determined by four holomorphic
functions: A(z), B(z), U(z), and V (z). The solutions themselves are most easily written
using the eight harmonic functions
a = A+ A¯, b = B + B¯, u = U + U¯ , v = V + V¯ , (5.2)
a˜ = −i(A− A¯), b˜ = −i(B − B¯), u˜ = −i(U − U¯), v˜ = −i(V − V¯ ). (5.3)
In terms of these, the metric becomes
f21 =
eφ
2f23
|v|
u
(a u+ b˜2), (5.4a)
f22 =
eφ
2f23
|v|
u
(a u− b2), (5.4b)
f43 = e
−φu
a
, (5.4c)
ρ4 = 4e−φ
∣∣∣∣∂zvB
∣∣∣∣4a uv2 , (5.4d)
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while the dilaton, axion χ, and RR four-form12 are
e−2φ =
1
4u2
(a u− b2)(a u+ b˜2), (5.5a)
χ =
1
2u
(b b˜− a˜ u), (5.5b)
CK =
1
2a
(b b˜− a u˜). (5.5c)
Here, CK denotes the coefficient of ωT 4 in C
(4). The ansatz of [43] allows for one more com-
ponent along AdS2×S2, C(4) = CK ωT 4 +CAdS2×S2 ωAdS2 ∧ωS2 , which is determined by CK
via the self-duality of F(5). Each ω denotes the volume form induced by the corresponding
“unit” fiber metric discussed above.
To match dual geometries to RG flow endpoints, it will suffice to match the charges
carried by appropriate singularities in the Σ plane. It therefore behooves us to use the
appropriate notion of charge.13 For our purposes this is the Page charge, which is conserved,
localized and quantized. The first two properties enable us to identify the charges localized
at a point on Σ, while the third allows us to match these charges with the quantum
numbers defining the CFT and interface. Note that the Page charges are not guaranteed
to be invariant under large gauge transformations, which will be of some relevance to us
later.
The Page charges differ from the commonly used Maxwell charges. For instance, the
D1-brane Page charge reads
QD1 = −
∫
Σ7
(
eφ ?
(
dC(2) − χH(3)
)− C(4) ∧H(3)), (5.6)
where Σ7 is a 7-manifold enclosing the charge (but no other sources). Due to the back-
ground ansatz (5.1), the 3-forms take the form
H(3) = dB(2) = (∂ab
(1))dζa ∧ ωAdS2 + (∂ab(2))dζa ∧ ωS2 (5.7a)
F(3) = dC(2) = (∂ac
(1))dζa ∧ ωAdS2 + (∂ac(2))dζa ∧ ωS2 , (5.7b)
with ζa = (z, z¯). The expressions for b(i) and c(i) in terms of the holomorphic functions
may be found in equation (C.1a) of the appendix.
The form of the Page charges used in this paper were derived in detail in the appendix
of [49]; here we only collect the final expressions. The 1-brane Page charges are
QD1 = 4pi
[ ∫
C
u
a
a u− b2
a u+ b˜2
i(∂zc
(1) − χ∂zb(1))dz +
∫
C
CK∂zb
(2)dz
]
+ c.c (5.8a)
QF1 = 4pi
[ ∫
C
(a u− b2)2
4a u
i∂zb
(1)dz −
∫
CK∂zc
(2)dz
−
∫
C
u
a
a u− b2
a u+ b˜2
χ i(∂zc
(1) − χ∂zb(1))dz
]
+ c.c (5.8b)
12[43] uses supergravity conventions in which the RR four-form is 1/4 of its value in the most common
convention. In order to rescale to conventional string theory conventions, we express their function Hol(hˆ) =
U/4 and shift B → B/2. Since we use capital letters for meromorphic functions, we depart from their
notation by writing V = Hol(H).
13A useful introduction to all notions of charge occuring in supergravity is presented in [69].
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The integration contour C is a semicirle ending on the boundary =z = 0 of Σ, and stems
from integrating (5.6) over the 7-manifold given by the T 4 × S2 fibration of over C. The
Page 5-brane charges are14
QNS5 = 4pi
∫
C
dz ∂zb
(2) + c.c (5.9a)
QD5 = 4pi
∫
C
dz ∂zc
(2) + c.c. (5.9b)
The contour C is again a semicircle ending on ∂Σ and enclosing a pole on ∂Σ. Including
the S2 fiber over C yields an S3 threading the 5-brane. The D3-brane Page charge is given
analogously by
QD3 =
∮
C
∂zCK dz + c.c , (5.10)
where now the integration 5-manifold is C together with the T 4 fiber. In contrast to the
previous charges, this contour encloses a point in the interior of Σ.
This concludes our summary of local 12 -BPS solutions of the form (5.1). When dis-
cussing concrete solutions below it is advantageous to work in terms of the charges, (5.9)
and (5.8), evaluated at the asymptotic regions; see appendix C.1 for details. Here we only
remark that it is convenient to use the rescaled charges
qD5 = QD5/(8pi
2), qNS5 = QNS5/(8pi
2), qD1 = QD1/(8pi
2), qF1 = QF1/(8pi
2), (5.11)
which are found in (C.8).
5.1.1 Regularity Constraints
To go from the local solutions reviewed above to a global geometry requires imposing reg-
ularity conditions, which was done for non-singular bulk geometries in [43]. Unfortunately,
to include brane backreactions requires allowing certain mild singularities, requiring us to
relax these constraints slightly.
The holomorphic functions A, B, U, V were assumed in [43] only to have poles of
order one, and we adopt this restriction, with the proviso that we allow certain logarithmic
singularities. We further impose the following conditions:
• The AdS2 metric factor f1 is finite and non-zero everywhere except at most at isolated
singular points. A pole corresponds to an asymptotic AdS3 × S3 × T 4 region.
• The S2 metric factor f2 is finite in the interior of Σ and vanishes on its boundary,
except at most at isolated singularities.
• The metric factor f3 of the T 4 and the dilaton are finite and non-zero except at
isolated points in Σ.
The first two assumptions are the same as in [43]. The third assumption, however, differs:
[43] required both f3 and e
φ to be everywhere finite and non-vanishing, a condition which
14While the 1-brane charges are electric charges, the 5-brane charges are magnetic.
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excludes the brane solutions of interest to us. Our modifications and their consequences
are discussed in detail in what follows.
We now review three important consequences of the above constraints discussed in
[43], and specialize them to our particular case.
Functions vanishing on the boundary
The two requirements f2|∂Σ = 0 and f1|∂Σ 6= 0 imply that
a|∂Σ = b|∂Σ = u|∂Σ = v|∂Σ = 0. (5.12)
The solutions we are interested in are obtained by modifying the vacuum solution,
which is discussed in section 5.1.2. Equation (5.12) represents an important constraint on
possible modifications, and will be particularly important when discussing the D3 solution.
Spurious singularities
It turns out to be possible for a and u to be singular without generating any singularities
in the supergravity solution, provided certain constraints are satisfied. We will call such
singularities in description spurious singularities. One constraints is that f3 must be finite.
A look at (5.4c) reveals that any singularities in a and u must be of the same order, and
(5.4b) then implies that b must be singular, as well. A second constraint is that f2 must
be everywhere non-negative,15 which implies that
a u− b2 ≥ 0 . (5.13)
Let z∗ ∈ Σ be the location of a spurious singularity. Expanding
A(z) = i
a∗
z − z∗ +O(1), B(z) = i
b∗
z − z∗ +O(1), U(z) = i
u∗
z − z∗ +O(1), (5.14)
we obtain the constraint
a∗u∗ = b2∗. (5.15)
In the solutions of [43], which had finite, non-zero dilaton and f3 everywhere, all the
functions A, B, U had singularities at the same points. Our defect solutions, however,
require additional singularities in U , and this singularity will not be shared by A and B.
These singularities mark the defect loci and, while (5.13) is still satisfied, equation (5.15)
does not apply there.
Zeroes of B and ∂zV
The authors of [43] considered solutions for which the curvature scalar
RΣ = −2∂z∂z¯ log ρ
2
ρ2
(5.16)
is non-singular everywhere on Σ, which forces ∂zV and B to have common zeroes. In order
to generate our defects below, we will modify only the functions U(z) and U¯(z¯), which
does not affect this relation between ∂zV and B.
15For all metric factors (5.4) to be non-negative requires also that a ≥ 0 and u ≥ 0.
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5.1.2 Trivial interface: the D1/D5 geometry
The simplest solution to these constraints is the trivial interface: the D1/D5 geometry. We
refer to this solution as the vacuum as it is dual to the vacuum state of the D1/D5 CFT.
We restrict ourselves in this paper to solutions with two asymptotic regions, which we
place at z = 0 and z = ∞ in Σ. It can be readily checked using equation (C.8) of the
appendix that the choice
A(z) = iα
z
z2 − 1 , a =
2α=(z)
|1− z2|2 (1 + |z|
2) (5.17a)
B(z) = iβ
z2 + 1
z2 − 1 , b =
8β=(z)<(z)
|1− z2|2 (5.17b)
U0(z) = iη
z
z2 − 1 , u0 =
2η=(z)
|1− z2|2 (1 + |z|
2) (5.17c)
V (z) = iν
(
1
z
− z
)
, v = 2ν=(z)(|z|−2 + 1) (5.17d)
yields a geometry carrying only D1 and D5 charge, localized at the points z = 0 and z =∞.
This is the vacuum configuration.
The coefficients α, β, η, ν are chosen to be real. The constraint (5.15) implies the
relation 4β2 = αη. Due to the positivity of the metric scale factors (5.4), α and η must not
only have the same sign, but in fact both be positive. We may also take ν to be positive.
Without loss of generality we also choose β > 0, rendering charges at z = 0 positive, and
those at z → ∞ negative. The subscript of the meromorphic function U0 anticipates the
fact that we will later modify it from its vacuum value.
It is useful to express the three parameters (α, η, ν) in terms of the asymptotic charges
and the dilaton,
ν =
1
2
√
qD5 qD1, α = 2e
−φ(0), η = 2
qD1
qD5
e−φ(0). (5.18)
Both asymptotic regions have the same dilaton, while their asymptotic charges differ only
in sign; see appendix C.2 for details.
Given the functions (5.17), the metric factors (5.4) realize AdS3×S3×T 4: in coordinates
z = exp(ψ + iθ), the Einstein frame metric derived from (5.18) reads
ds210 = L
2
(
dψ2 + cosh2 ψ ds2AdS2 + dθ
2 + sin2 θds2
S2
)
+
√
qD1
qD5
e−φ(0)ds2T 4 , (5.19)
and has AdS radius L2 = 2|qD5|eφ(0)/2. By comparison of (5.19) with the D1/D5 Einstein
frame solution (3.31), we can relate the Page charges to the integer charges N1 and N5 as
follows:
QD5 = 8pi
2qD5 = (2pi)
2α′N5, QD1 = 8pi2qD1 = (2pi)6α′3N1, (5.20)
and similarly for QNS5 and QF1. Plugging this into the central charge (C.10) and using
4piκ210 = (2pi)
8α′4, we recover the well-known value c = 6N1N5.
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5.2 Backreacted defect solutions
We now turn to our primary interest: modifying of the vacuum solution by the addi-
tion of new singularities to produce interface solutions. We discuss F1/D1 interfaces in
section 5.2.1 and D3 interfaces in section 5.2.2. Both families of solutions are found by
1. imposing the appropriate brane charges at each asymptotic boundary, and 2. disallowing
gravitational singularities except at the brane locus, where their charges and order of diver-
gence must match that of the corresponding flat space solution. We finally make contact
with the probe brane RG flows in section 5.3 by identifying the particular solutions dual
to either end of the RG flows.
Before we begin, let us make some general remarks for all interface solutions in this
paper. Due to the presence of interfaces, the asymptotic regions will generally have different
D1-brane charges. We distinguish these two D1-brane charges by superscripts (0) and (∞)
indicating their asymptotic regions. Charge conservation then implies the relations
qDF1 = |q(∞)F1 | − q(0)F1 (5.21a)
qDD1 = |q(∞)D1 | − q(0)D1 . (5.21b)
We anticipate that our defect solutions all have q
(0)
F1 = 0 so that the asymptotic region at
z →∞ mirrors the defect’s F1 charge, qDD1 = |q(∞)D1 |. We also find it convenient to define
qD1 ≡ |q
(∞)
D1 |+ q(0)D1
2
, (5.22)
as most of our results are simplest when written in terms of qDD1 and qD1. As the interfaces
we consider carry no D5 charge, we will not dress qD5 with superscripts in the main text.
For later reference we introduce
q∅D1 =
νη
β
. (5.23)
When there is no defect, (5.23) is the D1 charge (cf. (C.12b) in the appendix), while in
the presence of an interface it is only a notational convenience and does not represent a
Page charge. Even though we have used the same greek letters in (5.23) as in (5.17), we
emphasize that they will not take the same values as in (5.18).
5.2.1 F1/D1 interface (UV)
We begin by inserting into the D1/D5 geometry fundamental strings smeared over the T 4
directions.16 This is done by augmenting the functions (5.17) by terms carrying only the
local charges and singularities sourced by the appropriate probe branes.
In order to embed a fundamental string (or F1-brane) in the D1/D5 background, one
has to introduce a monodromy in the integrand of (5.8b) at the boundary of Σ. Due to
16In the true supergravity solution, the fundamental strings would be localized on T 4, but the ansatz of
[43] is not general enough to accomodate this situation. Nonetheless, in the weakly-coupled regime where
T 4 is on the string scale while the S3 is large, the true results will not differ appreciatively from those
arising from this assumption.
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Figure 2: In strip coordinates w = ψ + iθ the two asymptotic regions, depicted by blue
bars, lie at ψ → ±∞. Each harbors a CFT which differ due to the presence of the F1/D1
defect located at log ξ = ψξ ∈ ∂Σ depicted as red dot. The lower boundary, θ = 0,
corresponds to the north pole of the S3, while the upper boundary, θ = pi, corresponds to
the southpole.
the complicated form of the F1 charge it is simpler to S-dualize and then perform four
T-dualities along the T 4 directions in order to turn the string into a D5-brane. It is clear
from (5.9b) that one has to introduce a pole in A at some point ξ ∈ ∂Σ in order to create
D5 charge. For positive values of ξ the defect lies at the north pole of S3, while negative
ξ localizes it at the south pole (in our coordinate system z = reiθ). We may choose ξ > 0
without any particular loss of generality.
Now we trace back what this implies for our F1 interface by reversing these duality
transformations step by step using the results of [43]. The four T-dualities are realized by
the exchange A(z) ↔ U(z), so that a D1 charge is introduced in place of the D5 charge
provided we add a pole, not to A, but to U . S-duality acts on the meromorphic functions
by
A→ 1
A
, B → iB
A
, U → U − B
2
A
. (5.24)
We see from this transformation that the new pole in U is preserved by S-duality. Therefore,
we choose to modify U0 in (5.17) by
U(z) = U0 + δU
F1/D1, δUF1/D1 = ic
z
z − ξ , δu
F1/D1 =
2c ξ=(z)
|z − ξ|2 . (5.25)
This is depicted in strip coordinates w = log z = ψ + iθ (with ξ = expψξ) in figure 2. The
real number c will be evaluated in terms of the interface’s F1 charge below. As will become
evident below, this modification gives rise not to a pure F1-string, but rather to a (p, q)
string – hence the label F1/D1 – with the interface’s D1 charge set by the value of ξ. The
particular value ξ = 1 results in a pure F1-string interface.
While this solution carries F1 charge, we must ask whether it has the appropriate
singularities to be the backreacted F1 geometry. We demonstrate that this is indeed so in
the case ξ = 1 (ψξ = 0 and no D1 charge). Set z = 1 + i ∈ Σ, which is a radial distance
 from the brane, and plug A, B, V of (5.17) and U of (5.25) into (5.4a)-(5.4d). We can
approach the brane by sending  to zero. This results in the leading behavior
f21 ' 3/2, f22 ' 3/2, f23 ' −1/2, eφ ' . (5.26)
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Figure 3: In coordinates z = exp(ψ + iθ) AdS3 is foliated by AdS2 sheets shaded in dark
blue and labelled by ψ. A D1/F1 string, shaded in red, is embedded into AdS3 × S3 at
ξ = expψξ, i.e. it sits at the north pole of S
3. The boundary of AdS3, shaded in light blue,
harbors the CFT and its intersection with the brane is the wordline of the field theory
defect, colored in violet.
This singular behavior is the same as that of smeared fundamental strings in a flat back-
ground, confirming our claim.17
The geometry is depicted in figure 3. Since the defect lies on ∂Σ, it sits at a pole of
S3 and occupies one AdS2 slice. A pure F1-string corresponds in figure 3 to an interface,
which intersects the CFT spacetime orthogonally (i.e. ξ = 1⇔ ψξ = 0).
Since the new pole in (5.25) represents a genuine singularity, the constraint (5.15) does
not apply at ξ. Because the a is positive, the requirement (5.13) implies
a u0 − b2 + a δuF1/D1 ≥ 0 ⇒ c ξ ≥ 0. (5.27)
Since we are building on the vacuum solution (5.17), the sum of the first two terms is
positive by itself, cf. (C.14). Our choice ξ > 0 then renders c positive.
Our next step is to express all parameters of the solution through the available charges
and the dilaton. Let us note that through (5.25) we have added two new parameters, c
and ξ, to the system and obtained two new independent charges (5.21). Our goal is then
to solve the variables (α, η, ν, c, ξ) for (φ(0), qD5, qD1, q
D
D1, q
D
F1). The ratio
κ =
qD1
q∅D1
. (5.28)
quantifies the departure of the geometric quantity q∅D1 from its vacuum value qD1, and is
useful for expressing the properties of our solutions. For details the reader is referred to
17There are a couple of simple ways to obtain the geometry produced by smeared F1 strings in a flat
background. One is by taking the number of NS5 branes in the familiar F1/NS5 solution to vanish. Another
is by inserting the harmonic function of the NS5 solution into the F1 solution. In both cases the near-brane
behavior takes the shape (5.26).
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appendix C.3; here we only present the solution:
ν =
1
2
√
qD5 qD1
κ
, α = 2e−φ(0)
√
κ
2qD1 − qDD1
2qD1
, η = 2
√
1
κ
qD1 (2qD1 − qDD1)
2q2D5
e−φ(0),
(5.29a)
sinhψξ = e
−φ(0)
√
κ
2qD1 − qDD1
2qD1
qDD1
qDF1
, (5.29b)
c =
qDF1
qD5
. (5.29c)
The proportionality factor κ is best expressed in terms of the Einstein frame (p, q)-string
tension,
T(qF1,qD1) =
1
2piα′
√
eφ(0)q2F1 + e
−φ(0)q2D1 . (5.30)
Then we get
κ = κ(qDF1, q
D
D1) =
T 2(
qDF1, 4
√
qD1q
(0)
D1
) − T 2(
qDF1, 0
)(√
σ2(qDD1) + T 2(
qDF1, 4
√
qD1q
(0)
D1
) − T(
qDF1, 0
))2 − σ2(qDD1) (5.31a)
σ(qDD1) =
T(
0, 4q
(0)
D1
)
T(
qDF1, 0
) T(0, qDD1) (5.31b)
The solution (5.29) exhibits a natural bound |qDD1| < 2qD1 for the interface’s D1 charge;
otherwise, the D1-brane charges have opposite signs on either side of the interface, and no
BPS solution exists. Note that κ > 0 and that, due to (5.29b), we have sgn(qDD1) = sgn(ψξ).
Pure F1 defect, qDD1 → 0
Let us now conider the pure fundamental string defect, which lives on the AdS2 sheet of
smallest size
sinhψξ = 0 ⇔ ξ = 1, (5.32)
In this case we have σ(0) = 0, and since the D1 charges coincide at both asymptotic we
drop the superscripts: qD1 ≡ q(0)D1 = −q(∞)D1 = qD1. The solution (5.29) then becomes
ν =
1
2
√
qD5 qD1
κ0
, α = 2
√
κ0e
−φ(0), η =
2√
κ0
qD1
qD5
e−φ(0), c =
qDF1
qD5
, (5.33)
where κ reduces to
κ0 ≡ κ(qDF1, 0) =
T(qDF1, 4qD1)
+ T(qDF1, 0)
T(qDF1, 4qD1)
− T(qDF1, 0)
. (5.34)
In the limit qDF1 ∝ c → 0 the interface disappears, so that κ0 → 1 and the triple (α, η, ν)
reduces to the vacuum expressions (5.18). In the appendix appendix C.3 we also discuss
the case qDF1 → 0 with finite qDD1.
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Figure 4: In contrast to the 1-brane interface of the previous section, the D3 brane
interface is located in the interior of Σ at log Ξ = ψR + iΘ, with R = e
ψR . Hence the
defect is no longer located at the poles of the S3, but wraps an S2 at some constant value
Θ ∈ (0, pi). It is depicted as a red dot. The corresponding mirror charge lies outside of Σ;
here depicted as violet dot.
5.2.2 D3 interface (IR)
The other kind of interface relevant to us is dual to a D3-brane embedded in the D1/D5
background, whose probe brane description was given in section 4.4. In terms of the
description of section 5.1, a D3-brane is characterized by an additive monodromy in CK
around some point Ξ ∈ Σ. As is evident from (5.5c), a monodromy in CK that does not
affect any other charge should arise from u˜, since this harmonic function appears in no
other charge or field. The obvious way to get such a monodromy is to augment U by a
term of the form δU ∼ log(z−Ξ). A logarithmic singularity can be made to respect (5.12)
by employing the method of images, placing a mirror charge at Ξ¯ = Re−iΘ as depicted in
figure 4. It can be readily checked that the modification
δUD3 = −q
D
D3
2
log
(
z/Ξ− 1
z/Ξ¯− 1
)
, (5.35)
δuD3 = −q
D
D3
2
log
∣∣∣∣z − Ξz − Ξ¯
∣∣∣∣2, δu˜D3 = iqDD32 log
[(
Ξ¯
Ξ
)2 (z − Ξ)(z¯ − Ξ)
(z − Ξ¯)(z¯ − Ξ¯)
]
(5.36)
produces
QDD3 = pi q
D
D3, q
D
D3 =
(2pi)4α′2
pi
N3 (5.37)
via (5.10). The second equation introduces the integer valued D3-brane charge N3. Since w
lies on the upper half plane Σ, we have Θ ∈ (0, pi). Then the constraint a u−b2 ≥ 0 enforces
positivity of qDD3. The geometry is depicted in figure 5 in coordinates z = exp(ψ+ iθ) with
the fixed values R = expψR and θ = Θ.
To go on, it is convenient to define an effective F1 charge
qΘF1 ≡ qDF1
sin Θ
Θ
(5.38)
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Figure 5: In coordinates z = exp(ψ + iθ) AdS3 is foliated by AdS2 sheets shaded in
dark blue and labelled by ψ. A D3 brane, shaded in red, is embedded into AdS3 × S3 at
Ξ = exp(ψR + iΘ), i.e. it wraps an S
2 on the S3. The boundary of AdS3, shaded in light
blue, harbors the CFT and its intersection with the brane is the wordline of the field theory
defect, colored in violet.
and, similar to (5.28), define a ratio, which characterizes how much the D1 charge differs
from the expression for the trivial interface (5.23),
κ(Θ) =
qD1
q∅D1
. (5.39)
We may now express all parameters of the D3 solution in terms of the charges and the
boundary dilaton (we leave the details to appendix C.4),
ν =
1
2
√
qD5 qD1
κ(Θ)
, α = 2e−φ(0)
√
κ(Θ)
2qD1 − qDD1
2qD1
η = 2
√
1
κ(Θ)
qD1 (2qD1 − qDD1)
2q2D5
e−φ(0),
(5.40a)
sinhψR =e
−φ(0)
√
κ(Θ)
2qD1 − qDD1
2qD1
qDD1
qΘF1
, (5.40b)
Θ =
1
qD5
qDF1
qDD3
. (5.40c)
The proportionality factor κ actually coincides with (5.31) upon making the replacement
qDF1 → qΘF1:
κ(Θ) ≡ κ(qΘF1, qDD1) =
T 2(
qΘF1, 4
√
qD1q
(0)
D1
) − T 2(
qΘF1, 0
)(√
σ2Θ
(
qDD1
)
+ T 2(
qΘF1, 4
√
qD1q
(0)
D1
) − T(
qΘF1, 0
))2 − σ2Θ(qDD1) (5.41a)
σΘ(q
D
D1) =
T(
0, 4q
(0)
D1
)
T(
qΘF1, 0
) T(0, qDD1), (5.41b)
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Clearly, κ(Θ=0) = κ and κ(Θ) > 0. Analogously to before, (5.40b) implies sgn(qDD1) =
sgn(ψR). The system is described by the three defect charges q
D
D1, q
D
F1, and q
D
D3. Instead of
using qDD3 we will find it convenient to work in terms of the ratio qDF1/qDD3 ∝ Θ.
It is important in what follows that (5.40c), which encodes the fundamental string
charge per D3-brane, determines the value of the polar angle of the interface on the S3.
We will come back to this point in the next section when we discuss the RG flow. Observe
that the D3 solution reflects a natural bound on the dissolved fundamental string charge:
when qDF1 > piqD3qD5, Θ > pi and so Ξ /∈ Σ. The interface’s D1 charge is bounded as before
by |qDD1| < 2qD1; note that it has no influence on the polar angle Θ.
In the limit where the singularity’s D3-brane charge is of the same order as its F1
charge, the brane approaches the boundary of Σ (Θ→ 0), or equivalently qΘF1 → qDF1. This
implies that all expressions in (5.40) and (5.41) reduce to those of the 1-brane interface,
(5.33) and (5.31) respectively. Hence, as in the probe brane computation there is a regime
where the D3 interface is realized as a 1-brane defect. We will comment on this in the
next section when making contact with the Kondo effect. For future reference we study
the limit of vanishing defect D1 charge. The limit of vanishing F1 charge is relegated to
appendix C.4.
Pure F1 defect, qDD1 → 0
As with the 1-brane defect we drop all subscripts on the D1 charge, qD1 ≡ q(0)D1 = −q(∞)D1 =
qD1. The solution then reduces to
ν =
1
2
√
qD5 qD1
κ
(Θ)
0
, α = 2
√
κ
(Θ)
0 e
−φ(0), η =
2√
κ
(Θ)
0
qD1
qD5
e−φ(0) (5.42a)
Θ =
1
qD5
qDF1
qDD3
(5.42b)
with the considerable simplification,
κ
(Θ)
0 ≡ κ(qΘF1, 0) =
T(qΘF1, 4qD1)
+ T(qΘF1, 0)
T(qΘF1, 4qD1)
− T(qΘF1, 0)
. (5.43)
5.3 Matching to the RG flow’s fixed points
So far we have described 1/2-BPS asymptotically AdS3 × S3 × T 4 supergravity solutions
containing D1/F1 and D3-branes dual to CFT interfaces. In this section we identify par-
ticular solutions as endpoints of an RG flow, in which a D1/F1 interface flows in the IR to
a D3 interface.
From the field theory point of view we are considering interface RG flows, meaning
that the ambient CFTs themselves are unaltered by the flow. As a result, the charges and
supergravity fields characterizing the CFT should remain unchanged under the flow:
QIRbrane
!
= QUVbrane, φ
IR != φUV, (5.44)
where these expressions refer to the values in either asymptotic region. The goal of this
matching is to relate the individual parameters in the 1-brane solution (5.29) to those in
the 3-brane solution (5.40).
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Let us start with the F1 charge. Equating the value of qDF1 in (5.29c) and (5.40c) yields
the relation
qDD3Θ = c. (5.45)
Using this, it is readily verified that, for small Θ, the 3-brane modification (5.35) reduces
to the 1-brane modification (5.25) provided we fix ξ = R, which means that the interface
remains on the same AdS2 sheet throughout the flow. This holds true only when Θ is small,
or when the interface carries no D1 charge. Recall that when qDD1 = 0, the 1-brane and the
3-brane interface both occupy the AdS2 sheet of smallest size, ξ = 1 (ψξ = 0) and R = 1
(ψR = 0). This property does not hold true when the interface is stabilized by extra D1
charge on a non-minimal AdS2 slice. Indeed, comparing (5.29b) and (5.40b) we conclude
that the interface shifts to a new AdS2 slice,
sinhψR =
√
κ(Θ)
κ
Θ
sin Θ
sinhψξ , (5.46)
in agreement with the probe brane computation. The expressions (5.31) and (5.41) together
imply the bound
1 ≤ κ
κ(Θ)
≤
(
Θ
sin Θ
)2
, (5.47)
which is saturated at Θ = 0. Plugged into (5.46), this implies that under the RG flow the
interface is pushed towards the boundary of AdS3, |ψR| ≥ |ψξ| when qDD1 6= 0. Their sign
matches that of the interface’s D1 charge, sgn(ψξ) = sgn(ψR) = sgn(q
D
D1).
Using (5.29) and (5.40), we can express the triple (αIR, ηIR, νIR) in terms of their UV
values via
νIR =
√
κ
κ(Θ)
νUV, αIR =
√
κ(Θ)
κ
αUV, ηIR =
√
κ
κ(Θ)
ηUV. (5.48)
Recall from our probe brane discussion that the angle Θ indicates the endpoint of the
flow, and so (5.40c) now indicates its relation to the UV configuration,
Θ =
1
qD5
qD,UVF1
qD,IRD3
=
pi
N5
p
N3
= θp. (5.49)
We have employed the integer valued charges of (5.37) and (5.20). The last equality
matches the probe brane computation, where we considered the special case N3 = 1. The
charge of the UV 1-brane is dissolved in the D3-brane in the UR. Moreover, the more units
of F1 charge are dissolved into a single D3-brane, the further the D3-branes slide down the
S3. This process is described by the SU(2) WZW model appearing in the original Kondo
effect, where the UV number of branes at the north pole of the S3 determines the ŝu(2)
representation defining the final boundary state in the IR.
Critical Screening
We now turn to the critical case Θ = pi, which occurs when p/N3 = N5. We take for
simplicity qDD1 = 0 and N3 = 1. Observe that the modification to U in (5.35) vanishes when
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Ξ ∈ ∂Σ, i.e. Θ = pi and Θ = 0. We therefore expect to obtain a pure D1/D5 geometry in
this limit. Using qΘ=piF1 = 0 and thus κ
(Θ=pi)
0 = 1, it is easy to check from (5.42) that this is
indeed the case.
This would be the end of the story if it weren’t for the RR 4-form potential, which
according to (C.27) has a finite jump across the interface:
CK(0) = 0 vs. CK(∞) = −(2pi)4α′2 . (5.50)
This puzzle has its origin in the fact that the modification (5.35) is not globally defined,
because going once around the 3-brane causes a finite shift in the value of CK . In order to
return it to its original value we must perform a large gauge transformation, which in fact
realizes a duality transformation.
Let us see where the tension with (C.27) arises. When we compare field values in
the two asymptotic regions we follow their values along a contour stretching from one
asymptotic region to the other, as illustrated for the UV solution in the left-hand diagram
of figure 6. Observe that the asymptotic value of CK , and thus the coupling θ5 of the CFT
on the right, is determined by the interface’s F1 charge p. In contrast to the D3 solution,
the F1 solution (5.25) features no monodromies and so is globally defined. This means
that any other choice of C1 yields the same description.
When we trip the RG flow, the brane puffs into a D3-brane, which is characterized by
the logarithms of (5.35). The monodromy means that a different choice of contours can
result in a different description of the CFTs in each asymptotic region; this is shown in the
center picture of figure 6. While C1 is as before, C2 gives a description in which the CFT
at its end carries F1 charge p−N5.
These considerations are valid for any p. We now set p = N5. Then Θ = pi, implying
that under the flow the interface moves all the way to the upper boundary of Σ, squeezing
C1 in the process. The result (5.50) used C1 and is precisely the shift in CK obtained under
one of the parabolic generators of the extended U-duality group of IIB on T 4. Working in
this frame, the interface starts out as a non-trivial interface joining two CFT’s that happen
to be dual, but flows in the infrared to a duality interface. In contrast, if we choose C2,
the interface can approach the upper boundary unhindered. Since the CFT on the right
carries no F1 charge, we find that in this description the interface is the trivial interface.
This is depicted in the right-hand diagram of figure 6.
In the WZW description of the original Kondo model, the limit Θ = pi is known as crit-
ical screening. Physically, it describes a situation where the defect is screened completely
by the conduction electrons.
6 Interface entropy
The boundary entropy, or g-factor, has several equivalent definitions. The original definition
is as follows [70, 71]. Place the CFT on a cylinder of radius β and length `, with boundary
states A and B at either end. In the limit ` β of a unitary BCFT, the partition function
has an expansion
logZ =
pic
6
`
β
+ (sA + sB) +O(β/`) (6.1)
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Figure 6: Left: When comparing fields between the two asymptotic regions we follow
contour C1. Note that the defect charge is absorbed by the CFT on the right. Middle:
Contour C2 defines another duality frame for the fields for which the right CFT carries no
F1 charge. Right: In the frame C2 we can have the defect move all the way to the south
pole, where it turns into the trivial interface.
where sA and sB depend only on the choice of A and B, respectively. The g-factor corre-
sponding to boundary A is then gA = e
sA . We can obtain the same quantity using only
a single boundary state A by performing a conformal transformation to the annulus, and
then plugging a hole to produce a disk. In this case, the disk partition function becomes
simply18
Z = gA . (6.2)
It was proved in [46] that the g-factor for a boundary conformal field theory is also
encoded in the entanglement entropy. Let the entangling region be an interval of length ζ0
starting at the boundary. Then
Sζ0 =
c
6
log
ζ0

+ sA +O() , (6.3)
with central charge c, UV-cutoff , and conformal boundary condition A. In the case of
an interface, we may fold the system along the interface (called the folded picture), and
can think of our interface theory as a BCFT with central charge c = c(0) + c(∞). If we
now unfold the system again, the entanglement interval lifts to an interval of length 2ζ0
centered on the interface.
In section 6.1 we derive the interface entropy in the probe brane description and there-
after, in section 6.2, we compute the interface entropies using the supergravity solutions
of section 5. Finally, we consider the probe brane limit of the supergravity solutions, and
compare the result with the probe brane computation.
18Technically speaking, Z can be multiplied by an arbitrary constant by including a conformally invariant
counterterm. This can be eliminated by comparing Z2D2 to ZS2 , which is independent of renormalization
scheme.
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6.1 Probe brane computation
We reviewed the static probe brane configurations in section 4.2. Consider a (p, q) string
in the D1/D5 background. In the S-dual frame this was described by a (q, p) string on a
background with H(3) flux. On shell, its Lorentzian action took the form
L(q,p) = −α′N5T(q,p)
√−gAdS2 . (6.4)
After analytic continuation, the probe brane Euclidean action thus takes the form
LE(q,p) = −α′N5T(q,p)
√
gH2 , (6.5)
where H2 denotes hyperbolic 2-space (i.e. Euclidean AdS2). In global coordinates, the
bulk Euclidean metric takes the form
ds2H3 = α
′N5(dρ2 + cosh2ρ dτ2 + sinh2ρ dθ2) , (6.6)
where τ is the coordinate running along the cylinder; the defect is located at τ = 0. The
defect entropy is evaluated by computing the action in the conformal frame defined by the
family of cutoff surfaces of the form ρ = ρ∗. Placing a brane of tension T(q,p) (recall we
are in the S-dual frame, with dilaton e−φˆ = eφ) at τ = 0 yields the regularized Euclidean
on-shell action
S∗E = α
′N5T(q,p)
∫ ρ∗
0
dρ
∫ 2pi
0
dθ sinh ρ = 2piα′N5T(q,p)(cosh ρ∗ − 1) , (6.7)
which is α′N5T(q,p) times the regularized volume of Euclidean unit AdS2. Holographic
renormalization of the probe brane demands [72–74] that we add the covariant counterterm
Sc.t. = −T(q,p)α′N5
∫ 2pi
0
dθ
√
h|ρ=ρ∗ = −2pi T(q,p)α′N5 sinh ρ∗ , (6.8)
where h is the induced (unit radius) metric on the boundary surface. Taking the limit gives
the on-shell Euclidean action
log gp.b. = −SrenE = −α′N5T(q,p) Vol(H2)ren = 2piα′N5T(q,p) = N5
√
q2 + p2e2φ , (6.9)
where the final expression is written in terms of the dilaton in the original D1/D5 frame.
When (p, q) = (1, 0) this reduces to
log g = N5e
φ = 2piT1L
2 , (6.10)
which coincides with the obvious computation for the fundamental string in the original
D1/D5 geometry, and this is the classical g-factor in the supergravity limit.
On the other hand, when q 6= 0, gp.b., it is impossible to work entirely in the probe
brane approximation. This is because the brane causes a jump in the AdS radius, leading to
large contributions to the action from the asymptotic regions. To get the first non-trivial
term in the qDD1/qD1 expansion, holographic renormalization must be performed taking
into account the differing values of the AdS radius. While it is not difficult to perform a
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schematic version of this computation by truncating to d = 3 and working through the
holographic renormalization as in [75], it is not immediately clear without understanding
the AdS3 × S3 backreaction whether this captures all effects at this order. It is therefore
desirable to take into account the complete backreaction; this is done in the next section.
The process of evaluating the g-factor for the IR D3-brane probe is essentially iden-
tical. Integrating the Euclidean version of the on-shell action (4.62) over AdS2 × S2 and
renormalizing the AdS2 volume, we find
log g = −SrenE = N5
√
q2 +
(
p eφ
sin θp
θp
)2
. (6.11)
6.2 Supergravity computation of the interface entropy
A detailed derivation of the interface entanglement entropy for the solutions of [43] was
given in [48]. We begin by reviewing their procedure and then apply it to the supergravity
solutions of section 5. This enables us to verify that the g-theorem applies to the RG
flow endpoints. Lastly, we take the probe brane limit and compare with the results of the
previous section. In this section we work exclusively in the D1/D5 frame.
Interface entropy of asymptotically AdS3 × S3 geometries
If A is some (d−1)-dimensional subregion of some spatial slice in a d-dimensional QFT, the
entanglement entropy SA of that region quantifies the degree of entanglement between A
and its complement in the quantum state on that slice. The Ryu-Takayanagi (RT) proposal
[76] posits that, at leading order in the 1/c expansion, the vacuum entanglement entropy
of a d-dimensional holographic QFT is given by the area of the codimension 2 submanifold
γA of the bulk geometry bounded by ∂A:
SA = Area(γA)
4GN
, (6.12)
with GN the bulk Newton’s constant. In the original construction the bulk spacetime was
AdSd+1 and γA was (d− 1)-dimensional. When the dual is a superstring theory, however,
the vacuum geometry has compact internal factors, and γA has codimension 2 in the entire
bulk spacetime. Thus, in our case γA is 8-dimensional.
Choose Poincare´ patch coordinates (t, ζ) on the AdS2 fiber. In the asymptotic region
r = eψ → 0, we may expand the metric in powers and logarithms of r. In the notation of
(C.5),
ds2AdS3 = L
2
(
dr2
r2
+
µ
4
1
r2
dζ2 − dt2
ζ2
)
+O(log r), r = eψ. (6.13)
Sending r → 0, the AdS2 sheet approaches a half-space of the boundary CFT, and (t, ζ)
can be identified with its Minkowski CFT coordinates. We place one boundary of the
entanglement interval at a distance ζ0 from the interface at ζ = 0. The entanglement
interval extends an equal distance to the other side of the interface, giving A = [−ζ0, ζ0]
(see figure 7).
The fiber structure of the spacetime allows us to immediately identify an extremal 8-
dimensional submanifold: the one defined by (t, ζ) = const. This surface has the important
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AdS3
D1/F1
AdS2
t
x
2ζ0
S3
Θ
Figure 7: Entanglement minimal surface (depicted in green) wraps all of S3 (and T 4) and
is a geodesic inside AdS3 anchored at a CFT space interval of size 2ζ0
property that if it starts at a distance ζ0 to the right of the interface, it ends a distance
ζ0 to the left of the interface, making it precisely the surface relevant to computing the
interface entropy discussed above. Thus, γA lies at a constant point in the AdS2 slice and
wraps the remaining directions, which are a fibration of S2 × T 4 over Σ. Computing the
area of γA then yields the entropy
SA =
1
4G
(10)
N
∫
S2
dΩ2
∫
T 4
dΩ4
∫
Σ
ρ2 f22 f
4
3 , (6.14)
where dΩ2 and dΩ4 denote the volume elements of S
2and T 4, respectively, with unit radii.
Recall that the metric functions depend only on the coordinates of Σ. Given the general
form of the metric factors (5.4a)-(5.4d) we deduce
SA =
Vol(S2)
4G
(10)
N
∫
Σ
(a u− b2)
∣∣∣∣∂zVB
∣∣∣∣2. (6.15)
This area stretches to the boundary and is of course divergent. In coordinates z = reiθ,
the cutoffs at r → 0 and r →∞ are related to the UV cutoff  in the CFT by
r∞ =
2ζ0

√
µ(∞)
, r−10 =
2ζ0

√
µ(0)
, (6.16)
where the scale factors µ(i) are given in (C.7). In the F1/D1 solution this yields µ(i) =
qD1/(|q(i)D1|κ), while in the D3 solution we replace κ→ κ(Θ).
D1/F1 and D3 interface entropy
We now compute the interface entropy for the D1/F1 and D3 solutions of sections sec-
tion 5.2.1 and section 5.2.2, respectively. Since in both cases the only modification is
u = u0 + δu, the entanglement entropy (6.15) splits into two pieces. First, we have the
vacuum contribution
I0 = Vol(S2)
∫
Σ
(a u0 − b2)
∣∣∣∣∂zVB
∣∣∣∣2, (6.17)
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together with the effect of the deformation (5.25) in the UV (F1/D1), or (5.35) for the IR
(D3) interface:
IUV, IR = Vol(S2)
∫
Σ
a δuF1/D1, D3
∣∣∣∣∂zVB
∣∣∣∣2. (6.18)
We find
I0 =4 Vol(S3) qD5 q∅D1 log
r∞
r0
, (6.19a)
IUV =4 Vol(S3) qD5
[
qDF1
αUV
(
ξ log r∞ +
1
ξ
log
1
r0
)
+ qD1 − q∅D1,UV − qDD1 log |ξ|
]
(6.19b)
IIR =4 Vol(S3) qD5
[
qDF1
αIR
(
R log r∞ +
1
R
log
1
r0
)
+ qD1 − q∅D1, IR − qDD1 logR
]
. (6.19c)
The divergent pieces contain the two summands of the asymptotic D1 charges (C.20),
(C.29). When adding the integrals it is convenient to repackage them using the central
charges (C.11), giving
SUV, IR2ζ0 =
I0 + IUV, IR
4G
(10)
N
=
c(∞) + c(0)
6
log
2ζ0

+ log gUV, IR (6.20)
It is reassuring that the entanglement entropy assumes the expected form (6.3) for an
interface CFT in the folded picture. The sought-after g-factors are
sUV = log g
UV =
c(∞) + c(0)
12
(
log κ+ 1− 1
κ
− q
D
D1
qD1
ψξ
)
+
∑
i=0,∞
c(i)
12
log
(
|q(i)D1|
qD1
)
(6.21a)
sIR = log g
IR =
c(∞) + c(0)
12
(
log κ(Θ) + 1− 1
κ(Θ)
− q
D
D1
qD1
ψR
)
+
∑
i=0,∞
c(i)
12
log
(
|q(i)D1|
qD1
)
,
(6.21b)
where we employed (5.28) and (5.39), and wrote the brane locations in terms of the coor-
dinates ψξ = log ξ and ψR = logR.
One crucial property of any boundary RG flow in a 2d CFT is the g-theorem: the
g-factor in the IR of a boundary RG flow is always smaller than in the UV [44, 45]. In our
case this means that, if an RG flow connects our UV and IR solutions, then the quantity
log
gUV
gIR
=
c(∞) + c(0)
12
(
log
κ
κ(Θ)
+
1
κ(Θ)
− 1
κ
+
qDD1
qD1
(
ψR − ψξ
))
. (6.22)
must be positive. The lower bound in (5.47) establishes this for all but the last term. That
term is also never negative: indeed, from (5.29b) we see that |ψR| − |ψξ| ≥ 0, while (5.29b)
and (5.40b) show that the signs of ψR and ψξ both match that of q
D
D1. This guarantees
that the last term is never negative.
That (6.22) has the positivity required of an interface RG flow by the g-theorem is an
important check that these solutions are indeed those connected by our probe brane RG
flows.
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Observe that (6.22) vanishes for Θ 1, since κ(Θ→0) = κ and R = ξ, which confirms
that in this case the D3 interface reduces to the stack of 1-brane interfaces. For the other
extreme, Θ = pi, we again restrict to pure F1 interfaces with qDD1 = 0⇔ |q(i)D1| = qD1. Recall
qΘ=piF1 = 0 and from (5.43) that κ
(Θ=pi)
0 = 1. This limit corresponds to critical screening
as discussed above. Indeed, we confirm that the defect degrees of freedom disappear —
they are being screened by the ambient degrees of freedom — since the interface entropy
(6.21b) vanishes. This draws a beautiful parallel to the original Kondo model.
Comparison with probe brane calculation
To compare with the probe brane computations we consider the limit of small string cou-
pling, eφ  1. Recall that if the interface carries D1-brane charge in the D1/D5 frame, it is
sent off to infinity as eφ → 0, so to make sense of this computation we must set q ∝ qDD1 = 0.
In this case q
(0)
D1 = −q(∞)D1 , meaning that both asymptotic regions have the same central
charge, and that κ reduces to the simpler forms (5.34) and (5.43). Expanding (6.21) in
powers of eφ then yields
log gUV =
QD5Q
D
F1
4piκ210
eφ +O(e2φ) = N5 p eφ +O(e2φ), (6.23a)
log gIR =
QD5Q
D
F1
4piκ210
sin Θ
Θ
eφ +O(e2φ) = N5 p sin Θ
Θ
eφ +O(e2φ). (6.23b)
These coincide with (6.9) and (6.11) upon setting q = 0. In this limit it is easy to see that
the g-theorem is satisfied:
log
gUV
gIR
= N5 p
(
1− sin Θ
Θ
)
eφ + . . . , (6.24)
which is manifestly positive.
7 Discussion
In this paper, we used holography to study a class of supersymmetric interface RG flows in
the D1/D5 CFT that share important characteristics with the Kondo model. The simplest
of these interfaces arise in the brane construction as multiple fundamental strings attached
to the D1/D5 system. In the gauged linear sigma model description these interfaces arise
from localized charged fermions and join CFTs with different U(N5) theta angle, while in
the NLSM description of the CFT they arise from fermions coupled to the U(N5) connection
induced on the target space by the ADHM construction, and join D1/D5 CFTs with
different values of B-field cycles on the target manifold. Generalizations of these interfaces
allow D1-branes to be peeled off from the D1/D5 system in the presence of fundamental
string charge; these interfaces join CFTs with different values of the central charge.
The gravitational dual to these interfaces require embedding branes into the dual
geometry. In the regime where the DBI-CS description is reliable, the UV interface fixed
point is dual to the (p, q)-string configuration first described in [60]. This string extends
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along an AdS2 sheet inside AdS3 and lies at a pole of S
3. This configuration has SO(2, 1)×
SU(2) bosonic symmetry; the first factor is the (0 + 1)-dimensional conformal group, while
the second factor is suitable for mimicking aspects of Kondo physics.
These (p, q)-string interfaces provide the UV fixed point for the aforementioned holo-
graphic RG flows. We showed, in the probe brane approximation, that there exists a
marginally relevant perturbation for which the embedding coordinates of the interface on
S3 exhibit non-abelian polarization via the Myers effect. This is in fact a consequence of
the WZW description of the Kondo effect, in which a stack of p D0 branes on SU(2) ' S3
condenses into a single spherical D2-brane stabilized at constant polar angle θ ∝ p. As a
result, the holographic (p, q)-string interfaces puff up in S3 from a point into S2.
The dual of the IR interface is described by a D3 with AdS2×S2 geometry and carrying p
units of fundamental string charge and q units of D1-brane charge. We studied its evolution
along RG time as parametrized by the radial coordinate of AdS3. When the S
2 is above
the string scale, this process is governed by the D3-brane DBI-CS action (4.31). Using κ
symmetry, we derive exact 1/2-BPS solutions that reliably describe the entire flow (except
very near the UV fixed point). These flow solutions indeed exhibit a non-trivial IR fixed
point at the polar angle θ = θp = pip/N5; when the interface carries non-zero D1-brane
charge, the brane locus also moves further away from the minimal area AdS2 slice as we
flow to the IR.
Thus far, the analysis had been limited to the probe brane description. As a next step,
we studied the gravitational backreaction of these branes. Including backreaction along
the entire flow is a difficult task, so we limited ourselves in this paper to the more tractable
problem of identifying the Type IIB supergravity duals to the interface fixed points. We
construct these solutions using the general class of junction configurations constructed in
[43]. By relaxing their regularity conditions, we can obtain exact backreacted supergravity
backgrounds with localized brane sources containing either a (p, q)-string interface for the
UV fixed point, or a D3-brane interface with (p, q) units of 1-brane charge. Both solutions
preserve SO(2, 1) × SU(2) symmetry and are 1/2-BPS. The D3-brane solution features an
upper bound on interface F1 charge, p ≤ N3N5.
In order to relate these solutions to our RG flows, we must solve for the parameters
defining the D3-brane solution in terms of those yielding the (p, q)-string solution. This
is accomplished by demanding that the ambient CFTs are themselves unaffected by the
interface RG flow. Doing so, we reproduce the value of the polar angle θp = pip/(N5N3) at
which the D3 stabilizes, and also that the AdS2 sheet of the interface is pushed toward the
boundary of AdS3 when the interface carries D1 charge q.
One immediate advantage of the supergravity description over the probe brane analysis
is that it is valid for parameters that are not reliable in the probe brane description. In
particular, it is easy to dial up the fundamental string charge to θp = pi. In this case, we saw
that the IR geometry approached the D1/D5 vacuum geometry; however, describing the
dual geometry globally required applying a duality transformation in one of the asymptotic
regions relative to the UV. In terms of the UV frame, the interface flows to a duality
interface. We call this process critical screening, in analogy with the Kondo effect. Note
that the remaining supersymmetric flows with θp < pi (p < N5) correspond in Kondo
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physics to “overscreened” impurities. Overscreened impurities occur in the multi-channel
Kondo model when the number of conduction electron flavors (or channels) outweighs the
impurity spin p. In our case the analogue of electron flavors is set by N5, the number of
background D5-branes.
We finally applied the gravitational description of our interfaces to compute their g-
factors, which in some sense quantify the interface degrees of freedom. In the probe brane
description, the interface entropy is given by the brane’s free energy. This is computed via
holographic renormalization of the brane’s Euclidean action. Equation (6.9), quantifies the
interface degrees of freedom via the tension of the (p, q) string.
We then considered the same problem including gravitational backreaction. This was
made possible by the framework of [48], which described how to compute the entropy of
interfaces dual to the regular solutions of [43] (and by trivial extension, the singular brane
solutions we considered). Using this we could verify that the g-theorem is satisfied by
our purported flows, i.e. that the g-factor of the IR interface must be smaller than that
in the UV. Finally, we showed that the supergravity result reduces to the probe brane
computation in the appropriate limit.
Future directions
Based on the results presented, there are several natural directions for future research.
For example on the field theory side we left the description of the deformation gen-
erating the interface flows for future work. It is also interesting to compute the exact
field-theory values of the interface entropies, which should be possible using the localiza-
tion results of [77].
In view of applications to condensed matter physics, it is interesting to obtain the
finite-temperature gravity solution for the model considered here. Moreover, while in the
previous work [29], the electrons were taken to be non-propagating away from the defect,
the construction of the present paper allows to calculate electronic conductivities in the
ambient CFT. Generalizations of the present model to finite temperature will in particular
allow to evaluate the temperature dependence of the conductivity from a backreacted
gravity solution, beyond probe-limit results presented in [78]. In particular, in the model
presented here, we have full control of the boundary behaviour of the gauge field dual to
the conserved current, both at and away from the interface.
A different direction would make further application of the gravitational dual solutions
described in section 5. While the probe brane description gives the leading behavior of
the defect itself, if we want to understand its effect on CFT correlation functions or the
structure of bulk-boundary fusion, we must take backreaction into account. In particular,
the CFT one-point functions can easily be derived from our supergravity solutions, and
a study of fluctuations on this background may make it possible also to derive two-point
functions.
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A Conventions and background
A.1 Spacetime and spinors
The metric is mostly plus, ηMN = diag(− + · · ·+). Our Clifford algebra convention is
{ΓM ,ΓN} = 2ηMN . Multi-index Γ matrices are antisymmetrized products as usual, e.g.
ΓMN =
1
2 [ΓM ,ΓN ]. We take complex conjugation of Grassmann scalars to reverse order,
(ψη)∗ = η∗ψ∗.
The invariant bilinear form associated to any complex doublet index A is the antisym-
metric tensor, which in the standard basis has the form
(CAB) = (CAB) =
(
0 1
−1 0
)
. (A.1)
Indices are raised and lowered using the C tensor according to the NW-SE convention:
ψA = CABψB ψB = ψ
ACAB . (A.2)
A.2 Type IIB supergravity
Local supersymmetry parameters in Type IIB form a doublet of Majorana-Weyl spinors
with the same chirality. The doublet index is acted on by 3 matrices I, J , and K which
generate SL(2,R):
I2 = −1 J2 = 1 K2 = 1 (A.3)
IJ = K KI = J KJ = I . (A.4)
In this paper we only utilize bosonic fields supergravity fields. In addition to the metric g,
dilaton φ, and Kalb-Ramond 2-form potential B, there are the RR p-form potentials C(p):
C(0), C(2), and C(4). Their differentials F (p+1) = dC(p) are not fully gauge-invariant; the
gauge-invariant field strengths are F (1), F˜ (3) = F (3) − C(0)H, and F˜ (5) = F (5) − 12C(2) ∧
H + 12B ∧ F (3).
In this paper we absorb the string coupling into the value of the dilaton, so that the
10d Newton’s constant is 1
κ210
= 2pi
(2pi`s)8
. When we do this, we must also absorb a factor of
g−1s into the RR potentials relative to the most prevalent convention.
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The bulk bosonic action decomposes as Sbos = S0 + SCS :
S0 =
1
2κ210
∫
d10x
(
e−2Φ(R+ 4(∇Φ)2 − 1
2
|H|2)
− 1
2
|F (1)|2 − 1
2
|F˜ (3)|2 − 1
4
|F˜ (5)|2
)
,
(A.5)
SCS = − 1
2κ210
1
2
∫
B ∧ F (3) ∧ F (5). (A.6)
The resulting equations need to be supplemented by the condition ∗F˜ (5) = F˜ (5).
A.3 Gauge theory
In a gauge theory with gauge group G and real Lie algebra g, we write the covariant
derivative in the form Dµ = ∂µ− iAµ, where Aµ(x) is a matrix valued in ig. In particular,
in any Hermitian representation of the gauge group, A is a Hermitian matrix. The structure
constants in such a basis take the form [ta, tb] = ifab
ctc. If ψ is a matter field and Ω is a
G-valued local parameter, gauge transformations act as
ψ˜ = Ωψ A˜µ = Ω(i∂µ +Aµ)Ω
−1 . (A.7)
Finally, we take traces to be in the fundamental representation of U(N).
A.4 N = (4, 4) gauge theory
When working with 2-dimensional N = (4, 4) supersymmetric field theories we encounter
three complex doublet indices i, α, and α˙. In the conformal limit, α and α˙ become the dou-
blet indices for the left-moving R-symmetry SU(2)− and for the right-moving R-symmetry
SU(2)+, respectively. There are 4 left-moving supercharges Qα and four right-moving
supercharges Qα˙, complemented in the conformal limit by the superconformal charges.
In the main text we require several details of the N = (4, 4) non-abelian vector mul-
tiplet (Aµ, AI , λ+iα, λ−iα˙), together with a symmetric doublet of auxiliary fields D(ij). We
omit these for hypermultiplets as their explicit form is not required in the text. Recall
from the main text that µ = (01), I = (6789), (α, α˙) denote doublet indices for the
SU(2)− × SU(2)+ R-symmetry, while i is a doublet index for the SU(2) rotating the three
complex structures on the hypermultiplet target space.
Denote by τIα
α˙ and τ Iα˙
α the Spin(4) = SU(2)− × SU(2)+ σ matrices,
(τ(IτJ))α
β = δIJδα
β (τ (IτJ))α˙
β˙ = δIJδα˙
β˙ , (A.8)
which give an embedding of the basis quaternions (τI) and their quaternion conjugates (τ I)
into M2(C). They further satisfy
(τIα
α˙)∗ = τ Iα˙α = −τIαα˙ (τIαα˙)∗ = τIαα˙ τIαα˙ = −τ Iα˙α . (A.9)
In an appropriate basis they take the form
τI = (i~σ,1) τ I = (−i~σ,1) . (A.10)
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Rotations are generated using the matrices
τ IJα
β = (τ [IτJ ])α
β τ IJ α˙
β˙ = (τ [IτJ ])α˙
β˙ , (A.11)
which satisfy the properties
τ IτJ = δIJ1 + τ IJ τ IτJ = δIJ1 + τ IJ (A.12a)
τ IJαβ = τ
IJ
βα τ
IJ
α˙β˙ = τ
IJ
β˙α˙ (A.12b)
τ Iαα˙τIββ˙ = 2CαβCα˙β˙ τ
I
α
α˙τ Iβ˙
β = 2δα
βδβ˙
α˙ (A.12c)
and
τ IJτK = τ IδJK − τJδIK − IJKLτL , τ IτJK = δIJτK − δIKτJ − IJKLτL , (A.13a)
τ IJτK = τ IδJK − τJδIK + IJKLτL , τ IτJK = δIJτK − δIKτJ + IJKLτL . (A.13b)
The gauginos λ± obey a reality relation of “symplectic Majorana” type,
(λ−iα˙)∗ = λiα˙− (λ+iα)
∗ = λiα+ . (A.14)
By abbreviating
λ− = λ−iα˙ λ+ = λ+iα (A.15a)
τI = τIα
α˙ τ I = τ Iα˙
α (A.15b)
(−λ−) = iα˙− λ−iα˙ (+λ+) = 
iα
+ λ+iα (A.15c)
we write the Lagrangian of a U(N) vector multiplet
L =
1
g2
Tr
(
1
2
(F01)
2 − i
2
(λ−D+λ−)− i
2
(λ+D−λ+)
+
1
2
D+A
ID−AI +
1
4
[AI , AJ ]
2 + (λ−τ I [AI , λ+])
)
. (A.16)
The trace is in the fundamental representation of U(N) and D± = D0 ± D1. We have
omitted the auxiliary fields Dij here, because we are interested in on-shell configurations.
Straightforward computations show that this Lagrangian is invariant under the supersym-
metry variations
δA+ = 2i(+λ+) δF01 = iD−(+λ+)− iD+(−λ−) (A.17a)
δA− = 2i(−λ−) δλ− = D−AI(τ I+)− i
2
[AI , AJ ](τ
IJ−)− F01− (A.17b)
δAI = i(+τλ−) + i(−τλ+) δλ+ = D+AI(τ I−)− i
2
[AI , AJ ](τ
IJ+) + F01+ . (A.17c)
In the main text we combine the gaugino variations of (A.17) with (3.12) to yield (3.13).
Specifically we demand δ(λ+ ± τ9λ−) = 0.
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B Derivation of the jump in theta angle
An important feature of the interfaces we are studying is that the theta angle of the D5
gauge theory differs on either side. The theta angle descends from the Chern-Simons
coupling to C(4),
SCS ⊃ T5
∫
R2×M4
C(4) ∧ 2piα′TrF = θ5
2pi
∫
R2
TrF θ5 = 4pi
2α′T5
∫
M4
C(4) . (B.1)
We will now derive the jump in θ5.
It is simplest to use the truncation of IIB to AdS3, which accurately describes physics at
distances much larger than the AdS3 radius. This can be done at the level of the equations
of motion by taking the ansatz
F (3) =
2
L
e−φ(ωAdS + ωS3) (B.2)
B(2) = B2 H
(3) = H3 = dB2 (B.3)
C(4) = A0 ∧ ωM4 +A1 ∧ ωS3 G1 = dA0 (B.4)
F˜ (5) = G1 ∧ ωM4 + G˜2 ∧ ωS3 G˜2 = dA1 + µB2 (B.5)
where A0, A1, and B2 are constant on S
3 × M4, and µ = 2Le−φ. On this ansatz, the
equations of motion
d(e−2φ ∗H(3)) = F (1) ∧ ∗F˜ (3) + F˜ (3) ∧ F˜ (5) (B.6)
dF˜ (5) = H3 ∧ F˜ (3) (B.7)
F˜ (5) = ∗10F˜ (5) (B.8)
(B.9)
take the form
d(e−2φ∗3H3) = µG1 + J1 (B.10)
dG1 = d(∗3G˜2) = 0 dG˜2 = −d(∗3G1) = µH3 (B.11)
where J1 is a source.
We now introduce p fundamental strings at the locus Σ = {ψ = 0} of AdS3,
SF1 =
p
2piα′
∫
B2 =⇒ J1 = − 2κ
2
3
2piα′
p d(Θ(ψ)) , (B.12)
with Θ the Heaviside theta function, and
1
2κ23
=
1
2κ210
(2pi2L3)(`4sN1N
−1
5 ) (B.13)
the 3d gravitational coupling. EliminatingH3 from the equations of motion and integrating,
we obtain
∗d ∗ dA0 = −∇2A0 = −µ2(A0 − α) + 2κ
2
3
2piα′
p µΘ(ψ) , (B.14)
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with α a constant of integration. A0 has mass µ, meaning dA0 vanishes in the asymptotic
region. The shift in A0 in the asymptotic region is therefore given by the Θ contribution,
∆A0 =
2κ23
2piα′
p
µ
=
p
N1
. (B.15)
The corresponding jump in θ5 across the interface is then
∆θ5 = `
2
sT5∆A0
∫
M4
ωM4 =
2pip
N5
. (B.16)
C Supergravity defect solutions
This appendix provides technical details on the supergravity solutions presented in sec-
tion 5. In particular, we give the explicit expressions for the fields and charges at the
asymptotic regions required to obtain the solutions (5.29) and (5.40).
Before we begin, we fill in the missing two-form potentials needed to compute the Page
charges (5.9) and (5.8),
b(1) = − 2v b
a u− b2 − h1, h1 =
∫
∂zv
B
+ c.c., (C.1a)
b(2) =
2v b˜
a u+ b˜2
+ h˜1, h˜1 =
1
i
∫
∂zv
B
+ c.c., (C.1b)
c(1) = −va b˜− a˜ b
a u− b2 + h˜2, h˜2 =
1
i
∫
A
∂zv
B
+ c.c., (C.1c)
c(2) = −va b+ a˜ b˜
a u+ b˜2
+ h2, h2 =
∫
A
∂zv
B
+ c.c. (C.1d)
C.1 Asymptotic Regions
Our goal is to characterize the interface geometry in terms of expressions associated with
the CFTs, which live at the asymptotic regions, z = 0 and z → ∞. In this subsection
we present all the charges (5.9), (5.8) and fields (5.5) evaluated at the asymptotic regions.
Even though, our intterface solutions are not included within the set of solutions studied
in [43, 49] the explicit form of all required expressions at the asymptotic regions remains
unchanged (up to the different scalings, footnote 12). This becomes evident when expand-
ing our modifications (5.25) and (5.35) at the asymptotic regions. Thus we cite all charges,
fields and metric factors as computed in [49].
Singularities in f1 designate asymptotic AdS3 × S3 × T 4 regions. In terms of the holo-
morphic functions the asymptotic regions are singled out as poles of V . We are interested
in solutions with two asymptotic regions, which we place at z = 0 and z →∞ in Σ. These
regions are interchanged via inversion z → −1/z. In the vicinity of z = 0 the meromorphic
functions assume the form
V (z) = iv−1z−1 + iv1z + . . . (C.2a)
A(z) = ia0 + ia1z + . . . (C.2b)
B(z) = ib0 + ib1z + . . . (C.2c)
U(z) = iu0 + iu1z + . . . (C.2d)
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All coefficients vj , uj , aj , bj in these expansions are real. The coefficient u0 is not to be
confused with the harmonic function (5.17c) characterizing the trivial interface. Which
one is used will always be clear from context. Switching coordinates to z = reiθ we find
expressions for the dilaton, axion and RR four-form potential (see (5.5a)-(5.5c))
e−2φ =
b20
u21
(a1u1 − b21) +O(r), (C.3a)
χ =
b0b1
u1
− a0 +O(r), (C.3b)
CK =
b0b1
a1
− u0 +O(r). (C.3c)
Similarly, the metric factors (5.4) become
f41 =
1
r4
4a1b0v
2−1
(a1u1 − b21)3/2
+O(r−3), (C.4a)
f42 = sin
4 θ
4a1v
2−1
b30
√
a1u1 − b21 +O(r), (C.4b)
f43 =
b0
a1
√
a1u1 − b21 +O(r), (C.4c)
ρ4 =
1
r4
4a1v
2−1
b30
√
a1u1 − b21 +O(r−3). (C.4d)
Using coordinates z = exp(ψ + iθ) the metric assumes the form (ψ → −∞, r → 0)
ds210 = L
2
(
dψ2 +
µ
4
e−2ψds2AdS2 + dθ
2 + sin2 θds2
S2
)
+
√
u1
a1
e−φds2T 4 . (C.5)
Here, we defined the ten-dimensional AdS radius L and a scale factor µ, which becomes
important when choosing a cutoff for AdS3,
L2 = 2
√
a1v2−1u1
b40
e−
1
2
φ, µ = 4
b40
u21
e2φ. (C.6)
The six-dimensional AdS radius R = Lf3 is useful and appears in the scale factor,
µ =
(4v−1)2
R4
. (C.7)
The asymptotic 5-brane Page charges (5.9) and the asymptotic 1-brane Page charges (5.8)
are expressed through
qD5 ≡QD5
8pi2
= v−1
a1b0 − a0b1
b20
, (C.8a)
qNS5 ≡QF5
8pi2
= v−1
b1
b20
, (C.8b)
qD1 ≡QD1
8pi2
= −v−1 b1u0 − b0u1
b20
, (C.8c)
qF1 ≡QF1
8pi2
= −v−1 b
2
0b1 + a0b1u0 − a1b0u0 − a0b0u1
b20
. (C.8d)
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The ten-dimensional gravitational constant and the ten-dimensional Newton constant are
κ210 = 8piG
(10)
N , G
(10)
N = G
(3)
N Vol(S
3
L) Vol(T
4
f3) = G
(3)
N 2pi
2L3 f43 , (C.9)
where the subscripts in the volumes denote the respective radii19. The Brown-Henneaux
formula then provides the central charge of the CFT at the asymptotic region,
c =
3L
2G
(3)
N
=
6
4piκ210
(
QD5QD1 +QF5QF1
)
. (C.10)
Lastly, the observation
R4 = 4
(
qD5 qD1 + qNS5 qF1
)
=
4G
(10)
N
Vol(S3)
c
6
(C.11)
is convenient. Keep in mind that all expressions in this section hold only at one asymptotic
region.
C.2 Trivial interface in the D1/D5 CFT: vacuum AdS3
Here we present details for the vacuum solution in section 5.1.2. The necessary coefficients
for (C.8) are found after expanding (5.17) at z = 0 and z → ∞. It is readily seen that
qNS5 = 0 = qF1 at both asymptotic regions. The remaining charges in (C.8) and the dilaton
(C.3a) on both sides are not independent,
q
(0)
D5 =
αν
β
= −q(∞)D5 , (C.12a)
q
(0)
D1 =
η ν
β
= −q(∞)D1 , (C.12b)
e−2φ(0) =
αβ2
η
= e−2φ(∞). (C.12c)
Superscripts are used to indicate where this charge is evaluated, z = 0 or z → ∞. Obvi-
ously, the first two equations are simply the expected charge conservation. The axion and
the RR four-form, equation (C.3b) and (C.3c) respectively, vanish. We see that the sign
of β determines the signs of the charges. The signs of both, D1 and D5 charges, coincide
at one asymptotic region. In what follows we choose without loss of generality β > 0.
The harmonics a, b, u0, v vanish on the boundary ∂Σ, (5.12) and the meromorphics
A, B, U share their singularites, (5.15), at z = ±1. The requirements (5.15) at these loci
give rise to the same constraint and reduce the number of independent parameters in (5.17),
β2 =
αη
4
. (C.13)
This identification will persist20 through any modification that we will employ in order to
give rise to interfaces later on. Also, B and ∂zV share their zeroes at z = ±i as required
by the last point in section 5.1.1. Moreover, it can be checked that
a u0 − b2 = 4αη=
2(z)
|1− z2|4
(
(1 + |z|2)2 − 4<2(z)) ≥ 0, (C.14)
19Whenever we omit the radius in Volume expressions it implies unit radius, i.e. Vol(S3) = 2pi2
20In what follows we will sometimes keep the parameter β to avoid clutter in equations. Unless otherwise
stated it will be determined by (C.13).
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as desired by (5.15). It is useful to replace the three parameters (α, β, η) by the physically
meaningful charges and the dilaton Therefore, we invert the system of equations (C.12),
ν =
1
2
√
q
(0)
D5 q
(0)
D1 , α = 2e
−φ(0), η = 2
q
(0)
D1
q
(0)
D5
e−φ(0). (C.15)
In the main text, (5.18), we omitted dressing the charges by a label indicating its asymptotic
region, because the charges at infinity differ only in sign.
C.3 D1/F1 defect (UV)
In the main text we convinced ourselves that the addition (5.25) to (5.17) generates a
1-brane interface embedded into the D1/D5 geometry. In this appendix we present the
details leading up to (5.29). This is achieved following the same philosophy as for the
trivial interface, the only difference being that we now also have defect charges. Even
though we use the same symbols ν, α, η here as in the vacuum solution (5.17), their values
will differ due to the presence of the defect as we will see below. Nevertheless, they will
reduce to their vacuum pendants (5.18) once the interface is removed.
Straightforward computation of the asymptotic charges (C.8) gives
q
(0)
D5 =
αν
β
, q
(∞)
D5 = −ανβ , (C.16a)
q
(0)
D1 =
ν
β
(
η +
c
ξ
)
, q
(∞)
D1 = −νβ
(
η + c ξ
)
, (C.16b)
q
(0)
F1 =0, q
(∞)
F1 = −cανβ = c q
(∞)
D5 , (C.16c)
while qNS5 still vanishes at both asymptotic regions. The parameters here still satisfy
(C.13). Indeed, in the vacuum solution the requirements (5.15) at z = ±1 both gave rise
to the same constraint. While at z = 1 we do not require regularity anymore due to the
possibility ξ = 1, at z = −1 the constraint remains untouched yielding again 4β = αη.
The defect’s F1 and D1 charges are
qDF1 ≡ −q(0)F1 − q(∞)F1 = c q(0)D5 , (C.17a)
qDD1 ≡ −q(0)D1 − q(∞)D1 = c
ν
β
(
ξ − 1
ξ
)
. (C.17b)
For the particular value ξ = 1 corresponding to the AdS2 sheet of smallest size, q
D
D1 vanishes.
In this case the D1 charges at both asymptotic regions differ only in sign.
The asymptotic values of the fields (C.3) are
e−2φ(0) =
β2α
η + c/ξ
= β2
q
(0)
D5
q
(0)
D1
, e−2φ(∞) =
β2α
η + c ξ
= β2
q
(∞)
D5
q
(∞)
D1
(C.18a)
CK(0) = 0, CK(∞) = −c = − q
D
F1
q
(0)
D5
, (C.18b)
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while the axion χ still vanishes at both regions. This configuration features a jump in the
dilaton, which is controlled by the discrepancy in D1 charge at the asymptotic regions,
e2φ(∞) = −e2φ(0) q
(∞)
D1
q
(0)
D1
. (C.19)
The dilaton jump is therefore not independent.
For the remainder of this article we drop the superscript on the D5 charge, qD5 ≡
q
(0)
D5 = −q(∞)D5 . Without loss of generality we choose β > 0, which renders all charges at
zero and qDF1 positive, while all charges at infinity are then negative. For future reference
we rewrite the D1 charges in (C.16) in the more suggestive form
q
(0)
D1 =
νη
β
+
1
αξ
qDF1, q
(∞)
D1 = −νηβ −
ξ
α
qDF1, (C.20)
which elicits that we recover the vacuum expression (C.12b) when qDF1 tends to zero. Then
the defect D1 charge and the D1 arithmetic mean read
qDD1 = |q(∞)D1 | − q(0)D1 =
qDF1
α
2 sinhψξ, (C.21a)
qD1 =
|q(∞)D1 |+ q(0)D1
2
=
νη
β
+
qDF1
α
coshψξ = κ
νη
β
. (C.21b)
Here, we have expressed the locus of the defect through its Janus coordinate x = expψξ.
The last equality uses (5.28), which quantifies how much the D1 charge differs from the
vacuum case, (C.12b).
Overall we have added two new parameters, c and ξ to the system and obtained two
new independent charges (C.17). Our next step is to express the variables (α, η, ν, c, ξ) in
terms of the charges and the dilaton (φ(0), qD5, qD1, q
D
D1, q
D
F1). To that end we invert the set
of equations (C.16), (C.17) and (C.18). The result is presented in (5.29) alongside (5.31).
In the main text we discussed the pure F1 defect. Here we also present the pure D1
defect.
Pure D1 defect, qDF1 → 0
When there is no F1 charge on the defect it is pushed to the boundary
sinhψξ → sgn qDD1 ×∞, (C.22)
where it merges with the CFT. Indeed, the triple in (5.29a) reduces to the vacuum expres-
sions (5.18) with modified D1 charge,
qDD1 > 0 : ν =
1
2
√
qD5
2qD1 − qDD1
2
, α = 2e−φ(0), η = 2e−φ(0)
(2qD1 − qDD1)
2 qD5
, (C.23a)
qDD1 < 0 : ν =
1
2
√
qD5
2qD1 + qDD1
2
, α = 2e−φ(∞), η = 2e−φ(∞)
(2qD1 + q
D
D1)
2 qD5
, (C.23b)
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where we employed (C.19). In both cases the defect’s charge is added to the D1 charge qD1
of the pure D1/D5 solution. Equivalently, this could have been written via the asymptotic
charges 2q
(0)
D1 = 2qD1 − qDD1 or 2|q(∞)D1 | = 2qD1 + qDD1, which justifies the dilaton being
evaluated either at zero or infinity. Obviously, reducing qDD1 = 0 leads exactly to the
vacuum expressions (5.18).
C.4 D3 defect (IR)
In the main text we have convinced ourselves that the addition (5.35) to (5.17) generates
a D3 interface inside the D1/D5 geometry. In this appendix we present the details leading
up to (5.40). Again we use the same symbols ν, α, η and as before their dependence
on the charges and the dilaton differs from the on-brane defect and the trivial interface.
Nevertheless, they reduce to their pendants (5.18) and (5.29) in the appropriate limits.
Straightforward computation of the asymptotic charges (C.8) gives
qD5 =
αν
β
, q
(∞)
D5 = −ανβ , (C.24a)
q
(0)
D1 =
ν
β
(
η +
qDD3
R
sin Θ
)
, q
(∞)
D1 = −νβ
(
η + qDD3R sin Θ
)
, (C.24b)
q
(0)
F1 =0, q
(∞)
F1 = −qDD3 Θ
να
β
= qDD3Θ q
(∞)
D5 , (C.24c)
while qNS5 still vanishes at both asymptotic regions. Again, the defect carries D1 and F1
charge,
qDF1 ≡ −q(0)F1 − q(∞)F1 = qDD3Θ qD5, (C.25a)
qDD1 ≡ −q(0)D1 − q(∞)D1 = qDD3
ν
β
(
R− 1
R
)
sin Θ. (C.25b)
The asymptotic values of the fields (C.3) are
e−2φ(0) =
β2α
η + qDD3R−1 sin Θ
= β2
qD5
q
(0)
D1
, e−2φ(∞) =
β2α
η + qDD3R sin Θ
= β2
q
(∞)
D5
q
(∞)
D1
(C.26)
CK(0) = 0, CK(∞) = −qDD3Θ = −
qDF1
qD5
, (C.27)
while the axion χ still vanishes at both regions. As before the jump in the dilaton is not
independent, cf. (C.19).
Let us define an effective F1 charge
qΘF1 ≡ qDF1
sin Θ
Θ
(C.28)
and use it to rewrite the D1 charges in (C.24),
q
(0)
D1 =
νη
β
+
1
αR
qΘF1, q
(∞)
D1 = −νηβ −
R
α
qΘF1. (C.29)
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Their linear combinations are
qDD1 = |q(∞)D1 | − q(0)D1 =
qΘF1
α
2 sinhψR, (C.30a)
qD1 ≡ |q
(∞)
D1 |+ q(0)D1
2
=
νη
β
+
qΘF1
α
coshψR ≡ κ(Θ) νη
β
. (C.30b)
In the second line we have again quantified the difference to the vacuum D1 charge (C.12b)
via κ(Θ). Evidently, the D1 charges (C.29) and their linear combinations (C.30) look exactly
like their counterparts (C.20) and (C.21), respectively, with the replacements qDF1 → qΘF1
and ξ → R (ψξ → ψR). As the reader might have observed already the other relevant
expressions, namely the D5 charge, (C.24a), and the dilaton in (C.26) assume exactly the
same form as their counterparts for the 1-brane interface (C.16a) and (C.18). Therefore the
result (5.29) of the F1/D1 interface carries over with the adjustments qDF1 → qΘF1, ψξ → ψR,
yielding the result (5.40).
In the main text we discussed the pure F1 defect. Here we also present the pure D1
case.
Pure D1 case, qΘF1 → 0
Since the 3-brane defect cares only about the effective F1 charge (C.28) we have two options
to remove the effect of F1 charge. The first is as before qDF1 → 0. The second is when Θ = pi,
which happens at a large value of F1 charge qDF1 = piqD5qDD3. Of course, the defect is again
pushed to the boundary of AdS3, sinhψR → sgn qDD1 ×∞ and the triple (α, η, ν) behaves
in the same way as before, (C.23).
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