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TILTING BUNDLES ON ORDERS ON Pd
OSAMU IYAMA AND BORIS LERNER
Abstract. We introduce a class of orders on Pd called Geigle-Lenzing orders and show that
they have tilting bundles. Moreover we show that their module categories are equivalent to the
categories of coherent sheaves on Geigle-Lenzing projective spaces introduced in [HIMO].
1. Introduction
Throughout we work over a field k. Moreover, for an order Λ we denote by modΛ the category
of coherent left Λ-modules.
Weighted projective lines were first introduced by Geigle and Lenzing [GL] and play an impor-
tant role in representation theory (e.g. [Me, CK, KLM]) and homological mirror symmetry (e.g.
[KST, U]). It has been pointed out in both [CI] and [RVdB] that the category of coherent sheaves
on a weighted projective line is equivalent to the module category of a hereditary order on P1,
where by an order we mean a certain coherent sheaf of non commutative algebras. However, until
now, this has remained only an observation and has not been capitalised upon. In this paper, we
aim to show that the language of orders gives a quite effective tool to study weighted projective
lines and their generalizations.
Recently in [HIMO], Geigle-Lenzing (GL) projective spaces were introduced as a higher dimen-
sional generalization of Geigle-Lenzing weighted projective lines, and their representation theory
was studied. In this paper we will introduce a certain class of orders on Pd which we call Geigle-
Lenzing (GL) orders on Pd and prove that they actually give the category of coherent sheaves on
GL projective spaces:
Theorem 1.1 (Theorem 3.6). Let X be a GL projective space and Λ be a GL order of the same
type. There exists an equivalence
cohX ≃ modΛ.
After Beilinson’s work [Be], various projective varieties are known to be derived equivalent to
non-commutative algebras: for example, Hirzebruch surfaces [Ki], rational surfaces [HP], homo-
geneous spaces [Kap, Kan, BLV] and so on. The notion of tilting bundles is crucial to construct
derived equivalences. In representation theory, tilting bundles on Geigle-Lenzing weighted pro-
jective lines [GL] play an important role since they give Ringel’s canonical algebras [R] as their
endomorphism algebras. One of the basic results in [HIMO] (see also [Ba, IU]) is the existence of
tilting bundles on GL projective spaces. Recall that T ∈ modΛ is a tilting Λ-module if it satisfies
the following two conditions:
• Rigidity condition: ExtiΛ(T, T ) = 0 for all i > 0,
• Generation condition: Db(modA) = thickT , where thickT is the smallest triangulated
subcategory of Db(modA) which is closed under direct summands and contains T .
The existence of such a tilting bundle gives rise to a derived equivalence between Λ and EndΛ(T ).
We will give a simple proof of the following result in the language of orders:
Theorem 1.2 (Theorem 2.2). Let Λ be a GL order on Pd.
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(a) There exists a tilting bundle T in modΛ.
(b) We have a triangle equivalence Db(modΛ) ≃ Db(modEndΛ(T )).
(c) Λ has global dimension d.
In fact, we will explicitly construct a tilting bundle T . Crucially, our proof is geometric for it
uses the theorem of Beilinson [Be] regarding the existence of a tilting bundle on Pd.
A similar construction of tilting bundles in a more general setup will be discussed in a joint
work [LO] with Oppermann.
Acknowledgements. The authors thank Kenneth Chan for valuable discussion leading to this
work. They thank Colin Ingalls, Gustavo Jasso and Steffen Oppermann for stimulating discussions.
2. Tilting bundles on orders
Let Pd be a projective d-space and fix n ≥ 0 hyperplanes L = (L1, . . . , Ln) on P
d as well as
weights p = (p1, . . . , pn) with pi ∈ Z≥0. We assume that the hyperplanes are in general position
in the following sense:
Assumption 2.1. For any subset {i1, . . . , im}, the intersection
⋂m
k=1 Lik is codimension m in P
d
or is empty if m > d.
For a triple (O, I, n) of a sheaf of rings O (or a ring), an ideal sheaf I of O (or an ideal) and a
positive integer n, let Tn(O, I) be the subsheaf
Tn(O, I) =


O I · · · I I
O O · · · I I
...
...
. . .
...
...
O O · · · O I
O O · · · O O


of the sheaf Mn(O) of full matrix rings.
For the structure sheaf O := OPd of P
d, let
Λi := Tpi(O,O(−Li))
Λ = Λ(L,p) := Λ1 ⊗O · · · ⊗O Λn
which can be regarded as a suborder of Mp1···pn(OPd). We call Λ a Geigle-Lenzing (GL) order on
P
d of type (L,p). Note that the authors of [CI] call the transpose of this Λ the canonical matrix
form of its Morita equivalence class.
Theorem 2.2. Let Λ be a GL order on Pd.
(a) There exists a tilting bundle T in modΛ given in (2) below.
(b) We have a triangle equivalence Db(modΛ) ≃ Db(modEndΛ(T )).
(c) Λ has global dimension d.
The construction of T is as follows: First we define a Λ-module P by
Pi :=


O
O
...
O
O

 ∈ modΛi and P := P1 ⊗O · · · ⊗O Pn ∈ modΛ.
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This is a direct summand of the Λ-module Λ and can be described as
P = Λe, where e := e1 ⊗ · · · ⊗ en ∈ H
0(Pd,Λ) for ei :=


1 0 · · · 0 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
0 0 · · · 0 0

 ∈ H
0(Pd,Λi).
Next for each i = 1, . . . , n, we define an invertible Λi-bimodule Ji by
Ji :=


O O O(−Li) · · · O(−Li) O(−Li) O(−Li)
O O O · · · O(−Li) O(−Li) O(−Li)
O O O · · · O(−Li) O(−Li) O(−Li)
...
...
...
. . .
...
...
...
O O O · · · O O O(−Li)
O O O · · · O O O
O(Li) O O · · · O O O


The following can be easily checked:
Observation 2.3. Jℓi ⊗Λ Pi is the (1− ℓ)-th (modulo pi) column of Λi⊗OO(⌈ℓ/pi⌉Li), where ⌈x⌉
is the smallest integer a satisfying a ≥ x.
We define an autofunctor (−)(~xi), which we abbreviate simply by (~xi), of modΛi by (~xi) :=
Ji⊗O− : modΛi → modΛi. Then we extend this action to modΛ by first introducing an invertible
Λ-bimodule Ii by
Ii := Λ1 ⊗O · · · ⊗O Ji ⊗O · · · ⊗O Λn
and defining an autofunctor (~xi) of modΛ for each i = 1, . . . , n by
(~xi) := Ii ⊗Λ − : modΛ→ modΛ.
By a simple matrix multiplication, one can easily check the following:
Observation 2.4. Since
pi︷ ︸︸ ︷
Ji ⊗Λi · · · ⊗Λi Ji = Λi ⊗O O(Li), we have
pi︷ ︸︸ ︷
Ii ⊗Λ · · · ⊗Λ Ii = Λ⊗O O(Li)
and
(pi~xi) = −⊗O O(Li) ≃ −⊗O O(1). (1)
Next we introduce the following rank 1 group:
L = L(p) = 〈~x1, · · · , ~xn,~c〉/(pi~xi − ~c | 1 ≤ i ≤ n)
By (1), we get an objectwise action of L on modΛ.
Now we denote by L+ the submonoid of L generated by ~x1, . . . , ~xn, and we regard L as a
partially ordered set by: ~x ≤ ~y if and only if ~y − ~x ∈ L+. If we let [0, d~c] := {~x ∈ L | 0 ≤ ~x ≤ d~c}
then the Λ-module
T :=
⊕
~x∈[0,d~c]
P (~x) (2)
gives a tilting bundle in Theorem 2.2.
A proof of Theorem 2.2 is given in the rest of this section. The basic idea is to reduce our
problem for modΛ to the corresponding one in modO and use the following Beilinson’s result:
Theorem 2.5. [Be]
⊕d
i=0O(i) is a tilting bundle in cohP
d.
In particular we have
• Hi(Pd,O(ℓ)) = 0 for all i > 0 and all ℓ with −d ≤ ℓ ≤ d.
• Db(cohPd) = thick
⊕d
i=0O(i).
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The second condition implies that, if X ∈ cohPd satisfies Hi(Pd, X(−ℓ)) = 0 for all i ≥ 0 and all
ℓ with 0 ≤ ℓ ≤ d, then X = 0.
2.1. Proof the rigidity condition. In this section we prove the following:
Proposition 2.6. We have ExtiΛ(T, T ) = 0 for any i > 0.
First we need the following observation:
Lemma 2.7. For any idempotent e of H0(Pd,Λ), we have ExtiΛ(Λe,X) ≃ H
i(Pd, eX) for all
X ∈ modΛ and i ≥ 0.
Proof. We only have to show the case i = 0 since both sides are the right derived functors. The
case i = 0 follows from the following isomorphism of k-vector spaces.
HomΛ(Λe,−) ≃ eHomΛ(Λ,−) ≃ eH
0(Pd,−) ≃ H0(Pd, e−),
where the middle equality follows from a natural isomorphism HomΛ(Λ,−) ≃ H
0(Pd,−). 
Next we show the following:
Lemma 2.8. (a) Let ℓ ∈ Z. Then ei(Pi(ℓ~xi)) ≃ O(⌊ℓ/pi⌋) where ⌊x⌋ is the largest integer a
satisfying a ≤ x.
(b) For any ~x, ~y ∈ [0, d~c], we have e(P (~y − ~x)) ≃ O(ℓ) for some ℓ with −d ≤ ℓ ≤ d.
Notice that ei(Pi(~xi)) can not be written as (eiPi)(~xi) since (~xi) is defined for Λ-modules, not
for O-modules.
Proof. (a) Follows from Observation 2.3 and (1).
(b) By our definition of the group L, we can write
~y − ~x =
n∑
i=1
ℓi~xi + ℓ~c
for 0 ≤ ℓi < pi and −d ≤ ℓ ≤ d. By (a), we have ei(Pi(ℓi~xi)) = O. Furthermore, using (1), we see
that ei(Pi(ℓ~c)) = O(ℓ). Thus
e(P (~y − ~x)) = (e1(P1(ℓ1~x1))⊗O · · · ⊗O en(Pn(ℓn~xn))(ℓ) = O(ℓ). 
Now we are ready to prove Proposition 2.6.
Let ~x, ~y ∈ [0, d~c]. Since (~x) is an autofunctor of modΛ, we have
ExtiΛ(P (~x), P (~y)) = Ext
i
Λ(Λe, P (~y − ~x)).
By Lemmas 2.7 and 2.8, we have
ExtiΛ(Λe, P (~y − ~x)) = H
i(Pd, e(P (~y − ~x))) = Hi(Pd,O(ℓ))
for some ℓ with −d ≤ ℓ ≤ d. This is zero by Theorem 2.5 and so the proof is completed. 
2.2. Proof of the generation condition. The proof is broken up into two parts: first we will
prove a seemingly weaker generation condition, and then show that in our case it is in fact sufficient.
Proposition 2.9. If X ∈ modΛ satisfies ExtiΛ(T,X) = 0 for all i ≥ 0, then X = 0.
Proof. We call an idempotent e′i ∈ H
0(Pd,Λi) standard if it has one entry 1 on the diagonal and
all other entries are 0.
Assume X ∈ modΛ satisfies ExtiΛ(T,X) = 0 for all i ≥ 0. We need to show that e
′X = 0 for
all idempotents e′ ∈ H0(Pd,Λ) of the form
e′ = e′1 ⊗ · · · ⊗ e
′
n
for standard idempotents e′i ∈ H
0(Pd,Λi). We prove e
′X = 0 by showing Hi(Pd, e′X(−ℓ)) = 0 for
sufficiently many ℓ (depending on the support of e′X) and then invoke Theorem 2.5. We proceed
by using the induction with respect to N := |{i | 1 ≤ i ≤ n, e′i 6= ei}|. First we show when case
N = 0 (i.e. e′ = e):
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Lemma 2.10. We have eX = 0.
Proof. For each ℓ with 0 ≤ ℓ ≤ d, we have ℓ~c ∈ [0, d~c]. By Lemma 2.7 and our assumption we have
Hi(Pd, eX(−ℓ)) = ExtiΛ(P (ℓ~c), X) ⊂ Ext
i
Λ(T,X) = 0 (3)
for all i ≥ 0. By Theorem 2.5, we have eX = 0. 
The case N = 1 follows from the following lemma:
Lemma 2.11. Assume that ei 6= e
′
i and ej = e
′
j for any j 6= i.
(a) The O-module e′X is annihilated by O(−Li).
(b) We have e′X = 0.
Proof. (a) Under the natural identification e′Λe′ = O, we have e′ΛeΛe′ = O(−Li). We thus have
by Lemma 2.10
O(−Li)e
′X = (e′ΛeΛe′)(e′X) = (e′Λe)(Λe′X) ⊂ e′ΛeX = 0.
(b) By (a), we can regard e′X as a sheaf on Li ∼= P
d−1.
For each ℓ with 0 ≤ ℓ < d, and 0 < m < p1 we have m~x1 + ℓ~c ∈ [0, d~c]. Since Λe
′ = P (m~x1), it
follows from Lemma 2.7 that
Hi(Pd, e′X(−ℓ)) = ExtiΛ(Λe
′(ℓ~c), X) = ExtiΛ(P (m~x1 + ℓ~c), X) ⊂ Ext
i
Λ(T,X) = 0 (4)
for all i ≥ 0. Thus we have
Hi(Pd−1, e′X(−ℓ)) = Hi(Pd, e′X(−ℓ)) = 0
for all ℓ with 0 ≤ ℓ < d. By Theorem 2.5 (replace d there by d− 1), we have e′X = 0. 
The case N ≥ 2 can be shown similarly:
By Assumption 2.1 and a similar argument as in the proof of Lemma 2.11(a), if d−N ≥ 0 we
can regard e′X as a sheaf on
⋂
e′
i
6=ei
Li ∼= P
d−N and if d−N < 0 it follows that e′X = 0.
On the other hand, by ExtiΛ(T,X) = 0 for all i ≥ 0, we have
Hi(Pd, e′X(−k)) = Hi(Pd−N , e′X(−k)) = 0
for all i ≥ 0 and all k with 0 ≤ k ≤ d −N . By Theorem 2.5 (replace d there by d −N) we have
e′X = 0. 
We will now show that Proposition 2.9 implies the generation condition. To do this, we first
show that Λ has global dimension d.
Lemma 2.12. Let (R,m) be a regular local ring of dimension d and (a1, . . . , aℓ) a subset of a
minimal set of generators of m. Then the ring
B := Tp1(R, (a1))⊗R · · · ⊗R Tpℓ(R, (aℓ))
has global dimension d.
Proof. It is enough to show that any simple B-module S has projective dimension d. Up to an
automorphism of B, we can assume that
S =


R/m
0
...
0
0


where we regard B as a subring of Mp1···pℓ(R).
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Let
M :=


R/(a1, . . . , aℓ)
0
...
0
0

 ≃
ℓ⊗
i=1


R/(ai)
0
...
0
0

 ∈ modB.
Since R/m is an R/(a1, . . . , aℓ)-module with projective dimension d− ℓ, we have an exact sequence
0→Md−ℓ → · · · →M0 → S → 0
of B-modules with Mi ∈ addM . On the other hand, the B-module M has projective dimension ℓ
since it has a projective resolution
ℓ⊗
i=1




(ai)
R
...
R
R

→


R
R
...
R
R



 .
Thus the B-module S has projective dimension d. 
Proposition 2.13. (a) The order Λx has global dimension d for all closed points x ∈ P
d.
(b) The order Λ has global dimension d.
Proof. (a) Note that Ox := OPd,x is a regular local ring of dimension d. Let Ix := {i | 1 ≤ i ≤
n, x ∈ Li}. Then we have
(Λi)x =
{
Tpi(Ox, (ai)) if i ∈ Ix,
Mpi(Ox) if i /∈ Ix.
for ai ∈ Ox defining Li locally. Our Assumption 2.1 implies that (ai)i∈Ix is a subset of a minimal
set of generators of the maximal ideal mx of Ox. Thus Λx is Morita-equivalent to⊗
i∈Ix
Tpi(Ox, (ai)),
and the statement now follows from Lemma 2.12.
(b) For X,Y ∈ modΛ, we need show that ExtiΛ(X,Y ) = 0 for all i > d. We use an argument
similar to [BD, Theorem 1(4)].
We first prove that the support of the OPd -module E xt
q
Λ(X,Y ) has dimension at most d − q.
We need to show that E xtqΛ(X,Y )x = 0 holds for any point x ∈ P
d with dimx > d − q. For a
closed point y on x, we know gl . dimΛy = d by (a). Since Λx = Λy ⊗Oy Ox, we have
gl . dimΛx = dimOx = d− dim x
(e.g. apply [IW, Theorem 2.17(2)⇒(1)] with (R,Λ) := (Oy ,Λy) there). Therefore E xt
q
Λ(X,Y )x =
ExtqΛx(Xx, Yx) = 0 holds if q > d− dimx, and the assertion follows.
In particular, if p+ q > d, then Hp(Pd, E xtqΛ(X,Y )) = 0 holds. Using the local-global spectral
sequence Hp(Pd, E xtqΛ(X,Y ))⇒ Ext
p+q
Λ (X,Y ) (e.g. [BD, Theorem 1(2)]), we have Ext
i
Λ(X,Y ) =
0 for all i > d. 
Now we are ready to prove that T generates the category.
Proposition 2.14. (a) Db(modΛ) = thickT .
(b) We have a triangle equivalence Db(modΛ) ≃ Db(modEndΛ(T )).
We prepare some notions. Let C and C ′ be additive subcategories of Db(modΛ).
We call C contravariantly finite if for any X ∈ Db(modΛ), there exists a morphism f : C → X
with C ∈ C such that
HomDb(modΛ)(C
′, C)
f
−→ HomDb(modΛ)(C
′, X)
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is surjective for any C′ ∈ C .
We define an additive subcategory C ∗ C ′ of Db(modΛ) by
C ∗ C ′ := {X ∈ Db(modΛ) | there exists a triangle C → X → C′ → C[1] with C ∈ C , C′ ∈ C ′}.
If C and C ′ are contravariantly finite, then so is C ∗ C ′ (see [Ch, Theorem 1.3]).
Proof of Proposition 2.14. (a) For any X ∈ Db(modΛ), there exists only finitely many i ∈ Z
such that HomDb(modΛ)(T,X [i]) 6= 0 since Λ has finite global dimension by Proposition 2.13. Thus
C := add{T [i] | i ∈ Z} is a contravariantly finite subcategory of Db(modΛ). In particular, C ∗· · ·∗C
(m times) is also contravariantly finite for all m ≥ 0.
Let E := EndΛ(T ). Then thickT is triangle equivalent to K
b(projE) [Ke]. Since the quiver of
E is clearly acyclic (e.g. Section 4), E has finite global dimension m. Thus we have
thickT = C ∗ · · · ∗ C (m+ 1 times)
(see e.g. [KK, Proposition 2.6]). In particular, thickT is contravariantly finite. Applying [IY,
Proposition 2.3(1)], for any X ∈ Db(modΛ), there exists a triangle Y → X → Z → Y [1] with
Y ∈ thickT and HomDb(modΛ)(U,Z) = 0 for any U ∈ thickT . By Proposition 2.9, we have Z = 0
and X ≃ Y ∈ thickT . Thus the assertion follows.
(b) We already observed Db(modΛ) = thickT ≃ Kb(projE). This is Db(modE) since E has
finite global dimension. 
3. Explicit correspondence between GL orders on Pd and GL weighted Pd
3.1. A graded Morita equivalence. In this section we show, given a ring graded by a commu-
tative group, how to modify the ring, so that it is graded by a subgroup.
Let G be an abelian group and A be a G-graded ring. We denote by ModGA the category of
G-graded A-modules, and by modGA the category of finitely generated G-graded A-modules.
For a subgroup H < G with finite index, we fix a complete set of representatives I ⊆ G of G/H .
Let
A[H] :=
⊕
h∈H
(A[H])h where (A
[H])h := (Ai−j+h)i,j∈I . (5)
Then A[H] has a structure of anH-graded ring whose multiplication (A[H])h×(A
[H])h′ → (A
[H])h+h′
for h, h′ ∈ H is given by
(ai,j)i,j∈I · (a
′
i,j)i,j∈I :=
(∑
k∈I
ai,k · a
′
k,j
)
i,j∈I
.
It is easy to see that the ring structure of A[H] does not depend on the choice of I. Moreover the
choice of I does not change the graded structure of A[H] up to graded-Morita equivalence in the
following sense.
Theorem 3.1. With the notation above, we have an equivalence of categories:
ModGA ≃ ModH A[H]
which induces an equivalence modGA ≃ modH A[H].
Although similar results already exist (e.g. [H, Mo]), we include a complete proof due to lack
of suitable references for our setting.
Proof. For M =
⊕
g∈GMg in Mod
GA, define FM ∈ ModH A[H] by
FM :=
⊕
h∈H
(FM)h where (FM)h := (Mi+h)i∈I .
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Thus FM =M as abelian groups, and the action (A[H])h × (FM)h′
act.
−→ (FM)h+h′ is given by
(ai,j)i,j∈I · (mi)i∈I :=
(∑
k∈I
ai,k ·mk
)
i∈I
.
Let f : M → N be a morphism of abelian groups. Then f is a morphism in ModGA if and only
if f induces the following commutative diagram for any i, j ∈ G:
Ai ×Mj
act. //
1×f

Mi+j
f

Ai ×Nj
act. // Ni+j .
This is equivalent to that f induces the following commutative diagram for any h, h′ ∈ H :
(Ai−j+h)i,j∈I × (Mi+h′)i∈I
act. //
1×f

(Mi+h+h′)i∈I
f

(Ai−j+h)i,j∈I × (Ni+h′)i∈I
act. // (Ni+h+h′)i∈I .
This means that f is a morphism in ModH A[H]. We conclude that F : ModGA → ModH A[H] is
fully faithful.
Finally we show that F is dense. For i ∈ I, let ei ∈ (A
[H])0 be an idempotent whose (i, i)-entry
is 1 and other entries are 0. For any N =
⊕
h∈H Nh in Mod
H A[H], let
Mi+h := eiNh for i ∈ I, h ∈ H and M :=
⊕
g∈G
Mg.
For g, g′ ∈ G, we define the action Ag ×Mg′ →Mg+g′ by
Ag ×Mg′ = ei(A
[H])hej × ejNh′
act.
−−→ eiNh+h′ =Mg+g′ ,
where i, j ∈ I and h, h′ ∈ H are unique elements satisfying g′ = j + h′ and g = i − j + h. It is
routine to check that M is a G-graded A-module satisfying FM ≃ N .
It remains to show that F induces an equivalence modGA → modH A[H]. This is immediate
since F (A(i + h)) = (A[H](h))ei holds for any i ∈ I and h ∈ H . 
Remark 3.2. Theorem 3.1 can also be shown by the following argument: Let P :=
⊕
i∈I A(−i) ∈
ModGA. Then the following statements can be checked easily:
• EndGA(P ) = A
[H].
• add{P (h) | h ∈ H} = projGA.
By a standard argument in Morita theory, one can show that the functor
F :=
⊕
h∈H
HomGA(P,−(h)) : Mod
GA→ ModH A[H]
is an equivalence.
Example 3.3. Let A be a Z-graded ring. If we choose {0, 1} as the representatives of the two
cosets of Z/2Z then
A[2Z] =
⊕
i∈2Z
(A[2Z])i where (A
[2Z])i =
[
Ai Ai−1
Ai+1 Ai
]
.
A Z-graded A-module M =
⊕
i∈ZMi corresponds to the 2Z-graded A
[2Z]-module
⊕
i∈2Z
[
Mi
Mi+1
]
.
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3.2. Geigle-Lenzing projective spaces. We now introduce Geigle-Lenzing (GL) projective spaces,
or more precisely, the category of coherent sheaves on them. The technique of studying a category
resembling a category of sheaves without ever explicitly mentioning a topological space is especially
prominent in noncommutative algebraic geometry. We use the same notation as in [HIMO] where
much more information can be found. Our goal is to show that the category of coherent sheaves
on GL projective spaces is equivalent to the module category of a GL order on Pd.
To define GL weighted Pd, as before we choose n hyperplanes L = (L1, . . . , Ln) in P
d
T0:···:Td
satisfying Assumption 2.1. We may assume the hyperplanes are given as zeros of the linear poly-
nomials
ℓi(T) =
d∑
j=0
λi,jTj .
Also fix an n-tuple of positive integers (the weights) p = (p1, . . . , pn) and let
k[T,X] = k[T0, . . . , Td, X1, . . . , Xn]
hi := X
pi
i − ℓi(T) (6)
Now consider the k-algebra
R = R(L,p) := k[T,X]/(hi | 1 ≤ i ≤ n).
As in the previous section, let
L = L(p) = 〈~x1, · · · , ~xn,~c〉/(pi~xi − ~c | 1 ≤ i ≤ n)
We give R an L-grading by defining deg Xi = ~xi and deg Ti = ~c.
We will soon encounter several different graded rings so it is useful to establish the following
notation:
Definition 3.4. Let G be an abelian group and A =
⊕
g∈GAg be a right noetherian G-graded
ring which is finitely generated over k and dimk Ag <∞ for all g ∈ G. We denote by mod
GA the
category of finitely generated G-graded A-modules, and by modG0 A the full subcategory of mod
GA
of finite dimensional modules. We let
qgrA := modGA/modG0 A.
We apply this definition to the setting of GL projective spaces:
Definition 3.5. For the L-graded k-algebra R = R(L,p), we call
cohX = cohX(L,p) := qgrR(L,p)
the category of coherent sheaves on GL projective space X of type (L,p).
In the rest of this section, we will prove the following connection between GL projective spaces
and GL orders.
Theorem 3.6. Let X = X(L,p) be a GL projective space and Λ = Λ(L,p) be a GL order of type
(L,p). Then we have an equivalence
cohX ≃ modΛ.
For the subgroup Z~c of L, we have
Z~c ≃ Z and L/Z~c ≃
n∏
i=1
Z/piZ.
A key role in the proof is played by a Z-graded subring
S :=
⊕
ℓ∈Z
Rℓ~c
which is isomorphic to the polynomial ring k[T]. By (6), we haveXpii = ℓi(T) ∈ S for all 1 ≤ i ≤ n.
Now let us consider the Z-graded ring R[Z~c].
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Proposition 3.7. We have an isomorphism of Z-graded k-algebras
R[Z~c] ≃ Tp1(S,X
p1
1 )⊗S · · · ⊗S Tpn(S,X
pn
n ),
where we regard Tpi(S,X
pi
i ) := Tpi(S, (X
pi
i )) as a Z-graded k-algebra whose degree ℓ-part consists
of elements such that lower diagonal entries are in Sℓ and upper diagonal entries are in X
pi
i Sℓ−1.
Proof. Let I := {
∑n
i=1 ai~xi | 0 ≤ ai ≤ pi − 1} be a complete set of representatives of L/Z~c. Let
Si := k[X
pi
i ] for 1 ≤ i ≤ n. For ~x =
∑n
i=1 ai~xi and ~y =
∑n
i=1 bi~xi in I, we have
R~x−~y+Z~c = (
n∏
i=1
Xai−bi+ǫipii )S = (X
a1−b1+ǫ1p1
1 S)⊗S · · · ⊗S (X
an−bn+ǫnpn
n S),
where ǫi := 0 if ai ≥ bi and 1 otherwise. Thus we have isomorphisms
R[Z~c] =
n⊗
i=1


S Xpi−1i S · · · X
2
i S XiS
XiS S · · · X
3
i S X
2
i S
...
...
. . .
...
...
Xpi−2i S X
pi−3
i S · · · S X
pi−1
i S
Xpi−1i S X
pi−2
i S · · · XiS S


= Tp1(S,X
p1
1 )⊗S · · · ⊗S Tpn(S,X
pn
n )
of Z-graded k-algebras. 
Let Λ = Λ(L,p) and L = Λ⊗O O(1) which is a Λ-bimodule. We define a Z-graded ring
B(Λ, L) :=
∞⊕
ℓ=0
H0
(
P
d, L⊗Λℓ
)
.
Proposition 3.8. We have an isomorphism of Z-graded k-algebras:
B(Λ, L) ≃ R[Z~c].
Proof. Clearly we have
∞⊕
ℓ=0
H0(Pd,O(ℓ)) ≃ S = k[T].
and so we get a category equivalence
Φ :=
∞⊕
ℓ=0
H0(Pd,−(ℓ)) : cohPd ≃ modZ S/modZ0 S = qgrS.
Since the divisor Li is the zero set of the polynomial ℓi(T), the functor Φ sends the natural inclusion
O(−Li)→ O to the natural inclusion ℓi(T)S → S. Thus we get
B(Λ, L) ≃ Tp1(S, ℓ1(T)) ⊗S · · · ⊗S Tpn(S, ℓn(T))
= Tp1(S,X
p1
1 )⊗S · · · ⊗S Tpn(S,X
pn
n )
= R[Z~c]. 
To see the role played by B(Λ, L) we first need the following more general set up introduced by
Artin-Zhang in [AZ]. Let C be a k-linear abelian category, P ∈ C a distinguished object. For any
M ∈ C we define H0(M) := HomC(P,M). Assume that:
(H1) P is a noetherian object,
(H2) A0 := H
0(P ) = EndC(P ) is a right noetherian ring and H
0(M) is a finitely generated
A0-module for all M ∈ C.
Furthermore, let s be a k-linear automorphism of C satisfying the following assumption:
(H3) s is ample in the following sense:
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(a) for everyM ∈ C, there are positive integers ℓ1, . . . , ℓp and an epimorphism
⊕p
i=1 s
−ℓiP →
M in C,
(b) for every epimorphism f : M → N in C there exists an integer ℓ0 such that for every
ℓ ≥ ℓ0 the map H
0(sℓf) : H0(sℓM)→ H0(sℓN) is surjective.
Using this setup, we can construct the following Z-graded ring:
B :=
∞⊕
ℓ=0
H0(sℓP )
and we have the following crucial result, which can be viewed as a generalization of Serre’s theorem:
Theorem 3.9. [AZ, Theorem 4.5] B is a right noetherian k-algebra, and there is an equivalence
of categories
C ≃ qgrB
given by M 7→
⊕∞
ℓ=0H
0(sℓM).
Now we are ready to prove Theorem 3.6.
Using Theorem 3.1 and Propositions 3.8, we have equivalences
cohX = qgrR
≃ qgrR[Z~c]
≃ qgrB(Λ, L).
We specialise Artin-Zhang Theorem 3.9 to our case by letting C := modΛ, s := − ⊗Λ L and
choosing Λ ∈ modΛ as the distinguished object. It follows easily from ampleness of O(1) on Pd
that s is ample. Therefore we have
modΛ ≃ qgrB(Λ, L),
which completes the proof. 
4. Examples
To get a better feel for the tilting bundle T from Section 2 let us compute EndΛ(T ) in the case
d = 1. In this situation, [0,~c] = {0,~c, ai~xi | 1 ≤ ai ≤ pi − 1}. If i 6= j, 0 < ai < pi and 0 < aj < pj
then
HomΛ(P (ai~xi), P (aj~xj)) = H
0(Pd, P (aj~xj − ai~xi)) = H
0(Pd,O(−1)) = 0
whilst
HomΛ(P (ai~xi), P ((ai + 1) ~xi) = H
0(Pd,O) = 1.
Hence the endomorphism algebra is given by the following quiver with relations:
P (~x1) x1 // P (2~x1) x1 // . . . . . . x1 // P ((p1 − 1)~x1)
x1
✿✿
✿✿
✿✿
✿✿
✿
✿
✿✿
✿✿
✿✿
✿✿
P (~x2) x2 // P (2~x2) x2 // . . . . . . x2 // P ((p2 − 1)~x2)
x2
❑❑
❑❑
❑
%%❑❑
❑❑
❑
P
x1
✌✌✌✌✌✌✌✌
FF✌✌✌✌✌✌✌✌
x2⑥⑥⑥⑥
>>⑥⑥⑥⑥
xn
❆❆
❆❆
❆
  ❆
❆❆
❆
...
...
...
...
... P (~c)
P (~xn) xn // P (2~xn) xn // . . . . . . xn // P ((pn − 1)~xn)
xnsssss
99sssss
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To see the relations, note firstly that by writing down our order we have implicitly chosen an
ηi ∈ H
0(P1,O(Li)) for all 1 ≤ i ≤ n. If n ≥ 3 then necessarily for all i ≥ 3 we have ηi = ℓi(η1, η2)
for some functional ℓi. The relations are thus
xpii = ℓi(x
p1
1 , x
p2
2 ), for i ≥ 3.
Example 4.1. In this example we would like to show the relationship between a GL weighted
P
1
T0:T1
and the corresponding GL order on P1. Here, O = OP1 and we choose λ1 = (1 : 0), λ2 =
(0 : 1), λ3 = (1 : 1) be three points on P
1. Consider
Λ =
[
O O(−λ1)
O O
]
⊗
[
O O(−λ2)
O O
]
⊗
[
O O(−λ3)
O O
]
In this case, L = 〈~x1, ~x2, ~x3,~c〉/(2~x1 = 2~x2 = 2~x3 = ~c) acts on modΛ where the action ~x1 is given
by:
−⊗Λ I1 = −⊗Λ
([
O O
O(λ1) O
]
⊗
[
O O(−λ2)
O O
]
⊗
[
O O(−λ3)
O O
])
and similarly for the actions of ~x2 and ~x3. In this case
P =
[
O
O
]
⊗
[
O
O
]
⊗
[
O
O
]
and P (~x1) =
[
O
O(λ1)
]
⊗
[
O
O
]
⊗
[
O
O
]
and similarly for P (~x2) and P (~x3). The tilting bundle is
T = P ⊕ P (~x1)⊕ P (~x2)⊕ P (~x3)⊕ P (1)
with endomorphism algebra given by
P (~x1)
x1
●●
●●
##●
●●
●
P
x1③③③③
==③③③③
x2 //
x3
❉❉
❉❉
!!❉
❉❉
❉
P (~x2) x2 // P (1)
P (~x3)
x3✇✇✇✇
;;✇✇✇✇
We can always choose coordinates such that O(−λi) →֒ O is given by Ti−1 = 0 for i = 1, 2 and
O(−λ3) →֒ O is given by T1 − T2 = 0 Thus the relation is x
2
3 = x
2
1 − x
2
2. The corresponding
L-graded ring is then
R = k[T0, T1, X1, X2, X3]/(X
2
1 − T0, X
2
2 − T1, X
2
3 − (T0 − T1))
≃ k[X1, X2, X3]/(X
2
3 − (X
2
1 −X
2
2 )).
Example 4.2. Finally, we would like to present the simplest example possible on P2T0:T1:T2 : one
with 4 weights, all equaling 2. Here O = OP2 and we let Li be the hyperplane given by Ti−1 = 0
for 1 ≤ i ≤ 3 and let L4 be given by T0 + T1 + T2 = 0. Consider
Λ =
[
O O(−L1)
O O
]
⊗
[
O O(−L2)
O O
]
⊗
[
O O(−L3)
O O
]
⊗
[
O O(−L4)
O O
]
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In this case |[0, 2~c]| = 17 and the endomorphism algebra is given by
P
P (~x1)
P (~x2)
P (~x3)
P (~x4)
P (~x1 + ~x2)
P (~x1 + ~x3)
P (~x1 + ~x4)
P (~x2 + ~x3)
P (~x2 + ~x4)
P (~x3 + ~x4)
P (~c)
P (~x1 + ~c)
P (~x2 + ~c)
P (~x3 + ~c)
P (~x4 + ~c)
P (2~c)
x1⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
x2❥❥❥❥❥❥❥❥❥
44❥❥❥❥❥❥❥
x3
❚❚❚
❚❚❚
❚❚❚
**❚❚❚
❚❚❚
❚
x4
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
x1
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
x2❥❥❥
44❥❥❥❥❥❥❥❥❥❥
x3
❚❚❚
**❚❚❚
❚❚❚
❚❚❚
❚
x4
❏❏
❏❏
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
x1⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
x2
❚❚❚❚
❚
**❚❚❚
❚❚❚
❚❚❚
❚
x3
❏❏
❏❏
❏❏
❏
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
x4
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
x1⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
x2 //
x3❥❥❥
44❥❥❥❥❥❥❥❥❥❥❥❥
x4
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
x1✞✞✞✞✞✞✞✞✞✞✞✞
CC✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞✞
x2❥❥❥❥❥
44❥❥❥❥❥❥❥❥
x3
❚❚❚
❚❚
**❚❚❚
❚❚❚❚
❚
x4⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
x1
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
❄
x2
❚❚❚
❚❚❚
❚❚❚
❚
**
x1
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
x3❥❥❥❥❥❥❥❥❥❥
44
x1
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼
✼
✼✼
✼✼
✼✼
✼✼
✼✼
✼
x4tttttttttttttt
::tttt
x2 //
x3tttttttttttt
::ttttttt
x2
❚❚❚❚
❚❚❚❚
**❚❚❚
x4⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
x3❥❥❥❥❥❥❥❥
44❥❥❥
x4⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧
x1⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧
x2❥❥❥❥❥❥❥❥❥❥
44❥❥❥
x3
❚❚❚
❚❚❚
❚❚❚
❚❚❚
**
x4
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄❄
❄❄
❄
x1
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
x2
❚❚❚❚
❚❚
**❚❚❚
❚❚❚
❚
x3❥❥❥❥❥❥
44❥❥❥❥❥❥❥
x4⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
with relations:
xixj = xjxi
x24 = x
2
1 + x
2
2 + x
2
3
References
[AZ] Artin, M.; Zhang, J. J. Noncommutative projective schemes. Adv. Math. 109 (1994), no. 2, 228–287
[Ba] D. Baer, Tilting sheaves in representation theory of algebras, Manuscripta Math. 60 (1988), no. 3, 323–347.
[Be] A. A. Beilinson, Coherent sheaves on Pn and problems in linear algebra, Funktsional. Anal. i Prilozhen. 12
(1978), no. 3, 68–69.
[BD] I. Burban, Y. Drozd, Tilting on non-commutative rational projective curves. Math. Ann. 351 (2011), no. 3,
665–709
[BLV] R. Buchweitz, G. Leuschke, M. Van den Bergh, On the derived category of Grassmannians in arbitrary
characteristic, to appear in Compos. Math., arXiv:1006.1633.
[Ch] X-W. Chen, Extensions of covariantly finite subcategories. Arch. Math. (Basel) 93 (2009), no. 1, 29–35.
[CI] D. Chan; C. Ingalls, Non-commutative coordinate rings and stacks. Proc. London Math. Soc. (3) 88 (2004),
no. 1, 6388
[CK] X. Chen, H. Krause, Introduction to coherent sheaves on weighted projective lines, arXiv:0911.4473.
[GL] W. Geigle; H. Lenzing, A class of weighted projective curves arising in representation theory of finite-
dimensional algebras. Singularities, representation of algebras, and vector bundles (Lambrecht, 1985), Lecture
Notes in Math., 1273, Springer, Berlin, 1987.
[H] D. Happel, Triangulated categories in the representation theory of finite-dimensional algebras, London Math-
ematical Society Lecture Note Series, 119. Cambridge University Press, Cambridge, 1988.
[HIMO] M. Herschend, O. Iyama, H. Minamoto, S. Oppermann, Representation theory of Geigle-Lenzing complete
intersections, arXiv:1409.0668.
[HP] L. Hille, M. Perling, Tilting Bundles on Rational Surfaces and Quasi-Hereditary Algebras, to appear in Ann.
Inst. Fourier (Grenoble), arXiv:1110.5843.
[IU] A. Ishii, K. Ueda, A note on derived categories of Fermat varieties. Derived categories in algebraic geometry,
103–110, EMS Ser. Congr. Rep., Eur. Math. Soc., Zurich, 2012.
14 IYAMA AND LERNER
[IW] O. Iyama, M. Wemyss, Maximal modifications and Auslander-Reiten duality for non-isolated singularities,
Invent. Math. 197 (2014), no. 3, 521–586.
[IY] O. Iyama, Y. Yoshino, Mutation in triangulated categories and rigid Cohen-Macaulay modules, Invent. Math.
172 (2008), no. 1, 117–168.
[KST] H. Kajiura, K. Saito, A. Takahashi, Matrix factorization and representations of quivers. II. Type ADE case,
Adv. Math. 211 (2007), no. 1, 327–362.
[Kap] M. M. Kapranov, On the derived categories of coherent sheaves on some homogeneous spaces, Invent. Math.
92 (1988), no. 3, 479–508.
[Kan] M. Kaneda, Kapranov’s tilting sheaf on the Grassmannian in positive characteristic, Algebr. Represent.
Theory 11 (2008), no. 4, 347–354.
[Ke] B. Keller, Deriving DG categories, Ann. Sci. Ecole Norm. Sup. (4) 27 (1994), no. 1, 63–102.
[Ki] A. King, Tilting bundles on some rational surfaces, unpublished manuscript.
[KK] H. Krause, D. Kussin, Rouquier’s theorem on representation dimension, Trends in representation theory of
algebras and related topics, 95–103, Contemp. Math., 406, Amer. Math. Soc., Providence, RI, 2006.
[KLM] D. Kussin, H. Lenzing, H. Meltzer, Triangle singularities, ADE-chains, and weighted projective lines, Adv.
Math. 237 (2013), 194–251.
[LO] B. Lerner, S. Oppermann, A recollement approach to Geigle-Lenzing weighted projective varieties,
arXiv:1505.01931.
[Me] H. Meltzer, Exceptional vector bundles, tilting sheaves and tilting complexes for weighted projective lines,
Mem. Amer. Math. Soc. 171 (2004), no. 808,
[Mo] I. Mori, B-construction and C-construction, Comm. Algebra 41 (2013), no. 6, 2071–2091.
[RVdB] I. Reiten; M. Van den Bergh, Grothendieck groups and tilting objects.Algebr. Represent. Theory 4 (2001),
no. 1, 1–23.
[R] C. M. Ringel, Tame algebras and integral quadratic forms, Lecture Notes in Mathematics, 1099. Springer-Verlag,
Berlin, 1984.
[U] K. Ueda, Homological Mirror Symmetry and Simple Elliptic Singularities, arXiv:math/0604361.
O. Iyama: Graduate School of Mathematics, Nagoya University, Chikusa-ku, Nagoya, 464-8602 Japan
E-mail address: iyama@math.nagoya-u.ac.jp
URL: http://www.math.nagoya-u.ac.jp/~iyama/
B. Lerner: Graduate School of Mathematics, Nagoya University, Chikusa-ku, Nagoya, 464-8602 Japan
E-mail address: blerner@gmail.com
URL: http://www.math.nagoya-u.ac.jp/~lerner/
