Existence and stability of square-mean almost periodic solutions to a spatially extended neural network with impulsive noise Abstract: Our work is concerned with a neural network with nodes, where the activity of the -th cell depends on external, stochastic inputs as well as the coupling generated by the activity of the adjacent cells, transmitted through a di usion process in the network. This paper aims to throw some light on time-varying, stochastically perturbed, neuronal networks. We show that when the coe cients oscillate around a reference value, with oscillations that are almost periodic and suitably small in percentage, then there exists a unique solution for the system, that is almost periodic and uniformly bounded in the square-mean norm for all times.
Introduction
Cellular neural networks have attracted a large amount of mathematical research due to their applications in various modelling models. These applications depend (or, on the other hand, in uence) the shape and dynamics of the network. Neural networks should have a spatial extent, that is usually neglected in the current mathematical research. Our model is related to neural networks [12] and cellular neural networks [6, 7] , although their dynamics is usually modelled through a nite dimensional system (possibly using some delay to model the physical extension of transmitters).
Since their introduction, such models have been used in several applications (from image processing to pattern recognition and other areas); many authors have analyzed the dynamical behavior of such systems with particular respect to stability, periodicity and almost periodicity of the system (compare for instance [5] ). In general, neural networks are complex and large-scale nonlinear dynamical systems. To the best of our knowledge, few authors have considered periodic oscillatory solutions for large-scale networks with stochastic impulses. Also literature dealing with time networks parameters appears to be scanty. Such studies, however, are very important to understand the dynamics of neural networks in time-varying environments.
Let us brie y introduce our model, following the approach of [3, 4] . Let = ( , ) be a graph with vertices and edges; to each node v ∈ it is associated a variable ( ) whose evolution is described by the stochastic equation for all ∈ ℝ and = 1, . . . , . The coe cients ( ) > 0 represent the passive decay rate of the cell activity at node v . In words, we may say that the variation of the value of ( ) depends on the feedback from the network ( ) and a stochastic input, which takes into account both the intrinsic cellular noise and the external input signals. All the weights and and the inputs should be almost periodically varying in time. Biological motivations, going back at least to the works of Kallianpur [13] , lead us to model this term by a Lévy-type process (compare Section 2.3 for details). In (1.1), ( , v ), = 1, . . . , , represent the stochastic perturbation act-ing on each node, due to the external surrounding, and ( , v ) is the formal time derivative of the process , which takes a meaning only in integral sense.
A di erent feature of this paper with respect to the existing literature on cellular neural networks is that we take into account that the network has a spatial extension and that each signal is propagated along the network with a di usive mechanism. To be precise, we assume that each edge e in the network is isomorphic to the segment [0, 1]. The electrical potential in the network shall be denoted bȳ ( , ) wherē ∈ ( 2 (0, 1)) is the vector ( 1 ( , ) , . . . , ( , )). We impose a general di usion equation on every edge with time-dependent, almost periodic coe cients:
for all ( , ) ∈ ℝ × (0, 1) and all = 1, . . . , . Then, we assume that the feedback from the network is given by a Kirchho -type function of the electric potential on the edges:
where the sum is taken over all edges e that insist on the node v and are coe cients that depend on the geometry of the network. The functions ( ) measure the oscillations around the mean value of the in uence of the network on the evolution in every node.
In this paper we consider a situation where the parameters of the system are not constant in time but can vary, almost periodically, around the mean value. Such variation is supposed to be small in percentage with respect to the mean value itself, see Hypothesis 2.2 for a precise statement.
In case of constant coe cients, the dynamics of the linearized system is described by an evolution semigroup A on a suitable product space H; properties of this semigroup are given in [3, 4] . In case of timevarying coe cients, the same system is described by a family of evolution operators U( , ) generated by the non-autonomous perturbation A( ) = A + V( ). Almost periodicity for stochastic di erential equations in in nite dimensional spaces has been studied by many authors, compare for instance [9, 17] . Let denote a real separable Hilbert space. We recall that a continuous function : ℝ → is almost periodic if for every > 0 there exists a number ℓ( ) > 0 such that each interval ( , + ℓ( )), ∈ ℝ, contains an almost period = and the estimate ‖ ( + ) − ( )‖ ≤ holds for all ∈ ℝ. We shall also mention that any almost periodic function is bounded and uniformly continuous and that the space of all almost periodic functions from ℝ to , which we denote by AP(ℝ, ), is a Banach space in the canonical way.
It is worth noticing that, when translated in an abstract setting, our problem takes the form of an evolution problem on a Hilbert space H with stochastic multiplicative term that is driven by a ( nite-dimensional, twosided) Lévy process, having the form
3)
The precise assumptions on the coe cients in (1.1) and (1.2) will be given in Section 2. There we also show that (A( ), (A)) for ∈ ℝ generates an evolution family {U( , ) : ≥ , , ∈ ℝ}. Next, we introduce the concept of mild solution for problem (1.3).
De nition 1.1. An H-valued predictable process ( ) is said to be a mild solution of (1.3) if ℙ-a.s.
for all ≥ , , ∈ ℝ.
The following de nition introduces the concept of almost periodicity with regard to (Hilbert space-valued) square-integrable stochastic process. This concept has been applied to study the existence and uniqueness of square-mean almost periodic mild solutions to di erent classes of non-autonomous semilinear stochastic di erential equations driven by two-sided Wiener processes (see for instance Bezandry and Diagana [1, 2] 
is relatively dense (see e.g. [10] ); equivalently (see e.g. [2] ) is square-mean almost-periodic if, for all > 0, it is possible to nd a real number ℓ = ℓ( ) > 0 such that for any interval of length ℓ( ), there exists a number = in this interval with sup
In the next lemma we collect some properties of square-mean almost periodic processes (compare for instance [1, Section 2]).
Lemma 1.3.
A square-mean almost periodic process ∈ AP(ℝ; 2 ( ; H)) satis es
We can now proceed to present our main result. The following theorem holds provided it is veri ed a smallness condition on the Lipschitz constants of the coe cients and , see (3.2) for a precise statement.
Theorem 1.4. In our assumptions, there exists a unique square-mean almost periodic mild solution ( ) of (1.3)
which is the solution of the following integral equation for each ∈ ℝ:
Abstract setting for the neural network model
Let̄ denote the electric potential on the whole dendritic network, including the rami cation points (synapses or dendritic junctions or somata). Then̄ =̄ ( , ) is a function of the position along the network and of time only and̄ ( , ) denotes the deviation from resting potential, which we rescale to 0 for simplicity (in concrete neurophysical measurements it is of approx. −70 mV). The reference space for̄ is the Hilbert space ℍ = ( 2 (0, 1)) . The choice to take real-valued Hilbert spaces is done for coherence with the physical problem at hand; no further mathematical complications arise if we had taken into account complex-valued functions instead. As already mentioned in the introduction, up to considering suitable rescaling di usion parameters in the equations, we may and do parameterize the edges as intervals of unitary length. The di usion of electric potential along every edge of the graph thus follows equation (1.2). We avoid to introduce more general network elliptic operators: in fact, under uniform ellipticity assumptions this case is known to present no serious mathematical challenges over the basic case of a plain network Laplacian: compare [16] .
On the Sobolev space ℍ 2 = ( 2 (0, 1)) we introduce the operator-valued matrix
. . . with maximal domain ( ) = ℍ 2 . With the aid of this operator, we may write the linear, autonomous part of (1.2) in the form ̄ ( ) = ̄ . We assume that somata and synapses are equipotential; if ( ) is the electric potential in the junction node v at time , then it shall hold ( ) = ( , v ) for every edge e that insists on the node v .
The potential ( ) =̄ ( , v ) undergoes internal dynamics, subject to internal electrical activity and a stochastic feedback from the dendritic network. In the spirit of Rall's lumped soma model (see e.g. [14] ) we impose general, possibly absorbing (and also possibly nonlocal) nodal conditions. Remark 2.1. We recall some useful notation from graph theory. For every = 1, . . . , , we let (v ) = {e : v = e (0) or e (1)}.
Also, the incidence matrix of the graph, = + − − , is de ned in terms of the incoming and outgoing incidence matrices de ned by
0 otherwise,
For the sake of notational simplicity, let us introduce the Kirchho operator mapping the Sobolev space ℍ 2 of vector-valued twice weakly di erentiable functions into the boundary space ℝ , de ned by
. . .
Thus, the vector ̄ represents the di erences between incoming and outgoing ows in each of the nodes of the network. The presence of small perturbations in the system is described by the additional term
where the coe cients ( ) are continuous functions. We assume that ( ) = (1 + ( )) is a time dependent function that oscillates around a given value , which de nes the inhibitory properties of each node. On the boundary space ℝ we introduce the matrix
.
It shall be noticed that in [3] , more general, possibly nonlocal, forms of the matrix are considered. Also, in order to model the uctuations of the di usion operator, we introduce the matrix-valued operator
, ( )).
With the above notation, problem (1.1)-(1.2) can be written as an abstract non-autonomous Cauchy problem on the product space H = ℍ × ℝ endowed with the natural inner product
We introduce the family of linear matrix operators A( ) for ∈ ℝ on the space H, given in the form
with domain (A( )) = (A) = { = (̄ , ) ∈ H :̄ ∈ ( ), (v ) = for every ∈ (v )}.
In the next section, we consider the Cauchy problem .
Generation of an evolution family of operators
We recall from [4, Proposition 2.4] that the operator A is self-adjoint, dissipative and has compact resolvent; therefore, the semigroup {T( ) : ≥ 0} generated by A is strongly continuous, analytic, contractive and exponentially bounded, with growth bound 0 given by the strictly negative spectral bound of the operator A.
Using the above stated properties of A, we can introduce the interpolation spaces H 2 = (H, (A)) ,2 for every ∈ [0, 1].
As we mentioned in the introduction, we are interested to the case of small, almost periodic perturbations of the mean value. We suppose that such perturbations do not overcome a xed percentage < 1 of the mean value; we state this condition in the following assumption. Proof. This is a consequence of the fact that AP(ℝ) is an algebra and it is closed under the lattice operations on real functions, see [10, Theorem 1.9] . Therefore, the maximum of a nite number of almost periodic functions is an almost periodic function. In our framework, this maximum coincides with the operator norm ‖V( )‖ L( (A),H) and the thesis is proved.
. The nonlinear coe cients
We conclude our construction with the nonlinear coe cients and .
In the de nition of the di usion process along every edge e , see equation (1.2), the function ( , , ) takes real values and is de ned in the set ℝ × (0, 1) × ℝ. The linear part − can be incorporated into the de nition of the operator A, thus leaving us concerned with the Heaviside function. We take ( , , ) to be a smooth approximation of ( − ) so that ( , ) enters in our framework.
Setting ( ,̄ ) : ℝ × ℍ → ℍ by ( ,̄ ) = ( 1 ( , 1 ), . . . , ( , )), we further de ne
Next we turn to the di usion coe cient . We require the following.
Hypothesis 2.7. For every ∈ {1, . . . , }, the map : ℝ × ℝ → ℝ is continuous and almost periodic, uniformly with respect to ∈ ℝ. Further, the function ( , ⋅) : ℝ → ℝ is Lipschitz continuous uniformly in ∈ ℝ.
We set
for = ̄ where ̄ ∈ H.
In our assumptions, there exist constants and such that for all , ∈ 2 ( ; H)
Remark 2.8. We conclude this section with a simple, but crucial, observation that we will use several times in next section: compare, for instance [8, Proposition 3.21] . Given a nite family { 1 , . . . , } of almost periodic mappings, it follows that for every there exist common -translation numbers for these functions and, in particular, the vector-valued function = ( 1 , . . . , ) is almost periodic.
. Noise
All stochastic elements are de ned on a ltered probability space ( , F, {F }, ℙ) satisfying the usual hypotheses of right continuity and completeness. For the sake of simplicity we assume that random disturbances occur only in the nodes of the graph; the extension to a stochastic version of the di usion equation (1.2) can be handled with essentially the same techniques and leads to similar results. We shall consider an -dimensional Lévy process { ( ) : ∈ ℝ + }, i.e. a stochastically continuous, adapted process, with (0) = 0 almost surely, stationary and independent increments and càdlàg trajectories, hence with discontinuities of jump type. By the classical Lévy-Itô Decomposition Theorem, the Lévy process ( ) has a decomposition
where ∈ ℝ , is a symmetric nonnegative operator, { ( ) : ∈ ℝ + } is a cylindrical Brownian motion and the Lévy measure (d ) is -nite on ℝ \ {0} and such that
We denote bỹ
the compensated Poisson measure. In (1.3) we consider a two-sided Lévy process obtained as follows:
with ὔ an independent copy of , on the naturally associated ltration {F : ∈ ℝ}.
Below we state the precise form of the noise that we consider in this paper. Note however that combining the results in [2] with ours and appealing to the Lévy-Itô Decomposition Theorem (2.6), one could rather easily obtain corresponding results for evolution equations driven by general square-integrable Lévy noise.
Hypothesis 2.9. We assume that
We also assume throughout that the Lévy process is a pure jump process, i.e. ≡ 0 and ≡ 0. Therefore, the stochastic term is driven by an impulsive noise of the form
We suppose that the measure has nite second order moment, i.e.
In particular, condition (2.9) implies that the generalized compound Poisson process ∫ ‖ ‖>1 ( , d ) has nite moments of rst and second order.
Main result
In this section we discuss the existence of an almost-periodic solution for the abstract equation (1.3). Our main result, Theorem 3.4 below, holds in a fairly general setting that comprises, but is not con ned to the framework of a stochastic equation on a network. Our presentation aims to maintain this generality without losing sight of the problem at hand. (A:1) {A( ) : ∈ ℝ} is a family of linear operators such that (a) for any ∈ ℝ, the operator A( ) generates an analytic semigroup { A( ) : ≥ 0}, (b) there exists a unique strongly continuous evolution family {U( , )} such that ( ) = U( , ) 0 is the unique classical solution of ὔ ( ) = A( ) ( ) with initial condition ( ) = 0 , for every 0 ∈ H and ≤ , (c) {U( , )} is continuous in L(H) for < ∈ ℝ and there exist constants 1 ≥ 1 and < 0 such that ‖U( , )‖ ≤ 1 ( − ) for all ≥ ∈ ℝ.
Notice that assumption (A:1) holds in our framework as a consequence of [3, Proposition 2.4] and the results in Section 2.1 above.
By previous assumption it follows that ∪ {0} ⊂ (A( ) − 0 ) and there exists a constant > 0 such that
2) The resolvent operator is an almost-periodic mapping taking values in the space of linear operators on H: ( 0 , A( ⋅ )) ∈ AP(ℝ; L(H)) for 0 as in (A:1). For a discussion of the above assumption we refer, for instance, to [15] . The following result shows why in our main example assumption (A:2) is satis ed.
Lemma 3.1. A su cient condition for (A:2) to hold, in case
Fix , > 0 and and let = be the almost period of ( ⋅ ) in ( , + ℓ( )); then
which shows that ( 0 , A( ⋅ )) is almost periodic.
As a consequence of the above assumptions, we get that the solution of the linear non-autonomous problem is, in some sense, almost periodic. The following result is proved in [15, Proposition 4.4] . 
for all > ∈ ℝ, | − | > ℎ.
We now consider the nonlinear coe cients : ℝ × 2 ( ; H) → 2 ( ; H) and :
(F) ( , ) is a jointly continuous mapping such that (a) for any compact ⊂ 2 ( ; H) the process → ( , ) is an H-valued square-mean almost periodic process uniformly in ∈ , i.e. for any > 0 there exists a real number ℓ = ℓ( , ) > 0 such that for any ∈ ℝ we can nd a point in the interval ( , + ℓ( , )) such that for all ∈ ,
there exists a constant > 0 such that for all , ∈ 2 ( ; H) and for each ∈ ℝ, The same remark applies for the composition → ( , ( )) for any almost-periodic process ( ) and : ℝ × 2 ( ; H) → 2 ( ; L(H)) which satis es assumption (G).
We can now proceed to present the main result of this section. 
where 2 is the constant from assumption (2.9). Then there exists a unique square-mean almost periodic mild solution ( ) of problem (1.3) which is explicitly given by the formula
for each ∈ ℝ.
The proof of this theorem is rather technical so we provide a short outline for the sake of clearness. It is known that the space AP(ℝ; 2 ( ; H)) of H-valued square-mean almost periodic processes is a Banach space when endowed with the norm
Therefore, it is possible to apply on this space a xed-point argument which will provide the existence of the solution. We introduce the mapping
Our rst task is to prove that this mapping is well-de ned, compare Lemmas 3.5 and 3.6. Then, we prove that under condition (3.2), is a contraction, hence there exists a unique xed point that is the solution for problem (1.3).
Lemma 3.5. Under assumption (A:1)-(A:2) and (F), let be a square-mean almost periodic process. Then
is a square-mean almost periodic process with values in H.
Proof. Let > 0 and ℎ > 0; by assumption, is a square-mean almost periodic process, hence by Remark 3.3, ( , ( )) is square-mean almost periodic as well. Moreover, by Lemma 3.2 we can choose ℓ( ) > 0 such that any interval of length ℓ( ) contains a number such that
for all − ≥ ℎ.
For these values of , ℎ and , we compute
The above computation thus leads to
The rst term is bounded as follows: since ‖U( , )‖ L(H) ≤ 1 ( − ) , it follows by Hölder's inequality that
and the boundedness of the square-mean almost periodic process ( , ( )) implies that there is > 0 such that
Now we use In order to avoid di culties when we change variables in stochastic integrals, we de nẽ ( ) := ( + ) − ( ) for each ∈ ℝ and xed . Note that̃ is also a Lévy process and it has the same distribution as . Using the classical isometry for Poisson integrals and denoting by 2 the nite second order moment of (recall condition (2.9)), we obtain 
‖ ( + ) − ( )‖
2
