Abstract. We have conducted two experiments to evaluate and compare two adjustable autonomy models. The models have been implemented for the control of a team of robots, studying the system performance with an increasing number of robots (from 1 to 4). Background: There are different ways of adjusting the autonomy level in man-machine
INTRODUCTION
Autonomous systems can benefit human life in many ways. They are able to improve safety, particularly in the performance of tasks that must be accomplished in dangerous, inaccessible, extreme, or even hostile environments. They can also provide enhanced performance, thanks to their accuracy and guarantee of repeatability, as well as to their efficiency in terms of time, space and materials. They can also reduce the effects of certain negative human factors such as stress or tiredness.
For many tasks, however, full autonomy is not yet feasible. As a consequence, semiautonomous systems that are remotely controlled or supervised are currently of great interest.
Among other benefits, such systems have the advantage of being able to include human expertise and cognitive abilities in the control loop. Since man-machine systems must perform certain tasks in accord with human preferences and choices (even if this does not lead to an optimal solution), how humans interact with semi-autonomous agents is an unavoidable concern when designing any effective and usable man-machine system (Norman, 2007) .
Among systems with a certain degree of autonomy, those involving multiple agents play an important role. In recent years, the lowered cost of central components (such as sensors, actuators and controllers) has enabled the emergence of many multi-agent systems.
Perhaps the most familiar examples come from the automobile industry. Car manufactures are increasingly incorporating quasi-intelligent agents to enhance driving experience and safety. Speed limiters, sharp steering counterbalancing mechanisms, and sleep prevention systems are just a few examples of such agents.
Outside the auto industry, there are other important examples, such as multi-robot systems comprised of teams of artificial agents pursuing a common goal under simultaneous control. In recent years, this multi-robot paradigm has acquired major significance in robotics research. When a single operator controls a single robot, the human-machine interface is usually designed so that the operator has the sense of actually being "on the scene" while he guides the robot; this naturalness is generally achieved through some form of tele-presence (Drury, Keyes, & Yanco, 2007) ; (Nielsen & Goodrich, 2006) . However, this paradigm does not seem to be feasible when there is a whole team of robots that has to be controlled simultaneously (Parasuraman, Consenzo, & De Visser, 2009 ).
During the supervision of multi-robot systems, the human operator occasionally has to focus on the direct control of one of the robots because the designated task is not performed as expected. The reason for this failure lies not only in the fact that full autonomy is not yet feasible, but is also due to the fact that we still lack a "common ground" that would enable an artificial system to understand the intentions, expectations, and desires of the operator (Stubbs, Hinds, & Wettergreen, 2007) . From the operator's point of view, the control and supervision of a team of robots entails a new challenge coupled with many difficulties. The problem is not just how much time the operator has at his disposal during the mission to switch control from one robot to another while supervising them sequentially; he also must be able to send the proper commands, in order to guide their coordinated action. To do so, he needs to process and integrate all the information coming from the robots in order to gain global Situational Awareness (SA), understood as: "the perception of elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future" (Endsley, 1995) . These are just some of the difficulties involved in semi-autonomous multi-robot systems.
Generally speaking, as the operator's workload increases with an increasing number of robots, automation must provide the support needed for the enhancement of man-machine system performance. The problem with automation, however, is that it may reduce the operator's SA, provoke mistrust or overreliance, and so on (Sheridan, 2002) . The same problem affects any scenario in which a human has to interact with several intelligent agents.
If humans do not feel that they are in control over the system, or if the system is not capable of meeting the expectations of the human, such a system, even if technically sound, will scarcely be used (Norman, 2007) .
Consequently, in order to design a usable single-operator-multiple-robot system, there arise some questions with respect to the system performance: How can a human operator maintain the control of multiple independent autonomous agents without losing SA or neglecting an agent? How many agents can a human operator control efficiently? To what extent should we increase the autonomy level at the expense of losing human perception of the overall unfolding of the task? What is the best strategy for adjusting the autonomy level of the controlled agents? These questions have been quite present in the research community in the past decade. Teams of mobile robots have been extensively used in the human factors research to evaluate man-machine systems and autonomy adjustment paradigms. Much recent work analyzes different factors that allow the improvement of human supervision and control of a team of robots lacking full autonomy. In the following paragraphs we will summarize some of the most representative work in this field. Vig and Adams (2005) and Humphrey, Henk, Sewell, Williams, and Adams (2007) propose to focus, not on individual robots, but on the team as a whole, which involves integrating the information from the robot team and sending commands to the robots as a team. This approach allows to increment the human-robot ratio; the limitation is that it presupposes the robots' ability to carry out autonomously the low-level tasks assigned to them. Goodrich, McLain, Anderson, Sun, and Crandall (2007) propose dynamic adjustment of the autonomy level in order to keep the operator's workload within acceptable ranges in response to both environment and workload changes. The main limitation of this approach is that the robots are not treated as a team. Scholtz, Antonishek, and Young (2004) experimented with autonomous off-road driving and came to the conclusion that one operator can supervise only two unmanned ground vehicles at a time in outdoor environments. Fong, Thorpe, and Baur (2001) proposed a system in which the operator is just a supervisor whom the robot asks for help when his assistance is required. Unfortunately, no study on the scalability of Fong's system was made.
Regarding the modalities of agent autonomy management, Goodrich et al. (2007) study the differences between two operation styles as they affect the control of a team of robots: the sequential style, in which the operator gives a control command to each robot sequentially, and the playbook-style, in which the human manages clusters or sub-teams of agents and issues high-level directives that the agents implement in a coordinated manner (Miller & Parasuraman, 2007) . Hancock, Chignell, and Lowenthal (1985) ; Parasuraman, Mouloua, and Molloy (1996); and Rouse (1988) were among the firsts to propose adaptive systems and empirical evaluations of their efficacy have been conducted over the last decade for specific tasks and scenarios (Parasuraman, Galster, Squire, Furukawa; & Miller, 2005) ; (Parasuraman et al., 2009 ). Hardin and Goodrich (2009) explore the so-called "mixed initiatives". They conclude that a supervisor and a group of searchers who jointly decide the correct level of autonomy for a given situation ("mixed initiative") render a better overall performance than an agent with exclusive control over the level of autonomy ("adaptive autonomy"). The idea of a flexible autonomy adjustment has also appeared in the literature. Simmons et al. (2007) investigate multi-agent coordinated assembly, with particular focus on inter-agent coordination and the incorporation of remote humans through their so called "sliding autonomy", which allows the operator to operate at the required autonomy level. In Kramer et al. (2006) the idea of flexible autonomy adjustment is present through task resuming mechanisms.
With the current study we aim to provide an insight on the mechanisms involved in the control and supervision of several partially automated-agents by one single operator. We infer the operator SA by measuring the task performance (Endsley, 1995) . Particularly, this paper provides an experimental analysis of the effect of flexibility in the autonomy level management over the performance and scalability of single-human-multiple-robot systems for exploration missions. We are not studying the effectiveness of our robotic algorithms (path planning, map building, or autonomous exploration), but the impact of the autonomy adjustment models over a given system. Two representative ways of adjusting the autonomy level have been implemented to carry out this study. Both of them follow the adjustable autonomy paradigm: the operator will be fully responsible of the degree of autonomy. In the first model, the operator chooses the autonomy level and configures the task according to the required inputs corresponding to the selected degree of autonomy. The first model is therefore representative of non-flexible strategies for autonomy adjustment.
In the second model, the operator still chooses the autonomy level and configures the task, but he can re-configure this task during its actual execution. The operator can modify the solution given by the artificial agent, or else, take the control of the robot at a lower autonomy level, without affecting the configuration of the task. This second strategy is designed to be representative of a more flexible adjustable autonomy. In the following we will describe in detail the interface layout and functionality and the autonomy adjustment models used for the experiments.
Interface Layout
The interface is designed for mobile wheeled robots. It has been used with a variety of real and simulated platforms. The initial design was inspired by the work of Nielsen and Goodrich (2006) . In addition, we analyzed the multi-robot problem which was not addressed by them, and re-designed the Graphical User Interface (GUI) to support the control and supervision of a team of robots. The evolution of the interface from one prototype to the next one has been propelled by user evaluation (Valero, Randelli, Saracini, & Botta , 2009a) , (Valero, de la Puente, & Rodriguez-Losada, 2010) . In Valero, Randelli, Saracini, Botta, and Mecella (2009b) the interface is compared with a Personal Digital Assistant (PDA) based interface in terms of operator performance. 
Interface Operation Modes
Interaction occurs at the task (sequencing) level. The operator monitors the whole team, setting goals and assigning tasks to each robot. Then he typically monitors the execution of such tasks, acting whenever there is a failure or the autonomous system is not performing as he would have expected (supervisory control).
The system provides the operator with four operation modes. Two of them are semiautonomous operation modes, while the other two are full-tele-operation (remote control), and full-autonomy. These levels are derived from the classification exposed in the Autonomy Levels for Unmanned Systems (ALFUS) (Huang, Pavek, Albus, & Messina, 2005) : Detailed information about robot operation modes in multi-robot exploration missions can be found in Lewis et al. (2010) .
Autonomy Adjustment Models
The control of the robotic system consists of the classic multi-layered architecture:
higher layers command lower ones (Figure 4) . The robot's autonomy level varies as these layers are activated or deactivated, from full-autonomy to full tele-operation. When all layers are working no command is expected from the operator because the robot is working in fullautonomy mode, trying to explore -for this specific task-as much area as possible. When all layers but the last one are deactivated the system does not parse the operators commands and they directly set the speed of the robot. We have implemented two adjustable autonomy models:
Static (non-flexible) model of adjustable autonomy. The first model follows the classical way of adjusting the autonomy: The operator chooses the operation mode in which he wants to control the robot. Each operation mode requires a different kind of commanding input from the operator (Figure 3 ). Whenever the operator sends a command that belongs to a different operation mode, the system changes to the corresponding operation mode. For example, if the operator selects a target point when working in the Tele-Operation Mode, the system changes to the Shared Control Mode.
The aim of this model is to enhance the operator's SA thanks to the isomorphism between the operation mode and the robot autonomy level, the weakness is that it imposes an inflexible autonomy management.
Flexible model of adjustable autonomy.
Like in the static model, in the flexible model the operator chooses the desired operation mode. He must consequently configure the task, by giving the corresponding command: a target point, a path, or robot control speeds. But in this model the operator can reconfigure the task or act at the error level by parsing the autonomous control of the robot without changing the operation mode. That is, the model allows operator intervention at any commanding level independently of the current selected mode of autonomy of the robot. The aim of this second model is to provide the operator with fast recovery from navigation and exploration errors, bad performance, or undesired plans (such as a path crossing an area the operator wants to avoid). After the operators have reconfigured the task, the system resumes the previous task with the new configuration.
An example is illustrated in Figure 4 . The operator chooses the Shared Control Mode as the operation mode. He must set the robot's target point and then the robot will plan a path to follow. It may happen that the robot gets blocked, being unable to follow the path. In such a situation the operator can take the gamepad and control the robot manually. Once the operator leaves the gamepad, the robot resumes its prior task, trying to reach the target point.
The operator could also redefine the path just by "drawing" it on the GUI.
Bearing all of this in mind we formulated two initial experimental hypotheses:
Hypothesis 1: The performance of the system is expected to increase with the number of robots to a certain extent independently of the adjustable autonomy model implemented.
Afterwards, due to an excessive operator workload, it will diminish again. This hypothesis is supported by the works of Humphrey et al. (2007) and Lewis et al. (2010) .
Hypothesis 2: Flexible autonomy is expected to provide a more natural way of arranging the robots' tasks, leading to a better performance. Flexible autonomy permits the system to benefit from the capabilities of both the operator and the artificial agents while reducing the 
EXPERIMENT 1. STATIC ADJUSTMENT MODEL Method
Participants. 40 participants (35 males and 5 females) enrolled in this experiment. All of them were either master students, PhD students, or junior researchers in the field of engineering. Their being of similar age and having similar backgrounds on computer science and engineering constitute a homogenous group representing well the eventual final user profile of a robotic system. None of them had had previous experience with the interface to be evaluated.
Material and apparatus. A search and exploration mission using mobile robots was simulated
with USARSim (Balakirsky, 2006) (Lewis, Wang, & Hughes, 2007) . Six desktop personal computers with the same computational characteristics were used. Four computers were used to run the robotics software and the user interface. The robotic software was implemented within the OpenRDK framework (Calisi, Censi, Iocchi, & Nardi, 2009 ). Another two computers were used to run the robotic simulator. Participants were provided with a gamepad to control the robot (all gamepads were identical). They could also interact with the interface using a standard keyboard and a standard mouse device.
Stimuli. Participants operated the robots through the presented interface. The only information they received was the visual information described in the previous section.
Experimental Protocol. We carried out a between-subjects experiment. The number of robots varied from one to four. The focus of our analysis, as a consequence of our 1 For the system evaluation we did not allow the participants to use the "not safe" Teleoperation Mode, as this could result in the robot turning over due to collisions, which would invalidate the collected data. Consequently, all data tagged in this document as TeleOperation corresponds to the Safe Tele-Operation Mode.
Participants were randomly divided into four groups and each participant in a given group was asked to explore an unknown indoor environment looking for victims, with a prefixed number of robots. Every participant went through a twenty-minute training program to acquire a basic knowledge of the functionalities and the autonomy modes provided by the interface. The training scenario was taken from the RoboCup Competition and it was similar in difficulty to the scenarios used for the experiments. Victims were located randomly in the scenario. Participants were informed that the best strategy was to explore the maximum possible area. The simulated mission took fifteen minutes. Participants were informed that they could change the operation mode during the run as they considered necessary to accomplish the mission. No support was given to them during the runs.
Results.
Statistical Processing. We analyzed the data using a one-way ANOVA, with a null hypothesis of no significant differences among groups. When the null hypothesis was rejected, post-hoc Bonferroni analysis was applied in order to study the differences among groups. All the results are reported on the basis of an alpha level α=0.05. Table 1 shows the collected data means and standard deviations of the explored area and the proportion of time the robot remained in each operation mode. Table 1 about here
Explored Area and Operation Modes Time Distribution.
The ANOVA for the explored area (F(3,36)=5.938, p=0.002) results in a critical pvalue less than the selected significance level, showing that the area explored differs significantly from group to group. A Bonferroni post-hoc analysis was carried out ( Figure 5 ). Figure 6 for the Tele-Operation Mode, and in Figure 7 for the Shared Control Mode. In the Autonomy Mode, the impact of the factor number of robots is not significant.
-------------------------------------Insert Figure 5 about here -------------------------------------

Stop
-------------------------------------Insert Figures 6 and 7 about here -------------------------------------
Discussion.
The operation modes time distribution (Table 1) shows that for one robot participants almost always used the Tele-operation Mode. This suggests that the interface provides enough information for an operator to control a robot remotely and to maneuver it in a precise and secure way. If the participants' surroundings situational awareness had been insufficient for this task, the resulting feeling of lack of control, or of inability to send precise commands, would presumably have caused them to prefer the Shared Control Mode. Instead, the Shared Control Mode was the most used for three and four robots. This gives us the operation profile of the operator: when he is controlling several robots he mostly sends target points sequentially to the robots.
Analyzing the explored area (Table I and Figure 5) we observe that the maximum area is covered with three robots. Nevertheless, the difference is not significant compared with the covered area with two and four robots and it is only statistically greater than with one robot. Increasing from one to three robots in order to improve the performance might be an unaffordable or unworthy use of equipment.
The Stop Condition Analysis helps us understand why this performance fall-off occurs when the participant is using more than one robot. We can see that, when participants are controlling one robot, the robot is moving almost all the time; as soon, however, as they must control more than one robot, their performance diminishes greatly. The main decrease in performance occurs when the team size passes from one to two robots. In the Shared Control Mode, the data analysis indicates that if participants are controlling multiple robots, they usually do not immediately realize that a particular robot has arrived at the target point. When participants are controlling one robot, however, this does not happen, as he maintains supervision of the robot's actions during the entire task. After completing the task most participants said that they felt unable to keep track of the state and task of all the robots in the team.
From direct observation of the experimental runs we learned that something slightly different happened when the robot was left stationary in the Tele-operation Mode. When a robot was moving in the Autonomy Mode or the Shared Control Mode and got stalled, as soon as the participant realized this, he switched control to the stalled robot, leaving the robot he was previously controlling in whatever state it happened to be in at the time of the switch.
When we asked the participants if they were aware of their mistake in this regard, they typically answered that it was very difficult to keep track of everything they were doing on account of the complicated nature of the task they were performing (excessive operator workload).
The major lesson learnt is the identification of the main difficulties an operator controlling a team of robots must face. The most important difficulty was to keep in mind the state of the robots. This difficulty led to a lack of team situational awareness, with the result that the robots were neglected when they required operator control
EXPERIMENT 2. FLEXIBLE ADJUSTMENT MODEL
Method
The apparatus and stimuli are the same as those of Experiment 1.
Participants. The experiment was realized with the participation of 45 volunteers (41 males and 4 females). All of them were either master students, PhD students, or junior researchers. Some of these participants had taken part in Experiment 1 as well. However, Experiment 2 took place one year later than Experiment 1; they did not use the interface during that time.
The training stage showed that they were not at an advantage and they did not outperform the other participants in the final experiment either.
Experimental Protocol. The second experiment was run after analyzing the results of the first experiment. As the performance peak was expected to be found between 2 and 3 robots, the number of robots varied from one to three. Participants were randomly divided into three groups and each participant in a given group was asked to explore the same indoor environment as in Experiment 1. The procedure and collected data are the same as those of Experiment 1.
Results.
The statistical processing is as described Experiment 1. Table 2 shows the collected data means and standard deviations of the explored area and the proportion of time the robots remained in each operation mode. Table 2 about here
Explored Area and Operation Modes Time Distribution.
For the explored area the ANOVA yieds F(2,42) =4.367, p=0.019 . Figure 8 shows the data means and Bonferroni intervals. 
The explored area is greater for two and three robots than for one robot. The differences are statistically significant. For two and three robots, there is no statistical difference. The experimental evaluation shows that for two robots the Shared Control Mode is enough for obtaining a good performance, as the operator is able to supervise the team and command a single robot when required. For teams of three robots, however, the Shared Control Mode proves inadequate, and a greater degree of autonomy is required. A detailed discussion of these results will be made in the following General Discussion Section, comparing this autonomy adjustment model with the static model, which is the final goal of the study.
GENERAL DISCUSSION
The analysis of the area explored with the Flexible Model (Table 2, Figure 8 ) reveals an important improvement of scalability over the static model (Table 1, Figure 5 ). While in the static model increasing the number of robots did not lead to an increase in the area explored, in the second one the explored area is greater for two and three robots than for one robot. This phenomenon receives some explanation in light of the stop condition analysis. In the first model, there was a considerable difference in the stop condition between one robot and more than one robot, which entailed a significant loss of performance capability. In the data analyzed above, this difference is mitigated, as shown in Figures 9 and 10 . Furthermore, comparing the stop condition in the Shared Control Mode in the static model with the data for the flexible model, we see that the time the robots were stopped in the Shared Control Mode is significantly lower for two robots.
We can conclude that the model adjustment has a relevant influence on the system performance and scalability. The difference between both models lies in the way the operator configures the robot task by selecting the operating mode. In the static model, the user is able to directly control the autonomy level of each team robot, but he cannot reconfigure the task during its execution unless it changes the operation mode or configures a new task. This was intended to increase the operator's degree of team SA. The experimental data, however, shows the opposite. As the number of robots increases, the efficiency of the overall system is lost.
In the flexible model, the operator sets the operation mode and configures the task, but he can reconfigure the task or intervene as the task is going on, acting at different commanding levels. Once the task is reconfigured or the operator intervention has finished, the task is resumed. The main idea is to allow the intervention of the operator at any level of complexity and at any time. In this way, the initiative of the operator can be better exploited in cases where his attention is really needed because the robots themselves are not capable of performing the assigned task.
The experiments presented here reveal that this way of managing the robots' autonomy increases the efficiency of the man-machine system, allowing for the control of a 
KEY POINTS
If not flexible enough, adjustable autonomy may induce a high operator workload in the control of a team of robots, as proved with Experiment 1.
With flexible autonomy adjustment, where the initiative of the operator can be better exploited in cases where his attention is really needed, system performance increases, as proved with Experiment 2.
We conclude that when a team of mobile robots is used for exploration missions, in which full autonomy is not yet feasible, the system should provide the operator with the possibility of reconfiguring the task or bypassing the autonomous agent at any complexity level for fast recovery and improved performance. 
