ABSTRACT In this paper, we propose a refined term frequency inversed document frequency (TF-IDF) algorithm called TA TF-IDF to find hot terms, based on time distribution information and user attention. We also put forward a method to generate new terms and combined terms, which are split by the Chinese word segmentation algorithm. Then, we extract hot news according to the hot terms, grouping them into K-means clusters so as to realize the detection of hot topics in news. The experimental results indicated that our method based on the refined TF-IDF algorithm can find hot topics effectively.
many hot words are new terms. But the existing word segmentation systems could not recognize new terms in document content. Therefore, it is very important to restore the terms that are wrongly separated by the word segmentation system. Second, TF-IDF algorithm is commonly used for text feature selection. However, for hot terms, the number of news containing hot terms is very large, leading to a lower IDF value. And the weight value could not truly reflect the importance of the hot terms. Third, there is not yet an efficient method to find hot terms from lots of news articles. Fourth, traditional hot topic detection techniques mostly use clustering algorithm to cluster the processed document content. However, the existing clustering algorithms perform poorly and are particularly susceptible to outliers. The large number of non-hot news in the news collection leads to a large number of outliers in the clustering process. Therefore, the effect of directly using the clustering algorithm on all news data sets is not satisfactory.
In our work, we propose a series of efficient methods to discover hot terms and hot topics. Firstly, we propose a Chinese new words discovery method. We define new terms as combined terms, which should not be split in word segmentation system. To restore these separated terms, we use the location information and term frequency co-occurrence of new terms to find new terms. Then, we propose a refined TF-IDF algorithm called TA TF-IDF to improve the defects of TF-IDF in calculating the weights of hot terms. To modify the original weight value, we incorporate term's importance distribution information over time and user attention into the algorithm. Meanwhile, we define TA as heat index value, and use new feature selection algorithm and heat index value to find hot terms. Finally, to eliminate the influence of outliers on clustering algorithm, we propose a hot news filtering method, which can get better news data sets by excluding news without hot terms. On this basis, an efficient hot topic detection method is proposed.
In summary, this paper provides the following contributions:
• We propose a method to recognize new terms in network news, which is lost from the word segmentation algorithm.
• We utilize the term's time distribution information and users' attention to propose a refined TF-IDF algorithm called TA TF-IDF.
• We provide a set of coherent methods to discover hot terms in network news.
• Based on the extracted hot terms, candidate hot news is identified and then grouped into clusters that represent hot topics by using the vector space model. This paper is organized as follows. First section introduces the background and importance of our research. Second section briefly introduces related work. Third section presents our method of detecting hot topics. Fourth section describes the experimental process and analyzes experimental results. Final section concludes the paper and proposes further research.
II. RELATED WORKS A. TOPIC DETECTION AND TRACKING
The research on hot terms discovery originates from the topic detection and tracking (TDT) technology. TDT was first studied by scholars in 1996. Its goal was making new detection and tracking within streams of broadcast news stories [1] . Later, many research directions have arose from it, such as research in the mining and the analysis of public opinion on emergent Internet events, hot topics tracking of online public opinion, and the detection and discovery of hot events. For hot topic extraction, however, terms that appear in a large number of documents in a corpus must be identified. To do this, Bun and Ishizuka [2] proposed a different term weighting scheme TF-Proportional Document Frequency (TF-PDF), which assigns greater weights to terms that appear frequently in many documents from many channels and lower weights to those that are rarely mentioned. Although TF-PDF captures the basic concept of a hot topic, its weakness is that it does not consider variations in the popularity of a topic over time. Guo et al. [3] proposed a frequent pattern stream mining algorithm (i.e. FP-stream) to detect hot topics from Twitter streams. Connell et al. [4] proposed a method that includes two steps: bounded 1-NN for event formation and bounded agglomerative clustering for building the hierarchy. Liu et al. [5] developed a method based on the local expansion for topic detection (LETD), which has two major steps: (1) They first found important URLs that are most likely to describe real-life topics, (2) and then starting from these URLs, they used a local expansion method to seek out other topic-related URLs. Zheng and Li contributed a method to identify hot topics in Microblog based on the topic words, which consists of two main step. Firstly, they extracted topic words in the Microblog data according to the two factors of increasing rate of word frequency and relative word frequency from Microblog data in every timewindow. Secondly, they extracted and clustered the topic words according to the similarity among them, sieving for a suitable cluster of topic words so as to describe the hot topic [6] . Lu textitet al. [7] proposed a method based on clustering analysis technique to explore health-related hot topics in online health communities. Zheng and Li [8] proposed a method that can find the hot topics in any time period based on aging theory. You et al. [9] used the back-propagation neural network-(BPNN) based classification algorithm to judge the hotness of topic according to its popularity, its quality as well as its message distribution over time. Li and Wei [10] proposed a method of bursty hot topic detection based on bursty feature.
In general, the existing approaches for topic detection can be divided into two categories: The first category includes machine-learning-based methods. These methods are focused on exploiting clustering techniques for topic and event detections. The second category contains the content-based methods, in which group web pages with similar contents as topics using techniques such as natural language processing. However, research on directly finding hot spots based on text feature selection has not been performed.
B. TEXT FEATURE SELECTION
To analyze the mass of news data more effectively, it is a prerequisite to use the appropriate feature information to represent the content of a piece of news. Therefore, feature selection is particularly important for the text information. Moreover, feature selection is an important data-preprocessing technique in bioinformatics and signal processing. Some new feature selection methods, such as multi-objective particle swarm optimization approach for cost-based feature selection in classification [11] , and a return-cost-based binary firefly algorithm [12] , are effective to solve feature selection problems. At present, scholars at home and abroad have carried out a significant number of research and exploration in text feature selection and keyword extraction. In general, keyword extraction methods can be divided into three main categories: statistical-based methods, machine-learning-based methods, and semantic-based methods.
The machine-learning method is based on a large amount of corpus information, based on the use of keywords to build the model, through training to obtain the corresponding parameters, and finally using these training parameters and models to extract keywords from the text. Zhang et al. [13] proposed a keyword extraction method based on the support VOLUME 7, 2019 vector machine model, which requires the use of the corpus with keywords to train the text content.
Semantic-based methods analyze text from the relationship between words and the meaning of the word itself. The meaning of a word depends on the emotional tendencies of the text, context information, and text category information. Liu et al. [14] proposed a key phrase extraction algorithm based on lexical chains, by constructing lexical chains to express multiple narrative clues of the article. Subsequently, they selected strong chains that have rich topic information to express the main message of the article. Finally, they selected phases from the strong chains that can fully express the strong chain from different sides as key phrases.
The statistic-based method refers to the use of statistical information in the document to guide the extraction of keywords. Considering that network news generally has a certain structure, many scholars have improved the algorithm. Yuan et al. [15] utilized a variety of features including statistical features, location features, and part of speech features to evaluate the weight of candidate keywords. Some scholars have also improved the algorithm from the perspective of news text category [16] , [17] . Xu et al. [17] were convinced that the news from each of the categories have some proper nouns that appear frequently in the document, but are not meaningful. They proposed a refined TF-IDF algorithm based on channel distribution information between the IDF values in multiple channels. However, it is not possible to generate hot terms directly from these improved algorithms.
III. MATERIALS AND METHODS
We have already observed that simply considering the term frequency and the inverse document frequency is insufficient for hot topic detection. Since terms or words are the basic elements of any news report, changes in the content of reports will be reflected by variations in a term's usage. Moreover, a topic is composed of many related news reports, changes in a topic's popularity are accompanied by variant usage of key terms or ''hot terms.'' Therefore, we propose a novel approach for recognizing hot terms in order to accurately identify hot topics, which has four major parts:
• We first propose a method to recognize new words, which is separated by the word segmentation algorithm;
• We then exploit the term's time distribution information and users' attention to propose an algorithm to improve the IDF value;
• Next, we present a set of methods on finding hot terms;
• Based on the hot terms, we can get the filtered candidate hot news, and put them into clusters to get hot topics.
A. A METHOD TO RECOGNIZE NEW TERMS IN NETWORK NEWS
Network news, as an Internet media, spread the latest important events daily, resulting in an endless stream of new words. However, as the foundation of Chinese natural language processing, the word segmentation system for Chinese words could not accurately identify these new terms. These new terms always represent important meanings, and even the public's attitude towards hot events. Therefore, it is necessary to rebuild such words to obtain a more meaningful and complete expression of words. For example, ''circle of friends'' is a term in Chinese, which appears multiple times in the text. However, the Chinese word segmentation system splits it into two terms: ''friend'' and ''circle''. Obviously, a combination of words expresses a more abundant meaning.
Further, we will lose the term that could represent significant meanings for network news after segmentation processing. Undoubtedly, this will directly affect the results of discovering hot terms of network news. The purpose of new word discovery is to restore the hot terms with actual public opinion. After much observation, we found that these split terms generally have the following characteristics:
• Terms are near each other and appear both simultaneously and consistently.
• Very few other words match with split terms. Based on the findings above, an algorithm for generating new terms is proposed as follows:
Algorithm 1 An Algorithm for Generating New Terms
Input: W , a set of Chinese work segmentation results; Output: NW , a new set of Chinese words; 1: for each w i ∈ W do 2:
while w i .freq == w j .freq do 4: for m ← 0 to w i .indexArray.size do 5 :
.length or w j .length do 6: count ← count + 1 7: end while 8: end for 9: while count == w i .freq do 10: exchange w i and w j 11: end while 12: w j ← w i + w j ; 13: w i ←null; 14: end while 15: end for 16: end for
The TF-IDF algorithm is widely used for feature selection in text information processing. It is primarily composed of two aspects [18] : (1) term frequency(TF), representing the frequency of occurrence of a feature term in the text set; (2) inversed document frequency (IDF), is a measurement of the general importance of a term, which is offset by the frequency a term appears in the data set [19] , [20] . The importance of characteristic words in text concentration will enhance with the enhancement of the word frequency in a text, but it will be inversely proportional to the word frequency in the whole text concentration [21] , which doesn't accord with the purpose of this paper. In this paper, time distribution information and the user attention are considered as two influential factors in hot terms extracting.
1) THE EFFECT OF TIME DISTRIBUTION INFORMATION
Obviously, the frequency that hot terms are used in hot topics vary over time and each hot term has its own life cycle. Using volcanoes as an example, the period when the hot terms are active is like a volcanic eruption. We also call it burst pattern, which has been proved as a useful sensor of real life topics or events [22] . Therefore, we need to identify the active period of hot terms. According to statistical information, the number of news articles where the term T appears has a regular pattern with time distribution. For the event of ''Liu Guoliang is not in charge of coaching'', the relation between the time and number of occurrences of the news including the term ''Liu Guoliang'' is shown in Fig.1 :
The number of news articles that contains the term daily.
As shown in Fig.1 , when the term becomes hot, a sharp increase in the number of news articles containing it will occur. The original IDF value could not reflect the importance of the term when it was a hot word. Instead, the value is lower than its real importance value. Therefore, the IDF value needs to be adjusted according to the time distribution information. Subsequently, the refined IDF value can reflect the realistic importance value of the hot terms.
We select TW consecutive days' news data as a data collection D, that is, the date the term T belongs to is the TW th day. Further, the news data set of the i th day is expressed as OD i . Assume that each hot term has an active period of AD days (and TW is an integer multiple of AD). As shown in Fig.2 , the IDF value of the word ''acquiesce'' was generally higher than the value of ''Liu Guoliang''. This indicates that ''acquiesce'' is more important than ''Liu Guoliang''. However, ''Liu Guoliang'' is a hot word, whereas the word ''acquiesce'' is meaningless; therefore, the term ''Liu Guoliang'' is more important than ''acquiesce''. Obviously, the IDF values distribution of the term ''acquiesce'' did not change much. The IDF values distribution of the term ''Liu Guoliang'' fluctuates, and when the term became a hot word, the IDF value decreased significantly.
The standard deviation is a measure used to quantify the amount of variation or dispersion of a set of data values. Based on these findings, the standard deviation is used to describe the information for a term. Given a set of the subset IDF TW values of term T , the standard deviation is expressed as follows:
For the terms presented in Fig.2 , the rates are shown in Table 1 . It can be seen from the table that the importance increases along with its standard deviation value. As shown in Table 1 , an obvious disparity occurs between the values of the two terms. However, it is difficult to set a clear boundary to distinguish the standard deviation of hot terms and the meaningless words. Moreover, the standard deviation itself does not have time sensitivity, that is, it could not determine whether the term T is a hot word in the current time period. To better explain this scenario, we present Fig.3 , where the data is from 2017.6.17 to 2017.6.28 (and ''Liu Guoliang'' is not a hot word on 2017.6.28). The standard deviation of the subset IDF TW values are shown in Table 2 .
By comparing the data of Tables 1 and 2 , we can see that the standard deviation of ''Liu Guoliang'' is greater than the word ''acquiesce''. However, the standard deviation is still large when the word ''Liu Guoliang'' is not a hot word. Therefore, only the standard deviation could not identify the hot terms at a specific time.
To obtain the difference in IDF values between a particular time period in which the TW th day belongs to and the other ones, we made a comparison between the IDF TW value sets, in which one includes the particular time period and the other does not. Without a particular time period, the subset IDF value is represented as IDF TW = {IDF i |1 ≤ i ≤ TW /AD − 1}, and its standard deviation value is expressed as follows:
The ratio, dividing SD IDF (T ) by SD IDF (T ), is used to identify the hot word at the correct time period, and is expressed as follows:
To make the value of multiple terms more meaningful when compared, the adjust Time value is normalized. The normalized value is expressed as follows:
The algorithm of Adjust Time is shown as follows: For a hot word, the Adjust Time value could reflect time sensitivity. Among the subset IDF values, if the last one is far away from the mean, the term will be assigned with a much higher Adjust Time value.
2) THE EFFECT OF USER ATTENTION
From the sociological point of view, the emergence of hot topics is closely related to the choice of group behavior and public attention [23] . Therefore, it is necessary to consider the influence of users' attention in hot terms research. The user attention to news is reflected in many aspects. The most obvious aspect is the number of news hits and the number of user participation, such as news comments. Many people click on a piece of news that they are not really interested in, or click on news based on their speculative title that does not match the content. In contrast, the amount of user participation, which can express the user's real emotional inclination, is more suitable to reflect the user's attention to the news. Further, the number of news hits and the number of news comments are positively related such that the number of user participation on the news is selected to measure user attention to the news. News attention is expressed as follows:
For a term, the higher the user attention of related news, the more likely the item becomes a hot word. Therefore, the user attention of term T is expressed as the average of the user attention of all the news containing this term. Assuming that the number of news articles containing the term T is n, the news dataset is D T = {d 1 , d 2 , . . . , d n }. Therefore, the user attention of the term T is expressed as follows:
where Attention i is the user attention of news d i .
The Attention AVG value and the original IDF value are not in an order of magnitude, so it is difficult to adjust the original value directly. The Attention AVG value is normalized as follows:
3) THE TA TF-IDF ALGORITHM Based on the research work above, the Adjust Time value and the Adjust Attention value are positively related to the importance of hot terms; therefore, the adjustment method is expressed as follows:
where α is an adjustment parameter used to adjust the influence of the distribution of time and the distribution of user attention on the importance of the terms. This adjustment is done to prevent the numerical value of one aspect from being too large to submerge the numerical value on the other. Accordingly, the improved IDF value is expressed as follows:
Further, the refined TF − IDF algorithm is expressed as follows:
C. HOT TERMS RECOGNITION WITH TA TF-IDF
In this part, the TA TF-IDF algorithm is used to find hot terms from the daily network news. To be more specific, the method has three major steps: Fig.4 .
D. EXTRACTING HOT TOPICS BASED ON HOT TERMS
Based on the extracted hot terms, related hot news can be filtered from news corpus. And then, we use the vector space model to represent all these filtered news, and group these news into KMeans clusters to get hot topics.
The vector space model is widely used to compare the similarity of two documents in the field of TDT, particularly in New Event Detection and Topic Tracking. However, its limitations are obvious when we set a higher precision or recall rate for TDT work. To get more accurate similarities of documents, we should provide more features to represent a document, that will lead to a high dimensional sparse matrix. Unfortunately, it will take up more space and cost more time to compute cosine similarity of two documents. On the contrary, using less features will make it hard to compare the similarity of documents when there are insufficient keywords in the documents being compared.
The shortcomings of the simple vector space model approach suggest that there is a need for target documents represented by more accurate features. Our method can overcome this shortcoming based on two measures. First, news grouped into clusters are filtered based on extracted hot terms. As the number of news decreases, the number of features in the vector space model will also decreases. Second, hot terms have strong representativeness for news content. As the weight of hot terms based on TA TF-IDF increase, hot terms are more likely to be retained, and we can use fewer features to represent news content. Therefore, we can construct a lower dimensional matrix to model the news.
And besides, there is a certain number of news that has nothing to do with hot topics in original news corpus. When we group all news into clusters, we will get a bad clustering results because of the number of outliers. Applying our method to extract hot news, we will get a better clustering results based on the filtered news.
IV. RESULTS AND DISCUSSION

A. EXPERIMENTAL DATASETS
In terms of data collection, NetEase news from August 2017 to November 2017 were collected by a crawler, a pure text collection that contains about 20000 news articles. Each piece of news consists of its title, news content, release time, and the number of user participants. Among them, the number of participants includes the number of news comments, the number of praise points, and the number of objections on comments. For each piece of news, the NLPIR segmentation system provided by the Chinese Academy of Sciences is used to obtain the results of word segmentation and word frequency statistics. 
B. EXPERIMENTAL VERIFICATION METHOD
The Baidu index is a data sharing platform based on Baidu's massive Internet users' behavior data, in which the search index and media index are included. Search index, based on the search volume of Internet users in Baidu, shows the scientific analysis results of the weighted sum of search frequency in the Baidu web search for each word. The media index shows the number of news articles related to keywords, which are reported by the major Internet media and included in Baidu news.
In conclusion, the media index reflects the media's attention on keywords, while the search index reflects the users' attention on the keywords from the user's perspective. Therefore, in this experiment, these two indices are combined to verify whether the experimental result is a hot word and then the experimental accuracy is calculated. For example, Fig 5 shows the item ''Jiuzhaigou'' is a hot word on August 9.
C. THE limit _Value OF Adjust Time AND Adjust Attention
The range of Adjust Attention values is wide: the lowest is 0, and the highest is approximately 500 000. To observe more intuitively the distribution of the terms' Attention AVG value, Fig 6 shows the distribution of the terms' Attention AVG value from August 5, 2017 to September 6, 2017. Terms whose Attention AVG value is larger than 100 000 are not included in Fig 6, because the number of such terms is few. Fig.6 shows that terms' attention value concentrated mostly in between 0 to 20000. According to the statistics, terms in this range accounted for about 95% of the terms. Therefore, we assign 20 000 to limit_Value in Eq 10. Similarly, we assign 1000 to limit_Value in Eq 7.
D. THE DISCUSSION OF EXPERIMENTS IN DISCOVERING HOT TERMS
Based on the work above, we conduct a detailed experimental work. In our system, we propose to utilize two different yet relevant types of information to generate hot terms: time distribution information and user attention. Prior studies in the field often use attention to detect hot events. However, based on our analysis in Section 3, hot terms are related to time distribution information and user attention. To evaluate the performance of our hybrid approach, we test the effect of only one factor to the results. Specifically, we randomly picked 20 days' worth of news from our news dataset, and generate hot terms (top 5, top 7, and top 10) on different factors. For comparison, we compute the averaged accuracy of the results. Fig.7 depicts the result. From the comparison, we observed that: (i) our hybrid approach that considers both aspects tends to perform best, (ii) the generated hot terms based purely on one single aspect cannot outperform the system based on the combinations. The straightforward reason is that more intrinsic properties of the hot terms can be revealed as we take more aspects into account, and (iii) for one factor's performance, the results based on time distribution information perform better than the one with user attention.
1) IMPACT OF
2) IMPACT OF THE α VALUE IN EQ 11 ON ACCURACY
To find the best combination state of the time distribution information and the distribution of user attention by expressing the importance of the terms (computing terms' refined IDF value) and selecting hot terms from candidate terms, we use an adjusted value of α to improve the performance of these two factors, which is expressed in Eq 11. To find an optimal value for α, we adopt the same experimental setup with the procedure above. As we change the value of α by traverse from 0 to 1 in a 0.1 step, the averaged accuracy of generating hot terms is observed. The tuning result is shown in Fig.8. Fig.8 shows that for the top 5, 7, and 10 selected hot terms, when α is 0.4, the accuracy reaches the peak. That is, the user attention has a little more influence on the selected top words results. However, the difference is small between the ratios of these two factors. Therefore, we believe that the contributions of these two factors are equivalent. 
3) IMPACT OF THE β VALUE ON ACCURACY
In our system, the Adjust IDF value is used to adjust the original IDF value, such that its value is related to the terms' original IDF value and the importance of the terms in the news. Based on our analysis in Section 3, we assume that the range of value for Adjust IDF is 0 to β. Prior related studies use up to 10 terms to represent a piece of news in feature selection; hence, we believe that the top 10 terms in each piece of news can potentially become hot terms. For each piece of news, when terms are arranged in the ascending order according to the original IDF value, we found that the original IDF value of the first term is about 10 times at most of the 10 th value. That is, hot terms at the bottom of the original IDF value multiplied by 10 can improve their ranking. Therefore, we assume that the value of β is between 2 to 10. To find the optimal value for β, a series of experiments has been performed to compare the efficiency. The tuning result is shown in Fig.9 .
As depicted, for the top 5, 7, and 10 selected hot terms, there is very little difference between the maximum and the minimum in accuracy. The rate differences are 2.41%, 3.43%, and 2.57%, respectively. Therefore, the change in the β value has no significant influence on the accuracy.
The experimental results reflected that using the improved algorithm to calculate the weight value of all news feature words for one day takes about 431 seconds, including 5393 feature words from 299 news articles. 
4) IMPACT OF TOP p TERMS OF EACH NEWS ON ACCURACY
Prior related studies often use top p terms to represent a piece of news in feature selection, where the value of p is 3-10. Our goal is to generate hot terms, therefore we assume that the value of p is 1 to 10 when getting candidate terms from each news. As we change the value of p, the averaged accuracy of generating hot terms is observed. The tuning result is shown in Fig.10 . 10 shows that for the top 5, 7, and 10 selected hot terms, the overall accuracy is first increased and then decreased along with the increasing of p. When the value of p is 4, the accuracy drops significantly. When p is between 2 to 4, the accuracy performs well. However, this value may change with different word segmentation algorithms and different data sets. We need to adjust it according to the actual conditions.
In conclusion, we randomly picked 20 days' worth of news from our news dataset, and the average accuracy is 78.36%.
E. THE RESULTS OF EXPERIMENTS IN DISCOVERING HOT TERMS
We randomly picked several days' results of hot terms to draw a word cloud picture. Five main steps are included: Repeat_Times. After the steps above have been performed, we draw a piece of Word Cloud figure to display the detected hot terms, and the results are shown in Fig.11 . From the results in Fig.11 , we conclude that our generated hot terms represent some social hot topics during a time period. A total of 12 topics are explicitly exposed in Table 3 : Table 5 illustrates the hot topics related to generated hot terms. Some hot spots of society such as ''a magnitude 7.0 earthquake struck Jiuzhaigou County,'' ''college students were deeply trapped in pyramid selling organization,'' and ''the anti-corruption campaign is sweeping the country'' in August 2017 have caused widely concern in China. Therefore, the hot terms generated by our method are accurate and effective. Users can search the generated hot terms to view the web page to explore more about hot events.
F. THE RESULTS OF HOT TOPIC DETECTION
Reference [6] contributes a method, which aims to identify hot topics in Microblog based on the topic words. And we proposed a TA TF-IDF algorithm, which aims to identify hot topics based on the hot terms. The two are similar in purpose and have certain comparability. Therefore, we select the literature [6] as a comparison algorithm.
According to the hot topics provided by the news, we compare our method with that used in [6] . This paper contributes a method, which aims to identify hot topics based on the topic words. This method, through dividing the time-window, extracts topic words according to the two factors of increasing rate of word frequency and relative word frequency from data in every time-window. When dealing with the increasing rate of word frequency, it thought that when a word appears frequently at a certain length of time, and its frequency is increasing obviously compared with the one in the former time-window; or it is obviously decreasing compared with the one in the future time-window, it means, to a certain extent, this word has relation with some fairly new topic of the news. And the length of the time-window is k hours. It has two weakness. Firstly, the length of the time-window is too small, the result in such time period has some contingency, and it could only identify the hot terms when them appear or disappear. Secondly, our method just need former information, and it can identify the hot terms in real time. However, the method in [6] not only need former information but also need future information, it could only identify the hot terms in the past. Therefore, it has poor applicability and effectiveness.
We use the feature selection method in [6] to replace our TA TF-IDF algorithm to compute the weight value of terms in order to extract hot terms. Results of hot topic detection are presented in Table 4 , and a detailed description of the number of filtered news is given in Table 5 . It shows the number of news grouped into clusters by using two methods. In the table, we can find that our method can effectively filter nonhot news, while the topic terms based on the method in [6] are inaccurate for hot topic detection. Table 4 shows that all two methods can be used to find hot topics in our experiment dataset effectively and that our method has a higher accuracy rate.
V. CONCLUSIONS
In this paper, an expeditious and efficient hot terms and topics detection method is proposed. We discover new words by location information and word frequency co-occurrence. And the TA TF-IDF is proposed to overcome the shortcomings of traditional methods in explaining the importance of hot terms by time distribution information and user attention. Then, based on the refined TF-IDF and TA, we proposed a novel hot terms detection method, which can find hot terms rapidly. And experimental results showed that the average accuracy of our hot terms finding method can reach 78.36%. Finally, we proposed a hot topics detection method based on the filtering method with hot terms. In addition, to test the performance of the whole system, an existing approach in [6] was implemented for comparison. An extensive evaluation demonstrated that the efficiency of our system is better.
For the future work, we plan to explore hot topics from various perspectives to improve the universality of our approach. This is because that our current approach requires continuous news data to deal with the timeliness and the data requirements is a bit of stringent.
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