Abstract. Stark effect is observed in many natural and artificial plasmas and is of great importance for diagnostic purposes. Since this effect alters profiles of spectral lines, it should be taken into 
INTRODUCTION
Photosphere is a part of stellar atmosphere where visible emission predominantly originates. If temperature of this layer exceeds 10 4 K, hydrogen and other elements get considerably ionized. This is the case with the hottest stars of spectral classes O, B, A0 and white dwarfs (de Andrés-García, Colón & Fernández-Martínez 2018; Hamdi et al. 2018; Dimitrijevic 1989) . Stark broadening dominates the line profiles under such conditions. Since the Stark effect grows stronger the greater the principal quantum number of a transition is, it may be significant even at very low electron number densities in interstellar nebulae (Hentschel 2009; Dimitrijevic 1989) .
Elemental stellar abundances are determined using pressure-broadened profiles of absorption lines (Hinkel et al. 2016) , which can be considerably disturbed due to the Stark effect. Therefore, it should be taken into account for a correct evaluation of a star's composition. Besides this, Stark broadening may be used for electron density determination even in non-equilibrium plasma source (Konjević 1999 ).
However, Stark widths and shifts are well known only for a small number of spectral lines compared to their total known amount. Indeed, the widely used atomic spectral line databases (Kramida et al. 2017; Kurucz & Bell 1995) contain several hundred thousand or millions of lines, while Stark parameters are known (both calculated and experimental ones) only for a few thousand transitions (Konjevic & Roberts 1976; Konjević & Wiese 1976; Konjević,Dimitrijević & Wiese 1984a; Konjević & Wiese 1990; Konjević et al. 2002; Lesage 2009; Sahal-Bréchot,Dimitrijević & Moreau 2017b) . Unfortunately, calculated values often differ between themselves due to different methods used and do not agree with experimental results, especially in the case of heavy elements with a complex electronic structure. This situation leads to practical difficulties, because the parameters are needed for spectral modelling (Short,Jason & Lindsey 2018) , including cutting-edge non-LTE modelling of stellar atmospheres (Andrievsky et al. 2018; Yan et al. 2016; Yan,Shi & Zhao 2015) , determination of elemental abundances in heavenly bodies (Hinkel et al. 2016) , as well as for estimation of radiative transfer through stellar atmospheres and subphotospheric layers (Tagirov,Shapiro & Schmutz 2017) , opacity calculations (Krief,Feigel & Gazit 2016 ) and other astrophysical topics. Therefore, experimental determination of Stark effect parameters is a highly relevant topic both for astrophysics as well as for diagnostics of laboratory plasmas.
Since it is hardly possible to study all the necessary parameters within a single work, we focused on selected copper lines for the following reasons. Copper is present in stellar atmospheres in a considerable amount and is usually involved in studies of stellar metallicities (Mishenina et al. 2011; Cowley et al. 2016) , classification of stars and evolution of the Galaxy (Yan et al. 2015) . The astrophysical site for the synthesis of copper is not yet well established (Shi et al. 2014) , and future research is required. Non-LTE effects, especially in metal-poor stars, may considerably distort results of copper abundance calculations and classification of stars (Yan et al. 2016 ). The strongest blue-green Cu I lines (5105.54, 5153.24 and 5218.20 Å) belonging to two transitions, i.e. 2 P°→ 2 D and 2 D→ 2 P°, lie in one of the transparency windows of the Earth's atmosphere. After UV resonant transitions at 324 and 327 nm, whose upper levels can undergo strong departure from LTE due to depopulation caused by photoionization (Shi et al. 2014) , these lines are among the strongest copper transitions, this is why they are intensive enough for astrophysical studies (Yan et al. 2016; Zhao et al. 2016 ) even in spectra of metal-poor stars. Moreover, broadening and shift for the 2 D→ 2 P° multiplet are expected to be two orders of magnitude greater than those for the resonant doublet (Sahal-Bréchot et al. 2017b ), which would be advantageous for plasma diagnostics.
Experimental Stark parameters for Cu lines in UV and blue spectral regions were recently published (Skočić et al. 2013; Burger et al. 2014 ). However, existing data for lines around 515 nm have discrepancies between each other. For example, the measured Stark widths for Cu I 5153.24 Å range from 190 to 2565 pm at N e = 10 17 cm -3 ( (Fleurier 1986) vs. (Ovechkin & Sandrigailo 1969) ), while calculation through various assumptions gives values from 63 to 576 pm at N e = 10 17 cm -3 ( (Konjević & Konjević 1986) vs. (Pichler 1972) ). Moreover, there is no information how hyper-fine splitting and isotope shifts influence the observed Stark parameters of Cu I lines. Obviously, new, more accurate experimental data on the Stark parameters of blue-green copper lines are needed to reduce the uncertainties.
Laser-induced plasmas (LIPs) are quite extensively used for the determination of Stark parameters (Konjević et al. 2002; Skočić et al. 2013; Popov et al. 2017) , relatively easy to work with, have considerable electron number density and allow selecting different working conditions merely by changing temporal parameters of signal acquisition. Generating of long plasma ("long spark") instead of spherical plasma can provide the following advantages for Stark parameter measurements: (i) illumination of the whole available focal plane of spectrograph, thus increasing the vertical dimension of plasma image on the detector 5-7-fold, which leads to an enhancement of signal-to-noise ratio; (ii) long spark is more homogeneous than spherical one, as we demonstrated earlier (Popov et al. 2016; Popov et al. 2017) , resulting in lesser optical thickness and lower experimental errors (<10%).
EXPERIMENTAL

Set-up description.
The long laser plasma was observed in the side-on mode using the optical configuration described earlier (Popov et al. 2016) . Radiation of the second harmonics (532 nm, beam diameter = 6 mm, 8 ns, 82 mJ/pulse) of the Q-switched Nd:YAG laser (model LS-2134UTF, LOTIS TII, Belarus) was focused on the surface of magnesium alloy by a glass cylindrical lens (f = 500 mm). It produced 14 mm long plasma on the surface. Short focal length aspheric quartz lens (f = 30 mm) was placed ~6 cm above the sample surface to provide maximal collection of plasma radiation with minimal aberrations on the end of an optical fiber with the reduction ratio of 2:1. The fiber projected an image of the long plasma onto the slit (25 µm) of Czerny Turner spectrograph (HR-320, ISA, USA) providing high resolution with 3600 lines/mm grating. Plasma emission spectra were recorded by high-speed ICCD camera (Nanogeit-2V, NANOSCAN, Russia) with the use of laboratory-made software previously described elsewhere (Zaytsev et al. 2014) . Since plasma optical thickness leads to the overestimation of Stark widths (Konjević 1999) , targets with low copper content have to be used. We used an Al-Cu-Li alloy (4% Cu) doped with manganese (~100 ppm) and magnesium (0.89%) as a target.
Spectrograph calibration
Three copper lines in the blue-green region of spectrum were studied, namely, at 5105.5 ([3d 10 4p] 2 P 3/2° → [3d 9 4s 2 ] 2 D 5/2 ), 5153.2 (4d 2 D 3/2 → 4p 2 P 1/2°) , and 5218.2 Å (4d 2 D 5/2 → 4p 2 P 3/2°) . To estimate plasma parameters we used the ranges with central wavelengths at 2800 Å, 4030 Å and 5170 Å. Closeness of the studied lines to the grating cutoff wavelength provided an extremely high resolution (up to 200,000 at 5200 Å), but the reciprocal linear dispersion changed significantly within the working range. To precisely measure spectral shifts, we build wavelength calibration function of the spectrograph as precisely as possible (Figure 1) . For these purposes, we used spectra of the Al alloy, pure iron, copper, titanium, and concrete at longer delays as possible (10 µs) to avoid significant Stark shifts of the lines. As one can see, calibration functions significantly deviate from linear one, therefore, we have used a quadratic function (e.g. λ=a+b×n+c×n 2 ) for these purposes. Estimation of wavelength uncertainty Δλ in the center of spectral window was obtained from uncertainties of calibration function coefficients. Instrumental width was estimated as 4.4 pm (5120 Å range), 3.8 pm (5153.2 Å range), 2.5 pm (5218.2 Å range), and 26.3 pm (2800 Å range).
These values were subtracted from the experimental line widths.
Temporal acquisition parameters
The position and width of an emission line can be altered by electron density variations within gate time resulting in the apparent asymmetry of lines. This might be overcome by using the shortest possible gate for signal registration. Thus, the compromise between this factor and decrease of signal-to-noise ratio (SNR) with short exposure time was that SNR did not fall below 25 and the ratio of delay to gate was not < 10 as recommended by Aragon and Aguilera (Aragón & Aguilera 2008) . At each delay, 5 spectra were accumulated for 40 laser shots at 5 different spots, thus yielding 25 spectra. Temporal acquisition parameters are given in Table 1 . Since observed profile wings of two Cu I lines (5153.2 Å and 5218.2 Å) were out the spectral window of the spectrograph at 500 ns delay, we omitted it for these lines. 
where FWHM S is Stark full width at half-maximum and w e is the electron impact parameter, taken from (Griem 1974) for Mg I line and from (Colón et al. 1993) for Al II line with interpolation to match the actual plasma temperature. Electron densities, calculated from Mg and Al line broadening, are in good agreement (Figure 2) . Observed deviation may be caused by Al II and Mg I emission coming from different zones of the plasma having different parameters. The Al II line is weak, and its intensity is rapidly decreasing with time, so it was not measured at the latest delay.
To check if local thermodynamic equilibrium (LTE) can exist in the plasma, we calculated the critical N e as devised by McWhirter and Hey (Cristoforetti et al. 2010) :
where T is in K, is a dimensionless averaged Gaunt factor, ΔE (in eV) is the energy gap between 〈 〉 upper and lower levels. For neutral atoms and singly charged ions Van Regemorter has proposed (van Regemorter 1962) the estimation of averaged Gaunt factor, which depends on the dimensionless ratio ΔE/kT. The minimal value of N e is 9.0×10 15 cm -3 for Al II 2816.19 Å and 7.2×10 15 cm -3 for Mg I 5172.68 Å. Thus, the measured N e values are well above these limits. Trends of electron density and temperature are symbate (Figure 2 ).
Since the main obstacle for accurate estimation of plasma parameters is self-absorption of emission lines (Konjević, Ivković & Jovićević 2010) , we have evaluated the absorption coefficients of the line used for diagnostics under the conditions of the long laser spark. The experimental data was fitted by synthetic spectra generated in approximation of static homogeneous plasma under LTE condition, accounting line broadening and absorption, more detailed description can be found in (Zaytsev, Popov & Labutin 2019) . We supposed the equality of the elemental composition of the target and plasma, and the experimentally determined values of T and N e are used (see Figure 2 ) to obtain estimates of absorption coefficients. The resulting values are collected in Table 2 . One can see that the self-absorption of Al and Mn lines used for the determination of N e and T is negligible, and a slight influence of the self-absorption can be observed at the latest delay for the Mg line. The closeness of the observed intensities within Mn and Mg multiplets to theoretical values based on LS-coupling also proves the absence of self-absorption. 
RESULTS AND DISCUSSION
Estimation of line widths due to different broadening mechanisms
We have considered the influence of Doppler, pressure, resonance, and Van der Waals broadening mechanisms on the widths of Cu I lines. Calculation methodology is described elsewhere (Popov et al. 2016; Konjević 1999) ; Table 3 lists widths calculated for Cu lines, and broadening of Mg and Al lines due to these effects may be considered negligible (Popov et al. 2016) . Generally, the widths listed in Table 3 were an order or two of magnitude lower than observed ones (up to hundreds of pm, see also Section 3.3), that we could neglect the influence of above mentioned mechanisms with the exception of Doppler broadening for copper line at 5105.54 Å at long delays. 
Hyperfine structure of the studied lines
Natural copper consists of two odd isotopes, namely 63 Cu and 65 Cu, with the ratio of 0.6917:0.3083.
Both of them have nuclear spin, I=3/2 (Radzig & Smirnov 1985) , resulting in a large nuclear magnetic dipole (µ( 63 Cu) = 2.22 and µ( 65 Cu) = 2.38 (Radzig & Smirnov 1985) ) and small electricquadrupole moments. The total angular momentum F of an atomic state is then given by
where J is the total angular momentum of electrons. According to Eq. (6), five levels of the lines under investigation split into four hfs-components, while the 4p 2 P 1/2° state splits into two components only. In order to predict the observed hfs-components the appropriate selection rules need to be applied, which, in the absence of an external magnetic field, are given as ΔF = 0, ±1 and F=0 F=0 is forbidden (Fischer,Hühnermann & Kollath 1967) . Therefore, the allowed hfs- (Bergström et al. 1989) , since the known isotope shifts for each line were used to calculate the positions of hfscomponents of 65 Cu isotope. In this work, we have calculated shifts and relative intensities of hfscomponents ( Table 5) for both isotopes to estimate the effect of hfs-splitting on the observed line profile. Relative intensities of hfs-components were calculated with the use of quantum numbers I, J, and F (S, L, and J, respectively, in original work) in accordance with transition-specific multipletnormalized line strengths given in (Axner et al. 2004) . Frequency shifts for the first transition (5105.5 Å) are in a good agreement with observations of (Tenenbaum et al. 1980 ). Although the line at 5105.54 Å has a pronounced hyperfine structure, it also adequately described 
by the Lorentzian function. "Apparent" Stark parameters produced from theoretical ones (Babina et al. 2003 , Konjević & Konjević 1986 : eq.2 for multiplet 4d 2 D→4p 2 P, Zmerli et al. 2010b ) resulting from linear approximation (d = d 0 + d S ×N e and FWHM-w I = w 0 + w S ×N e ) are given in Table 6 . Nonzero value of w 0 for Cu I 5105.5 Å line is a result of hfs-width of ~15 pm, since it is comparable with Stark width and larger than Doppler width under our conditions (Figure 4, a) . Other Cu I lines were free of such an effect due to relatively large w S . Therefore, hfs-width should be taken into account when considering experimental data on the Cu I 5105. 
Measurements of Cu I Stark parameters
Intensities were normalized to unity to outline temporal evolution of profiles of the Cu I lines in Table 6 ) accounting the hyperfine splitting and isotope shift marked by a symbol "+hfs". The Cu 5105.54 Å line is significantly less affected by Stark effect, which was already pointed out in (Song et al. 1999; Man et al. 2004 ). The only one experimental values of Stark parameters of this line (Fleurier 1986 ) has the obvious discrepancy with theoretical data on Stark FWHM. Fleurier reported that the 5105.54 Å line was very narrow so that instrumental broadening could affect it significantly. Simultaneously, our measurements are in agreement with "apparent" widths calculated for the values from (Babina et al. 2003) and (Zmerli et al. 2010b ) as well as theoretical data from (Konjević & Konjević 1986 ). Although our value of Stark shift for the line is slightly lower than Fleurier's, Babina's and Zmerli's values, we should point out the calibration error for the spectral range, i.e. 2.5 pm (see Figure 1, c) . In other words, the shift is the same in sense of uncertainty. Other available literature data (Ovechkin & Sandrigailo 1969 , Pichler 1972 are strongly disagreed with our data and the values obtained by theory and Fleurier's experiment. It is probably due to the calculation from C 4 -coefficients available in literature in 1970-th years.
Another reason for such a discrepancy is very low electron number density in their experiment (2.3×10 14 cm -3 ), therefore, they did not measure Stark parameters at several different electron number densities, i.e. slope of d(N e ) is unknown. Given that N e in their plasma is fairly low, direct extrapolation of d to N e = 10 17 cm -3 is probably not reasonable. In any case, our values for Stark parameters are more preferable for the line due to high spectral resolution which was less than the observed width.
Although hfs-splitting and isotope shift are negligible for Stark width of Cu I lines at 5153.24 and 5218.20 Å, both effects are pronounced for Stark shifts of the lines (Figure 7, c and d) .
The observed differences between Stark parameters of both components of the multiplet 4d 2 D → 4p 2 P° were 10% and 8% for shits and widths, respectively. Such a circumstance can be explained by the presence of third, small component of the multiplet near 5220 Å, i.e. Cu I line at 5220.07 Å visible for long delay time (Figure 5, c) . Certainly the third component has presented over all times, but its width and shift as well as Stark parameters of stronger line at 5218.20 Å did not allow the accurate estimation of the parameters for the latter line. Therefore, we note the parameters obtained for the line 5153.24 Å are preferable for plasma diagnostics or other purposes due to smaller relative errors and the absence of strong interfering component. Self-absorption can not be an explanation of the observed differences because low content of copper (4%) and the short optical thickness of plasma along the direction of plasma view.
CONCLUSIONS
We have obtained experimental Stark widths and shifts for three neutral copper lines in the green region. These parameters are measured in long-spark laser-induced plasma obtained by vaporizing the Al-Cu-Li alloy, and are generally consistent with literature data. This shows that our experimental setup (a combination of the shortest possible gate with a long LIP) made it possible to minimize self-absorption, while the signal remained intensive enough to provide reliable results within a reasonable accumulation time. Time-resolved spectra acquisition enabled obtaining Stark parameters as slopes of relevant dependencies upon electron number density and calculating their uncertainties. Laser-induced plasma is a high-density source in which Stark effects are pronounced and relatively easy to measure. The role of the hyperfine structure components in the non-resonant Cu I line shapes formation was, for the first time, discussed taking also into account the isotope shift. It is shown that hyperfine structure and isotope shift additionally broad and shift profile of the Cu I line at 5105.54 Å. This should be taken into account in various calibration procedures based on these lines, especially in the case when measured electron densities are below 10 18 cm -3 . Since there are considerable discrepancies between existing theoretical results, and experimental data are scarce, the presented results will be helpful for stellar studies, as well as for plasma diagnostics in general.
