The reflection of Alfvén waves from the ionosphere plays a crucial role because the reflected wave can reduce or enhance the electric field pattern of the incident wave. The ionosphere is typically treated as a conducting surface, which has a height integrated Pederson conductivity. This approximation is appropriate in considering the reflection of Alfvén waves because the wavelengths along the magnetic field are large compared to the height of the ionosphere. Shear Alfvén wave reflection experiments have been performed in the large plasma device ͓W. Gekelman, H. Pfister, Z. Lucky, J. Bamber, D. Leneman, and J. Maggs, Rev. of Sci. Instrum. 62, 2875 ͑1991͔͒ at the University of California, Los Angeles. A single frequency wave is launched from an antenna and reflects from a large plate inserted into the plasma column. By alternatively using a conducting and an insulating plate, the two extremes of conductivity relative to the Alfvén conductivity, 1 / ͑ o v A ͒ are tested. The data are compared with the expected theoretical behavior of the interference pattern of incident and reflected waves. Perhaps due to experimental effects, the conducting reflector is found to behave in much the same fashion as the insulator.
I. INTRODUCTION
The reflection of Alfvén waves from the ionosphere can play an important role because the superposition of a reflection on an incident wave can produce an electric field pattern markedly different from that of an incident wave alone. 1 In the search for electron acceleration mechanisms this can be crucial. In addition, Alfvén wave reflection is an essential aspect of any theory of the ionospheric Alfvén resonator. 2 The ionosphere is a conducting layer above which, the plasma is relatively tenuous and therefore relatively nonconducting. Below it there is no plasma. As such, it is typically treated as a conducting surface, which has a height integrated Pederson conductivity. This low frequency approximation is appropriate in considering the reflection of Alfvén waves because the wavelengths along the magnetic field are large compared to the height of the ionosphere. The Alfvén conductivity ͓͚ A = ͑ o v A ͒ −1 , where v A is the Alfvén speed͔ proves to be an important parameter in the theory. In these experiments the reflective properties of boundaries with different line-integrated conductivities ͚͑ b ͒ are measured. One boundary has ͚ b Ӷ ͚ A and the other has ͚ b ӷ ͚ A . The data consist of wave amplitude measurements as a function of position near the reflecting boundary. Based on the standing and traveling waves observed, the reflection coefficient, R, and phase shift, , of the reflected wave are inferred.
This article is organized as follows: First, a low frequency theory is presented, followed by a brief discussion of the plasma device and the experimental arrangement. Then the technique used to infer R and from the data is described followed by a comparison of these results to the theoretical predictions. Finally, the theoretical and experimental limitations are discussed.
II. THEORY AND EXPECTED WAVE BEHAVIOR
The conductivity in the ionosphere determines its reflectivity. In a collisionless plasma with magnetized ions there is no conductivity in the direction of an applied perpendicular electric field ͑there is only E ϫ B plasma flow͒. But with ion collisions there is Pederson and Hall conductivity. In considering the reflection of Alfvén waves, the ionosphere is usually treated as a surface, which has a height integrated conductivity, denoted by ͚ b . In the case of the ionosphere this quantity is the Pederson conductivity p , integrated in altitude from the bottom of the ionosphere, where there is no plasma so p is zero, to the top where there are no collisions so again p is zero. An analysis 3 of the reflection process predicts that the ratio of the reflected electric field, E r to the incident field, E i is given by
Here ͚ A = ͑ o v A ͒ −1 ͑in MKS units͒ and v A is the Alfvén speed. This derivation has been used to model Alfvén wave interactions with the ionosphere. 4, 5 If R is treated as a complex reflection coefficient, so that R = Re i , where R and are real, then negative values can be understood to mean that a phase shift, , of 180°is introduced upon reflection. Because the reflected wave magnetic field has a relative minus sign with respect to E i , and since the magnetic field is proportional to the electric field, the formula can be written as
where B r and B i are the reflected and incident magnetic fields, respectively. In these experiments v A is between 1.3 and 2.0ϫ 10 6 m / s so ͚ A is between 0.40 and 0.62 mho. In one experiment a metallic reflector is used where the inte-grated reflector conductivity ͚͑ b ͒, including skin depth effects, is at least 6 ϫ 10 3 mho, which is large compared to ͚ A . Therefore, no attenuation or phase shift on reflection ͑R =1͒ is expected for the wave magnetic field. In another experiment the reflector is made from an insulating material, for which ͚ b is about 10 −7 mho ͑small compared to ͚ A ͒. In this case, the reflected wave should be unattenuated as well, but there should be a phase shift of ͑R =−1͒. An interesting special case arises when ͚ b = ͚ A , then R = 0, i.e., there is no reflection at the boundary. As will be discussed later, this case may prove to be very difficult to investigate in the future.
Further analysis 6 where the plasma, in which the wave propagates, has conductance density K, along the magnetic field, predicts that the ratio of electric fields is given by
Here k Ќ is the perpendicular wave number of the Alfvén wave.
III. EXPERIMENTAL SETUP
In these experiments an Alfvén wave is launched towards a reflector plate, which is inserted in the plasma column with its normal, parallel to the background magnetic field ͑see Fig. 1͒ . By changing the plate material, ͚ b can be changed. To date, Alfvén wave reflection from electrically isolated square plates ͑30ϫ 30 cm͒ made of two different materials has been examined. One is made from 0.75 mm thick copper, and the other from 3 mm thick glass. The plasma density in back of the reflectors is down by a factor of 100, and no wave field is detectable behind either reflector. This is expected because the copper plate is from three to eight skin depths thick ͑depending on the wave frequency͒. The experiments are done in the large plasma device ͑LaPD͒.
7 Figure 1 is a drawing, which shows the essential features of the experiment.
The LaPD has an overall length of 21 m. The experimental region is a 1 m diam, 16.5 m long cylinder. An additional 0.5 m long section houses the anode/cathode assembly of LaPD's plasma source. 8 Helium plasma is produced with a repetition rate of 1 Hz. The background magnetic field is produced by electromagnets, which surround the experimental and source sections of the machine. The field is solenoidal and aligned along the axis of the vacuum vessel. The magnets are sufficiently separated to allow easy access to the ports and to accommodate a wide range of angular manipulation of any probe apparatus, while at the same time maintaining nearly uniform field strength ͑±2% at the edge of the plasma͒ for high quality experimental conditions. The field strength, B 0 , can be as high as 3.5 kG.
The LaPD is capable of producing plasmas with electron density, n e , up to 5ϫ 10 12 cm −3 and temperature, T e , up to 10 eV. In the experiments described here, the parameter regime was limited to n e ഛ 2.1ϫ 10 12 cm −3 , T e ഛ 8.0 eV, and B 0 = 1.4 kG. Figure 2 shows the distribution of n e ͑x , z͒ for the two experimental cases. Figure 2͑a͒ is for the insulating reflector and Fig. 2͑b͒ is for the conducting reflector. The reflector plate and biased antenna clearly influence the spatial distribution of plasma and it is different in the two cases. However, these differences may not be entirely attributable to the different reflector material, as the two plasmas are generated by effectively different cathodes. The hollowness in n e ͑x , z͒ and the gradient present at z Ͼ 300 cm, result from the biased antenna and the reflecting boundary, respectively. These data are derived from Langmuir curves averaged over an ensemble of 20 samples ͑because the plasma varies slightly from shot to shot͒ and they are calibrated using measured Alfvén wavelengths. The wave field data to be presented also consist of averages over 20 plasma shots. It is experimentally determined that this average is sufficient to accurately characterize the wave in spite of the shot-to-shot variability of the plasma.
The shear Alfvén wave antenna is constructed from a 1 cm diameter Cu wire mesh disk with its normal oriented parallel to the background magnetic field. The radiation pattern from such a small source has been well characterized in experimental and theoretical papers. [9] [10] [11] As described in those papers, a complicated wave structure exists within an axially aligned conic boundary, which emanates from the disk edge where the cone angle is described as tan͑͒ =2͑3 −3/2 ͒␤ e 1/2 / ci . Here is the wave frequency, ␤ e is the plasma electron beta, and ci is the ion cyclotron frequency.
The electrical setup is depicted in Fig. 1 . The antenna dc bias allows the production of large oscillating current density with peak-to-peak amplitude near the electron thermal flux. Such a bias also minimizes harmonic distortion of the antenna current given an applied sinusoidal ac voltage as primarily electron saturation current is modulated. A tone burst of 20 cycles is applied to the antenna. In addition to changing the reflector conductivity, the tone burst frequency is varied to investigate R͑͒ and ͑͒.
In the present study, only the Alfvén wave's magnetic field, B, is measured. Three small, doubly wound wire coils are used to measure dB / dt as a function of time ͑t͒ and position in an x − z plane. The coils are mutually orthogonal in order to measure the three components of dB / dt, which lie along their axes. Because of the experimental configuration, B is predominantly in the y direction ͓see Fig. 3͑a͔͒ . Since the received signal is sinusoidal, it is immaterial that dB / dt FIG. 1. Schematic drawing of the experimental setup. The antenna is a 1 cm diameter disk oriented normal to the background magnetic field, and made from copper wire mesh. The dB / dt probe consists of doubly wound inductive coils. The reflector is square, 30 cm on a side. In one case it is made from a 3 mm thick glass plate and in the other it is a 0.75 mm thick copper sheet. The antenna is dc biased allowing peak-to-peak current amplitude near the electron saturation current. is measured instead of B. The fully assembled dB / dt probe was calibrated and tested over a range of frequencies from 75 kHz to 1 MHz. In each experiment dB / dt is measured along several lines, which consist of 31 measurement locations spaced 0.5 cm apart. Each line runs in the positive x direction starting at x = 0, which is defined by the symmetry axis of the wave structure ͓see Fig. 3͑a͔͒ . There are 12 such lines; the first line starts 32 cm from the antenna and the last line is 1.5 cm away from the reflector. In the coordinate system used here, the antenna is located at z = y = x = 0 and the reflector at z = 449.5 cm. Figure 3͑b͒ shows schematically where the incident and reflected Alfvén wave cones lie for an arbitrary frequency. The dashed lines represent the cones corresponding to the waves that propagate in the negative z direction from the antenna and which subsequently reflect from the LaPD's anode ͑anode not shown͒. Indeed in Figs. 4 and 5 this influence is visible in how the simulations differ from the data at larger values of x. For example, Fig. 4͑a͒ shows insulator reflector data at 200 kHz and Fig. 4͑b͒ is the best-fit simulation. Notice how the interference pattern in the data appears compressed in the vertical direction for x Ͼ 4 cm compared to the simulation. By contrast, since the relative phase of the wave from the anode is expected to change as the frequency is changed, Figs. 4͑c͒ and 4͑d͒, which are data and simulation, respectively ͑at 350 kHz͒, do not exhibit the same difference. In this case, the data appear expanded in the vertical direction compared to the simulation. Differences between data and simulation at x Ͼ 4 cm for the conducting reflector at 200 kHz ͓Figs. 5͑a͒ and 5͑b͒, respectively͔ and at 350 kHz, Figs. 5͑c͒ and 5͑d͒, respectively, are also clearly visible. The simulations used to fit the data do not include a FIG. 2. ͑Color͒ Plasma electron density profiles, n e ͑x , z͒, for the two cases are examined. ͑a͒ is for the insulating reflector case and ͑b͒ is for the conducting reflector case. The presence of the reflector plate and biased antenna influence the profiles, however the differences in the profiles for the two cases may not be entirely caused by the differences in the reflector material. These data are derived from Langmuir curves averaged over an ensemble of 20 samples.
FIG. 3.
͑Color online͒ ͑a͒ is the layout of the experimental measurement grid. With two exceptions, the lines of data are spaced 32 cm apart. The axial scale is about seven times smaller than the transverse scale. ͑b͒ is a schematic drawing of the Alfvén wave cones for an arbitrary cone angle. The dashed lines represent the wave cone, which is reflected by the anode ͑not shown͒. This added effect is not taken into account in the simulations and therefore the region where it is significant is not included in the quality evaluation of the fit to the data.
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reflected wave from the anode in their formulation. This is because the plasma density and temperature are not measured in the region between the antenna and the anode. Therefore the quality of the fits is evaluated only where this disturbance is not significant. The box drawn in each of the parts of Figs. 4 and 5 delineates the region in which the quality of the fits is evaluated. The horizontal line represents the limit below which the anode's influence is insignificant. The limit represented by the vertical line will be explained later.
IV. DEDUCING R AND FROM THE DATA
The method used to infer R͑͒ and ͑͒ from the measurements of dB͑x , z , t , ͒ / dt is as follows. First, the pattern of shear wave radiation launched by a small disk source is simulated using the theory outlined in the publication by Morales and Maggs, 6 which includes collisional damping of electrons. This theory provides an integral equation for the complex wave magnetic field, B, which has only an azimuthal component,
Here J 1 is the first order Bessel function, k Ќ is the perpendicular wave number, a is the disk source radius, and k ʈ is derived from the finite frequency dispersion relation in the electron kinetic limit, 
Here = / ci , ⌫ ͑the damping coefficient͒ equals e / , where e is the total electron collision frequency ͑electron-ion plus electron-neutral͒, ␦ is the electron skin-depth ͑c / pe ͒, and s is the ion sound gyroradius ͑c s / ci ͒. Equation ͑4͒ is modified to include ion-neutral collisions using the results of a theory by Amagishi and Tanaka. 12 This effect is included by replacing the quantity ͑1− 2 ͒ in Eq. ͑5͒ with ͑1− 2 2 ͒ / , where
Here is the ratio of neutral particle mass density to plasma ion mass density, and io is the ion-neutral collision frequency. The calculation of B is further modified by including changes in plasma density, neutral density ͑n o ͒, and electron temperature in the calculation of k ʈ ͑x , z͒ in Eq. ͑5͒. It should be noted that Landau damping is not included in this formulation.
The wave frequency, the exciter disk radius, background FIG. 5 . ͑Color͒ Data and calculated wave amplitudes for the conducting reflector case. ͑a͒ is the rms of the tenth cycle of the measured wave magnetic field at f = 200 kHz. ͑b͒ is the best fit to ͑a͒. ͑c͒ is the rms of the tenth cycle of the measured wave magnetic field at f = 350 kHz. ͑d͒ is the best fit to ͑c͒. The boxes delineate the regions used to evaluate the quality of fits.
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Reflection of Alfvén waves from boundaries… Phys. Plasmas 14, 122109 ͑2007͒ magnetic field strength, the measured profiles of n e ͑x , z͒ and T e ͑x , z͒ and an inferred neutral density profile are used as inputs to calculate the incident wave magnetic field, B i . At the heart of the calculation of the reflected wave is the idea that it propagates back through the same medium as the incident wave. A simple way to simulate this is to reflect the n e , n o , and T e profiles about the reflector position ͑i.e., about z = 449.5 cm͒. The pattern of B i is then calculated for z Ͼ 449.5 cm propagating in the reflected medium. Next, the reflected wave, B r , is created by reflecting B i about z = 449.5 cm, and multiplying it by Re i , where R and are chosen to best match the data. In order to make the comparison with the data, B i and B r are added, and then the absolute value is taken at spatial points, which correspond to the experimental measurement points. Figure 6 demonstrates this graphically. Figure 6͑a͒ shows the real part of the incident wave, Re͑B i ͒, calculated all the way through the reflected medium. Figure 6͑b͒ shows the real part of the reflected wave, which is Re͑Re i B i ͒, where R was chosen to be 1 and , 180°. Figure 6͑c͒ is the superposition of Figs. 6͑a͒ and 6͑b͒. Figure 6͑d͒ is the absolute value of ͑B i + Re i B i ͒, which is the correct quantity to compare with the rms value of the data. The left half of the graph in Fig. 6͑d͒ is almost identical to Fig. 4͑d͒ ; the only difference is that calculation which produces Fig. 4͑d͒ uses R = 0.83 and = 172°. The final result is then compared to the rms value of the data at each position. Both the simulated and measured magnetic fields are FIG. 6 . ͑Color͒ Intermediate procedures used in calculation of wave amplitude. ͑a͒ is the real part of the incident wave calculation. The right half of the calculation ͑z Ͼ 449.5 cm͒ uses an artificial medium created by reflecting the measured plasma parameters about the reflector position. ͑b͒ is the calculation of ͑a͒ reflected about z = 449.5 and multiplied by −1 ͑i.e., multiplied by Re i , where R = 1 and = 180°͒. This is the reflected wave. ͑c͒ is the superposition of ͑a͒ and ͑b͒. ͑d͒ is the absolute value of the sum of the complex incident and reflected waves.
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The reflection coefficient and phase shift are not the only free parameters available to make good fits. The others are a, n o , ⌫, and the calibration of the n e measurements. The first two are easy to deal with. The disk source radius in the theory is free because it is not necessarily the same size as the antenna radius due to local sheath effects. The effective disk size is determined by matching the predicted x-position of the maximum amplitude of B i to the observed position at axial location z = 32 cm. The effective radius is found to be a = 0.8 cm. The neutral density profile, n o ͑x , z͒, is not measured but a rough estimate can be calculated by subtracting the average value of n e from the He fill density of the vacuum chamber. A rough idea of how it varies as a function of z can be extrapolated from previous measurements of the dynamics of the neutral particles in the LaPD. As will be discussed later, damping due to neutral collisions with electrons or ions has little effect on the calculations for any reasonable value of n o . Since electron-neutral collisions have little effect in this simulation, ⌫ depends mainly on the electron-ion ͑Coulomb͒ collision frequency, which depends on n e and T e . One might then ask why ⌫ must be left as a free parameter ͑apart from the calibration of the n e measurement͒. The reason is that Landau damping is probably significant in these experiments, but Landau damping depends on the electron distribution function ͑among other parameters͒, which is not measured. Leaving ⌫ a free parameter is an attempt to include the added damping. As a result of all these considerations the simulation has an electron density of the form ␣n e ͑x , z͒, where ␣ is a free parameter and n e ͑x , z͒ is from the uncalibrated measurements. ⌫ has the form ␥␣n e / ͑T e 3/2 ͒, where ␥ is a free parameter and T e is also measured as a function of x and z.
While the final fits are fairly good, differing from the data by an average of 10%-15% over the whole measurement plane, a smaller region is used to evaluate the quality of the fits. The goodness of fit is calculated by taking the square of the differences between the calculation and measurement at each point over a limited region of the total measured space ͑see boxed region in Figs. 4 and 5͒. The upper border of this region ͑discussed above͒ delineates a region relatively uninfluenced by reflections from the LaPD's anode. The left border is drawn at the second node ͑after the one at the reflector͒. This "second node" should really be called the first saddle point. If the reflection were perfect ͑R =1͒ and there were no dissipation due to damping or wave spreading, then there really would be a second node. For simplicity, though, it will be referred to as, "the second node." This limit on the evaluation of the fits is imposed because the plasma parameters are imperfectly known and have a cumulative effect on the interference pattern farther away from the reflector. Therefore, the simulation has a better chance of fitting the data near the reflector. On the other hand, including at least the second node in the evaluation of the fit, places strong constraints on the range of each free parameter. The amplitude of the data can be calculated from each of the 20 cycles of the tone burst, but there are some limitations. The finite group velocity of the wave propagation means that some time is required to set up a steady-state reflection pattern. Therefore, depending on the frequency, the first few cycles of the data are not viable. By searching for the best fits for each viable wave cycle of data, statistics for R and are accumulated. For each frequency and viable wave cycle in the data set, many calculations are made over a relevant region of R, , ␣, ␥ space to find the best fit.
Not all the free parameters are completely independent. Changing ␣ can change the chosen for an optimal fit of the simulation to the data since both parameters can move the first antinode in the z direction. Similarly, ␥ and R are interdependent since they both can change the amplitude of the interference pattern at the second node. Nevertheless, there are additional constraints on and ␥, which allow for an optimized fit: Changing also changes the position of the first node. Changing ␥ also changes the peak position of the first antinode in the x direction because damping bears directly on the rate of spreading of the wave pattern. Therefore each broadcast frequency has a unique ␣, ␥, R, and , which produce an optimal fit to the data.
In addition, there is a global constraint which must be considered: For each reflector case, ␣ and ␥ must have a single value, regardless of the broadcast frequency, since each launched wave propagates in the same medium. These values are found as follows: For each ␣ and ␥ the mean of the square of the difference between data and the best fit calculation ͑normalized as described above͒ are summed up over the x − z space defined above, the limited range of the wave cycles ͑defined above͒, and a limited range of launch frequencies. The values of ␣ and ␥ are chosen such that this broad sum is a minimum. The limited frequency range is 150-400 kHz for the insulating reflector case and 200-400 kHz for the conducting reflector case. This limit is imposed for the following reasons: At the low end of the spectrum the parallel wavelength is so long that the second node is not contained within the data. This allows for an exceedingly large range in ␣ and ␥, which generate good fits. At the high end of the spectrum, the first antinode and second node positions move during the time series. Therefore the data at this end of the spectrum have the potential to skew the determination of ␣ and ␥. Figures 4 and 5 each show data and best-fit calculated wave fields for two different frequencies.
V. OBSERVATIONS AND COMPARISON WITH THEORY
The reflection coefficients, R, and phase shifts, , which correspond to the best fit to the insulating reflector data for each frequency are shown in Fig. 7 . The reflection coefficient matches the theory to some degree. It is within 20% of the theoretical value of unity over most of the frequency range measured, although it generally decreases with increasing frequency. The phase shift, shows a clear frequency dependence but stays within 10°of the theoretical value of 180°o ver much of the spectrum examined. Figure 8 shows the optimal R and as a function of frequency for the conducting reflector case. While for most of the frequency range, R matches the theoretical value ͑of 1͒ better than in the insula-tor case, none of the phase shifts come near the predicted value of 0°. Over all the two results are roughly the same.
The comparison theory is not for finite frequency and cannot be expected to explain the observed dependencies on frequency. However, the fact that the phase shifts of the conducting reflector deviate so dramatically from the theory must be addressed. As the data for this case look very much like that of the insulator case, the question arises, could there be an insulating layer in front of the conductor, which produces the observed reflection? Given the dynamics of neutral He in the LaPD during the plasma discharge and given that He ions recombine to form neutrals on contact with the conducting reflector, it is assumed that there is a blanket of neutrals there. Is it possible that a blanket of neutral particles could act as an insulating layer? The simulations include such a blanket, modeled as a constant over x and y ͑across the plasma column͒ and exponentially decaying in the negative z direction ͑away from the reflector͒ with a scale length of 100 cm to an asymptotic value. The asymptotic value is calculated by subtracting the plasma density from the He fill density in the chamber. The neutral density at the reflector is chosen to be two times the asymptotic value. However, as mentioned before, any reasonable density of neutral He has very little effect in the simulations.
On the other hand, the simulation uses a WKB approximation to address the changing plasma parameters. Therefore small-scale ͑compared to the parallel wave length͒ variations may never produce a significant effect in this formulation. More fundamentally, the simulation contains no physics about the reflecting boundary; there is only the Re i factor multiplied in to match the observations. In order to examine the effect of a resistive layer on Alfvén wave reflections by a conducting boundary, one must solve a differential equation with properly formulated boundary conditions. An applicable model differential equation is given in a paper by Morales and Maggs 13 ͓their Eq. ͑10͔͒. It is a 1D equation for a shear Alfvén wave with collisional damping used to model the behavior of an Alfvén wave maser. To apply the model equation to the present case the following simplifications are assumed: No ion-neutral collisions ͑ =1͒, ci , and n e are constant in z ͑d / dz terms go to 0͒ and there is no grid ͓g͑z͒ =0͔. Under these conditions the differential equation takes the form
Here S is the source term ͑rescaled from the paper͒, is the rescaled axial dimension where
Finally, , which can be a function of , represents the resistivity in the system and is used to model the resistive layer. In the paper it originates from electron collisions where
but it can be considered rooted in any damping mechanism. The appearance of k Ќ in the resistance term is similar to its appearance in Eq. ͑3͒, which arises from an analysis that includes parallel resistivity. The boundary condition for the conducting reflector is dB / dz = 0 at the reflector. Figure 9 shows two solutions of Eq. ͑7͒ with the additional boundary condition of a left going wave at the left boundary. Parameters are scaled to match the dimensions and layout of the experiment, that is, the reflecting boundary is at z = 449.5 cm, and the wave is launched at z = 0 cm. Figure  9͑a͒ shows the amplitude of the wave interference pattern given a conducting boundary and no resistive layer. Figure  9͑b͒ shows the Gaussian shaped resistive layer used in the calculation presented in Fig. 9͑c͒ . The resistivity, ͑z͒, has the form
where 0 ͑=25͒ is the peak resistivity of the layer, l ͑=25 cm͒ is its characteristic width, and z r is the position of the reflector. The phase shift in Fig. 9͑c͒ as a result of the resistive layer is significant and enough to match the 350 kHz data at x = 3.5 cm ͑shown as the dashed line͒. However, the good fit to the data is misleading in several respects. The contrast ͑difference between the maximum and minimum values͒ in the amplitude of the data is not only determined by the effective reflection coefficient of the boundary, but also by wave dissipation due to the spreading of the wave pattern and damping. In addition, the position of the first antinode is not only determined by the phase shift of the reflected wave introduced by the boundary, but also by the effect of local changes in the plasma density, which changes the local wavelength.
A comparison of the model's prediction of the frequency dependence of R and , to that deduced from the data is much more meaningful. Such a comparison is made in Fig.  10 where the wave solutions which match the parallel wavelengths of the data for each frequency are used to deduce R͑͒ and ͑͒ ͑solid lines͒. The best overall fit to these data is achieved with 0 Х 500 MHz, and l = 5.8 cm. Exactly what mechanism might account for such a resistive layer in the experiment is not clear. If the resistance were due to collisions with electrons, then according to Eq. ͑9͒, e is somewhere in the range 1 -10 GHz since k Ќ ␦ is in the range of 0.2-0.7 for this experiment. Since e is the sum of electron-neutral and electron-ion collision frequencies and since the later is about 3 MHz, the collisions would be dominated by the former. This means that the peak neutral density, near the reflector, would have to be at least 2 ϫ 10 15 cm −3 . This is extremely unlikely since the asymptotic value of n o is 3.7ϫ 10 12 cm −3 , and a reasonable value at the reflector would be at most 30 times this ͑say 1 ϫ 10 14 cm −3 ͒. If the resistive layer is not rooted in electron-neutral collisions, one has to turn to alternative mechanisms that could produce the predicted resistive layer. A plasma sheath can have a resistive effect as the electrons in it get accelerated and knocked out of phase with the wave. As this drains energy from the wave, there is an effective resistance due to a sheath.
An interesting point is that if the conducting reflector has The height and width of the resistive layer is chosen so the curves best match the data. ͑a͒ shows the predicted R͑͒ ͑solid line͒ and that extracted form the data ͑error bars͒. ͑b͒ shows the predicted ͑͒ ͑solid line͒ and that extracted from the data ͑error bars͒.
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Reflection of Alfvén waves from boundaries… Phys. Plasmas 14, 122109 ͑2007͒ a significant neutral layer in front of it, so must the insulating reflector. The insulating reflector has a sheath as well. Indeed the plots of R͑͒ and ͑͒ for the insulator are very similar to those of the conductor. Is it possible that the insulator-like behavior of the insulator experiment is really due to an insulating layer ͑similar to the one postulated for the conducting reflector͒ rather than the insulating reflector itself? Figure 11 presents an answer. As before, wave solutions which match the parallel wavelengths of the data for each frequency are used to deduce R͑͒ and ͑͒ ͑solid lines͒, only here, the differential equation model has a perfect insulator at the right boundary ͑B = 0 there͒. In this case the parameters 0 Х 50 MHz, and l = 11 cm produce the best fits to the data. On the other hand if there is no resistive layer the model produces flat curves for R͑͒ and ͑͒, where R = 1 and = 180°. Therefore a resistive layer hypothesis does a lot to explain the data: Without the layer there is no frequency dependence at all and, considering how simple it is, the model matches the frequency dependent data quite well. The fact that different parameters are used for the two reflector cases does not contradict the model since differing plasma conditions and differing boundary materials can easily account for different neutral layer or sheath properties. Another possible contributing factor is the generation of Hall currents in the plasma. Yoshikawa and Itonga 14 and later Lysak and Song 15 have looked in detail at the effect on Alfvén wave reflections of Hall currents generated in a conducting ionosphere, which resides above a perfectly conducting surface ͑the Earth͒ and an insulating atmosphere. As a result of these analyses the reflection coefficient acquires complex terms ͓see Eq. ͑13͒ of the later paper͔, which can introduce additional phase shifts. If one assumes that there is a neutral rich layer of plasma in front of the boundary in the conductor experiment, an analogy can be made between the experiment and the earth/atmosphere/ionosphere/magnetosphere system treated by the above authors. In this analogy the metal boundary is like the earth, the steeply decaying plasma within 2 cm of the boundary is like the atmosphere, the neutral rich plasma layer is like the ionosphere, and the bulk of the plasma is like the magnetosphere. However, given the experimental parameters, and a reasonable thickness and density of the neutral layer, the complex terms prove to be insignificant; as a result, the modified reflectivity reduces to Eq. ͑1͒ above. The reason is that k Ќ / k ʈ remains much larger than both the Hall, and Pederson conductivities divided by the Alfvén conductivity.
VI. CONCLUSION
The results of the experiments match the zero-frequency theoretical predictions for the reflection coefficient fairly well at low frequency. For the insulating reflector case the results for the phase shift also match well at low frequency. On the other hand, the phase shift results for the high conductivity reflector case do not. An important difference between the assumptions underlying the reflectivity theory for an ionospheric boundary and the experiments reported here, is that the reflecting boundary is a plasma in one case and a solid in the other. Plasma particles cannot flow to and from a reflecting plate in the same way that they can flow between the magnetospheric and ionospheric plasmas. An alternative model supports the idea that a resistive layer, probably not created by the presence of neutral particles and possibly created by a sheath effect, can explain the observations in the conducting reflector experiment. Such a layer probably has a significant effect in the insulating reflector experiment as well.
To investigate these issues further, one can look for characteristic He neutral light emission in front of the reflector and compare its intensity with that emitted from other locations in the plasma column. In an attempt to get conducting reflector behavior from a boundary, one could examine reflections from a highly transparent metal wire mesh. Such a boundary can have an integrated conductivity much higher than the Alfvén conductivity ͚͑ A ͒ while still having enough transparency to significantly reduce any neutral layer or effects of a sheath. Alternatively the sheath properties of a conductor can be changed by biasing it above or below the floating potential ͑within practical limits͒.
Another experiment could be done to investigate the interesting case where ͚ b = ͚ A , i.e., where R = 0, total absorption. This might be achieved using an emissive cathode as a tunable boundary. Such a conducting boundary can ionize neutrals, and can have a significantly altered sheath by virtue of the electrons it can emit. By adjusting the electron emissivity and bias of the cathode, the resistivity of any layer in front of it might be controlled. Alternatively, if a wire mesh boundary proves effective in getting conductor-like reflectivity, then decreasing the transparency would increase the FIG. 11 . The differential equation model is used to predict R͑͒ and ͑͒, for an insulating boundary with a resistive layer in front. The height and width of the resistive layer is chosen so the curves best match the data. ͑a͒ shows the predicted R͑͒ ͑solid line͒ and that extracted form the data ͑error bars͒. ͑b͒ shows the predicted ͑͒ ͑solid line͒ and that extracted form the data ͑error bars͒. strength of a resistive layer until such point that the integrated conductivity of the layer matches ͚ A .
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