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By imposing one-sided conditions on the nonlinearity, where neither regularity 
nor uniformity is required, we prove the existence of either a nonnegative or a 
nonpositive solution for first and second order ordinary differential equations with 
periodic, Neumann, or Dirichlet boundary conditions. Positone and nonpositone 
problems are considered. Some nonexistence results are also obtained. When using 
generalized Ambrosetti-Prodi type conditions we get the existence of nonnegative 
and nonpositive solutions for tirst and second order periodic or Neumann 
boundary value problems. Our method of proof makes use of topological degree 
arguments in cones. c 1990 Academic Press, Inc 
1. INTRODUCTION 
Since the multiplicity result by Ambrosetti and Prodi in [2], many 
papers have been devoted to the existence of multiple solutions for 
ordinary and partial differential equations. We refer, for recent results on 
ordinary differential equations, to the papers by Schmitt [19], Fabry, 
Mawhin, and Nkashama [ll], Chiappinelli, Mawhin, and Nugari [6], 
Nkashama [ 151, and the references therein (see also Amann and Hess [ 11, 
Dancer [7], De Figueiredo [9], Lazer and McKenna [ 131, Ruf [ 163, and 
Solimini [21]). In order to prove the existence of at least two solutions 
(with the sign of those solutions not usually specified because of the 
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methods used), all results dealing with Ambrosetti-Prodi type conditions 
require that the involved nonlinearityf(x, U) satisfy the condition 
uniformly in x. On the other hand, several authors have recently obtained 
results on the existence of nonnegative solutions for differential equations. 
We refer to Dancer and Schmitt [S], Smoller and Wasserman [20], 
Castro and Shivaji [ST], Santanilla [ 171, and Schaaf and Schmitt [ 181, 
among others. In this paper we deal with a somewhat different situation. In 
particular, by using a different approach, we combine the existence of non- 
negative and nonpositive solutions and generalized Ambrosetti-Prodi type 
conditions where, for instance, neither uniformity nor regularity is required. 
We consider first and second order nonlinear ordinary differential 
equations when the nonlinearity is a Caratheodory function and establish 
the existence of nonnegative and nonpositive solutions for problems with 
periodic, Neumann, and Dirichlet boundary conditions. For instance, it 
follows from our results (see Remark 2 in Section 2) that if the nonlinearity 
f: [0, l]xR-+[W is such thatf(x,O) $ 0, 
for a.e. x E (0, 1) with strict inequality on a subset of (0, 1) of positive 
measure, then each problem 
24’ =f(x, u), u(0) = u( 1); (1.1) 
24” =f(x, u), u(0) - u( 1) = u’(0) - U’( 1) = 0; (1.2) 
u” =f(x, u), u’(0) = u’( 1) = 0 (1.3) 
has at least two solutions, one nonnegative and one nonpositive, provided 
there exist positive constants ~1, and CI- with CI- < n/2 and b E L’(0, 1) 
such that 
./lx, u)Gc(+u 
for a.e. x E (0, 1) and all u > 0, 
j-(x, u)< -a’u 
for a.e. x E (0, 1) and all u < 0, and 
/3(x) ax, u) 
for a.e. x E (0, 1) and all u E [w. 
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In addition, we also consider Dirichlet boundary value problems 
u” =f( x, u), u(0) = u( 1) = 0, (1.4) 
u" + 7c2u =f(x, u), u(0) = u( 1) = 0. (1.5) 
We shall prove (see Remark 3 in Section 3) that if 
for a.e. x E (0, 1) with strict inequality on a subset of (0, 1) of positive 
measure, then each problem (l.l)-( 1.5) has at least one nonnegatioe 
solution, provided the following condition is satisfied. 
There exist a constant a > 0 and /I E L’(0, 1) such that 
for a.e. x E (0, 1) and all u B 0. We also obtain a unified result for the 
existence of nonpositive solutions of Problems (l.l)-( 1.5) (see Remark 3 in 
Section 3). Nevertheless, specific results related to each problem are 
displayed throughout the paper (see, e.g., Theorems 2.1-2.4, Remark 1 in 
Section 2, Theorems 3.1 and 3.3, and Remark 4 in Section 3). We wish to 
mention that in proving our multiplicity results, we do not assume sym- 
metry conditions on the nonlinearity. 
Similar results are obtained when the assumption 
lim f(X,U)bO 
u-z 
is replaced by 
- 
hm f(x, 24) 6 0. 
u-00 
Some simple nonexistence results are also derived (see Remark 4 in 
Section 3). An example is given in Section 2 to illustrate the main results. 
We shall make use of coincidence degree arguments [12, 141, 
particularly a result due to Gaines and Santanilla (see, e.g., [ 17, 
Corollary 2.3]), that we include here for the sake of completeness. 
Let X and 2 be real Banach spaces and L: dom L c X -+ Z a linear 
Fredholm operator of index 0 [12, 141, Q an open bounded subset of 
X, N: 0 -+ Z L-compact on 0, and S a boundedly retracted nonempty 
closed convex subset of X; i.e., there is a continuous retraction of S sending 
bounded sets into bounded sets. Finally, K, denotes the inverse of L when 
ker L= (0). We have 
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THEOREM 1 .l [ 17, Corollary 2.31. Assume that the following conditions 
are satisfied. 
(1) ker L= {O}; 
(2) OEQnS, 
(3) Lu#,?Nu for uE(dom LnSndS2) and iE(O, 1); and 
(4) &N(S) c S. 
Then Lu = NM has at least one solution in S n Q. 
In what follows, we shall make use of classical Lebesgue spaces Lp(Z), 
spaces Cp(Z) of p-time(s) continuously differentiable real valued functions, 
and Sobolev spaces W’~P(Z) and W2’P(Z) (see, e.g., Brezis [4] for delini- 
tions and properties). 
2. MULTIPLE SOLUTIONS FOR PERIODIC AND 
NEUMANN BOUNDARY VALUE PROBLEMS 
Let I= [0, I] andf: Ix R + R be a Caratheodory function; i.e., f( ., U) is 
measurable for all u E R, f(x, . ) is continuous for a.e. x E Z, and for each 
constant r > 0 there exists a function g, E L’(Z) such that If(x, u)l <g,(x) 
for a.e. x E Z and all u E R with 1~1 d r. 
Throughout this section, we shall assume that f(x, 0) f: 0. This condi- 
tion may be omitted in theorems dealing only with the existence of at least 
one solution. 
We are interested in the existence of at least two solutions, one non- 
negative and one nonpositive, for each one of the boundary value problems 
(l.l)-( 1.3). By a nonnegative (nonpositive) solution we mean an absolutely 
continuous function u satisfying the differential equation a.e. on Z and such 
that U(X) B 0 (u(x) < 0) on I. 
Our “main” result is a unified one, in the sense that the same type of 
conditions on the nonlinearity f yields multiple solutions for each one of 
the problems ( l.l)-( 1.3). By considering one-sided conditions, we first 
obtain the existence of nonnegative (resp. nonpositioe) solutions for 
Problems (1.1))(1.3). 
Let X= L’(Z) and Z= L’(Z) with the usual norms and define 
dom L = {u: Z + [w 1 u is absolutely continuous on [0, 11, and u(0) = u( 1 )}, 
Lu = u’ -Lx(X)& 
where CI E L2(Z), LX(X) 3 0 a.e. on Z with U(X) > 0 on a subset of Z of positive 
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measure. Then L is a Fredholm operator of index zero with ker L = (0) 
[12, 143. The operator 
N: A’-+ L’(Z), Nu=f(., 4.))--a(.M.), 
is L-compact on bounded subsets of X [ 141 and Problem (1.1) is equiv- 
alent to 
Lu = Nu. 
To obtain nonnegative solutions to ( 1.1 ), we shall apply Theorem 1.1 as 
stated in Section 1, with 
S = {u E X : u(x) > 0 a.e. on I}. (2.1) 
We have 
THEOREM 2.1. Suppose 
lim f(x, u)>O (2.2) 
u--rJs 
a.e. with strict inequality on a subset of I of positive measure. 
Furthermore, assume that exist a function o! E L*(Z), a(x) 2 0 a.e. on Z, with 
U(X) >O on a subset of I of positive measure, and PE L’(Z) such that for 
u > 0, 
P(x) 6f (4 u) 6 dx)u (2.3) 
a.e. on I. 
Then Eq. (1.1) has a nonnegative solution. 
Proof: Let S be defined by (2.1), and 
y:X+S by Y(U)(X) = Mx)l. 
Then y is a continuous retraction of S sending bounded sets into bounded 
sets. Let a”(x) = exp( -f;, a(s) ds), then by using the variation of parameters 
formula and the periodicity conditions, it is easy to see that the Green’s 
function associated with the operator L is 
i 
[E(l)- 11-l [E(l)&(s)] exp (jiz(w)dw), for O<s<x< 
G(s, x) = 
[E(l)-l]~~‘E(~)exp(~~a(w)dw), for O<xdsdl. 
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The operator K, is given by 
(&u)(x) = j: G(s, x)u(s) ds. 
Thus 
(K,Nu)(x) = j’ G(s, x)Cf(~, 4s)) - +)+)I ds. 
From the second inequality in the growth condition (2.3) and the fact that 
G(s, x) d 0, it follows that &Nu E S for all u E S. Therefore condition (4) in 
Theorem 1.1 is fulfilled. 
Next we find an a priori bound in L2(Z) for all possible solutions, in S, 
of 
u’(x) - cz(X)U(X) = q-(x, u(x)) - hc(X)U(X), 
u(O)=u(l), %E(O, 11. 
Suppose there exist sequences (A,) c (0, 11 and (u,) c dom L n S such 
that 
u:, - au, = /I&X, 24,) - I,au, (2.4) 
Setting v, = u,/Iu,] L2, Eq. (2.4) is equivalent to 
with lvnlL~ = 1. 
71; -au, = A,(f(x, un)/(unlL2) - jw,cIu, (2.5) 
On the other hand, we deduce, from the growth condition (2.3) and 
Eq. (2.5) that 
for a.e. x E Z and all n E N. 
Therefore, by using Cauchy-Schwarz inequality, one has that Iu,J W~.~ is 
bounded (independently of n). 
Since IV’,’ is continuously imbedded into C(Z) [4, p. 1291, it follows that 
(u,) is bounded in C(Z) independently of n; i.e., 
I~,Iw~,,~N lv,,],<M, forsomeM>O, N>O. 
This implies that 
Id,b)l d max(Mdx), IB(x)l) := v(x) 
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for a.e. XE Z. Hence, by the Dunford-Pettis theorem (see, e.g., [ 10, 
Corollary 11, p. 294]), it follows that there exists z E L’(Z) such that ui -2 
as n + co. Moreover, since Iu,j Wl.l < N, by going if necessary to a sub- 
sequence relabeled (v,), we deduce, from the compact imbedding of IV’(Z) 
into Ly(Z), 1 <q < co [4, p. 1291, on one hand, and from the Helly 
theorem [4, p. 130; lo]) on the other hand, that there exists u E C(Z) such 
that, as n + co, 
0, + 0 in Ly(Z), lulL2= 1, 
and 
u,(x) + 4x1 for each x E Z, respectively. 
Since the operator d/dt: dom LC W’~‘(Z) + L’(Z) is weakly closed [4, 
Theorem 111.9, p. 391) and 
max(lu,(x)l, l4(x)l)G max(M r](x)) 
for a.e. x E Z (independently of n),‘one has that u E W’%‘(Z), u’ = z, and 
II:, - u’ inLl(Z), as n+co. 
Using Eq. (2.5) and the growth condition (2.3), one has that u is a (weak) 
Carathtodory solution to the problem 
u’(x) = (1 - A)cz(X)U(X) +z(x), 
40) = 4 11, 
(2.6) 
where k(x) is the weak limit in L’(Z) of the sequence (f( ., u,)/Iu,IL2), and 
1 is the limit of the sequence (n,,). Notice that, by (2.3), 0 <k(x) < a(x)u(x) 
for a.e. XEZ (see, e.g., [4, Theorem 111.7, p. 381). 
Since [( 1 - A)cc(x)u(x) + ;Ik(x)] B 0 for a.e. x E Z, Eq. (2.6) implies that 
u(x) is nondecreasing on I. Therefore, by periodicity (u(O) = u(l)), 
u(x) = c> 0 for some constant c > 0, since u = 0 leads to a contradiction 
with IuI L2 = 1. Thus u, = u, [#,I Lo is such that 
&t(x) + CfJ foreachxEZ, as n+co. 
Integrating Eq. (2.4) over [0, 11, we obtain 
f(x, u,(x)) dx = y Jo1 a(x)u,(x) dx, 
‘n 
so that 
I ‘f( x, u,(x)) dx < 0. 0 
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Since 0 6 u,(x) -+ co for each x E Z, by using Fatou’s lemma, we deduce that 
1 
I 
lim f(x, u,(x)) dx d 0. 
0 n-cc 
This is a contradiction with inequality (2.2), and the proof is complete. 1 
Remark 1. Suppose PE L’(Z) and f is a Carathtodory function with 
respect o L’(Z), that is g, E L2(Z), where g,. is given at the beginning of this 
section. Then an easy analysis of the proof of Theorem 2.1 shows that 
condition (2.2) can be replaced by the following one: 
There exists a constant R > 0 such that 
s f(x, u(x)) dx >0 I
for all u E W’,‘(Z) with min, U(X) 3 R. 
Indeed, in this case X= Z = L2(Z), and the sequence u, -+ co uniformly 
on Z, since u, + v uniformly on Z as n -+ co. Here, there is no need to use 
Fatou’s lemma. 
This remark is valid for Theorems 2.2-2.9 below. 
Theorem 2.1 suggests an existence theorem for nonpositive solutions. 
THEOREM 2.2. If inequalities (2.2) and (2.3) are respectively replaced by 
lim f(X,U)>O (2.2’) 
u---5 
and 
B(x) <SC% u) 6 -CL(X)% (2.3’) 
for all u < 0 and a.e. on Z, then Eq. (1.1) has a nonpositive solution. 
Prooj Define Lu = u’ + c((x)u, S= {u E X: u(x) < 0 a.e. on Z} and 
observe that the Green’s function GP(s, x) associated with L satisfies the 
inequality G-(s, x) 2 0. The details are similar to those in the proof of 
Theorem 2.1. 1 
Combining Theorems 2.1 and 2.2 we obtain 
THEOREM 2.3. Suppose 
lim f(x, u) 2 0 
IUI - cc 
a.e. with strict inequality on a subset of I qf positive measure. 
(2.7) 
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Furthermore, assume that there exist functions c( ~, TV + E L’(I), a _(x) 2 0, 
CI + (x) 2 0 with c( ~ (x) > 0, M + (x) > 0 on subsets of I of positive measure, and 
/?E L’(I) such that 
f(x, u) < a+(xb (2.8) 
for a.e. x E I and all u 2 0, 
f(x, u)< -K(x)u 
for a.e. x E I and all u d 0, and 
(2.9) 
P(x) Gf (x2 u) 
for a.e. x E Z and all u E l%. 
Then Eq. (1.1) has at least two solutions, one nonnegative and one non- 
positive. 
Similar results can be obtained by using hm instead of b. We shall only 
state the theorem for multiple solutions. 
THEOREM 2.4. Suppose 
- 
lim f (x, 2.4) ~2 0 (2.10) 
lul + 00 
a.e. with strict inequality on a subset of I of positive measure. 
Moreover, assume that there exist functions a+, a-EL*(z), 
U+(X) > O,C(X) > 0 with a+(x) > 0, a-(x) > 0 on subsets of I of positive 
measure, and j E L’(Z) such that 
-a+(x)uGf(x, u) 
for a.e. x E Z and all u > 0, 
a ~ (x)24 <f (x, u) 
for a.e. x E I and all u d 0, and 
f (x9 u) d B(x) 
for a.e. x E I and all u E R. 
Then Eq. (1.1) has at least two solutions, one nonnegative and one non- 
positive. 
EXAMPLE 2.1. Let us consider the nonlinearity f: Ix R + R defined by 
f(x, u,=xJh- l/G or f(x, u)=bxln(l + lul)- I/&, 
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where a E (0,4] and b > 0. We have that 
lim f(x, u) = co (nonunzformly on (0, 1)). 
IUI + x 
So none of the previous results [6, 9, 11, 15, 171 seems to apply to these 
functions. However, it is obvious that all assumptions of Theorems 2.1-2.3 
are fulfilled with M(X) =a or a(x) = b and p(x) = -l/A. Therefore, 
Problem (1.1) has at least two solutions, one nonnegative and one non- 
positive. 
Notice that this example may be easily adapted so as to verify all 
assumptions of our subsequent results herein. 
Now we consider the second order differential equation ( 1.2), where f is 
a Caratheodory function as defined at the beginning of this section. 
Let X= IV2(Z) and Z=L’(I) with the usual norms [4]. Define 
dom L = {u: I -+ R 1 U, U’ are absolutely continuous, and 
u(0) - u( 1) = u’(0) - u’( 1) = 0 >, 
Lu = zl” - CLU, 
where a > 0. Then L is a Fredholm operator of index zero with ker L = {O} 
[ 12, 141. The operator 
N: X+Z, Nu=f(., u(.))--IXU(.), 
is L-compact on bounded subsets of X [ 12, 141 and Problem (1.2) is equiv- 
alent to 
Lu = Nu. 
In this case the Green’s function associated with L is 
G(s, x) = 
e~(“~“‘+e~(l+“-.“), for Ods<x<l 
e&‘“-“‘+e-&“l+x--s), for O<X<S< 1. 
We have 
THEOREM 2.5. If conditions of Theorem 2.1 are satisfied with c1 constant, 
then Eq. (1.2) has a nonnegative solution. 
Proof: It is similar to the proof of Theorem 2.1 except that we use the 
homotopy 
u”(X) - m(x) = /If (x, u(x)) - kYu(x), 
u(0) - u( 1) = U’(0) - U’( 1) = 0, i E (0, 1 I, 
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the fact that the Sobolev space W2(Z) is compactly imbedded into C(Z) 
[4, p. 1291, and LP-estimates for linear second order ordinary differential 
equations [ 141. The proof is complete. 1 
For a > 0 the Green’s function asociated with the operator 
u” + a2u on dom L 
is given by 
A(s) cos ax + B(s) sin ax + d sin a(x - s), for O<s<x<l 
G(s, x) = 
A(s) cos ax + B(s) sin ax, for O<x<s< 1, 
where 
A(s)=$sina(l-s)+ 
sin a cos a( 1 - s) 
2a(l -cos a) ’ 
B(s)=&cosa(l -s)- 
sin a sin a( 1 - s) 
2a(l -cos a) ’ 
Observe that 
I sin[a - a(x - s)] + sin a(x -s), 
G(s, x) = 
for 06~6x6 1, 
sin[a-a(s-x)] +sina(s-xx), 
for O<x<s< 1, 
so that G(s, x) Z 0 provided 0 < a < rr. Therefore, by using the arguments in 
the proof of Theorem 2.5 with obvious modifications, we have 
THEOREM 2.6. Suppose 
7 lim f(x, U) < 0 
u-cc 
a.e. with strict inequality on a subset of I of positive measure. 
Furthermore, assume that there exist a constant a with O< a < 7c and 
beL’(Z) such thatfor ub0 
- a2u <f(x, u) d B(x) 
a.e. on I. 
Then Eq. (1.2) has a nonnegative solution. 
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As above, one can easily obtain the existence of nonpositive for Problem 
(1.2). We conclude our study of Eq. (1.2) with the statement of results 
similar to Theorems 2.3 and 2.4. 
THEOREM 2.7. Suppose 
!inJ f(x,u)>O 
[!A + Kl 
a.e. with strict inequality on a subset of I of positive measure. 
Furthermore, assume that there exist positive constants a,, ~1~ with 
0 < a _ < 71 and p E L’(Z) such that 
for a.e. x E I and all u > 0, 
f (x, u) d -2 u 
for a.e. x E Z and all u G 0, and 
B(x) Gf (x3 u) 
for a.e. x E I and aN u E R. 
Then Eq. (1.2) has at least two solutions, one nonnegative and one non- 
positive. 
THEOREM 2.8. Suppose 
iii-ii f(x,u)<O 
IUI - 02 
a.e. with strict inequality on a subset of I of positive measure. 
Furthermore, assume that there exist positive constants a,, a_ with 
O<a+ dn andBELl such that 
-a: u <f (4 u) 
for a.e. x E I and all u > 0, 
apubf(x, 24) 
for a.e. XEI and all u<O, and 
f (x2 u) Q B(x) 
for a.e. x E I and all u E R. 
Then Eq. (1.2) has at least two solutions, one nonnegative and one non- 
positive. 
505/84/l-11 
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We conclude this section with a discussion of Eq. (1.3) and some 
remarks. We consider the Neumann boundary value problem (1.3) where 
the functionfis a Caratheodory function as defined at the beginning of this 
section. 
Let X= W’~*(Z) and Z=L’(Z) with the usual norms [4]. Define 
dom L = {u: I+ Iw 1 U, U’ are absolutely continuous, and u’(0) = a’( 1) = 0). 
For c( > 0, the Green’s function associated with 
Lu=u”-au on dom L 
is given by 
Thus, if the conditions of Theorem 2.5 are fulfilled, then Eq. (1.3) has a 
nonnegative solution. 
Again for c( > 0 the Green’s function associated with the operator 
u” + u*u on dom L 
is given by 
G(s, x) = 1 
cos us cos u( 1 - X), for 06sbxdl 
u sin c1 cos c(x cos M( 1 - s), for O<x<sd 1. 
Therefore, in this case G(s, x) B 0 provided 0 < LX d 742. Hence, if the condi- 
tions of Theorem 2.6 are fulfilled with 0 < ~16 42, then Eq. (1.3) has a non- 
negative solution. 
The corresponding results for the existence of nonpositive solutions are 
easily stated. Nevertheless, we have the following multiplicity result. 
THEOREM 2.9. Zf the conditions of Theorem 2.7 with 0 -C u ~ < 42 (resp. 
Theorem 2.8 with 0 < a + < 742) are satisfied, then Eq. (1.3) has at least two 
solutions, one nonnegative and one nonpositive. 
Remark 2. Combining Theorems 2.3, 2.7, and 2.9 we obtain a result 
stated in the Introduction (see Section 1); i.e., a unified result for multiple 
solutions of Problems (1.1) (1.2) and (1.3), where neither uniformity nor 
regularity is required. 
Notice that we have considered positone and nonpositone problems 
since conditions like f (x, 0) > 0 or f (x, 0) < 0 are included herein (see, e.g., 
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[S] for the terminology). It seems unlikely that the method of upper and 
lower solutions applies to this situation. 
3. NONNEGATIVE (NONPOSITIVE) SOLUTIONS FOR 
DIRICHLET BOUNDARY VALUE PROBLEMS 
In this section we consider Problems (1.4) and (1.5) where f is a 
Caratheodory function as defined at the beginning of Section 2. In order to 
justify the statement in the Introduction we first establish the existence of 
nonnegative solutions. 
THEOREM 3.1. Assume that there exist a constant c( >0 and PE L’(Z) 
such that for u 2 0 
lJ(x)<f(x,u)<ctu (3.1) 
a.e. on I. 
Then Eq. (1.4) has a nonnegative solution. 
Proof It is similar to the proof of Theorem 2.5. Note that the Green’s 
function associated with the operator 
Lu = u” - au, u(O)=u(l)=O 
is given by (see, e.g., [3, p. 1451) 
sinh ,,& s sinh & (1 - x), 
G(s~x)=~s~n~&{sinh,/&xsinh&(l-s), 2: ~~“x~:~:, 
(3.2) 
so that G(s, x) < 0. 
Proceeding as in the proof of Theorem 2.1 with similar notations we 
arrive at the equation 
u”(X) = (I- A)au(x) + &k(x), u(0) = u( 1) = 0. 
Since [( 1 - ~)ctu(x) + X(x)] 2 0 for a.r. x E Z, by multiplying the above 
equation by v(x) (20) and integrating over I, we deduce that v ~0. This 
is a contradiction with Iu( Lo = 1, and the proof is complete. 1 
THEOREM 3.2. If the assumptions of Theorem 3.1 are satisfied, then 
Eq. (1.5) has a nonnegatiue solution, provided 
lim f(.x, u)30 (3.3) 
u-00 
a.e. with strict inequality on a subset of I of positive measure. 
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Proof: Without loss of generality, we can consider a such that a > rc*, 
so that the Green’s function associated with 
u” + 7c2u - au, u(0) = u( 1) = 0, 
is given by (3.2) where CI is a replaced by c1- 7~‘. Proceeding as in the proof 
of Theorem 3.1 we arrive at the equation 
v”(X) + 7l%(x) = (1 - L)ctV(X) + X(x), u(O)=v(l)=O. 
Multiplying by sin rcx and integrating over Z, it follows that u(x) = 
$ sin rcx, since v = 0 leads to a contradiction. Therefore u,(x) -+ 00 as 
n + cc for each x E (0, 1). Recall that U, is a solution, in S, of the equation 
24:: +7c*u, - au, = l,f(x, u,) - &au,, u,(O) = u,( 1) = 0. 
Multiplying by sin 71x and integrating over [0, l] we obtain 
s lJ.( x, u,‘(x)) sin 7cx dx < 0. 0 
Hence, by using Fatou’s lemma and condition (3.3) we reach a contra- 
diction, and the proof is complete. j 
Now we consider the existence of nonpositive solutions for Problems 
(1.4) and (1.5). They are the analogues of Theorems 3.1 and 3.2 with 
similar proofs (Remark 4 below, dealing with nonexistence results, will 
explain why we need to state these theorems). 
THEOREM 3.3. Assume that there exist a constant a>0 and BE L’(Z) 
such that for u < 0, 
au <f(x, u) < p(x) 
a.e. on I. 
Then Eq. (1.4) has a nonpositive solution. 
THEOREM 3.4. Zf the assumptions of Theorem 3.3 are satisfied, then 
Eq. (1.5) has a nonpositive solution, provided 
i&ii f(x,u)bO 
u--m 
a.e. with strict inequality on a subset of I of positive measure. 
Remark 3. A combination of Remark 1 and Theorems 2.3, 2.5, 2.8, 2.9, 
3.1, and 3.2 justifies statements made in the Introduction; i.e., a unified 
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multiplicity result for Problems (1.1 j( 1.3), and a unified result for the 
existence of a nonnegative solution for Problems (l.l)-( 1.5). A similar 
remark is valid for the existence of a nonpositive solution. Note that no 
symmetry conditions were imposed on the nonlinearity. 
Remark 4. To obtain nonnegative solutions to Problems (1.2) and 
(1.3) we have used in Theorems 2.6 and 2.9 the inequality 
- LY2u q-(x, u) (3.4) 
for u 3 0 and some tl >O. We point out that if the inequality (3.4) is 
satisfied with 0 < CI < rc2, then no nonnegative solution for the Dirichlet 
problem (1.4) exists, provided f(x, 0) & 0. Indeed, suppose u is a non- 
negative solution of Eq. (1.4). Then U” =f(x, U) z - a2u. Multiplying by U, 
integrating over Z, and using the Poincare inequality [4, p. 1341 we obtain 
(u’1$ < (a2/7c2) lu’l&. Thus u = 0, and we reach a contradiction. 
On the other hand, Remark 3 indicates that we have obtained non- 
negative solutions for Problems (1.2), (1.3), (1.4), and (1.5) by using the 
inequality 
f(x, u) 6 au (3.5) 
for u>O and some tx>O. 
We claim that the inequality (3.5) cannot be reversed to obtain non- 
negative solutions for such problems when f(x, U) & 0. In fact, suppose 
that the inequality (3.5) is reversed and let u be a nonnegative solution. 
Then U” =f(x, U) > CIU. Integrating over Z and using the fact that 
u’( 1) - u’(0) G 0, we obtain s{ u(x) dx = 0. Thus u = 0, and we reach a 
contradiction as above. 
Similar remarks are valid for nonpositive solutions. 
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