Abstract-Pushing along with proactive caching, in which content items are transmitted prior to being requested by a user, holds the promise of trading scalable storage resources for substantial throughput increase in content-centric networks. In this paper, a joint pushing and caching (JPC) method is studied, which determines when and which content to be pushed to, and to be removed from, the receiver buffer based on content request delay information (RDI) that predicts a user's request time for certain content items. Both offline and online JPC policies with noncausal, statistical, and causal RDI are proposed based on a greedy algorithm and dynamic programming. The effective throughputs of the policies are evaluated, and they are seen to increase with both the receiver buffer size and the pushing limited channel capacity. The analysis also reveals the fundamental tradeoff between communication and storage resources. Furthermore, RDI feedback is shown to significantly enhance the performance of the online JPC without incurring much signaling overhead or complexity, especially in small buffer scenarios.
I. INTRODUCTION
M OBILE social and multimedia applications have undergone explosive growth in the past decade, which has stimulated a dramatically increasing demand for bandwidth. Due to the scarcity of wireless spectrum as well as the average or peak power constraint, conventional radio access networks can hardly cope with the exponentially increasing data traffic, because the potential of increasing bandwidth, spatial reuse, spectral and energy efficiency has already been heavily exploited in the past decades. Pushing and proactive caching, which allow a base station (BS) or access point to transmit content items that a user might be interested in before the user asks for them, hold the promise of providing substantial capacity gains by disseminating popular content items in the idle spectrum when the network Manuscript received April 17, 2016 ; revised October 21, 2016 ; accepted December 28, 2016 . Date of publication January 5, 2017; date of current version March 15, 2017 . This work was supported in part by the U.S. National Science Foundation under Grant CCF-1420575 and Grant CNS-1456793, in part by the National Natural Science Foundation of China (NSFC) Excellent Young Investigator Award under Grant 61322111, in part by the NSFC Projects under Grant 61671269 and Grant 61321061, and in part by the China National 973 Program under Project 2013CB336600. The associate editor coordinating the review of this paper and approving it for publication was P. Popovski.
W. Chen was with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08544 USA. He is now with the Department of Electronic Engineering and Tsinghua National Laboratory for Information Science and Technology (TNList), Tsinghua University, Beijing 100084 China (e-mail: wchen@tsinghua.edu.cn).
H. V. Poor is with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08544 USA (e-mail: poor@Princeton.edu).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TCOMM.2017.2648800
is off-peak and exploiting a substantial physical layer multicasting gain. This approach has been devised as an emerging and powerful solution that has attracted considerable recent attention from both academia and industry [1] - [5] . The idea of adaptive pushing based on content popularity learning can be traced back to over a decade ago in [6] . Recently the fundamental limits of wireless caching were revealed by the landmark works [7] and [8] from an information-theoretic perspective. They motivated an extensive theoretical study of coded caching bearing in mind the existence of heterogeneous networks [9] or random requests [10] . In the era of 5G, much attention has also been focused on proactive caching schemes that are well compatible with 5G technologies. More specifically, caching for Device-toDevice (D2D) communications was conceived to significantly improve spectral efficiency [11] and reduce outage probability [12] . In [13] and [14] , caching was enabled at both the base stations and user equipment of collaborative radio access networks to reduce access latency and average transmit power. An experimental study [15] demonstrated the performance of caching through prototype implementation. Furthermore, [5] and [16] adopted proactive caching to efficiently utilize the harvested renewable energy rather than the off-peak access opportunities.
To fully exploit the potential gains of pushing and caching, there are many works devoted to the efficient allocation of storage and communication resources that are highly limited in practice [17] - [23] . In [17] and [18] , the problem of how to effectively share finite buffers was formulated as combinatorial optimizations of matching and knapsack problems respectively. On the other hand, time domain scheduling and user selection for pushing tasks emerge as critical issues. Under an assumption of predetermined user requests, [19] adopted the network calculus approach to optimize the scheduling of time division pushing. To achieve the physical layer multicasting gain, [20] and [21] studied joint multicasting and caching with probabilistic user demands or content popularities. Since most pushing scheduling or caching resource allocation methods rely on predictions of what a user needs, the issue of how to estimate the statistical properties of user requests or content popularities quickly and accurately has been investigated by exploring big data analysis [24] , [25] , social networks [26] , and user behavior prediction [27] .
The explosively growing research on big data, social networks, and behavior prediction is expected to provide the knowledge of not only whether, but also when a content item is requested. Such knowledge is referred to as the content Request Delay Information or RDI, which predicts the user's demand in a more precise way than the content popularity. RDI allows us to investigate a paradigm-shifting 0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
infrastructure, referred to as virtual realtime service, in which pushing and conventional on-demand transmission are jointly adopted by the means of launching an on-demand transmission only if a requested content item is not found in the user's buffer. Because the user cannot tell whether a content item is transmitted on demand or pushed before being requested, pushing becomes transparent. Therefore, the user sees a content delivery delay less than that of on-demand transmissions, as if all the content files were transmitted on demand. In other words, a virtual realtime service is provided based on non-realtime pushing. In contrast to the on-demand data delivery, which has to suffer from a severe delay if it adopts opportunistic transmissions over good channel states [28] , idle timeslots [29] , or powered by harvested energy [30] , the virtual realtime service has a sufficiently long time to exploit good transmission opportunities, because a content item is usually generated and pushed much earlier than being requested. As a result, it can bring substantial spectral and energy efficiency gain without causing any damage to Quality-of-Service (QoS).
Our aim is to maximize the average number of content items read from the buffer when requested, which is also referred to as the effective throughput. The effective throughput means the effective part of the throughput of the pushing service, where not all the transmitted data are useful for a user. More particularly, a user only benefits from the data that can be read from the buffer when requested. As a result, we should use the effective throughput as a key performance metric to measure the contribution of pushing service. Furthermore, the higher the effective throughput is, the fewer content items have to be transmitted on demand; therefore, the more idle spectrum in off-peak time is utilized. The effective throughput is limited by two constraints: finite buffer size and limited channel capacity. The finite buffer size upper bounds the number of content items cached simultaneously, thereby limiting the probability that a user finds its desired content items in the buffer. 1 The limited channel capacity inhibits the content items from being cached before requested, especially when the demands are random and bursty. The two constraints result in a paradox that pushing content items too much earlier than when they are requested may induce buffer overflow, because too many content items have to be cached in the buffer until they are read and removed, while pushing content items too late means missing user requests. As a result, when and which content items to be pushed to and to be removed from the receiver buffer emerge as critical issues, which we shall refer to as Joint Pushing and Caching or JPC. As a scheduling method for content pushing and caching, JPC maximizes the effective throughput by efficiently multiplexing the channel and buffer resources.
In this paper, we propose JPC policies based on the RDI that can be available in noncausal, statistical, or causal form. If the user reserves the request time for content items, then RDI becomes deterministic or noncausal. In this case, we present a greedy offline JPC that achieves an upper limit of effective 1 Even though the memory size of modern mobile devices has undergone rapid growth, users might be reluctant to allocate much space for caching content items that may or may not be requested.
throughput by pushing as many as possible of the content times to be requested in the nearest future. If a statistical learning method is adopted to estimate the statistics of RDI, then we have statistical RDI, for which case we present an online JPC based on trellis-aided dynamic programming that maximizes the expected throughput in low complexity. If the user notifies the BS, where the statistical RDI has already been available, after requesting a content item, then we have causal RDI, which allows us to further optimize the online JPC by updating the knowledge of the RDI online to be more precise based on a Bayesian method, and avoiding wasting the channel capacity and buffer space on pushing and caching outdated content items. To achieve linear complexity in practice, a heuristic online JPC with causal feedback is also presented. We shall adopt asymptotic analysis to evaluate the effective throughput of JPC. Both the theoretical and simulation results reveal that the effective throughput increases with the receiver buffer size and the pushing channel capacity, and that given a target effective throughput, a fundamental tradeoff exists between the required pushing channel capacity along with its energy efficiency (EE) and receiver buffer size. For offline and online JPC with feedback, we see that the EE increases monotonically with the buffer size and approaches a derived upper bound asymptotically for large buffer size. Furthermore, the RDI feedback is found to be of practical importance because of its significant effective throughput gain for online JPC, especially when the buffer size is relatively small. More generally, the more knowledge about the request delay a JPC policy has, the higher efficiency it achieves.
Throughout this paper, |A| denotes the cardinality, or equivalently, the number of elements of a set A. The symbol \ stands for set difference, i.e., A \ B = {a : a ∈ A and a ∈ B}.
The indicator function ½ {a ∈ A} is equal to one if a ∈ A; otherwise, it is equal to zero. (x) + := max{x, 0}. ∧ is used to denote the minimum of two real numbers, i.e., x ∧ y := min{x, y}. || · || P , · , and · denote the l P -norm of a vector, the floor, and the ceiling of a real number, respectively. The rest of this paper is organized as follows. Section II presents the system model. JPC policies with noncausal, statistical, and causal RDI are presented along with their asymptotic throughput analyses in Sections III, IV, and V, respectively. Section VI presents numerical results. Finally, conclusions and future work are discussed in Section VII.
II. SYSTEM MODEL
Consider a data link from a base station to a user, as shown in Fig. 1 . There are L content files, F i , i = 1, . . . , L, which the user might be interested in. Each content item consists of B bits. The user is equipped with a receiver buffer that is capable of caching at most N B bits, or equivalently, N content files. We assume N ≤ L because there is no need to have a buffer, the size of which is greater than the total number of content items. Due to the limited cost, size, and power of a mobile device, N is usually much smaller than L in practice. By contrast, the BS is capable of accessing any content file with zero delay, because it may either cache the content files locally, or download them from the cloud immediately via a fiber backbone. The user may ask for a content item at a random time after the content file is generated. However, it will not request a content item twice. 2 Let a nonnegative random variable X i denote the request time for content item F i . If the user never wants to read F i , then X i = ∞. We define the content request time
After the lifetime, none of the content items will be demanded. A finite lifetime is assumed, i.e., t max < ∞. Furthermore, if a content item is generated at t i , we have p X i (x i ) = 0, ∀x i < t i . Therefore, we may assume without loss of generality that all the content items are generated at t = 0, and use the two terms, request time and request delay, interchangeably throughout this paper. 3 The BS can transmit at most one content item concurrently, which is similar to the client-server model in [31] and [32] . However, their service policies and buffer configurations are essentially different. In particular, a content item is pushed prior to a user's demand in our model, while it is transmitted after a user asks for it in classic queueing theory. Moreover, the user is equipped with a receiver buffer to cache the pushed content items in our model, while there is no need to have a buffer at the receiver in the traditional client-server model. Thanks to pushing and caching, multiple concurrent content demands may be satisfied irrespective of their delay constraints and burstiness. However, such simultaneous service cannot be provided by a single server queue.
We assume that it takes a fixed time T = B C to transmit one content item, where C stands for the average transmission rate of the pushing channel, as shown in Fig. 2 . We refer to T as the length of a timeslot. By the kth timeslot, we mean the time interval [kT, (k + 1)T ). Since the content items have a finite lifetime, a content item demanded by the user should be requested before the K th timeslot, where 
. We define α = t max B
and thus have K = αC + , where 0 ≤ < 1. As a result, the total number of timeslots is approximately a linearly increasing function of the transmission rate of the pushing link. For an additive white Gaussian noise (AWGN) channel with a bandwidth of W and a noise power spectral density of n 0 , C is determined by Shannon's formula [33] as
, where E denotes the energy consumed in pushing a content file. Even though a wireless channel has a time varying instantaneous capacity, the average transmission rate converges well to its ergodic capacity C, because a content file is usually large and hence takes a sufficiently long time to be sent.
The model described above is referred to as an (N, K , p X ) joint pushing and caching system, or simply, (N, K , p X )-JPC. Let us introduce the following useful notation. The set of content items requested in the kth timeslot is denoted by
The hitting probability that content item F i is requested in the kth timeslot is denoted by q i,k , which is given by
If the content request delays are independent and identically distributed (i.i.d.), all content items will have the same possibility of being requested in the kth timeslot, i.e., q i,k = q k , for all i .
To characterize a JPC policy, we let F[k] and F r [k] denote the content item pushed by the BS in the kth timeslot and the set of content items removed from the receiver buffer at the end of the kth timeslot, respectively. If the BS pushes nothing in the kth timeslot, we write F[k] = ∅. In this context, the sequence of F[k ] and F r [k ], 0 ≤ k ≤ k − 1 jointly determine the set of content items cached in the buffer at the beginning of the kth timeslot, which we shall refer to as buffer state S k . In other words, we define the buffer state S k = {F i : F i is cached in the buffer at kT }, which is updated as 4
The buffer states S k has three constraints: its initial state is an empty set, i.e., S 0 = ∅; its cardinality is less than or equal to the buffer size, i.e., |S k | ≤ N; and it has bounded time variation given by (N, K , p X )-JPC is designed to maximize the effective throughput, which is defined as the average number of content items that can be read from the buffer when they are requested. For time-slotted system, where the pushing of a content item always starts at time point kT , the effective throughput can be written as
In other words, (N, K , p X )-JPC effectively provides R B bits that are desired by the user. Because the throughput R is determined by the buffer states S k , JPC policies should appropriately adjust the buffer states S k to maximize R based on the available RDI. Furthermore, we define the energy efficiency, denoted by η, which is the ratio of the effective throughput (in bits) to the energy consumption. For an AWGN pushing
, where ς is the ratio of the number of content items read from the buffer to that of content items pushed.
In this paper, we propose JPC policies with noncausal, statistical, and causal RDIs, the main performance analysis of which is previewed as follows. With noncausal RDI, the effective throughput R converges to its upper bound given by L, namely, the total number of content items with order 1 when K → ∞. With statistical RDI, R converges to an upper bound given by N, namely, the buffer size with order 1 when K → ∞. With causal RDI, R converges to an upper bound given by the product of the buffer size N and the feedback gain ln L N + 1 with order 1 when K → ∞. In summary, the knowledge on the request delays brings significant efficiency gain for JPC. In particular, the RDI feedback is of great importance especially for small buffers.
In this section, we study offline JPC under the assumption that the content request delays are known when the content items are generated at t = 0. Though noncausal RDI is not a practical assumption in general, the offline JPC may shed light on the upper limits of throughput of (N, K , p X )-JPC.
A. Offline JPC Policy
Having noncausal request delay information, the BS knows which content items will be requested in the kth timeslot. In this case, we may maximize the throughput by having as many content items as possible that will be requested in the kth timeslot cached in the user's buffer at the beginning of this timeslot. To achieve this goal, we propose a greedy but optimal policy, which pushes content to the user unless the receiver buffer is full. The content file pushed in the kth timeslot is chosen according to the following two rules. First, the content file is not already cached in the user's buffer. Second, the content file will be requested in the nearest future after the kth timeslot. 5 At the end of the kth timeslot, the receiver buffer will remove the content items that have been read by the user in the kth timeslot. As a result, the removed content items in the kth timeslot belong to the intersection of the set of requested content items, F u [k] , and the buffer state S k of this timeslot. Based on the above, the optimal offline JPC policy can be characterized in terms of
where the buffer state S k is updated according to Eq. (1).
To show the optimality of the offline JPC intuitively, let us note that the effective throughput is equal to the number of transmissions because each content item pushed will be read. However, the pushing has to be stopped if the buffer is full and no content item will be read in the current timeslot. To remove a cached content item as early as possible, the content item with the earliest request in the future should be pushed. The offline JPC policy enjoys a low computational complexity given by O(L log 2 L), which is the same as that of a ranking algorithm [34] . We further optimize the offline JPC by reducing its buffer occupation time without any loss of effective throughput. If a content file is pushed too much earlier than requested, it will occupy a storage space of B bits for quite a long time until removed. Therefore, we tend to delay the pushing task of each content file F[k] selected by Eq. (3) as much as possible, while assuring that it must be accomplished before F[k] is requested. To achieve this goal, we propose a lazy offline JPC based on an inverse time recursive algorithm. Let the j th pushing task F ( j ) denote the content item in the j th nonempty set of the sequence F [1] , . . . , F[K ] determined by Eq. (3), and τ j and π j denote the timeslots, in which F ( j ) is requested and re-scheduled to push by the lazy offline JPC, respectively. Initially, we re-schedule the last pushing task F (ω) at the π ω = (τ ω − 1)th timeslot, where ω is the total number of content items pushed. Given π j +1 and τ j , the j th pushing task F ( j ) has to be scheduled before both the π j +1 th and τ j th timeslot. As a result, we have
which computes π j recursively. To show the optimality of Eq. (5), we use proof by contradiction. Suppose there exist integers i and π i such that
This results in π i ≥ τ i , which yields the contradiction that F (i) is not cached when requested. To avoid this contradiction, we must have
By using mathematical induction, it can be shown that τ j > π j +1 and π j +1 = π j + 1 hold for all integers j ≥ i . It follows that π ω = π i + ω − i and τ ω = π i +ω −i +1. However, since ω −i content items should be pushed after the π i th timeslot, the earliest timeslot to push F (ω) is the π ω th timeslot, where π ω = π i + ω − i . As a result, we arrive at π ω ≥ τ ω , which yields the contradiction that the last content item F (ω) cannot be cached when requested. The above proof by contradiction then shows that the lazy offline JPC minimizes the buffer occupation time.
B. Throughput Analysis
We present a computational approach to analyze the effective throughput of (N, K , p X )-JPC with noncausal RDI for i.i.d. request delays, as well as, asymptotic but analytical throughput results for i.i.d. request delays obeying uniform distributions.
The computational approach borrows ideas from network calculus [35] . From Eqs. (1), (3), and (4), the number of cached content items s k can be calculated by
With non-causal RDI, the number of content items read from the buffer in the kth timeslot is given by
request delays, the content request pattern vector m follows a multinomial distribution with probability mass function
As a result, the throughput of the offline JPC policy with noncausal RDI can be calculated by
the complexity of which can be high for large K and L. Next, we adopt asymptotic analysis to obtain an approximate but analytical throughput formula in the scenario where the request delays have identical uniform distributions, i.e.,
Then we present the following theorem.
, the effective throughput of the offline JPC can be approximated by 6
Proof: The key idea of our proof is sketched as follows. We first derive the effective throughput of a degraded offline JPC with the same buffer size N, which is denoted bỹ R(K ). Then, we apply the squeeze theorem to show that the approximation error |R −R(K )| vanishes as K → ∞. To conceive a degraded offline JPC, we divide the K timeslots into K N macro timeslots, each consisting of N timeslots. 7 Let the random variable m N,k denote the number of content files requested in the kth macro timeslot, which obeys a binomial distribution given by [36] Pr
Due to the buffer size constraint, at most N content items can be read from the buffer in the degraded offline JPC policy where the content items pushed in a macro timeslot are cached at the end of this macro timeslot. Let δ k denote the number of missed content items that cannot be read from the buffer. It is given by
where the second equation is due to the lack of sufficient time to push the content items requested in the 0th macro timeslot. The effective throughput R, or equivalently, the number of content items read from the buffer can be obtained by subtracting the total number of missed content items
where the last equality follows from the fact that m N,k are
, the probability that it falls into the 0th timeslot is given by N K . Therefore, we have
Consider the kth macro timeslot for k ≥ 1 in which N + j content items are requested. Because of the buffer size N, j content items cannot be read from the buffer. As a result, we get
By substituting Eqs. (12) and (13) into Eq. (11), we obtain a closed form expression given byR(
Since there are totally L content items, the effective throughput is upper bounded by L. On the other hand, the effective throughput of the offline JPC is greater than or equal to that of the degraded 7 A careful reader may notice that an implicit assumption is made that K N is an integer. Fortunately, this assumption results in negligible approximation error because we may simply ignore the last K − N K N timeslots.
policy. In summary, we getR
by noticing that the effective throughput increases with N, we may further reduce the approximation error by expressing R as Eq. (8). Eq. (8) presents a series summation form of the effective throughput, as an approximation of Eq. (7) in the special case where the i.i.d. content request delay obeys a uniform distribution, i.e. X i ∼ U (0, K T ). To avoid the series summation in this expression, the following theorem further simplifies the approximate throughput formula when K is large.
Theorem 2:
and large K , the effective throughput of the offline JPC can be approximated by
(14) Proof: Our proof is divided into three steps. First, consider (1, K , p X )-pushing with noncausal RDI, where at most one content item can be read from the buffer in the kth timeslot (k ≥ 1). The effective throughput of (1, K , p X )-pushing with noncausal RDI is equal to the number of timeslots, in which the user requests at least one content item. It is obtained by
where the second equality holds because F u [1] is an empty set if and only if none of the L content items is request in the interval [T, 2T ). Therefore, the probabilities of the events
Second, let us assign the content items 
by dividing the entire buffer space into N areas, each of which is capable of caching one content file. An approximate policy where the content items belonging to the nth group can be cached only in the nth buffer area achieves an effective throughput which is equal to N times that of a noncausal (1, K , p X )-pushing with totally L N content items. 10 In particular, its effective throughput is obtained aš
8 Eq. (15) can be also derived by inserting N = 1 into Eq. (8) and using the binomial theorem [36] . 9 Similar to the argument in the proof of Theorem 1, the approximation error for assuming that L N is an integer is negligible. 10 A careful reader may notice that the N parallel pushing systems share a common channel. However, since we consider large K , the conflict probability of multiple simultaneous pushing tasks is negligible.
Finally, since lim [37] , it follows that
By substituting Eq. (17) into Eq. (16), we obtainŘ(
Taylor's theorem, the limit ofŘ(K )
as K → ∞ is equal to lim
or L. Therefore, we get lim
Eq. (14) . 11 Theorems 1 and 2 imply that when K → ∞, the effective throughput of the offline JPC R converges to the total number of content items L with order 1, irrespective of the buffer size N. In other words, with noncausal RDI, the capacity of the pushing channel C becomes the bottleneck that limits the effective throughput, because K increases linearly with C. Fortunately, almost all the content items can be read from the buffer when requested for sufficiently large C. Let us focus on an AWGN channel with a target effective throughput R, where the channel capacity C and the energy efficiency η are determined by the buffer size N, as shown in the following corollary.
Corollary 1: To achieve a target effective throughput R, the required channel capacity and energy efficiency of the offline JPC are respectively given by
where 1 is the solution to
Proof: By inserting K = αC and R = R into Eq. (14) and then solving the equation, we get Eq. (18) . For offline JPC, the number of content items pushed is equal to the number of content items read by the user. Therefore, the ratio of the number of content items read from the buffer to that of content items pushed is equal to one, i.e., ς = 1. By inserting ς and Eq. (18) into the formula of EE given by
, we arrive at Eq. (19) . By letting N → ∞ in Eq. (19) and using Taylor series expansion, we see that the energy efficiency of the offline JPC approaches 1 n 0 ln 2 , which is the upper limit of the EE of an AWGN channel.
IV. (N, K , p X )-JPC WITH STATISTICAL RDI
In this section, we are interested in the scenario in which only statistical information about X, namely, its p.d. f., p X (x), 11 This limit can be shown by applying either Theorem 1 or the squeeze theorem, in which the approximate policy proposed in this proof is a degraded offline JPC providing a lower bound of R. A careful reader may notice that (1, K , p X )-JPC is also a degraded JPC that can result in an approximation
. Although both approximationsŘ(K ) and R(K ) have the same limit as K → ∞, which allows us to apply the squeeze theorem,Ř(K ) is a tighter lower bound becauseŘ(K ) ≥Ȓ(K ) for N ≥ 1. is available, and there is not any user feedback about the requested content items. A low complexity online JPC policy is proposed based on dynamic programming. Throughput analysis demonstrates that the effective throughput is significantly limited by the buffer size in this scenario.
A. Online JPC Policy
To obtain the optimal online JPC policy based on statistical RDI, we shall first rewrite the average effective throughput as a function of p X (x), as shown in the following lemma.
Lemma 1: The effective throughput defined in Eq. (2) can be rewritten as
Proof: A content item contributes to the effective throughput, if and only if this content item is in the receiver buffer when it is requested. As a result, Eq. (2) can be rewritten as R =
where the second equality is obtained by interchanging the order of summation. Since
Given q i,k = (k+1)T kT p X i (x)dx, our aim is to find a series of buffer states S k that maximize the effective throughput in Eq. (20) . Recalling the three constraints on S k , we formulate an optimization problem as
where the controllable variables are the buffer states
To solve problem (21) with low complexity, we adopt dynamic programming [38] , or more specifically, the Viterbi algorithm. Let us characterize the legitimate transitions of buffer states as a trellis graph shown in Fig. 3 , which has K vertical slices, where the kth vertical slice consists of all 12 From this proof, it can be seen that Eq. (20) holds irrespective of whether the X i are independent or not.
As a result, the BS should keep pushing content items to the user until its buffer is full, and then always keep the receiver buffer full. In other words, the buffer caches k ∧ N ∧ L content items in the kth timeslot. 13 Since there are a total of L different content items, the kth vertical slice consists of 14 In the trellis graph, a directional edge spans from S k,r 1 In order to find the complete path with the maximal total reward, we define the survival path of buffer state S k,r to be the path spanning from S 0 to S k,r , which receives the maximal total reward, denoted by J (S k,r ), among all possible paths spanning from S 0 to S k,r . The survival path is characterized by a set-valued vector V(S k,r ) = S 0 , S 1,r 1 (S k,r ) , . . . , S k−1,r k−1 (S k,r ) , S k,r , where S j,r j (S k,r ) denotes the j th buffer state in the survival path of S k,r . The survival paths are found in an iterative way. Given all the survival paths to the buffer states in the kth vertical slice, the survival path of buffer state S k+1,r is obtained by
where
In this case, the reward of the new survival path V(S k+1,r ) is updated to be
13 Though we assume that the buffer size N is less than the total number of content items L, we will not simplify k ∧ N ∧ L to be k ∧ N for generality.
14 There are multiple methods to assign the subscripts. For instance, we first By solving Eqs. (22), (23) , and (24) iteratively, we obtain L (K −1)∧N∧L survival paths, each ending at a different buffer state in the (K − 1)th vertical slice. Finally, we select the optimal complete path having the maximal total reward as V * = arg max
the total reward of which is the effective throughput of the optimal (N, K , p X )-JPC with statistical RDI. Let us rewrite the optimal complete path to be V * = S 0 , S * 1 , . . . , S * K −1 , the kth element of which represents the optimal buffer state in the kth timeslot. As a result, the content items to be pushed by the BS and removed from the receiver buffer in the kth timeslot are obtained by
respectively, which characterize the optimal online JPC with statistical RDI, where the content items in (N−1)! . As a result, its complexity can be high for large L, due to the very large number of legitimate buffer states, even though dynamic programming is adopted. To overcome this, a lowcomplexity heuristic online JPC policy will be presented in Section V-B.
At the end of this subsection, we slightly modify the online JPC in order to avoid the energy wasted by pushing a content item which brings a very marginal increase in the effective throughput
The core idea is to add an energy consumption penalty given by λ½{S k = S k−1 } to each pushing task and replace the objective function of problem (21) by
To solve the modified optimization problem, we simply add the energy penalty factor λ to the path selection in Eq. (23) and the reward update in Eq. (24) and then rewrite them as
and
By increasing λ, we may save more energy but have to pay a cost of throughput reduction. If we set λ to be zero, this approach reduces to standard (N, K , p X )-JPC with statistical RDI.
B. Throughput Analysis
In this subsection, a unified computational approach is presented to calculate the effective throughput of online JPC with statistical RDI for arbitrary
request delays X i , we derive an accurate analytical throughput formula.
For arbitrary p X (x), we may compute the effective throughput, which is equal to the total reward of the optimal complete path, based on the optimal solution to (21) . By adopting dynamic programming, we may not only determine the optimal complete path consisting of the optimal buffer states S * k for k = 0, 1, . . . , K − 1, but also obtain its total reward, or equivalently, the effective throughput, given by 15
To give further insight, we present the effective throughput when the request delays X i are i.i.d. in the following theorem.
Theorem 3: For i.i.d. request delays X i , the effective throughput of the online JPC with statistical RDI is given by
Proof:
we have q i,k = q k for any i when request delays are i.i.d. random variables. In this context, all the buffer states belonging to the kth vertical slice have the same reward given by |S k |q k , or more specifically, (k ∧ N ∧ L)q k . In other words, any complete path has the same total reward. We may push F i in the i th timeslot until the buffer is full or all the content items have been cached, and then stop pushing. 16 In this case, the effective throughput is obtained by summarizing the reward contributed by all buffer states as R = 
Due to Theorem 3 and
k=0 q k = 1, the effective throughput of the online JPC with statistical RDI R is always upper bounded by the buffer size N, regardless of the pushing link capacity C. Furthermore, Theorem 4 implies that R converges to the minimum value of N and L with order 1, when K → ∞. Since the buffer size becomes the bottleneck that limits the effective throughput, the upper bound of R can be efficiently increased by equipping the receiver with a larger buffer, if only statistical RDI is available. Again, let us focus on an AWGN channel with a target effective throughput R, where the following corollary holds. 15 If the energy penalty factor is set to be λ = 0, Eq. (30) is equal to Eq. (25) , which has been determined by the dynamic programming algorithm. Otherwise, we may substitute S * k into Eq. (30) to obtain the effective throughput. 16 The proposed policy minimizes the overall energy consumption.
Corollary 2: To achieve a target effective throughput R, the required channel capacity and energy efficiency of the offline JPC are respectively given by
Proof: By substituting K = αC and R = R into Eq. (32) and then solving the equation, we obtain Eq. (33) . For online JPC with statistical RDI, the ratio of the number of content items read from the buffer to that of content items pushed is obtained as ς = N−R , we can see that η is a decreasing function of the buffer size N, when N is greater than a certain threshold. 17 Intuitively, since only R out of N pushed content items contribute to the effective throughput, a lot of energy is wasted in pushing too many content items for large N. By comparing Eqs. (14), (31), and (32), we notice that the online JPC may receive very marginal benefit from increasing the capacity of the pushing channel, due to the absence of noncausal RDI. To overcome this, we shall optimize the online JPC by exploiting causal feedback of RDI.
V. (N, K , p X )-JPC WITH CAUSAL RDI
To reduce the performance gap between the online and offline JPC, this section is devoted to the online (N, K , p X )-JPC, where causal feedback of the user's content requests is enabled. By causal feedback, we mean that at the end of the kth timeslot, the user tells the BS which content items were requested in this timeslot. Given causal RDI consisting of both statistical RDI and causal feedback, we propose an enhanced online JPC that adopts causal feedback to maximize the expected throughput in the remaining timeslots by estimating the more accurate conditional p.d. f. of RDI and by avoiding wasting timeslots and buffer space on pushing and caching outdated content items that will not be needed by the user again. A heuristic online JPC is also proposed to achieve a much lower computational complexity that scales linearly with the total number of content files. Our analysis shows that the efficiency of JPC is improved by gaining more knowledge about the request delay. More specifically, the causal feedback of RDI can substantially increase the effective throughput, especially for relatively small buffer size.
A. Online JPC Policy With Feedback
) denote the outdated content set at time kT , i.e., F o [k] = {F i : (0 ≤ X i < kT } and the hitting probability that F i is requested in the j th timeslot conditioned on F o [k], respectively. At time kT , the causal feedback mechanism allows the BS to know the set 17 Due to space limitations, we omit the threshold, which can be obtained by forcing the derivative of Eq. (34) to be zero.
of requested content items in the (k − 1)th timeslot, namely,
In this context, the outdated content set can be determined by
or simply updated from
Since the causal feedback implies the realization of
. 18 In order to maximize the expected throughput in the remaining timeslots, we formulate the optimization problem as
where S k is the buffer state at the beginning of the k timeslot, in which the content items in F u [k − 1] have been removed. The last constraint, that none of the buffer states in the remaining timeslots should consist of any outdated content, can be relaxed because
However, we keep this constraint in order to reduce the number of legitimate buffer states for the sake of simplicity. In the 0th timeslot, both S 0 and F o [0] are empty sets, and hence problem (37) reduces to problem (21) . Problem (37) can be solved by a dynamic programming algorithm similar to that used for problem (21) , because the two problems are essentially equivalent. There are only three differences between these two problems. First, the initial buffer state of problem (37) is S k rather than S 0 in problem (21) . Second, the legitimate buffer states of problem (37) do not consist of any outdated content in F o [k] . Third, the hitting probabilities (37) should be updated for dependent content request delays X i . In problem (37), we may also introduce an energy consumption penalty given by λ½{S j = S j −1 } to avoid wasting energy on pushing a content item which brings very marginal throughput increase. In this case, the energy penalty factor λ should be added to the path selection and reward update equation, as we did in Eqs. (28) and (29) . 18 For
T with a quantization error of X i up to T . For dependent request delays, the hitting probability is then conditioned on {k
In practice, we may use b additional bits to reduce the quantization error of
Based on the above, we draw a new trellis graph starting from the buffer state S k and remove all the buffer states consisting of content items in the outdated content set F o [k] . 19 Furthermore, we re-calculate the reward of each legitimate buffer state, which is given by (22)- (25) are adopted to find the optimal complete path over the new trellis graph corresponding to the problem (37) . In contrast to the online JPC without feedback, which is determined by the optimal complete path only, the feedback aided online JPC will be jointly determined by both the optimal complete path and the causal feedback. More specifically, if any requested content item belonging to F u [k] is found in the buffer, it will be removed at the end of the kth timeslot, and there is no need to remove any other content item to release buffer space for the content file pushed in the kth timeslot. Otherwise, we remove the content item that is not in S * k+1 (F o [k] ), as planned. As a result, the content files to be pushed by the BS and removed from the receiver buffer in the kth timeslot are given by
From the feedback aided online JPC determined by Eqs. (38) and (39), the initial buffer state of the updated problem (37) in the (k + 1)th timeslot can be written as
The above iteration of updating and solving problem (37) stops when the receiver buffer is capable of caching all the content items that have not been requested yet, i.e.,
The complexity of the feedback aided online JPC is upper bounded by O L N+1 K 2 (N−1)! , because it solves at most K problems (37) by using the same algorithm for problem (21) . Furthermore, the feedback will not incur much signaling overhead, because only the indices of the requested content items are transmitted to update F o [k] . Since the index of each content item has log L bits, the feedback of L − N content requests will result in (L − N) log L bits transmitted.
B. Heuristic Online JPC With Feedback
Driven by the demand for low cost BS and user equipment in practice, we propose a heuristic online JPC with feedback, the complexity of which scales linearly with the total number of content items L. The key idea is a greedy algorithm that maximizes the overall hitting probability in a time window within the near future. Let D denote the size of the time window. 20 Then the probability that a content item F i is requested in the time window [(k +1)T, (k + D)T ) is obtained 19 If new content items arrive at random, we may also add buffer states consisting of these newly generated content items to the trellis graph. 20 The time window size D can be optimized according to the buffer size N . For small N , we tend to choose a small D so that a cached content item is more likely to be read and then removed in the near future.
If the receiver buffer is not full, the BS pushes the content item with the maximalq i [k], which is neither cached nor outdated, i.e.,
, in the kth timeslot. Otherwise, we shall look at the cached content item F j with the smallest q j [k] for F j ∈ S k . If replacing this cached content item can significantly increase the sum hitting probability of all cached content items, we will push the content item with the maximal
in the kth timeslot. At the end of the kth timeslot, we first remove the content items that have been read from the buffer in the kth timeslot. If there is no room to cache the newly pushed content item, we shall also remove the cached content item F j with the smallestq j [k] for F j ∈ S k . As a result, the heuristic online JPC with feedback is given by
where the energy penalty factor ε is introduced to avoid wasting energy on the pushing tasks that only increase the sum hitting probability slightly. The computational complexity of the heuristic online JPC with causal feedback is upper bounded by O(L K ), because it simply finds the maximum of L numbers in each timeslot. 21 
C. Throughput Analysis
In this subsection, we present asymptotic but analytical throughput results for i.i.d. request delays obeying uniform distributions, i.e., X i ∼ U (0, K T ) for all i , as shown in the following theorem.
Theorem 5:
, the effective throughput of the online JPC with feedback can be approximated by 21 The heuristic online JPC policy can also be adopted when only statistical RDI is available. In this case, we may simply insert the hitting probability q i,k instead of the conditional hitting probability Proof: Our proof relies on accumulating the effective throughput contributed by all possible content request patterns m. First, let us show that the effective throughput contributed by request patterns m with ||m|| ∞ ≥ 2 is negligible for large K . Since the event {||m|| ∞ ≥ 2} occurs if and only if at least two content items are requested in the same timeslot, we have
which approaches zero for large K . Hence, the throughput contributed by request patterns m with ||m|| ∞ ≥ 2 can be ignored. We may refer to the patterns m with ||m|| ∞ ≥ 2 as untypical request patterns because lim
Pr{||m|| ∞ ≥ 2} = 0. Next, let us derive the sum throughput contributed by request patterns m with ||m|| ∞ = 1, which are also referred to as typical request patterns for convenience. Intuitively, each typical request pattern occurs with the same probability. Because a total of K L typical request patterns exist, the probability of each one of them is given by K L −1 . Consider a typical request pattern m, the i th non-zero element of which is represented by m κ(i) . In other words, the i th content request is located in the κ(i )th timeslot. Since ||m|| ∞ = 1 implies that each timeslot has at most one content request, we draw the following three conclusions. First, the i th content request appears neither in the first i −1 timeslots nor in the last L −i timeslots, i.e., i
, the total number of typical patterns, the i th content request of which appears in the κ(i )th timeslot, is given by
because i −1 and L −i content requests must be distributed in the first κ(i ) and the last K −κ(i ) timeslots respectively. Third, the number of cached content items in the κ(i )th timeslot is given by
As a result, the effective throughput contributed by the κ(i )th timeslot can be written as
The above three observations allow us to summarize the throughput contributed by all typical patterns as 
K , which approaches 1. Next, let us summarize the first order approximations of effective throughputs contributed by typical and untypical request patterns. From Eq. (45), the probabilities of the typical request patterns with ||m|| ∞ = 1 and untypical request patterns with ||m|| ∞ ≥ 2 are given by 1 −
respectively. An arbitrary typical request pattern has its i th content request located in the κ(i )th timeslot, in which L −i +1 content items are not outdated and N out of them are cached. Since the i th requested content item can be found in the buffer with probability given by N L−i+1 ∧ 1, the conditional effective throughput conditioned on ||m|| ∞ = 1 can be written as
where the last equality is due to the equation
, where is the Euler-Mascheroni constant [37] .
Then we turn our attention to the untypical request patterns which can be classified into two categories, namely, the 1-order and high order untypical request patterns. By a 1-order untypical request pattern, we mean a request pattern where exactly one timeslot has two content requests, i.e., ||m|| 0 = L − 1. By a high-order untypical request pattern, we mean a request pattern that is untypical but not 1-order untypical. Since the probabilities of the 1-order and high order untypical request patterns are given by
and O 1 K 2 respectively, the effective throughput contributed by the untypical request patterns, R T (L), is approximately equal to that of the 1-order untypical request patterns. For a 1-order untypical request pattern, we may simply discard one extra request in the timeslot consisting of two content requests, and then convert it into an equivalent typical request pattern with ||m|| 0 = ||m|| 1 = L −1 and ||m|| ∞ = 1, which has an effective throughput given by
By counting the effective throughputs contributed by both the typical and untypical request patterns, we have
where the second approximation holds by dropping the higher order terms, and the third approximation holds due to the Taylor series expansion ln
To further reduce the approximation error in Eq. (51), we present R as the increasing function with the minimum l P distance to Eq. (51) and thus arrive at Eq. (49).
Theorem 6 implies that when K → ∞, the effective throughput of the feedback aided online JPC R converges to the minimum value of N ln Corollary 3: To achieve a target effective throughput R, the required channel capacity and energy efficiency of the offline JPC are respectively given by
Proof: By substituting K = αC and R = R into Eq. (49) and then solving the equation, we get Eq. (52). For i.i.d. content request delays, the number of content items pushed by the BS is equal to the number of content items read by the user, thanks to the causal feedback. As a result, we have ς = 1. By inserting ς and Eq. (52) into the formula for EE given by η =
, we arrive at Eq. (53).
In contrast to the offline JPC, the required channel capacity cannot become arbitrarily small when the buffer size increases. In other words, the feedback aided online JPC cannot approach the EE bound of an AWGN channel, due to the lack of non-causal RDI. Eqs. (49) and (53) show that its EE is upper
VI. NUMERICAL RESULTS
In this section, numerical results are presented to validate the theoretical analysis and demonstrate the potential of JPC. We shall reveal the importance of RDI and its feedback, as well as the tradeoff between communications and storage resources. In this section, we mainly consider scenarios in which there are totally L = 10 content items, 22 
k , as well as L = 100 content items. Fig. 4 presents the effective throughput R versus the total number of timeslots K , where the buffer size is set to be N = 5. It also reveals how R increases with the pushing channel capacity C,
is approximately a linear function of C. In Fig. 4(a) , the effective throughput obtained via Eq. (32), as well as computations using Eq. (7) perfectly match their corresponding simulation results. 23 The approximate but analytical throughput results given by Eqs. (8), (14), (44), and (49) approach the simulation results for large K . In particular, the approximation errors are smaller than 10% when K is greater than 60. Having validated the theoretical analysis, we turn our attention to the comparison of the three JPC policies. The offline JPC policy achieves a throughput of approximately 10, thanks to its knowledge of noncausal RDI. In other words, all the content items can be read from the buffer with high probability when they are requested. However, the online JPC with only statistical RDI suffers from a very substantial effective throughput loss of 50%. Fortunately, causal feedback of the user's requests recovers over 60% of the effective throughput loss for practical online JPC. For request delays obeying exponential and binomial distributions, the knowledge of RDI also brings significant effective throughput gains, as shown in Fig. 4(b) . Fig. 5 presents the effective throughput R versus the buffer size N, where the total number of timeslots is set to be K = 200. Again, the theoretical results given by Eqs. (8), (14) , (32) , (44), and (49) match their corresponding simulation results very well, as shown in Fig. 5(a) . The throughput of all the JPC policies increases with the buffer size, but in different ways. For offline JPC, an increase in buffer size brings marginal throughput gain because the throughput has closely approached its upper bound L = 10 even when N = 1. In contrast, the buffer size dominates the performance of online JPC policies. When only statistical RDI is available, the throughput increases linearly with the buffer size, thereby 22 In practice, we mainly consider the popular content items with large file size as candidates for pushing and caching, due to the cost for RDI prediction. As a result, there are not many content files that are considered as JPC candidates simultaneously. 23 Due to the computational complexity, we cannot adopt Eq. (7) to calculate the throughput when K is large. Hence, we present computational results only for K ≤ 30, as shown by the zoomed-in curves in Fig. 4 . being very limited in the small buffer case. Fortunately, the causal feedback of RDI can bring over 100% throughput gain to online JPC when the buffer size is less than 4. This comparison demonstrates the potential of the RDI feedback mechanism in practice. For request delays obeying exponential and binomial distributions, Fig. 5(b) demonstrates the significant gains due to the knowledge of RDI again.
To give a more comprehensive view, Fig. 6 presents a three dimensional plot of the effective throughput R versus both the pushing channel capacity C and buffer size N, where we set α = 100. Again, the theoretical results given by Eqs. (8) , (14) , (32) , (44), and (49), match their corresponding simulation results well. It is worth noting that Figs. 4(a) and 5(a) are respectively the vertical cross profile at N = 5, with the horizontal axis linearly scaled by a factor of α, and the vertical cross profile at K = 200 of Fig. 6(a) . The offline JPC achieves the maximal effective throughput given any buffer size and pushing channel capacity thanks to the noncausal RDI. When C N ≥ 1, its effective throughput is very close to the upper bound given by 10. The RDI feedback brings a substantial throughput gain to the online JPC irrespective of the channel capacity C, especially when N is small. For the feedback aided online JPC, the effective throughput is mainly limited by the pushing channel capacity and the buffer size, respectively, in the regions of C 1 and N L, which are therefore referred to respectively as the communication limited and storage limited regions.
In order to demonstrate the communication-storage tradeoff, Fig. 7 presents the level cross profiles of Fig. 6(a) , or more specifically, the contour lines that are formed by the sets of the buffer size N and channel capacity C pairs required to achieve given target effective throughputs R = 6, 8, 9, and 9.5. The analytical results on the tradeoff between the channel capacity C and buffer size N given by Eqs. (18) , (33) , and (52) can be validated because they match their corresponding numerical results well. There exists a phase transition in the communication-storage tradeoff curves, where C decreases sharply with the increase of N, when N is beyond a certain threshold, and then approaches its lower bound slowly and asymptotically, when N is relatively large. By comparing the minimal buffer size required to achieve a target throughput of R = 9, we observe that the offline and feedback aided online JPC can save about 89.2% and 29.3% of the buffer space required by the online JPC without feedback. As a result, the more RDI knowledge a JPC policy has, the better communication-storage tradeoff it achieves. Fig. 8 presents both the energy efficiency η and energy consumption per bit η −1 versus the buffer size N, where the left and right vertical axes correspond to η in bit/J and η −1 in J/bit, respectively. The parameters of the AWGN channel are set to be n 0 = 1 and W = 1. The EE η of the three JPC policies is obtained by using Eqs. (19) , (34) , and (53), respectively, while energy consumption per bit η −1 is simply the inverse of η. It is observed that both the offline and feedback aided online JPC exhibit the phase transition property, where η increases sharply with the buffer size N, when N is beyond a certain threshold, and then approaches an upper bound slowly and asymptotically. The more knowledge about the RDI a JPC policy has, the smaller phase transition threshold the buffer size N has. The phase transition behavior gives the insight that in practice, the user device should allocate a large enough, but not too large buffer space for JPC, in order to avoid either too much capacity requirement along with too low EE, or too low buffer utilization. Let us further compare the asymptotic EE upper bounds given a target throughput R = 9. The offline and feedback aided online JPC achieve about 133% and 114% energy efficiency gain over the online JPC without feedback, respectively. When the buffer size is large, the offline JPC achieves an EE given by 1.44, which is equal to the maximal EE of an AWGN channel with n 0 = 1. The feedback aided online JPC achieves an EE upper bound give by 1.22, which is strictly smaller than the maximal EE of an AWGN channel, due to the lack of noncausal RDI. For R = 3, the EE of the online JPC without feedback decreases with the increase of the buffer size N when N is greater than a threshold of 3.26, which confirms our analysis at the end of subsection IV-B and implies that the buffer size for this policy should be carefully chosen in practice.
VII. CONCLUSION
In this paper, we have studied (N, K , p X )-JPC with noncausal, statistical, and causal content request delay information, also referred to as joint pushing and caching, that determines when and which content items to push to and remove from the receiver buffer in order to maximize the effective throughput given the constraints of receiver buffer size and pushing channel capacity. With noncausal RDI, an offline JPC has been presented to reveal an upper limit of the effective throughput. With statistical and causal RDI, two online JPC schemes that adopt dynamic programming over trellis graphs to maximize the expected throughput have been proposed. From a more practical perspective, we have also presented a heuristic online JPC with causal RDI feedback having linear complexity. Given each RDI assumption, we have analyzed the effective throughput and EE of (N, K , p X )-JPC. It has been shown that both the effective throughput and EE increase with the receiver buffer size. When the buffer size is relatively small, the causal feedback of content requests substantially improves the effective throughput and EE of online JPC, thereby showing that feedback mechanisms are of substantial importance in practice. We have also seen that, given a target effective throughput, there exists a fundamental tradeoff between the communication and storage resources exploited by content pushing as well as a phase transition behavior whereby a slight difference of the buffer size may result in significantly different channel capacity requirements and EE.
Interesting topics for further study include multiuser JPC over broadcast and multi-access channels, physical layer designs such as ARQ or adaptive modulation and coding for JPC, machine learning methods for understanding RDI via big data analysis, JPC for delay tolerant traffic, pricing mechanisms for JPC, and the applications of JPC in cognitive radios and energy harvesting communications.
