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ABSTRACT
The problem of texture measurement definition is studied. A 
theory is presented in order to overcome the problem. This theory 
includes a conceptual framework for the general measurement definition 
problem. This framework is based on the concepts of a perceptual 
transform, a perceptual space, a measurement transform and a simila­
rity transform. Using this conceptual framework and a particular 
choice for the similarity transform, a set of requirements are defined. 
These requirements can be used to create a formal method for defining 
measurements off the GLC matrices. The formal procedure is based 
on preserving perceptual relationships among textures. To apply this 
technique a perceptual norm, a least-squares procedure and a synthesis 
procedure are needed. Each of these components are investigated and 
the motivation for selecting each of the methods used is presented. 
Individually, these components are tested in order to see if they are 
appropriate for use with our technique.
Finally, a feasibility study is discussed to demonstrate the 
possibility of using this technique to solve for measurements. The 
problem was to define measurements given a limited number of textures.
The defined measurements are studied in order to establish their 
contributions. It is shown that the newly defined measurement are 
gauging the periodicity and the symmetry of patterns, perceptual enti­
ties that have been demonstrated to be important in the human vision 
system.
xxv
INTRODUCTION
This dissertation is conceptually divided into three parts: a 
statement of the problem and a description of a proposed technique to 
solve it; selection of the components to use with the technique and a 
demonstration that all the selected individual components works as 
they should; and finally the application of the entire system to a 
problem of measurement definition. Chapter One reviews how measure­
ments have been developed and states the general measurement defini­
tion problem. A formal mathematical procedure for defining measures 
is then presented. In order to apply this formal technique a 
series of components are needed: psychological-scaling, a least-
squares process and a way to generate textures (synthesis procedures). 
Chapter Two reviews phychological-scaling and a method is selected. 
Experiments were performed to show the feasibility of using this com­
ponent in the proposed technique. In Chapter Three we develop the 
necessary equations needed for the least-squares process. Chapter 
Four reviews the current texture generation procedures and describes 
those methods that seem most appropriate for use with our technique.
In Chapter Five the technique is tested on a problem of measurement 
definition. The newly defined measurements are then presented.
Chapter Six explores the problem encountered in the application of 
the technique and analyzes the new measurements to determine the types 
of image qualities they gauge. Chapter Seven concludes the research 
and makes recommendations for future work.
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CHAPTER ONE
A STUDY OF THE PROBLEM OF 
MEASUREMENT DEFINITION
l.l. Intnoduction
The scene analysis problem is one of the oldest and most 
difficult in computer vision. The problem is to partition a given 
scene into labeled regions corresponding to the objects and patterns 
of interest. The desire is to have the computer label the objects 
and patterns as would be recognized by the human observer. Computer 
vision is the construction of explicit, meaningful descriptions of 
physical objects from images [1].
The series of processes involved in computer vision can be 
illustrated using the diagram of Figure 1.1. Part of the problem is 
in the selection of the image analysis operators. If one wants to 
have a truly robust computer vision system, it must have early vision 
operators which can match at least the preattentive mechanisms of 
human perception, i.e., the level obtainable without cognition. The 
objective must be to have operators which can perform the variety of 
tasks perceptual psychologists believe humans perform in the analysis 
of images.
From the diagram shown in Figure 1.1, the intrinsic image 
contains the necessary information to be used by a segmentation
3IMAGE ANALYSIS
RETINAL
IMAGE
INTRINSIC SEGMENTATION
SCENE ANALYSIS
INTERPRETATION 
USING WORLD 
KNOWLEDGE (COGNITION)
Figure 1.1. Series of Processes Involved in Computer Vision.
Here image analysis refers to those processes 
which are image based and do not require the in­
corporation of world knowledge. Scene analysis 
refers to those processes which label the objects 
in the scene based on information from the image 
analysis operators and whatever world knowledge 
can be employed.
4procedure. The better this information is the better the segmentation 
and more accurate the labeling which can be obtained.
There are two basic approaches to segmentation: edge detection
based on dissimilarity judgements and region growing based on simi­
larity judgements. Some of the properties used to make similarity/ 
dissimilarity judgements are: similarity in gray level, color, multi-
spectral properties, and texture. Of all the above properties, tex­
ture seems the most general. But due to the nature of the texture 
analysis algorithms which have been developed, texture has not played 
a prominent role in computer vision systems.
One would like a texture analysis algorithm which can obtain the 
following three levels of proficiency:
LEVEL 1 - the lowest level of proficiency is simply to dis­
criminate various textures using "any means." This 
allows supervised pattern recognition methods to be 
employed. In particular, it allows measurement 
selection methods to be used. This is required since 
the original measurement set may contain highly cor­
related measures some of which may not gauge any 
relevant information. Thus, heuristically defined 
measures can be used to accomplish this function.
LEVEL 2 - The second level of proficiency requires the algorithm 
to differentiate textures in an unsupervised mode, 
e.g., segmenting a textured scene without prior know­
ledge of what will appear. To perform this task
5seemingly requires some type of metric so that points 
in the measurement space which are near to one another 
can be grouped together and points far apart can be 
labelled differently. This metric is one that pre­
serves perceptual similarity/dissimilarity.
LEVEL 3 - For the third level, the algorithm has to gauge visu­
ally perceivable qualities in images. Examples of 
such perceptual entities include symmetry detection, 
periodicity detection, uniformity and proximity, edge 
detection, and corner detection.
No single algorithm has thus far been developed which can obtain pro­
ficiency levels two and three.
From the requirements of the second and third levels, one can see 
that it is important that the measures agree as much as possible with 
human perception. . What characteristics should such measures have? To 
answer this question it is useful to study how texture measures have 
been defined.
Before going to the next section, it is necessary to point out 
that this work is oriented to accomplish the second level of pro­
ficiency.
1.2 Background
Some of the methods developed for texture discrimination 
have been based on statistical approaches and others on structural ap­
proaches. For a review of both approaches see reference [2]. The 
texture measures developed for image analysis can be grouped in three
6categories: heuristically based, model based, and perceptual based.
1.2.1 Heuristically Based Measures
Haralick, et al., [3] presented a general procedure for 
extracting textural properties of digital image data. This texture 
analysis was based on the gray level cooccurrence (GLC) matrices.
They suggested a set of 14 textural measures which can be extracted 
from the GLC matrices.
In [4], Haralick, et al., pointed but that there exists little or 
no theory to aid in defining textural measures. Rather, the measure­
ment definition process is determined intuitively, rationalized 
heuristically, and later justified pragmatically and empirically. In 
other words, there is no formal method for defining measures. The 
measures are developed heuristically and then tested to determine 
their utility.
In their work, they found that the measures they defined contain 
information about such image textural characteristics as homogeneity, 
gray-tone linear dependencies (linear structure), contrast, number 
and nature of boundaries present, and the complexity of the image.
But they also pointed out that it is hard to identify which specific 
textural characteristics are gauged by each of these measures.
To find the significance of 3 of the 14 measures they performed 
an experiment. This experiment consisted of studying the values of 
the three measures computed from two images with distinctly different 
textural characteristics. For two of their other measures (entropy 
and correlation), they pointed out that ther are some intuitive
7expectations on how these measures should behave. They also perform­
ed another experiment using aerial imagery. This experiment consisted 
of 12 image classes with 6 samples in each class. They ordered these 
classes for each measure according to the modes of values and gave., 
comments on the ordering of categories by some of the measures. They 
commented that the ordering reflects their subjective perception.
In their comparison study, Weszka, et al., [5] studied the re­
lative merit of measures used in three different texture methods.
This study involved the classification of two sets of terrain samples. 
They attempted to normalize the measurement sets with respect to 
their orientation and size sensitivity. They chose the measures to 
be used intuitively, basing the choice on how sensitive the features 
are to texture coarseness. For example, using the Fourier power 
spectrum approach, they rationalized that a course texture will have 
high values of Fourier power spectrum concentrated near the origin, 
while in a fine texture the value for the Fourier power spectrum will 
be more spread.
Galloway [6] described a set of texture measures based on gray 
level run lengths. To define the measures to be used in this ap­
proach, she computed functions analogous to those used by Haralick, 
et al., [3]. She intuitively argued the utility of these measures.
For example, she had a measure that squares the number of run lengths 
for each gray level and sums them. The sum of the squares is then 
divided by the normalizing factor of the total number of runs in the 
image. It was claimed that this measure should guage the gray level 
nonuniformity of the picture. This follows because when runs are
equally distributed throughout the gray levels, the function takes 
on its lowest values.
From the above examples one can notice that the measures in this 
group are defined intuitively, rationalized heuristically with their 
significance later justified based on some test using images or using 
the overall percentage of correct classification.
1.2.2 Model Based Measures
Schachter et al., [7,8,9] developed a class of image 
models called mosaic models that views an image as a random pattern, 
and model it using an appropriate random field. In particular, their 
mosaic texture models tessellate a picture into regions and assigns a 
gray level to each region according to a specified probability den­
sity function.
They pointed out that the models can, in principle, be used to 
predict statistical texture properties such as those commonly used 
for texture classification. But each of the models presented is 
restricted to particular types of textures, and its uses will depend 
on the kind of image one wants to classify. For example, for the 
Rotated Checkerboard Model, they noted that natural textures cannot 
be expected to fit this model too closely, but it might be appropriate 
for certain man-made textures. In their experiments, they found that 
this model is of use on textures that have regular appearance, and 
that tend to have spatial periodicity.
Measures are defined from the parameters of the model such as 
area, distance, etc. The measure they used was the expected squared 
gray level difference between two points of the texture given a
9distance apart (variogram of the model). In [9], Schachter related 
some terms (patchiness, coarseness, etc.) that are used to character­
ize image textures, to texture variograms and correlation functions 
obtained from their different texture models. Ahuja, et al., [10] 
presented some specific points of comparison between mosaic models and 
conventional statistical texture analysis. He concluded that the 
large number of possible models provides a means of controlling or 
matching many different texture features. In [11], Ahuja presented a 
method of selecting the type of model and evaluating its parameters 
for application purposes. Some experiments with the mosaic models 
were presented in [12]. Reference [13] presents a survey of image 
models.
The model-based measures are defined by assuming the model that 
best fits the image, and then estimating the parameters which define 
this model.
1.2.3 Perceptual Based Measures
Kaiser [14] carried out an experiment to see if the 
autocorrelation function had any relationship to the texture with 
which photointerpreters see in images. He used a series of seven 
aerial photographs, and he determined the autocorrelation function of 
the images with a spatial correlator. He assumed that the auto­
correlation function was circularly symmetric and computed it only as 
a function of radial distance. He found the distance d for each image 
such that the autocorrelation function at d took the value 1/e.
Then he asked several subjects to rank the seven images on a scale 
from fine detail to coarse detail, and he correlated the ranking with
10
the distance corresponding to the (l/e)th value of the autocorrela­
tion function. The result for the correlation coefficient was very 
high, and this established that at least for his data set, the auto­
correlation function and the subjects are gauging the same type of 
textural image features.
Mitchell, et al., [15] described a technique for image texture 
analysis which uses the relative frequency of local extrema in gray 
level as the principal measure. He based his measure on the intui­
tion that the important texture information for the human visual sys­
tem is contained in the relative frequency of local extrema in 
intensity.
Tamura, et al., [16] defined texture features approximating 
those of visual perception. They selected six basic image features 
as textural properties. Those features are coarseness, contrast, 
directionality, line-likeness, regularity, and roughness. They per­
formed a psychological experiment where the above properties were 
scaled. Then they defined six computational measures corresponding 
to the above properties. One can say that those measures were 
heuristically defined. They developed each measure using the criter­
ion of getting the highest rank correlation between the computational 
and psychological measurement. They tried also to find a similarity 
measurement using certain combinations of the features they developed. 
The result was that their measures could not describe similarity well.
Conners [17] showed that the inertia measure extracted from the 
GLC matrix can be used to gauge certain visually meaningful qualities 
of textural pattern, e.g., periodicity. He showed that this measure
11
can be used to characterize the unit pattern and placement rules for 
almost periodic textures.
In [18], Hsu, et al., attempted to relate the measures that they 
defined for their RADC/Hsu texture measurement extractor to the human 
visual texture recognition process. They compared the human simi­
larity/difference judgments of textural patterns based on real world 
images with outcomes of their measurement extraction system.
Wermser and Liedtke [19] presented a method to do textural 
analysis using a model of the visual system. This model is essenti­
ally based on directional filters. They tried to find a model of 
human texture perception for parametric description of textures and 
for the automatic detection of texture differences in natural images.
One can say then that perceptual-based measures are always 
defined using heuristic reasning, and then efforts are made to cor­
relate them to psychological data.
1.2.A Background Summary
From the above sections, one can summarize that heuristi­
cally defined measures are suboptimal in that they may not gauge 
relevant information about textures. Consequently a measurement 
selection algorithm is seemingly always required,and hence algorithms 
based on these types of measures can only be assured of reaching pro­
ficiency level one.
For the model-based measures, the model used is, by necessity, 
a simple one, and its applicability to real world scenes is always 
under question. Perceptually based measures are defined heuristically 
and then attempts are made to correlate them with perceptual features.
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The above implies the need for another method for defining 
measures. The characteristic or goal of such method must be as 
follows:
1 - to have a mathematical formal method,
2 - to have the measures defined be applicable to a broad class
of textures,
3 - and to have the measures to be perceptually based preserving
visual similarity.
The first characteristic indicates the desire for a general methodo­
logy which can remove the imprecision from the measurement definition 
process (eliminating intuition, heuristics, etc.). The other charac­
teristics indicate the desire for a measurement set which can at 
least match the second level of proficiency.
Before ending this section, let us point out that to match the 
second level of proficiency, one must have a norm that pre­
serves perceptual similarity/dissimilarity. Zobrist, et al., [20] 
attempted to create such a norm. His method was to solve for the 
norm given a particular set of measures. However, not every measure­
ment set will allow such a norm to be defined, e.g., the case of 
heuristically defined measures may gauge irrelevant information. To 
have such a norm, it is required that each measure gauge some meaning­
ful information and further that all the important perceptual infor­
mation be gauged by the measures.
1.3 CoOC.C.UHAQ.nc.Q. V\atnxx
Since the major thrust of this study is to define measures
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from the GLC matrices, a brief description of these matrices and the 
justification for concentration on them will be given.
1.3.1 A Description of the GLC Matrices
To define a GLC matrix some preliminary definitions are
in order.
2
Definition 1: A tile T is a subset of the Euclidean plane, E ,
which is a closed topological disk.
Definition 2: A function
a:E2 -* E2 (1-1)
is called an isometry or congruence transforma- 
2
tion if it maps E onto itself and if the function
preserves distance. That is, if the vector x and
2
the vector y are points in E then
x-y = |a(x)-a(y) (1- 2)
A gray level cooccurrence matrix S(6,T) = [s(i,j,6,T)] then is 
a matrix of estimated second-order probabilities where each element 
s(i,j,6,T) is the estimated probability of going from gray level i to 
gray level j given the displacement vector 6 = (Ax,Ay) and T, the 
region size and shape used to estimate this probability. In this 
context T is a tile such that s(i,j,6,T) is estimated from the re­
striction of the picture function g(x) to a(T) where a is a transla­
tion isometry. Computationally, S(6,T) is determined using the 
equation
s(i,j,5,T)= 0{x-1x ’-x+5--e 0XT),g(x)=i’,glx_±51=j-} (1_3)
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where N = 0{x/x, x+S e T} and where 0 denotes the order of the set,
i.e., the number of elements.
In what follows it is frequently convenient to consider 
<5 = (Ax,Ay) not in a cartesian form but rather in a polar form 
6 = (d,0) where d = max[Ax,Ay] and 0 = arc tan (Ay/Ax). In this po­
lar form d is called the intersample spacing distance and 0 is called 
the angular orientation.
The cooccurrence matrices would seemingly be motivated by the 
early work of Julesz [21]. Darling and Joseph [22] were the first to 
define measures off these matrices for use in texture analysis. 
Haralick, et al., [3,4] used these matrices as the heart of a texture 
analysis system, the Spatial Gray Level Dependence Method (SGLDM). 
From each cooccurrence matrix, five measures are typically defined. 
These measures are the energy, entropy, correlation, local homo­
geneity, and inertia measures. See reference [23] for the forms of 
each of these measures.
1.3.2 Motivation for Using the GLC Matrices
Weszka, et al., [5] compared the relative abilities of 
the Spatial Gray Level Dependence Method (SGLDM), Power Spectra 
Method (PSM), Gray Level Run Method (GLRM), and the Gray Level Dif­
ference Method (GLDM) to discriminate terrain types from aerial 
photographs. The metric of comparison was the percentage of overall 
correct classification. One of their conclusions was that the mea­
sures based on the SGLDM and the GLDM did about equally well in 
separating the various classes considered and that the discriminatory 
power of the SGLDM and the GLDM improves when several intersample
15
spacing distances are used.
This comparison method has several drawbacks, but the most impor­
tant of all it does not provide any insight into why one algorithm 
performs poorly and another performs well. This means that it cannot 
be used, for example, to determine whether the set of measures de­
fined on the power spectra are inadequate thus causing its poor per­
formance on a particular problem or whether the power spectra is 
itself at fault because it does not contain all the important texture 
information needed to do the discrimination.
In [23], Conners and Harlow developed a new theoretical evalua­
tion procedure to overcome the shortcomings of the Weszka, et al., 
approach. This methodology is not dependent on the set of measures 
used with an algorithm but rather it gauges the amount of important 
texture-context information contained in the intermediate matrices of 
the algorithm. They evaluated the same algorithms used by Weszka, 
et al. The results obtained by this method can be stated as follows:
1. the GLC matrices contain more important texture-Context 
information than the intermediate matrices of any of 
the other algorithms;
2. the discriminatory power of the GLC matrices increases 
as more 6's are used;
3. to infer visual qualities of patterns in general re­
quires more than one <5 value be used; and
4. the measures typically defined on the GLC matrices,
i.e., the one used in the SGLDM do not gauge all the
16
important texture-context information contained in the 
GLC matrices.
These results are reinforced by the fact that in those areas where 
there was an overlap there was a very good agreement between the re­
sults obtained using the new theoretical method and those obtained by 
Weszka, et al.
The only difference between both studies was that Weszka et al.,
conclude that the SGLDM and the GLDM did about equally well dis­
criminating certain terrain types while Conners et al., conclude that 
the GLC matrices contain more important texture-context information 
than the intermediate matrices of the GLDM. The Conners et al., re­
sult suggest the SGLDM should be more powerful than the GLDM. Hence 
one would expect some noticeable difference in the performance of the 
two algorithms on real world data, i.e., the type used by Weszka et 
al. An explanation for this difference is the poor quality of the 
measurement set defined on the GLC matrices. That is, consider the 
textures shown in Figure 1.2. These two textures can be discriminat­
ed based on information contained in the GLC matrices. However,
these two textures cannot be discriminated based on values of the 
five measures typically used with the GLC matrices. Consequently, 
this leads one to believe that the comparable performance of the 
two algorithms on the terrain data might be due to the poor quality 
of the measures and not to the fact that the GLC matrices do not 
contain more texture-context information than the intermediate 
matrices of the GLDM.
Another algorithm which has been shown to be comparable to the
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Figure 1.2. Two textures which cannot be discriminated by the
energy, entropy, correlation, local homogeneity and 
inertia measures but which can be discriminated by 
information contained in the GLC matrices.
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SGLDM is the max-min method developed by Mitchell, et al., [15]. They 
compared the max-min procedure to the SGLDM using a classification re­
sult comparison. The comparison together with the fact that the 
max-min method is computationally less complex than the SGLDM would 
seemingly make it a desirable alternative. However, it is unclear 
how many 6 values were used in the application of the SGLDM. Con­
sequently, the full power of the SGLDM may not have been utilized.
Also Figure 1.3 shows a simple texture pair that cannot be discrimi­
nated by the max-min method, but the GLC matrices contain information 
that can be used to easily discriminate these patterns. These argu­
ments demonstrated that the GLC matrices are innately more powerful 
than the max-min method.
Another justification in using this GLC matrices, is the fact 
that the second-order probabilities gauged by these matrices are be­
lieved to be capable of matching the primitive level of human texture 
perception. This result is called the Julesz conjecture [21]. This 
conjecture states that a necessary condition for two textures to be 
visually discriminable is that they have different second-order prob­
abilities .
A number of recent papers have presented counter examples to the 
Julesz conjecture [24-29]. Some of the early patterns were, at best, 
barely discriminable and hence unconvincing. The later counter ex­
amples are however quite distinct. In Figure 1.4, one counter example 
is shown. Given the quality of the later counter examples it seemed 
appropriate to consider these textures in some detail since they 
seemingly challenge the adequacy of the GLC matrices to match a level
19
Figure 1.3. Very simple textures which cannot be discriminated 
by the max-min method.
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of human perception. In particular, Caelli and Julesz [25-27] have 
speculated that second-order probabilities were not adequate unto 
themselves but rather that other "detectors" were also required. In 
their experiments a total of four detectors were supposedly found 
which are required to augment the second-order probabilities.
An analysis of similar textures lead Gagalowicz [28,29] to a 
different conclusion. He came up with a revised form of the Julesz 
conjecture. This revision states that a necessary condition for two 
textures to be discriminable is that they have different "local" 
second-order probabilities, i.e., second-order probabilities comput­
ed over a small region of the image. The previous form of the con­
jecture had involved "global" statistics, i.e., those computed over 
a very large area. It is this revised conjecture which indicated 
second-order probabilities gauged by the GLC matrices are capable of 
matching a level of human perception.
A third justification is given by reference [30]. It is the 
demonstration of an inverse texture preserving GLC matrix transform. 
The inverse transform is capable of regenerating a texture based 
solely on the GLC matrices computed from the texture. Figure 1.5 
shows an example of a reconstruction. This reconstruction was done 
using the computer program described in reference [31].
Another justification is based on the fact that measures defined 
on GLC matrices have been used successfully on a variety of problems 
[3-5,17,22,32-40]. Also GLC matrices contain both edge information 
and first-order probability information about the distribution of the 
gray levels. These matrices contain structural information about
22
b)
Figure 1.5. (a) A picture of raffia scanned from Brodatz [43].
(b) The reconstructed image of raffia. The recon­
struction is based entirely on the values of 
GLC matrices computed from the image shown in 
part (a).
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periodic textures [17,40] structural information believed important 
in human perception [40]. All these justifications indicate the im­
portance of these matrices, and the need to attempt to define new 
more powerful measures, ones which gauge all the important texture- 
context information contained in GLG matrices.
1 . 4  A Theon.y Ion. MeaAurement Definition
This theory provides a conceptual framework for the 
measurement definition problem. This framework motivates the formal 
mathematical definition process [41].
1.4.1 Conceptual Framework
This framework is based upon the concepts of
a perceptual tranAfonm, H 
a perceptual 4 pace, n 
a measurement tnanAfonm, M 
a meaAurement Apace, HI 
a Aimilanlty tranAfonm, E 
For the definition of these concepts let set I'J be the set of all 
possible textures and let a texture W, denote an element of W,
i.e., W e ft/.
Definition 3. The perceptual tranAfonm,
n(W) = [TT1(W),....... j F ^ C W ) ] 11, is the
vector of visual features "computed" by 
the human perceptual system.
Definition 4. The perceptual Apace, is a n-dimensional 
space where each axis corresponds to a
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visual feature "computed" by the human 
perceptual system, i.e., each axis corres­
ponds to a component TT^ (W) of the perceptual 
transform II (W), i.e., II:W-*A.
Let us point out that the concept of a perceptual transform and per­
ceptual space plan an important role in all image analysis measure­
ment definition problems since the ultimate objective of any image 
analysis algorithm is to at least match human perceptual abilities.
In this model, it is assumed that two visually distinct textures are 
represented by two different points in the perceptual space and that 
two visually identical textures are represented by the same point.
Definition 5. The me.cukd'ie.me.vit thavU,^ofm,
M(W) = [^(W) ,  m^(W) j , represents
the vector of texture measures where each 
component is a texture measure.
Definition 6. The rmaAUAZmiLnt Anact, PI, is a
k-dimensional space where each axis of PI 
is a component of M(W) , i. e. , M: flWP.
Definition 7. A A-lmctaAAXtJ &uiftA{)OHX!\, E, is a correspon­
dence which maps the points of 12 into the 
points of PI, i.e., E:f2-HP.
Definition 8. The set of measurements defined by M(W) is 
said to match human perceptual ability if
E(IT(W)) = M(W) (1-4)
for all W e W.
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Figure 1.6 presents the interrelationships that exists among the 
perceptual transform, perceptual space, measurement transform, mea­
surement space and similarity transform.
The goal of any measurement difinition problem must be to "match" 
human perceptual abilities. Under the above framework the type of 
"match" is specified by the similarity transform between human re­
sponses and machine responses. In other words, "match" is defined in 
terms of a similarity transform. Hence the goal of the definition 
process can be stated as given a similarity transform define a set 
of measures M such that
E(n(W)) = M(W)
for all W e I’J.
Let us now concentrate on what the similarity transform must be. 
From a theoretical point of view the best set of measures is one 
which satisfies
E(JI(W)) = M(W)
for all W e W where I is a linear transform defined by the n x n 
identity matrix. If such were the case, II =M. This indicates the re­
quirement that the perceptual space and the measurement space be the 
same. This means that the resulting algorithm would work exactly the 
same as the human vision system.
However, to accomplish this one would have to know exactly how 
human vision works. Unfortunately, given the present state of per­
ceptual psychology and neurophysiology such an objective is impossible. 
To better illustrate this point let us use the block diagram
PERCEPTUAL
SPACE
PERCEPTUAL
TRANSFORM
TEXTURES
SIMILARITY
TRANSFORM
MEASUREMENT
TRANSFORM
MEASUREMENT
SPACE
Figure 1.6. The interrelationship which exist among the perceptual 
transform H. the perceptual space S2, the measurement 
transform M, the measurement space ffl, and similarity 
transform £.
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presented in Figure 1.7. The scene is input through the eyes to the 
first box where the preattentive mechanisms of perception are 
"computed" resulting in, as output of this box, a series of preatten­
tive perceptual measures. These preventative measures enter the cogni­
tion block where world knowledge is applied and the recognition of 
the scene is performed.
To have a similarity transform defined by the identity matrix, 
all the steps inside the box of preattentive mechanisms of perception 
have to be known. Marr [42] intended to determine the steps involved 
in this first box but he could not complete it.
Thus one must ask what kind of similarity transform can 
realistically be considered? To answer the question let us use our 
illustration. One can consider the first block as a black box, a 
system. One can then analyze what are the desirable characteristics 
one would want of similarity. Such an analysis will give us a 
broad class of possible similarity transforms, for example, requiring 
the similarity transform to be linear. The objective is to abstract 
a set of requirements which define a class of similarity transforms in 
such manner that any transform in this class can force a high degree 
of similarity to exist between the perceptual space and the measure­
ment space.
1.4.2 Set of Requirements
The set of reasonable requirements are as follows:
1. The similarity transform E should be one-one.
2. If and V^ are two vectors in the perceptual space 
then
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EARLY VISION
SCENE
PREATTENTIVE
MEASURES
SCENE
RECOGNITION
PREATTENTIVE 
MECHANISMS OF 
PERCEPTION
COGNITION
Figure 1.7 A Block Diagram of a Conceptualization of 
the Human Vision System.
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|| I i v p  - Z(V2)|| = || Vr V2 || p (1-5)
where || . || is some norm on the measurement space 
and || . || p is a perceptual norm on the perceptual 
space.
3. For each measure iru a component of M, there exists 
two visually distinct textures say and W 2 such 
that
mi^l^ ^ W  (l-6a)
but
mi (^1) = (l-6b)
for all j =)= i.
The requirements given above define a class of permissible 
transforms for I. This class, in essence, specifies how different 
one is prepared to let the perceptual space and the measurement space 
be.
Let us now explain what there requirements mean. The first 
requirement guarantees that for any two visually distinct textures, 
and W 2 ,
M(WX) =)= M(W2) (1-7)
To see this remember that and W 2 being visually distinct implies 
that
n(w1) 4 n(w2) (1-8)
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If Z is one-one then
E(ncw1)) + z(n(w2)) (1-9)
for W^ and W2 visually distinct. Thus if
£(H(W)) = M(W) 
for all W e W, then one has that
M(W1) =j= M(W2)
which is precisely needed to assure that the textures W^ and W2 can 
be discriminated by the measurement set.
The second requirement assures that perceptual similarity will 
be preserved, forcing textures which are close together in the per­
ceptual space to be close together in the measurement space. The 
third requirement expresses the desire to have as few measurements in 
the measurement vector as possible.
What is left to do now is to try to verify experimentally the 
above requirements. In the next section, a verification procedure is 
laid out and as a result the formal procedure for defining measures 
is given to us.
1.5 PohmaJL Pn.oczd.LUiz ion defining M cclaukca
Using the requirements presented in the previous section, 
one can arrive at a formal definition procedure. To use this formal 
procedure, it is necessary to specify the type of intermediate matrix 
from which the measures are to be defined, and the general form the 
measures will be allowed to take. For purposes here, these 
specifications are given in the form of two underlying assumptions.
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Assumption 1. The GLC matrices contain all the important 
texture-context information.
Assumption 2. The information concerning the visual qualities 
of texture patterns that is contained in the GLC 
matrices can be gauged using measures which are 
linear with respect to the elements of these 
matrices. That is, only measures of the form
m = H  c S(i,j,6,W) (1-10)
i j
need be used, where m is the measurement, the c..
ij
are constants, and the s(i,j,6,W) are elements 
of the GLC matrix S(6,W)
While Assumption 2 might seem very restrictive, one would 
suspect that the visual information contained in a GLC matrix is re­
lated to the size and dispersion of the elements of the matrix. 
Classically, the dispersion of elements or mass over some bounded 
region has been measured using moments. Noncentral moments represent 
only one form of possible linear function computed from the matrix 
S(6,W).
For the justification of Assumption 1 see Section 1.3.2 in this 
Chapter.
Next we will examine how these requirements can be verified. In 
doing this, one will determine what techniques are needed by our for­
mal procedure for defining measures.
1.5.1 Verification Requirement One.
To verify the first requirement a method for generating
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textures which have controllable measurement values is required.
Given Assumption 1, M(W) can be considered as the composition of two 
functions, i.e.,
M(W) = \l> o <j>(W) (1-11)
where <j> is a matrix valued function which, given a texture W, 4>(W) is 
a GLC matrix of W and \p is a vector valued function whose components 
are the measures computed form the GLC matrix (W). In terms of the 
above notation, given M(W), the problem is to generate a texture W 
such that
W = (j>-1 o 1 (M(W) ) . (1-12)
The problem is to find a texture synthesis method which can
-1 -1 -1generate (f> and \p of M(W). Let us call (M(W)) the inverse im­
age of a set of fixed measurement values. To compute the inverse 
images, Assumption 2 makes the computational problem easier. For 
example, to find the inverse image of a set of fixed measurement 
values, M(W), the only requirement is a set of linear equations, i.e., 
equations defining the measures themselves and other equations and 
inequalities specifying that the inverse image must be a second-order 
probability matrix. Note that the inverse image may be considered a 
point (i.e., a matrix), a polyhedral whose interior points each re­
present a matrix. To compute <|> ^ one needs only a technique that, 
given the second-order probabilities, one can generate the texture.
For example, the modified Gagalowicz Synthesis procedure (see 
Chapter 4).
Then, suppose that one has defined a set of measurements M(W).
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The question that must be answered is whether M(W) is complete, i.e., 
whether for any two visually distinct textures and V^,
M(W1) ^ M(W2)
Again the linearity simplifies this determination. Suppose that
c  = [ c15c 2 ,  , c k ]
is a permissible set of values of M(W).
To determine whether M(W) is complete, one must first find the
polyhedral defined by ip "*"(C). Each element of this polyhedral re­
presents a vector which defines a possible GLC matrix which is mapped 
to some point in the measurement space. That is, if A is a point in 
the polyhedra, then Tp(A)=C. To determine whether M(W) is complete 
requires that no points, i.e., matrices, in this polyhedra be such 
that a visually distinct texture pair can be generated from them.
To substantiate this hypothesis given the linearity assumption 
on the measurement only requires that one examine the vertices of this 
polyhedra. Given these vertices the Gagalowicz procedure can be used 
to generate the appropriate texture pair, one pair for each possible 
combination of the vertices. If any of these are visually distinct, 
then M(W) is not complete. The above techniques are aimed at
establishing that, given a set of measurements M(W), requirement 1 is
satisfied for the set of measurements.
1.5.2 Formal Mechanisms for Measurement Definition
In verifying the second requirement, a formal mechanism 
for measurement definition is specified. Let us recall that the
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second requirement demands that the measures preserve textural 
similarity. In particular, it states that given any two textures W^, 
and
|| m (w 1)-m (w 2) || = || n(w1)-n(w2) ||- (1-13)
where || . || is a norm on the measurement space and || . | is a per-
P
ceptual norm on the perceptual space.
Clearly, to verify this requirement one must have a perceptual 
norm. Given this perceptual norm, one must have a least squares pro­
cedure which will pick the measurement set which minimizes the sum of 
the squares of the error terms. One must also have the norm of the 
measurement space and a synthesis procedure.
1.5.2.1 Perceptual Norm
The norm which seems best suited for the measurement 
definition problem is called the "the law of comparative judgment."
For a complete description see Chapter 2. This method allows n things 
to be ranked based on pairwise responses obtained over all possible 
combinations of n things taken two at a time. This ranking can be 
obtained as follows. First, one can obtain n textures. Then one can 
form texture pairs from these textures by forming every possible pair­
wise combination of them. Using these pairs as data, two pairs at a 
time can be shown to an observer. This observer would be asked to 
pick which of the two pairs is the most visually distinct. Given 
these responses to the texture pair comparison, an overall ranking of 
the relative discriminability can be obtained using the law of com­
parative judgment.
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1.5.2.2 Least Squares Procedure
Let r^ be the relative ranking of texture pair i.
Further, let
where h^^J), be the vector of all the rankings. Given this set of 
responses and a measurement set M(W), the question is, how well does 
this measurement set match the human responses? In other words, 
suppose and are two textures which comprise texture pair i.
The question is does
|| M(W1±) - M(W21) || = r. (1-14)
where r^ is the ranking obtained from the application of the law of 
comparative judgment. Clearly it seems unlikely that a measurement 
set can be defined using the above equation for i=l,....,h. Rather 
it seems more probable that for each possible measurement set M(W)
|| M(W1;.) - M(W2±) || = r ± + e± (1-15)
where e_^  represents an error term. Then the most reasonable thing to
do would be to pick the measurement set which minimizes the sum of 
the squares of the error terms, i.e., a least squares fit. Chap­
ter 3 describes in more detail this least squares process.
1.5.2.3 Texture Synthesis
For the experimental verification of the set of 
reasonable requirements, it is necessary to have the capability to 
generate textures. Since a basic assumption is that the GLC matrices
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contain all the important texture-context information and the GLC 
matrices are matrices of estimated second-order probabilities, our 
method (or methods) used for generating textures are restricted to 
the following: methods in which one can generate textures from the
given second-order probabilities (eg. the Gagalowicz synthesis 
method) or methods which allow the generation of textures whose 
second-order probabilities can easily be determined (eg. the Markov 
synthesis method).
It must be recalled that in the verification of requirements one 
needs a method which allows the generation of textures with con­
trollable measurement values. This method could be a modification of 
the Gagalowicz synthesis method (see Chapter Four).
For the verification of requirement two, a data base of texture 
pairs is needed. To create a data base, one must make sure that the 
texture pairs used are reasonable samples reflecting the characteris­
tics of all possible textures. Further, in creating the texture 
pairs to be used it is important to keep in mind the purpose of the 
study. The aim is to create a set of measurements which can match 
the capabilities of spontaneous human texture perception. It is de­
sired that the measurements "resemble" the preattentive mechanisms of 
human perception. Consequently it seems appropriate not to use 
real world textures in selecting the data. Judgments about familiar 
textures could be clouded by learned cognitive reactions rather than 
being based solely on the values of "preattentive features" extracted 
by the visual system. Therefore, it seems most appropriate to use 
randomly generated patterns to create the data base of texture pairs.
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A method that could be used to create the data base of texture pairs 
is the Markov synthesis method (see Chapter Four).
1.5.2.4 Norm for the Measurement Space
One can state that the goal of the least squares analysis 
is to pick the set of measurements which best satisfy
|| m (w 1) - m (w 2) || =|| n(w1) - n(w2)|| (1-L&)
for all W^, W2 e W where || . || is a norm of M. There are two possi­
bilities for choosing the norm. The first is that one can make an 
arbitrary choice such as the Euclidean norm. The rationale is that 
for the types of simple textures considered the norm used will not 
affect the measurements defined. By this one means that the measure­
ments defined using different norms will only vary by some "constant 
scale factor." If this is the case then there is no problem.
The other possibility is that one could specify a general class 
of norms and use the least squares analysis to not only solve for 
M(W) but also for the norm. An example of a general class of norms 
is
K  n  1 / p
II M(W1)-M(W2)|| = ( X (mi(W1)-m.(W2))P) (1-17)
i=l
If this class of norms were used then one of the objectives of the 
least squares analysis would be to solve for the p which best matches 
the data.
At present, it is not known which one of these two procedures 
should be used. However, to reinforce the fact that there is some
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question concerning the norm, an assumption concerning the choice of 
norm will be given. The assumption merely states the choice that 
will be initially used and it will flag the fact that more considera­
tion may be in order.
Assumption 3. The appropriate norm to define on the measure­
ment space M is the Euclidean norm.
1.6 Summa/LLf
A theory for measurement definition was presented using a 
conceptual framework that helps one in conceptualizing the measure­
ment definition problem and at the same time states the goal of the 
measurement definition problem as being one of defining a vector of 
measures M(W) such that
E(II(W)) = M(W)
for all W e W and for some similarity transform, E, in a specified 
class of transforms. Further, the framework provides insight into 
the class of transforms which should be considered as desirable. 
Consequently, it can be said that this framework adds to the under­
standing of the problem.
A class of permissible transforms for E was defined using three 
requirements. To verify these requirements a series of components 
and assumptions are needed.
Figure 1.8 shows a block diagram of a proposed system that 
solves for an "optimal" set of measures.
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Figure 1.8 General block diagram of a proposed system that 
solve for an optimal set of measurements.
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CHAPTER TWO
PERCEPTUAL RANKING
In the preceding chapter, a theoretical method for defining tex­
ture measures was presented. The goal of such a measurement definition 
was to obtain measures that match human judgments of perceptual simi­
larity. This goal can he stated mathematically as the desire to have
||m (w 1) - m (w2) | | = | |n(w1) - n(w2)||
This mathematical statement indicates that if one can evaluate
||n(w1) - n(w2)||
then one can determine a set of measures which "best fits" this set of 
values. This chapter describes a method to evaluate the right side of 
the equation and proves this method's utility in the measurement de­
finition process.
2.1 P6ych.ologic.aJt Seating
A good way to evaluate ||.|| is to use a scaling method. Due to 
the fact that we want our measures to gauge texture similarity, such a 
scaling has to reflect this fact. Since this perceptual attribute is 
not a physical one, a psychological-scaling method has to be chosen.
For this purpose, one needs a method for data collection, (e.g., the 
method of paired comparisons), and an analytical method that operates 
on the data to obtain the scaling (e.g., the law of comparative judg-
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ment).
The method that seems best suited for our purpose is the method 
known as the law of comparative judgment (LCJ) developed by Thurstone 
[1]. This method allows n things to be scaled based on the pairwise 
responses obtained over all possible combinations of n things taken 
two at a time. The attribute that one wants to scale is the relative 
visual differences among a set of texture pairs. Therefore, our n things 
are n texture pairs and the scaling determines the relative discrimin- 
ability of the pairs, i.e., which pair is the most visually distinct, 
which is the next most visually distinct, etc. The pairwise responses 
are experimental data obtained by showing subjects two texture pairs 
at a time. Each subject is asked to independently give his opinion 
as to which of the two pairs is the more visually distinct.
In what follows, a background on psychological-scaling will be 
given and .the reason for selecting the LCJ will be presented. A de­
scription of the LCJ is given in section three. Section four presents 
a mathematical formulation of the LCJ. A feasibility study based on 
the experimental procedure and the results obtained from this study 
is presented in section five. Section six presents the conclusion.
The software documentation and a user guide for the programs necessary 
to use the LCJ procedure are presented in reference [2],
2.2 Background.
For the measurement definition problem, a perceptual ranking 
(scaling) is necessary. A psychological experiment has to be perform­
ed in order to obtain this scaling. This section presents a brief 
background on psychological scaling, and the reason that motivates the
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selection of the psychological scaling method (LCJ).
The measurement of observers' responses to stimuli grew up in what 
is called psychophysics. Psychophysics was defined by Gustav Theodor 
Fechner as "An exact science of the functional relations of dependency 
between body and mind."[3] As developed by Fechner [4], psychophysics 
include both the measurement of sensory attributes and the quantifica­
tion of perception. In order to correlate these psychological scales 
with physical measurements of the stimuli, he suggested that the sensa­
tion intensity was proportional to the logarithm of the stimulus in­
tensity.
L.L. Thurstone [1] pointed out that there were two classes of 
psychophysical methods. One class required that the experimenter be 
able to obtain some physical measurement of the stimulus, and to con­
trol this measurement for purposes of his experiment. Examples of this 
class are the method of average error and the method of minimal changes
[5]. The second class involves cases where precise measurement and 
controlled variation of the physical characteristics of the stimuli 
are not possible (psychological-scaling). In other words, in the meth­
ods belonging to the first class the end results are values on a 
physical scale. Whereas the end results for methods of the second 
class are values on a psychological scale. The method of paired com­
parisons is a method for handling this second category of experiments.
In his overview of psycholophysical scaling methods, F.N. Jones
[6] divided the psychological scaling into two approaches: the direct
method and the indirect method. The direct method requires that judg­
ments be made either according to some predetermined ratio given by
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the experimenter, or made in terms of real numbers. Thus the data 
collection involves a judgment in terms of a scale external to the 
stimuli themselves. Examples of methods that belong to this group are 
methods involving judgment of assigned intervals, fractionation methods, 
methods of multiple production or multiple judgments, the constant 
sum or ratio partition method, and magnitude estimation.
In the indirect methods, the unit is based on variability of dis­
crimination (confusion) not on direct estimation. Actually, data col­
lection is "direct" for these methods, because what is required is 
direct judgments of differences among stimuli. One of the methods that 
belong to this group is the law of comparative judgment. For the de­
scription of the different methods for handling the direct cases and 
indirect cases the reader is referred to references [3,5-13].
The original Fecherian idea was based on what he called Weber's 
law [4]. That is, if a just noticeable difference requires a constant 
proportional increase in the stimulus and sensation intensity is the 
sum of the just noticeable difference, a function dr/R = k, may be 
written for some probability of discrimination, and if one assumes that 
this relationship holds for very small increments and that sensation 
intensity is the sum of the just noticeable difference, one may regard 
this formula as giving the relationship between the stimulus and sub­
jective increment. Upon integration, this leads to the statement that 
S = k log R. Now, if what one needs is the Weber fraction (k), and if 
one assumes that it is constant over a long range of stimuli above 
threshold, any psychophysical method that yields a measure of discri­
mination will give a subjective scale. In practice, this is not done.
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The above is known as classical psychophysical method.
Modern work on indirect scaling was begun by Thurstone with the 
publication of the LCJ. The idea was that as stimulus whether physical 
or otherwise gives rise to a hypothetical discriminal process within 
the subject which, for various random reasons, varies from presentation 
to presentation of the same stimulus. The LCJ can be considered as a 
probabilistic model. This model assumes that the scale positions be­
longing to the psychological objects are themselves stochastic. Hence 
the scale position does not have a fixed value but is regarded as a 
stochastic or random variable with an associated probability density 
function. An assumption is needed for the form of the density func­
tion. A popular assumption is that the scale positions are normally 
distributed.
The most usual method of obtaining data for use in scaling accord­
ing to the LCJ is by means of paired comparisons. The main advantage 
of the method of paired comparisons is that it yields an estimate of 
subjective distance over the range of whatever stimuli are used. There 
are two main disadvantages with this approach. First, there must be 
some degree of confusion between adjacent stimuli since, if not, no 
estimate of distance is possible. The second disadvantage is that the 
method requires a good many judgments for the amount of information ex­
tracted.
Other scaling methods have been developed, all using the method 
of paired comparison or a variation of the method, to try to overcome 
the above disadvantages. These methods are not appropriate to be used 
in our experiment. Examples of these methods are the composite stand­
ard [12], and the one proposed by Guttman [14].
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Another procedure for obtaining a comparative judgment is the 
method of rank order. In this method the subject is asked to arrange 
a set of stimuli in accordance with the amount of some property present 
in the stimuli. This method differs psychologically from paired com­
parisons in that stimuli are all presented at the same time and hence 
the judgments are made in the context of the total range, whereas the 
total range enters into pair comparisons only by way of some memory 
process. Deriving a scale from the ranked data can be accomplished 
in one of two ways. The first explicity assumes that the stimuli were 
drawn from a population of stimuli that is normally distributed with 
respect to the property of interest [12]. The second method is derived 
from the LCJ [12]. The advantage of the method of rank order is that 
it is less time consuming than the method of paired comparisons.
Yet another scaling procedure is the method of categorical judg­
ment developed by Torgerson [3]. Using this procedure the subject is 
presented with a succession of stimuli that he is to place in an appro­
priate category, where the experimenter has a priori determined the 
number of categories to be used. This method is not appropriate for 
our experiment.
In reference [15], Hevner compared, on the basis of empirical data, 
some of the commonly used methods of gathering data for constructing 
psychological scales. Three methods were compared: the method of rank 
order, the method of equal appearing intervals, and the method of paired 
comparisons. The LCJ, in its simplest form (case V), was used to get 
the scaling for the method of paired comparisons. For the equal 
appearing intervals the calculation of scale values was a simple pro-
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cedure. Hevner found that the method of rank order and the method of 
paired comparisons were superior to the equal appearing intervals.
Both methods gave approximately the same scale values, that is, the 
relationship between them is linear.
Saffir [16] also made a comparison study. He pointed out that 
results obtained by the Hevner study is not a check on the validity 
of the psychophysical methodology involved, since the same psychophysi­
cal process (Case V of Thurstone's LCJ) was applied to the data ob­
tained by both methods. His comparison study considered the same three 
methods studied by Hevner. Two statistical procedures were used to 
compare the results of the three scaling methods. He concluded that 
all the methods employed in his study produce equally valid scales 
and the choice of methods can be governed by a matter of convenience. 
What is left then is to select the method that seems suitable for the 
perceptual ranking.
For selecting the method to be used in this formal measurement 
definition study, certain considerations need to be taken into account. 
First the method chosen has to be a well known method, one which is 
a well accepted scaling procedure. Second, it has to fit very well 
with the experimental procedures required by our measurement defini­
tion technique, e.g., time of presentation, stimulus formation, etc.
Of all the techniques mentioned, the technique that seems best suited 
for our experiment is the method of paired comparisons employing the 
LCJ. The LCJ is applicable not only to the comparison of physical 
stimuli intensities but also to qualitative comparative judgment such 
as those of excellence of specimens in an educational scale, and it
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has been applied in the measurement of such psychological values as a 
series of opinions on disputed public issues. It has been used for 
scaling social values, nationality preferences, temperature moisture, 
the lifted-weight experiment, etc. More recently this law was used 
by Tamura et al. [17] to construct psychometric prototypes with which 
the measures computed from a set of texture could be compared.
Let us point out that the method of paired comparisons is much 
more elaborate and costly than its nearest competitor, the method of 
rank order. In fact it will limit the number of texture pairs that 
can be ranked by our technique. But nevertheless, this method can give 
us more control in our experiment procedure in order to prove the feasi­
bility of our technique. In the next section, a complete description
of the LCJ is given.
2.3 The Law oh Compasicitive Judgment [LCJ]
The law of comparative judgment is a set of equations relating 
the proportion of times any given stimulus k is judged greater on a 
given attribute than any other stimulus j to the scale values and 
standard deviations of the two stimuli on the psychological scale (con­
tinuum). The set of equations is derived from the postulates present­
ed in the next subsection.
2.3.1 The Psychological Theory
Thurstone [1] postulates a one-dimensional psychological scale 
onto which stimuli are mapped. The nature of this scale is left un­
specified, it may be psychic, physiological or both. The concepts are 
as follows: each time a stimulus is presented it is presumed to be
represented by a point along the psychological scale. The location of
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the point is determined by an unknown discriminal process by which 
the organism indentifies, distinguishes, discriminates, or reacts to 
stimuli. Because of the uncertain nature of a person's perceptual 
state, the same stimulus does not always excite the same discriminal 
process. It is assumed that repeated occurrences of a stimulus pro­
duce a frequency distribution of discriminal processes along the psy­
chological scale. It is usually assumed that the frequency distribu­
tion of these discriminal processes is normally distributed, i.e., 
these random events will tend to describe a normal distribution around 
a mean. The mean is associated with the scale value of the stimulus, 
and the standard deviation is interpreted as the unit of measurement 
along the internal scale.
For convenience, Thurstone represented each stimulus on a hypo­
thetical psychological continuum by the single discriminal process 
corresponding to the mean of its distribution of discriminal processes. 
By using the standard deviation of the distribution of discriminal 
processes as units of measure, scale value are then established. Thus 
the means of the discriminal processes are the scale values measures 
measured on an interval scale in units of standard deviation. Pairs 
of stimuli are represented for judgment to obtain an empirical esti­
mates of the distance along the psychological scale separating each 
stimulus from every other one.
Consider the theoretical distribution of discriminal processes 
for any two stimuli j and k as shown in Figure 2.1. These stimuli 
are associated on the psychological scale with their respective normal 
distribution of discriminal processes with means y^ and y. and stand-
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Figure 2.1 Theoretical distribution of discriminal processes 
for stimuli j and k. The mean of the distribution 
are Uj and with standard deviations a-j=aic- In­
tensity of the psychological stimuli increases to 
the right along the x axis.
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ard deviations and o . If the two stimuli were presented together 
to an observer on a large number of occasions, each would excite a 
discriminal process on each presentation i.e., a point along the scale.
These two discriminal processes are compared. On those occasions 
when the process associated with k is greater on the scale than the 
process for j the observer will judge k to be greater than j , and vice 
versa. Since the two distributions are normal, no value for a process 
is impossible. The two distributions will overlap, and theoretically 
a stimulus will not be judged greater than another on 100% of the 
trials. In Figure 2.1, it is clear that k will be judged greater than 
j on most occasions since most of the distribution for k has higher 
values than the one for j . But assuming random sampling from each 
distribution, we can expect a reversal once in a while i.e., (j > k).
2.3.2 The Method of Paired Comparisons
The law of comparative judgment assumes that each stimulus has 
been compared with each other stimulus a large number of times. Hence, 
the law requires that data of the form "the proportion of times any 
stimulus k is judged greater than any other stimulus j" are available. 
The direct method for obtaining empirical estimates of these propor­
tions is known as the method of paired comparisons. This method is 
essentially a generalization of the two-category case of the method 
of constant stimuli, where each stimulus is compared with a single 
standard and in paired comparisons each stimulus serves, in turn, as 
the standard.
In paired comparisons, each stimulus is paired with every other 
stimulus. That means that with n stimuli there are thus n(n-l)/2
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paired comparisons. Each pair is presented to the subject. The sub­
ject's task is to indicate which member of the pair appears greater 
with respect to the attribute to be scaled. The subject must designate 
one of the pairs as greater, and no equality judgments are allowed.
This is consistent with the derivation of the law, wherein the prob­
ability of a zero discriminal difference is vanishingly small.
To obtain data from which the proportion may be estimated, a 
large number of comparisons have to be made for each pair of stimuli. 
There exist three alternatives where the necessary replication might 
be obtained:
1. having a single subject judge each pair a large number of 
times,
2. many subjects each judge each pair once, or
3. several subjects each judge each pair several times.
The choice of these alternatives may well depend on the purpose of 
the experiment, the extent of individual differences, and the nature 
of the stimuli.
Caution has to be taken in order to use either the first or third 
alternative in that the stimuli should be such that no extraneous 
differentiation cues are available to the subject. If the subject can 
identify the stimulus pairs, there is the possibility that he will 
base his later judgments on his memory of his earlier judgments of 
the pair.
In the law of comparative judgment, no explicit provision is made 
for time or space errors. Nor is there provision for changes in per­
formance due to fatigue or practice effects, or for judgments based
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in part on factors other than the relative magnitudes of the discriminal 
processes. Therefore, it is necessary to control experimentally the 
conditions that might introduce these biasing effects. Most of these 
factors can be controlled in the assignment of the relative positions 
(spatial or temporal) of the members of each stimulus pair and the 
order of presentation of the pairs themselves.
An experiment can be controlled by randomization of relative 
positions and order. This method is not the most efficient one. More 
efficient methods use counterbalancing procedures. For example, time 
(or space) errors can be controlled by arranging the members of the 
pairs so that half the time each stimulus appears first (or to the 
left, below, etc.) and half the time second (to the right, above, etc.). 
Perhaps, the best procedure is to counterbalance each pair of stimuli: 
e.g., with stimulus pair j, k, present j first half the time, k first 
the other half. Practice or fatigue effects can be controlled by re­
versing the order of presentation of the pairs for half of the subjects 
(or trials).
In [3], Togerson presents a list of additional precautions, some 
of which may or may not be relevant for any given experiment. These 
additional precautions are:
1. Keeping pairs having one stimulus in common maximally sep­
arated in the order or presentation.
2. Arranging pairs so that "correct" responses are approximate­
ly evenly divided between first and second members of the 
pairs.
3. Arranging pairs so that there is no detectable systematic 
pattern of "correct" responses.
4. Arranging pairs so that there is no systematic
57
variation in difficulty of judgment.
5. Varying the order or presentation from trial to trial to
eliminate serial learning of response pattern.
Ross [18] gives a table of the balanced optimal orders for odd 
numbers of members from five to seventeen. Also, he presented his 
general method for calculating orders of presentation. His orders are 
optimal in the sense that a) each stimulus appears first in half the 
pairs of which it is a member, b) pairs having one stimulus in common 
are maximally separated in the order of presentation, and c) there 
is no detectable pattern of "correct" responses. His orders have the 
following advantages:
1. They maintain the greatest possible spacing between pairs in­
volving identical members.
2. They are so balanced as to remove time and space errors.
3. They avoid regular repetitions which might have suggestion 
effects.
4. By repeating the series in reverse order fatigue effects may 
be balanced out.
5. From these orders for odd-number of members, the optimum even- 
number orders may be obtained by a simple rule.
In [19], Wherry showed that Ross's optimum lists are not optimum 
in all senses, and he presented an empirically derived list for seven 
items (n = 7) which is superior to the list given by Ross [18]. Also, 
a method is given, whereby any list, arrived at either rationally or 
empirically, may be rewritten in 8n different ways, by use of four 
steps given in [19]. It is shown that 2n of these lists may be com­
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bined in such a fashion that fatigue effects are cancelled out. The 
disadvantage of this method is the complexity of use, i.e., 2n lists 
have to be created to show to the observers. Then it seems appropriate 
to use Ross's method with our technique.
2.4 MathmcuticaZ FomuJLcution ofa the LCJ
In the analysis of stimulus pairs, one does not directly measure 
the variance and mean of an individual frequency distribution of the 
discriminal processes. Instead, one is receiving information on the 
frequency distribution of differences generated by all possible pairs 
of processes selected from the two distributions of the discriminal 
processes. Hence, one needs to translate the information on the in­
dividual processes into information on the distribution of differences 
and vice versa. To do so requires that some assumptions be made.
One wishes to estimate the distance between stimuli and use this
information to locate the stimuli relative to each other along a one­
dimensional psychological scale. Let us assume that each pair is 
associated with a single hypothetical distribution of differences gen­
erated by pairing all possible discriminal processes in j with all 
discriminal processes in k. Therefore, the subject uses the differences 
in the magnitude of discriminal processes to make a decision concern­
ing the dominance of one stimulus over another. From statistics, the 
difference between the means of two normal distributions is equal to 
the mean of their differences.
Therefore, to find the differences in scale values for two stim­
uli (k and j), the mean of their distribution of differences has to
be found. This mean can be measured arbitrarily from a point repre­
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senting those cases where the difference between two discriminal pro­
cesses, one for each stimulus, is 0. Let us locate, for convenience, 
the zero point as the mean discriminal process for the stimulus j . 
This transformation may be done by substracting the original mean vu 
from all discriminal process in both distributions. Then the mean of 
the discriminal processes of j would be zero (ik - p^ = 0), and the 
mean of the discriminal processes of k would be - y . This value 
is also the mean of the difference between all possible discriminal 
processes. This is easily proved by recalling that the new distribu­
tion was created by taking differences between pairs of discriminal 
processes, one from each of the discriminal processes.
Let us pick a discriminal process with a value s from distribu­
tion k (Figure 2.1) and calculate the mean difference between s and 
all discriminal processes in j. This average will be s, since the 
discriminal processes of j is symmetric around 0. That is, for every 
discriminal process with value x there is one with value -x with the 
same density defined by the discriminal processes, of j, and their 
effects cancel. If one repeats this procedure for all discriminal
processes in k produces, a symmetric distribution around p, - p. will
k I
results. Hence the mean of the difference of the discriminal pro­
cesses is p, - p.. k
Figure 2.2 presents a hypothetical distribution of differences,
with a mean p. - p. and a standard deviation a, .. Let us define d, k j kj k
as an arbitrary discriminal process for stimulus k and d^  be an arbi­
trary discriminal process for stimulus j. The shaded area in 
the Figure 2.2 indicates the proportion of times the difference 
d^ - dj will be positive, and the unshaded area indicates the propor-
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Figure 2.2. Hypothetical normal distribution of
differences between discriminal processes 
(dk-d-s). Data obtained bY pairing stimuli 
j ana k on may occasions. The shade por­
tion to the right of the zero point gives 
the proportion of times stimulus k was 
judged greater than stimulus j . The quan­
tity Z^ -j is the difference in scale values 
measured in a,, . s units.
( k j)
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tion of times the differenced^ - d^ will be positive, and the unshaded
area indicates the proportion of time d, - d. will be negative.
K 3
The normal density function may be defined by the equation:
The total area under the curve is 1. By integrating Equation (2-1) 
the area under any section of the curve may be determined.
The distribution function cannot be expressed in closed form in terms 
of elementary functions. The distribution function is usually tabu­
lated for a normal random variable that has a mean value of zero and 
a variance of unity (standard normal distribution). It is often de­
signated by 4>(x) and is defined by
By converting the probability with which k > j (shaded area on 
Figure 2.2) into a cumulative standard normal distribution, one ob­
tains a standardized measure of the difference between discriminal
where a, . is the standard deviation of the difference of stimulus pairs, 
kj
The standard deviation of the difference between two normal distri­
bution is
(2-1)
x
dy. (2-2)
—  CO
v^ T
(2-3)
—  00
(2-4)
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a.. = r r ;  2 : (2-5 )
kj ak + a. - 2rk .V .
where r. . is the correlation coefficient. For the derivation of Equa- 
kj
tion (2-5) see Appendix A in reference [20].
Rearranging Equation (2-4)
\  - “j - Zkj 0kj <2-6)
and substituting Equation (2-5) into Equation (2-6), one obtains 
Thurstone's complete law of comparative judgment
^  = Zkj (°k2 + aj2 " 2rkj°kaj)1S (2"7)
where p, and p. are the mean values for stimuli k and j respectively, 
k 3
a, and o. are the standard deviations for stimuli k and j. r. . is thek j kj
correlation coefficient between stimuli k and j . Z. . is the normal
k J
deviate corresponding to the theoretical proportion of time stimulus 
k is judged greater than stimulus j.
The LCJ is not solvable in its complete form because whatever 
the number of stimuli there are always more unknowns than observation 
equations. For example, with n stimuli, there are n scale values, n 
standard deviations, and n(n-l)/2 independent correlations which are 
unknown. Since the zero point of the scale can be set arbitrarily at 
the scale value of one stimulus, and also since the unit can be taken 
as one of the standard deviations, this leaves 2(n-l) + n(n-l)/2 un­
knowns. Against this we have only n(n-l)/2 observation equations - 
one for each independently observable proportions. The number of 
equations is always 2 (n-1) less than the number of unknowns. Symplify-
63
ing hypotheses are thus necessary in order to make the law workable.
Thurstone [1,21] presented five cases of the LCJ. In case 1, the
complete form of the LCJ can be used making at least one assumption.
The correlation between discriminal deviations is practically constant 
throughout the stimulus series for a single observer. Case 2 is the 
same as case 1. The only difference is the use of several observers. 
Case 3, case 4, and case 5 denote three special sets of equations ob­
tained from various simplifying assumptions.
Before going to the next section, let us describe how the obser­
vational data is rearranged to be used by the LCJ. After each of the
n(n-l)/2 pairs of stimuli have been presented a large number of times, 
we have as raw data the number of times each stimulus was judged great­
er than each of the other stimuli. These observed frequencies may be 
arranged in the n x n squared matrix R. The general element r(j,k), 
which appears at the intersection of the jth row and kth column, de­
notes the observed number of times stimulus k was judged greater than 
stimulus j . The diagonal cells of matrix R will ordinarily be left 
vacant. No comparisons are made between the same stimulus. Since 
the symmetric cells (e.g., r(2,3) and r(3,2)) sum to the total number 
of judgments made, the matrix contains n(n-l)/2 independent cells.
Let us construct matrix P from matrix R. The element p(j,k) is 
obtained by dividing the element r(j,k) by the number of total obser­
vations, and it is the observed proportion of times stimulus k was 
judged greater than stimulus j. Diagonal cells are, again, ordinarily 
left vacant. Symmetric cells now sum to unity (e.g., p(2,3) + p(3,2)
= 1).
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After the matrix P is constructed, the basic transformation matrix, 
X, is constructed. The element x(j,k) is the unit normal deviate corre­
sponding to the element p(j,k), and may be obtained by referring to a 
table of areas under the unit normal curve. The element x(j,k) will be 
positive for all values of p(j,k) over 0.50, and negative for all val­
ues of p(j,k) under 0.50. Proportions of 1.00 and 0.00 cannot be used 
since the x values corresponding to these proportions are unboundedly 
large. When such proportions occur, the corresponding cells in matrix 
X are left vacant. Zeros are entered in the diagonal cells. The ma­
trix is skew-symmetric: that is, the symmetric elements sum to zero, 
since, e.g., x(2,3) = - x(3,2).
Matrix X contains the sample estimates x(j,k) of the theoretical 
values found in the equation of the law of comparative judgment. The
element x(j,k) is an estimate of the difference (y, - y.) between
K 1
scale values of the two stimuli measured in units of the standard de­
viation of the distribution of discriminal differences. Each inde­
pendent element of matrix X is an estimate of a value for one equation 
of the law.
2.5 Ex.ptfvmQ.nti> with the. LCJ
In this section, a few experiments were developed to prove the 
feasibility of the LCJ.
In the method of paired comparisons, each texture pair is paired 
with every other, resulting in n(n-l)/2 pairs of texture pairs for n 
texture pairs considered. Each pair of texture pairs is presented to 
an observer, whose task is to indicate which member of the pair appears 
to be greater with respect to the attribute to be scaled. In our case,
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the attribute to be scaled is the visual difference among the set of 
texture pairs. The observer must designate one of the texture pairs 
as greater with no equality judgments being allowed.
A large number of comparisons have to be made for each pair of 
stimuli to obtain data from which the proportion may be estimated.
In [20], three alternatives were presented where the necessary repli­
cation might be obtained. From these alternatives, alternative number 
three was selected with one variant. Instead of having several ob­
servers judge each pair several times, one will have several observers 
judge each pair two nonconsecutive times. Using this alternative in 
that way, we limit the amount of knowledge the subject can acquire 
that can influence his decision. Also, if one changes the order or 
prsentation each time fatigue can be ruled out [18]. Tamura et al.
[17] used, 48 observers (28 men and 20 women) for their psychological 
experiments with a total of 48 observations. For our experiments, 10 
observers were selected (8 men, 2 women) with a total of 20 observa­
tions.
It is necessary to experimentally control the conditions 
that might introduce biasing effects. These conditions can be con­
trolled by the order of presentation of the pairs. Our experiment uses 
the general method presented by Ross [18] for calculating the order 
of presentation. His general method was developed for odd numbers.
To be used for an even number n, one must determine the optimal order 
for the next higher odd number i.e., n + 1, and eliminate the pairs in­
volving the extra member. Appendix 2A, at the end of this chapter, pre­
sents the Ross technique. Using this optimal order the biasing effects
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presented are eliminated.
Given the order or presentation, it is necessary to comment about 
the duration of stimulus presentation. It should be recalled that the 
main purpose of the study is to create a set of measurements which can 
match the capabilities of spontaneous human texture perception. For 
this reason, one needs to select a time such that the decision made by 
the observer as to which one of the texture pairs is more visually 
distinct is based on a preattentive mechanism rather than on the use 
of cognition. So the time selected has to be such that the observers 
do not use any knowledge (scrutinizing) in making their decisions.
From experiments which were conducted, the time which seemed best for 
our presentation was five seconds. Frisch and Julesz [22] used five 
seconds for their experiment on figure-ground perception.
2.5.1 Experimental Procedures
This section describes the experimental procedures developed and 
an experiment performed to demonstrate that the LCJ is a suitable 
methodology for our work in texture discrimination. The first step 
was to generate texture data with known analytical properties.
2.5.1.1 Data Preparation
Five textures were generated using a Markov texture generation 
program [23]. In Appendix 2B at the end of this chapter, Figures 2B.1 
through 2B.5 show the five textures, the transition matrices, and the 
initial distributions used to generate each of these textures. These 
five textures were created using a convex combination of the transi­
tion matrix for the first texture and the transition matrix for the 
last texture. The equation used was as follows:
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For a = 0 the transition matrix for the first texture is obtained, 
for a = 1 the transition matrix for the last texture is obtained.
These two matrices were arbitrarily selected. The other values for 
a were 0.25, 0.50, and 0.75. Using these five textures (n = 5), 11 
textures pairs (n{n-l}/2) + 1 were generated. This represents all 
possible pairwise combination of 5 textures plus one. The extra "tex­
ture pair" is actually a uniform Markov texture, the texture shown in 
Figure 2B.3. This uniform texture is used to identify a zero point in 
the perceptual scaling. Note this uniform texture should represent 
the least visually distinct "texture pair" of all the 11 texture pairs 
considered. Table 2.1 shows the transition matrices used for the gen­
eration of each of the texture pairs.
To identify the texture pairs which were generated, the following 
nonmenclature is used: ALP and a number. For the texture pair obtain­
ed using the texture in Figure 2B.1 (a = 0) and the texture in Figure 
2B.3 (a = 0.50) is called ALP(0,50).
These texture pairs were generated on a CRT. A photograph was 
taken of each pair at the same lighting conditions, lens aperture and 
shutter speed. The film used was a 35 mm black and white film (KODAK 
PLUS X). The development processes for the film and prints were main­
tained at the same conditions to avoid difference due development.
The size of each print was 3 1/2 by 3 5/16 inches. For our experi­
ment, 55 texture pairs were created and mounted on a 8 by 10 inches
+ (1 - a)\
8 0 •2 \
0 .4 .6 J . (2-8)
2 .6 • 2 /
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Table 2.1 One step transition matrices for the generation 
of the texture pairs. The initial distribution 
was the same for all cases (1/3 1/3 1/3).
.2 .6 .2 .2 .6 .2 .2 .6 .2 .2 .6 .2
. 6 .4 0 . 6 .4 0 . 6 .4 0 .2 0 .8
.2 0 .8 .2 0 .8 .2 0 .8 .2 0 .8
.35 .45 .20 .5 .3 .2 .65 .15 .20 .8 0 .2
.45 .40 .25 .3 .4 .3 .15 .40 .45 0 .4 .6
.20 .15 .65 .2 .3 .5 .20 .45 .35 .2 .6 .2
ALP (0, 25) ALP(0,50) ALP(0,75) ALP(0,1)
.35 .45 .25 .35 .45 .20 .35 .45 .20 .5 .3 .2
.45 .40 .15 .45 .40 .15 .45 .40 .15 .3 .4 .3
.20 .15 .65 .20 .15 .65 .20 .15 .65 .2 .3 .5
.5 .3 .2 .65 .15 .20 .8 0 .2 .65 .15 .20
.3 .4 .3 .15 .40 .45 0 .4 .6 .15 .40 .45
.2 .3 .5 .20 .45 .35 .2 .6 .2 .20 .45 .35
ALP (25, 50) ALP(25, 75) ALP(25 ,D ALP(50,75)
.5 .3 .2 .65 .15 .2 .5 .3 .2
.3 .4 .3 .15 .40 .45 .3 .4 .3
.2 .3 .5 .20 .45 .35 .2 .3 .5
.8 0 .2 .8 0 .2 .5 .3 .2
0 .4 .6 0 .4 .6 .3 .4 .3
.2 . 6 .2 .2 . 6 .2 .2 .3 .5
ALP(50 ,D ALP (75 ,D ALP (50 ,50)
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gray matted board no. 924A, with a separation between texture pair of 
2 1/4 inches following the order given in Table 2.2. Figure 2.3 shows 
a photograph of the board. The 55 texture pairs represent all possible 
pairwise comparisons of the 11 texture pairs.
2.5.1.2 Presentation
Four our experiment, fifty five boards (see Figure 2.3) were pre­
sented to 10 subjects. Each subject made two sets of observations with 
an hour of separation between each set. The first set of observations 
followed the order given in Table 2.2 For the second set of observations 
the data was presented in the reverse order of Table 2.2 Each observer 
judged which of the two texture pairs shown on a board was the more 
visually distinct. Each board had a presentation time of five seconds.
At the end of the five seconds the observer circled on a given paper 
either A or B depending on which of the texture pairs was more visually 
distinct. The instructions given to each observer was as follows:
This is an experiment to rank the relative visual difference 
among a set of texture pairs. You are asked merely to circle 
the texture pair that is the most visually distinct. For 
example, given texture pairs A and B, if the texture pair 
A is more visually distinct than texture pair B, you circle 
the letter A. If the texture B is more visually distinct 
than texture pair A, you circle the letter B. If you find 
it difficult to decide simply circle one of them anyway.
Be sure to circle one of the letters even if you have to 
make a guess. You will have five seconds for each set of 
texture pairs.
Five minutes were dedicated for the above instruction and any rele­
vant questions.
2.5.2 Experimental Results
Our experiment was to scale the eleven texture pairs. Tables 2.3 
and 2.4 show the raw frequency matrix and the proportion matrix ob-
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of presentation obtained from Ross' Method for the 11 texture pairs.
Right (B) Board No. Left (A) Right (B)
ALP(0,50) 29 ALP (25,50) ALP(0,1)
ALP(0,75) 30 ALP (25,75) ALP(0,75)
ALP(0,1) 31 ALP(25,1) ALP(0,50)
ALP(25,50) 32 ALP(50,75) ALP(50,50)
ALP (25,75) 33 ALP(50,1) ALP(75,1)
ALP (0,25) 34 ALP (0,25) ALP(25,50)
ALP(0,50) 35 ALP(0,1) ALP(25,75)
ALP(50,50) 36 ALP(0,75) ALP(25,1)
ALP(75,1) 37 ALP (0,50) ALP(50,75)
ALP(50,1) 38 ALP(50,50) ALP(50,1)
ALP(50,75) 39 ALP(75,1) ALP (0,25)
ALP(0,75) 40 ALP(25,75) ALP(25,50)
ALP (0,1) 41 ALP(25,1) ALP(0,1)
ALP(25,50) 42 ALP(50,75) ALP(0,75)
ALP(25,75) 43 ALP(50,1) ALP(0,50)
ALP(25,1) 44 ALP(75,1) ALP(50,50)
ALP(0,25) 45 ALP(0,25) ALP(25,75)
ALP(0,75) 46 ALP(25,50) ALP(25,1)
ALP(0,50) 47 ALP(0,1) ALP(50,75)
ALP(50,50) 48 ALP(0,75) ALP(50,1)
ALP(75,1) 49 ALP(0,50) ALP(75,1)
ALP(50,1) 50 ALP(50,50) ALP(0,25)
ALP(0,1) 51 ALP(25 ,75) ALP(25,1)
ALP(25, 50) 52 ALP(25,50) ALP(50,75)
ALP(25,75) 53 ALP (0,1) ALP(50,1)
ALP(25,1) 54 ALP(0,75) ALP(75,1)
ALP(50,75) 
ALP (0,25)
55 ALP(0,50) ALP(50,50)
Figure 2.3 An example of a board used in ranking experiment.
Table 2.3 The Raw Frequency Matrix. The (i,j) entry represents the number of times texture 
pair j was judged to be more visually distinct then texture pair i.
ALP(0,25)
ALP(0,25)
ALP(0,50) 
17
ALP(0,75)
18
Texture Pairs - J
ALP(0,1) ALP(25,50)
19 1
ALP(25,75) 
4
ALP (25,1) 
15
ALO(50,75)
4
ALP(50,1)
6
ALP(75,1)
0
ALP(50,3D)
2
ALP(0 *50) 3 ---- 15 16 1 0 7 0 0 0 0
ALP(0,75) 2 5 ---- 15 0 0 1 0 0 0 0
ALP(0,1) 1 4 5 ---- 0 0 0 0 0 1 0
ALP(25,50) 19 19 20 20 — 14 17 2 15 3 1
ALP(25,75) 16 20 20 20 6 - 14 2 7 4 0
ALP(25,1) 5 13 19 20 3 6 - 0 0 1 0
ALP(50,75) 16 20 20 20 18 18 20 - 16 6 5
ALP(50,1) 14 20 20 20 5 13 20 4 - 2 0
ALP(75,1) 20 20 20 19 17 16 19 14 18 - 17
ALP(50,50) 18 20 20 20 19 20 20 15 20 3 -
Texture 
P
a
i
r
s
Table 2.4 The Proportion Matrix. The (i,j) entry is the observed proportion of times 
texture pair j was judged to be more visually distinct than texture pair i. 
This matrix is obtained by dividing the Raw Frequency Matrix by the total 
number of observations.
Texture Pairs - J
ALP(0,25)
ALP(0,25) ALP(0,50) 
.85
ALP(0»75) 
.90
ALP(0,1)
.95
ALP(25,50)
.05
ALP(25,75)
.20
ALP (25,1)
.75
ALP(50,75) 
.20
ALP (50,1)
.30
ALP(75,1)
0
ALP(50,50 ) 
.10
ALP(0 ,50) .15 _ .75 .80 .05 0 .35 0 0 0 0
ALP(0,75) .10 .25 - .75 0 0 .05 0 0 0 0
ALP(0,1) .05 .20 .25
- 0 0 0 0 0 .05 0
ALP(25,50) .95 .95 1 1
- .70 .85 .10 .75 .15 .05
ALP(25,75) .80 1 1 1 .30
- .70 .10 .35 .20 0
ALP(25,1) .25 .65 .95 1 .15
.30 - 0 0 .05 0
ALP(50,75) .80 1 1 1 .90
.90 1 - .80 .30 .25
ALP(50,1) .70 1 1 1 .25
.65 1 .20 - .10 0
ALP(75,1) 1 1 1 .95
.85 ,80 .95 .70 .90
- .85
ALP(50,50) .90 1 1 1
.95 1 1 .75 1 .15
-
Texture 
P
a
i
r
s
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tained when the method of paired comparison was applied. Next we have 
to select the case model for the LCJ that best fits our experiment. Be­
fore selecting the case model, one can notice from Table 2.4 that one 
has some table entries which have values of 1.0 and 0.0. That means 
that the texture pair j was judged more visually distinct than texture 
pair i by all the observers. The entry filled with a 1 or a 0 does not
provide any estimate of the scale separation of p. and u . When this
1 J
happens, one can say that the distribution of discriminal processes 
for two texture pairs fail to overlap, and for such values the normal 
deviate for the texture pair ij is indeterminate. To apply any of the 
cases of the LCJ, the entries filled with either 1 or 0 must be disre­
garded which creates missing entries in the basic transformation matrix. 
The data is then incomplete. The only case applicable to obtain a 
ranking for the incomplete data is case V developed by Gulliksen [24].
He developed a least square solution for paired comparisons with in­
complete data. In reference [2], a computer implementation of his 
algorithm is presented along with a user guide for this software pack­
age. Besides the assumption of normality of distribution of the dis­
criminal processes, the case V model requires the correlation between 
texture pairs be assumed to be zero, and the standard deviations are 
all assumed to be equal.
Table 2.5 shows the basic transformation matrix, and Table 2.6 
shows the scale values when case V model of the LCJ is used for the 
incomplete data given in Table 2.5. The higher value belongs to the 
texture that is more visually distinct. The zero value corresponds 
to the texture pair that is least visually distinct. One needs to
Table 2.5 Basic Transformation Matrix for the 11 texture pairs.
Texture Pairs J
ALP(0,25) ALP(0 ,50) ALP(0,75) ALP(0,1) ALP(25,50) ALP(25,75) ALP(25,1) AL£(50,75) ALP(50,1) ALP(75,1) ALP(50,50 )
ALP(0,25) 0 1.04 1.28 1.65 -1.65 -.84 .67 -.84 -.52 -1.28
ALP(0 ,50) -1.04 0 .67 .84 -1.65 -.38
ALP(0,75) -1.28 -.67 0 .67 -1.65
ALP (0,1) -1.65 -.84 -.67 0 -1.65
ALP(25,50) 1.65 1.65 0 .52 1.04 -1.28 .67 -1.04 -1.65
ALP(25,75) .84 -.52 0 .52 -1.28 -.38 -.84
ALP(25,1) -.67 .38 1.65 -1.04 -.52 0 -1.65
ALP(50,75) .84 1.28 1.28 0 .84 -.52 -.67
ALP(50,1) .52 -.67 .38 -.84 0 -1.28
ALP(75,1) 1.65 1.04 .84
1.65 .52 1.28 0 1.04
ALP(50,50) 1.28 1.65
.67 -1.04 0
Texture 
P
a
i
r
s
Table 2.6 Scale values given by the application of the LCJ 
on the basic transformation matrix (Table 2.5).
Texture Pairs Scale Values
ALP(O.l) 2.79
ALP(0,75) 2.69
ALP(0,50) 2.15
ALP(25,1) 1.69
ALP(0,25) 1.25
ALP(25,75) 1.17
ALP(50,1) 1.13
ALP(25,50) 0.79
ALP(75,1) 0.31
ALP(50,75) 0.26
ALP(50,50) 0.00
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point out that the zero value can be selected arbitrarily.
To apply these results to the measurement definition problem it 
would be convenient if the zero point is a true zero. For a zero 
point to exist the texture pair has to be composed of the same tex­
tures. This is the motivation for creating a texture pair in which 
each of the textures that composes the pair are the same. This tex­
ture pair is represented by the number 11 or ALP(50,50) (see Figure 
2C.11 in Appendix 2C at the end of this chapter). The experimental 
results indicate that texture pair 11 was determined to be the least 
visually distinct as one would expect. This is a true zero.
In Appendix 2C at the end of this chapter, Figures 2C.1 through 
2C.11 show the texture pairs ordered from the most visually distinct 
to the least visually distinct.
2.5.3 Consideration of Results
The experimental results are shown in Figure 2.4. Figure 2.5 
shows a scaling of the five textures using the value of alpha. From 
this scaling the pair ALP(0,1) is the most distinct, the pairs 
ALP(0,75) and ALP(25>1) are next, followed by ALP(0,50), ALP(50,1) 
and ALP(25,75). Towards the end the less distinct are ALP(0,25), 
ALP(25,50), ALP(50,75) and ALP(75,1). Comparing this alpha scaling 
with the experimental scaling, one notices that there are certain 
differences. The texture pairs ALP(0,50) and ALP(0,25) were scaled 
higher than expected but they retained the correct relative ranking 
between them. The other texture pairs seem to follow the alpha scal­
ing.
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3.0 ..
.. ALP(0,1) 
.. ALP(0,75)
-- ALP(0,50)
2.0 ..
ALP(25,75) 
1.0
ALP(75,1) --
ALP(25,1)
ALP (0,25) 
ALP(50,1)
.. ALP(25,50)
H0
aH
H
CO
M
n
1
in
-- ALP(50,75)
0.0 J_ ALP(50 ,50)
Figure 2.4 Scale distribution for the scaling of eleven texture 
pairs.
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ALP(0,1)
ALP(0,75) ALP(25,1) m0 •H
ALP(0,50) ALP(50,1) ALP(25,75) «
on
ALP(0,25) ALP(25,50) ALP(50,75) ALP(75,1) «
CL
Figure 2.5 . A ranking of the five textures
according to the value of alpha (a) 
used to create them.
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From the above results, the source of possible error can be stated 
as: the case V model is not appropriate or that the texture generation 
process does not correspond well to human perception.
A technique for the validation of the LCJ depends upon a measure 
of the internal consistency [15,16,25]. That is, finding the discre­
pancies between experimentally observed proportions and those calculated 
through the use of the scale values. Using these discrepancies, the 
absolute average discrepancy can be found as
11 P^ j P^ j |
AD = --- 7 Tr----  (2-9)n(n-l)
2
»
where p^ is the observed proportion, p „  is the calculated proportion 
using the scaling values, and n is the number of texture pairs. Using 
this method, one finds that the value for the absolute discrepancy was 
.07 for the ranking of 11 texture pairs. This result is slightly lar­
ger than the values usually reported by other researchers [15,16,25].
A second test is to analyze the scaling obtained with respect to the 
texture pairs. If one observes in Appendix 2C, at the end of this 
chapter, Figures 2C.1 through 2C.11, the order given by the case V of 
the LCJ is in accordance human perception. This is an indication that 
the case V model is sufficient for our technique. Also, other tests 
would be much more complicated to apply.
One should note that the pixel sizes and number of gray levels used 
in the image generation process may be another source of error. This can 
be controlled by the selection of a pixel size and a good range of gray 
levels. In our case the pixel size used was 8 by 8 . This value seems
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to be the best pixel size because we noted that for sizes below 8 by 8 
to generate a Markov texture that represents its probability is a pro­
blem due to the physical limitations of the display device and photo­
graphic process. The other possible cause for not obtaining a good 
Markov texture is the range of gray levels. For this experiment three 
gray levels were used 0,127 and 255. Zero was black and 255 was white. 
This creates a problem from transition between white and black or white 
and gray because in the former case the device has to go from maximum 
energy beam to no energy. Due to a transient, this change is not in­
stantaneous. As a result, the white tends to wash over into the darker 
areas. In reference [22], Frisch and Julesz point out that there is 
a perceptual bias for white. This may be an explanation why the tex­
ture pairs ALP(0,50) and ALP(0.25)scaled higher than expected in our 
experiment. Appendix 2D, at the end of this chapter, shows how pixel 
size and a range of gray levels affect the texture generation procedure.
2 . 6  Summa/iy
The law of comparative judgment was applied to scale texture pairs 
from least visually distinct to the most visually distinct. In order 
to avoid the influence of familiarity cues, Markov textures were gen­
erated. The experiment consisted of scaling eleven texture pairs. 
Comparing the results with the alpha ranking, the experiment shows that 
the case V of the LCJ can be used to obtain a ranking for our measure­
ment definition problem. To obtaining a better ranking it seems that 
the choice of the pixel size and gray levels values is important.
This experiment showed that a pixel size on 8 by 8 and a small range 
on gray level values will tend to avoid the white predominance on the 
image.
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APPENDIX 2A
Ross' Technique for Calculating 
the Order of Presentation.
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In this appendix, the order for presentation of pairs as present­
ed by Ross [18] is showed for future reference. Tables 2A.1 and 2A.2 
will form a single unit for the determination of the optimum order for 
any number of members (n). The only requirement is that n is an odd 
number. Table 2A.1 is the first half of the order, and it is formed 
by (n-l)/2 columns and (n-l)/2 rows. Table 2A.2 is the second half 
of the order, and it is formed by (n+1)/2 columns and (n-1)/2 rows.
To form the order, the reader has to read the tables from left 
to right in the following manner. Take the first row of Table 2A.1, 
then at the end of that row, take the first row of Table 2A.2. At 
the end of that row, takes the second row of Table 2A.1 and so on.
Let us now present an example. For n = 11, Table 2A.1 will con­
tain five rows and five columns. Table 2A.2 will contain 6 columns 
and 5 rows. Tables 2A.3 and 2A.4 present both tables with numerical 
value. Table 2A.5 presents the order.
Table 2A.1 First half of the order for any odd value of n obtained using Ross' method [18].
First
Second
Third
Fourth
Fifth
Last Term 
(n-l)/2
th
1 2 n 3 n-1 4 n-2 5 n-3 6 (n+5) / 2 (n+l)/2
1 3 2 4 n 5 n -1 6 n-2 7 (n+7)/2 (n+3)/2
1 4 3 5 2 6 n 7 n -1 8 (n+9)/2 (n+5)/2
1 5 4 6 3 7 2 8 n 9 (n+ll)/2 (n+7)/2
1 6 5 7 4 8 3 9 2 10 (n+13)/2 (n+9)/2
1
n+ 1
2
n-1
2
n+3
2
n-3
2
n+5
2
n-5
2
n+7
2
n-7
2
n+9
2 2 n-1
Table 2A.2 Second half of the order for any odd value of n obtained using Ross' method [18].
First Term Second Term Third Term Fourth Term Fifth Term Sixth Term Last
n+l
2
th
Term
First
n+3
2 1 3 2 4 n 5 n-1 6 n-2 7 n-3
n+3
2
n+5
2
Second
n+5
2 1 4 3 5 2 6 n 7 n-1 8 n-2
n+5
2
n+7
2
Third
n+7
2 1 5 4 6 3 7 2 8 n 9 n-1
n+7
2
n+9
2
Fourth
n+9
2 1 6 5 7 4 8 3 9 2 10 n
n+9
2
n+11
2
Fifth
n+ 1 1
2 1 7 6 8 5 9 4 10 3 11 2
n +11
2
n+l 3 
2
Last Term 
n-1 
2 n 1
n+3
2
n+ 1
2
n+5
2
n-1
2
n+7
2
n-3
2
n+9
2
n-5
2
n +11
2
n-7 . 
2 n 2
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Table 2A.3 First half of the order for n=ll.
1 2 3 4 5
1 1 2 11 3 10 4 9 5 8 6
2 1 3 2 4 11 5 10 6 9 7
3 1 4 3 5 2 6 11 7 10 8
4 1 5 4 6 3 7 2 8 11 9
5 1 6 5 7 4 8 3 9 2 10
Table 2A.4 Second half of the order for n=ll.
1 2 3 4 5 6
1 7 1 3 2 4 11 5 10 6 9 7 8
2 8 1 4 3 3 2 6 11 7 10 8 9
3 9 1 5 4 6 3 7 2 8 11 9 L0
4 10 1 6 5 7 4 8 3 9 2 10 11
5 11 1 7 6 8 5 9 4 10 3 11 2
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Table 2A.5 Order of presentation obtained from 
Table 2A.3 and Table 2k.h.
1-2
11-3
10-4
9-5 
8-6 
7-1
3-2
4-11
5-10
6-9
7-8
1-3
2-4
11-5
10-6
9-7
8-1
4-3
5-2
6-11
7-10
8-9
1-4
3-5
2-6 
11-7
10-8
9-1
5-4
6-3
7-2
8-11
9-10
1-5
4-6
3-7
2-8 
11-9
10-1
6-5
7-4
8-3
9-2
10-11 
1-6
5-7
4-8
3-9 
2-10 
1-11
6-7
5-8
4-9 
3-10 
2-11
APPENDIX 2B
The Five Textures
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(B) .2 .6 .2
.6 .4 0
.2 0 .8
(C) (1/3 1/3 1/3)
Figure 2B.1 (A) One of the five textures.
(B) The one step transition matrix used 
to generate this texture.
(C) The initial distribution used to 
generate this texture.
The a value (see text) for this texture is 0.
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(B) .35 .45 .20
.45 .40 .15
.20 .15 .65
(C) (1/3 1/3 1/3)
Figure 2B.2 (A) One of the five textures.
(B) The one step transition matrix used 
to generate this texture.
(C) The initial distribution used to 
generate this texture.
The a value (see text) for this texture is 
0.25.
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(B) .5 .3 .2
.3 .4 .3
.2 .3 .5
(c) (1/3 1/3 1/3)
Figure 2B.3 (A) One of the five textures
(B) The one step transition matrix used 
to generate this texture.
(C) The initial distribution used to 
generate this texture.
The a value (see text) for this texture is 
0.50.
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(B) .65 .15 .20
.15 .40 .45
.20 .45 .35
(C) (1/3 1/3 1/3)
Figure 2B.4 (A) One of the five textures.
(B) The one step transition matrix used to 
generate this texture.
(C) The initial distribution used to 
generate this texture.
The a value (see text) for this texture is
0.75.
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(B) .8 0 .2
0 .4 .6
.2 . 6 .2
(C) Cl/3 1/3 1/3)
Figure 2B.5 (A) One of the five textures
(B) The one step transition matrix used to 
generate this texture.
(C) The initial distribution used to 
generate this texture.
The a value (see text) for this texture is 1.
APPENDIX 2C
The Eleven Texture Pairs Ordered 
From the Most Visually Distinct to the 
Least Visually Distinct.
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Figure 2C.1 Texture pair ALP(0>L). It was generated using the
parameters given in Table 2.1.
Figure 2C.2 Texture pair ALP(0,75). It was generated using the 
parameters given in Table 2.1.
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Figure 2C.3 Texture pair ALP (0,50). It was generated using the
parameters given in Table 2.1.
Figure 2C.4 Texture pair ALP(25,L). It was generated using the
parameters given in Table 2.1.
Figure 2C.5 Texture pair ALP (025). It was generated using the 
parameters given in Table 2.1.
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Figure 2C.6 Texture pair ALP(25,75). It was generated using the
parameters given in Table 2.1.
Figure 2C.7 Texture pair ALP(50,1.). It was generated using the 
parameters given in Table 2.1.
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Figure 2C.8 Texture pair ALP(25,50). It was generated using the
parameters given in Table 2.1.
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Figure 2C.9 Texture pair ALP(75?1). It was generated using the
parameters given in Table 2.1.
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Figure 2C.10 Texture pair ALP(50,75). It was generated using the
parameters given in Table 2.1.
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Figure 2C.11 Texture pair ALP(50,50). It was generated using the
parameters given in Table 2.1.
APPENDIX 2D
How Pixel Size and Range of Gray Levels 
Affect the Texture Generation Procedure.
108
109
This appendix shows how a pixel size and a range of gray levels 
can affect the texture generation procedure. It is important that the 
image generated represents its actual probability to the observer.
Two parameters that influence the image generation are the pixel size 
and the values assigned to each gray level.
To know how these parameters affect our image generation, texture 
pairs were generated with different pixel size and gray level values. 
Figures 2D.1 through 2D.5 show texture pairs using a pixel size of 4 and 
8 with three different sets of gray levels.
Let us compare Figures 2D.1 and 2D.2. These figures were generated
with the same probability, a pixel size of four, and two different sets 
of gray levels. From these figures, one can notice a distortion of 
the black lines when they are running between white squares or white 
lines. The distortion in Figure 2D.2 is less than the distortion in 
Figure 2D.1. The same analysis can be performed looking at black a 
square (4 by 4 pixels) and comparing with a white one. In Figure 2D.2, 
a square size is close to what it is supposed to be, but it is small. 
From these Figures 2D.1 and 2D.2, one can conlcude that using a small 
range of gray levels (95-127-159) a better texture is obtained.
Let us compare Figures 2D.3, 2D.4, and 2D.5. These figures show 
a texture pair generated using a pixel size of eight, and three sets
of gray levels. Figures 2D.4 and 2D.5 were generated using the same
probability. Using the same procedures used for the case of a pixel 
of size four, one can analyses Figures 2D.3, 2D.4, and 2D.5. Of these 
three figures, Figure 2D.3 is the most distorted, and Figure 2D.5 is 
the least distorted. For the generation of Figure 2D.5, the gray level
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Figure 2D.1 Texture pair generated using a pixel size of two. 
The gray level values are 63-127-191.
Figure 2D. 2 Texture pair generated using a pixel size of two. 
The gray level values are 95-127-159.
*Figure 2D.3 Texture pair generated using a pixel size of four. 
The gray level values are 0-127-255.
Figure 2D.4 Texture pair generated using a pixel size of four. 
The gray level values are 63-127-191.
Figure 2D.5 Texture pair generated using a pixel size of four. 
The gray level values are 95-127-159.
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values were 95-127-159. The same result was obtained for the case of 
a pixel of size four. Let us now compare Figures 2D.2 and 2D.5. One 
can notice that Figure 2D.5 contains less distortion than Figure 2D.2.
In conclusion, using a large value for the pixel size and a small 
range for the gray level values, the texture generated will better re­
present its probability to the observer.
It is recommended that before generating all the pairs necessary 
to apply the LCJ, an experiment like this has to be performed to decide 
the best pixel size and the best range of gray level values. For three 
gray levels, it seems that the pixel size has to be eight and the gray 
levels are 95-127-159. Using this, oen tends to believe that the pre­
dominance of white can be eliminated and the use of the LCJ will be 
improved.
CHAPTER THREE
LEAST-SQUARES ESTIMATION
In chapter one, a technique was presented to obtain measures that 
preserve textural similarity. To implement such a technique, three 
basic components are needed: a perceptual norm, a least-squares pro­
cedure, and a texture synthesis procedure. In this chapter, the de­
velopment of the least-squares procedure is described and its feasi­
bility is shown.
It is to be recalled that given any two textures and W2 , the 
following equation has to be satisfied:
||M(W ) - M(W ) || = ||.|| (3-1)
where | | . | | is a norm on the measurement space HI and II • I Ip -*-s a per­
ceptual norm. Given the right hand side of Equation (3-1), it is nec­
essary to match the left side with the right side. In other words, 
let us suppose and are two textures which comprise texture pair
i. The question is, does
| |M(W1;.) - M(W2 .) I | = r. (3-2)
where r^ is a value for texture pair i given by the perceptual norm. 
Clearly, it is unlikely that a measurement set can be defined such 
that the above Equation (3-2) is exactly satisfied. Rather, it is more
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probable that for each possible measurement set M(W)
||M(W1±) - M(W2i)|| = r. + e± (3-3)
were e^ represents an error term. Consequently, the most reasonable 
thing to do would be to pick the measurement set which minimizes the 
sum of the squares of the error terms, i.e., a least-squares fit. The 
above then, suggests that a least-squares procedure is needed to define
measures which would optimally satisfy Equation (3-2).
To use a least squares approach, one first needs to know the per­
missible form for each measurement. Second, the choice of the norm to 
be used on the measurement space HI must be known. Third, one must know 
the number of parameters for which one is solving. These parameters 
translate into the number of measurements one wishes to solve for.
3.1 Method faon. Estimating Lzast-SquaAzs
3.1.1 "Simple Least-Squares" Estimate
A system of linear equations can be represented as
Ax = b (3-4)
where A is a matrix m x n, x is a n-dimensional vector, and b is an 
m-dimensional vector. To solve Equation (3-4), one is interested in 
finding the unknown vector x given matrix A and vector b. References 
[1,2] present several mechanisms to solve Equation (3-4). Because the 
given vector b is obtained experimentally it is naturally subject to 
experimental error. A method of finding the "best possible" solution 
of Equation (3-4) is a well known and is called the least-squares 
method. Readers interested in a more detailed discussion than that
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given below are referred to references [1-7].
To define the least-squares method, let us suppose that a quantity 
of data consisting of m real numbers has been collected and arranged 
as the m components of a vector b . Then, rather than consisting of m 
independent components, b is a given linear function of a few unknown 
parameters. If these parameters are arranged as the components of a 
n-dimensional vector x, such a hypothesis amounts to assuming that the 
vector b is of the form given in Equation (3-4). The m x n matrix A 
is by assumption determined by the particular experiment or physical 
situation at hand and is assumed to be known. The problem is to deter- 
mine the vector x that exactly satisfies Equation (3-4). However, 
since n is not equal to m, it is generally not possible to determine a 
vector x that exactly satisfies Equation (3-4). A useful alternative 
consists of determining the value of x which best approximates a solu-
I I | |tion in the sense of minimizing the norm ||b - Ax||. If the norm is
taken as the standard Euclidean m-space norm, such an approach leads
to a least-squares estimate.
Theorem 1 (least-squares estimates) [5]. Suppose t) is an 
m x n matrix with linearly independent columns. Then there
I | -)■ ->■ I I
is a unique n vector x which minimizes | |b - Axj | over all 
x. (The norm is taken as the Euclidean m-space norm)
Furthermore,
T —1 T-).
x = (A A) A b (3-5)
T -1
where A is the transpose of matrix A, ( ) is the in­
verse, x is the least-squres solution, and b is a given vector.
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To prove Equation (3-5), let us use Figure 3.1. Let us say that
*■> m
vector b is a fixed vector in R . As x varies over all possible values,
the vector Ax forms a subspace of Rm the range space or column space 
of the matrix A. If b - Ax is to have minimum length it must be or­
thogonal to the range space (Ax) (Projection Theorem). Let x be that
vector such that b - Ax is orthogonal to the range space. This means
 ^ ->■
that the Euclidean inner product of b - Ax and Ax xs zero for any vec- 
tor x. Thus,
(Ax)^(b - Ax) = 0 (3-6)
y y  ry i y r p  i j i
for all vectors x. Since (Ax) = x A ,
x(A^b - a'1'Ax) = 0 (3-7)
for all vectors x. Equation (3-7) states that the fixed vector
AT£ - ATAx  (3-8)
is orthogonal to every vector x. This is possible only if the fixed 
vector is the zero vector; that is, if
ATAx = ATb (3-9)
then
,.T.n-1 .T? x = (A A) A b.
T -1If (A A) exists then x is the unique solution.
T -1
When the matrix (A A) is singular, there are infinite solutions, 
and the above equation cannot be used. Then one is interested in find­
ing an approximate or minimum norm solution to the system of equation 
Ax = b. This approach leads to the concept of the pseudoinverse.
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b-Ax
b-Ax
Ax
Ax
Column Space
Figure 3.1 Schematic illustrating the nature of a 
least-squares estimate.
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3.1.2 Pseudoinverse of a Matrix
In reference [8 ], the pseudoinverse of a matrix A is defined as 
the matrix A+ satisfying the following conditions
AA+A = A 
A+AA+ = A+
(A+A)* = A+A (3"10)
+ * +
(A A) = AA
A
where ( ) denotes the conjugate transpose of the matrix. Also in 
reference [8 ] the proof and fundamental properties for the pseudoin­
verse are presented. One is interested in the theorem that shows that 
the best approximate solution of the equation AX = B is
XQ = A+B. (3-11)
A corollary from that theorem states that the best approximate solu- 
tion x of Ax = b where x and b are vectors, is the vector
x = a"*"? (3-12)
where A+ is the pseudoinverse. This corollary is simply the least-
squares solution for Ax = b. In reference [2], the relationship 
+ T -1 T
A = (A A) A is proved. Another relationship proved in reference 
[8 ] is that the pseudoinverse of a square nonsingular matrix is the 
same as the inverse of that matrix. With this characteristic in hand, 
a good general way to find the least square is using the following 
equation
x = A"*-!)
122
where the A is the pseudoinverse of A. Using this approach one 
always gets a solution. In other words, if A is square and nonsingular, 
the solution is an exact one. If A is rectangular and nonsingular 
matrix, the solution is the one that minimizes the error. If A is 
singular, an approximate or minimum norm of all the solutions is ob­
tained. This solution is the one closest to the origin.
3.2 T h z  Lzajit-Sqa.ah.Qj> P h o c zd u A z
This section describes the implementaiton of the least-squares 
procedure used to estimate the coefficients defining measures which 
preserve textural similarity. The first part of this section deals 
with the development of the equations necessary to apply the least- 
squares procedure. The second part describes the particular algorithm 
used.
3.2.1 Equation Development of the Least-Squares Procedure
Recall that the general equation to be solved is the following,
| |M(W1±) -M(W2i) | | = r. i = 1,2 ,. . . ,N
where r^ is the value for texture pair i obtained when the LCJ 
(Chapter 2) is applied. M is the measurement set. is one of
the textures that form texture pair i. is the other texture.
|| || is a norm. N is the total number of texture pairs.
To start developing the equation, the following assumption needs 
to be made. This assumption concerns the form the measurements will 
take.
ASSUMPTION 1
Each measurement is a linear function o|^the elements 
of the cooccurrence matrix, i.e., the k component
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of M(W) is of the form
n = 1,2 ,...,L
T i T i in — l,2,...,li
\ W  = I I s(m,n,S,W) k=l,2,...,ME (3-13)
m=l n=l 6 = 1,2,...,FP
where c , is the coefficients one wants to solve for.
mnk
L is the number of gray levels. ME is the total number 
measures. (s(m,n,<5,W) is an element of the cooccur­
rence matrix S(6 ,W).  ^is a (d,0) pair, and W is the
given texture.
Notice that the total number of coefficients one is solving for 
is given by the following equation
TC = L2ME. (3-14)
The second assumption referes to the type of norm.
ASSUMPTION 2
The appropriate norm to define on the measurement 
space fl: is the Euclidean norm.
Using Assumption 2 our general Equation (3-2) can be written as
1 |M(W1±) - M(W2 .)||=(J 0\(wii> - mk (w2i)) J 2 55 ri (3_15)
Using Assumption 1 Equation (3-15) can be written as 
ME TP / L L L L .
n . u . !  c™ k s(m-n -4 >wii) - 1 . i , c»„ks<” >n -5 -H2 i > ) /  ■ v
,k=l 6=l\m=l n=l m=l n=l ' (3-16)
Equation (3-16) is a nonlinear equation. The task is to estimate the 
coefficient using a least-squares procedure. To estimate these
coefficients one needs to transform Equation (3-16) into an equation of 
the general form Ax = b. Nonlinear parameter estimation problems are 
usually handled by linear approximation of the actual parameter state
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in a neighborhood of a nominal parameter state, and the resulting equa-
->*->■ -y
tions are of the general form Ax - b. However, in this case x denotes
the deviation from the nominal state, and b denotes the deviation in 
"observed" and "computed" values. The solution to this equation re­
quires iterative procedures and sometimes involves problems with singu­
lar matrices. This is one of the reasons why the least-squares process
should be based on the pseudoinverse.
~y
3.2.1.1 Creating the Linear Form Ax = b
Several methods can be used to solve the nonlinear equations 
[4,9-13]. One of the well known methods approximates the nonlinear 
equation with linear one by expanding the equation using the Taylor 
expansion, and keeping the first two terms of the expansion. Let us
now describe how this method can be applied to Equation (3-16).
Squaring Equation (3-16)
ME TP / L L  L L  \? ?
I I U l  cmnks(m’n ’6 ’Wli) “ I I = V  (3"17)
k=l 6=1 \m n m n /
Equation (3-17) can be rewritten as
ME TP /L L L L \
fi (*)=ri i  , I , U  E cmnks(m»n ’6 ’Wli) “ I I CmikS(m*n *6 *Wli)) (3"18)k=l 6=1 \m n m n /
Where x is the vector composed of the coefficients one wants to solve 
for, i.e., x = (x]L,x2 ........ ,xTC)where x2 = c  --- }
x = c 
TC LLME'
The first two terms of the Taylor expansion for the function 
f^(x) are given by
f± (x) = f± (x0) + 3'fi (xQ)(5 - xQ) + ... (3-19)
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where X q  is the initial value for the coefficients. f^Cx^) is the 
function evaluated at X q . df^Cx^) is a row vector where each element 
is the partial derivative of the function f^ evaluated at X q  with res­
pect to a coefficient
Rearranging Equation (3-19) and selecting the first two terms 
we get,
f± (x) - fi(x()) = df±(x0)(x - xQ) (3-20)
and if one lets
f.(x) - f.(JQ) = b.
3fi<^> 3fi <*oA
i 0 I 9x! ’ Sx2 3xTC / il ,ai2 ’ ’ ’ ’ ,aiTC
-> ->■ ->
X  -  X q  =  X
Then Equation (3-20) takes the form Ax = b. Here A is a n x TC matrix
where each element a. is a partial derivative, x is a TC x 1 vector
ip
and b is a N x 1 vector. Using this form an iterative least-squares 
procedure can be applied.
3.2.1.2 Creating the Mitrix A
Each element of the matrix A (a^p) corresponds to the partial 
derivative of the function with respect to the coefficient cmn^ evaluat­
ed at X q . The general form for a^ is developed as follows: from
Equation (3-18) it is easy to show that (see Appendix 3A)
8f..(x0) 3f± (x0) TP
aip 3x ~ 9c ~ ^ D(<5,m,n,k
p mnk 6=1
P = 1,2,. . . ,TC
i = 1 ,2 ,. ..,N
m = 1 ,2 ,. ..,L
n = 1 ,2 ,. . .,L
k = 1 ,2 ,. . . ,ME
6 = 1 ,2 ,. . . ,TP
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and
L L
D(<5,m,n,k) = 2Asi(ro,n,6) £ J cmnkASi(m >n >5) (3-22)
m n
where
As^(m,n,6) = s(m ,n,6 ,W11) - s(m ,n, <5 ,W2i) . (3-23)
Then the form of matrix A is given as
a11 a12 a1TC
a,
'2TC (3-24)
^ 1  ^ 2 ^ T C
where
N = total number of texture pairs
TC = total number of coefficients
3.2.2 Implementation of the Least-Squares Procedure
Figure 3.2 shows the major components of the system developed to
estimate the coefficients defining the measurement set using a least- 
squares procedure. Basically, this system can be divided into two
parts, the formation of matrix A and vector b, and the application of the 
least squares fit.
3.2.2.1 General Description
The system needs as input the total number of gray levels, the 
total number of measurements, the total number of basic textures, the 
total number of intersample distances, the observable ranking, the 
one step transition matrices corresponding to each basic texture, and 
the initial value for the coefficients. Given those values, the system
START
no
no
yes
yes
STOP
/  Is \
/  x less \  
than a given 
tolerance
Iteration 
number 
equal 
\ ITER
Least-squares
Procedure
Print
update
-+
xo
Read Parameters
needed
Form the matrix A 
and vector ?
Figure 3.2 System developed to estimate the coefficients 
using a least-squares procedure.
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computes matrix A and vector b and then uses a least-squares fit to 
find x (correction factor). Recall that the x found by the least- 
squares fit is the difference between the actual value and the initial 
value. After each computation this value is corrected and used as 
initial value in the next iteration.
Two stopping criteria are used. The first is checking the vector
x (correction factor). If all the elements of vector x are less than
_ 6
a given value or the default value of 10 , the process stops giving
the final value for the coefficients for each measurement, the residue, 
the observable and computed ranking, and the difference of the two 
rankings. If the first stopping criterion fails, the number of itera­
tions performed is checked. If it is equal to a given number (input 
by the user) the system stops and does what is already mentioned. If 
not, a new iteration is executed repeating the same procedure until 
one of the conditions is satisfied. A user guide and the software 
documentation for this program are given in reference [14].
3.2.2.2 Pseudoinverse Algorithm Employed
-y- —  ^ -f-
Given the general form A x = b ,  x = A b is the least-squares 
solution where A+ is the pseudoinverse of the matrix A. So to find
a least-squares fit, the pseudoinverse of the matrix A has to be cal­
culated. Methods for computing the pseudoinverse have been given by 
various authors [8,15-19]. The most complete, accurate, and economical 
for computer use, is the one presented by Lawson and Hanson [6 ]. This
algorithm is widely used, and is based on the algorithm presented by
Golub et al [20-23], and Businger et al. [24].
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This method computes the least-squares solution implicitly using
the pseudoinverse of matrix A. This is done to economize computer
time and storage [6 ], This method is as follows:
a) First compute the singular value decomposition of the 
matrix. A
where U and V are unitary matrices and S is a rec­
tangular diagonal matrix of the same size as A with 
nonnegative real diagonal entries. These diagonal 
elements are called the singular values or principal 
values of A.
b) The pseudoinverse is calculated as
A = U S V
,T (3-25)
(3-26)
c) Compute the vector g where
(3-27)
d) Compute the vector p as
(3-28)
with components
0 i = n + 1 ,...,n
where n denotes the index of the last nonzero 
singular value.
e) The solution x is obtained by
x = V p (3-29)
where x is the least-square solution.
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3.3 Le.aA.t-Squa.te,6 facutyixU
To prove the feasibility of the method already discussed, a series 
of experiments were performed. This section describes the experi­
ments performed, and also presents and discusses the results.
To use the least-squares procedure, one must know the number of 
parameters for which one is solving. This number of parameters trans­
lates into the number of measurements one wants to solve for. Unfor­
tunately, initially the number of measurements that is needed is un­
known. All that can be stated is that it is somewhere between 1 and
2 2 
L where L is the number of gray levels. Note that L is the upper
bound since this corresponds to using each element of a cooccurrence
matrix as a measure. A good procedure will be to solve for only one
measure, then two, then three, etc. Obviously as the degrees of
freedom increase the residuals should get smaller.
The objective in performing these experiments is to study the 
effects on the final results (coefficient values, residue values) 
when different initial condition are used, when one is solving for more 
than one measure, and when one perturbs the given ranking adding some 
small values.
In order to perform these experiments, it is necessary to have 
a ranking value (r^) for each of the texture pairs (i) considered.
This ranking, r^, can be obtained by solving Equation (3-16). To 
solve Equation (3-16), one needs to know the values of the coefficients 
(cmnk^ anc* fche values of the elements of the cooccurrence matrix 
s(m,n,k,6 ,W) for each of the two textures that form the texture pair
i. One must also know the total number of gray levels, L, the total
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number of (d,0) pairs, TP and the total number of measures, ME. A 
computer program was developed to compute the ranking, r^, using 
Equation (3-16). Tables 3B.1 through 3B.11 used in the least-squares 
analysis are in Appendix 3B.
Table 3B.1 shows the ranking computed for one measure (i.e.,
ME = 1) using our computer program. The values for the ranking were 
obtained using the matrices and coefficients presented in Table 3B.2. 
The total number of gray levels (L) was equal to 3, and the total 
number of (d,0) pairs (TP) was equal to 18. Table 3B.3 shows the 
ranking computed for two measures (i.e., ME = 2). Table 3B.4 shows 
the coefficients used. The values of the rest of the parameters (i.e., 
matrices, L, TP) were the same as those of the case of one measure.
It is convenient to point out that the matrices used (see 
Table 3B.2) are not cooccurrence matrices. The cooccurrence matrices 
are estimated from the matrices given in Table 3B.2 as follows:
Given the total number of intersample distances ((d,0),TP=18), 
the cooccurrence matrix for each one of these intersample distances 
was computed using the property for the one step transition matrix of 
a Markov chain. For example, to compute the cooccurrence matrix for 
a d value of 2 , the transition matrix is multiplied by itself, for 
d = 3 the result from d = 2 is multiplied by the original transition 
matrix, etc. These cooccurrence matrices obtained in this form are 
equivalent to a given d value in the horizontal direction. One assumes 
that in any other direction the value for the cooccurrence matrice is 
the same.
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For the discussion of the next few paragraphs, the ranking com­
puted using the computer program will be called simulated ranking.
3.3.1 Initial Condition Effect
The objective of this experiment was to observe the effect on 
values of the coefficients and residue when one tried to solve for 
the coefficients given the simulated ranking, the matrices of Table 
3B.2, the value for L [equal to 3], the value for TP [equal to 18], 
and set of initial values for the coefficients (initial condition).
Table 3B.5 shows the result when one is solving for one measure 
using our least-squares procedure. Part A) shows the initial condition 
used. Part B) shows the final value for the coefficients. Part C) 
shows the final value for the residue. Table 3B.6 shows the result 
for a second set of initial values.
Comparing the final value for the coefficients on Tables 3B.5 and 
3B.6, one can note that the final values for the coefficients are quite 
different, but the value for the residue is the same (0 ) indicating 
how well the fit is. This means that using different initial condi­
tions the final results for the coefficients will be different. Check­
ing the final value for the coefficients with the original value used 
to obtain the simulate ranking, one can see that they too are quite 
different. Nevertheless, the computed ranking is the same. This re­
sult tells us that there are an infinite number of solutions that 
satisfy our conditions, and these solutions will depend on the initial 
condition chosen. Here one can notice the effect of using the pseudo­
inverse to get the least-squares fit.
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3.3.2 Solving for Two Measures
In this experiment the least-squares procedure was applied to 
solve first for one measure, and then for two measures when the simu­
lated ranking for two measures is used as input. Recall that to use 
the least-squares procedure for defining measures, a good procedure 
will be to solve only for one measure, than two, etc. As the degrees 
of freedom increases the residue should get smaller. In other words, 
given a ranking, one solves for one measure. If the residue is very 
small, one stops. If the residue is large, then another measure is 
needed, and so on. The objective of the experiment was then to test 
the above statement.
Tables 3B.7 and 3B.8 show the results when one solves for one and 
two measures respectively. Notice that the residue on Table 3B.7 is 
large indicating that another measure is needed. In Table 3B.8 the 
residue drops significantly and a perfect fit is obtained.
Comparing the final values for the coefficients when one solves 
for two measures (see Table 3B.8) and the values used to obtain the 
simulated ranking for two measures (see Table 3B.3), one can see that 
they are different. But the same computed rankings are obtained using 
both the sets of coefficients as expected.
3.3.3 Effect of Perturbing the Rankings
In this experiment the simulated ranking was perturbed by the addi­
tion of the same small values for each of the r.. The values used werel
0.001, 0.011, and 0.111. The objective of this experiment was to see 
how the final values for the coefficients and the residue were affect­
ed. The simulated ranking used for this experiment was the one obtain-
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ed for one measure. The Initial condition used was the same as the one 
used in Table 3B.6 for comparison purposes.
Table 3B.9 through 3B.11 show the results when the simulated rank­
ing is perturbed by adding 0.001, 0.011, and 0.111 respectively. Com­
paring Table 3B.6 with Tables 3B.9 through 3B.11, one can see that the 
effect on the final values for the coefficients is a small one and will 
depend on the magnitude of the value used to perturb, the simulated 
ranking. On the other hand, the change in the value of the residue 
is very significant between each of the cases. The change in values 
is of several orders of magnitude.
3.4 Stxmma/iy
A least-squares procedure was developed to be used as one of the 
components necessary in our technique to obtain measures that preserve 
textural similarity. The necessary equations were developed using 
two assumptions: the form of the measure and the type of norm on the
measurement space m. To use this least-squares procedure, one needs 
to input the ranking, r^, for each texture pair, i, the total number 
of gray levels, L, the total number of measurements, ME, the one-step 
transition matrices for each of the textures, the total number of 
(d,0) pairs, TP, and the initial values for the coefficients. It 
is demonstrated that the least square procedure developed in this 
chapter can be used as one of the components necessary for the measure­
ment definition problem. This procedure will given us the coeffi­
cients that best fit our given responses.
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APPENDIX 3A
Derivation of General Expression for a . .
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This appendix develops a general form for the element a. of the
ip
matrix A. If should be recalled a. is the partial derivative of the
ip
—y
function f^(x) evaluated at x^ with respect to the coefficients that 
correspond to the value of p, i.e., for p = 1 the coefficient is 
for p = 2 the coefficient is C2 2 i> anc* so on'
The general expression for f^ (x) is given by
ME TP /L L L L
- I l ( l  l cmnks (».■>.«.■»u > - I I
k=l 6=1 \m=l n=l m=l n=l
where x is the vector of coefficients, i.e.,
_ ,
X " 111’ C121’ ’ ,C1L1’C211’C221’"  * ,C2L1C221’"  ' ’ CLI1’ C112 ’ C122 ’' * ’ ’
CLL2’’*’’CLLME)‘
ME is the total number of measures, TP is the total number of (d,0) pairs, 
and L is the total number of gray levels.
To find the general form for a^ , let us expand the expression in­
side the parentheses in 3A-1. This yields
ME TP /
fi(x) = £ \ U cH k s 1^ ’1 ’l5’Wli) + ci2kS(1 ’2 ,6 >Wli) + C13kS<-1,3’(5,Wli)
k=l 6=1 \
+ 4CLLkS^ ’L’6’Wli')
- CllkS(1 ’1 ’6 ’W2i) - ^ k ^ 1’2 ’6 ’^  - C13kS(1’3 ’6’W2i>
,2
If one takes
- ••• - CLLkS(L,L,6 ,W2i) ) . 3A-2
Asi (m,n,6) = s(m ,n, 6 ,W^ )  - s(m ,n,6 ,W2i). 3A-3
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Then one can rewrite the expression inside the parentheses in 3A-2 as
ME TP /
fi('x) = I \ V  cLikAsi (1’1 ’6) + cL2kAsi (1,2,6) + cL3kAsi (1>3»<5) 
k=l 6=1 \
.2
+ ... + <^ LkA s(L,L,6)j . 3A-4
Rewriting the expression inside the parenthesis in 3A-3, we obtain,
ME TP
f±<S) = I I
k 6
S I CmnkASi (m’n ’6) 
m n
3A-5
Interchanging the order of summation in 3A-5
f± (x)
TP ME
I I
6 k
E E CmnkASi (m’n ’6)
m n
3A-6
Taking the partial derivative with respect the coefficient cmn^ on 
3A-6 yields
3f.(x) TP
— :--- = I [2AS (m,n, 6 ) ]
Smnk 6
L L
£ I W Asi (m’n ’6)m n
3 A-7
If
D(6 ,m,n,k) = [2 A s_^ (m,n, 6) ]
L L
£ ? CmnkAsi (m’n ’6)m n
3 A- 8
Then Equation 3A-7 take the form
3f.(x) TP
 ---  = £ D(6 ,m,n,k).
3Cmnk
3A-9
If the partial derivative is evaluated at Xq then
3fi (x0 ) Sfi (x0 ) ?P
aip = 3^  = TE = I D(6 ,m,n,k)
p mnk 6
3 A-10
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where p denotes the index of the coefficient used, i.e., p = 1 
corresponds to xj^c;qi)> P = 2 corresponds to x2^ci2i^’ and so on*
APPENDIX 3B
Tables for the Least-Squares Analysis.
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Table 3B.1 Simulated Rankings for One lieasure
Texture Pairs No.
'Simulated
Rankings
1 0 . 0
2 1.3
3 0.78
4 0.78
5 0.93
6 0.93
7 1.32
8 1.51
9 1.51
10 1.61
11 1.61
12 2.14
13 0 . 0
14 1.48
15 1.48
16 1.82
17 1.48
18 1.48
19 1.82
20 0 . 0
21 0.54
22 0.54
143
Table 3B.2 A. Coefficients used to compute the simulated 
rankings of Table 3.1
B. Transition matrices for each of the tex­
tures used to compute the simulated rankings 
of Tables 3.1 and 3.3
(A)
0 . 0 1 .0 4.0
1.0 0 .0 1.0
A . 0 1 .0 0 . 0
(B)
.33 .33 .34
.33 .34 .33
.34 .33 .33
. 1 .1 .8
.1 .8 .1
.8 .1 . 1
.1 .1
.8 . 1 .1
.1 .8 .1
.1 .8 .1
. 1 .1
.8 .1 . 1
.1 .8 .1
.8 .1 . 1
. 1 .1
.8 .1 . 1
.1 .1
.1 .8 . 1
.8 .1 .1
.1 .8 .1
.1 .1 .8
__________
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Table 3B.3 Simulated rankings for two measures.
Texture Pairs No.
Simulated
Rankings
1 0 . 0
2 1.32
3 0.80
4 0.80
5 0.96
6 0.96
7 1.37
8 1.56
9 1.56
10 1.61
11 1.61
12 2.18
13 0 . 0
14 1.53
15 1.53
16 1.90
17 1.53
18 1.53
' 19 1.90
20 0 . 0
21 0.60
22 0.60
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Table 3B.4 Sets of coefficients used to compute the simulated 
rankings of Table 3B.3.
Coefficients for Measure One
0.0 1.0 4.0
1.0 0.0 1.0
4.0 1.0 0.0
Coefficients for Measure Two
1.0 0.5 0.2
0.5 1.0 0.5
0.2 0.5 1.0
Table 3B.5 Results when solving for one measure.
Initial Condition
2.0 1.0 1.0
1.0 • 1.0 1.0
1.0 1.0 1.0
Coefficients for Measure One
3.56 1.22
COI"-.1
1.22 0.89 0.89
-.78 0.89 2.89
Residue = 0.0
Table 3B.6 Results when solving for one measure.
Initial Condition
3.0 4.0 5.0
5.0 4.0 3.0
3.0 5.0 4.0
Coefficients for Measure One
1.67 4.33 6.0
3.67 4.33 4.0
5.67 4.33 2.0
Residue = 0.0
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Table 3B.7 Results when solving for one measure using the simulated 
rankings for two measures.
Coefficients for Measure One
1.61 4.36 6.03
3.69 4.28 4.03
5.70 4.36 1.94
Residue = 0.0026
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Table 3B. 8 Results when solving for two measures.
Coefficients for Measure One
1.64 4.34 6.02
3.68 4.31 4.01
5.69 4.34 1.97
Coefficients for Measure Two
1.87 1.09 1.05
1.09 1.15 0.76
1.05 0.76 1.20
Residue = 0.0
Table 3B.9 Results when solving for one measure and the
simulated rankings are perturbed by a small
value of 0.001.
Coefficients for Measure One
1.67 4.33 6.01
3.67 4.33 4.00
5.67 4.33 2.00
Residue = 6.62 x 10 ^
Table 3B.10 Results when solving for one measure and the
simulated rankings are perturbed by a small
value of 0.011.
Coefficients for Measure One
1.65 4.33 6 . 0 1
3.67 4.33 4.00
5.69 4.33 1.99
-4
Residue = 8.14 x 10
Table 3B.11 Results when solving for one measure and the
simulated rankings are perturbed by a small
value of 0.111.
Coefficients for Measure One
1.53 4.34 6.13
3.67 4.33 4.00
5.80 4.34 1.86
-2
Residue = 9.71 x 10
CHAPTER FOUR
TEXTURAL SYNTHESIS PROCEDURES
To apply the technique presented in Chapter One, a data base of 
texture pairs needs to be created. To create such a data base, one must 
make sure that the texture pairs used are a reasonable sample reflect­
ing the characteristics of all possible textures. One of the reasons 
for this is that our technique is clearly one which is completely dri­
ven by the available data, i.e., the set of texture pairs considered. 
These data represent the totality of information the algorithm has 
available to it.
Now the question is: what kind of textures should be used, gene­
rated ones or real ones? To answer this question, it is important to 
keep in mind the purpose of our technique. This is the create a set 
of measurements which can match the capabilities of spontaneous human 
texture perception. It is desirable that the measurements "resemble" 
the preattentive mechanisms of human perception. Consequently, in 
selecting the data, it seems inappropriate to use real world textures. 
Judgments about familiar real world textures could be clouded by learn­
ed cognitive reactions. It seems more appropriate to use randomly 
generated patterns.
Julesz [1] demonstrated that computer generated images with con­
trolled statistical, topological or heuristic properties can be used
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to reveal some basic organization principles of information processing 
done in the sensory nervous system. These patterns deprive subjects 
of their life-long learned habits of recognition and make them rely 
on more primitive mechanisms.
Given that random textures are seemingly the most appropriate 
for use with our technique, the next question is what whould we require 
of our random texture synthesis procedure? Ideally the method chosen 
should allow us to control the values of second-order probabilities 
for all intersample spacing distances. A synthesis algorithm provid­
ing this capability would allow us to generate textures with controll­
able measurement values.
Being able to generate texture pairs with controllable measurement 
values would allow us to experimentally verify whether a given set of 
measurements satisfies the desired requirements presented in Chapter 
One. Such a texture generation procedure is needed, for example, to 
find out if a given defined set of measurements is complete, i.e., 
whether for any two visually distinct textures and W2 ,
MCWj) i m(w2).
This method can also be used in conjunction with the least-squares 
procedure to determine the minimum number of measurements required to 
match human perceptual abilities. It should be recalled that to use 
our least-squares procedure, one must know the number of parameters 
to be estimated. With that number being unknown to us, a procedure 
to follow is to solve for one measure, then two, etc. As more measures 
are estimated the residue should decrease. Consequently, one cannot
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look at just the residues to determine the number of measures actually 
needed. Rather the procedure must be such that after one solves for 
k measures, one verifies whether or not k + 1 measures are needed.
That is, one must check the completeness of the set of k measures.
If no algorithm exists which will allow such complete control 
of the second-order probabilities, then at the very least one should 
want an algorithm which will allow one to relate the input parameters 
to the expected values of the second-order probabilities of the re­
sulting generated texture. To see the need for thus consider the poly­
tope defining all possible second-order probability matrices. It 
seems reasonable that if our synthesized textures are going to re­
present the totality of variations possible in second-order prob­
abilities we must be sure that the generated textures have second- 
order probability matrices dispersed throughout this polytope. By 
being able to relate the input parameters to the second-order prob­
abilities of the resulting generated texture we can assure the tex­
tures we will use will be dispersed throughout the polytope.
It is desirable that our technique incorporate a texture syn­
thesis procedure which has the ability to generate texture pairs 
which have controllable measure values. If this is impossible then 
one needs to at least be able to create textures which reflect all 
the possible characteristics used by humans in discriminating textures. 
In the next section a review of the literature is presented aimed 
at finding a method (or methods) that can be used to accomplish these 
objectives.
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4.1 Background
In [2], Rosenfeld and Lipkin describe a general method of texture 
generation based on controlled placement of subpatterns over a given 
region. The approach follows an adaptation of widely accepted ideas 
about texture. It provides a way of generating a large class of pic­
torial stimuli, since it permits many subpatterns to be positioned 
in a controlled fashion. Both subpattern properties and subpattern 
arrangements may be varied by specifying a large set of parameters. 
Their method can be summarized as generating a texture over a given 
region by constructing or selecting a set of subpatterns and arranging 
them within the region according to placement rules.
The problem with this method is that the method makes use of 
information which cannot always be completely retrieved by analyzing 
its output, or which, even if available, is not necessarily used by 
humans when they view the output. Nevertheless they claim that their 
method is an attractive method of generating stimuli to investigate 
stimulus equivalence in texture perception. For example, such stimuli 
might be used to test the notion that various repeated neighborhood 
properties in a picture are seen as a texture, i.e., that perception 
of texture is equivalent to a statistical analysis of the stimulus. 
Depending on the placement strategies and the subpattern selection, 
various kinds of textures can result. For examples of such textures, 
the reader is referred to reference [2 ].
Julesz [1] conducted visual discrimination experiments using 
what he called unfamiliar displays generated by a digital computer.
The display contained two side by side fields with different statisti-
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cal, topological or heuristic properties. He was interested in the 
study of texture discrimination as performed by humans. The class of 
textures used for his study were textures generated from a stochastic 
process. Such processes can be specified by their nth order joint 
probability distribution which is the probability of n selected bright­
ness points having certain values. He studied the question: given
two random visual patterns (textures) which are identical in their nth 
order probability distribution (and thus identical in all their lower- 
than-nth-order distributions), but differ in their (n + l)th order 
probability distribution, what is the largest value of n for visual 
discrimination of them to be possible? He concluded that "texture 
pairs are not discriminable if they have identical second-order sta­
tistics." In this study, he used textures generated using Markov pro­
cesses. The method he used was invented by Rosenblatt and Slepian [3]. 
Their method is a class of Markov processes that have identical first-, 
second-, and nth-order statistics but that differ in their (n+1 )th-order 
statistics.
While the general processes underlying visual texture discrimina­
tion are two dimensional, Markov processes are inherently one-dimension­
al. For this reason, Julesz, et al., [4] introduced three new methods 
that generate two dimensional non-Markovian textures with different 
third-order but identical first- and second-order statistics. In each 
of these methods, a texture is composed of a single micropattern which 
is either regularly placed or thrown at random. In a particular tex­
ture pair the micropattern of one of the textures is some transforma­
tion of the micropattern of the other texture in the pair. The three
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methods developed are called the method of 180°rotation, the method 
of mirror transform, and the method of equidistant disk.
Pollack [5] has created two-level split image fields in which the 
transition probabilities from black-to-white and white-to-black along 
an image line are such that the first order probabilities and the 
second-order nearest-neighbor probabilities are pairwise identical, 
but the third order nearest-neighbor probabilities are different. Purks 
and Richards [6 ] have generalized Pollack’s generation method to pro­
duce image line sequences in which the run lengths of black and white 
elements are controlled so that pairs of length n possess the same 
probabilities but sequences of length n + 1 have different probabili­
ties .
In [7,8], Caelli, et al. , showed several new methods for generat­
ing textures with micropatterns consisting of 5 or more disks or non­
disk shaped elements. These methods were used to generate counter­
examples to the Julesz Conjecture. The synthesis methods developed 
represent variants of the method of equidistant disks previously used 
by Julesz, et al., [4].
Julesz, et al., [9] presented a method for generating two tex­
tures which have identical third-order statistics and which can be 
effortlessly discriminated by humans. The method is as follows: the
visual field is cut into an array of small squares, each square to be 
colored black or white. In one texture, each 2 x 2  square cell has 
an even number of its 4 small squares colored black. In the other 
texture, each 2 x 2 square cell has an odd number of black squares.
The top row and the center column are colored by flipping a coin.
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In reference [10], a software implementation of this method is present­
ed.
In their study, Pratt, et al., [11] developed a stochastic method 
for the generation of pairs of synthetic texture fields possessing 
multiple gray levels, significant spatial correlation, and joint moment 
or probability densities of controllable form. In [12], a block dia­
gram for a general model of stochastic texture generation is presented 
where by controlling the form of the generating probability density 
and the spatial operator it is possible to create texture fields with 
specified statistical properties.
Yokoyama and Haralick [13] describe a method to generate texture 
using a regular Markov chain. The method arranges the generated gray 
tones in a sequence along a scan line. The transition probability 
matrix of the Markov chain directly determines the spatial cooccurrence 
probabilities of gray tones in the generated image. This work is an 
extension based on the work done by Julesz [1] and Conners, et al., 
[14].
Gagalowicz [15] presented a general method to generate a stochas­
tic texture from a set of second-order statistics. The texture gener­
ated will, in turn, have second-order statistics matching those used to 
generate the texture.
Victor and Brodie [16] invented texture pairs with iso-Buffon- 
needle statistics, where the intersection of an infinitely long line 
with the black texture elements is controlled.
Monne, et al., [17] presented a method where random textures
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are generated with full control of the n-order statistics relying on 
the gray level distribution within a given rectangular neighborhood 
of a given size uv. The statistics are expressed by the joint prob­
ability function defining the probabilities of the different possible 
configurations for the uv rectangle. The generation procedure relies 
on the interlacing of two Markov chains. They presented various 
examples of the texture generated in the context of real texture re­
construction.
McCormick and Jayaramamurthy [18] used a time series model to 
generate real world textures. First a set of parameter values, the 
parameters defining the time series model, are estimated from an image 
of the real world texture. Then using these parameter values this 
real world texture can be synthesized.
Yokoyama and Haralick [19] presented a growth process to synthe­
size textures. Their procedure is composed of two phases. The first 
phase is to generate a set of images having characteristic pattern 
structures. Called mother images, these are synthesized by repeti­
tive applications of seed distribution operations, skeleton growth 
operations, and muscle growth operations. The second phase is to 
synthesize a set of gray tone textures from a mother image by applying 
specific probabilistic transformations which convert numbers in the 
mother image to gray-tone values.
In [20,21], Schachter, et al., presented a new class of image 
models called mosaic models that view an image as a random pattern, 
and model it by an appropriate planar process. They show computer
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generated examples of patterns produced by all the models presented. 
Ahuja, et al., [22] presented some specific points of comparison be­
tween mosaic models and conventional statistical texture models, and 
concluded that mosaic models provide a powerful set of tools for tex­
ture analysis and synthesis.
In [23], Lu and Fu used their syntactic model for texture syn­
thesis. In the model, a texture pattern is divided into fixed size 
windows. A windowed pattern is represented by a tree of some chosen 
structure. Each tree node corresponds to a single pixel or a small 
homogeneous area of the windown pattern. The average gray level of the 
small area determines the node label. A tree is then constructed 
such that the union of all the nodes covers the entire area of the 
windowed pattern. Consequently, they have a set of trees of the same 
structure obtained from the training patterns. Tree grammars are then 
constructed to characterize windowed patterns of the same class.
These grammars are used for texture synthesis. Let us point out 
that this method is very sensitive to local noise and structural dis­
tortion such as shift, rotation, and fluctuation. They tested their 
model for texture synthesis using selected patterns from Brodatz' book.
For completness., let us mention several other researchers that 
used generation procedures to test their texture analysis models or to 
synthesize real world textures.
Chellappa and Kashyap [24] generated images that obey two models: 
simultaneous auto-regressive (SAR) models and the conditional Markov 
(CM) random field models. They used the algorithm presented in [25] 
and generated a wide variety of textures. Cross, et al., [26] used
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a Markov random field as a texture model to estimate parameters from 
natural textures. The estimated parameters computed from a natural 
texture were used as input to the generation procedure.
In [27], Jayaramamurthy introduced a new type of two dimensional 
formal grammars known as "multilevel array grammars." He showed that 
their grammars are adequate to generate texture scenes that can be 
viewed at many levels, such as "brick wall type" textures. Garber, 
et al., [28] presented a method for texture generation using a best 
fit model. They applied their method to a few natural textures and 
the results were presented. Faugeras, et al., [29] investigated a 
technique for reconstructing the nth-order joint density function from 
the second-order probability. They showed that in the generation 
process they needed higher order statistics. In [30], Faugeras pre­
sented a technique based on conditional expectation. He contends that 
the advantages of his technique are that higher order statistics can 
be taken into account in a controlled manner while keeping linear pre­
diction techniques. Gagalowicz [31] presented a new method for gen­
eration of stochastic textures. His method used the a priori given 
second order spatial averages of a texture as input. This is a way 
to synthesize a texture without inventing higher order statistics.
He obtained good results.
4.2 SyntkeJxLb Mz-tkodi
In the previous section, an overview of the different methods of 
texture generation was presented. From these methods, one needs to 
select one method to be used with our technique. Since a basic assump­
tion of our analysis is that the GLC matrices contain all the important
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texture-context information, our selection is restricted to synthesis 
methods which satisfy the requirements stated previously. Of all the 
texture synthesis methods, the Markov generation procedure [1,13.14] 
and the method presented by Gagalowicz [15] are the only appropriate 
methods for use with our technique. This section will present a more 
detailed discussion of these methods plus a modification of the 
Gagalowicz procedure. Let us point out that the method presented by 
Gagalowicz in reference [31] was not considered for use with our tech­
nique because it does not insure that given a series of GLC matrices 
one can obtain a texture.
4.2.1 The Gagalowicz Synthesis Procedure
This synthesis method presented by Gagalowicz is given in ref­
erence [15]. To see how this procedure works let D be a subset of 
2
I , the two-dimensional integer lattice. The set D specifies the
shape of the tile that will be used to create a texture. The idea is
to create a number of micropatterns by appropriately coloring tiles
of size and shape D. Let K be the number of points in D and let L
be the number of gray levels used in coloring the tiles. Since each
of the K points can be covered with any one of L gray levels this
K
means that there are a total of L possible micropatterns. These 
micropatterns will be used to tile in the plane such that there are 
no holes or overlaps. Clearly this requirement places some restric­
tions on the possible choices for the subset D. For the purposes 
here, it will be assumed D is a set of K horizontally adjacent points,
i.e., a 1 x K matrix.
Consequently, to generate a texture using this shape of micro-
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patterns only requires that these patterns be laid side-by-side 
creating one row of the texture. The choice as to which of the L 
micropatterns should be placed at a particular location is made by 
randomly selecting a micropattern according to a probability law gov­
erning the frequency of occurrence of each micropattern in the texture. 
The selection of which micropattern to place at a given location is 
done independently of the selection made at any other location. The 
trick of the procedure is the mechanism used for computing the prob­
ability law so that the second-order probabilities of the resulting 
texture are what they are supposed to be.
To accomplish this objective the painting function used to assign 
gray levels to each of K points in the 1 x K matrix micropattern will 
be modeled as a stochastic process X_^  whose domain of definition is D,
i.e., i ranges from 1 to K.
The second-order probabilities of X^ are the probabilities 
P(Xj = Lj, X^ = L^) which specify the probability of point j being
gray level L. and point k being gray level L, . The probability
1 K-
P(X. = L. , X, = L,) will be denoted P., (L.,L,). Similarly the Kth-.] J ^ K. 1 K - J K .
order probabilities of X^ are P(X^ = L^, = L^) which
specify the probability of the first element of the 1 x K matrix 
being of gray level L^, the second element of the 1 x K matrix being of 
gray level L^, etc. The probability P(X^ = li ,X2 = L2 ’*‘',XK = 
will be denoted P(L^,
Note that a particular micropattern is nothing more than an
assignment of gray levels to each of the K points making the 1 x K
matrix, i.e., [L^,1, ,...,l ]. Hence, the Kth-order probability,
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P(L.,,L„,...,lO , can be thought of as the probability of occurrence of ± Z K.
the micropattern [L^,L2 ,. .. ,Lj/| in the texture to be generated. The 
task is to determine the values of each of the P(L^,L2 ,...,L^) from 
the set of second-order probabilities P„(L^,Lj) one wants the resul­
tant texture to have.
To see how these values can be determined, one need only remember 
that the Kth-order probabilities are constrained by the second-order 
probabilities. These constraints take the form of partial summations.
In particular
L-l L-l L-l L-l L-l L-l L-l
pii(Li’Li) = I I ^ ' I  :  ^ ^  " ' I  (4-1)J J L]l=0 L2 =0 Li_ 1= 0 L .+ 1 =0 Lj_ 1=0 L .+ 1 =0 LK =0
P(L1 5L2 ,. . . ’Li+1 ’ • • * ’Lj-l,Lj ,Lj+l’' ' * ,LK^
for i,j e{l,2,...,K},i ^ j and L^efO,1,...,L-1}, m = 1,2,...,K.
2 K K
There are exactly L C2 such constraints where C2 represents
the.number of possible combinations of K things taken 2 at a time.
Further, constraints are placed on the Kth-order probabilities 
by their relationship to the first-order probabilities P(X^ = L^) =
Pi(L^) where is the probability that the ith point of a micro­
pattern has gray level L^. These constraints take the form
L-l L-l L-l L-l L-l
Pi(Li> £ £ ...£ -n*| n'"l P L^1 ’L2 ’’"',Li-l’’,Li+l’'‘‘,LK^’
L -0 L -0 L -0 L -0 lk=0
(4-2)
K
There are exactly LC^ such constraints. It should be noted that the 
first-order probabilities Pi(Li) are directly obtainable from the 
second-order probabilities P ^ O ^ L ^ )  through another partial summa­
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tion. Hence, only knowing the second-order probabilities P^CL^jLj) 
allows one to generate these constraints also.
The final set of constraints are
L-l L-l L-l
I I ...I P(L ,L ,...,Lr) = 1 (4-3)
Ll=0 l2=o 1^=0
and
P ,L2»• • • 0 (4—4)
K
for L^e{0,l,...,L-1}, i = 1,...,K. Note that there are L constraints 
of the form given in the inequalities of Equation (4- 4).
It should be observed that the constraints given in Equation (4-4 ) 
do not uniquely specify the Kth-order probabilities. Indeed, given 
this set of constraints there will usually be an infinite number of 
possible solutions for the Kth-order probabilities, assuming K and L 
are large enough.
In recognition of this problem, Gagalowicz formulates the prob­
lem of determining the values of Kth-order probabilities as a linear 
programming problem [15]. Under this formulation the choice of a 
cost function is used to uniquely define a solution for the L 
probabilities.
To make the solution of these linear programming problems a
bit more practically feasible, Gagalowicz was able to reduce the
2 k  K K
total number of constraints required from L + LC^ + L + 1 to a 
total of (L - 1)^ C2 + (L - 1) + L^ + 1 where, of course, L^ of
these constraints are the only requirements for the Kth-order prob­
abilities to be greater than or equal to zero. Since this type of
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constraint, one requiring the variables to be greater than or equal
to zero, is built into the linear programming problem, there are
2 K K
really only (L - 1) + (L - 1) + 1 constraints that must be
input into a linear programming algorithm such as the simplex method 
[32,33]. Gagalowicz was able to reduce the number of constraints re­
quired by removing all the redundant ones. The set of constraints
used by Gagalowicz is given in [15].
4.2.2 Modification of Gagalowicz Synthesis Procedure
In using the above synthesis method one wants to be able to
determine the values of all the GLC matrices S(6 ,W) = [s(i,j,6 ,W)]
given the second-order probabilities. Further, one would like this
relationship to be simple, i.e., such that only one input matrix would
completely specify all the possible relationships. Unfortunately,
2
this only occurs in the very special case when P„(L^,L_.) = 1/ L for 
L_^  = 1,...,L, L^. = 1,...,L, i = 1,...,K and J = 1,...,K. Consequently 
the above procedure was modified.
The modification involved forcing several of the probabilities 
P^(L^,L^) to be equal. In particular
(D p1 2 (Li ’L2  ^ = P23(L1,L2) P (K-1)K<'L1’L2')
for = 1,...,L and = 1,...,L, where P^(L^,L2) denotes
the common set of values.
(2) P13(L15L2) = P24(L1,L2) = P35 (L1 ,L2) = ... =
P(K_2)k p^,i’P2‘^ °^r P1 = anc* P2 = !>• •*»*'> where
P2 P^1 ,P2  ^ denotes these common set of values.
(K-2) = P2K(L1 ’L2) p ^  = 1,. . . ,L
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and = 1,...,L, where P^_2 (Ld ,L2) denotes these set 
of common values.
(K) and finally Let PK_^(L^,L2) = (K_^)^Li’L2 ^
for Lj^  " 1 j a ■ a , X. and ^2 1,«..,L«
Given the above, the input parameters into the Gagalowicz pro­
cedure become just K, L, and the matrix of probabilities P^(L^,L2) 
for = 1,...,L and L2 = 1,...,L. The remaining second-order prob­
abilities are internally computed by the program using the equation.
v w  - ^  V W  + r r  «-5>
K KL
for = 1,...,L and L2 = 1,...,L and for each k, k = 1,...,K-1.
The resulting texture is such that
E{s(i,j,6 ,W)} =
Pd (i,j) for 6 = (d,0) d < K, 0 = 0° or 180°
2 (4-6)
1/L elsewhere
where s(i,j,6 ,W) is an element of the GLC matrix S(6 ,W). Hence this 
modification allows one to generate textures which have controllable 
values for all the GLC matrices. Further the simplicity of the mathe­
matical relationships is such that measurement values can also be 
controlled. The disadvantage is that it can not generate very 
visually distinct textures pairs. In reference [34] a user’s guide 
and software documentation of an implementation of this synthesis 
method is presented.
4.2.3 A Markov Synthesis Procedure 
4.2.3.1 General Theory
Definition: Markov chain [35]. A Markov chain is a sequence of
experiments performed on a system S with the following
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properties:
1. At any given time the system is in one of the states
E^,E2 ,...,En and the outcome of each experiment is
that S either is unchanged or is changed to a new 
state from the set {E^,E2 ,...jE^} e E.
2. The system can change from one state E^ to another 
state E^ only as a result of the experiment.
3. The probability of changing the system from the states
E^ to the state E_. depends only on E^. and on E^, and
the state of the system at the time of the experiment.
This probability is denoted by p(j|i).
In a more formal way, consider a stochastic process X ={x^;n e N} 
that takes on the state space E. If x = i, then the process is said
to be in state E^ at time n. A Markov chain is a sequence of random
variables such that
p{Xn + 1  = j|XQ = K,...,Xn = i} = P{Xn + 1 = j|xn = i}= p(j|i) (4-7)
for E ^ E  ,Ek ,eE.
That is, the next state is independent of the past states
XQ ,...,Xn _ 1 and is dependent only on the present state Xn> Since
p(j|i) gives the probability for the transition of S from states E^
to the state E^, it is called the transition probability for the 
Markov chain. It is customary to arrange the p(j|i) into a square 
array, and to call the resulting matrix [p(j|i)] the transition matrix 
of the Markov chain. The transition matix has the following proper­
ties :
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-1. The transition matrix represents probabilities. The ele­
ments of this matrix p(i,j) are all nonnegative, i.e.,
p(j | i) > 0 (4-8)
for an E.,E. e E. 
i 3
2. For each row of the matrix the sum of the elements in 
that row must be 1. That is
1 P(j |i) = 1 (4-9)
E.eE
i
for each E. e E.
J
Any matrix that satisfies these two conditions is called a sto­
chastic matrix.
Theorem [36]: For any n, m, e N with m >_ 1 and i^,...,im e E,
p{Xn+l = il’--*’Xn+m = LmK = V  = p'(11 10)p (i2 •V ' ' (iml W  '
(4-10)
Corollary [36]: Let IIq be a probability distribution on E, and sup­
pose p(Xq = i} = IIq (i) for all i e E. Then
for any m e N and i„,...,i e E,J 0 ’ ’ m ’
p{X0 = V  X1 = = V  = n0(i0)p(1’ii0>--p(imlin-l>* C^ -H)
This corollary shows that the joint distribution of ‘ ’ ,Xm
completely specified for every m once the initial distribution IIq 
and the transition matrix [p(j|i)] are known.
4.2.3 .2 Texture Generation Procedure
A texture is synthesized a row at a time; each row is generated 
in a left-to-right direction. The gray level of the left-most point 
of each row is assigned according to an initial distribution IIq .
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The rest of the points of each row are assigned gray levels according 
to the one-step transition probabilities, p(j|i), of a Markov chain. 
Using this generation procedure the only parameters necessary to com­
pletely specify the random field X(n,m) are the initial distribution 
IIq (i), 0 <_ i <_ L-l, and the one-step transition probabilities p(j|i),
0 <_ i <_ L-l, 0 <_ j L-l, where L is the number of gray levels.
To facilitate the computation of the required expected values, 
only Markov chains which satisfy the following three constraint con­
ditions are used:
1. The Markov chain must have constant one-step 
transition probabilities
p(j|i), 0 < i ^ L - l  (4-12)
0 £  j £  L-l.
2. The Markov chain must have a uniform stationary distribu­
tion II , wheres
n (i) = l|L, 0 <_ i £  L-l 
S (4-13)
n (i) = 0 elsewhere.
3. The initial distribution must equal the uniform 
distribution, i.e.,
nn (i) = l|L, 0 £  i < L-l
(4-14)
TLq (i) = 0 elsewhere.
The resulting two-dimensional random fields have the following 
properties:
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1. For any n,m,k and h, n 4 k, the random variables 
X(n,m) and X(k,h) are statistically independent.
2. For any n, m and h, the random variables X(n,m) and 
X(n,h) are related by the m-h step transition prob­
abilities. These transition probabilities can be 
computed directly from the one-step transition 
probabilities of the Markov chain used to create 
the random field.
3. The random field X(n,m) is stationary with respect 
to arbitrary translations.
The following equation relates the Markov chain parameters used 
to generate a texture to the expected values of the GLC matrices values 
be computed from the texture:
where p (j]i) is the d-step transition probability of the Markov chain. 
Notice that equation (4-15) indicates that, for the generated texture, 
the GLC matrices computed for any d values and for any angular di­
rections, with exception of the horizontal direction, are going to 
have the same values. In the horizontal direction, the GLC matrices 
are different until a particular d value is encountered, i.e., the d 
value that makes the p^(j|i) element equal to the initial distribution. 
For the user's guide and software listing an implementation of this 
synthesis method see reference [37].
(4-15)
d
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An advantage of this method is that one can easily compute the 
expected values of the GLC matrices of the textures generated. Also 
the method can generate very visually distinct texture pairs. The dis­
advantage is that one cannot easily generate textures which have con­
trollable measurements values. The problem is that one needs to multi­
ply the one-step transition matrices to compute the expected values of 
the GLC matrices. This complicated mathematical relationship makes 
controlling the measurement values difficult if not impossible.
4.3 Summcviy
A review of the literature in texture generation procedures was 
presented in order to select the method or methods more appropriate for 
use with our technique for defining measures. The criteria for selec­
tion is that we have a method that generates textures which have controll­
able measurement values. In an attempt to create a synthesis method 
capable of meeting the objective the Gagalowicz synthesis procedure 
was modified. While this modification allows one to control measure­
ment values, it cannot generate very visually distinct texture pairs.
This method cannot be used and as a result one cannot find if a set 
of measurements is complete.
The second method selected, the Markov generation procedure, 
can generate very visually distinct textures pairs and it can easily 
compute the expected values of the GLC matrices and more important 
one can sample using this method, the polytope of all second-order 
probabilities matrices in a very reasonable way. The problem is that 
one cannot control the measurement values. However, our second criteria
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is at least satisfied using this method. This method can also be 
used to create the data base of texture pairs needed in order to 
verify the second requirement in a controlled manner (i.e. , measures 
that match human judgment of perceptual similarity). The above reflect 
the need for a very powerful synthesis procedure to be developed in 
order to use the technique with all its components. Future work will 
then have to be directed towards that goal.
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CHAPTER FIVE
SOLVING FOR MEASURES ON A 
SIMPLIFIED PROBLEM
In the previous chapters, a technique for defining measures was 
presented. It was also shown that the LCJ and least-squares com­
ponents work and can be used with this technique. What is left now 
is to show the feasibility of the system for defining measures. To 
show this, one would like to use the technique to solve for some mea­
surements. This chapter will describe and justify each of the steps 
needed to solve for such measures. Application of this technique 
to a problem will show the problems one can encounter and indicate 
the applicability of the approach.
5.1 A Simptifiied. ?nob£w
The problem will consist of ranking a limited number of 
textures, and of solving for some measures given the resulting rank­
ing for these texture pairs. This study must be one that is well 
behaved and well controlled because the goal of this study is to test 
the whole technique and to determine how well it works. For these 
reasons the type of problem considered should be a simplified one.
The specifications for the problem are as follows: 
the textures will be generated using a single synthesis procedure 
that will use three gray levels to produce "nice" textures with the
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same first-order statistics. One would like the model to be linear.
So the type of measurements one wants to solve for are linear ones.
Let us point out that the limitation in using three gray levels is 
due to the combinatorial explosion imposed by the use of the scaling 
method. To justify the use of linear measurements, we recall the 
assumption presented in Chapter One. This assumption states that the 
visual qualities of texture patterns that is contained in the GLC 
matrices can be gauged by measures which are linear with respect to 
the elements of these matrices.
In order to solve for the measures a perceptual experiment must 
first be performed. This experiment will determine the ranking of 
the given texture pairs. The best set of linear measures are then 
found using the least squares procedure.
5.1.1 Perceptual Experiment
A well controlled perceptual experiment was performed to 
find the relative scaling of 22 texture pairs. The attribute used to 
scale these 22 texture pairs was how visually distinct the two tex­
tures. comprising each pair are. Using this scaling one can rank these 
texture pairs from the most visually distinct to the least visually 
distinct. This section describes how this experiment was constructed. 
5.1.1.1. Generating Textures
The first step of the perceptual experiment was to 
select the kind of textures one wants to use. In the next paragraphs 
the selection procedures are discussed. For the selection of the 
textures, one has to keep in mind that one would like measurements 
that match the preattentive mechanisms of human perception. To
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accomplish this, one desires textures that do not have any familiarity 
cues. In other words, synthetic or generated textures have to be 
used. Stochastic or random textures have been used in the past to 
study human discrimination of textures [1-7]. Such textures seem to 
be appropriate for this experiment.
A second condition restricts the kind of stochastic or random 
textures to those which are stationary and ergodic. The stationary 
requirement will ensure that when an observer looks at any region on 
the texture, the statistics computed from that region will be the 
same as those computed from any other region of the texture. The er­
godic requirement will ensure that when the observer looks at the 
same texture created using different realizations the average of the 
statistics computed for each of the textures is the same.
Another point that reinforces the selection of stochastic or 
randomly generated textures that are stationary and ergodic is that 
one is interested in textures that humans discriminate using 
global statistics. Gagalowicz [7] showed that such textures have to 
be homogeneous (stationary) and ergodic. If the textures are not of 
that kind, then local properties are used by the human vision system 
to discriminate them and the problem becomes a complex one because 
one needs to know the region size of these local properties, etc. 
Julesz [1] used stochastic textures that were homogeneous and ergodic 
in his study. Now that the kind of textures one would like to use 
has been defined, the next step is the selection of the synthesis 
method.
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In selecting the synthesis method, one must keep in mind the 
fact that the purpose of the experiment is to define measurements on 
GLC matrices. The elements of such a matrix are second-order prob­
abilities. Hence our synthesis method has to be one which allows us 
to easily obtain and control the second-order probabilities. There 
are two methods described in Chapter Four that are appropriate to 
generate the textures for this simplified problem. These methods are 
the Markov synthesis procedure and the modification to the Gagalowicz 
synthesis procedure. The latter has the disadvantage that we are not 
able to generate very visually distinct textures. On the other hand, 
the former has been very successful in generating very visually dis­
tinct textures. For this reason, the Markov procedure was chosen to 
generate the textures to be used in this experiment. Reference [8 ] 
presents a description of the method and a user guide for the computer 
program used to generate the texture. Julesz [1] used Markov generat­
ed textures that were homogeneous and ergodic as shown by Gagalowicz 
[7] in his study.
It is necessary to recall that due to the way these textures are 
generated using the Markov synthesis procedure (see Chapter Four) only 
second-order statistics in the horizontal direction (9 = 0 or 180 
degrees) are considered. All the other second-order statistics in the 
other direction are the same between all the textures and do not con­
tribute to the results.
One can say that the textures used are ones which can be 
represented by stochastic or random fields generated using Markov
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chains. The Markov chains to be used are stationary (homogeneous) 
and ergodic. To be stationary, the initial distribution of the Mar­
kov process has to be equal to the limiting distribution. If the 
limiting distributions are forced' to be the uniform distribution then 
this will imply that the transition matrices will be doubly stochas­
tic [9]. A doubly stochastic matrix is a non-negative matrix (i.e., 
the entries of the matrix are greater than or equal to zero) where 
the sum of each column and each row is 1 .
As described in Chapter Four, the only parameters necessary to 
completely specify the textures generated are the initial distribu­
tion and the one-step transition probabilities of the Markov chain.
As one is interested in using a limited number of textures, one needs 
to restrict the number of doubly stochastic matrices one will use.
In reference [10], Katz pointed out that the set of all doubly sto­
chastic matrices forms a convex polytope, and each n x n permutation 
matrix is an extreme point (vertex) of the convex polytope. Then, 
the n! permutation matrices are the extreme points of the convex 
polytope. A permutation matrix is a matrix whose elements are all 
either 0 or 1 , and where there is exactly one 1 in each row and one 
1 in each column.
With this in mind, it seems logical to select only those 
extremas points. As the combination of these points will give tex­
ture pairs that are very distinct. If one wants ergodic Markov 
chains, these permutation matrices cannot be used as one-step tran­
sition matrices for the generation of the textures because of the 
absorbing states in these transition matrices. For the sake of
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simplicity, one would like to use regular Markov chains. For this 
reason, each permutation matrix was perturbed so that the resulting 
matrix is still near the vertex but forms a regular Markov chain. In 
a regular Markov chain, the transition matrix is regular. A matrix 
is said to be regular if one of its powers has all positive entries.
With those contraints in mind, one would like to generate tex­
tures that contain three gray levels. This means that the one-step 
transition matrices are 3 x 3  matrices. The initial probability is 
(1/3, 1/3, 1/3) and the number of vertices or points are 3! (6 ). To 
these 6 one-step transition matrices, an interior point was selected 
and added to the generation procedure. This point is in the interior 
of the polytope. The transition matrix corresponding to this point is 
white noise. In Appendix 5A, at the end of this chapter, Figures 
5A.1 through 5A.7 show the one-step transition matrix, the initial 
distribution and the Markov texture generated using these parameters. 
For discussion purposes, these seven textures will be called basic 
textures.
Using these seven basic textures, twenty one texture pairs 
were created, i.e., using all possible combinations of the seven tex­
tures taken two at a time. Another texture pair was created for the 
zero point. This texture pair was not really a texture pair at all, 
it was a single texture created from using a single one-step transi­
tion matrix. The one-step transition matrix used was white 
noise. Thus, a total of twenty two texture pairs were generated. To 
identify the texture pairs which were generated the following nota­
tion is used: (i,j) where i and j indicated the numbers of the basic
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textures that comprise the texture pair. Figure 5.1 shows a general 
format of the texture pairs. Texture A corresponds to the one-step 
transition matrix A, and texture B corresponds to the one-step tran­
sition matrix B. All of the texture pairs generated follow this 
format. Table 5.1 presents the one-step transition matrices used for 
each texture pair. Each of these texture pairs were generated using 
the same initial probability distribution but with a different initial 
value for the random number generator. The three gray level values 
were 95 for black, 127 for gray, and 159 for white. Each element of 
the generated texture is an 8 pixel by 8 pixel region on a 512 by 512 
display.
The texture pair generated was displayed on a CRT and was 
photographed, developed and printed on paper using the same considera­
tions used in Chapter Two. Slides were not used because the quality 
was not considered to be adequate. One would have more problems with 
slides in trying to match all the qualities between all the texture 
pairs and the complexity of the production would hence be increased.
By using prints, one can have more control over the production of all 
the prints needed with the same texture pairs in term of qualities 
such as contrast, lighting effects, etc. These qualities affect the 
first-order statistics. For example, for a given texture pair, after 
deciding the gray levels desired, one can obtain the rest of the tex­
ture pairs by matching those with the one desired. This was done to 
ensure that all the gray levels are the same for all the texture 
pairs.
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Figure 5.1 General format for the generated 
texture pairs.
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Table 5.1 The one-step transition matrices for the twenty- 
two texture pairs. The initial distributions 
were the same for all.
PAIR (1 ,1 ) PAIR (1, 2 ) PAIR (1,3)
.33 .33 .34 .33 .33 .34 .1 .1 .8
(A) .33 .34 .33 (A) .33 .34 .33 (A) .8 .1 .1
.34 .33 .33 .34 .33 .33 .1 .8 .1
.33 .33 .34 .1 .1 .8 .33 .33 .34
(B) .33 .34 .33 (B) .1 .8 .1 (B) .33 .34 .33
.34 .33 .33 .8 .1 .1 .34 .33 .33
PAIR (1,4) PAIR (1,5) PAIR (1 ,6)
.33 .33 .34 .1 .8 .1 .33 .33 .34
(A) .33 .34 .33 (A) .8 .1 .1 (A) .33 .34 .33
.34 .33 .33 .1 .1 .8 .34 .33 .33
.1 .8 .1 .33 .33 .34 .8 .1 .1
(B) .1 .1 .8 (B) .33 .34 .33 (B) .1 .1 .8
.8 .1 .1 .34 .33 .33 .1 .8 .1
PAIR (1 ,7) PAIR (2,3) PAIR (2,4)
.8 .1 .1 .1 .1 .8 .1 .8 .1
(A) .1 .8 .1 (A) .1 .8 .1 (A) .1 .1 .8
.1 .1 .8 .8 .1 .1 .8 .1 .1
.33 .33 .34 .1 .1 .8 .1 .1 .8
(B) .33 .34 .33 (B) .8 .1 .1 (B) .1 .8 .1
.34 .33 .33 .1 .8 .1 .8 .1 .1
PAIR (2,5) PAIR (2 , 6) PAIR (2, 7)
.1 .1 .8 .8 .1 .1 .1 .1 .8
(A) .1 .8 .1 (A) .1 .1 .8 (A) .1 .8 .1
.8 .1 .1 .1 .8 .1 .8 .1 .1
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Table 5.1 (Continued)
.1 .8 .1 .1 .1 .8 .8 .1 .1
(B) .8 1. J. .1 (B) .1 .8 .1 (B) .1 .8 .1
.1 .1 .8 .8 .1 .1 .1 .1 .8
PAIR (3,4) PAIR (3,5) PAIR (3,6)
.1 .1 .8 .1 .8 .1 .1 .1 .8
(A) .8 .1 .1 (A) .8 .1 .1 (A) .8 .1 .1
.1 .8 .1 .1 .1 .8 .1 .8 .1
.1 .8 .1 .1 .1 .8 .8 .1 .1
.1 .1 .8 .8 .1 .1 .1 .1 .8
(B) .8 .1 .1 (B) .1 .8 .1 (B) .1 .8 .1
PAIR (3, 7) PAIR (4,5) PAIR (4,6)
.8 .1 .1 .1 .8 .1 .8 .1 .1
(A) .1 .8 .1 (A) .1 .1 .8 (A) .1 .1 .8
.1 .1 .8 .8 .1 .1 .1 .8 .1
.1 .1 .8 .1 .8 .1 .1 .8 .1
(B) .8 .1 .1 (B) .8 .1 .1 (B) .1 .1 .8
.1 .8 .1 .1 .1 .8 .8 .1 .1
PAIR (4,7) PAIR (5,6)
.1 .8 .1 .1 .8 .1
(A) .1 .1 .8 (A) -8 .1 .1
.8 .1 .1 .1 .1 .8
.8 .1 .1 .8 .1 .1
(B) .1 .8 .1 (B) -1 .1 .8
.1 .1 .8 .1 .8 .1
PAIR (5,7) PAIR ( 6, 7)
.8 .1 .1 .8 .1 .1
(A) .1 .8 .1 (A) .1 .1 .8
.1 .1 .8 .1 .8 .1
.1 .8 .1 .8 .1 .1
(B) .8 .1 .1 (B) -1 .8 .1
.1 .1 .8 .1 .1 .8
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It is important to note that the texture pairs have the 
same first-order statistics. This means that the tonal effect is 
ruled out and only pattern related properties will be important. Tak­
ing this into account, the experiment is simplified. Measurements 
that gauge tonal properties could be non-linear, and because our model 
is linear, one would like that the first order statistics be the same 
for each texture pair. To control the first-order statistics in the 
generated textures a large element size must be used. This creates a 
compromise situation, because a large element size when given a 
limited region for the entire texture pair will mean that the second- 
order statistics may not be accurate enough to represent the global 
characteristics of the textures. One would like an element size that 
ensures the same first-order probabilities for the texture pair, and 
at the same time gives an accurate estimation for the second-order 
statistics. An element size of eight pixels by eight pixels seemed 
appropriate for our experiment. Using this element size each texture 
that comprises a texture pair will contain a field of 64 x 32 ele­
ments. This limitation is imposed by the display system which can 
display an image of only 512 by 512 pixels.
To be sure that the first-order statistics are the same for the 
texture pairs, and that the texture pair generated represent the 
second-order statistics used to generate it, two experiments were 
performed. The first experiment was dedicated to measuring the first- 
order statistics in each of the texture pairs to ensure that every 
texture pair has almost the same first-order statistics. The experi­
ment was as follows: the reflectance of each texture pair was mea­
sured using a Pentax Ashi Spotmeter Model V. Using the general
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format for the texture pair, one first measures texture A, and then 
texture B and the difference on the meter was checked. If the needle 
on the Spotmeter moves 1/2 scale units or more then this texture pair 
is eliminated. If the movement of the needle is less than 1/2 scale 
units then this texture pair is considered as having the same first 
order statistics. All the texture pairs measured gave a movement of 
less than 1/3 of a scale unit on the Spotmeter scale. In fact, only 
a few texture pairs gave a movement near 1/3, most had differences 
which were substantially less. Figure 5.2 shows the spot size used to 
measure each texture field.
The second experiment was performed to check if each of the 
textures represent the second-order statistics that was used to gener­
ate it. For each of the textures, the GLC matrices were computed and 
compared with the expected value obtained using the one-step transi­
tion matrices used to generate these textures. On average the 
absolute values of the difference between the elements of the GLC 
matrix and the expected value of the second-order probabilities was 
always less than or equal to 0.005.
5.1.1.2 Determining the Experimental Procedure
The experimental procedure was developed to be used with 
the method of paired comparison. Using the method of paired compari­
son each stimulus (a textured pair) is compared with all the other 
stimuli. Hence for a given n = 22 stimuli (texture pairs) there are 
n(n-l)/2 = 231 paired comparisons which must be made. The two texture 
pairs comprising a paired comparison were mounted on a gray matted 
board no. 924A as described in Chapter Two section 2.5.1. Each of
Figure 5.2 Test for checking first-order statistics.
Texture pair showing the region on which 
the spotmeter was focused.
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these boards were presented to an observer. The distance between the 
observers and the board was approximately 3 feet. The board was 
placed on a stand-by copy holder with an inclination of approximately 
71 degrees. Two pieces of small gray board containing the labels A 
and B were attached to the base of the copy holder for the identifica­
tion of the texture pairs. Figure 5.3 shows a diagram with the neces­
sary distances. Figure 5.4 shows a photograph of a board. Table 5.2 
shows the texture pairs appearing on each of the boards. This se­
quence was generated using the same approach presented in Chapter 
Two.
One of the important components of the experimental procedure is 
the selection of the presentation time. By presentation time, one 
means the time an observer looks at the board containing the two tex­
ture pairs. To select the optimum time the following mini-experiment 
was performed. The first 42 boards of the given 231 boards were 
selected and presented to three observers (one female, two male).
Each of the observers gave judgments on the 42 boards two times for 
three different presentation times of 3, 5, and 10 seconds. For the 
same presentation time, each observer viewed the boards on different 
days and with a different order of presentation to prevent the ob­
server from getting some knowledge of the boards or memorizing the 
answers.
To make a decision of what presentation time to use, the number 
of intra person disagreements were totaled for each of the three 
times. A disagreement is when an observer gave a different response 
on the two presentations of a board. An average number of disadgree- 
ments was obtained for each of the three presentation times. An average
O B S E R V E R
Figure 5.3 Diagram indicating the distance between 
the observer and where the board rest.
Figure 5.4 A photograph showing one of the boards 
used in the perceptual experiment.
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Table 5.2 Order of presentation for the 
F sequence.
toard
umbers
Texture Pair 
Left
Texture Pair 
Right
Board
Numbers
Texture Pair 
Left
Texture
Right
1 u.i) (1,2) 64 (1,1) (1,5)
2 (6.7) (1,6) 65 (1,4) (1,6)
3 (5.7) (1,5) 66 (1,3) (1,7)
4 (5.6) (1,6) 67 (1,2) (2,3)
5 (6,7) (1,7) 68 (6,7) (2,5)
6 (6,6) (2,3) 69 (5,7) (2,6)
7 (6,5) (2,4) 70 (5,6) (2,7)
8 (3,7) (2,5) 71 (4,7) (3,4)
9 (3,6) (2,6) 72 (4,6) (3,5)
10 (3,5) (2,7) 73 (4,5) (3,6)
11 (3,6) (1,1) 74 (3,7) (1,1)
12 (1,3) (1,2) 75 (1.6) (1,5)
13 (1,5) (6,7) 76 (1,7) (1,4)
14 (1,6) (5,7) 77 (2,3) (1,3)
15 (1,7) (5,6) 78 (2,4) (1,2)
16 (2,3) (4,7) 79 (2,6) (6,7)
17 (2,6) (4,6) 80 (2,7) (5,7)
18 (2,5) (4,5) 81 (3,4) (5,6)
19 (2,6) (3,7) 82 (3,5) (4,7)
20 (2,7) (3,6) 83 (3,6) (4,6)
21 (3,6) (3,5) 84 (3,7) (4,5)
22 (1,1) (1,3) 85 (1,1) (1,6)
23 (1,2) (1,4) 86 (1,5) (1,7)
24 (6,7) (1,6) 87 (1,4) (2,3)
25 (5,7) (1,7) 88 (1,3) (2,4)
26 (5,6) (2,3) 89 (1,2) (2,5)
27 (6,7) (2,4) 90 (6,7) (2,7)
28 (6,6) (2,5) 91 (5,7) (3,4)
29 (6,5) (2,6) 92 (5,6) (3,5)
30 (3,7) (2,7) 93 (4,7) (3,6)
31 (3,6) (3,4) 94 (4,6) (3,7)
32 (3,5) (1,1) 95 (4,5) (1,1)
33 (1,6) (1,3) 96 (1,7) (1,6)
34 (1,5) (1,2) 97 (2,3) (1,5)
35 (1,7) (6,7) 98 (2,4) (1,4)
36 (2,3) (5,7) 99 (2,5) (1,3)
37 (2,6) (5,6) 100 (2,6) (1,2)
38 (2,5) (4,7) 101 (3,4) (6,7)
39 (2,6) (4,6) 102 (3,5) (5,7)
40 (2,7) (4,5) 103 (3,6) (5,6)
41 (3,6) (3,7) 104 (3,7) (4,7)
42 (3,5) (3,6) 105 (4,5) (4,6)
43 (1,1) (1,4) 106 (1,1) (1,7)
44 (1,3) (1,5) 107 (1.6) (2,3)
45 (1,2) (1,6) 108 (1,5) (2,4)
46 (6,7) (2,3) 109 (1,4) (2,5)
47 (5,7) (2,4) 110 (1,3) (2,6)
46 (5,6) (2,5) 111 (1,2) (2,7)
49 (6,7) (2,6) 112 (6,7) (3,5)
50 (6,6) (2,7) 113 (5,7) (3,6)
51 (6,5) (3,4) 114 (5,6) (3,7)
52 (3,7) (3,5) 115 (4,7) (4,5)
53 (3,6) (1.1) 116 (4,6) (1,1)
54 (1,5) (1.4) 117 (2,3) (1,7)
55 (1,6) (1.3) 118 (2,4) (1,6)
56 (1,7) (1.2) 119 (2,5) (1,5)
57 (2,6) (6,7) 120 (2,6) (1,4)
58 (2,5) (5,7) 121 (2,7) (1,3)
59 (2,6) (5,6) 122 (3,4) (1,2)
60 (2,7) (4,7) 123 (3,6) (6,7)
61 (3,6) (4,6) 124 (3,7) (5,7)
62 (3,5) (4,5) 125 (4,5) (5,6)
63 (3,6) (3,7) 126 (4,6) (4,7)
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
Table 5.2 (Continued)
Kture Pair 
Left
Texture Pair 
Right
Board
Numbers
Texture Pair 
Left
Texture Ps 
Right
(1,1) (2,3) 180 (2,6) (2,5)
(1.7) (2,4) 181 (2,7) (2,4)
(1,6) (2,5) 182 (3,4) (2,3)
(1,5) (2,6) 183 (3,5) (1,7)
(1,4) (2,7) 184 (3,6) (1,6)
(1,3) (3,4) 185 (3,7) (1,5)
(1,2) (3,5) 186 (4,5) (1,4)
(6,7) (3,7) 187 (4,6) (1,3)
(5,7) (4,5) 188 (4,7) (1,2)
(5,6) (4,6) 189 (5,7) (6,7)
(4,7) (1*1) 190 (1,1) (2,6)
(2,4) (2,3) 191 (2,5) (2,7)
(2,5) (1,7) 192 (2,4) (3,4)
(2,6) (1,6) 193 (2,3) (3,5)
(2,7) (1.5) 194 (1,7) (3,6)
(3,4) (1,4) 195 (1.6) (3,7)
(3,5) (1,3) 196 (1,5) (4,5)
(3,6) (1,2) 197 (1,4) (4,6)
(4,5) (6,7) 198 (1,3) (4,7)
(4,6) (5,7) 199 (1,2) (5,6)
(4,7) (5,6) 200 (6,7) (1,1)
(1,1) (2,4) 201 (2,7) (2,6)
(2,3) (2,5) 202 (3,4) (2,5)
(1,7) (2,6) 203 (3,5) (2,4)
(1,6) (2,7) 204 (3,6) (2,3)
(1,5) (3,4) 205 (3,7) (1,7)
(1,4) (3,5) 206 (4,5) (1,6)
(1,3) (3,6) 207 (4,6) (1,5)
(1,2) (3,7) 208 (4,7) (1,4)
(6,7) (4,6) 209 (5,6) (1,3)
(5,7) (4,7) 210 (5,7) (1.2)
(5,6) (1,1) 211 (1,1) (2,7)
(2,5) (2,4) 212 (2,6) (3,4)
(2,6) (2,3) 213 (2,5) (3,5)
(2,7) (1,7) 214 (2,4) (3,6)
(3,4) (1,6) 215 (2,3) (3,7)
(3,5) (1,5) 216 (1,7) (4,5)
(3,6) (1,4) 217 (1,6) (4,6)
(3,7) (1,3) 218 (1,5) (4,7)
(4,5) (1,2) 219 (1,4) (5,6)
(4,7) (6,7) 220 (1,3) (5,7)
(5,6) (5,7) 221 (1,2) (6,7)
(1,1) (2,5) 222 (2,7) (3,4)
(2,4) (2,6) 223 (2,6) (3,5)
(2,3) (2,7) 224 (2,5) (3,6)
(1,7) (3,4) 225 (2,4) (3,7)
(1,6) (3,5) 226 (2,3) (4,5)
(1,5) (3,6) 227 (1,7) (4,6)
(1,4) (3,7) 228 (1,6) (4,7)
(1,3) (4,5) 229 (1,5) (5,6)
(1,2) (4,6) 230 (1,4) (5,7)
(6.7)
(5.7)
(5,6)
(1,1)
231 (1,3) (6,7)
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number of disagreement of 8.33 was obtained for a three seconds presenta­
tion time. For five seconds an average disagreement of 8.0 and for ten 
seconds an average disagreement of 7.0 was obtained. Given these 
averages, one can notice that the difference is not significant. So 
to select the time of presentation, other specifications were used in 
conjunction with the above experiment.
To select a time of presentation, the following specifications 
were taken into account. First one wants to eliminate the use of 
cognition. That is one needs to select a time so that the decisions 
made by the observer as to which one of the texture pairs is more 
visually distinct is based on preattentive mechanisms of perception.
Hence time of presentation has to be short. For a long presentation 
time, the observer will scrutinize the texture pairs and more cogni­
tion could be used to make the decision. The second specification 
was a partial result obtained by the mini-experiment performed. Dur­
ing the mini-experiment when one uses ten seconds as the presentation 
time none of the observers used the complete ten seconds. For the 
easy cases, the observers usually used less than three seconds to 
select the answer. For the difficult ones, the observers still used 
less than 10 seconds. The average time was approximately five 
seconds. The third specification is that the time of presentation 
should be a confortable time for the observer and for the person that 
is administering the experiment. In the mini-experiment, when three 
seconds was used, this time produced the undesireable qualities of 
tension and strain in the person that administered the experiment.
The observers express the same undesirable qualities of tension and
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strain when asked at:the end of the mini-experiment. Taking these 
specifications and the results of the mini-experiment into account a 
presentation time of five seconds was selected.
To better control the subject the experiment was always performed 
in the morning starting at 9:00 and ending at 11:30 a.m. The morning 
was selected to insure that the subject would be alert and would not 
suffer from tiredness, and boredom produced by lunch, class activi­
ties, etc. Also before the experiment started, each subject was ask­
ed to spend fifteen minutes in the room where the experiment was to 
be performed. This time served as an adaptation period to acclimate 
the subject to the ambient light conditions of the room. Once the 
subject is in the room, they were not allowed to leave the room until 
the experiment was finished. During the adaptation period, the sub­
ject was given an instruction sheet to be read. In Appendix 5B, an 
example of the instruction sheet used is presented.
After the period of adaptation, a vision check was performed to 
determine whether the subject's visual acuity was adequate to perform 
the experiment. The idea was to use something similar to the 
ORTHORATER check board, a vision check commonly used by industry and 
for driving licenses test [11]. Figure 5.5 shows a layout for the 
construction of the vision text. This layout contains 16 squares, 
each of these squares represent a checker board with the exception of 
the square marked with a D. The dimension of the squares that form 
each of the checker board pattern are presented in the layout. For 
example, the square marked with an A is a checker board where each 
black or white square is 12 by 12 pixels, for B each black or white
A B C D
D A B C
C D A B
B C D A
Figure 5.5 A layout for the vision test.
A - Black and white squares of 12 x 12 pixels
B — Black and white squares of 8 x 8 pixels
C - Black and white squares of 4 x 4 pixels *
D - Gray squares.
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square is 8 by 8 pixels, for C each black or white square is 4 by 4 
pixels, and D is completely gray. The test is as follows: the sub­
ject is asked to select all the squares that are gray. If the subject 
selects any square but the ones marked with a D then he was not allow­
ed to perform the experiment. Note that the element size for the 
textures used in this experiment are size 8 by 8 pixels. Figure 5.6 
shows the vision text pattern used in this experiment. Appendix 5C 
contains the instructions and answer sheet for this test.
Let us point out that this vision test image was generated using 
a computer program and displayed on a CRT. The gray levels values 
used were the same as those used in the generation of the texture 
pairs. A photograph was taken using the same conditions under which 
the photographs for the textures pairs were taken. The developing 
and printing procedures were the same as for the texture pairs. For 
the printing procedure, one of the texture pairs were used as a re­
ference in order to match the gray levels on the vision test with the 
gray levels on the texture pairs.
It is important that the observers understand the instructions 
and know what they are being asked to do. Otherwise, the data col­
lected would be useless. For this reason, special emphasis was plac­
ed on the explanation of the experiment to the observers. In 
particular, several examples were given illustrating the meaning of 
the question posed to the observer, i.e., "Which of these two tex­
ture pairs is the more visually distinct?" Time was taken to explain 
and answer all the questions that the subject had.
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Figure 5.6 Actual photograph used for the vision test.
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The observers were shown a set of a sample boards that illustrate 
the type of situations they would encounter during the experiment.
This set of boards contained examples where one of the texture pairs 
on the board is very visually distinct while the other texture pair is
not, or both texture pairs are very visually distinct, or both tex­
ture pairs are not very visually distinct. When the person that is 
administering the experiment was sure the observer was ready to per­
form the experiment, and clearly understood what he was to do, the 
experiment was begun. The training examples were not any of the 22 
texture pairs used in the actual experiment.
During the experiment the first ten boards were used to let the 
observer become accustomed to the experimental conditions and were 
not part of the experiment. These ten boards did not include any of 
the 22 texture pairs to be ranked. The observers then went through
241 boards. For the first presentation the duration of a typical ex­
periment was approximately 1 1/2 hours. For the second presentation 
the duration was approximately 1 hour. Hence roughly 30 minutes were 
dedicated to explaining the experiment to the observer.
In performing the experiment, two people were used to administer 
the test, a recorder, and an instructor. The recorder was in charge 
of recording the answer given by the observer on the answer sheet.
For an example of this answer sheet is given in Appendix 5D. The re­
corder circled the label A or B depending on the observer's answer. 
Also, the recorder made sure that the number of the answer he was re­
cording was the same as the number on the board at which the observer 
was looking. The instructor was in charge of explaining the
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experiment, answering all the questions and ensuring that the subject 
followed the instructions exactly. He was also in charge of present­
ing each board to the observer for the given presentation time. The 
time of presentation was checked using a hand chronometer.
When the board was placed on the copy holder, it is covered with 
a gray matted board (same as background) for approximately one minute. 
This board is then lifted exposing the stimuli for 5 seconds. When 
the 5 seconds has elapsed the instructor again covered the stimuli 
with the gray board.
To avoid errors due to misrecording the data and having a board 
out of order, the following steps were performed:
a) the stack was marked with a diagonal line. This 
indicated when a board was out of sequence. The color 
of the diagonal line indicated the sequence of 
presentation being used.
b) there was a white board placed after every 10 boards.
This facilitated the control in checking the answer 
sheet and the presentation of the boards. When a 
white board appeared it was time to turn a page on 
the answer sheet. (The above is true for one of the 
sequence (F), for the other sequence (RS) the white 
board coincided with the use of the first line on 
the new page.)
The above provided a control to avoid making errors.
After the presentation of 60 boards one had a break of 2 minutes. 
If an observer was feeling tired the experiment was stopped for several 
minutes. One always tried to be sure that the observer was
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comfortable and relaxed so that he could concentrate on observing the 
boards and making his decisions.
Each observer went through the experiment two times on two 
different days and with different sequences of presentation. One of 
the sequences followed the order presented on Table 5.2. This se­
quence is called the F sequence. The other sequence, RS, was the re­
verse of the sequence F and "switched". "Switched" means that the 
boards were rotated 180 degrees so that the texture pair that appeared 
on the left in the F sequence appears on the right in the RS, etc.
The two sequences were used to try to insure that the observers did 
not use memory in making their decision and also to eliminate guess­
ing. When a guess was used in making a decision the subject might 
have an unconscious preference for either the letter "A" or "B".
Since the stimuli were rotated, such preferences should be averaged 
out. Using these responses for each of the sequences, one can com­
pare them and compute the number of disagreements for each observer. 
These numbers can be used as a reliability check.
Figure 5.7 shows a complete scene of how the experiment was 
performed. Figure 5.8 shows a scene of how the vision test was ad- 
misistered.
5.1.1.3 Law of Comparative Judgment
After the data had been collected, the law of comparative 
judgment was used to obtain the ranking of the 22 texture pairs. The 
case used was Case V of the law. This case assumes that the correla­
tion between any two stimuli is zero, and that the standard deviation 
for each of the stimuli is the same. This is the same approach as
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Figure 5.7 A photograph showing how the perceptual experiment 
was performed.
206
Figure 5.8 A photograph showing how the vision test was 
administered.
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was described in Chapter Two. The data collected were entered into 
the computer two times. A check was then done automatically to assure 
that both data entries were the same. If they differed a notifica­
tion of this difference was given so that appropriate corrective ac­
tion could be taken. The motivation for this checking procedure was 
to avoid any typing errors in the data entry.
5.1.2 Least Squares Fit
Given this ranking, the least squares procedure described 
in Chapter Three was used to fit the data. The data consisted of the 
ranking for each of the texture pairs, the one-step transition 
matrices for the seven basic textures, the number of measures to be 
computed, the number of intersample distances, and the total number of 
gray levels. Using this procedure, one first solves for one measure, 
then for two measures, then for three measures, etc. The measure­
ments computed were restricted to have a linear form.
In the next section, the results of this experiment are 
presented.
5.2 R <Li,uJLt6
5.2.1 Observers Selection
Due to the fact that the experiment is a very long one, 
and that it is very dependent on the observer's answer, it was 
necessary to have a good selection of observers. For this reason, 
observers were chosen who were considered reliable individuals. The 
kinds of observers used were senior university students, graduate 
students, and some staff members including professors, secretaries, 
etc. One would like a heterogeneous population. By this one means
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the inclusion of male and female in different fields of study or 
specialization.
Eighteen observers were used for our experiment. Each of these 
observers did the experiment two times on different days following 
the instructions explained in the previous sections. Of these 
eighteen observers, twelve were males, and six were females. Three 
observers can be considered as photointerpreters following the de­
finition of photointerpreter given in reference [13]. The rest of 
the observers were graduate and senior students and some staff mem­
bers. Some of the graduate students (5) have had minor experience 
in photointerpretation. By minor experience, one means that they 
had a photointerpretation course or at least they had been working 
recently in photointerpretation. The other observers (10) did not 
have any experience at all. In Appendix 5E, a description of each 
observer is presented.
5.2.2 Texture Pairs Scaling Results
In this section, results are presented where the law of
comparative judgment (LCJ) was applied to the data collected using 
the eighteen observers (36 observations) to obtain the perceptual 
scaling for the twenty-two texture pairs. Before applying the LCJ's 
the data has to be prepared in order to get the basic transformation 
matrix which is input to the computer program [1 2 ] used to apply the 
LCJ.
To get the basic transformation matrix, one follows the
instructions given in Section 2.4 of Chapter Two. Table 5.3 shows
the raw frequency matrix. This is a convenient tabulated form for
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Table 5.3 The raw frequency matrix. The (j,k) entry gives the number of time 
texture pair k was selected by the observers as being more visually 
distinct then texture pair j.
Texture Pairs K
(1 ,1 ) (1 ,2 ) (1 ,3 ) (1 ,4 ) (1 ,5 ) (1 ,6 ) (1 ,7 ) (2 ,3 ) (2 ,4 ) (2 ,5 ) (2 ,6 ) (2 ,7 ) (3 ,4 ) (3 ,5 ) (3 ,6 ) (3 ,7 ) (4 ,5 ) (4 ,6 ) (4 ,7 ) (5 ,6 ) (5 ,7 ) (6 ,7 )
(1 .1 ) 0 36 29 33 36 36 36 35 35 36 36 36 12 36 36 36 36 36 36 36 36 36
(1 .2 ) 0 0 0 1 25 20 32 1 4 35 22 36 0 31 34 36 35 28 36 22 27 25
(1 .3 ) 7 36 0 25 36 35 36 29 21 36 34 35 1 36 36 36 36 35 36 36 36 35
(1 .4 ) 3 35 11 0 36 34 36 21 22 36 36 36 2 36 35 36 36 34 36 33 35 36
(1 .5 ) 0 11 0 0 0 12 32 1 1 31 22 35 0 19 20 34 27 10 32 18 25 27
(1 .6 ) 0 16 1 2 24 0 34 1 0 27 21 35 0 23 30 36 31 17 33 21 26 28
(1 ,7 ) 0 4 0 0 4 2 0 0 0 18 8 28 0 6 9 25 6 3 27 7 7 10
(2 ,3 ) 1 35 7 15 35 35 36 0 15 36 36 36 2 36 36 36 36 35 36 34 35 34
(2 ,4 ) 1 32 15 14 35 36 36 21 0 36 35 36 3 36 36 36 36 35 36 36 36 35
(2 ,5 ) 0 1 0 0 5 9 18 0 0 0 4 27 0 12 9 33 11 9 27 9 14 12
(2 ,6 ) 0 14 2 0 14 15 28 0 1 32 0 35 0 30 21 35 19 15 34 18 17 17
(2 ,7 ) 0 0 1 0 1 1 8 0 0 9 1 0 0 1 3 27 3 2 19 5 3 3
(3 ,4 ) 24 36 35 34 36 36 36 34 33 36 36 36 0 35 36 36 36 35 36 36 36 36
(3 ,5 ) 0 5 0 0 17 13 30 0 0 24 6 35 1 0 15 33 19 7 32 13 20 16
(3 ,6 ) 0 2 0 1 16 6 27 0 0 27 15 33 0 21 0 33 21 9 34 13 15 16
(3 ,7 ) 0 0 0 0 2 0 11 0 0 3 1 9 0 3 3 0 3 0 12 3 1 2
(4 ,5 ) 0 1 0 0 9 5 30 0 0 25 17 33 0 17 15 33 0 9 34 7 19 16
(4 ,6 ) 0 8 1 2 26 19 33 1 1 27 21 34 1 29 27 36 27 0 33 18 26 24
(4 ,7 ) 0 0 0 0 4 3 9 0 0 9 2 17 0 4 2 24 2 3 0 2 2 1
(5 ,6 ) 0 14 0 3 18 15 29 2 0 27 18 31 0 23 23 33 29 18 34 0 24 24
(5 ,7 ) 0 9 0 1 11 10 29 1 0 22 19 33 0 16 21 35 17 10 34 12 0 14
(6 ,7 ) 0 11 1 0 9 8 26 2 1 24 19 33 0 20 20 34 20 12 35 12 22 0
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for all the responses given by the eighteen observers. The (j,k)ih 
element of this table indicates the number of times texture pair k 
was selected as being more visually distinct than texture pair j . For 
example, texture pair (1 ,6 ) (column 6) was selected twenty times 
as being more visually distinct than texture pair (1 ,2 ) (row 2 ).
On the other hand, texture pair (1,2) (column 2) was.selected 
sixteen times as being more visually distinct than texture pair
(1,6) (row 6 )-. The sum of these two table entries is equal to the 
total number of observations (thirty-six). The same is true for all 
the corresponding entries (f + f^ _. = total number of observations) , 
and one can use this as an error check.
Table 5.4 shows the proportion matrix for the data collected for 
the eighteen observers. This table is obtained by dividing each en­
try in Table 5.3 by the total number of observations. So the (j,k) t 1^ 
entry of Table 5.4 shows the proportion of time that texture pair k 
was judged as being more visually distinct than the texture pair j . 
Some of the entries on Table 5.4 are filled with values of 1.0 and 
0.0. This means that texture pair k was judged more visually dis­
tinct than texture pair j by all the observers. Recall (see Chapter 
Two) that these entries do not provide any estimate of the scale 
separation between k and j . When this happens those entries are dis­
regarded in the basic transformation matrix. An example of an entry 
that has to be disregarded when one wants to construct the transforma­
tion matrix is when texture pair (1 ,6 ) is compared with texture
Pair (1,1).
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Table 5.4 The proportion matrix. The (j,k)*" entry gives the observed
proportion of times that texture pair k was judged as being the 
more visually distinct than texture pair j .
Texture Pairs K
Cl ,1 ) (1 12) (1 ,3 ) (1 ,4 ) Cl ,5 ) (1 ,6 ) (1 ,7 ) (2 ,3) (2 ,4 ) (2 ,5 ) (2 ,6 ) (2 ,7 ) (3 ,4) (3 ,5 ) (3 ,6 ) (3 ,7) (4 ,5 ) (4 ,6) (4 »7) (5 ,6 ) (5 ,7 ) (6 ,7 )
(1,,1) 0. 00 1..00 0. 81 0..92 1. 00 1. 00 1. 00 0 . 97 0 . 97 1 . 00 1 . 00 1 . 00 0. 33 1 . 00 1 . ,00 1 . 00 1 . 00 1 . 00 1 . 00 1 . .00 1 . 00 1 . 00
(1,,2) 0 . 00 0 . .00 0 . 00 0 . ,03 0 . 69 0. 56 0 . .89 0 . 03 0 . 11 0 . 97 0 . 61 1 . .00 0 . 0 . 86 0 . ,94 1 . 00 0 . 97 0 . ,78 1 . .00 0 . .61 0 . 75 0 . 69
(1,,3) 0 . 19 1 . ,00 0 . .00 0 . .69 1 . 00 0 . .97 1 . .00 0 . 81 0 . 58 1 . .00 0 . 94 0 . ,97 0 . .03 1 . 00 1 . .00 1 . 00 1 . ,00 0 . ,97 1 . ,00 1 . ,00 1 . 00 0 . 97
u , ,4) 0 . 08 0 . .97 0 . .31 0 . ,00 1 . 00 0 . 94 1 . 00 0 . 58 0 . 61 1 . .00 1 . ,00 1 . ,00 0 . 06 1 . 00 0 . 97 1 . 00 1 . ,00 0 . ,94 1 . .00 0 . .92 0 . .97 1 . .00
( 1 , ,5) 0 . 00 0 . 31 0 . .00 0 . ,00 0 . 00 0 . 33 0 . 89 0 . 03 0 . 03 0 . ,86 0 . 61 0 . ,97 0 . ,00 0 . 53 0 . ,56 0 . 94 0 . ,75 0 . ,28 0 . .89 0 . .50 0 . 69 0 . 75
Cl,,6) 0 . 00 0 . ,44 0 . 03 0 . ,06 0 . 67 0 . .00 0 . 94 0 . 03 0 . 00 0 . .75 0 . ,58 0 . ,97 0 . .00 0 . 64 0 . .83 1 . 00 0 . ,86 0 . ,47 0 . 92 0 . ,58 0 . ,72 0 . ,78
Cl,,7) 0 .
oo
0 . ,11 0 . 00 0 . ,00 0 . 11 0 . 06 0 . .00 0 . .00 0 . 00 0 . 50 0 . ,22 0 . ,78 0 . 00 0 . 17 0 . ,25 0 . 69 0 . ,17 0 .
COo 0 . ,75 0 . ,19 0 . 19 0 . ,28
(2,,3) 0 . ,03 0 . ,97 0 . ,19 0 . ,42 0 . ,97 0 . .97 1 . .00 0 . ,00 0 . ,42 1 . .00 1 . ,00 1 .
oo
0 . ,06 1 . ,00 1 . ,00 1 . .00 1 . ,00 0.,97 1 . ,00 0 . .94 0 . .97 0 . .94
(2 .4) 0 . ,03 0 , .89 0 . ,42 0 . .39 0 . ,97 1 . ,00 1 . .00 0 . ,58 0 . .00 1 . ,00 0 . ,97 1 . .00 0 . .08 1 . ,00 1 . .00 1 . ,00 1 . .00 0 . .97 1 . ,00 1 . .00 1 , .00 0 , .97
(2..5) 0 . .00 0 . ,03 0 . ,00 0 . .00 0 . .14 0 . ,25 0 . .50 0 . ,00 0 . ,00 0 . .00 0 . .11 0 . .75 0 . ,00 0.,33 0 . .25 0 . ,92 0 . .31 0 . .25 0 . .75 0 . .25 0 . .39 0 , .33
(2 , 6 ) 0 . ,00 0 . ,39 0 . ,06 0 . .00 0 . ,39 0 . ,42 0 . ,78 0 . ,00 0 . ,03 0.,89 0 . .00 0 . .97 0 . .00 0 . ,83 0 , .58 0 . ,97 0,.53 0 . .42 0 . .94 0 , .50 0 , .47 0 , .47
(2 ,7) 0 . ,00 0 . ,00 0 . ,03 0 . .00 0 . .03 0 . ,03 0 . ,22 0 . ,00 0 . ,00 0 . ,25 0 . .03 0 . .00 0 . ,00 0 . ,03 0 . .08 0 . ,75 0 . .08 0 . .06 0 . .53 0 , .14 0 , .08 0 . .08
(3 ,4) 0 . .67 1 . .00 0 . ,97 0 . .94 1 . ,00 1 . .00 1 . ,00 0 . ,94 0 . .92 1 . ,00 1 . ,00 1 . .00 0 . .00 0 . ,97 1 . .00 1 . .00 1 . .00 0 . .97 1 . .00 1 , .00 1,.00 1 , .00
(3 .5) 0 . ,00 0 . .14 0 . .00 0 . ,00 0 . .47 0 . ,36 0 . ,83 0 . .00 0 . ,00 0 . ,67 0 . ,17 0 . .97 0 . ,03 0 . ,00 0 . .42 0 . ,92 0 . .53 0 , .19 0 . .89 0 . .36 0 , .56 0 , .44
(3 ,6 ) 0 . ,00 0 . .06 0 . .00 0 , .03 0 . ,44 0 . .17 0 . .75 0 . ,00 0 . .00 0 , .75 0 , .42 0 , .92 0,.00 0 . ,58 0 , .00 0 . ,92 0..58 0,.25 0 , .94 0 .36 0 , .42 0 .44
(3 ,7 ) 0 , ,00 0 . .00 0 . ,00 0 , .00 0 . ,06 0 . .00 0 . ,31 0 . .00 0 . .00 0 . .08 0 . .03 0 . .25 0 . .00 0 . ,08 0 . .08 0 . ,00 0 , .08 0 , .00 0,.33 0,.08 0,.03 0 , .06
(4 ,5 ) 0 . ,00 0 . ,03 0 . ,00 0 , .00 0 . ,25 0 . ,14 0.,83 0 . ,00 0,.00 0.,69 0 , .47 0 , .92 0 , .00 0 . ,47 0,.42 0 . .92 0 , .00 0,.25 0 , .94 0,.19 0 , .53 0 , .44
(4 . 6 ) 0 . ,00 0 . ,22 0 . ,03 0 . .06 0 . ,72 0 . ,53 0 . ,92 0 . .03 0 . .03 0,.75 0 . .58 0 . .94 0 , .03 0 . ,81 0 , .75 1 . ,00 0 , .75 0 , .00 0,.92 0 .50 0 .72 0 , .67
(4 .7) 0,,00 0 , ,00 0 . ,00 0..00 0 . .11 0 . ,08 0 . ,25 0 . ,00 0 . .00 0,.25 0,.06 0 , .47 0 , .00 0 . ,11 0 . .06 0 . ,67 0..06 0 , .08 0 , .00 0 , .06 0 .06 0 .03
(5 ,6 ) 0 . ,00 0 . ,39 0 . .00 0 . .08 0,,50 0 . ,42 0 . ,81 0 . .06 0 . .00 0 , .75 0 . .50 0 . .86 0..00 0 . ,64 0 , .64 0 . ,92 0 , .81 0 . .50 0 , .94 0 .00 0 , .67 0,.67
(5 .7) 0 . ,00 0 . .25 0 .
oo
0 . .03 0 . ,31 0 . .28 0 . ,81 0 . ,03 0 . ,00 0 . .61 0 . .53 0 , .92 0 , .00 0 . ,44 0 . .58 0 . ,97 0 , .47 0 , .28 0 , .94 0 , .33 0 , .00 0 , .39
C6,7 ) 0 , .00 0 , .31 0 . .03 0,.00 0 , .25 0..22 0 , .72 0 , .06 0 , .03 0,.67 0 . .53 0 , .92 0,.00 0 , .56 0,.56 0,.94 0,.56 0 .33 0 .97 0 .33 0 .61 0 .00
211
212
Using the proportion matrix, the basic transformation matrix is 
obtained using a table giving the values of normal probability dis­
tribution function. Table 5.5 shows the basic transformation matrix 
for the data collected. The entries that are filled with zero on 
Table 5.5 correspond to entries that have been disregarded because 
such entries do not provide any estimates of the scale separation.
For example, there is a value of 0.0 on the entry that corresponds to 
texture pair (1,6) and texture pair (1,1). Let us point out 
that due to the high volume of observations, a computer program 
was developed to handle all these observations and to build each one 
of the tables already mentioned above. Reference [12] presents a 
description of such a program and a user's guide.
Using the transformation matrix as an input, the LCJ [12] was 
applied to obtain the scaling for the twenty-two texture pairs. The 
scale values obtained for each of the texture pairs are shown in 
Table 5.6 column C. In this table, the texture pairs are ordered
from the least visually distinct (scale value of 0 .0 ) to the most
visually distinct (scale value of 4.92). Column B on the same table 
shows the corresponding texture pair number. Column A shows the rank
number assigned to each of the texture pairs. A rank number of 1 in­
dicates the texture pair that is the least visually distinct. A rank 
number of 22 indicates the texture pair that is the most visually 
distinct. Figure 5.9 shows the scale distribution for the ranking of 
the 22 texture pairs. In Appendix 5F, at the end of this chapter, 
Figures 5F.1 through 5F.22 show the texture pairs following the same 
order given on Table 5.6. Let us say that due to the way the LCJ is
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Table 5.5 Basic transformation matrix. Each entry is the unit normal deviate 
corresponding to the entry on the proportion matrix.
Texture Pairs K
Cl, 1) Cl, 2) (1 , 3) Cl, 4) Cl, 5) Cl, 6) (1 , 7) C2, 3) C2, 4) C2, 5) C2, 6) C2; 7) C3 ,4) C3 ,5) (3 ,6) (3 ,7 ) C4,5 ) C4 ,6) C4 ,7) (5 .6) C5 ,7) (6 »7)
(1 ,1 ) 0. 00 0. 00 0. 86 1. 38 0. 00 0. 00 0 . 00 1. 91 1. 91 0. 00 0. 00 0 . oo- 0 . 43 0 . 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 0. 00 a  oo
(1 ,2 ) 0.,00 0,.00 0.,00 - 1 . 91 0. 51 0. 14 1. 22 - 1 . 91 - 1 . 22 1. 91 0. 28 0 . 00 0 . 00 1. 09 1. 59 0 . 00 1. 91 0. 76 0 . 00 0 . 28 0. 67 0. 51
(1 ,3 ) -0 ..86 0.,00 0.,00 0..51 0.,00 1. 91 0.,00 0.,86 0.,21 0.,00 1.,59 1. 91--1..91 0. 00 0 . 00 0 . 00 0. 00 1. 91 0. 00 0. 00 0. 00 i . 91
(1 ,4) -1 , 38 1.,91 -0 .,51 0.,00 0..00 1.,59 0.,00 0. 21 0.,28 0.,00 0.,00 0. 00--1. 59 0. 00 1. 91 0. 00 0. 00 1. 59 0. 00 1. 38 1. 91 0 . 00
(1 »5) 0..00 -0 .,51 0.,00 0.,00 0.,00 -0 .,43 1..22 -1 ..91 -1 .,91 1.,09 0..28 1. 91 0.,00 0.,07 0. 14 1. 59 0..67 -0 . 59 1..22 0.,00 0. 51 0. 67
(1 ,6 ) 0.,00 -0 .,14 -1 .,91 -1 ..59 0.,43 0..00 1.,59 -1 ..91 0..00 0.,67 0..21 1.,91 0.,00 0.,36 0. 97 0. 00 1. 09 -0 . 07 1..38 0.,21 0,.59 0. 76
(1 .7 ) 0.,00 -1 ..22 0.,00 0.,00 -1 ,.22 -1 ..59 0..00 0,.00 0,.00 0,.00 -0 ..76 0.,76 0.,00 -0 ..97 -0 ..67 0..51 -0 ..97 -1 ..38 0.,67 -0 .,86 -0 ,,86 -0 . 59
(2 ,3 ) -1 ..91 1,.91 -0 ..86 -0 ,.21 1,.91 1..91 0,.00 0,.00 -0,.21 0..00 0..00 0.,00--1..59 0.,00 0..00 0..00 0.,00 1.,91 0..00 1.,59 1..91 l . 59
(2 .4 ) -1 ..91 1,.22 -0..21 -0..28 1.,91 0..00 0,.00 0,.21 0,.00 0,.00 1,.91 0,.00--1,.38 0,.00 0.,00 0.,00 0..00 1.,91 0.,00 0..00 0.,00 l . ,91
(2 ,5) 0,.00 -1..91 0,.00 0,.00 -1 ,.09 -0 ,.67 0,.00 0,.00 0,.00 0,.00 -1 ,.22 0..67 0..00 -0 ..43 -0 .,67 1.,38 -0 .,51 -0 .,67 0,,67 -0 .,67 -0 .,28 -0 ..43
(2 ,6 ) 0..00 -0,.28 -1,.59 0,.00 -0,.28 -0..21 0,.76 0,.00 -1 .91 1,.22 0,.00 1,.91 0,.00 0,.97 0..21 1..91 0,.07 -0 ..21 1.,59 0,.00 -0 ..07 -0 ,.07
(2.,7) 0..00 0,.00 -1,.91 0,.00 -1,.91 -1 ..91 -0 ,.76 0,.00 0,.00 -0,.67 -1,.91 0,.00 0,.00 -1 ,.91 -1 .,38 0.,67 -1 ..38 -1 ..59 0.,07 -1 ..09 -1 ..38 -1 ..38
(3,,4) 0,.43 0,.00 1,.91 1,.59 0,.00 0,.00 0,.00 1 .59 1 .38 0 .00 0 .00 0,.00 0,.00 1,.91 0,.00 0,.00 0,.00 1,.91 0..00 0,.00 0,.00 0,.00
(3,,5) 0,.00 -1..09 0..00 0,.00 -0,.07 -0,.36 0,.97 0,.00 0 .00 0,.43 -0 .97 1,.91--1,.91 0,.00 -0 ..21 1..38 0,.07 -0 ,.86 1..22 -0 ,.36 0,.14 -0 ,.14
(3,,6) 0..00 -1 .59 0,.00 -1,.91 -0,.14 -0 .97 0 .67 0 .00 0 .00 0 .67 -0 .21 1 .38 0,.00 0,.21 0,.00 1,.38 0,.21 -0 ,.67 1,.59 -0,.36 -0,.21 -0,.14
(3,,7) 0,.00 0 .00 0 .00 0 .00 -1 .59 0,.00 -0,.51 0 .00 0 .00 -1 .38 -1 .91 -0,.67 0,.00 -1,.38 -1 ,.38 0..00 -1,.38 0,.00 -0 ,.43 -1 ,.38 -1 ,.91 -1 ,.59
(4, 5) 0,.00 -1 .91 0..00 0 .00 -0 .67 -1 .09 0 .97 0 .00 0 .00 0 .51 -0 .07 1 .38 0 .00 -0 .07 -0,.21 1,.38 0 .00 -0..67 1,.59 -0 .86 0 .07 -0 .14
C4,.6) 0..00 -0 .76 -1 .91 -1 .59 0 .59 0 .07 1 .38 -1 .91 -1 .91 0 .67 0 .21 1 .59--1,.91 0 .86 0,.67 0,.00 0..67 0,.00 1,.38 0 .00 0 .59 0 .43
(4 , 7) 0..00 0 .00 0 .00 0 .00 -1 .22 -1 .38 -0 .67 0 .00 0 .00 -0 .67 -1 .59 -0 .07 0 .00 -1 .22 -1 .59 0 .43 -1 .59 -1 .38 0 .00 -1 .59 -1 .59 -1 .91
(5 , 6) 0 .00 -0 .28 0 .00 -1 .38 0 .00 -0 .21 0 .86 -1 .59 0 .00 0 .67 0 .00 1 .09 0 .00 0 .36 0 .36 1..38 0 .86 0 .00 1 .59 0 .00 0 .43 0 .43
(5 , 7) 0 .00 -0 .67 0 .00 -1 .91 -0 .51 -0 .59 0 .86 -1 .91 0 .00 0 .28 0 .07 1 .38 0 .00 -0 .14 0 .21 1 .91 -0 .07 -0 .59 1 .59 -0 .43 0 .00 -0 .28
(6 . 7) 0 .00 -0 .51 -1 .91 0 .00 -0 .67 -0 .76 0 .59 -1 .59 -1 .91 0 .43 0 .07 1 .38 0 .00 0 .14 0 .14 1 .59 0 .14 -0 .43 1 .91 -0 .43 0 .28 0 .00
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Table 5.6 Scale values given by the application of the LCJ on the 
basic transformation matrix (Table 5.5). Texture pairs 
are arranged from the least visually distinct to the 
most visually distinct.
(A)
Texture Pairs 
Rank Number
(B)
Texture Pairs
(C)
Scale
Values
1 (1 ,1 ) 0.0
2 (3,4) 0,1421
3 (1,3) 1.3015
4 (1,4) 1.3709
5 (2,4) 1.3852
6 (2,3) 1.4422
7 (1 ,2 ) 2.5502
8 (1 ,6 ) 2.8503
9 (4,6) 2.9055
10 (5,6) 3.0561
11 (2 ,6 ) 3.0742
12 (1,5) 3.0823
13 (6,7) 3.2806
14 (3,5) 3.3311
15 (5,7) 3.3480
16 (3,6) 3.4177
17 (4,5) 3.5280
18 (2,5) 3.8909
19 (1,7) 4.1279
20 (2,7) 4.6175
21 (4,7) 4.6785
22 (3,7) 4.9146
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9 Scale or rank distribution for the twenty-two texture 
pairs.
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applied, one has to select a texture pair with an arbitrary scale 
value of zero in order to get the scale values for the other texture 
paris. In this study texture pair number one was selected as the 
arbitrary zero. Recall that this texture pair is also a true zero 
due to the fact this was not a texture pair at all but represents one 
uniform texture. This texture pair is considered the least visually 
distinct.
Analyzing the scale or rank distribution for the twenty-two 
texture pairs (see Figure 5.9), one can notice that the texture pair 
that is the least visually distinct was the uniform texture, as one 
would expect. The other texture pair that was ranked close to the 
uniform texture was texture pair (3,4). The one-step transition 
matrices used to generate the two textures in this texture pair were 
both asymmetry matrices, with one of the matrices being the transpose 
of the other. Other investigators have observed that such Markov 
textures are usually not very visually distinct [1,14]. An examina­
tion of the texture pairs shown in Appendix 5F indicates the validity 
of the ranking obtained.
A question of some concern is "How many observers are needed to 
perform the experiment?" When do you stop collecting data? An idea 
would be to collect data until the difference between scaling for n 
observers and n+1 observers is near zero. This is impractical be­
cause this requires the use of many observers, and this translates in­
to an impractical time frame. A more practical idea would be to 
collect data for several observers and get the average of absolute 
values of the difference of the scaling between n observers and n+1
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observers. Such an average has to be at least less than the 
difference between the scaling for the n+1 observers. For example, 
if the average of the absolute difference between the scaling for n 
observers and n+ 1 observers is 0.1 and if the difference between any 
two visually distinct texture pairs on the scaling for n+ 1 observers 
is less than 0.1 then an observer has to be added. On the other hand, 
if the difference is greater than 0.1 then one can stop because an 
average difference of .1 does not affect the results. Consider the 
case of using 0.1 as an error term. This seems to be a good stopping 
procedure for the collection of data as well as helping to make the 
decision of whether to use an additional observer or to stop.
Table 5.7 shows the average absolute value of the differences 
and the standard deviation between scaling for groups of observers.
To construct this table, the following procedure was followed: after
the data for eighteen observers was collected, the scaling groups 
were created at random. For example, group four means that four ob­
servers were chosen at random and the scaling was obtained. This was 
done 25 times and the scaling that represents the group of 4 observers 
is the average of the 25 scale values for each of the texture pairs. 
None of the 25 groups of four observers were the same. The same was 
applied for the other groups (6,8,10,12,14,16 observers). Then, with 
the average scaling, the difference between two observers was ob­
tained for each texture pair, together with the average of the abso­
lute difference (column Bon Table 5.7) as well as the standard 
deviation (column C on Table 5.7). From this table one can see that
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Table 5.7 Average and standard deviation of absolute 
difference between scaling groups.
A) Scaling groups.
B) Average values for the absolute difference 
between the given scaling groups.
C) Standard deviation.
(A)
Scaling
Groups
(B)
AVE
(c)
S.D.
4-6 .387 .173
6-8 .129 .063
8-10 .107 .061
10-12 .077 .046
12-14 .076 .042
14-16 .073 .024
16-18 .065 .023
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with the adding of more observers the average decreases steadily, 
giving support to the idea that the scaling tends to stabilize to a 
value of zero when observers are added.
Let us point out that the scaling for 18 observers was obtained 
without averaging because with eighteen observers one has only one 
sequence. To find out if eighteen observers are enough for the ex­
periment, the following analysis was performed. The average value of 
the absolute difference between sixteen and eighteen observers was 
.065 (see Table 5.7), and this was compared with the difference be­
tween texture paris (5,7) and (6,7) which was 0.067. Observing these 
texture pairs (see Figure 5F.14 and 5F.13 in Appendix 5F) one can see 
that it is quite difficult to decide which one is the more visually 
distinct. Meanwhile, the difference in scaling between texture pairs
(4,7) and (2,7) is 0.061. This value is less than our average. Ob­
serving these texture pairs (see Figures 5F.21 and 5F.20 in Appendix 
5F) one can see that it is very difficult to decide which one is the 
more visually distinct. Table 5.3 indicates that on nineteen of the 
36 observations texture pair (4,7) was chosen as being more visually 
distinct than texture pair (2,7) versus seventeen observations to the 
contrary. There are other differences between scaling of texture 
pairs that are less than 0.065 but which follow the same behavior of 
the texture pairs with the difference of .061. However, it is very 
difficult to decide which one is the more visually distinct; and the 
distribution of observations between the texture pairs is almost the 
same. Thus, eighteen observers seem a reasonable number for this 
experiment.
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After using the data collected from the eighteen observers to 
rank the twenty-two texture pairs, it is necessary to determine a way 
to determine the performance of each observer. This is needed in or­
der to insure that the data represents the perceptual behavior of the 
true population and that there is no obvious outlier observers af­
fecting the results.
5.2.3 Observer Data Analyses
Two analyses were performed on the data collected. These 
analyses were called the intra-observer analysis and the inter-obser- 
ver analysis. The former analysis provides a way to determine how 
consistent each observer was with himself in the two experiments he 
participated in. That is the internal consistency of the observer is 
analyzed by considering the number of self-disagreements. The latter 
analysis will give the performance of each of the observers with re­
spect to the other observers.
5.2.3.1 Intra-Observer Analysis
The data for this analysis consists of the number of 
self-disagreements each observer experienced on his two performances 
of the experiment. This number was computed as follows: each ob­
server performed the experiment twice, and the results were tabulated 
as shown in Table 5.8 This table indicates the number of times tex­
ture pair k was selected as more visually distinct than texture j by 
the observer. An entry containing the number two indicates that on 
both occasions the observer selected texture pair k as being more 
visually distinct than texture pair j . Thus no self-disagreement 
exists between texture pair k and texture pair j . But an entry
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Table 5.8 Example of how each data collected for each observer was tabulated 
to compute the self-disagreement number.
Texture Pairs k.
(1 ,1 ) (1 ,2 ) (1 ,3 ) (1 ,4 ) (1 ,5 ) (1 ,6 ) (1 ,7 ) (2 ,3 ) (2 ,4 ) (2 ,5 ) (2 ,6 ) (2 ,7 ) (3 ,4 ) (3 ,5 ) (3 ,6 ) (3 ,7 ) (4 ,5 ) (4 ,6 ) (4 ,7 ) (5 ,6 )  (5 ,;
(1 ,1 ) 0 2 2 2 2 2 2 2 2 2 2 2 1 2 2 2 2 2 2 2 2
(1 .2 ) 0 0 0 0 0 0 0 0 0 0 1 2 0 2 2 2 2 1 2 0 0
(1 ,3 ) 0 2 0 0 2 2 2 2 1 2 2 2 0 2 2 2 2 2 2 2 2
(1 ,4 ) 0 2 2 0 2 2 2 1 2 2 2 2 0 2 2 2 2 2 2 2 2
(1 ,5 ) 0 2 0 0 0 1 2 0 0 2 2 2 0 0 1 2 2 0 2 1 1
(1 ,6 ) 0 2 0 0 1 0 2 0 0 2 1 2 0 2 2 2 2 2 2 2 1
(1 ,7 ) 0 0 0 0 0 0 0 0 0 1 1 2 0 1 1 2 1 0 2 0 0
(2 .3 ) 0 2 0 1 2 2 2 0 0 2 2 2 0 2 2 2 2 2 2 2 2
(2 .4 ) 0 2 1 0 2 2 2 2 0 2 2 2 0 2 2 2 2 2 2 2 2
(2 .5 ) 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 2 0 0 1 0 0
(2 ,6 ) 0 1 0 0 0 1 1 0 0 2 0 2 0 2 1 2 0 1 1 0 0
(2 ,7 ) 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 2 0 0 1 0 0
(3 ,4 ) 1 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 2
(3 ,5 ) 0 0 0 0 2 0 1 0 0 1 0 1 0 0 1 1 1 1 2 0 0
(3 ,6 ) 0 0 0 0 1 0 1 0 0 2 1 2 0 1 0 2 2 1 2 0 0
(3 ,7 ) 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
(4 ,5 ) 0 0 0 0 0 0 1 0 0 2 2 2 1 0 2 0 0 0 1 0 0
(4 ,6 ) 0 1 0 0 2 0 2 0 0 2 1 2 0 1 1 2 2 0 2 0 0
(4 ,7 ) 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 2 1 0 0 0 0
(5 ,6 ) 0 2 0 0 1 0 2 0 0 2 2 2 0 2 2 2 2 2 2 0 1
(5 ,7 ) 0 2 0 0 1 1 2 0 0 2 2 2 0 2 2 2 2 2 2 1 0
(6 ,7 ) 0 1 0 0 1 0 2 0 0 2 2 2 0 . 7 ? ... ,, 1...- 1 2 . 0__ 0-
(ft 7)
2
1
2
2
1
2
0
2
2
0
0
0
2
0
0
0
1
1
0
2
2
— 0-
2
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containing the number one indicates that the observer did not on both 
occasions select the same texture pair as being the more visually dis­
tinct, thus a self-disagreement exists between texture pair k and 
texture pair j. If one counts the number of ones in Table 5.8 and 
divides this number by two, one obtains the number of self-disagree­
ments for the given observer.
When this number was computed for each of the observers, it rang­
ed between 22 and 59. This means that the observer with the least 
number of self-disagreements is more self-consistent than the observer 
with the largest number of self-disagreements. Using this self­
disagreement number, one can rank the observers, from the most self- 
consistent to the least self-consistent. Using a ranking number of 1 
for the most consistent observer and eighteen for the least self- 
consistent observer, a percentile can be computed using the following 
equation
100 _ f i r  x 100 (5_1)
where RN is the ranking number assigned and TNO is the total number 
of observers.
A unit deviation for each of the observers can be computed using 
the self-disagreement number. For this, one needs to compute the 
mean and the standard deviation using the self-disagreement numbers 
for all the observers, and then one can use the following equation to 
find the unit deviation for each of the observers
NSDO.-y i M
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where
TNO
J NSDO. L 1 (5-3)
i=l
TNO
TNO
I (NSDO. - y) 
1=1
,1/2
(5-4)
o TNO-1
th
NSDCh is the number of self-disagreement for the i observer, and
TNO is the total number of observers. Table 5.9 shows the number of 
self-disagreements, percentile, and the unit deviation for each of 
the observers.
Using the unit deviation number computed for each of the obser­
vers, one can test whether any of the observers is an obvious outlier. 
To perform this test, one follows the following procedure: first,
one assumes the population of this experiment is normally distributed. 
If one selects a subset of the world population at random, in this 
case eighteen observers, one can assume that this subset also follows 
a normal distribution. This hypothesis can be tested using the well 
known chi-square test. To perform this test one needs to sample the 
normal distribution in order to group the observers. Given that there 
are only eighteen observers, we will sample the normal distribution
in three equal parts so that theoretically 6 observers should be con-
2
tained in each group. Thus the equation to compute chi-square, y ,
becomes 2
(5-5)
i=l
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Table 5.9 A) The observers ranked using the number of self­
disagreements .
B) Percentile.
C) Unit deviation.
Observer
Ranking
(A)
Number of 
Disagreement
(B)
Percentile
%
(C)
Unit
Derivation
1 22 100 -1.76
2 26 94.5 -1.31
3 29 88.9 -0.97
4 29 88.9 -0.97
5 33 00 -0.51
6 34 72.2 -0.40
7 35 66.7 -0.29
8 37 61.1 -0.06
9 37 61.1 -0.06
10 38 50.0 0.05
11 39 44.5 0.16
12 39 44.5 0.16
13 39 44.5 0.16
14 41 27.8 0.39
15 41 27.8 0.39
16 46 16.7 0.95
17 52 1 1 . 1 1.63
18 59 5.6 2.42
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where ru is the actual number of observers obtained using the data in
column C of Table 5.9.
To calculate n., one uses the t-student distribution to find the 
1
unit deviation that brakes the t-student distribution into three 
parts where the probability of each part is 1/3. One uses these unit 
deviation values and the data in column C of Table 5.9 to divide the 
data into three groups. The t-student distribution is used because 
the standard deviation for the population used is an estimate, and 
because this distribution is recommended when there is a small number 
of samples [15]. This distribution is similar to the normal dis­
tribution when the number of samples is very large. But for a small 
sample size, this distribution is a little wider than the normal dis­
tribution (see reference 15).
To find the ordinate t using the student distribution, one needs
the probability, given by one over the number of groups, 1/3, and the
degrees of freedom (df). The degrees of freedom for this distribu­
tion is defined as the number of samples minus one. Thus df is equal 
to seventeen. Using these two values, one can use a computer program 
to get the value for t. An example of such a program is the one that 
is available in the ISML library [16]. The name of the subroutine 
needed is MDSTI. A value of 0.44 was found for t.
Using this value, column C on Table 5.9 was divided in three 
groups. The first group, n^, is equal to five. It represents the 
number of observers with unit deviation ranging from - 00 to -0.44.
The second group n i s  equal to ten and represents the number of
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observers with unit deviation in the -0.44 to +0.44 range. The last 
group, n^, is equal to three, and it represents the number of obser­
vers with unit deviation ranging from +0.44 to +°°.
2
Using these values for n^, x can computed using Equation
2
(5-5). The computed value for the x was equal to 4.33. To test if
the observers follow a normal distribution, the level of significance
needs to be computed. To compute the level of significance, one
2
needs not only the x value but also the number of degrees of free­
dom. The degrees of freedom is the number of groups minus one.
Hence, for this experiment the degrees of freedom is two. Then with
these two values (chi-square and degrees of freedom values), one
2
can find the percentage of points F(x ) to calculate the level of
2 2 
significance (1 - F(x ))• The value for F(x ) is found using a sub­
routine taken from the IMSL library called MDCH [16]. The value ob­
tained was 0.89. Thus the level of significance for our data is of 
0.11. For the above test, the level of significance while large is 
not large enough to prove that the data is not normal. Thus the as­
sumption that the data collected using the eighteen observers 
follows a normal distribution is acceptable.
After the above test, what is next is to test whether any of the
observers represents an unusual outlier. To perform this test,
Table 5.10 [17] was used in conjunction with columns C of Table 5.9. 
Table 5.10 presents the difference between the extreme observations 
and the sample mean in terms of the population. To use this table, 
one needs to multiply T^ by the correction factor /n-l/n because 
the standard deviation used to find the unit deviation of column C
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Table 5.10 Table of the normalize extreme deviation T . From 
Grubbs [17].
n 1% 2.5% 5% 1 0%
3 1.414 1.414 1.412 1.406
4 1.723 1.710 1.689 1.645
5 1.955 1.917 1.869 1.791
6 2.130 2.067 1.906 1.894
7 2.265 2.182 2.093 1.974
8 2.374 2.273 2.172 2.041
9 2.464 2.349 2.237 . 2.097
10 2.540 2.414 2.294 2.146
11 2.606 2.470 2.343 2.190
12 2.663 2.519 2.387 2.229
13 2.714 2.562 2.426 2.264
14 2.759 2.602 2.461 2.297
15 2.800 2.638 2.493 2.326
16 2.837 2.670 2.523 2.354
17 2.871 2.701 2.551 2.380
18 2.903 2.728 2.577 2.404
19 2.932 2.754 2.600 2.426
20 2.959 2.778 2.623 2.447
21 2.984 2.801 2.644 2.467
22 3.008 2.823 2.664 2.486
23 30.30 2.843 2.683 2.504
24 3.051 2.862 2.701 2.520
25 3.071 2.880 2.717 2.537
X, < X„ < X„ ... < X J- —  l —  3 —  n
s 2 - s !. <x2 - « 2 t !  xi
1=1 1=1
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on Table 5.9 was computed using the factor l/(n-l). Table 5.10 is 
obtained using a standard deviation computed with a factor 1 /n.
Using Table 5.10 for eighteen observers (n) and for a level of 
significance of 0.1 the value for the unit deviation was 2.404.
This value is multiplied by the correction factor (.97). The result 
is 2.34. Under the assumption one is at the 0.1 level of signifi­
cance, this means that if the last observer has a unit deviation 
greater than 2.34, he should be considered an outlier. In column C 
on Table 5.9 one can observe that observer 18 had a unit deviation 
of 2.42. Looking at Table 5.10, we find that the value that corres­
ponds to 2.42 is a value between .05 and .1 level of significance. 
Using interpolation, the level of significance for the value of 2.42 
was 0.0744 or 7.44%. This means that an observation with a devia­
tion that big is expected 7.44% of the time. If one used the level 
of significance as 0.05, the value usually used by most reseachers, 
observer 18 is not an outlier.
5.2.3.2 Inter-Observer Analysis
This analysis is intended to determine how each of the observers 
behaves with respect to the rest of the observers. It is logical to 
assume that an observer that has an erratic behavior when compared 
with the behavior of the other observers can be considered as an out­
lier observer. In trying to make this determination various types 
of analyses were performed.
To perform these analyses, Table 5.11 was constructed. In this 
table, each of the columns represents a texture pair, and each of the 
rows represents an observer. The observers in the table follows the
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Table 5.11 (A) The (kjj)^ entry represents the total number of times texture
pair j was selected as being more visually distinct with respect 
of all of the other texture pairs by observer k.
(B) Total number of times texture pair j was selected as being more 
visually distinct with respect of all of the other texture pairs 
for all the observers.
(C) The mean value of the column of numbers
(D) The standard deviation of the column of numbers.
Texture Pairs j
(1 ,1 ) (1 ,2 ) (1 ,3 ) (1 ,4 ) (1 ,5 ) (1 ,6 ) (1 ,7 ) (2 ,3 ) (2 ,4 ) (2 ,5 ) (2 ,6 ) (2 ,7 ) (3*4) (3 ,5 ) (3 ,6 ) (3 ,7 ) (4 ,5 ) (4 ,6 ) (4 ,7 ) (5 ,6 ) (5 ,7 ) (6,7)
1 0 16 5 6 19 13 28 8 9 36 27 A0 2 28 23 41 30 16 38 26 31 20
2 2 1A A 9 1A 16 33 10 T 28 31 A0 0 19 30 42 20 20 37 27 30 29
3 1 19 7 8 25 18 33 9 7 36 18 38 1 37 27 41 30 22 35 13 17 20
4 0 12 6 9 25 20 39 8 6 20 19 35 2 26 20 39 29 21 38 24 34 30
5 2 12 5 5 27 20 35 7 10 33 26 38 1 27 24 41 27 16 38 18 26 24
6 2 19 6 8 23 15 3A 8 7 36 22 39 0 28 21 39 28 17 39 15 27 29
7 1 23 7 5 21 15 31 9 7 36 28 37 1 31 27 41 30 23 36 16 15 22
8 3 12 A 9 26 22 35 7 6 30 23 39 2 24 22 40 26 18 38 16 29 31
9 1 19 A 6 33 18 30 9 10 38 20 31 2 33 22 33 36 21 34 22 22 18
10 3 11 3 6 18 16 29 8 11 3A 21 38 3 29 25 42 26 18 39 24 27 31
11 2 22 12 1A 28 1A 36 6 A 35 15 37 0 28 23 40 27 11 38 17 21 31
12 1 16 6 6 18 21 32 9 12 25 20 38 1 18 31 39 23 22 38 20 35 31
13 A 17 5 7 23 22 3A 9 6 28 17 39 0 23 30 38 28 20 41 15 24 32
14 3 19 6 A 19 22 36 9 7 26 21 37_ 1 24 27 39 25 19 41 17 28 32
15 2 15 6 6 21 20 35 8 8 30 20 38 1 29 23 39 26 21 37 22 30 25
16 2 18 6 9 21 30 33 8 A 27 31 36 1 21 32 35 17 26 35 33 24 13
17 1 2A 7 6 18 27 29 12 8 25 25 32 1 22 31 37 29 28 34 36 18 12
18 A 18 A 8 20 21 30 5 6 33 25 37 3 23 29 37 29 23 36 30 24 17
36 306 103 131 399 350 597 1A9 13A 556 A09 669 22 470 467 703 486 362 672 391 462 447
2.00 17.00 5.72 7.28 22.17 19. AA 32.89 8.28 7.AA 30.89 22.72 37.17 1. 2; 26.11 25.94 39.06 27.00 20.11 37.33 21.72 25.67 24.83
1.28 8.87 1.96 2 .30 4.57 4.42 2.95 1.63 2.31 5.06 A.61 2.A3 0.9* 4,99 3.87 2.39 A .16 3,91 2 .06 6.64 5.60 6J9
(A)
(B)
(C)
(D) 229
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same order as given in Table 5.9. Recall that observer number one 
is the observer with the least number of self-disagreements, and 
that the observer number eighteen is the observer with the largest 
number of self-disagreements. Each of the entries will indicate the 
number of times a given observer selected a given texture pair as 
being the more visually distinct in the pairwise comparisons with 
all the other texture pairs. To see how Table 5.11 was created con­
sider Table 5.8. Table 5.8 gives the compared responses of observer 
number seven. If one takes column ten (corresponding to texture 
pair (2,5)) on Table 5.8 and adds all the numbers in this column one 
obtains the value thirty-six. This number corresponds to the total 
number of times observer seven picked texture pair (2,5) as being 
the more visually distinct. This number can be located on Table 5.11 
on row seven column ten. The other entries in Table 5.11 were ob­
tained in a similar manner. The last two rows on Table 5.11 corres­
ponds to the mean and the standard deviation of the column entries 
of the table. These numbers are the mean and standard deviation of 
the responses for each of the texture pairs. To obtain the mean and 
standard deviation, Equation (5-3) and (5-4) were applied to the 
columns of Table 5.11.
The standard deviation of this data seemingly should give an 
indication of which of the texture pairs were the most difficult for 
the observers to consistently rank. In other words, there should 
be a relationship between the standard deviation and the difficulty 
of selection. For example, given the texture pairs ranked in order 
of discriminability from the least visually distinct to the most
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visually distinct, two texture pairs that are very close in this 
rank will mean that they are very similar and will present a degree 
of difficulty to the observers. Thus the discrepancies between ob­
servers should be large. On the other hand, if two texture pairs 
are very far apart this will mean that they are very dissimilar and 
the selection of the most visually distinct will not be too diffi­
cult. Thus the discripancies between observers should be small.
Such discrepancies are given by the standard deviation.
To determine this relationship, Table 5.12 was prepared,
Columns A and B on Table 5.12 denote the ranking of the texture pair 
when the law of comparative judgment is used for the eighteen ob­
servers. Column A shows how the texture pairs were ranked and 
column B shows the ranking value computed using LCJ for the texture pairs. 
The texture pairs were ordered from the least visually distinct to 
the most visually distinct. Column C on Table 5.12 is the average 
of the absolute value difference of computed ranking value for a 
given texture pair with respect to each of the other texture pairs.
This average indicates the average distance of a given texture pair 
to the other textures.
A high average value indicates that there is an easy discrimina­
tion between the given texture pair and the others. This means less 
confusion should exists for the observers in deciding which is the 
more visually distinct. On the other hand, a small average value 
indicated that this texture pair is close to the others and dis­
crimination will be more difficult for the observers. This means 
that on average it should be more difficult for the observers to make
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Table 5.12 A) Texture pair. These texture pairs are in order from 
the least to the most visually distinct.
B) Rank values obtained when the LCJ was applied to the 
data collected from the eighteen observers.
C) The average of absolute value differences of rankings 
(AAVDR).
D) Standard deviation (a) from Table 5.11.
Texture
Pairs
Rank
Values
AAVDR a
(A) (B) (C) (D)
(1 ,1 ) 0 . 0 0 2.97 1.28
(3,4) 0.1421 2.83 0.94
(1,3) 1.3015 1.84 1.96
(1,4) 1.3709 1.78 2.30
(2,4) 1.3852 1.77 2.31
(2,3) 1.4422 1.74 1.53
(1 ,2 ) 2.5502 1 .21 3.87
(1 ,6 ) 2.8503 1.10 4.42
(4,6) 2.9055 1.08 3.91
(5,6) 3.0561 1.06 6.64
(2 ,6 ) 3.0742 1.05 4.61
(1,5) 3.0823 1.05 4.57
(6,7) 3.2806 1.07 6.79
(3,5) 3.3311 1.08 4.89
(5,7) 3.3480 1.09 5.60
(3,6) 3.4177 1 .11 3.87
(4,5) 3.5280 1.17 4.16
(2,5) 3.8909 1.37 5.06
(1,7) 4.1279 1.53 2.95
(2,7) 4.6175 1.91 2.43
(4,7) 4.6785 1.96 2.06
(3,7) 4.9146 2.18 2.39
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the decision about the texture pair when compared to the others. 
Column D on Table 5.12 is the standard deviation obtained from Table 
5.11.
Figure 5.10 shows a plot using the values in column C of 
Table 5.12 as horizontal axis and the values in column D of this as 
vertical axis. For this plot a correlation coefficient of 0.92 is 
found when one tries to fit the following equation
y = M/x + B (5-6)
to this data. Here y corresponds to the standard deviation and x 
corresponds to the average of the absolute difference in the rank­
ings. M is the slope and B the intercept.
Using this equation gives us a functional relationship of how 
the standard deviation varies with respect to difficulty in dis­
criminating a texture pair. For example, a low value for standard 
deviation means that this texture pair is, when compared to each of 
the others, very easy for most of the observers to select as the 
more visually distinct. On the other hand, for large values of 
standard deviation the texture pair will be very difficult for most 
of the observers to select as being the more visually distinct. More 
confusion can be expected for such texture pairs.
Take, for example, texture pair (1,1). For this texture the 
standard deviation is very low but when one compares this texture 
pair with each of the other texture pairs, most of the observers 
selected the other texture pairs as being the most visually distinct.
ST
AN
DA
RD
 
DE
VI
AT
IO
N 
(a
)
7
6
5
4
3
2
0 .5 1.5 2.0 2.5 3.0 3.5
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Figure 5.10 Standard deviation (a) versus the average of absolute value 
differences of rankings (AAVDR) for eighteen observers.
234
235
It is thus logical to suppose that the distance between texture pairs
(1,1) and the other texture pairs is on the average large. The stand­
ard deviation computed for each of the texture pairs, given in Table 
5.11 seems to indicate which of the texture pairs presented the most 
difficulty for the observers. Also, one can say that those texture 
pairs that have a low standard deviation were the least confusing 
when a decision was made. For high standard deviations, the confusion 
for that texture pair was very high between the observers.
Given this functional relationship one can use this data to 
determine whether any observer is an obvious outlier. Table 5.13 was 
created using the results tabulated in Table 5.11. The (kjj) 1"^ 1 en­
try in Table 5.13 is the unit deviation computed using Equation (5-2) 
for the observer and the j t e x t u r e  pair. The mean and stan­
dard deviation used to compute the unit deviation were taken from 
Table 5.11. Using the data in Table 5.13, various analyses were 
conducted. One of the analyses was to get the mean and the standard 
deviation of the unit deviation for each of the observers. Table
5.14 shows the result.
It seems logical to believe that an observer with a high value 
of standard deviation could be a possible outlier. This indicates 
how erratic his behavior is with respect ot the other observers. 
Meanwhile an observer with a low value of standard deviation indi­
cates a consistent behavior in selecting the texture pairs with re­
spect to the other observers.
But the question is how much higher the value for the standard
deviation must be to designate an observer as an outlier. To help
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Table 5.13 The (kjj)1"^  entry corresponds to the unit deviation for the j1"*1 
texture pair and the k'^ observer.
Texture Pairs j
(1 ,1 )  (1 .2 )  (1 ,3 )  (1 ,4 )  (1 ,5 )  (1 ,6 )  (1 ,7 )  (2 ,3 )  (2 ,4 )  (2 ,5 )  (2 ,6 )  (2 ,7 )  (3 ,4 )  (3 ,5 )  (3 ,6 )  (3 ,7 )  (4 ,5 )  (4 ,6 )  (4 ,7 )  (5 ,6 )  (5 ,7 )  ( 6 , ?
1 -1 .5 6 -0 .26 -0.37 -0 .5 6 -0 .6 9 -1 .4 6 -1 .6 6 -0 .1 8 0.68 1.01 0.92 1.16 0 .83 0 .3 ' -0 .7* 0 .8 0.72 -1.051 0 .33 0.64 0.95 -0.7L
2 0 -0 .78 -0 .88 0.75 -1 .7 9 -0 .7 8 0.04 1.12 -0 .1 9 -0 .5 7 1.8C 1.16 -1 .3 0 -1 .4 ! 1 .0! 1 .23 -1 .6 8 -0.031-0.16 0 .80 0.77 0.61
3 -0 .7 8 0 .52 0.65 0.31 0.62 -0 .3 3 0.04 0.47 -0 .1 9 1.01 -1 .02 0.34 -0 .2 3 2.2! 0.27 0 .81 0.72 0.4811-1.13 -1 .1 3 -1 .55
-0 .7 1
4 -1 .5 6 -1 .29 0.14 0.75 0.62 0 .13 2.07 -0 .1* -0 .6 2 -2 .1 5 -0 .81 -0 .8 9 0.83 -0.07 -1 .5 ! -0 .0 3 0.48 0.23j 0 .33 0.34 1.49 0.76
5 0 -1 .2 9 0.37 -0 .9 9 1.06 0 .13 0.72 -0 .8 4 1.11 0.42 0.71 0.34 -0 .2 3 0.1* -0.5C 0.81 0 -1 .05 | 0 .33 -0 .5 6 0 .06 -0 .1 2
6 0 0 .52 0.14 0.31 0 .18 -1 .0 0 0.3* -0 .1* -0 .1 9 1.01 -0 .1* 0 .7 ! -1 .3 0 0 .3 ' -1 .2* -0 .0 3 0.24 - 0 . sal 0 .81 -1 .0 1 0.24 0.61
7 -0 .7 8 1.55 0.65 -0 .9 9 -0 .2 6 1.00 -0.6* 0.47 -0 .1 9 1.01 1.1! -0 .0 7 -0 .2 ! 1.0( 0.27 0 .81 0.72 0.74,-0.65 -0 .8 6 -1 .9 1 -0 .42
8 0 .78 -1 .2 9 -0 .8 8 0 .75 0 .84 0.58 0.72 -0 .84 -0 .6 2 -0 .1 8 0.0* 0 .7 ! 0 .8 ! -0 .4 : -1.07 0.39 -0 .2 4 -0.541 0 .33 -0 .8 6 0.59 0.91
9 -0 .7 8 0.52 -0 .88 -0 .5 6 2.37 -0 .3 3 -0.9* 0.47 1.11 1.41 -0.5* -2 .54 0.8! 1.4; -1 .0 ; -2 .5 4 2.16 0 .2 3 -1 .6 2 0 .04 -0 .6 6 L-1.01
10 0 .78 -1 .5 5 -1 .39 -0 .5 6 -0 .1 9 -0 .7 8 -1.32 -0.1* 1.54 0.61 -0 .3 ; 0.34 1 .8 ' 0.5* -0.24 1.23 -0 .2 4 -0 .5 4 0.81 0 .34 0 .24 0.91
11 1.56 1.29 3.20 2.29 1.28 1.23 1.0! -1.4* 1.92 0.81 - 1. 6; -0 .07 -1.3C 0 .3 ' -0 .7 ( 0 .39 0 -2 .3 ^ 0 .3 ! -0 .7 1 -0 .83 0.91
12 -0 .7 8 -0 .2 6 0 .14 -0 .5 6 -0 .1 9 0.35 -0.3C 0. 4; 1.97 -1 .  If -0 .5 ' 0.34 -0 .2 ! -1 .6 ( 1.31 -0 .0 3 -0 .9 6 0.48 | 0 .33 -0 .2 6 1.67 0.91
13 1.56 0 -0 .37 -0 .1 2 0 .18 0.58 0.3* 0.47 -0 .6 2 -0 .57 -1.2* 0.7! -1.2C -0.64 1.0: -0 .4 4 0 .24 -0 .0 3 1.7* -1 .0 1 -0 .30 1.06
14 0 .78 0.52 0 .14 -1 .4 3 -0 .6 9 0 .58 1.0! 0.4^ -0 .1 9 -0 .9 7 -0 .3 ; -O.O; -0 .2 3 -0 .4 : 0 .2 -0 .0 3 -0 .4 8 -0 .2 8 1.7* -0 .7 1 0.42 1.05
15 0 -0 .5 2 0 .14 -0 .5 6 -0 .2 6 0.13 0.72 -0 .1 8 0.24 -0.1* -0 .5 ' 0.34 -0 .2 3 0 .5 ' -0.7* -0 .0 3 -0 .2 4 0 .2^ -0.1* 0.04 0.77 0.03
16 0 0 .26 0 .14 0 .75 -0 .2 6 2.39 0.0< -0.1E -1 .4 9 -0 .7 7 1 .8( -0.4* -0 .2 3 -1.04 1 .5 J -1 .7 0 -2 .4 0 I . 53] -1 .1 3 1.70 -0 .3 0 -1.74
17 -0 .7 8 1.81 0.65 -0 .5 6 -0 .9 1 1 .71 -1 .32 2.42 0 .24 -1 .1 6 0 .4 ' - 2 . i ; -0 .23 -0.84 1.31 -0 .8 6 0.48 2.02 -1 .6 2 2.15 -1 .3 7 -1 .89
18 1 .56 0.26 -0 .8 8 0 .3 1 -0 .4 7 0.35 -0 .96 -2 .14 -0 .6 2 0.42 0.45 -0 .0^ 1.89 -0.64 0 .7 ' -0 .8 6 0.48 0.74 -0 .6 5 1.25 -0 .3 0 -1.15
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Table 5.14 A) Mean of unit deviation (MUD) for each observers.
It is obtained by adding all the unit deviation 
for each texture pair and divided by the total 
number of texture pairs.
B) Standard deviation of the unit deviation (SDUD).
Observer
Ranking
(A)
MUD
(B)
SDUD
1 -0.037 0.92
2 -0.013 1.04
3 0.055 0.89
4 -0.041 1.03
5 -0.004 0 . 6 8
6 -0.017 0.67
7 0.017 0 .88
8 0.029 0.73
9 -0.135 1.34
10 0.055 0.95
11 0.083 1.49
12 0 . 012 0.91
13 0.064 0.84
14 0.054 0.75
15 -0.022 0.41
16 -0.071 1.28
17 -0.017 1.42
18 -0.0 1 0 0.97
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make this decision, one can plot the unit deviation given in Table 
5.13, the vertical axis, against the twenty-two possible texture 
pairs, using the order given in Table 5.12, for each observer. In 
comparing these plots, we can see whether any observer was erratic in 
making his judgments. For demonstration purposes, eight of these 
plots are shown here using Figures 5G.1 through 5G.8 in Appendix 5G 
at the end of this chapter. These plots correspond to the observers 
that have the lower and higher values for the standard deviation given 
in Table 5.14. Comparing these plots, one finds that there is no 
observer which is obviously erratic when compared to the performance 
of the other observers.
For example, taking observer number (11) with the higher value 
of standard deviation as seen in Table 5.14, one can observe in 
Figure 5H.7 that the observer is very erratic for texture pairs that 
are the least visually distinct but is very consistent with texture 
pairs that are very visually distinct. For other observers with high 
standard deviation the behavior was completely different. They are 
very consistent with the least visually distinct, but are erratic 
for the very visually distinct (observe number 9 Figure 5H.5). In 
comparing these plots, one finds that none of the observers behaved 
completely erratic with respect to the other observers. Consequently, 
there seems no solid basis for eliminating any observer.
5.2.4 Measures Defined Using Least Squares Method
This section presents the results obtained when one tries 
to fit the perceptual scaling found in the previous section to a 
given measurement form. Recall that the least squares fit is used to
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determine the coefficients defining measurements which are linear in 
form. These coefficients are the ones that best fit the perceptual 
scaling. The input data for the computer program [18] is the scaling 
obtained for the twenty-two texture pairs, the one-step transition 
matrices of the seven basic textures, the number of measurements for 
which one wants to solve, the number of intersample distances, the 
total number of gray levels, the initial conditions for the coeffi­
cients, and a maximum correction factor. This maximum correction 
factor is used to prevent oscillations. We use the following proce­
dure: first one solves for one measure (nine coefficients), then, if 
it is necessary, one solves for two measurements (eighteen coeffi­
cients) using the results obtained for one measurement as the initial 
condition for one of the two measurements. The other coefficients 
corresponding to the second measurement are selected arbitrarily. The 
same procedure is performed, if it is necessary, for three measure­
ments, etc.
Table 5.15 shows the results obtained when one solves for one 
measure. The program used a tolerance of .01 for convergency and a 
correction factor of .1 to stop oscillations. One can see from these 
results that the residue is large, meaning that the fit of the data 
was not very good and that another measure is necessary.
Table 5.16 compares the ordering obtained from the LCJ and the 
ordering obtained using the coefficients estimated by the least 
squares fit. Using this table one can see that the fit was not very 
good. Only a few texture pairs coincide with the scaling given by the 
observers. Texture pairs with ranking 1 and ranking 22 are examples
Table 5.15 Least-squares fit results for one measure. The 
measure is of the form
3 3
I I c s(i,j,6 ,W).
i=l j=l 13
Coefficients for Measure One
0.9914 0.5828 8.4358
1.8998 -1.1426 3.2428
7.1188 4.5598 •1.6786
Residue = 23.5021
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Table 5.16 Relationship between the ranking as given by the observers 
and the estimated ranking for one measure. Such rankings 
are ordered from the least visually distinct to the most 
visually distinct.
Texture pair 
Rankings 
(OBSERVED)
Texture pair 
Rankings 
(ESTIMATED)
1 1
2 15
3 2
4 11
5 4
6 8
7 3
8 10
9 7
10 12
11 13
12 6
13 16
14 19
15 9
16 5
17 18
18 17
19 14
20 21
21 20
22 22
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of such coincidence. Also, the order of the other texture pairs is 
not preserved. They do not follow the order given by the observers, 
especially the texture pairs with ranking 15 and ranking 5. Such 
texture pairs are at a distance of 12 and 10 texture pair positions 
respectively.
Figure 5.11 shows a plot of the difference between the observed 
scaling and the computed scaling versus the observed scaling. This 
plot indicates the quality of fit obtained. For a good fit the dif­
ference between the LCJ scaling and the computed scaling will be 
small. Hence all the points will lie near or on the horizontal axis. 
Such a plot can also indicate which texture pairs are causing prob­
lems for the fitting procedure. A texture pair far from the hori­
zontal axis will be one for which the measure does not correctly 
scale. The more incorrect the scaling the further it lies from the 
horizontal axis.
If one considers that a texture pair is near the horizontal 
axis if it has a value of scaling difference between +.25 and -.25 
then observing Figure 5.11, one can see that when one solves for one 
measure only four texture pairs can be considered as near the hori­
zontal axis, the rest (eighteen) are far from the horizontal axis. 
This is an indication that another measure is needed (a good fitting 
was not obtained). Also, it is interesting to mention that all the 
texture pairs below the horizontal axis (negative values meaning that 
there is an overestimation) have a texture component type 3 or 4. Re­
call that the one-step transition matrix corresponding to a 3 or 4 
texture type is an asymmetric matrix (see Figures 5A.3 and 5A.4 in
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Figure 5.11 Scaling differences versus the scaling given by the eighteen 
observers for one measure.
243
244
Appendix 5A). This may be an indication of a modeling problem. For 
example, another measurement form could be needed besides the one in 
use. Then the necessity of solving for two measures is reflected due 
to the poor fitting indicated by the residue value, by the order 
given by the estimating scaling, and by the plot of the scaling dif­
ferences and the scaling given by the observers.
Table 5.17 shows the results when one solves for two measures 
(eighteen coefficients). For this run one uses the coefficients 
found for one measure as initial condition plus an arbitrary value 
for the second measure. The value for the tolerance for convergency 
was 0.01 and the correction factor to stop oscillation was 0.005. 
Observing Table 5.17, one can see that the residue drops but is still 
large enough to suggest that maybe another measure is needed. Com­
paring the coefficient values for the first measure with the coeffi­
cient given when one solves for one measure one can see that the sign 
relationship is preserved but the actual values have changed, in some 
cases by a large amount and in others by a small amount. This is due 
to the fact that one is solving for eighteen coefficients at the same 
time, instead of keeping the first set of coefficients constant and 
solving for the second only. Also one can see that the effect of 
adding the second measure changed the values of the negative coeffi­
cients to being less negative.
Table 5.18 shows the relationship between the order given by the 
observers and the order given when one uses the coefficients for two 
measures to estimate the scaling. In this table, one can see that 
the order here is better preserved than when one measure was used,
5.17 Least-squares fit results for two measures.
Coefficients for Measure One
1.1339 1.7302 7.1449
1.0516 -0.6851 3.6334
7.8245 2.9549 -0.7794
Coefficients for Measure Two
7.1320 15.2711 13.3669
10.9300 9.9881 8.7918
8.7080 8.9507 9.3413
Residue = 12.5575
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Table 5.18 Relationship between the ranking as given by the observers 
and the estimated ranking for two measures. Such rankings 
are ordered from the least visually distinct to the most 
visually distinct.
Texture pair 
Rankings 
(OBSERVED)
Texture pair 
Rankings 
(ESTIMATED)
1 1
2 2
3 3
4 4
5 13
6 8
7 7
8 15
9 11
10 12
11 19
12 5
13 10
14 6
15 18
16 9
17 16
18 14
19 17
20 20
21 22
22 21
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but it still does not follow the same order given by the observed 
scaling. The indication is that one may need another measure. For 
example, texture pairs with rankings 1, 2, 3, 4, 7, and 20 follow the 
same order given by the observers. Others are just a small distance 
apart from their observed order compared to using one measure. For 
example, texture pair with ranking 15 is twelve texture pairs apart 
for one measure and 6 texture pairs apart for two measures. In 
general, the texture pairs that do not follow the order given by the 
observers are closer than when one uses one measure. For example, 
the farthest separation is at eight texture pairs.
Figure 5.12 shows a plot of the scaling differences versus the 
scaling given by the observers. Using this plot one can see immedi­
ately a substantial improvement compared to the plot for one measure. 
Texture pairs that were farther away now are closer to the horizontal 
axis. For example texture pair (5,7). Of the texture pairs that 
were under +.25 and -.25 on the scaling sifference for one measure 
just two remain under +.25 and -.25 ((1,1) and (1,2)), while the other 
two are out of the range ((2,5) and (3,7)). Meanwhile, two new tex­
ture pairs were under +.25 and -.25 ((5,6) and (3,6)) and in fact they 
change their sign when two measures are used. In general, most of the 
texture pairs that were nearest the horizontal axis for one measure 
are a little farther from the axis, but the texture pairs that were 
farther apart now are closer to the horizontal axis. It would seem 
that with two measures the system gets a better fit by balancing the 
position of the texture pairs. Also, all the texture pairs that are 
below the horizontal axis have the textures type 3 and 4 as in the
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Figure 5.12 Scaling differences versus the scaling given by the eighteen 
observers for two measures.
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plot for one measure, with one exception, texture pair (5,6).
Using the results for the residue, relationship in order, and the 
relationship between the scaling difference and the scaling given by 
the observers, it is indicated that with two measures the fit was 
better. However the residuals are still higher than one would like.
So it seemed appropriate to solve for three measurements.
Table 5.19 shows the results when one solves for three measures 
(twenty-seven coefficients) using as initial condition for the first 
two measures the result given in Table 5.17 and for the other measures 
an arbitrary value for the coefficients. The tolerance used for con- 
vergency was .0 1 , and the correction factor to stop oscillation was
0.005. For this case, the value of the residue was slightly higher 
than the residue obtained for two measures. The coefficients values 
for the first two measures are almost the same as the values given 
when one solves for two measures. The change in values is very small 
compared with the case where one goes from one measure to two mea­
sures. This indicates that the addition of a third measure does not 
contribute in obtaining a better fit. In this case, the effect is 
very small and one can say that instead of getting a better fit the 
addition of that measure tends to slightly deteriorate the fit al­
ready obtained.
Table 5.20 shows the relationship between the scaling given by 
the observers and the scaling estimated using the coefficients for 
the three measures. One can see that the texture pairs with rankings
1, 2, 7, 20, 21, and 22 follow the same order as the observed ones, 
but the others do not follow this order. Texture pair with ranking 5
Table 5.19 Least-squares fit results for three measures.
Coefficients for Measure One
1.1515 1.4134 7.4431
1.3217 -0.7857 3.4639
7.5368 3.3703 -0.9080
Coefficients for Measure Two
7.3001 15.1355 13.5117
11.0551 10.0113 8.6436
8.5930 9.0653 9.3427
Coefficients for Measure Three
0.8452 2.7052 2.4516
2.4435 2.0481 1.5094
2.7143 2.2467 1.0400
Residue = 12.6683
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Table 5.20 Relationship between the ranking as given by the
observers and the estimated ranking for three measures* 
Such rankings are ordered from the least visually dis­
tinct to the most visually distinct.
Texture pair 
Rankings 
(OBSERVED)
Texture pair 
Rankings 
(ESTIMATED)
1 1
2 2
3 4
4 3
5 13
6 8
7 7
8 15
9 11
10 12
11 19
12 10
13 6
14 5
15 18
16 9
17 16
18 14
19 17
20 20
21 21
22 22
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is the farthest apart with 8 texture pairs numbers between the 
observed and the estimated one. Comparing this table for three mea­
sures and the table for two measures one can say that the order for 
three measures gets slightly worse than the order for the two mea­
sures .
Figure 5.13 shows the plot that presents the relationship between 
the scaling difference versus the scaling given by the observers. 
Comparing Figures 5.13 and 5.12, one can see that there is only a 
slight change in the texture pairs position given by the same plot for 
two measures. The above gives the indication that the addition of the 
third measure does not contribute to getting a better fit and on the 
contrary it tends to get slightly worse • For this reason a fourth 
measure was added to study the effect.
Table 5.21 shows the result when one uses four measures (thirty- 
six coefficients). For this case one follows the same procedure as 
for the other cases. The tolerance for convergency was .01, and the 
correction factor to stop oscillation was 0.005. Notice that the 
values of the residue slightly increased, and the coefficients values 
for the three measures are almost identical to the values of the co­
efficient when one solves for three measures. One can also notice 
that the coefficients for the third and fourth measures are almost the 
same with the exception of the last row. This indicates that the 
measure, also like the third measure, does not help in improving the 
fit of the data.
Table 5.22 shows the relationship between the scaling given by 
the observers and the estimated scaling. The estimated scaling is
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Table 5.21 Least-squares fit results for four measures.
Coefficient for Measure One
1.1159 1.3877 7.5034
1.4115 -0.8362 3.4237
7.4806 3.4456 -0.9281
Coefficients for Measure Two
7.3945 15.0128 13.5417
10.9755 10.0496 8.6849
8.5789 9.1506 9.2724
Coefficients for Measure Three
0.8571 2.7329 2.5921
2.4519 1.9712 1.5779
2.6941 2.2969 1 . 0 1 0 0
Coefficients for Measure Four
0.8939 2.7244 2.3817
2.5583 1.6810 1.5806
1.5457 1.4146 3.0387
Residue = 12.6998
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Table 5.22 Relationship between the ranking as given by the observers 
and the estimated ranking for four measures. Such rankings 
are ordered from the least visually distinct to the most 
visually distinct.
Texture pair 
Rankings 
(OBSERVED)
Texture pair 
Rankings 
(ESTIMATED)
1 1
2 2
3 4
4 3
5 13
6 8
7 7
8 15
9 11
10 12
11 19
12 6
13 5
14 10
15 18
16 9
17 16
18 14
19 17
20 20
21 21
22 22
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almost preserved with the scaling given by the use of three measures 
with the exception that texture pairs with rankings 6 , 5 and 10 are 
interchanged putting 6 and 5 one place up and 10 down one place. This 
means that the texture pair which is farthest apart is 7 texture 
pairs. The fit is getting slightly better in that aspect but is still 
wrong in the overall order. Thus the contribution of this fourth 
measure is almost imperceptable. This is also seen when one compares 
Figure 5.14 and 5.13. In Figure 5.14 which shows the relationship 
between the scaling difference and the scaling given by the observers 
for four measures, the texture pairs points are almost in the same 
place as in Figure 5.13. Only in some cases is there a slight change 
in position but it is very difficult to perceive.
Figure 5.15 shows a plot that indicates the relationship between 
the values for the residue and the number of measures used, and from 
it one can see that there is a significant residue reduction when one 
goes from one measure to two measures, but when one adds more mea­
sures (three and four) there is no contribution to the fitting process. 
The only fact that one can see is that the addition of more measures 
can slightly deteriorate the fit instead of reduce it. Let us point 
out that when one tries to solve for three and four measures the num­
ber of unknown variables is larger than the number of texture pairs 
one is using.
Before ending this section, one can study the contribution of 
each of the measures to the estimated scaling for four measures with 
respect to each texture pair. Table 5.23 shows the contribution of 
each of the measures for texture pairs to the estimated scaling.
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5.23 • Percentage contribution for each of the measurement per texture
pairs using the estimated scaling for four measures and the percen­
tage average contribution per measurement.
A) Texture pair
B) Square of estimated scaling.
C) First measure.
D) Second measure.
E) Third measure.
F) Fourth measure.
G) Average. Does not include texture pair one.
A B C D E F
(1 ,1 ) 0 0 0 0 0
(1 ,2 ) 6.28 84.01 11.56 4.36 0.074
(1,3) 3.79 73.74 20.77 5.24 0.242
(1,4) 3.57 77.87 17.04 4.93 0.161
(1,5) 7.91 67.96 24.93 2 .21 4.91
(1 ,6 ) 6.16 42.61 47.29 4.91 5.19
(1,7) 10.47 77.07 17.81 5.08 0.043
(2,3) 10.91 79.89 15.29 4.64 0.18
(2,4) 11.24 77.99 16.99 4.94 0.087
(2,5) 1 2.02 89.81 5.69 0.673 3.82
(2 ,6 ) 6.89 39.51 50.11 6.63 3.75
(2,7) 18.65 84.09 11.42 4.49 0.0
(3,4) 0.2 1 2 0.204 83.90 4.89 1 1 .00
(3,5) 15.24 79.62 15.0 3.28 2 .10
(3,6) 14.15 54.64 37.22 5.33 2.81
(3,7) 20.50 75.63 19.10 5.17 0.095
(4,5) 16.02 75.48 18.57 3.19 2.76
(4,6) 13.25 58.42 . 34.01 5.39 2.18
(4,7) 19.82 77.96 17.0 4.99 0.049
(5,6) 11.45 23.40 62.97 1.34 12.30
(5,7) 6.54 6.95 79.97 6.08 7.00
(6,7) 5.82 91.83 2.72 0.984 4.47
G AVERAGE 63.74 29.02 4.23 3.01
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Column B is the square of the estimated scaling for four measures for 
each of the texture pairs. Columns C, D, E, and F contain the con­
tribution for each of the texture pairs given by the first measure, 
second measure, third measure, and fourth measure, respectively. To 
construct this table each of the coefficients for each of the mea­
sures was used to obtain the scaling. This scaling, given by the mea­
sure selected, was squared and this value was divided by the value 
given in column B on Table 5.23 for the texture pair desired. Also 
at the end of each of columns C, D, E, and F the average is presented 
(row G). This average does not include texture pair (1,1) because 
for all classes this value is zero. Taking as an example texture pair
(1,2), the coefficients for the first measure contribute with 84.01 
percent of its final value. The second measure contributed with 
11.56 percent of its final value. The third measure contributed with 
4.36 percent of the final value, and the fourth measure contributed 
with 0.074 percent of its final value. One can see from this table 
that the third and fourth measurement in most of the texture pairs 
contribute less than approximately seven percent with the exception 
of the contribution of the fourth measure for texture pairs (3,4) and
(5,6) where the contribution was 11.0 and 12.3 percent, respectively. 
Also, one can see that the final value estimated for these two tex­
ture pairs are higher than the values given by the observers. In 
general, one can say that the first and second measures contributed 
with approximately 93 percent, while the third and fourth measures 
only contributed with 7.0 percent. The third and fourth measures may 
be negligible.
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5 . 3  Summcuiy
In this chapter the feasibility of the system for defining 
measure has been shown. Given the simplified problem one could solve 
for two measures. When one tried to solve for more measures the 
values of the residue remained almost the same. The quality of the 
fit is not as good as one would like. The problem of quality,of fit 
is seemingly due to modeling problem. In the next chapter, the fac­
tors that may contribute to modeling problem will be discussed.
Also, an analysis of the new measurements will be presented to find 
their contributions.
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APPENDIX 5A
The Seven Basic Textures
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(B) .33 .33 .34
.33 .34 .33
.34 .33 .33
(C) (.33 .33 .34)
Figure 5A.1 (A) The basic texture 1.
(B) The one-step transition matrix 
used to generate this texture.
(C) The initial distribution used 
to generate this texture.
oatf-in( I I I  l l ' v M
(B)
.8 .1
.1 .1
(C) ,33 .33 .34
Figure 5A.2 (A) The basic texture 2.
(B) The one-step transition matrix used 
to generate this texture.
(C) The initial distribution used to 
generate this texture.
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(B) .1 .1 .8
.8 .1 .1
.1 .8 .1
(C) (.33 .33 .34)
Figure 5A.3 (A) The basic texture 3,
(B) The one-step transition matrix 
used to generate this texture.
(C) The initial distribution used 
to generate this texture.
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(B) .1
.1
.8
.1
.1
.1
.8
.1
(C) (.33 .33 .34)
Figure 5A.4 (A) The basic texture 4.
(B) The one-step transition matrix 
used to generate this texture.
(C) The initial distribution used 
to generate this texture.
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(B) .1 .8 .1
.8 .1 .1
.1 .1 .8
(C) ( .33 .33 .34)
Figure 5A.5 (A) The basic texture 5.
(B) The one-step transition matrix 
used to generate this texture.
(C) The initial distribution used 
to generate this texture.
(B) .8 .1 .1
.1 .1 .8
.1 .8 .1
(C) (.33 .33 .34)
Figure 5A.6 (A) The basic texture 6 .
(B) The one-step transition matrix 
used to generate this texture.
(C) The initial distribution used to 
generate this texture.
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(B) .8 .1 .1
.1 .8 .1
.1 .1 .8
(C) (.33 .33 .34)
Figure 5A.7 (A) The basic texture 7.
(B) The one-step transition matrix 
used to generate this texture.
(C) The initial distribution used to 
generate this texture.
APPENDIX 5B
An Example of the Instruction 
Sheet for the Perceptual Experiment
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This is an experiment to rank the relative visual difference of
a set of texture pairs. To obtain this relative ranking, you will be 
asked to make a number of comparisons. Each comparison will involve 
two images, each of which will be composed of two textures. The 
format used is given above. The left half of the image on the left 
is one texture. The right half is another texture. Similarly the 
left half of the image on the right is one texture and the right
half another texture.
You will be asked to state the texture pair label that is the 
more visually distinct. For example, given texture pairs A and B, if 
the texture pair A is more visually distinct than texture pair B, you 
say the letter A. If on the other hand the texture pair B is more 
visually distinct than texture pair A, you say the letter B. Even if 
you have to guess which is the more distinct always say one of the 
letters. Note there is no right or wrong answer rather what is being 
tested is your perception of the relative difference between the tex­
tures .
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STEP
STEP
STEP
STEP
NOTE
This experiment will be administered in the following way:
1. A simple vision test will be given to check your visual 
acuity to see if it is adequate for this experiment.
2. An answer sheet will be given to you. Please fill out 
the first line. The instructor will provide the necessary 
data. Please, return the answer sheet to the instructor.
3. A series of examples will be presented to help you become 
familiar with the experimental procedure. If you have any 
questions at this or any later time please feel free to 
ask.
4. If you do not have any questions, the experiment will then 
start. Each board will be presented to you for a period 
of 5 seconds.
: You can stop the experiment at any time between observa­
tions to ask any questions.
APPENDIX 5C
Instruction and Answer Sheet 
for the Vision Test.
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VISION TEST
Observe the board shown by the Instructor.
Pick the square or squares that are gray and record your 
answer by putting a check mark on the appropriate square 
below.
Example: If you feel that the left upper
most box in the image is gray then 
you would place a check mark in the 
left upper most box below.
APPENDIX 5D
Example of the Answer Sheet Used By 
Recorder to record the answer of the 
Observer in the Perceptual Experiment.
Note: Only that a few pages are presented for the reader to get
an idea of how these answer sheets were prepared.
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Name Sex Order Date
ID. A B
2D. A B
3D. A B
4D. A B
5D. A B
6D. A B
7D. A B
8D. A B
9D. A B
10D. A B
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1. A B
2. A B
3. A B
4. A B
5. A B
6 . A B
7. A B
8 . A B
9. A B
10. A B
This is the arrangement of a typical page of ten responses to the 
perceptual experiment. A total of 231 responses, numbered from 1 to 
231, were recorded in this manner on 24 similar pages (subsequent 
pages not included here).
APPENDIX 5E
Observer's Data
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Name
A.M.
D.B.
K.G.
D.P.
A.E.
R.C.
R.K.
T.H.
R.H.
D.E.
J.L.
J.M.l
J.H. 
D.W. 
K. I.
(Initial) Description
Major English, Student Worker 
Major Forest, Graduate Student, Some Photoin­
terpretation Courses.
Major Electrical Engr., Student Worker 
Major Electrical Engr., Graduate Student 
Major Civil Engr., Graduate Student, Some 
Photointerpretation Courses.
Staff Member, Prof. Electrical Engineering 
Experience in Photointerpretation 
Major Electrical Engr., Graduate Student 
Major Electrical Engr., Graduate Student 
Major Electrical Engr., Graduate Student, A 
course in Image Analysis
Major Forest, Staff Member, Several courses and 
works in photointerpretation 
Staff Member, Prof. Agronomy
Staff Member, Prof. Civil Engineering (Remote 
Sensing), Experience in Photointerpretation 
Major Forest, Graduate Student, Some Courses 
in Photointerpretation
Major Civil Engr., Graduate Student, Some
Courses in Photointerpretation
Major Microbiology, Graduate Student
Major Geography, Graduate Student, Some Works 
on Photointerpretation
Staff Member, Secretary Electrical Engineering 
Major Speech, Student Worker
APPENDIX 5F
The Twenty-Two Texture Pairs Ordered 
From the Least Visually Distinct to 
the Most Visually Distinct.
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ure 5F.1 Texture pair (1,1).
Generated using the para­
meters given in Table 5.1 
(see text). The ranking 
or scaling value was 0.0.
Figure 5F.2 Texture pair (3,4).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
of 0.14.
Figure 5F.3 Texture pair (1,3).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value was 
was 1.30.
Figure 5F.4 Texture pair (1,4).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 1.37.
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Figure 5F.5 Texture pair (2,4)
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 1.39.
Figure 5F.6 Texture pair (2,3).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 1.40.
Figure 5F.7 Texture pair (1,2).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 2.55.
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Figure 5F.8 Texture pair (1,6).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 2.85.
Figure 5F.9 Texture pair (4,6).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 2.91.
Figure 5F.10 Texture pair (5,6).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.06.
Figure 5F.11 Texture pair (2,6).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.07.
Figure 5F.12 Texture pair (1,5).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.08.
Figure 5F.13 Texture pair (6,7).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.28.
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Figure 5F.14 Texture pair (3,5).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.33.
Figure 5F.15 Texture pair (5,7).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3,35.
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Figure 5F.16 Texture pair (3,6)
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.42.
Figure 5F.17 Texture pair (4,5).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.53.
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Figure 5F.18 Texture pair (2,5).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 3.89.
Figure 5F.19 Texture pair (1,7).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 4.13.
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Figure 5F.20 Texture pair (2,7).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 4.62.
Figure 5F.21 Texture pair (4,7).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 4.68.
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Figure 5F.22 Texture pair (3,7).
Generated using the parameters 
given in Table 5.1 (see text). 
The ranking or scaling value 
was 4.91.
APPENDIX 5G
Some Plots of Unit Deviation Versus 
Texture Pairs
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Figure 5G.1 Plot of unit deviation versus texture pairs for observer number 15.
The standard deviation was 0.408.
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Figure 5G.2 Plot of unit deviation versus texture pairs for observer number 18.
The standard deviation was. 0.966.
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Figure 5G.3 Plot of unit deviation versus texture pairs for observer number 4.
The standard deviation was 1.027.
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Figure 5G.4 Plot of unit deviation versus texture pairs for observer number 2. 
The standard deviation was 1.042.
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Figure 5G.5 Plot of unit deviation versus texture pairs for observer number 16.
The standard deviation was 1.281.
311
UN
IT
 
D
E
V
I
A
T
I
O
N
S
1 5 ,6 ) (1 ,5 )  1(6,7)/ (3 ,5 ) (5 ,7 \  (3 ,6 )  (4 ,5)
( 4 ,6 ) . (2 ,6)1
TEXTURE PAIRS
-2
- 3
Figure 5G.6 Plot of unit deviation versus texture pairs for observer number 9.
The standard deviation was 1.336.
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Figure 5G.7 Plot of unit deviation versus texture pairs for observer number 17.
The standard deviation was 1.421.
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Figure 5G.8 Plot of unit deviation versus texture pairs for observer number 11.
The standard deviation was 1.487.
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CHAPTER SIX 
THE ANALYSIS OF THE NEW MEASUREMENTS
We have, in the previous Chapter, demonstrated the feasibility 
of using our technique to define measures. In this chapter the mea­
sures which were defined will be analyzed. The first section dis­
cusses the problems of the least square fitting technique. The rest 
of the chapter explains the experiments developed to analyze the 
capabilities of the new measurements.
6.1 Study the. Pttttng Problem
Figure 6.1 shows the values of the residues as a function 
of the number of measures being estimated. From this figure one can 
observe that the value of the residue is high and remains almost con­
stant when solving for more than two measures. As a result, one can 
say that the fitting is not as good as one would like. This poor 
fitting could be due to the inadequacy of the GLC matrices and/or 
modeling problems.
6.1.1 GLC Matrices
It is possible that GLC matrices cannot be used to 
define measures that preserve perceptual similarity. In the event 
that this is true, the second-order probabilities gauged by these 
matrices are not capable of matching the primitive level of human tex­
ture perception. However, it is the belief of this author that the
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25
15
5
2 3 4
NUMBER OF MEASURES
Figure 6.1 Residue versus number of measures.
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principal cause for the poor fitting is not due to the GLC matrices 
for two reasons. Firstly, psychological evidence continues to mount 
indicating that the textural information content of the second-order 
probabilities contained in the GLC matrices is able to match the 
primitive level of human texture perception. The second reason is 
based on the series of motivations presented in Chapter One, such as 
the superiority of the SGDLM with respect to other algorithms, demon­
stration of an inverse preserving GLC matrix transform and the suc­
cessfully use of the measures defined on GLC matrices on a variety of 
problems.
Let us, at this point, elaborate on the psychological evidence 
presented in the literature. In his early work, Julesz [1] indicated 
the importance of second-order piobaDilities in texture discrimina­
tion. This resulted in what is known as the Julesz conjecture. It 
states that a necessary condition for two textures to be spontaneous­
ly discriminable by the human observer is that the two textures have
different global second-order probabilities.
Since this conjecture a number of counter examples to the Julesz
conjecture [2-5] have been presented. Some of the early patterns
were, at best, barely discriminable and hence not convincing. Later 
examples, however, are appreciably more distinct. An analysis by 
Gagalowicz [6,7] of these counter examples led him to state a revised 
form of the Julesz conjecture. He states that a necessary condition 
for two textures to be discriminable is that they have different 
"local" second-order probabilities, i.e., second-order probabilities 
computed over a small region of the image. The previous form of the
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conjecture had involved "global" statistics, i.e., those computed 
over a very large area. It is this revised conjecture which indi­
cates that second-order probabilities gauged by the GLC matrices are 
capable of matching a level of human perception.
In a more recent work, Julesz and his co-workers [8-10] raised 
the possibility that the spontaneous human visual discrimination 
of textures is not based on the difference of global second-order 
probabilities. It is due only to the difference in first-order 
probabilities of local conspicuous features, called textons. That 
possibility was suggested when they analyzed Figures 6.2 and 6.3.
The texture pair in Figure 6.2 have identical first-order prob­
abilities but different second-order probabilities and hence diff­
erent autocorrelation function values. Nevertheless, the texture 
pair appears indistinguishable. On the other hand, the texture pair 
in Figure 6.3 is spontaneously discriminable by the human observer.
He claims that the discrimination is based on the texton-rich periodic 
micropatterns (composed of vertical bars) of the left texture. He 
also points out that the fluctuation of the autocorrelation for both 
texture pairs is 25%. The above experiment challenges the adequacy 
of GLC matrices as a basis for measures which preserve similarity.
For this reason, we shall consider these texture pairs in some detail.
An experiment was developed as follows: for a given region of
size 96 by 96 pixels, the GLC matrices were computed from each of 
the textures for 95 consecutive d values (intersample distance) for 
two angular orientation, 6 , 0 and 90 degrees. From each of these
6.2 A texture pair that cannot be spontaneously discriminated 
by human observers.
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Figure 6.3 A texture pair that can be spontaneously discriminated 
by the human observers.
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GLC matrices the inertia measurement was computed. Inertia measure 
and autocorrelation function are within an additive constant of one 
another for the type of textures considered. Figures 6.4 and 6.5 
show the plots for the 90 degrees, vertical, and 0 degrees, horizontal, 
direction respectively for the texture pairs of Figure 6.2. In this 
figure the two plot are superimposed for better understanding. The 
notation is as follows: the curve that is comprised with solid dot
belong to the left side of the texture pair on Figure 6.2, the curve 
that is comprised with triangle belong to the right side of the 
texture pair on Figure 6.2. Comparing the first eight points on the 
plots of Figure 6.4, one can see that the difference in values 
between the first seven are very small, and one can say that these 
points are comparable to the points of the noise texture (right side 
texture). Meanwhile the difference between the eighth point is the 
largest with respect to the other seven. This means that one point 
out of eight has a difference that is large. One can argue that this 
one large difference out of eight points is averaged out by the eyes 
and for this reason these two textures appear indistinguishable.
The same analysis and argument can be applied in Figure 6.5 for the 
horizontal direction.
Figures 6.6 and 6.7 show the plots for the textures that are 
spontaneously discriminable, in the vertical and horizontal degrees 
direction respectively. Following the same analysis one can see 
that in Figure 6 .6 , comparing the first eight points, the effect is 
completely inverse to Figure 6.4. In this case, only one of those 
points can be considered to belong to the noise. The other points
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Figure 6.4 Plot of the inertia measurement for the vertical
direction for the texture pair of Figure 6.2.
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Figure 6.5 Plot of the inertia measurement for the horizontal
direction for the texture pair of Figure 6.2.
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Figure 6.6 Plot of the inertia measurement for the vertical
direction for the texture pair of Figure 6.3.
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Figure 6.7 Plot of the inertia measurement for the horizontal
direction for the texture pair of Figure 6.3.
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have distances that are large. In this case, the average distance 
is large enough for these two textures to be perceived by human eyes 
as visually distinct. Following the same line of argument for 
Figure 6.7 one can see that those textures can be discriminated by 
human eyes. This argument demonstrates that GLC matrices can be used 
to preserve similarity for these cases.
For a more quantitative analysis, a distance measure was 
created. This distance measure was computed by summing the absolute 
value of the difference between the values of the inertia measure for 
the two textures for the first 16 consecutives d values. As a re­
sult, the value given by the texture pair that can be spontaneously 
discriminated was twice the value resulting from the indistinguishable 
texture pairs. This reinforces our believe that the use of GLC 
matrices still preserves similarity. It is possible that the weak­
ness of the argument presented by Julesz is due to the fact that he 
only considered one d value. In our case we are using different d 
values. One of the strengths of our approach is the use of different 
d values.
6.1.2 Modeling Problems
Two major factors can be considered in assuming that our poor 
fitting is due to modeling problems. The first factor concerns the 
way the texture pairs were prepared for the presentation to the ob­
server during the psychological experiment. Figure 6 . 8 shows one of 
the texture pairs used in the experiment. One can observe the edge 
between these two textures. It is the belief of this author that
Figure 6.8 Texture pair used in the perceptual experiment.
Notice the edge formed between both textures.
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such edge effects were considered by the observer in making his decision 
as to which of the texture pairs shown is the more visually distinct.
It is possible that an observer will select as the more visually 
distinct the texture pair with a more prominent edge. Our method 
for defining texture measures does not take edge effects into consid­
eration. It is only based on the characteristics of the patterns.
This thus creates a modeling problem.
A further experiment can be performed to study the edge effects 
and its possible contribution to the modeling problem. This experi­
ment will be similar in form to the previous perceptual experiment 
with the exception that each texture pair is separated in order to 
eliminate the edge effect. The result from this experiment can then 
be used to compare with the previous scaling results, to solve for 
the measurements and to see if the residue goes down further.
The second factor concerns the way our system weights the d 
values. When our system is solving for each measurement, it uses 
the same weight for each d value considered. In an experiment, 
Gagalowicz [7] tried to find a subset of the second-order prob­
abilities to which we are sensitive. He found that we are sensitive 
to variation in second-order probabilities only up to a transition 
(7,0) that corresponds to a solid angle roughly equal to 8 '. Looking 
at the figures that he used in his experiments, one can see that 
spontaneous discrimination between texture pairs decreases when the 
d values increases. One can argue that the human visual system does 
not apply the same weighting to every d value. The visual system 
actually uses some function to weight each d value differently.
At the present, the exact nature of this function is not known. It
is clear, however, that we should not apply the same weighting fac­
tor to every d value. In our system, we apply equal weighting to 
each d value. This could quite possibly cause problems in the model­
ing.
In order to find the possible contribution to the modeling
problem of the weighting factor, one can assume a gaussian function
with mean zero for the d values and see how this affect our fitting
procedure. A good way will be to include in our least-squares pro-
2 2
cedure a function Kexp(-d /a ) multiplying each measure. This least- 
squares procedure will solve for the coefficients and also for the 
value a that best fit our data. Using this function one can see 
how the residue is affected.
There are other considerations that could add up to be a factor 
in the problem of modeling. It is possibly that the small number 
of textures used in our experiment add to the problem of modeling.
In order to solve this more textures have to be used. This will 
create other problems due to the psychological-scaling technique 
we are using. More textures will mean that the number of combina­
tions will increase considerable making it impossible to perform 
the experiment. Then there the necessity to find or develop a new 
technique for the scaling. One may possibly be the need for another 
form of measurement, i.e., a nonlinear form. Finally, it may be 
better to directly use the GLC matrices computed (for different d 
and 0 values) from each texture of a texture pair than to use the 
expectation values computed from the Markov transition matrices.
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6.2 MeaiuAment Analy-i-U
From Figure 6.1, one can see that in solving for two measures, 
the residue is appreciably lower than the residue resulting when 
solving for one measure. This result was anticipated. This moti­
vates further analysis in order to gauge the contribution of each 
measurement. Only the coefficients that correspond to the case 
when one solved for one measure and two measures are analyzed because 
Figure 6.1 shows that there is no further contribution when solving 
for three and four measures.
Several experiments were developed to analyze the new measure­
ments. A key tool used in our analysis was to find the spectrum of 
our new measurements for a given region size on a texture. The
spectrum of a measure is defined as the values of this measure com-
2
puted for all 6 e R where R is a region of E containing a neighbor­
hood of the origin. Typically one is interested in circular spectra. 
The circular spectrum of the measure for a particular pattern is 
the graph of the measure computed for all (Ax,Ay) such that
. 2 , . 2 2 
Ax + Ay <_ r
6.2.1 Consistency Test
This experiment was mainly designed to test the consistency of 
our method. One knows that in the use of the pseudoinverse in our 
least-squares procedure, one can have an infinite number of solutions 
depending on the initial condition given. The purpose of this experi­
ment was to obtain the spectra of different sets of coefficients 
(measurements) obtained using different initial conditions to see
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if the same information (similar spectrum) is obtained for each of 
the sets.
Figure 6.9 shows a texture scanned from Brodatz's book [11]. The 
name of this texture is french canvas. This texture was used to test 
for consistency. From this texture a region of size 100 by 100 
pixels was obtained and the spectrum was computed from this region. 
This spectrum used 99 consecutive d values. Before the spectrum 
was computed, the number of gray levels in this region was reduced 
to three by applying the EPQ algorithm. This was done because the 
measurements were defined on three gray levels. For simplicity, 
the following nonmenclature will be followed: Mil refers to the
measurement using the set of coefficients obtained in solving for 
one measure. M12 indicates the measurement using the first set 
of coefficients corresponding to the first measurement when one 
solved for two measures. M22 indicates the measurement using the 
second set of coefficients corresponding to the second measurement 
when one solved for two measures.
Seven different sets of initial conditions were used. Each of 
these sets resulted in different sets of coefficients for Mil, M12 
and M12 but all gave the same values for the residue.
Figure 6.10 shows the spectrums obtained for the Mil measure­
ment for two different sets of initial conditions. Observing these 
two spectrums one can say that the same information is preserved 
though the gray-level values are a reverse of each other. What is 
black on Figure 6.10a) is white on Figure 6.10b) and vice versa.
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Figure 6.9 French canvas scanned from Brodatz's book [11]
showing the region of size 100 x 100 pixels used to 
compute the spectrums (see text).
b)
Figure 6.10 Spectrums for Mil computed from the region showed on
Figure 6.9 for two different sets of initial conditions.
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For the other five sets of initial conditions the resultant spectrum 
Mil looked like the spectrum of Figure 6.10a).
Figure 6.11 shows the spectrum obtained for the M12 measurement 
for two sets of initial conditions. One can observe that the same 
information is preserved and that the gray level values are reversed. 
The M12 spectrums for the other five sets of initial conditions look 
like the spectrum of Figure 6.11a).
Figure 6.12 shows the spectrums obtained for the M22 measure­
ment for two different initial conditions. One can notice that the 
same information is preserved and that the gray level values are 
reversed. The spectrums for the other five sets of initial conditions 
look like the spectrum on Figure 6.12a).
Analyzing these spectrums, one can see a correspondence between 
the spectrum Mil and M12; they look similar, the spectrum for M22 
looks disimilar to the other two spectrums. From this observations, 
one can conclude that the use of different initial condition does not 
change the information extracted.
6.2.2 Measurement Effects on Different Kinds of Textures
This experiment was developed to study the effect of using the 
new measurements on different kinds of textures. The main effect 
one is looking for is to see if our measurement depends on the type 
of texture one is using. For this experiment, five more textures 
were scanned from Brodatz's book [11] besides that of french canvas. 
These texture were cane, raffia, sand, and straw. Figures 6.13 and
6.14 show the original texture (cane) with the region of size
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Figure 6.11 Spectrums for M12 computed from the region showed on
Figure 6 . 9 for two different sets of initial conditions.
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6.12 Spectrums for M22 computed from the region showed on
Figure 6.9 for two different sets of initial conditions.
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Figure 6.13 Cane scanned from Brodatz's book [11] showing the
region of size 100 x 100 pixels used to compute the 
spectrum (see text).
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6.14 Cane spectrums for a) Mil, b) M12 and c) M22 measurements 
computed from the region showed on Figure 6.13.
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100 by 100 pixels and the spectrums obtained for Mil, M12 and M22 
respectively. Comparing the spectrums for Mil and M12 in Figure 6.14, 
one can see that they look similar. On the other hand the spectrum 
for M22 look dissimilar when comparing against Mil and M12. The 
same relationship is found for french canvas (see Figures 6.10, 6.11 
and 6 .1 2 ) and all the other textures.
From these results, one can conclude that the same relationship 
is preserved for all the textures. Always the spectrum for Mil and 
M12 look alike and the spectrum M22 look different when compared with 
Mil and M12. Then the new measurements are independent of the kind 
of textures used.
6.2.3 Similarity Test
This experiment was developed to find if the norm (similarity 
measurement) computed from the new measurements M12 and M22 preserve 
similarity. Recall that the objective of this technique is to define 
measures that preserve perceptual similarity. To prove this, the 
experiment has to be such that one has some knowledge of the final 
ranking. In other words, one has to have a series of textures that 
one can rank. If, when the norm is applied, the resulting ranking 
can be compared with the given ranking, and if the resulting ranking 
preserves the same order of the given ranking, one can say that the 
norm formed by the two new measurements preserves similarity.
The experiment was as follows: five images of sand under
different mangification ranging from lx thru 1.4x were used. From 
each image a region of 50 by 50 pixels was selected ensuring that
r
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Table 6.1 Results for the norm. Each entry is the distance 
between the region i and the region j .
region j
SANDlx SANDl.lx SANDl-2x SANDl.3x SAND1.4x
SANDlx 77.72 104.38 108.86 108.96
SAND 1•lx 77.72 72.67 93.96 96.23
SAND 1.2x 104.38 72.67 66.93 83.56
SAND-1. 3x 108.86 94.96 66.93 51.77
SAND 1.4x 108.96 96.23 83.56 51.77
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the center point of that region is the same. The M12 and M22 spec­
trums were computed for each of these regions. Consecutive inter­
sample distance, d, values up to 49 were used. With this result, 
each of the regions were paired with each other and the norm was com­
puted. One would expect that the norm between region lx with l.lx 
is smaller than the norm between region lx with 1.4x and so on.
Table 6.1 shows the results. Figure 6.15 shows that the norm pre­
serves the order. The norm computed from the two new measurements 
thus measure similarity. As the images used were all of the same 
kind of texture, another experiment was devised to give a more 
complex test to the norm.
6.2.4 Gauging the Similarity of More Complex Patterns
This experiment was designed to test the performance of the 
new measurements on data of increased complexity. The data consisted 
of 12 samples taken from an image of an urban scene. The data is 
composed of 3 samples that belong to a new residential area, 3 
samples that belong to an old residential area, 3 samples that belong 
to a commercial area, and 3 samples that belong to a forested area. 
Figure 6.16 shows the three samples of the new residential area.
The number of gray levels in these samples were reduced to three.
Figure 6.17 shows the three samples of the old residential area.
Figure 6.18 shows the three samples of the commercial area, and
Figure 6.19 shows the three samples of the forest area. The size
of each of the samples is 100 by 100 pixels. From each of these 
samples the GLC matrices are obtained for consecutive d values up
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Figure 6.15 Illustration showing that the norm preserves 
the logical ranking in the textures.
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(C)
Figure 6.16 Samples taken from a new residential area on 
an urban scene. These samples are reduced to 
three gray levels using the EPQ algorithm.
A) NWRS1, B) NWRS2, C) NWRS3.
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(C)
Figure 6.17 Samples taken from an old residential area on an 
urban scene. These samples are reduced to three 
gray levels using the EPQ algorithm.
A) 0LDRS1, B) 0LDRS2, C) 0LDRS3.
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(C)
Figure 6.18 Samples taken from a comercial area on an urban scene.
These samples are reduced to three gray levels using 
the EPQ algorithm.
A) CMCL1, B) CMCL2, C) CMCL3.
(C)
Figure 6.19 Samples taken from a forest area on an urban scene.
These samples are reduced to three gray levels using 
the EPQ algorithm.
A) F0REST1, B) F0REST2, C) F0REST3.
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to 99 and all possible angular directions. Then the measures M12 
and M22 are computed for each of the samples.
Using these measures, each of the samples are paired with each 
other and the relative similarity of each pairings was estimated 
using the new measurements. Table 6.2 shows the results. In this 
table, each of the entries corresponds to the distance between column 
samples and row samples. To analyze this data one has to keep in mind 
that if the distance obtained is to measure similarity, one should be 
able to use this distance to cluster together samples that are 
similar together. Analyzing this data one can see that the per­
formance of the new measurements is not sufficiently good to allow 
such a clustering to be performed.
This is not surprising since the new measures were under a 
restrictive assumption that this real world data does not satisfy. 
Recall that the coefficients defining each measure were developed 
under the assumption that all the patterns would have the same 
first-order probabilities. For the Markov textures used in the 
perceptual experiment this means that for 6 with sufficiently large 
norm the second-order probabilities and hence the GLC matrices will 
all be the same values regardless of the whatever one step transi­
tion matrix is used to generate the texture. For the real world 
samples, this condition was not satisfied. To show that for suffi­
ciently large 6 the GLC matrices do not converge to the same values 
on the real world textures one need only plot a measurement value 
as a function of 6 for two of the real world textures. Figure 6.20
Table 6.2 Norm compute using measurements M12 and M22 for consecutive d values up to 99 
and all angular directions. Each entry is the distance between the column 
sample and row sample.
NWRS1 NWRS2 NWRS3 0LDRS1 0LDRS2 0LDRS3 CMCL1 CMCL2 CMCL3 F0REST1 F0REST2 F0REST3
NWRS1 118.05 117.55 109.84 129.29 128.73 143.62 154.87 131.18 146.06 122.00 148.69
NWRS2 L18.05 112.88 115.51 132.75 137.61 150.47 152.35 138.54 157.79 133.75 138.35
NWRS3 117.33 112.88 118.16 138.93 128.28 164.05 151.33 147.54 159.65 129.08 138.39
OLDRSX 109.84 115.51 118.16 119.07 122.70 150.80 135.13 129.85 139.35 110.33 131.83
0LDRS2 129.29 132.75 138.93 119.07 138.95 145.35 149.96 151.68 154.93 122.68 138.94
0LDRS3 128.73 137.61 128.28 122.70 138.95 170.92 142.50 148.68 139.37 117.86 112.33
CMCL1 143.62 150.47 164.05 150.80 145.35 170.92 181.06 149.82 197.89 166.67 173.15
CMCL2 154.87 152.35 151.33 135.13 149.96 142.50 181.06 170.71 144.09 141.56 135.94
CMCL3 131.18 138.54 147.54 129.85 151.68 148.68 149.82 170.71 169.01 149.61 156.49
F0REST1 146.06 157.79 159.65 139.35 154.93 139.37 197.89 144.09 169.01 124.90 157.55
F0REST2 122.00 133.75 129.08 110.33 122.68 117.86 166.67 141.56 149.61 124.90 137.12
F0REST3 148.69 138.35 138.39 131.83 139.94 112.33 173.15 135.94 156.49 157.55 137.12
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Figure 6.20 Plots for measurement M12 for two samples (NWRSL, NWRS2) 
on the horizontal direction.
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and 6.21 show the plots for two angular directions 0 and 90 degrees 
for the measure M12 showing the effect just discribed. This further 
illustrates the need for a weighting function to weight the contri­
bution of the measures as a function of 6 . Note it can be argued 
(see previous discussion) that this weighting function should go to 
zero as 6 get large.
6.2.5 Relationship Among New Measurements with Previously Defined 
Measurements
This experiment was devised to discover if the new measurements 
were related to previously defined measurements. These latter 
measurements were developed heuristically and later proven to be 
capable of gauging certain image qualities measured by the human 
visual system, namely, periodicity, uniformity and proximity, and 
symmetry. These measurements also have been mathematical proved to 
be necessary in a structural analysis procedure for analyzing 
periodic and almost periodic textures. These two measures are called 
inertia and symmetry measurements.
For the structural analysis of periodic and almost periodic 
textures, one must be able to detect periodicity. There are a 
number of ways to detect periodicity. These include using the auto­
correlation function, the power spectrum, or GLC matrices. Using 
GLC matrices requires one to have a measure which can gauge the pre­
sence or absence of non-zero off diagonal elements. In reference 12, 
the inertia measure, a heuristically defined measure was used to 
detect periodicity. It is known that for the class of textures we 
are considering the inertia measure and the autocorrelation function
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Figure 6.21 Plots for measurement M12 for two samples (NWRSL, 0LDRS1) 
on the vertical direction.
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are within an additive constant of one another. Hence the inertia 
measure can also be considered to be the same as the power spectrum, 
the Fourier transform pair of the autocorrelation. Therefore showing 
a functional equivalence to the inertia measure establishes a 
function relationships with all the other methods for detecting 
periodicity.
The importance of periodicity is that it can be used to find 
two vectors a and b [12]. These two vectors can be used to define 
the size, shape and orientation of the period parallelogram unit 
pattern of a periodic texture.
Once the size, shape and orientation of the unit pattern has 
been determined one must still select a unit pattern of this size, 
shape and orientation. Recently it has been shown that pattern 
symmetry plays an important part in this selection process [13].
Note that the Gestalt psychologists believed that periodicity detec­
tion and symmetry detection played a role in human vision [14].
In reference 13 it was mathematically shown that the GLC 
matrices can be used to detect symmetry. The symmetry of a pattern 
reflects itself in the GLC matrices by whether these matrices are 
symmetric or asymmetric. To gauge this information a heuristic 
measure was defined to gauge this information. We will refer to 
as the symmetry measure.
The above reflect the importance of these two measures. For 
this reason these measures were selected to see if there is a 
relationship between the new measurements and the previous defined
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measurements.
For this experiment the same textures used in sections 6.2.1 and 
6.2.2 were used. The spectrum of each of these measures were obtained 
from the same regions on which the spectrums of the new measurement 
were obtained.
The first measure used was the inertia measure (MIN). Figure 6.22 
shows the spectrum of the inertia measure obtained for cane. Compar­
ing this spectrum with the spectrums of Mil and M12 for cane (see 
Figure 6.14a) and 6.14b)), one can see that these spectrums look 
similar. The inertia spectrum of the other textures were also ob­
tained with the same result. The inertia spectrum and the spectrums 
of Mil and M12 look similar. One can conclude that Mil and M12 
gauges the same information as the inertia measure.
Observing the spectrum for M22, one can see that this measure 
gives us information about the symmetry or asymmetry of the region 
(see Figures 6.23 and 6.24). For example Figure 6.23 B) shows a 
region that is asymmetric. Figure 6.23A) shows the spectrum for 
the asymmetric region. If one compares this with the spectrum of 
Figure 6.24 A) that belongs to a symmetric region one can see that 
the symmetric region results in a more uniform spectrum than the 
spectrum of the asymmetric region. This uniformity will indicate 
to us that the spectrum belongs to a symmetric region. On the other 
hand the spectrum for the asymmetric region is not uniform with the 
upper part being white, changing to black lower in the spectrum.
Where the change occurs one can trace an imaginary line and this
35^
Figure 6.22 Cane spectrum for the inertia measurement computed from
the region showed on Figure 6.13.
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(A)
(B)
Figure 6.23 A) Spectrum for M22 measurement computed from
region B).
356
(A)
(B)
Figure 6.24 A) Spectrum for M22 measurement computed from
region B).
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almost coincide with the line where the region is asymmetric. Then
one can say that the spectrum is gauging some information of the
symmetry or asymmetry of the region. In order to isolate this effect
and compare with the symmetry measure, the spectrums of the regions
were obtained using a function of the M22 coefficients (M2S). This
measurement (M2S) can be described by the following Equation:
L L L L
M2S = |£ J c(m,n)s(m,n,6 ,W) - £ £ c(n,m)s(m,n,6 ,W)| (6-1)
m n m n
where c(m,n) are the coefficients of the M22 measurement, s(m,n,6 ,W)
is an element of the GLC matrix S(<5,W) || is the absolute value and
L is the number of gray levels. Comparing this spectrum with the spec­
trum obtained using the symmetry measure, one can see that they look 
similar (Figure 6.25). The same spectrum is obtained for the other 
textures and the same results are obtained when compared to the sym­
metry measure. One can conclude that the M22 is gauging the symmetry 
or asymmetry of the region.
Figure 6.26 shows the spectrums for the measurements M12, M2S,
MIN, and MSY. Comparing the spectrums of M12 and M2S with the spec­
trums of MIN and MSY, one can see that they are similar. The same 
results were obtained for all the textures used.
This result is the most important discovery in this work because 
it relates the measures defined using our technique with the infor­
mation believed important by investigators examining completely 
different data. In particular this includes the approach used by 
the Gestalt psychologist and investigators attempting to develop 
structural approaches for analyzing periodic textures.
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Figure 6.25
(B)
A) Spectrum for M2S (a function of M22) for the same 
region showed on Figure 6.23.
B) Spectrum for MSY (symmetry measure) for the same 
region showed on Figure 6.23.
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(B) (C)
(D) (E)
Figure 6.26 A) Region from which the spectrums are computed.
B) Spectrum for M12 measurement.
C) Spectrum for MIN measurement.
D) Spectrum for M2S measurement.
E) Spectrum for MSY measurement.
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6.3 SuumaAy
The major contribution of the new measurements are that the 
measurement Mil and M12 are gauging periodicity information of a 
given pattern. The measurement M22 is gauging information about 
the symmetry or asymmetry of the region. These properties were 
believed by the Gestalt psychologist as being properties used 
in the human vision system. Also, measures that gauge information 
about periodicity and symmetry of patterns has been used in a struc­
tural analysis to analyze periodic textures.
These new measurements were used to gauge similarity of a 
number of pattern and gave fair results. The ranking can be im­
proved if a weighting function for the d values is used. Further 
work is needed to explore potential modeling problems so that the 
quality of fit can be improved.
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CHAPTER SEVEN
CONCLUSION AND RECOMMENDATIONS FOR FURTHER RESEARCH
In Chapter One, a technique was presented to solve the problem 
of measurement definition for texture analysis. To create the 
formal definition process a conceptual framework for the problem 
was described. This framework motivated the creation of a mathe­
matical model. Certain assumptions were made in-order to experimen­
tally verify the feasibility of the model. Using these assumptions 
certain components were required in order to apply this technique. It 
is shown that each of the components can be used with our technique 
as indicated in Chapters Two, Three and Four.
A simplified problem was then developed in order to show that 
all components work together and that the technique has promise. The 
technique was applied to the simplified problem and two measures 
were defined. The measurements resulting from the fitting were 
analyzed and it was evident that the first measure always gauges 
some information about periodicity and the second measurement 
gauges some information about the symmetry of asymmetry of the region 
analyzed. This result indicates that the measures defined gauge 
information believed important in human perception.
Further research should be concentrated in fine tuning the 
technique so that the quality of fit can be improved. The first
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problem that has to be solved is to isolate the factors which have 
been uncorrectly modeled. To do this, an experiment described in 
Chapter Six was recommended. The next step will be the use of more 
textures for our perceptual experiment in order to have a better re­
presentation of the universe of textures. This also enables one to 
solve for more measures. The number of gray levels will also have 
to be increased. Another problem that has to be resolved is the use 
of another method for psychology-scaling. Recall that the psycholog- 
ical-scale selected is the most accurate and most appropriate for use 
with our technique. But it limited the number of textures that can 
be used. This is due to the number of combinations possible when 
considerable number of textures are used. Other methods can be tried, 
like for example the method of rank, and the result can be compared 
with our results in order to overcome this problem.
Another area of further research is the area of texture generation. 
Recall that for the complete application of our technique a texture 
generation procedure that affords us control of the measure values 
is needed. From our review, it is necessary to find or develop a 
synthesis procedure from which one can control the measure.
In summary, it was demonstrated in this work that this technique 
is a valuable tool for solving the problem of measurement definition.
A problem that has prevented texture analysis algorithms from being 
used in a sophisticated computer vision system. The measures which 
were derived gauge information believed important in human perception 
and also information shown important in the structural analysis of 
periodic textures.
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