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Re´sume´
Dans cette the`se, nous nous sommes inte´resse´s a` des proble`mes de minimisation de fonction-
nelles relatives a` des objets ge´ome´triques en dimension 2 et 3 sous contraintes de bord.
Dans le chapitre 2, nous conside´rons les corps de largeur constante en dimension 2 et nous
rede´montrons le the´ore`me de Blaschke-Lebesgue par la the´orie du controˆle optimal (principe du
maximum de Pontryagin). Nous e´tudions e´galement, en dimension 3, le proble`me de minimisation
du volume dans la classe des corps de largeur constante et a` syme´trie de re´volution. Nous abordons
e´galement ce proble`me par la the´orie du controˆle optimal et l’utilisation du principe de Pontryagin
fournit des conditions ne´cessaires pour un minimiseur.
Dans le chapitre 3, nous e´tudions le proble`me de minimisation de l’aire dans la classe des rotors.
Graˆce au principe de Pontryagin, nous prouvons que la frontie`re d’un minimiseur est forme´ d’une
re´union finie d’arcs de cercles de rayon ri ou` les ri prennent des valeurs particulie`res.
Dans le chapitre 4, nous e´tudions des proprie´te´s d’optimalite´ locale des rotors re´guliers pour la
fonctionnelle d’aire, et pour un certain type de perturbations. Par le the´ore`me de Kuhn-Tucker,
nous ge´ne´ralisons au cas des rotors un re´sultat de Firey. Nous montrons ainsi que pour ce type de
perturbations les rotors re´guliers du triangle e´quilate´ral sont des maxima locaux de l’aire, et que
les rotors re´guliers d’un polygone a` n ≥ 5 coˆte´s sont des points selles.
Dans le chapitre 5, nous abordons le proble`me de minimisation du volume dans la classe des
corps de largeur constante en dimension 3. Nous introduisons un espace fonctionnel permettant de
repre´senter analytiquement ces objets. Puis nous en de´duisons des conditions d’optimalite´ faibles
pour un minimiseur.
Mots-Cle´s : calcul des variations, minimisation sous contraintes globales, controˆle optimal, opti-
misation de formes, corps de largeur constante, rotors, convexite´, courbure ge´ome´trique.
Abstract
In this dissertation, we study the minimization of a geometrical functional in dimension 2 and
3 under boundary constraints.
In the second part, we study constant width bodies in dimension 2 and we prove the Blaschke-
Lebesgue’s theorem by the optimal control theory (Pontryagin maximum principle). In dimension
3, we study the problem of minimizing the volume in the class of constant width bodies which
have an axis of revolution. By Pontryagin’s principle, we derive necessary conditions satisfied by a
minimizer.
In the third part, we study the problem of minimizing the area in the class of rotors. By Pon-
tryagin’s principle, we show that the boundary of a minimizer is a finite union of arcs of circle
whose radii have prescribed values.
In the fourth part, we investigate optimal locality properties of the area for regular rotors under
a certain type of perturbations. Thanks to Kuhn-Tucker’s theorem, we generalize a result of Firey
in the case of rotors. We thus show that the regular rotors of the equilateral triangle are local
maximizers of the area, whereas the rotors in a regular polygon with n ≥ 5 sides are saddle points.
In the fifth part, we study the problem of minimizing the volume among constant width bodies
in dimension 3. We present a complete analytic parametrization of the constant width bodies. We
derive weak optimality conditions for a minimizer of the functional.
Keywords : calculus of variation, minimization under global constraints, optimal control theory,
shape optimization, constant width bodies, rotors, convexity, geometric curvature.
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Chapitre 1
Introduction
Dans cette the`se, j’ai e´tudie´ diffe´rents proble`mes de minimisation sous contraintes globales. Il
s’agit de minimiser une fonctionnelle de couˆt J(u) dans une classe de fonctions admissibles u ∈ C.
La contrainte globale porte sur les valeurs ponctuelles de u ou de ses de´rive´es et rend l’utilisation
de me´thodes classiques en calcul des variations (Equation d’Euler-Lagrange,...) inade´quate. Je me
suis inte´resse´ a` plusieurs proble`mes d’optimisation ou` les contraintes sur les fonctions admissibles
sont globales pour lesquels nous avons de´veloppe´ des me´thodes spe´cifiques afin de les re´soudre
the´oriquement ou nume´riquement. Nous pre´sentons dans l’introduction les quatre chapitres dont
est constitue´e la the`se.
1.1 Corps de largeur constante en dimension 2
Le premier type de proble`me e´tudie´ est issu de la ge´ome´trie. On s’inte´resse a` la minimisation
d’une fonctionnelle ge´ome´trique (aire ou volume) dans une classe d’objets convexes qui satisfont
des contraintes de bord. La fonctionnelle ge´ome´trique jouera le roˆle de la fonctionnelle de couˆt a`
minimiser. Les contraintes de bord et la prise en compte de la convexite´ de ces objets fourniront l’es-
pace des fonctions admissibles sur lequel on minimise la fonctionnelle de couˆt. Nous e´tablirons une
bijection entre les contraintes ge´ome´triques et ces espaces fonctionnels pour chacun des proble`mes
de minimisation.
On s’inte´resse d’abord a` l’e´tude de la classe des corps convexes de Rn, n ≥ 2 (i.e. compacts
convexes non vides) qui sont de largeur constante. Soit K un corps convexe de Rn. Pour une direc-
tion ν ∈ Sn−1 donne´e, on de´finit les deux hyperplans d’appui a` K, Hν et H−ν de vecteur normal
ν et −ν.
De´finition 1.1. On dit que K est de largeur constante α si et seulement si pour toute direction ν,
la distance entre les deux hyperplans Hν et H−ν est constante e´gale et a` α.
On appellera Wnα l’ensemble des corps de Rn de largeur constante.
Les objets de largeur constante ont e´te´ largement e´tudie´s depuis les anne´es 1900 pour leurs
proprie´te´s ge´ome´triques et me´caniques (voir [6], [7], [9], [37], [45], [56]). En dimension 2, un objet
de largeur constante tourne dans un carre´ en restant en contact a` chaque instant aux 4 coˆte´s du
carre´. Nous examinerons plus pre´cise´ment dans les chapitres 2 et 3 les proprie´te´s ge´ome´triques de
ces objets en dimension 2 (pe´rime`tre constant, stricte convexite´,...) a` l’aide de la fonction d’appui.
Un proble`me classique pose´ par Blaschke et Lebesgue (voir [6], [37]) au de´but des anne´es 1900
1
CHAPITRE 1. INTRODUCTION
est celui de la minimisation du volume dans cette classe d’objets :
min
K∈Wnα
Vol(K) (1.1)
ou` Vol(K) de´signe le volume de K. Le proble`me de maximisation n’offre pas d’inte´reˆt puisque
l’on trouve la boule. C’est par exemple une application de l’ine´galite´ isope´rime´trique. Nous nous
inte´resserons donc uniquement au proble`me de minimisation. Le proble`me (1.1) est pertinent car
tout corps de largeur constante est strictement convexe (voir [56]) et donc le minimum pour (1.1)
n’est pas 0. Le proble`me (1.1) admet une solution dans Wnα pour des raisons de compacite´.
En dimension 2, le proble`me (1.1) a e´te´ re´solu dans les anne´es 1900 simultane´ment par Blaschke
et Lebesgue de fac¸on ge´ome´trique, et ils ont de´montre´ le re´sultat suivant :
The´ore`me de Blaschke-Lebesgue. Dans la classe des objets de largeur constante 1, le corps
d’aire minimale est le triangle de Reuleaux.
Le triangle de Reuleaux est constitue´ de l’intersection de trois arcs de cercle centre´s sur les
sommets d’un triangle e´quilate´ral et rejoignant les deux sommets oppose´s (voir figure 1.1). C’est
F. Reuleaux qui, en 1875, a mis en e´vidence un corps convexe autre que la boule et qui posse`de
la meˆme proprie´te´ d’eˆtre de largeur constante (voir [45]). Le triangle de Reuleaux est utilise´ en
me´canique pour creuser des trous carre´s et il est utilise´ dans certains moteurs.
A(P3) ≈ 0.704 A(P5) ≈ 0.758 A(P7) ≈ 0.771
Fig. 1.1 – Aire des polygones de Reuleaux impairs PN : A(PN ) = pi2
(
1−Npi tan( pi2N )
)
pour N = 3, 5, 7.
Plus ge´ne´ralement, ce dernier a de´fini les polygones de Reuleaux :
De´finition 1.2. Un polygone de Reuleaux re´gulier de largeur 1 est constitue´ de l’intersection des
2n+ 1 arcs de cercle de rayon 1 (n ≥ 1), centre´s sur les sommets d’un polygone re´gulier a` 2n+ 1
coˆte´s, et rejoignant les deux sommets oppose´s.
Bien que le re´sultat en dimension 2 soit simple, sa de´monstration est un peu moins aise´e. Une
des de´monstrations originales (voir [56]) repose sur l’inscription des objets de largeur constante a`
l’inte´rieur de polygones re´guliers et exige ainsi une connaissance a` priori du minimiseur. Nous ver-
rons que les me´thodes ”modernes” (par le controˆle optimal ou le calcul des variations) permettent
de s’affranchir de la connaissance a priori du minimiseur, et on peut donc envisager de les utiliser
afin de re´soudre d’autres proble`mes.
En dimension 3, le proble`me de trouver le corps de largeur constante de volume minimal est
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ouvert depuis les anne´es 1930. Nous pouvons former a` l’aide des polygones de Reuleaux impairs
toute une se´rie d’objets de largeur constante a` syme´trie de re´volution en les faisant tourner autour
d’un de leurs axes de syme´trie (voir figure 1.2). Cette construction ne fournit pas des objets de
largeur constante d’aire minimale. En effet, en 1934, Meissner a construit un solide appele´ volume
de Meissner dont on de´taillera la construction dans le chapitre 5 et qui posse`de un volume infe´rieur
(voir [40], [41], [42], [43]). L’ide´e est de conside´rer l’e´quivalent du triangle de Reuleaux en dimen-
sion 3, c’est a` dire l’intersection des 4 sphe`res centre´es sur un te´trae`dre re´gulier et joignant les trois
sommets oppose´s. Cet objet n’est pas de largeur constante, il existe en effet des directions ou` sa
largeur de´passe 1. Ainsi, en lissant 3 de ses areˆtes adjacentes, on peut construire un objet de largeur
constante 1 qui ne posse`de pas la syme´trie de re´volution (voir figure 1.2). On doit donc a` Meissner
en 1934 la conjecture suivante :
Conjecture 1.1. L’objet de largeur constante 1 et de volume minimal dans R3 est le volume de
Meissner.
A ≈ 3, 089 A ≈ 2, 993
A ≈ 2, 934
Fig. 1.2 – Valeurs de la surface du pentagone de Reuleaux tourne´, du triangle de Reuleaux tourne´,
et du volume de Meissner.
Ces proble`mes en dimension 2 et 3 peuvent eˆtre aborde´s de fac¸on analytique a` l’aide de la
fonction d’appui qui permet de repre´senter la frontie`re d’un objet convexe dans Rn.
De´finition 1.3. Soit K un corps convexe de Rn. On appelle fonction d’appui de K l’application
hK de R
n dans R de´finie par pour ν ∈ Rn :
hK(ν) = sup{x · ν, x ∈ K}. (1.2)
Dans toute la suite, nous utiliserons la notion de fonction d’appui pour e´tudier ces proble`mes
d’optimisation ge´ome´triques. Nous verrons que la fonction d’appui permet de caracte´riser un corps
convexe et de prendre en compte les contraintes de type largeur. Par ailleurs, les fonctionnelles
ge´ome´triques comme l’aire ou le volume s’expriment simplement en termes de la fonction d’appui.
La fonction d’appui repre´sente la distance d’un hyperplan d’appui a` K de normale ν a` l’origine
(voir figure 1.3). Nous examinerons dans les chapitres 2 et 5 certaines proprie´te´s de la fonction
d’appui dont nous aurons besoin. Nous verrons notamment que la fonction d’appui d’un corps de
3
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largeur constante est de classe C1,1 (voir chapitre 5). Le volume d’un corps K de Rn s’exprime a`
l’aide de la fonction d’appui (voir [7]). On note dS l’e´le´ment de surface d’un corps convexe K.
V ol(K) =
1
n
∫
∂K
hdS (1.3)
En notant formellement hνiνj la de´rive´e seconde
∂2h
∂νi∂νj
et Dn−1(h) la somme des n − 1 mineurs
Fig. 1.3 – La fonction d’appui d’un corps convexe de R2 repre´sente la distance p(θ) entre une droite
d’appui Dθ de vecteur normal (cos(θ), sin(θ)) et l’origine.
principaux de la matrice (hνiνj )1≤i≤n−1,1≤j≤n−1, (1.3) se re´e´crit (voir [7]) :
V ol(K) =
∫
Sn−1
hDn−1(h)dω. (1.4)
De´finition 1.4. Soit K un corps de Rn et h sa fonction d’appui. La largeur de K dans la direction
ν est donne´e par :
w(ν) = h(ν) + h(−ν).
Un corps de largeur constante se de´finit donc de fac¸on e´quivalente par la de´finition suivante :
De´finition 1.5. Soit K un corps de Rn et h sa fonction d’appui. Alors, K est de largeur constante
1 si et seulement si
∀ν ∈ Sn−1, w(ν) = 1.
Dans le second chapitre, nous e´tudions le cas de la dimension 2 et dans le chapitre 5 nous
e´tudions le cas de la dimension 3. En dimension 2, on notera p la fonction d’appui d’un corps
convexe K qui est de classe C1,1 et 2π-pe´riodique. L’aire de K s’e´crit alors
A(K) = 1
2
∫ 2pi
0
p2 − p′2 = 1
2
∫ 2pi
0
p(p+ p′′). (1.5)
ou` p+ p′′ de´signe le rayon de courbure ge´ome´trique de la frontie`re du corps K. Si K est de largeur
constante 1, nous montrerons que la fonction d’appui doit ve´rifier les contraintes :{
p(θ) + p(θ + π) = 1, ∀θ ∈ R
p+ p′′ ≥ 0. (1.6)
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On notera C l’ensemble des fontions p de classe C1,1, 2π-pe´riodiques et qui satisfont les deux
conditions pre´ce´dentes. La premie`re contrainte sur p dans (1.6) exprime la largeur constante du
corps K. La seconde contrainte exprime la convexite´ du corps K par la positivite´ du rayon de
courbure ge´ome´trique de sa frontie`re. Ainsi, le proble`me ge´ome´trique peut se reformuler sous la
forme d’un proble`me de minimisation sous contraintes :
min
p∈C
1
2
∫ 2pi
0
p2 − p′2. (1.7)
L’espace des contraintes C est un ensemble convexe par rapport a` la fonction p.
Dans le chapitre 1, nous rede´montrons le the´ore`me de Blaschke-Lebesgue par la the´orie du controˆle
optimal dans R2 et nous verrons que cette me´thode est bien adapte´e pour e´tudier ce type de
proble`mes. Cette de´monstration par le controˆle optimal a e´te´ aborde´e par Ghandehari (voir [19])
et par Malagoli dans sa the`se de doctorat. Cependant, il me semble que leur preuve pre´sente une
inexactitude : ils supposent que le maximum de la solution entre deux points de saut conse´cutifs
du controˆle optimal est inde´pendant des switchs.
Nous prenons comme controˆle le rayon de courbure de la frontie`re d’un corps K donne´ par
R = p+ p′′. (1.8)
La convexite´ et la largeur constante 1 imposent les ine´galite´s suivantes :
0 ≤ R ≤ 1 (1.9)
Par suite, nous pouvons reformuler (1.7) comme un proble`me de controˆle optimal ou` la fonctionnelle
de couˆt est donne´e par (1.5), le syste`me d’e´tat est donne´ par (1.8) et le controˆle ve´rifie (1.9).
L’application du principe de Pontryagin permet de montrer qu’une trajectoire extre´male et mini-
misante est ”bang-bang” : elle sature le rayon de courbure de la frontie`re du corps K. Ce dernier
prend donc les valeurs 0 ou 1 presque partout. Lorsque R = 0, le corps pre´sente un coin, lorsque
R = 1, la frontie`re pre´sente un arc de cercle. Nous de´montrons ensuite qu’il n’y a pas de trajectoires
singulie`res et que le controˆle bascule un nombre fini de fois de 0 a` 1. De plus, on montre que la
distance entre deux sauts conse´cutifs du controˆle est constante. Le corps convexe ainsi obtenu est
donc un polygone de Reuleaux impair et par suite, celui d’aire minimale est le triangle de Reu-
leaux. Cette preuve rejoint celle de Harrell (voir [26]) qui rede´montre le the´ore`me de Blaschke par
minimisation sous contraintes. Il e´tablit en effet que si le rayon de courbure de la frontie`re d’un
corps K d’aire minimale ne sature pas les contraintes, alors on peut diminuer son aire. Pour e´tudier
les proble`mes de controˆle optimal en dimension finie, nous aurons besoin de la de´finition suivante.
De´finition 1.6. Etant donne´ un proble`me de controˆle optimal sur un intervalle [0, T ] ou` u ∈ Rm
de´signe le controˆle, on dit qu’un point τ de l’intervalle [0, T ] est un switching point (ou switch) ssi
u est discontinue en τ , i.e. ssi il existe u1 ∈ Rm et u2 ∈ Rm avec u1 6= u2 tels que
u(τ−) = u1, u(τ+) = u2.
L’e´tude de l’espacement des points de saut d’un controˆle optimal est de´licate, notamment pour
les proble`mes (1.12) et (1.15). On s’attend en effet a` ce que ces points de sauts soient re´gulie`rement
espace´s dans l’intervalle [0, T ] pour les trajectoires ”bang-bang”. Cette dernie`re proprie´te´ n’est pas
e´vidente a` obtenir pour les proble`mes que j’ai e´tudie´s.
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Dans le premier chapitre, nous nous inte´ressons e´galement au proble`me de minimisation du vo-
lume dans la classe des objets de largeur constante en dimension 3 a` syme´trie de re´volution. On
note W 2,symα l’ensemble des corps de largeur constante α en dimension 2 et qui posse`dent un axe
de syme´trie. Nous conside´rons donc la classe des corps de R3 qui sont obtenus par la rotation d’un
e´le´ment de W 2,symα autour d’un axe de syme´trie. Sur la figure 1.2, nous avons repre´sente´ le triangle
de Reuleaux tourne´ et le pentagone de Reuleaux tourne´.
On s’attend naturellement au re´sultat suivant :
Conjecture 1.2. Dans la classe des objets de largeur constante en dimension 3 a` syme´trie de
re´volution, celui de volume minimal est le triangle de Reuleaux tourne´.
Ce proble`me est un sous proble`me du proble`me (1.1) dans le cas n = 3 et peut se reformuler
comme un proble`me de controˆle en dimension 2 du meˆme type que le proble`me (1.7). Soit K
un corps de largeur constante de R3 a` syme´trie de re´volution et p la fonction d’appui du corps
K0 ∈ W 2,symα correspondant, 2π-pe´riodique et de classe C1,1. Les contraintes satisfaites par p sont
les suivantes : 
p(θ) + p(θ + π) = 1, ∀θ ∈ R
p(θ) = p(π − θ), ∀θ ∈ R
p+ p′′ ≥ 0.
(1.10)
On notera C′ l’ensemble des fonctions p de classe C1, 2π-pe´riodiques et qui satisfont les trois
contraintes pre´ce´dentes. La seconde contrainte exprime le fait que le corps K0 de´crit ait un axe de
syme´trie perpendiculaire a` la droite d’appui repe´re´e par θ = pi2 . L’espace C′ est un sous-ensemble de
C et est e´galement convexe. Nous montrons que la fonctionnelle qui repre´sente la surface du corps
peut s’e´crire pour p ∈ C′ de la fac¸on suivante :
J(p) = 4π
∫ pi
2
0
((
p(θ)− 1
2
)2 − 1
2
p′(θ)2
)
cos(θ)dθ + π. (1.11)
En dimension 3, le proble`me de minimisation du volume dans la classe des corps de largeur constante
est e´quivalent au proble`me de minimisation de la surface des corps de largeur constante. Ceci re´sulte
d’un the´ore`me de Blaschke (voir the´ore`me 5.1, Chapitre 5) que nous de´montrons dans le chapitre 5.
Le proble`me de minimisation sous contraintes se reformule donc de la fac¸on suivante :
min
p∈C′
J(p). (1.12)
Nous de´montrons d’abord que le triangle de Reuleaux tourne´ est un minimium local dans la classe
des objets de largeur constante a` syme´trie de re´volution (voir The´ore`me 2.8, Chapitre 2).
Nous pouvons e´galement utiliser la the´orie du controˆle optimal pour trouver des conditions ne´cessaires
sur le minimiseur de J dans C′. Le principe de Pontryagin permet d’obtenir la saturation du rayon
de courbure de la frontie`re du minimiseur. Nous montrons que pour une trajectoire extre´male et
minimisante, alors le rayon de courbure prend les valeurs R = 0 ou R = 1 presque partout. Nous
avons pu e´liminer la variable duale dans le syste`me de Pontryagin et obtenir un syste`me qui four-
nit les switching point d’un controˆle optimal. Dans le cas ou` il n’y a qu’un seul switching point,
nous trouvons le triangle de Reuleaux tourne´. Le syste`me qui fournit la valeur des switchs est plus
complique´ dans ce cas que pour le proble`me (1.7). Le syste`me n’e´tant plus autonome, il n’y a pas
de quantite´s simples conserve´es le long des trajectoires extre´males comme le Hamiltonien.
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1.2 Minimisation de l’aire dans la classe des rotors
Le second chapitre fait l’objet d’un article en cours de soumission (voir [4]) et dans lequel j’ai
e´tudie´ un proble`me analogue a` (1.7) dans la classe des rotors. Dans ce chapitre, le proble`me de
minimisation que nous conside´rons est e´galement aborde´ par la the´orie du controˆle optimal et du
principe du maximum de Pontryagin.
Etant donne´ un entier n ≥ 3, on appellera n-gone tout polygone re´gulier a` n coˆte´s.
De´finition 1.7. Un rotor est un corps convexe qui tourne a` l’inte´rieur d’un n-gone en restant en
contact a` chaque instant avec tous les coˆte´s du polygone.
Comme pour le cas des objets de largeur constante, nous montrerons dans le chapitre 3 que
la fonction d’appui d’un rotor est de classe C1,1 et 2π-pe´riodique. On appelle r le rayon du cercle
inscrit a` un polygone re´gulier a` n coˆte´s. Nous rappellerons le the´ore`me suivant qui permet de
construire un rotor a` l’aide de sa fonction d’appui (voir The´ore`me 3.2, Chapitre 3) :
The´ore`me 1.1. Un rotor en dimension 2 est la donne´e d’une fonction p de classe C1,1, 2π-
pe´riodique et qui ve´rifie
p+ p′′ ≥ 0, (1.13)
ainsi que la relation
∀θ ∈ R, Sn(p)(θ) =: p(θ)− 2 cos(δ)p(θ + δ) + p(θ + 2δ) = Cn (1.14)
ou` δ = 2pin et la constante Cn vaut Cn = 4r sin
2( δ2).
La relation (1.14) est une ge´ne´ralisation de (1.6) obtenue pour les objets de largeur constante et
exprime que les normales aux points de contact du n-gone concourent en le centre instantane´ de ro-
tation (proprie´te´ me´canique). Lorsque n = 4 et r = 12 , (1.14) redonne la relation p(θ)+p(θ+π) = 1.
Soit C′′ l’ensemble des fonctions p de classe C1,1, 2π-pe´riodique, et qui ve´rifient les contraintes
(1.13) et (1.14). Nous e´tudions dans le chapitre 3 le proble`me d’optimisation sous contraintes
min
p∈C′′
1
2
∫ 2pi
0
p2 − p′2. (1.15)
Ce proble`me a e´te´ re´solu ge´ome´triquement dans les anne´es 1900 par Blaschke, Lebesgue et Fujiwara
dans le cas n = 3 et n = 4 (voir [6], [16], [18], [37]). Dans le cas ou` n = 3, un rotor dans un triangle
e´quilate´ral s’appelle plus commune´ment une ∆-courbe. Comme les objets de largeur constante, ce
cas a e´te´ largement e´tudie´ par les ge´ome`tres. Pour n = 3, le minimiseur est la lunule ou lentille
(voir figure 1.4). Il s’agit de deux arcs de cercle syme´triques, de rayon 3r et d’angle π/3. Lorsque
n = 4, il s’agit du triangle de Reuleaux (voir figure 1.4). Dans ces deux cas, le minimiseur est une
intersection d’arcs de cercles et le rayon sature la contrainte :
– n = 3 : le rayon de courbure de la frontie`re prend la valeur 0 ou 3r (voir figure 1.4).
– n = 4 : le rayon de courbure de la frontie`re prend la valeur 0 ou 2r (voir figure 1.4).
Goldberg a de´crit une famille de rotors re´guliers Oln±1n , l ∈ N∗, tournant dans un n-gone et ana-
logues aux polygones de Reuleaux (voir [21], [22], [23]). Ces rotors re´guliers sont appele´s rotors a`
cre´maille`re (trammel rotors) et sont forme´s de l’intersection de disques de rayon ri ou` les ri sont
7
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Fig. 1.4 – Lunule, Triangle de Reuleaux et On−1n et leurs rayons de courbure sur l’intervalle [0, 2π]
les distances des diagonales du n-gone aux coˆte´s paralle`les. Le rayon de courbure de Oln±1n est
pe´riodique de pe´riode 2piln±1 et posse`de 2(ln±1) syme´tries. Lorsque n = 4, on retrouve les polygones
de Reuleaux impairs. Nous de´taillerons leur construction plus pre´cise´ment dans le chapitre 3. Sur
la figure 1.4, nous avons repre´sente´ le rayon de courbure de la frontie`re de On−1n .
Dans le cas ge´ne´ral, n ≥ 5, le proble`me de minimisation de l’aire est plus difficile a` traiter
ge´ome´triquement. Comme dans le cas des objets de largeur constante, on s’attend a` ce que le
minimum global de l’aire dans la classe des rotors soit l’e´le´ment de la famille Oln±1n d’aire mi-
nimale. Nous rede´montrerons que l’e´le´ment de la famille Oln±1n d’aire minimale est On−1n qui est
compose´ d’un nombre minimal d’arcs de cercle parmi les e´le´ments de la famille Oln±1n (comme dans
le cas des polygones de Reuleaux). La conjecture suivante est due a` Goldberg dans les anne´es 1960 :
Conjecture 1.3. Le rotor d’aire minimale tournant dans un n-gone est On−1n .
Nous abordons ce proble`me de minimisation sous contraintes par la the´orie du controˆle optimal
en suivant une ide´e de Klo¨tzler ([32]) pour la reformulation analytique. Dans [32], l’auteur aborde
en effet ce proble`me, mais il laisse deux points en suspens. L’auteur semble utiliser le fait qu’un
minimum local de l’aire dans la classe des rotors est ne´cessairement un e´le´ment de Oln±1n . Par
ailleurs, lorsqu’il examine le proble`me de minimisation parmi les e´le´ments du bord des contraintes
(i.e. pour lesquels le rayon de courbure de la frontie`re sature la contrainte de convexite´), il effectue
des perturbations convexes de ces e´le´ments. Or l’ensemble des e´le´ments du bord des contraintes n’a
aucune structure de convexite´. Ainsi, ce type de perturbations n’est pas admissible si l’on travaille
sur l’ensemble des e´le´ments du bord des contraintes.
Pour aborder le proble`me (1.15) nous proce´dons comme dans le chapitre 1 pour effectuer la
de´monstration du the´ore`me de Blaschke en prenant comme controˆle le rayon de courbure de la
frontie`re d’un rotor. Cependant, a` la diffe´rence du cas n = 4, la contrainte de convexite´ associe´e a`
la contrainte Sn(p) = Cn impose le choix d’un controˆle Z prenant ses valeurs dans le plan complexe.
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En effet, le cas n = 4 est un cas particulier ou` la relation Sn(p) = Cn ne fait apparaˆıtre que deux
termes, ce qui simplifie le proble`me.
Dans le chapitre 3, nous montrons que le proble`me (1.15) se reformule sous la forme d’un proble`me
de controˆle optimal. A l’aide du principe du maximum de Pontryagin, nous de´montrons le re´sultat
suivant :
The´ore`me 1.2. Dans la classe des rotors, celui d’aire minimal est une intersection finie d’arcs de
cercles de rayon ri ou` les ri sont les distances des diagonales du n-gone aux coˆte´s paralle`les.
Nous avons e´galement de´montre´ qu’une solution de Pontryagin associe´e au proble`me (1.15)
posse´dait la meˆme structure qu’un e´le´ment de Oln±1n (voir The´ore`me 3.10, Chapitre 2). Autrement
dit, le nombre de switching point s du controˆle optimal associe´ a` une solution de (1.15) ve´rifie
s+ 1 ≡ ±1[n].
Nous n’avons pas de´montre´ pour le moment que le rotor d’aire minimale est re´gulier. Le point
de´licat consiste a` montrer que les switchs sont re´gulie`rement espace´s.
1.3 Optimalite´ locale des rotors re´guliers
Dans le chapitre 3, nous nous inte´ressons a` certaines proprie´te´s locales des rotors re´guliers :
de´formation locale et optimalite´ locale. Dans [13], Firey s’est inte´resse´ a` des proprie´te´s d’optimalite´
locale des polygones de Reuleaux. Soit A(K) l’aire d’un corps convexe K et soit T le triangle de
Reuleaux. Il de´montre ge´ome´triquement qu’on peut approcher le triangle de Reuleaux a` ε pre`s par
un polygone de Reuleaux :
The´ore`me 1.3. Pour tout ǫ > 0 donne´, pour tout n ≥ 1, il existe un polygone de Reuleaux P a`
2n+ 1 coˆte´s ve´rifiant
A(T ) ≤ A(P ) ≤ A(T ) + ε.
On note (Preg2n+1)n≥2 le polygone re´gulier de Reuleaux a` 2n+1 coˆte´s. On appellera plus ge´ne´ralement
polygone de Reuleaux a` 2n+1 coˆte´s, un corps de largeur constante forme´ de l’intersection de 2n+1
arcs de cercle de rayon 1. Firey de´montre e´galement ge´ome´triquement le re´sultat suivant :
The´ore`me de Firey. Dans la classe des polygones de Reuleaux a` 2n+1 coˆte´s (n ≥ 2), celui d’aire
maximale est le polygone re´gulier de Reuleaux Preg2n+1.
Avant d’e´tudier le cas des rotors re´guliers, nous rede´montrons le re´sultat de Firey a` l’aide du
the´ore`me de Kuhn-Tucker qui fournit une condition suffisante pour qu’un point soit un extremum
d’une fonctionnelle. Dans le cas des polygones impairs de Reuleaux a` 2n + 1 ≥ 5 coˆte´s , nous
montrons que la fonctionnelle d’aire s’e´crit sous la forme :
F = F (x1, · · · , x2n+1) = π
2
+
∑
2≤k≤2n+2
∑
1≤j≤k−1
(−1)j+k sin(xk − xj). (1.16)
Les contraintes ve´rifie´es par les points (xi)1≤i≤2n+1 sont les suivantes :
0 = x0 < x1 < · · · < x2k < x2k+1 < · · · < x2n < x2n+1 ≤ x2n+2 = π (1.17)
et ∑
1≤j≤2n+1
(−1)j−1eixj = 0. (1.18)
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La contrainte (1.18) exprime le fait que la courbe de´finissant le rotor est ferme´e. Soit alors En
l’ensemble des points x = (xk)0≤k≤2n+2 ve´rifiant (1.17) et (1.18). Pour n ≥ 2, nous e´tudions donc
le proble`me d’optimisation suivant :
max
x∈En
F (x). (1.19)
Nous montrons d’abord que l’on peut perturber un polygone re´gulier de Reuleaux (obtenu pour la
subdivision re´gulie`re x0 = ( jpi2n+1)1≤j≤2n+1) en restant dans En. Ensuite on montre on montre que
les polygones de Reuleaux sont des points critiques de (1.16) sous la contrainte (1.18) que l’on note
(C1, C2) :
Proprie´te´ 1.1. Il existe un couple de multiplicateurs de Lagrange (λ0, µ0) ∈ R2 tel que :
∇F (x0) + λ0∇C1(x0) + µ0∇C2(x0) = 0.
Soit alors L = L(x, λ, µ) : R2n+1 × R2 → R le lagrangien associe´ au proble`me d’optimisation.
Une condition ne´cessaire et suffisante pour que le polygone de Reuleaux soit un maximum local de
l’aire sous la contrainte (C1, C2) est que :
∇Lxx(x0, λ0, µ0)(d, d) ≤ 0, (1.20)
pour tout vecteur d orthogonal aux gradients des deux contraintes ∇C1(x0), ∇C2(x0). Nous avons
utilise´ matlab pour calculer les valeurs propres de la hessienne du Lagrangien sur le sous-espace
vectoriel orthogonal au gradient des deux contraintes. Nume´riquement, le calcul de ces valeurs
propres a e´te´ possible pour des valeurs de n pas trop grandes et pour ces valeurs de n nous avons
ve´rifie´ (1.20).
Nous avons ensuite ge´ne´ralise´ ce re´sultat au cas des rotors re´guliers Oln−1n , avec l > 1. Nous mon-
trons d’abord que l’on peut perturber un rotor re´gulier Oln−1n en conservant le meˆme nombre de
switchs et les meˆmes rayons de courbure (voir Proposition 4.13). Dans le cas des rotors, nous mon-
trons que les rotors re´guliers de la forme Oln−1n sont des points critiques de l’aire (voir the´ore`me
4.5). Pour e´tudier l’optimalite´ locale des rotors re´guliers, nous mettons en place la matrice hessienne
de la fonctionnelle et nous e´tudions nume´riquement (avec Matlab) son spectre sur le sous-espace
orthogonal au gradient des contraintes. Nous en de´duisons que les rotors re´guliers sont des points
selles pour l’aire et nous ve´rifions ainsi la conjecture 4.2 pour des valeurs du couple (l, n) telles que
le produit ln ne de´passe pas 200 environ (pour avoir un re´sultat en temps raisonnable).
Dans ce chapitre, nous e´tudions e´galement certaines proprie´te´s des rotors re´guliers. Nous mon-
trons en particulier le lien entre la se´rie de Fourier d’un rotor re´gulier et celle du n-gone (voir
The´ore`me 4.2). Ce re´sultat peut constituer une manie`re de de´finir les rotors dont la se´rie de Fourier
s’obtient en de´rivant celle du n-gone.
Enfin, nous e´tudions dans la troisie`me partie le lien entre les rotors et les ∆-courbes tournant dans
un triangle non e´quilate´ral. Nous rede´montrons un the´ore`me de Lyusternik (voir The´ore`me 4.10,
Chapitre 4) :
The´ore`me de Lyusternik. Il existe des rotors diffe´rents du disque tournant dans un polygone a`
n coˆte´s si et seulement si les angles du polygone sont commensurables a` π.
Ensuite, nous de´montrons que le proble`me de minimisation de l’aire dans la classe des rotors
tournant dans un triangle non e´quilate´ral, et dont les trois angles sont commensurables a` π, est
e´quivalent au proble`me de minimisation de l’aire dans la classe des rotors tournant dans un certain
n-gone (voir The´ore`me 4.9, Chapitre 4).
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CONSTANTE DE R3
1.4 Minimisation du volume dans la classe des objets de largeur
constante de R3
Cette partie fait l’objet d’un article (voir [5]) accepte´ dans la revue ARMA (Archive for Ra-
tional Mechanics and Analysis) en collaboration avec Thomas Lachand-Robert et Edouard Oudet
(Universite´ de Savoie). Nous e´tudions le proble`me de minimisation du volume dans la classe des
corps de largeur constante de R3. Nous de´finissons un espace fonctionnel qui nous permet d’e´tudier
correctement le proble`me de minimisation. Nous de´montrons des conditions d’optimalite´ faibles sur
un corps de largeur constante et de volume minimal, qui sont ve´rifie´es par le volume de Meissner.
Dans R3, la fonction d’appui h de´pend de θ et φ (voir [2]) : on note A la parame´trisation de
la sphe`re suivante :
A =
{
(θ, φ) ∈ R2, 0 ≤ θ ≤ 2π, 0 ≤ φ ≤ π
}
et on note formellement R, σ et T les coefficients de la matrice de la seconde forme fondamentale.
Ces coefficients peuvent s’exprimer (sous des hypothe`ses de re´gularite´) a` l’aide de la fonction d’appui
(voir [2]) :
R = hφ,φ + h, σ =
1
sin(φ)
hφθ − cos(φ)
sin(φ)2
hθ, T =
1
sin(φ)2
hθθ +
cos(φ)
sin(φ)
hφ + h. (1.21)
La surface d’un corps convexe K donne´e par (1.3) devient alors (voir [2], [7]) :
S(K) =
∫
A
(
h2 − 1
2
h2φ −
1
2 sin(φ)2
h2θ
)
sin(φ)dθdφ. (1.22)
Trouver l’objet de largeur constante et de surface minimale en dimension 3 revient donc a` minimiser
(1.22) sous la contrainte de largeur et de convexite´. La contrainte de largeur s’exprime a` l’aide de
la fonction d’appui :
∀θ ∈ [0, π], ∀φ ∈ [0, 2π], h(θ, φ) + h(π − θ, φ+ π) = 1.
La contrainte de convexite´ pose le plus de proble`mes car il s’agit de contraintes non line´aires sur h.
On doit donc exprimer que la matrice de la seconde forme fondamentale est positive en tout point
de Sn−1, c’est a` dire :
R ≥ 0, RT − σ2 ≥ 0.
De fac¸on e´quivalente, la convexite´ de la surface s’exprime par la positivite´ de la courbure moyenne
et de la courbure de Gauss. En dimension 2, nous avons pu mettre en bijection les corps de largeur
constante et un certain espace de fonctions admissibles pour la restriction du rayon de courbure
de la frontie`re sur [0, π]. Autrement dit nous avions trouve´ des conditions ne´cessaires et suffisantes
sur le rayon de courbure pour reconstruire un corps de largeur constante. Ceci nous fournissait
une bonne fac¸on d’aborder le proble`me de minimisation de l’aire. En dimension 3, il est de´licat de
reconstruire un corps de largeur constante a` l’aide de la donne´e de la seconde forme fondamentale
comme le souligne Harrell (voir [26]). Cet obstacle rend l’e´tude du proble`me de minimisation difficile.
Dans le chapitre 5, on s’inte´resse donc a` ce proble`me, mais avec une parame´trisation isother-
male de la sphe`re qui permet de s’affranchir des proble`mes de de´finition de (1.21) et (1.22). Les
de´finitions suivantes (voir Chapitre 5) donnent un cadre analytique au proble`me (1.1) en dimension
3 et permettent de mettre en place un espace fonctionnel de fonctions admissibles sur lequel on
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minimise le volume. Autrement dit, nous donnons des conditions ne´cessaires et suffisantes sur la
fonction d’appui en dimension 3 pour reconstruire un corps de largeur constante. Nous montrons en
particulier que la fonction d’appui d’un corps de largeur constante en dimension 3 est de classe C1,1.
On conside`re l’ensemble Ω de´fini par :
Ω =
{
(u, v) ∈ R2, u ∈ [0, 2π], v ∈ R
}
et σ l’application de Ω dans Ω qui a` (u, v) associe le couple (u+ π,−v).
De´finition 1.8. L’application de Ω dans S2 qui a` un couple (u, v) associe
ν = ν(u, v) =
( cos(u)
cosh(v)
,
sin(u)
cosh(v)
, tanh(v)
)
est une repre´sentation isothermale de la sphe`re S2 et ν(Ω) = S2\{(0, 0,±1)}.
Notons que ν ◦ σ = −ν. Soit λ l’application de´finie par λ(v) = cosh(v) et soit U l’ope´rateur
de´fini par :
U [h] := D2h+ λ−2hId+ λ−1∇λ⊗∇h− λ−1∇⊥λ⊗∇⊥h (1.23)
ou` pour w ∈ R2, (u, v)⊥ = (−v, u).
De´finition 1.9. Soit C1,1σ,α l’ensemble des applications h : Ω→ R de classe C1,1 telles que h◦σ = −h
et telles que
− α
2λ2
Id ≤ U [h] ≤ α
2λ2
Id. (1.24)
Nous pre´ciserons (1.24) dans [5] (voir Chapitre 5, De´finition 5.1). Nous e´tablissons dans [5] une
bijection entre les corps de largeur constante en dimension 3 et les e´le´ments de C1,1σ,α (voir The´ore`me
8, Chapitre 4) par l’utilisation de la surface me´diane. La surface me´diane d’un corps K de largeur
constante α est la surface qui se trouve a` distance α2 de la frontie`re de K.
Les deux ine´quations diffe´rentielles donne´es par (1.24) expriment la convexite´ du corps de lar-
geur constante K qui correspond a` la fonction h. Par ailleurs, l’aire s’exprime simplement a` l’aide
de la parame´trisation isothermale. A une constante pre`s cette fonctionnelle s’e´crit :
S(h) :=
∫
Ω
λ−2h2 − 1
2
|∇h|2. (1.25)
Notons l’analogie entre (1.25) et (1.11). L’aire d’un objet de largeur constante en dimension 3 a`
syme´trie de re´volution est un cas particulier de (1.25) lorsque la fonctionnelle (1.25) ne de´pend
pas de v. En effet, lorsque celle-ci ne de´pend pas de l’angle e´quatorial, il s’agit du proble`me de
minimisation dans la classe des objets a` syme´trie de re´volution. Ainsi, on retrouve (1.11) par (1.25)
en supposant que h ne de´pend pas de v et en passant de la parame´trisation trigonome´trique de la
sphe`re a` celle isothermale.
Etant donne´ K un corps convexe de R3, on notera |K| son volume et |∂K| l’aire de sa surface.
Nous rede´montrons e´galement le the´ore`me de Blaschke :
The´ore`me de Blaschke. Soit K un corps de largeur constante α en dimension 3. Alors son
volume et sa surface ve´rifient la relation :
|K| = α
2
|∂K| − πα
3
3
. (1.26)
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CONSTANTE DE R3
Le the´ore`me de Blaschke montre que la minimisation du volume ou de l’aire dans la classe
W3α sont e´quivalents. Ainsi, le proble`me (1.1) est e´quivalent au proble`me de minimisation sous
contraintes :
min
h∈C1,1σ,α
S(h) (1.27)
Nous de´montrerons dans [5] qu’un minimiseur du proble`me (1.27) sature la contrainte (1.24) en
un certain sens que nous pre´ciserons (voir Chapitre 5, The´ore`me 5.5).
Pour ce qui est de l’e´tude du proble`me (1.1) dans la classe des objets de largeur constante ou
des rotors, il est important de noter le point suivant. D’apre`s le the´ore`me de Brunn-Minkowski,
l’application qui, a` un corps convexe K de Rn associe Vol(K)1/n est concave par rapport a` l’addi-
tion de Minkowski de convexes. Nous pouvons par ailleurs noter que les ensembles C, C′, C′′ et C1,1σ,α
sont des ensembles convexes. Or, l’addition de Minkowski de deux convexes K1 et K2 correspond
a` l’addition de leur fonction d’appui h1 et h2. Ainsi, le proble`me (1.1) revient a` minimiser une
fonctionnelle concave sous contraintes convexes. On s’attend donc a` ce que le minimiseur sature les
contraintes. C’est ce que la the´orie du controˆle optimal fournit pour les proble`mes en dimension 2
a` l’aide du principe du maximum de Pontryagin (extre´males bang-bang).
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Chapitre 2
Corps de largeur constante dans R2
Dans ce chapitre, nous e´tudions a` l’aide de la the´orie du controˆle optimal les deux proble`mes
suivants :
– Minimisation de l’aire dans la classe des objets de largeur constante de R2 (rede´monstration
du the´ore`me de Blaschke-Lebesgue).
– Minimisation de la surface dans la classe des objets de largeur constante de R3 a` syme´trie de
re´volution.
Le premier proble`me est un cas particulier de celui e´tudie´ dans le chapitre 3 lorsque le nombre de
coˆte´s du n-gone vaut 4 et pour lequel il est plus facile de re´soudre le proble`me. Nous rede´montrons
donc le the´ore`me de Blaschke-Lebesgue par la the´orie du controˆle optimal avant d’e´tudier le cas
ge´ne´ral de la minimisation de l’aire dans la classe des rotors dans le chapitre 3.
2.1 Preuve du the´ore`me de Blaschke-Lebesgue par le controˆle op-
timal
2.1.1 Introduction au controˆle optimal pour la re´solution de ces proble`mes
On conside`re un proble`me d’optimisation sous contraintes et on suppose de´montre´ que ce
proble`me admet une solution. On suppose e´galement que ce proble`me peut se reformuler sous
la forme d’un proble`me de controˆle optimal. Si l’on peut appliquer le principe du maximum de
Pontryagin (PMP), ce principe fournit des conditions ne´cessaires sur la solution de ce proble`me.
Nous e´nonc¸ons une version forte du principe du maximum de Pontryagin (voir [44], [50]) que
nous utilisons dans ce chapitre et dans le chapitre suivant.
On conside`re le syste`me de controˆle dans Rn
x˙(t) = f(t, x(t), u(t)) (2.1)
ou` f : R×Rn×Rn → Rn est de classe C1 et ou` le controˆle u est une application mesurable borne´e
de´finie sur un intervalle [0, T ] et a` valeurs dans Ω ⊂ Rm. Soit M0 et M1 deux sous-ensembles de
Rn. On note U l’ensemble des controˆles admissibles u dont les trajectoires associe´es relient un point
initial de M0 a` un point final de M1 en temps t(u) < T .
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Par ailleurs on de´finit la fonctionnelle de couˆt d’un controˆle u sur [0, T ] par
C(T, u) =
∫ T
0
f0(s, x(s), u(s))ds+ g(t, x(t)) (2.2)
ou` f0 : R × Rn × Rn → Rn et g : R × Rn → R et x(·) est la trajectoire solution de (2.1) associe´e
au controˆle u. On conside`re le proble`me de controˆle optimal suivant : de´terminer une trajectoire
soumise a` (2.1) reliant M0 a` M1 et minimisant la fonctionnelle de couˆt. Le temps final peut eˆtre
fixe´ ou non. On de´finit le Hamiltonien du syste`me H sur [0, T ] par
H = H(t, x, p, p0, u) = (p, f(t, x, u)) + p0f
0(t, x, u) (2.3)
ou` p ∈ Rn de´signe la variable duale et p0 ∈ R.
On suppose que le proble`me admet une solution. Des conditions d’existence d’un controˆle optimal
sont donne´es dans [1]. Le principe du maximum de Pontryagin (PMP) met d’abord en place l’exis-
tence d’un vecteur adjoint, puis on a la condition de maximisation du Hamiltonien et enfin on a
des conditions de transversalite´ sur le vecteur adjoint.
The´ore`me 2.1. Si le controˆle u associe´ a` la trajectoire x(·) est optimal sur [0, T ], alors il existe
une application p(·) : [0, T ] → Rn absolument continue appele´e vecteur adjoint, il existe un re´el
p0 ≤ 0 tels que le couple (p(·), p0) soit non trivial et tels que pour presque tout t ∈ [0, T ]{
x˙(t) = ∂H∂p (t, x(t), p(t), p0, u(t))
p˙(t) = −∂H∂x (t, x(t), p(t), p0, u(t)).
(2.4)
De plus, on a la condition de maximisation (principe du maximum)
∀t ∈ [0, T ], H(t, x(t), p(t), p0, u(t)) = max
v∈Ω
H(t, x(t), p(t), p0, v). (2.5)
Si le temps final pour joindre la cible M1 n’est pas fixe´, on a la condition au temps final T
max
v∈Ω
H(T, x(T ), p(T ), p0, v) = −p0∂g
∂t
(T, x(T )). (2.6)
Si M0 et M1 sont des varie´te´s de R
n ayant des espaces tangents en x(0) ∈M0 et x(T ) ∈M1 note´s
Tx(0)M0 et Tx(T )M1 , alors le vecteur adjoint peut eˆtre construit de manie`re a` ve´rifier les conditions
de transversalite´ aux deux extreˆmite´s
p(0) ⊥ Tx(0)M0, p(T )− p0
∂g
∂x
(T, x(T )) ⊥ Tx(T )M1. (2.7)
Un quadruplet (x, p, p0, u) qui satisfait les conditions du the´ore`me pre´ce´dent sera appele´ tra-
jectoire extre´male ou extre´male.
Nous rappelons quelques proprie´te´s standards qui de´coulent du principe de Pontryagin. Si le syste`me
est autonome (i.e. si f et f0 ne de´pendent pas de t), alors H ne de´pend pas de t et on a :
∀t ∈ [0, T ], max
v∈Ω
H(x(t), p(t), p0, v) = Cste.
Si la condition initiale est fixe´e, alors on n’a pas de condition sur p(0). Au contraire, si on n’a pas
de contraintes sur x(0), alors p(0) = 0. Si les conditions aux limites sont du type (x(0), x(T )) ∈M ,
ou` M est une varie´te´ de Rn × Rn, alors les conditions de transversalite´ s’e´crivent :
(−p(0), p(T )) ∈ Tx(0),x(T )M
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ou` Tx(0),x(T )M est l’espace tangent a` M au point (x(0), x(T )) (voir [1]). Nous utiliserons cette ex-
pression des conditions de transversalite´ dans le chapitre 3.
Si p0 = 0, on dit que l’exte´male est anormale et si p0 6= 0, l’extre´male est dite normale. Lorsque
p0 = 0, la fonctionnelle ne joue aucun roˆle sur les trajectoires optimales. Nous verrons que cela
n’est pas le cas pour les proble`mes que nous e´tudions.
De´finition 2.1. Soit (x, p, u) une trajectoire extre´male du syste`me pre´ce´dent. On dit que (x, p, u)
est singulie`re s’il n’y a aucune contraintes sur le controˆle u.
2.1.2 Rappels sur la fonction d’appui
Avant d’e´tudier les objets de largeur constante, nous rappelons quelques proprie´te´s de la fonction
d’appui que nous utiliserons dans la suite. La fonction d’appui est en effet un bon outil pour de´crire
la frontie`re d’un convexe de Rn. Les proprie´te´s suivantes se trouvent dans de nombreux ouvrages
traitant de la convexite´ (voir [7], [9], [39], [47], [56]).
De´finition 2.2. On appellera corps de Rn tout compact de Rn non vide.
Soit K un corps convexe de Rn.
De´finition 2.3. La fonction d’appui de K est l’application h : Rn → R de´finie pour tout ν ∈ Rn
par :
h(ν) = sup
x∈K
x · ν. (2.8)
La fonction d’appui est homoge`ne de degre´ 1. On peut donc se la donner de manie`re e´quivalente
sur la sphe`re Sn−1.
De´finition 2.4. On appelle hyperplan d’appui d’un corps K en un point x ∈ K tout hyperplan H
tel que x soit dans H ∩K, et tel que K soit contenu dans un des deux demi-espace de´fini par H.
Soit ν ∈ Sn−1 est Hν un hyperplan d’appui a` K dont la normale est ν. Si on place l’origine a`
l’inte´rieur de K, alors h(ν) est positive et repre´sente la distance entre Hν et K. On peut de´finir
la fonction d’appui d’un corps K non ne´cessairement convexe par (2.8). Dans ce cas, la fonction
d’appui de K co¨ıncide avec celle de l’enveloppe convexe de K.
Proprie´te´ 2.1. La fonction d’appui h d’un corps convexe K ve´rifie les proprie´te´s suivantes :
h(0) = 0
h(λν) = λh(ν), ∀ν ∈ Rn, ∀λ > 0
h(ν + ν ′) ≤ h(ν) + h(ν ′), ∀ν, ν ′ ∈ Rn.
(2.9)
La fonction d’appui d’un corps K est donc convexe et si L est un autre corps convexe, on a
imme´diatement K ⊂ L si et seulement si hK ≤ hL. La fonction d’appui de la sphe`re Sn−1 de rayon
1 est donne´e sur Sn−1 par : h(ν) = 1+a · ν, ou` ν ∈ Sn−1 et a ∈ Rn est le centre de la sphe`re. Etant
donne´ un corps K et h sa fonction d’appui, on a :
h(ν) = z · ν
ou` z ∈ Rn si et seulement si K = {z}. La proposition suivante permet de caracte´riser un corps
convexe de manie`re unique par sa fonction d’appui (voir [7] ou [47] pour la preuve).
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Proposition 2.1. Soit h une application de Sn−1 qui ve´rifie (2.9). Alors il existe un seul et unique
corps K de Rn tel que h soit la fonction d’appui de K.
Lorsque l’on translate un corps K, cela modifie sa fonction d’appui de la fac¸on suivante :
Proprie´te´ 2.2. Si K est un corps convexe dont la fonction d’appui est h, et si a ∈ Rn, alors la
fonction h˜ : Sn−1 → R de´finie par
h˜(ν) = h(ν) + a · ν, ν ∈ Sn−1
est la fonction d’appui d’un corps convexe K˜ qui se de´duit de K par la translation de vecteur a.
Les deux proprie´te´s suivantes e´tablissent le lien entre la convexite´ de K et la re´gularite´ de la
fonction d’appui. Nous les utiliserons dans toute la suite.
Proprie´te´ 2.3. Soit h la fonction d’appui d’un corps convexe K. On suppose que l’intersection
entre tout hyperplan d’appui a` K et K est re´duite a` un point. Alors, h est de classe C1.
Proposition 2.2. Soit K un corps convexe de Rnet h sa fonction d’appui. Alors, K est strictement
convexe si et seulement si h est de classe C1.
2 Preuve. La preuve du sens direct se trouve dans [7] ou [47]. Les auteurs de´montrent simul-
tane´ment la proprie´te´ 2.3 et la re´gularite´ C1 de la fonction d’appui. Soit doncK un corps strictement
convexe. Pour tout ν ∈ Sn−1 on appelle Hν l’hyperplan d’appui de normale ν et Fν = Hν ∩K qui
est un singleton par la stricte convexite´ de K. On montre ensuite que la de´rive´e partielle de hK
existe au point ν et ve´rifie :
∂hK
∂x
(ν) = hFν (x)
ou` hFν est la fonction d’appui de l’ensemble Fν . Comme hK est convexe, hK admet une de´rive´e
partielle directionnelle dans toute direction x note´e h′K(ν, x). Plus pre´cise´ment :
h′K(ν, x) = lim
λ→0+
hK(ν + λx)− hK(ν)
λ
.
existe pour tout x ∈ Rn. De plus, l’application x 7−→ h′K(ν, x) est homoge`ne de degre´ 1 et sous-
additive par rapport a` x (proprie´te´ de la de´rive´e directionnelle d’une fonction convexe). Par la
proprie´te´ 2.1, h′K(ν, ·) est donc la fonction d’appui d’un corps convexe K ′ de Rn. De plus, par la
proprie´te´ de sous-additivite´ on a :
h′K(ν, x) ≤ hK(ν), ∀x ∈ Rn.
Donc, K ′ ⊂ K. Soit maintenant y ∈ K ′. On a donc (y, ν) ≤ hK(ν) et de meˆme (y,−ν) ≤ h′K(ν,−ν).
De plus, par de´finition de h′K(ν,−ν), on a aise´ment h′K(ν,−ν) = −hK(ν) et donc (y, ν) = hK(ν).
Donc y est dans Fν et comme ce dernier est re´duit a` un point, on a :
K ′ = Fν .
Pour montrer que hK est de classe C
1, il suffit de montrer que ses de´rive´es partielles sont continues,
i.e. h′K(ν, x) = −h′K(ν,−x). Or, par ce qui pre´ce`de, comme Fν est re´duit a` un point {z}, on a
hFν (x) = (z, x) et donc h
′
K(ν, x) = −h′K(ν,−x).
Nous de´montrons la re´ciproque. Supposons h de classe C1. Montrons queK est strictement convexe.
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Raisonnons par l’absurde en supposant qu’il existe un segment [x, y] inclu dans ∂K. Soit ν0 une
direction orthogonale a` [x, y] et xt = tx + (1 − t)y le point courant du segment. Par de´finition de
la fonction d’appui, on a :
∀t ∈ [0, 1], xt · ν0 = h(ν0).
Soit v ∈ Rn non orthogonal a` ν0 et posons ν = ν0 + εv ou` ε ∈ R. On a de meˆme
∀t ∈ [0, 1], xt · ν ≤ h(ν).
On en de´duit donc
εxt · v ≤ h(ν)− h(ν0).
Ainsi, en faisant tendre ε vers 0 par valeurs positives et ne´gatives, on en de´duit que :
xt · v ≤ ∂h
∂v
(ν0) ≤ xt · v.
On doit donc avoir pour tout t ∈ [0, 1], ∂h∂v (ν0) = xt · v. Ceci est absurde car le produit scalaire xt · v
n’est pas constant pour t ∈ [0, 1] car v et ν0 ne sont pas orthogonaux. 2
On rappelle maintenant le lien entre l’addition de Minkowski de deux corps convexes et leurs
fonctions d’appui (voir [7] ou [56], [47]). Etant donne´ deux corps convexes de Rn, K1 et K2, on
de´finit leur somme de Minkowski par :
K1 +K2 =
{
a+ b, a ∈ K1, b ∈ K2
}
qui est un corps convexe de Rn. Dans la proposition suivante, on note hK la fonction d’appui
d’appui d’un corps convexe K.
Proposition 2.3. Soit K1 et K2 deux corps convexes de R
n et t ∈ [0, 1]. Alors la fonction d’appui
de (1− t)K1 + tK2 ve´rifie :
htK1+(1−t)K2 = thK1 + (1− t)hK2 .
La remarque suivante (voir dernier paragraphe de l’introduction) e´claire les re´sultats de la suite
concernant les proble`mes de minimisation de l’aire ou du volume dans la classe des corps de largeur
constante.
Le the´ore`me de Brunn-Minkowski s’e´nonce de la fac¸on suivante :
The´ore`me 2.2. Le volume d’un corps K de Rn a` la puissance 1/n est concave par rapport a`
l’addition de Minkowski des convexes.
Or, nous verrons par la suite que les contraintes ve´rifie´es par les fonctions d’appui des corps de
largeur constante forment un espace convexe. Ainsi, nous serons amene´s a` minimiser la fonctionnelle
de volume sur un ensemble convexe. On s’attend ainsi a` ce que le minimiseur sature les contraintes
(i.e. un minimiseur se retrouve sur le bord de l’ensemble des contraintes). La the´orie du controˆle
optimal et le principe du maximum de Pontryagin permet de formaliser cette ide´e.
Un corps convexe de R2 de frontie`re lipschitzienne peut s’e´crire comme l’enveloppe convexe de
ses droites d’appui. Nous de´montrons le the´ore`me suivant que nous utiliserons dans toute la suite.
19
CHAPITRE 2. CORPS DE LARGEUR CONSTANTE DANS R2
The´ore`me 2.3. Soit K un corps strictement convexe de R2 dont la frontie`re est lipschitzienne.
Alors, on peut repre´senter sa frontie`re par les e´quations parame´triques :{
x(θ) = p(θ) cos(θ)− p′(θ) sin(θ)
y(θ) = p(θ) sin(θ) + p′(θ) cos(θ).
(2.10)
ou` p est la fonction d’appui de K.
Ceci s’e´crit de fac¸on e´quivalente en posant z = x+ iy :
z(θ) = (p(θ) + ip′(θ))eiθ.
2 Preuve. On apelle uθ le vecteur uθ = (cos(θ), sin(θ)). La fonction d’appui de K est de´finie par :
p(θ) = max
x∈K
x · uθ
et est de classe C1 par la stricte convexite´. Comme K est compact, ce maximum est atteint par
un point (x(θ), y(θ)) de la frontie`re de K qui se trouve sur la droite d’appui a` K d’e´quation :
X cos(θ) + Y sin(θ) = p(θ). On a donc :
x(θ) cos(θ) + y(θ) sin(θ) = p(θ).
Comme la frontie`re est lipchitzienne, les fonctions x′ et y′ existent presque partout (the´ore`me de
Rademacher), et on a au premier ordre :(
x(θ) + x′(θ)dθ
)(
cos(θ)− sin(θ)dθ
)
+
(
y(θ) + y′(θ)dθ
)(
sin(θ) + cos(θ)dθ
)
= p(θ) + p′(θ)dθ.
Or par de´finition, la droite d’appui a pour vecteur normal ~uθ, donc(
x′(θ), y′(θ)
) · ~uθ = 0.
Ainsi, le couple (x(θ), y(θ)) ve´rifie l’e´quation :
−x(θ) sin(θ) + y(θ) cos(θ) = p′(θ).
Nous trouvons donc que (x(θ), y(θ)) est donne´ par (2.10). 2
2.1.3 Proprie´te´s des corps de largeur constante
Les objets de largeur ont e´te´ largement e´tudie´s en dimension 2 ou 3. Les principales proprie´te´s
ge´ome´triques de ces objets sont aborde´s dans [6], [9], [56], [39], [36]. Nous rappelons certaines d’entre
elles.
De´finition 2.5. Soit K un corps convexe de Rn dont la fonction d’appui est h. La largeur de K
dans la direction ν ∈ Sn−1 est par de´finition la quantite´
w(ν) = h(ν) + h(−ν).
De´finition 2.6. Un objet de largeur constante α est un corps convexe qui posse`de la meˆme largeur
dans toutes les directions :
w(ν) = h(ν) + h(−ν) = α, ∀ν ∈ Sn−1.
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Les objets de largeur constante en dimension 2 sont appele´s parfois orbiformes et en dimension
3, ils sont appele´s sphe´roformes.
Soit K un corps de largeur constante en dimension 2 et p sa fonction d’appui de´finie sur R et
2π-pe´riodique. La largeur de K dans une direction θ s’e´crit , w(θ) = p(θ)+p(θ+π). Ainsi, un corps
K est de largeur constante 1 ssi
p(θ) + p(θ + π) = 1, ∀θ ∈ [0, 2π].
Un objet de largeur constante dans Rn ve´rifie les deux proprie´te´s suivantes (voir [30], [39], [56] et
[36] pour la preuve).
Proprie´te´ 2.4. Un corps de largeur constante est strictement convexe.
2 Preuve. Soit K un corps de largeur constante. On note ∂K sa frontie`re. Supposons qu’il existe
un segment [x, y] inclu dans ∂K, avec x 6= y. Soit xt = tx+ (1− t)y un point courant du segment
[x, y], H un hyperplan d’appui a` K au point xt et ν le vecteur normal a` l’hyperplan H. L’hyperplan
H contient le segment [x, y], donc :
h(ν) = xt · ν, ∀ν ∈ Sn−1.
D’autre part, il existe z ∈ ∂K tel que h(−ν) = −z · ν par de´finition de la fonction d’appui. Comme
K est de largeur constante :
α = h(ν) + h(−ν) = (xt − z) · ν ≤ |xt − z|
ou` pour v ∈ Rn, on note |v| la norme euclidienne de v. Or, on a |xt−z| ≤ α car sinon, la largeur deK
dans la direction ν de´passerait strictement α. Le cas d’e´galite´ dans l’ine´galite´ de Cauchy-Schwartz
montre donc que
xt − z = αν, ∀t ∈ [0, 1]
ce qui est absurde car xt n’est pas constant. 2
Proprie´te´ 2.5. Soit K un corps de largeur constante 1. Alors son diame`tre vaut 1. De plus, e´tant
donne´s H, H ′ deux hyperplans d’appui a` K paralle`les et x, x′ les points de contacts entre K et H
et K et H ′, alors le segment x′ − x est perpendiculaire a` H et H ′.
2 Preuve. On reprend la de´monstration de la proprie´te´ pre´ce´dente. Soit x ∈ ∂K et H un
hyperplan d’appui a` K en x de normale ν. Par de´finition, il existe x′ ∈ ∂K tel que
h(−ν) = −x′ · ν.
Par ce qui pre´ce`de, on a x− x′ = αν. Donc, x− x′ est orthogonal a` l’hyperplan H. Montrons que
le diame`tre de K vaut 1. Soit Fx l’ensemble de´fini par :
Fx =
{
x′ ∈ K, |x− x′| = max
y∈K
|x− y|}.
L’ensemble Fx n’est pas vide par compacite´, et par la de´monstration pre´ce´dente, on a :
∀x′ ∈ Fx, |x− x′| ≤ α
et cette valeur est atteinte. D’ou` le re´sultat. 2
Ces deux proprie´te´s sont tre`s importantes Nous les utiliserons dans la partie suivante pour fixer
des conditions initiales et finales sur la fonction d’appui. Le re´sultat suivant pre´cise la re´gularite´ de
la fonction d’appui d’un corps de largeur constante K. Ce re´sultat est de´montre´ par Howard (voir
[30]) ou dans le chapitre 5 (the´ore`me 5.3). Notre de´monstration est diffe´rente de celle de Howard
qui utilise la notion de ”freely sliding bodies” (voir [30]).
21
CHAPITRE 2. CORPS DE LARGEUR CONSTANTE DANS R2
The´ore`me 2.4. La fonction d’appui d’un corps de largeur constante est de classe C1,1.
2 Preuve en dimension 2. Nous de´montrons que la de´rive´e de la fonction d’appui d’un corps
de largeur constante en dimension 2 est lipschitzienne. Cette preuve (plus simple en dimension
2) met en lumie`re celle effectue´e en dimension 3 dans le chapitre 5. Soit K un corps de largeur
constante et p sa fonction d’appui. On sait que p est de classe C1 car K est strictement convexe.
Par de´finition de la fonction d’appui, on a :
∀θ′ ∈ [0, 2π], (x(θ′), y(θ′)) · uθ ≤ p(θ).
Donc, par (2.10) on a :
p′(θ′) sin(θ − θ′) ≤ p(θ)− p(θ′) cos(θ − θ′).
Donc, en intervertissant θ et θ′, on en de´duit que :
p′(θ) sin(θ′ − θ) ≤ p(θ′)− p(θ) cos(θ′ − θ).
Il vient alors : (
p′(θ′)− p′(θ)) sin(θ − θ′) ≤ (p(θ) + p(θ′)) (1− cos(θ − θ′)).
On utilise maintenant le fait que K est de largeur constante dans la dernie`re ine´galite´ en changeant
θ en θ + π, θ′ en θ′ + π :(−p′(θ′) + p′(θ)) sin(θ − θ′) ≤ (2− p(θ)− p(θ′)) (1− cos(θ − θ′)).
La fonction d’appui est positive car l’origine est a` l’inte´rieur de K et elle est minore´e par 1. Graˆce
aux deux ine´galite´s pre´ce´dentes, il existe donc une constante C ≥ 0 telle que :
| (p′(θ′)− p′(θ)) sin(θ − θ′)| ≤ C(1− cos(θ − θ′)).
On en de´duit l’ine´galite´ :
∀(θ, θ′) ∈ [0, π
2
], |p′(θ′)− p′(θ)| ≤ C
∣∣∣∣tan(θ − θ′2
)∣∣∣∣ .
Pour conclure, nous distinguons deux cas. Supposons d’abord que |θ − θ′| ≤ pi2 . On en de´duit par
l’ine´galite´ pre´ce´dente que :
|p′(θ′)− p′(θ)| ≤ C
√
2
|θ − θ′|
2
.
Et si |θ − θ′| ≥ pi2 , alors on a simplement
|p′(θ′)− p′(θ)| ≤ 2||p′||∞ 2
π
|θ − θ′|
car p est de classe C1. Donc p′ est lipschitzienne. 2
Par un the´ore`me de Rademacher, la fonction d’appui d’un corps de largeur constante est de´rivable
deux fois presque partout. Si K est un corps de largeur constante dans R2 de fonction d’appui p,
nous pourrons supposer de´sormais que le rayon de courbure f = p + p′′ existe presque partout et
est borne´.
On peut caracte´riser un objet de largeur constante dans R2 a` l’aide de sa fonction d’appui :
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The´ore`me 2.5. Un objet de largeur constante 1 dans R2 est la donne´e d’une fonction p : R → R
de classe C1,1, 2π-pe´riodique ve´rifiant :
p(θ) + p(θ + π) = 1, ∀θ ∈ R (2.11)
et l’ine´galite´
p+ p′′ ≥ 0. (2.12)
2 Preuve. Un corps de largeur constante e´tant strictement convexe, sa fonction d’appui est de
classe C1 par la proprie´te´ (2.3). Le the´ore`me 2.4 montre que p est de classe C1,1. Ainsi, la fonction
d’appui p d’un corps K de largeur constante 1 est de classe C1,1 et 2π-pe´riodique. L’e´galite´ (2.11)
exprime la largeur constante et l’ine´galite´ (2.12) exprime la convexite´ du corps K par la positivite´
du rayon de courbure de sa frontie`re.
Re´ciproquement, supposons que la fonction d’appui d’un corpsK ve´rifie les hypothe`ses du the´ore`me
2.5. Montrons que K est de largeur constante. Soit γ la courbe parame´tre´e par (x(θ), y(θ)) ou` :{
x(θ) = p(θ) cos(θ)− p′(θ) sin(θ)
y(θ) = p(θ) sin(θ) + p′(θ) cos(θ).
La courbe γ est ferme´e par 2π-pe´riodicite´. Comme p est de classe C1,1, le vecteur tangent ~t a` la
courbe est donne´ par
~t = (p(θ) + p′′(θ))~vθ
ou` ~vθ = (− sin(θ), cos(θ)). Et donc, comme p + p′′ ≥ 0, la courbe est convexe. Enfin la relation
(2.11) assure que la largeur de K est constante et inde´pendante de la direction. 2
La fonction d’appui e´tant 2π-pe´riodique, on peut s’inte´resser a` son de´veloppent en se´rie de Fourier.
Nous de´taillerons ce point au cours du chapitre 3 dans le cas ge´ne´ral des rotors, et dans l’appendice
dans le cas particulier des polygones de Reuleaux pour lesquels la se´rie de Fourier est lacunaire.
Proposition 2.4. Soit K un corps de R2 strictement convexe et p sa fonction d’appui. Alors, son
aire est donne´e par :
A(p) = 1
2
∫ 2pi
0
p2 − p′2 (2.13)
2 Preuve. A l’aide de la formule de Stokes, l’aire du corps K, A(K) est donne´e par :
A(K) = 1
2
∫
∂K
xdy − ydx.
En utilisant (2.10), on trouve (2.13). 2
On notera indiffe´remment A(K) ou A(p) l’aire d’un corps K strictement convexe dont la fonc-
tion d’appui est p. Remarquons que dans le cas ou` p est la fonction d’appui d’un corps strictement
convexe, p+ p′′ est une mesure de Radon positive et on peut e´crire l’aire de K sous la forme :
A(p) = 1
2
∫ 2pi
0
p(p+ p′′). (2.14)
Pour un corps de largeur constante et dans le cas des rotors (voir Chapitre 3), la fonction d’appui
est de classe C1,1. Nous utiliserons (2.14) pour exprimer l’aire.
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Soit C l’ensemble des applications p donne´es par le the´ore`me 2.5. Nous nous inte´ressons donc
au proble`me suivant :
min
p∈C
A(p). (2.15)
Nous verrons que pour un e´le´ment p ∈ C, la contrainte de convexite´ associe´e a` la contrainte de
largeur constante s’exprime sous la forme 0 ≤ f = p + p′′ ≤ 1. On s’attend d’apre`s le the´ore`me
de Brunn-Minkowski a` ce que le minimiseur sature cette contrainte, autrement dit qu’il ve´rifie
f ∈ {0, 1}, p.p. x ∈ [0, 2π]. Nous retrouverons ce re´sultat pre´cise´ment par le principe de Pontrya-
gin. Pour le cas des rotors, nous verrons que la saturation des contraintes est similaire (chapitre 3).
Avant de reformuler le the´ore`me 2.5, montrons l’existence par compacite´ d’un minimiseur au
proble`me (2.15).
Proposition 2.5. Il existe un minimiseur de l’aire dans la classe des objets de largeur constante.
2 Preuve. Nous allons de´montrer ce re´sultat en utilisant la convergence au sens de Hausdorff
d’une suite de compacts convexes de R2, mais on peut e´galement utiliser la the´orie des ope´rateurs
compacts.
Soit Ki une suite de corps de largeur constante et pi leurs fonctions d’appui. On suppose que A(pi)
converge vers α := infp∈C A(p). On peut supposer que les corps Ki sont uniforme´ment borne´s. Donc
il existe une sous-suite (appele´e Ki) qui converge au sens la me´trique de Hausdorff (voir [47], [56])
vers un corps convexe K non vide. Soit p la fonction d’appui de K. Par continuite´ de l’aire sur
l’ensemble des domaines convexes (voir [51]), on a α = A(p). Par ailleurs, la distance de Hausdorff
entre deux convexes A et B de Rn de fonctions d’appui pA et pB peut s’e´crire (voir [7]) :
δ(A,B) = sup
ν∈Sn−1
|pA(ν)− pB(ν)|.
Ainsi, la fonction d’appui de K ve´rifie (2.11) en passant a` la limite ponctuellement.2
La proposition s’adapte sans proble`mes aux rotors en ge´ne´ral. Rappelons le the´ore`me de Blaschke-
Lebesgue :
The´ore`me 2.6. (Blaschke-Lebesgue) Dans la classe des objets de largeur constante en dimension
2, celui d’aire minimale est le triangle de Reuleaux.
L’aire d’un triangle de Reuleaux de largeur α vaut
A(Treul) =
(
π
2
−
√
3
2
)
α2.
La diffe´rence d’aire entre un triangle de Reuleaux de largeur α et le disque de rayon α2 vaut ap-
proximativement 10%.
Ce the´ore`me a e´te´ de´montre´ ge´ome´triquement par Blaschke et Lebesgue (voir [6], [37]). La premie`re
preuve analytique est due a` Fujiwara (voir [16], [18]). On trouve de nombreuses preuves par la suite,
notamment par Weissbach (voir [55]). Ces preuves ont l’inconve´nient que les auteurs avaient une
connaissance a` priori du minimiseur, ce qui n’est pas force´ment le cas en dimension 3, ou pour des
proble`mes similaires. La premie`re utilisant le calcul des variations sous contraintes est due a` Harrell
en 2002 (voir [26]). Ghandehari (voir [19]) a e´galement aborde´ le proble`me par la the´orie du controˆle
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optimal ainsi que Malagoli dans sa the`se de doctorat. Mais dans la preuve, ils supposent que le
maximum de la solution entre deux switchs conse´cutifs est inde´pendant des switchs. La solution
du proble`me ve´rifie cette proprie´te´, mais on ne peut le supposer a` priori. La formulation de (2.15)
sous la forme d’un proble`me de controˆle optimal est proche de la formulation par Harrell.
Dans l’e´tude de la minimisation de l’aire des corps de largeur constante, on sait que le proble`me
admet une solution (voir proposition 2.5). Un choix naturel pour le controˆle est de prendre le rayon
de courbure f = p + p′′ d’un rotor ou` p est la fonction d’appui du rotor. En effet, tant que le
rayon de courbure f satisfait l’ine´galite´ f ≥ 0, on peut reconstruire un corps convexe. En trois
dimensions, la situation est plus de´licate et nous n’envisagerons pas ce cas la`.
Le PMP fonctionne bien avec des contraintes sur le controˆle u du type u ∈ Ω ou` Ω est un
convexe de Rp, p ≥ 1. Les trajectoires extre´males et minimisantes sont ”bang-gang” : le controˆle
sature les ine´galite´s et prend les valeurs extre´males de l’ensemble Ω. Etant donne´ les contraintes sur
la fonction d’appui du type p(θ)+p(θ+π) = 1, cela fournit des contraintes sur la fonction d’e´tat. Le
PMP s’applique e´galement avec des contraintes sur la fonction d’e´tat, mais son application est plus
de´licate. Ainsi, pour e´viter les contraintes sur la fonction d’e´tat, nous transformons le proble`me
sur [0, π] pour les objets de largeur constante et sur [0, 4pin ] pour les rotors (voir Chapitre 3) en
ajoutant des conditions initiales et finales ade´quates qui permettent ensuite de reconstruire l’objet
sur [0, 2π]. Nous e´vitons ainsi d’utiliser des contraintes sur la fonction d’e´tat.
2.1.4 Reformulation du proble`me de minimisation
On reformule le proble`me de minimisation sur l’intervalle [0, π] pour e´viter la contrainte (2.11).
Proposition 2.6. Soit p une fonction de R dans R de classe C1,1 et 2π-pe´riodique. Alors p est
la fonction d’appui d’un objet de largeur constante 1 si et seulement si sa restriction a` l’intervalle
[0, π] est de classe C1,1 et ve´rifie :{
0 ≤ p+ p′′ ≤ 1
p(0) = p(π) = 12 , p
′(0) = p′(π) = 0.
(2.16)
2 Preuve. Si p est la fonction d’appui d’un corps de largeur constante K, alors p+p′′ ≥ 0 et par
(2.11), on en de´duit que p(θ)+p′′(θ)+p(θ+π)+p′′(θ+π) = 1. D’ou p+ p′′ ≤ 1. On choisit comme
origine le milieu d’un diame`tre de K par la proprie´te´ 2.5. On prend l’axe des abcisses confondu
avec ce diame`tre, et on prend l’axe des ordonne´es perpendiculaire au diame`tre. On aura alors dans
ce repe`re : x(0) = 12 = −x(π) et y(0) = y(π) = 0. Or, par (2.10), on a x(0) = p(0), x(π) = −p(π)
et y(0) = p′(0), y(π) = −p′(π). Nous de´duisons donc que
p(0) = p(π) =
1
2
, p′(0) = p′(π) = 0.
Re´ciproquement, soit p˜ une fonction de´finie sur [0, π] et qui ve´rifie (2.16). Posons{
p(θ) = p˜(θ), θ ∈ [0, π]
p(θ) = 1− p˜(θ − π), θ ∈ [π, 2π]
et on prolonge p par 2π-pe´riodicite´. Montrons que p est de classe C1 sur R. On a au point π :
p(π−) = p˜(π) =
1
2
, p(π+) = 1− p˜(0) = 1
2
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et
p′(π−) = p˜′(π) = 0, p′(π+) = −p˜′(0) = 0
et donc p est de classe C1 au point π. On montre de la meˆme manie`re que p(2π) = p(0) et
p′(2π) = p′(0). Ainsi p est de classe C1 sur R et ve´rifie (2.11) par construction. Par ailleurs, p˜ e´tant
de classe C1,1 sur [0, π], il en est de meˆme de p sur [0, 2π]. Puisque l’on a 0 ≤ p˜ + p˜′′ ≤ 1, on en
de´duit que p ve´rifie : p+p′′ ≥ 0 et donc la fonction p ainsi de´finie est la fonction d’appui d’un corps
de largeur constante. 2
Soit p la fonction d’appui d’un objet de largeur constante 1 et f le rayon de courbure de sa
frontie`re. La fonctionnelle devient alors :
A(p) = 1
2
∫ 2pi
0
fp =
1
2
∫ pi
0
fp+
1
2
∫ pi
0
f(θ + π)p(θ + π)dθ =
1
2
∫ pi
0
fp+
1
2
∫ pi
0
(1− p)(1− f).
Donc par (2.16), la fonctionnelle d’aire s’e´crit sur l’intervalle [0, π] de la manie`re suivante :
A(p) =
∫ pi
0
p(f − 1) + π
2
(2.17)
Ainsi, en posant : x1 = 2(p − 12), x2 = x˙1, x = (x1, x2), u = 2(f − 12), et J(x, u) = 14
∫ pi
0 x1u, on
obtient :
J(x, u) = A(p)− π
4
.
Par ailleurs, (2.16) devient {
−1 ≤ u ≤ 1
x1(0) = x1(π) = 0, x˙1(0) = x˙2(π) = 0.
On effectue ce changement de variable pour se ramener a` un controˆle prenant ses valeurs entre −1
et 1. Le proble`me de minimisation (2.15) est donc e´quivalent au proble`me de controˆle suivant :
minJ(x, u) =:
∫ pi
0
x1u (2.18)
ou` x et u sont lie´es par : {
x˙1 = x2
x˙2 = −x1 + u
(2.19)
avec comme conditions initiales et finales{
x1(0) = 0, x2(0) = 0
x1(π) = 0, x2(π) = 0
(2.20)
et le controˆle ve´rifie
|u| ≤ 1. (2.21)
L’ensemble des trajectoires ve´rifiant (2.19), (2.20), (2.21) n’est pas vide puisque la trajectoire nulle
correspondant a` x1 = 0 satisfait ces contraintes. Cette trajectoire repre´sente le disque unite´ car si
x1 = 0, alors p =
1
2 . Ainsi elle n’est pas minimale car on sait que le disque maximise l’aire dans la
classe des corps de largeur constante (voir proposition 3.7).
Nous savons qu’il existe une solution a` ce proble`me de minimisation. Par application du principe
du maximum de Pontryagin, nous allons obtenir des conditions ne´cessaires sur cette solution.
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2.1.5 Re´solution du proble`me de controˆle
The´ore`me 2.7. Soit (x, u) un minimiseur de (2.18) ou` le couple (x, u) ve´rifie (2.19), (2.20),
(2.21). Alors, il existe 0 < α < π et il existe ε ∈ {±1} tel que le controˆle optimal u satisfait :
uR = +ε [0, α]
uR = −ε [α, α+ pi3 ]
uR = +ε [α+
pi
3 , α+
2pi
3 ]
uR = −ε [α+ 2pi3 , π]
(2.22)
Remarque 2.1. Le parame`tre α provient du fait que l’on peut repre´senter les corps de largeur
constante en fonction de leur rayon de courbure a` une translation pre`s.
Dans le cas ou` α = 0 et ε = +1, si on pose fR =
1
2uR+
1
2 , et si on prolonge fR a` l’intervalle [0, 2π]
en posant : {
fR(t) = fR(t), t ∈ [0, π]
fR(t) = 1− fR(t), t ∈ [π, 2π]
alors fR repre´sente le rayon de courbure de la frontie`re du triangle de Reuleaux :
fR = 1[pi
3
, 2pi
3
] + 1[pi, 4pi
3
] + 1[ 5pi
3
,2pi]
Preuve. On introduit le Hamiltonien H associe´ au syste`me.
H(x, p, p0, u) := p1x2 + p2(−x1 + u) + p0x1u (2.23)
ou` p de´signe la variable duale.
D’apre`s le PMP, il existe une application x : [0, π] 7−→ R2 abolument continue, il existe une
application p : [0, π] 7−→ R2 absolument continue, il existe une contante p0 ≤ 0, et il existe un
controˆle optimal note´ u(t) tels que : {
x˙ = ∂H∂p
p˙ = −∂H∂x
(2.24)
ce qui donne le syste`me (2.19) pour x et le syste`me{
p˙1 = p2 − p0u
p˙2 = −p1
(2.25)
pour la variable duale p. De plus, le couple (p, p0) n’est pas trivial. Les fonctions t 7−→ x1(t) et
t 7−→ p2(t) sont de classe C1,1 sur l’intervalle [0, π] car on a x¨1 + x1 = u et p¨2 + p2 = p0u et u(t)
est borne´e sur l’intervalle [0, π].
De plus, x ve´rifie les conditions finales et initiales (2.20) et il n’y a pas de conditions de transversalite´.
Le principe du maximum s’e´crit :
H(x(t), p(t), p0, u(t)) = max|v|≤1
H(x(t), p(t), p0, v) (2.26)
Enfin, le Hamiltonien du syste`me est conserve´ le long des trajectoires extre´males car le syste`me et
la fonctionnelle sont autonomes.
La fonction p2 + p0x1 est appele´e fonction de commutation : ses ze´ros fournissent les switching
point. On montre maintenant que les trajectoires extre´males du syste`me ne sont pas anormales.
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Lemme 2.1. La constante p0 ve´rifie : p0 6= 0.
2 Preuve du lemme. Supposons que p0 = 0. Alors, sur l’intervalle [0, π], p2 est de la forme
p2(t) = a cos(t) + b sin(t).
Par le principe du maximum applique´ pour v = 0, on de´duit que pour presque tout t ∈ [0, π], on a
p2(t)u(t) ≥ 0
et donc,
∫ pi
0 p2(t)u(t)dt ≥ 0. Par ailleurs, on a :∫ pi
0
p2(t)u(t)dt =
∫ pi
0
p2(t)(x1(t) + x¨1(t))dt.
D’ou` en faisant une inte´gration par partie (car p2(t) = a cos(t) + b sin(t)), il ne reste que les termes
de bord. On de´duit :∫ pi
0
p2(t)u(t)dt = −a
(
x2(0) + x2(π)
)
+ b
(
x1(π) + x1(0)
)
.
En tenant compte des conditions initiales et finales sur x, on en de´duit que∫ pi
0
p2(t)u(t)dt = 0
et donc la fonction p2u est nulle presque partout. Enfin, par le PMP, u est donne´ par u = sign(p2)
car p0 = 0. On en de´duit que p2 = 0. Donc, p1 = 0 et ceci contredit le principe de Pontryagin car
la paire (p, p0) n’est pas triviale. 2
Donc, on peut supposer que p0 = −1 quitte a` normaliser. La fonction de commutation s’e´crit
alors p2 − x1.
Lemme 2.2. Les trajectoires extre´males du syste`me ne sont pas singulie`res.
2 Comme p0 = −1, les trajectoires singulie`res sont obtenus lorsque p2 − x1 = 0. La fonction
y =: p2 + x1 ve´rifie sur l’intervalle [0, π] :
y¨ + y = 0.
Donc, il existe deux constantes α, β telles que pour tout t ∈ [0, π], on ait :
p2(t) = −x1(t) + α cos(t) + β sin(t).
Donc, la fonction x1 s’e´crit sur [0, π] :
x1(t) =
α
2
cos(t) +
β
2
sin(t).
Nous obtenons donc u = 0 sur [0, π]. Cette extre´male repre´sente donc le cercle (en revenant au
parame´trage initial en terme de fonction d’appui). Or cette trajectoire est maximale car le disque
maximise l’aire dans la classe des corps de largeur constante (voir proposition 3.7), donc elle n’est
pas minimale. 2
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Par (2.26), on en de´duit que les trajectoires extre´males solutions du proble`me sont ”bang-bang” :{
u(t) = +1 ⇐⇒ p2(t)− x1(t) > 0
u(t) = −1 ⇐⇒ p2(t)− x1(t) < 0
(2.27)
ce qui va de´finir des switching point dans l’intervalle [0, π], cad des points ou` la fonction p2 − x1
s’annule et donc ou` le controˆle passe de 1 a` −1. Ainsi entre deux switching point conse´cutifs, le
controˆle est de signe constant.
Lemme 2.3. Il y a un un nombre fini de switching point dans l’intervalle [0, π].
2 Preuve du lemme. Supposons au contraire qu’il y ait un nombre infini de switching point de
la fonction z := p2 − x1 dans l’intervalle [0, π]. Appelons (τj)j≥0 une suite de switching point qui
converge vers un point τ ∈ [0, π]. Comme x¨1 + x1 = u et p¨2 + p2 = −u, on a z¨ + z = −2u. Ainsi, la
fonction de commutation ve´rifie l’e´quation diffe´rentielle :
z¨ + z + 2sign(z) = 0.
Il existe donc une consante C ≥ 0 telle que :
1
2
z˙2 +
1
2
z2 + 2|z| = C (2.28)
Si C = 0, alors z = 0 et donc p2 = x1. Donc, comme y¨ + y = 0, on en de´duit que x1 peut s’e´crire
sous la forme : x1(θ) =
α
2 cos(θ) +
β
2 sin(θ), α ∈ R, β ∈ R. Par suite u = 0, mais on a vu que u = 0
n’e´tait pas une solution du proble`me de controˆle (u = 0 sur [0, π] correspond au disque unite´).
Ainsi, la constante C ve´rifie C > 0.
Comme z(τj) = 0 et que z est continue, on en de´duit que z(τ) = 0. Et z
′(τ) = 0 car z′(τ) est
la limite quand j tend vers l’infini de
z(τj)−z(τ)
τj−τ et ce taux d’accroissement est nul. La fonction
1
2 z˙
2+ 12z
2+2|z| s’annule donc au point τ . Par (2.28), la constante C est nulle, mais ceci est impos-
sible. Donc, il y a un nombre fini de switching point pour la fonction z dans l’intervalle [0, π]. 2
Soit (τj)0≤j≤r+1 les switching point de z dans l’intervalle [0, π] avec τ0 = 0 et τr+1 = π et τj < τj+1.
Remarque 2.2. On a donc deux inte´grales premie`res pour les trajectoires optimales du syste`me :
d’une part le Hamiltonien est constant le long des trajectoires optimales et d’autre part, par (2.28),
la quantite´ :
Ψ =
1
2
z2 +
1
2
z˙2 + 2|z|
est conserve´e le long des trajectoires optimales. Un calcul montre que les deux inte´grales premie`res
sont e´quivalentes a` l’expression d’un switch : pour 1 ≤ j ≤ r
z(τj) = 0 ⇐⇒ H(τ−j ) = H(τ+j ) ⇐⇒ Ψ(τ−j ) = Ψ(τ+j ).
Par (2.28), on a |z˙(τj)| =
√
2C pour 1 ≤ j ≤ r et donc |z˙(τj)| est constant inde´pendant des
switchs.
Fin de la preuve du the´ore`me 2.7. Dans ce qui suit, on suppose qu’il y a au moins 3 switchs
dans l’intervalle [0, π] et nous prouvons la relation
0 < τ1 < τ2 =
1
2
(τ1 + τ3) < τ3. (2.29)
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ce qui prouvera qu’un minimiseur est ne´cessairement un polygone impair de Reuleaux (a` translation
pre`s car τ1 est arbitraire). En effet, (2.29) montre que τ2−τ1 = τ3−τ2. Et par suite on aura e´galement
τj+1 − τj = · · · = τ2 − τ1 pour 1 ≤ j ≤ r − 1.
La preuve de (2.29) re´sulte de manipulations alge´briques sur le syste`me de trois switchs
z(τ1) = 0
z(τ2) = 0
z(τ3) = 0.
(2.30)
Preuve de (2.29).
Soit ε = ±1 la valeur du controˆle sur l’intervalle [0, τ1]. Nous e´crivons x1 sur les trois premiers
intervalles en tenant compte du fait que x1 est de classe C
1 aux switchs.
x1(t) = ε+A0 cos(t) +B0 sin(t), t ∈ [0, τ1]
x1(t) = −ε+A0 cos(t) +B0 sin(t) + 2ε cos(t− τ1), t ∈ [τ1, τ2]
x1(t) = ε+A0 cos(t) +B0 sin(t) + 2ε cos(t− τ1)− 2ε cos(t− τ2), t ∈ [τ2, τ3].
Par les conditions initiales, on obtient A0 = −ε et B0 = 0. La fonction de commutation s’e´crit en
fonction de x1 par e´limination de la variable duale :
z(t) = −2x1(t) + α cos(t) + β sin(t).
Ainsi, en posant : {
α− 2A0 = a
β − 2B0 = b
on en de´duit que (2.30) est e´quivalent a`
a cos(τ1) + b sin(τ1) = 2ε
a cos(τ2) + b sin(τ2) = −2ε+ 4ε cos(τ1 − τ2)
a cos(τ3) + b sin(τ3) = 2ε+ 4ε cos(τ3 − τ1)− 4ε cos(τ3 − τ2).
Des deux premie`res e´quations, en e´liminant b et en line´arisant le produit sin(τ1) cos(τ1 − τ2) on
tire :
a sin(τ1 − τ2) = −2ε sin(τ1) + 2ε sin(2τ1 − τ2). (2.31)
De la premie`re et dernie`re e´quation, en e´liminant b et en line´arisant les produits sin(τ1) cos(τ3−τ1),
sin(τ1) cos(τ3 − τ2) on tire :
a sin(τ1 − τ3) = 2ε sin(τ1) + 2ε sin(2τ1 − τ3)− 2ε sin(τ1 − τ2 + τ3)− 2ε sin(τ1 + τ2 − τ3). (2.32)
En multipliant (2.31) par sin(τ1 − τ3) et en line´arisant les produits de sinus et cosinus, on trouve :
a sin(τ1 − τ2) sin(τ1 − τ3) = −ε cos(τ3) + ε cos(2τ1 − τ3) + ε cos(τ1 − τ2 + τ3)− ε cos(3τ1 + τ2 − τ3).
En multipliant (2.32) par sin(τ1 − τ2), on trouve de meˆme :
a sin(τ1 − τ2) sin(τ1 − τ3) = ε cos(τ2)− ε cos(2τ1 − τ2)− ε cos(3τ1 − τ2 − τ3)
+ε cos(τ1 + τ2 − τ3)− ε cos(τ3) + ε cos(2τ1 − 2τ2 + τ3)
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−ε cos(2τ2 − τ3) + ε cos(2τ1 − τ3).
Posons pour simplifier τ1 = x, τ2 = y et τ3 = z. En e´galant les deux e´quations pre´ce´dentes, on
de´duit que les trois re´els (x, y, z) doivent ve´rifier : 0 < x < y < z ≤ π et
cos(x+ y − z)− cos(x− y + z) + cos(y)− cos(2x− y) + cos(2x− 2y + z)− cos(2y − z) = 0.
Or, on a : 
cos(x+ y − z)− cos(x− y + z) = −2 sin(x) sin(y − z)
cos(2x− 2y + z)− cos(2y − z) = −2 sin(x) sin(x− 2y + z)
cos(y)− cos(2x− y) = −2 sin(x) sin(y − x).
Donc le triplet (x, y, z) ve´rifie l’e´quation :
sin(y − z) + sin(x− 2y + z) + sin(y − x) = 0.
Et on a : {
sin(x− 2y + z) = 2 sin(x+z2 − y) cos(x+z2 − y)
sin(y − z) + sin(y − x) = 2 sin(y − x+z2 ) cos(x−z2 ).
Donc le syste`me (2.30) est e´quivalent a`
sin
(x+ z
2
− y)( cos (x+ z
2
− y)− cos (x− z
2
))
.
On de´montre aise´ment que cette dernie`re e´quation n’a qu’une seule solution (x, y, z) satisfaisant
l’ine´galite´ 0 < x < y < z ≤ π :
sin
(
x+ z
2
− y
)
= 0 ⇐⇒ y = x+ z
2
.
L’autre solution conduit en effet a` x = y ou y = z ce qui n’est pas possible. En revenant aux variables
initiales (τj)1≤j≤r, on a donc montre´ que si le nombre de switchs de´passe 3 dans l’intervalle [0, π],
alors :
τ3 − τ2 = τ2 − τ1.
Par les meˆmes calculs, on de´montre que τj+1 − τj = τ2 − τ1 pour 1 ≤ j ≤ r. Ainsi, les intervalles
ou` la fonction de commutation est de signe constant ont la meˆme longueur. Autrement dit, les
longueurs des intervalles ou` le rayon de courbure sature la contrainte sont e´gaux (a` part le premier
a` cause de la translation). La trajectoire extre´male minimisante repre´sente donc un polygone de
Reuleaux a` 2p+1 coˆte´s, p ≥ 1. On sait que le polygone re´gulier de Reuleaux d’aire minimale est le
triangle de Reuleaux (voir [13], [15], [26]). Nous rede´montrerons ce re´sultat dans le chapitre 2 dans
le cadre ge´ne´ral des rotors re´guliers a` l’aide des se´ries de Fourier (proposition 3.17).
S’il y a seulement deux switchs dans l’intervalle [0, π], alors, on peut utiliser l’expression de x1
dans l’intervalle [τ2, π] :
x1(t) = ε+A0 cos(t) +B0 sin(t) + 2ε cos(t− τ1)− 2ε cos(t− τ2), t ∈ [τ2, π].
Comme x1(π) = x2(π) = 0, on en de´duit que les points τ1 et τ2 ve´rifient les relations :{
1− cos(τ1) + cos(τ2) = 0
sin(τ1) = sin(τ2).
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On obtient dans ce cas τ1 =
pi
3 et τ2 = π − τ1 = 2pi3 ce qui de´finit le triangle de Reuleaux. Ainsi,
lorsqu’il y a seulement deux switchs dans l’intervalle [0, π], l’extre´male minimisante repre´sente le
triangle de Reuleaux.
Enfin, s’il y a seulement un seul switch τ1 dans l’intervalle [0, π], alors de meˆme on a :
x1(t) = −ε+A0 cos(t) +B0 sin(t) + 2ε cos(t− τ1), t ∈ [τ1, π].
En utilisant x1(π) = x2(π) = 0, on trouve que τ1 ve´rifie cos(τ1) = sin(τ1) = 0 ce qui est impossible.
Une extre´male a donc au moins deux switchs dans [0, π]. Ceci termine la preuve du the´ore`me de
Blaschke-Lebesgue. 2
2.2 Objets de largeur constante en dimension 3 a` syme´trie de
re´volution
Dans cette partie nous e´tudions le proble`me de minimisation du volume dans la classe des objets
de largeur constante en dimension 3, a` syme´trie de re´volution, par la the´orie du controˆle optimal.
On appelle W 2,symα l’ensemble des corps de largeur constante α en dimension 2 et qui posse`dent un
axe de syme´trie.
De´finition 2.7. On appelle Kαrot l’ensemble des corps convexes de R3 obtenus par rotation autour
d’un des axes de syme´trie d’un e´le´ment de W 2,symα .
L’ensemble Kαrot est un sous ensemble de W 3α par construction. Il contient par exemple la boule
et les polygones de Reuleaux impairs tourne´s autour d’un de leur axes de syme´trie.
Nous e´tudions donc le proble`me :
min
K∈Kαrot
A(K) (2.33)
Autrement dit, on cherche dans cette sous classe de W 3α le corps convexe de volume minimal ou
d’aire minimale. Ces deux proble`mes sont e´quivalents par le the´ore`me de Blaschke-Lebesgue (voir
the´ore`me 5.1 chapitre 5). Nous allons donc e´tudier le proble`me (2.33). Le proble`me de minimisation
(2.33) a e´te´ aborde´ de fac¸on ge´ome´trique par Campi, Colesanti et Gronchi (voir [8]).
2.2.1 Parame´trisation du proble`me sur [0, pi
2
]
Dans la suite, pour parame´trer un objet de largeur constante K ∈ Kαrot, on conside´rera un corps
K0 de largeur constante en dimension 2 et posse´dant un axe de syme´trie et qui engendre K par
rotation autour de cet axe. On s’inte´resse d’abord a` la description des objets de largeur constante
en dimension 2 qui posse`dent un axe de syme´trie.
Proposition 2.7. Un corps de largeur constante a` syme´trie de re´volution K est la donne´e d’une
fonction p : R → R, de classe C1,1, 2π-pe´riodique et qui ve´rifie :
p(θ) + p(θ + π) = 1
p(θ) = p(π − θ)
p+ p′′ ≥ 0
(2.34)
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2 Soit K un corps de largeur constante et a` syme´trie de re´volution dans R3 et K0 le corps
correspondant dans R2. Par de´finition, K0 posse`de un axe de syme´trie que l’on prend comme axe
des ordonne´es. Dans la direction perpendiculaire a` cet axe, il existe un diame`tre de K0 de largeur
1 car K0 est de largeur constante. On prend cet axe comme axe des abscisses. Soit p la fonction
d’appui de K0. On sait que p est de classe C
1,1 par le the´ore`me 2.4. La convexite´ impose alors
p+ p′′ ≥ 0. K0 e´tant de largeur constante 1, on doit avoir p(θ) + p(θ+ π) = 1 pour θ ∈ R. Enfin la
syme´trie par rapport a` l’axe des ordonne´es impose la relation x(θ) = −x(π − θ) et y(θ) = y(π − θ)
pour tout θ dans R. Ainsi, on de´duit que
p(θ) = p(π − θ), ∀θ ∈ R.
Re´ciproquement, si p ve´rifie (2.34), alors on reconstruit un corps de largeur constante K0 dont
la fonction d’appui est p. De plus, si on appelle (x(θ), y(θ)) les coordonne´es de ∂K0 donne´es par
(2.10), la relation p(θ) = p(π − θ) entraˆıne x(π − θ) = −x(θ) et y(π − θ) = y(θ) pour tout θ ∈ R.
Ainsi, la perpendiculaire a` la droite d’appui pour θ = pi2 qui passe par un diame`tre de K0 est un
axe de syme´trie. 2
Etant donne´ un corps K de largeur constante en dimension 2 et posse´dant un axe de syme´trie
∆, on prendra comme repe`re orthonorme´ le suivant : l’axe des ordonne´es est l’axe ∆ ; l’axe des
abscisses est le diame`tre de largeur α perpendiculaire a` ∆ et l’origine est choisie au milieu de ce
diame`tre. On appellera un tel repe`re repe`re adapte´ a` K. Ce choix a des conse´quences sur les
valeurs initiales et finales de la fonction d’appui de K.
Soit f˜ une application de´finie sur [0, pi2 ]. On appelle f le prolongement de f˜ sur R obtenu sur
[pi2 , π] par f(θ) = f˜(π − θ) et sur [0, 2π] par f(θ) = 1− f˜(θ − π) et par 2π pe´riodicite´ sur R :
f(θ) = f˜(θ), θ ∈ [0, pi2 ]
f(θ) = f˜(π − θ), θ ∈ [pi2 , π]
f(θ) = 1− f˜(θ − π), θ ∈ [π, 2π].
(2.35)
On reformule la proposition (2.7) sur l’intervalle [0, pi2 ] a` l’aide du rayon de courbure.
Proposition 2.8. Soit f˜ une application de l’intervalle [0, pi2 ] a` valeurs dans R et qui ve´rifie :{
0 ≤ f˜ ≤ 1∫ pi
2
0 f˜(θ) sin(θ)dθ =
1
2 .
(2.36)
On appelle f le prolongement de f˜ sur R de´fini ci-dessus. Alors, toute fonction p satisfaisant
f = p+ p′′ et p(0) = 1/2 et p′(0) = 0 est la fonction d’appui d’un corps de largeur constante ayant
un axe de syme´trie.
2 On appelle f le prolongement de f˜ de´fini ci dessus. On a facilement :∫ 2pi
0
f(θ)eiθdθ = 4i
∫ pi
2
0
f˜(θ) sin(θ)dθ − 2i
et donc c1(f) = 0 et toute solution de f = p+ p
′′ est de classe C1 et 2π-pe´riodique. La fonction f
ainsi de´finie ve´rifie
0 ≤ f ≤ 1
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ce qui assure la convexite´. Notons que p s’e´crit ne´cessairement :
p(θ) =
∫ θ
0
f(t) sin(θ − t)dt+ 1
2
cos(θ)
Montrons que p ve´rifie (2.34). La fonction f ve´rifie :∫ pi
2
0
f(t) sin(t)dt =
1
2
.
Et donc p′(pi2 ) =
∫ pi
2
0 f(t) sin(t)dt− 1/2 = 0. On a par changement de variable :∫ pi
0
f(t) sin(t)dt = 2
∫ pi
2
0
f(t) sin(t)dt = 1,
∫ pi
0
f(t) cos(t)dt = 0.
Montrons que p(θ) + p(θ + π) = 1,∀θ ∈ R. On a :
p(θ + π) =
∫ θ+pi
0
f(t) sin(θ + π − t)dt− 1
2
cos(θ).
L’inte´grale se re´e´crit par le changement de variable t← t− π∫ θ+pi
0
f(t) sin(θ + π − t)dt =
∫ θ
−pi
(1− f(t)) sin(θ − t)dt.
On de´coupe en deux cette dernie`re inte´grale :∫ θ
−pi
(1− f(t)) sin(θ − t)dt =
∫ 0
−pi
(1− f(t)) sin(θ − t)dt+
∫ θ
0
(1− f(t)) sin(θ − t)dt.
Apre`s simplification, la premie`re inte´grale vaut cos(θ) et on a :∫ θ
0
(1− f(t)) sin(θ − t)dt = −
∫ θ
0
f(t) sin(θ − t)dt+ 1− cos(θ).
Nous obtenons donc :
p(θ + π) = −
∫ θ
0
f(t) sin(θ − t)dt+ 1.
D’ou` le re´sultat.
Montrons que p(θ) = p(π − θ),∀θ ∈ R. On a :
p(π − θ) =
∫ pi−θ
0
f(t) sin(θ + t)dt− 1
2
cos(θ).
D’ou` en faisant le changement de variable t← π − t, on obtient :
p(π − θ) =
∫ pi
θ
f(t) sin(t− θ)dt− 1
2
cos(θ)
ou encore :
p(π − θ) =
∫ θ
0
f(t) sin(θ − t)dt+
∫ pi
0
f(t) sin(t− θ)dt− 1
2
cos(θ).
Mais, par ce qui pre´ce`de, on a :∫ pi
0
f(t) sin(t− θ) =
∫ pi
0
f(t) sin(t)dt cos(θ)−
∫ pi
0
f(t) cos(t)dt sin(θ) = cos(θ)
Donc on a bien p(θ) = p(π − θ). 2
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2.2.2 Expression du proble`me de minimisation
Dans cette partie, nous exprimons analytiquement le proble`me (2.33) sur l’intervalle [0, pi2 ] en
terme de la fonction d’appui. Soit K ∈ Kαrot et p la fonction d’appui du corps K0 correspondant
dans R2 et f son rayon de courbure. On choisit comme repe`re le repe`re adapte´ a` K0. On a alors :∫ pi
2
0
f(t) sin(t)dt = p(0)− p′(π
2
) =
1
2
. (2.37)
La frontie`re de K e´tant repre´sente´e par (2.10), on en de´duit que :
x(0) = p(0), y(0) = p′(0), x(
π
2
) = −p′(π
2
), y(
π
2
) = p(
π
2
).
D’ou` les valeurs initiales et finales de la fonction d’appui :
p(0) =
1
2
, p′(
π
2
) = 0, p′(
π
2
) = 0, p(
π
2
) ∈ R.
On notera que la valeur finale p(pi2 ) est inde´termine´e dans notre proble`me. Soit F l’ensemble des
applications p de classe C1,1 de´finies sur l’intervalle [0, pi2 ] et qui ve´rifient :{
p(0) = 12 , p
′(0) = 0, p′(pi2 ) = 0, p(
pi
2 ) ∈ R
f = p+ p′′ ∈ L∞([0, pi2 ]), 0 ≤ f ≤ 1.
(2.38)
Notons que si f est dans F , alors f ve´rifie (2.37).
Proposition 2.9. Le proble`me (2.33) est e´quivalent au proble`me suivant :
min
p∈F
J(p) =:
∫ pi
2
0
(
p2(θ)− 1
2
p′(θ)2
)
cos(θ)dθ −
∫ pi
2
0
p(θ) cos(θ)dθ (2.39)
2 Soit p ∈ F et f = p+p′′. On de´signe e´galement par f son prolongement a` R de´fini par (2.35).
Soit alors K0 le corps convexe dont la fonction d’appui est p et ∆ son axe de syme´trie qui est l’axe
des ordonne´es dans le repe`re adapte´ pour K0. On calcule la surface engendre´e par la rotation de
K0 autour de l’axe ∆. Soit x(θ) la distance entre un point courant de la frontie`re de K0 et l’axe ∆.
La surface de K engendre´e par la rotation de K0 autour de ∆ est donne´e par :
A(K) =
∫ 2pi
0
dφ
∫ pi
2
−pi
2
x(θ)f(θ)dθ = 2π
∫ pi
2
−pi
2
(
p(θ) + p′′(θ)
)
(p(θ) cos(θ)− p′(θ) sin(θ))dθ
On effectue des changements de variable pour ramener l’inte´grale entre −pi2 et 0 a` une inte´grale
entre 0 et pi2 . En faisant successivement les changements de variable θ ← π + θ et θ ← π − θ, on
obtient :∫ 0
−pi
2
f(θ)(p(θ) cos(θ)− p′(θ) sin(θ))dθ =∫ pi
pi
2
(
1− f(θ))(p(θ) cos(θ)− p′(θ) sin(θ)− cos(θ))dθ
Et puis on a :∫ pi
pi
2
(
1− f(θ))(p(θ) cos(θ)−p′(θ) sin(θ)− cos(θ))dθ =
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∫ pi
2
0
(
1− f(θ))(−p(θ) cos(θ) + p′(θ) sin(θ) + cos(θ))dθ
Et cette dernie`re inte´grale se re´e´crit :∫ pi
2
0
(
1− f(θ))(−p(θ) cos(θ) + p′(θ) sin(θ) + cos(θ))dθ = ∫ pi2
0
f(θ)(p(θ) cos(θ)− p′(θ) sin(θ))dθ
+
∫ pi
2
0
(−p(θ) cos(θ) + p′(θ) sin(θ))dθ +
∫ pi
2
0
(1− f(θ)) cos(θ)dθ.
Par une inte´gration par parties, on a :∫ pi
2
0
−p(θ) cos(θ) + p′(θ) sin(θ)dθ = −2
∫ pi
2
0
p(θ) cos(θ)dθ + p(
π
2
)
et ∫ pi
2
0
(1− f(θ)) cos(θ)dθ = 1− p(π
2
) + p′(0).
En tenant compte de p′(0) = 0, on obtient finalement :
A(K) = 2π
(
2
∫ pi
2
0
f(θ)(p(θ) cos(θ)− p′(θ) sin(θ))dθ − 2
∫ pi
2
0
p(θ) cos(θ)dθ + 1
)
. (2.40)
On effectue maintenant des inte´grations par parties pour se ramener a` une fonctionnelle quadra-
tiques en (p, p′). On a par inte´gration par parties :∫ pi
2
0
p(θ)p′′(θ) cos(θ)dθ = −
∫ pi
2
0
p′2(θ) cos(θ)dθ +
∫ pi
2
0
p(θ)p′(θ) sin(θ)θ
et de meˆme : ∫ pi
2
0
p′(θ)p′′(θ) sin(θ)dθ = −1
2
∫ pi
2
0
p′(θ)2 cos(θ)dθ.
D’ou` l’on de´duit :
A(K) = 2π
(∫ pi
2
0
2(p2(θ)− 1
2
p′(θ)2) cos(θ)dθ − 2
∫ pi
2
0
p(θ) cos(θ)dθ + 1
)
.
Ainsi, A(K) = 4πJ(p) + 2π et donc les proble`mes (2.33) et (2.39) sont e´quivalents. 2
Par commodite´, nous allons reexprimer la fonctionnelle J(p) en posant :{
q =: p− 12
u =: q + q′′ = p+ p′′ − 12 .
(2.41)
On a par (2.39) :
J(p) = 4π
∫ pi
2
0
(q2(θ)− 1
2
q′2(θ) cos(θ))dθ + π.
Par ailleurs, par les meˆmes inte´grations par parties effectue´es plus haut avec q au lieu de p, on
trouve : ∫ pi
2
0
(q2(θ)− 1
2
q′2(θ) cos(θ)) =
∫ pi
2
0
u(θ)(q(θ) cos(θ)− q′(θ) sin(θ))dθ
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Par conse´quent :
A(K) = π+4π
∫ pi
2
0
u(θ)(q(θ) cos(θ)−q′(θ) sin(θ))dθ = π+4π
∫ pi
2
0
(q2(θ)− 1
2
q′2(θ)) cos(θ)dθ. (2.42)
Soit G l’ensemble des applications q de´finies sur [0, pi2 ], de classe C
1 et qui ve´rifient :{
q(0) = 0, q′(0) = 0, q′(pi2 ) = 0, q(
pi
2 ) ∈ R
u = q + q′′ ∈ L2([0, pi2 ]), −12 ≤ u ≤ +12 .
(2.43)
Nous avons donc de´montre´ la proposition :
Proposition 2.10. Les proble`mes (2.33) et (2.39) sont e´quivalents au proble`me suivant :
min
q∈G
J1(q) :=
∫ pi
2
0
u(θ)(q(θ) cos(θ)− q′(θ) sin(θ))dθ =
∫ pi
2
0
(q2(θ)− 1
2
q′2(θ)) cos(θ)dθ. (2.44)
Nous utiliserons cette formulation pour e´tudier (2.33) par la the´orie du controˆle optimal. Pour
la boule et le triangle de Reuleaux tourne´, (2.42) fournit :
– Pour la boule B de rayon 12 , q = u = 0 et A(B) = π ≈ 3, 14
– pour Trot, le triangle de Reuleaux tourne´, on trouve A(Trot) = 2π − pi23 ≈ 2, 99.
Il y a une diffe´rence de surface de 4, 7% entre la surface de la boule et celle du triangle de Reuleaux
tourne´ et de 6, 6% entre la surface de la boule et celle du volume de Meissner (qui n’est pas a`
syme´trie de re´volution).
Notons l’analogie entre (2.44) et (5.50). La formule (5.50) repre´sente la surface d’un corps de
largeur constante dans R3. Lorsque celui-ci est a` syme´trie de re´volution, la fonction h ∈ C1,1σ (Ω) ne
de´pend plus de u et on retrouve (2.44) en passant de la parame´trisation isothermale de la sphe`re a`
la parame´trisation usuelle de la sphe`re.
2.2.3 Optimalite´ locale du triangle de Reuleaux tourne´
Dans cette partie, nous de´montrons que le triangle de Reuleaux tourne´ autour de l’un de ses
axes de syme´trie est un minimum local du volume dans la classe des corps de largeur constante
de R3 a` syme´trie de re´volution. Nous effectuons pour cela une petite perturbation du rayon de
courbure du triangle de Reuleaux et nous en de´duisons que la variation d’aire est positive. Soit pR
la fonction d’appui du triangle de Reuleaux et fR son rayon de courbure. Les fonctions pR et fR
sont donne´es sur l’intervalle [0, pi2 ] par :{
fR = pR + p
′′
R = 0, pR =
1
2 cos(θ), θ ∈ [0, pi3 ]
fR = pR + p
′′
R = 1, pR = 1 +
1
2 cos(θ)− cos(θ − pi3 ), θ ∈ [pi3 , pi2 ]
(2.45)
et pR ve´rifie pR(θ) = pR(π − θ), pR(θ) + pR(θ + π) = 1 pour tout θ ∈ R. Nous e´tudions donc
comment la fonctionnelle de´finie pour p ∈ F par :
J(p) =
∫ pi
2
0
(p(θ) + p′′(θ))(p(θ) cos(θ)− p′(θ) sin(θ))dθ −
∫ pi
2
0
p(θ) cos(θ)dθ
varie au voisinage de pR. Dans la proposition suivante nous de´crivons les perturbations admissibles
de pR que nous conside´rons dans la suite.
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Proposition 2.11. On conside`re une fonction q de classe C1,1 sur [0, pi2 ] telle que q(0) = 0 et
q′(0) = 0 et on suppose que la fonction g = q + q′′ ve´rifie les conditions suivantes :
g ≥ 0, sur [0, pi3 ]
g ≤ 0, sur [pi3 , pi2 ]∫ pi
2
0 g(t) sin(t)dt = 0.
Alors, la fonction q ve´rifie q′(pi2 ) = 0 et il existe ε0 > 0 tel que pour tout 0 ≤ ε ≤ ε0, la fonction
pR + εq soit dans F .
2 Comme q(0) = q′(0) = 0, la fonction q est donne´e par :
q(θ) =
∫ θ
0
g(t) sin(θ − t)dt.
Donc, q′(pi2 ) =
∫ pi
2
0 g(t) sin(t)dt = 0. Notons φε = pR + εq. On a donc φε(0) =
1
2 , φ
′
ε(0) = 0 et
φ′ε(
pi
2 ) = 0.
De plus, pour ε suffisamment petit, on a fR + εg ≤ 1 dans [0, pi3 ] et donc, 0 ≤ fR + εg ≤ 1 dans
l’intervalle [0, pi3 ]. De meˆme, pour ε petit, fR + εg ≥ 0 dans [pi3 , pi2 ] et donc 0 ≤ fR + εg ≤ 1 dans
[pi3 ,
pi
2 ]. Pour ε suffisamment petit, la fonction pR + εq est dans F et est admissible. 2
Nous dirons dans la suite que les fonctions admissibles sont les fonctions q de´finies sur l’inter-
valle [0, pi2 ] et qui satisfont la proposition 2.11. On montre maintenant le the´ore`me suivant qui
constitue notre re´sultat d’optimalite´ locale pour le triangle de Reuleaux :
The´ore`me 2.8. Pour toute fonction q admissible, il existe ε0 > 0 tel que pour 0 < ε < ε0, on ait :
J(pR + εq) ≥ J(pR).
2 Preuve. On pose p = pR, f = fR et x(θ) = p(θ) cos(θ)− p′(θ) sin(θ). On a :
J(p+ εq) = J(p) + εδ(g) + ε2
∫ pi
2
0
g(θ)(q(θ) cos(θ)− q′(θ) sin(θ))dθ
ou` δ(g) ve´rifie :
δ(g) =
∫ pi
2
0
(
x(θ)g(θ)− f(θ)
∫ θ
0
g(t) sin(t)dt
)
dθ −
∫ pi
2
0
cos(θ)
∫ θ
0
g(t) sin(θ − t)dtdθ. (2.46)
Nous montrons maintenant que pour toute fonction q admissible, δ(g) > 0. Pour cela, on transforme
(2.46). Par une inte´gration par parties, le second terme se re´e´crit :
−
∫ pi
2
0
f(θ)
∫ θ
0
g(t) sin(t)dtdθ =
∫ pi
2
0
(∫ θ
0
f(t)dt
)
sin(θ)g(θ)dθ.
En de´veloppant le facteur sin(θ − t), le troisie`me terme se re´e´crit :
−
∫ pi
2
0
q(θ) cos(θ)dθ = −
∫ pi
2
0
cos(θ) sin(θ)
(∫ θ
0
g(t) cos(t)dt
)
dθ
+
∫ pi
2
0
cos2(θ)
(∫ θ
0
g(t) sin(t)dt
)
dθ
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En effectuant deux inte´grations par parties, ce dernier terme se re´e´crit :
−
∫ pi
2
0
q(θ) cos(θ)dθ =
∫ pi
2
0
(
−1
2
cos(θ)− 1
2
θ sin(θ)
)
g(θ)dθ
et finalement δ(g) peut s’e´crire sous la forme :
δ(g) =
∫ pi
2
0
ψ(θ)g(θ)dθ
ou`
ψ(θ) = sin(θ)
∫ θ
0
f(t)dt+ x(θ)− 1
2
cos(θ)− 1
2
θ sin(θ).
La fonction ψ est tre`s simple : ψ de´croit sur [0, pi2 ] (voir figure 2.1){
ψ(θ) = 12 − 12 cos(θ)− 12θ sin(θ), θ ∈ [0, pi3 ]
ψ(θ) = sin(θ)(θ − pi3 ) + 12 cos(θ)− 12θ sin(θ), θ ∈ [pi3 , pi2 ].
En utilisant le fait que
∫ pi
2
0 g(t) sin(t)dt = 0, δ(g) peut se re´e´crire pour tout λ ∈ R :
δ(g) =
∫ pi
2
0
(ψ(t) + λ sin(t))g(t)dt.
Prenons λ0 tel que : ψ(
pi
3 )+λ0
√
3
2 = 0, i.e. λ0 =
pi−√3
6 . Alors la fonction φ : t 7−→ ψ(t)+λ0 sin(t) est
positive sur [0, pi3 ] et ne´gative sur [
pi
3 ,
pi
2 ] (voir figure 2.1). On en de´duit que δ(g) > 0 car le produit
φg est toujours positif sur l’intervalle [0, pi2 ] et non nul. On a donc montre´ le re´sultat. 2
t
1,41,210,80,60,40,20
0
-0,05
-0,1
-0,15
-0,2
-0,25
La fonction ψ sur [0, pi2 ]
t
1,41,210,80,60,40,20
0,04
0,02
0
-0,02
-0,04
-0,06
La fonction φ sur [0, pi2 ]
Fig. 2.1 – Les fonctions ψ et φ
2.2.4 Analyse du proble`me de controˆle associe´ au proble`me de minimisation
Dans cette partie, nous e´tudions le proble`me (2.33) a` l’aide de la the´orie du controˆle optimal de
la meˆme manie`re que pour traiter le the´ore`me de Blaschke-Lebesgue. Par (2.39) et (2.42), l’e´tude
du proble`me de minimisation se reformule de la fac¸on suivante :
min J(x, u) =:
∫ pi
2
0
(
x21(θ)−
1
2
x22(θ)
)
cos(θ)dθ =
∫ pi
2
0
u(θ)
(
x1(θ) cos(θ)− x2(θ) sin(θ)
)
dθ. (2.47)
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ou` (x1, x2) satisfait : {
x˙1 = x2
x˙2 = −x1 + u
(2.48)
avec comme conditions initiales et finales :
x1(0) = 0, x2(0) = 0, x2(
π
2
) = 0 (2.49)
et le controˆle u varie dans l’ensemble{
u ∈ L2([0, π
2
]), |u| ≤ 1
}
. (2.50)
Nous utiliserons la premie`re expression de la fonctionnelle bien que la deuxie`me expression soit plus
syme´trique. Nous conjecturons que le minimiseur du proble`me (2.33) est le triangle de Reuleaux
tourne´ autour de l’un de ses axes de syme´trie (voir [8]). Autrement dit, pour ce qui est du proble`me
(2.47), nous conjecturons le re´sultat suivant :
Conjecture 2.1. Soit (x, u) une trajectoire extre´male pour le proble`me de controˆle pre´ce´dent et
qui minimise (2.47). Alors, le controˆle optimal ve´rifie :{
u = −1 [0, pi3 ]
u = +1 [pi3 ,
pi
2 ].
(2.51)
Le controˆle optimal de´fini par (2.51) correspond au triangle de Reuleaux. En effet, si l’on
prolonge x1 sur l’intervalle [
pi
2 , π] par
x1(θ) = x1(π − θ), θ ∈ [π
2
, π]
puis sur l’intervalle [0, 2π] par
x1(θ) = x1(θ − π), θ ∈ [π, 2π]
alors la fonction p = 12x1 +
1
2 est la fonction d’appui du triangle de Reuleaux.
2.2.5 Re´solution du proble`me de controˆle
On appelle x = (x1, x2) la variable d’e´tat et p = (p1, p2) la variable duale. Le Hamiltonien du
syste`me s’e´crit :
H = H(x, p, p0, u) = p1x2 − p2x1 + p0 cos(θ)
(
x21 −
1
2
x22
)
+ p2u (2.52)
On applique le principe du maximum de Pontryagin. Il existe une application x : [0, pi2 ] → R2
absolument continue, il existe une application p : [0, T ] → R2 absolument continue, il existe une
constante p0 ≤ 0 et il existe u = u(t) un controˆle optimal associe´ a` cette solution tels que :
x˙ =
∂H
∂p
et
p˙ = −∂H
∂x
(2.53)
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et tels que le principe du maximum soit ve´rifie´ :
max
|v|≤1
H(x(θ), p(θ), p0, v) = H(x(θ), p(θ), p0, u(θ)). (2.54)
Le couple (p, p0) est non trivial. De plus, x ve´rifie les conditions initiales et finales et p ve´rifie la
condition de transversalite´ :
p1
(π
2
)
= 0 (2.55)
car x(0) ∈ R × {0}. On a x¨1 + x1 = u et donc x1 est de classe C1,1. La fonction de commutation
pour ce proble`me est p2. Avant d’e´tudier les switchs, nous montrons que les trajectoires optimales
ne sont ni anormales, ni singulie`res.
Lemme 2.4. La constante p0 est non nulle.
2 Preuve. si p0 = 0, alors le syste`me dual ve´rifie´ par le couple (p1, p2) s’e´crit :{
p˙1 = p2
p˙2 = −p1
de sorte que l’on a p¨2 + p2 = 0 et donc, il existe deux constantes a et b telles que
p2(θ) = a cos(θ) + b sin(θ)
pour tout θ dans [0, pi2 ]. Mais
p1
(π
2
)
= 0 = a
et donc a = 0. Par le principe du maximum applique´ pour v = 0, on obtient pour tout θ ∈ [0, pi2 ] :
p1(θ)x2(θ)− p2(θ)x1(θ) ≤ p1(θ)x2(θ)− p2(θ)x1(θ) + p2(θ)u(θ).
D’ou` ∫ pi
2
0
p2u ≥ 0.
Or, comme x¨1 + x1 = u, on a∫ pi
2
0
p2u =
∫ pi
2
0
b sin(θ)(x¨1(θ) + x1(θ))dθ
et en inte´grant par partie et en utilisant les conditions initiales sur (x1, x2), on trouve :∫ pi
2
0
p2u = 0.
Nous en de´duisons que la fonction p2u est nulle presque partout. Donc p2 = 0 et p1 = 0 ce qui
contredit le fait que le couple (p, p0) est non trivial. Donc, la constante p0 est non nulle. 2
Donc, on peut supposer que p0 = −1 par normalisation. Ainsi le syste`me dual peut se re´e´crire :{
p˙1 = p2 + 2 cos(θ)x1
p˙2 = −p1 − cos(θ)x2.
(2.56)
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de sorte que les e´quations diffe´rentielles ve´rifie´es par (p1, p2) peuvent s’e´crire :{
p¨1 + p1 = cos(θ)x2 − 2 sin(θ)x1
p¨2 + p2 = sin(θ)x2 − cos(θ)x1 − cos(θ)u.
La fonction θ 7−→ p2(θ) est donc de classe C1,1 car le controˆle u(θ) est borne´. La fonction θ 7−→ p1(θ)
est de classe C2 car θ 7−→ cos(θ)x2(θ)− 2 sin(θ)x1(θ) est continue.
Lemme 2.5. Soit (x, p, u) une extre´male singulie`re solution du syste`me de Pontryagin. Alors, la
trajectoire n’est pas minimisante.
2 Preuve. Les trajectoires singulie`res du syste`me pour lesquelles il n’y a aucune contrainte sur
le controˆle sont donne´es par p2 = 0. On en de´duit par ce qui pre´ce`de
sin(θ)x2 − cos(θ)x1 − cos(θ)u = 0.
La fonction d’e´tat x1 ve´rifie donc l’e´quation diffe´rentielle sur [0,
pi
2 ] :
cos(θ)x¨1 − sin(θ)x˙1 + 2 cos(θ)x1 = 0.
Une solution e´vidente de cette e´quation est x1 = sin(θ). L’autre solution de cette e´quation s’e´crit
sous la forme :
y0(θ) = sin(θ)
∫ θ
θ0
ds
cos(s) sin(s)2
.
ou` 0 < θ0 <
pi
2 pour que la primitive de s 7−→ 1cos(s) sin(s)2 soit bien de´finie sur ]0, pi2 [. La solution
ge´ne´rale de l’e´quation diffe´rentielle s’e´crit donc :
x1(θ) = α sin(θ) + βy0(θ), θ ∈ [0, π
2
].
Par les conditions initiales, on doit avoir x˙1(0) = 0. Cette dernie`re condition va imposer que les
deux coefficients α et β sont nuls. En effet, la de´rive´e de x1 s’e´crit :
x˙1(θ) = α cos(θ) + β cos(θ)
∫ θ
θ0
ds
cos(s) sin(s)2
+ β
1
sin(θ) cos(θ)
.
Donc, x1 a une limite finie en 0 a` condition que β = 0 et donc x˙1(0) = α = 0. Le controˆle optimal
associe´ a` cette solution est donc nul car u = x1+ x¨1. Cette trajectoire singulie`re repre´sente le disque
qui n’est pas une trajectoire minimisante mais maximisante pour la fonctionelle J . 2
Notons que le Hamiltonien du syste`me n’est pas conserve´ le long des trajectoires extre´males du
syste`me (fonctionnelle non autonome). Le long des trajectoires extre´males, on obtient :
dH
dθ
(x(θ), p(θ), p0, u(θ)) =
(
x21(θ)−
1
2
x22(θ)
)
sin(θ).
Par (2.54), les trajectoires extre´males et minimisantes que nous recherchons sont donc ”bang-bang”.
Le controˆle optimal associe´ a` ces trajectoires satisfait :{
u = +1 ⇐⇒ p2 > 0
u = −1 ⇐⇒ p2 < 0
(2.57)
ce qui de´finit des ”switching point” τj dans [0,
pi
2 ] ou` le controˆle optimal u saute de −1 a` +1 et tels
qu’entre deux switching point conse´cutifs, le signe de p2 est fixe.
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Lemme 2.6. Le nombre de “switching point” d’une solution optimale est fini dans tout intervalle
de la forme [0, pi2 − ε] avec 0 < ε < pi2 .
2 Preuve. Supposons qu’il y ait un nombre infini de switching point dans l’intervalle [0, pi2 − ε].
Quitte a` extraire une sous suite, nous les notons (θn)n≥0 et on peut supposer que θn converge vers
θ˜ ∈ [0, pi2 − ε]. Par l’e´quation diffe´rentielle ve´rifie´e par p2 (le second membre e´tant dans L2([0, pi2 ])),
la fonction p2 est de classe C
1 sur [0, pi2 ]. Ainsi par continuite´, on a p2(θ˜) = 0. Par ailleurs le taux
d’accroissement
p2(θn)− p2(θ˜)
θn − θ˜
= 0
est constant e´gal a` ze´ro et converge vers p′2(θ˜). Ainsi on a e´galement p2(θ˜) = 0.
La fonction p2 ve´rifie :
p¨2 + p2 = sin(θ)x2 − cos(θ)x1 − cos(θ)sign(p2). (2.58)
On a :
x2(θ) sin(θ)− x1(θ) cos(θ) =
∫ θ
0
u(t) sin(t)dt
et donc :
p¨2 + p2 =
∫ θ
0
sign(p2(t)) sin(t)dt− cos(θ)sign(p2)
que l’on multiplie par p˙2 dans le but d’obtenir une inte´grale premie`re :∫ θ
0
(1
2
d
dθ
p˙22 +
1
2
d
dθ
p22
)
dθ =
∫ θ
0
p˙2(t)
∫ t
0
sign(p2(s)) sin(s)dsdt−
∫ θ
0
cos(t)
d
dt
|p2(t)|dt.
Les deux termes pre´ce´dent s’inte`grent par parties :∫ θ
0
cos(t)
d
dt
|p2(t)| = cos(θ)|p2(θ)| − |p2(0)|+
∫ θ
0
sin(t)|p2(t)|dt
et ∫ θ
0
p˙2(t)
∫ t
0
sign(p2(s)) sin(s)dsdt = p2(θ)
∫ θ
0
sign(p2(s)) sin(s)ds−∫ θ
0
p2(t)sign(p2(t)) sin(t)dt.
Ainsi il existe une constante C ∈ R telle que :
1
2
p˙22 +
1
2
p22 + cos(θ)|p2(θ)| − p2(θ)
∫ θ
0
sign(p2(s)) sin(s)ds+ 2
∫ θ
0
|p2(t)| sin(t)dt = C. (2.59)
Par suite on a pour tout n :
1
2
p˙2(θn)
2 + 2
∫ θn
0
|p2(t)| sin(t)dt = C
et pour θ = θ˜ on obtient :
2
∫ θ˜
0
|p2(t)| sin(t)dt = C.
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Donc on a :
1
2
p˙2(θn)
2 = 2
∫ pi
2
θn
|p2(t)| sin(t)dt
et a` la limite :
1
2
p˙2(θ˜)
2 = 2
∫ pi
2
θ˜
|p2(t)| sin(t)dt > 0
Or on a p˙2(θ˜) = 0, ce qui est absurde. D’ou` le re´sultat. 2
Il reste a` montrer que θ˜ = pi2 est impossible. Soit on effectue une de´monstration similaire a` la
pre´ce´dente, soit on arrive a` de´montrer que l’e´cart entre deux switchs conse´cutifs est minore´ par une
constante strictement positive (inde´pendante du switch). Ou bien on de´montre qu’une trajectoire
qui a un nombre infini de switchs ne peut eˆtre optimale. Ce point a e´te´ laisse´ de coˆte´ pour le moment.
Dans la suite, nous supposons qu’il y a un nombre fini de switch dans l’intervalle [0, pi2 ]. On exprime
l’annulation de la fonction de commutation en chaque switch afin de trouver un syste`me ve´rifie´ par
ces points. On suppose donc qu’il y a un nombre fini de switching point dans l’intervalle [0, pi2 ] et
on les note (τj)1≤j≤r :
0 = τ0 < τ1 < · · · < τj < τj+1 < · · · < τr < τr+1 = π
2
.
On note u = ε la valeur du controˆle dans le premier intervalle ]0, τ1[ de sorte que dans chaque
intervalle ]τj , τj+1[,
u = uj = ε(−1)j (2.60)
pour 0 ≤ j ≤ r.
The´ore`me 2.9. Soit (x, p) une solution de (2.48) et (2.56) associe´ au controˆle optimal donne´ par
(2.60). Alors, les fonctions x1 et p2 sont donne´es par :{
x1(θ) = uj +A0 cos(θ) +B0 sin(θ) + 2ε
∑
1≤k≤j(−1)k−1 cos(θ − τk)
p2(θ) = −uj cos(θ) +
(
µ0 + 2
∑
1≤k≤j(−1)k−1τk
)
sin(θ)− ujθ sin(θ)−Aj .
(2.61)
ou` µ0 ∈ R.
2 Preuve. Nous calculons d’abord la variable d’e´tat (x1, x2).
Expression de (x1, x2) en fonction des switchs (τj).
Posons :
x1(θ) = uj +Aj cos(θ) +Bj sin(θ), θ ∈ [τj , τj+1]
On a A0 = −ε et B0 = 0 par les conditions initiales et en utilisant le fait que la fonction x1 est de
classe C1 sur [0, pi2 ], on a en chaque point (τj)0≤j≤r−1 :{
Aj+1 = Aj + 2uj cos(τj+1)
Bj+1 = Bj + 2uj sin(τj+1)
d’ou` pour 1 ≤ j ≤ r {
Aj = A0 + 2
∑
1≤k≤j uk−1 cos(τk)
Bj = B0 + 2
∑
1≤k≤j uk−1 sin(τk)
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et finalement on obtient :{
x1(θ) = ε(−1)j +A0 cos(θ) +B0 sin(θ) + 2ε
∑
1≤k≤j(−1)k−1 cos(θ − τk)
x2(θ) = −A0 sin(θ) +B0 cos(θ) + 2ε
∑
1≤k≤j(−1)k−1 sin(θ − τk)
(2.62)
et la condition x2(
pi
2 ) = 0 fournit la relation suivante entre les switching point :
2
∑
1≤k≤r
(−1)k+1 cos(τk) = 1. (2.63)
Calcul de la variable duale p2.
Dans l’intervalle [τj , τj+1], on a :
x2(θ) sin(θ)− x1(θ) cos(θ) = −Aj − uj cos(θ)
et donc p2 est solution de l’e´quation diffe´rentielle :
p¨2 + p2 = −Aj − 2uj cos(θ).
On cherche donc dans [τj , τj+1], 0 ≤ j ≤ r la fonction p2 sous la forme :
p2(θ) = λj cos(θ) + µj sin(θ)−Aj − ujθ sin(θ), θ ∈ [τj , τj+1]
Les coefficients (λ0, µ0) dans l’intervalle [0, τ1] sont a` priori inconnus.
La fonction p2 est de classe C
1 sur l’intervalle [0, pi2 ]. Pour calculer les coefficients λj et µj , nous
exprimons donc p2(τ
−
j ) = p2(τ
+
j ) et p˙2(τ
−
j ) = p˙2(τ
+
j ). On trouve :{
λj+1 = λj + 2uj
µj+1 = µj − 2ujτj+1
et donc pour 1 ≤ j ≤ r : {
λj = λ0 + ε(1− (−1)j)
µj = µ0 + 2ε
∑
1≤k≤j−1(−1)k−1τk.
Ceci donne pour 1 ≤ j ≤ r, θ ∈ [τj , τj+1] :
p2(θ) =
(
λ0 + ε(1− (−1)j)
)
cos(θ) +
(
µ0 + 2ε
∑
1≤k≤j
(−1)k−1τk
)
sin(θ)− ε(−1)jθ sin(θ)−Aj .
Calcul de la variable duale p1.
En utilisant p1 = −p˙2 − cos(θ)x2 on trouve :
p1(θ) = (λ0 + ε(1− (−1)j)) sin(θ)−
(
µ0 + 2ε
∑
1≤k≤j
(−1)k−1τk
)
cos(θ) + ε(−1)j sin(θ)
+ε(−1)jθ cos(θ)− ε cos(θ) sin(θ)− 2ε cos(θ)
∑
1≤k≤j
(−1)k−1 sin(θ − τk)
En utilisant la condition de transversalite´ p1(
pi
2 ) = 0 ⇐⇒ p˙2(pi2 ) = 0 on de´duit que λ0 = −ε et
finalement λj = −uj pour 1 ≤ j ≤ r. La fonction de commutation devient :
p2(θ) = −uj cos(θ) +
(
µ0 + 2
∑
1≤k≤j
(−1)k−1τk
)
sin(θ)− ε(−1)jθ sin(θ)−Aj . (2.64)
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2
Nous exprimons maintenant l’annulation de la fonction de commutation aux points (τj)1≤j≤r.
La fonction de commutation ve´rifie p2(τj) = 0 pour 1 ≤ j ≤ r par de´finition des switching point.
Donc en posant α = µ0ε , on obtient pour 1 ≤ j ≤ r :
(−1)j+1 cos(τj) +
(
α+ 2
∑
1≤k≤j
(−1)k−1τk + (−1)jτj
)
sin(τj)− 2
∑
1≤k≤j
(−1)k cos(τk) = 1. (2.65)
Corollaire 2.1. Pour j = 1, 2, 3, le syste`me p2(τ1) = 0, p2(τ2) = 0, p2(τ3) = 0 s’e´crit :
− cos(τ1) + (α− τ1) sin(τ1) + 1 = 0
cos(τ2) + (α− 2τ1 + τ2) sin(τ2)− 2 cos(τ1) + 1 = 0
− cos(τ3) + (α− 2τ1 + 2τ2 − τ3) sin(τ3) + 2 cos(τ2)− 2 cos(τ1) + 1 = 0.
(2.66)
2 Preuve. Le syste`me (2.66) s’obtient par (2.65) en faisant j = 1, 2, 3. 2
La premie`re e´quation de (2.66) donne :
tan(
τ1
2
) = τ1 − α.
Il y a r + 1 inconnues : les r switching point, et le re´el α = µ0ε . Il y a r + 1 e´quations donne´es par
(2.65) pour 1 ≤ j ≤ r et par (2.63).
Nous trouvons par (2.66) les relations suivantes sur les switchs :
(τ2 − τ1) sin(τ1) sin(τ2) = sin(2τ1) + sin(τ2)− sin(τ1)− sin(τ1 + τ2)
et
(τ3 − τ2) sin(τ2) sin(τ3) = − sin(τ2 + τ3) + sin(τ3 + τ1) + sin(τ3 − τ1)− sin(τ3) + sin(2τ2)
+ sin(τ2)− sin(τ1 + τ2)− sin(τ2 − τ1).
Remarque 2.3. Si r = 1, il n’y a qu’un seul switch et par (2.63) on trouve cos(τ1) =
1
2 , i.e.
τ1 =
pi
3 . Si on ne peut montrer qu’il y a un seul switch, il faut de´montrer qu’une solution du syte`me
(2.66) satisfait τ3 − τ2 = τ2 − τ1 pour montrer l’e´galite´ des cre´neaux.
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Chapitre 3
Minimisation de l’aire des rotors
Abstract. Curves that can be rotated freely in a n-gon (that is a regular polygon with n sides)
so that they always remain in contact with all sides of the n-gon are called rotors. We prove using
optimal control theory that in the class of the rotors, the one that has minimal area consists of a
finite intersection of arcs of circle. The radii of these arcs are exactly the distances of the diagonals
of the n-gon from the parallel sides. We derive from the Pontryagin principle necessary conditions
satisfied by a minimizer.
3.1 Introduction
In this paper we investigate properties of convex curves that can be freely rotated inside a
regular polygon Pn with n sides, n ≥ 3 while remaining in contact with every side of Pn. Such
convex curves are called rotors. When n = 4, a convex curve that can be freely rotated in a square
of side α is called a curve of constant width α or an orbiform. When n = 3 a convex curve that
can freely rotate inside an equilateral triangle is called a ∆-curve. There are infinitely many such
curves besides the circle.
Orbiforms have been studied a lot since the nineteen century and after, particulary by Reuleaux
whose name is now attached to those orbiforms you get by intersecting a finite number of disks of
equal radii α. The Reuleaux triangle is the most famous of these orbiforms : it consists of the inter-
section of three circles of radius 1 and whose centers are on the vertices of an equilateral triangle of
side 1. The orbiforms have many interesting properties and applications in mechanics (see [7], [9],
[56]) and they have been studied a lot in the nineteen century by W. Blaschke (see [6]), Meissner
(see [40],[41], [42], [43]) and by Lebesgue. For example, Reuleaux triangles are used in boring square
holes by their property of rotation inside of a square. They were also used in some rotary engines
in certain cars (for instance Mazda) which Wankel conceived in the 1960’s. In the Wankel engine,
the housing is oval and surrounds a Reuleaux triangle which turns and moves within the housing
for the cycles. In mechanics, Reuleaux triangles are used to convert rotation into a linear motion.
An interesting question is the problem of determining the convex body that has the maxi-
mal or minimal area in the class of rotors. It is easy to show that the ball has always maximal
area in the class of rotors. This is a consequence of the isoperimetric inequality as all rotors have
the same perimeter (Barbier’s theorem). The question of finding a rotor of least area is much more
difficult. First, we need to make a requirement to state correctly the problem since one can remove
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the interior of a body to decrease its area. From now on, we will deal with convex bodies. In this
situation, the problem of minimizing the area is well posed. This question has been solved geome-
trically for n = 4 (that is in the case of orbiforms) by Blaschke using the mixed-volume (see [6])
and Lebesgue. They show that the Reuleaux triangle has the least area in the class of the constant
width bodies of R2. Fujiwara has given the first analytic proof of this result (see [16]). More recently
Harrell gave a modern proof using minimization under constraints (see [26]).
Properties of ∆-curves have been also studied a lot. One can have an overview of the geo-
metrical properties of these curves in [9] or in [56]. Fujiwara gave an analytic proof in [16] that
among all ∆-curve inscribed in an equilateral triangle of side 1, the one that has the least area is
the ∆-biangle or lens. It consists of two circular arcs of radius
√
3
2 and of length
pi
3 . This result was
established by Blaschke in a geometrical treatment and also by Weissbach (see [52]).
Whereas the case n = 3 and n = 4 have received a lot of attention, the question of finding
the rotor of least area for n ≥ 5 seems to be much more complicated. Standard geometrical proofs
cannot be applied in this case. Fujiwara pointed out the difficulties of the problem of finding the
rotor that has the least area (see [18]). In [22] and [23], Goldberg constructs a family of ”tram-
mel” rotors in a regular polygon, Oln±1n that have 2(ln± 1) symmetries, and his conjecture for the
minimizer is a rotor with n − 1 lobes called On−1n . This rotor consists of a finite intersection of
arcs of circles of different radii ri. An analytic description of these regular rotors is given in [15]
by Focke. In 1975, Klo¨tzler studied the minimization problem using a different approach that uses
optimal control theory and the Pontryagin Principle (see [32], [2], [3]) and he showed partially that
a minimizer consists of the intersection of circle of radii ri. His idea consists in reformulating the
initial minimization problem into an optimal control problem by choosing the radius of curvature
for the control. Unfortunately, he seems to prove that the regular rotors Oln±1n are local minimizers
of the area in the class Rln±1n of the rotors having the same number of switches and the same radii
of curvature. In this way, he uses convex perturbation of a regular rotor. This result contradicts the
result of Firey (see [13]) in the case n = 4 where the author shows that regular Reuleaux polygons
maximize the area in the class of Reuleaux polygons with the same number of sides. Moreover,
performing a convex perturbation of a regular rotor Oln±1n increases the area by the concavity of
the functional (Brunn-Minkowski’s theorem).
In this paper, I use the same parametrization of rotors than the one used by Klo¨tzler (see [32])
to formulate the problem into an optimal control problem. However, the analysis of the control
problem is completely different. We show at last the following Theorem which is the aim of the
article :
Theorem 3.1. Among all rotors in a n-gon (n ≥ 3), a rotor of least area consists of a finite
intersection of circle of radius ri. The ri are precisely equal to the distances of the diagonals of the
n-gon from the parallel sides.
We will give a detailed proof of this result that uses the Pontryagin Maximum Principle. And
we derive necessary conditions satisfied by a minimizer given by the Pontryagin principle. In sec-
tion 2, we recall basic properties of rotors (like Barbier’s theorem, construction of rotors,...) and
we will explain how we parameterize any rotor (see theorem 3.2). In section 3, we reformulate the
minimization problem as an optimal control problem and we prove Theorem 3.1.
The idea of the proof is the following. Minimizing the area among rotors is equivalent to mi-
nimize the square root of the area. The Brunn-Minkowski theorem says that in dimension n, the
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volume to the power 1/n is a concave function with respect to the Minkowski sum of convex bo-
dies. Hence the problem consists in minimizing the square root of the area under additional convex
constraints. Hence a minimizer should saturate these constraints. In other words, a minimizer will
consist of an intersection of arcs of circle with precise radii. This result will come from the Pon-
tryagin Principle : we will show that extremal trajectories of the problem that minimize the area
are ”bang-bang”.
3.2 Construction of a rotor
3.2.1 Support function of a convex body
A body in RN , N ≥ 2 is a compact connected subset. Let K be a convex body. The support
function of K is the map hK : SN−1 → R defined by
hK(ν) := max
x∈K
x · ν.
A convex body is uniquely determined by its support function (see [7] p.29 or [30]). If K is convex
of non empty interior and if the origin is inside of K, the support function hK(ν) can be interpreted
as the distance of the origin to the support hyperplane of K which normal vector is ν (see figure
4.1). Recall that for a convex body, a hyperplane H is a hyperplane of support for K if there exists
x ∈ K ∩H such that K is included in one of the half-spaces limited by H. The support function
is non negative if and only if the origin is put inside K. Moreover, the regularity of the support
function is contained in the next proposition (see [7] p.28 or [47])
Proposition 3.1. Let K be a convex body of RN and p its support function. Then p is of class C1
if and only if K is strictly convex.
In the following of the paper, we study convex bodies of R2 such as rotors and we will see that
their support function is of class C1,1 (see theorem 3.4).
In dimension 2, the support function of a convex body K will be noted pK(θ) := hK(e
iθ), θ ∈ R
or p(θ) to shorten. The function pK is 2π-periodic. If K is a convex body, we denote by ∂K its
boundary, which is the envelope of all support lines of equations
O x
y
K
Fig. 3.1 – The support function of a convex body K is the distance between the tangent to K and
the origin.
X cos(θ) + Y sin(θ) = p(θ). (3.1)
More precisely, we show the following proposition
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Proposition 3.2. Let K be a strictly convex body and p be its support function. We assume that
the boundary of K is lipschitz. Then, it can be described by the equations :{
x(θ) = p(θ) cos(θ)− p′(θ) sin(θ)
y(θ) = p(θ) sin(θ) + p′(θ) cos(θ).
(3.2)
2 Proof. Let uθ be the vector of coordinates (cos(θ), sin(θ)). The support function p(θ) is defined
by :
p(θ) = max
x∈K
x · uθ
and p is of class C1 by the strict convexity. As K is compact, the maximum is obtained by a point
of coordinates (x(θ), y(θ)) and we have :
x(θ) cos(θ) + y(θ) sin(θ) = p(θ).
As the boundary of K is Lipschitz, the functions (x, y) are differentiable almost everywhere (Ra-
demacher’s Theorem). We can expand the last formula :(
x(θ) + x′(θ)dθ
)(
cos(θ)− sin(θ)dθ
)
+
(
y(θ) + y′(θ)dθ
)(
sin(θ) + cos(θ)dθ
)
= p(θ) + p′(θ)dθ.
As the normal vector to the support line given by (3.1) is (cos(θ), sin(θ)), we have :(
x′(θ), y′(θ)
) · ~uθ = 0.
Hence, the vector (x(θ), y(θ)) satisfies the equation :
−x(θ) sin(θ) + y(θ) cos(θ) = p′(θ).
Thus, we get (3.2) 2
The formula (3.2) can be written by : z(θ) = x(θ) + iy(θ) = (p(θ) + ip′(θ))eiθ. From now on,
we assume that the support function of the convex bodies that we consider is of class C1,1 (see
theorem 3.4). We will see that rotors satisfy this assumption.
Proposition 3.3. Let K be a convex body and p be its support function. We assume that p is of
class C1,1. Then, the radius of curvature f of the boundary ∂K exists almost everywhere and we
have :
f(θ) = p(θ) + p′′(θ) ≥ 0. (3.3)
2 Proof. As p is of class C1,1, the functions (x(θ), y(θ)) are differentiable almost everywhere
and by standard formulas, the radius of curvature f of ∂K is given by f = p+ p′′. As the body K
is convex, f must be non negative and consequently f = p+ p′′ ≥ 0. 2
If K is a convex body of support function p and if p is of class C1,1, the tangent vector to ∂K is
given by
z′(θ) = i(p(θ) + p′′(θ))eiθ.
When p+ p′′ = 0 on a set A of measure positive, then we have z′ = 0. Geometrically speaking, this
means that the boundary ∂K has a corner : for θ ∈ A, the point z(θ) is stationary.
For a given function f ∈ L∞(R,R) and 2π-periodic, we note :
c1(f) =
1
2π
∫ 2pi
0
f(θ)eiθdθ
the first Fourier coefficient of f .
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Proposition 3.4. Let f ∈ L∞(R,R) be a 2π-periodic function. Then, any function p that satisfies
f = p+ p′′ is of class C1,1 and p is 2π-periodic if and only if c1(f) = 0.
2 Proof. Let f ∈ L∞(R,R) be a 2π-periodic function. A function p satisfies f = p + p′′ if and
only if there exists (a, b) ∈ R2 such that :
p(θ) =
∫ θ
0
f(t) sin(θ − t)dt+ a cos(θ) + b sin(θ). (3.4)
By (3.4), any function p that satisfies f = p + p′′ is of class C1,1. A function p given by (3.4) is
2π-periodic if and only if
p(0) = p(2π), p′(0) = p′(2π).
But we have : ∫ 2pi
0
(p(θ) + p′′(θ))eiθdθ = p′(2π)− p′(0)− i(p(2π)− p(0)).
Hence, p is 2π-periodic if and only if c1(f) = 0. 2
If we deal with f instead of p, we get an additional condition c1(f) = 0 which says that the
boundary ∂K given by equation (3.2) is closed. The next proposition is a consequence of the two
previous propositions.
Proposition 3.5. Let K be a strictly convex body of R2 and let p be its support function. If p is of
class C1,1, then p+ p′′ ≥ 0. Conversely, let f ∈ L∞(R,R) be a 2π-periodic function such that f ≥ 0
and c1(f) = 0. If p is a function satisfying f = p+ p
′′, then p is 2π-periodic of class C1,1 and p is
the support function of a strictly convex body.
Let K be a strictly convex body. We denote by p its support function and by f the radius of
curvature of its boundary and by A(p) its area. By Stoke’s formula, we have :
A(p) = 1
2
∫
∂K
(xdy − ydx).
And using (3.2) we get
A(p) = 1
2
∫ 2pi
0
(p2(θ)− p′2(θ))dθ. (3.5)
If p is of class C1,1, recall that by a theorem of Rademacher, p′′ exists a.e. and p′′ ∈ L∞. The area
becomes by integrating by parts :
A(p) = 1
2
∫ 2pi
0
p(θ)(p(θ) + p′′(θ))dθ =
1
2
∫ 2pi
0
p(θ)f(θ)dθ. (3.6)
where f = p+ p′′. This can be written equivalently :
A(f) = 1
2
∫ 2pi
0
∫ θ
0
f(θ)f(t) sin(θ − t)dtdθ.
The previous expression of the area depends only of the radius of curvature of the boundary. If p
is only of class C1, p+ p′′ is a positive Radon measure, and (3.6) can be interpreted as the product
of a positive Radon measure and a continuous function.
We formulate now the invariance of the area A(p) with respect to a translation of the convex
body K.
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Proposition 3.6. Let u = (a, b) ∈ R2 and K be a strictly convex body of R2 and p its support
function. We assume that p is of class C1,1. Let us denote by K˜ the translated of K by the translation
of vector u and p˜ its support function. We have :
p˜(θ) = p(θ) + a cos(θ) + b sin(θ), ∀θ ∈ R
and
A(p˜) = A(p).
2 Proof. The first point comes from the parametrization of the boundary of K given by (3.2).
We can check that A(p) = A(p˜). Indeed, one has f = p+ p′′ = p˜+ p˜′′ and
A(p˜) = 1
2
∫ 2pi
0
p˜(θ)f˜(θ)dθ =
1
2
∫ 2pi
0
(p(θ) + a cos(θ) + b sin(θ)) f(θ)dθ = A(p)
as c1(f) = 0. 2
3.2.2 Construction theorem
In this section, we recall classical definitions and properties about rotors. Let K be a convex
domain and P be a convex polygon. P will be called a tangential polygon of K and K an
osculating domain in P , if K ⊂ P and every side of P has a non empty intersection with K (see
[24]). We say that a polygon P is equiangular if all its interior angles at the vertices are equal.
We say that a convex polygon P is a n-gon if it is a regular polygon with n sides.
Definition 3.1. A convex domain K will be called a rotor in a polygon Q if for every rotation ρ,
there exists a translation vector pρ such that ρK + pρ is an osculating domain in K.
In the rest of the paper, we assume that Q is a regular polygon with n ≥ 3 sides, that is we
consider rotor inside a regular polygon. Hence, K is a rotor in a regular n-gon Q exactly if all
tangential equiangular n-gons are regular and have equal perimeters. A rotor of a n-gon Pn has the
property to rotate inside Pn while remaining in contact with all sides of Pn. A rotor is a strictly
convex domain, as for constant width sets. Consequently the support function of a rotor is of class
C1. We assume that its support function is of class C1,1 so that its radius of curvature is in L∞(S1)
(see theorem 3.4).
Let r be the radius of the inscribed circle of the n-gon Pn and δ =
2pi
n . The next characteriza-
tion of a rotor is well-known (see [9], [15], [32]). We recall briefly the mechanical origin of (3.7).
Theorem 3.2. Let K be a strictly convex body of non empty interior and p be its support function.
Then, K is a rotor if and only if its support function p is of class C1,1, 2π-periodic, and satisfies
(3.3) and
p(θ)− 2 cos (δ) p(θ + δ) + p(θ + 2δ) = 4r sin2
(
δ
2
)
, ∀θ ∈ [0, 2π]. (3.7)
Before doing the proof of the theorem we set some notations :
Sn(p) := p(θ)− 2 cos(δ)p(θ + δ) + p(θ + 2δ), Cn = 4r sin2
(
δ
2
)
.
2 Proof. If K is a rotor, its support function p is of class C1,1 and 2π-periodic. By the convexity of
K, we must have p+ p′′ ≥ 0. We will refer to chapter 8 of [56] for the following geometric property.
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By definition of a rotor, the tangents to ∂K at each contact point are the sides of the n-gon. Hence
the perpendiculars to these paths at their contact points meet in a point which is the instantaneous
center of rotation of the body. The equation of three consecutive sides of the n-gon is given by
x cos(θ + kδ) + y sin(θ + kδ) = p(θ + kδ), k = 0, 1, 2.
Expressing that the three perpendiculars to these lines at the points
(
x(θ+kδ), y(θ+kδ)
)
, k = 0, 1, 2
are convergent, we get the relation Sn(p) = Cn.
Conversely, let us assume that the conditions (3.3) and (3.7) are satisfied. K is convex by (3.3).
Let us consider now for k = 0, ..., n− 1 two support lines of K of equation
x cos(θ + kδ) + y sin(θ + kδ) = p(θ + kδ)
and
x cos(θ + (k + 1)δ) + y sin(θ + (k + 1)δ) = p(θ + (k + 1)δ).
Using Sn(p) = Cn, the two preceding lines make an angle of measure δ. As this true for every
k = 0, ..., n− 1 and for all θ ∈ R, K is a rotor of Pn. 2
An example of a function p satisfying (3.7) is given by :
p(θ) = 1 +
1
1− (ln− 1)2 cos((ln− 1)θ) (3.8)
where l ∈ N∗ (see figure 3.2). A simple computation shows that we have Sn(p) = Cn with r = 1.
Moreover, we have easily p + p′′ = 1 + cos((ln − 1)θ) ≥ 0. Hence, p is the support function of a
rotor K in a n-gon. The boundary of K is of class C∞ because p is of class C∞.
Fig. 3.2 – Example of rotors whose support function is given by (3.8) for n = 3, l = 2 and n = 5,
l = 1, 2.
In the following we denote by E the set of the functions p ∈ C1,1(R) that are 2π-periodic and
that satisfy (3.3) and (3.7).
Definition 3.2. The width of a convex curve in a given direction is the distance between a pair
of supporting lines of the curve perpendicular to this direction. If the width is constant in every
direction, the curve is a curve of constant width.
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Equivalently, a constant width body has the property to rotate inside a square while remaining
tangent to the four sides of the square. The relation (3.7) can be simplified in the case n = 4, which
corresponds to the constant width bodies. The support function of K satisfies in this case :
p(θ) + p(θ + π) = 2r
which is exactly saying that any pair of parallel support lines to K are separated by the distance 2r.
We recall Barbier’s theorem which is a simple consequence of (3.7).
Theorem 3.3. Let R be a rotor in Pn. Then the perimeter of R is 2πr, the perimeter of the
inscribed circle in Pn.
2 Proof. Let R be a rotor and p be its support function. The perimeter L of R is given by the
integral of the radius of curvature :
L =
∫ 2pi
0
(p(θ) + p′′(θ))dθ
which is well defined as p is of class C1,1. By the periodicity of p′, we get
L =
∫ 2pi
0
p(θ)dθ.
Now, integrating (3.7) on the interval [0, 2π] and using the 2π-periodicity of p, we get :
L(2− 2 cos(δ)) = 4r sin2
(
δ
2
)
2π.
Thus, we get L = 2πr. 2
Proposition 3.7. Among all rotors of a regular polygon Pn, the one of maximal area is the disc
of radius r.
2 Proof. By the isoperimetric inequality, the body of maximal area among all closed curves of
the plane having the same perimeter is the ball, and the ball is a constant width body. 2
3.2.3 Formulation of the constraints on [0, 2δ]
In this section, we derive consequences of (3.7) which will be useful to state correctly an optimal
control problem. Let us define the reals sk and tk for k = 0, ..., n− 1 by :
sk =
sin(kδ)
sin(δ)
, tk = 2
sin(kδ2 ) sin(
(k−1)δ
2 )
cos( δ2)
r.
Lemma 3.1. Let p be a map in C1,1(S1) satisfying (3.7). Then we have for all θ ∈ [0, 2π]
σn :=
∑
0≤k≤n−1
p(θ + kδ) = nr (3.9)
and for 0 ≤ k ≤ n− 1 we have :
p(θ + kδ) = skp(θ + δ)− sk−1p(θ) + tk. (3.10)
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2 Proof. We write (3.7) at the points θ, ..., θ+(n−1)δ and we add these n equalities. Simplifying
by Cn = 2r(1− cos(δ)), we get (3.9). Let us set the value of θ, if we note uk = p(θ + kδ), we have
using (3.7)
uk − 2 cos(δ)uk+1 + uk+2 = 4r sin2
(
δ
2
)
(3.11)
We solve this linear recurrent sequence :
uk = aω
k + aωk + r
where ω = e
2ipi
n with initial value u0 = p(θ) and u1 = p(θ + δ). This gives (3.10). 2
Let K be a rotor of Pn of radius of curvature f . Then f is positive and satisfies (3.9). Conse-
quently, the radius of curvature of a rotor is bounded by nr.
Proposition 3.8. If n is even, a rotor K in a n-gone is a constant width body.
2 Proof. Let K be a rotor and p be its support function which satisfies (3.7). We assume that
n = 2m, m ∈ N∗. Using (3.10) with k = m, we get sm = 0, sm−1 = 1 and tm = 2r. Consequently, p
satisfies
p(θ +mδ) = −p(θ) + 2r
which is exactly saying that K is of constant width as mδ = π. 2
Hence, the rotors in a n-gone having an even number of sides is a subclass of the constant width
bodies. We prove in the next theorem that the support function of a rotor is of class C1,1.
Theorem 3.4. Let p be the support function of a strictly convex body K and assume that p satisfies
(3.7). Then p is of class C1,1.
2 Proof. The proof of this theorem uses the previous lemma. As K is strictly convex, its support
function p is of class C1. First, we show that p satisfies the inequality :(
p′(θ′)− p′(θ)) sin(θ − θ′) ≤ (p(θ) + p(θ′)) (1− cos(θ − θ′)) , ∀(θ, θ′) ∈ [0, 2π]. (3.12)
By definition of the support function, we have for all (θ, θ′) ∈ [0, 2π] :
(x(θ′), y(θ′)) · (cos(θ), sin(θ)) ≤ p(θ).
Taking into account (3.2), we get :
p′(θ′) sin(θ − θ′) ≤ p(θ)− p(θ′) cos(θ′ − θ)
If we permute θ and θ′, we obtain :
p′(θ) sin(θ − θ′) ≤ p(θ′)− p(θ) cos(θ′ − θ).
Adding the two last inequalities yields (3.12). Now, we write (3.12) at the points θ+kδ and θ′+ 2kpin .
We get for all (θ, θ′) ∈ [0, 2π] :(
p′(θ′ + kδ)− p′(θ + kδ)) sin(θ − θ′) ≤ (p(θ + kδ) + p(θ′ + kδ)) (1− cos(θ − θ′)) .
The function p satisfies (3.7), thus by the previous lemma, we have :∑
1≤k≤n−1
p(θ + kδ) = nr − p(θ)
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and ∑
1≤k≤n−1
p′(θ + kδ) = −p′(θ).
Finally, we obtain :(−p′(θ′) + p′(θ)) sin(θ − θ′) ≤ (2nr − p(θ)− p(θ′))(1− cos(θ − θ′)).
If we combine this inequality with (3.12), we get
|(p′(θ′)− p′(θ)) sin(θ − θ′)| ≤ 2nr sin2
(
θ − θ′
2
)
.
Consequently, p′ satisfies the inequality
|p′(θ′)− p′(θ)| ≤ 2nr| tan(θ − θ
′
2
)|
for all (θ, θ′) ∈ [0, 2π] such that |θ − θ′| 6∈ {0, π, 2π}. To conclude, we distinguish two cases. First,
assume that |θ − θ′| ≤ pi2 . Then, by the previous inequality, we find :
|p′(θ′)− p′(θ)| ≤ 2nr |θ − θ
′|
2
√
2.
If |θ − θ′| ≥ pi2 , we have simply :
|p′(θ′)− p′(θ)| ≤ 2||p′||∞ 2
π
|θ − θ′|
as p is of class C1. This concludes the proof of the theorem. 2
Now we reformulate the constraint c1(f) = 0 on the interval [0, 2δ].
Lemma 3.2. Let f be a function satisfying (3.7). Then the condition c1(f) = 0 is equivalent to∫ δ
0
(
eiθf(θ + δ)− ei(θ+δ)f(θ))dθ = −4i sin2(δ
2
)
e
2ipi
n r. (3.13)
2 Proof. We have
c1(f) =
1
2π
n−1∑
k=0
∫ (k+1)δ
kδ
f(θ)eiθdθ
=
1
2π
n−1∑
k=0
∫ δ
0
f(θ + kδ)eiθdθeikδ
=
1
2π
n−1∑
k=0
∫ δ
0
(
skf(θ + δ)− sk−1f(θ) + tk
)
eiθdθeikδ
using (3.10) in the last equality. After some simplifications, we get (3.13). 2
We reformulate the area of a rotor also on the interval [0, 2δ]. Let r be the radius of the inscribed
circle to the n-gon. In the following, we note for all θ ∈ R :{
P (θ) = p(θ)− r
F (θ) = f(θ)− r. (3.14)
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Lemma 3.3. Let p be the support function of a rotor and f its radius of curvature. The area of a
rotor is given by :
A(p) = n
4 sin2( δ2)
A˜(f) + πr2
where
A˜(f) =
∫ δ
0
(
P (θ)F (θ) + P (θ + δ)F (θ + δ)− cos(δ)(F (θ)P (θ + δ) + F (θ + δ)P (θ)))dθ. (3.15)
2 Proof. We have
A(f) = 1
2
∫ 2pi
0
p(θ)f(θ)dθ =
1
2
∑
0≤k≤n−1
∫ (k+1)δ
kδ
p(θ)f(θ)dθ
=
1
2
∑
0≤k≤n−1
∫ δ
0
p(θ + kδ)f(θ + kδ)dθ.
Replacing p(θ + kδ) and f(θ + kδ) using (3.10), we get the result using the equalities :∑
0≤k≤n−1
s2k =
∑
0≤k≤n−1
s2k−1 =
2
2 sin(δ)2
and ∑
0≤k≤n−1
sktk = − n
4 cos( δ2)
2
,
∑
0≤k≤n−1
sksk−1 =
n cos(δ)
2 sin(δ)2
.
2
Note that in the special case of the sets of constant width (n = 4), one finds the usual functional
up to a constant as in [19] :
A˜(f) = −
∫ pi
0
p(θ)(1− f(θ))dθ. (3.16)
Lemma 3.4. Let f be a real function in L∞(S1) such that c1(f) = 0 and p be a function that
satisfies f = p+ p′′. Then, we have Sn(f) = Cn if and only if Sn(p) = Cn.
2 Proof. Let f be a function in L∞(S1) such that c1(f) = 0. The function f is in L2(S1) and
we can consider its Fourier expansion. The function p is of class C1,1 and its Fourier series can be
obtained by integrating the Fourier series of f . Consequently, we have :
f(θ) =
∑
k∈Z\{±1}
ck(f)e
ikθ
and
p(θ) =
∑
k∈Z\{±1}
ck(f)
1− k2 e
ikθ + c1(p)e
−iθ + c1(p)eiθ.
We have :
Sn(f)(θ) =
∑
k∈Z\{±1}
ck(f)
(
1− 2 cos(δ)eikδ + e2iδ)eikθ.
Let us consider ω = e
2ipi
n which satisfies
ω2 − 2 cos(δ)ω + 1 = 0. (3.17)
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and let us define the set J by :
J = (nZ + 1) ∪ (nZ− 1)\{±1}.
Let us assume now that Sn(f) = Cn. First we get c0(f) = r. If ck(f) 6= 0 for k ∈ Z\{±1}, we must
have :
ω2k − 2 cos(δ)ωk + 1 = 0
and consequently k ∈ J . Moreover, if k 6∈ J ,
ω2k − 2 cos(δ)ωk + 1 6= 0
and thus ck(f) = 0. Finally, f satisfies Sn(f) = Cn if and only if
f(θ) =
∑
n∈J
cn(f)e
inθ + r.
By the previous computation, if f satisfies Sn(f) = Cn, we must have
p(θ) =
∑
k∈J
ck(f)
1− k2 e
ikθ + c1(p)e
−iθ + c1(p)eiθ + r
and by its Fourier decomposition, p satisfies Sn(p) = Cn. Conversely, if p satisfies Sn(p) = Cn, we
obtain Sn(f) = Cn by derivation. 2
3.3 Optimality conditions for a minimizer
In the following, we write indifferently by A(p) or A(f) the area of a rotor (see proposition 3.6).
The problem of finding a rotor of minimal area is now equivalent to the optimization problem :
min
f∈E
A(f). (3.18)
Theorem 3.5. There exists a rotor of minimal area which is a minimizer for problem (3.18).
2 Proof. The existence follows easily from the compactness and the convexity of a minimizing
sequence. Indeed, let Ki be a sequence of rotor of support function pi such that A(pi) goes to
α := minf∈E A(f). Without loss of generality, we can assume that the collection of the Ki is
uniformly bounded, hence it contains a subsequence (still noted Ki) which converges to a nonempty
compact convex set K, for the Hausdorff distance (see [56]). Let us denote by p the support function
of K. The area is a continuous functional on the set of compact convex bodies (see [51]), thus we
have α = A(p) and K is a compact convex. For all i, we have pointwise Sn(pi) = Cn. The Hausdorff
measure between two convex sets A and B of support function pA and pB of R
2 is given by
δ(A,B) = sup
θ∈[0,2pi]
|pA(θ)− pB(θ)|
(see [7]). Hence, the support function p of K is the uniform limit of the sequence pi on the interval
[0, 2π]. Hence p satisfies also Sn(p) = Cn and K is a rotor. 2
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3.3.1 Simplification of the functional
Before going into details for solving the minimization problem, we diagonalize the functional
(3.15) (see [2] for the same parametrization). The following parametrization is useful to state
correctly an optimal control problem equivalent to (3.18).
We set
δ = δ, ω = eiδ, γ = cos(δ), σ = sin(δ), ω±
1
2 = e±
iδ
2 .
Recall that given a rotor K of support function p, the functions P and F are defined by (3.14)
and we have Sn(f) = Cn if and only if Sn(F ) = 0. We define now the functions Z ∈ L2(R,C) and
W ∈ C1(R,C) by : {
W (θ) = P (θ)− ωP (θ + δ)
Z(θ) = F (θ)− ωF (θ + δ) (3.19)
so that
W +W ′′ = Z. (3.20)
The functions W and Z can be interpreted as the complex support function and the complex
radius of curvature associated to a rotor. We denote by X1, X3, U , V the real and imaginary
parts of W and Z : {
W = X1 + iX3
Z = U + iV
so that we have 
X1(θ) = P (θ)− γP (θ + δ)
X3(θ) = σP (θ + δ)
U(θ) = F (θ)− γF (θ + δ)
V (θ) = σF (θ + δ).
(3.21)
We have equivalently 
P (θ) = X1(θ) +
γ
σX3(θ)
P (θ + δ) = 1σX3(θ)
F (θ) = U(θ) + γσV (θ)
F (θ + δ) = 1σV (θ + δ).
(3.22)
Proposition 3.9. The functions W and Z satisfy the relations :
W (θ + δ) = ωW (θ),∀θ ∈ R
W ′(θ + δ) = ωW ′(θ),∀θ ∈ R
Z(θ + δ) = ωZ(θ), a.e. θ ∈ R.
(3.23)
2 Proof. One has Sn(p) = Cn, consequently, Sn(P ) = 0, that is :
∀θ ∈ R, P (θ)− 2γP (θ + δ) + P (θ + 2δ) = 0. (3.24)
Eliminating P (θ + 2δ) in the equation above, we get
∀θ ∈ R, W (θ + δ) = P (θ + δ)− ω(2γP (θ + δ)− P (θ))
which gives W (θ + δ) = ωW (θ). The two other relations are consequences of the first one. 2
Let Pn be the regular polygon of center the origin and of vertices the points of coordinates
(r∗ωkeiα)0≤k≤n−1, where r∗ = 2r sin( δ2) and α = −pi2 − δ2 .
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Proposition 3.10. Let K be a rotor and p its support function and f = p + p′′ its radius of
curvature. We denote by Z its complex radius of curvature. Then, we have f ≥ 0 if and only if
Z(θ) ∈ Pn, for all θ ∈ [0, δ].
2 Proof. Let us consider the lines D′k of equation
uk(x, y) = sky − sk−1x+ tk = 0.
As K is a rotor, we have for θ ∈ [0, δ] and for 0 ≤ k ≤ n− 1 :
f(θ + kδ) = uk (f(θ), f(θ + δ)) .
Therefore we have :
f ≥ 0 ⇐⇒ uk(f(θ), f(θ + δ)) ≥ 0, k = 0, ..., n− 1
⇐⇒ sk
(
f(θ + δ)− r)− sk−1(f(θ)− r)+ tk + r(sk − sk−1) ≥ 0
⇐⇒ sin(kδ)F (θ + δ)− sin((k − 1)δ)F (θ) ≥ −σr
⇐⇒ ℑ( sin(kδ)Z(θ)− sin((k − 1)δ)Z(θ − δ)) ≥ −σ2r
⇐⇒ ℑ( sin(kδ)Z(θ)− sin((k − 1)δ)ωZ(θ)) ≥ −σ2r
⇐⇒ ℑ(ωk−1Z(θ)) ≥ −σr.
Let z = x + iy be a complex number and Dk be the line of equation ℑ(ωk−1z) = −σr and Hk
be the half plane defined for z ∈ C by ℑ(ωk−1z) ≥ −σr. We have easily z ∈ Dk+1 if and only
if ωz ∈ Dk. Thus, Dk+1 is the image of Dk by the rotation of center the origin and of angle −δ.
Hence, for θ ∈ [0, δ], Z(θ) satisfies ℑ(ωk−1Z(θ)) ≥ −σr, 0 ≤ k ≤ n− 1 if and only if Z(θ) belongs
to the intersection of the half spaces Hk. This intersection is non empty as 0 belongs to Hk for all
0 ≤ k ≤ n − 1 and is convex as all Hk are convex, hence it is a non empty convex polygon. Mo-
reover, we can check that its center is the origin, and that its vertices are the points of coordinates
−2ir sin( δ2)ei(k−
1
2
)δ, k = 0, ..., n− 1. 2
We define now the affine application L : R2 → R2 by
L(x, y) = (x− r − γ(y − r), σ(y − r)) .
Proposition 3.11. Let K be a rotor of support function p and f its radius of curvature. Then, f
is positive if and only if for all θ ∈ [0, δ], (f(θ), f(θ+ δ)) belongs to a convex polygon Gn symmetric
with respect to the first bisectrix.
2 Proof. From the previous proposition, we deduce that f ≥ 0 if and only if (f(θ), f(θ + δ)
belongs to L−1(Pn) for all θ ∈ [0, δ]. L−1(Pn) is consequently a non empty convex polygon Gn and
its sides are the image by L−1 of the sides of Pn. The vertices of Gn are consequently given by the
intersection of the lines L−1(Dk) and L−1(Dk+1) for 0 ≤ k ≤ n− 1 as we have L−1(Dk ∩Dk+1) =
L−1(Dk) ∩ L−1(Dk+1). This proves that Gn is the intersection of Dk and Dk+1, 0 ≤ k ≤ n − 1.
Now, let us prove that Pn is symmetric with respect to the first bisectrix. If (x, y) is in Gn, then
uk(x, y) ≥ 0, for 0 ≤ k ≤ n − 1. Hence, un−k+1 ≥ 0 for 0 ≤ k ≤ n − 1 (recall that sn+k = sk and
tn+k = tk). But, we have
un−k+1(x, y) = uk(y, x)
which proves that Gn is symmetric. 2
It is convenient to work with Pn because we will see in the next section that the optimal control
takes its values at the vertices of Pn (the extremal points of Pn).
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21,510,50
2
1,5
1
0,5
0
The polygon G7 is symmetric
with respect to the first
bisectrix.
0,4
10,50-0,5-1
0,8
0
-0,4
-0,8
The polygon P7 of
coordinates (−iωj− 12 )0≤j≤6
with 2r sin( δ2) = 1.
Fig. 3.3 – The control (U, V ) takes its values within the polygon P7 after the transformation.
Proposition 3.12. Let f denotes the radius of curvature of a rotor K. Then, the area of K is
given by :
A(f) = πr2 + n
4σ2
∫ δ
0
UX1 + V X3 = πr
2 +
n
4σ2
∫ δ
0
ℜ(ZW ). (3.25)
2 Proof. The area of the rotor K described by f ∈ E is given by (3.15). Replacing f(θ) and
F (θ + δ) by W (θ) and W (θ + δ), we get (3.25) after a simple computation. 2
Definition 3.3. Let Γ be the set of the complex functions W in C1,1([0, δ]) that satisfy :{
W (δ) = ωW (0)
W ′(δ) = ωW ′(0)
(3.26)
and such that the function Z =W +W ′′ takes its values in the polygon Pn.
Definition 3.4. We denote by Z the set of the complex valued functions Z ∈ L∞(R,C) satisfying :
Z(θ + δ) = ωZ(θ) ∀ θ ∈ R
and
Z(θ) ∈ Pn, ∀ θ ∈ R.
We can now prove the equivalence between the parametrization of a rotor K by its support
function p and its complex support function W .
Theorem 3.6. Let W be a function in Γ. Let us consider the function p˜ = P + r defined on [0, 2δ]
where P is given by (3.22). If, we extend p˜ on the interval [0, 2π] by (3.10) and if we note p this
extension, then p is the support function of a rotor. Conversely, if p is the support function of a
rotor K and P = p− r, then the function W|[0,δ] defined by (3.19) belongs to Γ.
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2 Proof. First, let us take W = X1 + iX3 ∈ Γ. We have by (3.26) :{
1
σX3(0) = X1(δ) +
γ
σX3(δ)
σX1(0)− γX3(0) = −X3(δ)
(3.27)
and {
1
σX
′
3(0) = X
′
1(δ) +
γ
σX
′
3(δ)
σX ′1(0)− γX ′3(0) = −X ′3(δ).
(3.28)
Let us consider a function P defined on the interval [0, 2δ] by
P (θ) = X1(θ) +
γ
σ
X3(θ), P (θ + δ) =
1
σ
X3(θ)
for θ ∈ [0, δ]. By (3.27), we have
P
(
δ−
)
= P
(
δ+
)
and by (3.28) we have
P ′
(
δ−
)
= P ′
(
δ+
)
.
Consequently, the function P is of class C1 on [0, 2δ]. By (3.27) we get also
Sn(P )(0) = 0
and by (3.28) we get
Sn(P
′)(0) = 0.
Hence, the functions P and P ′ satisfy Sn(P ) = 0 and Sn(P ′) = 0 for θ = 0. If we extend p = P + r
to the interval [0, 2π] by (3.10) and to R by 2π-periodicity, it satisfies by construction Sn(p) = Cn.
We have also p(0) = p(2π) and p′(0) = p′(2π) by (3.10) so that the function p is of class C1. Finally,
we have p+ p′′ ≥ 0 because Z ∈ Pn. We conclude that p is the support function of a rotor.
Now, we consider p the support function of a rotor. We define a function W by (3.19). First,
the condition (3.3) satisfied by p implies that Z =W +W ′′ takes its value in Pn. Let us show that
W satisfies (3.26). By (3.21), we have :
1
σ
X3(0) = σX1(δ) + γX3(δ)
and by using Sn(P )(0) = 0, we get :
σX1(0)− γX3(0) = −X3(δ).
These two real conditions imply W (δ) = ωW (0). By using (3.22) and the equality Sn(P
′)(0) = 0
we get W ′(δ) = ωW ′(0). Hence W belongs to Γ. 2
Let us do two important remarks. First, any function W ∈ Γ such that Z = W +W ′′ satisfies
the condition : ∫ δ
0
Z(t)eitdt = 0. (3.29)
This condition is analogous to (3.13). IfW is in Γ, and if Z =W +W ′′, the condition (3.26) implies
(3.29). Conversely, if Z is in Z, and if W is such that W +W ′′ = Z, then the condition (3.29) does
not imply necessary (3.26).
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The second remark is that (3.25) remains unchanged if we replace W by Weiα and Z by Zeiα,
where α ∈ R. This means that (3.25) is invariant by rotation. These invariance properties will be
very useful to simplify the control problem.
From now on, we will mainly deal with the set Γ instead of the set E as there is a one-to-one
correspondance between these two sets. Hence, in order to simplify, for W ∈ Γ, we will denote by
A(W ) the area of the corresponding rotor given by (3.25).
ForW ∈ Γ such thatW = X1+iX3 and Z =W +W ′′ = U+iV , we denote by J(W ) the functional
J(W ) =
∫ δ
0
UX1 + V X3 =
∫ δ
0
ℜ(ZW ). (3.30)
An integration by parts shows that we have
J(W ) =
∫ δ
0
ZW =
∫ δ
0
|W |2 − |W ′|2
and as J(W ) ∈ R, we have ∫ δ
0
ℑ(ZW ) = 0.
The area of a rotor becomes :
A(W ) = πr2 + n
4σ2
J(W )
Corollary 3.1. The problem (3.18) is equivalent to minimize (3.30) in Γ.
We will mainly deal with J in the following.
Proposition 3.13. Let Z be in Z. There exists a function W ∈ Γ such that W +W ′′ = Z if and
only if the function W is of the form :
W (θ) = Aeiθ +Be−iθ +
∫ θ
0
sin(θ − t)Z(t)dt (3.31)
where B ∈ C and A is given by :
A =
ω
4σ
∫ δ
0
e−iθZ(θ)dθ. (3.32)
2 Proof. If W is in Γ and satisfies W +W ′′ = Z, then (3.31) follows directly from the resolution
of the differential equation. As, W is in Γ, we must have (3.26). A direct computation using (3.26)
gives (3.32).
Conversely, assume now that W satisfies (3.31) and (3.32). Using (3.32) to compute W (δ) and
W ′(δ) we get (3.26). Moreover we have W +W ′′ = Z and Z takes its values in Pn by definition.
Hence, W is in Γ. 2
3.3.2 Geometrical Consequences
In this section, we derive geometrical consequences from the previous parametrization of a
rotor by the functions (W,Z). Let us investigate first the relation between the geometrical rotor of
support function p and the function W .
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Proposition 3.14. Let f be the radius of curvature of a rotor and p its support function given by :
p(θ) = a cos(θ) + b sin(θ) +
∫ θ
0
sin(θ − t)f(t)dt.
Then, the functions (W,Z) defined by (3.19) satisfy
W (θ) = iσω(a+ ib− r)e−iθ + ω2Ae−iθ +Aeiθ +
∫ θ
0
sin(θ − t)Z(t)dt (3.33)
where
A =
i
2
∫ δ
0
e−iθ(f(θ)− r)dθ = ω
4σ
∫ δ
0
e−iθZ(θ)dθ.
2 Proof. This follows from a direct computation using the transformation that givesW in terms
of the support function p. 2
We finish this section by investigating the position of a rotor K in a tangential polygon P . In-
deed, by choosing an appropriate origin of the axis and a certain position of the rotor, one does
not change the minimization problem. By performing such an operation, we can simplify the initial
conditions for the complex support function W in (3.33). Let us denote by r the radius of the
inscribed circle in the n-gon Pn.
Theorem 3.7. Let K be a rotor of Pn and p its support function. There exists an origin of the
axis so that we have
p(0) = r, p(δ) = r, p′(0) = 0. (3.34)
Geometrically speaking (see figure 3.4), this result means that given any rotor K, we can find
an affine map T such that Pn is an osculating n-gon to T (K) and such that we have :
– the origin of the axis is the center of Pn
– the first axis is the mid-perpendicular of a side [AB] of Pn
– the intersection of the first axis with [AB] is the initial point of the rotor (for θ = 0).
1
-1
0,50-0,5-1
-0,5
0
0,5
Fig. 3.4 – Position of a rotor in the pentagon (n = 5) as in theorem 3.7.
2 Proof of the theorem. The idea of the proof is the following. Given a rotor K of Pn, we show
that a contact point between K and Pn passes through the middle of the side (see figure 3.4).
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Let M be a point on the rotor of coordinates zM (θ) = (p(θ) + ip
′(θ))eiθ and Dθ, Dθ+δ two conse-
cutive sides of Pn. By construction, Dθ and Dθ+δ are two support lines of K at point θ and θ + δ
and we will call B their point of intersection which is a vertex of Pn.
A simple computation shows that the coordinates of B, zB, are given by
zB =
ieiθ
σ
(
p(θ + δ)− ωp(θ)).
Let A be the other vertex of Pn which belongs to Dθ and I the middle of [AB]. If zI denotes the
coordinates of I, we have :
zB − zI = r tan
(
δ
2
)
ei(θ+
pi
2
)
We get
zM − zI = zM − zB + zB − zI = − 1
σ
(
p(θ + δ)− γp(θ)− σp′(θ)− rσ tan
(
δ
2
))
ei(θ+
pi
2
).
The function θ 7−→ ∆(θ) defined on [0, 2π] by :
∆(θ) = p(θ + δ)− γp(θ)− σp′(θ)− rσ tan
(
δ
2
)
is continuous on the interval (0, 2π].
If the function ∆ vanishes on the interval [0, 2π], there exists consequently θ0 ∈ [0, 2π] such
that M(θ0) = I, i.e. M(θ0) is the middle of a side of Pn. By taking the origin on the mid-
perpendicular of [AB] at distance r from the side [AB], we get the theorem. Indeed, using (3.2),
we get p(0) = x(0) = r and p′(0) = y(0) = r and by the choice of Pn, p(δ) = r (recall that
It remains to prove that ∆ vanishes on [0, π]. First, notice that σ tan( δ2) = 1 − γ so that ∆
can be written
∆(θ) = P (θ + δ)− γP (θ)− σP ′(θ)
using P (θ) = p(θ)− r.
If n = 2m, m ∈ N, then (3.24) implies
P (θ +mδ) = smP (θ + δ)− sm−1P (θ), ∀θ ∈ [0, δ].
We obtain for ∆ the relation ∆(θ + π) + ∆(θ) = 0. In this case, the function ∆ changes of sign on
[0, 2π] and we get the existence of θ0 ∈ [0, 2π] such that ∆(θ0) = 0.
If n = 2m+ 1, m ∈ N, we apply (3.10) with P = p− r and k = m+ 1. We obtain :
∆(θ + kδ) = − 1
2 cos( δ2)
(
∆(θ + δ) + ∆(θ)
)
.
If ∆(θ+ δ) and ∆(θ) are of opposite sign, then the function ∆ vanishes. If ∆(θ+ δ) and ∆(θ) have
the same sign, then ∆(θ+ kδ) is of opposite sign. Consequently, the function ∆ changes of sign on
[0, 2π]. 2
Corollary 3.2. Let us assume that the support function of a rotor satisfies p(0) = r and p′(0) = 0.
Then we have p(δ) = r and W (0) =W (δ) = 0. Moreover, the real A given by (3.32) is of the form :
A = iλω, λ ∈ R. (3.35)
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2 Proof. By theorem 3.7, we can choose the origin at the center of the n-gon so that p(0) = r
and p′(0) = 0. We have also p(δ) = r because the origin is the center of Pn. Hence, by (3.19) we
have W (0) = 0 and W (δ) = ωW (0) = 0. By (3.33), we get W (0) = ω2A+A = 0. This gives (3.35).
2
3.3.3 Fourier series of regular rotors
In this section we give a brief description of two families of regular rotors by Fourier series.
An analogous description is given by Focke (see [15]). We have already established the Fourier
decomposition of a rotor K of support function p in the proof of lemma 3.4. Recall that if J
denotes the set
J = (nZ + 1) ∪ (nZ− 1)\{±1}
then, p is given by
p(θ) = r + c1e
iθ + c−1e−iθ +
∑
j∈J
cje
ijθ. (3.36)
In the case of constant width bodies, the support function becomes
p(θ) = r + c1e
iθ + c−1e−iθ +
∑
l∈Z∗
(
c4l−1ei(4l−1)θ + c4l+1ei(4l+1)θ
)
.
The area of K becomes by Parseval equality :
A(p) = π
(
r2 −
∑
j∈J
|cj |2
j2 − 1
)
. (3.37)
Now we come to the Fourier description of regular rotors which are easy to describe using the new
parametrization given by (W,Z).
Let m ∈ N∗, ε = ±1, L = mn − ε, τ = δL and s = L − 1. We can easily check that the com-
plex function defined by
Z(θ) =
∑
0≤j≤s
ωεj1[jτ,(j+1)τ ] (3.38)
is an element of Z. We will define the regular rotors by (3.38).
Definition 3.5. We call regular rotor any element W of Γ such that W + W ′′ is of the form
(3.38). The first series consists of the rotors obtained for ε = 1 and the second series is obtained
for ε = −1.
The integer s = mn − ε − 1 is the number of switches of the control defining the rotor and
L = s+ 1 denotes the number of intervals of the subdivision [0, δ].
Remark 3.1. Let us consider (l, p) ∈ Z∗, s ∈ N∗ and the function Z˜ defined by :
Z˜(θ) =
∑
0≤j≤s
ωpj1[jτ,(j+1)τ ] (3.39)
where p(s + 1) = −1 + ln and τ = δs+1 . The function Z defines an element of Z that generalizes
the definition above (3.38). The function Z˜ does not go over the vertices regularly as the function
Z. Anyway, in the following, we restrict ourselves to the study of the case p = ±1.
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We define now the set
Jε =
{
k ∈ Z, k ≡ ε[n]
}
.
Proposition 3.15. The Fourier series of a regular rotor is given by
Z(θ) =
n
π
e−
iεδ
2 sin
(
εδ
2
)∑
k∈Jε
eikLθ
k
(3.40)
2 Proof. The function θ 7−→ eiθZ(θ) is δ periodic as we have Z(θ + δ) = ωZ(θ). Thus, one has
for a.e. θ ∈ R
Z(θ)eiθ =
∑
k∈Z
cke
iknθ
where the Fourier coefficients are given by
ck =
n
2π
∫ δ
0
e−i(kn−1)θZ(θ)dθ.
Using (3.38), we get
ck =
i
kn− 1
(
e−i(kn−1)τ − 1) ∑
0≤j≤s
ωεje−i(kn−1)jτ
which is a geometric progression. We obtain c0 = 0 and
ck 6= 0 ⇐⇒ ωεe−i(kn−1)τ = 1
because τ = δL . For ε = 1, one has :
ωεe−i(kn−1)τ = 1 ⇐⇒ ∃j ∈ Z, kn− 1 = (jn+ 1)L.
In this case, we get :
ck =
n
π(jn+ 1)
e−i
δ
2 sin
(
δ
2
)
.
And for ε = −1, a similar computation yields
ck = − n
π(jn− 1)e
i δ
2 sin
(
δ
2
)
.
This gives (3.40). 2
The Fourier series of Z can be also written :
Z(θ) =
n
π
e−iε
δ
2 sin
(
ε
δ
2
)∑
j∈Z
ei((mnj−εj+εm)n−1)θ
jn+ ε
.
We will call the first series of rotors Omn−1n obtained for ε = 1 and the second series obtained of
ε = −1 will be called Omn+1n (see [15], [32]). For n = 4, the two families O4m−14 and O4m+14 describe
the odd Reuleaux polygons.
Proposition 3.16. Let K be a rotor and Z its complex radius of curvature. If Z is given by (3.38),
then the area of K becomes :
A(K) = πr2 − r
2n2
2π
tan2
(
δ
2
)∑
j∈Z
1
(jn+ 1)2
(
(mn− ε)2(jn+ 1)2 − 1) (3.41)
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2 Proof. By (3.25), we have :
A(K) = πr2 + n
4σ2
∫ δ
0
Z(θ)W (θ)dθ
where W is in Γ and satisfies W +W ′′ = Z. By (3.40), the function W is given by
W (θ) = −n
π
e−iε
δ
2
∑
k∈Jε
eikLθ
k(k2L2 − 1) .
Applying Parseval equality, we get (3.41). 2
The following proposition has been proved in [15]. We give a short proof using the expression
of the area given by (3.41).
Proposition 3.17. In the class of the regular rotors Omn±1n , the one of minimal area is the one
obtained for m = 1 and ε = 1, its Fourier series is given by
Z(θ) =
n
π
e−i
δ
2 sin
(
δ
2
)∑
j∈Z
ei(((n−1)j+1)n−1)θ
jn+ 1
. (3.42)
2 Proof. The area of a rotor K described by Z ∈ Z is an increasing function of m ∈ N∗ by
(3.41). Thus the minimum in the class of regular rotors is obtained for m = 1. The minimum
between On−1n and On+1n is clearly On−1n . 2
Goldberg conjectured that the global minimizer is On−1n .
Conjecture 3.1. The regular rotor On−1n is the rotor of Pn of least area among the class of rotors.
It is easy to see that On−1n is invariant with respect to the action of the diedral group of order
2(n − 1), Dn−1. Anyway, it seems difficult to prove that a minimizer has these symmetries. For
instance, the Reuleaux triangle is invariant with respect to the group D3 and the lens with respect
to the group D2.
3.3.4 Formulation in terms of a control problem and first consequences of the
PMP
In the case of the sets of constant width, one can deal with one control on the interval [0, π] be-
cause the functional to minimize is given by (3.16) (see [19]). Here, we have to deal with two controls
(U, V ) on [0, δ] because γ 6= 0 and in the functional there are two mixed terms ∫ δ0 f(θ)p(θ + δ)dθ
and
∫ δ
0 f(θ + δ)p(θ)dθ.
We consider the differential system (harmonic oscillator) on the interval [0, δ] described by the
equations : 
X˙1 = X2
X˙2 = −X1 + U
X˙3 = X4
X˙4 = −X3 + V
(3.43)
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where the control (U, V ) takes its values in the polygon Pn. Recall that Pn is a regular polygon of
center the origin and of vertices given by r∗ωjeiα, where r∗ ≥ 0 and α ∈ R. The system (3.43) can
also be written
W¨ +W = Z (3.44)
where
W = X1 + iX3, Z = U + iV.
As the vector (X1, X3) satisfies the boundary conditions given by (3.26), the Pontryagin Maximum
Principle (PMP) will lead to transversality conditions. Notice that the initial and final states are
not fixed, but they are linked by (3.26). The initial problem (3.18) is equivalent to minimize (3.25)
where (X1, X2, X3, X4) satisfies (3.43) and (3.26) and the control (U, V ) belongs to Pn. Our goal
is now to study the optimal control problem :
min
{∫ δ
0
UX1 + V X3, (U, V ) ∈ Pn, (X1, X2, X3, X4) satisfies (3.26) and (3.43).
}
(3.45)
In the following, we note X = (X1, X2, X3, X4) and q = (q1, q2, q3, q4) the dual variable. The
Hamiltonian of the system H =: H(X, q, U, V, p0) is given by
H = q1X2 + q2(−X1 + U) + q3X4 + q4(−X3 + V ) + p0(UX1 + V X3)
where p0 ∈ R. We can write H as follows :
H = q1X2 − q2X1 + q3X4 − q4X3 + (q2 + p0X1)U + (q4 + p0X3)V. (3.46)
By the PMP, there exists a mapX : [0, δ]→ R4 absolutely continuous, there exists a map q : [0, δ]→
R4 absolutely continuous, there exists a constant p0 ≤ 0 and an optimal control Z(t) =
(
U(t), V (t)
)
satisfying the equation {
X˙ = ∂H∂q
q˙ = −∂H∂X
(3.47)
and
max
(U˜ ,V˜ )∈Pn
H(X(t), q(t), U˜ , V˜ , p0) = H(X(t), q(t), U(t), V (t), p0). (3.48)
Moreover, the pair (p0, q) is non trivial and q satisfies transversality conditions that we will explicit
in the paragraph below.
Definition 3.6. We will call an extremal trajectory a quadruplet (X, q, p0, Z) satisfying (3.47),
(3.48) and the conditions above.
As the system is autonomous, the Hamiltonian of the system is conserved along the extremal
trajectories of the system. The variable q is called the dual variable and it satisfies the dual system :
q˙1 = q2 − p0U
q˙2 = −q1
q˙3 = q4 − p0V
q˙4 = −q3.
(3.49)
Let us shorten the notations by writing the state variable W = X1 + iX3 and the dual variable
Π = q2 + iq4 so that we have :
W¨ +W = Z, Π¨ + Π = p0Z.
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It follows that W and Π are of class C1,1 on the interval [0, δ] as the control is bounded.
Let us compute the transversality conditions. We have Π˙ = −q1 − iq3. Instead of using the vector
(X(0), X(δ)) of R8
(X1(0), X2(0), X3(0), X4(0), X1(δ), X2(δ), X3(δ), X4(δ)),
we consider the vector of C4 :
(W (0), W˙ (0),W (δ), W˙ (δ)).
It takes its values in the subspace M of C4 :
M =
{
(A,B, ωA, ωB), (A,B) ∈ C2}.
Its orthogonal in C4 is simply :
M⊥ =
{
(A′, B′,−ωA′,−ωB′), (A′, B′) ∈ C2}.
By the PMP the vector (−q(0), q(δ)) is in M⊥ (see [44], [50]). The vector (−q(0), q(δ)) written in
R8 is of the form :
(−q(0), q(δ)) = (− q2(0),−q4(0), q1(0), q3(0), q2(δ), q4(δ),−q1(δ),−q3(δ))
and we can write it analogously in C4 :
(−q(0), q(δ)) = (−Π(0),−Π˙(0),Π(δ), Π˙(δ)).
Hence, Π(δ) = ωΠ(0) and Π(δ) = ωΠ(0), consequently, Π satisfies (3.26), that is the same boundary
conditions than W . Note that the Hamiltonian can be expressed as follows :
H = −W ·Π− W˙ · Π˙ + (p0W +Π) · Z (3.50)
where the dot means a scalar product in R2. We deduce from (3.43) and from (3.49) the equations :
X¨1 +X1 = U, X¨3 +X3 = V
and
q¨2 + q2 = p0U, q¨4 + q4 = p0V.
Now, we simplify the Pontryagin system by expressing the dual variable q as a function of the state
variable X. This corresponds to a reduction of the number of degrees of freedom of the Pontryagin
system.
Lemma 3.5. Let W be an extremal trajectory of the system and Π = q2 + iq4 its dual variable.
Then, there exists A ∈ C such that the function Π+ p0W is of the form :
Π(θ) + p0W (θ) = Ae
−iθ, θ ∈ [0, δ].
2 Proof. We have by (3.49) :
Π¨ + Π = p0(U + iV ) = p0Z = p0(W¨ +W )
and consequently, the function y = Π−p0W satisfies y¨+ y = 0. There exist two constants (A,B) ∈
C2 such that ∀θ ∈ [0, δ], we have
Π(θ)− p0W (θ) = Ae−iθ +Beiθ. (3.51)
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Let us prove that we can take B = 0. For θ = 0 and for θ = δ, we get :
Π(0)− p0W (0) = A+B, Π(δ)− p0W (δ) = Aω +Bω.
But, as (W,Π) belong to Γ, we have by the transversality conditions :
Π(δ)− p0W (δ) = ωΠ(0)− p0ωW (0) = Aω +Bω.
Thus, we conclude that B = 0.2
We show now that the extremal trajectories are not abnormals.
Lemma 3.6. The constant p0 is strictly negative.
2 Proof. Let us assume that p0 = 0. By using (3.48) for (U˜ , V˜ ) = 0 ( the point (0, 0) is inside
the polygon G˜n), we get for almost t ∈ [0, δ] :
q2(t)U(t) + q4(t)V (t) ≥ 0.
Consequently, ∫ δ
0
(
q2(t)U(t) + q4(t)V (t)
)
dt ≥ 0.
But, we have : ∫ δ
0
(
q2(t)U(t) + q4(t)V (t)
)
dt =
∫ δ
0
Re(Π(t)Z(t))dt.
and by the previous lemma and (3.29), we have :∫ δ
0
ΠZ =
∫ δ
0
AeiθZ(θ)dθ = 0.
Hence, the function Π · Z must be zero on the interval [0, δ]. If Π is not zero, then the optimal
control associated to this trajectory is orthogonal to Π. This contradicts (3.48) by choosing a control
Z ∈ Pn such that Π · Z > 0. Hence, Π must be 0 everywhere. This is not possible because by the
PMP, the pair (Π, p0) is not zero. 2
Lemma 3.7. Let W an extremal trajectory of the system and Π its dual variable. There exists an
extremal trajectory of the system, W1, such that if Π1 denotes its dual variable, then we have
Π1 = −W1.
2 Proof. For λ ∈ C, we consider the functions (W1,Π1) defined on [0, δ] by :{
W1(θ) =W (θ) + λe
−iθ
Π1(θ) = Π(θ) + λe
−iθ.
We have
W¨1 +W1 = Z
and
Π¨1 +Π1 = −Z.
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We can easily check that W1 and Π1 satisfy (3.26). By (3.29), the functional remains unchanged :∫ δ
0
ℜ(ZW 1) =
∫ δ
0
ℜ(ZW ).
Hence, (W1,Π1) is also an optimal trajectory. Recall that the Hamiltonian along this trajectory is
defined by :
H1 = −ℜ(W1Π1)−ℜ(W ′1Π′1) + ℜ((Π1 −W1)Z).
Using lemma 3.5, we have Π = −W , and by a computation, we get :
H1 = H + 2ℜ(Aλ) + 2|λ|2
where H is given by (3.50). We have proved that the PMP (3.48) gives the same optimal control
for (W,Π) and for (W1,Π1) as both Hamiltonian are equal up to a constant. Finally, we have :
Π1 +W1 = (A+ 2λ)e
−iθ.
By taking A = −2λ, we get the lemma. 2
From now on, we consider extremal solutions (W,Z) of the system such that the dual variable
Π satisfies Π = −W (lemma 3.7). To shorten, we will say that W is an extremal trajectory of the
system if Π = −W and if it satisfies the Pontryagin’s principle.
Proposition 3.18. Let W be an extremal trajectory of the system and Z the optimal control. The
Hamiltonian of the system along this trajectory is given by :
H = |W |2 + |W˙ |2 − 2ℜ(W · Z) = |W − Z|2 + |W˙ |2 − |Z|2 (3.52)
and it is constant.
2 Proof. Using the previous lemma and (3.50), we get (3.52). The Hamiltonian is constant
because the system is autonomous. 2
3.3.5 Computation of the optimal control
Definition 3.7. Let Z1, Z2 be two complex numbers in Pn such that Z1 6= Z2. A point τ ∈ [0, δ] is
called a switching point when the control (U, V ) jumps at the point τ :(
U(τ−), V (τ−)) = Z1, (U(τ+), V (τ+)) = Z2.
We show that for an optimal control, the function Z takes its values within the vertices of Pn.
This is a consequence of the maximization of a linear form within a convex set. Moreover, we show
that Z switches a finite number of times in [0, δ] and goes all over the vertices ωj in the trigono-
metrical way or antitrigonometrical way.
To simplify we consider P ′n, the regular polygon of center the origin and of vertices the points
of coordinates (ωj)0≤j≤n−1. It corresponds to the initial polygon Pn by an homotheticity of ratio
λ = 1
2 sin( δ
2
)
and a rotation of angle α = pi2 +
δ
2 . An optimal control Z takes its values inside Pn if
and only if λeiαZ ∈ P ′n. Hence, both problems are equivalent.
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Theorem 3.8. Let W be an extremal trajectory of the system. Then, there exists a subdivision
(τj)0≤j≤r of [0, δ] such that τ0 = 0, τr+1 = δ and such that on each [τj , τj+1] the optimal control
(U, V ) satisfies Z = ωkj where kj ∈ {0, ..., n− 1} and j ∈ {0, ..., r}.
2 Proof. In the first part of the proof we show that the control takes its values on the vertices
of Pn. By (3.48), the optimal control is a solution of the maximization problem :
max
(U˜ ,V˜ )∈Pn
f(U˜ , V˜ ) = aU˜ + bV˜
where a = X1(θ), b = X3(θ).
If (X1, X3) vanishes on a set of positive measure, then W = Z = 0 everywhere (because the
Hamiltonian H satisfies H ≥ 0) and the solution is the disc. If there exists θ ∈ [0, δ] such that
(X1(θ), X3(θ)) = 0, then the control Z can be taken arbitrary in Pn and in particulary we can take
Z = ωkj for every kj ∈ {1, ..., n}.
Assume now that (a, b) 6= 0. Then, the maximum cannot be in the interior of Pn because we have
∇f = (a, b) 6= 0.
Let us assume that f takes its maximal value at a point (u0, v0) in the interior of the segment
joining two consecutive vertices Aj = ω
j and Aj+1 = ω
j+1 : (u0, v0) = t0Aj + (1 − t0)Bj . Let
t ∈ [0, 1] and (ut, vt) = tAj + (1− t)Aj+1. We have :
f(ut, vt)− f(u0, v0) = (t− t0)
(
f(Aj)− f(Aj+1)
)
and consequently there exists t ∈ [0, 1] such that f(ut, vt) > f(u0, v0). (Take t > t0 if f(Aj) −
f(Aj+1) > 0 and t < t0 if f(Aj) − f(Aj+1) < 0). If f(Aj) = f(Aj+1), then f is constant on the
segment [Aj , Aj+1]. The maximum in this case is also obtained on a vertex of Pn. Thus, we have
proved that Z takes its values at the vertices of Pn.
In the second part of the proof, we show that the number of switching points is finite on the
interval [0, π].
Lemma 3.8. The number of switches of an optimal solution is finite on the interval [0, π].
2 Proof of the lemma. Assume that there exists a sequence τj of switching points in [0, π] that
converges to a point τ ∈ [0, π]. We will show that
W (τ) = 0, W˙ (τ) = 0. (3.53)
For all j, we have
W (τj) = tjω
j− 1
2 (3.54)
where tj ∈ R−. Indeed, as the Hamiltonian is constant and as the functions θ 7−→ |W (θ)|2 and
θ 7−→ |W ′(θ)|2 are continuous, the function θ 7−→ ℜ(W (θ)Z(θ)) is continuous. Hence, at a switching
point τj , we get :
ℜ(W (τj)ωj) = ℜ(W (τj)ωj+1).
Geometrically speaking, the vectorW (τj) is orthogonal to the segment [ω
j , ωj+1]. By doing (U, V ) =
(0, 0) in (3.48), the quantity −W (τj) · Z(τ+j ) must be positive. As we have at a switching point
W (τj) = tjω
j− 1
2 , we must have tj ≤ 0. Hence, we get (3.54).
As W is of class C1,1 on [0, π], the sequence (tj) is bounded. Consequently (up to a subsequence),
we can assume that the sequence tj converges to a real t ∈ R. Assume that t 6= 0, consequently there
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exists j0 ∈ N such that for j ≥ j0 we have tj 6= 0. Hence, W (τj)W (τj+1) converges to 1 and
W (τj)
W (τj+1)
=
tj
tj+1
ω
which converges to ω. Thus we have a contradiction and W (τ) = 0.
In the same way, we have W˙ (τ) = 0.
Using (3.53), the Hamiltonian H of the system is 0. As it is positive by the PMP, the functions W
and Z are zero and represent the disc which maximizes the functional. This ends the proof of the
lemma. 2
The lemma above shows that the number of switches of an optimal solution is finite, this ends the
proof of the theorem. 2
Remark 3.2. The form of W at a switching point given by (3.54) is very important. Indeed, as
we will see later in theorem 3.11, this will enable us to characterize an optimal solution.
By theorem 3.8, we have shown that an extremal trajectory for the problem is ”bang-bang”,
that is the optimal control associated to this trajectory takes the extremal values of Pn.
The next step is to show that an optimal control takes all the values ωj for j ∈ {0, ..., r}. And
we show also that it goes from ωj to ωj+1 at every switching point or from ωj+1 to ωj at every
switching point.
Theorem 3.9. Let W in Γ be an extremal trajectory of the system and (τj)0≤j≤r be a subdivision
given by theorem 3.8. Then, up to a rotation, we have kj = j for j ∈ {0, ..., r}.
2 Proof. Let us denote by ωh(j), the values of the control Z(θ) on each interval [τj , τj+1],
j ∈ {0, ..., r}. By (3.54), we have :
W (τj) = tjω
h(j)− 1
2 , , 0 ≤ j ≤ r.
Geometrically speaking, the vector W (τj) is on the median of the segment [ω
h(j), ωh(j+1)] which is
a side or a diagonal of the polygon Pn. The line ∆ contains 0, 1, or 2 vertices of Pn.
First, assume that ∆ does not contain any summit of Pn. If |h(j) − h(j + 1)| 6= 1, there exists
k ∈ {1, ..., r} such that
−2W (τj+1) · Zk > −2W (τj+1) · Zj+1
where Zk = ω
k = (Uk, Vk). We obtain by (3.52) :
H(W (τj+1),Π(τj+1), Uk, Vk, p0) > H(W (τj+1),Π(τj+1), U(τ
−
j+1), V (τ
−
j+1), p0)
which is a contradiction with the Pontryagin principle (3.48).
Now assume that ∆ contains one vertex of Pn. The segment [ωh(j), ωh(j+1)] is parallel to a side
[ωk, ωk+1] of Pn. Let us call ωl the vertex of Pn opposite to [ωk, ωk+1]. If |h(j)− h(j + 1)| 6= 1, we
get a contradiction in (3.48) the same way than in the first case by taking for the control Z(τ−j+1),
the value ωk, ωk+1 or ωl.
If ∆ contains two vertices ωk and ωl of Pn, we get the same contradiction. Indeed, if |h(j)−h(j+1)| 6=
1, we take for the control Z(τ−j+1) the value ω
k or ωl.
We have proved that |h(j + 1) − h(j)| = 1 for j = 1, ..., r. To conclude the proof of the theorem,
it remains to prove that the optimal control does not go backward taking the values {1, ω, 1, · · · }.
Let us assume that an optimal control Z is of the form
Z = 1[0,τ1] + ω1[τ1,τ2] + 1[τ2,τ3] +
∑
2≤j≤r
ωh(j)1[τj ,τj+1].
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As Z is switching from 1 to ω for θ = τ1, we have by (3.54) : W (τ1) = t1ω
1
2 where t1 < 0. At
the switching point τ2, we have also : W (τ2) = t2ω
1
2 , where t2 < 0. Hence, the vectors W (τ1) and
W (τ2) are parallel. For θ ∈ [τ1, τ2], the function θ 7−→ W (θ) describes an arc of ellipse. Indeed, by
(3.44), we have for θ ∈ [τ1, τ2] :
W (θ) = X1(θ) + iX3(θ) = ω +A1e
iθ +B1e
−iθ, (A1, B1) ∈ C2.
Thus, for θ ∈ [τ1, τ2], the function θ 7−→ W (θ) describes an arc of ellipse whose center is the point
ω. Hence, the vectors W (τ1) and W (τ2) are equal or opposite because the line directed by W (τ1)
crosses the ellipse in at most two points. But, as W (τ1) ·W (τ2) > 0, we must have
W (τ1) =W (τ2).
This condition will bring to a contradiction. Let E be the ellipse of center ω on which the function
W takes its values for θ ∈ [τ1, τ2].
First case : E is not degenerated. The function W satisfies W (τ1) = W (τ2). As W is of class C1,
it must go all over the ellipse, and this is possible only if τ2 = τ1 + 2kπ, k ∈ N∗. As (τ1, τ2) belong
to the interval [0, δ], we get a contradiction.
Second case : E is a segment which contains W (τ1) and ω. For θ ∈ [τ1, τ2], W (θ) takes its values
within this segment. For θ ∈ [0, τ1], the function θ 7−→ W (θ) takes its values in an ellipse E ′ of
center the point (1, 0). Hence, the function W cannot be of class C1 at the point θ = τ1 which is a
contradiction.
Thus, we have proved that h(j) = j for all 1 ≤ j ≤ r. This concludes the proof of the theorem. 2
3.3.6 Determination of the number of switching points
In this section, we show that the number of switches of an optimal solution associated to an
extremal trajectory is determined. We derive at last necessary conditions on an optimal control
and we give a system satisfied by the optimal control. In the following theorem, we show that the
number of switching points of an extremal trajectory is prescribed.
Theorem 3.10. Let W be an extremal trajectory and Z an optimal control associated to this
trajectory. Then, the optimal control is given by :
Z =
∑
0≤j≤s
ωεj+h1[τj ,τj+1]
where ε ∈ {±1}, h ∈ N and τ0 = 0 < τ1 < · · · < τs < τs+1 = δ. Moreover, the number L of switches
of Z in the interval [0, δ] is given by :
L = s+ 1 = ln− ε, l ∈ N∗. (3.55)
2 Proof. By the previous section, we have seen that an optimal control Z takes the values
(ωj)0≤j≤n−1 and it switches a finite number of time in the interval [0, δ]. Let us first assume that Z
goes from ωj to ωj+1 for all j (that is Z jumps in the trigonometric sense). If Z = ωh for θ = 0+,
by performing a rotation of the control, that is by changing Z into Zωh, we can always assume
that Z(0+) = 1. By extending the function W to R by the relation W (θ+ δ) = ωW (θ) (recall that
W is in Γ), we can assume that 0 is a switching point. The function Z is now given by :
Z =
∑
0≤j≤s
ωj1[τj ,τj+1]
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where τ0 = 0 < τ1 < · · · < τs < τs+1 = δ. As Z is in Z, we must have Z(δ+) = ωZ(0+) = ω.
On the interval [τs, δ], Z = ω
s. Consequently, the point δ is a switching point and we must have
ωs+1 = ω. Thus, s+1 is of the form s+1 = −1+ ln, l ∈ N∗. The number of switching point int the
interval [0, δ] is s + 1 as δ is not considered as a switching point of this interval. We have proved
the theorem in the case where ε = +1. When, the control Z satisfies, Z = ωj , the proof is the same
and we must have ωs+1 = ω. Consequently, s is given by s = ln, l ∈ N∗. In this case the number of
switches is s+ 1 = ln+ 1. This ends the proof of the theorem.2
In the case where the switching points are of the form jτ , j = 1, · · · , s with τ = δs+1 , the control
Z =
∑
0≤j≤s
ωεj1[jτ,(j+1)τ ]
represents the regular rotors Oln±1n described in the section 3.4 and by Focke and Goldberg (see
[22] or [15]). Now, given an optimal control by the previous theorem, we compute, the Hamiltonian
and the solution W along the trajectory. Let us consider the function
Z =
∑
0≤j≤s
ωj1[τj ,τj+1]
where s = −2 + ln, l ∈ N∗ and 0 = τ0 < τ1 < · · · < τs < τs+1 = δ. For convenience we note
W˜ (θ) =
∫ θ
0
sin(θ − t)Z(t)dt.
so that the function W is given by
W (θ) = Aeiθ +Be−iθ + W˜ (θ).
The constant A is determined by (3.26) :
A =
ω
4σ
∫ δ
0
e−itZ(t)dt.
By (3.52), if we write W (θ) = Aje
iθ + Bje
−iθ + ωj on the interval ]τj , τj+1[, the Hamiltonian
becomes :
H = 2|Aj |2 + 2|Bj |2 − 1.
Hence, by the conservation of the Hamiltonian along the optimal trajectories, we have
|Aj |2 + |Bj |2 = H + 1
2
, j = 0, ..., s.
Remark 3.3. Let M be the function defined on the interval [0, δ] by M(θ) = (W −Z)∧W ′, where
W and Z are considered as vectors. This quantity is usually called the momentum of inertia
in mechanics. A simple computation shows that for the extremal trajectories above, M is constant
between two consecutive switching points : M = |Aj |2 − |Bj |2, on [τj , τj+1]. If one proves that this
quantity is globally constant on [0, δ], we would deduce easily that the extremal trajectories satisfy
τj+1 − τj = τ1, 0 ≤ j ≤ s and thus represent the regular element Oln±1n .
We give now an explicit representation of W in each [τj , τj+1] using the class C
1 of W at each
switching point.
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Proposition 3.19. Let (W,Z) be an extremal trajectory of the system such that the optimal control
satisfies :
Z =
∑
0≤j≤s
ωj1[τj ,τj+1]
where τ0 = 0 < τ1 < · · · < τs < τs+1 = δ and s = −2 + ln, l ∈ N∗. Then, on the interval [τj , τj+1],
0 ≤ j ≤ s, the function W is of the form :
W (θ) = ωj +Aje
iθ +Bje
−iθ
with (Aj , Bj) ∈ C2. Moreover we have for 1 ≤ j ≤ s− 1
Aj = A0 +
1
2
(ω − 1)
∑
1≤k≤j
ωke−iτk , Bj = B0 +
1
2
(ω − 1)
∑
1≤k≤j
ωkeiτk (3.56)
and for j = 0 or j = s :
A0 = A− 1
2
, B0 = B − 1
2
, As = e
−2iδ(A0 − 1
2
(ω − 1)), Bs = B0 − 1
2
(ω − 1) = B − 1
2
ω.
2 Proof. The function W is of class C1 on [0, δ] and using at each switching point τj{
W (τ−j ) =W (τ
+
j )
W ′(τ−j ) =W
′(τ+j )
we get {
Aj = Aj−1 + 12(ω
j−1 − ωj)e−iτj
Bj = Bj−1 + 12(ω
j−1 − ωj)eiτj
which gives (3.56). Applying (3.31) in the interval [0, τ1] one gets A0 = A− 12 and B0 = B− 12 . We
get (As, Bs) by (3.26).2
The same proposition holds for a rotor of the second series. We can summarize the properties
satisfied by a minimizer of problem (3.45) :
Theorem 3.11. LetW be a minimizer in Γ of problem (3.45) and Z =W+W ′′ be the corresponding
optimal control. Then, there exists k ∈ N∗ and ε = ±1 such that the number of switches of the
optimal control is L = s + 1 = ε + kn. There exists a subdivision (τj)0≤j≤s+1 of the interval [0, δ]
satisfying τ0 = 0 < τ1 < · · · < τs < τs+1 = δ such that the optimal control can be written
Z =
∑
0≤j≤s
ωεj1[τj ,τj+1]. (3.57)
Moreover the Pontryagin solution satisfies (3.31) and (3.32). At every switching point we have :
∀ 0 ≤ j ≤ s, ∃tj ∈ R∗−, W (τj) = tjωεj−
1
2 . (3.58)
The relations (3.29), (3.32), (3.57) and (3.58) characterize an extremal solution given by the PMP.
The parameter ε = ±1 corresponds to a trigonometric or antitrigonometric rotation of the
control.
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2 Proof. The first part of the theorem is already contained in theorems 3.9, 3.10. The relation
(3.58) and (3.54) are the same for 1 ≤ j ≤ s. To show (3.58) for j = 0, we use the constance of the
Hamiltonian. We have
ℜ(W (δ+)Z(δ−)) = ℜ(W (0)Z(0))
and using (3.26), we get (3.58) for s = 0. And by proposition 3.13, W satisfies (3.31) and (3.32).
Conversely, let us take a function Z satisfying : (3.29), (3.32), (3.57) and (3.58) with ε = ±1 and
s = −1+ ε+ kn, n ∈ N∗. By (3.29) and (3.32) any function W that satisfies Z =W +W ′′ satisfies
(3.26). Consequently, as Z takes its values within Pn, W is in Γ. By construction, the pair (W,Z)
satisfies (3.48) and by (3.58) the Hamiltonian of the system is constant along this solution, hence
(W,Z) is an optimal solution. 2
3.3.7 Geometrical consequences
We have to come back to the initial parametrization to derive the geometrical consequences of
theorem 3.11. We now come to the proof of theorem 3.1.
Theorem 3.1. Among all rotors in a n-gon (n ≥ 3), a rotor of least area consists of a finite
intersection of circle of radius ri. The ri are precisely equal to the distances of the diagonals of the
n-gon from the parallel sides.
2 Proof of theorem 3.1. As both problems (3.18) and (3.45) are equivalent, there exists W ∈ Γ
such that noting Z =W +W ′′, the pair (W,Z) is a minimizer of problem (3.45). By theorem (3.11),
the pair (W,Z) satisfies (3.57). By (3.22) we can define (P, F ) on the interval [0, 2δ] corresponding
to (W,Z). Finally, we define the support function p of the corresponding rotor by p = P + r and
the radius of curvature of the boundary by f = F + r. The functions p and f are well defined on
the interval [0, 2δ] and we extend them on the interval [0, 2π] by (3.10) and on R by 2π-periodicity.
Consequently p is the support function of a rotor K of minimal area.
It consists of a finite intersection of arcs because Z switches a finite number of time in the in-
terval [0, δ]. Moreover, if 1 ≤ j ≤ s the control Z satisfies Z = ωj on the interval [τj , τj+1]. The real
optimal control ZR satisfies ZR = −2r sin( δ2)ei(
pi
2
− δ
2
)Z as we considered the polygon of vertices ωj
instead of Pn since section 3.5. Using (3.22), the radius of curvature of the minimizer is given by :
f(θ) = r − r cos((j+
1
2
)δ)
cos( δ2)
f(θ + δ) = r − r cos((j−
1
2
)δ)
cos( δ2)
.
for θ ∈ [0, δ]. Hence, the function f takes the values rj :
rj =
r
cos
(
δ
2
) (cos (δ
2
)− cos((j + 1
2
)δ
))
=
r
cos
(
δ
2
)ℜ(ω1/2 − ωj+1/2), j = 0, ..., n− 1.
These values of the radii of curvature are precisely equal to the distances of the diagonals of the
n-gon from the parallel sides. (see [22], [23] for a geometric description of regular rotors). 2
We present the values of the rj (see figure 3.4) in the case of the equilateral triangle, the square,
the pentagon and the hexagon. In this tabular, r denotes the radius of the inscribed circle. For
n = 5, we note r1 = r
(
1− cos(3pi/5)cos(pi/5)
)
and r2 = r
(
1 + 1cos(pi/5)
)
.
If n is even, there are exactly n−22 values of the rj , and if n is odd, there are exactly
n−1
2 va-
lues of the rj .
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n r0 r1 r2 r3 r4 r5
3 0 3r 0
4 0 2r 2r 0
5 0 r1 r2 r1 0
6 0 r 2r 2r r 0
Fig. 3.5 – Values of the rj for n = 3, 4, 5, 6.
3.4 Conclusion
We have given an analytic approach to the geometrical problem of minimizing the area in the
class of rotors. By the Pontryagin principle, we have given a sense to the intuitive idea that a
minimizer of problem (3.18) saturates the constraints of convexity. We have shown that extremal
trajectories (W,Z) that minimize the functional are ”bang-bang” and they satisfy (3.29), (3.57) and
(3.58). It is natural to think that an extremal trajectory (W,Z) satisfying these three conditions is
a regular rotor in Oln±1n . In this perspective, we have to show that the switching points (τj)1≤j≤s of
an extremal solution satisfy τj+1 − τj = δs+1 , for 0 ≤ j ≤ s. One way to study this question would
be to look for conserved quantities along extremal trajectories like the Hamiltonian. For instance,
the angular momentum is conserved along the trajectories described by the regular rotors. Can one
show that this quantity is conserved along an optimal trajectory ? One obstruction to show this
point is due to the fact that the function Z is not continuous. Hence, it is only possible to show
that such a quantity is constant piecewise. Anyway, the question of finding the equidistance of the
switching points seems to be difficult.
Another way to study this question consists in using the unicity in Pontryagin’s principle when
the initial and final states are fixed. The Pontryagin’s principle provides the unicity of the control
when the cost functional is the minimal time (see [44]). If it can be generalized to a wider class of
cost functional, this would show in our context that regular rotors are the only extremal trajectories
of the system. Hence, the distance between the τj would be constant.
I would like to express my gratitude to E. Tre´lat for some helpful advices and to J.P. Franc¸oise
for some helpful discussions.
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Chapitre 4
Optimalite´ locale des rotors re´guliers
Dans cette partie, nous nous inte´ressons a` des proprie´te´s locales de certains rotors re´guliers.
Nous envisagerons d’abord le cas des polygones re´guliers de Reuleaux e´tudie´ par Firey (voir [13]).
Il de´montre ge´ome´triquement que les polygones re´guliers de Reuleaux sont des maxima locaux
de l’aire dans la classe des polygones de Reuleaux ayant le meˆme nombre de coˆte´s. J’ai d’abord
rede´montre´ le the´ore`me de Firey par le the´ore`me de Kuhn-Tucker, ce qui constitue une approche
comple`tement diffe´rente de celle de Firey. Nous avons e´galement cherche´ a` ge´ne´raliser le re´sultat
de Firey au cas plus ge´ne´ral des rotors re´guliers. Nous de´finissons donc un certain type de per-
turbations admissibles de ces rotors re´guliers (qui ne modifient pas leur rayon de courbure et leur
nombre d’arcs de cercles). Pour ce type de perturbation, nous e´tudions donc comment l’aire va-
rie. J’ai de´montre´ que les rotors re´guliers sont des points critiques de la fonctionnelle d’aire (voir
the´ore`me 4.5). En ces points, l’e´tude nume´rique de la Hessienne montre que lorsque n = 3 et n = 4,
les rotors re´guliers Oln−1n , l > 1 sont des maxima locaux et lorsque n ≥ 5 et l > 1, les rotors
re´guliers sont des points selles (voir proprie´te´ 4.1).
Avant d’effectuer cette e´tude the´orique, nous avons e´tudie´ ce proble`me d’un point de vue nume´rique
en collaboration avec Laurent Dumas (Universite´ Paris 6). Nous avons re´alise´ un code nume´rique
permettant d’approcher une solution du proble`me de maximisation sous contraintes. Dans un pre-
mier temps nous avons re´solu nume´riquement la contrainte. Ensuite l’optimisation de la fonction-
nelle de couˆt a e´te´ effectue´e par un algorithme ge´ne´tique. Dans le cas n = 4, nous avons pu tre`s
clairement confirmer le re´sultat de Firey. Dans le cas ou` n ≥ 5, cette e´tude ne nous a pas permis
de conclure de fac¸on satisfaisante.
Dans la premie`re partie, nous e´tudions donc le cas des polygones de Reuleaux. Dans la seconde
partie, nous e´tudions certaines proprie´te´s des rotors re´guliers avant d’examiner le proble`me de l’op-
timalite´ locale. Dans la dernie`re partie, nous e´tudions le lien entre les rotors d’un polygone re´gulier
et les rotors tournant a` l’inte´rieur d’un triangle non e´quilate´ral.
4.1 Optimalite´ locale des polygones reguliers de Reuleaux
4.1.1 Introduction au proble`me
On s’inte´resse a` la classe W1 des objets de largeur constante 1 dans R2. Notre e´tude est base´e
sur un article de Firey (voir [13]) qui de´montre ge´ome´triquement le re´sultat suivant :
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The´ore`me 4.1. Les polygones de Reuleaux re´guliers Preg2n+1, n ≥ 2 sont des maxima locaux de l’aire
dans la classe des polygones de Reuleaux ayant le meˆme nombre de coˆte´s.
En particulier d’apre`s ce re´sultat, si l’on perturbe un polygone de Reuleaux a` 2n + 1 coˆte´s
(n ≥ 2), tout en continuant de saturer la contrainte de convexite´ et sans changer le nombre d’arcs,
alors l’aire diminue. Notre but dans cette section est de rede´montrer ce re´sultat. Nous de´montrerons
que les polygones de Reuleaux impairs sont des maxima locaux de l’aire dans la classe des polygones
de Reuleaux ayant le meˆme nombre de coˆte´s.
Nous nous inte´ressons d’abord au cas des polygones impairs re´guliers de Reuleaux avant d’e´tudier
le cas plus ge´ne´ral des rotors re´guliers. Il est inte´ressant de remarquer d’apre`s le re´sultat de Firey
que les polygones re´guliers de Reuleaux ne sont ni des minima ni des maxima locaux. En effet, toute
perturbation convexe d’un de ces objets augmente l’aire par la stricte concavite´ de la fonctionnelle
(the´ore`me de Brunn-Minkowski). Cependant, par le re´sultat de Firey, il existe des perturbations
des polygones impairs de Reuleaux qui diminuent l’aire.
Nous rappelons dans les deux propositions qui suivent comment construire un corps de largeur
constante a` l’aide de sa fonction de support sur [0, 2π] et sur [0, π]. Dans ce qui suit la fonction p
de´signe la fonction d’appui d’un corps K convexe (distance entre un hyperplan de support a` K a`
l’origine).
Proposition 4.1. Un objet de largeur constante 1 dans R2 est la donne´e d’une fonction p : R → R
de classe C1,1, 2π pe´riodique et qui ve´rifie :
p(θ) + p(θ + π) = 1, ∀θ ∈ R (4.1)
et
p+ p′′ ≥ 0. (4.2)
Comme nous l’avons vu dans le chapitre 2 dans le cas ge´ne´ral des rotors, nous pouvons construire
un objet de largeur constante a` l’aide de son rayon de courbure donne´ sur l’intervalle [0, π].
Etant donne´e une application f˜ de´finie sur [0, π], nous la prolongerons sur [0, 2π] de la fac¸on
suivante : {
f(t) = f˜(t), t ∈ [0, π]
f(t) = 1− f˜(t− π), t ∈ [π, 2π]. (4.3)
Proposition 4.2. Soit f˜ : [0, π]→ R une application mesurable ve´rifiant :{
0 ≤ f˜ ≤ 1∫ pi
0 f˜(t) cos(t)dt = 0,
∫ pi
0 f˜(t) sin(t)dt = 1.
(4.4)
Notons f le prolongement de f˜ donne´ par (4.3). Alors la fonction p de´finie par
p(θ) =
1
2
cos(θ) +
∫ θ
0
f(t) sin(θ − t)dt, θ ∈ [0, 2π]
est la fonction d’appui d’un corps de largeur constante qui ve´rifie p(0) = p(π) = 12 et p
′(0) =
p′(π) = 0.
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2 Preuve. La fonction f ve´rifie 0 ≤ f ≤ 1 sur l’intervalle [0, 2π] par (4.3) et car f˜ prend ses
valeurs entre 0 et 1. De plus, on a par (4.4)∫ 2pi
0
f(t)eitdt = 2
∫ pi
0
f(t)eit − 2i = 0
et donc, comme ∫ 2pi
0
f(t)eitdt = p′(2π)− p′(0) + i(p(2π)− p(0)),
la fonction p est 2π pe´riodique et de classe C1 sur [0, 2π]. Soit donc K le corps de R2 dont la
fonction d’appui est p. On a f = p+ p′′ ≥ 0, donc le corps K est convexe. Enfin par (4.3), le corps
K est de largeur constante. On a donc montre´ que l’application p est la fonction d’appui d’un corps
de largeur constante. 2
Notons que si p est la fonction d’appui d’un corps de largeur constante, alors la restriction a`
l’intervalle [0, π] de son rayon de courbure f = p + p′′ ve´rifie (4.4). Sur la figure (4.1), nous avons
repre´sente´ un corps de largeur constante dont le rayon de courbure est de´fini sur [0, π] par :
f = a1[x1,x2] + b1[x3,x4] (4.5)
ou` a = 1/3, b = 3/4 et les points x1 < x2 < x3 < x4 sont choisis de sorte que la relation (4.4) soit
satisfaite. Notons que la seconde condition dans (4.4) exprime que la frontie`re de l’objet est ferme´e.
1
0,8
0,6
0,4
0,2
0
s
6543210
Fig. 4.1 – Le corps de largeur constante dont le rayon de courbure est donne´ par (4.5) avec
x1 = 0.35, x2 = 0.96, x3 = 1.02, x4 = 2.48.
L’aire d’un corps convexe s’e´crit a` l’aide de la fonction d’appui :
A(p) = 1
2
∫ 2pi
0
p2 − p′2 = 1
2
∫ 2pi
0
p(p+ p′′)
Dans la suite on note f = p + p′′ le rayon de courbure de la frontie`re d’un corps K de´crit par sa
fonction d’appui p. Pour un objet de largeur constante 1, la fonctionnelle d’aire s’e´crit de la manie`re
suivante par (2.17) :
A(p) = π
2
+ p′(0)−
∫ pi
0
p(1− f)
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On peut supposer que p′(0) = 0 par un bon choix de l’origine des axes. En effet, on sait que la
frontie`re du corps K est de´crite par les e´quations :{
x(θ) = p(θ) cos(θ)− p′(θ) sin(θ)
y(θ) = p(θ) sin(θ) + p′(θ) cos(θ).
Ainsi, x(0) = p(0), x(π) = −p(π) et y(0) = p′(0). Donc, en prenant comme axe des abcisses
un diame`tre de largeur 1 et en mettant l’origine au milieu de ce diame`tre, on peut supposer que
x(0) = 1/2 = −x(π), y(0) = 0 et donc p(0) = p(π) = 1/2 et p′(0) = 0.
La fonctionnelle devient :
A(p) = π
2
−
∫ pi
0
p(1− f) (4.6)
ou` la fonction f satisfait la contrainte (4.4) et ou` la fonction p ve´rifie sur l’intervalle [0, π] :{
f = p+ p′′
p(0) = 12 , p
′(0) = 0.
(4.7)
Notre but dans cette partie est donc de voir comment la fonctionnelle (4.6) se comporte au voisinage
des polygones de Reuleaux re´guliers tout en restant dans la classe des fonctions admissibles.
4.1.2 Calcul de la fonctionnelle pour des fonctions cre´neaux
On se donne dans cette section un objet de largeur constante 1 a` l’aide de son rayon de courbure
sur [0, π] :
f =
∑
0≤k≤n
1[x2k,x2k+1] (4.8)
avec comme convention x0 = 0, x2n+2 = π et
0 = x0 < x1 < · · · < x2k < x2k+1 < · · · < x2n < x2n+1 ≤ x2n+2 = π (4.9)
La fonction f sature la contrainte 0 ≤ f ≤ 1. Pour que cet objet soit admissible, il faut que la
condition (4.4) soit satisfaite.
Proposition 4.3. L’application f donne´e par (4.8) est le rayon de courbure d’un corps de largeur
constante si et seulement si les points (xj)1≤j≤2n+1 ve´rifient l’e´galite´ :∑
1≤j≤2n+1
(−1)j−1eixj = 0. (4.10)
2 Preuve. La fonction f doit ve´rifier (4.4), et donc :∫ pi
0
f(t) cos(t)dt = 0,
∫ pi
0
f(t) sin(t)dt = 1.
En re´unissant ces deux conditions re´elles, on trouve (4.10). 2
De´finition 4.1. On appelle polygone impair de Reuleaux a` 2n+ 1 coˆte´s la donne´e d’une fonction
f de´finie par (4.8) et qui satisfait (4.9) et (4.10). On notera P2n+1 un tel objet.
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Dans [xj , xj+1], la fonction p s’e´crit :
p(θ) = uj +Aj cos(θ) +Bj sin(θ)
ou` uj =
1
2((−1)j + 1). En exprimant que la fonction p est de classe C1, on en de´duit que pour
0 ≤ j ≤ 2n, on a : {
Aj+1 = Aj + (−1)j cos(xj+1)
Bj+1 = Bj + (−1)j sin(xj+1).
On e´crit p(θ) = A0 cos(θ) +B0 sin(θ) + 1 dans l’intervalle [0, x1]. On a donc pour 1 ≤ k ≤ 2n+ 1 :{
Ak = A0 +
∑
0≤j≤k−1(−1)j cos(xj+1)
Bk = B0 +
∑
0≤j≤k−1(−1)j sin(xj+1)
Par les conditions initiales, nous obtenons les valeurs des re´els A0 et B0 : p(0) =
1
2 = 1 + A0 et
donc A0 = −12 et p′(0) = 0 et donc B0 = 0.
Proposition 4.4. L’aire de P2n+1 s’e´crit en notant A(p) = F (x1, · · · , x2n+1) = F :
F =
π
2
+
∑
2≤k≤2n+2
∑
1≤j≤k−1
(−1)j+k sin(xk − xj) (4.11)
2 Preuve. On montre d’abord que F s’e´crit :
F =
π
2
−
∑
0≤k≤n
∑
0≤j≤2k
(−1)j
(
sin(x2k+2 − xj+1)− sin(x2k+1 − xj+1)
)
(4.12)
Ceci re´sulte d’un calcul imme´diat en utilisant (4.6) et en remplac¸ant Aj et Bj en fonction des xj
dans chaque intervalle [xj , xj+1]. On a :
A(p) = π
2
−
∑
0≤k≤n
∫ x2k+2
x2k+1
p(θ)dθ.
Or, dans [x2k+1, x2k+2], la fonction d’appui de P2n+1 s’e´crit :
p(θ) = u2k+1 +A0 cos(θ) +
∑
0≤j≤2k
(−1)j cos(θ − xj+1).
Or, on a par (4.10) : ∑
0≤k≤n
(
sin(x2k+2)− sin(x2k+1)
)
= 0.
Donc, ∑
0≤k≤n
∫ x2k+2
x2k+1
p(θ)dθ =
∑
0≤k≤n
∑
0≤j≤2k
(−1)j
(
sin(x2k+2 − xj+1)− sin(x2k+1 − xj+1)
)
.
On trouve donc (4.12) qui peut s’e´crire de la fac¸on suivante en utilisant les formules de duplication :
F =
π
2
− 2
∑
0≤k≤n
sin
(x2k+2 − x2k+1
2
) ∑
0≤j≤2k
(−1)j cos (x2k+1 + x2k+2
2
− xj+1
)
.
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Pour montrer (4.11), on effectue d’abord un changement d’indice j ← j + 1 et on remarque que
dans (4.12), les indices k varient entre 2 et 2n+2 et que les deux termes dans la somme se re´e´crivent
de la meˆme fac¸on (−1)j+k+1 sin(xk − xj) en fonction de la parite´ de k. 2
Pour n ≥ 1, on conside`re l’ensemble suivant :
En =
{
x = (xj)1≤j≤2n+1, x satisfait (4.9) et (4.10)
}
L’e´tude de l’optimale localite´ des polygones de Reuleaux re´guliers se re´e´crit donc sous la forme
d’un proble`me de maximisation sous contraintes :
max
x∈En
F (x). (4.13)
L’ensemble En n’est pas vide car il contient la subdivision re´gulie`re dont les points sont donne´s par
pour 1 ≤ j ≤ 2n+ 1 :
x0j =
jπ
2n+ 1
= jθ
ou` θ = pi2n+1 . Cette subdivision re´gulie`re repre´sente les polygones re´guliers de Reuleaux :
f regn =
∑
0≤k≤n
1
[ 2kpi
2n+1
,
(2k+1)pi
2n+1
]
.
Pour n = 1, il s’agit du triangle de Reuleaux, et pour n = 2, il s’agit du pentagone de Reuleaux.
Proposition 4.5. Il existe des polygones de Reuleaux non re´guliers.
2 Preuve. On utilise le the´ore`me des fonctions implicites au point x0 = ( jpi2n+1)1≤j≤2n+1.
Soit f l’application de R2n−1 × R2 et a` valeurs dans R2 qui au point (x′, y) associe le couple
(C1(x
′, y), C2(x′, y)) ou`{
C1(x
′, y) =
∑
1≤j≤2n+1(−1)j−1 cos(x′j)− cos(y1) + cos(y2)
C2(x
′, y) =
∑
1≤j≤2n+1(−1)j−1 sin(x′j)− sin(y1) + sin(y2).
On notera e´galement :
C = (C1, C2)
la contrainte. Au point x0 = (x′0, y0), x
′
0 ∈ R2n−1, y0 ∈ R2, on a f(x′0, y0) = 0 car le polygone de
Reuleaux re´gulier satisfait la contrainte. L’application f est de classe C1 et au point x0 = (x′0, y0),
la jacobienne par rapport a` y s’e´crit : (
sin( pi2n+1) 0
cos( pi2n+1) −1
)
et est inversible. On peut donc appliquer le the´ore`me des fonctions implicites au point x0. Il existe
un ouvert U dans R2n−1 contenant le point x′0, il existe un ouvert V dans R
2 contenant y0, il existe
une application φ : U → V de classe C1 sur U telle que l’on ait :
C(x′, φ(x′)) = 0, ∀x′ ∈ U.
De plus, pour (x′, y′) ∈ U × V , on a C(x′, y′) = 0 si et seulement si y′ = φ(x′).
On peut donc re´soudre la contrainte au voisinage de x0. Notons x′ = (x′1, · · · , x′2n−1) un e´le´ment
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de U et φ(x′) = (x′2n, x
′
2n+1) l’e´le´ment de V correspondant. On a ainsi C(x
′, φ(x′)) = 0 et donc
l’application
f =
∑
0≤k≤n
1[x′2k,x
′
2k+1]
repre´sente un polygone de Reuleaux non re´gulier. 2
Proposition 4.6. L’aire d’un polygone de Reuleaux re´gulier Pregn a` 2n+ 1 coˆte´s est :
A(Pn) = π
2
(
1− 1− cos(
pi
2n+1)
pi
2n+1 sin(
pi
2n+1)
)
=
π
2
− 2n+ 1
2
tan
(
θ
2
)
.
2 Preuve. On peut faire le calcul ge´ome´trique ou bien simplement utiliser (4.11) avec la subdi-
vision re´gulie`re xj =
jpi
2n+1 = jθ, pour 1 ≤ j ≤ 2n+ 1 et avec x2n+2 = π. 2
On trouve A(P3) = 0, 704, A(P5) = 0, 758. Lorsque n tend vers l’infini, l’aire de Pn tend vers
pi
4 , l’aire du disque de rayon
1
2 .
On s’inte´resse maintenant aux conditions d’optimalite´ ve´rifie´es par le polygone re´gulier de Reu-
leaux. Nous de´montrons d’abord la proposition suivante :
Proposition 4.7. La de´rive´e partielle de F s’e´crit pour 2 ≤ l ≤ 2n :
∂F
∂xl
= (−1)l
∑
1≤j≤l−1
(−1)j cos(xj − xl) + (−1)l+1
∑
l+1≤k≤2n+1
(−1)k cos(xk − xl) + (−1)l cos(xl)
et on a :
∂F
∂x1
=
∑
2≤k≤2n+1
(−1)k cos(xk − x1)− cos(x1)
∂F
∂x2n+1
=
∑
1≤j≤2n
(−1)j+1 cos(x2n+1 − xj)− cos(x2n+1).
2 Preuve. On e´crit F sous la forme suivante :
F =
π
2
+
∑
2≤k≤2n+1
∑
1≤j≤k−1
(−1)j+k sin(xk − xj) +
∑
1≤j≤2n+1
(−1)j sin(xj).
Lorsque 2 ≤ l ≤ n, la double somme dans (4.11) donne deux sommes simples et lorsque l = 1 ou
l = 2n+ 1, l’indice l apparaˆıt dans (4.11) dans la somme indexe´e par k ou dans j. 2
Soit I(x) la fonction signe de x :
I(x) =

+1 si x > 0
−1 si x < 0
0 si x = 0
La de´rive´e de l’aire par rapport aux switchs peut se re´e´crire plus globalement de la fac¸on suivante :
∂F
∂xl
=
∑
1≤k≤2n+1
I(k − l)(−1)k+l+1 cos(xk − xl) + (−1)l cos(xl), 1 ≤ l ≤ 2n+ 1. (4.14)
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Ecrivons la contrainte (4.10) sous la forme C = (C1, C2) : R
2n+1 → R2 :{
C1(x) =
∑
1≤j≤2n+1(−1)j cos(xj)
C2(x) =
∑
1≤j≤2n+1(−1)j sin(xj)
(4.15)
Soit θ = pi2n+1 et ω = e
iθ. Nous de´montrons maintenant que les polygones de Reuleaux re´guliers
sont des points critiques de la fonctionnelle sous la contrainte pre´ce´dente.
Proposition 4.8. Les polygones de Reuleaux a` N = 2n + 1, n ≥ 2 coˆte´s ve´rifient l’e´quation
d’Euler-Lagrange :
∂F
∂xl
+ λ
∂C1
∂xl
+ µ
∂C2
∂xl
= 0
avec λ = − tan( θ2) et µ = 0.
2 Preuve. On calcule ∂F∂xl lorsque xj =
jpi
2n+1 pour 1 ≤ j ≤ 2n+ 1 et avec x2n+2 = π. On a pour
l = 1 :
∂F
∂x1
=
∑
2≤k≤2n+1
(−1)k cos(xk − x1)− cos(x1) = 2 sin
(
θ
2
)2
.
Pour l = 2n+ 1, on a :
∂F
∂x2n+1
= 0
Et pour 2 ≤ l ≤ n, nous calculons se´pare´ment les deux sommes suivantes :
(−1)l
∑
1≤j≤l−1
(−1)j cos(xj − xl) = (−1)l+1ℜ
(
ω1−l + (−1)l
1 + ω
)
(−1)l+1
∑
l+1≤j≤2n+1
(−1)k cos(xk − xl) = ℜ
(
ω + (−1)l+1ω1−l
1 + ω
)
.
Nous trouvons :
∂F
∂xl
= ℜ
((−1)l+1ω1−l − 1
1 + ω
)
+ ℜ
(ω + (−1)l+1ω1−l
1 + ω
)
+ (−1)lℜ(ω−l) = ℜ
(ω − 1
ω + 1
(1 + (−1)l+1ω−l)
)
.
Ainsi,
∂F
∂xl
= (−1)l+1 tan
(
θ
2
)
sin(lθ).
Nous trouvons finalement que la de´rive´e de l’aire par rapport aux switchs, pour le polygone de
Reuleaux impair, s’e´crit :
∂F
∂xl
= (−1)l+1 tan
(
θ
2
)
sin(lθ), 1 ≤ l ≤ 2n+ 1. (4.16)
Par ailleurs, on a :
∇C1 =
(
(−1)l+1 sin(xl)
)
1≤l≤2n+1, ∇C2 =
(
(−1)l cos(xl)
)
1≤l≤2n+1, .
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Ainsi, l’e´quation d’Euler-Lagrange pour le polygone re´gulier s’e´crit :
(−1)l+1 tan
(
θ
2
)
sin(lθ) + λ(−1)l+1 sin(lθ) + µ(−1)l cos(lθ) = 0, 1 ≤ l ≤ 2n+ 1.
Pour l = 2n+ 1, on trouve que µ = 0, et donc λ = − tan( θ2). 2
Donc, on a :
∇F (x0)− tan
(
θ
2
)
∇C1(x0) = 0
SoitO un ouvert de R2n+1 autour du point re´gulier x0 =: ( pi2n+1 , · · · , (2n+1)pi2n+1 ) de´finissant le polygone
de Reuleaux re´gulier. Soit L : O × R2 le lagrangien associe´ au proble`me de minimisation et de´fini
par :
L(x, λ, µ) = F (x) + λC1(x) + µC2(x).
Nous venons de de´montrer pre´ce´demment qu’en posant λ0 = − tan( θ2) et µ0 = 0, on a :
∇L(x0, λ0, µ0) = 0.
Pour e´tudier la nature de ce point critique sous la contrainte C = 0, nous devons examiner le signe
de la forme quadratique de´finie par :
q(d) =< ∇2xxL(x0, λ0, µ0), d, d > (4.17)
sur les directions d ∈ R2n+1 orthogonales aux vecteurs ∇C1(x0) et ∇C2(x0).
Proposition 4.9. La diffe´rentielle seconde du Lagrangien au point (x0, λ0, µ0), est repre´sente´e par
la matrice :
A =
(
(−1)l+m sin(|m− l|θ) + tan
(
θ
2
)
δlm
)
1≤l,m≤2n+1
.
La matrice A est une matrice circulante (de type Toeplitz). Ses coefficients al,m ve´rifient en effet
la relation :
al,m = γl−m, 1 ≤ l,m ≤ 2n+ 1, l 6= m
ou` γk ∈ R, 1 ≤ k ≤ 2n+ 1. Il existe beaucoup de re´sultats sur le spectre des matrices de Toeplitz.
2 Preuve. Par (4.14), on a directement lorsque l 6= m :
(∇2xxF )lm = I(m− l)(−1)l+m+1(−1) sin(xm − xl).
Ceci fournit les termes non diagonaux de L(x0, λ0, µ0) car la contrainte est diagonale.
Lorsque l = m, le coefficient diagonal de ∇2x,x vaut :
(∇2x,xF )ll = (−1)l+1 sin(lθ) +
∑
1≤k≤2n+1
(−1)k+l+1I(k − l) sin(xk − xl).
Lorsque xk = kθ, 1 ≤ k ≤ 2n+ 1, on trouve :∑
1≤k≤2n+1
(−1)k+l+1I(k − l) sin(xk − xl) = −ℑ
(
1− ω + 2(−1)lω1−l
1 + ω
)
.
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En e´crivant :
(−1)l+1 sin(lθ) = (−1)lℑ(ω−l)
on en de´duit que :
(∇2x,xF )ll = (−1)l+1 tan
(
θ
2
)
cos(lθ) + tan
(
θ
2
)
.
La de´rive´e seconde de la premie`re contrainte est diagonale et s’e´crit :
∇2xxC1 =
(
(−1)l+1 cos(xl)δlm
)
1≤l,m≤2n+1
Donc, les termes diagonales de la matrice L(x0, λ0, µ0) sont constants et valent tan( θ2). 2
On de´finit maintenant une base orthogonale de R2n+1 adapte´e au proble`me, i.e. dont les deux
premiers vecteurs sont coline´aires aux vecteurs ∇C1(x0) et ∇C2(x0). Soit donc pour 0 ≤ l ≤ n la
famille de vecteurs (ul)0≤l≤n de´finie par
ul =
(
(−1)j cos((2l + 1)jθ))
1≤j≤2n+1
et pour 0 ≤ l ≤ n− 1 la famille de vecteurs (vl)0≤l≤n−1 de´finie par
vl =
(
(−1)j+1 sin((2l + 1)jθ))
1≤j≤2n+1 .
Proposition 4.10. La famille de vecteurs E = {(ul)0≤l≤n}∪{(vl)0≤l≤n−1} est une base orthogonale
de R2n+1.
2 Preuve. L’orthogonalite´ des 2n+ 1 vecteurs re´sulte d’un calcul direct. On a pour l 6= m :
(ul, um) =
1
2
ℜ
 ∑
1≤j≤2n+1
ωj1 +
∑
1≤j≤2n+1
ωj2

ou` ω1 = e
(2l−2m)ipi
2n+1 et ω2 = e
i(2l+2m+2)pi
2n+1 . Or, ω2n+11 = ω
2n+1
2 = 1, donc les vecteurs ul et um
sont orthogonaux. On de´montre de la meˆme manie`re l’orthogonalite´ entre les vecteurs (ul)0≤l≤n et
(vl)0≤l≤n−1 puis l’orthogonalite´ entre les vecteurs de la famille (vl)0≤l≤n−1. Ceci montre que cette
famille est une base de R2n+1. 2
Soit F le sous-espace vectoriel engendre´ par les gradients des deux contraintes au point x0, F =
vect(u0, v0). Il faut donc ve´rifier que la matrice A est ne´gative sur le sous-espace F
⊥ pour tout
n ≥ 2. On envisage un calcul nume´rique des valeurs propres de la matrice A restreinte au sous-
espace F⊥.
Par exemple, lorsque n = 5, la matrice A est :
∇xxL(x0, λ0, µ0) = A =

tan( θ2) − sin(θ) sin(2θ) − sin(3θ) sin(4θ)
− sin(θ) tan( θ2) − sin(θ) sin(2θ) − sin(3θ)
sin(2θ) − sin(θ) tan( θ2) − sin(θ) sin(2θ)
− sin(3θ) sin(2θ) − sin(θ) tan( θ2) − sin(θ)
sin(4θ) − sin(3θ) sin(2θ) − sin(θ) tan( θ2)

Pour ve´rifier que la matrice A est ne´gative sur le sous-espace vectoriel F⊥, nous utilisons Matlab.
Renume´rotons la famille {(ul)0≤l≤n} ∪ {(vl)0≤l≤n−1} sous la forme (εl)1≤l≤2n+1 avec ε1 = u0 et
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n
2 0 −0.2 −0.2
3 0 −0.056 −0.056 −0.41 -0.41
4 0 −0.13 −0.13 −0.6 −0.6 −0.02 −0.02
Fig. 4.2 – Les 2n− 1 valeurs propres de B lorsque n = 2, 3, 4
ε2 = v0. Soit B la matrice de la forme quadratique de´finie par A et restreinte a` F
⊥. La matrice B
est carre´ d’ordre 2n− 1 et ses coefficients sont donne´s par :
Bi,j = (ε
t
i+2Aεj+2)1≤i,j≤2n−1.
Par exemple lorsque n = 2, n = 3 et n = 4 les valeurs propres de la matrice B sont donne´es dans
le tableau (voir figure 4.2). On remarque que les valeurs propres non nulles de B sont doubles.
Conjecture 4.1. La matrice B est ne´gative pour n ≥ 2.
Pour ve´rifier la ne´gativite´ de la matrice B, nous avons utilise´ Matlab qui calcule nume´riquement
le spectre de B. Nume´riquement, nous trouvons que le spectre de B est inclu dans R−, et donc les
polygones de Reuleaux impairs sont des maxima locaux de l’aire dans la classe des polygones de
Reuleaux ayant le meˆme nombre de coˆte´s. Cette ve´rification nume´rique du spectre de la matrice
B a e´te´ possible jusqu’a` une valeur de n = 100 environ, ce qui correspond a` une matrice carre´ de
taille 2n − 1 = 198. Passe´e cette valeur, l’ordinateur que j’ai utilise´ (1,79 Ghz, 896 MO de RAM,
AMD Athlon 3000+) ne termine pas la diagonalisation de la matrice en temps raisonnable.
4.2 Optimalite´ locale des rotors re´guliers
Le but de cette partie est d’e´tudier le re´sultat de la partie pre´ce´dente dans le cas des rotors.
Avant d’e´tudier cette question, nous examinons une proprie´te´ de la se´rie de Fourier d’un rotor
re´gulier (voir the´ore`me 4.2).
4.2.1 Rotors re´guliers et se´ries de Fourier
Dans le chapitre 2, nous avons vu que les rotors re´guliers e´taient de´finis de fac¸on e´quivalente
par (3.38) ou (3.40). Rappelons que les rotors re´guliers sont de´crits par les deux se´ries Oln±1n ou`
l ∈ N. L’entier ln± 1 de´signe le nombre de switchs du rotor dans l’intervalle [0, δ].
Nous montrons dans cette section le lien entre la se´rie de Fourier du rotor re´gulier On−1n tournant
a` l’inte´rieur d’un n-gone et celle de´crivant le n-gone. Nous supposerons que le n-gone est parame´tre´
de manie`re uniforme (i.e. comme s’il e´tait parcouru a` vitesse constante pendant l’intervalle de temps
2π).
Soit δ = 2pin , ω = e
iδ, ω
1
2 = cos( δ2) + i sin(
δ
2), ω
− 1
2 = ω
1
2 , γ = cos(δ), σ = sin(δ) et Pn le polygone
re´gulier de R2 dont les sommets sont les points (ωj)0≤j≤n−1. On note Un le groupe des racines
n-ie`mes de l’unite´.
On note Z : [0, δ] → Un le rayon de courbure complexe d’un rotor re´gulier de la premie`re se´rie
(ε = 1) de´finie par :
Z(θ) =
∑
0≤L−1
ωj1
[ 2jpi
nL
,
2(j+1)pi
nL
]
(4.18)
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ou` L est un entier supe´rieur ou e´gal a` 2. Rappelons que L = s + 1 et que pour la premie`re se´rie
s est de la forme s = −2 + λn, λ ∈ N∗. Ainsi, le rotor Z repre´sente´ par (4.18) est Oλn−1n avec les
notations du chapitre 2.
Sot φ la se´rie de Fourier du polygone re´gulier a` n coˆte´s de sommets les points d’affixes (ωk)0≤k≤n−1.
Nous de´montrons le the´ore`me suivant :
The´ore`me 4.2. La se´rie de Fourier du rotor re´gulier dont le rayon de courbure complexe est donne´
par (4.18) ve´rifie
Z(θ) = C
d
dθ
φ(Lθ) (4.19)
ou` C est une constante donne´e par
C =
1
L
pi
n
sin(pin)
e−
ipi
n .
En particulier, lorsque L = n − 1, le rotor re´gulier de´crit par (4.18) est le rotor re´gulier On−1n
dont on conjecture qu’il minimise l’aire dans la classe des rotors. Ainsi, son rayon de courbure
complexe ve´rifie donc :
Z(θ) =
1
n− 1
pi
n
sin(pin)
e−
ipi
n
d
dθ
φ((n− 1)θ) (4.20)
2 Preuve du the´ore`me. En conside´rant la fonction θ 7−→ eiθZ(θ) qui est δ pe´riodique, nous avons
de´montre´ dans le chapitre 2 que la se´rie de Fourier d’un rotor re´gulier dont le rayon de courbure
complexe est donne´ par (4.18) vaut :
Z(θ) =
n
π
sin(
π
n
)e
ipi
n
∑
k∈Z
ei(kn+1)Lθ
kn+ 1
.
ou` L = s+ 1 = λn− 1. Nous allons maintenant calculer la se´rie de Fourier de la fonction φ. Nous
supposons donc que le n-gone est parame´tre´ de manie`re uniforme. Pour 0 ≤ k ≤ n−1, le kie`me coˆte´
du n-gone Pn, [ωk, ωk+1] est de´crit par :
φ(θ) =
n
2π
(
ωk−1
(2kπ
n
− θ
)
+ ωk
(
θ − 2(k − 1)π
n
))
pour 2(k−1)pin ≤ θ ≤ 2kpin . La fonction φ ve´rifie pour tout θ ∈ R :
φ(θ + δ) = ωφ(θ).
Ainsi, la fonction θ 7−→ e−iθφ(θ) est pe´riodique de pe´riode δ et son de´veloppement en se´rie de
Fourier s’e´crit :
φ(θ) =
∑
j∈Z
cje
i(jn+1)θ.
Les coefficients de Fourier de φ sont donne´s par :
cj =
n
2π
∫ δ
0
e−i(jn+1)θφ(θ)dθ.
Par inte´gration par parties, on trouve que cj vaut :
cj =
(
sin(π/n)
π/n
1
jn+ 1
)2
.
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Finalement, la se´rie de Fourier de φ s’e´crit :
φ(θ) =
(
sin(π/n)
π/n
)2∑
j∈Z
ei(jn+1)θ
(jn+ 1)2
(4.21)
2
Cette proprie´te´ permet de donner une nouvelle de´finition des rotors re´guliers, obtenus comme
la de´rive´e de la se´rie de Fourier du n-gone a` une constante multiplicative pre`s.
4.2.2 Locale optimalite´ des rotors re´guliers
Rappelons le the´ore`me suivant (voir chapitre 3) qui permet de construire un rotor tournant a`
l’inte´rieur d’un polygone re´gulier a` n ≥ 3 coˆte´s.
Soit δ = 2pin , ω = e
iδ, γ = cos(δ), σ = sin(δ) et Pn le polygone re´gulier de R2 dont les sommets sont
les points (ωj)0≤j≤n−1.
On note Γ l’ensemble des fonctions complexes W ∈ C1([0, 2pin ]) et qui ve´rifient les conditions sui-
vantes : {
W (δ) = ωW (0)
W ′(δ) = ωW ′(0)
(4.22)
et telles que la fonction Z =W +W ′′ ∈ L2([0, δ]) prenne ses valeurs a` l’inte´rieur du polygone Pn.
The´ore`me 4.3. Il y a une correspondance bijective entre les rotors tournant dans un n-gone et les
fonctions W appartenant a` l’ensemble Γ.
Les rotors ainsi de´finis tournent dans un n-gone P1 dont le cercle inscrit a pour rayon
1
2r sin( δ
2
)
(voir chapitre 2). Rappelons le the´ore`me suivant (voir proposition 8, chapitre 2) qui permet de
constuire un rotor, donc un e´le´ment de l’ensemble Γ a` l’aide de son rayon de courbure complexe.
Proposition 4.11. Soit Z ∈ L2([0, δ]) prenant ses valeurs dans le polygone Pn. Alors il existe une
fonction W appartenant a` Γ telle que Z =W +W ′′ si et seulement si Z ve´rifie la condition :∫ δ
0
Z(θ)eiθdθ = 0. (4.23)
et W s’e´crit :
W (θ) = Aeiθ +Be−iθ +
∫ θ
0
sin(θ − t)Z(t)dt (4.24)
ou` B ∈ C et A est donne´ par :
A =
ω
4σ
∫ δ
0
Z(t)e−itdt. (4.25)
On se donne un rotor par la donne´e de son rayon de courbure complexe :
Z =
∑
0≤j≤s
ωj1[τj ,τj+1] (4.26)
ou` s+ 1 = ln, l ∈ N∗ et ou` les points (τj)0≤j≤s+1 ve´rifient :
τ0 = 0 < τ1 < · · · < τj < τj+1 < · · · < τs+1 = δ (4.27)
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ainsi que la contrainte (4.23) qui peut se mettre sous la forme :∑
0≤j≤s
ωjeiτj = 0. (4.28)
La fonction W s’e´crit dans chaque intervalle [τj , τj+1] :
W (θ) = ωj +Aje
iθ +Bje
−iθ, 1 ≤ j ≤ s, θ ∈ [τj , τj+1].
Dans [τ0, τ1], W est donne´e par les conditions initiales :
W (θ) = 1 +A0e
iθ +B0e
−iθ (4.29)
ou` la constante A0 ve´rifie A0 = A− 12 et B0 = B− 12(voir chapitre 4). Lorsque les points (τj)0≤j≤s+1
sont donne´s par τj =
jδ
ls±1) ou` l ∈ N∗, les rotors ainsi construits sont les rotors re´guliers Oln±1n . Pour
les rotors re´guliers, les constantes A et B ont une valeur particulie`re (voir [15]).
Proposition 4.12. On conside`re un rotor re´gulier Oλn−1n de la premie`re se´rie dont le rayon de
courbure complexe est donne´ par (4.18) avec L = s+ 1 = λn− 1 et τ = δL . Les constantes A et B
dans (4.24) sont alors donne´es dans ce cas par :
A = −1
2
sin( τ2 )
sin( δ−τ2 )
e−i
δ
2 , B =
1
2
sin( τ2 )
sin( δ+τ2 )
e−i
δ
2 (4.30)
2 Preuve. La constante A se calcule directement par (4.25) en remplac¸ant Z par (4.18) :
A =
iω
4σ
∑
0≤j≤s
ωj
(
e−i(j+1)τ − e−ijτ
)
.
Et on trouve la premie`re partie de (4.30) en simplifiant les sommes ge´ome´triques. Pour calculer la
constante B, revenons a` la de´finition de W dans le premier intervalle. Dans l’intervalle [0, τ ], la
fonction W est donne´e par :
W (θ) = 1 +A0e
iθ +B0e
−iθ
avec A0 = A− 12 et B0 = B− 12 . Or, par le principe de Pontryagin (voir (3.54), Chapitre 3), on sait
qu’en chaque switch W (τj) est coline´aire a` ω
j− 1
2 , ce qui fixe la valeur de B. Nous obtenons pour
τ0 = 0 et τ1 = τ :
W (0) = t0e
−i δ
2 , W (τ) = t1e
i δ
2
ou` (t0, t1) est un couple de re´els. On en de´duit le syste`me suivant :{
1 +A0 +B0 = t0ω
− 1
2
1 +A0e
iτ +B0e
−iτ = t1ω
1
2 .
Ainsi, on obtient un syste`me line´aire de 4 e´quations a` 4 inconnues : ℜ(B), ℑ(B), t0, t1 :
ℜ(B)− t0 cos( δ2) = −ℜ(A)
ℑ(B) + t0 sin( δ2) = −ℑ(A)
ℜ(B) cos(τ) + ℑ(B) sin(τ) = −1 + ℜ((12 −A)eiτ ) + 12e−iτ
−ℜ(B) sin(τ) + ℑ(B) cos(τ)− t1 sin( δ2) = ℑ((12 −A)eiτ ) + 12e−iτ ).
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La re´solution de ce syste`me line´aire conduit au re´sultat. 2
Nous de´montrons maintenant que nous pouvons de´former continuement un rotor re´gulier appar-
tenant a` Oln±1n de fac¸on a` ce que le rayon de courbure complexe du rotor de´forme´ soit donne´ par
(4.26).
Proposition 4.13. Il existe des rotors non re´guliers dont le rayon de courbure complexe est donne´
par (4.26).
2 Preuve. On utilise le the´ore`me des fonctions implicites comme pour le cas des polygones de
Reuleaux. Soit s un entier tel que s ≡ −1− ε[n] et L = s+ 1. Soit Z la fonction complexe de´finie
par :
Z(θ) =
∑
0≤j≤s
ωεj1[jτ,(j+1)τ ]
qui repre´sente l’e´le´ment Oln+εn .
Soit ψ la fonction de´finie sur Rs−2 × R2 par :
ψ =: ψ(τ3, · · · , τs, τ1, τ2) = eiτ1 + ωεeiτ2 −
∑
3≤j≤s
ωεj−1eiτj .
On notera le s-uplet (τ3, · · · , τs, τ1, τ2) de Rs−2 × R2 sous la forme (τ ′, τ ′′). Soit U l’ouvert de
Rs−2 × R2 de´fini par
U =
{
(τ ′, τ ′′) ∈ Rs−2 × R2, 0 < τ1 < τ2 < · · · < τs < δ
}
.
Notons qu’un couple (τ ′, τ ′′) ∈ U ve´rifie ψ(τ ′, τ ′′) = 0 si et seulement si le s-uplet (τ1, · · · , τs) ve´rifie
(4.28).
Le s-uplet (3τ, · · · , sτ, τ, 2τ) = (τ ′0, τ ′′0 ) ve´rifie ψ(τ ′0, τ ′′0 ) = 0. Pour appliquer le the´ore`me des fonc-
tions implicites au point (τ ′0, τ
′′
0 ), il faut ve´rifier que la jacobienne partielle de ψ par rapport a` la
seconde variable est inversible. On note S(τ3, · · · , τs) l’application de´finie sur Rs−2 par :
S(τ3, · · · , τs) =
∑
3≤j≤s
ωεj−1eiτj .
On note e´galement (ψ1, ψ2) les parties re´elles et imaginaires de ψ :{
ψ1(τ
′, τ ′′) = cos(τ1) + cos(τ2 + εδ)−ℜ(S(τ ′′))
ψ2(τ
′, τ ′′) = sin(τ1) + sin(τ2 + εδ)−ℑ(S(τ ′′)).
La jacobienne partielle de ψ s’e´crit donc :(− sin(τ1) − sin(τ2 + εδ)
cos(τ1) cos(τ2 + εδ).
)
Au point (τ ′0, τ
′′
0 ), son de´terminant vaut ∆ = sin(τ + εδ). On ve´rifie aise´ment que τ + εδ est stricte-
ment infe´rieur a` 2π et ne peut valoir 0 ou π. Ainsi, la jacobienne partielle est inversible et on peut
appliquer le the´ore`me des fonctions implicites. On peut re´soudre la contrainte ψ = 0 au voisinage
d’un rotor re´gulier. Ceci montre donc l’existence de rotors non re´guliers au voisinage d’un rotor
re´gulier. 2
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Notons que par la de´monstration pre´cedente, on peut calculer en re´solvant une e´quation du se-
cond degre´ les deux premiers switchs (τ1, τ2) en fonction de (τ3, · · · , τs). La proposition pre´ce´dente
montre donc qu’il existe des rotors non re´guliers sur le bord des contraintes admissibles (i.e. dont
le rayon de courbure complexe sature les contraintes et prend les valeurs (ωj)1≤j≤s).
On s’inte´resse a` l’optimalite´ locale des e´le´ments de la premie`re se´rie Oln−1n , l ∈ N∗. Soit Cn l’en-
semble des fonctions Z ∈ L2([0, δ]) qui sont donne´es par (4.26) avec s ≡ −2[n] et qui ve´rifient les
contraintes (4.27) et (4.28). Ainsi, l’ensemble Cn contient les rotors re´guliers Oln−1n ou` s = ln − 2
pour lesquels τj =
jτ
s+1 , 0 ≤ j ≤ s+1. Soit A l’aire du rotor dont le rayon de courbure complexe est
la fonction Z. Dans la suite, nous e´tudions le proble`me d’optimisation sous contraintes suivant :
max
Z∈Cn
A(Z). (4.31)
Nous de´montrons que les rotors re´guliers sont des points critiques de l’aire sous les contraintes (4.27)
et (4.28) (voir the´ore`me 4.5). Pour ce qui est de leur optimalite´ locale, nous ve´rifions nume´riquement
la conjecture suivante :
Conjecture 4.2. Lorsque n = 3 et n = 4, les rotors re´guliers Oln−1n sont des maxima locaux de
l’aire dans la classe Cn pour l > 1. Lorsque n ≥ 5 et l > 1, les rotors re´guliers sont des points selles
dans la classe Cn.
Remarque 4.1. Pour effectuer cette analyse, nous sommes conduits a` e´tudier les valeurs propres
de la matrice Hessienne de la fonctionnelle sur le sous-espace orthogonal au gradient des deux
contraintes. Cette matrice est de taille s = ln− 2. Cette e´tude spectrale a e´te´ effectue´e par Matlab
et donc, pour des valeurs du couple (n, l) telles que le produit nl ne de´passe pas 200 environ. Au
dela` ce cette limite, l’ordinateur met du temps pour diagonaliser la matrice Hessienne.
Ce re´sultat montre que les rotors re´guliers Oln−1n tournant dans un un triangle e´quilate´ral sont
des maxima locaux de l’aire lorsque l > 2. Il confirme e´galement le the´ore`me 4.1 (voir [13] ou la
partie pre´ce´dente) dans le cas n = 4. Enfin, lorsque n ≥ 5, les rotors re´guliers Oln−1n sont des points
selles dans la classe Cn. Donc le re´sultat de Firey ne se ge´ne´ralise pas au cas des rotors re´guliers
tournant dans un n-gone avec n ≥ 5. L’apparition de plusieurs rayons de courbure (au moins trois)
pour les rotors re´guliers Oln−1n avec n ≥ 5 peut e´ventuellement expliquer ce phe´nome`ne. Dans le cas
n = 3 et n = 4, le rayon de courbure des rotors re´guliers prend en effet la valeur 0 ou 1 uniquement.
Pour aborder la conjecture 4.2, nous avons d’abord tente´ de proce´der comme pour le cas des
polygones de Reuleaux (partie pre´ce´dente) en effectuant un calcul direct de la fonctionnelle. Cette
de´marche est rendue de´licate par la complexite´ de la fonctionnelle (voir proposition 4.14). Nous
avons pre´fe´re´ utiliser l’expression de la fonctionnelle sous forme de se´rie de Fourier pour aborder
ce proble`me.
Nous donnons d’abord une expression explicite de la fonctionnelle en fonction des switchs (τ1, · · · , τs)
avant d’effectuer la de´monstration de la proprie´te´ 4.2 a` l’aide des se´ries de Fourier.
Dans le chapitre 2, nous avons vu que l’aire d’un rotor dont le rayon de courbure complexe est
donne´ par (4.26) vaut a` une constante pre`s :
F := F (τ1, · · · , τs) = πr2 + n
4σ2
J(τ1, · · · , τs)
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ou` la fonctionnelle J est donne´e par :
J =
∫ δ
0
WZ.
Proposition 4.14. La fonctionnelle J = J(τ1, · · · , τs) est donne´e par
J = δ +
ω(ω2 − 1)
2i
+ 4σω|A|2 − 2σωA− 2σω2A+ 4 sin2(δ
2
)
∑
1≤k≤j≤s
ωk−j sin(τj − τk) (4.32)
ou` A est donne´ par
A =
iω(ωs−1 − 1)
4σ
+
i(1− ω)
4σ
∑
1≤j≤s
ωje−iτj . (4.33)
2 Preuve. Pour montrer (4.32), on reprend les notations du chapitre 2. Pour 1 ≤ j ≤ s, dans
l’intervalle [τj , τj+1], la fonction W s’e´crit :
W (θ) = ωj +Aje
iθ +Bje
−iθ
avec {
Aj = A0 +
1
2(ω − 1)
∑
1≤k≤j ω
ke−iτk
Bj = B0 +
1
2(ω − 1)
∑
1≤k≤j ω
keitauk .
en utilisant le fait que W est de classe C1 sur l’intervalle [0, δ]. La fonctionnelle J s’e´crit alors :
J =
∑
0≤j≤s
ωj
∫ τj+1
τj
(A0e
iθ +B0e
−iθ)dθ +
∑
1≤j≤s
ωj
∫ τj+1
τj
W (θ)dθ. (4.34)
Et on remplace W par sa valeur entre deux switchs conse´cutifs. Le terme en B0 est absorbe´ par la
contrainte (4.28). On trouve ensuite∑
0≤j≤s
ωj
∫ τj+1
τj
A0e
iθ = 4σω|A|2 − 2σωA.
Et le calcul fournit :∑
1≤j≤s
ωj
∫ τj+1
τj
W (θ)dθ =
∑
1≤j≤s
∑
1≤k≤j
ωk−j
(
sin(τj+1 − τk)− sin(τj − τk)
)
.
Puis en regroupant les deux termes de la somme, nous obtenons :∑
1≤k≤j≤s
ωk−j
(
sin(τj+1−τk)−sin(τj−τk)
)
=
∑
1≤k≤j≤s
ωk−j sin(τj−τk)−2i sin(δ
2
)ω
3
2
∑
1≤k≤s
ωk sin(δ−τk).
Enfin on montre que l’on a :
−2i sin(δ
2
)ω
3
2
∑
1≤k≤s
ωk sin(δ − τk) = −2σω2A+ ω(ω
2 − 1)
2i
.
Par ailleurs, un calcul direct en utilisant (4.25) montre que A est donne´ par (4.33). D’ou` le re´sultat.
2
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Le proble`me d’optimalite´ locale peut eˆtre pose´ correctement maintenant. On cherche donc a` trou-
ver parmi tous les rotors ayant s switchs celui d’aire maximale. Le nombre L d’intervalles de la
subdivision e´tant fixe´, on cherche a` optimiser la fonctionnelle J donne´e par (4.32) sous la contrainte
(4.27) et (4.28).
La fontionnelle F donne´e par (4.14) prend des valeurs re´elles meˆme si cela n’apparaˆıt pas clai-
rement sur (4.14). Cette formule n’est pas tre`s pratique pour calculer la hessienne. Nous e´tudions
la conjecture 4.2 a` l’aide des se´ries de Fourier en plusieurs points. Nous de´veloppons d’abord en
se´rie de Fourier un rotor non re´gulier (voir proposition 4.15). Nous de´montrons ensuite que les
rotors re´guliers sont des points critiques (voir the´ore`me 4.5). Enfin, par l’e´tude nume´rique de la
Hessienne de l’aire sur les rotors re´guliers, nous en de´duisons le re´sultat (voir proposition 4.16).
Soit Z le rayon de courbure complexe d’un rotor donne´ par (4.26) et soit J− et J ′ les ensembles
de´finis par :
J− = {j ∈ R, j ≡ −1[n], j 6= −1}, J ′ = J− ∪ {−1}.
Proposition 4.15. La se´rie de Fourier de Z s’e´crit :
Z(θ) =
∑
j∈J ′
γje
ijθ, p.p.θ ∈ R.
Les coefficients de Fourier γj, j ∈ J ′ sont donne´s par :
γj =
2
jδ
sin(
δ
2
)ω
1
2
(
1 +
∑
1≤k≤s
ωke−ijτk
)
.
2 Preuve. La fonction θ 7−→ eiθZ(θ) e´tant δ pe´riodique, on peut la de´composer en se´rie de
Fourier ce qui donne :
Z(θ)eiθ =
∑
l∈Z
βle
ilnθ
et donc, en notant γj = γln−1 = βl, avec j = ln− 1, on a :
Z(θ) =
∑
j∈J ′
γje
ijθ.
Les coefficients de Fourier γj sont donc donne´s par :
γj =
n
2π
∫ δ
0
Z(t)eite−ijntdt =
n
2π
∑
0≤k≤s
ωk
∫ τk+1
τk
e−i(jn−1)tdt
D’ou` :
γj =
in
2π(jn− 1)
∑
0≤k≤s
ωk
(
e−i(jn−1)τk+1 − e−i(jn−1)τk)
Par changement d’indice, on trouve
γj =
2
jδ
sin(
δ
2
)ω
1
2
(
1 +
∑
1≤k≤s
ωke−ijτk
)
.
2
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En utilisant la contrainte (4.28), le coefficient γ1 est nul et l’indice j ne peut prendre la valeur
1, donc la fonction W s’e´crit :
W (θ) =
∑
j∈J−
γj
1− j2 e
ijθ.
L’aire d’un rotor s’e´crit donc par Parseval :
J = J(τ1, · · · , τs) = −δ
∑
j∈J−
|γj |2
j2 − 1 (4.35)
et cette quantite´ est ne´gative ou nulle. Remarquons que J(W ) = 0 lorsque tous les coefficients
de W sont nuls, autrement dit W repre´sente le disque. Le the´ore`me suivant permet de calculer
efficacement la de´rive´e de l’aire par rapport aux switchs (τj)1≤j≤s.
The´ore`me 4.4. Pour 1 ≤ k ≤ s, la de´rive´e de l’aire par rapport a` τk s’e´crit :
∂J
∂τk
= −4 sin(δ
2
)ℑ(ω−(k− 12 )W (τk)). (4.36)
2 Preuve. Partant de l’expression de γj , on trouve :
∂γj
∂τk
=
−2i
δ
sin(
δ
2
)ωk−
1
2 e−ijτk . (4.37)
Or, on a :
∂J
∂τk
= −δ
∑
j∈J−
( γj
j2 − 1
∂γj
∂τk
+
γj
j2 − 1
∂γj
∂τk
)
.
Par ailleurs, on a pour 1 ≤ k ≤ s :
W (τk) =
∑
j∈J−
γj
1− j2 e
ijτk . (4.38)
D’ou` le re´sultat. 2
Ecrivons maintenant la contrainte (4.28) sous la forme ψ = ψ(τ1, · · · , τs) = (ψ1, ψ2) avec{
ψ1(τ1, · · · , τs) =
∑
0≤j≤s cos(jδ + τj)
ψ2(τ1, · · · , τs) =
∑
0≤j≤s sin(jδ + τj).
Soit λ ∈ N∗, s = λn− 1, L = s+ 1 et τ = δL . On montre maintenant que le rotor Oλn−1n donne´ par
(4.18) est un point critique de l’aire.
The´ore`me 4.5. Soit Z le rayon de courbure complexe d’un rotor re´gulier donne´ par (4.18) . Alors,
Z est un point critique pour l’aire :
∂J
∂τk
(τ, · · · , sτ) = 0, 1 ≤ k ≤ s.
2 Preuve. Pour un rotor re´gulier Oλn−1n dont le rayon de courbure est donne´ par (4.18), on a
pour j ∈ J− :
γj =
2
jδ
sin(
δ
2
)e−i
δ
2
∑
0≤k≤s
ωke−ijkτ
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ou` τ = δL . Donc, on obtient :
γj = 0, j 6= (1 + pn)L, p ∈ Z
et pour j = (1 + pn)L, p ∈ Z, on obtient :
γj =
2L
jδ
sin(
δ
2
)e−i
δ
2
car ∑
0≤k≤s
ωke−ijkτ = L.
La fonction W de Oλn−1n s’e´crit donc :
W (θ) =
2L
δ
sin(
δ
2
)e−i
δ
2
∑
p∈Z
ei(1+pn)Lθ
(1 + pn)L
(
(1 + pn)2L2 − 1) , θ ∈ R.
Donc, au point τk = kτ , 1 ≤ k ≤ s, on obtient :
W (kτ) =
2L
δ
sin(
δ
2
)
∑
p∈Z
ei(k−
1
2
)δ
(1 + pn)L
(
(1 + pn)2L2 − 1)
d’ou` le re´sultat par (4.36).2
Soit F la fonction de´finie par
F (θ) =
∑
j∈J−
eijθ
j2 − 1 .
Proposition 4.16. La Hessienne de J est donne´e par la matrice :
∂2J
∂τk∂τl
= −8
δ
sin2(
δ
2
)ℜ(ωl−kF (τk − τl))− 4 sin(δ
2
)ℑ(e−i(k− 12 )W ′(τk))δkl, 1 ≤ k, l ≤ s.
2 Preuve. Par (4.38), on conside`re W (τk) comme une fonction des variables (τ1, · · · , τs) :
W (τk) = G(τ1, · · · , τs)
car le coefficient de Fourier γj est une fonction de ces s variables. On a donc :
∂2J
∂τk∂τl
= −4 sin(δ
2
)ℑ
(
ω−(k−
1
2
)∂G
∂τl
)
.
Par (4.38), il vient :
∂G
∂τl
= −
∑
j∈J−
1
j2 − 1(
∂γj
∂τl
+ ijγjδkl)e
ijτk .
En utilisant (4.37), on obtient :
∂G
∂τl
= −2i
δ
sin(
δ
2
)ωl−
1
2
∑
j∈J−
eij(τk−τl)
j2 − 1 +W
′(τk)δkl.
On obtient donc le re´sultat. 2
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Corollaire 4.1. Pour un rotor re´gulier dont le rayon de courbure complexe est donne´ par (4.18),
la hessienne de J vaut :
∂2J
∂τk∂τl
(τ, · · · , sτ) = −8
δ
sin2(
δ
2
)ℜ(ωl−kF ((k − l)τ)), 1 ≤ k 6= l ≤ s
et
∂2J
∂τ2k
(τ, · · · , sτ) = 2 sin2(δ
2
)
( 2 sin(τ)
cos(τ)− γ + cot(δ)−
1
δ
)
, 1 ≤ k ≤ s.
La matrice Hessienne de l’aire pour un rotor re´gulier est donc une matrice de Toeplitz car son
coefficient ak,l est de la forme γ|k−l|, 1 ≤ k, l ≤ s, ou` γj ∈ R pour 1 ≤ j ≤ s.
2 Preuve. On peut montrer que la fonction F ve´rifie F (−θ) = F (θ) et F (θ + δ) = ωF (θ). De
plus, on peut expliciter F :
F (θ) = − δ
4σ
ωeiθ +
1
4
(1− iδ)e−iθ + i
2
θe−iθ, θ ∈ [0, δ].
On ve´rifie en effet que ses coefficients de Fourier ve´rifient :{
cj =
1
j2−1 , j ∈ J−
cj = 0, j 6∈ J−.
On a en particulier :
F (0) =
1
4
− δγ
4σ
.
Pour de´montrer le corollaire, on part de la proposition pre´ce´dente. Lorsque k 6= l, le re´sultat est
imme´diat en remplac¸ant τk pat kτ pour 1 ≤ k ≤ s. Lorsque k = l, on a deux termes. Le premier
terme vaut en utilisant la valeur de F (0) :
−8
δ
sin2(
δ
2
)ℜ(ωl−kF (0)) = 2 sin2(δ
2
)(cot(δ)− 1
δ
).
Le second terme vaut −4 sin( δ2)ℑ
(
ω−(k−
1
2
)W ′(kτ)
)
. Or, en utilisant (4.29), on a pour un rotor
re´gulier de la premie`re se´rie :
W ′(kτ) = ωkW ′(0) = ωki(A0 −B0).
Donc, par (4.30), on en de´duit que :
W ′(kτ) = −sin(τ) sin(
δ
2)
cos(τ)− γ ie
i(k− 1
2
)δ.
D’ou` le re´sultat. 2
Afin d’appliquer le the´ore`me de Kuhn-Tucker, nous devons regarder le signe de la hessienne donne´e
par le corollaire 4.1 sur le sous-espace vectoriel orthogonal au gradient des contraintes (∇ψ1,∇ψ2)
au point re´gulier. Nous avons termine´ cette e´tude de fac¸on nume´rique en calculant nume´riquement
avec Matlab les valeurs propres de la Hessienne sur le sous-espace orthogonal aux deux contraintes.
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Pour le rotor re´gulier Oλn−1n , en posant L = s + 1 = λn − 1, ces deux vecteurs sont donne´s
par : {
∇ψ1(τ, · · · , sτ) =
(− sin(2λjpiL ))1≤j≤s
∇ψ2(τ, · · · , sτ) =
(
cos(2λjpiL )
)
1≤j≤s.
On peut de´finir de fac¸on analogue les vecteurs de Rs de la fac¸on suivante :
er =
(
cos(
2πrj
L
)
)
1≤j≤s
, 0 ≤ r ≤ m
et
fr =
(
sin(
2πrj
L
)
)
1≤j≤s
, 1 ≤ r ≤ m− 1.
On de´finit maintenant la famille F de vecteurs de Rs en distinguant suivant la parite´ de L :
– L pair : L = 2m, s = 2m− 1, F = {er}0≤r≤m−1 ∪ {fr}1≤r≤m−1
– L impair : L = 2m+ 1, s = 2m, F = {er}0≤r≤m ∪ {fr}1≤r≤m−1.
Lemme 4.1. La famille F est une base de Rs et on a pour 0 ≤ r ≤ m, 1 ≤ t ≤ m−1, 1 ≤ u ≤ m−1 :
(er, ft) = 0, (ft, fu) = 0.
2 Preuve. On a aise´ment∑
1≤j≤s
cos(
2πrj
L
) sin(
2πtj
L
) =
1
2
ℑ( ∑
1≤j≤s
e
2pi(r+t)j
L +
∑
1≤j≤s
e
2pi(r−t)j
L
)
= ℑ(−2) = 0.
et ∑
1≤j≤s
sin(
2πtj
L
) sin(
2πuj
L
) =
1
2
ℜ( ∑
1≤j≤s
e
2pi(t−u)j
L −
∑
1≤j≤s
e
2pi(t+u)j
L
)
= 0
ce qui prouve l’orthogonalite´ souhaite´e. Notons que la sous-famille (er)0≤r≤m n’est pas orthogonale :∑
1≤j≤s
cos(
2πtj
L
) cos(
2πuj
L
) =
1
2
ℜ( ∑
1≤j≤s
e
2pi(t−u)j
L +
∑
1≤j≤s
e
2pi(t+u)j
L
)
= ℜ(−2) = −2
Cependant, elle est libre car son orthonormalise´e de Gram-Schmidt fournit un syste`me orthonormal
(programmation en Matlab de l’orthonormalise´e de Gram-Schmidt pour des valeurs de L pas trop
grandes). 2
On peut donc orthonormaliser la sous-famille de vecteurs (er)0≤r≤m par l’algorithme de Gram-
Schmidt, en prenant comme premier vecteur le vecteur ∇ψ1(τ, · · · , sτ) = eλ et obtenir ainsi une
base orthonormale de Rs en les re´unissant avec la famille (fr)1≤r≤m−1. Quitte a` permuter les vec-
teurs on peut supposer que les deux premiers vecteurs de base sont coline´aires aux deux gradients
des contraintes.
Notons en de´finitive E = (ε1, · · · , εs) les s vecteurs de Rs formant une base orthonormale, avec
ε1 et ε2 paralle`les au gradient des deux contraintes. La proposition suivante re´sume les re´sultats
que nous avons obtenus avec Matlab. Soit A la matrice carre´ de taille s − 2 de la hessienne de J
dans la base E :
A =
(
εtk+2∇2J(τ, · · · , sτ)εl+2
)
1≤k,l≤s−2
. (4.39)
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Proprie´te´ 4.1. Pour n = 3 et λ > 1, la matrice A est de´finie ne´gative et pour n = 4 et λ > 1,
la matrice A est de´finie ne´gative. Pour n ≥ 5 et λ > 1, la matrice A posse`de des valeurs propres
positives et ne´gatives.
Nous avons utilise´ matlab pour calculer nume´riquement les valeurs propres de la matrice A et
ve´rifier cette proprie´te´ pour certaines valeurs du couple (λ, n). Les valeurs propres obtenus pour
les premie`res valeurs du couple (λ, n) sont re´sume´es dans le tableau 4.3.
Remarque 4.2. Nous avons programme´ l’algorithme de Gram-Schmidt pour obtenir une base or-
thogonale de Rs dont les deux premiers vecteurs sont les gradients des contraintes. Matlab a ensuite
calcule´ nume´riquement le spectre de la matrice Hessienne restreinte au sous-espace vectoriel ortho-
gonal au deux contraintes. Ces re´sultats ont e´te´ obtenus pour des valeurs du couple (λ, n) telles que
le produit λn ne de´passe pas 200 environ. Passe´e cette limite, l’ordinateur que j’ai utilise´ (1,79 Ghz,
896 MO de RAM, AMD Athlon 3000+) met du temps pour diagonaliser la matrice Hessienne sous
matlab. Nous n’avons pas utilise´ de me´thodes particulie`res pour diagonaliser la matrice hessienne
bien que, comme dans la section pre´ce´dente, la matrice hessienne soit une matrice de Toeplitz.
La proposition 4.5 montre que les rotors re´guliers sont des points critiques de la fonctionnelle
d’aire J . Remarquons que les multiplicateurs de Lagrange en ces points sont nuls. Par ailleurs, par
la proprie´te´ (4.1), la hessienne de l’aire est ne´gative lorsque n = 3 et n = 4 pour l > 1. Nous
retrouvons donc le re´sultat de Firey pour n = 4. Lorsque n ≥ 5, la matrice hessienne posse´dant des
valeurs propres ne´gatives et positives, le rotor re´gulier est donc un point selle.
La ve´rification de la proprie´te´ 4.1 a e´te´ effectue´e par Matlab pour des valeurs de l pas trop
grandes. Nous avons demande´ a` Matlab de calculer les valeurs propres de la matriceA nume´riquement.
Les re´sultats obtenus sont contenus dans le tableau 4.3. Nous confirmons donc le re´sultat de Fi-
rey lorsque n = 4 et nos re´sultats nume´riques montrent que pour n = 3, les rotors O3λ−13 sont
e´galement des maxima locaux. En revanche, la proprie´te´ n’est plus vraie de`s que n ≥ 5. Cependant,
des tests nume´riques confirment que lorsque λ est grand, alors les valeurs propres positives sont
tre`s infe´rieures en valeur absolue a` certaines valeurs propres ne´gatives. On peut interpre´ter cette
constatation par le fait que lorsque λ est grand, alors le rotor se rapproche du cercle qui est un
maximum global.
Ceci ache`ve notre analyse de l’optimalite´ locale des rotors re´guliers Oλn−1n pour l > 1.
Nous terminons cette section par l’e´tude de l’optimalite´ locale du rotor re´gulier On−1n , i.e.
lorsque λ = 1. Lorsque le nombre de coˆte´s n vaut 3 ou 4, on sait que la lunule et le triangle de
Reuleaux sont des minima globaux de l’aire dans la classe des ∆-courbes et des corps de largeur
constante. Nous e´tudions donc l’optimalite´ locale de On−1n lorsque n est supe´rieur ou e´gal a` 5. Nous
ve´rifions nume´riquement la conjecture suivante pour un nombre fini de valeurs de n.
Conjecture 4.3. Le rotor re´gulier On−1n est un minimum local de l’aire pour n ≥ 3.
Nous proce´dons comme pre´ce´demment en utilisant Matlab pour calculer nume´riquement le
spectre de la matrice donne´e par (4.39). Nous trouvons des valeurs propres positives jusqu’a` n = 100
environ (par Matlab). Au dela` de cette valeur, le calcul nume´rique effectue´ par Matlab prend plus
de temps. Pour n = 5 et n = 6, les valeurs propres du lagrangien sont donne´es dans le tableau
ci-dessous.
Ce re´sultat confirme donc la conjecture 3.1 pour 5 ≤ n ≤ 100.
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n = 3 n = 4 n = 5 n = 6
λ = 1 0.1631 0.087, 0.2609
λ = 2 -1.9555 -0.0353, -0.5259 -0.3309, -0.0251 -0.2282, -0.0264
-0.6518 -0.8226, -0.1127 -0.4643, -0.0660 -0.2994, -0.0598
0.0642,0.1218 0.0356, 0.1125
0.1256, 0.0967
λ = 3 -2.5481 -0.2203, -0.0770 -0.7611, -0.2374 -0.5113, -0.5834
-0.8568 -0.0074, -0.3022 -0.0486, 0.8965 -0.1941, -0.2368
-0.0682 -1.5621, -0.4020 -0.3011, -0.0776 -0.0363, -0.0534
-3.5684 -0.1223, -0.0253 0.0816, 0.0455 0.0296, 0.0019
-0.2203 0.0030, 0.0717 0.0655, 0.0790
0.0091 0.0818, 0.0754
0.0575, 0.0060
λ = 4 -4.0655 -1.9388, -2.2484 -1.1583, -1.2961 -0.7718, -0.8454
-0.8575 -0.5570, -0.2156 -0.4306, -0.4952 -0.3408, -0.3832
-0.0217 -0.0845, -0.0027 -0.1444, -0.0564 -0.1030, -0.0444
-0.2770 -0.0261, -0.6594 -0.1705, -0.0135 -0.1179, -0.0106
-5.0775 -0.2658, -0.1128 -0.0723, -0.0275 -0.0554, -0.0193
-1.0968 -0.0096, -0.0422 0.0067, 0.0354 0.0252, 0.0454
-0.0724 0.0568, 0.0615 0.0148, 0.0551
-0.4668 0.0502, 0.0186 0.0595, 0.0406
0.0045, 0.0524
0.0606, 0.0581
Fig. 4.3 – Les valeurs propres de A lorsque n = 3, 4, 5, 6 et λ = 1, 2, 3, 4. Leur nombre est s− 2 =
λn− 4.
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4.3 Rotors tournant dans des polygones non re´guliers
Jusqu’ici nous avons e´tudie´ des proprie´te´s de rotors tournant dans un n-gone re´gulier et le
proble`me de minimisation de l’aire dans cette classe d’objet. On se propose ici d’e´tudier l’existence
de rotors tournant dans un polygone non re´gulier. Ce proble`me a e´te´ aborde´ par Lyusternik et par
Kamenetskii dans le cas du triangle (voir [31], [39]). Il est e´galement mentionne´ par Gruber et Wills
(voir [24]) dans le cas plus ge´ne´ral des rotors tournant dans un polygone convexe quelconque. Le
re´sultat obtenu par Lyusternik est le suivant (voir [39]) :
The´ore`me 4.6. Il existe des rotors diffe´rents du disque et tournant a` l’inte´rieur un triangle non
e´quilate´ral si et seulement si ses trois angles sont commensurables a` π.
Etant donne´ un triangle ABC ayant pour angles α, β, γ, une condition ne´cessaire et suffisante
pour qu’une ∆-courbe tourne a` l’inte´rieur de ce triangle en restant en contact a` chaque instant avec
les trois coˆte´s est donc que
α
π
∈ Q, β
π
∈ Q, γ
π
∈ Q.
Etant donne´ un triangle dont les trois angles sont commensurables, notons Tα,β,γ la classe des ∆-
courbes tournant a` l’inte´rieur de ce triangle en restant en contact a` chaque instant avec les trois
coˆte´s du triangle. On peut e´galement e´tudier dans ce cas le proble`me de minimisation de l’aire dans
cette classe :
min
K∈Tα,β,γ
A(K) (4.40)
Nous verrons que dans le cas ou` les trois angles du triangles sont commensurables a` π, ce proble`me
se rame`ne a` l’e´tude de la minimisation de l’aire dans la classe des rotors tournant dans un certain
n-gone. Donc, le proble`me (4.40) se rame`ne au proble`me e´tudie´ dans le chapitre 3.
Dans cette section, nous rappelons la preuve du the´ore`me de Lyusternik a` l’aide des se´ries de
Fourier (voir [39]). Ensuite, dans le cas ou` les trois angles du triangle sont commensurables, nous
montrons que les e´le´ments de Tα,β,γ sont en fait des rotors d’un certain n-gone.
4.3.1 Condition sur la fonction d’appui.
Soit T un triangle ABC dont les trois angles sont note´s Aˆ, Bˆ et Cˆ. On note α, β, et γ les angles
α = π − Aˆ, β = π − Bˆ et γ = π − Cˆ de sorte que l’on a :
α+ β + γ = 2π.
Dans le the´ore`me suivant, nous donnons une condition ne´cessaire et suffisante sur la fonction d’appui
d’un rotor pour qu’il tourne a` l’inte´rieur du triangle T . La relation (4.41) ge´ne´ralise la relation (3.7)
au cas des rotors tournant dans un triangle non e´quilate´ral, elle est mentionne´e dans [31].
The´ore`me 4.7. Soit K un rotor dont la fonction d’appui est p. Alors, K est un rotor de T si et
seulement si la fonction p est de classe C1,1 et ve´rifie :
p+ p′′ ≥ 0
ainsi que la relation :
S(p) =: sin(β)p(θ)− sin(α+ β)p(θ + α) + sin(α)p(θ + α+ β) = C, ∀θ ∈ R (4.41)
ou` C est une constante.
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Dans le cas ou` Aˆ = Bˆ = Cˆ = 2pi3 , on retrouve la relation ve´rifie´e par les ∆-courbes tournant
dans un triangle e´quilate´ral dont le rayon du cercle inscrit est r :
p(θ) + p
(
θ +
2π
3
)
+ p
(
θ +
4π
3
)
= 3r, ∀θ ∈ R.
2 Preuve du the´ore`me. On sait que l’intersection de deux droites d’appui a` K et d’angles θ et θ′
est donne´e par :
z = i
p(θ)eiθ
′ − p(θ′)eiθ
sin(θ′ − θ) .
Les affixes des points A et B deviennent :
zA = i
ei(θ+α)
sin(α)
(p(θ)− p(θ + α)e−iα), zB = ie
i(θ+α)
sin(β)
(p(θ + α)eiβ − p(θ + α+ β)).
En exprimant que la longueur du coˆte´ du triangle ABC, zB−zA est constante, on trouve la relation
(4.41). Par ailleurs, la condition p + p′′ ≥ 0 exprime la convexite´ du rotor. Donc, si K est rotor
tournant dans le ABC, alors sa fonction d’appui ve´rifie (4.41).
Supposons maintenant que p ve´rifie les relations p + p′′ ≥ 0 et (4.41). La condition p + p′′ ≥ 0
assure que p est la fonction d’appui d’un corps convexe. En refaisant les calculs effectue´s dans la
preuve directe, on montre que si p ve´rifie (4.41), alors tout triangle circonscrit a` K est isome´trique
au triangle ABC. Tout triangle circonscrit a` K se de´duit du triangle ABC par une isome´trie
(compose´e d’une translation du plan et d’une rotation). 2
Remarque 4.3. La relation 4.41 exprime le fait que l’aire de tout triangle ABC osculateur a` un
rotor est constante.
2 Preuve du the´ore`me 4.6. Nous de´montrons maintenant le the´ore`me de Lyusternik a` l’aide du
the´ore`me pre´ce´dent dont on conserve les notations. Soit donc T un triangle et K un rotor de T et
p sa fonction d’appui. On peut e´crire le de´veloppement de p a` l’aide de sa se´rie de Fourier :
p(θ) =
∑
k∈Z
pke
ikθ.
Le rotor K est un rotor de T si et seulement si p+ p′′ ≥ 0 et∑
k∈Z
pk
(
sin(β)− sin(α+ β)eikα + sin(α)eik(α+β)
)
eikθ = C, ∀θ ∈ R.
Ainsi, K est un rotor non trivial de T si et seulement si il existe un entier k /∈ {0,±1} tel que
sin(β)− sin(α+ β)eikα + sin(α)eik(α+β) = 0. (4.42)
Cette condition s’e´crit :{
sin(β)− sin(α+ β) cos(nα) + sin(α) cos(n(α+ β)) = 0
− sin(α+ β) sin(nα) + sin(α) sin(n(α+ β)) = 0. (4.43)
La deuxie`me relation fournit :
sin(nα) sin(β) = sin(α) sin(nβ).
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Et en combinant les deux relations, on trouve :
sin(nβ) sin(γ) = sin(β) sin(nγ).
Donc, on obtient la relation syme´tique en (α, β, γ) :
sin(nα)
sin(α)
=
sin(nβ)
sin(β)
=
sin(nγ)
sin(γ)
.
Nous en de´duisons que :
sin2(nα)− sin2(α)
sin2(α)
=
sin2(nγ)− sin2(γ)
sin2(γ)
et donc :
cos2(α)− cos2(nα)
sin2(α)
=
cos2(γ)− cos2(nγ)
sin2(γ)
.
Par ailleurs, nous pouvons transformer la premie`re e´quation de (4.43) sous la forme :
cos(α)− cos(nα)
sin(α)
=
cos(γ)− cos(nγ)
sin(γ)
.
Deux cas sont possibles. Si
cos(α)− cos(nα)
sin(α)
= 0
ou
cos(γ)− cos(nγ)
sin(γ)
= 0
alors, on obtient le re´sultat voulu. Sinon, en simplifiant par cos(α)−cos(nα)sin(α) et
cos(γ)−cos(nγ)
sin(γ) , on obtient
la relation :
cos(α) + cos(nα)
sin(α)
=
cos(γ) + cos(nγ)
sin(γ)
.
On en de´duit dans ce cas que cot(α) = cot(γ) et on obtient e´galement le re´sultat voulu. Ceci ache`ve
la preuve du the´ore`me 4.6. 2
Le the´ore`me 4.6 permet de de´motrer le the´ore`me analogue dans le cas des rotors exinscrits a`
un triangle ABC, i.e. qui tournent a` l’exte´rieur de ABC en restant a` chaque instant en contact
avec les trois coˆte´s du triangle.
The´ore`me 4.8. Il existe des rotors d’un triangle ABC tournant a` l’exte´rieur du triangle ABC si
et seulement si ses trois angles sont commensurables a` π.
2 Preuve. Elle est analogue a` la preuve du the´ore`me 4.6.2
4.3.2 Lien entre les rotors d’un n-gone et les ∆-courbes
Soit ABC un triangle du plan tel que ses trois angles α, β et γ soient commensurables a` π. On
se propose de de´montrer le the´ore`me suivant :
The´ore`me 4.9. Etant donne´e une ∆-courbe K tournant dans le triangle ABC, il existe un entier
n tel que la ∆-courbe soit un rotor d’un n-gone Pn.
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Le proble`me de minimisation de l’aire dans la classe Tα,β,γ est alors e´quivalent au proble`me de
minimisation de l’aire dans la classe des rotors (voir chapitre 3).
La preuve du the´ore`me 4.9 repose sur le lemme suivant :
Lemme 4.2. Etant donne´ α = a1b1 π, β =
a2
b2
π et γ = a3b3 π trois angles commensurables a` π, alors
on peut les e´crire sous la forme :
α = rδ, β = sδ, δ =
2π
n
, pgcd(r, s, n) = 1. (4.44)
avec r < n2 , s <
n
2 et
n
2 < r + s.
2 Preuve du lemme et du the´ore`me. On e´crit les deux angles α et β sous la forme α = adπ,
β = bdπ ou` d = ppcm(b1, b2) et ou` l’on a e´galement pgcd(a, b, d) = 1.
Supposons d’abord a et b pairs. Alors a = 2r et b = 2s, (r, s) ∈ N2, de sorte que n est impair. En
posant δ = 2pin , on a donc :
α = rδ, β = sδ, pgcd(r, s, n) = 1.
Supposons maintenant que l’un des deux nombres a ou b est impair. On pose n = 2d et δ = 2pin de
sorte que l’on a :
α =
2π
2d
a, β =
2π
2d
b
Ainsi, on a bien (4.44) en posant a = r, b = s. Enfin, on a α < π et β < π et donc r < n2 et s <
n
2 .
Et α+ β = 2π − γ > π ce qui donne la dernie`re ine´galite´. Ceci termine la preuve du lemme. 2
On de´montre maintenant le the´ore`me 4.9. La relation (4.41) se re´e´crit de la fac¸on suivante :
sin(sδ)p(θ)− sin((r + s)δ)p(θ + rδ) + sin(rδ)p(θ + (r + s)δ) = C. (4.45)
De meˆme que dans la section pre´ce´dente, on de´veloppe la fonction d’appui d’un rotor K tournant
dans Tα,β,γ en se´rie de Fourier :
p(θ) =
∑
k∈Z
pke
ikθ.
On suppose que K n’est pas le cercle inscrit. Ainsi, il existe k ∈ Z∗ tel que pk 6= 0. Donc, en posant
ω = eiδ et t = r + s, on trouve :
sin((t− r)δ)− sin(tδ)ωkr + sin(rδ)ωkt = 0.
Or la relation pre´ce´dente est ve´rifie´e pour k = 1, donc par soustraction :
sin(rδ)ωt
(
ω(k−1)t − 1
)
= sin(tδ)ωr
(
ω(k−1)r − 1
)
et donc :
ω
k+1
2
s sin(rδ) sin(
k − 1
2
tδ) = sin(tδ) sin(
k − 1
2
rδ). (4.46)
Si sin(k−12 tδ) 6= 0 et sin(k−12 rδ) 6= 0, alors on doit avoir
ω
k+1
2
s = ±1.
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Donc il existe λ ∈ Z, tel que (k + 1)s = λn et comme s < n2 , on a alors
k ≡ −1[n].
Si maintenant on est dans le cas ou` sin(k−12 tδ) = 0 ou sin(
k−1
2 rδ) = 0, alors ces deux termes sont
nuls et donc il existe (λ′, λ′′) ∈ Z2 tels que :
(k − 1)t = λ′n, (k − 1)r = λ′′n.
De meˆme, on obtient alors que k ≡ 1[n]. On a donc montre´ que si pk 6= 0 alors k ≡ ±1[n]. La se´rie
de Fourier du rotor s’e´crit donc en notant J = (nZ + 1) ∪ (nZ− 1) :
p(θ) =
∑
k∈J
pke
ikθ.
Le de´veloppement en se´rie de Fourier co¨ıncide avec celui d’un rotor tournant dans un polygone
re´gulier a` n coˆte´s par (3.36) et donc sa fonction d’appui ve´rifie (3.7). Donc, il existe un polygone
re´gulier Pn a` n coˆte´s tel que K soit un rotor de Pn. Remarquons que ne´cessairement, 3 des coˆte´s
de Pn sont inclus dans les coˆte´s du triangle T . Ceci ache`ve la preuve du lemme et du the´ore`me 4.9. 2
L’e´tude des rotors tournant dans un polygone non re´gulier a` n coˆte´s est analogue. Nous de´montrons
le the´ore`me suivant qui ge´ne´ralise le re´sultat de Lyusternik et qui est mentionne´ dans [9], [24] et
[56].
The´ore`me 4.10. Il existe des rotors diffe´rents du disque tournant dans un polygone convexe non
re´gulier a` n coˆte´s, n ≥ 3 et n 6= 4 si et seulement si tous les angles du polygone sont commensurables
a` 2π.
Avant d’effectuer la preuve de ce re´sultat, il est pratique d’introduire la notion suivante.
De´finition 4.2. Soit P et Q deux polygones du plan. On dit que Q de´rive de P si tous les coˆte´s
de Q contiennent un coˆte´ de P .
2 Preuve. La preuve de ce re´sultat utilise les the´ore`mes 4.6 et 4.8. Soit P un polygone convexe
a` n coˆte´s et K un rotor tournant a` l’inte´rieur de P . On distingue deux cas :
– Premier cas : aucun des coˆte´s de P ne sont paralle`les.
– Second cas : il existe deux coˆte´s de P qui sont paralle`les.
Supposons d’abord que l’on soit dans le premier cas. Soit A un sommet de P et D1, D2 les deux
droites issues de A et qui contiennent les deux coˆte´s de P passant par A. Il existe un coˆte´ de P qui
n’est pas paralle`le a` D1 et D2. Soit D3 la droite qui contient ce coˆte´. On appelle B l’intersection
entre les droites D1 et D3 et C l’intersection entre les droites D2 et D3. Alors, le triangle ABC
de´rive du polygone P et si K est un rotor diffe´rent du disque tournant dans P , alors K tourne
dans ABC. Ainsi, par le the´ore`me 4.6, si on appelle Aˆ l’angle du polygone P au point A, alors
Aˆ
pi ∈ Q. Ceci vaut e´galement pour tous les sommets du polygone P car aucun de ses coˆte´s ne sont
paralle`les. D’ou` le re´sultat dans ce cas.
On suppose maintenant qu’il existe deux coˆte´s de P paralle`les. En particulier, tout rotor tournant
dans P est de largeur constante. La de´monstration est analogue, mais il faut distinguer plusieurs
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cas. On conside`re trois coˆte´s successifs quelconques de P : [AB], [BC] et [CD] et on de´montre que
les angles inte´rieurs de P, Bˆ et Cˆ sont commensurables a` π.
Supposons d’abord que ces trois coˆte´s ne soient pas paralle`les deux a` deux (voir figure 4.4, premier
cas). Alors, on peut faire le meˆme raisonnement que dans le cas pre´ce´dent. Soit T1 l’intersection
des droites (AB) et (CD), de sorte que le triangle T1BC de´rive de P . Alors, le rotor K tourne
a` l’exte´rieur du triangle T1BC en restant en contact a` chaque instant avec ses trois coˆte´s. Par le
the´ore`me 4.8, on en de´duit que les angles Bˆ et Cˆ sont commensurables a` π.
On suppose maintenant que la droite (AB) est paralle`le a` (CD) et que (AD) et (BC) ne sont
pas paralle`les (voir figure 4.4, second cas). On appelle E le sommet du polygone P voisin de D
et diffe´rent de C (e´ventuellement E = A si le polygone P posse`de 4 sommets ABCD. On appelle
T1 l’intersection des droites (DE) et (AB) et T2 l’intersection des droites (DE) et (BC). Alors, le
triangle T1T2B de´rive de P et en appliquant le re´sultat du the´ore`me 4.8 on en de´duit que les angles
Aˆ, Bˆ et Cˆ sont commensurables a` π.
On suppose enfin que (AB) est paralle`le a` (CD) et que (BC) est paralle`le a` (AD) (voir figure
4.4, troisie`me cas). Comme un rotor dans P est de largeur constante, le paralle´logramme ABCD
est un losange. Il existe deux droites d’appui de K, D1 et D2 orthogonales a` la direction (AC).
Comme K est de largeur constante, il tourne a` l’inte´rieur du carre´ dont deux coˆte´s sont porte´s par
les droites D1 et D2. Soit T1, T2 les points d’intersection entre les droites D1 et (AB) et D1 et
(AD). Alors le triangle AT1T2 de´rive de P et par le the´ore`me 4.6, l’angle Aˆ est commensurable a`
π. Il en est donc de meˆme de Bˆ et Cˆ.
En conside´rant tous les triplets de coˆte´s successifs du polygone P, on en de´duit le re´sultat. 2
Fig. 4.4 – Preuve du the´ore`me 4.10. Dans le cas ou` il y a deux coˆte´s paralle`les, la preuve se
de´compose en trois sous cas.
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Parame´trisation analytique des corps
de largeur constante en dimension 3
Abstract. We present a complete analytic parametrization of constant width bodies in dimension 3
based on the median surface: more precisely, we define a bijection between some space of functions
and constant width bodies. We compute simple geometrical quantities like the volume and the
surface area in terms of those functions. As a corollary we give a new algebraic proof of Blaschke’s
formula. Finally, we derive weak optimality conditions for convex bodies which minimize the volume
among constant width bodies.
5.1 Introduction
A body (that is, a compact connected subset K of Rn) is said to be of constant width α if its
projection on any straight line is a segment of length α ∈ R+, the same value for all lines. This
can also be expressed by saying that the width map
wK : ν ∈ Sn−1 7−→ max
x∈K
ν · x−min
x∈K
ν · x (5.1)
has constant value α. This is also equivalent to the geometrical fact that two parallel support
hyperplanes on K are always separated by a distance α, independent of their direction.
Obvious bodies of constant width are the balls; but they are many others. These bodies,
also called orbiforms in dimension two, or spheroforms in dimension three (as in [7]), have many
interesting properties and applications. Orbiforms in particular have been studied a lot during the
nineteenth century and later, particularly by Frank Reuleaux, whose name is now attached to those
orbiforms you get by intesecting a finite number of disks of equal radii α, whose center are vertices
of a regular polygon of diameter α.
Among the oldest problems related to these bodies of constant width are the question of which
are those with maximal or minimal volume, for a given value of the width α. It is not difficult
to prove that the ball (of radius α/2) has maximal volume: this follows from the isoperimetric
inequality.
On the other hand, the question of which body of constant width α has minimal volume proved
to be much more difficult. First notice that this problem is not correctly stated: indeed, one can
remove the interior of a body to decrease its volume, without changing its constant width property.
Therefore, we need to add an additional requirement for the problem to make sense (even though
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this is not needed for the maximization problem). The problem is well-posed if we consider only
convex bodies, and this is the usual statement considered.
So let us define formally the following class:
Wα :=
{
K ⊂ Rn ;K compact convex and ∀ν ∈ Sn−1, wK(ν) = α
}
. (5.2)
The problem of interest is now to minimize the n-dimensional volume, denoted by |K| hereafter:
Find K∗ ∈ Wα such that |K∗| = min
K∈Wα
|K| . (5.3)
Note that the existence of K∗ is easy to establish. Indeed Wα is a compact class of sets for
most reasonable topologies (for instance the Haussdorff topology), and the volume is a continuous
function.
In dimension two, the problem was solved by Lebesgue and Blaschke: the solution turns out to
be a Reuleaux triangle.
In dimension three, the problem is still open. Indeed the mere existence of non trivial three-
dimensional bodies of constant width is not so easy to establish. In particular, no finite intersection
of balls has constant width (except balls themselves), a striking difference with the two-dimensional
case.
A simple construction is to consider a two dimensional body of constant width having an axis of
symmetry (like the Reuleaux triangle for instance): the corresponding body of revolution obtained
by rotation around this axis is a spheroform. F. Meissner proved that the rotated Reuleaux triangle
has the smaller volume among bodies of revolution in Wα.
Later on he was able to construct another spheroform (usually called “Meissner’s tetrahedron”)
which does not have the symmetry of revolution. The volume of this body is smaller than any
other known of constant width, so it is a good candidate as a solution to the problem (5.3). We
describe this body in more details later on in this paper. Let us just say for the moment that it
looks like an intersection of four balls centered on the vertices of a regular tetrahedron, but some of
the edges are smoothed; in particular, it doesn’t have all the symmetries of a regular tetrahedron.
In this paper we first present a complete analytic parametrization of constant width bodies in
dimension 3 based on the median surface. More precisely, we define a bijection between the space of
functions C1,1σ (Ω) and constant width bodies. Then, we compute simple geometrical quantities like
the volume and the surface area in terms of those functions. As a corollary we give a new algebraic
proof of Blaschke’s formula and compute the surface and the volume of Meissner’s tetrahedron.
Finally, we derive weak optimality conditions for the problem (5.3).
5.2 The Median Surface
In this section, we introduce a geometrical tool, which we call the median surface.
5.2.1 Definition and basics
For a convex bodyK, we say that a hyperplaneH is a hyperplane of support for K at x, if x ∈ K∩H
and K is included in one of the half-spaces limited by H. If ν ∈ Sn−1 is a normal vector to H,
pointing outside the half space containing K, we say that ν is an outward support vector at x.
Obviously if K is smooth (that is, has a differentiable boundary), then ν is just the outward unit
normal at x. In this particular case, there is a map x 7→ ν which is usually called the Gauss map.
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The reverse Gauss map (which is well defined for a body of constant width see for instance
[36]), satisfies RK(ν) − RK(−ν) = αν for all ν. We may now introduce a parallel surface to ∂K.
Consider, for all ν ∈ Sn−1 the point,
MK(ν) := RK(ν)− α
2
ν = RK(−ν) + α
2
ν.
Notice that MK(−ν) =MK(ν). The set of points MK(ν) is called the median surface of the body
K.
Let us recall from [36] one geometrical characterization of constant width bodies:
Theorem 5.1. Let K be closed subset of Rn. Then K has constant width α if and only if it
satisfies:
∀ν ∈ Sn−1, ∃xν ∈ K,
xν + αν ∈ K and ∀y ∈ K, (y − xν) · ν ∈ [0, α]. (5.4)
5.2.2 Construction of constant width sets
We present in this section a construction process of constant width bodies starting from an appro-
priate surface, which will be their median surface. More precisely:
Theorem 5.2. Let α > 0 be given and M : Sn−1 → Rn be a continuous map satisfying
∀ν ∈ Sn−1, M(−ν) =M(ν); (5.5)
∀ν0, ν1 ∈ Sn−1,
(
M(ν1)−M(ν0)
) · ν0 ≤ α
4
|ν1 − ν0|2 . (5.6)
Define a subset K ⊂ Rn as follows:
K :=
{
M(ν) + tν ; ν ∈ Sn−1, t ∈
[
0,
α
2
]}
. (5.7)
Then K is a convex body of constant width α, and MK ≡M .
Conversely, any convex body of constant width α can be described by (5.7), where M =MK .
Notice that we could have defined K by
K :=
{
M(ν) + tν ; ν ∈ Sn−1, t ∈
[
−α
2
,
α
2
]}
. (5.8)
This is equivalent to (5.7), due to (5.5). Similarly, taking (5.5) into consideration, we can rewrite
(5.6) with −ν0,−ν1. We deduce that for an map M satisfying (5.5), (5.6) is equivalent to:
∀ν0, ν1 ∈ Sn−1,
∣∣(M(ν1)−M(ν0)) · ν0∣∣ ≤ α
4
|ν1 − ν0|2 . (5.9)
In order to prove this theorem, we make use of a lemma:
Lemma 5.1. Under the assumptions of Theorem 5.2, let K be defined by (5.7). Then Rn =
{M(ν) + tν ; ν ∈ Sn−1, t ∈ R+}, K is compact, and
∂K ⊂
{
M(ν) +
α
2
ν ; ν ∈ Sn−1
}
. (5.10)
(It will come from Theorem 5.2 that there is actually equality for the sets in (5.10).)
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Proof. Consider the map Q : Sn−1×R 7→M(ν)+tν whereM satisfies (5.5). SinceM is continuous,
K = Q
(
Sn−1 × [0, α2 ]
)
is a compact set.
Let us first prove that Q(Sn−1 × R+) = Rn. Note that Q(Sn−1 × R+) = Q(Sn−1 × R) from
(5.5). We consider some x ∈ Rn, and assume by contradiction that x /∈ Q(Sn−1 × R). For each ν,
define xν as the projection of x onto the straight line M(ν) +Rν. Our assumption implies x 6= xν .
Moreover
xν =M(ν) + tνν where tν := ν ·
(
x−M(ν))
as a classical property of the projection.
Since in particular x 6= M(ν) for all ν, we can define a map f : Sn−1 → Sn−1 by f(ν) :=
(x −M(ν))/ |x−M(ν)|. Note that f is continuous, and f(−ν) = f(ν). Such a map has an even
topological degree, and in particular has a fixed point [11]. Therefore there exists some ν such that
f(ν) = ν. For such a ν, we get xν = x, a contradiction.
We now turn to the proof of (5.10). Consider some x ∈ ∂K. In particular, x ∈ K, so
x = M(ν0) + t0ν0 for some ν0 and t0 ∈ [−α2 , α2 ]. There exists a sequence (xn) ⊂ Rn \ K with
limit x. From our previous study, we know that xn = M(νn) + tnνn for some νn ∈ Sn−1 and
tn ∈ R+. The assumption xn /∈ K implies tn > α/2, but on the other hand the sequence (tn)
is bounded since (xn) is bounded and M(S
n−1) is compact. Therefore we may assume that the
sequences (νn) and (tn) are convergent. Let us denote by ν∞ and t∞ ≥ α2 their limits. Since M is
continuous, we have x =M(ν∞) + t∞ν∞.
In particular, M(ν0) = x − t0ν0 = M(ν∞) + t∞ν∞ − t0ν0. Let us assume with no loss of
generality that ν0 · ν∞ ≥ 0 (otherwise we just have to change ν0 to −ν0 and t0 to −t0). We write
(5.6) for ν∞, ν0, so (
M(ν0)−M(ν∞)
) · ν∞ ≤ α
4
|ν∞ − ν0|2 = α
2
(1− ν0 · ν∞)
⇐⇒ t∞ − t0 ν0 · ν∞ ≤ α
2
(1− ν0 · ν∞)
⇐⇒ t∞ ≤ α
2
−
(α
2
− t0
)
ν0 · ν∞ ≤ α
2
since t0 ∈
[−α2 , α2 ]. This proves that t∞ = α2 . Hence x ∈ Q(Sn−1, α2 ).
of Theorem 5.2. We begin with the proof of the reciprocal statement in the Theorem. Let K be
a body of constant width. We already know that its median surface M = MK is continuous and
satisfies (5.5). Since MK(ν) = RK(ν) − α2 ν, and RK(ν1) · ν0 ≤ RK(ν0) · ν0 from the definition of
RK , we have (
M(ν1)−M(ν0)
) · ν0 ≤ α
2
(1− ν0 · ν1) = α
4
|ν1 − ν0|2 .
This proves (5.6).
Since K is convex and MK(ν) +
α
2 ν ∈ K, MK(ν) − α2 ν ∈ K, we see that K contains the right
hand side of (5.8). Now let x ∈ K be given, and let y be the farthest point from x in K. Define
ν := (y − x)/ |y − x|. For any z ∈ K, we have
y · ν = |y − x|+ x · ν ≥ |z − x|+ x · ν ≥ (z − x) · ν + x · ν = z · ν
so y = RK(ν) = MK(ν) +
α
2 ν. Hence x = MK(ν) + tν with t =
α
2 − |x− y|. Since |x− y| ≤ α, we
have |t| ≤ α2 , which concludes the proof of (5.8).
We now prove the direct statement in the Theorem. So consider a map M satisfying (5.5) and
(5.6), and K be defined by (5.7) (or (5.8) equivalently). In view of Theorem 5.1, we need to prove
(5.4) (notice that the convexity of K is a direct consequence of (5.4). For more details see [36]).
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Let ν ∈ Sn−1 be given. Consider xν :=M(ν)− α2 ν, so that xν +αν =M(ν) + α2 ν ∈ K from its
definition.
Consider any y ∈ K, so that y = M(νˆ) + tνˆ. Changing νˆ and t to their opposite, if necessary,
we may assume that ν · νˆ ≥ 0. Note that
(y − xν) · ν =
(
M(νˆ)−M(ν)) · ν + tν · νˆ + α
2
.
Using (5.9) with ν0 = ν, ν1 = νˆ, we get
−α
2
(1− ν · νˆ) ≤ (M(νˆ)−M(ν)) · ν ≤ α
2
(1− ν · νˆ).
Hence, since t ∈ [−α2 , α2 ]:
0 ≤ (t+ α
2
) ν · νˆ ≤ (y − xν) · ν ≤ α+ (t− α
2
) ν · νˆ ≤ α.
This concludes the proof of the theorem.
Maps M satisfying (5.5) and (5.6) will play an important role in the remaining of this paper.
So let us give a few additionnal properties on them. We start here with simple inequalities, and will
consider what happens on a differential level in the next section. Note that all these results apply
in particular to the median surface of any convex body of constant width according to Theorem 5.2.
Lemma 5.2. Let M be a continuous map satisfying (5.5) and (5.6). Then M is α2 -lipschitzian:
∀ν0, ν1 ∈ Sn−1, |M(ν1)−M(ν0)| ≤ α
2
|ν1 − ν0| . (5.11)
and satisfies:
∀ν0, ν1 ∈ Sn−1,
∣∣∣M(ν1) + α
2
ν1 −M(ν0)− α
2
ν0
∣∣∣ ≤ α. (5.12)
Proof. According to Theorem 5.2,M is the median surface of some K ∈ Wα defined by (5.7). Since
K contains M(ν) + α2 ν for any ν, and has diameter α, we get (5.12).
Squaring the left hand side of (5.12) and expanding it, we get
|M(ν1)−M(ν0)|2 − α(M(ν1)−M(ν0)) · (ν1 − ν0) ≤ α
2
4
|ν1 + ν0|2 (5.13)
since |ν1 − ν0|2 + |ν1 + ν0|2 = 4. The above relation is true for any pair of unit vectors, so we can
write it for (ν1,−ν0) and (−ν1, ν0). We get, taking (5.5) into account:
|M(ν1)−M(ν0)|2 − α(M(ν1)−M(ν0)) · (ν1 + ν0) ≤ α
2
4
|ν1 − ν0|2
|M(ν1)−M(ν0)|2 + α(M(ν1)−M(ν0)) · (ν1 + ν0) ≤ α
2
4
|ν1 − ν0|2 .
Summing these relations yields (5.11).
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5.2.3 Smooth median surface
In this section we reduce (5.6) to local differential properties. This is easy whenever M is differ-
entiable, but requires more involved statements in the general case. Note that M will always be
defined on the sphere Sn−1, and if differentiable, its derivative DM(ν) is defined on the tangent
space to the sphere at ν, which is simply ν⊥ := {w ∈ Rn ; w · ν = 0}. In the following proposition,
we consider C2 maps ν˜ : [0, 1]→ Sn−1, and ˙˜ν is the derivative of ν˜. Notice that only the end point
ν˜(0) and the corresponding derivatives do matter.
Proposition 5.1. Let M : Sn−1 → Rn be given. Then M satisfies (5.9) if and only if it satisfies
∀ν˜ ∈ C2([0, 1];Sn−1),
lim sup
t
>→0
1
t2
∣∣∣(M(ν˜(t))−M(ν˜(0))) · ν˜(0)∣∣∣ ≤ α
4
∣∣∣ ˙˜ν(0)∣∣∣2 . (5.14)
If M is differentiable, then (5.14) is equivalent to
∀ν0 ∈ Sn−1,∀w ∈ ν⊥0 ,
ν0 ·DM(ν0)w = 0 and |w ·DM(ν0)w| ≤ α
2
|w|2 . (5.15)
We will shorten (5.15) in the following by writing it ν0·DM(ν0) = 0 (as vectors) and±DM(ν0) ≤
α
2 Id (as matrices). This expresses the fact that ν0 is the normal vector to the surface ν0 7→M(ν0)
at M(ν0), and that the absolute values of the curvature radii does not exceed
α
2 . (See also the
parametric equivalent in the next section.)
Proof. Assume first that M satisfies (5.9). Let ν˜ ∈ C2([0, 1];Sn−1), and define ν0 := ν˜(0) for short.
Note that |ν˜(t)|2 = 1 for all t, so
∀t, ν˜(t) · ˙˜ν(t) = 0 and ν˜(t) · ¨˜ν(t) = −
∣∣∣ ˙˜ν(t)∣∣∣2 . (5.16)
In particular a Taylor expansion near t = 0 yields
ν˜(t) · ν0 =
(
ν0 + t ˙˜ν(0) +
t2
2
¨˜ν(0) + o(t2)
) · ν0 = 1− t2
2
∣∣∣ ˙˜ν(0)∣∣∣2 + o(t2).
Using (5.9) with ν˜(t) and ν0, we get:∣∣∣(M(ν˜(t))−M(ν0))·ν0∣∣∣ ≤ α
2
(1− ν˜(t) · ν0) ≤ α
4
t2
∣∣∣ ˙˜ν(0)∣∣∣2 + o(t2).
Dividing by t2, we get (5.14).
If M is differentiable and w ∈ ν⊥0 , consider ν˜(t) := pSn−1(ν0 + tw) where pSn−1 : x 7→ x/ |x| is
the projection on the sphere. So ν˜(0) = ν0 and ˙˜ν(0) = w. Hence we have
M(ν˜(t)) · ν0 =M(ν0) · ν0 + tν0 ·DM(ν0)w + o(t)
so (5.14) clearly implies ν0 ·DM(ν0)w = 0.
Assume for a moment that M is twice differentiable and satisfies (5.14). We already know that
ν0 ·DM(ν0)w = 0 for any ν0 and any w ∈ ν⊥0 . Therefore we have, for any ν ∈ C2([0, 1];Sn−1):
∀t, 0 = ν˜(t) ·DM(ν˜(t)) ˙˜ν(t).
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Differentiating this relation with respect to t, we get
0 = ˙˜ν(t) ·DM(ν˜(t)) ˙˜ν(t) + ν˜(t) ·D2M(ν˜(t))( ˙˜ν(t), ˙˜ν(t))
since ν˜(t) ·DM(ν˜(t)) = 0. Considering t = 0 and w := ˙˜ν(0) ∈ ν⊥0 yields
∀w ∈ ν⊥0 , w ·DM(ν0)w = −ν0 ·D2M(ν0)(w,w). (5.17)
Therefore a Taylor expansion yields
M(ν˜(t)) · ν0 =M(ν0) · ν0 + 1
2
t2 ν0 ·D2M(ν0)(w,w) + o(t2)
=M(ν0) · ν0 − 1
2
t2 w ·DM(ν0)w + o(t2).
(5.18)
It is now clear that (5.14) implies (5.15).
If M is not twice differentiable, we use an approximation argument as follows. For any β > α
and any ε > 0, there exists an approximating map Mε ∈ C2(Sn−1,Rn), such that
‖M −Mε‖W 1,∞(Sn−1;Rn) ≤ ε (5.19)
and Mε satisfies (5.14) with α replaced by β. Hence Mε satisfies (5.15), also with α replaced by
β. Letting ε go to zero and using (5.19), we deduce that M satisfies (5.15) with α replaced by β.
Since this holds for any β > α, it holds for α as well.
Conversely, if M is differentiable and satisfies (5.15), let us prove that it satisfies (5.14). Using
exactly the same approximation, we see that we just have to prove that for M twice differentiable.
In such a case, (5.15) implies (5.17). Hence the Taylor expansion (5.18) holds true. This yields
(5.14).
Let us now prove the reverse statement of the proposition, that is, a map M satisfying (5.14)
also satisfies (5.9). Again it is enough to prove it for a twice differentiable map, for (5.19) implies
in particular uniform convergence of Mε to M .
So let us consider two vectors ν0, ν1 in S
n−1 and prove (5.9). We consider a geodesic path
ν˜ ∈ C2([0, 1];Sn−1) such that ν˜(0) = ν0 and ν˜(1) = ν1. Such a path satisfies ν˜(t) ∈ (Rν0 + Rν1),
and ν0 · ˙˜ν(t) ≤ 0 for all t.
The function f : t 7→ ν0 · M(ν˜(t)) has derivative f ′(t) = ν0 · DM(ν˜(t)) ˙˜ν(t). Since ν˜(t) ∈
(Rν0 + Rν1), we have
ν0 = (ν0 · ν˜(t)) ν˜(t) + (ν0 ·
˙˜ν(t))∣∣∣ ˙˜ν(t)∣∣∣2 ˙˜ν(t).
Taking (5.15) and ν0 · ˙˜ν(t) ≤ 0 into account, we get
∣∣f ′(t)∣∣ =
∣∣∣ν0 · ˙˜ν(t)∣∣∣∣∣∣ ˙˜ν(t)∣∣∣2
∣∣∣ ˙˜ν(t) ·DM(ν˜(t)) ˙˜ν(t)∣∣∣ ≤ −α
2
(ν0 · ˙˜ν(t)).
Therefore ∣∣(M(ν1)−M(ν0)) · ν0∣∣ = |f(1)− f(0)|
≤ −α
2
∫ 1
0
(ν0 · ˙˜ν(t)) dt = α
2
(1− ν0 · ν1).
This completes the proof of the proposition.
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Remark 2.A. Observe that (5.14) is equivalent to
∀ν˜ ∈ C2([0, 1];Sn−1),
lim sup
t
>→0
1
t2
∣∣∣(M(ν˜(t))−M(ν˜(0))) · ν˜(t)∣∣∣ ≤ α
4
∣∣∣ ˙˜ν(0)∣∣∣2 . (5.20)
Indeed we just have to prove that for a smooth M again. Then we may rewrite (5.18) with ν0 and
ν˜(t) reversed:
M(ν0) · ν˜(t) =M(ν˜(t)) · ν˜(t)− 1
2
t2 ˙˜ν(t) ·DM(ν˜(t)) ˙˜ν(t) + o(t2).
Since w = ˙˜ν(0) = ˙˜ν(t) +O(t) and DM is continuous, we get by substracting (5.18):∣∣∣(M(ν˜(t))−M(ν˜(0))) · (ν˜(t)− ν˜(0))∣∣∣ = o(t2)
as t→ 0. This proves that the limits on the right hand sides in (5.14) and (5.20) are equal.
Let us recall a classical geometrical definition: two smooth oriented surfaces S and S′ are said
to be parallel at distance δ if S′ is the image of S through the map x 7→ x + δ~nS(x), where ~nS is
the normal vector field on S. It is classical that a normal vector field on S′ is given by ~nS(x) (we
will give a proof of this result in the next section). In particular, S is also a surface parallel to S′,
at distance −δ. Moreover, if S has well defined radii of curvature ρi(x) (i = 1, 2), then S′ also has
radii of curvature at x + δ~nS(x), equal to ρi(x) + δ with respect to the orientation given by the
previous normal field.
So we see that for a body K of constant width α with median surface MK , the median surface
and the boundary ∂K are parallel at distance ±α, whenever they are smooth. In general, these
surfaces are not smooth, but only have Lipschitz regularity, though.
5.3 Parametrizations
In this section, we give a parametrization of the median surface of a bodyK of constant width. This
provides a simple parametrization of the boundary of K, and gives a simple formula to compute
the volume and surface area of K.
From now on we focus on the three-dimensional setting. A similar work can easily be done in
dimension two, but the properties of orbiforms are already quite well known.
5.3.1 Isothermal parametrization of the sphere
Let us start with a parametrization of the unit sphere S2 in the form (u, v) ∈ Ω 7→ ν(u, v), where
Ω is some subset of R2. We assume that this parametrization is isothermal, that is, satisfies for all
(u, v) ∈ Ω:
∂uν(u, v) · ∂vν(u, v) = 0 and |∂uν(u, v)| = |∂vν(u, v)| =: 1
λ(u, v)
. (5.21)
We also assume that the map ν : Ω → S2 is injective and almost surjective, that is, its image set
is equal to S2 except possibly a finite number of points.
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An example of such a parametrization is
(u, v) ∈ (R/2πZ)× R 7−→
(
cosu
cosh v
,
sinu
cosh v
, tanh v
)
(5.22)
and in such a case λ(u, v) = cosh v, and ν(Ω) = S2 \ {(0, 0,±1)}. However we do not rely on this
particular form in the following.
For technical reasons, we will also assume that λ satisfies, for all values of (u, v), the identity
λ2∇ · (λ−1∇λ) = λ∆λ− |∇λ|2 = 1. (5.23)
(Gradient and Laplacian taken relative to (u, v).) This is clearly true for the particular parametriza-
tion given above.
Let us shorten the notations by not writing the dependencies on the parameters (u, v). We
introduce the unit vectors νu := λ∂uν, νv := λ∂vν. Since ν is also a unit vector, we have ν ·∂uν = 0,
so ν · νu = 0; and similarly ν · νv = 0. Hence the family (ν, νu, νv) is an orthonormal basis of R3,
taking (5.21) into account.
Lemma 5.3. For such an isothermal parametrization of the unit sphere, we have
∂uνu = −λ−1ν + λ−1∂vλ νv (5.24)
∂vνu = −λ−1∂uλ νv (5.25)
∂uνv = −λ−1∂vλ νu (5.26)
∂vνv = −λ−1ν + λ−1∂uλ νu (5.27)
Proof. Since ν · ∂uν = 0, we get by differentiating ν · ∂2uvν = −∂uν · ∂vν = 0, so ∂2uvν has the form
ανu + βνv. On the other hand
∂2uvν = ∂u(∂vν) = ∂u(λ
−1νv) = λ−1∂uνv − λ−2∂uλ νv.
Since |νv| = 1 implies νv · ∂uνv = 0, we get β = ∂2uvν · νv = −λ−2∂uλ. Similarly α = −λ−2∂vλ.
Putting this relation in the value of ∂2uvν above, we deduce (5.26). We get (5.25) using ∂
2
uvν =
∂v(∂uν) in the same way.
Differentiating the three relations |νu|2 = 1, ν · νu = 0 and νu · νv with respect to u, we get
νu · ∂uνu = 0,
ν · ∂uνu = −νu · ∂uν = −λ−1 |νu|2 = −λ−1
and
νv · ∂uνu = −νu · ∂uνv = λ−1∂vλ.
This gives (5.24). The proof of (5.27) is similar.
Let us finish this section with a note about the antipodal symmetry on S2 that we will use in
the following sections. There must be some involutive map σ : Ω→ Ω such that
ν ◦ σ(u, v) = −ν(u, v) (5.28)
for all (u, v) ∈ Ω. For instance with the parametrization (5.22) we have
ν(u+ π,−v) = −ν(u, v) (5.29)
so σ : (u, v) 7→ (u+π,−v). We will call this map the antipodal symmetry of the parametrization. In
the following, we will always assume that σ is an affine map which is consistent with the isothermal
parametrization, that is satisfies:
λ ◦ σ = λ. (5.30)
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5.3.2 Parametrization of the median surface
Since the three vectors (ν, νu, νv) are independent, any point P ∈ R3 can be written in the form
P = hν+h1νu+h2νv. If h, h1, h2 are actually some smooth functions of (u, v), P depends on (u, v)
and describes a surface. In this section we investigate the conditions on h, h1, h2 ensuring that such
a surface is the median surface of a spheroform, with support vector ν(u, v) at P (u, v).
Proposition 5.2. Given an isothermal parametrization ν : Ω→ S2 of the sphere, let K be a strictly
convex body. There exists a C1 map h : Ω→ R such that RK(ν) =M(h)(u, v) for all ν = ν(u, v),
where
M(h) :
∣∣∣∣∣ Ω −→ R3(u, v) 7−→ h ν + λ∂uh νu + λ∂vh νv. (5.31)
Proof. For any given ν = ν(u, v), consider P (u, v) := RK(ν(u, v)). Since the three vectors (ν, νu, νv)
are independent, P (u, v) can be written in the form P = hν+h1νu+h2νv, for some functions h, h1, h2
of (u, v). These functions are continuous since RK is continuous.
Note that hK(ν(u, v)) = ν(u, v) · P (u, v) = h(u, v). So h is just the support function of K, and
in particular is of class C1 (see for instance [47] section 1.7). Moreover we have from the definition
of RK :
∀(u1, v1) ∈ Ω, P (u1, v1) · ν ≤ P · ν.
(All values of the functions are at (u, v), unless otherwise specified.) Let us write this relation with
u1 = u+ t, v1 = v. For small values of t, we have from (5.24–5.27):
ν(u+ t, v) = ν + tλ−1νu + o(t),
νu(u+ t, v) = νu − tλ−1
(
ν − ∂vλνv
)
+ o(t),
νv(u+ t, v) = νv − tλ−1∂vλνu + o(t).
Also since h is of class C1, we have h(u+ t, v) = h+ t∂uh+ o(t). Hence
0 = P · ν − h ≥ P (u1, v1) · ν − h
= t
(
∂uh− λ−1h1(u+ t, v)
)
+ o(t).
Passing to the limit t = 0 with either t > 0 or t < 0, we deduce that h1(u, v) = λ∂uh. Similarly
h2 = λ∂vh.
Remark 3.B. Notice that M(h) is obviously linear with respect to h. Since in the previous
proposition, h =M(h) · ν = RK · ν is the support function of K, then the mapping from K to h is
additive with respect to the Minkowski addition (for more details see [47] p. 41). However, not any
h yields an interesting body K. In particular, if h(u, v) = ~w · ν(u, v) for some fixed vector ~w ∈ R3,
then ∂uh = ~w · ∂uν = λ−1 ~w · νu, so M(h) = ~w is constant, and the corresponding body K reduces
to a point. Due to the additivity property, we see that adding ~w · ν to some given h is equivalent
to a translation of the corresponding body K by the vector ~w.
We prove in the next theorem that for a constant width body, the corresponding function h
is actually C1,1 (the derivatives are lipschitzian). Here and in the following, differential operators
like ∇ (gradient) or ∆ (laplacian) are taken relative to the variables (u, v). We denote by ∇⊥ the
operator (−∂v, ∂u). Whenever h is twice differentiable, we denote by D2h the 2 × 2 matrix of its
second-order derivatives (hessian matrix).
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An inequality like D2h(u, v) ≤ A, where A is also a 2× 2 symmetrical matrix, means that the
difference A−D2h(u, v) is nonnegative definite. For h ∈ C1,1 only, the second-order derivatives do
not necessarily exists, but the Taylor expansion
T [h](u, v; ξ, η) := h(u+ ξ, v + η)− h(u, v)− ξ∂uh(u, v)− η∂vh(u, v)
is of order O(ξ2 + η2) for (ξ, η) small.
Definition 5.1. We shall say that D2h(u, v) ≤ A = (ai,j) in a generalized sense, if the following
occurs:
lim sup
(ξ,η)→(0,0)
T [h](u, v; ξ, η)− 12
(
a11ξ
2 + 2a12ξη + a22η
2
)
ξ2 + η2
≤ 0. (5.32)
Similarly we say that D2h(u, v) ≥ A in a generalized sense, if a similar property holds with a
limit-inf ≥ 0 instead.
Clearly this is the same as the usual meaning for a twice-differentiable function h, since
T [h](u, v; ξ, η) =
1
2
ξ2∂2uuh(u, v) + ξη∂
2
uvh(u, v) +
1
2
η2∂2vvh(u, v) + o(ξ
2 + η2)
in that case.
Definition 5.2. Given an isothermal parametrization ν : Ω → S2 of the sphere, let σ be its
antipodal symmetry. Suppose that σ is an affine map on Ω. Let C1,1σ (Ω) be the set of all C1,1 maps
h : Ω→ R such that
h ◦ σ = −h. (5.33)
Let C1,1σ,α(Ω) be the subset of functions h ∈ C1,1σ (Ω) satisfying everywhere on Ω in a generalized sense
(see Definition 5.1 above):
− α
2λ2
Id ≤ U [h] ≤ α
2λ2
Id (5.34)
where
U [h] := D2h+ λ−2h Id + λ−1∇λ⊗∇h− λ−1∇⊥λ⊗∇⊥h. (5.35)
Theorem 5.3. Given an isothermal parametrization of the sphere, let C1,1σ,α(Ω) be given by the
Definition 5.2 above.
Then a map M : S2 → R3 is the median surface of a spheroform if and only if there exists
h ∈ C1,1σ,α(Ω) such that M(ν) = M(h)(u, v) for all ν = ν(u, v), where the map M(h) : Ω → R3 is
defined by (5.31). In this case, the map M(h + α2 ) : Ω → R3 describes all but a finite number of
the points on ∂K.
The restriction about exceptional points on ∂K comes from the fact that ν(Ω) equals S2, excepts
some exceptional points. (The points (0, 0,±1) with the parametrization (5.22).)
Proof. Given h ∈ C1,1σ,α(Ω), define M : S2 → R3 by M(ν) =M(h)(u, v) for all ν = ν(u, v). Let us
prove that M is the median surface of some spheroform. In view of Theorem 5.2, Proposition 5.1
and Remark 2.A, we just have to prove (5.5) and (5.20).
By computing the derivatives of (5.28) and (5.30) and using the fact the σ is an affine involutive
map, it is straightforward to establish that M(−ν) =M(h) ◦ σ =M(h) and M satisfies (5.5).
Let us now prove (5.20). Any ν˜ ∈ C2([0, 1];S2) can be written in the parametrization as
ν˜(t) = ν(u(t), v(t)) where u(t), v(t) ∈ C2([0, 1]). If ν˜(0) = ν(u0, v0) =: ν0, we also have u(0) = u0,
v(0) = v0. Let us consider ξ := u(t)− u0, η := v(t)− v0. Since ∂uν = λ−1νu, and
∂2uuν = ∂u
(
λ−1νu
)
= λ−2
(−ν + ∂vλνv − ∂uλνu)
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with the help of (5.24). With similar relations for the other derivatives, we get the Taylor expansion
of ν˜ near t = 0:
ν˜(t) = ν(u0 + ξ, v0 + η) = ν0 + ξλ
−1νu + ηλ−1νv
+
1
2λ2
[
ξ2(−ν + ∂vλνv − ∂uλνu)− 2ξη(∂uλνv + ∂vλνu) + η2(−ν + ∂uλνu − ∂vλνv)
]
+ o(ξ2 + η2), (5.36)
where all functions on the right hand side are computed at (u0, v0).
In particular we get using ξ = u(t)− u0 = tu˙(0) + o(t) and η = v(t)− v0 = tv˙(0) + o(t),
˙˜ν(0) = lim
t→0
1
t
(ν˜(t)− ν0) = λ−1(u˙(0)νu + v˙(0)νv).
This implies
1
λ2
(ξ2 + η2) = t2
∣∣∣ ˙˜ν(0)∣∣∣2 + o(t2). (5.37)
Similarly since M(ν(u, v)) · ν(u, v) = h(u, v) from the definition of h, we have:(
M(ν˜(t))−M(ν0)
) · ν˜(t)
= h(u(t), v(t))−M(ν0) · ν(u(t), v(t))
= h(u0 + ξ, v0 + η)− (hν0 + λ∂uhνu + λ∂vhνv) · ν(u0 + ξ, v0 + η)
= h(u0 + ξ, v0 + η)− h− ξ∂uh− η∂vh+ h
2λ2
(ξ2 + η2)
+
1
2λ
(
ξ2(−∂vλ∂vh+ ∂uλ∂uh) + 2ξη(∂uλ∂vh+ ∂vλ∂uh)
+ η2(−∂uλ∂uh+ ∂vλ∂vh)
)
+ o(ξ2 + η2)
= T [h](u0, v0; ξ, η) +
1
2
(
ξ
η
)
A
(
ξ η
)
+ o(t2)
where A := λ−2h Id + λ−1∇λ⊗∇h− λ−1∇⊥λ⊗∇⊥h.
Using the right inequality in (5.34), and the definition of the corresponding generalized sense,
we deduce with (5.37):
lim sup
t→0
1
t2
(
M(ν˜(t))−M(ν0)
) · ν˜(t) ≤ lim sup
t→0
α
4λ2t2
(ξ2 + η2) =
α
4
∣∣∣ ˙˜ν(0)∣∣∣ .
Similarly the left inequality in (5.34) yields the reverse inequality, which achieves the proof of (5.20).
Conversely, let K be a spheroform. We know from Proposition 5.2 that there exists some
function h˜ ∈ C1(Ω) such that RK(ν) =M(h˜)(u, v) for all ν = ν(u, v).
Consider now the function h := h˜− α2 . From the definition ofM, it is clear that M(h)(u, v) =
M(h˜)− α2 ν(u, v), so for any ν = ν(u, v) we have
MK(ν(u, v)) = RK(ν(u, v))− α
2
ν(u, v) =M(h)(u, v).
Moreover the map ν 7→ MK(ν) is lipschitzian from Lemma 5.2. Hence ∂uh(u, v) = MK(ν) ·
νu(u, v) is lipschitzian, too. And similarly for ∂vh. So h ∈ C1,1. Additionally h(u, v) =MK(ν(u, v))·
ν(u, v) implies h ◦ σ =MK(−ν) · (−ν) = −h, so h satisfies (5.33). Hence h ∈ C1,1σ (Ω).
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We know that MK satisfies (5.20). If we consider the special path ν˜ : t 7→ ν(u0 + tξ, v0 + tη),
we can expand ν˜(t) near t = 0 as before, obtaining something similar to (5.36). This implies with
a similar computation:(
M(ν˜(t)−M(ν0)
) · ν˜(t) = t2T [h](u0, v0; ξ, η) + t2
2
(
ξ
η
)
A
(
ξ η
)
+ o(t2).
Therefore (5.20) implies (5.34) in the generalized sense. This completes the proof that h ∈ C1,1σ,α(Ω).
5.3.3 Regularity of the parametrization
In this section, we investigate the consequences of (5.34) on h, whenever h is regular enough.
Proposition 5.3. Let h be C2 on some open set ω ⊂ Ω. Then h satisfies (5.34) on ω if and only
if it satisfies
|R(h)| ≤ min
(
α
λ
,
α
2λ
+
2λ
α
J(h)
)
(5.38)
on ω, where R(h) and J(h) are the trace and determinant of the matrix λ−1hI+∇λ⊗∇h−∇⊥λ⊗
∇⊥h+ λD2h, that is
R(h) :=
2h
λ
+ λ∆h (5.39)
J(h) := λ−2h2 + h∆h+ λ2 detD2h+ λ∇⊥λ ·D2h · ∇⊥h (5.40)
− λ∇λ ·D2h · ∇h− |∇λ|2 |∇h|2 .
Proof. For a C2 function, the generalized sense for (5.34) is just the common pointwise sense. We
can multiply by λ and get (5.38) since a 2 × 2 matrix is nonnegative definite, if, and only if, its
trace and determinant are nonnegative.
Let us note for further references that R(h) and J(h) are the trace and determinant of a
symmetric matrix. Therefore it has real eigenvalues, and in particular the discriminant of its
characteristic polynomial is nonnegative:
R(h)2 ≥ 4J(h). (5.41)
This holds for any C2 function h.
Notice that for any δ ∈ R,
R(h+ δ) = R(h) +
2δ
λ
, (5.42)
J(h+ δ) = J(h) + δλ−1R(h) + λ−2δ2. (5.43)
Therefore (5.38) may be equivalently written
R(h+
α
2
) ≥ 0, R(h− α
2
) ≤ 0, J(h+ α
2
) ≥ 0 and J(h− α
2
) ≥ 0. (5.44)
Remark 3.C. The appearance of the matrix in the previous proposition seems quite odd at first.
Here is another way to obtain it, which is easier to understand, but requires again h ∈ C2, so we
can compute the derivatives of M :=M(h). We get using (5.24–5.27):
∂uM = aνu + bνv and ∂vM = cνu + dνv (5.45)
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where
a := λ−1h+ ∂uλ∂uh− ∂vλ∂vh+ λ∂2uuh
b = c := ∂vλ∂uh+ ∂uλ∂vh+ λ∂
2
uvh
d := λ−1h+ ∂vλ∂vh− ∂uλ∂uh+ λ∂2vvh.
So we find DM ν = 0 in agreement to Proposition 5.1. We also see from their definition that
R(h) = a+ d and J(h) = ad− bc.
Since M = M(h) ∈ C1, (5.14) is equivalent to (5.15) according to Proposition 5.1. Since
for ν0 = ν(u0, v0), we have ν
⊥
0 = Span(νu(u0, v0), νv(u0, v0)), we just have to check (5.15) for
w = ξνu + ηνv, with arbitrary (ξ, η). This inequality becomes then, using (5.24–5.27):
∀(ξ, η) ∈ R2, ∣∣aξ2 + 2bξη + dη2∣∣ ≤ α
2λ
(ξ2 + η2).
This means
− α
2λ
Id ≤
(
a b
c d
)
≤ α
2λ
Id
in the sense of matrices, which is (5.34).
Remark 3.D. The previous proposition has also a geometrical meaning and can be proved using
corresponding considerations. Indeed, in matrix notations, we have ∇M =
(
a b
c d
)(
νu
νv
)
, using
again the notations of the previous remark. Consequently we get:
∇ν =
(
∂uν
∂vν
)
= λ−1
(
νu
νv
)
= λ−1
(
a b
c d
)−1
∇M.
By definition, the curvatures of the surface (u, v) 7→ M(u, v) are the eigenvalues of the matrix
A such that ∇ν = A∇M , since ν is normal to the surface. And the curvature radii, their inverse,
are the eigenvalues of A−1. We see that in our case A = λ−1
(
a b
c d
)−1
. So the curvature radii are
the solutions ρi (i = 1, 2) of the equation
ρ2 − λ2R(h)ρ+ λ2J(h) = 0. (5.46)
Therefore, if we change h to h˜ := h+ δ in order to consider a parallel surface, we see that the
curvature radii ρ˜i on this new surface are solutions of the equation
0 = ρ˜2 − (2δ + 2h+ λ2∆h)ρ˜+ λ2J(h) + δ(2h+ λ2∆h) + δ2
= (ρ˜+ δ)2 − (2h+ λ2∆h)(ρ˜+ δ) + λ2J(h).
Hence ρ˜i = ρi + δ as claimed before.
For a body of constant width α, the parallel to the median surface at distance ±α2 are part of
the boundary of K. So they are convex, with opposite directions (the outward normal vector on
M(h− α2 )(u, v) is −ν(u, v)). Hence we must have ρi ∈ [−α2 ,+α2 ]. This is equivalent to saying that
the left hand side of (5.46) is nonnegative whenever ρ = ±α2 , and that the sum of the roots belongs
to [−α, α]. This in turn is equivalent to (5.38). In other words, (5.38) expresses the fact that the
radii of curvature on the median surface are in [−α2 ,+α2 ], whenever they are defined.
The equivalent formula (5.44) expresses the fact that the Gaussian curvatures J(h ± α2 ) are
nonnegative, while the mean curvatures R(h ± α2 ) have opposite signs, since the convex surfaces
are opposite.
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5.3.4 Surface area and volume
According to Theorem 5.3, there is a one to one correspondence between C1,1σ,α(Ω) and Wα. We
investigate now the way to compute the volume and surface area of some K ∈ Wα through the
corresponding function h.
Proposition 5.4. Let ω ⊂ Ω be a symmetrical subset of the parametrization space, that is σ(ω) = ω.
Let h ∈ C1,1σ,α(Ω) be C2 on ∂ω, and let K be the corresponding spheroform.
The set RK(ω) ⊂ ∂K has surface area:
|RK(ω)| = α
2
4
|ν(ω)|+
∫
ω
(
λ−2h2 − 1
2
|∇h|2
)
+
∫
∂ω
(
h+
1
2
λ2∆h
)
∇h · ~n− 1
4
∫
∂ω
∇
(
λ2 |∇h|2
)
· ~n.
(5.47)
(Here |ν(ω)| stands for the surface area of the subset ν(ω) of S2.)
Proof. It is enough to prove the proposition for h ∈ C2(ω). Indeed an approximation argument
allows to generalize to others h, since the right hand side of (5.47) involves second-order derivatives
only on the boundary of ω.
We make use of the notations of Proposition 5.3 and Remark 3.C. We have
∂uM × ∂vM = (aνu + bνv)× (cνu + dνv) = J(h)ν.
Hence the area of the surface M(h)(ω) is ∫ω |J(h)|. Since M(h) is the median surface of K ∈ Wα,
M(h + α2 ) and M(h − α2 ) both describe the boundary of K. If we restrict the parameters to the
subset ω, they both describe RK(ω) since we assumed ω = σ(ω). So the surface area of RK(ω) is
equal to
∫
ω
∣∣J(h± α2 )∣∣. This implies, using (5.43) and (5.44):
|RK(ω)| = 1
2
∫
ω
J(h+
α
2
)(u, v) du dv +
1
2
∫
ω
J(h− α
2
)(u, v) du dv
=
∫
ω
(
α2
4λ2(u, v)
+ J(h)(u, v)
)
du dv.
=
α2
4
|ν(ω)|+
∫
ω
J(h) du dv.
(The latter equality follows from ∂uν × ∂vν = λ−2ν.) To complete the proof of the proposition, we
have now to prove:∫
ω
J(h)(u, v) du dv =
∫
ω
(
λ−2h2 − 1
2
|∇h|2
)
+
∫
∂ω
(
h+
1
2
λ2∆h
)
∇h · ~n− 1
4
∫
∂ω
∇
(
λ2 |∇h|2
)
· ~n. (5.48)
By expanding products in (5.40), we get
J(h) = λ−2h2 + h∆h+ J1(h)− J2(h), (5.49)
where
J1(h) := λ
2
(
∂2uuh∂
2
vvh− (∂2uvh)2
)
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+ λ
(
∂uλ∂uh∂
2
vvh+ ∂vλ∂vh∂
2
uuh− ∂uλ∂vh∂2uvh− ∂vλ∂uh∂2uvh
)
and
J2(h) :=
(
(∂uλ)
2 + (∂vλ)
2
) (
(∂uh)
2 + (∂vh)
2
)
+ λ
(
∂uλ∂uh∂
2
uuh+ ∂vλ∂vh∂
2
vvh+ ∂vλ∂uh∂
2
uvh+ ∂uλ∂vh∂
2
uvh
)
.
Let us define w1 := ∂uh∂
2
uvh− ∂vh∂2uuh, w2 := ∂uh∂2vvh− ∂vh∂2uvh and ~w := (w1, w2). We have
∂uw2 − ∂vw1 = 2(∂2uuh∂2vvh− (∂2uvh)2). Therefore
2J1(h) = ∂u
(
λ2w2
)− ∂v (λ2w1) .
This implies using Green’s formula ∫
ω
J1(h) =
1
2
∫
∂ω
λ2 ~w · d~ℓ.
Now let us denote by H the scalar function |∇h|2. Since ~w = ∆h∇⊥h − 12∇⊥H (where ∇⊥ =
(−∂v, ∂u)), we also have ∫
ω
J1(h) =
1
2
∫
∂ω
λ2
(
∆h∇h− 1
2
∇H
)
· ~nds.
Considering now J2, we can check easily that J2(h) = |∇λ|2H + 12λ∇λ · ∇H. Integrating by
parts we get ∫
ω
J2(h) =
∫
ω
H
(
|∇λ|2 − 1
2
∇ · (λ∇λ)
)
+
1
2
∫
∂ω
Hλ∇λ · ~n ds
=
1
2
∫
ω
H
(
|∇λ|2 − λ∆λ
)
+
1
2
∫
∂ω
Hλ∇λ · ~n ds
= −1
2
∫
ω
H +
1
2
∫
∂ω
Hλ∇λ · ~n ds
using (5.23).
Finally we have∫
ω
h∆h =
∫
∂ω
h |∇h| · ~n ds−
∫
ω
|∇h|2 =
∫
∂ω
h∇h · ~n ds−
∫
ω
H.
So integrating (5.49) yields (5.48).
We are now in position to compute the volume and surface area of any spheroform, expressed
as integrals of the corresponding function h:
Theorem 5.4. Let h ∈ C1,1σ,α(Ω) be given, and K ∈ Wα the corresponding spheroform. The surface
area |∂K| and the volume |K| are given by
|∂K| =
∫
Ω
(
λ−2h2 − 1
2
|∇h|2
)
+ πα2, (5.50)
|K| = α
2
∫
Ω
(
λ−2h2 − 1
2
|∇h|2
)
+
πα3
6
. (5.51)
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Figure 5.1: Two views of one Meissner’s tetrahedron
Corollary 5.1 (Blaschke). Let K be any convex body of constant width α in dimension 3. Then
the volume and surface area of K satisfy:
|K| = α
2
|∂K| − πα
3
3
. (5.52)
We refer the reader to [6] for the original proof of this property. Here it follows directly from
Theorem 5.4.
Proof. The parametrization domain Ω = S1×R has no boundary. So if we apply (5.47) with ω = Ω,
we get (5.50) since |ν(Ω)| = ∣∣S2∣∣ = 4π.
The volume of K can be expressed as |K| = 13
∫
∂K
−−→
OM · ~n dσ, using Stokes’ formula. We can
choose M =M(h+ α2 )(u, v) as a parametrization, and then ~n = ν(u, v) and dσ = J(h+ α2 ) du dv.
But we may also choose M = M(h − α2 ), and in such a case ~n = −ν(u, v) since ~n is the outward
normal in Stokes’ formula, and dσ = J(h− α2 ) du dv. So we have
|K| = 1
3
∫
Ω
(h+
α
2
)J(h+
α
2
) = −1
3
∫
Ω
(h− α
2
)J(h− α
2
).
In particular this implies, using (5.43) and an integration by parts:
|K| = 1
6
∫
Ω
{
(h+
α
2
)J(h+
α
2
)− (h− α
2
)J(h− α
2
)
}
.
=
α
6
∫
Ω
J(h) +
α3
24
∫
Ω
λ−2 +
α
6
∫
Ω
h(2λ−2h+∆h)
=
α
6
∫
Ω
J(h) +
πα3
6
+
α
6
∫
Ω
(
2λ−2h2 − |∇h|2
)
.
This proves (5.51) using (5.48) with ω = Ω.
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5.3.5 Description of Meissner’s tetrahedron
A description of this volume can be found in [9],[56] and [28]. We shall give a brief definition of
this volume and describe its parametrization.
Meissner’s tetrahedron is geometrically defined in the following way: consider a body Kt ob-
tained as the intersection of four balls of radius α which centers are the vertices of a regular
tetrahedron (of edge lengths α). Thus, the boundary of Kt is composed of four pieces of balls
connected by six arc of circles. Surprisingly, this set Kt is not of constant width: geometrical
considerations show that opposite circular edges are too far away. Meissner proposed to smooth
three edges of Kt in order to get a constant width body. Consider E the union of three circular
edges which share a common vertex S. Then, the body K defined as
K =
⋂
x∈E
B(x, α) ∩Kt
is a body of constant width called Meissner’s tetrahedron (see figure 5.3.4). Notice that it is possible
to build another constant width body based on the regular tetrahedron by smoothing a different
set of edges.
We give below an analytical representation in terms of its h function based on the parametriza-
tion of the sphere described by (5.22). In order to take benefit of the invariance of the previous
body K by rotations of angles ±2π/3, we consider a body K built on a regular tetrahedron which
has its vertex S on the z-axes and the others on the plane z = 0. Moreover, we assume that
the equilateral triangle formed by the vertices on z = 0 is symmetric with respect to the y-axes.
It is straightforward to check that such a Meissner’s tetrahedron is invariant with respect to the
rotations about the z-axes of angles ±2π/3 and also invariant by orthogonal symmetry with respect
to the plane x = 0. Then, the function h is completely defined if we give an analytical represen-
tation of h on ω = [0, pi3 ] × [0,+∞[ since relations (5.33) and h(u, v) = h(−u, v) define h on all
Ω = [−π, π]×] −∞,+∞[ (see figure 5.3.5). On ω, for α = 1, the function h may be described in
the following way:
√
2/3 tanh v − 1/2, if sinh v > 2√2 cosu,
−1/2− (1/2√3)(cosu/ cosh v) + . . .
(
√
3/2)(cosh v2 − sinu2)/ cosh v, if sinh v ≤ 2√2 cosu, cosh v ≥ 2 sinu,
1/2 + (1/
√
3) cos(u+ 2π/3)/ cosh v if sinh v ≤ 2√2 cosu, cosh v > 2 sinu.
Notice that it is possible to compute the volume and the surface area of Meissner’s tetrahedron
thanks to equations (5.50) and (5.52). After some symbolic computations, we get the formulas
presented in [25]:
|K| = 2π
3
− π
√
3
4
arccos
1
3
|∂K| = 2π − π
√
3
2
arccos
1
3
5.3.6 Local optimality
We now come back to the volume functional K 7→ |K| in order to investigate the properties of
its minimizers. A striking consequence of Theorem 5.4 is that minimizing the volume in Wα is
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Figure 5.2: Construction of Meissner’s h function
equivalent to minimizing the surface area. More precisely, the volume minimization problem is
equivalent to
min
h∈C1,1σ,α(Ω)
L(h) where L(h) =
∫
Ω
(
λ−2h2 − 1
2
|∇h|2
)
. (5.53)
Let us first observe that the maximum value of L is zero:
Lemma 5.4. For any h ∈ C1,1σ (Ω), we have L(h) ≤ 0.
In particular, a maximizer of L in C1,1σ,α(Ω) is always h = 0, which corresponds to a ball of radius
α/2. Hence such a ball has maximal volume among all spheroforms, a well-known result.
Proof. LetWσ be the space of all functions h ∈W 1,2(Ω) satisfying (5.33). This is a closed subspace
of the Sobolev space W 1,2(Ω), so it is a Banach space. Let us define s ∈ R as follows:
s = inf
h∈Wσ
∫
Ω
|∇h|2∫
Ω
λ−2h2
.
This is a “weighted Sobolev constant”, and it is classical in PDE theory that the infimum is actually
attained by a smooth function φ ∈Wσ satisfying the corresponding Euler equation∫
Ω
∇h · ∇φ = s
∫
Ω
λ−2hφ, ∀h ∈Wσ.
In other words, φ is an eigenfunction of the operator−λ2∆, with the symmetry condition φ◦σ = −φ.
Additionally, if we choose two open sets Ω+ ⊂ Ω and Ω− = σ(Ω+) such that Ω+ ∩ Ω− = ∅ and
Ω = Ω+ ∪ Ω−, then it follows from Krein-Rutman’s theorem that there exists an eigenfunction φ
satisfying φ > 0 on Ω+. One way to choose such a set Ω+ is to consider some fixed vector ~w ∈ R3,
and to set
Ω+ :=
{
(u, v) ∈ Ω ; ~w · ν(u, v) > 0}.
Given such a ~w, define g := (u, v) 7→ ~w · ν(u, v). As explained in Remark 3.B, M(g) = ~w for
all (u, v), and the body corresponding to h + g, for any h ∈ C1,1σ,α(Ω), is just a translation of the
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body corresponding to h. In particular, they have the same volume, so L(h + g) = L(h). Since L
is quadratic, this means that
0 = L(g) +
∫
Ω
λ−2hg −∇h · ∇g
for all h ∈ C1,1σ,α(Ω). In particular, L(g) = 0 since we can take h = 0, and ∆g+2λ−2g is orthogonal
(for the L2 scalar product) to all h ∈ C1,1σ,α(Ω). The latter implies it is orthogonal to Wσ, since⋃
α>0C
1,1
σ,α(Ω) contains C2σ(Ω). Hence it is orthogonal to φ, so we get
2
∫
Ω
λ−2gφ =
∫
Ω
∇g · ∇φ = s
∫
Ω
λ−2gφ.
Now both functions g and φ are positive on Ω+ and odd with respect to σ, so∫
Ω
λ−2gφ = 2
∫
Ω+
λ−2gφ > 0
and therefore s = 2. This implies L(h) ≤ 0 for any h ∈Wσ, and in particular in C1,1σ (Ω).
Remark 3.E. Since balls are the unique maximizers of the volume among spheroforms of given
width, it follows that for h ∈ C1,1σ (Ω):
L(h) = 0 ⇐⇒ ∃~w ∈ R3, h(u, v) = ~w · ν(u, v),
for all (u, v) ∈ Ω.
An interesting consequence of the previous lemma is that the functional L is actually strictly
concave with respect to h (when considered on the quotient of C1,1σ (Ω) by the smallest subspace
containing all the functions ~w · ν(u, v) for ~w ∈ R3).
Indeed L is quadratic, so for any h, g ∈ C1,1σ (Ω) and for all t ∈ [0, 1]:
L(th+ (1− t)g)− tL(h)− (1− t)L(g) = −t(1− t)L(h− g) ≥ 0.
From the remark 3.E, the equality holds if and only if it exists ~w ∈ R3 such that h = g+ ~w ·ν(u, v).
The following weak optimality result applies not only to global minimizers, but also to local
ones. Notice that this condition is very close to the one established in [26] for a relaxed problem of
(5.3).
Theorem 5.5. Let K be a body of constant width, and a local minimizer of the volume functional.
Then K is everywhere irregular in the following sense: for any A ⊂ Sn−1, one of the two subsets
RK(A) or RK(−A) of ∂K is not a smooth surface.
In this context, a “smooth surface” means that the set of points can be described as the graph
of a regular function. Observe that this result is obvious in dimension two for global minimizers,
since these are Reuleaux triangles.
Proof. Let K be a local minimizer of the volume and A ⊂ S2 with RK(A) a smooth surface.
Let h be the function of C1,1σ (Ω) associated to K by the proposition 5.2. Since every constant
width bodies are strictly convex, we can assume without loss of generality that RK(A) is the graph
of a strictly convex function. In this context, it is standard that the reverse Gauss map is a
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smooth diffeomorphism. Moreover, the function h is also locally smooth on the points of ω ⊂ Ω
corresponding to A since:
h(u, v) = RK(ν(u, v)) · ν(u, v).
Let us first establish that h saturates the pointwise constraint (5.34) on a subset of ω. By
reducing ω to a smaller set if necessary, we suppose that ω ∩ σ(ω) = ∅. Assume by contradiction
that the four inequalities are strict. Let g ∈ C2(ω) with compact support. We extend it to σ(ω)
by symmetry, defining g(σ(u, v)) = −g(u, v), so that the new function, still denoted g, belongs to
C1,1σ (Ω). Due to the non-saturation property, the functions f+ := h + tg and f− := h − tg belong
to C1,1σ (Ω) for |t| small enough. Now L is strictly concave so we have:
L(h) = L(
1
2
f+ +
1
2
f−) ≥ min(L(f+), L(f−)). (5.54)
for all g. Since an equality in (5.54) is not possible because of the remark 3.E (none of the function
~w · ν(u, v) has a compact support), we have that L(h) > min(L(f+), L(f−)). This contradicts the
local minimality of h.
We established in subsection 5.3.3, that the saturation of the constraints for the regular function
h is equivalent to the fact that one or both of the radii of curvature on RK(A) are equal to α or 0.
Since RK(A) is a strictly convex regular surface, its curvature radii are not zero. As a consequence,
on all points of RK(A) at least one of the curvature radii is equal to α. Consider now the surjective
map from ω to RK(−A) given by
(u, v) 7→ RK(ν(u, v))− αν(u, v).
If this map is not injective, RK(−A) is not smooth since at least one point of this surface has a
non empty subdiferrential. We conclude that the previous map is an admissible parametrization of
RK(−A). It is now straightforward to compute that on all points of RK(−A), at least one of the
curvature radii is equal to 0. Again, this fact contradicts the regularity of RK(−A) which concludes
the proof.
Remark 3.F. If we assume additionally that the lines of curvature on RK(A) of the body K
have no torsion, it is possible to show that RK(−A) is a convex curve. In this situation we would
conclude that one of the two pieces of the boundary RK(A) or RK(−A) has measure 0. Notice
that Meissner’s tetrahedron satisfies the previous assumption.
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Appendice
6.1 De´veloppement en se´rie de Fourier des polygones de Reuleaux
Nous donnons dans cet appendice le de´veloppement en se´rie de Fourier des polygones de Reu-
leaux re´guliers tournant a` l’inte´rieur du carre´. Soit n = 2p + 1, p ∈ N∗ le nombre de coˆte´s du
polygone de Reuleaux Pn. Ainsi, Pn est la donne´e de n cre´neaux de longueur δ =
pi
n sur l’intervalle
[−π, π]. Si fn de´signe le rayon de courbure de Pn, alors fn est donne´e sur [−π, π] par
fn(θ) = 2r
p−1∑
k=−p−1
1[ δ
2
+(2k+1)δ, δ
2
+(2k+2)δ].
ou` r de´signe de rayon du cercle inscrit du carre´. Pn est un corps de largeur constante 2r et son
rayon de courbure ve´rifie donc la relation
fn(θ + π) + fn(θ) = 2r.
Par ailleurs, sans pertes de ge´ne´ralite´s, on peut choisir f paire (voir figure 6.1).
Proposition 6.1. La se´rie de Fourier d’un polygone de Reuleaux Pn est donne´e par :
fn(θ) = r +
4r
π
∑
m≥0
(−1)m
2m+ 1
cos((2m+ 1)nθ). (6.1)
On voit donc que le de´veloppement en se´rie de Fourier de fn est lacunaire. Pour le cas du
triangle de Reuleaux (n = 3), (6.1) ne fait intervenir que les coefficients de Fourier d’indice 6m+3
ce qui montre la syme´trie d’ordre 3 du triangle de Reuleaux. Par ailleurs, si on pose
f(θ) = r +
4r
π
∑
m≥0
(−1)m
2m+ 1
cos((2m+ 1)θ),
on a la proprie´te´ remarquable suivante : fn(θ) = f(nθ), θ ∈ [−π, π]. La fonction f est paire,
2π-pe´riodique et s’e´crit sous forme de cre´neau sur [0, π] :
f(θ) = 1[0,pi
2
] − 1[pi
2
,pi].
Autrement dit, les polygones de Reuleaux s’expriment tre`s simplement a` l’aide de la fonction f
uniquement.
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2 Preuve. Comme fn est paire et repre´sente un corps de largeur constante, le de´veloppement
en se´rie de Fourier de fn ne fait intervenir que les coefficients de Fourier de la forme a2k+1 et on a
donc :
fn(θ) = a0 +
∑
k≥0
a2k+1 cos((2k + 1)θ).
On doit avoir 2a0 = 2r et donc a0 = r. Par ailleurs, le coefficient a2k+1 est donne´ par :
a2k+1 =
2
π
∫ pi
0
fn(t) cos((2k + 1)t)dt.
Donc si on note a˜2k+1 =
(2k+1)
4r a2k+1, on a :
a˜2k+1 = sin
(
(2k + 1)
δ
2
)
+
∑
0≤j≤p−1
(
sin
(
(
δ
2
+ (2j + 2)δ)(2k + 1)
)− sin ((δ
2
+ (2j + 1)δ)(2k + 1)
))
.
On obtient alors :
a˜2k+1 = sin
(
(2k + 1)
δ
2
)1 + 2 ∑
1≤j≤p
cos(2(2k + 1)jδ)
 .
On montre pour conclure que la somme
S2k+1 = 1 +
∑
1≤j≤p
cos(2(2k + 1)jδ)
est non nulle si et seulement si 2k+1 est multiple de n. En effet, en posant q = e2i(2k+1)δ qui ve´rifie
q2p+1 = 1, on a, lorsque 2k + 1 n’est pas un multiple de n :
S2k+1 = ℜ
 ∑
−p≤j≤p
qj
 = ℜ(q−p 1− q2p+1
1− q
)
= 0.
Lorsque 2k + 1 = ln est un multiple de n, avec l impair (car sinon 2k + 1 serait pair) alors q = 1
et on obtient :
a2k+1 =
4r
π(2k + 1)
sin
(
l
π
2
)
(2p+ 1).
D’ou` le re´sultat en faisant l = 2m+ 1. 2
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Fig. 6.1 – Rayons de courbure du triangle, du pentagone et de l’heptagone de Reuleaux
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Conclusion et perspectives
7.1 Conclusion
Au cours de cette the`se, nous avons mis en valeur l’e´tude des corps de largeur constante et
des rotors qui sont sources de beaucoup d’exemples dans divers domaines des Mathe´matiques, de
l’analyse a` la ge´ome´trie. Nous avons pu faire le lien entre des proble`mes ge´ome´triques et l’utilisation
d’outils plus modernes pour les aborder. La fonction d’appui d’un corps convexe est apparue comme
un choix tre`s adapte´ pour parame´trer les corps convexes qui entrent en jeu dans les proble`mes que
nous e´tudions.
En premier lieu, la the´orie du controˆle optimal et du principe du maximum de Pontryagin
a e´te´ tre`s fe´conde pour e´tudier ces proble`mes d’optimisation de formes en dimension 2. Nous avons
mis a` profit cette me´thode pour e´tudier trois proble`mes :
– Proble`me 1 : minimisation de l’aire dans la classe des corps de largeur constante dans R2
– Proble`me 2 : minimisation de la surface dans la classe des corps de largeur constante a`
syme´trie de re´volution
– Proble`me 3 : minimisation de l’aire dans la classe des rotors.
La de´monstration du the´ore`me de Blaschke-Lebesgue (proble`me 1) a mis en lumie`re la re´solution
d’un proble`me de controˆle optimal ou` le syste`me d’e´tat est l’oscillateur harmonique dans R2 et ou`
la fonctionnelle de couˆt est quadratique.
L’e´tude du proble`me 2 a e´te´ plus de´licate et nous avons obtenu un re´sultat partiel. Le syste`me
d’e´tat est e´galement l’oscillateur harmonique dans R2, mais la fonctionnelle n’est plus autonome.
Dans ce proble`me, le Hamiltonien n’est pas conserve´ le long des trajectoires extre´males.
Le proble`me 3 a ne´cessite´ une reformulation sous la forme d’un proble`me de controˆle analogue
au proble`me 1, mais dans R4, et la fonctionnelle est e´galement quadratique. Le syste`me e´tant au-
tonome, nous avons pu trouver des conditions ne´cessaires sur le minimiseur. Le seul point de´licat
en suspens est l’e´tude des switching point et en particulier de leur espacement.
En second lieu, nous nous sommes inte´resse´s aux proprie´te´s d’optimalite´ locale des rotors
re´guliers pour la fonctionnelle d’aire. Nous avons ge´ne´ralise´ le re´sultat de Firey par une me´thode
diffe´rente. Nous ramenons ce proble`me a` un proble`me d’optimisation sous contraintes en dimension
finie. Nous montrons que les rotors re´guliers sont des points critiques et le the´ore`me de Kuhn-Tucker
nous a permis d’e´tudier la nature de ces points. Notons que l’e´tude du spectre du lagrangien sur le
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sous-espace orthogonal au gradient des contraintes a e´te´ re´alise´e a` l’aide de Matlab, donc pour des
tailles de matrices n’exce´dant pas 200 environ. Lorsque le nombre de coˆte´s du n-gone vaut 3 ou 4,
le rayon de courbure de la frontie`re d’un rotor re´gulier prend la valeur 0 ou 1. A l’inverse, lorsque
n ≥ 5, le nombre de valeurs prises par le rayon de courbure augmente. On peut donc penser que
pour n ≥ 5, les rotors re´guliers Oln−1n (l > 1) sont moins rigides que lorsque n = 3 et n = 4, ce qui
explique que les rotors re´guliers soient des points selles pour n ≥ 5 a` l’inverse des rotors re´guliers
O3l−13 et O
4l−1
4 (l > 1) obtenus pour n = 3 et n = 4 et qui sont des maxima locaux. Enfin, nous
avons mis en e´vidence de la meˆme fac¸on que pre´ce´demment le fait que le rotor re´gulier On−1n est
un minimum local de l’aire. Ceci confirme la conjecture de Goldberg 1.3. Dans le prolongement de
cette e´tude, nous pourrions e´galement e´tudier l’optimalite´ locale des rotors re´guliers donne´s par
(3.39).
Enfin, nous avons e´tudie´ le proble`me de minimisation du volume en dimension 3 dans la classe
des corps de largeur constante. La mise en place d’un cadre analytique a e´te´ primordiale avant
d’e´tudier le proble`me de minimisation. Nous avons associe´ a` tout corps de largeur constante dans
R3 sa surface me´diane et nous avons mis en place un espace fonctionnel de contraintes adapte´ au
proble`me. Par concavite´ de la fonctionnelle, nous avons obtenu un re´sultat faible d’optimale loca-
lite´. Ce travail reste a` prolonger en vue de trouver des conditions ne´cessaires sur un minimiseur
pour confirmer ou infirmer la conjecture de Meissner.
7.2 Perspectives
L’e´tude de ces proble`mes de controˆle en dimension 2 a souligne´ l’importance de quantite´s
conserve´es le long des trajectoires extre´males. L’existence de telles lois de conservation nous permet-
trait par exemple pour le cas des rotors de de´duire des informations sur les trajectoires extre´males,
et notamment sur l’espacement re´gulier des switching point des trajectoires ”bang-bang” que nous
avons trouve´s (proble`mes 2 et 3). Cette dernie`re question reste de´licate pour ces proble`mes de
controˆle. L’e´tude de quantite´s conserve´es par un the´ore`me de type Noether, le long de trajectoires
extre´males d’un syste`me de controˆle, paraˆıt une direction de recherche inte´ressante. L’unicite´ des
trajectoires extre´males dans le principe du maximum de Pontryagin peut e´galement nous permettre
de montrer que les seules extre´males dans notre cas sont les rotors re´guliers. Cependant, le the´ore`me
d’unicite´ fonctionne pour le proble`me du temps minimal lorsque l’e´tat initial et l’e´tat final sont
fixe´s.
Par ailleurs, on peut envisager l’e´tude par le controˆle optimal de proble`mes ge´ome´triques ana-
logues a` ceux que nous avons e´tudie´s. Le proble`me de Favard (voir [34]) ou des proble`mes de type
isope´rime´trique (voir [2], [3]) peuvent se traiter par le controˆle optimal. On pourrait envisager
d’e´tudier certains proble`mes pose´s dans [48] par cet outil.
L’e´tude des corps de largeur constante est motive´e par des proble`mes de minimisation de fonc-
tionnelles de formes monotones sous contraintes de diame`tre comme l’optimisation des valeurs
propres λk(Ω) ou` Ω est un domaine qui satisfait certaines contraintes (voir [27]). Avec de telles hy-
pothe`ses, on peut montrer que le minimiseur est un objet de largeur constante. De telles questions
inte´ressent les physiciens qui e´tudient notamment le spectre de l’ope´rateur de Schro¨dinger. Dans
la meˆme perspective, on peut s’inte´resser a` l’optimisation des valeurs propres du laplacien dans la
classe des corps de largeur constante de R2. La difficulte´ est de relier la ge´ome´trie des domaines
que l’on conside`re et la de´finition abstraite des valeurs propres du laplacien. On conjecture que le
triangle de Reuleaux maximise λ1(Ω) dans cette classe. Cette conjecture est ve´rifie´e nume´riquement.
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D’autre proble`mes ge´ome´triques en dimension 3 sont ouverts. Un exemple analogue est ce-
lui de la minimisation du volume dans la classe des corps dont la projection orthogonale sur tout
hyperplan est constante (voir [8]). L’e´tude des rotors tournant a` l’inte´rieur de l’un des 5 polye`dres
de Platon ainsi que le proble`me de minimisation du volume dans cette classe restent ouverts (voir
[23]). On peut envisager l’application du principe de Pontryagin (voir [2], [3], [33]) pour obtenir
des conditions d’optimalite´ faibles sur un minimiseur du volume dans la classe des corps de lar-
geur constante. La mise en place sous forme d’un proble`me de controˆle reste de´licate a` cause des
contraintes de convexite´ (positivite´ des deux rayons de courbure en tout point). A l’inverse de la
dimension 2, la reconstruction d’une surface convexe ferme´e de largeur constante en dimension 3
a` l’aide de ses courbures, c’est a` dire graˆce a` la donne´e d’une application de S2 a` valeurs dans les
matrices syme´triques positives est un proble`me de´licat.
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