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Abstract. In this paper, we suggest multiple kernel learning with hier-
archical feature representations. Recently, deep learning represents
excellent performance to extract hierarchical feature representations in
unsupervised manner. However, since fine-tuning step of deep learning
only considers global level of features for classification problems, it makes
each layers hierarchical features intractable. Therefore, we propose a
method to employ the combined multiple levels of pre-trained features
via Multiple Kernel Learning (MKL). MKL is lately proposed optimiza-
tion problem in classification and is applied to various machine learning
problems. MKL automatically finds the best combination of kernels. By
applying multiple kernel learning to hierarchical features pre-trained by
deep learning, we obtain the optimal combinations of multiple levels of
features for the classification task. Also, MKL is applied to analyze the
contribution of each layer of features for classification by obtained weight
of each kernel.
Keywords: Multiple Kernel Learning, Deep Learning, Deep Belief
Network.
1 Introduction
Recently, deep learning is reported as an effective way to extract feature rep-
resentations in unsupervised manner [1], [2]. More specifically, deep learning
algorithms learn feature hierarchies from lower level to those of higher level;
higher level features are detected over the previous level. In general, there are
two steps in deep learning. First, features of each layer are pre-trained with layer-
wise unsupervised learning, and these pre-trained features are then fine-tuned
throughout whole layers by supervised learning. [3] Like multi-layer perceptron,
the whole-layer fine-tuning only utilizes global level features. Therefore, features
from different hierarchies are intractable for classification problems. Accordingly,
instead of employing fine-tuning step, we use integrated multiple levels of pre-
trained features in order to decide for classification problems collectively. More-
over, the previous study [4] suggests that globally trained features from each
layer are concatenated into single vector representations and this feature vector
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is classified by Support Vector Machine. The combined features in different hier-
archies show better performance in object recognition problem. However, those
simple concatenations have limitations as well in mathematical sense; the con-
catenation of different types of information in un-normalized way diminishes the
information.
Throughout this paper, we propose a way to employ combined hierarchical
feature representations via Multiple Kernel Learning, which provides a new ap-
proach to use pre-trained features.
Multiple Kernel Learning (MKL) [5] is recently proposed optimization prob-
lem in classification and is applied to various machine learning tasks such as
object classification [6], object detection [7] and bioinformatics [8]. Unlike SVM,
MKL learns the optimized combination of multiple kernels to concatenate fea-
tures spaces and data from different sources and maximize margin as well. In
other words, for each machine learning problem MKL automatically finds out
the best kernel combination. Previous MKL algorithms utilize hand-crafted fea-
tures such as Scale-Invariant Feature Transform (SIFT), Histogram of oriented
gradient, and Bag-of-words [9], [10]. Different from the previous approaches, our
study newly suggests a method to apply the features pre-trained by deep learning
in unsupervised manner to MKL. Moreover, we suggest that MKL is expected
to be used as analyzing the contribution of features from each layer for given
machine learning problem by their optimized kernel combination weights. In this
paper, we first discuss the core of MKL and Deep Belief Network in Section 2,
and continue to elucidate the method to apply MKL to trained hierarchical fea-
tures in Section 3. Next, we present the experimental procedures and results for
classification tasks.
2 Preliminaries
2.1 Multiple Kernel Learning
Support Vector Machine (SVM) [11] is a large margin classifier that solves follow-
ing optimization problems given training dataset {(x1, y1), (x2, y2), ...(xN , yN )}







Tφ(xi) + b) ≥ 1
(1)
where u is weight of discriminant function y = uTφ(x) + b, and b is bias.
The optimization problem can be represented by dual form with Lagrangian
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The inner products of input data (φ(xTj )φ(xk)) can be substituted with a
kernel function K(φ(xj), φ(xk)). Also, multiple kernels are possible to be applied
to SVM instead of single kernel. The combination of given subset of multiple
kernels is mainly represented as the linear combination of kernels with the kernel
combination parameter θ.
K(xj , xk) = θ1K1(φ(xj), φ(xk)) + θ2K2(φ(xj), φ(xk)) + ...
+θMKM (φ(xj), φ(xk))
(3)
where M corresponds to the number of kernels.
Multiple Kernel Learning (MKL) is proposed to optimize the combinations of
kernels via finding the suitable θ and simultaneously update the discriminative
weights u. As a result, MKL achieves the optimal combination of various kernels
which measure the similarity of input in different manner or originate from
diverse sources. In short, multiple features are able to be concatenated via MKL
method. In addition, MKL can analyze the best kernel for the given machine
learning problem.
2.2 Deep Belief Network
Deep Belief Network (DBN) is a multi-layer generative model of which build-
ing block is two-layer, undirected graphical model called Restricted Boltzmann
machine (RBM). RBM consists of visible units xi ∈ {0, 1} and hidden units
hj ∈ {0, 1}. These units in one layer are fully-connected to units in the other
layer, but there is no connection between units in the same layer. The energy













where w ∈ RD×L is the wieght vector between the visible layer and the hidden
layer, a is the bias of the visible layer, and c is the bias of the hidden layer.






where Z is the partition function for normalization.
In order to train RBM model, the log-likelihood of the training data is max-
imized using gradient ascent learning by updating weights and biases of the
model. The learning rule of weights w is proportional to the difference of the
expectation based on training data and the expectation based on the model.
Since the model expectation at the above equation is intractable, Contrast
Divergence [12] is proposed to approximate the model expectation. RBM employs
Gibbs Sampling which alternatively samples one layer units given the other layer
units and estimates based on the conditional probability.
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3 Methods
Main idea of our approach is to combine different levels of abstraction of the
given data, e.g. features, and consider them as multiple kernels. To implement our
proposed method, we obtain hierarchical data representations with unsupervised
deep learning. Then, we combine all the features from every level and train
classifier via MKL.
The hierarchical feature representations are learned by DBN with greedily
layer-wise training. We use DBN suggested by Hinton et al. [3] In addition, Con-
volutional DBN published by Honglak lee et al. [4] is also utilized to apply high
dimension images. Convolutional DBN employs convolution and probabilistic
max pooling method to accomplish the scalability.
In our methods, we obtain different levels of abstraction by estimating the
activations of each level based on learned DBN weights for the given input data.








where σ() is the sigmoid function and p indicates pth layer.
In order to combine hierarchical feature representations learned and estimated
under DBN model, we applied MKL in this study. There are many variations
of MKL formulations, for instance, diverse forms of regularization terms and
different optimization methods. We choose Ultra-Fast Online Multiple Kernel






2, 2 log P2 log P−1
+ α||u||2,1 (7)
where u is the weights of the kernel combinations, λ is a regulization coefficient,
and P is the number of kernels equal to the number of layers in this paper.
By selecting the regularization function, UFO MKL model can achieve optimal
convergence rate only depending on the logarithm of the number of kernels.
In a nutshell, the combinations of hierarchical feature representations are op-
timized by UFO MKL algorithms. Each kernel function of MKL is replaced by
each level of features from DBN.
4 Experiments
4.1 Databases
This study conducted experiments for handwritten digits database MNIST [14]
and STL-10 database [15]. MNIST database has 10 classes of handwritten digits
images, and the dimensions of each image are 28 by 28. STL-10 database contains
10 classes of objects images, including 100000 unlabeled images for unsupervised
learning. The dimensions of each image in STL-10 are 96 by 96.
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4.2 Handwritten Digits Classification
We train MNIST database with DBN with 3 layers. There is no fine-tuning
of the whole level at the end of the layer-wise training. Each level of learned
features is applied to the one of kernels in MKL. We use only 10000 images
among 60000 training data images, because of memory limitation of current
implementation. To compare the results, we also implement the experiments via
SVM with concatenating features from all layers and only with features from
the third layer. We uses LIBSVM [16] library in the experiments.
4.3 Objects Classification
The features for STL-10 database are learned by Convolutional DBN with 3
layers. The 96 by 96 images of STL-10 are resized to 32 by 32 images. The
pre-training of the Convolutional DBN model is implemented by the provided
unlabeled data of STL-10. With the pre-trained model, the features of training
and test data for the classification are extracted. Each image is also preprocessed
to have zero means and to be whitened with ZCA whitening. The hierarchical
features are classified via MKL, where each kernel of MKL consists of each level
of features. Besides, we conduct the classifications by SVM with concatenating
features from all three layers and only with features from the third layer.
5 Results and Discussion
The classification results of MNIST handwritten digits are represented in
Table 1. We compare the accuracy of the classification to prove the effective-
ness of applying MKL to hierarchical features. The accuracy that the 3 levels of
features are classified by MKL is 97.67 %, which is increased from the accuracy
that the 3 layers of features are applied to SVM. The accuracy using the highest
level of features is marked 96.84 % which is lower than both methods.
Table 1. The accuracy of the classification for MNIST database
Model Accuracy (%)
3 layer features from DBN + MKL 97.67
3 layer features from DBN + SVM 96.96
Third layer features from DBN + SVM 96.84
The classification results for STL-10 database are descripted in Table 2. The
overall results have the same tendency with the results of MNIST database.
When MKL is utilized as classifier for 3 layers of features trained by DBN,
the accuracy is improved than when SVM is used. When only the third layer
features learned via Convolutional DBN (CDBN) without fine-tuning is classified
by SVM, the accuracy is distinctively low.
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Table 2. The accuracy of the classification for STL-10 database
Model Accuracy (%)
3 layer features from CDBN + MKL 52.53
3 layer features from CDBN + SVM 51.10
Third layer features CDBN + SVM 18.81
The results validate that our approach with combined hierarchical features via
MKL provides better performance than SVM or sole usage of the highest level
of features. In short, MKL provides the way to find out the best combination of
feature representations.
Table 3. The weights of kernels from the classification for MNIST database and STL-
10 database
Layer Weights for MNIST Weights for STL-10
1 0.3145× 10−4 ± 0.55× 10−6 0.0049 ± 0.14× 10−4
2 0 ± 0 0.0015 ± 0.18× 10−4
3 1.9238× 10−4 ± 0.14× 10−6 0 ± 0
Moreover, the weight values of kernels in MKL mean which level of features
contributes to solve the given machine learning problems. In MNIST and STL-10
classification tasks, the averaged weights of kernels from 10 trials of experiments
are represented with standard deviations in Table 3. The weight corresponding
to the second layer features converges to zero. Similarly, the weight of the third
level of features converges to zero as well in the classification of STL-10 database.
The low accuracy of the classification with the third layer features via SVM
is explainable that the weight of the thirds layer features converges to zero.
According to the results, the abstraction level of the second layer in MNIST
features and the third layer in STL-10 features rarely contributes to represent
the structure of the given data. Therefore, MKL is expected to be employed in
analyzing the useful levels of features or appropriate levels of abstraction for the
given machine learning tasks.
6 Conclusion
We suggest MKL with hierarchical feature representations method for classifi-
cation task. By two classification experiments, applying MKL to the multiple
levels of features pre-trained by deep learning is the better way to find the op-
timal combinations of hierarchical features. Furthermore, MKL is applicable to
find proper levels of features to significantly contribute for the specific machine
problem.
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