Abstract. Most of the routing protocols in wireless ad
Introduction
A wireless or mobile ad hoc network (MANET) is formed by a group of wireless nodes which agree to forward packets for each other. One assumption made by most ad hoc routing protocols [16, 21] is that every node is trustworthy and cooperative. In other words, if a node claims it can reach another node by a certain path or distance, the claim is trusted. If a node reports a link break, the link will no longer be used. Although such an assumption can simplify the design and implementation of ad hoc routing protocols, it does make ad hoc networks vulnerable to various types of denial of service (DoS) attacks, which are discussed in detail in Section 2. One class of DoS attacks is malicious packet dropping. A malicious node can silently drop some or all of the data packets sent to it for further forwarding even when no congestion occurs.
Malicious packet dropping attack presents a new threat to wireless ad hoc networks since they lack physical protection and strong access control mechanism. An adversary In this paper, we present a proactive distributed probing technique to detect and mitigate the malicious packet dropping attack. In our approach, every node proactively monitors the forwarding behavior of other nodes. Suppose node A wants to know if node B performs its forwarding functions, it will send a probe message to a node one hop away from node B, let us say to node C. C is supposed to respond to the probe message by sending back an acknowledgment to A. If A can receive the acknowledgment within a certain time period, it acts as a confirmation that node B forwarded the probe message to C. With the assumption that a probe message is indistinguishable from a normal data packet, A knows that B will forward all the other packets.
Our experiments demonstrate that in a moderately changing network, the probing technique can detect most of the malicious nodes with a relatively low false positive rate. The packet delivery rate in the network can also be increased if the detected malicious nodes are bypassed from network communication. We argue that the probing technique is of practical significance since it can be implemented in the application layer and does not require the modification of underlying routing protocols.
The remainder of the paper is organized as follows.
In Section 2, we analyze the DoS attacks against a network infrastructure and review the corresponding prevention mechanisms. In Section 3, we define frequently used notation and terminology. In Section 4, we present our solution for monitoring wireless ad hoc networks. In section 5, we describe the implementation and simulation of our solution. We conclude the paper in the last section.
DoS Attacks on Routing Infrastructure
Wireless ad hoc networks are vulnerable to various types of DoS attacks, such as signal injection, battery drain, among others. This paper focuses on the DoS attacks on its routing infrastructure. Based on the types of traffic transmitted in a network, we can classify these DoS attacks into two categories: DoS attacks on routing traffic and DoS attacks on data traffic. Such classification is also applicable to the Internet.
DoS Attacks on Routing Traffic
An attacker can launch DoS attacks against a network by disseminating false routing information so that established routes for data traffic transmission are undesirable or invalid. There are at least three possible consequences. Firstly, data traffic may be captured in a black hole [13] and never leave out. For example, in a distance vector routing protocol, an attacker can attract data traffic by advertising shorter distance and then drop the attracted traffic. Secondly, data traffic may not flow through routing paths fairly and some of them are dropped due to network congestion. For example, an attacker can avoid some traffic or redirect traffic to other nodes by advertising carefully crafted routing update messages. Thirdly, an attacker may disseminate arbitrary routing information to mislead other routers to create invalid paths in their routing table. As a result, data traffic flowing through those paths will eventually be dropped due to network unreachability or life time expiration (i.e., in presence of routing loops).
DoS Attacks on Data Traffic
An attacker can launch two types of DoS attacks on data traffic. First, it can inject a significant amount of data traffic into the network to clog the network. If there is no protection mechanism in place for provisioning data traffic, legitimate user packets will be dropped along with malicious ones as the result of congestion control. In the worst case, the network could be completely shutdown.
Second, if a malicious user manages to join a network or compromise a legitimate router, it can silently drop some or all of the data packets transmitted to it for further forwarding. We call it the malicious packet dropping attack. Malicious packet dropping attack is a serious threat to the routing infrastructure of both MANET and the Internet since it is easy to launch and difficult to detect. To launch the attack, an attacker needs to gain the control of at least one router in the target network. The router used to launch the attack can be a specialized router or a computer running routing software. To gain access to a specialized router, an attacker can explore the software vulnerability of a router (e.g., buffer overflow) or explore the weakness of logon authentication process (i.e., weak password). Many routers run vulnerable software and open the vulnerability to the world. For example, a survey [17] on 471 Internet routers shows that majority of them run SSH, Telnet or HTTP and 17% of them accept connections from arbitrary IP addresses. An attacker can also explore the vulnerabilities of routing protocols to join the network with his own computer or a compromised inside machine. This is possible due to the fact that most routing protocols only deploy very weak authentication mechanisms, such as plain text passwords.
Preventing DoS Attacks on Routing Traffic
Significant work has been done to secure routing protocols against DoS attacks on routing traffic. Most of them apply cryptographic techniques (asymmetric or symmetric) to authenticating routing traffic.
Asymmetric cryptographic techniques, such as public-key based digital signatures, can be used to sign routing messages [24] [25] [26] to prevent external intruders from joining the network or malicious insiders from spoofing or modifying routing messages. The disadvantages are: 1) They are quite inefficient since both the signature generation and verification process involve the execution of computationally expensive functions. 2) They cannot prevent internal attacks.
Given the inefficiency of digital signature mechanisms, some researchers [7, 27] proposed to use symmetric cryptographic primitives (i.e., one-way hash chains, onetime signatures, authentication tree, etc.) for authenticating routing messages. Unfortunately, these approaches still do not prevent attacks from compromised internal routers. Hu, Johnson, and Perrig [13, 14] take the step further in securing distance vector routing protocols by forcing a node to increase metrics when forwarding routing update messages. Therefore, their approaches can prevent compromised nodes from claiming shorter distances. The disadvantage is that a malicious node can avoid traffic by claiming longer distances.
Preventing DoS Attacks on Data Traffic
It has been hypothesized that a network with QoS support can well resist DoS attacks since malicious packets will be dropped in the first place when facing network congestion. Other researchers proposed mechanisms [3, 6] to trace back to the origin of the malicious packets which cause the network congestion and drop them in the routers where they first enter into the victim network. Ingress/Egress filtering can also be helpful if IP spoofing is utilized in the attack.
Several approaches have been proposed to prevent DoS attacks on data forwarding level. Perlman [22] proposed hop-by-hop packet acknowledgment to detect packet dropping in a network. The disadvantage is that it will generate significantly high routing overhead. Cheung et al [8] proposed a probing method for defeating denial of service attacks in a fixed routing infrastructure using neighborhood probing. It requires a testing router to have a private address which allows it to generate a packet destined to itself but goes through the tested router. This requirement is not practical in MANETs. A distributed monitoring approach is proposed in [4] for detecting disruptive routers. The protocol is based on the principle that any packets sent to a router and not destined to it are supposed to leave that router. This principal is not applicable to MANET due to their changing network topology.
Marti et al [19] proposed and implemented two protocols for detecting and mitigating misbehaving nodes in wireless ad hoc networks by overhearing neighborhood transmissions. Their method is very effective for detecting misbehaviors in one-hop away. To monitor the behavior of nodes two or more hops away, one node has to trust and rely on the information from other nodes, which introduces the vulnerability that good nodes may be bypassed by malicious or incorrect accusation.
Buchegger and Le Boudec [5] developed the CONFIDANT protocol for encouraging node cooperation in dynamic ad-hoc networks. Each node monitors the behavior and maintains the reputation of its neighbors. The reputation information may be shared among friends. A trust management approach similar to Pretty GOOD Privacy (PGP) is used to validate received reputation information. Nodes with bad reputation may be isolated from the network. As a result, nodes are forced to be cooperative for their own interest. Our proposed probing technique can be used as one of the monitoring techniques in the CONFIDANT protocol.
Awerbuch et al [2] proposed a secure routing protocol for resisting byzantine failures in a wireless ad hoc network. The protocol requires an ultimate destination to send an acknowledgment back to the sender for each of its successfully received packets. If the loss rate of acknowledgment packets exceeds the predefined threshold, which is set to be slightly above the normal packet loss rate, the route used for sending packets from the source to the destination is detected as faulty and a binary search probing technique is deployed to locate the faulty link. The disadvantages of this protocol are: 1) it may incur significant routing overhead; 2) a data packet with an inserted probe list can be distinguished from those without probe lists, although the probe list is onion encrypted and cannot be tampered en route. Our proposed probing technique differs in that it can be implemented above the network layer (e.g., based on UDP), and the end-to-end encryption of IP payload using pair-wise shared keys can prevent intermediate nodes from distinguishing probe messages from data packets.
Padmanabhan and Simon [20] proposed a secure traceroute to locate faulty routers in wired networks. In their approach, end hosts will monitor network performance. If an end-to-end performance degrade is detected by a host to a destination, a complaint bit is set in all the subsequent traffic to that destination. The complaining host itself or the router sitting closest to the complaining host may start the troubleshooting process if it observes enough complaints. It first sends a secure traceroute packet to the next hop, which can be derived from its routing table. The router receiving the secure traceroute packet is expected to send a response back which also includes a next hop address. This process repeats until a faulty router is located (no response received from it) or every router on the path to the ultimate destination proves healthy. Our approach is different from the secure traceroute in that 1) our approach is proposed for MANET using source routing protocols (e.g., DSR), the secure traceroute is mainly used in wired networks. 2) our approach does not require modification to existing routing infrastructures, the secure traceroute may need to modify IP layer in order to monitor performance problem; 3) our approach utilizes redundant routing information for diagnosis, the secure traceroute does not.
Malicious nodes silently dropping packets exhibit the same behavior as selfish nodes, which may choose to drop packets for the sake of saving its own constraint resources, such as battery or CPU cycle. Selfishness and its threat to the network performance have been well studied by Roughgarden [23] . Incentive mechanisms have been proposed to encourage selfish nodes to be cooperative and to forward packets for others. Unfortunately, incentive mechanisms don't work for malicious users since they never play by rules. Our proposed probing scheme can be used to detect and mitigate selfishness problem.
Definitions and Assumptions

Node States
We classify the states of a node as follows. A node is GOOD if it responds to probe messages for itself and forwards other probe messages along their source routes. A node is BAD if it responds to probe messages destined to itself but fails in forwarding probe messages for others. A benign link failure may also be detected as BAD behavior if it is not cleared by other mechanisms (e.g., route error in DSR). A node is considered DOWN if 1) it is a neighbor node to the probing node and it doesn't respond to probe messages; or 2) it is not a neighbor node and it doesn't respond to probe messages through all the known paths. A node is considered at the UNKNOWN state if on all known paths from the probing node to the node, there exists at least one node in BAD or DOWN state.
Assumptions
Probe messages are indistinguishable from normal packets. One limitation of the probing technique is that it can be easily defeated if probe messages can be distinguished from normal data packets. For example, a malicious node may forward probe messages, but drop all the other data packets, thereby avoiding detection. This assumption can be realized using end-to-end encryption of IP payload by pair-wise shared keys. Since a malicious node can understand only the IP header, it does not have the information of upper layer protocols, such as TCP/UDP port numbers. By implementing the probing technique above the network layer (e.g., based UDP), an adversary will not be able to distinguish a probe message from a other data packet (e.g., HTTP or SMTP packet). Some other options are: 1) piggybacking a probe message on a normal data packet which requires acknowledgment, such as TCP SYN. The disadvantage is that such data packets may not be available during the time of probing. 2) assuming that an adversary cannot modify the forwarding software of the compromised router. Therefore, the adversary can only make decisions based on IP addresses, which does not allow for distinguishing a probe message from a normal data packet.
Multi-hop source routing protocols. The probing technique assumes a multi-hop source routing protocol since a probing node needs to specify the source route by which a probe message takes to get to the destination. This assumption is practical since some routing protocols, such as Dynamical Source Routing (DSR) [16] , are multi-hop source routing protocols.
Bi-directional communication links. We assume that all communication links are bi-directional. This assumption is practical in some wireless networks, such as IEEE 802.11 [1] , where all links have to be bi-directional for link layer acknowledgment to work.
The Distributed Probing Scheme
In order to monitor the behavior of mobile nodes by the probing technique, we need to decide which node should probe and how far it should probe. Given a network with n nodes, there are several interesting possibilities: 1) there is only one probing node and it probes all the other nodes; 2) there are k probing nodes (
) and each probes over a distance of r ( ¡ © ¡ ); 3) there are n probing nodes and each probes over a distance of infinity. The last approach is preferred in a MANET since it can detect selective packet dropping (i.e., based on IP addresses). Another advantage is that one node does not need to rely upon the information from other nodes to detect malicious ones. The disadvantage is that it may generate significant network overhead. The network overhead can be reduced if probe messages piggyback normal packets. To simplify the problem, we divided the probing technique into three algorithms: 1) the probing path selection algorithm; 2) the probing algorithm; and 3) the diagnosis algorithm. These are described below.
Probing Path Selection Algorithm
The probing paths are selected solely from the routing cache maintained by a mobile node. There are usually many redundant paths in the routing cache. Although probing over each of them may allow for validating all the known paths, it will also produce significant network overhead. The ideal strategy shall select a minimum number of paths but allows for monitoring the forwarding behavior of as many nodes in the routing cache as possible. The probing path selection algorithm returns a set of paths with the following properties. . Since probing over a path can always disclose the forwarding behavior of those nodes in any of its subsets, any path which is a subset of another path will be eliminated.
2) For any two paths 3) The length of any path (in terms of number of hops) is greater than 1. Since we are interested in monitoring the forwarding function of mobile nodes, probing over a one hop path offers no information. A probe message is sent to a neighbor node only when a node subsequent to it doesn't respond to the probe message and the probing node needs to know if the neighbor node is BAD or has moved out of its transmission range.
The Probing Algorithm
With a set of selected probing paths, the probing algorithm will probe over each of them. Given a probing path, there are at least two ways of probing. One way is to probe from the farthest node to the nearest. The other way is to probe from the nearest node to the farthest. Each has its own advantages and disadvantages. Probing from far to near is better if the probing path is GOOD since it takes only one probe message and proves the goodness of all the intermediate nodes. But it may take more probe messages if a BAD node is located near the probing node. This method can be applied to a network where we have the confidence that the majority of the nodes in the network are GOOD. The advantage of probing from near to far is that it generates smaller number of probing messages to detect a BAD node located near the probing node. Another advantage is that we have the prior knowledge of the states of all the intermediate nodes along the path to the probed node except its immediate predecessor node. The disadvantage is the an intelligent attacker may be able to avoid detection by forwarding all packets (including probe messages destined to the downstream nodes) for a certain period of time immediately after receiving a probe message for itself. A received probe message therefore serves as a signature to an attacker that a diagnosis process is ongoing, and it would start to behave normally for a short period of time. Other search strategy (e.g., binary search) can also be deployed to reduce network overhead.
In this paper, we present the algorithm for the first method, probing from the farthest nodes to the nearest, since it is stronger than the other alternatives in detecting malicious nodes. For a probing path, the probing node sends a probe message to the farthest node. If an acknowledgment message is received within a certain period of time, all the intermediate nodes are shown to be GOOD. Otherwise, a probe message is sent to the second farthest node. This process is repeated until one node responds to the probe message or the nearest node (a neighbor node) is probed and it is not responsive. In the latter case, we know that the neighbor node in the probed path either is DOWN or has moved out to another location. Since the neighbor node is not responsive, there is nothing we can do to monitor the rest nodes in the path. Therefore, probing over this path is stopped. If an intermediate node is responsive but a node subsequent to it is not, it is possible: 1) the intermediate node failed forwarding the probe message to the next node; 2) the link between the two nodes is broken by location change; 3) the unresponsive node is incapable of responding to the probe message. The diagnosis algorithm will then be called to decide which one is the case.
The Diagnosis Algorithm
After the probing node detects a node ( has moved out from the network or is DOWN. Although a route discovery may be able to disclose further information, it is also very expensive. Therefore, the diagnosis algorithm simply treats node as being DOWN.
When a node is detected as BAD, the routing cache is updated by removing all nodes subsequent to the bad node. When a link is detected as broken, the routing cache is also informed and the link is truncated from all the paths. When the routing cache adds a route to the cache, it looks up the node state table and truncates the route accordingly if there is any BAD node in the path.
Simulations
We study the detection rate of the probing technique and and its impact on network performance using the NS-2 network simulator [18] with the wireless extension from Rice University. The simulation is performed on Sun Ultra 10 workstations running Solaris 5.7.
Simulation Environment
We implemented the probing technique in NS-2 version 2.1b9a with wireless extension. The routing protocol we use is Dynamic Source Routing (DSR) and the routing cache is path cache with a primary and a secondary FIFO cache [11] . The probing technique is implemented as a part of DSR and the probe message is a new type of DSR packet.
We simulate a network with 670m x 670m space and 50 mobile nodes. The simulation time is 100 seconds. The mobile nodes move within the network space according to the random waypoint mobility model [15] with a maximum speed of 20m/s. The pause time is 50 seconds, which represents a network with moderately changing topology. The communication patterns we use are 10 constant bit rate (CBR) connections with a data rate of 4 packets per second. Those simulation parameters are widely used by the community. We chose them to make our simulation results comparable with others.
We randomly choose 0, 3, 5, 8, 10, 13, and 15 BAD nodes in each of the simulation. Security researchers like to assume the worst case, but it rarely happens in real life. Since it is realistic that the majority of nodes in a network should be GOOD, we simulate at most 15 BAD nodes, which represent 30 percent of the total number of nodes.
Metrics
We chose the following metrics for measuring the probing technique: 1) Detection Rate, the ratio of the number of detected BAD nodes and the total number of actual BAD nodes. 2) False Positive Rate, the ratio of number of GOOD nodes mistakenly detected as BAD and the total number of GOOD nodes. The combination of this metric and the detection rate tells us the overall performance of the probing technique. 3) Packet Delivery Rate, the ratio of total number of data packets received and the total number of data packets sent in application level. In our simulation, the data packets refer to the CBR traffic. 4) Network Overhead, the ratio of total number of routing related transmissions (including all DSR related traffic and probe messages) and the total number of packet transmissions (including both routing related transmissions and data transmissions). Each packet hop is counted as one transmission.
Simulation Results
We study the probing technique using the above defined metrics. The standard DSR (Standard DSR) is used as a baseline to compare with the DSR with the extension of the probing technique (DSR Probe). We run the simulation 5 times and all the graphs (Figure 1 ) are plotted from the data averaged from the 5 runs. Figure 1 .a shows the detection rate. In the best case, 94% of the bad nodes can be detected. In the worst case, the detect rate is 76%. There are several reasons why a BAD node is not detected. First, the BAD node is not in any path in the routing cache each time when the probing technique starts to probe. Since the probing paths are selected solely based on the paths maintained by the routing cache, if a node is not contained in any path, its forwarding function will not be monitored. Second, there are two consecutive BAD nodes in a path, and the bad behavior of one is hidden by the other. The link between the two bad nodes is detected as link layer break, the the bad behavior is not detected. Although this affects the detection rate, it does not have impact on packet delivery rate since the link is removed from the routing cache in any way. Figure 1 .b shows the false positive rate. We can see from the graph that the highest false positive rate is below 9%, which is relatively low. The false positive is caused mainly by node movement since some link layer breaks are detected as forwarding level misbehavior. Therefore, it will decrease when the node motion becomes slower.
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The graph of packet delivery rate (Figure 1 .c) has two curves and they represent the throughput of standard DSR and the DSR with the extension of the probing technique. The graph demonstrates that the DSR with the probing technique extension always performs better than the standard DSR. This is in line with our expectation since the bad nodes which failed in forwarding packets are removed from the routing cache. The result is that good paths are used for transmitting packets. We can also see from the graphs that packet delivery rate sometimes is higher when there is a higher percentage of BAD nodes than when there is a lower percentage of BAD nodes. This is contrary to the common expectation. As explained in [19] , the randomness of NS-2 results in this effect due to the fact that route replies may arrive at nodes in different orders in different runs. Therefore, a node may choose a path with BAD nodes in one run but choose a good path in another run. Overhead As shown in Figure 1 .d, the routing overhead is increased significantly when the network topology changes faster or there is a high percentage of BAD nodes in the network. In both scenarios, a large number of probe messages have to be sent out to finalize the node states. The overhead can be reduced dramatically if probing messages piggyback normal data packets.
Conclusion
Wireless ad hoc networks are vulnerable to various types of DoS attacks. We presented a distributed probing technique to detect and migitate the malicious packet dropping attack in MANETs. We implemented the probing technique in NS-2 with wireless extensions. Our experiments show that in a moderately changing network, the probing technique can detect most of the malicious nodes with a relative low false positive rate. The packet delivery rate can also be increased if the node state information is shared with routing cache. We think the probing technique is of practical significance since it can be implemented independently from routing software and does not require modification to the existing infrastructure. The disadvantage of the probing technique is that it generates relatively high network routing overhead if probe messages do not piggyback data packets.
