Abstract: This paper reviews clustering in metric spaces and some of the many and various fitness measures used to measure cluster quality. Experiments are undertaken to determine the correlation between these measures.
Introduction
Determining the quality of a clustering algorithm involves evaluating and assessing the quality of the clusters produced and is an important task in data mining. There are three approaches to measuring cluster quality, based on external, relative and internal criteria. The term external validity criteria is used when the results of the clustering algorithm can be compared with some pre-specified clustering structureseach cluster, or the distance between the clusters themselves, and uses such distances to assess the clustering quality.
This paper presents a variety of internal validity criteria in a systematic way. These criteria are in the form of measures to assess the quality of a clustering; to achieve a good clustering, these measures need to be either maximised or minimised. Some of the measures already exist in the literature; some are introduced in this paper for the first time. The work in this paper is based on the assumption that we work within some metric space (M, δ). M will be a set of records to be clustered and δ will be a metric
The use of metric spaces in clustering
One of the problems in clustering is to determine some notion of 'similarity'. This can be defined in terms of a distance metric, δ : D × D → R + 0 , satisfying the three properties:
• for all x, y ∈ D, δ(x, y) = 0 iff x = y,
• (symmetry) for all x, y ∈ D, δ(x, y) = δ(y, x),
• (triangle inequality) for all x, y, z ∈ D, δ(x, y) ≤ δ(x, z) + δ(z, y).
A pseudometric is sometimes used where δ(x, y) = 0 may not imply x = y but all the remaining conditions of a metric are still satisfied. Some researchers have even used measures that do not satisfy the symmetric property and/or the triangle inequality. Even defining a suitable metric is not an easy task; for real-valued data, there is an infinite number of possible metrics between which to choose.
Consider first a database of n records and assume each field k, 1 ≤ k ≤ m, is real-valued. The ith record corresponds to a row vector, x i , of reals where x i = (x i1 , x i2 , . . . , x im ). There are many ways of defining a metric between x i and x j , the most obvious being the Euclidean metric,
A scaled Euclidean distance uses real values, λ i ≥ 0, 1 ≤ i ≤ m, to scale the successive fields so that the distance function becomes
Note that the Euclidean metric is a special cases of the Minkowski or L metric defined by
where λ > 0. The Euclidean corresponds to the case where λ = 2 and the Manhattan to λ = 1.
Naïve use of the Euclidean metric is dangerous. The first consideration is that of scale. Let F i denote the ith field with n = |D| real values x 1i , x 2i , . . . , x ni . Then we define max(F i ) = max{x ji | 1 ≤ j ≤ n} and min(F i ) = min{x ji | 1 ≤ j ≤ n}.
If the ranges of different fields, [min(F i ), max(F i )], vary then the use of Euclidean distance may not give an expected result. Scaling each field should be considered, using perhaps
so that x ∈ [0, 1]. However, using such a scaling in the presence of outliers can cause problems.
Missing values are generally a problem and can be handled using various strategies. Fields or records containing missing values may be removed or techniques can be used to try to complete missing values. Alternatively, missing values can be suitably flagged and the clustering algorithms adapted to handle missing data.
Another concern that is more subtle is that of correlation. If care is not taken, correlated fields can cause some concepts to have an overly large influence on the clustering. The covariance of two features measures their tendency to vary together. Let µ i be the mean of the feature i values, and µ j be the mean of the feature j values. Then the covariance of feature i and feature j is defined by
The variance of the sequence of real values
The square root of the variance is known as the standard deviation and is denoted by σ i . For large n, S ij and S ii are not changed much if the divisor is n − 1 instead of n and the use of both values is to be found in the literature. The correlation between two real sequences, x i and x j corresponding to fields i and j is then defined by
The Mahalanobis metric, denoted by δ M , can be used in clustering to overcome the problem of correlated fields. This measure is given by:
where S = [S ij ] is the matrix of covariance values. This metric is a special case of a more general metric, the parameterised Euclidean metric,
where A is a symmetric, positive definite matrix. Such matrices can be expressed as A = BB T and then using this metric is equivalent to using the Euclidean metric in a space transformed by x → xB.
When the data is of nominal or mixed type, alternative approaches to defining a metric are required. One technique is to replace a field with nominal data taking p distinct values by p fields of binary data. Thus, for example, the field EYE-COLOUR can be replaced by three binary fields, IS-BLUE, IS-BROWN, and IS-GREEN. The binary data can then be treated as numeric data. However, such an approach can lead to an exponential growth in the number of fields with consequent implications on the efficiency of clustering algorithms.
Let δ i denote a metric defined on the ith field. If the field has real values, the metric on two values, u and v, is normally |u − v|. However, the metric on two nominal values, u and v, is given by the 0/1 metric, i.e., it is defined to be 0 if u = v and 1, otherwise. Then the Euclidean metric (and likewise many others) can be generalised for mixed data by defining
When using this approach, scaling should be considered so that for all
Note that using this metric is equivalent to using the Euclidean metric where each field of nominal data is replaced by the necessary number of Boolean-valued fields. However, it is not so easy to generalise the Mahalanobis metric since it is not clear how to define the covariance between mixed data types although techniques are being developed (RaywardSmith, 2007) . Thus, if the Mahalanobis metric is to be used, replacing nominal data by Booleans remains the usual approach. Let C be a set of records over a metric space, (M, δ). Then the centroid of C is defined to be the x ∈ M that minimises {δ 2 (x, r) | r ∈ C}. The medoid is defined to be the y ∈ M that minimises {δ(y, r) | r ∈ C} with the usually added requirement that a medoid must itself be an element of C. In the work and reports here, this extra assumption is made.
If M = R and δ(x, y) = |x − y| then the centroid is simply the mean of the values in C. If M is a finite domain of categorical values and δ is the 0/1 metric then the centroid is the mode of C, i.e., the most commonly occurring value. Thus, for a set of records in a mixed database, if the extended Euclidean measure is used, the centroid will have components that are either the mean value of a real-valued field or the modal value of a categorical-valued field. Even if the parameterised metric is used the centroid will still have components that are the mean values of the real-valued fields.
Internal measures of cluster quality
There are a number of potential measures for cluster quality and various algorithms have been developed to optimise particular measures. It is dangerous to compare one algorithm's performance against another when they have been designed to optimise different measures. However, the measures are often quite strongly correlated so one algorithm may tend to produce similar clusters to another even though they are designed to optimise diffferent measures. One aim of this paper is to review these measures and to find groups of measures that are strongly correlated.
The goal of a clustering process is to find:
• clusters of highly similar objects, and, at the same time,
• clusters that are well separated.
As a result, measures used as internal validity criteria can be divided into three categories: intra-cluster, inter-cluster and mixed. The clustering process tries to minimise intra-cluster measures and maximise inter-cluster ones. In all the following definitions, the assumption is that a clustering C = {C 1 , C 2 , . . . , C k }, k ≥ 2, is a clustering in a metric space (M, δ).
Intra-cluster measures
Distance is the measurement of dissimilarity between objects in a metric space and the greater the distance between any two objects, the less similarity they possess. Conversely, the less the distance between any two objects, the greater their similarity. Intra-cluster measures assess distances between objects of the same cluster. A good cluster can be defined as a grouping of objects, with minimised distances between those objects. In other words, intra-cluster measures need to be minimised for good clusters. There are many several intra-cluster measures that can be considered and these are of one of two types.
Measures based purely on distances between items in the database
The sum-of-all-squares fitness measure is defined as
This can be modified to take into account the size of each cluster; the average sum-of-all-squares fitness measure is then
and this provides some measure of the 'density' of the clustering. Alternatively, simply summing distances is an option giving
and
The diameter of a cluster is the maximum distance between any pair of objects within that cluster. So, the diameter of a cluster C i is
Given a clustering C, the quality of the clustering can be measured as the diameter sum or the maximum diameter of the clusters, giving
These can be modified to make allowance for the size of the cluster, defining
Fitness measures f 9 , f 10 , f 11 and f 12 are defined similarly but use the square of the diameter in the equations.
Centroid and medoid based measures
Given c i as the centroid of a cluster C i , the sum of squared distances from the centroid measure is defined by
This is one of the most widely used measures and is the measure the K-means algorithm (MacQueen, 1967) attempts to minimise, using a steepest ascent local search. The J-means algorithm (Hansen and Mladenovic, 2001 ) is an improved local search procedure with the same objective; metaheuristics have been used by Klein and Dubes (1989) , Selim and Alsultan (1991) and du Merle et al. (2000) . Local search and the use of metaheuristics can be easily adapted to optimise alternative fitness measures. One of the strengths of using centroid based approaches with the (parametrised or extended) Euclidean metric in local search algorithms is that the centroids can be efficiently updated as records leave or join clusters. This is not the case for medoid based approaches described below. The measure, f 13 can be adapted to allow for the size of the clusters by defining a fitness measure
However, as shown in the theorem below, minimising this value in a Euclidean space is equivalent to minimising f 2 . Whilst this measure involves less terms, O(n) instead of O(n 2 ), it also requires that each time c i changes within an algorithm, each δ(c i , x) be computed. Using the sum of all squares measure, all distances between pairs of records can be precomputed once and for all.
Theorem 3.1: In Euclidean space,
Proof: Let C be an arbitrary cluster of points in R m with centroid c ∈ R m . Then
Taking the dot product of both sides of this equation with itself, we obtain
Summing this equation over all x ∈ C, we obtain
Now, let y range over all of C and sum the equations to deduce
and thus
Hence, by summing this equation over all clusters, the theorem is established.
Although the distance squared from the centroid is widely used, simple distance can also be employed; fitness measure f 14 is the same f 13 but does not square the distance; fitness f 15 is defined by
The centroid radius, r i , of a cluster, C i , is defined as the greatest distance from the centroid c i to any other object in the cluster and, because of the triangle inequality, satisfies
The fitness measures, f 16 , f 17 , f 18 and f 19 are defined as follows
Fitness measures, f 20 to f 23 , are defined similarly, but all are divided by the number of objects in the cluster, i.e.,
Medoids are used because they are less sensitive than centroids to the presence of outliers. They are, however, costly to compute. It is worth observing that the medoid of a cluster is not in general the record closest to the centroid. In our study, we have used the medoid within fitness measures f 24 to f 27 as follows:
where m i denotes the medoid of cluster C i . PAM (Kaufman and Rousseeuw, 1989) attempts to minimise f 26 by using it as the fitness function. The algorithm firstly uses a greedy algorithm to find a set of initial medoids, and then uses a steepest descent hill climbing search to refine the set. The CLARANS algorithm (Ng and Han, 1994) improves the search by applying a simple local neighbourhood search.
The medoid radius is the radius defined from the medoid. It will always be at least as large as the centroid radius and, if outliers are present, then potentially much more so. Fitness measures f 28 to f 35 are defined as for f 16 to f 23 but using medoid radius rather than centroid radius.
Inter-cluster measures
In this case, measurements are taken between clusters. Some of these are defined by summing distances between pairs of objects in distinct clusters. Others extend δ to act on clusters, i.e., defineδ : 2
and use this as a measure between pairs of clusters.
One possible inter-cluster measure is to sum δ(x, y) over all the values x and y that are in different clusters; an alternative is to sum δ 2 (x, y). In either of these cases, the sum of these values and their inter-cluster counterparts is always a constant so minimising the intra-cluster measure will always maximise the inter-cluster measure. Because the intra-cluster measures are easier to compute, the inter-cluster counterparts need never be used.
Extending δ can be done in various ways including defining it either as the average or (more often) as the minimum of all the distances between two objects, one in one cluster and one in the other. We denote these functions bŷ
Alternatively the distance between the clusters can be defined as the distance between representative objects of the two clusters; these may be centroids or medoids. A variety of inter-cluster measures results since for any clustering, C, these measures can then be averaged or minimised, with or without taking into account the size of the clusters. Additionally, using squared distances within these measures may also be appropriate.
In our experimental work, we have chosen to consider the following fitness measures.
• Sum of minimum distances between clusters,
• Sum of minimum distances squared between clusters,
• Sum of averaged distances between clusters,
• Sum of averaged distances squared between clusters,
• Sum of distances between centroids,
• Sum of distances squared between centroids,
• Sum of distances between medoids,
• Sum of distances squared between medoids,
Mixed measures
By itself, neither an intra-cluster nor an inter-cluster measures may be enough to assess the quality of a clustering. A mixed measure may be a combination of both inter-and intra-cluster measures and can be self-sufficient in measuring the quality of a clustering. There have also been several proposed mixed measures in the literature that are not constructed out of inter-and intra-cluster measures. The most popular and widely accepted one is Silhouette (Kaufman and Rousseeuw, 1989) . Kaufman and Rousseeuw (1989) propose silhouettes as a measure to assess the success of clustering process. For each object x ∈ C i , let a(x) be the average distance of x from all other objects in cluster C i . For every other cluster C = C i , let δ av (x, C) be the average distance of x from the objects in C. After computing δ(x, C) for all clusters C = C i , let b(x) be the smallest. The cluster for which this minimum is attained is called the neighbour of x. The number s(x) is given by
and provides a measure of how well object x fits into cluster C i rather than the neighbouring cluster. If s(x) is close to one, object x can be said to be 'well classified'. If s(x) is close to zero, it is unclear whether x should belong to cluster C i or to its neighbour. A negative value suggests that x has been misclassified. the average silhouette width of a cluster is the arithmetic mean of the silhouette value of all objects in that cluster. Similarly, the average silhouette width of a clustering is the arithmetic mean of the silhouette value of all objects in the dataset. The average silhouette width can be used as a single index for the clustering's quality. Values close to 1 indicate a good clustering, whilst values close to −1 indicate a poor clustering. In our practical work, the silhouette measue is denoted by f 44 .
Experimental work
It is difficult to decide what makes a good clustering but, once decided, a greedy algorithm or preferably a metaheuristic can be developed to find a (hopefully) near optimal clustering. It may be that some measures are highly correlated to others and that an algorithm that uses one measure is likely to behave similarly to an algorithm that uses another. We have already found two measures that at first appear distinct but which we have proved are linearly related.
Our experimental work will highlight other measures that, although not identical, will often behave similarly.
Because nominal fields can be replaced by Boolean fields (and thereafter treated as numbers) and because most of the widely used metrics on R m are equivalent to the Euclidean metric on a transformed space, our experiments are all undertaken in a Euclidean space. We conduct three sets of experiments, the first on a wide range of clusterings from good to very bad (indeed random). Our second set of experiments only considers reasonably good clusters. The last set of experiments are carried out on a dataset with clusters of complex presentational shapes.
We first construct a series of ten clusterings in R 2 ranging from clearly very good down to nearly random and then finally consider three totally random clusterings.
We will apply all of the measures to each of these clusterings. The inter-cluster measures should each give a sequence of increasing numbers as clustering quality deteriorates and the intra-cluster measures should contrariwise give a sequence of decreasing numbers. The behaviour of silhouette is harder to predict. For any two measures, we will then determine the degree of correlation between each corresponding sequence. Two inter-cluster measures or two intra-cluster should be positively correlated; an inter-cluster measure should be negatively correlated with an intra-cluster measure.
For the first set of experiments, we constructed a set of points in R 2 . 120 points were randomly generated to lie in . Thus there are seven quite clear clusters of sizes ranging from 120 to 30 and initially every point was assigned to its obvious cluster. We then ran all the measures on this data. In the next experiment, 10% of the points were randomly reassigned to an arbitrary cluster. The reassigned ensures that the sizes of the clusters are maintained as they were for the best clustering. Again the measures were all evaluated on this not so good clustering. At each step thereafter, another 10% of points were randomly reassigned always maintaining the sizes of the clusters.
Once a significant percentage of the points have been reassigned, it is no longer obvious that the clustering quality reduces if even more points are reassigned. If a large percentage of points have been randomly assigned, the nature of the random assignment may mean that newly randomly assigned points actually improve the clustering's quality. For example, it may be that the most common label of a point in what was cluster 1 is now 2 (say); reassigning a point in this cluster to value 2 will improve the clustering. In Table 1 , we give the results of running our fitness measures on all ten clusterings and on three purely randomly generated clusterings of the selfsame set of points also into seven clusters of size 120, 60, 60, 30, 30 ,30 and 30, respectively. The results of running the experiments are given in Table 1 . All the intracluster and intercluster measures behave more or less as as expected, i.e., as clustering quality declines, intracluster measures tend to increase and intercluster measures tend to decrease. All recognise the best cluster as the best.
It is quite clear that there are a group of measures that are able to distinguish between the degrees of badness in clusterings as well as recognising a really good clustering. Intracluster measures that show a steady increase over the first seven rows are:
• f 1 , f 2 , f 3 , f 4 , i.e., all of the measures based on summing all distances (possibly squared) between items in the same cluster
• f 9 , the sum of cluster diameters squared but this was the only diameter based measure that did well in this respect
• f 13 , f 14 , f 15 and f 24 , f 25 , f 26 , f 27 i.e. all of measures based on summing the distances from points to their corresponding centroid or medoid.
All of these measures had a significant increase between the first row and the second row. None of the intracluster measures based on centroid or medoid radius met the perfortmance criterion. This is not surprising, because, like diameter based measures, when applied to poor clusterings of scattered points, maximal distances between points can be an unreliable measure. Similarly, the intercluster measures that show a steady decrease over the first seven rows are:
• f 39 , that sums the average distance squared between different clusters
• f 40 , f 41 , f 42 , f 43 , the measures based on summing distances or distances squared between centroids and medoids with f 41 having the most significant drop from the first row to the second. It is not surprising that in poor clusters, measures based on δ min are unreliable since two quite disparate clusters may still have some of their points close to one another. The distance between two clusters is better measured using δ av but rogue points can still produce problems unless we sum the square of this measure. We computed the correlations between the sequences of the results obtained in Table 1 from each measure. If two measures had sequences that are correlated by over 0.9 or less than −0.9, we say they are reasonably correlated. Correlation is not an equivalence relation so this is not guaranteed to partition the set of measures into equivalence classes. However, we did find the following sets of measures, all of which are reasonably correlated to one another. These are categorised as follows:
4 three sets of measures that can recognise the good cluster but which fail badly at distinguishing between poor clusters, {f 16 Our first set of experiments aims at determining the ability of the various measures not only to measure good clusterings but also to measure less good and even bad clusterings, distinguishing between them. If measures are used within a local search technique or by a metaheuristic they may need to be able to differentiate a bad clustering from a slightly better one. Our bad clusterings are very bad (ultimately random) and many algorithms never evaluate such bad clusterings because they use some heuristic to produce 'reasonable' clusters before any evaluation takes place. Thus, a genetic algorithm might be used to search for a set of suitable medoids; once the medoids are determined, all other points are clustered around their nearest medoid to obtain the clustering. The resulting clustering may not be good if the medoids are badly chosen but the clustering is never as bad as the majority of cases in the set of experiments above. Thus, as well as having compact representations of solutions and thus being efficient, clustering around centroids and around medoids avoids some of the difficulty of distinguishing between poor clusterings.
This observation motivates our second set of experiments, which is concerned with the behaviour of the metrics on good(ish) clusterings. We added an eighth cluster of 120 points randomly generated in [2, 3) × [0, 1). This gave us an eigth cluster away from the other clusters and one which one might expect to be recognised as distinct. The eight clusters that appear obvious under a visual inspection will be called the visual clustering and are illustrated in Figure 1 .
Figure 1 Data point distribution
We then ran PAM, H-means and K-means on this same set of points, in each case looking for 8, 6 and then, 4 clusters. This gave us 9 clusterings. None of these algorithms delivered the visual clustering. Thus, together with the visual clustering, we have a total of ten, distinct, reasonable, and arguably good clusterings. All the measures were applied to these ten clusterings and the results are given in Table 2 .
Considering just the clusterings resulting in eight clusters, visual clustering is seen to optimise the following measures: These measures are 23 of the original 34. One would expect K-means to optimise f 13 and f 14 , as indeed it does, but it also optimises all of the measures not optimised by the visual clustering. Surprisingly though, it does not do well when the visual clustering does well; PAM was always second best to the visual for the 23 measures listed above. Even though PAM aims to optimise f 26 , K-means recorded a better score for this measure and the visual clustering was the worst.
The clusterings delivered by PAM and by K-means are ilustrated in Figures 2 and 3 . The straight lines marking the separation between clusters. Essentially, the visual clustering does well on measures that in some sense consider the 'density'. This is not surprising since the clusters we constructed were equally dense. Density is a key issue when clustering and we are currently researching new density based clustering techniques. For this second set of experiments, we again measured the correlations between the results of applying the various measures to the ten clusterings. Since we are only considering reasonably good clusterings, we can require stronger correlations and, for each of the following sets of measures, the measures are correlated one with another by at least 0.95. 1 measures involving simply summing distances (or distances squared) either between pairs of items in the same cluster or between each item and its centroid or medoid, {f 1 , f 3 , f 13 , f 14 , f 24 , f 26 } 2 measures that are similar to the above but are averaged across the cluster together with some diameter based measures, firstly those squaring distances, together with the measure obtained by summing the diameters squared of the clusters: {f 2 , f 9 , f 25 }, and then those not squaring the distances together with the measure obtained by summing the diameters squared of the clusters divided by the cluster size and the measure obtained by simply summing the diameters of the clusters:
If the required level of correlation is dropped to 0.93, sets listed in 3 and 7 above merge. The silhouette measure was not significantly correlated to any other measure. These results have to be treated with caution because they only relate to experiments on a single database. This database does not have outliers, hence medoid and centroid based measures tend to behave similarly. Similar to the first set of experiments, 13 clusterings in R 2 of different qualities are used in the last set of experiments. For the first experiment, we constructed a clustering of 300 point in R 2 . The first cluster is in the shape of a doughnut with 100 random points. The other two clusters are in the shape of two half bigger dougnuts, again each with 100 points. The presentation of the clustering is as of Figure 4 . In each of the following nine experiments, 10% of the points were reassigned to a random cluster. During the process, the size of the clusters was maintained. Three totally random clusterings were also added.
We would not expect all of the internal quality measures to do well in this set of experiments. While the clusters have a good visual presentation, their grouping is not by any means homogeneous.
Figure 4 Doughnut clustering
The results of running the experiments are given in Table 3 .
As expected, most of the measures failed to distinguish between good clusterings and bad clusterings. There are five groups of measures which give bias to good clusterings, which are:
• f 1 , f 2 , f 3 , f 4 , i.e., all the measures based on summing all the distances and distances squared between items of the same clusters
• f 13 , f 14 , f 15 , i.e., all the measures based on summing all the distances and distances squared from centroids to other objects of the same clusters
• f 24 , f 25 , f 26 , f 27 , i.e., all the measures based on summing all the distances from medoids to other objects of the same clusters
• f 38 , f 39 , f 40 , f 41 , i.e., the measures based on the average distances between objects of two clusters and based on distances between clusters' centroids
• f 44 , i.e. Silhouette, which does not rate the visually correct clustering highly. However, it gives enough bias toward good clusterings.
This set of experiments suggest that for clustering datasets with unusual presentational shapes, internal clustering measures will often fail. Density-based clustering methods are better adapted to deal with such datasets. 
Conclusions
We have considered 45 measures aimed at determing the worth of a clustering. Two only differ by a scalar multiple; the remaining 44 are all different and, although an algorithm may be designed to optimise one of these measures, its performance with regard to other measures can be disappointing. We have undertaken experiments with these measures and shown that some measures are not good at differentiating a poor clustering from a slightly better one; this is not surprising for measures involving diameter and radii. We have also shown that even across a wide range of different quality clusterings, some of the measures are reasonably correlated at least with respect to our data set. We have also considered the performance of the measures across a range of much better clusterings and here observe that some of the measures are quite strongly correlated. The reader must be aware that all our results relate to experiments on a particular database that has properties that may result in centroid and medoid based measures not being adequately distinguished.
However, we have observed that there appears to be a clear distinction between two important classes of measure, elements of one make allowance for the size of the cluster giving a measure which rewards more 'dense' clusters whilst elements of the other do not. Thus, for example the measure
makes no allowance for 'density' whilst
does. The familiar K-means algorithm performs badly with respect to set of measures similar to f 4 but much better with regard to measures similar to f 1 . PAM does better than K-means on the former set but less well on the latter. For our particular experiments, this pattern was striking and consistent. More experimental work needs to be undertaken using various runs of the stochastic K-means algorithm and using alternative data sets. Work also needs to be undertaken to extend research reported in Bradley and Fayyad (1998) to determine the sensitivity of the measures to changes in the starting values in algorithms such as H-means and K-means. As far as we are aware, this paper is the first to address this difficult issue of measuring the quality of a clustering in a systematic manner. There are other measures that can be considered and far more experimentation that can usefully be done. However, we have shown quite clearly that choosing appropriate quality measures is not easy and neither PAM nor K-means can be said to better than the other overall. We also note that we have a simple 2-D example of a set of points that appears to cluster well but which neither algorithm can find.
Clustering is one of the hardest tasks in data mining and the problem of determining what is meant by a good clustering lies at its heart. It is relatively easy to design and implement algorithms that minimise measures based on distances to centroids and, with more difficulty, to medoids. Hence measures that are related to assessing a clustering by summing distances or distances squared to centroids or to medoids have a natural appeal. However, just because an efficient algorithm can be designed to (nearly) optimise such a measure, this does not mean that this measure was the correct one to use.
