In order to overcome mistakes, learners need feedback to prompt reflection on their errors. This is a particularly important issue in education systems as the system effectiveness in finding errors or mistakes could have an impact on learning. Finding errors is essential to providing appropriate guidance in order for learners to overcome their flaws. Traditionally the task of finding errors in writing takes time and effort. The authors of this paper have a long-term research goal of creating tools for learners, especially autonomous learners, to enable them to be more aware of their errors and provide a way to reflect on the errors. As a part of this research, we propose the use of a classifier to automatically analyse and determine the errors in foreign language writing. For the experiment in this paper, we collected random sentences from the Lang-8 website that had been written by foreign language learners. Using predefined error categories, we manually classified the sentences to use as machine learning training data. This was then used to train a classifier by applying SVM machine learning to the training data. As the manual classification of training data takes time, it is intended that the classifier would be used to accelerate the process used for generating further training data.
Introduction
In the last decade or so with the global spread of the internet, the number of people studying languages on the web has increased. Of particular interest are sites that offer a social or collaborative approach to study languages, and are often based on a social networking service (SNS) platform. Traditional classroom-based language study offered interaction with other learners and feedback from teachers and peers. To some extent these SNS-based websites offer some feedback and interaction that might otherwise be absent in autonomous learners studies. These language learning SNS sites work on the language exchange function, where native speakers of the target language offer corrections and feedback to the language learners. An example of this would be: Learner A is a native Japanese speaker who is studying English. Learner A writes a diary on their page of the SNS site in English and then offers it to all the native English speakers on the site to read and correct their mistakes. Learner B is a native Australian English speaker who is studying Japanese. Learner B reads Learner A's diary in English, corrects the errors and provides feedback. Conversely, Learner B might also write a diary in the language they are learning and then Learner A could reciprocate by correcting Learner B's writing errors and providing feedback. We refer to this process of language exchange as mutual correction. Mutual correction websites contain numerous foreign language writings that have been created by learners. These have then been corrected by speakers of the target language and could be seen essentially as a crude crowd-sourced foreign language writing parallel corpus. In this paper we use machine learning to analyse the writings collected from a leading SNS-based mutual correction website, .
Previously the authors of this paper have used data from mutual correction sites to build a system that offers automatically generated fill-in-the-blanks quizzes. The intention of the system is to be used by learners to practice their writing errors in an effort to prevent future mistakes (Yin et al., 2012) . By determining the particular characteristics of the learner, and then practicing the quizzes that focus on their weaknesses has been shown to increase the effectiveness of learning. In the creation of the system, the errors in the candidate sentences were classified manually by hand, which is a time consuming process that takes effort and skill. In order to make the system fully independent, a method of automatically detecting and classifying errors in candidate sentences is required.
As there have been remarkable advances in machine learning research recently, we propose that machine learning techniques could be used to automatically detect and classify the errors in foreign language writing sentences. A machine learning classifier model for error detection could be created and used to determine the characteristics of the learners' errors. Remedial quizzes could be provided based on these characteristics to augment their usual studies.
This research is part of a long-term goal to provide language learners, and particularly autonomous learners, with tools to determine the error characteristics of their learning. 500 corrected sentence pairs by learners of English foreign writing on the Lang-8 website were chosen at random. The corrected sentence pairs were then manually classified into error categories. These error categories were based on the previous research investigated by Kroll (1990) , Polio and Fleck (1998) and Weltig (2004) to examine the characteristics of foreign language writings. Using these error categories, we manually detected and classified the sample sentence pairs into error categories.
The raw sentence pairs from the Lang-8 website were marked up with tags that are supposed to represent the changes that have been made by English speakers providing feedback. These tags are applied by users and are not methodically implemented to indicate the inserted, deleted, or edited text. On further investigation we found that the tags did not accurately indicate the changes and therefore could not be used for the purpose of our intended research. To overcome this problem we processed the sentence pairs using an alignment algorithm to extract the actual edits provided in the feedback by the English speaker. The results of this process were then used to retag the edits accurately. This data in conjunction with the words of the sentence pairs was analysed for machine learning. The purpose of this paper is to evaluate the prediction performance of using an SVM classifier to detect errors in English foreign language writing.
Related work

Errors in language learner writings
Foreign language writing experiments are often conducted in controlled environments as outside influences can have an impact on the performance of works produced by learners. Most of the previous research in this field has aimed to control these factors by undertaking experiments in academic settings. This has enabled researchers to control the subject of the works produced by the learners, and other factors such as time limits and environment. Kroll (1990) investigated the difference between writings that were produced in the highly controlled environment of a classroom and those that were produced at home where time was not limited and the learner could have more time to think about their composition. Kroll hypothesised that students might be able to produce better writing in an environment in which they have less pressure and more time to think about the task at hand. An experiment was conducted and the essays of foreign language writings were graded by the frequencies of errors categories that occurred. These frequencies were then compared and it was found that there was not a statistically significant difference between the writings produced in the different environments. Polio and Fleck (1998) examined whether additional revisions of essays influenced the linguistic accuracy of the content as it is theoretically interesting to researchers in the areas of second language acquisition and second language writing pedagogy. Polio and Fleck (1998) built on the error categories used in previous research reported by Kroll (1990) . However Polio and Fleck (1998) concluded that the practical implications in the context of writing assessment might be too small. Weltig (2004) investigated the influence of writing error categories on the scores of essays by foreign language writing learners. This research built on the error categories that were used in the two previously introduced works by Kroll (1990) and Polio and Fleck (1998) . A combination of their defined error categories was used. Weltig (2004) introduced additional error categories as it was thought they could have an influence on the scoring of writings, such as spelling errors and punctuation errors. The results of the investigation revealed that certain errors do have a greater influence on the overall score attributed to the writings. The error categories defined in these works were used as a basis for the error categories in this paper.
Writing error detection using data mining
Various methods can be used for the automated detection of writing errors, as machine/statistical learning algorithms. Spell checkers commonly available in word processors have been used in the previous research combined with other techniques for writing error detection. Koppel et al. (2005) used the MS Word spell checker with a sentence tagger and an n-gram corpus to detect errors. The native language of ESL (English as a second language) learners was determined by stylistic text feature (function word selection, errors and syntax) analysis of their writings. The use of n-grams for the classification of texts has featured numerous times in the previous research for both the general classification of texts and also detection of errors. Schwarm and and Ostendorf (2005) and Petersen and Ostendorf (2009) used n-grams combined with support vector machine classifiers to find appropriate reading material for students according to their reading level. Brockett et al. (2006) approached the problem by using techniques that are usually synonymous with phrasal statistical machine translation. They used a parallel corpus of texts that were made up of ESL learner writings with both pre-and post-editing correction similar to that found on Lang-8. Bailey and Meurers (2008) examined the use of machine learning methods to augment feedback from computer-aided language learning systems by using the shallow matching features to detect meaning errors. They focused on the analysis of short answers to reading comprehension problems. They achieved an accuracy of almost 90% for learner response content error detection on a learner corpus collected from real-life ESL learners completing assigned exercises. Hirano et al. (2007) used the frequency of results from a web search engine to check if a sentence from a technical paper contains an article error. It was stipulated that as the language used in technical papers is more complex than simple phrases, it is difficult to use a search engine to determine if there is an error or not as the number of search results is often too small to have any significance. It was proposed that using queries built based on the results of POS (parts-of-speech) tagging would better serve as a determiner if the sentence contains an error. Tanimoto and Ohta (2012) examined using the number of search results as an indicator in an attempt to identify erroneous words in English sentences. NICE (Nagoya Interlanguage Corpus of English) was used in tri-grams and 4-grams as training data for SVM machine learning to create a model that can determine if an English sentence contains an error.
Some previous researches (Han et al., 2004 (Han et al., , 2006 Chodorow et al., 2007) have used maximum entropy classifiers to detect article errors (incorrect use of: A, an, the…). Parts of speech tags and local context words were used to determine the probability of noun phrases. This technique was found to be superior than past techniques, however it was noted that the classifier lacked the ability to determine the context of previously mentioned entities. Tetreault and Chodorow (2008) also used a maximum entropy classifier augmented with combination features and a series of thresholds to detect preposition errors (incorrect use of a word expressing the relation between a noun/pronoun and another word or element in the phrase). It was found that the system could detect up to 84% of preposition errors. A disadvantage of using this approach is that it cannot automatically model the interactions among features. Gamon et al. (2008) used decision trees to perform error detection and correction for prepositions and definite/indefinite determiners on a reduced feature set using an n-gram corpus. Overall evaluation of the system was positive in providing error detection and also suggesting a correction. It was noted that the biggest challenge was solving false positives as it can confuse non-native speakers. Tsur and Rappoport (2007) applied machine learning techniques to study the effect of language transfer, which is a major topic in second language acquisition (SLA). Language transfer studies the effect that a learner's native language has on foreign language study. They hypothesised that language transfer affects the level of basic sounds and short sound sequences, manifested by the words that people choose when writing in a second language. Thus, foreign language words are strongly influenced by native language sounds and sound patterns. They applied SVM machine learning to train a classifier using the International Corpus of Learner English (ICLE) in an effort to realise the hypothesis.
Others have focused on the classification of questions and evaluation of the quality of English in formal scientific papers. Suzuki et al. (2003) classified question sentences by n-gram and SVM analysis. The characteristic features of question types were identified by n-gram word attributes. SVM learning was applied to the data to create a question classifier model. It was found to be superior to conventional methods when tested using 10,000 sample questions. Zhang and Lee (2003) looked at what types of machine learning are effective for classifying questions. They analysed the TREC English corpus in the form of words, n-grams and sentence trees as training data for machine learning. When only using surface text features for sentence classification, it was found that the prediction performance of SVM is superior to four other machine learning algorithms: Nearest Neighbors, Naive Bayes, Decision Tree, and Sparse Network of Winnows. Kobayashi et al. (2012) investigated analysis by random forests and the frequencies of words and parts of speech tagged n-grams as features to determine the quality of formal English scientific papers. Using this method they were able to attain an accuracy of 77.75% when classifying a corpus as either poor or good papers.
Vectorisation of error sentences for categorisation
In order to evaluate the classification of errors in English sentences, the following process was undertaken to construct basic data. Firstly, 500 corrected sentences written in English were chosen at random from diaries written by language learners on the Lang-8 website. However, in some cases large portions of the sample sentences were rewritten or contained comments that would reduce the effectiveness of machine learning and were removed, leaving 399 candidate sentences.
Analysis was performed not on just the sentences, but on pairs of sentences: the original sentence that contains errors, and the corrected sentence that contains tagged edited words. These sentence pairs are a result of mutual corrections that have occurred on the Lang-8 website. In this paper, the GETA search engine (http://geta.ex.nii.ac.jp/geta.html) was used to index the original and corrected sentence pairs. Word is usually stemmed when building an index, however it was decided that the indexed words should not be stemmed as analysis was performed at the word level.
In Lang-8, the edits made by English speakers on the sentences are marked up using span tags, such as <span class="xxx">. The class attribute of these span tags changes depending on action of the English speaker. If a word is removed then the sline class is applied. Classes that describe the font colour and weight are also used, such as f_bold, f_red, and f_blue. However the intention with which these classes are assigned is unregulated and not uniformly applied across the all sentences. In this paper, it was decided that because of the inconsistency of tag use that better results would be achieved by using an alignment algorithm to programmatically detect and tag changes in sentence pairs. Table 1 shows an example untagged sentence. Table 1 An example of an original and corrected sentence pair
Original sentence I woke up alone, with lose memory, lying on the white beach, not knowing where I was.
Corrected sentence I woke up alone, with no memory, lying on a white beach, not knowing where I was.
As seen in this example, "lose" and "the" are corrected with "no" and "a". These corrections are identified using the alignment algorithm and the results are tagged as: delete:lose, delete:the, insert:no, and insert:a. In the search engine that was used in this paper the corrections are expressed as d:lose, d:the, i:no, and i:a along with the other words in the sentence. The corrections were also added without distinguishing whether the edit is an insertion or deletion, and were indexed as: e:lose, e:the, e:no, and e:a. These sentences were classified into 42 error categories by the first author of this paper whose language is English. It was determined that the above example contains errors of two categories: Error number 38, which is an article error, and error number 41, which is a negation error. These errors are indexed in the search engine as c:38 and c:41 respectively. The three indexes for error category, edited words and non-edited word are then vectorised. Using this it is then possible to determine if a sentence has an article error by examining if it contains "i:a, d:the, e:a, and e:the". It also makes it possible to determine if the sentence contains a negation error by checking if it contains "i:no, and e:no". Simple classification would analyse just the words of the sentence. However we analyse the information about the corrections along with the words of the sentence to determine the error categories with the sentence. A special use search engine was built using indexes as shown in Table 2 . The information about the error categories, c:38, c:41, was not used in the classification of error categories.
Error categories of English compositions
A subset of 500 pairs of sentences was selected for error pattern categorisation. After removing invalid pairs, 399 pairs of sentences were manually categorised into 42 error types that were defined based on previous research by Kroll (1990) and Weltig (2004) . As both utilise a different set of error number lists for their analysis, a merged error number list was created. Linear regression analysis was used to establish whether a correlation exists between the frequency of errors in the common categories of previous studies (Kroll, 1990; Weltig, 2004) and that of the Lang-8 error analysis. As shown in Figure 1 and Table 3 , the results of the analysis show that there is a significant correlation, with a critical alpha level of p < 0.05, and t = 4.3509, 4.4179, and 3.8011 for Kroll Class, Kroll Home, and Weltig, respectively. The feedback provided by English speakers often contained several different types of error pattern corrections within a single response. Taking this into consideration, the sentences that contain more than one error type were categorised as having multiple errors accordingly. Some feedback contained comments about the correction and/or multiple suggestions for a single word or phrase. A majority was to do with lexical or phrase choices and categorised as lexical or phrase choice errors accordingly. These correlations were then used to identify possible outlier errors, not residing within the 95% confidence interval. A total of 22 different error categories were found outside the 95% confidence interval, with 11 of these errors being common across all three regressions analyses. These common outlier errors suggest a characteristic difference in the frequency of errors on Lang-8 compared to those from an academic setting, such as Kroll (1990) and Weltig (2004) . This may be a result of the differences in influencing factors, such as motivation, the subject of the writing, and personal factors (age, socioeconomic background, etc.). As seen in Table 4 , seven error categories occur more frequently on Lang-8 when compared to results from Kroll and Weltig. Of these, the error categories 'word order', 'verb formation', 'preposition' and 'article errors' are considerably outside the 95% coincidence interval and therefore occur more frequently in the writings on Lang-8 when compare to the previous research results. This therefore could be seen as a characteristic of the types of errors occurring in writings on Lang-8.
Evaluation of error categorisation using SVM
An evaluation of error categorisation using SVM to classify the errors of 399 sentences with all the data as training data is shown below in Table 5 . It should be noted that the columns in this table are sorted by F-measure in descending order. The prediction performance of the classification of errors 36 (preposition), 42 (spelling), 2 (subject formation) and 28 (lexical/phrase choice) is more than 90%. However, as this evaluation analyses all the data as training data it cannot be used as a general evaluation of the prediction performance. We then used ten-fold cross-validation to evaluate the prediction performance of the classifier. All 399 sentences were then randomly divided into 10 even groups. In each group 90% of the data was used for SVM training to generate a model. The prediction performance of the classifier was then tested using the remaining 10% of the data from the same group. The average of ten test results for each error category is used as a measure of the prediction performance of each classifier respectively. These results are displayed in Table 6 , Figure 2 , and Figure 3 . Table 6 shows the overall results of the tests along with the number of sentence samples for each error category. The table is sorted by the F-measure of each of the models in descending order. Error Category
F-Measure
Note: F-measure, ten-fold cross-validation
The F-measure performance of each model is displayed in Figure 2 . As you see, the F-measure of all the models is less than 40%, with error category 42 (spelling), 28 (lexical/phrase choice) and 38 (article errors) being the more effective models with an F-measure of only 38.07%, 36.72%, and 36.52%, respectively. On the lower end of the scale the model for error category 6 (dangling/misplaced modifier) has an F-measure of 1.05%. The accuracy of the generated models also varies for each error category. As shown in Figure 3 , the model for error category 42 (spelling) has the greatest in all the models with an accuracy of 77.80%. Error category 3 (verb missing) has the lowest accuracy in all the models at 26.47%. Overall, the prediction performance of the classifier as seen above cannot be considered effective enough for practical use. Figures 4 and 5 are plots of correlations between the number of samples, F-measure, and accuracy for each of the error category models. A positive correlation can be seen in both plots, indicating that as the number of samples increases so does the F-measure and accuracy of the evaluation. This suggests that if the samples for each error category were increased to an adequate number then the prediction performance of the classifier would also increase accordingly.
Looking at the results in Figure 4 , the error category models that were trained using a small number of samples generally have a smaller F-measure than those with a greater number of samples. Therefore one can expect if 100 manually categorised samples were used to train each error category it would result in an F-measure of around 80%. A similar correlation can also be seen in Figure 5 with the accuracy of models increasing along with the number of samples.
Detailed analysis
A score for each word or tag can be extracted from the model created by applying SVM to the training data. As shown in Table 7 , error category 38 (article) has the features that consist of tags, such as "e:the, i:the, e:a, and i:a". Error category 36 (preposition) has the following tags as the features of the error "i:in, e:in, d:at, e:for, e:at, e:on, and i:on". The ability to extract such information from the model enables the confirmation of the features associated with the error types in the corrections. The feature "ing" can be expected for error category 19 (verb formation). The error features associated with error category 42 (spelling) are "e", "e:e", and "i:e" can be seen as common spelling errors in words such as conv-a-rsation, and ev[e]ryone. 
Conclusions
In this paper, we manually classified the errors contained in sample sentences from diaries written in the mutual correction language-learning site Lang-8. The errors were classified into categories based on previous research (Kroll, 1990; Weltig, 2004) . The sample sentence pairs had tags indicating the edits in the corrections, however it was determined that these did not always correctly reflect the true corrections, and were removed. An alignment algorithm was then used to programmatically identify the corrections that had been made, and the edited words were then tagged as 'inserted' or 'deleted' accordingly. These tags, along with the manually classified error categories and the other words in the original sentence, were then indexed to build a special use search engine. This search engine index was then used as training data for SVM machine learning to create a model for error category classification. This model was then evaluated using ten-fold cross-validation. 399 sentences used as sample data were divided randomly into ten even groups, with 90% of the sample data used for training and the remaining 10% used for model verification. The F-measure for each error category was less than 40%. However, the results did show a significant positive correlation between the number of data samples, F-measure and accuracy of the model. Thus it can be expected that if the number of samples is increased to 100 manually identified samples, then it is expected that the model will produce an F-measure of roughly 80%. Therefore by increasing the training data it is expected to produce a reasonable level of performance for error category classification. As manual classification of error takes a significant amount of time and labour, the current model will be used to classify error categories that will then be checked manually to verify the error category. This is expected to accelerate the process of generating training data samples that then can be used to further improve the model.
In the future we plan to increase the amount of manually classified training data to investigate if an efficient SVM classification model can be attained for determining languages learner's error characteristics.
