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Abstract—A hybrid version of the Method of Moments (MoM) 
is applied to the analysis of the scattering of plane waves 
by periodic multilayered structures containing dipoles at two 
metallization levels. The MoM matrix entries involving basis 
functions (BFs) at different metallization levels are computed 
in the spectral domain as double infinite summations with fast 
exponential convergence. The MoM matrix entries involving BFs 
at the same metallization level are computed in the spatial 
domain as double integrals, which require low-order quadrature 
rules. The integrands are cross correlations between BFs times 
multilayered periodic Green's functions (MPGFs). The cross 
correlations between BFs are obtained in terms of elliptic 
integrals of first and second kind. Also, the MPGFs are accurately 
interpolated in 4-D in terms of both the spatial variables and the 
angles of incidence. The hybrid MoM proposed is used in the 
design of dual polarization reflectarray antennas under the local 
periodicity assumption. Thanks to the 4-D interpolation of the 
MPGFs, which minimizes the total number of MPGFs that have 
to be computed per reflectarray element, the proposed hybrid 
MoM is shown to be around 15 times faster than the standard 
spectral domain MoM in the design of the antennas. 
Index Terms—Dipole antennas, Green's functions, moment 
methods, multilayered media, periodic structures, reflectarrays. 
I. INTRODUCTION 
PRINTED reflectarray antennas uniquely combine the advantages of reflector antennas and printed phased 
arrays [1]. The main disadvantage of reflectarray antennas 
comes from its inherent narrow bandwidth. This problem 
has been alleviated by combining the use of multiresonant 
elements made of stacked rectangular patches [1], [2] with 
frequency optimization techniques that enforce the required 
phase shift in each element in a frequency band rather than 
a single frequency [3]-[6]. The set of parallel dipoles is 
an alternative multiresonant reflectarray element showing a 
flat slope of the phase as a function of dimensions and a 
phase range that well exceeds 360° [7]-[12]. The single layer 
element based on parallel dipoles has been used to design 
reflectarray antennas with performances that are similar to 
those attained with the element based on stacked patches 
for single polarization applications [10]—[12]. For dual polar-
ization applications with frequency reuse, one can arrange 
two different sets of orthogonal dipoles in two levels of 
metallization so that the first set controls one polarization, 
and the orthogonal set controls the other polarization. Since 
this arrangement provides independent control of the two 
orthogonal polarizations, the level of cross polarization tends 
to be very low [13], [14]. In particular, a configuration of this 
type is proposed in [15], where the independent sets of dipoles 
for each polarization are shifted half a period. This reflectarray 
element is prone to frequency optimization techniques, and 
it leads to an antenna performance comparable to that of 
the antenna reported in [6], which is based on three stacked 
patches. But the antenna based on parallel dipoles of [15] has 
the additional advantage that it has a simpler manufacturing 
process (three layers needed in [15] versus nine layers needed 
in [6]) and a lower cross-polarization level [15, Fig. 16]. 
In the design of a reflectarray antenna made of rectangular 
patches or dipoles, the dimensions of the patches/dipoles 
comprising each element have to be adjusted so that the 
element provides the required phase shift for the generation 
of a prescribed radiation pattern. In the determination of the 
dimensions of the patches/dipoles, it is customary to assume 
that the element is located in a periodic environment [16], [17]. 
This is called the local periodicity assumption, and its valid-
ity is supported because it leads to antenna designs that 
show good agreement with measurements [5], [6], [18]. The 
optimized design of a midsize reflectarray antenna made of 
patches/dipoles in one or two frequency bands may require 
the numerical analysis of a very large number of different 
multilayered periodic structures, which indicates that an effi-
cient numerical tool is needed for that purpose. Very recently, 
Florencio et al. [19] have introduced a hybrid Method of 
Moments (MoM) formulation for the analysis of multilayered 
periodic structures containing stacked rectangular patches, the 
formulation being aimed at reflectarray design. In this paper, 
basis functions (BFs) with edge singularities are used to 
model the current density on the rectangular patches. These 
BFs are very convenient for the approximation of the current 
density in patches with canonical shapes, since they ensure 
a fast convergence of MoM with respect to the number 
of BFs [20]. In the hybrid MoM formulation of [19], the 
MoM matrix entries involving BFs at different metallization 
levels are computed in the spectral domain as double infinite 
summations with fast exponential convergence. However, the 
MoM matrix entries involving BFs at the same metallization 
level are not computed in the spectral domain, since they are 
expressed as slowly convergent double infinite summations in 
that domain. Instead, these MoM matrix entries are computed 
in the spatial domain as double finite integrals. The integrands 
of these double integrals are cross correlations between the 
BFs (or between their divergences) times multilayered periodic 
Green's functions (MPGFs). The cross correlations between 
the BFs are computed in terms of complete elliptic integrals 
of first and second kind, and the MPGFs are interpolated in 
2-D in terms of the two spatial coordinates. The hybrid MoM 
of [19] has proven to be substantially faster than the traditional 
spectral MoM when applied to the design of reflectarray 
antennas made of stacked rectangular patches under the local 
periodicity assumption. 
In this paper, we extend the hybrid MoM numerical tool 
of [19] to the analysis of multilayered periodic structures 
containing parallel dipoles at two metallizations levels with a 
view to applying the implemented tool in reflectarray design. 
Two main novelties are presented with respect to the approach 
followed in [19]. First, new cross correlations are derived 
between the BFs with edge singularities that belong to differ-
ent dipoles located at the same metallization level. The new 
cross correlations are needed for the computation of the MoM 
matrix entries in the spatial domain. They are expressed in 
terms of complete elliptic functions of first, second, and third 
kinds [21]. The complete elliptic functions of the third kind are 
subsequently expressed in terms of normal elliptic functions 
of first and second kinds, for which efficient computation 
routines have been developed by Fukushima [22]. Whereas the 
approach of [19] can only be used for multilayered periodic 
structures containing one single patch/dipole per metallization 
level in the unit cell, the approach followed in this paper makes 
it possible to study multilayered periodic structures containing 
an arbitrary number of dipoles per metallization level in the 
unit cell provided the sides of the dipoles are parallel to the 
boundaries of the unit cell. Second, the MPGFs are not only 
interpolated in terms of the two spatial coordinates, but also in 
terms of the two incidence angles of the impinging wave. This 
4-D interpolation is carried out in terms of Chebyshev poly-
nomials. Prior to the interpolation, the spectral terms closer to 
the poles of the MPGFs are subtracted in closed form, because 
they have a deleterious effect on the interpolation. Whereas 
the 4-D interpolation does not introduce a significant benefit 
with respect to the 2-D interpolation of [19] in the analysis 
of a single periodic structure, the benefits arise in the design 
of midsize reflectarray antennas, since the 4-D interpolation 
makes it possible a considerable reduction of the total number 
of MPGFs that has to be computed per reflectarray element. 
Thanks to the use of the 4-D interpolation, the results obtained 
show the developed hybrid MoM turns out to be around 
Fig. 1. Three-layered periodic structure. The unit cell contains two orthogonal 
sets of four parallel dipoles that are shifted half a period, (a) Exploded view, 
(b) Side and top views of the expanded unit cell used in the definition of 
the BFs. 
15 times faster than the traditional spectral domain MoM in 
the design of both focused and contoured beam antennas made 
of dipoles under the local periodicity assumption. 
II. NUMERICAL PROCEDURE 
Fig. 1(a) and (b) shows a three-layered periodic structure. 
The unit cell contains two orthogonal sets of parallel dipoles 
that are shifted half a period. The dipoles are located at 
two metallization levels. They are printed at both sides of 
the upper layer. The intermediate layer is a bonding layer 
between the upper layer and the lower layer. This lower 
layer acts as a separator between the upper layer holding 
the dipoles and the ground plane. The multilayered periodic 
structure of Fig. 1(a) and (b) was used in [15] to design 
two dual-polarization reflectarray antennas (one with focused 
beam and one with contoured beam) under the local period-
icity assumption. Other alternative periodic cells containing 
two orthogonal sets of parallel dipoles at two metallization 
levels for dual-polarization reflectarray design can be found in 
[14, Fig. 1], [15, Fig. 2], and [23, Fig. 1]. All these reflectarray 
cells have in common that they make it possible an inde-
pendent phase control for each polarization, thus providing 
low cross polarization. In the following, we will provide a 
numerical procedure to study the scattering of the periodic 
structure of Fig. 1(a) and (b) by a plane wave. Without loss 
of generality, this procedure can be trivially extended to deal 
with other periodic structures whose unit cells contain dipoles 
at two metallization levels (this is the case of the unit cells 
shown in [14, Fig. 1], [15, Fig. 2], and [23, Fig. 1]). 
A. Hybrid MoM Formulation of the Problem 
Let us assume that the dipoles and ground plane of the 
periodic structure of Fig. 1 are all PEC of negligible thickness. 
Also, let EÍ = £o£r¡i (1 - j tan Si) be the complex permittivity 
of the i th lossy layer of the substrate, and let hi be its thickness 
(;' = 1, 2, 3). For refiectarray design, we need to determine the 
complex reflection matrix R of the periodic structure defined 
in [15, eq. 1] when a wave impinges on the structure in an 
arbitrary incidence direction given by the angular spherical 
coordinates 6mc and q>mc. For each incidence direction, the 
determination of R requires to obtain the scattered electric 
field for two different values of the polarization angle y 
[24, Fig. l.c]. Assuming a time dependence of the type e^mt, 
which will be suppressed throughout, the scattered electric 
field can be obtained in terms of the current densities Ji(x, y) 
and J2(x, y) existing on the two metallized interfaces z = d\ 
and z = ¿fe when the electric field of the wave impinging 
on the structure is given by (l)-(3) of [24]. These two current 
densities can be obtained by solving the system of two coupled 
electric field integral equations (EFIEs) shown as 
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where Sfn (j = 1,2; m,n = . . . , - 1 , 0 , 1 , . . . ) is the 
metallized portion of the z = dj plane within the mn\h unit 
cell, Em s(x,y,z) is the electric field generated in all space 
by the plane wave impinging on the three-layered substrate 
—E 
in the absence of the dipoles, and G is the non-periodic 
dyadic Green's function of the multilayered substrate [25]. 
Since JiQt, y) and J2 Qt,y) are Floquet-periodic functions 
[19, eq. 2], in order to solve the system of coupled EFIEs 
shown in (1), we only need to determine Ji(x, y) and J2 Qt, y) 
within one unit cell. In the particular case of the periodic 
structure of Fig. 1, we will use the expanded unit cell shown in 
Fig. 1(b). In that unit cell, we will express J/Qt, y) (j = 1, 2) 
in terms of known BFs j/„(x, y) as shown in the following: 
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where JJlq(x, y) (j = 1, 2; / = 1 , . . . , 4; q = 1 , . . . , Nb) is 
the qui BF of the /th dipole at the jth metallized interface of 
the expanded unit cell of Fig. 1. When (2) is introduced in (1) 
and the Galerkin's version of MoM is applied, the unknown 
coefficients cj turn out to be the solution of the following 
system of linear equations: 
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(¿ = 1,2; k=l,...,4; p=l,...,Nb). (3) 
As shown in [19, eq. 7], the MoM matrix entries Q^ 
can be obtained in the spectral domain as double infinite 
summations of the type 
nij 
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where kxm = 
k0 sin (9jnC sin tpinC 
ko sin (9jnC cos 
• 2nn/b \ \ ^ 
+ 2nm/a, k 
,kyn) stands for the 
yn 
discrete Fourier transform of j / Qt, y) as defined in [19, eq. 3], 
and G (kx,ky,z = di,z! = d¡) is the continuous 2-D 
Fourier transform of G (x, y, z = di, zf = dj), which can be 
obtained by means of the recurrent algorithm described in [25]. 
Also, the constant terms fL of the system of equations (3) 
can be obtained in the spectral domain as [19, eq. 8] 
// kp -ab yip feo, kyo)) •Km\x,y,z = dl) 
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where the nhase term ¿»—i^ o(sm6'inccos^ incx+sin6'incsin i^nc}íj :^  
included in (5) to absorb the dependence of Ems(x, y, z= di) 
on x and y. 
As commented in [19], the terms involved in the com-
putation of Q^ show an exponential convergence of the 
h'i-Jkxm+kyn type e ' v """ ''"yn as kxm + kln ->- 00 when i ^ j . In the 
case of the refiectarrays antennas designed in [15], only a 
few hundred terms are required in (4) to accurately compute 
Qjy when i ^ j , which means that this computation can be 
efficiently carried out by means of (4). However, the double 
infinite summations of (4) converge very slowly when i = j . 
In accordance with [19, eq. 9], this computation should be 
carried out in the spatial domain by means of the expression 
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i,kl,pq and Tfkl are 2-D integrals, which have to be 
numerically computed. These integrals are given by 
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The symbol Tlkl of (7) and (8) stands for a rectangular 
domain whose horizontal (vertical) dimension is the sum 
of the horizontal (vertical) dimensions of the £th and /th 
dipoles located at z = di. The functions Gxxv and G^'pp are 
MPGFs with 2-D periodicity, which can be obtained in terms 
of the spectral Green's functions Gxx and G^'c defined in 
[24, eqs. (13)—(15)] by means of the double infinite 
summations [19, eqs. 12 and 13] 
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As shown in [19], g ^
 pi7(x, y) is a 2-D cross correlation 
between J^Ct .y) and j | ? (x ,y ) , and g(kl!pq(x,y) is a 2-D 
cross correlation between V-JL (;t,y) and V-J! Qt, y). For 
the particular case of the BFs JL(x, y) used in this paper, the 
cross correlations of (11) and (12) can be obtained in terms 
of complete and normal elliptic functions of the first kind and 
second kind, for which efficient computation routines are avail-
able. This makes it possible a fast and accurate computation 
o f b o t h Ti%,Pq a n d Ttki,Pq bymeans o f ^ a n d (8)-
B. 4-D Interpolation of the MPGFs 
Let GxfJ(kx0,ky0,x,y) and Gf,pp(kx0,ky0,x, y) be 
Gxxw(x, y,z = di,z' = di) and G^>pp(x, y,z=duz' = di) 
(i = 1,2), respectively, where we have explicitly written the 
dependence of Gxxv and G^'pp on kxo and kyo. Also, let 
G^/kp) and Gf'c(kp) be G^xc(kp,z = duz' = di) and 
G*'l{kp,z = di,zf = di), respectively. In [19, eq. (24)], we 
defined G^pf,ieg(kxo,kyo,x, y) and Gf'p p ' r e 8(^x 0 ,^o,x, y), 
which are regularized versions of Gxff and G\ 'pp that were 
obtained from these MPGFs by extracting their behavior 
around the sources in closed form. In fact, both the sources 
singularities and their "complex images" through the closest 
layers were extracted from the MPGFs [19, eq. 29]. The 
regularized MPGFs were successfully interpolated in terms 
of the spatial variables x and y by means of 2-D Chebyshev 
polynomials [19, eq. 25]. In this paper, we not only intend 
to interpolate the regularized MPGFs in terms of x and y, 
but also in terms of kxo = £osin#¡nC cos <pmc and kyo — 
ko sin #jnC sin <p¡nC, or equivalently, in terms of the incidence 
angles #inc and <p¡nc. This novel 4-D interpolation is a further 
step in the efficient design of a reflectarray antenna made of 
dipoles under the local periodicity assumption by means of 
the hybrid MoM technique described in Section II-A. Note 
that a midsize reflectarray antenna is made up of roughly one 
thousand elements, and that the angles of incidence of the 
wave impinging on each element from the feed vary from 
element to element. When the approach of [19, eq. 25] is 
applied, around one thousand MPGFs interpolated in terms of 
x and y are required in the design process, one per reflectarray 
element. However, if the MPGFs are additionally interpolated 
in terms of kxo and kyo (i.e., in terms of 6mc and ^ mc), the 
total number of different MPGFs that has to be computed 
per reflectarray element is reduced by at least one order of 
magnitude, which leads to CPU time savings. 
Unfortunately, there is a problem with the interpolation of 
Gxff'ieg and Gf'pp're8 in terms of kxo and kyo, and this 
problem has to do with the poles of Gxxc¿ (kp) and Gf'c(kp) in 
the proper Riemann sheet of the complex kp plane [26]. These 
poles correspond to the propagation constants of TM and TE 
surface waves above cutoff that can propagate along the three-
layered substrate of Fig. 1. In practical cases, the spectral 
function Gxxi(kp) does not usually have any proper pole, 
since it only has poles related to the propagation constants 
of TE surface waves, and all these waves are below cutoff 
for moderately thick substrates and relatively low frequencies 
[26, Sec. 7.2.2]. However, the spectral function Gf'c(kp) 
always has at least one proper pole at kp = £TM0 (usually close 
to kp = ko), since the proper poles of Gf'c(kp) come from 
both TM and TE surface waves, and the TMo surface wave 
has zero cutoff frequency. When one analyzes the periodic 
structure of Fig. 1 under oblique incidence conditions with 
#inc > 30°, it usually happens that the terms m = 1 and 
n = 0, m = - 1 and n = 0, m = 0 and n = 1, and m = 0 and 
n = - 1 of the double infinite summation (10) lead to values 
of kp = kp¡mn that are very close to kp = £TM0 [27]. This 
means that the MPGFs G¡'pp have a quasi-singular behavior 
(behavior close to a pole) for certain values of the angles of 
incidence, and this quasi-singular behavior has a deleterious 
effect in the interpolation of G¡'pp'ieg(kxo,kyo,x, y) in terms 
of kxo and kyo. As in [19], this deleterious effect can be 
avoided if the terms m = 1 and n = 0, m = -1 and n = 0, 
m = 0 and n = 1, and m = 0 and n = - 1 of (10) are 
extracted prior to the interpolation of G¡'mieg(kxo,kyo,x, y). 
For this reason, we are going to define a second version of 
the regularized Green's function for the scalar potential in the 
unit cell {0 < x < a; 0 < y < b], Gf'mmg(2)(kx0,ky0,x, y), 
which is given by 
G¿ (kxo,kyo,x,y) 
_ , ^ , P P , r e g (kx0,ky0,x,y) 
J-{Gpc(kp=kp,w)e^x+ky°y] 
+ Gf'c(kp=kpi-lio) 
x gjfc.-ix+kyoy] + cf'c(kp = kpi0i)ej[kx°x+kyiy] 
+ Gt'c(kp=kpA-i)e^0X+ky'-'iy]} 
(0 < x <a; 0 < y <b). (13) 
The function G¡'pp (kxo,kyo,x,y) is not any more 
affected by the pole kp = £TM0 of Gf'c(kp), and presents 
a smooth behavior for the ranges of angles of incidence 
#inc and q>mc that are swept in practical refiectarray 
antennas. Now, let G^p'ieg(kxo,kyo,x, y) represent any 
of the regularized MPGFs Gxff'mg(kxo,kyo,x,y) and 
G¡'pp (kxo,kyo,x,y). In this paper, we propose to 
interpolate these regularized MPGFs in terms of 4-D 
Chebyshev polynomials as shown in the following: 
Gf,ies(kx0,kyo,x,y) 
Nc Nc Nc Nc 
^5 ?^ KsmnX^ U s i n l m a x ) T s { k o s i n L x ) 
r=0 s=0 m=0 n=0 
^kosm9n 
rm(f- i )xr„(f- i ) 
(-k0 sin 6max < kx0, kyo < +k0 
x sin#max; 0 < x < a; 0 < y < b) (14) 
where 8max is the largest value of #inc involved in the design 
of a given refiectarray antenna. Although the 4-D interpolation 
domain of (14) includes values of kxo and kyo for which 
k
x0 + *y0 - 2k0 s i n 2 ^ 
max» it turns out that kx(i + k2^ < 
k2, sin2 6max in practice. Fortunately, the numerical results 
obtained indicate that (14) provides interpolated values of 
Gfp're8(£xo, kyo, x, y) that are sufficiently accurate in the range 
of values of kxo and kyo that are realistic (i.e., those for which 
k
xo + ^yo - koúvL26max). The coefficients hlrsmn of (14) are 
given in (15), as shown at the bottom of this page, where 
Zjt = -cos((2£-l)/(2(iVc + l))7r) (k = 1 , . . . , Nc + 1), where 
Jtupq 
^PP.reg (kx0 = ktx0,kyo = kyl0,x = xp,y = yq) (16) 
and where k{, xx0 -^ ZtkoSinOraax, k"0 = zu k0 sin 6max, 
Xp = 0.5a(zp + 1) and yq = 0.5b(zq + 1) (t,u,p,q = 
l,...,Nc + l). 
C. Basis Functions, Cross Correlations, and Numerical 
Computation ofMoM Matrix Entries in 
the Spatial Domain 
Fig. 2 shows the kth and /th dipoles located at the interface 
z = dj of the expanded unit cell drawn in Fig. 1(b). Without 
loss of generality, we will assume that the kth dipole is 
oriented along the x -direction and the /th dipole along the 
y-direction. The derivations that follow can be easily extended 
to the case where the two dipoles of Fig. 2 are either two 
parallel dipoles along the x-direction or two parallel dipoles 
along the y-direction. 
The BFs chosen to approximate the current density on the 
dipoles of Fig. 1(b) are products of Chebyshev polynomials 
Fig. 2. kth and /th dipoles at the metallized interface z = dj in the expanded 
unit cell of Fig. 1(b). 
weighted by an edge condition, since these BFs ensure a fast 
convergence of MoM with respect to the number of BFs as 
shown in [19], [20]. In particular, the BFs chosen for the kth 
dipole of Fig. 2 are 
JjLOoO 
2qbk 
/2(x-xck)\ 
\ at ) 
jk0 TJ (  -xcky 
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xC/i 
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\ bk ) y (19) 
where Tp(-) (p = 0, 1) and Uq-\(-) (q > 1) are Chebyshev 
polynomials of first kind and second kind, respectively, and 
where Nb\ + Nbi + 1 = Nb- Note that a single BF is used 
-iVc+l -^/Vc+l -^/Vc+l srNc+l 
¿p = \ Z^q=l h 
TTNC+1 TTNC+1 TTNC+1 -ST^ 
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[Zf=l (Tr(Zt))2][j:ZT (TAZu))2} 
1 
[117=1 (Tm(zp)Y}[Y.f=\HTn(zq)Y} 
(15) 
to model the y-component of the current density on the kth 
dipole, since this component is much less relevant than the 
x-component. The BFs for the Zth dipole of Fig. 2 can be 
easily derived from (17)—(19) if (x - xck) and (y - yck) are 
substituted by (y - yci) and (x - xci), respectively, bk and 
ak are substituted by a¡ and b¡, and x and y are substituted 
by y and x. 
In order to obtain the cross correlations of (11) and (12) 
for the dipoles of Fig. 2, it is essential to express these 
cross correlations in terms of their Fourier transforms and 
use convolution theorem. In the case where the two BFs 
of (11) and (12) belong to the same dipole—e.g., the kth 
dipole—all the cross correlations can be expressed as linear 
combinations of functions of the type tmn(x,ak)trs(y,bk), 
where the integrals tpq(z, w) are defined in [19, eq. 33] and 
can be computed as shown in [24, eqs. (45)-(53)]. However, 
in the case where one BF of (11) and (12) belongs to the kth 
dipole and the other BF belongs to the Zth dipole—k ^ Z— 
the cross correlations cannot be expressed any more in terms 
of the integrals of [19, eq. 33], and must be written as linear 
combinations of functions of the type 
Cfnn rs v*-> y) = *mn \¿\Xck ~ Xci ~ X), ük, ü[) 
y.In (2(yCk - yd - y), bk, b¡) 
(k, I = 1,2; k T¿ Z; m,n,r,s = 1,2, 3, . . . ) . 
(20) 
where the functions Ipq(z, u,v) are expressed in terms of the 
new integrals 
/
+CO 
Jp-i(uw)Jq-i(vw)eJzwdw 
-co 
(p,q= 1,2,3,.. .). (21) 
In (21), Jp-i(-) (Jq-i(-)) are Bessel functions of first kind 
and order p - 1 (q — 1). The determination of e^nrs(x,y) 
(k T¿ Z) requires the determination of Ipq(z,u,v) for u > 0 
and D > 0. Since Ipq(z,u,v) turns out to be zero when 
z < —(u + v) and z > +(u + v), this determination is 
limited to the interval —(u + v) < z < +(u + v) for practical 
purposes. In order to obtain Ipq(z,u,v) when u > 0, v > 0, 
and \z\ < u + v, we need to define four parameters a, b, c, 
and d in terms of z, u, and v as shown in Appendix A. It 
should be pointed out that these four parameters only make 
sense when u ^ v, since the computation of Ipq(z, u,v) when 
u = v reduces to the case treated in [24, eqs. (45)-(53)]. Once 
the four parameters a, b, c, and d have been defined in terms 
of z, u, and v (see Appendix A), both convolution theorem 
and [28, eq. (7.355)] can be used to transform the integrals 
of (21) into 
Ipq(z,u,u) = — ip-i\ lq-1 (i') ds' 
nv Jc V(a - s')(b - s')(s' - c)(s' - d) 
(22) 
where Tp-\ and Tq-\ are again Chebyshev polynomials of the 
a polynomial of degree p + q - 2 that can be written as 
/ / _ >. p+q-2 
Tp_l\^—^\Tq-l(s')= Y, dn(z,u,u)(s')n. (23) 
«=0 
When (23) is introduced in (22), the following expression 
for Ipq(z, u,v) is obtained: 
0 p+q-2 
Ipq(z,u,v) = — V d„(z,u,D)J„(a,b,c,d) (24) 
•77-71 l * 
« = 0 
where 
J„(a,b,c,d) (s'f ds' 
c V(« - s')(b - s')(s' - c)(s' - d) 
(n>0). (25) 
The integrals Jn(a,b,c,d) can be obtained as shown in 
Appendix B. In fact, this computation only requires the 
determination of complete and normal elliptic integrals of 
first kind and second kind. These elliptic integrals can all 
be obtained by using the efficient methods recently devel-
oped by Fukushima [22] (see [22] and references therein). 
In fact, numerical simulations have shown that the routines 
based on Fukushima's algorithms for the numerical computa-
tion of elliptic integrals are typically three times faster than 
those supplied in [29]. Apart from the use of Fukushima's 
algorithms, the computational burden involved in the deter-
mination of the integrals Ipq(z, u, v) can be alleviated if one 
makes use of the recurrence relations shown in Appendix C. 
Since the integrals Ipq(z,u,v) of (21) are only different 
from zero in the interval —(u+v) < z < +(u + v), 
the functions e^nrs(x,y) of (20)—and therefore, the cross 
correlations g(kKpq(x, y) and gfMpq(x, y) of (11) and (12)— 
will accordingly be different from zero in the rectangular 
domain of the xy plane 
a ak + ai 
< x < x% 
H , ak + ai 
u u
 bk + bi
 kl kl bk + bi 
yf = yf o— <y <n = n + —~— (26) 
where xf = xck - xci and yf = yck - yd- The rectangular 
domain of (26) turns out to be the integration domain Tlkl 
of (7) and (8). 
When the cross correlations gfklpq(x, y) and gfklpq(x, y) 
are cross correlations between BFs belonging to the same 
dipole—e.g., the kth dipole—the integration domain Tlkk 
includes the point (x = 0, y = 0) as shown in [19, eq. 32] 
[see also (26) in the particular case where k = I]. Since 
the integrand of (7) and (8) is singular at (x = 0, y = 0), 
this singular behavior has to be extracted [19, eqs. 37 to 
39] and carefully integrated as discussed in [19, App. B]. 
Also, the integrands of (7) and (8) present logarithmic 
singularities in the integration domain Tlkk that can 
be adequately handled by using Ma-Rokhlin-Wandzura 
(MRW) quadrature rules [30]. In the case where the 
cross correlations gfkl (x,y) and gikl pq(x, y) are cross 
correlations between BFs belonging to different dipoles 
first kind. Note that the numerator of the integrand in (22) is (k =/= I), the integration domain Tlklpq does not include 
Logarithmic singularities 
yJd ^kl Z B Z B Z M 1 
Ji>* JLj **3 "^4 5 
< y < yf) Fig. 3. Integration domain F'kl = {x" < x < x"} x {y" 
of (7) and (8) when t ^ / . The location of the logarithmic singularities within 
the integration domain is clearly indicated. 
anymore the point (x = 0, y = 0), and therefore, there is 
no need to extract the singular behavior at (x = 0, y = 0) 
when carrying out the numerical integration of (7) and (8). 
However, the cross correlations gfkl pq(x, y) and gfkl pq(x, y) 
present logarithmic singularities in the integration domain 
Tlkl even when k ^ I. These singularities are introduced 
by the complete elliptic integrals K(k) and U(a2,k) 
of (39)—(41), which present logarithmic singularities when 
k = 1. According to (42), this happens when a = b or c = d 
in (42). This means that the integrals J„(a,b,c,d) of (25) 
will be singular when a = b or c = d. And according to 
the definitions of a, b, c, and d provided in Appendix A, the 
logarithmic singularities of J„(a,b,c,d) will appear in the 
integrals Ipq(z, u,v) when z: u v and z = v u. Bearing 
in mind (20), these logarithmic singularities will also be 
g^nrs(x,y)—and therefore, in the present in the functions e\ 
cross correlations nA 
(x,y)-
8tki,Pq(x> y^ a n d 4ki,Pq(x> J)—when 
M M 
M _
 vkl 
y = y^ = y" 
y = yf = yf + 
at - ai 
2 
(ik -
2 
bk-
2 
bk-
m 
bi 
bi 
(27) 
(28) 
(29) 
(30) 
It turns out that xf < xf < xf < xf and 
yki
 < yki < yki < ^H^ ^ ^ ^ indines (jj&[ \^Q logarithmic 
singularities of e^nrs(x,y) at x hi x\ , y n and y = yf will appear in the integration domain Tlu 
of (7) and (8). Fig. 3 shows a clear picture of this integration 
domain and of the location of the logarithmic singularities. 
In order to carry out the numerical computation of the 
integrals (7) and (8) when k ^ /, the rectangular integration 
domain Tla = {x\l < x < xf} x {y\l < y < yf] of each 
V> 
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— Without spectral terms extraction 
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Fig. 4. Magnitude of the relative errors between the spatial domain MPGF 
for the scalar potential and the interpolation obtained from (14) (as 
a function of kxQ for fixed values of kyo, x, and y). Results are presented 
for the case where the spectral domain terms are not extracted prior to the 
interpolation as in [19, eq. (24)] (dashed line), and for the case where the 
spectral domain terms are extracted prior to the interpolation as in (13) 
(solid line). Parameters: z = z7 = d\ = h\ + hi = 2A?>9 mm, / = 14 
GHz, a = b = 12 mm, x = 0.4a, y = 0.4b, 0max = 33°, p¡n c = 0°, and 
Nc = 10. 
integral is divided into the 16 rectangular subdomains {xf < 
x < xf{_Ax{yk/ < y < ykÁA (i, j = 1,2, 3,4), each of which yi+i has two sides with logarithmic singularities (see Fig. 3). And 
each integral is expressed as the summation of 16 subintegrals, 
each of which is defined over one of the 16 integration 
subdomains. After that, a convenient change of variables is 
applied to each subintegral so that it is converted into a new 
subintegral in the square domain { 0 < M < 1 } X { 0 < U < 1 } 
with logarithmic singularities at u = 0 and v = 0. Finally, 
all these subintegrals are collected together into one single 
integral in the square domain { 0 < M < 1 } X { 0 < U < 1 } 
as in [19, eq. (40)], and this single integral with logarithmic 
singularities at u = 0 and v = 0 is efficiently computed by 
iterated application of MRW quadrature rules [30] as in [19]. 
III. NUMERICAL RESULTS AND VALIDATIONS 
The three-layered substrate employed to obtain the results 
presented in this section is that used for the design of the 
reflectarray antennas of [15]. For this substrate, h\ = 2.363 
mm, /12 = 0.076 mm, h^ = 1.5 mm, er>i = 2.55, er,2 = 2.32, 
er,3 = 2.17, tana, = 0.0009, taná2 = 0.0013, and taná3 = 
0.0009. The thin intermediate layer is a bonding layer used to 
glue the upper and lower layers. This thin layer is conveniently 
handled in MPGF interpolations as explained in [19, Sec. III]. 
Fig. 4 shows results for the errors arising in the interpolation 
of the MPFG for the scalar potential G^'pp as the variable 
kxo of (14) changes and the other three variables—kyo, x and 
y—remain fixed (similar results have been obtained when kyo 
changes, while kxo, x, and y remain fixed). The dashed line 
corresponds to the case where the regularized Green's function 
Gj p're8(£xo, kyo, x, y) of [19, eq. (24)] is used in the interpo-
lation of (14), and the solid line corresponds to the case where 
the regularized Green's function G['pp (kxo,kyo,x,y) 
of (13) is used in (14). Note that when the spectral terms 
m = 1 and n = 0, m = - 1 and n = 0, m = 0 and 
n = 1, and m = 0 and n = - 1 of (10) are not extracted 
prior to interpolation, the errors in G^'pp become larger than 
10% in spite of the fact that a large number of Chebyshev 
polynomials is used in the interpolation—Nc = 10. However, 
when the spectral terms are extracted, the interpolation errors 
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Fig. 5. Magnitude of the relative errors between the spatial domain MPGF for 
the scalar potential and the interpolation obtained from (13) and (14) 
(as a function of kxQ for fixed values of kyo, x, and y). Results are presented 
for different values of the number of Chebyshev polynomials Nc used for each 
of the four interpolation variables. Parameters: z = z7 = d\ = h\ + hx = 
2.439 mm, / = 14 GHz, a = b = 12 mm, x = 0.4a, y = 0.4b, 9max = 33°, 
PJJJC = 0°, and Nc = 10. 
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p = y/2x = y/2y (mm) 
Fig. 6. Magnitude of the relative errors between the spatial domain MPGF for 
the scalar potential and the interpolation obtained from (13) and (14). 
The MPFG values are sampled along the diagonal of the unit cell (for fixed 
values of kxQ and kyo). Results are presented for different values of the number 
of Chebyshev polynomials Nc used for each of the four interpolation variables. 
Parameters: z = z7 = d\ = h\ + hx = 2.439 mm, / = 14 GHz, a = b = 
12 mm, d\„ •• 30°, <pinc = 0°, and Nc 10. 
become smaller than 0.001% when Nc = 10. As commented in 
Section II, this behavior is caused by the fact that the spectral 
terms m = 1 and n = 0, m = —1 and n = 0, m = 0 
and n = 1, and m = 0, n = - 1 of (10) introduce quasi-
singularities in G^'pp, since the values of kp¡w, kp¡oi, &p,-i,o, 
and kPfi,-i become close to the spectral domain pole £TM0 
as the angle of incidence 9mC approaches 6max (although in 
practical reflectarrays, you try to avoid this pole to prevent 
the excitation of surface waves in the substrate, the discretized 
spectral variable kp¡mn unavoidably approaches the pole as 
the angle of incidence 6mc increases [31]). And these quasi-
singularities have a harmful effect on the interpolation with 
polynomials. As soon as the quasi-singularities are removed 
from the function to be interpolated, the interpolation works 
correctly as shown in Fig. 4. In the case of the MPGF for 
the vector potential, Gxxv, we have obtained interpolation 
errors below 0.001% when Nc = 10 (i.e., as in the solid line 
of Fig. 4) without extracting the spectral terms m = 1 and 
n = 0, m = - 1 and n = 0, m = 0 and n = 1, and m = 0 
and n = - 1 of (10). The explanation for this is that the pole 
£TM0 is not present in G^fiikp), which is the spectral domain 
version of Gxxvv. 
Figs. 5 and 6 show the convergence in the interpolation 
errors of G^'pp as the number of Chebyshev polynomials Nc 
increases. Equations (13) and (14) are used in the interpolation 
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Fig. 7. (a) Magnitude and (b) phase of Rxx for the reflectarray element 
made of two orthogonal sets of four dipoles that has been used in [15]. Our 
results obtained with both the spectral domain MoM (x) and the hybrid MoM 
of Section II (solid lines) are compared with those obtained with CST (+). 
Parameters: a = b = 12 mm, 0¡nc = 16.9°, fp¡nc = 0°, dipole width 
m = 0.5 mm, s\ = sx = 3.5 mm, b\\ = 0.58¿2l> ^32 = 0-95¿>21> 
¿22 = 0.93i»3i, ¿12 = 0.63¿>3i, and ¿31 = ¿21 = '• 
of G^'PP to avoid the harmful effect of the quasi-singularities 
of (10). In Fig. 5, we study the convergence of the interpola-
tion errors as a function of kxo for fixed values of kyo, x, and y 
(in particular, in this case, kxo/ko = sin#mc and kyo = 0, since 
<Pinc has been assumed to be 0° in the plotted curves). And in 
Fig. 6, we study this convergence as a function of x = y for 
fixed values of kxo and kyo. A similar level of interpolation 
errors can be observed in both Figs. 5 and 6. Thus, it can 
be stated that three significant figures are roughly achieved in 
the interpolated values of G^'pp when Nc = 6, four significant 
figures are roughly achieved when Nc = 8, and five significant 
figures are achieved when Nc = 10. The convergence in 
the interpolation errors of G^'pp with respect to Nc for the 
four interpolation variables involved in (14) demonstrates the 
regularized Green's function G['p p' (kxo,kyo,x, y) of (13) 
is a smooth function of all these variables. In the rest of this 
paper, we will use Nc = 7 for the interpolations, which suffices 
to ensure between three and four significant figures in the 
interpolated values of the MPGFs. 
In order to validate our MoM codes for the periodic 
structure with two orthogonal sets of four parallel dipoles 
of Fig. 1, in Fig. 7(a) and (b), the magnitude and phase of 
the Rxx element of the reflection matrix (see [15, eq. 1]) are 
plotted for the particular structure analyzed in [15, Fig. 7]. 
The phases of Rxx and Ryy are the crucial parameters in the 
design of a dual-polarization reflectarray antenna [15], and in 
this case, the phase range achieved for Rxx is close to 700°. 
The magnitude of Rxx is used to estimate the dielectric losses 
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Fig. 8. (a) Magnitude and (b) phase of Rxx for the reflectarray element made 
of two orthogonal sets of four dipoles that has been used in [15]. Convergence 
with respect to the number of BFs N¡, employed in the approximation of the 
current density on the dipoles. Dashed line is used for Nf, = 2 (Nf,i = 1 and 
N[,2 = 0), solid line for N¡, = 4 (Af¿i = 3 and N¡,2 = 0), the symbol + 
is used for N¡, = 1 (Nj,\ = N¡,2 = 3), and the symbol x for N¡, = 11 
12 mm, 9-m (Nfri = N¡,2 = 5). Parameters: a = 
dipole width m = 0.5 mm, s\ = sx = 3.5 mm, b\\ 
¿22 = 0.93i»3i, ¿12 = 0.63&31, and ¿31 = ¿21 = 
16.9°, <ph 0° 
: 0.58&21, b32 = 0.95&21, 
in the designed antenna. In Fig. 7(a) and (b), the results 
obtained with the standard spectral domain MoM [i.e., (4) is 
used for the determination of MoM matrix entries when 
i, j = 1,2] are compared with results obtained with the hybrid 
spatial/spectral MoM described in Section II [i.e., Eqn. (4) is 
used for the determination of MoM matrix entries when i ^ j 
and Eqn. (6) is used when i = j], and with results obtained 
with the commercial software CST. Excellent agreement is 
observed in the comparisons carried out. 
In Fig. 8(a) and (b), we show a convergence study of 
the results presented in Fig. 7(a) and (b) with respect to 
the number of BFs of (17)—(19) used to model the current 
density on the dipoles. These results show that four BFs (three 
BFs of the type shown in (17) and the BF of (19)) suffice 
to achieve convergence in the values of both the magnitude 
and phase of Rxx. In fact, the results of Fig. 8(a) and (b) 
indicate that the BFs of (18), which are odd in the variable 
2(y — yck)/bk, do not add a relevant contribution to the current 
density approximation provided by the BFs of (17), which are 
even in the variable 2(y - yck)/bk- The fact that four BFs 
suffice to provide an accurate approximation of the current 
density on the dipoles justifies the choice of BFs carried out 
in this paper in accordance with the suggestions of [20]. 
Fig. 9(a) and (b) shows the profiles obtained for the two 
components of the current density on the three horizontal 
dipoles of the upper layer of Fig. 1(b) when the hybrid MoM 
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Fig. 9. (a) Normalized x-component and (b) y-component of the current 
density on the three horizontal dipoles of the upper layer of Fig. 1(b). 
Parameters: a = b = 12 mm, 0 ¡ n c = 16.9°, q>inc = 0°, / = 11.95 GHz, dipole 
width m = 0.5 mm, s\ = sx = 3.5 mm, b\\ = 4.41 mm, ¿32 = 7.22 mm, 
¿22 = 7.07 mm, ¿12 = 4.79 mm, and ¿31 = ¿21 = 7.6 mm. 
is applied. The profiles correspond to the periodic structure of 
Fig. 8(a) and (b) for which / = 7.6 mm at / = 11.95 GHz. 
Please note that the component of the current density along the 
dipoles direction (x-component) vanishes at the dipole ends, 
and that its derivative at those points becomes singular. Also, 
the component of the current density normal to the dipoles 
direction (y-component) becomes singular at the dipole ends. 
These physical edge singular behaviors are correctly accounted 
for by the BFs of (17)—(19). Since the normalization constant 
used in Fig. 9(a) and (b) is the same, Fig. 9(a) and (b) indicates 
that the x-component of the current density is on average 
two orders of magnitude larger than the y-component, and 
therefore, that the y-component is much less relevant to the 
x-component. This helps to justify why a single BF was used 
in the approximation of the y-component of the current density 
in (19), whereas several BFs were used in the approximation 
of the x-component in (17) and (18). 
Table I shows the values of the phases of Rxx and Ryy in 
some of the structures analyzed in Fig. 7(a) and (b). These 
values of ¿Rxx and ¿Ryy are reference values, which have 
been obtained by means of the hybrid MoM with a sufficiently 
large number of BFs (Nb = 11), with a sufficiently large 
number of Nc in (14) (7VC = 10), and with a sufficiently 
TABLE I 
CPU TIME RATIO FOR THE COMPUTATION OF ¿RX 
OF THE STRUCTURES ANALYZED IN FIG. 7. T! ,spe 
AND ¿Ryy IN SOME 
/ T hyb CPU' 'CPU is THE RATIO 
BETWEEN THE CPU TIME EMPLOYED BY THE STANDARD 
SPECTRAL M O M AND THAT EMPLOYED BY THE HYBRID M O M . 
RESULTS ARE PRESENTED FOR AN ERROR OF 5°, 3°, 
AND I o IN THE VALUES OF ¿Rxx AND ¿Ryy 
f 
(GHz) 
11.95 
11.95 
11.95 
14.0 
14.0 
14.0 
I 
(mm) 
7.6 
9.9 
11.3 
6.3 
7.4 
8.7 
¿-iVxx 
(deg.) 
-230.7 
-532.6 
-703.0 
-247.3 
-416.8 
-629.1 
¿-Ryy 
(deg.) 
-225.9 
-552.0 
-796.0 
-238.8 
-433.4 
-732.6 
mspe 
' C P U 
rphyb 
' C P U 
IErr.l<5° 
18.6 
16.4 
38.4 
18.8 
18.4 
65.9 
rpspe 
' C P U 
rphyb 
* O P Ü 
IErr.l<3° 
69.3 
26.4 
162.8 
151.4 
42 
203.6 
rpspe 
' C P U 
rphyb 
' C P U 
IErr.kl° 
791.7 
143.2 
8219 
1615 
476.8 
8195 
large number of MRW quadrature points in the numerical 
computation of integrals (7) and (8). Also, Table I shows the 
ratio between the CPU time employed by the standard spectral 
domain MoM in the computation of LRXX and ¿Ryy, T ^ j , 
and that employed by the hybrid MoM of Section II, Tjpv, 
when maximum errors of 5°, 3°, and Io are allowed in the 
computed values of ¿Rxx and ¿Ryy with respect to the refer-
ence values. It should be pointed out that in the computation 
of the hybrid MoM results, we have used interpolated MPGFs, 
but the time required for the interpolation of these MPGFs has 
not been included in Tjpv (i.e., the coefficients w'tupq of (16) 
and hlrsmn of (15) have been precomputed and used in the 
determination of Gfp're8(£xo,£;yO,-£, y) by means of (14), but 
the CPU time required to compute w\upq and h\smn has not 
been included in T^^ ) . And this is because the interpolation 
of the MPGFs is specifically devised for the analysis of a huge 
number of periodic structures (e.g., as required in reflectarray 
analysis), not for the analysis of a single periodic structure. 
Table I indicates that the CPU time ratio is typically between 
15 and 20 for an error of 5° in LRXX and ¿Ryy (except for 
resonant structures containing long dipoles where a larger CPU 
time ratio is obtained), around 100 for an error of 3°, and 
around 1000 for an error of Io. It is clear that the larger 
the accuracy required in the values of ¿Rxx and ¿Ryy, the 
faster the hybrid MoM with regard to the spectral MoM. This 
is attributed to the fact that a huge number of terms has to 
be added in (4) to obtain the values of the summations with 
sufficient accuracy in the case i = j when the spectral MoM 
is used (see [19, Fig. 5]). In fact, the determination of the 
values of ¿Rxx and ¿Ryy shown in Table I by means of 
the spectral MoM with an error lower than Io has typically 
required the summation of several million terms in (4) to 
compute Qj^ . This extraordinary computational effort is 
not necessary in the computation of ü,l¿ with (6), which 
is primarily due to the analytical effort carried out to express 
the cross correlations of (11) and (12) in closed form (see 
Section II-C and Appendices). In order to give an idea of the 
computational efficiency of both the hybrid and the spectral 
MoM in the numerical analysis of the three-layered periodic 
structure of Fig. 1, we have obtained the values of Rxx and Ryy 
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Fig. 10. Copolar and cross-polar gain patterns in the azimuth plane for 
the reflectarray antenna designed and measured in [15]. Results are presented 
at (a) 11.3 GHz for X-polarization [15, Fig. 14.a] and (b) 14.25 GHz for 
Y-polarization [15, Fig. 15.a]. The reflectarray has been analyzed with our 
codes, and the results obtained with both the spectral domain MoM (+ and x) 
and the hybrid MoM of Section II (dotted line, and dots and dashes) under 
the local periodicity assumption are compared with the measurements reported 
in [15] (solid and dashed lines). 
shown in Table I with the commercial software CST. When a 
maximum error of 5° is allowed, we have found that CST is 
around 50 000 times slower than the hybrid MoM, and around 
3000 slower than the spectral MoM. 
In Fig. 10(a) and (b), we plot results for the radia-
tion patterns of the dual-polarization reflectarray designed 
in [15] for the frequency bands 11.3-12.6 GHz (TX) and 
13.75-14.25 GHz (RX). This reflectarray is based on the 
element with two orthogonal sets of four parallel dipoles 
shown in Fig. 1(a) and (b). The reflectarray is circular with 
a 40-cm diameter, and consists of 861 elements arranged in 
a 33 x 33 square periodic grid. The dimensions of the unit 
cell of the grid are a = 12 mm and b = 12 mm. The 
reflectarray is intended to generate a focused beam in the 
direction given by the spherical angular coordinates Of, = 16.9° 
and q>b = 0° with respect to a system of coordinates 
[XR, YR,ZR} with the origin at the center of the reflectarray 
(see [15, Fig. 1] for details). It is fed by a corrugated circular 
horn with phase center located at the point of coordinates 
XR = —193 mm, YR = 0 mm, and ZR = 635 mm. 
Starting from the exact dimensions obtained in [15] for the 
dipoles of the reflectarray elements, we have obtained the 
reflection matrix R for each of these elements under the local 
periodicity assumption, and from these reflection matrices, we 
have obtained the radiation patterns as explained in [1]. The 
computation of the reflection matrices has been carried out 
with both the standard spectral MoM and the hybrid MoM. 
TABLE II 
CPU TIME RATIOS FOR THE ANALYSIS OF THE ANTENNA OF 
FIG. 10(a) AND (b), AND FOR THE DESIGN OF THE ANTENNAS^  
IN T^ i 
35 
OF FIGS. 11(a) AND (b) AND 12(a) AND (b). ^ / T ^ 2 - 0 ' , 
2-D INTERPOLATIONS OF M P G F S ARE USED IN THE HYBRID 
MOM [19], AND IN T^Fpy/T^j} " , 4-D INTERPOLATIONS 
ARE USED (SEE SECTION II) 
Figure 
Fig. 10(a) 
Fig. 10(b) 
Figs. 11(a) and(b) 
Figs. 12(a) and (b) 
rpspe /r rhyb(2D) 
- ^ P U ' 1 C P U 
1.4 
1.6 
8.5 
9.5 
rrnspe /rphyb^D) 
1 C P U ' 1 C P U 
9.8 
11.1 
14.4 
14.2 
In the case of the CPU time ratio T ^ j / ^ p u 
for the CPU time required by the spectral MoM and T ^ ^ " 
stands for the CPU time required by the hybrid MoM when 
2-D interpolations of the MPGFs are carried out with respect 
to the two spatial variables x and y as suggested in [19] 
(i.e., no interpolation is carried out with respect to kxo and 
kyo, or equivalently, with respect to the incidence angles 9mC 
and tpinc)- In the case of the CPU time ratio T^Ppu/T^u " , 
TCPU " stands for the CPU time required by the hybrid MoM 
when 4-D interpolations of the MPGFs are carried out with 
respect to the four variables kxo, kyo, x, and y as shown in (14). 
Both T^pu " and T ^ ^ " include the CPU time required for 
the interpolation of the MPGFs (i.e., the CPU time required 
to compute the coefficients w\upq of (16) and h\smn of (15) 
before (14) is ready to be used), which is around one third 
of the total computation time in the case of T ^ ^ " . When 
2-D interpolations of the MPGFs are carried out, the hybrid 
MoM turns out to be only 50% faster than the spectral MoM 
in the analysis of the antenna. However, in the case where 4-D 
interpolations are carried out, the hybrid MoM is around ten 
times faster than the spectral MoM. This important difference 
between the two hybrid MoM approaches has to do with the 
total number of MPGFs that have to be computed in each 
case. When one analyzes a reflectarray antenna, one different 
multilayered periodic problem is solved for each reflectarray 
element, since the dipoles dimensions and the direction of the 
impinging wave change from element to element. If we are 
using 2-D interpolations for the MPGFs, a different set of 
MPGFs has to be calculated to obtain the 2-D interpolated 
MPGF in each reflectarray element. In the particular case of 
the antenna analyzed in Fig. 10(a) and (b), this leads to the 
computation of 861 interpolated MPGFs, one per element and 
periodic problem. However, when we use 4-D interpolation, 
—• X-pol 11.30 GHz Hybrid MoM 
—X-pol 11.95 GHz Hybrid MoM 
—X-pol 12.60 GHz Hybrid MoM 
X-pol 11.30 GHz Spectral MoM 
X X-pol 11.95 GHz Spectral MoM 
Q X-pol 12.60 GHz Spectral MoM 
-10 0 10 
Azimuth angle (deg) 
(a) 
A maximum error of 7° has been allowed in the phases of § 
Rxx and Ryy, which suffices for a graphical representation 
such as that shown in Fig. 10(a) and (b). Fig. 10(a) and (b) 
shows that the radiation patterns obtained with the spectral 
MoM match those obtained with the hybrid MoM, and that 
good agreement is found between these two sets of numerical 
results and measurements, especially in the neighborhood of 
the main beam. Table II shows two different ratios between 
the CPU time required for the analysis of the antenna by the 
standard spectral MoM and that required by the hybrid MoM. 
,hyb(2-D^
 Tspe ^ ^ 
•—X-pol 13.75 GHz Hybrid MoM 
X-pol 14.00 GHz Hybrid MoM 
—X-pol 14.25 GHz Hybrid MoM 
+ X-pol 13.75 GHz Spectral MoM 
X X-pol 14.00 GHz Spectral MoM 
Q X-pol 14.25 GHz Spectral MoM 
-10 0 
Azimuth angle (deg) 
(b) 
Fig. 11. Copolar and cross-polar gain patterns in the azimuth plane for the 
focused beam dual-polarization reflectarray antenna designed in this paper 
in the two bands, (a) 11.3-12.6 GHz. (b) 13.75-14.25 GHz. Results are 
presented in both bands for X polarization [see Figs. 10(a) and (b) of [15] 
for comparison]. Our results obtained with the hybrid MoM of Section II 
(solid and dotted lines, and dots and dashes) under the local periodicity 
assumption are compared with those obtained with the spectral domain MoM 
(+, x, and °). 
we are also interpolating in terms of the angles of incidence, 
and the total number of MPGFs that have to be computed is 
reduced by more than one order of magnitude, which makes 
it possible important CPU time savings as shown in Table II. 
The results plotted in Fig. 11(a) and (b) show the radiation 
patterns obtained for a dual-polarization reflectarray antenna 
designed from scratch with exactly the same specifications 
as the antenna analyzed in Fig. 10(a) and (b): the same 
frequency bands of operation, the same dual-polarization, the 
same substrate, the same grid and dimensions of the unit cell, 
the same feed and position of the feed, and the same focused 
beam pattern with the same direction of the main beam. In the 
design procedure, we have optimized the dimensions of the 
dipoles in each element to simultaneously match the required 
phases at central and extreme frequencies of the two frequency 
bands of operation (11.3-12.6 GHz and 13.75-14.25 GHz) by 
following the procedure indicated in [3], [5], and [6]. Since the 
starting point used in the optimization process for the antenna 
of Fig. 11(a) and (b) is slightly different from that used in the 
antenna of Fig. 10(a) and (b), the dimensions of the dipoles 
of the former antenna are different from those of the latter 
antenna, and therefore, the radiation patterns of both antennas 
are slightly different. The antenna of Fig. 11(a) and (b) has 
been designed with both the spectral MoM and the hybrid 
MoM, and Fig. 11(a) and (b) shows the results obtained for the 
radiation patterns with both approaches overlap. According to 
Table II, the hybrid MoM is 8.5 times faster than the spectral 
MoM in the design of the antenna when 2-D interpolations 
of the MPGFs are carried out, and 14.4 times faster in case 
4-D interpolations of the MPGFs are carried out. This means 
that the hybrid MoM with 4-D interpolations of the MPGFs 
performs better than the hybrid MoM with 2-D interpolations 
of the MPGFs for the design of a reflectarray antenna (Fig. 11), 
but the difference of efficiency between the two approaches is 
not as relevant as that observed for the analysis of a reflectarray 
antenna (Fig. 10). The explanation for this different behavior 
has to do with the benefits introduced by the interpolations 
in each case. As mentioned previously, in the analysis of a 
reflectarray antenna with the hybrid MoM version of [19], 
the number of 2-D interpolated MPGFs that are required is 
equal to the number of multilayered periodic problems to 
be solved, i.e., one per element. In the optimized design of 
a reflectarray antenna, many different multilayered periodic 
problems with different dimensions have to be solved for 
each element, since the dimensions of the element have to be 
adjusted until the desired frequency response is achieved for 
that particular element. While the dimensions of the element 
are being adjusted (dipoles dimensions in the case of Fig. 11) 
and different periodic problems are being solved, the same 
interpolated MPGF is used all the time, which clearly favors 
the use of 2-D interpolated MPGFs in reflectarray antenna 
design with respect to reflectarray antenna analysis [19]. In 
case 4-D interpolations are used, the benefit is even better, 
since an important reduction is attained in the total number of 
MPGFs that have to be computed. However, the gain achieved 
by 4-D interpolations with regard to 2-D interpolations in 
reflectarray antenna design is not as relevant as that achieved 
in reflectarray antenna analysis (roughly a factor of two in the 
former case versus a factor of seven in the latter case). 
In Fig. 12(a) and (b) and also in the last row of Table II, we 
compare the performance of the spectral MoM and the hybrid 
MoM in the design of a contoured beam dual-polarization 
reflectarray antenna based on the element with two orthogonal 
sets of dipoles of Fig. 1(a) and (b). The coverage requirements 
follow those used in [6] and [15], and the antenna is designed 
at the single frequency of 11.95 GHz. The reflectarray is 
elliptic of dimensions 111 cm x 109 cm, and consists of 
7772 elements arranged in a 110 x 90 rectangular periodic grid. 
The dimensions of the unit cell of the grid are a = 10 mm and 
b = 12 mm. The reflectarray is fed by a corrugated circular 
horn with phase center located at the point of coordinates 
XR = —366 mm, YR = 0 mm, and ZR = 1451 mm. 
Fig. 12(a) and (b) shows that the results obtained with the 
spectral MoM match those obtained with the hybrid MoM, 
and that the gain radiation patterns obtained fulfill to a large 
extent the templates requirements. Table II shows that the 
hybrid MoM is 9.5 times faster than the spectral MoM in the 
design of the contoured beam antenna when 2-D interpolations 
of the MPGFs are carried out, and 14.2 times faster in 
case 4-D interpolations of the MPGFs are carried out. These 
CPU time ratios are very similar to those obtained in the 
design of the focused beam antenna of Fig. 11(a) and (b). 
Despite the hybrid MoM approach employed (with 2-D or 
4-D interpolations), Table II shows the hybrid MoM clearly 
outperforms the standard spectral MoM in the design of 
(a) 
-0.1 
-0.15 
-0.2 
I 
-0.25 
-0.3 
i —r i ^ _ i 
v-^v x v*- n 
Tv\vk, i r ^ - ^ 20dBi Y^O**^ (T/""-*26dBi 
^ • \ A * Í 2 ^ ™ ^ ^ ) X^ 
1 28.82 dBi 
28.81 dBi 
— 25.81 dBi 
— 22.81 dBi 
20.66 dBi 
—19.81 dBi 
Hyb. MoM 
X Spe. MoM 
*15dBi 
-0.05 0.05 
-V 
0.1 0.15 
(b) 
Fig. 12. Contoured lines for the copolar gain patterns of the contoured beam 
dual-polarization reflectarray antenna designed in this paper at 11.95 GHz. 
Results are presented for (a) H-polarization and (b) V-polarization. Our results 
obtained with the hybrid MoM of Section II (solid lines) under the local 
periodicity assumption are compared with those obtained with the spectral 
domain MoM (x). The templates for South American coverage are borrowed 
from [6] and [15]. 
dual-polarization reflectarray antennas made of dipoles under 
the local periodicity assumption. 
IV. CONCLUSION 
In this paper, we apply the hybrid spatial/spectral MoM 
approach of [19] to the analysis of multilayered periodic struc-
tures containing two orthogonal sets of parallel dipoles in the 
unit cell. This hybrid MoM is used in the analysis and design 
of dual-polarization reflectarray antennas based on the element 
with two orthogonal sets of dipoles. Regarding the hybrid 
MoM proposed in [19], two main novelties are introduced 
in this paper. First, the MPGFs are interpolated with great 
accuracy in 4-D in terms of both the spatial coordinates and 
the angles of incidence of the impinging wave after extraction 
of their behavior around the sources, and the extraction of 
spectral terms that lead to MPGFs quasi-singularities. This 
4-D interpolation makes it possible an important reduction in 
the total number of MPGFs that has to be computed in the 
analysis or the design of a refiectarray antenna in comparison 
with the number of MPGFs required when the 2-D interpola-
tion of [19] is used. Second, cross correlations between BFs 
with edge singularities are obtained in closed form in terms 
of complete and normal elliptic integrals of second kind for 
the case where the two BFs involved belong to two different 
coplanar dipoles. The novel hybrid MoM has been shown to 
be between one and three orders of magnitude faster than the 
standard spectral domain MoM for the analysis of multilayered 
periodic structures containing orthogonal sets of dipoles in the 
unit cell, this CPU time gain being dependent on the required 
accuracy. Also, the results obtained indicate the novel hybrid 
MoM turns out to be roughly ten times faster than the spectral 
MoM when applied to the refiectarray antenna analysis, and 
roughly fifteen times faster when applied to the refiectarray 
antenna design. The rationale presented in this paper for the 
accurate 4-D interpolation of MPGFs could still be applied 
for the analysis of refiectarray elements with more complex 
metallization patterns—crosses, loops, and so on—in periodic 
environments. However, in this latter case, subsectional BFs 
(rooftop BFs, Rao-Wilton-Glisson BFs, higher order hierar-
chical Legendre BFs, and so on) would be required for the 
approximation of the current density on the metallizations, and 
the cross correlations between these subsectional BFs would 
have to be obtained in closed form to keep the efficiency of 
the spatial MoM. Some promising preliminary results have 
already been obtained for these cross correlations between 
subsectional BFs, and they will be presented in a future 
work. 
APPENDIX A 
For the definition of the parameters a, b, c, and d that are 
required in the determination of Ipq(z, u,v) {u ^ v, u > 0, 
D > 0, and \z\ < u + v), we distinguish among the following 
six cases. 
1) For u < v and v — u < z < u + v 
z+u z—u 
a = >b = l>c = >d = -\. (31) 
V V 
2) For u < v and u — v < z < v — u 
z+ u z—u 
a = \>b = ——>c= >d = -l. (32) 
V D 
3) For u < v and —{u + v) < z < u — v 
z+ u z — u 
a = \> b = —— > c = -l>d = . (33) 
V V 
4) For u > v and u — v < z < u + v 
z+u z—u 
a = —— > b = l> c = >d = -\. (34) 
V D 
5) For u > v and v — u < z <u —v 
z+u z—u 
a = >b = l>c = -l>d = . (35) 
v v 
6) For u > v and —{u + v) < z<v — u 
z+u z—u 
a = \>b = ^—>c = -\>d = . (36) 
APPENDIX B 
According to [21, eqs. (255.17) and (340.04)], the integrals 
of (25) can be obtained by means of the expression 
9 
Jn{a,b,c,d) V(a - c){b - d) 
"
 a"-j(-\yn\ X X — 7 7 —Cj{a,b,c,d) {n > 0) 
(37) 
where the quantities Cj {a, b, c, d) of (37) can be obtained by 
means of the recurrent expression 
Cj{a,b, c, d) 
1 
2(7 - 1) [(2; - 5)(A - b){a - c){a - d) 
x Cj-3(a, b, c, d) + (2; - 4){2ab - 3a2 
+ 2ac—bd — bc+2ad — cd)Cj-2{a, b, c,d) 
+ {2j -3){3a - b-c - d)Cj-i{a,b,c,d)] 
{j>3). (38) 
The initialization for the recurrent expression of (38) is 
given by 
Co{a,b, c, d) = K{k) 
C\{a,b, c,d) = {a -b)YV{a2,k) 
r i u ^ {a-c){b-d) Ü2{a,b,c,d) = E{k) 
(39) 
(40) 
{a — b){a — c) 
K{k) 
-{3a - b - c - d){a -b)n{a2,k) 
where 
{b — c){a — d) 
{a — c){b — d) 
b-c 
a c 
(41) 
(42) 
(43) 
In (39)-(41), K{k) = F{n/2,k) and E{k) = E{n/2,k) 
stand for the complete elliptic integrals of first kind and 
second kind defined in [21, eqs. (110.06) and (110.07)], and 
U{a2,k) = II(7r/2, a2,k) stands for the complete elliptic 
integral of the third kind defined in [21, eq. (110.08)]. Taking 
into account the definition of a, b, c, and d provided in 
Appendix A, it turns out that 0 < a2 < k2 (hyperbolic case in 
the definition of the elliptic integrals of third kind according 
to [21, page 223]), and for this particular relation between the 
parameter a2 and the modulus k, U{a2,k) can be written as 
[21, eq. (414.01)] 
n(a2,k) = K(k) 
K{k) 
V(fl - c){b --d) 
a — b 
V(fl - c){b --d) 
K{k)Z{fi,k) 
a — b 
*{K{k)E{p,k)-E{k)F{p,k)} (44) 
where 
P = sin 
\ \ a-d) (45) 
and where Z(fi,k) is the jacobian zeta function defined 
in [21, eq. (140.01)], and F(P,k) and E(P,k) are the 
normal elliptic integrals of first and second kind defined 
in [21, eqs. (110.02) and (110.03)]. 
APPENDIX C 
Recurrence relations for Ipq(z, u,v) can be obtained if inte-
gration by parts is applied in (21) and the recurrence relations 
of Bessel functions are subsequently used [32, eq. (9.127)]. 
In particular, once the integrals IPP(Z,U,D) (p = 1 , . . . , N) 
and Ip¡p+i(z, u,v) (p = 1 , . . . , N - 1) have all been obtained 
by means of the expressions (24), (25), and (37)-(45), the 
integrals Ip¡p-i(z, u,v) (p = I,... ,N - I) can be obtained 
by means of the recurrence relations 
1 
hi = -i-zhi + vln] (46) 
2z 
Ip+i,P — 1 pp i—Up,p-i + Ip,p+i] — Ip-i,p (P > 2). 
(47) 
Also, in order to obtain the integrals IPiP+q(z,u,v) for 
which q > 2 (p = l,...,N - q), one can resort to the 
recurrence relations 
2z 2u 
htr+1 = —hr + —hr - h,r-l (r > 2) (48) 
V V 
2z u 
Ip,r+\ = —Ipr H Up-\,r + Ip+l,r]~ Ip,r-1 V > P > 2). 
D D 
(49) 
Finally, for the determination of Ip¡p-q(z, u, v) when q > 2 
(p = q + 1, • • •, N), one can use the recurrence relations 
2z 2v 
Ip+i,i = Ipi + —IP2-Ip-i,i (p>2) (50) 
u u 
2z v 
*p+l,r = *pr H Up,r—1 T ip,r+l\ ~ ip — \,r 
U U 
(p>r>2). (51) 
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