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In this work, we rigorously derive effective dynamics for light from within a
limited frequency range propagating in a photonic crystal that is modulated
on the macroscopic level; the perturbation parameter λ  1 quantifies the
separation of spatial scales. We do that by rewriting the dynamical Maxwell
equations as a Schrödinger-type equation and adapting space-adiabatic per-
turbation theory. Just like in the case of the Bloch electron, we obtain a sim-
pler, effective Maxwell operator for states from within a relevant almost in-
variant subspace. A correct physical interpretation for the effective dynamics
requires to establish two additional facts about the almost invariant subspace:
(1) The source-free condition has to be verified and (2) it has to support real
states. The second point also forces one to consider a multiband problem even
in the simplest possible setting; This turns out to be a major difficulty for the
extension of semiclassical methods to the domain of photonic crystals.
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1 Introduction
Photonic crystals are to the transport of light (electromagnetic waves) what crystalline
solids are to the transport of electrons [JJW+08]. This analogy extends to the mathemat-
ical formulation, because the source-free Maxwell equations
∂tE(t) = +"
−1∇x ×H(t), ∂tH(t) =−µ−1∇x × E(t), (1.1)
∇x · "E(t) = 0, ∇x ·µH(t) = 0, (1.2)
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can alternatively be written as a Schrödinger-type equation
i
∂
∂ t

E(t)
H(t)

=M(",µ)

E(t)
H(t)

,

E(0)
H(0)

=

E0
H0

∈ H(",µ), (1.3)
where the electric and magnetic component of the initial electromagnetic field configura-
tion (E0,H0) need to take values in R6 and satisfy the source-free condition (1.2). Here,
the tensorial quantities " and µ are the material weights electric permittivity and magnetic
permeability which enter into the definition of the Maxwell operator
M(",µ) :=

0 +i"−1∇×x−iµ−1∇×x 0

(1.4)
(∇×x is the curl of vector fields on R3) and the Hilbert space
H(",µ) := L
2
" (R3,C3)⊕ L2µ(R3,C3)
consisting of weighted vector-valued L2-functions Ψ= (ψE ,ψH) with scalar product


Ψ,Φ

H(",µ)
:=
∫
R3
dxψE(x) · "(x)φE(x) +
∫
R3
dxψH(x) ·µ(x)φH(x) (1.5)
where a · b :=∑3j=1 a¯ j b j is the usual scalar product on C3. Even though H(",µ) coincides
with L2(R3,C6) as Banach spaces due to our assumptions on " and µ (Assumption 2.1 (i)),
the norm and scalar product depend on the weights. The square of the weighted L2-norm
is twice the energy of the electromagnetic field,
E E(t),H(t)= 1
2
 E(t),H(t)2
H(",µ)
,
and thus, the selfadjointness of M(",µ) with respect to the scalar product 〈· , ·〉H(",µ) translates
to conservation of field energy.
We are interested in the case where the perturbed material weights
"λ(x) :=
"(x)
τ"(λx)2
, µλ(x) :=
µ(x)
τµ(λx)2
(1.6)
are slow modulations of the photonic crystal’s Γ-periodic weights " and µ where Γ ∼= Z3
is the crystal lattice. The small dimensionless parameter λ  1 relates the scale of the
lattice to the scale of the macroscopic modulation. The scalar modulation functions τ" and
τµ describe an isotropic perturbation of the matrix-valued material weights " and µ which
may be induced by uneven thermal [DWN+11; DLT+04] or strain tuning [WYR+04].
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Perturbations of this type have also been considered in several theoretical works [OMN06;
RH08; EG13].
For this special case, let us denote the perturbed Maxwell operator associated to the
weights ("λ,µλ) with
Mλ :=M("λ,µλ)
and the corresponding weighted L2-space with Hλ := H("λ,µλ). For more details, we refer
to Section 2.
Our goal is to derive effective electrodynamics e−itMeff which approximate full electrodynamics
e−itMλ for initial states supported in a narrow range of frequencies. The main tool is space-
adiabatic perturbation theory which has been used successfuly to solve the analogous
problem for perturbed periodic Schrödinger operators [PST03a; DL11a].
The strategy to tackle this problem is best explained with the help of a diagram:
Hλ ZHλZ // ZH0
S(iλ∇k) // ZH0
Uλ //
ΠλHλ
Πλ

ΠZλ ZHλ
ΠZλ

ΠλZH0
Πλ

ΠrefZH0
Πref

//_____ //____ //____
physical BFZ auxiliary reference
e−itMλ

e−itM
Z
λ

e−itMλ

e−itMeff
GG
(1.7)
Apart from the physical representation, there is the Bloch-Floquet-Zak (or BFZ) representa-
tion, the auxiliary representation and the reference representation. The loops indicate uni-
tary time evolution groups. All operators mapping from left to right are unitaries between
Hilbert spaces. Any operator mapping an upper to a lower Hilbert space is an orthogonal
projection; The ranges of these projections are made up of states from a narrow band of
frequencies (we will be more specific in Section 2.3.1). Operators in different columns
are related by conjugating with the corresponding unitary (at least up to O(λ∞) errors in
norm), e. g.
ΠZλ = S
−1(iλ∇k)Πλ S(iλ∇k).
Remark 1.1 To indicate a clear relationship between operators in different representa-
tions (e. g. the projection or the Maxwell operator), we use bold-face letters for operators
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in the physical representation, we add the superscript Z in BFZ representation, and in the
auxiliary representation, we use normal letters without superscript.
Now to the strategy of the proof of our first main result, Theorem 5.1: The first change
of representation via Z exploits the Γ-periodicity of the unperturbed Maxwell operator
(cf. Section 2.2). In this BFZ representation, the Maxwell operator MZλ = Opλ(Mλ) is
a pseudodifferential operator (cf. Section 2.4 and [DL13b]), a necessity to implement
space-adiabatic perturbation theory [PST03a].
However, for technical reasons we need to change representation once more before we
adapt [PST03a]: in the physical representation, the Hilbert structure of Hλ depends on λ
so that comparing operators for different values of λ is not straightforward. Thus, we use
S(iλ∇k) to represent everything on the common, λ-independent Hilbert space ZH0 of the
periodic Maxwell operator (cf. Section 2.5).
The λ-independence of the norms allows us to adapt space-adiabatic perturbation the-
ory in Section 3 to the perturbed Maxwell operator. We construct the superadiabatic
projection Πλ, the intertwining projection Uλ and the effective Maxwellian Opλ(Meff)
order-by-order in λ. In the simplest case where Ωrel =
⋃
n∈I{ωn} consists of a family of
non-intersecting bands and each associated line bundle is trivial, we obtain explicit formu-
las for the symbolMeff =Meff,0+λMeff,1+O(λ2): The perturbation enters the principal
symbol
Meff,0(r, k) = τ(r)
∑
n∈I
ωn(k) |χn〉〈χn| (1.8)
through the deformation function τ(r) := τ"(r)τµ(r). The subprincipal symbol in this
simplified situation can be expressed in terms of the Berry connection A :=  An j with
real-valued entries An j(k) := i


ϕn(k),∇kϕ j(k)h0 and the Poynting tensor S =  Sn j
with entries
Sn j(k) :=
∫
T3
dy ϕHn (k, y)×ϕEj (k, y) (1.9)
for all n, j ∈ I, namely
Meff,1(r, k) =
1
2
∑
n, j∈I

iτ(r)
 ∇r ln τ"τµ (r) ·  Sn j(k)−S jn(k)+
+
 
ωn(k) +ω j(k)
∇rτ ·An j |χn〉〈χ j |. (1.10)
In any case, e−itOpλ(Meff) approximates the full dynamics in the reference representation
for states from the narrow band of frequencies supported in Ωrel: the composition of
the three unitaries Vλ := Uλ S(iλ∇k)Z (which change from the physical to the reference
5
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representation) intertwines the two evolution groups up to O(λ∞) in operator norm,
e−itMλ − V ∗λ e−itOpλ(Meff) Vλ

Πλ =O‖·‖(λ∞). (1.11)
Compared to the quantum problem, we also need to prove that the superadiabatic sub-
space ranΠλ supports physical states in the following precise sense: up to errors of order
O(λ∞) in norm, its elements need to satisfy the source-free conditions (1.2) and it needs
to support real-valued electromagnetic fields (cf. Definition 4.1). The first condition is al-
ways satisfied (Proposition 4.10) while the second requires two additional assumptions: "
and µ need to be real and one needs to choose bands symmetrically (cf. Corollary 4.5 and
Proposition 4.9). This spectral condition has a simple explanation: the Bloch waves which
enter Πλ are complex-valued functions, and thus we need to look at linear combinations
of counter-propagating Bloch waves to piece together real-valued fields (E0,H0).
Thus, we can derive effective dynamics for physically relevant states (Section 5): the
spectral condition in our first main result, Theorem 5.1, also implies that effective single-
band dynamics (e. g. one-band ray optics) are not sufficient to describe the dynamics of
physical sates. This is because the superadiabatic subspaces associated to single, isolated
bands cannot support real states (Corollary 5.2). Moreover, we will establish a link be-
tween Opλ(Meff) and the Maxwell-Harper operator (5.1); this operator can be seen as a
multiband generalization of the usual Harper operator with a symmetry. Hence, also the
Maxwell-Harper operator is affiliated to a non-commutative torus (of dimension 6).
Although the setting suggests that a semiclassical limit is within reach, we will argue in
Section 6 why obtaining ray optics equations for real states is not as easy as modifying ex-
isting results (e. g. [PST03a; DL11a; ST13]). Even in the simplest case, the twin band case
for non-gyrotropic photonic crystals, one needs to consider an isolated, non-degenerate
band ω+(k) together with its symmetric twin ω−(k) = −ω+(−k). Consequently, Meff,0
cannot be scalar, a case which is not covered by existing semiclassical techniques. Hence,
we postpone a rigorous treatment to a future publication [DL13a].
Finally, we will put our main results in perspective with existing results in Section 7
and outline avenues for future research. The proofs of some of the statements have been
relegated to Section 8.
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2 Setup
This section serves to introduce the main objects of study and give some of their properties.
For more details and proofs, we point to [DL13b] and references therein.
2.1 The slowly-modulated Maxwell operator
Throughout this paper, we shall always make the following
Assumption 2.1 (Material weights) Let the dielectric permittivity "λ and magnetic perme-
ability µλ be hermitian-matrix-valued functions of the form (1.6) with the following proper-
ties:
(i) ",µ ∈ L∞ R3,MatC(3) are positive, Γ-periodic and bounded away from 0 and +∞,
i. e. there exist c, C > 0 such that 0< c idC3 ≤ ",µ≤ C idC3 <+∞.
(ii) τ",τµ ∈ C∞b (R3) are positive, τ"(0) = 1= τµ(0) and bounded away from 0 and +∞.
Remark 2.2 These assumptions ensure that Hλ and L
2(R3,C6) coincide as Banach spaces,
a fact that will be crucial in many technical arguments. Physically, we include all isotrop-
ically perturbed photonic cyrstals which can be treated as lossless, linear media.
In some of our theorems, we need to assume that the material weights are real to ensure
we can construct real solutions; this means that these results do not apply to gyrotropic
photonic crystals where " and µ have non-zero imaginary offdiagonal entries.
Assumption 2.3 (Real weights) Suppose the material weights satisfy Assumption 2.1. We
call them real iff the entries of " and µ are all real-valued functions.
The slowly modulated Maxwell operator
Mλ = S(λ xˆ)
−2 M0 (2.1)
is naturally defined on the weighted L2-space Hλ and most conveniently written in terms
of the modulation
S(λ xˆ) :=

τ−1" (λ xˆ) 0
0 τ−1µ (λ xˆ)

(2.2)
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and the periodic Maxwell operator
M0 :=W Rot :=

"−1( xˆ) 0
0 µ−1( xˆ)
 
0 +i∇×x−i∇×x 0

.
We will consistently use v×ψ := v × ψ to associate a matrix to any vectorial quantity
v = (v1, v2, v3) for suitable vectors ψ= (ψ1,ψ2,ψ3) through
v× =
 0 −v3 +v2+v3 0 −v1−v2 +v1 0
 .
Equipped with the weight-independent domain D := D(Rot), the Maxwell operator Mλ
defines a selfadjoint operator on Hλ [DL13b, Theorem 2.2].
The splitting (2.1) also allows us to decompose
Hλ = Jλ ⊕G (2.3)
into the subspace of unphysical zero mode fields
G :=
n
Ψ=
 ∇xϕ1,∇xϕ2 ∈ L2(R3,C6)  ϕ1,ϕ2 ∈ L2loc(R3)o
and its 〈· , ·〉Hλ -orthogonal complement
Jλ := G
⊥Hλ
comprised of the physical states (cf. equations (2.2)–(2.4) in [DL13b]) which satisfy the
source-free conditions (1.2) in the distributional sense. We will denote the orthogonal
projections onto Jλ and G with Pλ and Qλ, respectively. The Maxwell operator
Mλ =Mλ|Jλ ⊕ 0|G
is block-diagonal with respect to this decomposition, and thus, dynamics e−itMλ leaves Jλ
and G invariant [DL13b, Theorem 2.2].
2.2 BFZ representation
In order to exploit the Γ-periodicity of the unperturbed, periodic Maxwell operator M0,
we employ a variant of the Bloch-Floquet transform called Zak transform [DL13b, Sec-
tion 3]. Here, the crystal lattice Γ = spanZ{e1, e2, e3} is spanned by three (non-unique)
basis vectors and allows to decompose vectors x = y + γ in real space R3 ∼=W× Γ into a
component y from the so-called Wigner-Seitz or fundamental cell W and a lattice vector
γ ∈ Γ. We will identify W with the 3-dimensional torus T3 for convenience.
8
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This decomposition of real space induces a similar splitting of momentum space R3 ∼=
B×Γ∗ where B is the fundamental cell associated to the dual lattice Γ∗ := spanZ{e∗1, e∗2, e∗3}
generated by the family of vectors defined through e j · e∗n = 2piδ jn, j, n= 1,2, 3. The most
common choice of fundamental cell
B :=
n∑3
j=1k j e
∗
j ∈ R3
 k1, k2, k3 ∈ [−1/2,+1/2)o
is dubbed (first) Brillouin zone, and its elements k ∈ B are known as crystal momentum.
The Zak transform is now initially defined on S(R3,C6) as
(ZΨ)(k, y) :=
∑
γ∈Γ
e−ik·(y+γ)Ψ(y + γ),
and extends to the Banach space Hλ ∼= L2(R3,C6) by density. From the definition, we can
read off the following periodicity properties of Zak transformed L2(R3,C6)-functions:
(ZΨ)(k, y − γ) = (ZΨ)(k, y) ∀γ ∈ Γ
(ZΨ)(k− γ∗, y) = e+iγ∗·y(ZΨ)(k, y) ∀γ∗ ∈ Γ∗
For λ= 0, it is well known that Z extends to a unitary map
Z : H0 −→ L2eq(R3,h0)∼= L2(B)⊗ h0
between H0 and the L
2-space of equivariant functions in k with values in
h0 := L
2
" (T3,C3)⊕ L2µ(T3,C3) ,
namely,
L2eq(R3,h0) :=
n
Ψ ∈ L2loc(R3,h0)
 Ψ(k− γ∗) = e+iγ∗· yˆΨ(k) a. e. ∀γ∗ ∈ Γ∗o . (2.4)
Here e+iγ
∗· yˆ denotes the multiplication operator by the function y 7→ e+iγ∗·y on each fiber
space h0. These spaces are equipped with the weighted scalar products

Ψ(k),Φ(k)

h0
:=
∫
T3
dyψE(k, y) · "(y)φE(k, y) +
∫
T3
dyψH(k, y) ·µ(y)φH(k, y)
and
〈Ψ,Φ〉eq :=
∫
B
dk


Ψ(k),Φ(k)

h0
.
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For λ 6= 0 the scalar product 〈· , ·〉Hλ does not necessarily decompose fiberwise in a similar
fashion. However, if we endow the space ZHλ ∼= L2eq(R3,h0) with the induced scalar
product
〈· , ·〉ZHλ :=

Z−1 · ,Z−1 ·Hλ = 
S(iλ∇k) · , S(iλ∇k) ·eq,
the map Z : Hλ −→ ZHλ is again unitary.
In BFZ representation, the Maxwell operator reads
MZλ := ZMλZ−1 = S(iλ∇k)−2 MZ0
where the periodic Maxwell operator
MZ0 := ZM0Z−1 =
∫ ⊕
B
dk M0(k)
fibers in k,
M0(k) =

0 −"−1 (−i∇y + k)×
+µ−1 (−i∇y + k)× 0

,
but MZλ does not. The operator-valued function
R3 3 k 7→M0(k) ∈ B(d,h0)
is analytic [DL13b, Proposition 3.3], and the domain d=D
 
M0(k)

of each fiber operator
of M0(k) is independent of k.
2.3 The periodic Maxwell operator
Since some of the properties of periodic Maxwell operators differ from those of periodic
Schrödinger operators, we will give a small overview. Apart from the unphysical zero
modes which contribute essential spectrum at 0, the spectrum of M0(k) due to the physical
states in J0(k) ⊂ h0 is purely discrete [DL13b, Theorem 3.4]. Here J0 is the subspace of
states satisfying (1.2) in the distributional sense and the Zak transform fibers it,
ZJ0 =
∫ ⊕
B
dk J0(k).
If we number the eigenvalues appropriately, we obtain a band picture similar to that
for periodic Schrödinger operators [DL13b, Theorem 1.4]. A schematic representation is
given in Figure 2.1. First of all, the analyticity of k 7→ M0(k) and the discrete nature of
10
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A+
n2
n-4
n-3
n-2
n-1
n1
n3
n4
A-
B-
B+
-Π Π
k
Ω
Figure 2.1: A sketch of a typical band spectrum of M0(k)|J0(k) for a non-gyrotropic pho-
tonic crystal (i. e. " and µ are real). The 2+ 2 ground state bands with linear
dispersion around k = 0 are blue. Positive frequency bands are drawn us-
ing solid lines while the lines for the symmetrically-related negative frequency
bands are in the same color, but dashed.
the spectrum away from 0 means that all band functions k 7→ ωn(k) are analytic away
from band crossings; due to the unitary equivalence of M0(k) and M0(k − γ∗), the band
functions are necessarily Γ∗-periodic. Also the corresponding eigenfunctions ϕn(k) (Bloch
functions) which satisfy
M0(k)ϕn(k) =ωn(k)ϕn(k), ϕn(k) ∈ d,
can be chosen to be locally analytic.
The first difference to periodic Schrödinger operators we notice is that M0(k) is not
bounded from below. For the particular case we are interested later on where " and µ are
real, one can see that frequency bands come in pairs: if we denote complex conjugation on
h0 with C , then C commutes with W and we obtain
C M0(k)C =−M0(−k). (2.5)
Hence, any frequency band k 7→ ωn(k) with Bloch function k 7→ ϕn(k) has a “symmetric
twin” k 7→ −ωn(−k) with Bloch function k 7→ ϕn(−k),
M0(k)ϕn(−k) =−ωn(−k)ϕn(−k). (2.6)
11
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On the level of spectra, we can write this succinctly as σ
 
M0(−k) = −σ M0(k). This
symmetry will be discussed in more detail in Section 4.
A second feature that is unique to periodic Maxwell operators is the appearance of so-
called ground state bands (blue bands in Figure 2.1); this is independent of whether " and
µ are real. By definition these are the bands ωn which approach 0 as k → 0. We have
proven that there are 2+ 2 of them, i. e. 2 approach ω = 0 from above, the other 2 from
below. In a vicinity of k = 0, these bands have approximately linear dispersion (with a con-
ical intersection), and the slope depends on the direction of k [DL13b, Theorem 1.4 (iii)].
Given material weights, the slope can be computed from the Fourier coefficients of " and
µ as well as elementary calculations involving 2×2 and 3×3 matrices. What makes these
bands special is that these are the only ones which enter when studying the transport of
light whose in-vacuo wave length is long compared to the lattice spacing of the photonic
crystal (usually referred to as homogenization limit). Deriving effective light dynamics
for ground state bands presents us with an additional technical challenge: the dimen-
sionality of the ground state eigenspace at k 6= 0 and k = 0 jumps from 4 to 6 [DL13b,
Lemma 3.2 (iii)], and thus, the associated ground state projection is necessarily discon-
tinuous at k = 0. Even though we believe we could overcome this technical obstacle by
means of a suitable regularization procedure (cf. discussion in [DL13b, Section 3.2]), the
physical situation in the low frequency regime is different: The dispersion of the ground
state bands near k = 0 is approximately linear which means that the wave length λ∝ 1/|k|
for k ≈ 0 is never small compared to the scale on which τ" and τµ vary – the multiscale
ansatz breaks down. This is the reason why we decide to exclude the ground state bands
from our considerations at this point.
2.3.1 States associated to a narrow range of frequencies
Typically, photonic crystals only have local as opposed to global spectral gaps. For in-
stance, the yellow (n±2) or violet bands (n±3 and n±4) in Figure 2.1 are only locally
separated by a gap. Mathematically, this translates to the following:
Assumption 2.4 (Gap Condition) A family of frequency bands Ωrel := {ωn}n∈I of MZ0
associated to the index set I ⊂ Z satisfies the Gap Condition iff
(i) Ωrel splits into finitely many contiguous families of bands, i. e.
Ωrel =
N⋃
α=1
Ωα
where eachΩα := {ωn}n∈Iα is defined in terms of contiguous index sets Iα = [nmin α, nmax α]∩
Z,
12
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(ii) all the Ωα are locally separated by a gap from all the other bands,
inf
k∈Bdist
⋃
n∈Iα

ωn(k)
	
,
⋃
j 6∈Iα

ω j(k)
	
=: cg(α)> 0,
(iii) and none of these bands are ground state bands in the sense of [DL13b, Definition 3.6],
i. e. infn∈I |ωn(0)|> 0.
The infimum cg := infα=1,...,N cg(α) is called gap constant.
In contrast to [PST03a, Definition 1], our definition of Gap Condition admits several con-
tiguous families of bands; this modification is necessary for photonic crystals, because in
case of real (",µ) only symmetrically chosen families of bands (corresponding to solid and
dashed lines of the same color) support real states (cf. Section 4.1).
One of the most basic results is that a local gap suffices to make the “local spectral pro-
jection” pi0(k) := 1{ωn(k)}n∈I
 
M0(k)

associated to isolated families of bands Ωrel analytic
in k. It can also be usefully expressed in terms of the Bloch functions,
pi0(k) =
∑
n∈I
|ϕn(k)〉〈ϕn(k)| . (2.7)
Lemma 2.5 Suppose Assumption 2.1 and the Gap Condition 2.4 are satisfied. Then the map
B 3 k 7→ pi0(k) is analytic and takes values in the orthogonal projections on h0.
We omit the proof since it is quite standard. It rests on locally writing the projection as
a sum of Cauchy–Dunford integrals, and then using the analyticity of the resolvent in k
[DL13b, Proposition 3.3] to deduce the analyticity of pi0.
2.3.2 The Bloch bundle
The analyticity of the map k 7→ pi0(k) means that the projection pˆi0 =
∫ ⊕
B dkpi0(k) gives
rise to an analytic vector bundle, the so-called Bloch bundle. The analysis of this particular
vector bundle has helped gain an understanding of topological and analytic aspects of
periodic Schrödinger operators [Nen83; Pan07; Kuc09; DL11b], and it will prove useful
to understand periodic Maxwell operators as well.
One starts introducing the vector bundle p : ER3(pi0)−→ R3 with total space
ER3(pi0) :=
⊔
k∈R3
ranpi0(k)
and bundle projection p−1(k) = ranpi0(k). This is a hermitian vector bundle which is
(topologically) trivial since the base space R3 is contractible [Ati94, Lemma 1.4.3]. Due
to the Oka principle [Gra58, Satz I, p. 258], we need not distinguish between topological
and analytic triviality. This allows immediately for the following result:
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Lemma 2.6 Assume Ωrel = {ωn}n∈I satisfies the Gap Condition 2.4. Then there exists an
orthonormal family of functions

R3 3 k 7→ψ j(k) ∈ h0 | j = 1, . . . , |I|	 so that
spanC
¦
ψ1(k), . . . ,ψ|I|(k)
©
= ranpi0(k)
and all the ψ j are analytic.
The Bloch bundle, which is the relevant vector bundle here, is obtained from the trivial
vector bundle p : ER3(pi0) −→ R3 by a standard quotient procedure: the group Γ∗ acts
freely on the base space R3 by translation and for all γ∗ ∈ Γ∗ we have a vector space
isomorphism ranpi0(k) −→ ranpi0(k− γ∗) induced by the equivariance condition pi0(k−
γ∗) = e+iγ∗· yˆ pi0(k) e−iγ
∗· yˆ . This Γ∗-action on the fibers is compatible with the Γ∗-action
on the base space R3 via the bundle projection p. All this endows p : ER3(pi0) −→ R3
with the structure of a Γ∗-vector bundle in the terminology of [Ati94, Section 1.6]. Now,
since the action of Γ∗ is free on the base, we have according to [Ati94, Proposition 1.6.1]
a unique quotient vector bundle with total space ER3(pi0)/Γ∗ and base space R3/Γ∗. With
a little abuse of notation, we can identify the Brillouin zone B with the torus R3/Γ∗, and
thus obtain the Bloch bundle p : EB(pi0)−→ B where the total space is the quotient
EB(pi0) := ER3(pi0)/Γ∗ =
⊔
k∈R3
ranpi0(k)

/Γ∗.
The Bloch bundle is an analytic hermitian vector bundle which is trivial if and only if the
first Chern class vanishes. For more details we refer to [Pan07; DL11b].
2.4 Pseudodifferential operators on weighted L2-spaces
The main point of [DL13b] was to explain how MZλ =Opλ(Mλ) can be understood as the
pseudodifferential operator associated to the semiclassical symbol
Mλ(r, k) =
 
S−2]M0( · )(r, k) (2.8)
= S−2(r)M0(k) +λW

0 −iτ"(r) ∇rτ"×(r)
+iτµ(r)
 ∇rτµ×(r) 0

.
Formally, Opλ( f ) for a B
 
L2(T3,C6)

-valued function is defined in the usual way as
Opλ( f ) :=
1
(2pi)3
∫
R3
dr ′
∫
R3
dk′ (Fσ f )(r ′, k′) e−i(k
′·(iλ∇k)−r ′·kˆ)
where the symplectic Fourier transform is given by
(Fσ f )(r ′, k′) :=
1
(2pi)3
∫
R3
dr ′
∫
R3
dk′ e+i(k′·r−r ′·k) f (r, k).
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2.4 Pseudodifferential operators on weighted L2-spaces
For a rigorous discussion, we point the reader to [DL13b, Section 4] and references
therein. Instead, we will content ourselves with giving only the definitions necessary
for a self-contained presentation.
Assume h1 and h2 are Banach or Hilbert spaces; in our applications, they stand for
L2(T3,C6), h0 and d. A function f ∈ C∞ R6,B(h1,h2) is called equivariant iff
f (r, k− γ∗) = e+iγ∗· yˆ f (r, k)e−iγ∗· yˆ (2.9)
holds for all (r, k) ∈ R6 and γ∗ ∈ Γ∗; we will call it right- or left-covariant, respectively, iff
f (r, k− γ∗) = f (r, k)e−iγ∗· yˆ (2.10)
f (r, k− γ∗) = e+iγ∗· yˆ f (r, k)
holds instead. Operator-valued Hörmander symbols
Smρ
 B(h1,h2) := ¦ f ∈ C∞ R6,B(h1,h2)  ∀a, b ∈ N30 : ‖ f ‖m,a,b <∞©
of order m ∈ R and type ρ ∈ [0, 1] are defined through the usual seminorms
‖ f ‖m,a,b := sup
(r,k)∈R6
p
1+ k2
−m+|β |ρ ∂ αr ∂ βk f (r, k)B(h1,h2) , a, b ∈ N30,
where N0 := N ∪ {0}. The class of symbols Smρ
 B(h1,h2) which satisfy the equivariance
condition (2.9) are denoted with Smρ,eq
 B(h1,h2); similarly, Smρ,per B(h1,h2) is the class
of Γ∗-periodic symbols, f (r, k− γ∗) = f (r, k). Lastly, we introduce the notion of
Definition 2.7 (Semiclassical symbols) Assume h j , j = 1,2, are Banach spaces as above.
A map f : [0,λ0) −→ Smρ,eq
 B(h1,h2), λ 7→ fλ, is called an equivariant semiclassical
symbol of order m ∈ R and weight ρ ∈ [0, 1], that is f ∈ ASmρ,eq
 B(h1,h2), iff there exists
a sequence { fn}n∈N0 , fn ∈ Sm−nρρ,eq
 B(h1,h2), such that for all N ∈ N0, one has
λ−N
 
fλ −
N−1∑
n=0
λn fn
!
∈ Sm−Nρρ,eq
 B(h1,h2)
uniformly in λ in the sense that for any a, b ∈ N30, there exist constants Cab > 0 so that fλ − N−1∑
n=0
λn fn

m,a,b
≤ Cab λN
holds for all λ ∈ [0,λ0).
The Fréchet space of periodic semiclassical symbols ASmρ,per
 B(h1,h2) is defined analo-
gously.
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Not only the modulated Maxwell operator MZλ can be seen as a ΨDO [DL13b, Theo-
rem 1.3], also the projection pˆi0 associated to separate families of bands coincides with
the quantization of the symbol pi0 ∈ S00,eq
 B(h0)∩ S10,eq B(h0,d) defined in Lemma 2.5.
Another building block of pseudodifferential calculus is the Moyal product ] implicitly
defined through Opλ( f ]g) :=Opλ( f )Opλ(g). It defines a bilinear continuous map
] : Sm1ρ,eq
 B(h1,h2)× Sm2ρ,eq B(h2,h3)−→ Sm1+m2ρ,eq  B(h1,h3)
which has an asymptotic expansion
] :Sm1ρ,eq
 B(h1,h2)× Sm2ρ,eq B(h2,h3)−→ Sm1+m2ρ,eq  B(h1,h3)
f ]g 
∞∑
n=0
λn ( f ]g)(n) = f g −λ i2{ f , g}+O(λ2) (2.11)
where { f , g} := ∑3j=1 ∂k j f ∂r j g − ∂r j f ∂k j g is the usual Poisson bracket. Each term
( f ]g)(n)(r, k) is a sum of products of derivatives of f and g evaluated at (r, k).
For technical reasons, we need to distinguish between the oscillatory integral f ]g and
the formal sum
∑∞
n=0λ
n ( f ]g)(n) when constructing the local Moyal resolvent. To simplify
notation though, we will denote the formal sum on the right-hand side with the same sym-
bol f ]g. Given that the terms ( f ]g)(n) are purely local, the formal sum
∑∞
n=0λ
n ( f ]g)(n)
also makes sense if f and g are defined only on some common, open subset of R6.
2.5 The λ-independent auxiliary representation
As we have explained in Section 2.2, the Hilbert space ZHλ, its scalar product and its
norm depend on λ. Hence, we will represent the problem on the λ-independent Hilbert
space ZH0 of the periodic Maxwell operator using the unitary
S(iλ∇k) : ZHλ −→ ZH0. (2.12)
This auxiliary representation has the advantage that instead of dealing with λ-dependent
operators on λ-dependent spaces, we work in a setting where the λ-dependence lies with
the operators alone. The unitarity of S(iλ∇k) implies all norm bounds derived in the
auxiliary representation carry over to the physical representation. Moreover, according to
the arguments in [DL13b, Section 4.3] this operator can also be seen as ΨDO associated
to the symbol S ∈ S00,eq
 B(h0).
In this representation, the slowly modulated Maxwell operator
Mλ := S(iλ∇k)MZλ S(iλ∇k)−1 (2.13)
= τ(iλ∇k)MZ0 +
+λτ(iλ∇k)W

0 +i
 ∇r lnτµ×(iλ∇k)
−i ∇r lnτ"×(iλ∇k) 0

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splits into a sum of two terms, the leading-order term M0 is a simple rescaling of the
periodic Maxwell operator by the deformation function
τ(r) := τ"(r)τµ(r)
while the first-order term M1 is independent of −i∇y + kˆ. The Mλ = Opλ(Mλ) all share
the same λ-independent domain [DL13b, Lemma 2.6]
ZD∼= L2(B)⊗ d
and can be seen as ΨDOs associated to the B(d,h0)-valued function
Mλ = τM0( · )−λτW

0 i
2
 ∇r ln τ"/τµ×
i
2
 ∇r ln τ"/τµ× 0

. (2.14)
The auxiliary representation also simplifies some technical arguments involving ΨDOs.
For instance, symbols of selfadjoint pseudodifferential operators Opλ( f )∗ = Opλ( f ) ∈
B(ZH0) are necessarily selfadjoint-operator-valued,
f (r, k)∗ = f (r, k) ∈ B(h0).
Consequently, the unitarity of S(iλ∇k) =Opλ(S) implies 
S(iλ∇k)−1Opλ( f )S(iλ∇k)∗ = S(iλ∇k)−1Opλ( f )S(iλ∇k)
=Opλ
 
S−1] f ]S
 ∈ B(ZHλ)
is also a selfadjoint ΨDO with symbol S−1] f ]S. For a detailed discussion of pseudo-
differential theory in this setting, we refer to [DL13b, Section 4].
3 Space-adiabatic perturbation theory
The key technical tool, space-adiabatic perturbation theory [PST03b] exploits a common
structure shared by a wide array of multiscale systems, e. g. [PST03a; Teu03; PST07;
TT08; DL11a; FL13]:
(i) Slow and fast degrees of freedom: the physical Hilbert space Hλ is decomposed using
a sequence of unitaries into L2(B)⊗h0 (cf. equation (1.7)) in which the unperturbed
Maxwell operator is block-diagonal. The commutator of the fast variables
 
yˆ ,−i∇y
is O(1) while that of the slow variables  iλ∇k, kˆ is O(λ), and hence, the names.
(ii) A small parameter λ  1: the adiabatic parameter quantifies on which scale the
photonic crystal is modulated, measured in units of the lattice constant.
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(iii) The relevant part of the spectrum Ωrel consisting of bands which do not intersect or
merge with the remaining bands (cf. Assumption 2.4).
This technique relies on pseudodifferential calculus for systematic perturbation expan-
sions in λ and yields the last column and lower row in (1.7) as well as equation (1.11):
Theorem 3.1 (Effective dynamics: physical representation) Suppose Assumption 2.1 is
satisfied, Ωrel = {ωn}n∈I satisfies the Gap Condition 2.4 and the Bloch bundle EB(pi0) is
trivial. Pick an arbitrary orthogonal rank-|I| projection piref ∈ B(h0) and define Πref =
idL2(B) ⊗piref.
Then there exist
(1) an orthogonal projection Πλ ∈ B(Hλ),
(2) a unitary map Uλ which intertwines ΠZλ = ZΠλZ−1 and Πref, and
(3) a selfadjoint operator Opλ(Meff) ∈ B(ZH0)
such that Mλ,ΠλB(Hλ) =O(λ∞)
and e−itMλ −Z−1 U∗λ e−itOpλ(Meff)UλZΠλB(Hλ) =O λ∞(1+ |t|). (3.1)
The effective Maxwell operator is the quantization of the Γ∗-periodic symbol
Meff := piref uλ]Mλ]u∗λpiref 
∞∑
n=0
λnMeff n ∈ AS00,per
 B(h0) (3.2)
which is defined in terms of equations (2.8) and (3.3), and whose asymptotic expansion can
be computed to any order in λ.
The proof is a combination of a change of representation with a straightforward adaption
of the arguments in [PST03a]; To streamline the presentation, we have moved the proofs
of these intermediate results to Section 8.
Space-adiabatic perturbation theory uses pseudodifferential theory to construct
ΠZλ := ZΠλZ−1 =Opλ(piλ) +O‖·‖(λ∞)
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systematically in BFZ representation as the quantization of an operator-valued symbol
piλ ∈ AS00,eq
 B(h0). However, due to the advantages outlined in Section 2.5 it is more
convenient to equivalently construct the superadiabatic projection
Πλ =Opλ(piλ) +O‖·‖(λ∞)
= S(iλ∇k)ΠZλ S(iλ∇k)−1
= S(iλ∇k)Opλ(piλ)S(iλ∇k)−1 +O‖·‖(λ∞) ∈ B(ZH0)
and the intertwining unitary
Uλ =Opλ(uλ) +O‖·‖(λ∞)
= Uλ S(iλ∇k)−1 =Opλ(uλ) +O‖·‖(λ∞) ∈ B(ZH0)
in the auxiliary representation instead where bold and non-bold symbols are related by S,
piλ = S]piλ]S
−1, uλ = uλ]S−1, (3.3)
Meff = piref uλ]Mλ]u∗λpiref.
The error estimates we derive in the λ-independent representation carry over identically
to the representation on ZHλ due to the unitarity of S(iλ∇k).
Proposition 3.2 (Superadiabatic projection) Suppose Assumption 2.1 holds and assume
Ωrel = {ωn	n∈I satisfies the Gap Condition 2.4.
Then there exists an orthogonal projection
Πλ =Opλ(piλ) +O‖·‖(λ∞)
that O(λ∞)-almost commutes in norm with the Maxwell operator,
Mλ , Πλ

=O‖·‖(λ∞),
and is O(λ∞)-close in norm to the ΨDO associated to the equivariant semiclassical symbol
piλ 
∞∑
n=0
λnpin ∈ AS00,eq
 B(h0)∩ AS10,eq B(h0,d).
The principal part pi0 coincides with the projection constructed in Lemma 2.5.
The triviality of the Bloch bundle is not needed for the construction of Πλ. But it enters
crucially in the construction of the intertwining unitary Uλ = Opλ(u0) + O‖·‖(λ): The
triviality of EB(pi0) is necessary and sufficient for the existence of u0 as a right-covariant
symbol. However, unlike periodic Schrödinger operators where in the absence of strong
magnetic fields the Bloch bundle is automatically trivial [Pan07; DL11b], the situation
for periodic Maxwell operators is more delicate; we will explore this aspect further in
Section 4.1.3.
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Proposition 3.3 (Intertwining unitary) Suppose we are in the setting of Theorem 3.1.
Then there exists a unitary map Uλ : ZH0 −→ ZH0 given by
Uλ =Opλ(uλ) +O‖·‖(λ∞)
which is O(λ∞)-close in norm to the quantization of a right-covariant symbol (cf. (2.10))
uλ ∈ AS00
 B(h0),
and intertwines Πλ from Proposition 3.2 with the reference projection Πref = idL2(B) ⊗piref,
UλΠλ U
∗
λ = Πref. (3.4)
Using the previously constructed symbols of the superadiabatic projection and the inter-
twining unitary, we can use a Duhamel argument to show the Weyl quantization of the
effective Maxwellian approximates full electrodynamics to any order for states in ranΠλ.
Proposition 3.4 (Effective Maxwellian) Suppose we are in the setting of Theorem 3.1.
Then the pseudodifferential operator associated to a resummation of
Meff = piref uλ]Mλ]u∗λpiref 
∞∑
n=0
λnMeff n, (3.5)
Meff n ∈ S00,per
 B(h0),
approximates the full electrodynamics for states in ranΠλ,
e−itMλ − U−1λ e−itOpλ(Meff) Uλ

Πλ =O‖·‖
 
λ∞(1+ |t|). (3.6)
Now the proof of Theorem 3.1 simply follows by combining the previous results with a
change of representation.
Proof (Theorem 3.1) The assumptions of the theorem include those of Propositions 3.2,
3.3 and 3.4, and hence we obtain a projection Πλ =Opλ(piλ)+O‖·‖(λ∞) ∈ B(ZH0), a uni-
tary Uλ =Opλ(uλ) +O‖·‖(λ∞) ∈ B(ZH0) and an effective Maxwell operator Opλ(Meff).
Inspecting Diagram (1.7) and the comments in Section 2.5, we conclude that
Πλ := Z−1ΠZλ Z = Z−1 S(iλ∇k)−1Πλ S(iλ∇k)Z
=Opλ
 
S−1]piλ]S

+O‖·‖(λ∞) ∈ B(ZHλ)
and
Uλ := Uλ S(iλ∇k) =Opλ uλ]S+O‖·‖(λ∞) ∈ B ZHλ,ZH0
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are the projection and unitary we are looking for. The properties enumerated in the
Theorem follow directly from the corresponding properties of Πλ and Uλ. Moreover,
order-by-order, the effective Maxwell operator defined in (3.2) and in (3.5) are identical
(up to a resummation) since Mλ = S]Mλ]S−1 by definition and
piref uλ]Mλ]u∗λpiref = piref uλ]S]Mλ]S−1]u∗λpiref
= piref uλ]Mλ]u∗λpiref.
Lastly, (1.7) also shows how to relate the unitary evolution groups and make use of Propo-
sition 3.4:
e−itMλΠλ = Z−1 S(iλ∇k)−1 e−itMλ Πλ S(iλ∇k)Z
= Z−1 S(iλ∇k)−1 U−1λ e−itOpλ(Meff) UλΠλ S(iλ∇k)Z +O‖·‖(λ∞)
This finishes the proof. 
4 Physical solutions localized in a frequency range
So far the derivation of effective dynamics for states associated to the family of bands Ωrel
involved only the dynamical Maxwell equations (1.1). To investigate whether the almost-
invariant subspace ranΠλ contains physically relevant states, we need to establish that up
to O(λ∞)
(i) ranΠλ contains real elements and
(ii) elements of ranΠλ satisfy the no-source condition (1.2).
4.1 Real states
The Schrödinger-type equation (1.3) is naturally defined for complex-valued fields, and it
is not at all automatic that initially real-valued electromagnetic fields remain real-valued.
In fact, there are physical scenarios where this is incorrect, but more on that below.
4.1.1 Subspaces supporting real states
For the sake of simplicity, we will consistently denote complex conjugation on L2(X ,CN )
with C . Here X could be R3, T3 or any other space. Clearly, C is anti-linear and involutive.
We also need the central notion:
Definition 4.1 A closed subspace K ⊆ L2(X ,CN ) is said to support real states if and only if
CK= K.
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Now C is a “particle-hole symmetry” of the free Maxwell operator,
C Rot C =−Rot ,
which extends to the Maxwell operator Mλ = WλRot if and only if ("λ,µλ) which enter
the weight operator
Wλ =

"−1
λ
0
0 µ−1
λ

are real,
C Wλ C =Wλ ⇐⇒ C Mλ C =−Mλ. (4.1)
Seeing as the weight operator enters into the definition of the scalar product on Hλ
(cf. equation (1.5)), C is anti-unitary if and only if the weights are real. Note that the
periodicity of (",µ) is not needed for these arguments.
Consequently, the unitary time evolution commutes with C iff the weights are real:
C Wλ C =Wλ ⇐⇒ C e−itMλ C = e+it C Mλ C = e−itMλ (4.2)
Thus, if the weights and the initial conditions (E,H) are real, then also for all t ∈ R the
time-evolved fields
 
E(t),H(t)

take values in R6. Indeed if Re , Im : Hλ → Hλ are real
and imaginary part operators
Re := 1
2
 
1+ C

, Im := 1
i2
 
1− C,
then (4.2) immediately implies
Re , Wλ

= 0 ⇐⇒ Re , e−itMλ= 0 (4.3)
and a similar statement for Im .
Remark 4.2 The above equation is not of purely mathematical significance: in gyrotropic
photonic crystals, " and µ are positive, hermitian-matrix-valued functions with complex
offdiagonal entries [YCL99; WLF+10; KRL+10; EG13]. Consequently, for those materials
C and and e−itMλ no longer commute. The breaking of this particle-hole symmetry [AZ97]
is crucial to allow the formation of topologically protected states akin to quantum Hall
states in crystalline solids.
The next Lemma states that we could equivalently use a criterion involving orthogonal
projections once we equip L2(R3,CN ) with a weighted scalar product of the form (1.5):
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Lemma 4.3 A closed subspace K of the Hilbert space Hλ supports real states if and only if
the orthogonal projection P ∈ B(Hλ) onto K= ran P commutes with C,
[C , P] = 0.
Proof Let K ⊆ Hλ be a closed subspace with CK = K. Then there exists a unique orthog-
onal projection P onto K. Since P ′ = C P C projects onto CK and CK = K, it follows from
the uniqueness of the projection that P ′ = P.
Conversely, let P be an orthogonal projection for which [C , P] = 0 holds. Then C2 = id
implies C P C = P, and thus C ran P = ran P. 
4.1.2 Unperturbed non-gyrotropic photonic crystals
Now we turn to the case where the material weights " and µ are real and Γ-periodic,
i. e. λ = 0; the first assumption excludes gyrotropic photonic crystals. We will be inter-
ested in subspaces of the form Z−1 ran pˆi0 ⊂ H0 where pˆi0 is the “local spectral projection”
from Lemma 2.5 associated to a family of bands Ωrel = {ωn}n∈I .
To exploit the periodicity, let us switch to the BFZ representation where the action of
complex conjugation CZ := Z C Z−1 is 
CZΨ

(k) = Ψ(−k) ∀Ψ ∈ ZH0. (4.4)
Hence, CZ does not fiber; instead it often induces relationships between the fiber spaces
at k and −k. In BFZ representation, the condition “K supports real states” translates to
Ψ ∈ ZK ⇐⇒ CZΨ ∈ ZK, (4.5)
and implies a symmetry condition for the fiber projections pi0(k):
Proposition 4.4 Suppose (",µ) are real. Then Z−1 ran pˆi0 supports real states if and only if
C pi0(k)C = pi0(−k) holds for all k ∈ B.
Proof From Lemma 4.3, equation (4.1) and the unitarity of Z one has that Z−1 ran pˆi0
supports real states if and only if CZ pˆi0 CZ = pˆi0. From this equality, using the fiber
representation (2.7) of the projection pˆi0, the symmetry of the Bloch functions (2.6) and
the action of CZ described by (4.4), one easily deduces the fiber-wise relation C pi0(k)C =
pi0(−k). 
C pi0(k)C = pi0(−k) translates to a spectral condition most conveniently written in terms
of the relevant part of the spectrum
σrel(k) :=
⋃
n∈I

ωn(k)
	
. (4.6)
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Corollary 4.5 Suppose (",µ) are real. Then Z−1 ran pˆi0 supports real states if and only if
σrel(−k) =−σrel(k) holds for all k ∈ B.
Proof Thanks to Proposition 4.4 we can equivalently prove that C pi0(k)C = pi0(−k)
holds iff σrel(−k) =−σrel(k). This follows easily from the spectral properties of M0(k) for
real weights discussed in Section 2.3. 
Proposition 4.6 Suppose (",µ) are real, the family of relevant bands Ωrel = {ωn}n∈I satis-
fies the Gap Condition 2.4 and Z−1 ran pˆi0 supports real states in the sense of Definition 4.1.
Then the Bloch bundle EB(pi0) associated to pˆi0 is trivial.
Proof As explained in [DL11b, Theorem 4.6] or [Pan07, Theorem 1] the relation C pi0(k)C =
pi0(−k) guarantees that the first Chern class of EB(pi0) vanishes which in turn implies the
triviality of the Bloch bundle due to the low dimensionality of the base space. 
Remark 4.7 A more careful analysis shows that the trivial bundle EB(pi0) can be naturally
seen as the sum of two potentially non-trivial bundles with opposite Chern numbers: If
we decompose pˆi0 = pˆi+0 + pˆi−0 into positive and negative frequency contributions, we
obtain the natural splitting of
EB(pi0)∼= EB(pi+0)⊕ EB(pi−0).
into the Whitney sum of positive and negative frequency Bloch bundle. The triviality of
EB(pi0), the composition property of Chern classes and the low dimensionality of the base
space B yields
0= c1
 EB(pi0)= c1 EB(pi+0)+ c1 EB(pi−0),
which is equivalent to c1
 EB(pi+0) = −c1 EB(pi−0) (one needs to use also the fact that
H2(B,Z) is torsion free). However, the particle-hole symmetry C by no means implies
c1
 EB(pi±0)= 0.
4.1.3 Slowly modulated non-gyrotropic photonic crystals
The periodic case could be handled on the level of fiber decompositions of periodic oper-
ators; the superadiabatic projection ΠZλ has a more complicated structure, and we need
to transfer (2.5) to the level of symbols. With this in mind, we introduce the operation
(c f )(r, k) := C f (r,−k)C
for suitable operator-valued symbols f ∈ Sm0,eq
 B(h0), because then, conjugation with CZ
and c are intertwined via Opλ:
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4.2 Source-free condition
Lemma 4.8 CZOpλ( f )CZ =Opλ(c f ) ∀S00,eq
 B(h0)
The proof is straightforward and can be found in Section 8.2. Now we are in a position to
prove the first physicality condition. Just like in the case of the perfectly periodic Maxwell
operator, ranΠλ supports real states if and only if σrel(k) is chosen antisymetrically.
Proposition 4.9 Assume ("λ,µλ) are real and σrel(k) = −σrel(−k). Then CΠλ C = Πλ +
O‖·‖(λ∞) holds.
Proof First of all, we can reduce the problem to computing CZ Πλ CZ since the relation
C , S(λ xˆ)±1

= 0 implies after the Zak transform that
CZΠZλ C
Z = CZ S(iλ∇k)−1Πλ S(iλ∇k)CZ
= S(iλ∇k)−1 CZ Πλ CZ S(iλ∇k).
Now we replace Πλ by Opλ(piλ) and use Lemma 4.8,
. . .= S(iλ∇k)−1 CZOpλ(piλ)CZ S(iλ∇k) +O‖·‖(λ∞)
= S(iλ∇k)−1Opλ(cpiλ)S(iλ∇k) +O‖·‖(λ∞). (4.7)
Given that the weights are real and σrel(−k) = −σrel(k), Lemma 8.2 applies, and we
deduce cpiλ = piλ. Once we plug that back into (4.7), we obtain
. . .= S(iλ∇k)−1Opλ(piλ)S(iλ∇k) +O‖·‖(λ∞)
=Πλ +O‖·‖(λ∞),
and thus finish the proof of the claim. 
4.2 Source-free condition
The almost-invariant subspace ranΠλ supports real states if and only if the relevant spec-
trum is chosen symmetrically and the weights ("λ,µλ) are real. Both of these conditions
are not necessary for the second physicality condition. Instead of checking that elements
of the almost-invariant subspace approximately satisfy (1.2), we use the characterization
in terms of the invariant subspaces
Hλ = Jλ ⊕G= ranPλ ⊕ ranQλ.
The crucial ingredient in the proof is the assumption that σrel does not contain ground
state bands, because then ranΠλ is separated “spectrally” from the unphysical space of
zero modes G.
Proposition 4.10 Under the conditions of Proposition 3.2, Πλ Pλ =Πλ +O‖·‖(λ∞) holds.
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Proof We will equivalently prove ΠλQλ =O‖·‖(λ∞) in the λ-independent representation
on ZH0 instead. The Gap Condition 2.4 stipulates that none of the relevant bands are
ground state bands in the sense of [DL13b, Definition 3.6] and thus, by [DL13b, Proposi-
tion 1.4 (iii)], there exists a neighborhood U ⊂ R of ω = 0 such that σrel ∩ U = ; where
σrel :=
⋃
(r,k)∈R6 τ(r)σrel(k). Moreover, let χ : R −→ [0, 1] be a smoothened bump func-
tion so that χ|σrel = 1 and χ|U = 0. Since we are considering only a finite number of
relevant bands, we can choose χ as to have compact support. Then we can write
χ(Mλ) =
1
pi
∫
C
dz ∧ dz¯ ∂z¯χ˜(z) Mλ − z−1
using the Helffer-Sjöstrand formula [HS89, Proposition 7.2] which involves choosing a
pseudoanalytic extension χ˜ of χ (see e. g. [Dav95, equation (2)] or [DS99, Chapter 8]).
Up to errors of arbitrarily small order in λ, we can use the local Moyal resolvent from
Lemma 8.1 to locally define
χ](r, k) :=
1
pi
∫
C
dz ∧ z¯ ∂z¯χ˜(z) Rλ(z)(r, k). (4.8)
Hence, we can find a resummation in AS00,eq
 B(h0) which we will also denote with χ],
and by definition this resummation satisfies
χ(Mλ) =Opλ(χ]) +O‖·‖(λ∞)
and consequently
Πλχ(Mλ) =Opλ
 
piλ]χ]

+O‖·‖(λ∞).
We now use the Helffer-Sjöstrand formalism on the level of symbols to express the pro-
jection similar to (4.8): assume V is a neighborhood of (r0, k0) where we can use a single
contour Λ to enclose only τ(r)σrel(k) for all (r, k) ∈ V . Let η : R −→ [0,1] be a com-
pactly supported smooth bump function such that η|τ(r)σrel(k) = 1 holds for all (r, k) ∈ V
and suppη is contained in the interior of Λ. Then we can write
piλ(r, k) =
1
pi
∫
C
dz ∧ dz¯ ∂z¯η˜(z) Rλ(z)(r, k) +O(λ∞)
=: η](r, k) +O(λ∞)
as a complex integral in a neighborhood of (r0, k0), and a straightforward adaptation
of the arguments in the proof of [Dav95, Theorem 4] as well as the local nature of the
asymptotic expansion of ] yield 
piλ]χ]

(r, k) =
 
η]]χ]

(r, k) +O(λ∞)
=
1
pi
∫
C
dz ∧ dz¯ ∂z¯à(ηχ)(z) Rλ(z)(r, k) +O(λ∞).
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Seeing as χ|suppη = 1, we deduce
piλ]χ] = piλ +O(λ∞) ∈ S00,eq
 B(h0)
and thus also
Πλχ(Mλ) =Opλ
 
piλ]χ]

+O‖·‖(λ∞)
=Opλ(piλ) +O‖·‖(λ∞) = Πλ +O‖·‖(λ∞).
Furthermore, from MλQλ = 0 we obtain
Qλ = 1{0}(Mλ)Qλ.
Inserting χ(Mλ) and 1{0}(Mλ) and using that
 
χ 1{0}

(ω) = 0 in the sense of functions on
R, we get
ΠλQλ = Πλχ(Mλ)1{0}(Mλ)Qλ +O‖·‖(λ∞)
= Πλ
 
χ 1{0}

(Mλ)Qλ +O‖·‖(λ∞)
=O‖·‖(λ∞).
This concludes the proof. 
5 Effective electrodynamics
Now we are ready to state and prove our main result: Simply put, the results from Sec-
tion 3 deal with the dynamical Maxwell equations (1.1) while those in Section 4 concern
themselves with the no-source conditions (1.2) as well as with the reality of electromag-
netic fields. Their combination yields
Theorem 5.1 (Effective light dynamics) Suppose Assumption 2.1 holds, ("λ,µλ) are real,
and that the relevant family of bands Ωrel satisfies the Gap Condition 2.4 and σrel(k) =−σrel(−k). Then the superadiabatic projection Πλ, the intertwining unitary Uλ and the
symbol Meff constructed in Theorem 3.1 exist and we have effective light dynamics in the
following sense:
(i) States in Kλ := ranΠλ are physical states up to O‖·‖(λ∞), namely
(a) they satisfy the divergence-free conditions (1.2), Πλ Pλ =Πλ +O‖·‖(λ∞),
(b) Kλ supports real-valued solutions, i. e.

C ,Πλ

=O‖·‖(λ∞).
(ii) There exist effective light dynamics generated by
Meff = Z−1 U−1λ Opλ(Meff)UλZ +O‖·‖(λ∞)
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which approximate the full dynamics,
e−itMλΠλRe = Re e−itMeffΠλRe +O‖·‖(λ∞),
and the subspace Kλ is left invariant up to errors of order O(λ∞) in norm.
Proof In order to be able to apply Theorem 3.1, we need to prove the existence of a sym-
bol u0 ∈ S00,eq
 B(h0). By our discussion in the proof of Proposition 3.3, this is equivalent
to the triviality of the Bloch bundle associated to pˆi0. However, according to Proposi-
tion 4.4 the restriction to real weights and the condition σrel(−k) = −σrel(k) is in fact
equivalent to Z−1 ran pˆi0 supporting real states, and hence, the Bloch bundle is trivial by
Proposition 4.6. This means the assumptions of Theorem 3.1 are satisfied and the supera-
diabatic projection Πλ, the intertwining unitary Uλ and the symbol Meff of the effective
Maxwell operator exist, and have the enumerated properties.
Moreover, also the assumptions of Propositions 4.9 and 4.10 are also satisfied, and
states in Kλ are physical states up to O(λ∞). The remaining items are just a restatement
of equation (3.1). 
Corollary 5.2 Suppose the conditions of Theorem 5.1 are satisfied. Then there cannot be
effective one-band dynamics describing the evolution of physical states.
Proof The one-band case is excluded, because the condition σrel(−k) = −σrel(k) implies
that |I| is even: If ωn(k) is contained in σrel(k), then also its symmetric twin −ωn(−k) ∈
σrel(k) is in the relevant bands so that positive-negative frequency bands come in pairs. 
This Corollary is very significant with regard to existing work: since single bands can-
not support real states, effective single-band dynamics cannot describe the evolution of
physical states. Instead, one always needs to consider linear combinations of counter-
propagating waves (cf. Section 6).
5.1 A Peierls substitution for the Maxwell operator
To get a better idea what explicit expressions for forMeff constructed in Theorem 5.1 look
like, let us make an attempt to find on in the simplest possible situation. In general, there
are two obstacles: (1) we are dealing with a genuine multiband problem and (2) each
contiguous family of bands may have a non-trivial topology. Hence, even if Ωrel consists
of isolated bands, each of these bands may not be geometrically trivial. However, if we
impose triviality of the single-band Bloch bundles as an additional assumption, we obtain
an explicit expression for Meff (cf. Section 8.3 for details of the computation).
Corollary 5.3 In addition to the assumptions in Theorem 5.1, let us suppose Ωrel consists
of isolated bands and all associated single-band Bloch bundles are trivial. Then the first
two terms of the effective Maxwellian Meff =Meff,0 + λMeff,1 +O(λ2) are given by equa-
tions (1.8) and (1.10).
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Clearly, to require that each isolated band carries a trivial topology is not an innocent fact.
However, under this assumption Corollary 5.3 allows us to explicitly construct a simple
effective model in the spirit of the Peierls substitution. As a matter of fact, reduced models
of this kind are quite amenable to direct analytic study or numerical simulations.
For the sake of concreteness, let us analyze the case of topologically trivial twin bands
where Ωrel = {ω±} for ω±(k) =±ω(±k). Expressing the band function
ω(k) =
∑
γ∈Γ
bω(γ) e+iγ·k
in terms of its Fourier series leads to a matrix-valued symbol with principal part
Meff,0(r, k) = τ(r)

ω(k) 0
0 −ω(−k)

.
Let us now assume that τ is periodic on a much larger scale. This large-scale periodicity
may be the result of extending a finite sample spanned by L = {L1 e1, L2 e2, L3 e3} to all
of R3 using periodic boundary conditions, for instance. Hence, we can expand τ in terms
of the Fourier decomposition with respect to the dual lattice Γ∗L of the macroscopic lattice
ΓL ,
τ(r) =
∑
γ∗L∈Γ∗L
bτ(γL) e+iγ∗L ·r .
To leading order, the quantization of Meff,0 yields the selfadjoint operator
Meff,0 =
τ(iλ∇k)
2

ω(kˆ) 0
0 −ω(−kˆ)

+ c.c. (5.1)
on L2(T3)⊗C2. This operator can be expressed in terms of shifts on real and reciprocal
space, i. e.
Uˆ j := e
+ikˆ j
and, if we use that ΓL is a scaled version of Γ,
Tˆ j := e
− λ
L j
∂k j ,
 
Tˆ jψ

(k) =ψ
 
k+ λ
L j
e∗j

.
The six unitary operators are characterized by the commutation relations
Tˆl Uˆ j = e
i λ
L j
δl j Uˆ j Tˆi , [Tˆl , Tˆ j] = 0= [Uˆl , Uˆ j] , l, j = 1, 2,3,
and so they generate a representation of a six-dimensional non-commutative torus on
L2(T3) [VFG01, Chapter 12].
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Let us denote with A6(λ/L) the C∗-algebra generated by Uˆ j and Tˆ j on L2(T3). We
have shown that the effective models for the Maxwell dynamics in the twin bands case
can be associated with a diagonal representative of the non-commutative torus A6(λ/L)⊗
MatC(2). This analogy allows us to apply all the well-known results about the theory of
Harper operators to the Harper-Maxwell operator (5.1). For instance, one can expect to
recover the typical Hofstadter’s butterfly-like spectrum which produces a splitting of the
two topologically trivial bands spanned by ω± in subbands which can carry a non-trivial
topology. We stress that in this case the non trivial effect is due only to an incommensura-
bility between the perturbation parameter λ and the typical sizes L j of the lattice without
any magnetic effect. Moreover, if one removes the condition of the triviality of the single
band Bloch bundles, one easily deduces that Meff,0 can be associated with a non-diagonal
element of A6(λ/L)⊗MatC(2).
5.2 Effective dynamics for observables
So far, we have only derived effective electrodynamics for states; for quantum mechan-
ics, this immediately implies effective dynamics for the time-evolved observables as well.
However, in electrodynamics, observables are not selfadjoint operators on a Hilbert space,
they are continuous functionals
F : L2(R3,R6)−→ R
from the space of real-valued fields to the real numbers. Clearly, approximating the time
evolution of generic observables is out of reach, but many physically relevant examples
are quadratic in the fields, e. g. the energy density
E(E,H) := 1
2
(E,H)2
Hλ
,
or components of the space-average of the Poynting vector
S(E,H) :=
∫
R3
dx E(x)×H(x).
In these particular cases, we can link quadratic observables F to a bounded operator F on
the Hilbert space Hλ by writing
F(E,H) = 
(E,H), F(E,H)Hλ (5.2)
as expectation value. For such observables, we immediately obtain the following
Corollary 5.4 Under the assumptions of Theorem 5.1, we also obtain effective dynamics for
observables of the form (5.2),
F

e−itMλ(E,H)

= F

Ree−itMeff(E,H)

+O(λ∞), (E,H) ∈ ranΠλ.
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6 The problem of deriving ray optics equations
At a glance, a derivation of ray optics equations seems just within reach. For instance, one
can adapt [ST13] to the present context and obtain
Theorem 6.1 (Single-band ray optics) Suppose Assumption 2.1 hold true and that ω is
an isolated band in the sense of Assumption 2.4 with Bloch function ϕ = (ϕE ,ϕH).
Let Φλ be the flow associated to
0 −idR3
+idR3 0

−λ

Ωr r Ωrk
Ωkr Ωkk

r˙
k˙

=
∇r∇k

Msc (6.1)
that is defined in terms of the components of the extended Berry curvature
Ωr rjl =−iTr h0
 
pi0

∂r jpi0 , ∂rlpi0

,
Ωkkjl =−iTr h0
 
pi0

∂k jpi0 , ∂klpi0

,
Ωrkjl =−iTr h0
 
pi0

∂r jpi0 , ∂klpi0

=−Ωkrl j , (6.2)
and the semiclassical Maxwellian
Msc = τω+λTr h0
 
pi0M1

+λ i
2
Tr h0

pi0|M0|pi0	. (6.3)
Then for any periodic semiclassical symbol f ∈ AS00,per(C)ΠZλ e+itMZλ Opλ(f)e−itMZλ −Opλ f ◦ΦλΠZλ B(ZHλ) =O(λ2) (6.4)
holds uniformly on bounded time intervals.
The technical modifications to the proofs in [ST13] are straightforward, but we will post-
pone a proof to [DL13a].
However, Theorem 6.1 does not answer the physical question as to the correct form of ray
optics equations. In contrast to the Schrödinger case, deriving effective light dynamics
is a genuine multiband problem since electromagnetic fields are real (Corollary 5.2). In
the simplest physically relevant case the material weights (",µ) are real and Ωrel consists
of a single non-degenerate band ω+(k) > 0 and its symmetric twin ω−(k) = −ω+(−k)
(e. g. the two yellow bandsω±n2 in Figure 2.1). Seeing asω+ andω− individually are iso-
lated bands, the corresponding positive and negative frequency superadiabatic proections
Π±λ exist separately (Proposition 3.2) and decompose
Πλ =Π+λ +Π−λ +O‖·‖(λ∞). (6.5)
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Moreover, a closer inspection of the proof of Lemma 8.2 reveals that the projections asso-
ciated to the positive and negative frequency bands are related by
CΠ+λ C =Π−λ +O‖·‖(λ∞). (6.6)
The assumption that the weights are real assures

Re ,Πλ

= O‖·‖(λ∞) (Proposition 4.9)
and we can split the dynamics into two contributions,
e−itMλΠλRe = Re

e−itMλΠ+λ + e−itMλΠ−λ

Re +O‖·‖(λ∞). (6.7)
Assuming the goal is to prove an Egorov-type theorem for a suitable observable Opλ(f),
f ∈ AS00,per(C), we can split the time-evolved observable
Re Πλ e
+i t
λ
Mλ Z−1Opλ(f)Z e−i
t
λ
MλΠλRe =
= F+(t) + F−(t) + Fint(t) +O‖·‖(λ∞)
into three parts, the two single band terms associated to ω+ and ω−,
F±(t) := Re Π±λ e+i
t
λ
Mλ Z−1Opλ(f)Z e−i
t
λ
MλΠ±λRe ,
and an intraband interference term
Fint(t) := Re Π+λ e
+i t
λ
Mλ Z−1Opλ(f)Z e−i
t
λ
MλΠ−λRe+
+Re Π−λ e+i
t
λ
Mλ Z−1Opλ(f)Z e−i
t
λ
MλΠ+λRe . (6.8)
While the two single-band terms F± are covered by Theorem 6.1, effective dynamics for
the cross term Fint(t) have yet to be established.
To summarize the discussion: Even in the simplest case, the twin band case with topolog-
ically trivial bands, the principal symbol of the effective Maxwellian (cf. Corollary 5.3) is
not scalar. Hence, we are in a setting that is not covered by existing semiclassical tech-
niques (e. g. [Teu03, Chapter 3.4.1] or [GLT13]), and a derivation of physically relevant
ray optics equations necessitates the development of new techniques which are beyond
the scope of the present work.
7 Discussion, comparison with literature and outlook
Physically speaking, there are three frequency ranges one needs to distringuish when
studying the propagation of light in photonic crystals: the low and high frequency regimes
and the range of intermediate frequencies.
Our first main result, Theorem 5.1, proves the existence of effective dynamics for phys-
ical states from the intermediate frequency regime which approximate the full light dy-
namics up to arbitrarily small error O(λN ) and any time scale O(λ−K), N , K ≥ 0. We
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have systematically exploited the reformulation of the source-free Maxwell equations as a
Schrödinger-type equation and adapted techniques initially developed for perturbed peri-
odic Schrödinger operators. Technically, our assumptions only exclude the low frequency
regime (cf. part (iii) of the Gap Condition 2.4), but our result is less relevant from a physi-
cal point of view for light of very high frequency. This is because the Maxwell equations in
media (1.1)–(1.2) are an effective theory for light whose in vacuo wavelength λvac =
c
2piω
has to be much larger than the average spacing between atoms (see e. g. [Jac98]). Only
then can the net effect of the microscopic charges be described by the phenomenological
quantities electric permittivity " and magnetic permeability µ.
The second main insight of this paper is that deriving effective dynamics for real initial
states is a genuine multiband problem. We illustrate this for non-gyroscopic photonic crys-
tals (i. e. (",µ) are real) in the absence of perturbations: assume ω+ > 0 is an isolated,
non-degenerate band with Bloch function ϕ+. Then in view of equation (4.4) the real and
imaginary part of the Bloch wave associated to ω+
ΨRe (k) :=
p
2
 
ReZϕ+

(k) =
1p
2

ϕ+(k) +ϕ−(k)

, (7.1)
ΨIm (k) :=
p
2
 
ImZϕ+

(k) =
1
i
p
2

ϕ+(k)−ϕ−(k)

,
are linear combinations of ϕ+(k) and the Bloch function ϕ−(k) = ϕ+(−k) of the sym-
metric twin band ω−(k) = −ω+(−k) (cf. equation (2.6)). We can read off the relation
ΨRe ,Im (−k) = CΨRe ,Im (k) from their definition, and thus the arguments in the proof of
Corollary 4.5 imply the triviality of EB
 |ΨRe ,Im 〉〈ΨRe ,Im | even if EB |ϕ±〉〈ϕ±| is non-
trivial. This rigorously justifies the absence of topological effects in non-gyrotropic pho-
tonic crystals. Moreover, the time evolution of real and imaginary part
e−itM0(k)ΨRe (k) =
1p
2

e−itω+(k)ϕ+(k) + e+itω+(−k)ϕ+(−k)

e−itM0(k)ΨIm (k) =
1
i
p
2

e−itω+(k)ϕ+(k)− e+itω+(−k)ϕ+(−k)

are the sums of two counterpropagating complex waves: not only is Bloch momentum
reversed, also the sense of phase rotation for ϕ± differs.
7.1 Existing literature
To the best of our knowledge, the only other rigorous result for the intermediate fre-
quency regime, sometimes also referred to as resonant regime, is [APR12]. Even if one
forgoes mathematical rigor, we only know of two other derivations in the physics litera-
ture [OMN06; EG13].
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All of these previous results cover only the unphysical single-band case. For instance,
Raghu and Haldane [RH08, equations (42)–(43)] rely on the analogy to the Bloch elec-
tron and propose
r˙ =+∇k τωn−λ k˙×Ω (7.2)
k˙ =−∇r τωn
as semiclassical equations of motion to describe ray optics. Here, τωn plays the same role
as the energy in the analogous equations for the Bloch electron and the Berry curvature
Ω := ∇k ∧ i
ϕn,∇kϕnh0 gives a geometric contribution. Note that compared to the
semiclassical equations in Theorem 6.1, equation (7.2) is missing several O(λ) terms.
Gerace and Esposito have investigated how to derive equation (7.2) from first principles
[EG13]: their rather elegant derivation relies solely on standard perturbation theory, but
reproduces only the equation for r˙.
Onodoa et. al’s equations of motion [OMN06] are more involved, because they include
degenerate bands in their discussion. Hence, in addition to extra terms in equation (7.2),
there is an additional equation of motion for the CN degree of freedom which describes
the degeneracy.
Lastly, let us compare our setting to that of [APR12]: while Allaire et. al include time-
dependent material weights and effects of dissipation which are beyond the present scope,
their perturbations to the weights are much weaker compared to (1.6). Indeed, their
Hypothesis 1.1 stipulates that the material weights ("λ,µλ) are of the form
fλ(x) = f0(x) +λ
2 f1(λx , x) =

1+λ2
f1(λx , x)
f0(x)

f0(x) (7.3)
where f0 and f1 are Γ-periodic in the last argument. Then away from band crossings
[APR12, Hypothesis 1.4], they use a multi-scale WKB ansatz to approximate the full light
dynamics to leading order for times of O(λ−1). Given the semiclassical nature of WKB
approaches, the limitation to the diffractive time scale (corresponding to the semiclassical
time scale) is only natural. However, the perturbation is of the same order of magnitude
as the error in Egorov-type theorems, namely O(λ2) [PST03a, Proposition 4]. Modulated
weights of the form (7.3) are also too small to include the cases studied by physicsts: the
proposed semiclassical equations of motion and as well as Meff,0 feature τ= τ" τµ in the
leading-order term (cf. equation (7.2)).
All of these works consider only the single-band case, and ray optics equations akin to
(7.2) suggest the existence of topological effects in non-gyrotropic photonic crystals: un-
like in the Schrödinger case, a priori the symmetry induced by complex conjugation does
not ensure the triviality of the associated Bloch bundle, and hence, the Chern numbers
which can be computed from the Berry curvature Ω need not be zero (cf. Remark 4.7).
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These contradictory conclusions are not the consequence of a lack of mathematical rigor
(we could have worked out the details of Theorem 6.1 here with moderate effort), but
because states supported in a single band are unphysical.
7.2 Future research
Both, from the vantage point of theoretical and mathematical physics, studying the dy-
namical properties of photonic crystals is an open field, and this work is only a first step.
We intend to dive deeper in future research, and so we finish this work by outlining some
of the most promising and interesting directions.
Twin-band ray optics
The next problem we intend to tackle is the rigorous derivation of ray optics equations
in photonic crytals [DL13a]. As we have argued in Section 6, a naïve application of well-
known semiclassical techniques gives at best an incomplete picture, because they cover
only two of the three terms in equation (6.8). Only if the band transition terms are O(λ2)
can one arrive at a simple semiclassical picture.
Study of effective Harper-like twin-band operators
We have motivated how to derive simple, Harper-like model operators from the Maxwell
equations in Section 5.1. In case Ωrel consists of isolated, topologically trivial bands, we
have given an explicit expression for Meff (Corollary 5.3). It would be interesting to find
out whether and how the properties of these model operators depend on the topological
triviality of the single-band Bloch bundles. Moreover, we reckon that we can modify these
model operators so as to break the particle-hole symmetry, leading to classes of operators
which hopefully retain some of the essential features of Maxwell operators for gyrotropic
photonic crystals. We expect that our techniques developed for two-band systems [DL13c]
will be useful.
Gyrotropic photonic crystals
A third very interesting avenue to explore are gyrotropic photonic crystals where the non-
vanishing imaginary entries in the offdiagonal of " and µ play a role similar to a strong
magnetic field in the case of periodic Schrödinger operators – they break a symmetry,
and breaking this “time-reversal-like” symmetry is a necessary condition to allow for non-
trivial topological effects [RH08; EG13].
In that case, the time evolution group no longer commutes with the real and imaginary
part operator, and initially real fields are mapped to complex-valued solutions. Moreover,
the spectral symmetry described by (2.6) disappears so that it is not clear whether there
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exists a “natural” decomposition of Bloch waves into real and imaginary part. Given how
central the real fields assumption is to our arguments, this raises a slew of interesting
physical questions. Moreover, the standard classification theory by Altland and Zirnbauer
[AZ97] suggests that topological effects should only be observable in two-dimensional
photonic crystals; a derivation of this fact for gyrotropic photonic crystals could shed
some insight as to why that is.
8 Technical results and missing proofs
In this section, we collect the proofs to a number of technical results.
8.1 Auxiliary results for Section 3
We start with a series of general results concerning the Moyal resolvent of the symbol
Mλ = τM0( · ) +O(λ) given by (2.14) where τ= τ" τµ is the deformation function.
Lemma 8.1 Suppose Assumption 2.1 holds and let (r0, k0) ∈ R6. Moreover, let ] be the
formal sum of the Moyal product defined as the right-hand side of (2.11).
(i) For any z 6∈ σ M0(r0, k0), the local Moyal resolvent
Rλ(z)
∞∑
n=0
λn Rn(z)
which satisfies
Rλ(z) ] (Mλ − z) = idh0 ,
(Mλ − z) ]Rλ(z) = idh0 ,
exists in an open neighborhood V of (r0, k0).
(ii) The local Moyal resolvent satisfies the resolvent identity with respect to ],
Rλ(z)− Rλ(z′) = (z− z′) Rλ(z) ]Rλ(z′),
and Rλ(z)∗ = Rλ(z¯) where ∗ is the adjoint induced by 〈· , ·〉h0 .
(iii) For any a, b ∈ N30 and n ∈ N0 there exist constants C1(z), C2(z)> 0 so that ∂ ar ∂ bk Rn(z)(r, k)B(h0) ≤ C1(z) ∂ ar ∂ bk Rn(z)(r, k)B(h0,d) ≤ C2(z) 1+ |k|
hold. These constants depend on |z| and sup(r,k)∈V dist σ M0(r, k), z−1 in a poly-
nomial fashion.
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Proof (i) First of all, Assumption 2.1 means we can invoke [DL13b, Theorem 1.1] and
conclude Mλ ∈ AS11,eq
 B(d,h0). We may construct Rλ(z) locally order-by-order in
λ. Pick (r0, k0) ∈ R6 and z 6∈ σ M0(r0, k0) = σ τ(r0)M0(k0). The continuity of
the spectrum in (r, k) [DL13b, Theorem 1.4] implies the existence of a neighborhood
V ⊆ R6 of (r0, k0) so that 
R0(z)

(r, k) :=
 M0(r, k)− z−1
exists for all (r, k) ∈ V . Now we proceed by induction: assume we have found
R(N)(z) :=
∑N
n=0λ
n Rn(z) for which
R(N)(z) ] (Mλ − z) = idh0 +λN+1 EN+1(z) +O(λN+2) (8.1)
holds on V . Then one can verify from the associativity of ] that on V also
(Mλ − z) ]R(N)(z) = idh0 +O(λN+1)
is true and
R(N+1)(z) := R(N)(z)−λN+1 EN+1(z)R0(z)
satisfies (8.1) up to O(λN+2).
(ii) The validity of the resolvent identity follows directly from ]-multiplying Rλ(z) −
Rλ(z′) from the left and right with (Mλ − z) and (Mλ − z′), respectively, as well as
(i). Rλ(z)∗ = Rλ(z¯) is a consequence of M∗λ =Mλ.
(iii) Let (r0, k0) and z 6∈ σ M0(r0, k0) and V be an open neighborhood where Rλ(z)
exists. All of the subsequent equalities are meant to hold on V . Clearly, we have R0(z)(r, k)B(h0) = 1dist σ M0(r, k), z .
To estimate the norm of the first-order derivatives, we remark that
∂ R0(z) =−R0(z)∂M0 R0(z)
where ∂ stands for either ∂r j or ∂k j . Given that M0(r, k) = τ(r)M0(k) and τ(r) is
assumed to be scalar and invertible (Assumption 2.1), we have
∂r j R0(z) =−
 
∂r j lnτ
  
R0(z) + z R0(z)
2.
Thus, the norm can be estimated from above by ∂r j R0(z)(r, k)B(h0) ≤ C sup(r,k)∈V
 
dist
 
σ
 M0(r, k), z+ |z|
dist
 
σ
 M0(r, k), z2
!
.
37
8 Technical results and missing proofs
Since M0(r, k) is linear in k, ∂k jM0(r, k) is in fact independent of k and defines
a bounded operator on h0. Thus, we can also bound first-order derivatives with
respect to k, ∂k j R0(z)(r, k)B(h0) ≤
≤

sup
(r,k)∈V
∂k jM0(r, k)B(h0) sup(r,k)∈V 1dist σ M0(r, k), z2 .
Higher-order derivatives are estimated in a similar fashion by writing ∂ ar ∂
b
k R0(z) in
terms of R0(z) and derivatives of M0.
The analogous statements for Rn(z) =−En(z) R0(z) follow from the first estimate of
(iii) for R0(z) and
En(z) =

R(n−1)(z) ] (Mλ − z)− idh0

n
where (· · · )n denotes the nth-order term of the asymptotic expansion in the brackets.
Similarly we can estimate the B(h0,d)-norms of derivatives of the Rn(z). The only
crucial step is to prove the estimates for R0(z), then we can proceed inductively as
outlined above. The arguments in [DL13b, Section 4.3] imply that the domains of
M0(k) and M0(r, k) coincide, and the respective graph norms are equivalent since
C−1
 
1+ |k|−1 ‖Ψ‖M0(r,k) ≤ ‖Ψ‖M0(0) ≤ C 1+ |k|‖Ψ‖M0(r,k)
where C is independent of (r, k). To see that these two inequalities hold, one has
to modify the graph norm estimates for M0(k) in the proof of [DL13b, Proposi-
tion 3.3 (i)].
We equip d with the graph norm of M0(0) and use the upper bound of the above
inequality to deduceM0(0) M0(r, k)− z−1B(h0) ≤
≤ C  1+ |k| sup
(r,k)∈V
 |z|
dist
 
σ
 M0(r, k), z + 1

.
Estimates for higher-order derivatives now follow from writing derivatives of the
resolvents as products of resolvents and derivatives of M0. Hence, we obtain the
second estimate. This concludes the proof. 
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Proof of Proposition 3.2
The proof is a straightforward modification of that of [Teu03, Lemma 5.17].
Without loss of generality, we may assume that Ωrel consists of a single, contiguous fam-
ily of bands. For otherwise, we may repeat the subsequent arguments for each contiguous
family and add up the resulting (almost-)projections afterwards.
Let (r0, k0) ∈ R6 be arbitrary but fixed. Then the continuity ofσ M0(r, k)= σ τ(r)M0(k)
[DL13b, Theorem 1.4] and Gap Condition 2.4 ensure the existence of an open neighbor-
hood V of (r0, k0) and a contour Λ with the following properties: Λ is a positively oriented
circle that is symmetric with respect to reflections about the real axis and encloses only
τ(r)σrel(k) =

τ(r)ωn(k) |ωn ∈ Ωrel	 for all (r, k) ∈ V . Moreover, we have the bounds
Radius(Λ)≤ Cr , inf
(r,k)∈V dist
 
σ
 M0(r, k),Λ≥ cg4 , (8.2)
where cg is the gap constant from the Gap Condition 2.4. Given that τ(r)σrel(k) consists
of eigenvalues ωn(k) which are scaled by τ(r), and that τ is bounded away from 0 and
+∞ (Assumption 2.1), the “width” of τ(r)σrel(k) is bounded from above and thus, the
constant Cr ≥ Radius(Λ) can be chosen independently of (r0, k0).
By equivariance of M0,
M0(r, k− γ∗) = e+iγ∗· yˆ M0(r, k)e−iγ∗· yˆ , ∀(r, k) ∈ R6, γ∗ ∈ Γ∗,
we may choose V to be Γ∗-periodic, i. e. if (r, k) ∈ V , then also (r, k− γ∗) ∈ V .
Condition (8.2) on the contour Λ also ensures that the local Moyal resolvent exists on
V for all z ∈ Λ (cf. Lemma 8.1), and we define piλ(r, k) on V as a formal series∑∞n=0λnpin
where
pin(r, k) =
i
2pi
∫
Λ
dz
 
Rn(z)

(r, k). (8.3)
 
piλ]piλ

n = pin and pi
∗
n = pin follow from Lemma 8.1 (ii) and our choice of contour.
Choosing an open covering of R6 so that on each neighborhood V we can choose a
single, (r, k)-independent contour Λwith the aforementioned properties, we can construct
the formal symbol piλ(r, k) for all (r, k) ∈ R6. On the overlaps, the locally constructed
projections need to agree order-by-order. To show that the pin are in the correct symbol
classes, we combine the local estimates of the ‖·‖B(h0)- and ‖·‖B(h0,d)-norms,∂ ar ∂ bk pin(r, k)≤ 2piCr ∂ ar ∂ bk  Rn(z)(r, k), a, b ∈ N30,
with the local Moyal resolvent estimates from Lemma 8.1 (iii). Hence, we also get
|z| ≤ Cr + sup
r∈R3
|τ(r)| sup
k∈B
max
σrel(k)<∞.
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Lastly, all contours involved satisfy (8.2), and hence for all n ∈ N0 and a, b ∈ N30 we can
find constants C1, C2 > 0 so that∂ ar ∂ bk pin(r, k)B(h0) ≤ C1, ∂ ar ∂ bk pin(r, k)B(h0,d) ≤ C2  1+ |k|,
hold for all (r, k) ∈ R6. In other words, we have shown
pin ∈ S00,eq
 B(h0)∩ S10,eq B(h0,d),
and there exists a resummation (using an appropriate choice of N(λ))
piλ =
N(λ)∑
n=0
λnpin ∈ AS00,eq
 B(h0)∩ AS10,eq B(h0,d).
Clearly, by construction piλ is an orthogonal Moyal projection up to O(λ∞)
pi∗λ = piλ,
piλ]piλ = piλ +O(λ∞).
Moreover, as the eigenfunctionsϕn(k) of M0(k) are also the eigenfunctions of the principal
symbol M0(r, k), we deduce that in fact,
pi0(r, k) =
∑
n∈I
|ϕn(k)〉〈ϕn(k)|
coincides with the projection constructed in Lemma 2.5 and is thus independent of r.
piλ ∈ AS00,eq
 B(h0) means the Caldéron-Vaillancourt theorem applies and hence, the
ΨDO Opλ(piλ) defines a bounded operator on ZH0 [Teu03, Theorem B.5] which is also
selfadjoint if we use the scalar product 〈· , ·〉ZH0 . Thus, we can use functional calculus to
define the spectral projection
Πλ :=
i
2pi
∫
|z−1/2|=1
dz
 
Opλ(piλ)− z−1.
Proof of Proposition 3.3
We modify the arguments in the proof of [Teu03, Proposition 5.18].
On the level of symbols, if uλ exists, it needs to have the following defining properties:
uλ]u
∗
λ = idh0 +O(λ∞), uλ]u∗λ = idh0 +O(λ∞)
uλ]piλ]uλ = piref +O(λ∞) (8.4)
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We will construct uλ ∑∞n=0λn un order-by-order using recursion relations. To be able to
find an appropriate u0, we rely on the assumption that the Bloch bundle EB(pi0) is trivial.
Since in this case topological and analytical triviality are equivalent by the Oka principle,
we can find a family of 〈· , ·〉h0 -orthogonal vectors {ψ j(k)}|I|j=1 so that
span{ψ j(k)}|I|j=1 = ranpi0(k),
and each of the k 7→ψ j(k) is analytic and can be extended to a left-covariant map on R3.
Moreover, we can arbitrarily complete
u0(r, k) :=
|I|∑
j=1
|χ j〉〈ψ j(k)|+ u⊥0 (k)
by u⊥0 to a right-covariant unitary on h0 which is also an element of S00
 B(h0) and de-
pends trivially on r: Kuiper’s theorem [Kui65, Corollary (1)] ensures that the principal
bundle associated to EB(pi⊥0 ) is topologically trivial. But since topological and analytic
triviality are one and the same in this context [Gra58, Satz I, p. 268], and triviality of a
principal bundle means the existence of a section, we can find an analytic, right-covariant
map k 7→ u⊥0 (k) with the desired properties. Moreover, by its very definition u0 is a Moyal
unitary,
u0]u
∗
0 = u0 u
∗
0 = idh0 , u
∗
0]u0 = u
∗
0 u0 = idh0 ,
which intertwines piλ with piref := u0(k)pi0(k)u∗0(k) =
∑|I|
j=1 |χ j〉〈χ j | to first order,
u0]piλ]u
∗
0 = u0pi0 u
∗
0 +O(λ) = piref +O(λ).
Now assume we have found u(N) :=
∑N
n=0λ
n un which satisfies
u(N)]u(N)
∗ − idh0 =: λN+1 AN+1 +O(λN+2), (8.5)
u(N)
∗
]u(N) − idh0 =O(λN+1),
u(N)]piλ]u
(N)∗ −piref =: λN+1 BN+1 +O(λN+2), (8.6)
where the right-hand sides are elements of S00,per
 B(h0). Then a short explicit computa-
tion yields that
u(N+1) := u(N) +λN+1
− 1
2
AN+1 + [piref, BN+1]

u0
is a right-covariant S00
 B(h0) symbol which satisfies (8.5) and (8.6) up to O(λN+2).
Let us denote a resummation uλ ∈ AS00
 B(h0) of ∑∞n=0λn un with the same letter. We
can now repeat the arguments outlined in Step II of the proof of [Teu03, Theorem 3.12]
to construct a true unitary Uλ =Opλ(uλ)+O‖·‖(λ∞) from the almost-unitary Opλ(uλ) via
the Nagy formula. This concludes the proof.
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Proof of Proposition 3.4
The strategy of this proof follows that of [Teu03, Proposition 5.19]. The assumptions in
the claim assure that Πλ =Opλ(piλ) +O‖·‖(λ∞) and Uλ =Opλ(uλ) +O‖·‖(λ∞) exist.
Since all we are interested in are resummations of Meff, we can reshuffle the order of
the projections and the unitaries using the intertwining relation (8.4),
Meff = piref uλ]Mλ]u∗λpiref = uλ]piλ]Mλ]piλ]u∗λ.
At first glance, we can only deduce Meff ∈ S20,per
 B(h0) from the Moyal composition
property of Hörmander symbols. However, a more careful look also confirms Meff n ∈
S00,per
 B(h0): first of all, M1 can also be seen as an element of S00,eq B(h0), and so
all terms stemming from the asymptotic expansion of uλ]piλ]M1]piλ]u∗λ are elements of
S00,per
 B(h0). Moreover, to estimate the terms involving M0]piλ, we can locally write piλ
as Cauchy integral with respect to the local Moyal resolvent and use Lemma 8.1 (iii) to
estimate the norms of the derivatives,∂ ar ∂ bk  M0]Rλ(z)(r, k)B(h0) ≤ Cab, a, b ∈ N30.
The arguments in the proof of Proposition 3.2 which establish piλ ∈ AS10,eq
 B(h0,d)
ensure we can choose Cab independently of z and (r, k). Thus, the product M0]piλ ∈
AS00,eq
 B(h0) is in the correct symbol class and any resummation of the formal symbol
Meff in AS00,per
 B(h0) will define a bounded ΨDO [Teu03, Proposition B.5].
Equation (3.6) is established via a standard Duhamel argument where the crucial in-
gredient is 
Mλ − U−1λ Opλ(Meff)Uλ

Πλ =O‖·‖(λ∞).
8.2 Auxiliary results for Section 4
Proof (Lemma 4.8) From the (formal) definition of Weyl quantization (cf. Section 2.4),
we deduce that 
CZOp( f )CZϕ

(k) =
 
Op( f )CZϕ

(−k)
=
1
(2pi)d
∫
Rd
dk′
∫
Rd
dr ′ e+i(k′+k)·r ′ C f
 
"r ′, 1
2
(k′ − k)Cϕ(−k′)
=
1
(2pi)d
∫
Rd
dk′′
∫
Rd
dr ′ e−i(k′′−k)·r ′ (c f )
 
"r, 1
2
(k′′ + k)

ϕ(k′′)
=
 
Op(c f )ϕ

(k). 
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Lemma 8.2 Assume ("λ,µλ) are real. Then σrel(−k) =−σrel(k) implies cpiλ = piλ.
Proof The symbol of the Maxwell operator has the same symmetry as its quantization, 
cMλ

(r, k) =−Mλ(r, k). (8.7)
Consequently, the local Moyal resolvent Rλ(z) satisfies
C
 
Rλ(z)

(r,−k)C =− Rλ(−z¯)(r, k) (8.8)
Let Ωrel =
⋃N
α=1Ωα where the Ωα = {ωn}n∈Iα are the families of contiguous bands from
Gap Condition 2.4. Define σα(k) = {ωn(k)}n∈Iα to be the pointwise spectrum associated
to Ωα. Due to the Gap Condition we can invoke Proposition 3.2 for each α separately to
obtain
piαλ(r, k) i2pi
∫
Λα
 
Rλ(z)

(r, k)
locally in an open neighborhood of each point (r0, k0) as a Cauchy integral with respect
to the local Moyal resolvent from Lemma 8.1. There are two cases we need to consider:
either σα(−k) = −σα(k) (σα includes the ground state bands) or σα(−k) = −σβ(−k)
for some β 6= α. Since we have excluded ground state bands (Gap Condition 2.4 (iii)), we
only need to consider the second case.
So let α and β 6= α be the indices such that σα(−k) = −σβ(k). Now if Λα is the
(locally fixed) contour which encloses only τ(r)σα(−k) for all points (r, k) in an open
neighborhood of (r0,−k0), then −Λα is the (locally fixed) contour for all points (r, k)
in an open neighborhood of (r0, k0) which encloses only τ(r)σβ(k). Without loss of
generality, we may assume Λα has the symmetry properties enumerated in the proof of
Proposition 3.2. Then using (8.7), we deduce
 
cpiαλ

(r, k) =− i
2pi
∫
−Λα
dz¯ C
 
Rλ(z)

(r,−k)C
=+
i
2pi
∫
−Λα
dz¯
 
Rλ(−z¯)(r, k)
=− i
2pi
∫
Λα
dz¯
 
Rλ(z¯)

(r, k)
= piβ λ(r, k).
Once we sum over α, we finish the proof of the claim. 
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8.3 Auxiliary results for Section 6
Proof (Corollary 5.3) The assumptions of the Corollary include those of Theorem 5.1,
and hence we can use equation (3.2) to compute the symbol of the effective Maxwellian.
Moreover, the assumption that all the single band Bloch bundles EB
 |ϕn〉〈ϕn| are trivial
means the Bloch functions themselves are an analytic frame of the Bloch bundle EB(pi0).
Thus, we can choose
u0(k) =
∑
n∈I
|χn〉〈ϕn(k)|+ u⊥0 (k)
as a principal symbol for the Moyal unitary where u⊥0 is the symbol constructed in the
proof of Proposition 3.3.
Then, we obtain the leading-order term of Meff by replacing ] with the pointwise prod-
uct and using the explicit expression for Mλ given in (2.14),
Meff,0 = piref u0M0 u∗0piref =
∑
n∈I
τωn |χn〉〈χn|,
thereby confirming (1.8). To get a handle on the subprincipal symbol, we start with
[Teu03, equation (3.35)], introduce ÝM0 := u0M0 u∗0 and group the terms:
Meff,1 = 1λ piref

uλ]Mλ −ÝM0]uλu∗0piref +O(λ)
= piref

u1 u
∗
0, ÝM0piref +piref u0M1 u∗0piref+
+piref
i
2
ÝM0, u0	− u0,M0	u∗0piref +O(λ)
By construction (cf. proof of Proposition 3.3), the subprincipal symbol
u1 =
 − 1
2
A1 + [piref, B1]

u0
is written as the sum of two terms where
λA1 +O(λ2) = u0]u∗0 − idh0 = 0
is the unitarity defect and B1 the intertwining defect given by equation (8.6). Hence, the
first term vanishes,
piref

u1 u
∗
0 , ÝM0piref = hpiref [piref, B1]piref , piref ÝM0pirefi= 0.
The second term involves the scalar product


ϕn,M1ϕ j

h0
=−τ i
2
*
ϕEn
ϕHn

,
 0  ∇r ln τ"τµ × ∇r ln τ"τµ × 0
ϕEj
ϕHj
+
L2(T3,C6)
=+τ
i
2
∑
n, j∈I
∇r ln τ"τµ ·
 Sn j −S jn,
44
References
and the Poynting tensor Sn j as given by (1.9), and hence, we obtain an expression for the
second term,
piref u0M1 u∗0piref = i
τ
2
∑
n, j∈I
∇r ln τ"τµ ·
 Sn j −S jn |χn〉〈χ j |.
The computation of the last term simplifies because u0 depends only on k and the r
dependence of M0 and ÝM0 lies with the scalar factor τ:
i
2
piref
ÝM0, u0	− u0,M0	u∗0piref =
=− i
2
3∑
l=1
∂rlτ piref
h
∂kl u0 u
∗
0 , u0 M0( · )u∗0
i
+
piref
=−
3∑
l=1
∑
n, j∈I
∂rlτ
1
2
(ωn +ω j) i


∂klϕn,ϕ j

h0
|χn〉〈χ j |
=+
∑
n, j∈I
1
2
(ωn +ω j)∇rτ ·An j |χn〉〈χ j |
Putting all these terms together yields equation (1.10). 
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