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The Elliptic Function in Statistical Integrable Models
Kazuyasu Shigemoto1
Abstract
We examine the group theoretical reason why various two dimensional statistical in-
tegrable models, such as the Ising model, the chiral Potts model and the Belavin model,
becomes integrable. The symmetry of these integrable models is SU(2) and the Boltzmann
weight can be parametrized by the elliptic function in many cases. In this paper, we exam-
ine the connection between the SU(2) symmetry and the elliptic function in the statistical
integrable models.
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1 Introduction
The two dimensional integrable statistical models are classified into three types of model,
the spin model, the vertex model and the face model[1].
Typical N -state spin model is called the chiral Potts model[2], which includes the Ising
model[3] as the special N = 2 state model. The origin of the integrability of the non-linear
model comes from the Lie group symmetry, which is some generalization of SU(2), that is,
the cyclic representation of SU(2)[4]. In this model, we can parametrize the Boltzmann
weight by the elliptic function which has the difference property for only N = 2 Ising case.
While typical ZN × ZN vertex model is called the Belavin model[5], which includes the
Baxter’s 8-vertex model[6] as the special Z2 × Z2 vertex model. In this model, the origin
of the integrability comes from the symmetry of the cyclic representation of SU(2)[7, 8]. In
this model, we can parametrize the Boltzmann weight by the elliptic theta function with
characteristics.
The typical face model(IRF model) is A
(1)
N−1 model[9], which is the generalization of
Baxter’s IRF model[10]. But this face model is equivalent to the Belavin model by the
vertex-face correspondence by using the intertwining vector[9].
Then the origin of the integrability of the two dimensional statistical model comes from
the cyclic SU(2) symmetry. And we have the elliptic representation of the Boltzmann
weight in many important cases. Then we expect the correspondence between the cyclic
SU(2) symmetry and the elliptic function. In other words, we expect that the symmetry of
the elliptic function is the cyclic SU(2) symmetry[11].
In this paper, we examine various statistical integrable models in the context of the
correspondence of the cyclic SU(2) symmetry and the elliptic function.
2 The Ising model and the elliptic function
The star-triangle relation(the integrability condition) in the Ising model is written in the
form ∑
d=±1
exp{d(L1a +K2b+ L3c)} = R exp(K1bc+ L2ca+K3ab). (2.1)
This relation is written in the form
exp(L∗3σx) exp(K2σz) exp(L
∗
1σx) = exp(K1σz) exp(L
∗
2σx) exp(K3σz), (2.2)
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where we use tanhX∗ = exp(−2X) , which gives sinh 2X sinh 2X∗ = 1.
If {Li, Ki}(i = 1, 2, 3) satisfies the above integrable condition, we have
exp(2L∗3Jx) exp(2K2Jz) exp(2L
∗
1Jx) = exp(2K1Jz) exp(2L
∗
2Jx) exp(2K3Jz), (2.3)
for arbitrary spin of SU(2) with the commutation relation
[Jx, Jy] = iJz, [Jy, Jz] = iJx, [Jz, Jx] = iJy. (2.4)
If we define J± = Jx ± iJy, the above commutation relation is written in the form
[Jz, J±] = ±J±, [J+, J−] = 2Jz. (2.5)
We will show that the integrability condition does not depend on the magnitude of the
spin of SU(2) in the following way. We denote U and V as the left-hand side and the
right-hand side of the integrability condition respectively, that is,
U = exp(2L∗3Jx) exp(2K2Jz) exp(2L
∗
1Jx), V = exp(2K1Jz) exp(2L
∗
2Jx) exp(2K3Jz). (2.6)
From the relation
UJxU
−1 = V JxV
−1, UJyU
−1 = V JyV
−1, UJzU
−1 = V JzV
−1, (2.7)
we have
cosh 2Kk = cosh 2Ki cosh 2Kj + sinh 2Ki sinh 2Kj cosh 2L
∗
k, (2.8)
cosh 2L∗k = cosh 2L
∗
i cosh 2L
∗
j + sinh 2L
∗
i sinh 2L
∗
j cosh 2Kk, (2.9)
sinh 2Kk cosh 2L
∗
i = cosh 2Ki sinh 2Kj + sinh 2Ki cosh 2Kj cosh 2L
∗
k, (2.10)
sinh 2L∗k cosh 2Ki = cosh 2L
∗
i sinh 2L
∗
j + sinh 2L
∗
i cosh 2L
∗
j cosh 2Kk, (2.11)
sinh 2L∗i sinh 2L
∗
j + cosh 2L
∗
i cosh 2L
∗
j cosh 2Kk
= sinh 2Ki sinh 2Kj + cosh 2Ki cosh 2Kj cosh 2L
∗
k, (2.12)
sinh 2Ki
sinh 2L∗i
=
sinh 2Kj
sinh 2L∗j
, (2.13)
(k = 2, i 6= j = 1, 3),
where we use only the commutation relation Eq.(2.4). Conversely, if Eq.(2.7) is satisfied,
[V −1U, Jx] = 0, [V
−1U, Jy] = 0, [V
−1U, Jz] = 0, (2.14)
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which gives V −1U = const.1 by Shur’s lemma. If we consider the special case K1 = 0,
K2 = 0, K3 = 0, L
∗
1 = 0, L
∗
2 = 0, L
∗
3 = 0, the proportional constant in the right of V
−1U
becomes 1, and we have the integrability condition U = V , which is independent of the
magnitude of the spin.
We parametrize the Boltzmann weight of the Ising model with the elliptic function. In that
parametrization, we put the following ansatz of the symmetry,
i) Ki ⇔ Li corresponds to u⇔ K − u of the argument of the elliptic function.
ii) Ki ⇔ K∗i corresponds to sn(u)⇔ cn(u)
iii)Li ⇔ L∗i corresponds to sn(K − u)⇔ cn(K − u)
We use Eq.(2.13) as the starting point. Then we parametrize
sinh 2Ki = F (sn(ui), cn(ui)),
sinh 2K∗i =
1
sinh 2Ki
= F (cn(ui), sn(ui)) =
1
F (sn(ui), cn(ui))
,
sinh 2Li = F (sn(K − ui), cn(K − ui)),
sinh 2Ki sinh 2Li = F (sn(ui), cn(ui))F (sn(K − ui), cn(K − ui)) = (i− independent).
From the relation sinh 2Ki sinh 2K
∗
i = F (sn(ui), cn(ui))F (cn(ui), sn(ui)) = 1, we take
sinh 2Ki = F (sn(ui), cn(ui)) =
sn(ui)
cn(ui)
. (2.15)
(Another possibility is sinh 2Ki = F (sn(ui), cn(ui)) = cn(ui)/sn(ui) but we do not take this
possibility here.)
In this representation, we have
sinh 2Ki
sinh 2L∗i
= sinh 2Ki sinh 2Li =
sn(ui)
cn(ui)
sn(K − ui)
cn(K − ui) =
1
k′
= const.. (2.16)
Then we take
cosh 2Ki =
1
cn(ui)
, sinh 2Ki =
sn(ui)
cn(ui)
, (2.17)
cosh 2L∗i =
1
sn(K − ui) , sinh 2L
∗
i =
cn(K − ui)
sn(K − ui) , (2.18)
(i = 1, 2, 3).
From Eq.(2.8) and Eq.(2.9), we have
(1− sinh 2K1 sinh 2K3 sinh 2L∗1 sinh 2L∗3) cosh 2K2
= cosh 2K1 cosh 2K3 + sinh 2K1 sinh 2K3 cosh 2L
∗
1 cosh 2L
∗
3. (2.19)
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Using the above parametrization Eq.(2.17) and Eq.(2.18), Eq.(2.19) is written in the form
cn(u2) =
cn2(u1)cn
2(u3)− k′2sn2(u1)sn2(u3)
cn(u1)cn(u3) + sn(u1)dn(u1)sn(u3)dn(u3)
=
cn(u1)cn(u3)− sn(u1)dn(u1)sn(u3)dn(u3)
1− k2sn2(u1)sn2(u3) . (2.20)
By the addition theorem of the elliptic function, we obtain the relation among u1, u2, u3 in
the form
u2 = u1 + u3. (2.21)
Using Eq.(2.17), Eq.(2.18), and Eq.(2.21), we have checked that Eq.(2.8)-Eq.(2.13) are really
satisfied.
3 The chiral Potts model and the elliptic function
The chiral Potts model is the integrableN -state spin model. The star-triangle relation(integrable
condition) in the chiral Potts model is given by
N−1∑
d=0
W qr(b− d)Wpr(a− d)W pq(d− c) = RpqrWpq(a− b)W pr(b− c)Wqr(a− c), (3.1)
Wpq(k) =
k∏
l=1
(
dpbq − apcqωl
bpdq − cpaqωl
)
, W pq(k) =
k∏
l=1
(
ωapdq − dpaqωl
cpbq − bpcqωl
)
, (3.2)
aNp + k
′bNp = kd
N
p , k
′aNp + b
N
p = kc
N
p . (3.3)
This condition is rewritten into a nice form, which is expressed with the Lie group element
in the form [4]
TpqSprTqr = SqrTprSpq, (3.4)
Tpq =
N∑
k=1
W˜pq(k)Z
k, Spq =
N∑
k=1
W pq(k)X
k, (3.5)
W˜pq(k) =
N−1∑
l=0
ωklWpq(l) =
k∏
l=1
(
bpdq − dpbqωl−1
cpaq − apcqωl
)
, (3.6)
W pq(k) =
k∏
l=1
(
apdqω − dpaqωl
cpbq − bpcqωl
)
, (3.7)
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where Z andX are elements of the cyclic representation of SU(2), which satisfy ZX = ωXZ,
(ω = e2pii/N ). In order to show Eq.(3.4), we have used the following relation
P (Z)(αZ + β)X = (γZ + δ)XP (Z), (3.8)
P (Z) =
N∑
k=1
pkZ
k, pk =
k∏
l=1
(
γω − αωl
βωl − δ
)
, (3.9)
Q(X)(αX + β)Z = (γX + δ)ZQ(X), (3.10)
Q(X) =
N∑
k=1
qkX
k, qk =
k∏
l=1
(
γωl−1 − α
β − δωl
)
. (3.11)
3.1 The Ising model
The Ising model is the special N = 2 case of the chiral Potts model. The parametrization,
which satisfies Eq.(3.3) and has the difference property Wp,q(n) = fn(p − q), W˜p,q(n) =
gn(p− q), is given by[12]
(ap, bp, cp, dp) = (θ11(p/2K), θ10(p/2K), θ00(p/2K), θ01(p/2K)). (3.12)
Using the relation,
sn(u) = − 1√
k
θ11(u/2K)
θ01(u/2K)
, cn(u) =
√
k′
k
θ10(u/2K)
θ01(u/2K)
, dn(u) =
√
k′
θ00(u/2K)
θ01(u/2K)
, (3.13)
we obtain the Ising model from the N = 2 chiral Potts model by using the addition theorem
of the elliptic function in the form
W pq(1)/W pq(0) =
sinhL∗
coshL∗
= e−2L
=
−apdq + dpaq
cpbq + bpcq
=
dn(p− q)− cn(p− q)
k′sn(p− q) , (3.14)
W˜pq(1)/W˜pq(0) =
sinhK
coshK
= e−2K
∗
=
bpdq − dpbq
cpaq + apcq
=
1− cn(p− q)
sn(p− q) . (3.15)
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4 The Belavin model and the elliptic theta function
The Belavin model is the integrable ZN×ZN vertex type model. The Yang-Baxter equation,
which is the integrability condition in this vertex model, is given by
S12(u1 − u2)S13(u1 − u3)S23(u2 − u3) = S23(u2 − u3)S13(u1 − u3)S12(u1 − u2). (4.1)
The Boltzmann weight S(u) is given by
S(u) =
N−1∑
α1,α2=0
wα1,α2(u)Iα1,α2 ⊗ I−1α1,α2, (4.2)
wα1,α2(u) =
1
N
σα1,α2(u+ η/N)σ0,0(γη)
σα1,α2(η/N)σ0,0(u+ γη)
, (4.3)
σα1,α2(u) = θα2
N
+ 1
2
,
α1
N
+ 1
2
(u, τ), (4.4)
Iα1,α2 = Z
α1Xα2 , (4.5)
where Z and X are elements of the cyclic representation of SU(2) in the form
Z =

1
ω
ω
· · ·
ωN−1
 , X =

0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
· · ·
0 0 · · · 1 0
 , (4.6)
ZX = ωXZ, ω = exp(2pii/N), ωN = 1. (4.7)
The index independent factor σ0,0(γη)/σ0,0(u + γη) in wα1.α2(u) is trivially factor out in
the integrability condition Eq.(4.1), but we put this factor in order that S(u) satisfy the
Zamolodchikov algebra by choosing γ to be the appropriate value. The Zamolodchikov
algebra, which is the fundamental relation of the integrability condition in the Belavin model,
will be discussed later.
The theta function with characteristics θr1,r2(u, τ) in the above is given by
θr1,r2(u, τ) =
∑
n∈Z
eipi(n+r1)
2τ+2pii(n+r1)(u+r2). (4.8)
The u-independent but index dependent factor 1/σα1,α2(η/N) is necessary to make wα1,α2(u)
to be periodic in the index α2. This property comes from the relation
σα1,α2+N(u+ η/N) = e
2piiα1/Nσα1,α2(u+ η/N),
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σα1,α2+N(η/N) = e
2piiα1/Nσα1,α2(η/N),
σα1,α2+N(u+ η/N)
σα1,α2+N(η/N)
=
σα1,α2(u+ η/N)
σα1,α2(η/N)
.
In the special u = 0 case, S12(0) becomes the permutation operator
P12 =
1
N
∑
a,b
ZaXb ⊗X−bZ−a. Then the Yang-Baxter equation is trivially satisfied in the
special u1 = u2 = u3 = 0 case.
4.1 The cyclic and the ordinary spin representation in SU(2)
The N -state cyclic representation of SU(2) is given by
(Z)a,b = δa,b exp(2piia/N), (X)a,b = δa,b+1 + δa,b+1−N , (4.9)
(a, b = 0, · · · , N − 1).
While the ordinary spin J representation of SU(2) is given by
(Jz)a,b = δa,b(J − a), (J+)a,b = δa,b+1, (J−)a,b = δa,b−1, (4.10)
(a, b = 0, · · · , N − 1), (N = 2J + 1).
Then we have the relation between the N -state cyclic representation and the ordinary spin
J representation in the form
Z = exp(2pii(J − Jz)/N), X = J+ + JN−1− . (4.11)
In the above relation, we can interprete that the element of the cyclic representation is
somewhat the quantum group element in a sense that Z is the element of the Lie group but
X is the sum of the element of Lie algebra.
In the special N = 2 case, Z,X become elements of Lie albegra Z = σz , X = σx.
4.2 The Zamolodchikov algebra
The fundamental integrability relation in the Belavin model is the following Zamolodchikov
algebra[8]
A(u1)⊗A(u2 + η) = S(u1 − u2)A(u1 + η)⊗ A(u2). (4.12)
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We define T (u, v) as
T (u, v) = S12(u)S13(u+ v)S23(v)− S23(v)S13(u+ v)S12(u). (4.13)
If the Zamolodchikov algebra Eq.(4.12) is satisfied, we have
T (u, v)A(w + u− η)⊗A(w)⊗A(w − v + η) = 0. (4.14)
Then we have the Yang-Baxter relation T (u, v) = 0, if A(u) satisfies the Zamolodchikov
algebra and A(u) is the basis of the complete set.
We will construct this A(u) by the elliptic theta function, and we will show that A(u) is
the basis of the complete basis. In order to construct A(u) by the elliptic theta function,
we examine the quasi-periodic property of the Boltzmann weight S(u). If both side of the
Zamolodchikov algebra has the same quasi-periodicity, it suggests that the left-hand side is
equal to the right-hand side up to the constant factor.
Using the property
θr1,r2(u+ ξ1 + ξ2τ, τ) = e
−ipiξ2(ξ2τ+2u)e2pii(r1ξ1−r2ξ2)θr1,r2(u, τ), (ξ1, ξ2 ∈ Z). (4.15)
We have the transformation of the Boltzmann weight
wα1,α2(u+ ξ1 + ξ2τ) =
θα2
N
+ 1
2
,
α1
N
+ 1
2
(u+ ξ1 + ξ2τ + η/N, τ)
θα2
N
+ 1
2
,
α1
N
+ 1
2
(u+ η/N, τ)
×
θ 1
2
, 1
2
(u+ γη, τ)
θ 1
2
, 1
2
(u+ ξ1 + ξ2τ + γη, τ)
wα1,α2(u)
= e2piiξ2η(γ−1/N)e2pii(ξ1α2−ξ2α1)/Nwα1,α2(u) = e
2piiξ2η(γ−1/N)ω<ξ,α>wα1,α2(u), (4.16)
where we use the notation < ξ, α >= ξ1α2 − ξ2α1. Because of the index independent
but u dependent factor σ0,0(γη)/σ0,0(u + γη), which is trivially factor out in the Yang-
Baxter equation Eq.(4.1), the multiplied factor in the right-hand side of Eq.(4.16) becomes
u independent, which is necessary to satisfy the Zamolodchikov algebra. Therefore the
Boltzmann weight transforms into the form
S(u+ ξ1 + ξ2τ) =
N−1∑
α1,α2=0
wα1,α2(u+ ξ1 + ξ2τ)Z
α1Xα2 ⊗X−α2Z−α1
= e2piiξ2η(γ−1/N)
N−1∑
α1,α2=0
wα1,α2(u)ω
<ξ,α>Zα1Xα2 ⊗X−α2Z−α1 ,
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Then we have
e−2piiξ2η(γ−1/N)S(u+ ξ1 + ξ2τ)
= (Iξ ⊗ 1)S(u)(I−1ξ ⊗ 1) = (1⊗ I−1ξ )S(u)(1⊗ Iξ). (4.17)
4.3 Construction of the state vector A(u)
Next we construct the state vector A(u) by the elliptic theta function. For this purpose we
consider the transformation of θ a
N
,Bk(u+ ξ1 + ξ2τ ;Cτ), where B,C are constant.
θ a
N
,Bk(u+ ξ1 + ξ2τ ;Cτ) = ω
aξ1e−ipiτξ
2
2/C−2piiξ2(u+Bk)/Cθ a
N
+
ξ2
C
,Bk
(u;Cτ). (4.18)
In order that θ a
N
,Bk(u;Cτ), (a, k ∈ ZN ) is closed under the transformation, and also the
prefactor ωaξ1e−ipiτξ
2
2/C−2piiξ2(u+Bk)/C becomes k independent, we have two possibilities
case 1) : B = C = N/(N − 1)
θ a
N
,Bk(u;Cτ) = θ a
N
, Nk
N−1
(u;Nτ/(N − 1)), (4.19)
θ a
N
, Nk
N−1
(u+ ξ1 + ξ2τ ;Nτ/(N − 1))
= e−ipiτξ
2
2(N−1)/N−2piiξ2u(N−1)/Nωaξ1θa−ξ2
N
, Nk
N−1
(u;Nτ/(N − 1)). (4.20)
case 2) : B = C = N
θ a
N
,Bk(u;Cτ) = θ a
N
,Nk(u;Nτ) = θ a
N
,0(u;Nτ) = (k − independent), (4.21)
θ a
N
,0(u+ ξ1 + ξ2τ ;Nτ) = e
−ipiτξ22/N−2piiξ2u/Nωaξ1θa+ξ2
N
,0
(u;Nτ). (4.22)
Then we define Ak(u) in the case 1) in the form,
Ak(u) =

θ0, kN
N−1
(u;Nτ/(N − 1))
θ 1
N
, kN
N−1
(u;Nτ/(N − 1))
θ 2
N
, kN
N−1
(u;Nτ/(N − 1))
· · ·
θN−1
N
, kN
N−1
(u;Nτ/(N − 1))

, (4.23)
Ak(u+ ξ1 + ξ2τ) = e
−ipiτξ22
N−1
N
−2piiξ2u
N−1
N Zξ1Xξ2Ak(u), (ξ1, ξ2 ∈ Z). (4.24)
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4.4 The transformation of the Zamolodchikov algebra
We examine the transformation u1 → u1 + ξ1 + ξ2τ, (ξ1, ξ2 ∈ Z) and u2 → u2 + ζ1 +
ζ2τ, (ζ1, ζ2 ∈ Z) of the Zamolodchikov algebra in the case 1)
A(u1)⊗A(u2 + η) = S(u1 − u2)A(u1 + η)⊗ A(u2). (4.25)
Under the transformation u1 → u1 + ξ1 + ξ2τ, (ξ1, ξ2 ∈ Z), the Zamolodchikov algebra
tranforms into the form
(left− hand side) = A(u1 + ξ1 + ξ2τ)⊗ A(u2 + η)
= e−ipiτξ
2
2
N−1
N
−2piiξ2u1
N−1
N (Iξ ⊗ 1)A(u1)⊗A(u2 + η), (4.26)
(right− hand side) = S(u1 + u1 + ξ1 + ξ2τ − u2)A(u1 + ξ1 + ξ2τ + η)⊗A(u2)
= e2piiξ2η(γ−1/N)e−ipiτξ
2
2
N−1
N
−2piiξ2(u1+η)
N−1
N
×(Iξ ⊗ 1)S(u1 − u2)(I−1ξ ⊗ 1)(Iξ ⊗ 1)A(u1 + η)⊗ A(u2)
= e−ipiτξ
2
2
N−1
N
−2piiξ2u1
N−1
N e2piiξ2η(γ−1)(Iξ ⊗ 1)S(u1 − u2)A(u1 + η)⊗ A(u2). (4.27)
In order that the transformation is the same in the left-hand and the right-hand side of the
Zamolodchikov algebra, we have γ = 1 in case 1).
By the similar calculation, we have shown that the Zamolodchikov algebra has the same
form under the transformation u2 → u2 + ζ1 + ζ2τ, (ζ1, ζ2 ∈ Z).
4.5 The possibility of another Zamolodchikov algebra
Using the vector of case 2), we have the possibility of another Zamolodchikov algebra. In
the case 2), we denote the state vector as A˜k(u), which is given by
A˜0(u) =

θ0,0(u;Nτ)
θ 1
N
,0(u;Nτ)
θ 2
N
,0(u;Nτ)
· · ·
θN−1
N
,0(u;Nτ)
 , (4.28)
A˜0(u+ ξ1 + ξ2τ) = e
−ipiτξ22/N−2piiξ2u/NZξ1X−ξ2A˜0(u), (ξ1, ξ2 ∈ Z). (4.29)
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Correspondingly, we define the another Boltzmann weight S˜(u) in the form
S˜(u) =
N−1∑
α1,α2=0
w˜α1,α2(u)J
−1
α1,α2 ⊗ Jα1,α2, (4.30)
w˜α1,α2(u) =
1
N
σα1,α2(u+ η/N)σ0,0(γη)
σα1,α2(η/N)σ0,0(u+ γη)
, (4.31)
Jα1,α2 = Z
α1X−α2 . (4.32)
We consider another Zamolodchikov algebra
A˜(u1)⊗ A˜(u2 + η) = S˜(u1 − u2)A˜(u1 + η)⊗ A˜(u2). (4.33)
Under the transformation u1 → u1 + ξ1 + ξ2τ, (ξ1, ξ2 ∈ Z), another Zamolodchikov algebra
transforms in the form
(left− hand side) = A˜(u1 + ξ1 + ξ2τ)⊗ A˜(u2 + η)
= e−ipiτξ
2
2/N−2piiξ2u1/N (Jξ ⊗ 1)A˜(u1)⊗ A˜(u2 + η), (4.34)
(right− hand side) = S˜(u1 + ξ1 + ξ2τ − u2)A˜(u1 + ξ1 + ξ2τ + η)⊗ A˜(u2)
= e2piiξ2η(γ−1/N)e−ipiτξ
2
2/N−2piiξ2(u1+η)/N
×(Jξ ⊗ 1)S˜(u1 − u2)(J−1ξ ⊗ 1)(Jξ ⊗ 1)A˜(u1 + η)⊗ A˜(u2)
= e−ipiτξ
2
2/N−2piiξ2u1/Ne2piiξ2η(γ−2/N)(Jξ ⊗ 1)S˜(u1 − u2)A˜(u1 + η)⊗ A˜(u2). (4.35)
In order that the transformation is the same in the left-hand side and the right-hand side of
the Zamolodchikov algebra, we have γ = 2/N in case 2).
By the similar calculation, we have shown that the Zamolodchikov algebra has the same
form under the transformation u2 → u2 + ζ1 + ζ2τ, (ζ1, ζ2 ∈ Z).
The numerical calculation by REDUCE suggests that another Zamolodchikov algebra Eq.(4.33)
is satisfied for N = 2 but not satisfied for N ≥ 3.
5 The Heisenberg algebra and the elliptic theta func-
tion
In this section, we first review the well-known relation between the Heisenberg algebra and
the elliptic theta function[11].
If N is the square of some integer, that is, N = l2, (l ∈ Z), we can connect the another
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state vector A˜k(u) , which appears in Zamolodchikov algebra of the Belavin model, with the
representation of the Heisenberg algebra by the theta function with characteristics.
The Heisenberg algebra is constructed from two operators Sb, Ta, which are defined by
Sbf(u) = f(u+ b), (5.1)
Taf(u) = exp(piia
2τ + 2piiau)f(u+ aτ), (5.2)
for the function f(u). We define the theta function with characteristics in the form
θa,b(u, τ) = SbTaθ(u, τ) = exp{piia2τ + 2piia(u+ b)}θ(u+ aτ + b, τ)
=
∑
n∈Z
exp{pii(n+ a)2τ + 2pii(n + a)(u+ b)}. (5.3)
Then we have
S 1
l
∑
n∈ 1
l
Z
cn exp(piin
2τ + 2piinu) =
∑
n∈ 1
l
Z
cn exp(2piin/l) exp(piin
2τ + 2piinu), (5.4)
T 1
l
∑
n∈ 1
l
Z
cn exp(piin
2τ + 2piinu) =
∑
n∈ 1
l
Z
cn− 1
l
exp(piin2τ + 2piinu). (5.5)
The action of S 1
l
is given by
S 1
l
∑
n∈lZ
exp(piin2τ + 2piinu) =
∑
n∈lZ
exp(piin2τ + 2piinu),
S 1
l
∑
n∈lZ+ 1
l
exp(piin2τ + 2piinu) = e2pii/l
2 ∑
n∈lZ+ 1
l
exp(piin2τ + 2piinu),
· · ·
S 1
l
∑
n∈lZ+ l
2
−1
l
exp(piin2τ + 2piinu) = e2pii(l
2−1)/l2
∑
n∈lZ+ l
2
−1
l
exp(piin2τ + 2piinu). (5.6)
The action of T 1
l
is given by
T 1
l
∑
n∈lZ
exp(piin2τ + 2piinu) =
∑
n∈lZ+ 1
l
exp(piin2τ + 2piinu),
T 1
l
∑
n∈lZ+ 1
l
exp(piin2τ + 2piinu) =
∑
n∈lZ+ 2
l
exp(piin2τ + 2piinu),
· · ·
T 1
l
∑
n∈lZ+ l
2
−1
l
exp(piin2τ + 2piinu) =
∑
n∈lZ
exp(piin2τ + 2piinu). (5.7)
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Then we take the basis, which is closed under actions S 1
l
and T 1
l
, in the form
v(u) =

v0(u)
v1(u)
v2(u)
· · ·
vl2−1(u)
 =

∑
n∈lZ exp(piin
2τ + 2piinu),∑
n∈lZ+ 1
l
exp(piin2τ + 2piinu),∑
n∈lZ+ 2
l
exp(piin2τ + 2piinu),
· · ·∑
n∈lZ+ l
2
−1
l
exp(piin2τ + 2piinu)
 . (5.8)
Here we use Z and X , which is the l2 × l2 cyclic representation of SU(2), in the form
Z =

1
ω
ω2
· · ·
ωl
2−1
 , X =

0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
· · ·
0 0 · · · 1 0
 , (5.9)
with ZX = ωXZ, ω = e2pii/l
2
, ωl
2
= 1. (5.10)
The Heisenberg algebra, acting on the basis v, is expressed in the form
S 1
l

v0(u)
v1(u)
v2(u)
· · ·
vl2−1(u)
 =

1
ω
ω2
· · ·
ωl
2−1


v0(u)
v1(u)
v2(u)
· · ·
vl2−1(u)
 = Z

v0(u)
v1(u)
v2(u)
· · ·
vl2−1(u)
 , (5.11)
T 1
l

v0(u)
v1(u)
v2(u)
· · ·
vl2−1(u)
 =

0 1 0 · · · 0
0 0 1 · · · 0
· · ·
0 0 0 · · · 1
1 0 0 · · · 0


v0(u)
v1(u)
v2(u)
· · ·
vl2−1(u)
 = X
−1

v0(u)
v1(u)
v2(u)
· · ·
vl2−1(u)
 . (5.12)
Noticing that S 1
l
, T 1
l
as the operator on the basis but not the matrix, we have
S 1
l
T 1
l
v(u) = S 1
l
X−1v(u) = X−1S 1
l
v(u) = X−1Zv(u). (5.13)
ωT 1
l
S 1
l
v(u) = ωT 1
l
Zv(u) = ωZT 1
l
v(u) = ωZX−1v(u). (5.14)
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Using ZX = ωXZ, we have the fundamental relation of the Heisenberg algebra
S 1
l
T 1
l
= ωT 1
l
S 1
l
. (5.15)
The standard basis is Eq.(5.8) with l2-dimension. This is expressed as the linear combination
of θa
l
, b
l
(u, τ) with (a = 0, 1, 2, · · · , l − 1) and (b = 0, 1, 2, · · · , l2 − 1) in the form
θa
l
, b
l
(u, τ) = ωab
∑
n∈lZ+ a
l
exp(piin2τ + 2piinu)
+ωabωlb
∑
n∈lZ+ a+l
l
exp(piin2τ + 2piinu)
· · ·
+ωabωl(l−1)b
∑
n∈lZ+
a+l(l−1)
l
exp(piin2τ + 2piinu)
= ωbava + ω
b(a+l)va+l + · · ·+ ωb(a+l(l−1))va+l(l−1). (5.16)
Multiplying
1
l2
l2−1∑
b=0
ω−bc in the above relation, we have
va(u) =
1
l2
l2−1∑
b=0
ω−baθa
l
, b
l
(u, τ),
va+l(u) =
1
l2
l2−1∑
b=0
ω−b(a+l)θa
l
, b
l
(u, τ),
· · ·
va+l(l−l)(u) =
1
l2
l2−1∑
b=0
ω−b(a+l(l2−l))θa
l
, b
l
(u, τ), (5.17)
(a = 0, 1, · · · , l − 1),
where we use
1
l2
l2−1∑
b=0
ω−bcθa
l
, b
l
(u, τ) = δc,ava + δc,a+lva+l + · · ·+ δc,a+l(l−1)va+l(l−1) . In this
way, we have the two kind of basis. The state vp(u), (p = 0, 1, · · · , l2 − 1) is the vector
basis of the Heisenberg algebra with dimension l2. While theta function with characteristics
θa
l
, b
l
(u, τ), (a, b = 0, 1, · · · (l − 1)) is the matrix basis with dimension l × l. We summarize
the bases of the Heisenberg algebra in the form
θa
l
, b
l
(u, τ) =
l−1∑
c=0
ωb(a+lc)va+lc(u), (a = 0, 1, 2, · · · , l − 1), (b = 0, 1, 2, · · · , l2 − 1) (5.18)
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vp(u) =
1
l2
l2−1∑
b=0
ω−bpθp
l
, b
l
(u, τ), (p = 0, 1, 2, · · · , l2 − 1). (5.19)
The action of the Heisenberg algebra on these bases are
S 1
l
vp(u) = ω
pvp(u), T 1
l
vp(u) = vp+1(u), (5.20)
S 1
l
θa
l
, b
l
(u, τ) = θa
l
, b+1
l
(u, τ), T 1
l
θa
l
, b
l
(u, τ) = ω−bθa+1
l
, b
l
(u, τ). (5.21)
5.1 A property of the vector vp(u; τ)
Here we will show θ p
l2
,0(lu; l
2τ) = vp(u; τ), (p = 0, 1, · · · , l2 − 1), (N = l2). Then we can
connect the state vector A˜0(u), which is the special case k = 0 of the state vector which
appears in the Zamolodchikov algebra of the Belavin model, with the basis of the Heisenberg
algebra represented by the theta function with characteristics.
Starting from vp(u; τ), we have
vp(u; τ) =
1
l2
l2−1∑
b=0
ω−bpθp
l
, b
l
(u, τ) =
1
l2
l2−1∑
b=0
e−2piibp/l
2 ∑
n∈Z
eipiτ(n+
p
l
)2+2pii(n+ p
l
)(u+ b
l
)
=
1
l2
l2−1∑
b=0
e−2piibp/l
2
l−1∑
c=0
∑
m∈Z
eipil
2τ(m+ c
l
+ p
l2
)2+2pii(m+ c
l
+ p
l2
)(lu+b)
=
1
l2
l2−1∑
b=0
e−2piibp/l
2
l−1∑
c=0
e2piib(
c
l
+ p
l2
)θ c
l
+ p
l2
,0(lu; l
2τ)
=
1
l2
l2−1∑
b=0
l−1∑
c=0
e2piibc/lθ c
l
+ p
l2
,0(lu; l
2τ) =
l−1∑
c=0
δc,0e
2piibc/lθ c
l
+ p
l2
,0(lu; l
2τ)
= θ p
l2
,0(lu; l
2τ), (p = 0, 1, 2, · · · , l2 − 1). (5.22)
If we notice that N = l2, we have
θ p
N
,0(lu;Nτ) = vp(u; τ), (p = 0, 1, · · · , N − 1), (5.23)
which means that if we redefine u as lu in the Boltzmann weight S(u), the state vector
vp(u, τ) in the Zamolodchikov algebra in case 2) is nothing but the representation of the
Heisenberg algebra by the theta function with characteristics.
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6 Summary and discussion
In oreder to understand the fundamental mechanism why the various two-dimensional statis-
tical integrable model, we have considered the typical spin type models, the Ising model and
the chiral Potts model, and the typical vertex type model, the Belavin model. These typical
integrable models are parametrized by the elliptic function in many cases. In this paper,
we then have examined the connection between the elliptic function and the integrability
condition. We have shown that the integrability comes from the cyclic SU(2) symmetry of
the model, which comes from the elliptic parametrization of the Boltzmann weight.
The connection between the Heisenberg algebra and the elliptic theta function is well-
known[11], where Mamford has shown that the theta function with characteristics is the
matrix representation of the Heisenberg albegra. In this paper, we have found that the
vector representation of the heisenberg algebra. In the N = l2 case, we further have shown
that the vector representation another of the Heisenberg albegra is equal to the state vector
of the another Zamolodchikov algebra of the Belavin model.
References
[1] R. J. Baxter, ”Exactly Solved Models in Statistical Mechanics”, (Academic, New
York), 1982.
[2] R. J. Baxter, J. H. H. Perk and H. Au-Yang, Phys. Lett., A128(1973),138.
[3] L. Onsager, Phys. Rev., 60(1944), 117.
[4] M. Horibe and K. Shigemoto, Nuovo Cimento, 116B(2001), 1017.
[5] A. A. Belavin, Nucl. Phys., 180(1981), 189.
[6] R. J. Baxter, Ann. Phys., 76(1973), 1.
[7] C. A. Tracy, Physica, D16(1985), 203.
[8] I. V. Cherednik, Sov. J. Nucl. Phys., 36(1982), 320.
[9] M. Jimbo, T. Miwa and M. Okado, Nucl. Phys., B300[FS22](1988), 74.
17
[10] R. J. Baxter, Ann. Phys., 76(1973), 25.
[11] D. Mumford, ”Tata Lectures on Theta I”, (Birkha¨user, Boston · Basel · Stuttgart),
1983.
[12] H. Au-Yang and J. H. H. Perk, Adv. Stud. in Pure Math., 19(1989), 57.
18
