ABSTRACT. In this paper we survey some recent results concerning the asymptotic behaviour of the iterates of a single Markov operator or of a sequence of Markov operators. Among other things, a characterization of the convergence of the iterates of Markov operators toward a given Markov projection is discussed in terms of the involved interpolation sets.
INTRODUCTION
In this paper we survey some recent results concerning the asymptotic behaviour of the iterates of a single Markov operator or of a sequence of Markov operators. Such problems are connected with ergodic theory and, in particular with ergodic theorems. Iterates of sequences of Markov operators are also involved in the constructive approximation of strongly continuous semigroups of operators and, hence, of the solutions to the initialboundary value differential problems governed by them. Among other things, a characterization of the convergence of the iterates of Markov operators toward a given Markov projection is discussed in terms of the involved interpolation sets. The usefulness of the approximation of strongly continuous semigroups of operators in terms of iterates, is enlightened by discussing some qualitative properties of them as well as their asymptotic behaviour. Finally, some applications are shown concerning Bernstein-Schnabl operators on convex compact sets and Bernstein-Durrmeyer operators with Jacobi weights on the unit hypercube. A final section contains some suggestions for possible further researches. For more details about the results which are discussed in this paper we refer to [2] , [4] and [5] and the references therein.
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PRELIMINARIES AND NOTATION
Given a compact metric space X, we shall denote by C(X) the linear space of all real-valued continuous functions on X endowed with the supremum norm (2.1) ||f || ∞ := sup x∈X |f (x)| (f ∈ C(X)) and the pointwise ordering, with respect to which it is a Banach lattice. Let B X be the σ-algebra of all Borel subsets of X and denote by M + (X) (resp., M + 1 (X)) the subset of all Borel measures (resp. the subset of all probability Borel measures) on X. The symbol M + (X) (resp., M + 1 (X)) designates the subset of all positive linear functionals on C(X) (resp. the subset of all positive linear functionals µ : C(X) → R such that µ(1) = 1, 1 denoting the constant function with constant value 1). By the Riesz representation theorem (see, e.g., [12, Section 29] ), if µ ∈ M + (X) (resp. µ ∈ M + 1 (X)), then there exists a unique (regular) Borel measureμ ∈ M + (X) (resp., in M + 1 (X)) such that (2.2) µ(f ) = X f dμ for every f ∈ C(X).
Moreover, µ =μ(X).
Consider a given Markov operator T : C(X) → C(X), i.e., T is positive and T (1) = 1. In the sequel a special role will be played by the subset of interpolation points of T which is defined by
and its possible representation by means of suitable functions.
Given a linear subspace H of C(X), its Choquet boundary ∂ H X is the subset of all points x ∈ X such that, if µ ∈ M + (X) and if µ(h) = h(x) for every h ∈ H, then µ(f ) = f (x) for every f ∈ C(X). If H contains the constants and separates the points of X, then the Choquet boundary is non empty. Given a Markov operator T : C(X) → C(X), we shall set
Clearly, M is contained in the range of T which will be also denoted by (2.5)
The subspace M contains the constants and hence, if it separates the points of X, then its Choquet boundary ∂ M X is not empty.
Theorem 2.1. Assume that the subspace M defined above separates the points of X. Then
Moreover, if V is an arbitrary subset of M separating the points of X, then
Finally, if (h n ) n≥1 is a finite or countable family of the linear subspace generated by V , separating the points of X and such that the series Φ := ∞ n=1 h 2 n is uniformly convergent, then Φ ≤ T (Φ) and
For a proof of Theorem 2.1 we refer to [2, Theorem 2.1]) (see also [5, Theorem 1.3.1] ). As a particular case of the result above, consider a compact subset X of R d , d ≥ 1. For every i = 1, . . . , d denote by pr i the i th coordinate function on X, i.e., pr i (x) := x i for every x = (x 1 , . . . , x d ) ∈ X, and set
where · stands for the Euclidean norm on R d .
Corollary 2.1. Given a Markov operator
T : C(X) → C(X) such that T (pr i ) = pr i for every i = 1, . . . , d, then Φ d ≤ T (Φ d ) and ∂ T X = {x ∈ X | T (Φ d )(x) = Φ d (x)}.
CONVERGENCE CRITERIA FOR NETS OF POSITIVE LINEAR OPERATORS
In this section we discuss some general criteria concerning the convergence of nets (generalized sequences) of positive linear operators. The results seem to have an own independent interest and they can be considered as Korovkin-type theorems with respect to a limit operator which is an arbitrary positive linear operator rather then the identity operator. For additional Korovkintype theorems, we refer, e.g., to [1] , [3] and the references therein. For a given Markov operator T : C(X) → C(X), we proceed to state a criterion in terms of the subset ∂ T X defined by (2.3), which concerns the convergence of nets of positive linear operators toward a positive linear operator S :
In the subsequent section we shall use this result in order to investigate the asymptotic behaviours of iterates of Markov operators.
Theorem 3.2.
Let T : C(X) → C(X) be a Markov operator such that the subset ∂ T X is non empty and assume that there exists Ψ ∈ C(X),
pointwise (resp., uniformly) on X for every f ∈ C(X). In particular, S • T = S.
As a special case of Theorem 3.2 we get the following Korovkin-type result. Corollary 3.2. Let T : C(X) → C(X) be a Markov operator such that the subspace M defined by (2.4) separates the points of X. Furthermore, set H := T (C(X)) and consider Φ ∈ C(X) such that Φ ≤ T (Φ) and
≤ i∈I is a net of positive linear operators from C(X) into itself and if lim i∈I ≤ L i (h) = S(h) pointwise (resp., uniformly) on X for every h ∈ H ∪ {Φ}, then lim i∈I ≤ L i (f ) = S(f ) pointwise (resp., uniformly) on X for every f ∈ C(X).
Iterates of Markov Operators and Constructive Approximation of Semigroups

25
The proofs of Theorem 3.2 and its subsequent Corollary 3.2 can be found in [2, Theorem 2.5 and Corollary 2.7]). Note also that it can be applied, e.g., for S = T or for S = λT (λ ∈ C(X), 0 ≤ λ) provided T is a Markov projection, i.e. T • T = T . An application of Corollary 3.2 will be shown in the subsequent Section 4 (see Theorem 5.8). The next result can be useful to study the behaviour of nets of positive linear operators when the limit operator is unknown. It generalizes Theorem 2 of [19] . For its proof we refer to [10, Proposition 3.7] . In the same paper further remarks and applications can be found. Let (E, · ) be a Banach space of real-valued functions defined on a convex subset X of a locally convex space. Assume that the space E, endowed with its norm and the pointwise order, is a Banach lattice.
≤ i∈I be a net of positive linear operators from E into itself and assume that for every convex function ϕ ∈ E, the net (L i (ϕ)) ≤ i∈I is decreasing (resp., increasing). Furthermore, assume that for some convex function u ∈ E, the net
Note that, if X is a real interval and the convex function u belongs to
Moreover, if 1 ∈ E and a net (L i ) ≤ i∈I satisfies the assumptions of Proposition 3.1, then the net (L i (1)) ≤ i∈I is constant. Therefore, if E is a closed linear subspace of bounded continuous functions on X, equipped with the uniform norm, the net (L i ) ≤ i∈I is equibounded as well. If X is a compact real interval, Proposition 3.1 applies in particular for E = C(X) and u ∈ C 2 (X) satisfying min
Corollary 3.3. Given a compact real interval X, let (L n ) n≥1 be a sequence of positive linear operators from C(X) into itself and assume that for every convex function ϕ ∈ C(X), the sequence (L n (ϕ)) n≥1 is decreasing (resp., increasing). Further assume that for some convex function u ∈ C 2 (X) satisfying min
For a multidimensional version of the above result we refer to [18, Theorem 2.2].
ASYMPTOTIC BEHAVIOUR OF ITERATES OF MARKOV OPERATORS
In this section we discuss some results concerning the asymptotic behaviour of iterates of Markov operators. For other additional results about this subject we refer, e.g., to [15, Let X be a compact metric space and consider two Markov operators S : C(X) → C(X) and T : C(X) → C(X) such that the subspace M := {h ∈ C(X) | T (h) = h} separates the points of X.
The proof of the next result is based on Theorem 3.2. For more details we refer to [2, Theorem 3.1]). As usual, if S : C(X) → C(X) is a linear operator, the iterates S n , n ≥ 1, are defined recursively by S 1 := S and S n+1 := S • S n .
Theorem 4.3. Let S : C(X) → C(X) and T : C(X) → C(X) be Markov operators and assume that the subspace M := {h ∈ C(X) | T (h) = h} separates the points of X. Then the following statements are equivalent:
and for every sequence (h n ) n≥1 in M separating the points of X, such that the series
n is uniformly convergent on X, one gets Φ ≤ S(Φ) and
(e) There exists Φ ∈ C(X) such that Φ ≤ S(Φ) and
Moreover, if one of the statements above holds true, then T •S = T , T necessarily is a Markov projection, i.e., T • T = T , and
It is not devoid of interest to point out that, if T : C(X) → C(X) is a Markov projection whose range separates the points of X, considering an arbitrary function Φ ∈ C(X) such that Φ ≤ T (Φ) and ∂ H X = {x ∈ X | T (Φ)(x) = Φ(x)}, then an example of a Markov operator S : C(X) → C(X) satisfying statement (c) of Theorem 4.3 is S := λT + (1 − λ)I, where I denotes the identity operator on C(X) and λ ∈ C(X) satisfies 0 < λ(x) ≤ 1 for every x ∈ X. Below we show some applications of the results we have just described.
The Poisson operator associated with the classical Dirichlet problem.
Consider a bounded open subset Ω of R d , d ≥ 2, which we assume to be regular in the sense of potential theory (see, e.g., [3, Section 2.6]) and denote by H(Ω) the subspace of all u ∈ C(Ω) which are harmonic on Ω. Thus, for every f ∈ C(Ω) there exists a unique u f ∈ H(Ω) such that u f | ∂Ω = f | ∂Ω , i.e., u f is the unique solution to the Dirichlet problem
For instance, each bounded convex open subset of R d is regular. Consider the Poisson operator
The operator T is a positive projection whose range is H(Ω). Moreover,
Iterates Furthermore, consider a Markov operator S : C(Ω) → C(Ω) such that S(u) = u for every u ∈ H(Ω) and assume that ∂ S Ω = ∂Ω, i.e., for every x ∈ Ω there exists f ∈ C(Ω) such that S(f )(x) = f (x).
uniformly on Ω for every f ∈ C(Ω).
Moreover, combining Corollaries 3.2 and 2.1, we also get the following result which might be useful to approximate the Poisson operator.
≤ i∈I is a net of positive linear operators from C(Ω) into itself and if lim i∈I
pointwise (resp., uniformly) on Ω for every f ∈ C(Ω).
4.2.
Bernstein-Schnabl operators on convex compact subsets. Consider a metrizable convex compact subset K (of some locally convex Hausdorff space) and denote by A(K) the linear subspace of all real-valued continuous affine functions on K. Consider a positive linear projection T : 
The projection T is often referred to as the canonical positive projection associated with K. Actually, for every f ∈ C(K), T (f ) is the unique function in A(K) that coincides with f on the subset ∂ e K of the extreme points of K. Clearly, T satisfies (4.8) as well and
In the finite dimensional case, considering the canonical simplex 1, 0, . . . , 0) , . . . , v d := (0, . . . , 0, 1), then the canonical Markov projection
, then the canonical projection is,indeed, the Markov operator 
For every n ≥ 1, x ∈ K, and f ∈ C(K), set (4.14)
By the continuity property of the product measure it follows that B n (f ) ∈ C(K). Moreover, n is uniformly convergent on K. Therefore, Φ ≤ T (Φ) and uniformly on K for every f ∈ C(K). In particular, for n = 1,
The following special cases of Theorem 4.4 are worthy to be mentioned separately. Corollary 4.6. Consider a metrizable Bauer simplex K and denote by T the canonical projection associated with K. Let S : C(K) → C(K) be a Markov operator such that S(u) = u for every u ∈ A(K) and ∂ S K = ∂ e K, i.e., for every x ∈ K ∂ e K there exists f ∈ C(K) such that S(f )(x) = f (x). Denoting by (B n ) n≥1 the sequence of Bernstein-Schnabl operators associated with S, then for every n ≥ 1,
uniformly on K for every f ∈ C(K). In particular, for n = 1,
uniformly on K for every f ∈ C(K). 7) and (4.8) , and consider the relevant sequence (B n ) n≥1 of Bernstein-Schnabl operators defined by (4.14) (with S = T ). If f ∈ C(K) and if (k(n)) n≥1 is a sequence of positive integers, then
n → +∞. It is worthy to point out that, under some additional assumptions on T , the sequence (B k(n) n (f )) n≥1 (f ∈ C(K)) converges uniformly also when
with non-empty interior and if T maps the subspace of all polynomials of degree m into itself for every m ≥ 1, then for every t ≥ 0 there exists a Markov operator T (t) : C(K) −→ C(K) such that for every f ∈ C(K) and for every sequence (k(n)) n≥1 of positive integers satisfying
Moreover the family (T (t)) t≥0 is a strongly continuous semigroup of operators (briefly, C 0 -semigroup of operators) whose generator (A, D(A)) is the closure of the operator (Z, D(Z)) where
The differential operator (4.16) is an elliptic second order differential operator which degenerates on ∂ T K (which contains the subset ∂ e K of the extreme points of K). For more details on the above results and, especially, for the rich theory which is related to them we refer to [3, Chapter 6] and [5, Chapters 4 and 5] . This theory stresses an interesting relationship among positive semigroups, initial-boundary value problems, Markov processes and constructive approximation theory. Some aspects of them will be also treated in the subsequent Sections 5 and 6.
ITERATES AND CONSTRUCTIVE APPROXIMATION OF SEMIGROUPS OF OPERATORS
Iterates of (positive) linear operators can be usefully involved in the constructive approximation as well as in the qualitative study of (positive) C 0 -semigroups of operators and, hence of the solutions to the initial-boundary value problems governed by them. For a short introduction to the theory of C 0 -semigroups of operators we refer, e.g., to [5, Chapter 2] . We begin by recalling the following results which is a consequence of a more general one due to H. F. Trotter (see [25] or [5, Corollary 2.
2.3]).
Theorem 5.6. Let E be a Banach space and let (L n ) n≥1 be a sequence of bounded linear operators on E. Suppose that (i) (stability conditions) there exist M ≥ 1 and ω ∈ R such that
Furthermore, let (A 0 , D 0 ) be a linear operator defined on a dense subspace D 0 of E and assume that
Then (A 0 , D 0 ) is closable and its closure (A, D(A)) is the generator of a C 0 -semigroup (T (t)) t≥0 on E such that
(1) T (t) ≤ M e ωt for every t ≥ 0;
for every f ∈ E and t ≥ 0 and for every sequence (k(n)) n≥1 of positive integers satisfying lim
The core condition (ii) is often difficult to verify; in the special case where ω = 0 in (i), i.e., L n ≤ 1, then it can be replaced by
* there exists a family (E i ) i∈I of finite dimensional subspaces of D 0 which are invariant under each L n and whose union i∈I E i is dense in E.
This variant of Trotter theorem is due to R. Schnabl (see [24] or [5, Corollary 2.2.11]). Note also that, because of assumptions (i) and (iii), necessarily
i.e., (L n ) n≥1 is an approximation process on E.
In the sequel, a C 0 -semigroup (T (t)) t≥0 which is approximate by a sequence (L n ) n≥1 as in formula (2) of Theorem 5.6, will be referred to as the limit semigroup associated with the sequence (L n ) n≥1 . Furthermore, a sequence (L n ) n≥1 verifying conditions (i), (ii), (iii) (resp. conditions (i), (ii) * , (iii)) will be referred to as a Trotter-type admissible sequence (resp. a Schnabl-type admissible sequence). The generator (A, D(A) of such semigroup will be also referred to as the generator of the sequence (L n ) n≥1 . Formula (2) of Theorem 5.6 has been successfully and mainly used in order to infer some properties of the sequence (L n ) n≥1 , notably, their saturation properties or, e.g., if E is a Banach function space, converse theorems of convexity (see, e.g., [14] , [21] , [24] , [3, Section 6.1, pp. 420-421] and the references therein). Starting from the late eighties, we started a long series of investigations, which are also related to these theorems, but we developed a different point of view. As it is well-known, each C 0 − semigroup (T (t)) t≥0 of operators on a Banach space E gives rise, indeed, to its infinitesimal generator A : D(A) → E, which is defined on a dense subspace D(A) of E, and to which it corresponds an abstract Cauchy problem, namely
When E is a "concrete" continuous function space on a domain X of R d , d ≥ 1, the operator A mostly is a differential operator and problem (5.17) turns into an initial-boundary value 
the boundary conditions being incorporated in the domain D(A). Moreover, problem (5.17) (resp. problem (5.18)) has a unique solution if and only if u 0 ∈ D(A) and, in such a case, the solution is given by
(resp. u(x, t) = T (t)u 0 (x) (x ∈ X, t ≥ 0)) and hence, by using the approximation formula (2) of Theorem 5.6,
where the limit is uniform with respect to x ∈ X. Therefore, if it is possible to determine the operator A and its domain D(A), the initial sequence (L n ) n≥1 become the key tool to approximate and to study (especially, from a qualitative point of view) the solutions to problems (5.17) or (5.18). For instance,
• If H is a closed subset of E which is invariant under the operators L n , i.e., L n (H) ⊂ H for every n ≥ 1, then T (t)(H) ⊂ H for every t ≥ 0.
In such a case, this inclusion represents an abstract "spatial regularity results" in the sense that u(t) ∈ H for every t ≥ 0 whenever u 0 ∈ H. or, respectively, u(·, t) ∈ H for every t ≥ 0 whenever u 0 ∈ H.
• In several contexts, the approximation formula of the semigroup in terms of iterates of the operators L n allows to determine its asymptotic behaviour, i.e., to determine
or, respectively, lim t→+∞ u(x, t) (u ∈ E, x ∈ K) (see, for instance, the subsequent Theorems 5.7 and 5.8).
• if E is a Banach lattice and each L n is positive, then the semigroup (T (t)) t≥0 is positive; hence u(t) ≥ 0 for every t ≥ 0 provided that u 0 ≥ 0.
• if E is a Banach lattice and each L n is positive, then u ≤ L n (u) =⇒ u ≤ T (s)u ≤ T (t)u (u ∈ E, 0 ≤ s ≤ t).
Furthermore, when E = C(X), X compact space, or E = C 0 (X), X locally compact space, and the operators L n , n ≥ 1, are positive, then the positive semigroup governs a right-continuous normal Markov process having X as a state space (see, e.g., [3, Section 1.6, pp. 68 -73]); hence, by means of the operators L n , it is also possible to investigate some qualitative properties of the transition functions associated with the Markov process. Particular attention deserves the important case when the approximating operators are constructively generated by a given positive linear operator T : C(X) → C(X) which, in turn, allows to determine the differential operator (A, D(A)) as well, X being a compact subset of R d , d ≥ 1, having non-empty interior. As a matter of fact, the linear operators generated by such general approach generalize positive approximating operators which are well-known in Approximation Theory, such as Bernstein operators, Kantorovich operators and others ones, and they shed new light on these classical operators and on their usefulness. Moreover, initial-boundary value evolution problems corresponding to these particular settings, are of current interest as they occur in the study of diffusion problems arising from different areas such as biology, mathematical finance and physics. For more details and for several other aspects related to the above outlined theory, we refer to the monographs [3] , [5] and to the recent paper [4] . Below, we show another general property of limit semigroups in the context of C(X) spaces, X compact metric space. Consider indeed a compact metric space (X, d) and set We also recall that every Markov operator T on C(X) admits at least one invariant probability measure, i.e., a measure µ ∈ M
