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Abstract
It is shown that the main geometrical objects involved in all the symme-
tries or supersymmetries of the Dirac operators in curved manifolds of arbitrary
dimensions are the Killing vectors and the Killing-Yano tensors of any ranks.
The general theory of external symmetry transformations associated to the
usual isometries is presented, pointing out that these leave the standard Dirac
equation invariant providing the correct spin parts of the group generators. Fur-
thermore, one analyzes the new type of symmetries generated by the covariantly
constant Killing-Yano tensors that realize certain square roots of the metric ten-
sor. Such a Killing-Yano tensor produces simultaneously a Dirac-type operator
and the generator of a one-parameter Lie group connecting this operator with
the standard Dirac one. In this way the Dirac operators are related among
themselves through continuous transformations associated to specific discrete
ones. It is shown that the groups of this continuous symmetry can be only U(1)
or SU(2), as those of the (hyper-)Ka¨hler spaces, but arising even in cases when
the requirements for these special geometries are not fulfilled. Arguments are
given that for the non-Ka¨hlerian manifolds it is convenient to enlarge this SU(2)
symmetry up to a SL(2,C) one through complexification. In other respects,
it is pointed out that the Dirac-type operators can form N = 4 superalgebras
whose automorphisms combine external symmetry transformations with those
of the mentioned SU(2) or SL(2,C) groups. The discrete symmetries are also
studied obtaining the discrete groups Z4 and Q. To exemplify, the Euclidean
Taub-NUT space with its Dirac-type operators is presented in much details,
pointing out that there is an infinite-loop superalgebra playing the role of a
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closed dynamical algebraic structure. As a final topic, we go to consider the
properties of the Dirac-type operators of the Minkowski spacetime.
Pacs 04.62.+v
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2
1 Introduction
The quantum physics in curved backgrounds needs to use algebras of operators
acting on spaces of vector, tensor or spinor fields whose properties depend on the
geometry of the manifolds where these objects are defined. A crucial problem is to
find the symmetries having geometrical sources able to produce conserved quantities
related to operators with specific algebraic properties. The problem is not trivial
since, beside the evident geometrical symmetry given by isometries, there are dif-
ferent types of hidden symmetries frequently associated with supersymmetries that
deserve to be carefully studied.
The isometries are related to the existence of the Killing vectors that give rise
to the orbital operators of the scalar quantum theory commuting with that of the
free field equation. In the theories with spin these operators get specific spin terms
whose form is strongly dependent on the local non-holonomic frames we choose by
fixing the gauge. For the Dirac field, these spin parts are known in any chart and
arbitrary tetrad gauge fixing of the four-dimensional manifolds [2, 3]. However, with
these results one cannot say that this problem is generally solved, for fields with any
spin obeying different free or coupled field equations. For this reason the theory of
isometries was extended to that of the external symmetry which allows one to pick
up well-defined conserved quantities in theories with matter fields of any spin [4, 5].
Here we extend the theory of external symmetries to the Dirac theory in manifolds
of any dimensions.
Another type of geometrical objects related to the so called hidden symmetries
or several specific supersymmetries are the Killing-Yano (K-Y) tensors [6] and the
Sta¨ckel-Killing (S-K) tensors of any rank. The K-Y tensors play an important role
in theories with spin and especially in the Dirac theory on curved spacetimes where
they produce first order differential operators, called Dirac-type operators, which
anticommute with the standard Dirac one, D [2, 7]. Another virtue of the K-Y
tensors is that they enter as square roots in the structure of several second rank
S-K tensors that generate conserved quantities in classical mechanics or conserved
operators which commute with D. The construction of Ref. [2] depends upon the
remarkable fact that the S-K tensors must have square root in terms of K-Y tensors
in order to eliminate the quantum anomaly and produce operators commuting with
D [8]. These attributes of the K-Y tensors lead to an efficient mechanism of super-
symmetry especially when the S-K tensor is proportional with the metric tensor and
the corresponding roots are covariantly constant K-Y tensors. Then each tensor of
this type, f i, gives rise to a Dirac-type operator, Di, representing a supercharge of
a non-trivial superalgebra {Di,Dj} ∝ D2δij [9]. It was shown that Di can be pro-
duced by covariantly constant K-Y tensors having not only real-valued components
but also complex ones [10, 11]. This represents an extension of the Ka¨hlerian mani-
folds that seems to be productive for the Dirac theory since it permits to construct
superalgebras of Dirac-type operators even in the Minkowski spacetime which is not
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Ka¨hlerian, having only complex-valued covariantly constant K-Y tensors [11, 12].
For this reason, in what follows we shall consider such more general tensors, called
unit roots (instead of complex structures) since all of them are roots of the metric
tensor. We note that the complex structures defining Ka¨hlerian geometries are spe-
cial automorphisms of the tangent fiber bundle while the unit roots we consider here
are automorphisms of the complexified tangent fiber bundle. A part of this paper is
devoted to the theory of the Dirac-type operators generated by unit roots [12, 13].
It is known that in four-dimensional manifolds the standard Dirac operator and
the Dirac-type ones can be related among themselves through continuous or discrete
transformations [13, 11]. It is interesting that there are only two possibilities, namely
either transformations of the U(1) group associated with the discrete group Z4 or
SU(2) transformations and discrete ones of the quaternionic group Q [13, 11, 12].
Particularly, in the case when the roots are real-valued (complex structures) the
first type of symmetry is proper to Ka¨hler manifolds while the second largest one
is characteristic for hyper-Ka¨hler geometries [13]. The problem is what happens
in the case of manifolds with larger number of dimensions allowing complex-valued
roots. We have shown that, in general, there are no larger symmetries of this
type [12] but here we point out how these could be embedded with the isometries.
Other new result is that in non-Ka¨hlerian manifolds with complex-valued unit roots
this operation requires to enlarge the SU(2) symmetry up to a SL(2,C) one using
complexification.
The typical example is the Euclidean Taub-NUT space which is a hyper-Ka¨hler
manifold possessing three covariantly constant K-Y tensors with real-valued compo-
nents which constitute a hypercomplex structure generating a N = 4 superalgebra
of Dirac-type operators [9], in a similar way as in semi-classical spinning models
[14, 15]. Moreover, each involved K-Y tensor is a unit root of the metric tensor as
it results from the definition of the Ka¨hlerian geometries (given in Appendix A).
It is worth pointing out that the Euclidean Taub-NUT space has, in addition, a
non-covariantly constant K-Y tensor related to its specific hidden symmetry showed
off by the existence of a conserved Runge-Lenz operator that can be constructed
with the help of the Dirac-type operators produced by the four K-Y tensors of this
space [16, 17]. In Euclidean Taub-NUT space there are no quantum anomalies [18]
and one obtains a rich algebra of conserved observables [19] that offers many possi-
bilities to choose sets of commuting operators defining quantum modes [20, 9]. On
the other hand, one can select or build superalgebras, dynamical algebras typical
for the Keplerian problems [17], or even interesting infinite-dimensional algebras
or superalgebras. Our last objective here is to present the complete Dirac the-
ory in the Taub-NUT background including our new results concerning the twisted
infinite-loop superalgebra of the Dirac theory on Taub-NUT background.
The paper is organized as follows.
We start in the second section with the construction of a simple version of the
Dirac theory in manifolds of any dimensions, introducing the group of the external
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symmetry in non-holonomic local frames as the universal covering group of the
isometry one [4]. In this way we can define the spinor representation recovering the
specific form of its generators Ref. [2] in a suitable context that allows us to use the
Noether theorem for deriving conserved quantities [5].
In the next section we present the theory of the Dirac-type operators produced
by the unit roots. The continuous and discrete symmetries of these operators are
studied showing that there exists either an U(1) symmetry associated to a single
unit root or a SU(2) one of of the Dirac-type operators produced by triplets of
unit roots. Moreover, we point out that the these triplets give rise to triplets of
Dirac-type operators, Di, i = 1, 2, 3 anticommuting with D and among themselves
too, forming thus a basis of a N = 4 superalgebra. Furthermore, we show that in
the case of the hyper-Ka¨hler manifolds, the automorphisms of these superalgebras
combine the mentioned SU(2) specific transformations with those of a representation
of the group of external symmetry induced by SO(3) rotations among the triplet
elements. For the superalgebras generated in non-Ka¨hlerian manifolds the problem
is more complicated since there the isometry transformations are induced by the
complexified group O(3)c which forces us to consider complexified groups and Lie
algebras. The discrete symmetries associated with the continuous ones, Z4 and Q,
as well as the parity and the charge conjugation are also presented.
The Section 4 is devoted to the theory of the Dirac operators in the Euclidean
Taub-NUT space. Adopting a group theoretical point of view, we start with the
integral form of the isometry transformations we have recently obtained and the
orbital angular momentum operator that deals with them [21]. Moreover, we show
why in the usual gauge the whole theory presents a SO(3) global symmetry and
we review the principal operators of the scalar Klein-Gordon, Pauli and Dirac the-
ory. Some important algebraic features are pointed out giving a special attention
to an association among Pauli and Dirac conserved operators [19] that simplifies
the algebraic calculus leading to possible infinite-dimensional superalgebras. Differ-
ent discrete quantum Dirac modes are constructed with the help of new types of
spherical harmonics and spinors [20, 9, 17]. The last two subsections are devoted
to the construction of a twisted infinite-loop superalgebra which takes over here the
role of the closed dynamical algebraic structure associated to the Dirac theory on
Taub-NUT manifolds.
Finally, in a short section we present some conclusions and in three appendices
we briefly discuss the Ka¨hlerian manifolds, the properties of the Dirac-type operators
of the Minkowski spacetime and a representation of our infinite-loop superalgebra.
2 The external symmetry of the Dirac field
The relativistic covariance in the sense of general relativity is too general to play
the same role as the Lorentz or Poincare´ covariance in special relativity [22]. In
other respects, the gauge covariance of the theories with spin represents another
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kind of general symmetry that is not able to produce itself conserved observable [23].
Therefore, if we look for sources of symmetries able to generate conserved quantities,
we have to concentrate first on isometries that point out the spacetime symmetry
giving us the specific Killing vectors [23, 24, 25]. The physical fields minimally
coupled with the gravitational one take over this symmetry, transforming according
to different representations of the isometry group. In the case of the scalar vector
or tensor fields these representations are completely defined by the well-known rules
of the general coordinate transformations since the isometries are in fact particular
coordinate transformations. However, the behavior under isometries of the fields
with half integer spin is more complicated since their transformation rules explicitly
depend on the gauge fixing. The specific theory of this type of transformations is
the recent theory of external symmetry we present in this section [4].
2.1 Clifford algebra and the gauge group
The theory of the Dirac spinors in arbitrary dimensions depends on the choice of the
manifold and Clifford algebra. Bearing in mind that the irreducible representations
of the Clifford algebra can have only an odd number of dimensions, we consider a
2l + 1-dimensional pseudo-Riemannian manifold M2l+1 whose flat metric η˜ (of its
pseudo-Euclidean model) has the signature (m+,m−) wherem++m− = m = 2l+1.
This is the maximal manifold that can be associated to the 2l + 1-dimensional
Clifford algebra [26] acting on the 2l-dimensional space Ψ of the complex spinors
ψ = ϕ˜1 ⊗ ϕ˜2... ⊗ ϕ˜l built using complex two-dimensional Pauli spinors ϕ˜. In this
algebra we start with the standard Euclidean basis formed by the hermitian matrices
γ˜A = (γ˜A)+ (A,B, ... = 1, 2, ...,m) that obey {γ˜A, γ˜B} = 2δAB1 where 1 is the
identity matrix. Furthermore, we define the suitable basis corresponding to the
metric η˜ as
γA =
{
γ˜A for A = 1, 2, ...,m+
iγ˜A for A = m+ + 1,m+ + 2, ...,m
, (1)
such that
{γA, γB} = 2η˜AB1 . (2)
Since the first m+ matrices γ
A remain hermitian while the m− last ones become
anti-hermitian, it seems that the unitaryness of the theory is broken. However, this
can be restored replacing the usual Hermitian adjoint with the generalized Dirac
adjoint [27].
Definition 1 We say that ψ = ψ+γ is the generalized Dirac adjoint of the field
ψ if the hermitian matrix γ = γ+ satisfies the condition (γ)2 = 1 and all the
matrices γA are either self-adjoint or anti self-adjoint with respect to this operation,
i.e. γA = γ(γA)+γ = ±γA.
It is clear that the matrix γ play here the role of metric operator giving the gener-
alized Dirac adjoint of any square matrix X as X = γX+γ.
6
Theorem 1 The metric operator can be represented as the product γ = ǫ γ1γ2...γm+
with the phase factor
ǫ =

 (i)
m+−1
2 for odd m+ < m
(i)
m+
2 for even m+ < m
. (3)
Proof: In the special case of the Euclidean metric (when m− = 0) we have the
trivial solution γ = 1. Otherwise, the algebraic properties of the matrix γ depends
on m+ such that for m+ taking odd values we have the following superalgebra
[γ, γA] = 0 for A = 1, 2, ...,m+ ,
{γ, γA} = 0 for A = m+ + 1, ...,m , (4)
while for even m+ the situation is reversed. Consequently, one can verify that
γA =
{
γA for odd m+
−γA for even m+ , A = 1, 2, ...,m , (5)
which means that from the point of view of the Dirac adjoint all the matrices γA
have the same behavior, being either self-adjoint or anti self-adjoint. Thus the uni-
taryness of the theory is guaranteed.
In what follows we consider that m+ is odd representing the number of time-like co-
ordinates and match all the phase factors according to self-adjoint gamma-matrices.
Remark 1 When these matrices are anti self-adjoint (because of an even m+) it
suffices to change γA → ±iγA in the formulas of all the operators one defines. The
same procedure is indicated when one works with self-adjoint gamma-matrices but
metrics of reversed signature, with m+ space-like coordinates.
The isometry group G(η˜) = O(m+,m−) of the metric η˜, with the mentioned
signature, is the gauge group of the theory defining the principal fiber bundle. This
is a pseudo-orthogonal group that admits an universal covering group G(η˜) which is
simply connected and has the same Lie algebra we denote by g(η˜). The group G(η˜)
is the model of the spinor fiber bundle that completes the spin structure we need.
In order to avoid complications due to the presence of these two groups we consider
here that the basic piece is the group G(η˜), denoting by [ω] their elements in the
standard covariant parametrization given by the skew-symmetric real parameters
ωAB = −ωBA. Then the identity element of G(η˜) is 1 = [0] and the inverse of [ω]
with respect to the group multiplication reads [ω]−1 = [−ω].
Definition 2 We say that the gauge group is the vector representation of G(η˜) and
denote G(η˜) = vect[G(η˜)]. The representation spin[G(η˜)] carried by the space Ψ
and generated by the spin operators
SAB =
i
4
[
γA, γB
]
(6)
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is called the spinor representation of G(η˜). The spin operators are the basis gener-
ators of the spinor representation spin[g(η˜)] of the Lie algebra g(η˜).
In general, the spinor representation is reducible. Its generators are self-adjoint,
S
AB
= SAB, and satisfy
[SAB , γC ] = i(η˜BCγA − η˜ACγB) , (7)
[SAB, SCD] = i(η˜AD SBC − η˜AC SBD + η˜BC SAD − η˜BD SAC) , (8)
as it results from Eqs. (2) and (6). It is obvious that Eq. (8) gives just the canonical
commutation rules of a Lie algebra isomorphic with that of the groups G(η˜) orG(η˜).
The spinor and vector representations are related between themselves through the
following
Theorem 2 For any real or complex valued skew-symmetric tensor ωAB = −ωBA
the matrix
T (ω) = e−iS(ω) , S(ω) =
1
2
ωABS
AB , (9)
transforms the gamma-matrices according to the rule
[T (ω)]−1γAT (ω) = ΛA ··B(ω)γ
B , (10)
where
ΛA ··B(ω) = δ
A
B + ω
A ·
·B +
1
2
ωA ··Cω
C ·
·B + ...+
1
n!
ωA ··Cω
C ·
·C′ ...ω
D ·
·B︸ ︷︷ ︸
n
+... . (11)
Proof: All these results can be obtained using Eqs. (2) and (6).
The real components ωAB are the parameters of the covariant basis of the Lie al-
gebra g(η˜) giving all the transformation matrices T (ω) ∈ spin[G(η˜)] and Λ(ω) ∈
vect[G(η˜)]. Hereby we see that the spinor representation spin[G(η˜)] is unitary
since for ω ∈ R the generators S(ω) ∈ spin[g(η˜)] are self-adjoint, S(ω) = S(ω),
and the matrices T (ω) are unitary with respect to the Dirac adjoint satisfying
T (ω) = [T (ω)]−1.
The covariant parameters ω can also take complex values. Then this parametri-
zation spans the complexified group of G(η˜), denoted by Gc(η˜), and the correspon-
ding vector and (non-unitary) spinor representations. Obviously, in this case the Lie
algebra is the complexified algebra gc(η˜). We note that from the mathematical point
of view G(η˜) = vect[G(η˜)] is the group of automorphisms of the tangent fiber bundle
T (Mm) ofMm while the transformations of Gc(η˜) = vect[Gc(η˜)] are automorphisms
of the complexified tangent fiber bundle T (Mm)⊗ C.
2.2 The Dirac theory
With these preparations, the gauge-covariant theory of the Dirac field can be for-
mulated on any submanifold of Mm=2l+1, like, for example, in the usual (1+3)-
dimensional spacetimes immersed in the five-dimensional manifold of the Kaluza-
Klein theory (with l = 2). We consider the general case of the Dirac theory on
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any submanifold Mn ⊂ Mm of dimension n ≤ m whose flat metric η is a part (or
restriction) of the metric η˜, having the signature (n+, n−), with n+ ≤ m+, n− ≤ m−
and n+ + n− = n, such that the gauge group is G(η) = vect[G(η)] = O(n+, n−). In
Mn we choose a local chart (i.e. natural frame) with coordinates x
µ, α, ..., µ, ν, ... =
1, 2, ..., n, and introduce local orthogonal non-holonomic frames using the gauge
fields (or ”vilbeins”) e(x) and eˆ(x), whose components are labeled by local (hated)
indices, αˆ, ...µˆ, νˆ, ... = 1, 2, ..., n, that represent a subset of the Latin capital ones,
eventually renumbered. The local indices have to be raised or lowered by the metric
η. The fields e and eˆ accomplish the conditions
eµαˆeˆ
αˆ
ν = δ
ν
µ , e
µ
αˆeˆ
βˆ
µ = δ
βˆ
αˆ (12)
and orthogonality relations as gµνe
µ
αˆe
ν
βˆ
= ηαˆβˆ. With their help the metric tensor of
Mn can be put in the form gµν(x) = ηαˆβˆ eˆ
αˆ
µ(x)eˆ
βˆ
ν (x).
Definition 3 We call physical spacetimes the manifolds Mn = Md+1 having only
one time-like coordinate x0 = t and d = n − 1 space-like ones, x = (x1, x2, ...xd),
with metrics of the signature (1, d). In addition, we assume that these manifolds are
orientable and time-orientable [24].
The next step is to choose a suitable representation of the n matrices γαˆ obeying
Eq. (2) and to calculate the spin matrices Sαˆβˆ defined by Eq. (6). Now these are
the basis generators of the spinor representation spin[g(η)] of the Lie algebra g(η),
corresponding to the metric η. If n < m there are many matrices, γn+1, ..., γm,
which anticommutes with all the n matrices γαˆ one uses for the Dirac theory in Mn.
We can select one of these extra gamma-matrices denoting it by γch and matching
its phase factor such that (γch)2 = 1 and (γch)+ = γch. This matrix obeying{
γch, γµˆ
}
= 0 , µˆ = 1, 2, ..., n , (13)
is called the chiral matrix since it plays the same role as the matrix γ5 in the usual
Dirac theory, helping us to distinguish between even and odd matrices or matrix
operators.
Definition 4 One says that a matrix operator acting on Ψ is even whenever it
commutes with γch and is odd if it anticommutes with this matrix.
The matrix γ can be either even (for even m+) or odd (when m+ is odd). These
two different situations lead to self-adjoint or anti self-adjoint chiral matrices, such
that it is convenient to use the chiral phase factor ǫch = ±1 giving γch = ǫchγch. In
general, when m > n we can define one or even many chiral matrices different from
γ but for n = m = 2l+1 we must take γch = γ. In any case, the space of the Dirac
spinors can be split in its left and right-handed parts, Ψ = ΨL ⊕ ΨR (ΨL = PLΨ,
ΨR = PRΨ), using the traditional projection operators
PL =
1
2
(
1− γch
)
, PR =
1
2
(
1+ γch
)
. (14)
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In general, any matrix operator X : Ψ→ Ψ can be written as the sum X = Xeven+
Xodd, between its even part Xeven = PLXPL + PRXPR and the odd one Xodd =
PLXPR + PRXPL. When one intends to exploit this mechanism it is convenient to
use the chiral representation of the gamma-matrices where
γch =
(
−1L 0
0 1R
)
(15)
is diagonal and all the matrices γµˆ are off-diagonal. The notations 1L and 1R
stand for the identity matrices on the spaces of spinors ΨL and ΨR respectively.
The gamma-matrices and the metric operator γ in the chiral representation must
be calculated in each concrete case separately since they depend on the metric
signature. In what follows we assume that in the physical spacetimes defined by
Definition 3 the matrix γ = γ0 in the chiral representation is hermitian. Otherwise,
we proceed as indicated in Remark 1.
The gauge-covariant theory of the free spinor field ψ ∈ Ψ of the mass m0, defined
on Mn, is based on the gauge invariant action
S[e, ψ] =
∫
dnx
√
g
{
i
2
[ψγαˆ∇αˆψ − (∇αˆψ)γαˆψ]−m0ψψ
}
, (16)
where g = |det(gµν)| and ∇µ = eˆαˆµ∇αˆ = ∇˜µ + Γspinµ are the covariant derivatives
formed by the usual ones, ∇˜µ (acting in natural indices), and the spin connection
Γspinµ =
i
2
eβνˆ (eˆ
σˆ
αΓ
α
βµ − eˆσˆβ,µ)S νˆ ·· σˆ , (17)
giving ∇µψ = (∂µ + Γspinµ )ψ. The action (16) produces the Dirac equation Dψ =
m0ψ involving the standard Dirac operator that can be expressed in terms of point-
dependent Dirac matrices as
D = iγµ∇µ , γµ(x) = eµαˆ(x)γαˆ . (18)
Now we can convince ourselves that our definition of the generalized Dirac adjoint
is correct since γµ = γµ and Γ
spin
µ = −Γspinµ such that the Dirac operator results to
be self-adjoint, D = D. Moreover, the quantity ψψ has to be derived as a scalar,
i.e. ∇µ(ψψ) = ∇µψ ψ+ψ∇µψ = ∂µ(ψψ), while the quantities ψγαγβ...ψ behave as
tensors of different ranks.
Thus we reproduced the main features of the familiar tetrad gauge covariant
theories with spin in (1+3)-dimensions from which we can take over all the results
arising from similar formulas. In this way we find that the point-dependent matrices
γµ(x) and Sµν(x) = eµαˆ(x)e
ν
βˆ
(x)Sαˆβˆ have similar properties as (2), (6), (7) and (8),
but written in natural indices and with g(x) instead of the flat metric. Using this
algebra and the standard notations for the Riemann-Christoffel curvature tensor,
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Rαβµν , Ricci tensor, Rαβ = Rαµβνg
µν , and scalar curvature, R = Rµνg
µν , we recover
the useful formulas
∇µ(γνψ) = γν∇µψ , (19)
[∇µ, ∇ν ]ψ = 14Rαβµνγαγβψ , (20)
and the identity Rαβµνγ
βγµγν = −2Rανγν that allow one to calculate
D2 = −∇2 + 14R 1 , ∇2 = gµν∇µ∇ν . (21)
It remains to complete the operator algebra with new observables from which we
have to select complete sets of commuting observables for defining quantum modes.
Another important problem is to find the conserved quantities associated with
the symmetries of the theory arising from the action (16). The internal symmetries
of the Lagrangian density for m0 6= 0 reduce to the abelian unitary transformations
ψ → ψ′ = U(ξem)ψ = e−iξemψ , ξem ∈ R , (22)
of the group U(1)em. Whenever m0 = 0 a supplementary symmetry is given by the
transformations of the chiral group U(1)ch that read
ψ → ψ′ = U(ξch)ψ =
{
e−iξchγ
ch
ψ if ǫch = −1
eξchγ
ch
ψ if ǫch = 1
, (23)
depending on the real parameters ξch. Here it is crucial the operators U(ξch) be
self-adjoint since then U(ξch)γ
µU(ξch) = γ
µ and the Lagrangian density remains
invariant.
Theorem 3 (Noether) The U(1)em internal symmetry produces the vector cur-
rent
J
µ
vect = ψγ
µψ , (24)
that is conserved obeying ∇µJµvect = 0. For m0 = 0 the chiral symmetry leads to the
conservation of the axial current,
Jµax = ψγ
µγchψ , ∇µJµax = 0 . (25)
Proof: In both cases one starts with infinitesimal transformations and uses the
standard method.
Thus the notion of conservation of the vector currents gets the same meaning as
in special relativity. This give us the possibility to use the Stokes’s theorem for
defining specific conserved charges [22]. Indeed, supposing that Mn = Md+1 is a
physical spacetime (with x0 = t) and σ(t) is a Cauchy surface (i.e. space volumes
of dimension d), we can define the electric and respectively chiral time-independent
charges as
Qem =
∫
σ
ddx
√
g ψγ0ψ , Qch =
∫
σ
ddx
√
g ψγ0γchψ . (26)
This result justifies the definition of the time-independent relativistic scalar product
of the space Ψ of the spinors defined on Md+1 [28, 22].
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Definition 5 In physical spacetimes Md+1 the relativistic scalar product 〈 , 〉 : Ψ×
Ψ→ C is 〈
ψ,ψ′
〉
=
∫
σ
ddx
√
g ψγ0ψ′ . (27)
According to this definition we can write Qem = 〈ψ,ψ〉 and Qch =
〈
ψ, γchψ
〉
,
opening thus the way to the physical interpretation of the relativistic quantum
mechanics that is the starting point to the canonical quantization of the spinor
field.
Other conserved current and conserved charges arise from the external symme-
tries corresponding to the isometries of Mn that will be studied in the next sections.
2.3 The gauge and relativistic covariance
The use of the covariant derivatives assures the covariance of the whole theory under
the gauge transformations,
eˆαˆµ(x) → eˆ′αˆµ (x) = Λαˆ ·· βˆ [A(x)] eˆβˆµ(x) , (28)
eµαˆ(x) → e′µαˆ(x) = Λ· βˆαˆ ·[A(x)] eµβˆ(x) , (29)
ψ(x) → ψ′(x) = T [A(x)]ψ(x) , (30)
produced by the mappings A : Mn → G(η) the values of which are local transfor-
mations A(x) = [ω(x)] ∈ G(η) determined by the set of real functions ωµˆνˆ = −ωνˆµˆ
defined on Mn. In other words A denotes sections of the spinor fiber bundle that
can be organized as a group, G(Mn), with respect to the multiplication × defined
as (A′ × A)(x) = A′(x)A(x). We use the notations Id for the mapping identity,
Id(x) = 1 ∈ G(η), and A−1 for the inverse of A which satisfies (A−1)(x) = [A(x)]−1.
The general gauge-covariant theory of Dirac spinors outlined here must be also
covariant under general coordinate transformation ofMn which, in the passive mode,
1 can be seen as changes of the local charts corresponding to the same domain of
Mn [24, 25]. If x and x
′ are the coordinates of a given point in two different charts
then there is a mapping φ between these charts giving the coordinate transformation
x → x′ = φ(x). These transformations form the group Gφ(Mn) with respect to the
composition of mappings, ◦ , defined as usual, i.e. (φ′ ◦φ)(x) = φ′[φ(x)]. We denote
the identity map of this group by id and the inverse mapping of φ by φ−1.
The coordinate transformations change all the components carrying natural in-
dices including those of the gauge fields [23] changing thus the positions of the local
frames with respect to the natural ones. If we assume that the physical experiment
makes reference to the axes of the local frame then it could appear situations when
several correction of the positions of these frames should be needed before (or after)
1We prefer the term of coordinate transformation instead of diffeomorphism since we adopt this
viewpoint.
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a general coordinate transformation. Obviously, these have to be made with the
help of suitable gauge transformations associated to the coordinate ones.
Definition 6 The combined transformation (A, φ) is the gauge transformation
given by the section A ∈ G(Mn) followed by the coordinate transformation φ ∈
Gφ(Mn).
In this new notation the pure gauge transformations appear as (A, id) ∈ G(Mn) while
the coordinate transformations will be denoted from now by (Id, φ) ∈ Gφ(Mn). The
effect of a combined transformation (A,φ) upon our basic elements is, x→ x′ = φ(x),
ψ(x)→ ψ′(x′) = T [A(x)]ψ(x) , (31)
and e(x)→ eˆ′(x′) where e′ are the transformed gauge fields of the components
e′µαˆ [φ(x)] = Λ
· βˆ
αˆ ·[A(x)] e
ν
βˆ
(x)
∂φµ(x)
∂xν
(32)
while the components of eˆ′ have to be calculated according to Eqs. (12). Thus
we have written down the most general transformation laws that leave the action
invariant in the sense that S[ψ′, e′] = S[ψ, e].
The association among the transformations of the gauge group and coordinate
transformation leads to a new group with a specific multiplication. In order to
find how looks this new operation it is convenient to use the composition among
the mappings A and φ (taken only in this order) giving the new mappings A ◦ φ
defined as (A ◦ φ)(x) = A[φ(x)]. The calculation rules Id ◦ φ = Id, A ◦ id = A and
(A′ ×A) ◦ φ = (A′ ◦ φ)× (A ◦ φ) are obvious. In this context one can demonstrate
Theorem 4 The set of combined transformations of Mn, G˜(Mn), form a group with
respect to the multiplication ∗ defined as
(A′, φ′) ∗ (A,φ) = ((A′ ◦ φ)×A,φ′ ◦ φ) . (33)
Proof: First of all we observe that the operation ∗ is well-defined and represents
the composition among the combined transformations since these can be expressed,
according to their definition, as (A,φ) = (Id, φ) ∗ (A, id). Furthermore, one can
verify the result calculating the effect of this product upon the field ψ.
Now the identity is (Id, id) while the inverse of a pair (A,φ) reads
(A,φ)−1 = (A−1 ◦ φ−1, φ−1) . (34)
In addition, one can demonstrate that the group of combined transformations is
the semi-direct product G˜(Mn) = G(Mn) s Gφ(Mn) between the group of sections
which is the invariant subgroup and that of coordinate transformations [4]. The same
construction starting with the group Gc(η) instead of G(η) yields the complexified
group of combined transformations, G˜c(Mn).
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The use of the combined transformations is justified only in theories where there
are physical reasons to use some local frames since in natural frames the effect of the
combined transformations on the vector and tensor fields reduces to that of their
coordinate transformations. However, the physical systems involving spinors can
be described exclusively in local frames where our theory is essential. Therein, the
vector representation vect[G˜(Mn)] is the usual one [23, 22].
Definition 7 The spinor representation of G˜(Mn) has values in the space of the
linear operators U : Ψ → Ψ such that for each (A,φ) there exists an operator
U(A,φ) ∈ spin[G˜(Mn)] having the action
U(A,φ)ψ = [T (A)ψ] ◦ φ−1 = [T (A ◦ φ−1)](ψ ◦ φ−1) . (35)
This rule gives the transformations (31) in each point ofMn if we put ψ
′ = U(A,φ)ψ
and then calculate the value of ψ′ in the point x′. The Dirac operator derived from
S covariantly transforms as
(A,φ) : D(x)→ D′(x′) = T [A(x)]D(x)T [A(x)] , (36)
where D′ = U(A,φ)D[U(A,φ)]−1 . In general, the combined transformations change
the form of the Dirac operator which depends on the gauge one uses (D′ 6= D). We
note that for the gauge transformations with φ = id (when x′ = x) the action of
U(A, id) reduces to the linear transformation given by the matrix T (A).
2.4 Isometries and the external symmetry
In general, the symmetry of the manifoldMn is given by its isometry group, I(Mn) ⊂
Gφ(Mn), whose transformations, x → x′(x), are coordinate transformation which
leave the metric tensor invariant in any chart [23, 24, 25],
gαβ(x
′)
∂x′α
∂xµ
∂x′β
∂xν
= gµν(x) . (37)
The isometry group is formed by sets of coordinate transformations, x→ x′ = φξ(x),
depending on N independent real parameters, ξa (a, b, c... = 1, 2, ..., N), such that
ξ = 0 corresponds to the identity map, φξ=0 = id. These transformations form a
Lie group equipped with the composition rule
φξ′ ◦ φξ = φp(ξ′,ξ) , (38)
where the functions p define the group multiplication. These satisfy pa(0, ξ) =
pa(ξ, 0) = ξa and pa(ξ−1, ξ) = pa(ξ, ξ−1) = 0 where ξ−1 are the parameters of the
inverse mapping of φξ, φξ−1 = φ
−1
ξ . Moreover, the structure constants, cabc, of this
group can be calculated in the usual way [29],
cabc =
(
∂pc(ξ, ξ′)
∂ξa∂ξ′b
− ∂p
c(ξ, ξ′)
∂ξb∂ξ′a
)∣∣∣∣
ξ=ξ′=0
. (39)
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These define the commutation relations of the basis generators of the Lie algebra
of I(Mn), denoted from now by i(Mn). For small values of the group parameters
the infinitesimal transformations, xµ → x′µ = xµ + ξakµa (x) + · · ·, are given by the
Killing vectors ka whose components,
kµa =
∂φµξ
∂ξa
∣∣∣∣∣
ξ=0
, (40)
satisfy the Killing equations ka (µ;ν) ≡ ka µ;ν + ka ν;µ = 0 and the identities
kµak
ν
b,µ − kµb kνa,µ + cabckνc = 0 . (41)
The simplest representation of I(Mn) is the natural one carried by the space
of the scalar fields ϑ which transform as ϑ → ϑ′ = ϑ ◦ φ−1ξ . This rule defines the
operator-valued representation of the group I(Mn) generated by the operators,
La = −ikµa∂µ , a = 1, 2, ..., N , (42)
which are completely determined by the Killing vectors. From Eq. (41) we see that
they obey the commutation rules
[La, Lb] = icabcLc , (43)
given by the structure constants of the Lie algebra i(Mn).
In the theories involving fields with spin, an isometry can change the relative
positions of the local frames with respect to the natural ones. This fact may be
an impediment when one intends to study the symmetries of these theories in local
frames. For this reason it is natural to suppose that the good symmetry transforma-
tions we need are isometries preceded by appropriate gauge transformations which
should assure that not only the form of the metric tensor would be conserved but the
form of the gauge field components too. However, these transformations are nothing
other than particular combined transformations whose coordinate transformations
are isometries.
Definition 8 The external symmetry transformations, (Aξ , φξ), are particular co-
mbined transformations involving isometries, (Id, φξ) ∈ I(Mn), and corresponding
gauge transformations, (Aξ, id) ∈ G(Mn), necessary to preserve the gauge.
This requirement is accomplished only if we assume that, for given gauge fields e
and eˆ, Aξ is defined by
Λαˆ ·· βˆ [Aξ(x)] = eˆ
αˆ
µ [φξ(x)]
∂φµξ (x)
∂xν
eν
βˆ
(x) , (44)
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with the supplementary condition Aξ=0(x) = 1 ∈ G(η). Since φξ is an isometry Eq.
(37) guarantees that Λ[Aξ(x)] ∈ vect[G(η)] and, implicitly, Aξ(x) ∈ G(η). Then the
transformation laws of our fields are
(Aξ, φξ) :
x → x′ = φξ(x)
e(x) → e′(x′) = e[φξ(x)]
eˆ(x) → eˆ′(x′) = eˆ[φξ(x)]
ψ(x) → ψ′(x′) = T [Aξ(x)]ψ(x) .
(45)
The mean virtue of these transformations is that they leave invariant the form of
the Dirac operator, D′ = D.
Theorem 5 The set of the external symmetry transformations (Aξ, φξ) form the
Lie group S(Mn) ⊂ G˜(Mn) with respect to the operation ∗. This group, will be called
the group of the external symmetry of Mn.
Proof: Starting with Eq. (44) after a little calculation we find that
(Aξ′ ◦ φξ)×Aξ = Ap(ξ′,ξ) , (46)
and, according to Eqs. (33) and (38), we obtain
(Aξ′ , φξ′) ∗ (Aξ , φξ) = (Ap(ξ′,ξ), φp(ξ′,ξ)) , (47)
and (Aξ=0, φξ=0) = (Id, id).
From Eq. (47) we understand that S(Mn) is locally isomorphic with I(Mn) and,
therefore, the Lie algebra s(Mn) of of the group S(Mn) is isomorphic with i(Mn)
having the same structure constants. There are arguments that the group S(Mn)
must be isomorphic with the universal covering group of I(Mn) since it has anyway
the topology induced by G(η) which is simply connected. In general, the num-
ber of group parameters of I(Mn) or S(Mn) (which is equal to the number of the
independent Killing vectors of Mn) can be 0 ≤ N ≤ 12n(n+ 1) [23].
2.5 The spinor representation of S(Mn)
The last of Eqs. (45) giving the transformation law of the field ψ defines the
operator-valued representation (Aξ , φξ)→ Uξ of the group S(Mn),
(Uξψ)[φξ(x)] = T [Aξ(x)]ψ(x) , (48)
which is the spinor representation spin[S(Mn)] ⊂ spin[G˜(Mn)] of the group S(Mn).
This representation has unitary transformation matrices in the sense of the Dirac
adjoint (T = T−1) and its transformations leaves the operator D invariant,
UξDU
−1
ξ = D . (49)
Since Aξ(x) ∈ G(η) we say that spin[S(Mn)] is induced by the representation
spin[G(η)] [30, 31].
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Theorem 6 The basis generators of the spinor representation spin[s(Mn)] of the
Lie algebra s(Mn) are
Xa = i
∂Uξ
∂ξa
∣∣∣∣
ξ=0
= La + Sa = La +
1
2
Ωαˆβˆa Sαˆβˆ , (50)
where
Ωαˆβˆa =
(
eˆαˆµ k
µ
a,ν + eˆ
αˆ
ν,µk
µ
a
)
eν
λˆ
ηλˆβˆ . (51)
Proof: For small values of ξa, the covariant parameters ω of the element Aξ(x) ≡
[ωξ(x)] ∈ G(η) can be written as ωαˆβˆξ (x) = ξaΩαˆβˆa (x) + · · ·. Then, from Eq. (44) we
can calculate the quantities
Sa(x) = i
∂Aξ(x)
∂ξa
∣∣∣∣
ξ=0
=
1
2
Ωαˆβˆa (x)Sαˆβˆ , Ω
αˆβˆ
a ≡
∂ωαˆβˆξ
∂ξa
∣∣∣∣∣∣
ξ=0
, (52)
which yields the desired result.
We must specify that the functions Ωαˆβˆa are antisymmetric if and only if ka are
Killing vectors. This indicates that the association among isometries and the gauge
transformations defined by Eq. (44) is correct.
Remark 2 The generators (50) can be written in covariant form as
Xa = −ikµa∇µ +
1
2
ka µ;ν e
µ
αˆ e
ν
βˆ
Sαˆβˆ . (53)
In Ref. [4] we have shown that similar formula can be written for any spin, gen-
eralizing thus the important result derived in Ref. [2] for the Dirac field in M4.
Theorem 7 The operators (50) are self-adjoint with respect to the Dirac adjoint
and satisfy the commutation rules
[Xa,Xb] = icabcXc , [D,Xa] = 0 , a, b... = 1, 2, ..., N , (54)
where cabc are the structure constants of the isomorphic Lie algebras s(Mn) ∼ i(Mn).
Proof: First we observe that Xa = Xa are self-adjoint since all the gamma-matrices
have this property. Furthermore, in order to demonstrate Eqs. (54), we derive Eq.
(46) with respect to ξ and ξ′ and from Eqs. (39) and (51), after a few manipulations,
we obtain the identities
ηαˆβˆ
(
Ωαˆµˆa Ω
βˆνˆ
b − Ωαˆµˆb Ωβˆνˆa
)
+ kµaΩ
µˆνˆ
b,µ − kµb Ωµˆνˆa,µ + cabcΩµˆνˆc = 0 , (55)
leading to
[Sa, Sb] + [La, Sb]− [Lb, Sa] = icabcSc , (56)
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and, according to Eq. (43), we find the expected commutation rules. The commu-
tators with the operator D result from Eq. (49).
The natural consequence is
Corollary 1 The operators Uξ ∈ spin[S(Mn)] transform the basis generators Xa
according to the adjoint representation of S(Mn),
UξXaU
−1
ξ = Adj(ξ)abXb , (57)
defined as
Adj(ξ) = eiξ
aadj(Xa) , adj(Xa)bc = −icabc , (58)
where adj(Xa) are the basis generators of the adjoint representation of s(Mn).
Proof: This is a general result of the group representation theory [30]. We note
that here the phase factors are chosen such that the commutators
[adj(Xa), adj(Xb)] = icabc adj(Xc) (59)
keep the form (54).
Whenever the field ψ obeys convenient conditions at the boundary of σ then these
operators are Hermitian with respect to the relativistic scalar product (27) and the
representation spin[S(Mn)] is unitary (with X
†
a = Xa and U
† = U−1). In this
case one can define quantum modes correctly, using the set of commuting opera-
tors formed by the Casimir operators of spin[s(Mn)], the generators of its Cartan
subalgebra and the Dirac operator, D.
The non-covariant form (50) of the generators Xa helps us to understand the
meaning of the notion of manifest covariance in curved manifolds where the rep-
resentations of S(Mn) are induced by those of G(η), depending thus on the gauge
fixing. For this reason, in general, their generators have point-dependent spin terms
that do not commute with the orbital parts. However, one may find several special
gauge fixings where some spin terms become point-independent.
Definition 9 When the generators Sa(x), a = 1, 2, ..., N
′ (N ′ ≤ N), of a subgroup
G1 ⊂ S(Mn) are independent on x obeying [Sa, Lb] = 0, for all a = 1, 2, ..., N ′
and b = 1, 2, ..., N , we say that ψ behaves manifestly covariant with respect to this
subgroup.
The point-independent operators Sa, a = 1, 2, ..., N
′ , are then just the generators of
an usual linear representation of G1. One knows many examples of curved space-
times for which one can choose suitable local frames where the spinor fields transform
manifestly covariant with respect to different subgroups of S(Mn) or even to this
whole group. Particularly, the frames of the flat spacetimes where the fields with
spin transform manifestly covariant under the transformations of the S(Mn) group
are nothing other than the usual inertial frames of the special relativity.
From the physical point of view, our approach is useful since this allows one to
derive the conserved quantities predicted by the Noether theorem.
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Theorem 8 (Noether) The basis generators Xa ∈ spin[s(Mn)] give rise to con-
served currents, Jµ[Xa], which satisfy
Jµ[Xa];µ = 0 . (60)
Proof: The conserved currents have to be calculated from the action (16) in the
usual way, starting with the infinitesimal transformations generated by Xa. One
finds
Jµ[Xa] = − i
2
[
ψγαˆeµαˆ∂νψ − (∂νψ)γαˆeµαˆψ
]
kνa +
1
4
ψ{γαˆ, Sβˆγˆ}ψ eµαˆ Ωa βˆγˆ , (61)
where ψ satisfies the Dirac equation. Notice that the first term here involves a part
of the stress-energy tensor of the Dirac field [23, 28].
Corollary 2 If Mn = Md+1 is a physical spacetime then every basis generator Xa
defines its specific time-independent quantity
Qa =
∫
σ
ddx
√
g J0[Xa] =
1
2
(〈ψ,Xaψ〉+ 〈Xaψ,ψ〉) . (62)
Proof: Bearing in mind that the time coordinate of Definitions 3 and 5 was t = x0
and using Eqs. (61) and (50), one can arrange the terms in order to obtain this
formula.
Whenever the operators Xa are Hermitian with respect to the relativistic scalar
product (27) one can write Qa = 〈ψ,Xaψ〉. In the relativistic quantum mechanics
this quantity has to be interpreted as the expectation value of the observable Xa
in the state described by the spinor ψ. Of course, at the level of the quantum
field theory Qa becomes the one-particle operator which takes over the role of the
generator Xa [5].
Hence we have built a complete theory of the external symmetries related to
the genuine isometries defined as coordinate transformations of Mn which preserve
the metric tensor. This is very close to the theory of the Poincare´ group of the
Minkowski spacetime, producing conserved quantities through the Noether theorem
in a similar manner as in special relativity.
3 Dirac-type operators related to K-Y tensors
Our theory of the external symmetry is not suitable for the study of other types
of symmetries having more subtle geometrical origins as the so called hidden sym-
metries encapsulated in the existence of the S-K and K-Y tensors. In the classical
theory, the hidden symmetries are arising from more general isometries defined in
the whole phase space which cannot be reduced to pure coordinate transformations.
For this reason the previous group theoretical methods seem to be not appropriate
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for obtaining new conserved quantities or operators commuting with D, produced
by the S-K or K-Y tensors fields at the quantum level. Here new specific mechanisms
have to be exploited for analyzing the hidden symmetries or several new types of
supersymmetries.
3.1 Operators produced by S-K and K-Y tensors
It is obvious that in the classical theory only the S-K tensors, k(r), can give rise
directly to new conserved quantities since these are completely symmetric tensors
of a given rank, r ≥ 2, whose components, k(r)µ1µ2...µr , satisfy the generalized Killing
equation,
k
(r)
(µ1µ2...µr;µ)=0
. (63)
They allow one to construct the quantities k
(r)
µ1µ2...µr x˙
µ1 x˙µ2 ...x˙µr that are conserved
along the geodesics. Unfortunately, this property does not hold in the quantum the-
ory because of the gravitational anomaly presented in manifolds with non-vanishing
Ricci tensor since the operators K(r) = k(r)µ1µ2...µr∇µ1∇µ2 ...∇µr do not commute
with the usual Laplace operator of Mn, ∇2, as it might be expected. Particularly,
in the case of the second order operators one finds [32]
[
K(2),∇2
]
=
4
3
(
k(2)
µ [ν
R
σ] ·
· ν
)
;σ
∇µ . (64)
The next interesting geometrical object connected with higher order symmetries
of a manifold after the S-K tensors is the K-Y tensors. A differential r−form f is
called a K-Y tensor if its covariant derivative f
(r)
µ1µ2...(µr;λ)
is totally antisymmetric.
Equivalently, a tensor is called a K-Y tensor of rank r if it is totally antisymmetric
and satisfies the equation
f
(r)
µ1µ2...(µr;λ)
≡ f (r)µ1µ2...µr;λ + f
(r)
µ1µ2...µ;λ
= 0 . (65)
The K-Y tensors were first introduced from purely mathematical reasons [6],
but subsequently it was realized their profound connection with the supersymmetric
classical and quantum mechanics on curved manifolds where such tensors do exist
[33]. Thus it seems that, at least from the point of view of the quantum theory
of (super)symmetry, the natural generalization of the Killing vectors are the K-Y
tensors rather than the S-K ones.
These two generalizations (63) and (65) of the usual Killing vector equation
could be related. Let f
(r)
µ1µ2...µr be a K-Y tensor, then the symmetric tensor
k(2)µν = f
(r)
µµ2...µrf
(r)µ2...µr
ν (66)
is a second rank S-K tensor and it is sometimes refers to this S-K tensor as the
associated tensor to f . However, the converse statement is not true in general since
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not all S-K tensors of rank 2 are associated to a K-Y tensor. It is worth notice that
the gravitational anomaly (64) is absent in the case of the second rank S-K tensors
that can be expressed as symmetrized contractions of K-Y tensors as in (66) [2].
It was surprising to see that the K-Y tensors are naturally related to the Dirac
theory in curved manifolds since all of them are able to produce first-order dif-
ferential operators which commutes or anticommutes with D. The Killing vectors
considered K-Y tensors of rank r = 1 give rise to the operators Xa defined by Eq.
(50). This result was reported in [2] simultaneously with the operators built using
second rank K-Y tensors [34, 35]. A recent generalization [7] yields
Theorem 9 Given a K-Y tensor f (r) of an arbitrary rank r = 1, 2, ..., the operator
Y [f (r)] = (−1)riγµ1γµ2 · · · γµr−1
(
f
(r) µr
µ1µ2...µr−1 · ∇µr
− 1
2(r + 1)
f (r)µ1µ2...µr;µγ
µrγµ
)
(67)
commute with D if r is odd and anticommute with D if r is even.
Proof: We delegate the proof to the Ref. [7].
In general, one can construct new operators commuting with D using the operators
(67) built with the help of arbitrary K-Y tensors. Indeed, given two K-Y tensors of
any rank, f˜ (r1) and f (r2), the new second order operator K(2) = {Y [f (r1)], Y [f (r2)]}
commutes with D whenever r1 + r2 is an even number. Moreover, in this way we
obtain the corresponding factorized S-K tensor of the second rank that gives rise to
the operator K(2) freely of quantum anomaly. In this manner one can generate new
types of operators that help one to investigate the hidden symmetries and to obtain
large sets of conserved operators that may constitute new (super)algebras. In other
respects, the implication of the K-Y tensors in the quantum theory suggests us that
such tensors with complex-valued components would be also useful even if from the
classical viewpoint these are pointless.
Of a particular interest are the operators built with the help of the second rank
K-Y tensors, f , with real or complex-valued components fµν = −fνµ which satisfies
the equation (65) for r = 2.
Definition 10 The operators
Df = iγ
µ
(
f · νµ ·∇ν − 16fµν;ργνγρ
)
, (68)
given by the second rank K-Y tensors, f , are called Dirac-type operators.
These are non-standard Dirac operators which obey {Df , D} = 0 and can be in-
volved in new types of genuine or hidden (super)symmetries. Remarkable superal-
gebras of Dirac-type operators can be produced by special second-order K-Y tensors
that represent square roots of the metric tensor.
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3.2 Roots and their Dirac-type operators
Let us start with some technical details and the basic definitions. Given ρ an
arbitrary tensor field of rank 2 defined on a domain of Mn, we denote with the same
symbol 〈ρ〉 the equivalent matrices with the elements ρµ ·· ν in natural frames and
ραˆ ·· βˆ = eˆ
αˆ
µρ
µ ·
· νeνβˆ in local frames. We say that ρ is non-singular on Mn if det 〈ρ〉 6= 0
on a domain of Mn where the metric is non-singular. This tensor is said irreducible
on Mn if its matrix is irreducible.
Definition 11 The non-singular real or complex-valued K-Y tensor f of rank 2
defined on Mn which satisfies
fµ ··αfµβ = gαβ , (69)
is called an unit root of the metric tensor of Mn, or simply an unit root of Mn.
It was shown that any K-Y tensor that satisfy Eq. (69) is covariantly constant [10],
fµν;σ = 0 . (70)
Since Eq. (69) can be written as fµ ··αfα ·· ν = −δµν this takes the matrix form
〈f〉2 = −1n , (71)
where the notation 1n stands for the n× n identity matrix. Hereby we see that the
unit roots are matrix representations of several complex units (similar to i ∈ C) with
usual properties as, for example, 〈f〉−1 = −〈f〉. The unit roots having only real-
valued components are called complex structures and represent automorphisms of the
tangent fiber bundle T (Mn) ofMn. In local frames these appear as particular point-
dependent transformations of the gauge group G(η) = vect[G(η)]. The manifold
possessing such structures are said to have a Ka¨hlerian geometry (see the Appendix
A). However, the unit roots considered here are beyond this case since these are
defined as automorphisms of the complexified fiber bundle T (Mn) ⊗ C, being thus
transformations of the complexified group Gc(η) = vect[Gc(η)].
As in the case of the complex structures of the Ka¨hlerian geometries, the matrices
of the unit roots have specific algebraic properties resulted from Eq. (71). These
can be pointed out in local frames (where the matrix elements are f αˆ ·· βˆ = eˆ
αˆ
µf
µ ·· ν eνβˆ)
using gauge transformations of G(η).
Lemma 1 The matrix of any root of Mn is equivalent with a matrix completely
reducible in 2× 2 diagonal blocks.
Proof: The matrix 〈f〉 which satisfies Eq. (71) has only two-dimensional invariant
subspaces spanned by pairs of vectors z and 〈f〉z. On these subspaces, Eq. (71)
is solved in local frames by two types of 2 × 2 unimodular blocks without diag-
onal elements: either skew-symmetric blocks with factors ±1, when the involved
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dimensions are of the same signature, or symmetric ones with pure imaginary phase
factors, ±i, if the signatures are opposite. However, the diagonalization procedure
cannot be continued using transformations of G(η) since these preserve the form
of the 2 × 2 blocks which are proportional with the generators of the subgroups
SO(2) or SO(1, 1) acting on the corresponding invariant subspaces. Notice that
other transformations of Gc(η) are not useful since these do not leave the metric
invariant.
This selects the geometries allowing unit roots.
Corollary 3 The unit roots are allowed only by manifolds Mn with an even number
of dimensions, n = 2k, k ≤ l.
Proof: If n is odd then the 2 × 2 blocks do not cover all dimensions, so that
det ˆ〈f〉 = 0 and f is no more an unit root of Mn.
Corollary 4 The unit roots of Mn have real matrices only when the metric η has
a signature with even n+ and n−. Otherwise the unit roots have only complex-
valued matrices. In both cases the matrices of the unit roots are unimodular, i.e.
det〈f〉 = 1.
It is clear that for the real-valued unit roots (i.e., complex structures) one can
construct the symplectic 2-forms ω˜ = 12fµνdx
µ ∧ dxν which are closed and non-
degenerate.
The above properties indicate that the unit roots are defined up to sign. There-
fore, if two unit roots f1 and f2 do not obey the condition f1 = ±f2 then these will
be considered different between themselves. We denote by R1(Mn) the set of all
different unit roots of the manifold Mn. On the other hand, when an unit root f is
multiplied by an arbitrary real number α 6= 0, we say that ρ(x) = αf(x) is a root
of norm ‖ρ‖ = |α|. Thus we can associate to any unit root f the one-dimensional
linear real space Lf = {ρ | ρ = αf, α ∈ R} in which each non vanishing element is
a root. According to Corollary 4, when the metric η is pseudo-Euclidean, the unit
roots can have complex matrix elements and in that case the unit root f and its
adjoint, f∗, are different. This last one generates its own linear real space Lf∗ of
adjoint roots which satisfy [ 〈ρ〉∗ , 〈ρ′〉 ] = 0, ∀ρ, ρ′ ∈ Lf since the matrices of f and
f∗ commutes with each other, having same diagonal blocks up to signs.
The whole set of roots of Mn defined as
R(Mn) =
⋃
f∈R1(Mn)
(Lf − {0}) (72)
seems to have special algebraic structure since it does not have the element zero
and, in general, it is not certain that a linear combination of roots is a root too.
To convince this, it is enough to observe that the sum of the roots ρ and ρ∗ is no
more a root since det(〈ρ〉 + 〈ρ〉∗) = 0 when ρ∗ 6= ρ because of the reduction of
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the pure imaginary diagonal 2 × 2 blocks. Moreover, the product of the matrices
of two different roots gives a nonsingular matrix but that may be not of a root.
Thus we understand that R(Mn)+ {0} cannot be organized as a global linear space
or algebra even though, according to the definition (72), it naturally includes linear
parts as Lf or Lf∗ . In other respects, we know examples indicating thatR(Mn) may
contain subsets which are parts of some linear spaces with one or three dimensions,
isomorphic with Lie algebras [13, 11]. In any event, the algebraic properties and the
topology of R(Mn) seem to be complicated depending on the topological structure
of the set of unit roots R1(Mn) ⊂ R(Mn).
The K-Y tensor gives rise to Dirac-type operators of the form (68) which have
an important property formulated in [10].
Theorem 10 The Dirac-type operator Df produced by the K-Y tensor f satisfies
the condition
(Df )
2 = D2 (73)
if and only if f is an unit root.
Proof: The arguments of Ref. [10] show that the condition Eq. (73) is equivalent
with Eqs. (69) and (70). Moreover, we note that for f ∈ R1(Mn) the square of the
Dirac-type operator
Df = if
· ν
µ ·γ
µ∇ν , (74)
has to be calculated exploiting the identity 0 = fµν;α;β − fµν;β;α = fµσRσ· ναβ +
fσνR
σ
·µαβ , which gives
Rµναβf
µ ·
·σ f
ν ·
· τ = Rσταβ (75)
and leads to Eq. (73).
Thus we conclude that the equivalence of the condition (73) with Eqs. (69) and (70)
holds in any geometry of dimension n = 2k allowing roots. When f∗ 6= f then Df∗
is different from Df even if (Df )
2 = (Df∗)
2 = D2. These operators are no longer
self-adjoint, obeying Df = Df∗ and
{Df , D} = 0 , {Df∗ , D} = 0 . (76)
3.3 Continuous symmetries generated by unit roots
Now we shall reach an interesting points of our study, showing that there are con-
tinuous transformations able to relate the operators Df and D to each other. We
know that in many particular cases [13, 11, 12] this is possible and now we intend
to point out that this is a general property of theories involving roots. To this end
we introduce a new useful point-dependent matrix.
Definition 12 Given the unit root f , the matrix
Σf =
1
2
fµνS
µν (77)
is the spin-like operator associated to f .
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This is a matrix that acts on the space of spinors Ψ and, therefore, can be interpreted
as a generator of the spinor representation spin[Gc(η)] since the components of f
are, in general, complex-valued functions. It has the obvious property Σf = Σf∗
while from (19) and (69) one obtains that it is covariantly constant in the sense
that ∇ν(Σfψ) = Σf∇νψ. Hereby we find that the Dirac-type operator (74) can be
written as
Df = i [D, Σf ] , (78)
where D is the standard Dirac operator defined by Eq. (18). Moreover, from Eqs.
(76) we deduce [Σf , D
2] = [Σf , (Df )
2] = 0 and similarly for Σf∗ .
Definition 13 We say that Gf = {(Aρ, id) | ρ = αf, α ∈ R} ⊂ Gc(η) is the one-
parameter Lie group associated to the unit root f ∈ R1(Mn).
The spinor representation of this group, spin(Gf ), is the restriction to Gf of the
representation spin[G˜c(Mn)]. Therefore, the operators Uρ ∈ spin(Gf ), have the
action
(Uρψ)(x) = [T (ρ)ψ](x) = T [αf(x)]ψ(x) , (79)
where the transformation matrices
T (αf) = e−iαΣf ∈ spin[Gc(η)] (80)
depend on the group parameter α ∈ R. Hence we defined the new mappings Aρ :
Mn → Gc(η) representing sections of the complexified spinor fiber bundle such that
Aρ(x) = [ρ(x)] ∈ Gc(η). Since the matrices (80) are just those defined by Eq. (9)
where we replace ω by the roots ρ = αf ∈ Lf , their action on the point-dependent
Dirac matrices results from Eq. (10) to be,
[T (αf)]−1γµT (αf) = Λµ ·· ν (αf)γ
ν , (81)
where Λµ ·· ν = eµαˆΛ
αˆ ·
· βˆ eˆ
βˆ
ν are matrix elements with natural indices of the matrix
Λ(αf) = eα〈f〉 = 1n cosα+ 〈f〉 sinα , (82)
calculated according to Eqs. (11) and (71). We note that this is a matrix represen-
tation of the usual Euler formula of the complex numbers. Now it is obvious that
in local frames 〈f〉 = Λ(π2 f) ∈ vect(Gc), as mentioned above.
Theorem 11 The operators Uρ ∈ spin(Gf ), with ρ = αf , have the following action
in the linear space spanned by the operators D and Df :
UρD(Uρ)
−1 = T (αf)D[T (αf)]−1 = D cosα+Df sinα , (83)
UρDf (Uρ)
−1 = T (αf)Df [T (αf)]−1 = −D sinα+Df cosα . (84)
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Proof: From Eq. (82) we obtain the matrix elements Λµ ·· ν (αf) = cosα δµν +sinα f
µ ·
· ν
which lead to the above result since Σf as well as T (αf) are covariantly constant.
From this theorem it results that α ∈ [0, 2π] and, consequently, the group Gf ∼ U(1)
is compact. Therefore, it must be a subgroup of the maximal compact subgroup of
Gc. In addition, from Eq. (82) we see that Lf ∼ so(2) is the Lie algebra of the
vector representation of Gf that is the compact group vect(Gf ) = {Λ(αf)|α ∈
[0, 2π]} ∼ U(1). Note that the transformations (83) and (84) leave invariant the
operator D2 = (Df )
2 because this commutes with the spin-like operator Σf which
generates these transformations.
Particularly, if Mn allows real-valued unit roots (i.e. complex structures) this
is an usual Ka¨hler manifold. In general, when f has complex components (and
f∗ 6= f) then Lf∗ ∼ so(2) is a different linear space representing the Lie algebra of
vect(Gf∗). These two Lie algebras are complex conjugated to each other but remain
isomorphic since they are real algebras. The relation among the transformation
matrices of spin(Gf ) and spin(Gf∗) is T (αf) = T (−αf∗) = [T (αf∗)]−1 which
means that when f∗ 6= f the representation spin(Gf ) is no more unitary in the
sense of the generalized Dirac adjoint.
The conclusion is that an unit root gives rise simultaneously to a Dirac-type
operator Df which satisfies Eq. (73) and the one-parameter Lie group Gf one needs
to relate D and Df to each other.
3.4 Symmetries due to families of unit roots
The next step is to investigate if there could appear higher symmetries given by
non-abelian Lie groups with many parameters, embedding different abelian groups
Gf produced by some sets of unit roots which have to form bases of linear spaces
isomorphic with the Lie algebras of these non-abelian groups. Such Lie algebras must
include many one-dimensional Lie algebras Lf being thus subsets of R(Mn) + {0}
where we know that the linear properties are rather exceptions. Therefore, we must
look for special families of unit roots, f = {f i | i = 1, 2, ..., Nf } ⊂ R1(Mn), having
supplementary properties which should guarantee simultaneously that: (I) the linear
space Lf = {ρ | ρ = ρif i, ρi ∈ R} is isomorphic with a real Lie algebra, and (II)
each element ρ ∈ Lf − {0} is a root (of an arbitrary norm).
The first condition is accomplished only if the set {T (ρ) | ρ ∈ Lf } includes a Lie
group with Nf parameters. This means that the operators Σ
i = Σf i , i = 1, 2, ...Nf
must be (up to constant factors) the basis-generators of a Lie algebra with some
real structure constants cijk. Then according to Eqs. (8) and (77), we can write[
Σi,Σj
]
= i2
[ 〈
f i
〉
,
〈
f j
〉 ]
µνS
µν = icijkΣ
k , (85)
obtaining a necessary condition for f be a family of unit roots,
[
〈
f i
〉
,
〈
f j
〉
] = cijk〈fk 〉 . (86)
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The condition (II) is accomplished only when 〈ρ〉2 is equal up to a positive factor
(i.e. the squared norm) with −1n. This requires to have{ 〈
f i
〉
,
〈
f j
〉 }
= −2κij1n . (87)
where κ is a positive definite metric that can be brought in canonical form κij = δij
through a suitable choice of the unit roots. If f satisfy simultaneously Eqs. (86)
and (87) then Lf is just the Lie algebra of the group {Λ(ρ) | ρ ∈ Lf } the matrices
of which read
Λ(ρ) = eρi〈f i〉 = 1n cos ‖ρ‖+ νi
〈
f i
〉
sin ‖ρ‖ , (88)
where ‖ρ‖ = √ρiρi (when we take κij = δij) and νi = ρi/‖ρ‖. All these results lead
to the following
Theorem 12 If the set f = {f i | i = 1, 2, ..., Nf } ∈ R1(Mn) is a family of unit
roots then the matrices 1n and
〈
f i
〉
, i = 1, 2, ..., Nf , form the basis of a matrix
representation of a finite-dimensional associative algebra over R.
Proof: Since f is a family of unit roots in the sense of above definition, f i must
satisfy Eqs. (86) and (87) with the canonical metric. Hereby it results that the set of
the real linear combinations ρ01n+ρi
〈
f i
〉
forms an associative algebra with respect
to the matrix multiplication that can be calculated by adding the commutator and
anticommutator. Moreover, this algebra is a division one since there exists the zero
element (with ρ0 = 0, ρi = 0), the unit element is 1n and each element different from
zero has the inverse (ρ01n + ρi
〈
f i
〉
)−1 = (ρ01n − ρi
〈
f i
〉
)/(ρ0
2 + ρiρi). Obviously,
this real algebra is finite possessing a basis of dimension Nf +1 where
〈
f i
〉
play the
role of complex units. Eq. (88) can be interpreted as a matrix representation of the
Euler formula.
This theorem severely restricts the existence of the families of unit roots. Indeed,
according to the Frobenius theorem there are only two finite real algebras able to
give suitable representations in spaces of roots, namely the algebra C of complex
numbers and the quaternion algebra, H. In the first case we have isolated unit roots
f and representations of the C algebra generated by the matrices 1n and 〈f〉 (which
play the role of i ∈ C) related to the continuous symmetry group Gf ∼ U(1) we
studied in the previous section.
Here we focus on the second possibility leading to families of unit roots with
Nf = 3 that constitute matrix representations of the quaternion units.
Theorem 13 The unique type of family of unit roots with Nf > 1 having the prop-
erties (I) and (II) are the triplets f = {f1, f2, f3} ⊂ R1(Mn) which satisfy〈
f i
〉 〈
f j
〉
= −δij1n + εijk〈fk 〉 , i, j, k... = 1, 2, 3 . (89)
Proof: Taking into account that εijk is the anti-symmetric tensor with ε123 = 1 we
recognize that Eqs. (89) are the well-known multiplication rules of the quaternion
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units or similar algebraic structures (e.g. the Pauli matrices). Consequently, the
matrices
〈
f i
〉
and 1n generate a matrix representation of H. Other choices are
forbidden by the Frobenius theorem.
If the unit roots f i have only real-valued components we recover the hypercomplex
structures defining hyper-Ka¨hler geometries (presented in the Appendix A).
Eqs. (89) combined with the previous results (85)-(88) provide all the features
of the specific continuous symmetry associated to f .
Definition 14 We say that Gf = {(Aρ, id) | ρ ∈ Lf } ∼ SU(2) ⊂ Gc(η) is the Lie
group associated to the triplet f ⊂ R1(Mn).
The spinor and the vector representations of this group are determined by the rep-
resentations of its Lie algebra, gf , resulted from Theorem 13.
Corollary 5 The basis-generators of vect(gf ) = Lf are
i
2f
i while the basis-gene-
rators of the algebra spin(gf ) ∼ su(2) read sˆi = 12Σi (i = 1, 2, 3).
Proof: From Eqs. (89) and (86) we deduce that cijk = 2εijk. Furthermore, from
Eqs. (85) and (86) we obtain the standard commutation rules of SU(2) generators,
[sˆi, sˆj] = iεijksˆk , (90)
and similarly for i2
〈
f i
〉
.
Now vect(Gf ) = {Λ(Aρ) | ρ ∈ Lf , ‖ρ‖ ≤ 2π} is the compact group formed by the
matrices Λ(Aρ) = Λ(ρ) of the form (88) constructed using the elements of the Lie
algebra Lf ∼ su(2) ∼ so(3). The transformation matrices giving the action of the
operators Uρ ∈ spin(Gf ),
T (ρ) = e−iρiΣ
i
= e−2iρisˆi , ρ = ρif i ∈ Lf , (91)
have to be calculated directly from Eq. (80) replacing α = ±‖ρ‖ = ±√ρiρi and
f = ±ρ/‖ρ‖. Then the transformations (81) can be expressed in terms of the
parameters ρi using the matrices Λ(ρ). Hereby we observe that ρi are nothing other
than the analogous of the well-known Cayley-Klein parameters but ranging in a
larger spherical domain (where ‖ρ‖ ≤ 2π) such that they cover two times the group
Gf ∼ SU(2), as we can convince ourselves calculating
Λ(ρ)
〈
f i
〉
ΛT (ρ) = Rij(2~ρ)
〈
f j
〉
, ∀Λρ ∈ vect(Gf ) , (92)
where R(2~ρ) ∈ O(3) is the rotation of the Cayley-Klein parameters 2ρi. These
arguments lead to the conclusion that vect(Gf ) ∼ SU(2) [13]. On the other hand,
since the rotations (92) change the basis of Lf leaving Eqs. (89) invariant, we
understand that these form the group Aut(Lf ), of the automorphisms of the Lie
algebra Lf considered as a real algebra.
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In the case of triplets involving only real-valued unit roots when the geometry is
hyper-Ka¨hler, every family of real unit roots (i.e., a hypercomplex structure) f has
its own Lie algebra Lf ∼ su(2). These algebras cannot be embedded in a larger
one because of the restrictions imposed by the Frobenius theorem. An example of
hyper-Ka¨hler manifold is the Euclidean Taub-NUT space which is equipped with
only one family of real unit roots [13, 12]. The manifolds with pseudo-Euclidean
metric with odd n+ and n− have only pairs of adjoint triplets, f and f∗, the last
one being formed by the adjoints of the unit roots of f . The spaces Lf and Lf ∗ are
isomorphic between themselves (as real vector spaces) and all the results concerning
the symmetries generated by f∗ can be taken over from those of f using complex
conjugation. Moreover, we must specify that the set Lf
⋃
Lf∗ is no more a linear
space since the linear operations among the elements of Lf and Lf ∗ are not allowed.
An example is the Minkowski spacetime which has a pair of conjugated triplets of
complex-valued unit roots [11]. Both these examples of manifolds possessing triplets
with the properties (89) are of dimension four. The results we know indicate that
similar properties may have other manifolds of dimension n = 4k, k = 1, 2, 3, ...
where we expect to find many such triplets [36]. The main geometric feature of all
these manifolds is given by
Theorem 14 If a manifold Mn allows a triplet of unit roots then this must be Ricci
flat (having Rµν = 0).
Proof: As in the case of any hyper-Ka¨hler manifold, using Eqs. (75) and (89) we
calculate the expression Rµναβf
1αβ = Rµνσβf
3σ ··α(
〈
f3
〉 〈
f1
〉
)αβ = Rµνσβf
3σ ··αf2αβ =
−Rµναβf1αβ which vanishes. Furthermore, permutating the first three indices of R
we find the identity
2Rµανβf
1αβ = Rµναβf
1αβ = 0 . (93)
Finally, writing Rµν = Rµανβf
1α ·· τ f1βτ = −Rµασβf1σ ·· ν f1αβ = 0, we draw the con-
clusion that the manifold is Ricci flat. The same procedure holds for f2 or f3
leading to identities similar to (93). Note that the manifolds possessing only single
unit roots (as the Ka¨hler ones) are not forced to be Ricci flat.
Starting with a triplet f = {f1, f2, f3} ⊂ R1(Mn) satisfying (89) one can
construct a rich set of Dirac-type operators of the form D(~ν) = νiD
i where ~ν
is an unit vector (with ~ν2 = 1) and Di = Df i = i[D, Σ
i], i = 1, 2, 3, play the
role of a basis. This set is compact and isomorphic with the sphere of unit roots
S2
f
= {f~ν | f~ν = νif i, ~ν2 = 1} ⊂ Lf , since D(~ν) = Df~ν for any f~ν ∈ S2f . Moreover,
each operator D(~ν) can be related to D through the transformations (83) and (84)
of the one-parameter subgroup Gf~ν ⊂ Gf ∼ SU(2) defined by f~ν .
Theorem 15 The operators Uρ ∈ spin(Gf ) transform the Dirac operators D, Di
(i = 1, 2, 3) as
UρD[Uρ]
−1 = T (ρ)D[T (ρ)]−1 = D cos ‖ρ‖+ νiDi sin ‖ρ‖ , (94)
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UρD
i[Uρ]
−1 = T (ρ)Di[T (ρ)]−1
= Di cos ‖ρ‖ − (νiD + εijkνjDk) sin ‖ρ‖ , (95)
where ρ = ρif
i = ‖ρ‖νif i.
Proof: We consider the result of Theorem 11 for each one-parameter subgroup of
Gf generated by the unit roots f~ν = νif
i. The straightforward calculation starting
with Eq. (91) is also efficient.
The previous results indicate that the set R1(Mn), of unit roots producing Dirac-
type operators, has an interesting topological structure involving either single f
producing isolated Dirac-type operators or unit spheres S2
f
leading to compact sets
of Dirac-type operators. In order to show off this structure one needs to exploit
the mechanisms of our theory based on the fact that the linear spaces Lf or Lf are
isomorphic with the Lie algebras of the symmetry groups of the Dirac-type operators
generated by spin-like operators.
In the non-Ka¨hlerian manifolds equipped with pairs of adjoint triplets f and
f∗, the Dirac-type operators Di and D(f i)∗ = D
i
are related to each other through
the Dirac adjoint. However, when an extended symmetry dealing with the physical
needs would be necessary, we may consider the complexified group (Gf )c ∼ SL(2,C)
of Gf . Then we have to work with more complicated groups and Lie algebras since
the complexification doubles the number of generators of the spinor or vector rep-
resentations. For example, the generators of the complexified spinor representation,
spin(gf )c, are sˆi and (±)isˆi and similarly for vect(gf )c.
3.5 Supersymmetry and isometries in Ka¨hlerian manifolds
Beside the types of continuous symmetries we have studied, the presence of the
unit roots gives rise to supersymmetries related to the external symmetries in an
interesting manner. In order to avoid the complications due to the presence of the
pair of adjoint triplets we restrict ourselves to discuss in this section only Ka¨hlerian
manifolds.
In a Ka¨hler manifold, a complex structure f = f∗ generates its own N = 2 real
superalgebra.
Definition 15 Given an isolated unit root f , we say that the set df = {D(λ)|D(λ)
= λ0D + λ1Df ;λ0, λ1 ∈ R} represent the N = 2 real D-superalgebra generated by
the unit root f .
When f∗ 6= f the D-superalgebra df∗ differs from df and, in general, these can not
be embedded in a larger superalgebra. The basis of this D-superalgebra, D and Df
(obeying {D,Df} = 0, (Df )2 = D2) can be changed through the transformations
(83) and (84) that preserve the anticommutation relations. These form the group of
automorphisms of df , Aut(df ) ∼ SO(2). If the manifold has a non-trivial isometry
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group I(Mn) then an arbitrary isometry x → x′ = φξ(x) transforms f as a second
rank tensor,
fµν(x)→ f ′µν(x′)
∂x′ µ
∂xα
∂x′ ν
∂xβ
= fαβ(x) . (96)
When there is only one f we are forced to put f ′ = f which means this remains
invariant under isometries.
Theorem 16 If a Ka¨hler manifold Mn with the external symmetry group S(Mn)
has a single complex structure, f , then every generator X ∈ spin[s(Mn)] commutes
with Df .
Proof: We calculate first the derivatives with respect to ξa of Eq. (96) for f ′ = f
and ξ = 0. Then, taking into account that f is covariantly constant we can write
fαλk
λ
;β = fβλk
λ
;α for each Killing vector field k defined by Eq. (40). This identity
yields
[X, Σf ] = 0 , [X, Df ] = 0 , ∀X ∈ spin[s(Mn)] , (97)
which means that the operators Σf and Df are invariant under isometries.
The case of the hyper-Ka¨hler manifolds is more complicated since a triplet f
gives rise to self-adjoint Dirac-type operators Di = D
i
which anticommute with D
and present the continuous symmetry discussed in the previous section. In these
conditions a new algebraic structure is provided by
Theorem 17 If a triplet f ⊂ R1(Mn) accomplishes Eqs. (89) then the correspond-
ing Dirac-type operators satisfy{
Di, Dj
}
= 2δijD
2 ,
{
Di, D
}
= 0 . (98)
Proof: If i = j we take over the result of Theorem 10. For i 6= j we take into
account that Mn is Ricci flat finding that D
i and Dj anticommute. The second
relation was demonstrated earlier for any unit root.
Thus it is clear that the operators D and Di (i = 1, 2, 3) form a basis of a four-
dimensional real superalgebra of Dirac operators.
Definition 16 The set df = {D(λ)|D(λ) = λ0D + λiDi;λ0, λi ∈ R} is the N = 4
D-superalgebra generated by the triplet f .
This D-superalgebra contains the subset d1f = {D(ν) | ν02 + ~ν2 = 1} of the Dirac
operators which have the property D(ν)2 = D2. The set d1f has the topology of the
sphere S3 including the sphere S2 of the Dirac-type operators D(~ν) = D(0, ~ν).
Furthermore, it is natural to study the group of automorphisms of this D-
superalgebra, Aut(df ), and its Lie algebra, aut(df ). Obviously, these automor-
phisms have to be linear transformations among D and Di preserving their anti-
commutation rules. The transformation matrices T (ρ) commute with D2, leaving
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Eqs. (98) invariant under transformations (94) and (95) which appear thus as au-
tomorphisms of df forming a SU(2) subgroup of Aut(df ). However, we need
more automorphisms in order to complete the group Aut(df ) with more ordinary
or invariant subgroups, isomorphic with SU(2) or O(3). These supplemental au-
tomorphisms must transform the operators Di among themselves preserving their
anticommutators as well as the form of D. Therefore, these may be produced by
the transformations of S(Mn) since these leave the operator D invariant.
In what concerns the transformation of the triplets f under isometries we have
two possibilities, either to consider that all the complex structures f i ∈f are invari-
ant under isometries or to assume that the isometries transform the components of
the triplet among themselves, f ′ i = Rˆijf j, such that Eqs. (89) remain invariant.
The first hypothesis is not suitable since we need more transformations in order to
fill in the group Aut(df ) when we do not have other sources of symmetry. There-
fore, we must adopt the second viewpoint assuming that the components of f are
transformed as
f jµν(x
′)
∂x′ µ
∂xα
∂x′ ν
∂xβ
= Rˆkj(ξ, x)f
k
αβ(x) , (99)
by 3 × 3 real orthogonal matrices Rˆ ∈ O(3) that leave Eqs. (89) invariant. Their
matrix elements can be put in the equivalent forms
Rˆij(ξ, x) =
1
n
f i αβ(x)
∂φµξ (x)
∂xα
∂φνξ (x)
∂xβ
f jµν [φξ(x)]
=
1
n
f i αˆβˆ(x)Λµˆ ·· αˆ[Aξ(x)]Λ
νˆ ·
· βˆ[Aξ(x)]f
j
µˆνˆ [φξ(x)] . (100)
The last formula is suitable for calculations in local frames where we must con-
sider the external symmetry using the gauge transformations Λ[Aξ(x)] ∈ vect[G(η)]
defined by Eq. (44) and associated to isometries for preserving the gauge.
The matrices Rˆ might be point-dependent and depend on the parameters ξa of
I(Mn). This means that the canonical covariant parameters ωˆij = −ωˆji giving the
expansion Rˆij(ωˆ) = δij + ωˆij + · · · are also depending on these variables. Then,
for small values of the parameters ξa the covariant parameters can be developed
as ωˆij = ξ
acˆaij + ... emphasizing thus the quantities cˆaij we shall see that do not
depend on coordinates.
Theorem 18 Let Mn be a hyper -Ka¨hler manifold having the hypercomplex struc-
ture f = {f1, f2, f3} and a non-trivial isometry group I(Mn) with parameters ξa
and the corresponding Killing vectors ka as defined by Eq. (40). Then the basis-
generators Xa ∈ spin[s(Mn)] and sˆi = 12Σi ∈ spin(gf ) ∼ su(2) satisfy
[Xa, sˆi] = icˆaij sˆj , a = 1, 2, ..., N , (101)
where cˆaij are point-independent structure constants.
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Proof: Deriving Eq. (99) with respect to ξa in ξ = 0 we deduce
f iµλk
λ
a ;ν − f iνλkλa ;µ = cˆaijf jµν , (102)
which leads to the explicit form
cˆaij = − 2
n
εijl kˆ
l
a , kˆ
l
a = f
l µνkaµ;ν . (103)
Bearing in mind that f iµν;σ = 0 and using the identity f
i µνka µ;ν;σ = R
· · ·λ
µσν ·ka λf i µν
[22] and Eq. (93), we find that∇σkˆia = f i µνka µ;ν;σ = 0 which means that ∂σ cˆaij = 0.
Finally, from Eq. (102) we derive the commutation rules (101).
Now we can point out how act the isometries x→ x′ = φξ(x) on the operators Di.
Corollary 6 The Dirac-type operators Di produced by any triplet f transform un-
der isometries according to the representation Of = {Rˆ(ξ) | (Id, φξ) ∈ I(Mn)} of the
group I(Mn) induced by the group O(3). The matrices Rˆ(ξ) of this representation
have the form (100) and give the transformation rule
(UξD
iU−1ξ )[φξ(x)] = {T (Aξ)DiT (Aξ)(x) = Rˆij(ξ)Dj(x) , (104)
where the action of Uξ ∈ spin[S(Mn)] is defined by Eq. (48).
Proof: The matrices (100) generated as any adjoint representation,
Rˆ(ξ) = eiξ
a
Xa , (Xa)ij = −icˆaij , (105)
are point-independent since cˆaij are structure constants. Moreover, if we commute
Eq. (101) with Xb using Eqs. (54) and (90) we obtain [Xa,Xb] = icabcXc concluding
that Of is a well-defined induced representation of I(Mn). From Eqs. (77) and (99)
we derive
(UξΣ
iU−1ξ )(x
′) = [T (Aξ)ΣiT (Aξ)](x) = Rˆij(ξ)Σj(x) , (106)
which leads to Eq. (104) after a commutation with D that is invariant under Uξ.
Hence we have the complete image of the symmetries that preserve the anticommu-
tation rules of the real D-superalgebra df in a hyper-Ka¨hler manifold. These are
encapsulated in the group Aut(df ) whose transformations are defined by Eqs. (94),
(95) and (104).
Corollary 7 The group Aut(df ) = spin[Gf sS(Mn)] is a representation of the
semi-direct product Gf sS(Mn) where Gf is the invariant subgroup.
Proof: The basis generators of the Lie algebra aut(df ) of the group Aut(df )
are the operators sˆi and Xa that obey the commutation relations (54), (90) and
(101). These operators form a Lie algebra since cˆaij are point-independent. In this
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algebra gf ∼ su(2) is an ideal and, therefore, the corresponding SU(2) subgroup is
invariant. However, this result can be obtained directly taking (Aξ, φξ) ∈ S(Mn)
and (Aρ, id) ∈ Gf and evaluating (Aξ , φξ) ∗ (Aρ, id) ∗ (Aξ, φξ)−1 = ([Aξ × (Aρ ×
A−1ξ )] ◦ φ−1ξ , id) = (Aρ′ , id) where, according to (44), (88) and (99), we have ρ′ =
ρiRˆij(ξ)f
j . Consequently, (Aρ′ , id) ∈ Gf which means that Gf ∼ SU(2) is an
invariant subgroup.
Another important consequence of the previous theorem is
Corollary 8 The basis generators of spin[S(Mn)] and the Dirac-type operators of
the N = 4 D-superalgebra df obey
[Xa,D
i] = icˆaijD
j . (107)
Proof: This formula results commuting Eq. (101) with D.
Finally, we find an interesting restriction that can be formulated as
Corollary 9 The minimal condition that Mn allows a hypercomplex structure is to
have an isometry group that includes at least one O(3) subgroup.
Proof: The subgroup Of ∼ O(3) of Aut(df ) needs at least three generators Xa
satisfying the su(2) algebra. Thus we conclude that S(Mn) must include one SU(2)
group for each different hypercomplex structure of Mn.
This restriction is known in four dimensions where there exists only three hyper-
Ka¨hler manifolds with only one hypercomplex structure and one subgroup O(3) ⊂
I(M4) [37]. These are given by the Atiyah-Hitchin [38], Taub-NUT and Eguchi-
Hanson [39] metrics, the first one being only that does not admit more U(1) isome-
tries [37, 40]. In addition, we have the example of the four-dimensional Euclidean
flat space that has two different triplets and the isometry group E(4) including the
group O(4) ∼ O(3)×O(3).
The theory above can be easily extended to non-Ka¨hlerian manifolds having
pairs of adjoint triplets of unit roots. In this case Eq. (100) gives complex-valued
orthogonal matrices which oblige us to start with the complex D-superalgebra (df )c
(defined over C instead of R) and with the complexified groups and Lie algebras
[41]. Then the group of automorphisms of (df )c, will be the group Aut(df )c,
that is a representation of the group (Gf )c s S(Mn) involving the representation
Of of the group S(Mn) induced by the group of the complex-valued orthogonal
matrices O(3)c. Obviously, the invariant subgroup here is (Gf )c ∼ SL(2,C). The
minimal condition that Mn allows a pair of adjoint triplets is the group S(Mn) to
include at least one SL(2,C) subgroup since we need six generators for building the
representation Of ∼ O(3)c. The Minkowski spacetime which has a pair of adjoint
triplets and O(3, 1) isometries is a typical example (see the Appendix B).
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3.6 Discrete symmetries
In many physical problems the study of the discrete symmetries could be also pro-
ductive. Of course, the results concerning the continuous symmetries obtained
above will be crucial for understanding the structure of the discrete transformations
which relate among themselves the standard Dirac operator and the Dirac-type ones
[11, 13, 12].
Let us start with the simplest case of an isolated unit root f .
Theorem 19 For any unit root f there exists the discrete group Z4(f) ⊂ Gf the
orbit of which is {D,−D,Df ,−Df}.
Proof: Using Eqs. (83) and (84) one observes that the transformations 1, Uf =
T (π2 f), ̥ = (Uf )
2 = T (πf), and (Uf )
3 = T (−π2 f) = ̥Uf = Uf̥ form the spinor
representation of the cyclic group Z4(f). Since ̥
2 = 1, the pair (1,̥) represents
the subgroup Z2 ⊂ Z4(f). According to Eq. (83) we find that
Df = UfD(Uf )
−1 , (108)
while the action of the matrix ̥,
̥γµ̥ = −γµ , (109)
is independent on the form of f so that this changes the sign of all the Dirac or
Dirac-type operators.
For a given manifold, Mn, the matrix ̥ is uniquely defined up to a factor ±1. Thus
̥ is in some sense independent on the discrete symmetry group where is involved,
playing the role of a chiral matrix. For this reason it is convenient to identify
γch = ̥ bearing in mind that then we must have ̥ = ǫch̥ = ±̥. When the
metric is pseudo-Euclidean then the operators of the spinor representation of the
discrete group Z4(f
∗) produced by f∗ 6= f have to be written directly using the
Dirac adjoint. Indeed, from Eq. (108) we obtain
Uf∗ = (Uf )
−1 = Uf ̥ , (110)
and similarly for the other operators. Starting with these elements the remaining
operators of the cyclic group will be obtained using multiplication [30].
A most interesting case is that of the discrete symmetries of the Dirac-type
operators Di (i = 1, 2, 3) given by the triplet f which satisfy Eqs. (89) [12].
Theorem 20 The Dirac operators ±D and the Dirac-type ones ±D1, ±D2, and
±D3 are related among themselves through the transformations of the spinor repre-
sentation of the quaternion group, Q(f) ⊂ Gf .
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Proof: Let us denote by Ui = T (
π
2 f
i) the operators that, according to Theorem 19,
have the properties
(U1)
2 = (U2)
2 = (U3)
2 = ̥ , ̥2 = 1 , (111)
and ̥Ui = Ui̥. Furthermore, from Eqs. (81), (82) and (89) we deduce
U1U2 = U3 , U2U3 = U1 , U3U1 = U2 , (112)
U2U1 = U3̥ , U3U2 = U1̥ , U1U3 = U2̥ , (113)
and, after a few manipulation, we see that 1, ̥, Ui and ̥Ui (i = 1, 2, 3) form
a representation of the dicyclic group 〈2, 2, 2〉 [30] which is isomorphic with the
quaternion subgroup of Gf we denote by Q(f). Using Eqs. (108) and (109) we find
that its orbit in the space of the Dirac operators is the desired one.
As expected, the cyclic groups Z4(f
i) are subgroups of Q(f). For this reason the
spinor representation of the group Q(f∗) has to be derived from that of Q(f) using
the same method as in the case of cyclic groups.
Hence we conclude that for each isolated unit root f one can define a finite group
Z4(f) which is a subgroup of Gf while the triplets f produce more complicated finite
discrete groups, Q(f) ⊂ Gf . Since the groups Gf and Gf cannot be embedded
in a larger group, the product of two operators of the spinor representation of two
different discrete groups is, in general, an arbitrary operator which do not correspond
to a transformation of another discrete group Z4 or Q. In addition, this new operator
could transform the standard Dirac operator in a new operator having different
properties to those of the Dirac-type ones. Therefore when we restrict ourselves to
orbits containing only the Dirac and Dirac-type operators we have to consider only
the discrete groups discussed above [12].
Finally we note that in any Dirac theory the discrete symmetries due to the
existence of the unit roots appear in association with the transformations of parity
(P) and charge conjugation (C). The form of these transformations depends on
the physical meaning of the theory as well as on the metric signature. In physical
spacetimesMd+1, described by Definition 3, these transformations can be introduced
in a similar way as in QED [42]. Thus the parity changes x → −x and ψ(x, t) →
γ0ψ(−x, t) leaving the Dirac equation invariant. In addition, if there are involved
only Dirac free fields on Md+1, we can adopt a type of charge conjugation close
to that of QED. The gamma-matrices of Md+1 satisfy Eqs. (2) and, consequently,
they must be either symmetric or skew-symmetric. Assuming that there are s +
1 symmetric gamma-matrices, namely γ0 and s matrices with space-like indices,
γαˆ1 , γαˆ2 , ..., γαˆs , we observe that the matrix C = (−1) s2 γ0γαˆ1γαˆ2 , ..., γαˆs has the
convenient properties C−1 = CT = (−1)sC and CγµˆC−1 = (−1)s(γµˆ)T . With its
help one can define the charge conjugated spinor ψc = Cψ
T
of the spinor ψ and
verify that the equation of the free Dirac field remains invariant under the charge
conjugation ψ → ψc. This transformation is point-independent which means that
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the vacuum state could be stable (or invariant [28]) in quantum field theories based
on free field equations invariant under this type of charge conjugation. However, the
above definition of the charge conjugation does not hold in Kaluza-Klein theories
where several space dimensions are used for introducing the interaction.
4 The Euclidean Taub-NUT space
Involved in many modern studies in physics [43], the metric of the Euclidean Taub-
NUT space is a self-dual instanton solution with self-dual Riemann tensor [44, 38]
of the Euclidean Einstein equations without cosmological constant. The Taub-NUT
space is of interest since beside isometries there are hidden symmetries giving rise
to conserved quantities associated to S-K tensors [45]. There is a conserved vector,
analogous to the Runge-Lenz vector of the Kepler type problem, whose existence is
rather surprising in view of the complexity of the equations of motion [46, 47, 48,
49]. These hidden symmetries are related with the existence of four K-Y tensors
generating the S-K ones [47, 37, 51, 14, 15]. Three such tensors form in fact a
hypercomplex structure giving the hyper-Ka¨hlerian character of this geometry.
The quantum theory in the Euclidean Taub-NUT background has also interesting
specific features in the case of the scalar fields [48, 49, 20] as well as for fields with
spin half where our results [9, 16, 17] complete the previous ones [52]. In both cases
there exist large algebras of conserved observables [19] including the components
of the angular momentum and three components of the Runge-Lenz operator that
lead to six-dimensional dynamical algebras [45, 48, 17, 19]. Remarkably, the orbital
angular momentum has a special unusual form that generates new harmonics, called
SO(3)⊗U(1)-harmonics [20, 21], and corresponding new spherical spinors [9]. These
will enter in the structure of the particular solutions of the Klein-Gordon or Dirac
equations giving the discrete quantum modes of the scalar or spin half particles.
Moreover, in the Dirac theory in this geometry, beside the new Dirac-type operators
there are similar operators as those of the scalar theory but completed with spin
terms that help us to understand the spin effects in Ka¨hlerian manifolds.
4.1 SO(3)⊗ U(1) isometry transformations
The Euclidean Taub-NUT manifold denoted from now by M is a 4-dimensional
Kaluza-Klein space which has static charts with Cartesian coordinates xµ (µ, ν, ... =
1, 2, 3, 4) where xi (i, j, ... = 1, 2, 3) are the physical Cartesian space coordinates
while x4 is the Cartesian extra-coordinate. Taking η = 14 we have to use the three-
dimensional vector notations, ~x = (x1, x2, x3), r = |~x| and dl2 = d~x · d~x, for writing
the line element
ds2 =
1
V (r)
dl2 + V (r)[dx4 +Aemi (~x)dx
i]2 , (114)
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defined by the specific functions
1
V
= 1 +
µ
r
, Aem1 = −
µ
r
x2
r + x3
, Aem2 =
µ
r
x1
r + x3
, Aem3 = 0 . (115)
The real number µ is the main parameter of the theory. If one interprets ~Aem as the
vector potential (or gauge field) it results the magnetic field with central symmetry
~Bem = µ
~x
r3
. (116)
Other important charts are those with spherical coordinates (r, θ, ϕ, χ) where
r, θ, ϕ, are commonly related to the physical Cartesian ones, xi, while the fourth
coordinate χ is defined by
x4 = −µ(χ+ ϕ) . (117)
In this chart the radial coordinate belongs the radial domain Dr where r > 0 if
µ > 0 or r > |µ| if µ < 0, while the angular coordinates θ, ϕ cover the sphere S2
and χ ∈ Dχ = [0, 4π). The line element in spherical coordinates is
ds2 =
1
V
(dr2 + r2dθ2 + r2 sin2 θ dϕ2) + µ2V (dχ+ cos θ dϕ)2 , (118)
since
Aemr = A
em
θ = 0 , A
em
ϕ = µ(1− cos θ) . (119)
The Euclidean Taub-NUT space possesses a special type of isometries which
combines the space transformations with the gauge transformations of the gauge
field ~Aem(~x). There are U(1)4 translations x
4 → x′4 = x4 + a4 which leave the
metric invariant if a4 is a point-independent real constant. Moreover, if one takes
a4 = a4(~x) an arbitrary function of ~x then these become gauge transformations
preserving the form of the line element only if one requires ~Aem to transform as
Aemi (~x)→ A′ emi (~x) = Aemi (~x)− ∂ia4(~x) . (120)
Thus it is obvious that U(1)4 is an isometry group playing, in addition, the role of
the gauge group associated to the gauge field ~Aem. In other respects, this geometry
allows an SO(3) symmetry given by usual linear rotations of the physical space coor-
dinates, ~x→ ~x ′ = R ~x with R ∈ SO(3), and the special non-linear transformations
of the fourth coordinate,
R : x4 → x′ 4 = x4 + h(R, ~x) , (121)
produced by a function h depending on R and ~x which must satisfy
h(R′R, ~x) = h(R′,R~x) + h(R, ~x) , h(13, ~x) = 0 , (122)
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where 13 is the identity of SO(3). Obviously, this condition guarantees that Eq.
(121) defines a representation of the SO(3) group. These transformations preserve
the general form of the line element (114) if ~Aem transforms manifestly covariant
under rotations as a vector field, up to a gauge transformation, V being a scalar.
In this way one obtains a representation of the group SO(3) ⊗ U(1)4 whose trans-
formations,
~x → ~x ′ = R ~x (123)[
R, a4(~x)
]
: x4 → x′ 4 = x4 + h(R, ~x) + a4(~x) (124)
~Aem(~x) → ~A′ em(~x ′) = R
{
~Aem(~x)− ~∂ [h(R, ~x) + a4(~x)]
}
,(125)
produced by any R ∈ SO(3) and real function a4(~x), combine isometries and gauge
transformations. Hereby we can separate the isometries requiring the gauge field to
remain unchanged, i.e. A′ emi = A
em
i , for point-independent parameters a
4. Accord-
ing to Eq. (125), this condition can be written as
~∂ h(R, ~x) = ~Aem(~x)−R−1 ~Aem(R~x) , (126)
defining the specific function h corresponding to the gauge field ~Aem.
Remark 3 The isometry transformations of the Euclidean Taub-NUT space, x →
x′ = φR,a4(x), are three-dimensional rotations and x4 translations that transform
x = (~x, x4) into x′ = (~x ′, x′ 4) according to Eqs. (123) and (124) restricted to
point-independent values of a4, while the function h is defined by Eq. (126).
These transformations form the isometry group I(M) = SO(3) ⊗ U(1)4 of the Eu-
clidean Taub-NUT space M , the universal covering group of which is the external
symmetry group S(M) = SU(2)⊗ U(1)4. What is remarkable here is that the rep-
resentation of I(M) carried by M mixes up linear transformations with non-linear
ones involving the function h.
The study of this type of representation is important since it governs the trans-
formation laws of the vectors and tensors under isometries that are the starting
points in deriving conserved quantities through the Noether theorem. However, the
properties of the isometries will be better understood if we know the analytical ex-
pression of the function h. This may be found combining the integration of the
equations (126) with some algebraic properties resulted from the condition (122).
The main point is to show that the transformation rule (121) of the fourth coor-
dinate of M is given by a representation of the isometry group induced by one of
its subgroups. We recall that the SO(3) subgroup of I(M) has three independent
one-parameter subgroups, SOi(2), i = 1, 2, 3, each one including rotations Ri(α), of
angles α ∈ [0, 2π) around the axis i. With this notation any rotation R ∈ SO(3) in
the usual Euler parametrization reads R(α, β, γ) = R3(α)R2(β)R3(γ).
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We start with the observation that the special form of the gauge field (115) does
not depend on x4 and has a special form such that all the rotations of the subgroup
SO3(2) satisfy
R3 ~A
em(~x) = ~Aem(R3~x) , ∀R3 ∈ SO3(2) . (127)
In these conditions we adopt
Definition 17 The subgroup H(M) = SO3(2) ⊗ U(1)4 ⊂ I(M) is the little group
associated to ~Aem.
In what follows we are interested to exploit the existence of the little group focusing
on the rotations R3 ∈ SO3(2). According to Eqs. (126) and (127) it results that
h(R3, ~x) ≡ hˆ(R3) (128)
is point-independent being defined only on SO3(2). Then the condition (122) be-
comes
hˆ(R3R
′
3) = hˆ(R3) + hˆ(R
′
3) , ∀ R3, R′3 ∈ SO3(2) , (129)
which means that the set {hˆ(R3) |R3 ∈ SO3(2)} forms a one-dimensional represen-
tation of the SO3(2) group provided hˆ(13) = 0. This representation is non-trivial
(with hˆ(R3) 6= 0 when R3 6= 13) only if we assume that
hˆ[R3(α)] = const. α . (130)
These properties suggests us to write the function h using rotations in the Eu-
ler parametrization and the chart with spherical coordinates where the differential
equations could be simpler since h(R, ~x) = h(R, θ, ϕ) does not depend on the radial
coordinate r.
Theorem 21 In the chart with spherical coordinates the solution of the system
(126) with the condition (130) reads
h[R(α, β, γ), θ, ϕ] = −µ(α+ γ)
−2µ arctan
[
sin(ϕ+ γ)
cot θ2 cot
β
2 − cos(ϕ+ γ)
]
, (131)
for any R ∈ SO(3).
Proof: According to Eqs. (128) and (129), we can write
h[R(α, β, γ), ~x] = hˆ[R3(α)] + h[R2(β)R3(γ), ~x]
= h[R2(β),R3(γ)~x] + hˆ[R3(α+ γ)] , (132)
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pointing out that the central problem is to integrate the system (126) in spherical
coordinates for the particular case of R = R2(β). Denoting h[R2(β), ~x] ≡ h(β, θ, ϕ),
after a few manipulation we find that Eqs. (126) are equivalent with
∂θh(β, θ, ϕ) = −µ sinϕ sin β
1 + cos θ cos β − sin θ cosϕ sin β , (133)
∂ϕh(β, θ, ϕ) = µ
(1− cos θ)(1− cos β)− sin θ cosϕ sin β
1 + cos θ cos β − sin θ cosϕ sin β . (134)
The integration of this system gives h(β, θ, ψ) up to some arbitrary integration
constants resulting from Eq. (130) with const. = −µ, as it is shown in Ref. [21].
The last step here is to show that the function h(R, θ, ϕ) can be easily found
by using the technique of induced representations in the chart with spherical co-
ordinates (r, θ, ϕ, χ) where θ and ϕ are the Euler angles of the rotation giving
~x = R(θ, ϕ, 0)~xo from ~xo = (0, 0, r). After an arbitrary rotation R(α, β, γ) ∈ I(M)
we arrive to the chart with the new coordinates (r, θ′, ϕ′, χ′) among them the first
three are the spherical coordinates of the transformed vector
~x ′ = R(ϕ′, θ′, 0)~xo = R(α, β, γ)~x
= R(α, β, γ)R(ϕ, θ, 0)~xo . (135)
In this context the previous theorem allows us to understand the meaning of the
transformation rule of the fourth spherical coordinate [21].
Corollary 10 The spherical coordinate χ transforms under rotations according to
a representation induced by the natural representation of the group SO3(2) ⊂ H(M)
such that the transformed spherical coordinates satisfy
R(ϕ′, θ′, χ′) = R(α, β, γ)R(ϕ, θ, χ) , (136)
for any R(α, β, γ) ∈ SO(3).
Proof: If we assume that this is true we find the transformation rule of the induced
representation
R3(χ
′ − χ) = R−1(ϕ′, θ′, 0)R(α, β, γ)R(ϕ, θ, 0)
= R−1(ϕ′ − α, θ′, 0)R2(β)R(ϕ + γ, θ, 0) . (137)
Furthermore, we express this equation in terms of SU(2) transformations corre-
sponding to all the particular rotations involved therein and calculate the trans-
formed coordinates and
h(R, θ, ϕ) = −µ(χ′ + ϕ′ − χ− ϕ) , (138)
that is just the function h given by Theorem 21.
Thus we have shown that the transformation law of the fourth spherical coordinate
is given by the induced representation (137).
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4.2 The angular momentum and related operators
In the quantum theory on the Euclidean Taub-NUT background the basic operators
are introduced using the geometric quantization. Now when we know the closed form
of the function h we can calculate directly the components of the Killing vectors
and the generators of the natural representation of the isometry group using only
group theoretical methods.
The generators of the natural representation of I(M) are the (orbital) differential
operators (42). They can be calculated starting with a set of parameters ξa and the
functions φR,a4 ≡ φξ(x) = x′(x, ξ) that give the Killing vectors ka according to Eq.
(40). In the case of our isometry group we take the first three parameters, ξi, the
Cayley-Klein parameters of the rotations R(~ξ) ∈ SO(3) and we denote ξ4 = a4.
Then we find that the generator of the U(1)4 translations is the fourth component
of the momentum operator, P4 = −i∂4 since ki(4) = 0 and k4(4) = 1.
Theorem 22 The SO(3) generators of the natural representation are the compo-
nents of the orbital angular momentum operator:
L1 = −i(x2∂3 − x3∂2) + iµ x
1
r + x3
∂4 ,
L2 = −i(x3∂1 − x1∂3) + iµ x
2
r + x3
∂4 , (139)
L3 = −i(x1∂2 − x2∂1) + iµ ∂4 .
Proof: The first terms of the angular momentum correspond to the usual linear
transformation ~x ′ = R ~x giving the components ki(j) = εijkx
k of the first three
Killing vectors in the basis of the Cartesian natural frame. The contributions due
to h have to be calculated according to Eqs. (40) and (121) starting with
∂
∂β
h(β, θ, φ)
∣∣∣∣
β=0
= −µsin θ sinφ
1 + cos θ
. (140)
Then, denoting ξ2 = β for α = γ = 0 and ξ3 = α for β = γ = 0 and using a simple
rotation of angle π/2 around the third axis we find
k4(1,2) =
∂h(R, ~x)
∂ξ1,2
∣∣∣∣
ξ=0
= −µ x
1,2
r + x3
, k4(3) =
∂h(R, ~x)
∂ξ3
∣∣∣∣
ξ=0
= −µ . (141)
Finally from Eq. (42) we obtain the operators (139) corresponding to the Caley-
Klein parameters ξi.
In the Cartesian charts one can choose a diagonal gauge suitable for physical
interpretation. This is given by the gauge fields eˆαˆ and eαˆ having the non-vanishing
components [53]
eˆij =
1√
V
δij , eˆ
4
i =
√
V Aemi , eˆ
4
4 =
√
V ,
eij =
√
V δij , e
4
i = −
√
V Aemi , e
4
4 =
1√
V
, (142)
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in the natural Cartesian frame. This gauge fixing defines local orthogonal frames
where the Killing vectors k(i) yield by the previous theorem have the components
ki(j) =
1√
V
εijkx
k , k4(i) = −µ
xi
r
√
V , (143)
which covariantly transform under linear SO(3) rotations. This behavior is rather
surprising in view of the fact that the fourth coordinate transforms under rotations
according to the induced representation (124). The explanation of this remarkable
phenomenon is given by
Theorem 23 In the local frames of the Euclidean Taub-NUT space defined by the
gauge (142) the representation vect[S(M)] of the group S(M) = SU(2) ⊗ U(1)4 is
just the linear fundamental representation of the group I(M) = SO(3)⊗ U(1)4.
Proof: The representation of the U(1)4 translations is anyway the usual one such
that the problem here is to calculate the behavior under rotations. Starting with the
isometries φ~ξ = φR(~ξ),a4=0 and (A~ξ, φ~ξ) ∈ SU(2) ⊂ S(M) and using Eqs. (126) and
(142), we find that the matrices defined by Eq. (44) are point-independent having
the non-vanishing matrix elements Λi ·· j [A~ξ(x)] = Rij(
~ξ) and Λ4 ·· 4[A~ξ(x)] = 1. Thus
we see that in the local frames given by this gauge the fourth component of any
vector behaves as a scalar under rotations.
We specify that here it is crucial to consider the group S(M) instead of I(M)
since only the transformations of the external symmetry group preserve this gauge
showing off the SO(3) symmetry as a global one.
In this context one can correctly define the three-dimensional physical momen-
tum ~P whose components in the above defined local frames are
Pi = −i 1√
V
eµi ∂µ = −i(∂i −Aemi ∂4) , (144)
obeying the following commutation relations
[Pi, Pj ] = iεijkB
em
k P4 , [Pi, P4] = 0 , [Li, Pj ] = iεijkPk , (145)
which indicate that ~P behaves as a vector under rotations. In addition, the angular
momentum can be written in covariant form as
~L = ~x× ~P − µ~x
r
P4 . (146)
The scalar quantum mechanics in the Taub-NUT geometry [49] is based on the
Schro¨dinger or Klein-Gordon equations involving the static operator
∆ = −∇µgµν∇ν = V ~P 2 + 1
V
P4
2 , (147)
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which is either proportional with the Hamiltonian operator of the Schro¨dinger theory
or represents the static part of the Klein-Gordon operator [19]. In both cases we are
interested to find operators commuting with ∆ since these give rise to the conserved
quantities with physical significance.
The Euclidean Taub-NUT space is a hyper-Ka¨hler manifold possessing a triplet
of real unit roots (i.e., a hypercomplex structure), f = {f (1), f (2), f (3)}, defined as
f (i) = f
(i)
αˆβˆ
eˆαˆ ∧ eˆβˆ = 2eˆi ∧ eˆ4 − εijkeˆj ∧ eˆk , (148)
where the 1-forms eˆαˆ = eˆαˆµdx
µ are defined by the tetrads (142). In addition, there
exists a fourth K-Y tensor,
fY = fY
αˆβˆ
eˆαˆ ∧ eˆβˆ = x
i
r
f (i) +
2xi
µV
εijk eˆ
j ∧ eˆk , (149)
which is not covariantly constant. The presence of fY is due to the existence of the
hidden symmetries of the Euclidean Taub-NUT geometry which are encapsulated
in three non-trivial S-K tensors and interpreted as the components of the so-called
Runge-Lenz vector of the Euclidean Taub-NUT problem. These S-K tensors can be
expressed as symmetrized products of K-Y tensors [15, 14],
k(i)µν =
µ
4
(fYµλf
(i)λ
ν + f
Y
νλf
(i)λ
µ ) +
1
2µ
(k(4)µk(i)ν + k(4)νk(i)µ) , (150)
and with their help one defines the vector operator
~K = −1
2
∇µ~kµν∇ν = 1
2
(
~P × ~L− ~L× ~P
)
− µ~x
r
(
1
2
∆− P 24
)
, (151)
which play the same role as the Runge-Lenz vector operator in the usual quantum
mechanical Kepler problem [49]. This transforms as a vector under the rotations of
vect[S(M)] such that one can write the following complete system of commutation
relations
[Li, Lj] = iεijk Lk ,
[Li, Kj ] = iεijkKk , (152)
[Ki, Kj ] = iεijk LkB
2 ,
where B2 = P4
2−∆. The operators Li and Ki commute with B since they commute
with ∆ and P4. Moreover, it is known [48] that the operators
C1 = ~L
2B2 + ~K2 = µ2P 24B
2 +
µ2
4
(
B2 + P4
2
)2 −B2
C2 = ~L · ~K = −µ
2
2
P4(B
2 + P 24 ) , (153)
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play the role of Casimir operators for the open algebra (152). With their help we
can define the new Casimir operators,
C± = C1 ± 2BC2 +B2 = µ
2
4
(P4 ∓B)4 = B2(N ± µP4)2 . (154)
where N is the operator whose eigenvalues are just the values of the principal quan-
tum number of the discrete energy spectra [50]. We recall that Ki commute with
∆ grace to the factorization (150) which eliminates the quantum anomaly.
When one goes to the chart with spherical coordinate a special attention must be
paid to the meaning of Eq. (117) which shows that the fourth spherical coordinate
χ is translated with the angular coordinate ϕ [21]. This translation is rather unusual
being performed by the unitary operator
U(ϕ) = eiϕPχ , (155)
where Pχ = −µP4 = −i∂χ replaces the Cartesian operator P4. Since the differential
and local operators are defined often in the coordinate representation of a given
chart, we must take care when we change the chart.
Remark 4 The coordinate representation of the Cartesian chart must be trans-
formed into the equivalent coordinate representation of the spherical chart trans-
forming each operator X defined in the Cartesian chart into the equivalent operator
Xsph = U(ϕ)XU †(ϕ) (156)
of the spherical chart.
Thus, for example, the components of the orbital angular momentum (139) in the
spherical chart and canonical basis (with L± = L1 ± iL2) become
Lsph3 = −i∂ϕ , (157)
Lsph± = e
±iϕ
[
± ∂θ + i
(
cot θ ∂ϕ − 1
sin θ
∂χ
)]
. (158)
Many other operators including the Runge-Lenz vector will take new forms in the
representation of the spherical coordinates but preserving their commutation rela-
tions. However, in current calculations when we do not work simultaneously with
both these representations of the operator algebra we drop out the superscript above,
denoting the equivalent operators with the same symbol.
4.3 Scalar quantum modes and dynamical algebras
The special form of the SO(3) generators (157) and (158) leads to new spherical
harmonics that permit to separate the spherical variables in the static Klein-Gordon
equation, ∆UE = E
2UE , giving the eigenfunctions of the operator ∆ which repre-
sents the squared Hamiltonian operator of the relativistic theory of the scalar field
without the explicit mass term.
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Definition 18 The central regular modes of the scalar field on M are given by the
eigenfunctions of the complete set of commuting operators {∆, Pχ, ~L 2, L3}.
The corresponding eigenvalues E2, q, l(l + 1) and m determine the eigenfunctions
U
q
E,l,m(r, ϕ, θ, χ) =
1
r
fE,q,l(r)Y
q
l,m(θ, ϕ, χ) , (159)
which have separated variables.
Definition 19 We call SO(3)⊗U(1) spherical harmonics the functions Y ql,m defined
on the compact domain S2 ×Dχ, which satisfy the eigenvalue problems
~L
2
Y ql,m = l(l + 1)Y
q
l,m , (160)
L3Y
q
l,m = mY
q
l,m , (161)
PχY
q
l,m = q Y
q
l,m , (162)
and the orthonormalization condition
〈
Y ql,m, Y
q′
l′,m′
〉
=
∫
S2
d(cos θ)dϕ
∫ 4π
0
dχY ql,m(θ, ϕ, χ)
∗
Y q
′
l′,m′(θ, ϕ, χ)
= δl,l′δm,m′δq,q′ . (163)
These functions form a basis of the Hilbert space of square integrable functions on
S2×Dχ since the set of commuting operators {~L 2, L3, Pχ} is complete in this space.
In Ref. [20] we pointed out that the SO(3)⊗U(1)-harmonics, are new spherical
harmonics. The usual boundary conditions on S2×Dχ require l and m to be integer
numbers and q = 0,±1/2,±1, ... [49] but, in general, q can be any real number.
Solving Eqs. (161) and (162) we get
Y ql,m(θ, ϕ, χ) =
1
4π
Θql,m(cos θ)e
imϕeiqχ , (164)
where the function Θql,m must satisfy Eq. (160) and the normalization condition∫ 1
−1
d(cos θ)
∣∣∣Θql,m(cos θ)∣∣∣2 = 2 , (165)
resulted from Eq. (163). This problem has solutions for all the values of the quantum
numbers obeying |q| − 1 < |m| ≤ l when one founds [20]
Θql,m(cos θ) =
√
2l + 1
2|m|
[
(l − |m|)! (l + |m|)!
Γ(l − q + 1)Γ(l + q + 1)
] 1
2
(166)
× (1− cos θ) |m|−q2 (1 + cos θ) |m|+q2 P (|m|−q, |m|+q)l−|m| (cos θ) .
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For m = |m| the SO(3) ⊗ U(1) harmonics are given by (164) and (166) while for
m < 0 we have to use the obvious formula
Y ql,−m = (−1)m
(
Y −ql,m
)∗
. (167)
When the boundary conditions allow half-integer quantum numbers l and m then
we say that the functions defined by Eqs. (164) and (166) (up to a suitable factor)
represent SU(2) ⊗ U(1) harmonics. Thus we have obtained a non-trivial general-
ization of the spherical harmonics of the same kind as the spin-weighted spherical
harmonics [54] or those studied in [55]. Indeed, if l, m and q = m′ are either integer
or half-integer numbers then we have
Y m
′
l,m(θ, ϕ, χ) =
√
2l + 1
4π
Dlm,m′(ϕ, θ, χ) , (168)
where Dlm,m′ are the matrix elements of the irreducible representation of weight l
of the SU(2) group corresponding to the rotation of Euler angles (ϕ, θ, χ). What
is new here is that our harmonics are defined for any real number q. For this
reason these are useful in solving some actual physical problems [56]. Notice that
similar spherical harmonics were used recently in [57] under the name of ring-shaped
harmonics.
Turning back to the scalar modes on M and using the identity
~P 2 = −∂2r −
2
r
∂r +
1
r2
~L2 − 1
r2
P 2χ , (169)
we find that the radial wave functions f satisfy the radial equation[
− d
2
dr2
+
l(l + 1)
r2
− a
r
]
fE,q,l(r) = −b2 fE,q,l(r) , (170)
whose parameters a = µ
[
E2 − 2qˆ2] and b2 = qˆ2 − E2 depend on the eigenvalues of
P4 denoted by qˆ = −q/µ. Notice that here b2 is the eigenvalue of the operator B2
for given E and q. Looking for the particular solutions of the radial equation on the
non-compact domain Dr we have to select either square integrable functions with
respect to the radial scalar product [20]
〈
fE,q,l, fE′,q,l
〉
=
∫
Dr
dr
∣∣∣∣1 + µr
∣∣∣∣ fE,q,l(r)∗fE′,q,l(r) , (171)
or solutions that behave as tempered distributions on Dr. One obtains thus a
Kepler-like problem similar to the well-known one of the non-relativistic quantum
mechanics, the only differences being the parametrization and the form of the scalar
product. The particular solution of Eq. (170) can be written in terms of the con-
fluent hypergeometric function as
fE,q,l(r) = NE,q,l r
l+1e−2brF (s, 2l + 2, 2br) , s = l + 1− a
2b
, (172)
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where NE,q,l is the normalization constant. It is easy to show that for µ > 0 the
radial wave functions are not square integrable and, therefore, the energy spectrum
is continuous in the domain E ≥ |qˆ|. The case of µ < 0 is most interesting since
beside the mentioned continuous energy spectrum there is a discrete spectrum for
a > 0 and b2 > 0 when 0 < E < |qˆ|. Indeed, then the quantization condition
s = −nr, nr = 0, 1, 2, ... gives the usual formula a = 2n|b| where n = nr + l + 1 is
the principal quantum number. Hereby one finds the energy levels
En
2 =
2
µ2
[
n
√
n2 − q2 − (n2 − q2)
]
, (173)
for all n > |q| > 0 [49]. This spectrum is countable and finite since limn→∞En = qˆ.
We observe that these levels are degenerate depending on the quantum numbers l
and m which satisfy |q| − 1 < l ≤ n− 1 and |q| − 1 < m ≤ l.
Remark 5 The condition E > 0 guarantees that there are no zero modes and,
therefore, the operator ∆ is invertible.
Another problem is to define the generators of the dynamical algebras corre-
sponding to different spectral domains. This can be done as in the case of the
standard quantum Kepler problem rescaling the operators Ki in order to close up
the commutation relations (152). For given values of E and qˆ the rescaled operators
Krei =


B−1Ki for µ < 0 and E < |qˆ|
Ki for any µ and E = |qˆ|
±iB−1Ki for any µ and E > |qˆ|
(174)
and Li (i = 1, 2, 3) generate either a representation of the o(4) algebra for µ < 0 and
discrete energy spectrum or a representation of the o(3, 1) algebra for the continuous
spectrum in the domain E > |qˆ|. A special case is that of the dynamical algebra e(3)
which corresponds only to the ground energy of the continuous spectrum, E = |qˆ|.
In general, the dynamical algebras may help us to analyze the structure of the spaces
of the eigenvectors of ∆ seen as carrier spaces of several irreducible representations
of the dynamical algebra [48].
Here it is worth pointing out that the concrete representations of these alge-
bras are rather unusual. For example, in the case of the discrete energy spectrum
the dynamical algebra so(4) = su(2) ⊕ su(2) has the canonical generators Li and
Krei = KiB
−1. With their help one can construct the operators Ai± =
1
2 (Li ±Krei )
representing the generators of the pair of su(2) subalgebras of so(4) [48]. The
Casimir operators (153) and (153) allow one to calculate the eigenvalues a+(a++1)
and a−(a− + 1) of the operators ~A2+ and respectively ~A2−. However, the surprise is
that one obtains the su(2) weights a± = 12(n ± q − 1) which are no longer integer
or half-integer numbers as in the usual theory of linear representations. Thus, for a
given q, the eigenspace of the energy level En appears as the carrier space of a repre-
sentation of the so(4) algebra having the non-standard su(2) weights (n+q−12 ,
n−q−1
2 ).
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For the dynamical algebras so(3, 1) or e(3) the problem is more complicated since
their unitary representations are no longer finite-dimensional. In our opinion, these
arguments indicate that the problem of defining the irreducible representations of
the dynamical algebras remains open.
Finally we note that there are other interesting scalar modes that do not present
central symmetry. Thus we have show that the complete set of commuting opera-
tors {∆, Pχ,K3, L3} gives axial modes that can be completely solved in parabolic
coordinates [20]. The discrete axial modes are determined by the set of eigenvalues
En
2, q, κ andm that depend on the integer numbers n1, n2 = 0, 1, 2, ... andm (obey-
ing |m| > |q| − 1) which give the principal quantum number n = n1 + n2 + |m|+ 1
and the eigenvalue κ = |b|(n2 − n1 − q) of the operator K3.
4.4 Conserved Dirac and Pauli operators
For building the Dirac theory we consider the Cartesian chart, the usual four-
dimensional space of the Dirac spinors, Ψ, and the Dirac matrices γαˆ, that satisfy
{γαˆ, γβˆ} = 2δαˆβˆ, in the following representation
γi = −i
(
0 σi
−σi 0
)
, γ4 =
(
0 12
12 0
)
, (175)
where σi are the Pauli matrices. In addition we take γ = 1 and denote by γ
5 =
γ1γ2γ3γ4 = diag(12,−12) the chiral matrix (γ5 = γch = ̥) which is just the
matrix γ0 of the Kaluza-Klein theory explicitly depending on time [9]. In this
representation adopted here all the gamma-matrices are self-adjoint with respect to
the Dirac adjoint (X = X+) and the Euclidean metric is of positive signature for a
pure space-like manifold. Therefore, it is convenient to change some phase factors
of the operators we define here as indicated in Remark 1.
Let us start with the standard Dirac operator without explicit mass term defined
now as D = γα∇α [9, 16]. This is related to the Hamiltonian operator [9, 17]
H = γ5D =
(
0 α∗
α 0
)
=
(
0 V π∗ 1√
V√
V π 0
)
, (176)
that, after a little calculation, can be expressed in terms of π = σP − iV −1P4 and
π∗ = σP + iV −1P4 depending on σP = ~σ · ~P . These operators obey
∆ = α∗α = V π∗π . (177)
We specify that here the star superscript is a mere notation that does not coincide
with the Hermitian conjugation at the level of the Pauli operators which enter in
the structure of the basic Dirac operators. The Hamiltonian operator that is the
central piece of the Dirac theory has remarkable properties.
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Theorem 24 The spectrum of the Hamiltonian operator coincides with the energy
spectrum of the operator ∆.
Proof: From Eqs. (176) and (177) we see that the eigenvalue problem HψE = EψE
is solved by the Dirac spinors ψE = (uE , E
−1αuE)T if the first Pauli spinor uE
satisfies ∆uE = E
2uE . Consequently, E is an eigenvalue of H only if E
2 is an
eigenvalue of the operator ∆.
The main consequence is that the operator H is invertible since there are no zero
modes.
The operators we intend to study here are operators of the Dirac theory which
commute with the Hamiltonian operator (176).
Definition 20 We say that the Dirac operators which commute with H are con-
served.
We denote by D = {X | [X,H] = 0} the algebra of the conserved Dirac operators
observing that they can be related to Pauli operators commuting with ∆ which form
the algebra P = {Xˆ | [Xˆ,∆] = 0} where we include the orbital operators having this
property. All these operators are considered as conserved operators in the sense of
the Klein-Gordon theory. Notice that the Pauli operators are interesting here since
they are involved in different versions of the dyon theory [58] which may be compared
to our approach.
Theorem 25 The Pauli blocks, Xˆ(ab) (a, b = 1, 2), of any operator
X =
(
Xˆ(11) Xˆ(12)
Xˆ(21) Xˆ(22)
)
∈D , (178)
must satisfy the conditions Xˆ(21) = αXˆ(12)α∆−1 and Xˆ(11), Xˆ(12)α, α∗Xˆ(21) ∈ P .
Proof: From [X,H] = 0 it results the equivalent system
Xˆ(22)α = αXˆ(11) , α∗Xˆ(22) = Xˆ(11)α∗ , (179)
Xˆ(12)α = α∗Xˆ(21) , αXˆ(12) = Xˆ(21)α∗ , (180)
giving Xˆ(21) and [Xˆ(11),∆] = [Xˆ(12)α,∆] = [α∗Xˆ(21),∆] = 0 .
We observe that possible solutions of Eqs. (179) and (180) are the diagonal operators
D(Xˆ) =
(
Xˆ 0
0 αXˆ∆−1α∗
)
, (181)
where Xˆ ∈ P . Particularly, for Xˆ = 12 we obtain the projection operator
I = D(12) =
(
12 0
0 α∆−1α∗
)
, (182)
on the space ΨD = IΨ in which the eigenspinors ψE of H form a (generalized) basis.
This projection operator splits the algebra D = D0 ⊕D1 in two subspaces of the
projections XI ∈D0 and X(1 − I) ∈D1 of all X ∈D.
Theorem 26 The subalgebra D1 is an ideal in D.
Proof: According to Eqs. (179) and (180) we find that the projections of two
arbitrary operators X, Y ∈ D satisfy (XI)(Y I) = (XY )I and [X(1 − I)](Y I) = 0
which lead to the conclusion that D0 is a subalgebra while D1 is even an ideal in
D. Obviously, I is the identity operator of D0.
In [9] we introduced the Q-operators defined as
Q(Xˆ) =
{
H ,
(
Xˆ 0
0 0
)}
=
(
0 Xˆα∗
αXˆ 0
)
, (183)
where Xˆ may be any Pauli operator. However, if Xˆ ∈ P then Q(Xˆ) ∈ D0 since
[Q(Xˆ),H] = 0 and Q(Xˆ)I = Q(Xˆ). If Xˆ = 12 we obtain just the Hamiltonian
operator H = Q(12) ∈D0. Consequently, the inverse of H with respect to I can be
represented as H−1 = Q(∆−1). The mappings D : P → D0 and Q : P → D0 are
linear and have the following algebraic properties
D(Xˆ)D(Yˆ ) = D(XˆYˆ ) , (184)
Q(Xˆ)Q(Yˆ ) = D(XˆYˆ∆) , (185)
D(Xˆ)Q(Yˆ ) = Q(Xˆ)D(Yˆ ) = Q(XˆYˆ ) , (186)
for any Xˆ, Yˆ ∈ P . Moreover, the relations [γ5, D(Xˆ)] = 0 and {γ5, Q(Xˆ)} = 0
show us that, according to the usual terminology [59], D and γ5D are even Dirac
operators while Q and γ5Q are odd ones. We note that there are many other odd
or even operators which do not have such forms.
Since I is the projection operator on the space of the Dirac spinors ΨD we adopt
Definition 21 We say that the projection IXI of any Dirac operator X represents
the physical part of X.
One can convince ourselves that if X ∈D then
IXI ≡ XI = D(Xˆ(11)) +Q(Xˆ(12)α∆−1) , (187)
which means that all the operators of D0 can be written in terms of D or Q-
operators. Thus the action of X reduces to that of the Pauli operators involved
in (187) allowing us to rewrite the problems of the Dirac theory in terms of Pauli
operators [16, 17]. Indeed, it is easy to show that the action of any operator X ∈D
on ψE ∈ ΨD is
XψE = XIψE =
(
PˆE(X)uE
E−1αPˆE(X)uE
)
, (188)
51
where, by definition,
PˆE(X) = Xˆ(11) + E−1Xˆ(12)α ∈ P (189)
is the Pauli operator associated to X. Since the mapping PˆE : D → P is linear
and satisfies PˆE(X) = PˆE(XI) it results that Ker PˆE =D1. In other respects, Eqs.
(179) and (180) lead to the important property
PˆE(XY ) = PˆE(X)PˆE(Y ) , ∀X,Y ∈D . (190)
which guarantees that PˆE preserves the algebraic relations, mapping any algebra or
superalgebra of D0 into an isomorphic algebra or superalgebra of P , with the same
commutation and anticommutation rules.
The conclusion here is that only the diagonal conserved Dirac operators can be
correctly associated to conserved Pauli operators independent on E. However, the
off-diagonal operators can be transformed at any time in diagonal ones using the
multiplication with H or H−1. For example, H itself which is off-diagonal is related
to the diagonal operators H2 = D(∆) or I. Thus each Dirac operator from D can
be brought in a diagonal form associated with an operator from P .
4.5 The operators of the Dirac theory
The simplest operators of D which commute with H, D, and γ5 are the generators
(50) of the representation spin[S(M)] carried by the space Ψ. As observed before,
the expressions of these operators are strongly dependent on the gauge fixing.
Theorem 27 In the gauge (142) the spinor fields transform manifestly covariant
under the transformations of the group S(M) = SU(2)⊗ U(1)4.
Proof: Using the components of the Killing vectors given by Theorem 22 and
calculating the functions (51) we find that in this gauge the rotation generators of
spin[S(M)] are the standard components of the total angular momentum
Ji = Li + Si , Si = 12εijkSjk = 12diag(σi, σi) , (191)
with point-independent spin operators, [9]. In the same way one can show that the
U(1)4 generator, P4, does not get a spin term.
Hence it results that the representation spin[S(M)] is reducible being a sum of two
irreducible representations carried by spaces of two-dimensional Pauli spinors where
the components of the total angular momentum are Ji = Li+
1
2σi. This means that
we can put
JiI = D(Ji) = D(Li) + 12D(σi) , (192)
where both the orbital and the spin terms separately commute with H since Li and
σi commute with ∆.
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The triplet f defined by Eq. (148) gives rise to the spin-like operators
Σ(i) =
i
4
fˆ
(i)
αˆβˆ
γαˆγβˆ =
(
σi 0
0 0
)
, (193)
and, according to Eq. (78), produce the Dirac-type operators [9]
D(i) = −f (i)µν γν∇µ = i[D, Σ(i)] = −i
(
0 σiα
∗
ασi 0
)
= −iQ(σi) , (194)
which anticommute with D and γ5. The operators D and D(i), i = 1, 2, 3, form
the basis of the N = 4 superalgebra df ⊂ D0 with the same anticommutation
relations as Eq. (98). According to the general theory presented in the previous
section, the spinor representation the of group (Gf ) ∼ SU(2) is generated by the
operators sˆi =
1
2Σ
(i) satisfying the commutation rules (90) and [Ji, sˆj] = iεijksˆk.
They generates the SU(2) matrices (91),
T (ρ) = e−i~ρ·~Σ =
(
Uˆ(~ρ) 0
0 12
)
, (195)
where ~ρ = α~ν ( ~ν2 = 1) and Uˆ is the SU(2) transformation
Uˆ(~ρ) = e−i~ρ·~σ = 12 cosα− i~ν · ~σ sinα . (196)
These matrices give the transformations (94) and (95). The group Aut(df ) is
completed by the transformations produced by isometries, governed by the real-
valued orthogonal matrices of the group Of defined by Eq. (100). Using the results
of Theorem 23, it is straightforward to calculate these matrices in the gauge (142)
obtaining Rˆ(ξ) = RT for any isometry φξ = φR,a4 . This explains why D
i behave
under rotations as vector components while D remains invariant. In other respects,
from Eq. (195) we find that the discrete transformations of the group Q(f) are 1,
γ5 and the sets of matrices U(k) = diag(iσk,12) and γ
5U(k).
In current calculations, when we are not interested to exploit the N = 4 super-
algebra, it is indicated to use the simpler operators
Qi = iH
−1D(i) = H−1Q(σi) = D(σi) , (197)
instead of D(i). However, in this case the fourth partner of the operators Qi is rather
trivial since this is just I. Therefore, these operators form a representation of the
quaternion units (or of the algebra of Pauli matrices) with values in D0,
QiQj = δijI + iεijkQk , (198)
producing an evident N = 3 superalgebra.
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The corresponding Dirac-type operator of the last K-Y tensor, fY , calculated
according to the general rule (68) with a suitable phase factor (i), was obtained in
[16]. This has the form
DY = −Q(σr) + 2i
µ
√
V
(
0 λ
−λ 0
)
, (199)
where the Pauli operators σr = ~σ · ~x/r and λ = ~σ · (~x× ~P ) + 12 = σL + 12 + µσrP4
have the properties
{σr, λ} = 0 , [σr, σP ] = 2i
r
λ , (200)
σPλ = −λσP = i
2
~σ · (~P × ~L− ~L× ~P )− iµ
r
λP4 , (201)
that help one to find the equivalent forms reported in [16] and verify that DY
commutes with H and P4 and anticommutes with D and γ
5. Moreover, after a little
calculation, we obtain the remarkable identity
µP4
[
DY +Q(σr)
]
=
{
H, Λˆ
}
, (202)
involving the operator Λˆ = diag(λ, λ) that is a particular version of an operator
proposed by Biedenharn [60]. This is not conserved but Λˆ2 = ~J 2 − µ2P42 + 141 has
this property. Furthermore, we observe that, according to Eq. (201), the physical
part of DY can be put in the form
DY I = Q
(
−σr + 2i
µ
λπ∆−1
)
= Q(σY∆−1) , (203)
where
σY =
2
µ
[σK + (σL + 12)P4] (204)
is a new conserved Pauli operator associated to
QY = HDY = HDY I = D(σY ) ∈D0. (205)
We note that the Pauli operators σL = ~σ · ~L and σK = ~σ · ~K are conserved and
satisfy
{σK , σL + 12} = 2~L · ~K , {σr, σL + 12} = −2µP4 . (206)
As in the case of the Klein-Gordon theory, we can define the components of the
conserved Runge-Lenz operator of the Dirac theory [16, 17] giving directly their
physical parts,
KiI = iµ
4
{
HDY , H−1D(i)
}
+
i
2
(B − P4)H−1D(i) − JiIP4 , (207)
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where B2 = P42 −H2. Since B2I = D(B2), we can express
KiI = D(Kˆi) , Kˆi = Ki + σi
2
B ∈ P . (208)
Furthermore, we obtain the following commutation relations
[Ji, Jj] = iεijkJk ,
[Ji, Kj] = iεijkKk , (209)
[Ki, Kj] = iεijkJkB2 ,
and the commutators with the operators Qi [19],
[Ji, Qj] = iεijkQk ,
[Ki, Qj] = iεijkQkB . (210)
The algebra (209) does not close as a Lie algebra because of the factor B2. The
dynamical algebras of the Dirac theory have to be obtained as in the scalar case by
replacing this operator with its eigenvalue qˆ2 − E2 and rescaling the operators Ki.
One obtains thus the same dynamical algebras as those governing the scalar modes
but in different representations [17].
Other operators related to ~K are the Casimir operators of the open algebra (209)
defined as
C1 = ~J 2B2 + ~K2 , C2 = ~J · ~K . (211)
In addition, we can introduce a new useful Casimir-type operator
Q = QI =
µ
2
QY + (B − P4)D(σL + 12) = D[σK + (σL + 12)B] , (212)
related to QY . This satisfies the simple algebraic relations,
[Q,Ji] = 0 , [Q,Ki] = 0 , {Q,Qi} = 2(Ki + JiB)I , (213)
and the identity
Q2 =
µ2
4
(P4I − B)4 , (214)
resulting from Eqs. (153), (153) and (212). Moreover, using Eqs. (154) we find two
new operators that can be put in a closed form,
C+ = C1 + 2BC2 + B2 = (Q+ B)2 , (215)
C− = C1 − 2BC2 + B2 = µ
2
4
(P4I + B)4 . (216)
The operators Q and C+ are Casimir operators only for the algebra (209) but Q2
and C− are general Casimir operators since they commute with any other conserved
Dirac operator.
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Finally we observe that we can take over the operator N of the scalar theory
since the Dirac and the Klein-Gordon particles have the same energy spectrum.
This offers us the opportunity to introduce the new Casimir operator
M = (N + µP4)
2I ∈ D0 (217)
that allows us to write
{Q, Q} = 2B2M . (218)
as it results from Eqs. (154) and (214).
We conclude that the conserved operators of the Dirac theory can be associated
with conserved Pauli or Klein-Gordon operators produced by the same geometrical
objects. A brief image of these relationships is given in the table below.
geometric nature symmetry Dirac Pauli Klein-Gordon
object operator operator operator
f
(i)
µν K-Y tensor * Qi σi -
fYµν K-Y tensor * Q
Y σY -
kµ(4) K vector U(1)4 P4 P4 P4
kµ(i) K vector SO(3) Ji Ji Li
kµν(i) S-K tensor hidden Ki Kˆi Ki
4.6 The quantum modes of the Dirac field
The large collection of conserved observables we have presented above will help us
to select different complete sets of commuting observable which should define static
quantum modes. Here we restrict ourselves to discuss only the sets including the
operators H and P4 (or Pχ) for which we need to introduce three new operators in
order to completely determine the quantum modes with given energy E > 0 and
qˆ. These operators can be selected at the level of the associated Pauli operators
since, according to Theorem 24, the eigenvalue problem HψE = EψE is solved by
the spinors ψE = (uE , E
−1αuE)T depending on the Pauli spinors uE which satisfy
∆uE = E
2uE . Therefore, we may construct well-defined spinors uE starting with
the operators ∆ and Pχ and adding three more operators from P which have to fill
in the set of the commuting operators able to determine the spinors uE as common
eigenspinors. In this way the problem is solved since the second Pauli spinor of ψE
is E−1αuE . The last step is to identify the operators from D whose physical parts
form the set of commuting Dirac operators associated to the Pauli ones.
In what follows we shall define two types of quantum modes with given energy
starting with the simplest ones for which uE has separated variables.
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Definition 22 We say that the common eigenspinors of the set of commuting opera-
tors {H, Pχ, ~J 2, J3, Q(σL+12)} corresponding to the eigenvalues E, q, j(j+1), mj
and ±E(j + 12). define the central modes.
Therefore, uE must be the common eigenspinor of the set {∆, Pχ, ~J2, J3, σL + 12}
corresponding to the eigenvalues E2, q, j(j + 1), mj and ±(j + 12 )
This problem can be solved only defining new spherical spinors involving our
previously presented SO(3) ⊗ U(1) spherical harmonics [9]. Following the tradi-
tional method [59] we defined the spherical spinors Φ±q,j,mj(θ, ϕ, χ) as the common
eigenspinors of the eigenvalue problems
PχΦ
±
q,j,mj
= qΦ±q,j,mj , (219)
~J2 Φ±q,j,mj = j(j + 1)Φ
±
q,j,mj
, (220)
J3 Φ
±
q,j,mj
= mj Φ
±
q,j,mj
, (221)
(σL + 12)Φ
±
q,j,mj
= ±(j + 1/2)Φ±q,j,mj . (222)
These spinors are, in addition, eigenfunctions of ~L2 corresponding to the eigenvalues
l(l + 1) with l = j ± 12 . For j = l + 12 > |q| − 12 we have [59, 20]
Φ+q,j,mj =
1√
2j


√
j +mj Y
q
j− 1
2
,mj− 12√
j −mj Y qj− 1
2
,mj+
1
2

 , (223)
while for j = l − 12 > |q| − 32 we get
Φ−q,j,mj =
1√
2j + 2


√
j −mj + 1Y qj+ 1
2
,mj− 12
−√j +mj + 1Y qj+ 1
2
,mj+
1
2

 . (224)
These spherical spinors are orthonormal since the SO(3) ⊗ U(1) harmonics are or-
thonormal with respect to the angular scalar product (163). From the second of
Eqs. (206) it results the useful property
σrΦ
±
q,j,mj
= ±λqj Φ±q,j,mj +
√
1− (λqj)2 Φ∓q,j,mj , (225)
where λqj = q/(j +
1
2). Note that a similar formula is reported in Ref. [63].
The energy eigenspinors of the central modes can be expressed in terms of these
new spherical spinors as [9]
ψ±E,q,j,mj =
(
u±E,q,j,mj
E−1αu±E,q,j,mj
)
= NE,q,j
1
r
[
f±E,q,j Φ
±
q,j,mj
iE−1
√
V
(
h±E,q,j Φ
±
q,j,mj
+ g±E,q,j Φ
∓
q,j,mj
) ] , (226)
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where the radial functions f±E,q,j ≡ fE,q,l± are the solutions of the radial equation
(170) for l = l± = j ∓ 12 . The other radial functions have to be calculated using Eq.
(225) and taking into account that
iσP = σr
(
∂r +
1
r
− σL + 1
r
)
+
1
r
Pχ . (227)
In this way we obtain the equations
g±E,q,j =
√
1− (λqj)2
(
− d
dr
± j +
1
2
r
)
f±E,q,j , (228)
h±E,q,j = λ
q
j
(
∓ d
dr
+
j + 12
µV
)
f±E,q,j , (229)
which lead to the identity
h±E,q,j =
q
µ
f±E,q,j ±
λqj√
1− (λqj)2
g±E,q,j . (230)
The axial modes can be constructed in a similar manner.
Definition 23 The common eigenspinors of the set {H, P4, K3, J3, Q(σ3)} corre-
sponding to the eigenvalues E, qˆ, κˆ, mj and Eσ define the axial modes.
Now uE is the common eigenspinor of the set {∆, P4, Kˆ3, J3, σ3} corresponding
to the eigenvalues E2, qˆ, κˆ and mj and σ. These eigenspinors can be calculated in
parabolic coordinates as axial solutions of the Klein-Gordon (or Schro¨dinger equa-
tion [20]) multiplied with the constant eigenspinors of 12σ3 having the eigenvalues
σ = ±12 . For example, solving the problem of the discrete axial modes [20] one finds
that the scalar parts are eigenfunctions of the set {∆, P4,K3, L3} corresponding to
the eigenvalues E2, qˆ, κ and m that give those of the Dirac modes as κˆ = κ + |b|σ
and mj = m+ σ.
In other respects, the algebraic method based on the dynamical algebras may
help one to obtain new results even if the rescaling of the Runge-Lenz operator has
to be done as in the scalar case for the same spectral domains of the Kepler-type
problem. If we define
Ri =


B−1Ki for µ < 0 and E < |qˆ|
Ki for any µ and E = |qˆ|
iB−1Ki for any µ and E > |qˆ|
, (231)
then the operators Ji and Ri (i = 1, 2, 3) will generate either a representation
of the o(4) algebra for the discrete energy spectrum in the domain E < |qˆ| or a
representation of the o(3, 1) algebra for continuous spectrum in the domain E > |qˆ|.
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The dynamical algebra e(3) corresponds only to the ground energy of the continuous
spectrum, E = |qˆ|.
For each set of eigenvalues E and q one obtains a specific particular represen-
tations of one of the above defined dynamical algebras [12]. However, in the scalar
case we have seen that the representations of these algebras are no longer usual
linear ones since there appear non-standard su(2) weights. In the Dirac theory we
shall meet a similar situation. In order to illustrate this phenomenon let us focus on
the representations of the o(4) dynamical algebra of the discrete quantum modes.
In the Dirac theory the dynamical algebra is the same as in the scalar case but
its representations are generated by the operators Ji and Ri = B−1Ki which have
spin terms. According to Eq. (188), these representations are equivalent with those
generated by the associated Pauli operators Ji and Ri = B
−1Kˆi acting upon the
first Pauli spinor. However, since Ji = Li+
1
2σi and Ri = K
re
i +
1
2σi, we can assume
that the Dirac discrete modes are governed by the reducible representation(
n+q−1
2 ,
n−q−1
2
)
⊗
(
1
2 , 0
)
=
(
n+q
2 ,
n−q−1
2
)
⊕
(
n+q
2 − 1, n−q−12
)
. (232)
The Casimir operators, Cˆ1 = ~J
2 + ~R2 and Cˆ2 = ~J · ~R take now the eigenvalues, cˆ1
and cˆ2, such that cˆ1−2cˆ2 = (n−q)2−1 for both irreducible representations while cˆ2
takes the value (n+ 12)(q+
1
2) for the representation (
n+q
2 ,
n−q−1
2 ) and (n− 12)(q− 12 )
for the representation (n+q2 −1, n−q−12 ). This suggests us to introduce the new Pauli
operator
Cˆ = 2Cˆ2 − 1
2
12 = {σR, σL + 12}+ σR + σL + 12 , (233)
where we denoted σR = B
−1σK = ~σ · ~Kre. This operator allows us to distinguish
between the irreducible representations resulted from the decomposition (232). The
advantage is that it takes the simpler eigenvalues c = 2nq ± (n+ q) for these repre-
sentations. The new Dirac operator associated to Cˆ is C = D(Cˆ) = 2 ~J · ~R− 121.
The operator C can be used for defining new quantum modes. For example, we
may choose the set {H, P4, C, ~J 2, J3} that determines new central modes whose
eigenspinors correspond to the eigenvalues En, qˆ, c, j(j + 1) and mj. Another
possibility is to take the set {H, P4, C, R3, J3} of new axial modes corresponding
to the eigenvalues En, qˆ, c, mr and mj. Since neither Q(σL + 12) nor Q3 do not
commute with C, it results that these modes do not have eigenspinors with separated
variables. Therefore these must be linear combinations of the spinors of the original
central or axial modes.
In Ref. [17] we tried to derive the spinors of these modes starting wrongly with
the particular case of the discrete energy spectrum with q = 0 that does not have
physical meaning. Therefore, we must specify that the results obtained in this man-
ner are not correct. Nevertheless, this mistake does not affect other results we have
obtained since this arises in an isolated sector being rather of academic interest. The
major problem here is to investigate the nature of the unusual representations in-
volving non-standard su(2) weight. New quantum modes could be seriously studied
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only after we shall understand the subtle mechanisms of these representations. We
would like to consider this problem elsewhere when we shall have all the technical
elements we need for defining correctly new quantum modes of the Dirac field in the
Euclidean Taub-NUT background.
4.7 Infinite-dimensional superalgebra
Now we may ask how could be organized the very rich set of conserved Dirac op-
erators we constructed above. There are many commutation and anticommutation
relations that can not be ignored such that it seems that the suitable structure may
be a superalgebra. Thus we start with the simplest algebraic structure.
Definition 24 S0 is the open superalgebra generated by the operators
{I,M,Ji,Ki, Q,Qi} ⊂ D0 (234)
which satisfy Eqs. (209), (210), (213) and (218).
We observe that, as in the non-relativistic quantum Kepler problem, there are al-
gebraic relations which remain open because of the factors B. Therefore, we are
forced to embed all the above ingredients in an infinite-dimensional superalgebra
constructed in the same manner as the infinite algebra of Ref. [61]. The difference
is that here we have a superalgebra with generators of bosonic or fermionic type.
Definition 25 S is the infinite-dimensional superalgebra generated by the countable
set of operators
{In,Mn, J in,Kin, Qn, Qin} , n = 0, 1, 2, ... (235)
among them the set of operators
In = IBn , Mn =MBn , J in = JiBn , Kin = KiBn , (236)
form the bosonic sector while the supercharges of the fermionic sector are
Qn = QBn , Qin = QiBn . (237)
The operators In andMn are Casimir-type operators commuting between themselves
and with all the operators of the bosonic or fermionic sectors. Then, according to
Eqs. (209) and (236), we obtain the following non-trivial commutators of the bosonic
sector [
J in, J
j
m
]
= iεijkJ
k
n+m , (238)[
J in,K
j
m
]
= iεijkK
k
n+m , (239)[
Kin,K
j
m
]
= iεijkJ
k
n+m+2 , (240)
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while from Eqs. (198),(213) and (218) we deduce the anticommutators of the
fermionic sector,
{Qin, Qjm} = 2δijIn+m , (241)
{Qn, Qim} = 2(Kin+m + J in+m+1) , (242)
{Qn, Qm} = 2Mm+n+2 . (243)
The commutations relations between the bosonic and fermionic operators are[
Qn, J
j
m
]
= 0 , [Qin, J
j
m] = iεijkQ
k
n+m , (244)[
Qn,K
j
m
]
= 0 , [Qin,K
j
m] = iεijkQ
k
n+m+1 . (245)
Thus we constructed the infinite-dimensional superalgebra S which represents
the minimal closed dynamical algebraic structure of the Dirac theory on Taub-NUT
manifolds. We observe that the typical algebraic structure related to the Kepler
problem is the infinite-dimensional algebra A generated by {J in,Kin} which is a
subalgebra in S.
4.8 Twisted loop superalgebras
Now we intend to show that the superalgebra S can be seen as a twisted Kac-Moody
superalgebra such that its subalgebraA should be a twisted loop algebra of the usual
so(4) algebra, in the sense of Ref. [61].
First we introduce the auxiliary finite-dimensional superalgebra W0 generated
by the operators {E,F,Ai, Bi, G,Gi}. We assume that E and F commute with any
other generator and that the generators {Ai, Bi} satisfy the so(4) algebra,
[Ai, Aj ] = iεijkA
k , [Ai, Bj] = iεijkB
k , [Bi, Bj] = iεijkA
k . (246)
The operators G and Gi are fermionic supercharges obeying
{Gi, Gj} = 2δijE , {G,Gi} = 2 (Ai +Bi) , {G,G} = 2F (247)
and the commutation relations
[Ai, G] = 0 , [Ai, Gj ] = iεijkG
k ,
[Bi, G] = 0 , [Bi, Gj ] = iεijkG
k . (248)
This superalgebra has simple finite-dimensional representations as we briefly present
in the Appendix C.
Furthermore, we consider the corresponding Kac-Moody infinite loop superal-
gebra W generated by the operators {En, Fn, Ain, Bin, Gn, Gin}, n ∈ Z, with the
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following properties[
Ain, A
j
m
]
= iεijkA
k
n+m ,
{
Gin, G
j
m
}
= 2δijEn+m ,[
Ain, B
j
m
]
= iεijkB
k
n+m ,
{
Gn, G
j
m
}
= 2 (Ain+m +B
i
n+m) , (249)[
Bin, B
j
m
]
= iεijkA
k
n+m , {Gn, Gm} = 2Fn+m ,
and
[Ain, Gm] = 0 , [A
i
n, G
j
m] = iεijkG
k
n+m ,
[Bin, Gm] = 0 , [B
i
n, G
j
m] = iεijkG
k
n+m , (250)
understanding that the generators En and Fn, n ∈ Z, commute with any other
generator of W.
The next step is to define
Definition 26 The involution automorphism τ :W →Wτ is the mapping selecting
the countable subset of operators
{E2n, F2n, Ai2n, Bi2n+2, G2n+2, Gi2n} , n ∈ Z , (251)
which generates the superalgebra Wτ ⊂ W.
The algebraic properties of this superalgebra are given by the commutation relations
of the bosonic sector, [
Ai2n, A
j
2m
]
= iεijkA
k
2(n+m) ,[
Ai2n, B
j
2m+2
]
= iεijkB
k
2(n+m)+2 , (252)[
Bi2n+2, B
j
2m+2
]
= iεijkA
k
2(n+m+2) ,
the anticommutation relations of the fermionic sector{
Gi2n, G
j
2m
}
= 2δijE2(n+m) ,{
G2n+2, G
j
2m
}
= 2 (A2(n+m+1) +B2(n+m)+2) , (253)
{G2n+2, G2m+2} = 2F2(n+m+2) ,
and the commutation relations among both sectors,
[Ai2n, G2m+2] = 0 , [A
i
2n, G
j
2m] = iεijkC
k
2(n+m) ,
[Bi2n+2, G2m+2] = 0 , [B
i
2n+2, G
j
2m] = iεijkC
k
2(n+m+1) . (254)
In this way we have constructed the twisted loop superalgebraWτ the positive part
of which (with n ≥ 0) will be denoted by Wτ+.
Now we can demonstrate the superalgebra S represents a twisted loop superal-
gebra related to Wτ+.
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Theorem 28 The mapping φ : Wτ+ → S defined by
In = φ(E2n) , Mn = φ(F2n) , J
i
n = φ(A
i
2n) , K
i
n = φ(B
i
2n+2) , (255)
and
Qn = φ(G2n+2) , Q
i
n = φ(G
i
2n) , n = 0, 1, 2, ... (256)
is an homomorphism.
Proof: Indeed, if we consider, for example, the last of Eqs. (240) we can write[
φ(Bi2n+2), φ(B
j
2m+2)
]
=
[
Kin,K
j
m
]
= iεijkJ
k
n+m+2 (257)
= iεijkφ(A
k
2(n+m+2)) = φ(
[
Bi2n+2, B
j
2m+2
]
) .
In this manner one can demonstrate step by step that for any pair of generators,
X and Y , of Wτ+ we have either [φ(X), φ(Y )] = φ([X,Y ]) or {φ(X), φ(Y )} =
φ({X,Y }). Reversely, if we start with Eqs. (255) and (256) supposing that φ is
an homomorphism, then we recover the superalgebra S. For example, the last of
Eqs. (245) results from[
Qin,K
j
m
]
=
[
φ(Gi2n), φ(B
j
2m+2)
]
= φ(
[
Gi2n, B
j
2m+2
]
)
= iεijkφ(G
k
2(n+m+1)) = iεijkQ
k
n+m+1 . (258)
In this way, we bring arguments that our superalgebra S can be seen as a twisted
loop superalgebra.
It finally should be mentioned that the above construction of the twisted loop
superalgebras could be regarded differently. The connection between the set of
operators (236), (237) and (251) can be realized directly assigning grades to each
operator [65] as follows:
E2n := IBn , F2n :=MBn , Ai2n := JiBn ,
Bi2n+2 := KiBn , G2n+2 := QBn , Gi2n := QiBn . (259)
Thus we achieve a graded loop superalgebra of the Kac-Moody type and the sum of
the grades is conserved under (anti)commutations.
4.9 Remarks
Here we constructed the infinite-dimensional superalgebra S starting with the finite-
dimensional open superalgebra S0 formed only by conserved operators commuting
with I, H, P4 and the whole set of Casimir operators freely generated by these three
operators.
In S0 we explicitly used two Casimir operators, namely I andM . As mentioned,
I is the projector on the physical spinor subspace playing the role of identity oper-
ator. More interesting is the operator M since this depends on N which is in some
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sense similar with the operator (−2HK)−1/2 of the so(4, 2) dynamical algebra of
the quantum Kepler problem governed by the non-relativistic Hamiltonian operator
HK = −12∆ − r−1 [66]. We remind the reader that the so(4, 2) dynamical algebra
of the Kepler problem contains not only conserved operators but even operators
that do not commute with HK . In this case, the conserved operators, i. e. the
angular momentum and the Runge-Lenz vector operator, are orthogonal and gen-
erate an open algebra that can be rescaled obtaining thus the dynamical algebra
o(4) ⊂ so(4, 2) of the discrete energy spectrum. The first Casimir operator of o(4),
that reads C1K = (−2HK)−1− I, has a similar form with our operator M . However,
the second Casimir operator of o(4) vanishes while our operator C2, given by Eq.
(211), is different from zero since the vector operators ~J and ~K are not orthogonal.
In these circumstances we can say that the subalgebra (209) of S0 corresponds
to the open algebra that gives the o(4) dynamical algebra of the Kepler problem.
This explains why our twisted loop superalgebra was constructed in a similar way as
that of the Kepler case [61]. The main difference between these two theories is that
S0 is an open superalgebra containing the supercharges Q and Qi that naturally
arise from the very special geometry of the Euclidean Taub-NUT space. For this
reason we were forced to include, in addition, the bosonic Casimir operator M for
writing down Eq. (218). We specify that this is more than a simple artifice since
the resulting infinite superalgebra S is a twisted loop superalgebra arising from a
coherent algebraic structure, namely the superalgebra W0 the representations of
which are presented in Appendix.
In other respects, it is clear that the operators Q and Qi appear only in the Dirac
theory on M since they are in fact Dirac-type operators. Therefore, it is interesting
to compare our results with relativistic systems with spin half whose non-relativistic
limit is the quantum Kepler problem. Thus, in the case of the Dirac electron in
external Coulomb field there exists a hidden symmetry even if one does not have
a conserved Runge-Lenz operator. This symmetry is related to another operator,
called the Johnson-Lippmann operator [67], that is a scalar conserved operator. In
the non-relativistic limit this becomes the projection of the usual Runge-Lenz vector
operator of the Kepler problem on the electron spin direction [68]. In our approach,
we can say that the Johnson-Lippmann operator is just the supercharge Q whose
first term given by Eq. (212) is D(~σ · ~K).
Finally we note that our open superalgebra S0 could be enlarged adding non-
conserved operators that can be either leader operators or operators related to the
manifest supersymmetry [9] of our Hamiltonian H. However, this problem will be
considered elsewhere.
5 Concluding comments
To conclude, the Dirac theory in curved space gives rise to a large collection of
conserved operators associated with standard Killing vectors or hidden symmetries
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due to S-K or K-Y tensors. For example, in the case of the Euclidean Taub-NUT
space the conserved operators are involved in interesting and non-trivial algebraic
structures as dynamical algebras. The natural way to organize the large collection
of conserved operators is to arrange them in a graded loop superalgebra of the Kac-
Moody type. Further work must be done to describe the involution automorphism
which is needed to define the twisting in connection with the graded loop algebra of
the Kac-Moody type.
We believe that K-Y tensors deserve further attention. They are involved in a
multitude of different topics such as conformal S-K or K-Y tensors, non-standard
supersymmetries, quantum anomalies, index theorems, etc. So far gravitational
anomalies have proved to be absent for scalar fields for spaces admitting K-Y ten-
sors and it would be valuable to know this persist in the case of the full quantum field
theories on curved spaces. Concerning the axial anomaly and its connection with
the index of the Dirac operators the role of K-Y tensors is not obvious. The topolog-
ical properties of the spaces are more important in comparison with non-standard
symmetries.
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A Ka¨hlerian geometries
Let us consider the manifold Mn (n = 2k) and its tangent fiber bundle, T (Mn),
assuming that Mn is equipped with a complex structure that is a particular bun-
dle automorphism h : T (Mn) → T (Mn) which satisfies 〈h〉2 = −I and is covari-
antly constant. Notice that the matrix of h in local frames is an orthogonal point-
dependent transformation of the gauge group G(η). With its help one gives the
following definition [64, 46]:
Definition 27 A Riemannian metric g on Mn is said Ka¨hlerian if h is pointwise
orthogonal, i.e., g(hX, hY ) = g(X,Y ) for all X,Y ∈ Tx(Mn) at all points x.
In local coordinates, h is a skew-symmetric second rank tensor with real-valued
components, hµν = −hνµ, which obey gµνhµ ··αhν ··β = gαβ. This gives rise to the
symplectic form ω˜ = 12hνµdx
ν ∧ dxµ (i.e., closed and non-degenerate). Alternative
definitions can be formulated starting with both, g and ω˜, which have to satisfy the
Ka¨hler relation ω˜(X,Y ) = g(X,hY ) [46].
A hypercomplex structure onMn is an ordered triplet H = (h
1, h2, h3) of complex
structures on Mn satisfying Eq. (89). In Lie algebraic terms, the matrices
1
2
〈
hj
〉
realize the su(2) algebra.
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Definition 28 A hyper-Ka¨hler manifold is a manifold whose Riemannian metric
is Ka¨hlerian with respect to each different complex structures h1, h2 and h3.
Our unit roots, f , are defined in a similar way as the complex structures with the
difference that the unit roots are automorphisms of the complexified tangent bundle,
f : T (Mn)⊗C→ T (Mn)⊗C. Therefore, f have complex-valued components and the
transformation matrix 〈f〉 is of the complexified group Gc(η). Thus it is clear that
the real-valued unit roots are complex structures as defined above. The families of
unit roots may differ from the hypercomplex structures but have the same algebraic
properties given by Eq. (89).
The passing from the complex structures to unit roots is productive from the
point of view of the Dirac theory since in this way one can introduce families of unit
roots generating superalgebras of Dirac-type operators even in manifolds which do
not admit complex structures. The Minkowski spacetime is a typical example.
B The Minkowski spacetime
In the Minkowski spacetime, M3+1, with the metric η = (1,−1,−1,−1) we consider
the gauge of the inertial frames, eµν = eˆ
µ
ν = δ
µ
ν , (µ, ν, ... = 0, 1, 2, 3). In this gauge we
use the chiral representation of the Dirac matrices (with off-diagonal γ = γ0 [59])
where the standard Dirac operator reads
D = iγµ∂µ =
(
0 i(∂t + ~σ · ~∂)
i(∂t − ~σ · ~∂) 0
)
=
(
0 D(+)
D(−) 0
)
, (B.1)
and the generators of the spinor representation of the group G(η) = SL(2,C) take
the form Sij = εijkSk =
1
2εijkdiag(σk, σk) and S
i0 = i2diag(σi,−σi).
The isometries of M3+1 are just the transformations x
′ = Λ(ω)x − a of the
Poincare´ group, P↑+ = T (4) s L↑+ [22]. If we denote by ξ(µν) = ωµν the SL(2,C)
parameters and by ξ(µ) = aµ those of the translation group T (4), then we obtain
the standard basis generators
X(µ) = i∂µ , (B.2)
X(µν) = i(ηµαx
α∂ν − ηναxα∂µ) + Sµν , (B.3)
which show us that in this gauge ψ transforms manifestly covariant. On the other
hand, it is clear that the group S(M3+1) = P˜↑+ ∼ T (4) s SL(2,C) is just the
universal covering group of I(M3+1) = P↑+. In applications it is convenient to
denote Ji = 12εijkXjk and Ki = X0i.
The Minkowski spacetime possesses a pair of adjoint triplets [11]. The unit roots
of the first triplet, f , have the non-vanishing complex-valued components [11]
f
(1)
23 = 1 , f
(2)
31 = 1 , f
(3)
12 = 1 , (B.4)
f
(1)
01 = i , f
(2)
02 = i , f
(3)
03 = i , (B.5)
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giving rise to the spin-like operators
Σ(i) =
1
2
f (i)µνS
µν =
(
σi 0
0 0
)
, (B.6)
and to the Dirac-type operators
D(i) = i[D, Σ(i)] =
(
0 −iσiD(+)
iD(−)σi 0
)
, (B.7)
which anticommute with each other as well as with D and γ0.
The operatorsD andDi form a basis for the superalgebra (df )c defined now over
C since the isometries will give rise to complex-valued orthogonal transformations
among D(i). The spinor representation of group SL(2,C) ⊂ S(M3+1) is generated
by Ji and Ki while that of the group (Gf )c ∼ SL(2,C) is generated by the operators
sˆi =
1
2Σ
(i) and rˆi = − i2Σ(i). All these generators satisfy usual sl(2,C) commutation
rules and
[Ji, sˆj] = iεijksˆk , [Ki, sˆj] = iεijk rˆk ,
[Ji, rˆj] = iεijkrˆk , [Ki, rˆj ] = −iεijksˆk . (B.8)
The next step is to construct the group Of of the complex-valued orthogonal ma-
trices defined by Eq. (100) that read
Rˆij(ω) =
1
4f
(i)αβΛµ ··α(ω)Λν ·· β(ω)f
(j)
µν . (B.9)
These form a representation of the group I(M3+1) = P↑+ induced by the group O(3)c.
Of course, the translations have no effects in this representation remaining only with
the transformations Λ(ω) ∈ O(3, 1). These give rise to non-trivial matrices Rˆ(ω) as,
for example,
Rˆ(ϕ) =

 1 0 00 cosϕ sinϕ
0 − sinϕ cosϕ

 , Rˆ(α) =

 1 0 00 coshα i sinhα
0 −i sinhα coshα

 , (B.10)
calculated for non-vanishing parameters ω23 = ϕ (a rotation around x
1) and re-
spectively ω01 = α (a boost along x
1). Hereby we see that Of ∼ O(3)c which
requires linear structures defined over C instead of R as we used in the case of the
hyper-Ka¨hler manifolds. Thus we have all the ingredients we need to write down
the action of the transformations of the group Aut(df )c. We note that Eqs. (B.8)
show that (Gf )c is an invariant subgroup.
The second triplet is f∗ for which all the spinor quantities are just the Dirac
conjugated of those of f . The corresponding spin-like operators are
Σ(i) =
1
2
(
f (i)µν
)∗
Sµν =
(
0 0
0 σi
)
, (B.11)
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which means that the representations spin(Gf ) and spin(Gf∗) of SU(2) act sep-
arately on the left and right-handed parts of the Dirac spinor. Moreover, it is
interesting to observe that Σ(i) + Σ(i) = 2Si. This perfect balance between the
chiral sectors is due to the fact that the operator D(+)D(−) = D(−)D(+) commutes
with σi.
The discrete symmetry is given by two representations of the quaternion group
acting on each of both chiral sectors. On the left-handed sector acts the group
Q(f) represented by the operators 1, ̥ = γ5 = diag(−12,12), U(i) = diag(iσi,12)
and γ5U(i). The operators of the group of the right-handed sector, Q(f
∗), can be
obtained using the Dirac adjoint and taking into account that here γ5 = −γ5. The
resulted operators, diag(12,±iσi), act only on the right-handed sector.
Hence it is clear that each chiral sector has its own sets of unit roots defining
Dirac-type operators. These are the spheres S2
f
of the left-handed sector and S2
f
∗ of
the right-handed one. Since there are no other independent unit roots, the whole set
of unit roots of the Minkowski spacetime is R1(M3+1) = S
2
f
⋃
S2
f
∗ . The continuous
and discrete symmetry groups of the Dirac-type operators are defined separately on
each of these two spheres.
C The superalgebra W0
Here we would like to show that a fundamental representation of the superalgebra
W0 arises from a particular representation of the so(4) Lie algebra.
We start with a finite-dimensional representation, ρ, of this algebra generated
by the linear operators {Aiρ, Biρ} defined on the space Mρ and obeying Eqs. (246).
The identity operator of on Mρ is denoted by 1ρ. The su(2)× su(2) content of the
so(4) algebra can be pointed out in the new basis {J iρ+, J iρ−} given by the operators
J iρ± =
1
2(A
i
ρ ±Biρ) that satisfy the su(2) commutation relations,
[J iρ+, J
j
ρ+] = iεijkJ
k
ρ+ , [J
i
ρ−, J
j
ρ−] = iεijkJ
k
ρ− , [J
i
ρ+, J
j
ρ−] = 0 . (C.1)
The representation ρ = (j+, j−) is completely determined by the su(2) weights
defined by the Casimir operators ~J2ρ± = j±(j± + 1) 1ρ. However, here we have to
consider, in addition, the usual Casimir operators Cρ 1 = ~A
2
ρ+
~B2ρ and Cρ 2 =
~Aρ · ~Bρ
or the new ones
Cρ± = Cρ 1 ± 2Cρ 2 + 1ρ = 4 ~J2ρ± + 1ρ = (2j± + 1)2 1ρ . (C.2)
We note that when j+ = j− then ~Aρ and ~Bρ are orthogonal, as in the case of the
dynamical algebra of the quantum Kepler problem.
Our purpose is to construct the superalgebra W0 in the carrier space M =
Mρ ⊗ M( 1
2
,0) of the reducible representation (j
+, j−) ⊗ (12 , 0) given by arbitrary
weights j± taking positive real values. The representation, (12 , 0), is generated by
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the operators Aˆi = 12σi and Bˆ
i = 12σi acting in the two-dimensional space M( 1
2
,0)
where the identity operator is 12. In these circumstances we define first the identity
operator on M, E = 1ρ ⊗ 12, and the Casimir-type operator F = Cρ+ ⊗ 12. The
so(4) generators of this representation are
Ai = Aiρ ⊗ 12 + 121ρ ⊗ σi , Bi = Biρ ⊗ 12 + 121ρ ⊗ σi . (C.3)
Moreover, we introduce the supercharges
Gi = 1ρ ⊗ σi , G = ~Aρ ⊗ ~σ + ~Bρ ⊗ ~σ + E , (C.4)
so that G2 = F . Now it is a simple exercise to show that the operators
{E,F,Ai, Bi, G,Gi} (C.5)
satisfy Eqs. (246), (247) and (248).
The conclusion is that the superalgebra W0 can be realized in the carrier space
of any reducible representation ρ⊗ (12 , 0) of the so(4) algebra.
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