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Abstract
The discrete heat equation is worked out in order to illustrate the search of sym-
metries of difference equations. It is paid an special attention to the Lie structure
of these symmetries, as well as to their dependence on the derivative discretization.
The case of q–symmetries for discrete equations in a q–lattice is also considered.
1 Introduction
As it is well known Lie point symmetries were introduced by Lie for solving differential
equations, providing one of the most efficient methods for obtaining exact analytical
solutions of partial differential equations [1]. The interest for discrete systems in the last
years has led to extend the Lie method to the case of discrete equations [2]–[4].
A general difference equation, involving one scalar function u(x) of p independent
variables x = (x1, x2, . . . , xp) evaluated at a finite number of points on a lattice will be
written in the form
E(x, T au(x), T bi∆xiu(x), T
cij∆xi∆xju(x), . . .) = 0, (1.1)
where the shift operators T a, T bi, T cij are defined by
T au(x) :=
{
T a1x1 T
a2
x2
· · ·T apxp u(x)
}ni
ai=mi
, a = (a1, a2, . . . , ap), i = 1, 2, . . . , p,
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with ai, mi, ni, (mi ≤ ni), fixed integers,
T aixi u(x) = u(x1, x2, . . . , xi−1, xi + aiσi, xi+1, . . . , xp),
and σi is the positive lattice spacing in the uniform lattice of the variable xi (i = 1, . . . , p).
The other shift operators T bi , T cij are defined in a similar way. The difference operators
∆xi are defined so that in the continuous limit turn into partial derivatives.
In the following we will make use of the approach presented in [5], based on the
formalism of continuous evolutionary vector fields [1]. The infinitesimal symmetry vectors
in evolutionary form for the difference equation of order N given in (1.1) take the general
expression
Xe ≡ Q∂u =
(∑
i
ξi(x, T
au, σx, σt)T
b∆xiu− φ(x, T
cu, σx, σt)
)
∂u, (1.2)
where ξi(x, T
au, σx, σt) and φ(x, T
cu, σx, σt) are operator valued functions which in the
continuous limit become the functions ξi(x, u) and φ(x, u), respectively, giving rise to Lie
point symmetries.
The vector fields Xe generate the symmetry algebra of the discrete equation (1.1),
whose elements transform solutions u(x) of the equation into solutions u˜(x). The N–th
prolongation of Xe must verify the invariance condition
prNXeE|E=0 = 0. (1.3)
The prolongation prNXe is
prNXe =
∑
a
T aQ∂Tau +
∑
bi
T biQxi∂T bi∆xiu
+
∑
cij
T cijQxixj∂T cij∆xi∆xju + . . . (1.4)
where summations in (1.4) are over all the sites present in (1.1). The symbols Qxi, Qxixj , . . .
are total variations of Q, i.e., Qxi = ∆TxiQ, Q
xixj = ∆Txi∆
T
xj
Q, · · · , defined by
∆Tx f(x, u(x),∆xu(x), . . .) =
1
σ
[f(x+σ, u(x+σ), (∆xu)(x+σ), . . .)−f(x, u(x),∆xu(x), . . .)],
while the partial variation ∆xi is
∆xf(x, u(x),∆xu(x), . . .)=
1
σ
[f(x+σ, u(x), (∆xu)(x), . . .)−f(x, u(x),∆xu(x), . . .)]. (1.5)
The solutions of (1.3) gives the symmetries of equation (1.1) when using the difference
operator (1.5). The determining equations for ξi and φ are obtained by considering linearly
independent the expressions in the discrete derivatives T a∆xiu, T
b∆xixju, . . . . The Lie
commutators of the vector fields Xe are obtained by commuting their first prolongations
and projecting onto the symmetry algebra G.
Since we will restrict here to linear equations we can assume that the evolutionary
vectors (1.2) have the form Xe = (Xˆu)∂u, where
Xˆ =
∑
i
ξi(x, T
a, σx, σt)∆xi − φ(x, T
a, σx, σt).
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The operators Xˆ, in general, may span only a subalgebra of the whole Lie symmetry
algebra [5].
In Ref. [6] the symmetries were obtained using the above mentioned difference operator
∆xi ≡ ∆
+
xi
=
Txi − 1
σi
, (1.6)
which, when σi → 0, goes into the standard right derivative with respect to xi. Since
other definitions of the difference operator can be introduced [7], one would like to show
that the algebraic structure of the symmetries is independent on the choice undertaken.
In this work we will also use the left derivative
∆−xi =
1− T−1xi
σi
, (1.7)
and the symmetric derivative (which goes into the derivative with respect to xi up to
terms of order σ2i )
∆sxi =
Txi − T
−1
xi
2σi
. (1.8)
In the following we will see that by an appropriate definition of the Leibniz rule we can
construct Lie symmetries, in principle, for any difference operator. In Section 2 we will
introduce this procedure on the example of the discrete heat equation. We shall study
separately the cases of the discrete derivatives (1.6)–(1.8), as well as that of a q–derivative.
In this way we will get different representations of the same Lie algebra. We conclude
with some remarks and comments.
2 Discrete heat equation
Let us consider the second order difference equation
(∆t −∆xx)u(x) = 0,
as a discretization of the heat equation. Since it is linear, we can consider an evolutionary
vector field of the form
Xe ≡ Q∂u = (τ∆t + ξ∆xu+ fu)∂u, (2.1)
where τ , ξ and f are (operator valued) functions of x, t, Tx Tt, σx and σt. The determining
equation is
∆Tt Q−∆
T
xxQ|∆xxu=∆tu = 0,
whose explicit expression is
∆t(ξ∆xu)+∆t(τ∆tu)+∆t(fu)−[∆xx(ξ∆xu)+∆xx(τ∆tu)+∆xx(fu)]|∆xxu=∆tu = 0. (2.2)
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Only when expression (2.2) is developed one needs to apply a Leibniz rule and, hence,
the results will depend from the definition of the corresponding discrete derivative. We
propose a Leibniz rule having the form
∆x (f(x)g(x)) = f(x)∆xg(x) +Dx(f(x))g(x), (2.3)
where Dx(f(x)) = [∆x, f(x)] is a function of x, Tx and σx (similarly for Dt(f(t))).
Using the general rule (2.3) for an arbitrary discrete derivative we obtain from (2.2),
equating to zero the coefficients of ∆xtu, ∆tu, ∆xu and u, respectively, the following set
of determining equations
Dx(τ) = 0,
Dt(τ)− 2Dx(ξ) = 0,
Dt(ξ)−Dxx(ξ)− 2Dx(f) = 0,
Dt(f)−Dxx(f) = 0
(2.4)
where Dxx(f) = Dx(Dx(f)). Next, starting from (2.4) we will study separately the cases
for ∆± and ∆s.
2.1 Symmetries for right (left) discrete derivatives
Choosing as in Ref. [5, 6] the derivative ∆+ and, consequently, the Leibniz rule
∆+(fg) = f∆+g +∆+(f)Tg,
we get from (2.4),
∆+x τ = 0,
(∆+t τ)Tt − 2(∆
+
x ξ)Tx = 0,
(∆+t ξ)Tt − (∆
+
xxξ)T
2
x − 2(∆
+
x f)Tx = 0,
(∆+t f)Tt − (∆
+
xxf)T
2
x = 0.
(2.5)
The solution of (2.5) gives
τ = t(2)τ2 + tτ1 + τ0,
ξ = 1
2
x(τ1 + 2tτ2)TtT
−1
x + tξ1 + ξ0,
f = 1
4
x(2)τ2T
2
t T
−2
x +
1
2
tτ2Tt +
1
2
xξ1TtT
−1
x + γ,
(2.6)
where τ0, τ1, τ2, ξ0, ξ1 and γ are arbitrary functions of Tx, Tt, and the spacings σx and
σt. The notation x
(n), t(n) is for Pochhammer symbols; for instance
x(n) = x(x− σx) . . . (x− (n− 1)σx).
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By a suitable choice of the functions τi, ξi, and γ we get the following symmetries [8]
P0 = (∆tu)∂u,
P1 = (∆xu)∂u,
W = u∂u,
B = (2tT−1t ∆xu+ xT
−1
x u)∂u,
D = (2tT−1t ∆tu+ xT
−1
x ∆xu+
1
2
u)∂u,
K = (t2T−2t ∆tu− σttT
−2
t ∆tu+ txT
−1
t T
−1
x ∆xu
+1
4
x2T−2x u−
1
4
σxxT
−2
x u+
1
2
tT−1t u)∂u.
(2.7)
Let us note that the above discrete symmetries have a well defined limit when σx, σt → 0,
which leads to the symmetries of the continuous heat equation. Also, it can be checked
that with this choice, the symmetries (2.7) close a 6–dimensional Lie algebra isomorphic
to the symmetry algebra of the continuous heat equation valid for any value of σx, σt.
A second choice for the discrete derivative is ∆−. The Leibniz rule becomes
∆−(fg) = f∆−g +∆−(f)T−1g. (2.8)
It gives the same results (2.6) and (2.7) provided we make the substitution T → T−1.
2.2 Symmetries for symmetric discrete derivatives
Next, let us consider the case of the symmetric derivative ∆s (1.8). The commutator
[∆sx, x] =
Tx + T
−1
x
2
can always rewritten by introducing a function βsx = β
s(Tx) = 2(Tx + T
−1
x )
−1 as
[∆x, xβx] = 1.
This fact will help us in the computation of general commutators, so
[∆sx, f(x)β
s
x] = (∆
s
xf(x))Txβ
s
x +
(
T−1x f(x)− f(x)
)
βsx∆
s
x. (2.9)
From relation (2.9) we get the explicit Leibniz rule
∆sx (f(x)g(x)) = f(x)∆
s
xg(x) + [
1
σx
(
(T−1x − 1)f(x)
) (
Tx − (β
s
x)
−1
)
+ (∆sxf(x)) Tx] g(x).
This formula allows us to write explicitly the determining equations (2.4). Their solution
is given by [8]
τ s = t(2)τ2 + tτ1 + τ0,
ξs = 1
2
x
(
2tτ2 + τ1 + σtT
−1
t β
s
t τ2
)
(βst )
−1βsx + tξ1 + ξ0,
f s = 1
4
x(2)τ2(β
s
x)
2(βst )
−2+1
2
xξ1β
s
x(β
s
t )
−1+1
4
xσxτ2T
−1
x (β
s
x)
3(βst )
−2+1
2
tτ2(β
s
t )
−1+f0,
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where τ2, τ1, τ0, ξ1, ξ0 and f0 are arbitrary functions of Tx, Tt, σx and σt. Now, from
these solutions and (2.1) we obtain, with a suitable choice of τ2, τ1, τ0, ξ1, ξ0 and f0, the
following symmetries
P s0 = (∆
s
tu)∂u,
P s1 = (∆
s
xu)∂u,
W s = u∂u,
Bs = (2tβst∆
s
xu+ xβ
s
xu)∂u,
Ds = (2tβst∆
s
tu+ xβ
s
x∆
s
xu+
1
2
u)∂u,
Ks = ((t2(βst )
2 − tσt
2(βst )
3∆st )∆
s
tu+ txβ
s
t β
s
x∆
s
xu
−1
4
xσx
2(βsx)
3∆sxu+
1
4
x2(βsx)
2u+ 1
2
tβst u)∂u.
(2.10)
These symmetries close the same 6–dimensional Lie algebra generated by the operators
(2.7), and have a well defined continuous limit.
2.3 Symmetries for q–derivatives
In the following we shall extend the preceding method to the case of q–derivatives and
q–symmetries. We deal briefly with a q–discretized heat equation where the q–difference
operator is defined by
∆qx =
1
(qx − 1)x
(Tx − 1),
with the help of a q–shift operator
Tx = e
qxx∂x , Txf(x) = f(qxx).
In this case we have the commutator
[∆qx, x] = Tx.
If we look for a function βx(Tx) satisfying
[∆qx, βxx] = 1,
a formal solution is
βx(Tx) = (qx − 1)
x∂x
Tx − 1
.
Thus, we can perform a change of basic operators
{x, Tx} → {x˜,∆
q
x}, x˜ = βx(Tx)x,
so that, formally, we can express any function f(x, Tx) as
f(x, Tx) = f˜(x˜,∆
q
x).
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In this way the determining equations (2.4) take the form
τ˜x˜ = 0,
τ˜t˜ − 2ξ˜x˜ = 0,
ξ˜t˜ − ξ˜x˜x˜ − 2f˜x˜ = 0,
f˜t˜ − f˜x˜x˜ = 0.
Therefore, we can give a set of solutions that have a similar appearance to the classical
symmetries
P
q
0 = (∆
q
t u)∂u,
P
q
1 = (∆
q
x u)∂u,
W q = u∂u,
Bq = (2βtt∆
q
x u+ βxxu)∂u,
Dq = (2βtt∆
q
t u+ βxx∆
q
x u+
1
2
u)∂u,
Kq = (γtt
2∆qt u+ βxβttx∆
q
x u+
1
4
γxx
2 u+
1
2
βtt u)∂u,
where γx =
[
(q−1)x∂x
Tx−1
] [
(q−1)(−1+x∂x)
q−1x Tx−1
]
(for γt replace x by t) .
3 Conclusions
We remark that the key point in obtaining the explicit determining equations (2.4) and,
consequently, the discrete symmetries is the use of the Leibniz rule defined in (2.3). Of
course, this approach is not the only possibility; in fact, it must be checked whether it
works correctly or not for each case under study. The choice of a commutator in order to
define the Leibniz rule implicitly leads us to Lie symmetries, since the natural algebraic
structure will be given also in terms of commutators.
Some of the above result deserves some comments. The symmetries associated to the
symmetric derivatives (Section 2.2) include functions βst (β
s
x) of Tt (Tx) that can only be
understood as infinite series expansions. Therefore, not all the symmetries (2.10) have
a local character, in the sense that they are not (finite) polynomials in the operators
T±1t , T
±1
x . Note that although these discrete symmetries give rise to the classical sym-
metries in the limit σx → 0, σt → 0, one of them, K
s, also includes surprisingly a term in
(∆t)
2, which vanishes in the continuous limit since it contains a factor σ2t .
Something similar happens with the q–symmetries (Section 2.3): they have also a
highly non-local character. The origin of this unpleasant feature is that the basic com-
mutator [∆qx, βxx] = 1 needs a non-local function βx(Tx). If we want to investigate
local symmetries it is necessary to use another commutator free of this problem. For
instance, we could take as starting point the q–commutator: [∆qx, xT
−1
x ]qx = 1, where
7
[A,B]qx = AB − q
−1
x BA. However, this treatment would lead us to a q–algebra [9] which
is out of our present scope.
Let us insist that the procedure here exposed can be straightforwardly applied to other
discretizations such as the wave equation [10] or even equations including a potential
term as long as we keep inside the field of linear equations. Non-linear equations needs
additional improvements in order to have reasonable determining equations.
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