Abstract. We consider the mathematical formulation, analysis, and numerical solution of an optimal control problem for a nonlinear "nutrient-phytoplankton-zooplankton-fish" reaction-diffusion system. We study the existence of optimal solutions, derive an optimality system, and determine optimal solutions. In the original spatially homogeneous formulation [M. Scheffer, Oikos, 62 (1991), pp. 271-282] the dynamics of plankton were investigated as a function of parameters for nutrient levels and fish predation rate on zooplankton. In our paper the model is spatially extended and the parameter for fish predation treated as a multiplicative control variable. The model has implications for the biomanipulation of food-webs in eutrophic lakes to help improve water quality. In order to illustrate the control of irregular spatiotemporal dynamics of plankton in the model we implement a semi-implicit (in time) finite element method with "mass lumping" and present the results of numerical experiments in two space dimensions.
1. Introduction.
Model equations.
In this paper we study the following nutrient-phytoplankton-zooplankton-fish reaction-diffusion system:
where A is phytoplankton biomass, Z is zooplankton biomass, D a and D z are the diffusion coefficients of phytoplankton and zooplankton, respectively, and n is the nutrient level of the system. F is the rate of zooplankton biomass consumed by fish per unit volume of water per day (average predation rate times the density of fish).
It is important to note that in our formulation F ≡ F (x, t), i.e., F is defined at every point in the lake and at every point in time. For definitions of the positive parameters c, e, m, r, p, h a , h z , and h n , see [39] . The symbol τ denotes time in days, and Δ =
i is the usual Laplacian operator in d = 2 or 3 space dimensions. The grazing rate of zooplankton on phytoplankton is of a type II functional response, while the predation rate of fish on zooplankton is of type III [17] . In the absence of zooplankton the phytoplankton are assumed to grow logistically. [39] ).
. Interactions incorporated into a nutrient-plankton-fish model. Arrows indicate positive effects, circles indicate negative effects (redrawn from
The nutrient-phytoplankton-zooplankton-fish model was originally formulated as a system of ordinary differential equations (ODEs) by Scheffer [39] and has since been spatially extended (see, for example, [32, 29, 30, 33, 34, 45] ).
The reaction-diffusion system models a simple food-web in lakes where planktivorous fish feed on zooplankton, and the zooplankton feed on phytoplankton (algae). The basic interactions in the model are illustrated in Figure 1 .1. The model is "minimal" in the sense that only a few important interactions are taken into account. For example, the positive effect that fish have on the nutrients of the system is omitted in this model (indicated by the dotted arrow in Figure 1 .1). Nevertheless, such minimal predator-prey systems display a wide range of ecologically relevant behavior, for example, spiral waves [34] , target waves [41] , diffusion-induced instability [30] , and chaos [36, 34] . See [31] for a historical overview of modeling plankton dynamics and pattern formation mechanisms.
It is simpler to work with equations that have been scaled to nondimensional form; thus after letting N := n/(n + h n ) in (1.1) we define dimensionless phytoplankton densities, zooplankton densities, spatial coordinates, and time via
[33] and [34] ), where R 0 is the characteristic (or typical) growth rate of phytoplankton, k is a factor related to the scale of expected patchy patterns, and L is the maximum diameter of the lake in the coordinate direction x 2 , or x 3 . Note that in the case of a square domain, L is the side length. We also rescale the parameters via which leads to the dimensionless system
Any 2-component reaction-diffusion system with reaction kinetics close to a super critical Hopf bifurcation, with equal diffusion coefficients, can be transformed into a generic reaction-diffusion system of "λ-ω" form [40] . Thus as spiral wave solutions of λ-ω reaction-diffusion systems have been proved to exist [9] , for appropriate parameter values and initial data we also expect spiral wave solutions to exist for system (1.1).
In Figure 1 .2 we present snapshots at t = 1000 for the uncontrolled system (1.2) representing spiral wave solutions that persist indefinitely ( Figure 1.2(a) ) or, after initialization, rapidly break up into irregular patterns ( Figure 1.2(b) ). In both cases we checked that this behavior persists up to t = 10,000. This behavior is important to our study as we apply controls that drive the system from the unstable regime to form regular patterns. In this paper we consider the above model in the context of eutrophication of lakes. Eutrophication is the process where excessive input of nutrients in lakes leads to high levels of phytoplankton (algae) and hence degraded water quality (see [6, 18] and the references therein). The most common approach to improving water quality in this situation is to either reduce the external nutrient loading or enhance zooplankton by reducing planktivorous fish, thereby reducing algal biomass. We focus on the latter approach ("top-down" control), where the nutrient level in the system is determined by a parameter. In practice, planktivorous fish can be reduced by fish removal, or by piscivore 1 stocking. This manipulation of the food-web is called biomanipulation and is an important approach for improving water quality in eutrophic lakes (e.g., [23, 25, 28, 38, 44, 50] ). Evidence from the limnological literature supports the hypothesis that the most effective biomanipulation strategy for improving water quality is the partial removal of fish, and that there may be an optimum harvesting rate of planktivorous fish [11, 21, 48, 49] . This observation helped motivate the work in this paper, where we consider the optimal control of phytoplankton u and zooplankton v densities, where f is the distributed control. We aim to minimize the quadratic cost functional
where (ū,v) are the desired phytoplankton-zooplankton densities, and Q = Ω × (0, T ) is the space-time domain of interest. The first two terms in (1.3) measure, with respect to the L 2 -norm in space and time, the difference between the given target densities (ū,v) and the state densities (u, v). The last term in (1.3) reflects the fact that we want to avoid changing the control (adding or removing fish) too often. The constant α can be chosen to adjust the relative importance of this cost. We assume the state equations (1.2) are augmented with appropriate initial and boundary conditions. Note that as there is no forcing in the first equation of (1.2), the control of phytoplankton must result indirectly through the coupling with the second equation. Furthermore, the forcing in (1.2) enters not merely as an additive inhomogeneous source term, but rather in a multiplicative manner. Additionally, as the control f is a rate, it is strictly nonnegative.
We emphasize that although this work has implications for the control of eutrophication in lakes, the main focus of this work is on the rigorous mathematical analysis of the optimal control problem. We do not provide practical implementational details for the improvement of water quality in lakes, but we do provide a theoretical basis on which such a task would be based. We also remark that the mathematical problem and results from numerical simulations may provide insights into the field situation.
It is important to distinguish between the mathematical (optimal control) problem and the practical problem in the field. Mathematically, we assume that f can be manipulated at every point in space and time. However, from a practical point of view, we only have direct control of the net density of fish in the lake at any instant. For example, fish released into a lake may distribute themselves uniformly throughout the lake, or move in schools. Nevertheless, there is significant overlap between the mathematical problem and the field situation, for example, in the case where we wish to reduce the (net) algal growth. In addition to improving water quality we are also interested in the more fundamental aim of maintaining a stable equilibrium between the plankton, thus avoiding the extinction of one or more species.
The aim of this paper is to undertake the mathematical analysis of the optimal control problem introduced above, namely, to minimize (1.3) subject to (1.2). We also provide some numerical results that illustrate the theoretical results. We remark that there are few optimal control studies in the literature for interacting species involving space and time (e.g., [1, 2, 3, 8, 13, 24, 26] ) or for reaction-diffusion equations applied in other contexts (e.g., [5, 7, 12, 19, 43] ).
Mathematical preliminaries.

Local analysis.
We present some details of the local dynamics of the reaction-diffusion system for the state equations (1.2). This is important for deriving necessary conditions on the system parameters for the kinetics to possess biologically meaningful equilibria. Furthermore, this acts as a guide in the appropriate choice of parameters for the numerical simulation of optimal solutions.
The local dynamics can be analyzed by considering the nullclines ("zero-isoclines") of this system, which are the solution curves for
corresponding to the first and second equations of (1.2). It is easy to show that there are saddle points at (0, 0) and (0, 1), and a stationary point (u s , v s ) (stable or unstable) corresponding to the coexistence of phytoplankton and zooplankton. Note that for positive u s and v s we must have
which follows from the restriction 0 < u s < 1. The nullclines are illustrated in Figure 2 .1 for a specific parameter set and increasing predation rate. With no fish present, or a low fish predation rate, there is a limit cycle in the reaction kinetics surrounding the unstable stationary point, while at higher predation rates the system is dominated by a phytoplankton-only state [33, 39] . In general there are no closed form expressions for u s and v s and consequently the analysis must be done numerically in each case. However, in the special case with no fish present, the analysis is straightforward and is briefly outlined below. With f = 0 the intersection of the nullclines v = ψ(u) and u = φ(v) in (2.1) intersect at (u s , v s ), where
To find conditions that guarantee limit cycle kinetics in the positive quadrant of phase space we first prove the existence of a positively invariant region in the sense of [47, Definition 1.1.4] that contains (u s , v s ), and then apply standard theory of dynamical systems. We claim that the trapezoidal region Σ ∈ [0, ∞) 2 defined by 
; direct calculation then leads to
Now from (2.2) we have |A| > 0, and with the condition
it also follows that tr A > 0. Thus if (2.5) is satisfied, then the critical point (u s , v s ) is an unstable node or focus (e.g., [46, p. 107] ), as required. Thus, to summarize, in the special case with f = 0, if the system parameters satisfy (2.5), then there exists a limit cycle solution in the positive quadrant of phase space surrounding the unstable stationary state given by (2.3) (note that condition (2.5) implies condition (2.2)). It is easy to check that (2.5) is satisfied for the parameter sets in Figure 1 .2, and also for the numerical results of the uncontrolled problem in section 4.
Well-posedness of the state equations.
We use results from semigroup theory and the abstract theoretical setup of Morgan [35] , which is based on the kinetics satisfying a Lyapunov-type condition, to infer the global existence and uniqueness of classical solutions of the state equations (1.2).
Before proving well-posedness of the equations we need to establish the formal setting and restate the fish-plankton system with appropriate initial and boundary data. Let Ω be a bounded and open subset of R d , d ≤ 3, with a boundary ∂Ω of class C 2+s , s > 0, i.e., ∂Ω is a (d − 1)-dimensional C 2+ν manifold on which Ω lies locally on one side. The model problem is formulated as follows:
Find the phytoplankton u(x, t) and zooplankton v(x, t) densities such that
where the parameters a, b, m, and g are real and strictly positive, and ν denotes the outward normal to ∂Ω. We assume that the control f ≡ f (x, t) is a Lipschitz continuous function on Q, which we denote by f ∈ Lip(Q), and that the initial data is bounded, i.e., u 0 (x), v 0 (x) ∈ L ∞ (Ω). It will be convenient to denote the vector of 
Proof. Local existence of solutions is based on well-known semigroup theory (see, for example, Pazy [37] or Henry [20] ). From Proposition 1 in [22] it follows immediately that (2.6a)-(2.6d) has a unique noncontinuable classical solution (u, v)
To prove the nonnegativity of solutions observe that the reaction kinetics satisfy
and the initial data (u 0 (x), v 0 (x)) is in [0, ∞) 2 for all (or almost every) x ∈ Ω. Thus by a maximum principle (see, e.g., [42, Lemma 14.20 
]) the solution (u(x, t), v(x, t)) lies in [0, ∞)
2 for all x ∈ Ω and for all t > 0 for which the solution of (2.6a)-(2.6d) exists. In other words [0, ∞) 2 is positively invariant for the system. Proving global existence of solutions from local existence in the equal diffusion case is straightforward. The invariant region yields an L ∞ a priori bound [42] which contradicts nonglobal existence as solutions either exist for all time or blow up in the sup-norm in finite time (see (2.7)) [4] . The proof of global existence results in the distinct diffusion coefficient case requires additional theory as the only admissible invariant regions are products of intervals [42] . We apply the theoretical framework of Morgan [35] to prove global existence and uniqueness, which involves verifying "intermediate sum" conditions and polynomial growth conditions on the kinetics.
We first define a so-called Lyapunov-type function given by
Then with a 11 = a 22 = a 21 = μ = q = 1,
, a/b} the following conditions are easily verified for all u ∈ [0, ∞) 2 , corresponding to conditions (H1), (H3), (H4)(i), (H5), and (H6) in [35] , respectively:
Thus Theorems 3.2 and 2.2 in [35] hold, which implies T max = ∞, i.e., we have global existence of nonnegative, classical solutions.
3. The optimal control problem. Let Ω be a bounded, open subset of R 2 with smooth boundary ∂Ω and let the set of all possible target densities L 2 loc (0, T ; L 2 (Ω)) be denoted by T ad . There are no particular requirements on the target densities (ū,v) other than the fact that the cost functional (1.3) must be bounded. The target densities need not to be solutions of (2.6a)-(2.6d).
Let U ad be the set of admissible controls
, and (ū,v) ∈ T ad , then (u, v, f ) is said to be an admissible element if u, v ∈ L 2 (0, T ; H 1 (Ω)), f ∈ U ad , the functional J(u, v, f ) is bounded, and (u, v, f ) satisfies (2.6a)-(2.6d). Let A ad be the set of admissible states and controls. With this notation, the formulation of the optimal control problem is given by the following:
of the optimal control problem (P). Proof. The admissible set is bounded and nonempty, e.g., the system (2.6a)-(2.6d) has a solution for f = 0 (see [14] 
, and therefore with a subsequence, again indexed by n, we have
On the other hand, from (2.6a)-(2.6b) we have
Here and in what follows we denote by C a positive constant independent of u, v, f , and n. Next we multiply system (2.6a)-(2.6b) by (−Δu n , −Δv n ) and integrate over (0, t) to get, after some calculation involving Gronwall's lemma,
Using the classical Lions-Aubin compactness lemma [27] and Ascoli's theorem [10] , and noting that the injection of
. Thus selecting further subsequences, if necessary, we have
Moreover we have that
Letting n go to ∞ we see that (u * , v * , f * ) satisfies the system (2.6a)-(2.6d) and
3.1. First-order necessary conditions. We show that the optimal solution must satisfy the first-order necessary condition associated with the optimal control problem (P).
We introduce the tangential (contingent) cone to A ad at (u, v, f ) ∈ A ad :
Recall that if
where
Applying the optimum principle given by (3.2), it follows that (3.3) solution of problem (3.1) .
Proof. Let h ∈ Lip(Q) be such that f + λh ∈ U ad for all λ ∈ R sufficiently small and let (u f , v f ) and (u f +λh , v f +λh ) denote the solutions of (2.6a)-(2.6d) with fish predation rates f and f + λh, respectively. To simplify the notation in this proof we use · to denote · L 2 (Ω) .
We need to prove that
Now we multiply (3.4a)-(3.4b) by u and v, respectively, and get
We denote
Hence from the above estimates and the Gronwall inequality, this leads to
To estimate the norm of u, v in L 2 (0, T ; H 1 (Ω)) we note that
We then easily obtain
From the last two results we obtain the estimate
from which our claim follows. The proof of the regularity of y and z is similar to the proof of Theorem 2.1. The Gâteaux derivative gives useful information about the sensitivity of the system (2.6a)-(2.6d) at a particular point (u, v) in a particular direction h, but complete information requires the solution of (3.1) for every direction h. Fortunately, in order to minimize the functional we need only an integral over all these directions, which can be obtained by solving a single adjoint equation.
is an optimal solution for (P), then we have
where (p, k) is the unique classical solution of the adjoint equation
Proof. Let (u * , v * , f * ) be an optimal solution. From the optimality condition (3.3) and (3.1) and from (3.6a)-(3.6b), we have after integration by parts
and therefore (3.5).
Numerical results.
To illustrate the theoretical results of the optimal control problem in the previous section we present results of numerical experiments in two space dimensions. The state equations and adjoint equations were solved using a "lumped mass," semi-implicit (in time) Galerkin finite element method with piecewise linear continuous basis functions. We showed previously that this approach was highly effective in solving the forward-in-time equations of a similar predator-prey system [15] .
The control was updated using a variable-step gradient algorithm based on the fully discrete optimality condition (see (4.4) below). At each iteration of the gradient algorithm the method requires the sequential solution of the discrete state and adjoint equations (see (4.1) and (4.3) below). In practice one cannot solve these systems simultaneously. The discrete state equations are solved by marching forward in time starting from an initial condition, while the discrete adjoint equations are solved by marching backward in time (from T ) starting from a terminal condition. For further details, see [16] .
We employed a (uniform) right-angled triangulation
, with space steps h, and numerically solved the optimal control problem up to time T with uniform time steps Δt. We introduce S h , the standard finite element space
be the set of nodes of the triangulation. We introduce π h : C(Ω) → S h , the Lagrange interpolation operator, such that π h v(x j ) = v(x j ) for all j = 0, . . . , J. In order to formulate our finite element approximation of the reaction-diffusion system we define a discrete L 2 inner product on C(Ω) given by (u, v) for allf h ∈ Tan U ad (f h ).
In the numerical experiments we chose the domain Ω = [0, 100] × [0, 100] and initial conditions of the optimal control problem to be the freely evolving (f = 0) system (1.2) at time t = 1000, with parameter values and initial data corresponding to Figure 4 .1 at time T = 100. A plot of the reduction in cost functional with increasing iteration count suggests the near optimality of the system (see [16] ). The results show that at time T = 100 the controlled system is close to the desired state, and that we were successful in driving the system from a disordered state to an ordered one.
Conclusions.
The mathematical formulation, analysis, and numerical solution of an optimal control problem for a nonlinear plankton-fish reaction-diffusion system was presented. The model was discussed in the context of biomanipulation of eutrophic lakes. After considering the local dynamics of the system and proving the global existence and uniqueness of the classical solutions of the state equations, we presented the mathematical analysis of the plankton-fish optimal control problem. Numerical solutions were obtained with the aid of a semi-implicit Galerkin finite element method with piecewise linear continuous basis functions. The numerical results illustrate the ability of a variable step-size gradient algorithm to drive the plankton dynamics from a chaotic regime to an (arbitrary) ordered state. The time taken to achieve the ordered distribution of phytoplankton in nondimensional units was t = 100, which with an assumed maximum growth rate for phytoplankton in eutrophic conditions of R 0 = 0.5 per day [39] gives the time taken to achieve this state to be τ = 200 days. The theoretical results in this paper provide the basis for a numerical analysis of the optimal control problem [16] . Furthermore, our results can be generalized in numerous ways to include, for example, convection driven flows, forcing via nutrient inputs, and stochastic influences. We leave these tasks for future work.
