We present the first sublinear-time algorithm for a distributed message-passing networks to compute its edge connectivity λ exactly in the CONGEST model, as long as there are no parallel edges. Our algorithm takesÕ(n 1−1/353 D 1/353 + n 1−1/706 ) time to compute λ and a cut of cardinality λ with high probability, where n and D are the number of nodes and the diameter of the network, respectively, andÕ hides polylogarithmic factors. This running time is sublinear in n (i.e.Õ(n 1−ϵ )) whenever D is. Previous sublinear-time distributed algorithms can solve this problem either (i) exactly only when λ = O(n 1/8−ϵ ) [Thurimella PODC'95; Pritchard, Thurimella, ACM Trans. Algorithms'11; Nanongkai, Su, DISC'14] or (ii) approximately [Ghaffari, Kuhn, DISC'13; Nanongkai, Su, DISC'14].
INTRODUCTION
Edge connectivity is a fundamental graph-theoretic concept measuring the minimum number of edges to be removed to disconnect a graph G. We give a new algorithm for computing this measure in the CONGEST model of distributed networks. In this model a network is represented by an unweighted, undirected, connected n-node graph G = (V , E). Nodes represent processors with unique IDs and infinite computational power that initially only know their incident edges. They can communicate with each other in rounds, where in each round each node can send a message of size O(log n) to each neighbor. The goal is for nodes to finish some tasks together in the smallest number of rounds, called time complexity. The time complexity is usually expressed in terms of n and D, the number of nodes and the diameter of the network. Throughout we useΘ,Õ andΩ to hide polylogarithmic factors in n. (See Section 2 for details of the model.)
There are two natural objectives for computing a network's edge connectivity. The first is to make every node knows the edge connectivity of the network, denoted by λ. The second is to learn about a set C of λ edges whose removals disconnect the graph, typically called a mincut. In this case, it is required that every node knows which of its incident edges are in C. 1 Since our results and 1 Readers who are new to distributed computing may wonder whether it is also natural to have a third objective where every node is required to know about all edges in the mincut. This can be done fairly quickly after we achieve the second objective, i.e. in O (min(λ, √ nλ) + D) rounds [5] . For this reason, we do not consider this objective here.
other results hold for both objectives, we do not distinguish them in the discussion below.
It is typically desired that distributed algorithms run in sublinear time, meaning that they takeÕ(n 1−ϵ +D) time for some constant ϵ > 0. 2 . Such algorithms have been achieved for many problems in the literature, such as minimum spanning tree, single-source shortest paths, and maximum flow [3, 5, 15, 18, 20, 22-24, 38, 40, 43] . In the context of edge connectivity, the first sublinear-time algorithm, due to Thurimella [54] , was for finding if λ = 1 (i.e. finding a cut edge) and takes O( √ n log * n + D) time. This running time was improved to O(D) by Pritchard and Thurimella [50] , who also presented an algorithm with the same running time for λ = 2 (i.e. they can find a so-called cut pair). More recently, by adapting Thorup's tree packing [53] , Nanongkai and Su [43] presented a O(( √ n log * n + D)λ 4 )-time algorithm, achieving sublinear time for any λ = n 1/8−ϵ .
To compute λ when λ ≥ n 1/8 , we are only aware of approximation algorithms. The state-of-the-art is the O(( √ n log * n+D)ϵ −5 log 3 (n))-time (1 + ϵ)-approximation algorithm of Nanongkai and Su [43] , which is an improvement over the previous approximation algorithms by Ghaffari and Kuhn [23] . In fact, both algorithms can approximate the minimum-weight cut, and the running time of O(( √ n log * n + D)ϵ −5 log 3 (n)) matches a lower bound of [12] up to polylogarithmic factors; this lower bound holds even for poly(n)-approximation algorithms and on unweighted graphs [23] (also see [14, 16, 36, 49] ).
Given that approximating edge connectivity is well-understood, a big open problem that remains is whether we can compute λ exactly. This question in fact reflects a bigger issue in the field of distributed graph algorithms: While there are plenty of sublineartime approximation algorithms, many of which are tight, very few sublinear-time exact algorithms are known. This is the case for, e.g., minimum cut, maximum flow, and maximum matching (e.g. [2, 3, 22, 23, 25, 40, 43] ). To the best of our knowledge, the only exceptions are the classic exact algorithms for minimum spanning tree [20, 38] and very recent results on exact single-source and all-pairs shortest paths [4, 15, 18, 24, 29] . A fundamental question here is whether other problems also admit sublinear-time exact algorithm, and to what extent such algorithms can be efficient.
Our Contributions. We present the first sublinear-time algorithm that can compute λ exactly for any λ. Our algorithm works on simple graphs, i.e. when the network contains no multi-edge. Theorem 1.1. There is a distributed algorithm that, after O(n 1−1/353 D 1/353 + n 1−1/706 ) time, w.h.p. (i) every node knows the network's edge connectivity λ, and (ii) there is a cut C of size λ such that every node knows which of its incident edges are in C. 3 As a byproduct of our technique, we also obtain a O(n polylogn)-round algorithm for computing exact minimum cut in weighted graphs (see Theorem 5.1).
To achieve Theorem 1.1, we develop and combine several new techniques from both distributed and static settings. First, note that we can also assume that we know the approximate value of λ from [23, 43] . More importantly, the previous algorithm of [43] can already compute λ in sublinear time when λ is small; so, we can focus on the case where λ is large here (say λ = Ω(n c ) for some constant c > 0). Our algorithm for this case is influenced by the static connectivity algorithm of Kawarabayashi and Thorup (KT) [34] , but we have to make many detours. The idea is as follows. In [34] , it is shown that if a simple graph G = (V , E) of minimum degree δ has edge connectivity strictly less than δ , then there is a near-linear-time static algorithm that partitions nodes in G intõ O(n/δ ) many clusters in such a way that no mincut separates a cluster; i.e. for any mincut C ⊆ E, every edge in C must have two end-vertices in different clusters. Once this is found, we can apply a fast static algorithm on a graph where each cluster is contracted into one node. Since in our case δ ≥ λ = Ω(n ϵ ), the KT algorithm gives hope that we can partition our network intoÕ(n/δ ) =Õ(n 1−ϵ ) clusters. Then we maybe able to design a distributed algorithm that takes time near-linear in the number of clusters. There are however several obstacles:
(i) The KT algorithm requires to start from a λ-edge connectivity certificate, i.e. a subgraph of O(nλ) edges with connectivity λ. However, existing distributed algorithms can compute this only for λ = o(
The KT algorithm is highly sequential. For example, it alternatively applies the contraction and trimming steps to the graph several times. (iii) Even if we can get the desired clustering, it is not clear how to compute λ in time linear in the number of clusters. In fact, there is even noÕ(n)-time algorithm for computing λ.
For the first obstacle, the previous algorithm for computing a λ-edge connectivity certificate is by Thurimella [54] . It takes O(( √ n log * n + D)λ), which is too slow when λ is large. To get around this obstacle, we design a new distributed algorithm that can compute a λ-edge connectivity certificate inÕ(
The algorithm is fairly intuitive: We randomly partition edges into c = λ/polylog(n) groups. Then we compute an O(polylog(n))-edge connectivity certificate for each group simultaneously. This is doable inÕ( √ nc + D) time by fine-tuning parameters of Kutten-Peleg's minimum spanning tree algorithm [38] and using the scheduling of [21] , as discussed in [21] .
This algorithm also leads to the first parallel algorithm for computing a 2-edge connectivity certificate with polylogarithmic depth and near-linear work. To the best of our knowledge, previous nearlinear work algorithms are essentially sequential and previous polylogarithmic-depth algorithms require Ω(mk) work in the worst case (e.g. [33] ).
For the second obstacle, we first observe that the complex sequential algorithm for finding clusters in the KT algorithm can be significantly simplified into a few-step algorithm, if we have a black-box algorithm called expander decomposition. Expander decomposition was introduced by Kannan et al. [30] and is proven to be useful for devising many fast algorithms [9, 10, 35, 44, 45, 52] and also dynamic algorithms [41, 42, 55] . With this algorithm, we do not need most of the KT algorithm, except some simple procedures called trimming and shaving, which can be done locally at each node. More importantly, we can avoid the long sequence of contraction and trimming steps (we need to apply these steps only once). Unfortunately, there is no efficient distributed algorithm for computing the expander decomposition. 4 However, we can slightly adjust a very recent algorithm by Chang et al. [7] to obtain a weaker variant of the expander decomposition, which is enough for us.
For the third obstacle, our main insight is the observation that the clusters obtained from the KT algorithm (even after our modification) has low average diameter (O(n c ) for some small constant c). Intuitively, if every cluster has small diameter, then we can run an algorithm on a smaller network where we pretend that each cluster is a node. The fact that clusters have lower average degree is not as good, but it is good enough for our purpose: we can adjust Karger's near-linear-time algorithm [32] to compute λ in time near-linear in the number of clusters.
PRELIMINARIES
Model. We work in the CONGEST model [47] . This is a distributed model for networks which allows synchronous messagepassing between any two nodes in the network connected by a direct communication link. The bandwidth is considered to be bounded. Also, the links and nodes are considered to be fault resistant. More formally defined, in the CONGEST model, communication network is modeled as a undirected graph G = (V , E) where each node in V models a processor and each pair of nodes {u, v} ∈ E ⊆ V 2 is modeled as a link between the processors corresponding to u and v, respectively. In the remainder of this paper, we identify vertices, nodes and processors. Also, we use edges for links. In the CONGEST model, at the beginning each node v ∈ V has a unique identifier id(v) of size O(log n) (where n = |V |) which is known to node v itself and all its neighbors, i.e., the nodes to which v is connected with a direct communication link. For brevity we will assume that for all node id(v) ∈ [n]. 5 In CONGEST model, message passing between any two nodes connected with direct links occur in synchronous rounds. Lets fix an arbitrary node v ∈ V . At the beginning of each round, node v may send to each of its neighbors a message of size Θ(log n) to all its neighbors. Before the next round begins node v may perform internal computation based on all messages it has received so far and its local knowledge of the network. In the CONGEST model, the complexity of any algorithm is a measure of the total number of rounds required before the algorithm terminates. The internal computation is not charged.
Notations. We are given a undirected unweighted simple graph G = (V , E) where V is the vertex set and E is the edge set. We use n = |V | and m = |E|. Throughout this paper, we will use δ to denote the min-degree and λ for edge-connectivity of the graph. For E ′ ⊆ E, we use G[E ′ ] to be the subgraph of G induced by
is the degree of the vertex. For a U ⊂ V , vol(U ) = u ∈U deg(u). For some subgraph H of G we use deg H (v) to denote the degree of vertex v in the subgraph H . Lack of subscript implies that the degree is considered with respect to 4 It would be possible to obtain this using the balanced sparse cut algorithm claimed by Kuhn and Molla [37] , but as noted in [7] , the claim is incorrect. We thank Fabian Kuhn for clarifying this issue. After our paper is announced, an efficient distributed algorithm for computing balanced sparse cut is correctly shown in [8] . 5 This is a restricted property from general CONGEST model and can be achieved in O (D) rounds.
given graph G. Similarly, we skip subscript for vol. A cut (edge cut) is a set of edges C, whose deletion from the graph partitions the vertex set V into two connected components {U , V \ U }. We will represent a cut as an edge set, in which case we say a cut C of G. At times we will use a partition {U ,T = V \ U } of vertex set V to represent a cut, then we say a cut (U ,T ) of G. For any vertex v, we call cuts of the form ({v} , V \ {v}) trivial. We use ∂(U ) to mean the edges in the cut (U , V \ U ). For any U ⊂ V , conductance of the
Organization of this paper. In Algorithm 1, we give a high level overview of the min-cut algorithm. In section 3, we find the Sparse Connectivity certificate. In section 4, we give details of our contraction algorithm which guarantees sublinear number of nodes. Lastly, in section 5, we give details of our algorithm that finds min-cut in the contracted graph.
update G by collapsing Core(X ) into a single node 7 endfor 8 run distributed algorithm to find min-cut in updated graph G (section 5) Algorithm 1: High Level Overview of Min-Cut Algorithm Previously known result for finding Min-Cut. In section 1, we briefly discussed the result from [43] . Here we state their main result.
Theorem 2.1 (From [43] ). There exists an algorithm in the CONGEST model which finds 1 + ϵ approximation of the min-cut in O(( √ n log * n + D)ϵ −5 log 3 n) rounds where ϵ > 0. Further, exact value of min-cut can be found exactly in O(( √ n log * n + D)λ 4 log 2 n) rounds where λ is the size of the min-cut.
In this paper, we use Theorem 2.1 to find the approximate value of min-cut value. This is used in finding the connectivity certificate in Section 3. Further, in Section 6, we use the exact version of the algorithm but only limited to restricted values of λ.
CONNECTIVITY CERTIFICATE
In this section, we give our algorithm for k-edge connectivity certificate which significantly reduces the number of edges in the graph. In the resultant sparse connectivity certificate, we sample O(kn) edges from the graph and prove that these edges are enough to guarantee k edge connectivity of the graph. 
The key idea of our sparse connectivity certificate algorithm is as follows: we first pick a set of random "skeletons" based on [31] . We then construct a small set of spanning forests in each random skeleton. Further, we argue that the union of all spanning forests leads to the required connectivity certificate. Theorem 3.2. Let G = (V , E) be any unweighted, undirected graph. Let E ′ ⊂ E be such that each edge e ∈ E is independently included in
Theorem 3.2 is a standard argument relating random sampling and the proof is given in the full version of this paper [11] . In Algorithm 2, we give the sequential version of our distributed algorithm to find sparse connectivity certificate. Further, in Lemma 3.3, we prove that for every cut C of G, w.h.p., at least k edges finally make to the k-edge connectivity certificate which implies that the edge connectivity is at least k as shown in Corollary 3.4. Lastly, in Lemma 3.5 we show that the number of edges selected in the k-edge connectivity certificate is O(kn) thus completing the correctness argument.
output : E ′ is k-edge connectivity certificate 1 fix p = τ ln n/(ϵ 2 k), where τ is some constant such that 1/p is an integer for any ϵ ∈ (0, 1). 2 Give each edge a random color in {1, 2, ..., c}, where c = 1/p.
4 Let H 1 , . . . , H c be the subgraphs induced by above edge sets. /* In each subgraph H i construct a set of ⌈ (1+ϵ )τ ln n ϵ 2 ⌉ spanning forests as follows:
Algorithm 2: k-edge connectivity certificate(G, k) Lemma 3.3. For any ϵ ∈ (0, 1), let k ≤ (1 + ϵ)λ, let E ′ be the k-edge connectivity certificate returned by Algorithm 2. For any cut C, let Proof. For each C of G, any edge in C is selected at most once in the edge connectivity certificate output by Algorithm 2. Also, w.h.p., for all cuts C of the graph G, from Lemma 3.3, if |C | > k, at least k edges are included in the k-edge connectivity certificate and if |C | ≤ k then all the edges from cut C are included in the k-edge connectivity certificate. Hence w.h.p. the edge connectivity of E ′ is min(k, λ). □ Lemma 3.5. The number of edges in the k-edge connectivity certificate returned by Algorithm 2 is O(kn).
Distributed and Parallel Implementation of Algorithm 2
We now show how to implement Algorithm 2 in the CONGEST and PRAM model. We start with the CONGEST model. We give the required algorithm in Algorithm 3. This is a two phase algorithm.
In the first phase we randomly partition the edge set and in the second phase construct a connectivity certificate in each partition. For constructing the connectivity certificate, we use a known result about finding a l-slot MST. The l-slot version of the MST problem is as follows: for a given graph G = (V , E) and l weight functions W 1 to W l , where W i : E → R; the l-slot MST problem is to find an MST for each of the weight function
The following theorem about l-slot MST is obtained by fine-tuning parameters of Kutten-Peleg's minimum spanning tree algorithm [38] and using the scheduling of [21] . We refer to the concluding remarks of [21] for details. Using the l-slot MST algorithm we give a distributed version of Algorithm 2 in Algorithm 3. Here we make c disjoint partitions of the edges set E. This is done by assigning c weight functions W 1 (e), . . . ,W c (e) to each edge e and if an edge e belongs to some partition i then W i (e) = 1 otherwise W i (e) = ∞. We then construct ⌈ (1+ϵ )τ ln n ϵ 2 ⌉ spanning forests in each of these partitions. This is done by constructing c-slot MST using these weight functions iteratively ⌈ (1+ϵ )τ ln n ϵ 2 ⌉ times. Further, in any iteration j, while constructing a spanning forest in a partition i, an edge e from constructed MST is selected if it belongs to the partition and has not been selected in a spanning forest prior to iteration j. This is ensured by appropriately checking the weight W i (e) = 1 and assigning To prove the correctness of Algorithm 3, we make the following simple observation.
Observation 3.8. Let G = (V , E) be a simple weighted graph with weight function W . Let E ′ ⊂ E such that w(e) = 1 ∀e ∈ E ′ and w(e) = ∞ ∀e E ′ . Let T be an MST of G. Construct a forest T ′ by remove all edges e from T such that w(e) = ∞. Then T ′ is a spanning forest of the subgraph
output : E ′ (edges in k-edge connectivity certificate) when an edge e ∈ E ′ , both the end points of e know about it A leader node v broadcasts the value of c = 1 p , where p = τ ln n/(ϵ 2 /k) return E ′ Algorithm 3: Dist-Sparse-k-Connectivity-Certificate Lemma 3.9. Algorithm 3 correctly finds the k-edge connectivity certificate.
Using Theorem 3.1, we give the following corollary which will be used in finding the graph contraction in section 4 where we will call this using Sparse-Connectivity-Certificate(G, ϵ) for some ϵ ∈ (0, 1 2 ). Corollary 3.10 (From Theorem 3.1). Let 0 < ϵ < 1 2 be a constant. Let G = (V , E) be an unweighted graph with λ being the edge connectivity. Then in total ofÕ(n 1−ϵ + D) rounds in the CONGEST model, we can find a sparse connectivity certificate E ′ of size O(λ 1 1−2ϵ n) such that the induced subgraph G[E ′ ] has connectivity λ and every vertex v knows all the adjacent edges in E ′ .
Parallel Implementation of Algorithm 2. In this subsection, we prove that Algorithm 2 has an efficient parallel implementation to find a Sparse-k-Connectivity-Certificate(G, k) takingÕ (1) depth and total ofÕ(m) work. Recall that in Algorithm 2, we partition the edge set into c partitions where c depends on k. This takes O(m) work and O(1) depth. Now in each partition, we construct polylog many spanning forests one after the other. This process is done independently in each partition. Also, each edge participates in construction of polylog many spanning forests thus the total work isÕ(m).
Theorem 3.11. Let G = (V , E) be an unweighted graph, let k ≤ λ. Then inÕ(1) depth and total ofÕ(m) work in the PRAM model we can find a k-edge connectivity certificate E ′ of size O(kn) such that every vertex v knows all the adjacent edges in E ′ and w.h.p. for every cut C of G of size at least k we have E ′ ∩ C ≥ k.
GRAPH CONTRACTION
In this section, we describe an algorithm which outputs a contracted graph. It uses the sparse connectivity certificate from section 3 and the graph decomposition from Theorem 4.4. This contracted graph preserves all non-trivial min-cuts and has a sub-linear number of nodes as in [34] and [26] . The idea essentially is to pick specialized vertex sets and contract them. Any such contracted vertex set is called as core. We formally define the contraction in the following definition.
and contracts specialized vertex set with the following properties:
(1) For all C ∈ C , such that |C | > 1, we partition C = Core(C) ∪ Regular(C). Core(C) is called the core of C. Regular(C) is a set of regular nodes in C. If |C | = 1 (trivial vertex group), we set C = Regular(C). (2) For every C ∈ C, the vertices in Core(C) can be contracted to form a core vertex s(C) by deleting the edges which have both end points in Core(C) and collapse the nodes in Core(C) to one node. The contracted graph thus formed is the MSGC(G, ϵ).
2 ) be such that δ = n 2ϵ , then we can find an MSGC(G, ϵ) as given in Definition 4.1 in O(n 1−ϵ /44 ) rounds such that
of the vertex set V is established where each cluster C ∈ C has a unique дroupId(C) ∈ [2n]. Henceforth, C is called the set of vertex groups of MSGC(G, ϵ).
(2) Every vertex v ∈ V , knows the дroupId(C) of the vertex group C it is part of. When, |C | > 1, then node v also knows if it is part of Regular(C) or Core(C)
Our definition of graph contraction has similar properties as in [26] and [34] (i.e. sublinear number of nodes and preserving min-cuts). We have an additional property regarding the diameter which enables us to give efficient distributed algorithm to find a min-cut (see section 5). The algorithm to find graph contraction given by Definition 4.1 is described in Algorithm 3. Note that our algorithm runs without the "outer loop" of the algorithms in [26] and [34] . Thus by using the expander decomposition algorithm in [51] , also leads to a simplified static algorithm to find min-cuts. For our setting, we find the high-expansion components using a recent result by [7] . We change the parameters from their presentation leading to a modified definition to suit our requirements. This is given in Definition 4.3.
Theorem 4.4. For 0 < γ , ρ < 1, in O(n 1−γ +10ρ ) rounds, we can find the Tripartition(γ , ρ) of a graph G = (V , E) which partitions the edge set E to E = {E h , E s , E r } such that every node v knows which of its incident edges belong to E h , E s and E r .
We use Theorem 4.4 in Algorithm 4. In the remaining part of this sub-section we give an overview of Algorithm 4. We fix the value of ϵ such that δ = n 2ϵ . In this algorithm, we first find a sparse connectivity certificate (from section 3). Subsequently, in this section, we use G to represent the graph with reduced number of edges received from sparse connectivity certificate. We then use Theorem 4.4 with γ = ϵ and ρ = ϵ/11 resulting in a tripartition of edge set E into E h , E s and E r . We use the connected components induced by the edge set E h , and by Definition 4.3 each of these components has high expansion. We then trim each component followed by shaving. The process of trimming and shaving are same as [34] and described below.
Trimming and Shaving. Given U ⊂ V , to be trimmed, such that all u ∈ U have same дroupId. In trimming process, we repeatedly remove any vertex u ∈ U if it has less than 2 deg G (u)/5 neighbours in U until it is not possible to remover a vertex further. We call a set of vertices U ⊆ V trimmed if all vertices u ∈ U have at least 2 deg G (u)/5 of their neighbours in U . Suppose U is a vertex set to be trimmed, let U ′ ⊂ U be the set of vertices which are removed from U in this process. Then the set of edges which are lost during the trimming process of the vertex set U are the edges which have one end point in U ′ and the other in U \ U ′ . Also, each u ′ ∈ U ′ assigns itself a new distinct дroupId(u). The trimming phase is followed by a shaving phase in Algorithm 5. Shaving does not induce a modification of vertex groups rather partitions each vertex group C into two sets: Core(C) and Regular(C). For any vertex group C, during Shaving, all nodes v ∈ C are put into Regular(C) if at least deg G (v)/2 − 1 edges incident on v leave C. We call all such nodes shaved. The remaining vertices from Core(C).
1 G ← Sparse-Connectivity-Certificate(G, ϵ/44) (Corollary 3.10) 2 Let {E h , E r , E s } be the partition of edge sets E found using Tripartition(γ = ϵ, ρ = ϵ/11) (Theorem 4.4)
C ∈ C be the cluster such that v ∈ C 7 дroupId(v) ← max u ∈C id(u)
Correctness of Algorithm 4
Let C be the set of vertex groups output by Algorithm 4. In this subsection, we first prove that collapsing a Core(C) of a vertex group C ∈ C does not affect a non-trivial min-cut. Then we show that the number of nodes which are trimmed and shaved are bounded.
Lastly, we will show that the sum total of diameter of subgraph induced by the vertex groups in C is bounded.
Clusters and preserving non-trivial cuts in contracted graph. Similar to [34] , we call C ⊂ V a cluster if for every min-cut (U ,T ) of G both |C ∩ T | > 2 and |C ∩ U | > 2 are not true simultaneously. Algorithm 4 establishes a partition C of the vertex V set by assigning a дroupId(v) to each vertex v, such that each C ∈ C is given by
In Algorithm 4, we start with a partition of vertex set C corresponding to connected components induced by the edge set E h (recieved from Tripartition(γ = ϵ, ρ = ϵ/11)). We assign a unique дroupId to each C ∈ C which is known to every vertex v ∈ C and thus the vertex group it is part of. We run the distributed algorithm trim_shave on each node which trims each vertex group C ∈ C followed by shaving. In the process дroupId values of some vertices are changed. In Claim 4.5, we give a technical claim which uses the property of high expansion of each component of G[E h ] and properties of trimming and shaving. Using this claim, we prove that at the end of Algorithm 4, each vertex group established by these дroupId's is a cluster. Finally, using the properties of the cluster and shaving process, in Lemma 4.7, we show that the Core(C) of a cluster can be collapsed without affecting any non-trivial min-cut. are not true simultaneously.
Proof. Recall that in Algorithm 4, we use Tripartition(γ = ϵ, ρ = ϵ/11) resulting in a tripartition of the edge set into E h , E r and E s . Furthermore each non-trivial cluster C is formed by trimming some vertices from a connected component X in the subgraph G[E h ]. Note that in Algorithm 5, we set the дroupId(v) = n + id(v) of every trimmed node v. Thus at the end of trim_shave, these nodes form a vertex group of single node . When |C | = 1, this claim is trivial. Each trimmed vertex group C is formed by trimming some vertices from a connected component X in the subgraph G[E h ].
Thus for every vertex group C there is a connected component
in the below equation. For the sake of contradiction, we assume that both |C ∩T | ≥ δ 100 and |C ∩U | ≥ δ 100 . This leads to λ > δ (for details see [11] ) which is a contradiction since the size of min-cut can not be larger than the min-degree. Thus both |C ∩ T | ≥ δ 100 and |C ∩ U | ≥ δ 100 are not true simultaneously. □ Lemma 4.6. Let (T , U ) be any min-cut of the graph G. At the end of Algorithm 4, for any i ∈ [2n] let C = {v | дroupId(v) = i} be an arbitrary vertex group. Then both |C ∩ T | > 2 and |C ∩ U | > 2 are not true simultaneously.
Proof. We know that the size of min-cut is always smaller or equal to the min-degree. WLOG assume that |C ∩ T | ≤ |C ∩ U |. Thus
Here eq. (1) Proof. Fix an arbitrary vertex group C of MSGC(G, ϵ). Suppose Core(C) ∅. For each node r ∈ Core(C), let us define the indegree of node r w.r.t to C as the number of edges incident on r which have the other endpoint in C and denote this by indegree C (r ). By the property of shaving if r ∈ Core(C), then we have indegree C (r ) > degree(r )/2 + 1. Let (T , U ) (here T ∪ U = V ) be a min-cut. From Lemma 4.6 we know that both |C ∩ T | > 2 and |C ∩ U | > 2 are not simultaneously true. Suppose |C ∩ T | > 2, thus |C ∩ U | ≤ 2. We prove that U ∩ Core(C) = ∅. For the sake of contradiction let's assume u ∈ U ∩ Core(C). .
The contradiction comes from the fact that flipping u's side in the cut (T , U ) decreases the size of (T , U ), in contradiction to the fact that it is a min-cut. □ Number of trimmed and shaved nodes is bounded. Here, we first prove that the number of edges going between the connected components of the subgraph G[E m ] is bounded. Then by using counting argument, we show that the number of trimmed and shaved nodes is bounded. This is similar to [34, Lemma 17] . Proof. From Definition 4.3, we know that the total number of edges which connect any two components is contributed by E r and E s . Since the arboricity of sub-graph induced by E s is O(n γ ) thus we have |E s | = O(n × n γ ). Further, the number of edges in E r = O(m 1−ρ/2 ). Thus the total number of edges going between any two components X , Y is O(n 1+γ + m 1−ρ/2 ). In Line 1, we have used the sparse connectivity certificate, thus by Corollary 3.10, we have m = λ Proof. By Claim 4.8, the number of edges going between the connected components X at Line 3 of Algorithm 2 is O(n 1−ϵ /22 ). Whenever a node v is trimmed from a component X ∈ X then this splits the component X into X \ {v} and {v} thus updating the component set X. For brevity, let,s say that there are total c edges which go between any two components of X before the start of trimming process. When a node v decides to trim from some component X , then based on the properties it uses at least 3 deg G (v)/5 edges among the c edges going between components. Also node v has at most 2 deg G (v)/5 edges going to the vertices in X , thus when v is trimmed these are added back to the inter component edges. Hence, trimming a node uses at least δ /5 inter component edges. Thus, there are O(n 1−ϵ /22 ) nodes which can be trimmed. By definition trimmed edges are the edges which go between connected components of X. □ Using similar argument in the above lemma we can prove that the number of nodes which are shaved (removed from a cluster) is bounded by O(n 1−ϵ /22 ). This implies the following lemma. Lemma 4.10. Let ϵ ∈ (0, 1/2) be such that n 2ϵ = δ . Let C be the cluster set of MSGC(G, ϵ) then C ∈ C | Regular(C)| = O(n 1−ϵ /22 ).
Aggregate cluster diameter is bounded. Now, we prove that that the aggregate diameter of all clusters output by Algorithm 2 is bounded. This requires us to show that the number of clusters C in MSGC(G, ϵ), such that |C | > 1 is bounded. We prove this in the following lemma.
Lemma 4.11. Let C be the vertex groups of MSGC(G, ϵ) output by Algorithm 2. The total number of vertex groups C ∈ C such that |C | > 1 are O(n 1−2ϵ ).
Proof. As per the definition of trimming, each node in a nontrivial cluster, at the end of Algorithm 4 has 2δ 5 neighbors in the cluster. Since we are dealing with simple graphs, hence the size of cluster is at least 2δ 5 . Suppose there are more than 3 n δ non-trivial clusters. Thus, the total nodes in the graph would be 2δ 5 · 3 n δ = 6 5 n, which is a contradiction. Then the number of non-trivial clusters in MSGC(G, ϵ) are O( n δ ) = O(n 1−2ϵ ). □ Lemma 4.12. Let ϵ ∈ (0, 1/2) be such that n 2ϵ = δ . Let C be the cluster set of
Proof. We know by [17] , that a graph of n nodes with mindegree d has a diameter ⌈ n d ⌉. From the trimming process, we know that for every non-trivial cluster C, each node v ∈ C has at least 
Here the last equation is true since δ = n 2ϵ and since we know by Lemma 4.11 that the number of non-trivial clusters is O(n 1−2ϵ ). □
Distributed implementation of Algorithm Algorithm 4
In Algorithm 5, we implement the trimming process in the distributed setting. Initially, each vertex v is assigned a дroupId(v) establishing disjoint vertex groups (a partition of vertex set V ). The algorithm then makes sure that each vertex group is trimmed. During this process vertices which do not satisfy the trimmed condition remove themselves from the corresponding vertex group and assign themselves a new distinct дroupId. This is followed by shaving. In Lemma 4.9 we prove that the total numbers of nodes which are trimmed is bounded. This will allow us to bound the run time of Algorithm 5. 
MIN-CUT IN CONTRACTED GRAPH
In this section, we show that given a contracted graph MSGC(G, ϵ) from Theorem 4.2, we can find a min-cut in O(n 1−η ) rounds where η = Θ(ϵ). Here we use the idea from [32] , which gives a near linear time randomized min-cut algorithm for general graph in the centralized setting. Essentially, [32] illustrates that given a graph, we can construct a set of few spanning trees such that at least one of them crosses a min-cut twice. Further, in each tree [32] can find the cut of minimum size which crosses the tree twice.
The main contribution from this section is two folds. First, in section 5.1, we show that [32] can be implemented in distributed 6 See the full version of the paper for the details of this equation.
input : node v has a дroupId(v) and trimming and shaving are performed on vertex groups. For any i a vertex
/* trimming */ 5 while nodes exist to be trimmed do setting inÕ(n) rounds. This is the first ever algorithm which finds exact min-cut in linear time in CONGEST model. Here, we develop the required machinery which gives a distributed algorithm to do the same in the contracted graph from Theorem 4.2, hence giving a sub-linear running time of the algorithm.
Min-Cut in General Graph
In this section, we give an algorithm for finding min-cut in weighted graphs. A widely used assumption in the CONGEST model is that, each edge weight is in {1, 2, . . . , poly(n)}. This allows to exchange edge weight between any two nodes in a single round of communication. Further, this limits the size of any cut to poly(n), hence can be represented in O(log n) bits.
Theorem 5.1. Given a weighted simple graph G = (V , E), with weight function w : E → {1, 2, . . . , poly(n)}, inÕ(n) w.h.p. (i) every node knows the network's edge connectivity λ, and (ii) there is a cut C of size λ such that every node knows which of its incident edges are in C.
We replace an edge e with weight w(e) with w(e) parallel edges. But the total communication across all these edges in any given round, is still restricted to O(log n) bits. Let T be spanning tree of G. We say that a cut in G, k-respects a spanning tree T if it cuts at most k edges of the tree.
Lemma 5.2. Given a graph G, inÕ( √ n + D) rounds, we can find a set of spanning trees T = {T 1 , . . . ,T k } for some k = Θ(log 2.2 n) such that w.h.p. there exists a min-cut of G which 2-respects at least one spanning tree T ∈ T . Also each node v knows which edges incident to it are part of the spanning tree T i for 1 ≤ i ≤ k.
The proof of Lemma 5.2 is based on tree packing, where a set of Θ(log 2.2 n) MSTs are constructed by appropriately assigning weights to the edges. This is based on [31, 53] and details of which are given in full version of this paper [11] . The important step of our algorithm is a sub-routine, which given any spanning tree T , finds a minimum-sized cut which 2-respects the tree T . We run this sub-routine on all the trees in the set of trees T received from Lemma 5.2. For all the spanning trees T in T we fix an arbitrary root denoted by r T . For any vertex v other than the root, we use π T (v) to denote the parent of vertex v and e T (v) to denote the tree edge (π T (v) , v). We use v ↓T to denote the set of decedents of the vertex v in tree T and let anc T (v) be the set of ancestors of a node v in the spanning tree T including v itself and let children T (v) be the set of child nodes of v in the rooted spanning tree T . Also let Depth(T ) be the distance from root r T to the furthest node. We give the following lemma which describes high level distributed algorithms in CONGEST model. These are standard algorithms and details are given in full version of this paper [11] . We use the operator ⊕ to represent the set symmetric difference. In this section, the vertex sets we focus on will be based on some rooted spanning tree T . Recall that for any vertex v, v ↓T is the vertex set containing all the decedents of vertex v in the rooted spanning tree T . Note that for any two vertices v, u ∈ V , the vertex sets v ↓T and u ↓T are either disjoint or one of them is contained in the other.
Lemma 5.4. For any rooted spanning tree T and for any two nodes v, u ∈ V \ {r T } we have
(
From Lemma 5.4 it is clear that for any spanning tree T and for any nodes v, u ∈ V \ T the cut ∂(v ↓T ⊕ u ↓T ) shares only two tree edges {e T (v) , e T (u)}. Hence if we know |∂(v ↓T ⊕ u ↓T )| for all v, u then we can find the size of all the cuts which 2-respects the tree T and hence the minimum. In order to find |∂(v ↓T ⊕ u ↓T )|, for any two nodes v, u, we will first ensure that every node v finds C(v ↓T ). Further, for every node u ∈ V \ v ↓T we will make sure that node v finds C(u ↓T ) and C(u ↓T , v ↓T ). Thus for every pair of tree edges {e T (v) , e T (u)}, we have at least one node which can find |∂(v ↓T ⊕ u ↓T )|. For any rooted spanning tree T , let children T (v) be children of node v in T . The following simple observation will be handy in finding these information.
Observation 5.5. For any rooted spanning tree T , we have
Claim 5.6. Let T be a rooted spanning tree. Any node u can locally find C(v ↓T , u) for all v ∈ V \ u ↓ , if the node u knows the set anc T (u) and anc T (x) for each of its neighbors x.
Note that Lemma 5.4, Observation 5.5, and Claim 5.6 hold for any spanning tree T . Now, we will give Claims 5.7 to 5.10 the purpose of which is to prove that every node v can find C(u ↓T ), C(v ↓T ) and C(v ↓T , u ↓T ) for all u ∈ V \ v ↓T . These claims are an application of Lemma 5.3. They also use the characterization given in Observation 5.5 and Claim 5.6.The detailed proofs of these claims are available in full version of this paper [11] .
Claim 5.7. Given a rooted spanning tree T , in O(Depth(T )) rounds, every node v can find anc T (v) and also for all the non-tree neighbors u of v, node v can find anc T (u).
Claim 5.8. Let T be a rooted spanning tree. In O(Depth(T )) rounds, every node v ∈ V can find C(v ↓T ).
Claim 5.9. Let T be a rooted spanning tree. In O(n) rounds, every node v ∈ V can find C(u ↓T ) and C(u ↓T , v ↓T ) for all u ∈ V \ v ↓T .
Claim 5.10. Let T be a rooted spanning tree. In O(n) rounds, for any two nodes v, u ∈ V \ {r T }, one of v or u can find |∂(u ↓T ⊕ v ↓T )|.
From Claims 5.7 to 5.10 we get the following lemma.
Lemma 5.11. Let u, v ∈ V be two nodes, let T be any spanning tree G, if any node x ∈ V knows anc T (x) and anc T (y) then it can find the edges incident to it which are part of the cut
Proof of Theorem 5.1. Firstly, from Lemma 5.2 we can find a set of spanning trees T of size O(log 2.2 n) such that at least one of them 2-respects a min-cut. Having received a set of spanning trees, our task is to find the size of minimum cut in each one of them which shares at most two edges with the tree. Let us fix a tree T in the set of spanning trees T . Our goal is to find the size of the minimum cut which shares two edges with the tree T . Firstly, by Lemma 5.4(2), we know that for any two nodes u, v ∈ V \ {r T }, E[T ] ∩ ∂(v ↓T ⊕u ↓T ) = {e T (v) , e T (u)}. Hence the value of the minimum cut which 2-respects the tree T is min ∀u,v |∂(u ↓T ⊕ v ↓T )|. From Claim 5.10, for a fixed rooted spanning treeT , in O(n) rounds for any two nodes u, v at least one of them know |∂(u ↓T ⊕v ↓T )|. Hence, min ∀u,v |∂(u ↓T ⊕ v ↓T )| can be found in O(D) rounds. We do this across all the trees. Thus we can find the size of the minimum among all cuts which 2-respects the trees in the set T in O(n log 2.2 n) rounds. Also, by Lemma 5.11, all the edges incident to any node x in this min-cut can be found locally by node x. □
Min-Cut of the Contracted Graph from Theorem 4.2
In this section, our goal is to find the min-cut in the contracted graph G = MSGC(G, ϵ) given by Theorem 4.2. We will follow the same idea as in the previous subsection; that is use Lemma 5.2 to find a set of spanning trees such that a min-cut shares only two edges in one of them. Further we will give a lemma similar to Lemma 5.3 for contracted graph G and spanning trees T .
Theorem 5.12. For any ϵ ∈ (0, 1 2 ) such that δ = n 2ϵ , let G = MSGC(G, ϵ) as given by Theorem 4.2. Then w.h.p.Õ(D + n 1−ϵ /22 ) rounds (i) every node knows the edge connectivity λ of G, and (ii) there is a cut C of size λ such that every node knows which of its incident edges are in C.
Let V be the vertex set in this contracted graph G and E be the remaining edge set after contraction. Below we give a lemma similar to Lemma 5.2 which gives us a set of spanning tree for the graph G.
Lemma 5.13. Given a contracted graph G, in total ofÕ( √ n + D) rounds, we can find a set of spanning trees T = T 1 , . . . ,T Θ(log 2.2 n) such that w.h.p there exists at least one spanning tree T ∈ T , which 2-respects a min-cut of G.
Having received the set of spanning trees, we explain how to find atomic values similar to Claim 5.9. One of the key difference here in comparison to the previous section is the depth of any tree T ∈ T . The depth of any such tree w.r.t the contracted graph G is n 1− ) when the tree is considered w.r.t. the original graph G. Here, we map all T ∈ T to a spanning tree of G, this will enable for efficiently calculating the properties which involve the whole graph.
A trivial mapping for any spanning tree T of G to a spanning tree T of G would be to construct a smallest depth sub-tree in each of the induced subgraph of a core of a cluster. But unfortunately, this does not work because the guarantees we have from Theorem 4.2 are in terms of the diamater of the clusters and not specifically about the core which might be linear in n, even worse, the subgraph induced by core of a cluster may not even be a connected component. Thus, here instead of constructing a BFS tree in each subgraph induced by the core of a cluster, we will construct BFS tree in the subgraph induced by the whole cluster. We define this mapping more precisely as below.
Let T be a rooted spanning tree of G. Let C be a non-trivial cluster of G such that C = S ∪ R, where S = Core(C) is the set of vertices corresponding to core and R = Regular(C) is the set of regular nodes of cluster C. Let s(C) be a vertex of G formed by collapsing vertices in Core(C). Now, for every spanning tree T of G, we will define a way to construct a BFS tree in each cluster. For every cluster C, we assign a leader node L T (C). If for some cluster C, s(C) is a root of T then define L T (C) as any arbitrary node from Core(C). Otherwise, if s(C) is any other node of T then define L T (C) as a node r C ∈ Core(C) such that (r C , π T (s(C))) is a tree edge in T . Note that there will be an unique r C beecause s(C) has only one parent in the spanning tree T . Further, define T [C] as a BFS tree in the induced subgraph G[C] rooted at π T (r C ). Now, define the mapping as a multi-set of edges which is the union of these constructed BFS tree edges, preserving the multiplicity:
We give the properties of the mapping in the following lemma.
Lemma 5.14. Let T be a rooted spanning tree of G = MSGC(G, ϵ) received from Theorem 4.2. Then mapping(T , G) has the following properties (1) If every node s of G (a core node or regular node) has a message msg s to be sent to each and every node in s ↓T , then to deliver all such messages it takes O(n 1− Here we use the mapping(T , G) for message passing. The key idea behind this is the fact that there is a path between any two nodes in G of size O(n 1− ϵ 22 ) using the edges of mapping(T , G) and each edge is repeated at most twice in the mapping(T , G) contributed by either one of the BFS tree T [C] for some cluster C or by T or by both.
Recall that Claims 5.7 to 5.10 were application of Lemma 5.3 coupled with Observation 5.5 and Claim 5.6. Since, Observation 5.5 and Claim 5.6 depend only on hierarchy of nodes established by a spanning tree thus these will be applicable for T and G as well. Similar to Lemma 5.3, for G and T , we have Lemma 5.14. Thus, Claims 5.7 to 5.10 can be proved for T and G as well. This will imply that for any spanning tree T and any two vertices r and s of G at least one of them can find C(r ↓T ), C(s ↓T ) and C(r ↓T , s ↓T ). Hence, using Lemma 5.13 we can prove Theorem 5.12 similar to Theorem 5.1.
PUTTING EVERYTHING TOGETHER
Here, we prove Theorem 1.1. Let δ = n 2ϵ for some ϵ ∈ (0, 1 2 ). We use a combination of Theorems 4.2 and 5.12 which allows us to find the min-cut of G w.h.p., as required by Theorem 1.1 inÕ(D + n 1−ϵ /44 ) rounds. Call this algorithm A. Also, by Theorem 2.1, we know that min-cut can be found inÕ(( √ n + D)λ 4 ) rounds. We use a combination of both these algorithms. Firstly, it is a well know fact that the approximate diameter D ′ can be estimated in O(D) rounds in CONGEST model such that D ≤ D ′ ≤ 2D. If D is linear in n, then we cannot do much and to find the min-cut we requireÕ(n) rounds for instance by using Theorem 5.1. Suppose that for some µ, D ′ ≤ n 1−µ .
Using the above mentioned parameter, the runtime of Theorem 2.1 isÕ(( √ n + n 1−µ )n 8ϵ ) =Õ(n 1 2 +8ϵ + n 1−µ+8ϵ ) and the runtime of Algorithm A isÕ(n 1−µ + n 1−ϵ /44 ). Firstly, note that both µ and ϵ can be determined using a distributed algorithm in O(D)
rounds. The runtime of Theorem 2.1 has two components n and n 1−µ+8ϵ such that when µ > 1/2 the former dominates and when µ < 1/2 then the later. When µ > 1 2 , then from runtime complexity of both the algorithms, the first term dominates and the break-point on deciding which among the two algorithms occurs at ϵ = 22 353 , which leads to n 1− 
OPEN PROBLEMS
An obvious open problem from our work is whether there are sublinear time distributed algorithms for computing the minimum cut for multi-graphs, where parallel edges allow more communication per round, and ultimately for weighted graph, where edge weights do not affect communication. Recall that we showed anÕ(n) bound for these problems in Section 5.1. Note that the same questions are open for centralized deterministic algorithms, where we borrow some techniques from [34] . Understanding these questions in one setting might shed some light on the other.
To answer the above, it might help to understand the two-party communication complexity of the following minimum cut problem: Nodes of a graph G = (V , E) are partition into two sets, denoted by V A and V B . Let C = E(V A , V B ). There are two players, Alice and Bob, who know the information about all edges incident to V A and V B , respectively. Can Alice and Bob compute the value of the minimum cut of G by communicatingÕ(n 1−ϵ |C |) bits? A negative answer to this question would imply a lower bound in the CONGEST model by a standard technique (e.g. [1, 6, 19, 40] ). A positive answer would rule out pretty much the only known technique to prove lower bounds and might lead to a fast algorithm in the CONGEST model, as happened for all-pairs shortest paths [4, 6] .
It is also very interesting to show tight bounds for computing the minimum cut on unweighted simple graphs. Since we already achieve sublinear time, past experiences from approximation distributed algorithms suggest that this might beΘ( √ n + D). Añ O( √ npoly(D))-time algorithm would be a big step towards this bound. Ruling out such algorithm should be very interesting, since it should imply a bound betweenÕ( √ n + D) andÕ(n). A special case that deserves attention is when the graph connectivity is small. For example, is there an algorithm that can check whether an unweighted network has connectivity at most k in poly(k, D, log(n)) time? A less ambitious goal that is already interesting is to get a f (k)poly(D, log(n))-time algorithm, for some function f that is independent of D and n (an algorithm "parameterized by k"). Bounds in these forms are currently known only for k ≤ 2 [50] . 7 As noted earlier, this paper is part of an effort to understand exact distributed graph algorithms. So far, not many problems admit tight bounds when it comes to exact solutions. (Minimum spanning tree [20, 38] and all-pairs shortest paths [4] are among a few that we are aware of.) Many problems are yet to be explored, e.g. singlesource shortest paths [18] , maximum weight/cardinality matching [2] , st-cut/flow [22] , vertex connectivity [5] , densest subgraph [13] , and betweenness and closeness centralities [27] .
A more general question that was raised recently [6] is to classify complexities of global problems in the CONGEST model. Tight bounds witnessed so far are in the form of eitherΘ(D),Θ( √ n + D), Θ(n), orΘ(n 2 ). Are there (preferably natural) graph problems with complexity in-between (e.g.Θ(n 1/2+ϵ + D) orΘ(n 1+ϵ ) for some constant ϵ > 0)? A bound in the formΘ(n 1/2 D ϵ + D) will be also interesting, and we suspect that it might be achievable when the two-party communication rounds are considered (as in [16] ).
