Introduction
In this paper, we show that many endpoint results about the Adams theorem still hold in the nondoubling setting and that the integral kernel can be generalized to a large extent. In [1] , in the setting of the Lebesgue measure, for 0 < < , recall that Adams considered and proved the boundedness of the fractional integral operator given by
The operator is also called the fractional integral operator or the Riesz potential. We denote by ( , ) the ball { ∈ R : | − | < } with center and of radius > 0, and by | ( , )| its Lebesgue measure, that is, | ( , )| = , where is the volume of the unit ball in R . Let be a bounded open subset of R . We denote its diameter by ; = sup { − : , ∈ } .
For ∈ 1 ( ), we define the integral mean over ( , ) by 
The norm of ∈ ( , ) ( ) is defined by the infimum of the constants satisfying the inequality above. When ( ) ≡ − ( > 0), ( , ) ( ) is denoted by , ( ). A direct consequence of this notation is that
for 0 < ≤ and ∈ [1, / ) . Some prefer to use the notation
with ( ) = ( )
references [2] [3] [4] [5] . 
provided the parameters , , satisfy 0 < ≤ , 1 < < < ∞, 1 = 1 − .
See also research papers [2] [3] [4] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] ] and a survey [5] . Meanwhile, only a few results are known for the case = 1. Trudinger [17, Theorem 1] proved that if ∈ 1,1 ( ) = 1 ( ) then exp( | 1 |) ∈ 1 ( ) for some constant > 0; this implies that the operator 1 is bounded from 1,1 ( ) to exp( 1 )( ). See also Serrin [18] for an alternative proof.
Recently, the boundedness of Riesz potentials from (1, ) ( ) to Orlicz-Morrey spaces was shown in [19] . This result extends [20, 21] . One of the reasons why the case when = 1 is difficult is the failure of the boundedness of the HardyLittlewood maximal operator . In connection with this failure, we do not have Littlewood-Paley characterization. Due to these two difficulties, the case when = 1 is hard to analyze. However, from the point of PDEs, we are faced with analyzing the quantity
in connection of the Kato condition, where is the potential operator of the operator −Δ + . See [22, Section 2], for example. Consequently, despite the difficulty arising from harmonic analysis, the case when = 1 occurs naturally. As another evidence that the case when = 1 is of importance, we recall that the space 1, (R ) appears naturally in the following sharp maximal inequalities [23, Theorem 4.7] , [24, Theorem 1.3] , and [25, Theorem 1.2]: let 1 < < ∞ and ∈ (0, ]. Then, there exists a constant > 0 such that
for any measurable function , where
is the sharp maximal operator due to Fefferman and Stein [26] . A disadvantage of using the Littlewood-Paley theory is that we lose the integrability of functions a little when we consider the inequality
where { } ∞ =−∞ is a Littlewood-Paley patch. By choosing a smooth function
, recall that we can define the th Littlewood-Paley patch by
for ∈ S (R ). Note that (13) is a direct consequence of the translation invariance of the space 1, (R ). But this loss caused by (13) is quite big. Note that
fails. See the appendix for a proof. When > 1, an approach using the Littlewood-Paley patch is taken effectively [27] . Indeed,
for all ∈ , (R ). However, for the case when = 1, due to the fact that the estimate (13) is essential when we consider the Littlewood-Paley patch, we prefer to avoid the LittlewoodPaley patch. See [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] for a huge amount of culmination of this approach.
Instead of using the Littlewood-Paley patch, we still have a good approach for the case when = 1. Just make a closer look at the integral kernel. Our method being simple enough, there is no need to stick to the geometric structure of R . Our result relies completely only upon the positivity of the integral kernel. So, here and below, we work on a separable metric space equipped with a nonnegative Radon measure , where we do not postulate any other condition on . By ( , ), we denote the open ball centered at of radius > 0. While, given a point 1 and 2 in R , we write | 1 − 2 | for the distance of the points 1 and 2 , and we write ( , ) for the distance of the points and in . We assume that ({ }) = 0 and that 0 < ( ( , )) < ∞ for ∈ and > 0 for simplicity. In the present paper, we do not postulate on the "so-called" doubling condition. Recall that a Radon measure is said to be doubling, if there exists a constant > 0 such that
for all ∈ supp( )(= ) and > 0. Otherwise is said to be nondoubling. In connection with the 5 -covering lemma, the doubling condition had been a key condition in harmonic analysis. Our aim in this paper is to show that, for the case = 1, the operator and its generalization are bounded from Morrey spaces (1, ) to Orlicz-Morrey spaces, or, to generalized Hölder spaces, whose definitions will be given in the next section, in the nondoubling setting. Our result extends the results in [17] [18] [19] [20] [21] . The definition of is the following: let be a function from (0, ∞) to itself and satisfy
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where
we discuss defined above. This modification will be necessary in Lemma 9 for example. An example in [44, Section 2] shows that † is less likely to be bounded in general, although there does not exist a proof. We refer to [45] for an attempt of definining fractional integral operators by using the underlying measure . Note that (18) is necessary in order that the image by of ( , ) , the indicator functions of the balls, belongs to , ( ) at least when is the Lebesgue measure. Indeed, if
for any sufficiently small > 0. Then, for ∈ ( , /2) such that ( , ) ⊂ , we have
by using the spherical coordinate.
We organize the remaining part of the present paper as follows. In Section 2, we set up some notations. Section 3 is devoted to stating our main results fully based on the notations in Section 2. Some auxiliary lemmas are collected in Section 4. Finally, theorems in the present paper are proven in Section 5.
Notation and Terminologies
Let G be the set of all continuous functions from (0, ∞) to itself with the doubling condition, that is, there exists a constant ≥ 1 such that
We call the smallest number satisfying (23) 
with the norm
Then, a routine argument shows that (1, ) ( ) is a Banach space. Due to the fact that R is a geometrically doubling space, we can prove that
for all > 1. See [48, Proposition 1.1] for a technique used to prove this inequality. Note here that if 1 , 2 ∈ G and 1 / 2 is bounded above on (0, ), then
in particular, if there exists a constant ≥ 1 such that
with equivalent norms. A ball testing shows the following.
Here and below, we write ≲ to indicate that there exists a constant independent of Morrey functions such that ≤ . The symbol ∼ stands for ≲ ≲ .
Proof. According to [49, Proposition A], for any ball ( 0 , ) contained in , we have
in the sense of sets, then by the closed graph theorem and the doubling condition on 1 and 2 , we conclude
If we combine (29) and (30), then we obtain that 1 / 2 is bounded above on (0, ).
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Let us consider the family Y of all continuous, increasing, convex, and bijective functions from [0, ∞) to itself. For Φ ∈ Y, the Orlicz space Φ ( ) is defined by
If Φ 1 , Φ 2 ∈ Y are equivalent in the sense that there exists a constant ≥ 1 with
for all > 0, then we see easily that
with equivalent norms. If
for large > 0, then Φ ( ) will be denoted by exp ( ) ( ) , exp exp ( ) ( ) , (log ) ( ) or (log ) (log log ) ( ) ,
respectively. For Φ ∈ Y and ∈ G, the Orlicz-Morrey space (Φ, ) ( ) is defined by
(see [50, 51] ). Then, again it is routine to prove that ‖ ⋅ ‖ (Φ, ) ( ) is a norm and that (Φ, ) ( ) is a Banach space. Note that the space Φ is a special case of Orlicz-Morrey spaces when = .
For ∈ G such that is bounded, the generalized Hölder space is defined by
Then, ‖ ‖ Λ ( ) is a norm modulo constants and thereby Λ ( ) is a Banach space. Since is bounded, every ∈ Λ ( ) is bounded. If ( ) → 0 as ↓ 0, then every ∈ Λ ( ) is continuous. For details, we refer to [52] .
Main Results
In this section, we state our main theorems, whose proofs are given in Section 5.
Throughout this paper, let be a bounded open set in and denote by , the doubling constant of ∈ G.
Let us begin with the following result, which is the one of Gunawan type [9] . Theorem 2. Let : (0, ∞) → (0, ∞) be a measurable function such that there exist 1 , 2 , such that
Let ∈ G, and define
for 0 < ≤ . Then, there exists a constant > 0 such that
for ∈ , 0 < ≤ and ∈ (1, ) ( ), where > 0 is a constant depending only on , , 1 , and 2 .
Remark 3. (1)
Here it is not significant for us to choose 16; it counts that any number will do as long as it is small enough.
(2) The number 4 in the right-hand side seems to be essential. According to [44, Section 2] , it can happen that the norms
1/
are not equivalent for 1 ≤ < ∞. 
Let ∈ G. Assume
and that̃/ is continuous and decreasing. Define
then there exists a constant > 0 such that
for ∈ , 0 < ≤ and ∈ L (1, ) ( ), where > 0 is a constant depending only on ,̃, , 1 , 2 , and . Finally, we shall show a result of Gunawan type about continuity.
Theorem 7.
Let : (0, ∞) → (0, ∞) be a measurable function such that there exist 1 , 2 , such that
Let ∈ G. Assume the following condition on . There are 0 < ≤ 1 and > 0 such that
whenever ( , ) ≤ ( , )/2. Assume in addition the Dini condition
If
then is bounded from (1, ) ( ) to Λ ( ). More precisely,
where > 0 is a constant depending only on , , , 1 , 2 , and .
Note that if ∫ 1 0 ( ( ) ( )/ ) < ∞ and 0 < ≤ 1, then
is bounded.
Preliminary Lemmas
Lemma 8. Let : (0, ∞) → (0, ∞) be a measurable function such that there exist 1 , 2 , such that
where > 0 is a constant depending only on , , 1 , and 2 .
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Moreover, if ≥ 0, then
where > 0 is a constant depending only on , , 1 , 2 , and .
Proof. If ∈ ( , 2 ) \ ( , 2 −1 ) and ∈ Z, then a geometric observation shows
Hence,
Set := [1 + log 2 ( 2 / 1 )]. Then, by virtue of the doubling condition on , we have
where 1 > 0 is a constant depending only on , 1 , and 2 . Consequently, since ({ }) = 0,
which proves (58). We choose 0 ∈ Z, so that ≤ 2 0 < 2 . Then, we have
Thus, since , 1 , being constants, (59) follows.
Lemma 9.
and that
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Then, for all ∈ (1, ) ( ),
Proof. By Fubini's theorem and the dyadic decomposition of the ball, we have
Since satisfies (66), we have
as required.
Proofs of the Theorems
We are now ready to prove our theorems.
Proof of Theorem 2. Let ∈ and ∈ (0, ]. By the positivity of the kernel, we may assume that ≥ 0. We write
for ∈ and 0 < ≤ . By Lemma 9, we have
Meanwhile, by Lemma 8 we have
8
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Hence, it follows from (71) and (72) that
where > 0 depends only on , , 1 , and 2 .
Proof of Theorem 5. By Theorem 2, we have
for ∈ and 0 < ≤ . Let := | |/‖ ‖ (1, ) ( ) . For ∈ and 0 < ≤ , sincẽ / is decreasing, we have by Lemma 8
Hence, in view of the definition of , we have
Now let
Observe that
by definition. We claim that
Indeed, wheñ( ) < ( ), we have = . Hence,
Consequently our claim (79) is justified. It follows from (76) and (79) that
By (49), we obtain
Hence, taking := ( 1 + 1)(1 + 2 ), we establish
Sincẽ/ is decreasing and
we see that
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which proves (50) .
Proof of Theorem 7. Write ( ( , )) ( ( , 4 ( , ))) ( ) ( ) 
for , ∈ . On the other hand, we have by (52) 
for , ∈ , as required. 
