The design of a miniature low-cost MEMS (MicroElectronic Mechanical Systems) based sensor for sensing pressure, flow and temperature in fluid power systems is presented. The sensor is small enough to be incorporated into hydraulic components such as pumps, motor and cylinders. Considerable literature exists on the development of MEMSbased pressure and temperature sensors; therefore the primary challenge addressed in this paper is a low cost flow sensing method that does not impose extra energy dissipation into the system.
INTRODUCTION
Presently, the flow rate, pressure, or temperature of a fluid power system can only be obtained by adding a stand-alone measurement component to the system. The cost of each component separately is highly dependant of the type and quality of the measurement one wishes to make. However, it is not uncommon for the cost of pressure, flow and temperature measurement combined to be on the order of a thousand dollars or more. In addition to high cost, adding separate measurement components to the system also has the disadvantages of increasing the size, complexity and weight of the system. Many pressure, flow and temperature sensing components currently on the market have been designed for laboratory use. The durability of these sensors for use in a rigorous industrial service is often questionable. Since energy loss is usually not a concern in a laboratory environment, the use of these sensors often imposes significant energy dissipation into the system, which is not desirable in an industrial setting. In this paper, an alternative method for obtaining the pressure, flow and temperature in a fluid power system is presented, in which additional components will not need to be added to the system. The method entails the integration of sensors directly into existing system components to detect preexisting pressure and temperature phenomena. This approach results in a durable, economical sensing method that is extremely well suited for industrial applications.
The integration of pressure flow and temperature sensors directly into fluid power components has several advantages compared to stand alone components. First, since the sensor is integrated into existing components, the size and weight of the system is not increased. For sensors to be integrated into existing components they will need to be of a very small size. The size requirement will necessitate the use of MEMS manufacturing methods for production, which also has many inherent advantages, including economical production costs. One major challenge with MEMS based sensors is usually packaging; however, if the sensor is to be directly integrated in to fluid power components, the packaging is no longer a major concern. Since the sensor is to be placed inside the fluid power components, the sensor will be as durable as the component it resides within.
Another advantage of the proposed sensing method is the sensor will not impose extra energy dissipation on the system. No extra energy will be dissipated because the sensor is to be designed to utilize pressure drops that occur due to geometry that already exists in the system. Many fluid power components contain sudden expansion, sudden contraction, elbow, etc geometry, which can be shown to exhibit repeatable pressure drop-flow characteristics. If these pressure-flow characteristics are harnessed, the flow can easily be inferred by simply measuring these pressure drops.
Implementation of the flow sensing method requires the use of MEMS pressure sensors. Considerable research effort has already been devoted to the development of piezoresitive strain type pressure sensors. The result of this research is extensive documentation regarding the design and characterization of such sensors. Many of the designs have been commercialized, and are available with a variety of pressure ranges, spanning from a very low scale of 0-5000 Pa [1] to a very high scale of 0-50 MPa. [2] With such a varied range of pressure scales, a sensor to sense pressure drops due to losses though geometry and infer a flow rate can easily be developed.
Similarly, work done by Steinhart and Hart [3] characterizes the behavior of semiconductor resistors as the operating temperature is altered. This work simplifies the use of common resistors as temperature measurement devices with a simple logarithmic polynomial curve fit calibration equation. Reproduction of this work will allow a temperature sensing method to be easily integrated into the sensor design.
In contrast, little research has been done on the development of MEMS based flow rate sensors for the macrodomain. Currently, the primary thrust of MEMS flow measurement research is based on microfluidic systems, and has little application to the measurement of a macro scale flow rate in a fluid power system. Some work has been done on the development of thermal and magnetic type sensors, however, these sensors cannot be implemented in fluid power systems due to working fluid restrictions of each. [4] . Our approach of inferring a flow rate from pressure drops shows promise in the development of MEMS based flow rate sensors.
Since the design will infer a flow rate through the measurement of small pressure drops, a calibration scheme for the pressure-flow relationship will need to be developed. The accuracy in determining this relationship will determine the accuracy of the flow measurement. As such, the determination of the pressure-flow calibration is a very important aspect of the sensor design.
In order to prove the validity of the flow sensing principle, an elbow geometry will be used as an example. The pressure flow relationships for this geometry will be studied in detail using numerical, CFD and experimental procedures in order maximize understanding of the fluid flow phenomena, so a sensor with the highest possible accuracy can be developed. Once the flow phenomenon has been characterized, the hardware aspects of the sensor will be designed. 
NOMENCLATURE

Numerical Results
The use of a typical elbow geometry as a flow meter has been studied, and is commerciality available for use in water flow measurement. [5] [6] [7] [8] [9] [10] [11] However, no such flow meter exists for use in fluid power systems, in the laminar flow regime. The primary difference between the water and oil as the working fluid is the viscosity. The difference between the dynamic (absolute) viscosity of water and typical hydraulic oil at room temperature is roughly a factor of 100, and at an elevated temperature of 100 o C, the difference drops to only a factor of 10. The difference in factors is attributed to a large viscosity temperature dependence of hydraulic oil compared to water. In order for the elbow to be used as a precision flow meter for hydraulic systems, the high viscosity low Reynolds number flow through the elbow will need to be understood and characterized. Other parameters including the entrance length preceding the elbow, pressure tap location, fluid density variation, and the effects of secondary flow fields will also need to be studied in order to maximize the sensitivity of the meter.
To begin, a rough mathematical estimate of the pressure difference between the inner and outer radii of the elbow will be developed. Consider the diagram of an elbow presented in Fig. 1.   1 
Fig. 1 Elbow Diagram
If the flow is assumed invisid, Euler's equation can be applied in streamline coordinates. Equation (1) summarizes this relationship in a direction normal to the flow: [12] S V p The primary shortcomings with this relationship are the assumption of 2-dimensional invisid flow which suggests a constant velocity profile across the section during the integration. With these shortcomings aside, the relationship can be effectively used to estimate the pressure difference between the inner and outer radii of a bend if the elbow geometry is known.
CFD Results
The results obtained with the Euler estimate shown as Eq. 2 predict a very small pressure difference between the inner and outer radii of the elbow, when compared to the usual pressures found in a fluid power system. The Euler relationships predicts a maximum pressure difference for a given flow rate will occur with the sharpest bend. In order to verify this result, and further study the suitability of this pressure difference for use to infer a flow rate, CFD methods are applied.
The geometry selected for study using CFD was that of standard cast iron off-the-shelf elbows. Measurement of these elbows determined they had a very sharp bend, and their broad availability and economical price further enhanced their suitability for the project.
The software used for the CFD study was CFX. This software is commercially available through ANSYS Ltd. Using CFX, many of the variables of the elbow could be quickly evaluated. These variables include: viscosity effects, entrance length, and pipe velocity.
In order to effectively capture the fluid behavior in the elbow, the flow regions including the elbow, sudden expansions that would occur before and after the elbow itself in an experimental apparatus, and substantial 10 diameter length entrance and exit regions were modeled.
To obtain accurate CFD predictions, careful consideration needs to be given during the meshing process. It was expected the largest gradients would occur in the boundary layers, and as such, the mesh was created with refinements in these areas. To study the effect of the mesh density on the solution, a sample mesh was created and a solution obtained. This solution was then compared to a similar mesh that had been automatically refined in the areas of the highest gradients. The heavily refined mesh demonstrated a 2.5% lower pressure difference between P 1 and P 2 , and contained approximately 50% more nodes. For the purpose of this design, this small variation is not significant to warrant using the heavily refined mesh, and also provides reassurance the problem is not mesh dependant.
The geometry, flow rates, and viscosity of the problem presented itself as laminar in nature. For each of the simulations, a laminar model and also the κ-ε turbulence model was compared. This was done in order to better understand the flow behavior, especially because of the possibility of laminar to turbulent transitions occurring as a result of the presence of the elbow. For each of the tests in which the κ-ε turbulence model was used, the intensity parameter at the inlet was set to medium, or 5% intensity. Please refer to ANSYS Ltd for more information regarding the turbulence models in the CFX software. [13] Once the effect of the mesh density on the solution was understood, the effect of the entrance length on the solution was examined. This was done by creating geometries with various entrance lengths, and subjecting each to the same set of boundary conditions. The result of the entrance length study is shown in Fig. 2 . If the longest length is assumed to be the most accurate data point, the total variation between all of the entrance lengths is only 1.2%. For the purpose of modeling the elbow, Fig. 2 shows an entrance length of 10 pipe diameters is adequate. Longer entrance lengths are not reported because the large size of the geometry and CFX license restrictions would not allow for an adequate mesh density to be used. The CFD entrance length study was also compared to experimental data, and the result showed good correlation.
The elbow geometries typically found in fluid power system components such as pumps typically have little or no development length preceding them. The results of the entrance length study show these geometries can be used to infer flow rate with success, and the resulting observed pressure difference per given flow rate will only be reduced a very small amount due to the short development length.
Fig. 2 Entrance Length Study Results
One advantage to using CFD simulations was the ability to characterize the effect of fluid viscosity on the observed pressure difference across the elbow. The viscosity of standard hydraulic oil roughly varies from 0.04 to 0.06 N s/m 2 for the standard range of operating temperatures, which is quite high compared with water and other such fluids. Since the Euler prediction given as Eq. 2 assumes invisid flow, the results of this study can only be compared to data obtained experimentally. During this investigation, the results given by the laminar and turbulent models differed. The laminar model correctly predicted the viscosity-pressure correlation seen experimentally, while the turbulent model predicted an inverse relationship. CFX predicted roughly a 2% difference in observed pressure difference due to the range of viscosity change.
One example of the phenomena that was examined in detail for the elbow geometry is the resulting secondary cross flow in the boundary layers due to the fluid viscosity. Investigation of the secondary flow phenomena showed the magnitude of the cross flow is viscosity and velocity dependant. Investigation with CFX shows that although this phenomenon is occurring within the bend with varying magnitude, its effect on measured pressure difference is minimal, suggesting the pressure difference is primarily momentum driven.
Compilation of the CFD data reveals a simple underlying relationship; for a given r/S geometry, pressure nondimensionalized with the Euler number is simply a function of the Reynolds number.
Experimental Verification
In order to fully characterize the flow in the elbow, CFD predictions were compared to pressure-flow data obtained experimentally.
In order to minimize the amount of uncertainty in the experimental measurements, a two piece precision machined billet steel elbow was used for the experimental data collection. The primary motivation for machining the elbow was the parameters r and S could be controlled to within 0.013mm. The elbow contained two independent elbow channels, one of 9.525mm diameter, and the other of 6.35mm diameter. The r/S ratio for both channels was ½, which is representative of the sharp bends observed in off-the-shelf cast iron elbows, and also in many other typical fluid power elbow fittings. The flow channels of the elbow were machined with smooth walls with no evidence of machining marks, scratches, etc in the passageways. This allowed for the experimental apparatus to directly compare to the CFD predications, as the CFD models were done assuming geometry with a smooth wall. Machining the elbow with a smooth wall also eliminated unnecessary variables from the experiments.
Machining the elbows from billet steel also allowed for very small pressure tap areas (1.5mm
2 ) to be used such that there was very little flow disturbance due to the pressure measurement. The pressure tap dimensions were selected based on the work of Shaw [14] to have a less than 1% measurement error. Smaller pressure tap areas were attempted, and resulted in very slow pressure response. This effect was magnified at lower temperatures, when the viscosity of the fluid was higher. One explanation for this behavior was the possibility of trapped air within the pressure sensor and the associated plumbing. If this were the case, changes in pressure would require small flow rates of fluid through the pressure tap channels as the volume of the trapped air adjusted to a new equilibrium pressure.
The elbow was connected to the fluid power test bench using standard weight pipe nipples. The internal diameter of the nipples was machined such that it matched the channel diameters of the billet elbow, and was also controlled to within 0.013mm. The advantage to using standard nipples was the entrance length could be easily varied; however, the tradeoff was an introduction of a sudden expansion/ contraction in the threaded area where the nipples attached to the billet elbow block. CFD simulations and experimental measurement showed the sudden expansion/contraction would have a minimal effect on the resulting pressure gradient across the elbow.
Considerable experiments were performed using the machined elbow at various flow rates, entrance lengths, and at varying temperatures conditions. Figure 3 demonstrates typical experimental results when standard weight hydraulic oil at 41 o C is used as the working fluid. The experimental results show good correlation with the CFX predication at higher flow rates, where the viscosity dependence of the turbine meter is less pronounced. The Euler estimation under predicts the observed pressure difference at all flow rates. Similar results were noted when the smaller 6.35 mm diameter channel was evaluated. In all cases, an alteration to the Euler predication with a simple constant multiplier improved the correlation, but did not result in a relationship that could be used as a calibration curve for the device. This suggests the viscosity effects are more complex, and a more in depth calibration procedure is necessary.
The pipe velocity is higher for the smaller diameter channel for a given flow rate. For the flow rates used in the experimental investigation, this resulted in higher observed pressure difference. Since the errors associated with pressure measurement were only slightly dependant on the observed pressure differential, the use of the smaller diameter channel results in data with a smaller percentage of pressure measurement uncertainty. Therefore, the smaller diameter geometry channel was calibrated for use as the flow measurement device. The design of the flow sensing aspect of the device is dependant on the calibration of the pressure-flow relationship In order to determine the calibration of this relationship, the effects of the fluid viscosity and density on the measured pressure difference needs to be known experimentally. To accomplish this task, the system pressure was held constant while the temperature and flow rate was varied using the 6.35 mm diameter channel. Since the density and the viscosity of the fluid can easily be determined as a function of temperature and pressure, this allows for the effect of both density and viscosity to be more easily investigated as a function of temperature alone. The experimental data derived from this procedure is shown in Fig. 4 . Fig. 4 . in order to improve the clarity. The magnitude of the error bars in Fig. 4 is similar to the bars shown in Fig. 3 . Figure 4 demonstrates that the measured differential pressure is strongly dependant on the fluid temperature. The same behavior was also noted for the larger 9.25 mm diameter channel. When the temperature density effects are compensated, the pressure dependence on viscosity change are on the order of 13%. This does not correlate well with the CFX predication, which was approximately 2%. Some reasons for this deviation include error introduced in the experimental data by the turbine flow meter and small errors associated with the actual viscosity of the oil. In light of this fact, it was understood that CFX could not be used to develop an exact calibration procedure for the sensor that could be substituted for laboratory work. Instead, CFX was used to gain understanding of the flow phenomena, and evaluate the suitability of a given geometry.
In order to characterize the effect of both the temperature and the measured flow rate on the resulting differential pressure measurement, a standard Buckingham Pi analysis of the pertinent variables was performed. [15] For this analysis, the variables of importance were considered to be V, D, ∆P, µ, and ρ. The results of the analysis was two pi terms, one velocity or flow term and one unit-less pressure term. The velocity or flow type term worked out to be the Reynolds number, and the pressure term was simplified to be the ratio of the measured differential pressure to that of the Euler predicted pressures. The pi terms are summarized as Eq. 3. The reciprocal of the Reynolds number can be plotted versus pi 2. This plot is presented as Fig. 5 , and it is quite apparent the result is a simple linear calibration curve for Reynolds numbers greater than 50.
It is expected the case of the infinite Reynolds number (zero viscosity case) would have a pressure ratio term of unity. The least square fit linear interpolation of the data presented in It is quite apparent from the relationship in Eq. 4 the zero viscosity case does not result in a pressure ratio of unity. The difference is most likely attributed to the assumption of a 2d geometry, and a constant velocity profile around the bend of the elbow (invisid flow). However, measurements were taken using hydraulic oil, a fluid which is quite viscous, and then the result was extrapolated to the zero viscosity case. This extrapolation is another likely reason for the difference, as the complex secondary flow phenomena is not considered except in the form of experimental measurement.
An alternative calibration procedure could be done using the temperature as the sole variable responsible for the pressure differences between the runs. However, it is a well established fact that the viscosity and density of hydraulic fluid also vary as a function of pressure [16] . Viscosity can vary by as much as a factor of 2 in the pressure ranges found in typical fluid power systems. If the density and viscosity variables are separated independently as shown, the calibration procedure can easily be used to account for the changes due to pressure. This procedure results in a flow-meter that can accurately measure flow rates at all process pressures and temperatures. The calibration procedure included fitting the data to a known flow rate. While gathering the experimental data, a turbine type flow meter was used to measure the flow rate. It is well established that turbine meters do exhibit some viscosity dependence on their resulting flow rates. Due to lack of documentation for the meter, the amount of variation in the measured flow due to viscosity only was unknown. However, the overall uncertainty of the meter was known, and the associated error bars are presented in Fig. 3 . The calibration procedure described in the preceding paragraphs works to calibrate the elbow to this turbine meter. In practice it would be best to develop the calibration curve from a most exacting device, such as a positive displacement, or proving type meter. 
MEMS SENSOR DESIGN AND FABRICATION
The design of the hardware aspect of the sensor is based on the fluid phenomena that was both numerically simulated and experimentally observed. The sensor is to have the capacity to infer a flow rate, and extract the absolute system pressure and temperature.
Fig 6. Sensor Functional Layout
Therefore, the hardware of the sensor is to measure two pressures, one small differential pressure to infer the flow rate, and another higher absolute (system) pressure. The design also requires a themister to be used on the die so temperature information can be extracted. The basic layout of the sensor can be seen in Fig. 6 .
Diaphragm Design
In the laboratory investigations, the maximum differential pressure observed across the small elbow was 35kPa. This pressure will be the design maximum for the differential pressure sensing element. Also in the laboratory experiments, the maximum system pressure is limited to 3.5MPa, This value will be used as the design maximum for the absolute pressure sensing element. For both pressure sensors, a design factor of safety of 2 will be used. This factor of safety was selected for the design in case of accidental over pressurization and for uncertainty in material properties. Since the diaphragms are to be made of silicon dioxide, there is a certain amount of uncertainty regarding impurities, pinholes etc in the film.
The design of the pressure sensing diaphragms was done by using conventional numerical means, and also by using commercially available Finite Element Analysis (FEA) software.
In order for conventional numerical means to be used to design the diaphragms, the diaphragms were assumed to be plates of fixed periphery. Using this assumption, simple plate theory can be applied to determine the stress and strain relationships present at all locations on the plate. Development of the plate theory is lengthy, and therefore only the final result will be presented below. Please refer to Szilard and Boresi et al. [17, 18] for a complete derivation of this underlying theory.
The general plate equation has no solution for the case of a fixed periphery plate, so alternative methods of solution were employed. One common method to indirectly solve the plate equation is the Ritz Energy method. For this method, all displacements which satisfy the boundary conditions and make the total potential energy of the structure a minimum are sought solutions.
The series given as Eq. (5) shows the solution of the Ritz Energy Method applied to the plate of fixed periphery. (10) shows the relationship between the second derivative of the deflection and the strain of the plate. The expressions presented as the result of the Ritz method were coded in Matlab in order to produce 3 dimensional renderings of the results, and to more easily compare the results to that of commercial FEA software. Figure 7 shows the deflection of the top surface of the pressure sensor diaphragm when the cavity is exposed to the maximum design pressure. To generate this figure, conditions matching that of the differential pressure cavity were used. The stress and strain in each of the coordinate directions could also be easily determined.
To simplify the design and manufacture of the sensor, both the differential and absolute pressure sensing diaphragms were designed as squares. With a square design, the stress and stain is symmetric in the respective directions. The strain in the x direction of the plate can be seen in Fig. 8 . The stress in the x direction of the plate has a similar appearance to the strain map presented in Fig. 8 .
The results shown in Fig. 7 and Fig. 8 were compared to an ANSYS FEA simulation with the same boundary conditions. The Ritz method with only 1 term in the series resulted in a 12% underestimation of the stress along the edges of the plate. This deviation can be attributed to using only 1 term in the series expansion, and also due to the stress concentration that occurs at the edge of the plate in the ANSYS simulation. To circumvent this problem, an additional 12% safety factor was introduced into the code in order to account for the variation. 
Resistor Placement Optimization
With the thickness and the size of the pressure sensing diaphragms established, the optimum location for the piezoresitive strain elements could be determined. The procedure followed to optimize the placement of the piezoresitive strain elements is similar to that described by Bae et. al. In this procedure, a computer code is written to systematically place the resistors, and then simulate the output of the resulting design. In this way, the placement of the resistors can be iterated such that the maximum sensitivity of the sensor is quickly obtained. [19] Following are the fundamental governing equations that are used to write this code. The general relationship between strain and change in resistance is given by Eq. (11) [20] .
The initial resistance of the polysilicon resistors is given by the relationship between the resistivity of the material and the resistor geometry shown in Eq. (12) . wt l R ρ = (12) In order to programmatically size and place the resistors on the surface of the diaphragm, variables defining the geometry of the resistors are established. The definitions of the resistor size and placement variables are shown in Fig. 9 .
Piezoresistive strain sensors operate by converting changes in resistance to changes in voltage with a Wheatstone bridge configuration. The maximum output of a Wheatstone bridge is realized when all resistors in the bridge are active elements, i.e. a full bridge design. For the design of this sensor, the goal is to maximize the sensitivity, so a full bridge design is used. Another advantage to this design is the sensor is less temperature dependant, as all elements of the sensor are in an isotheral environment. Any changes in resistance due to temperature will be reflected on all elements of the bridge, resulting in only small output changes.
Fig. 9. Resistor Layout Diagram
To implement the full bridge design, two of the piezoresistive elements need to be placed in regions of positive (tensile) strain, while the opposing two elements need to placed in negative (compressive) strain regions. The effect can be understood by studying the general Wheatstone bridge configuration described by Eq. (13) and Fig 10. [21] ) )( ( (11), Eq. (12), and Eq. (13) were combined with the strain map presented in Fig. 8 to programmatically produce a method to predict the output voltage of the sensor. For simplicity, the resistor width values, wr and ws were set to 50um, the smallest feature size that can be cost effectively prototyped.
Fig. 10. General Wheatstone Bridge Layout
The length ls of the resistor away from the diaphragm edge was set to 100um for all simulations in order for the connections to the resistors to be made in areas of lower strain. The length puts the connection point far from the areas of maximum strain which occurs at the edge of the plate. In the simulations, this length worked to reduce the overall sensitivity of the sensor, as there was strain simulated only on the deflected diaphragm, and not on the surrounding substrate. In actuality, the strain does not suddenly stop at the edge of the diaphragm, but extends a certain distance beyond. Therefore, it is expected the optimization simulation will under predict the sensitivity of the sensor.
The variable lp, the length of the resistor extending onto the diaphragm, and n, the number of resistor turns were iterated such that the optimum output voltage was obtained. Figure 11 shows the result of the iterations.
It is apparent the maximum output of the sensor is realized when the number of turns of the resistor is 1 and the length ls of the resistor onto the diaphragm area is approximately 200um. From the work of Bae et all [19] , it was assumed the overall length of a resistor with this configuration would be too short and result in noisy output signal. Instead, the number of turns of resistor that was selected was 2, and the a length ls of 250 um was selected. From Fig 11 it is apparent the tradeoff to a longer resistor configuration results in very little reduction in sensor sensitivity.
Fig. 11. Resistor placement optimization results
The same simulation program was also used to design the second pressure sensing cavity. This cavity is designed to sense the absolute (system) pressure, and will be subject to pressures of much larger magnitudes. The only difference between the design of the absolute cavity and the differential pressure sensing cavity is the diaphragm material. For the absolute pressure cavity, the material is silicon, whereas with the differential cavity, the diaphragm material was silicon dioxide. Attempts were made to use the thin dioxide material for the absolute sensor, however, the resulting cavity size was too small, and could not be cheaply fabricated
Temperature Design Considerations
The temperature sensing aspect of the design consisted of placing a resistor of substantial length on the device. The resistance was selected to be a very high value as to minimize self heating errors. The resistance value of the resistor will be calibrated to measure temperature using the Stienhart-Hart polynomial log fit method [3] .
The change in resistance of the thermister will be measured with a simple quarter Wheatstone bridge design, with the 3 fixed resistance elements placed in an isothermal environment. A quarter bridge design was selected in lieu of a more sensitive half bridge design in order to keep the number of contacts from the die to the package to a minimum.
MEMS Fabrication Process
The fabrication sequence for the sensor is shown graphically in Fig. 12 The sequence starts by growing silicon dioxide on both sides of a double polished wafer with a wet thermal oxidation process. After oxidation, LPCVD is used to apply a layer of in situ heavily doped polysilicon, which is used as the piesoresitive strain material. The doped polysilicon is then patterned using a dry etching process to form resistors. A layer of Cr to promote adhesion is evaporated next, followed by the evaporation of a gold layer which is used as the contact medium. The Cr and gold layers are then patterned to form wire traces and contact pads. Next, the attention focuses on the bottom of the wafers. The topside is protected using a combination of a special mechanical holding apparatus and chemical means. The opening for the differential pressure cavity is then etched in the silicon dioxide, and the silicon substrate beneath is KOH etched to a depth of approximately 75 um. The cavity for the absolute pressure sensor is then opened in the silicon dioxide, and then both cavities are simultaneously KOH etched. The cavities are finish etched using DRIE to eliminate the sharp edge stress concentrations that resulted from KOH etching. The advantages of the DRIE process is slightly rounded corners in the cavities, and the ability to accurately control the etch depth and diaphragm thickness. After etching the finished silicon component is then anondicly bonded to glass, which has provisions to allow for the differential pressure measurement.
Fig.12 Sensor Fabrication Diagram
Conclusion
The design of a novel pressure, flow and temperature sensing scheme for use in fluid power systems was presented. The scheme required the flow rate in the system to be inferred Cr/Au Mech. Prot. Glass from small pressure drops that result from flow through preexisting system geometry.
As a basis to prove the validity of the flow sensing concept, standard elbow geometry was evaluated. The geometry was evaluated using numerical, CFD, and experimental methods. It was determined the approach could be easily calibrated and used as an effective flow measurement method in fluid power systems.
After the validity of the flow measurement concept was established, sensor hardware was designed to extract pressure and temperature information from the system. The design of the hardware required coding of several optimization routines in order to design a sensor with the maximum sensitivity. The fabrication process to build the optimized prototype sensors was then presented.
Future work will entail building a prototype sensor device, and evaluating its performance. Based on the performance of the device, some of the hardware design aspects including the overall device size may need to be reconsidered.
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