Ambient backscatter has been introduced with a wide range of applications for low power wireless communications. In this paper, we propose an optimal and low-complexity dynamic spectrum access framework for the RF-powered ambient backscatter system. In this system, the secondary transmitter not only harvests energy from ambient signals but also reflects these signals to transmit its modulated data to the receiver. Under the dynamics of the ambient signals, we first adopt the Markov decision process (MDP) framework to obtain the optimal policy for the secondary transmitter, aiming to maximize the system throughput. However, the MDP-based optimization requires complete knowledge of environment parameters, e.g., the probability of a channel to be idle and the probability of a successful packet transmission, that may not be practical to obtain. To cope with such incomplete knowledge of the environment, we develop a low-complexity online reinforcement learning algorithm that allows the secondary transmitter to "learn" from its decisions and then attain the optimal policy. Simulation results show that the proposed learning algorithm not only efficiently deals with the dynamics of the environment but also improves the average throughput up to 50% and reduces the blocking probability and delay up to 80% compared with conventional methods.
I. INTRODUCTION
Dynamic spectrum access (DSA) has been considered as a promising solution to improve the utilization of radio spectrum [2] . As DSA standard frameworks, the Federal Communications Commission and the European Telecommunications Standardization Institute have recently proposed Spectrum Access Systems (SAS) and Licensed Shared Access (LSA) respectively [3] . In both SAS and LSA, spectrum users are prioritized at different levels/tiers. For example, there are three types of users with a decreasing order of priority, i.e., Incumbent Users (IUs), Priority Access Licenses (PALs), and General Authorized Access (GAAs). DSA harvests under-utilized spectrum chunks by allowing an secondary user (SU) to dynamically access (temporarily) idle spectrum bands/whitespaces to transmit data.
For low-power communications users in DSA (e.g., IoT applications), recent advances in radio frequency (RF) energy harvesting allow SUs to harness the IUs' signals while IUs are active. Specifically, with RF-energy harvesting capability, an SU transmitter can harvest/capture energy from the incumbent signals that are transmitted from IUs, e.g., base stations and TV towers, to support its operations. This mechanism is also known as the harvest-then-transmit (HTT) technique [4] . However, the SU's system performance under HTT strongly depends on the amount of harvested energy. Intuitively, if the incumbent channel is mostly inactive, the amount of harvested energy is insignificant, and thus the SU may not have sufficient energy to transmit data. In the case when the incumbent channel remains busy for a long period, the SU may not be able to use all the harvested energy to transmit data due to the transmission power regulation and the limited transmission time.
Given the above, we introduce a novel framework that employs ambient backscatter communications to further improve the spectrum utilization of RF-powered DSA systems. The ambient backscatter technology has been emerging recently as an enabler for ubiquitous communications [5] - [9] . Unlike conventional backscatter communication systems, i.e., monostatic and bistatic backscatter [4] that require dedicated RF sources, in an ambient backscatter communication system, wireless devices can communicate just by reflecting RF signals from ambient RF sources, e.g., TV towers, cellular base stations, and Wi-Fi access points (APs). Thus, this 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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technique not only reduces deployment and maintenance costs, but also supports device-to-device communications with a very small environmental footprint. By integrating the ambient backscatter technique into an RF-powered DSA system, the secondary transmitter (ST) 1 can transmit data to its secondary receiver (SR) by backscattering the incumbent signals when the IU is active. Hence, the SU with ambient backscatter has more options to transmit data with ultra-low energy consumption, thereby further improving the spectrum utilization without causing harmful interference to IUs [5] . However, RF signals from IUs, e.g., TV or radar towers, are often highly dynamic and even unknown to the SUs due to RF source activities and the locations of the SUs. Although the backscatter and energy harvesting activities can be simultaneously performed on the same device, e.g., [6] , [7] , they are not effective to perform at the same time. In particular, when the ST is backscattering signals, the amount of harvested energy is relatively small and just sufficient to supply for internal operations [4] , [5] . Thus, a critical challenge to RF-powered ambient backscatter DSA systems is how to efficiently tradeoff between backscattering RF signals and harvesting energy from RF signals under the dynamic of ambient signals. In addition, the low-power SUs are intrinsically limited in computing and energy. This fact calls for efficient yet lightweight solutions.
This work aims to provide an optimal and efficient DSA solution that guides the ST to whether stay idle, backscatter signals, harvest energy, or actively transmit data, to maximize its throughput (based on its current observations, i.e., channel state, the energy level, and data buffer status). In particular, we first develop a Markov decision process (MDP) framework together with the linear programming technique to obtain the dynamic optimal policy for the ST when all environment information is given in advance. We then propose a low-complexity online learning algorithm to help the ST make the optimal decisions when the environment parameters, e.g., channel state, the successful data transmission probabilities, are not available. The simulations demonstrate that the proposed solutions always achieve the best performance compared with other existing methods. Furthermore, the proposed learning algorithm with incomplete environment parameters can closely attain the performance of the MDP optimization with complete information.
II. RELATED WORK AND MAIN CONTRIBUTIONS

A. Related Work
As aforementioned, the performance of a RF-powered DSA system strongly depends on the amount of harvested energy and/or battery capacity of the SUs [11] . Various works in the literature study the joint optimization of energy harvesting and data transmission to maximize the spectrum utilization, e.g., [12] - [16] . In particular, the authors of [14] propose a non-convex multi-objective optimization problem to maximize the energy harvesting efficiency and minimize the total transmit power as well as the interference power leakage-totransmit power ratio for a DSA. In [16] , the authors consider device-to-device (D2D) communications in a cellular network. In this network, the D2D transmitters harvest energy from ambient RF signals and use the uplink or downlink channel to actively communicate with the corresponding receivers.
However, all current solutions for RF-powered DSA systems encounter a common limitation when the incumbent channel is mostly busy. In such a case, the throughput of the secondary system is low as the ST hardly has opportunities to access the IUs' channel to transmit. The ambient backscatter technique has recently emerged as a promising solution to address this problem. The ambient backscatter technique is particularly appropriate for implementation in RF-powered DSA systems due to the following reasons. First, ambient backscatter circuits are small with low-energy consumption [17] - [22] , while they can share the same antenna in RF-powered wireless devices. Second, similar to RF-powered DSA systems, the ambient backscatter technique also utilizes incumbent signals as the resource to transmit data, thereby maximizing the spectrum utilization. Third, the ambient backscatter technique can transmit data without requiring decoding incumbent signals, thereby lowering the complexity of the secondary systems. However, when the ambient backscatter technique is integrated into RF-powered DSA wireless devices, how to tradeoff between the HTT and backscatter activities in order to maximize network throughput of the ST is a major challenge.
The optimal time tradeoff between the HTT and backscatter activities is investigated in [23] . In this work, the authors prove that there always exists the globally optimal time tradeoff. This implies that the integration of the ambient backscatter technique into RF-powered DSA systems always achieves the overall transmission rate higher than that of using either the ambient backscatter communication or the HTT scheme individually. In [6] and [24] , the authors propose a hybrid backscatter communication system to improve transmission range and bitrate. Different from [23] , this system adopts a dual/hybrid mode operation of bistatic backscatter and ambient backscatter depending on indoor and outdoor zones, respectively. Through numerical results, the authors show that the proposed hybrid communication can significantly increase the throughput and coverage of the system. Nevertheless, these solutions require complete knowledge of environment parameters to formulate the optimization problem. Alternatively, a stochastic geometry model is used in [25] to derive the success transmission probability together with the network transmission capacity. To improve the average throughput and the coverage of backscatter networks, the sensing-pricingtransmitting policy adaptation problem for the STs is investigated in [26] through using a Stackeberg game model. Nonetheless, the game model does not deal with the dynamics of the environment and may be infeasible to deploy in the ST which is a power-constrained device. In [27] , the authors propose a novel framework to reduce the collision in backscatter sensor networks with multiple low-cost passive sensors uploading their sensing data to a drone mounted reader. The authors then introduce statistical inference algorithms based on the Bayesian networks and the well-known expectationmaximization principle to recover the sensing data. Nevertheless, the Bayesian networks are extremely computationally expensive and tend to perform poorly on high dimensional data.
All aforementioned and other related work in the literature have not accounted for the dynamics of the incumbent signals. In this work, we capture the dynamics of IUs using the MDP framework to obtain optimal DSA decisions for the ST. However, the MDP optimization requires complete environment information to derive the optimal policy that may not be practical in dynamic systems. Moreover, to deal with such incomplete information scenarios or environment uncertainties, the MDP optimization becomes more computationally demanding, especially for large-scale systems. To address these shortcomings, we propose a low-complexity online reinforcement learning algorithm.
B. Contributions
The major contributions of this paper are as follows.
• We develop a dynamic optimization framework based on MDP to obtain the optimal policy for the ST in the RF-powered ambient backscatter communications system. This policy allows the ST to make optimal decisions to maximize its long-term average throughput under the dynamics of incumbent channel state, data, and energy demands. • To find the optimal policy for the ST, we first construct the transition probability matrix and formulate the optimization problem. Then, we use linear programming [28] to obtain the optimal policy. • To deal with the incomplete information and high-complexity of traditional methods, we propose a low-complexity online reinforcement learning algorithm that allows the ST to obtain the optimal policy through learning from its decisions. The proposed learning algorithm is especially important for RF-powered ambient backscatter IoT devices that have limited power and computing resources but have to deal with the dynamics of the surrounding environment. • Finally, we perform extensive performance evaluation with the aims of not only demonstrating the efficiency of the proposed solutions, but also providing insightful guidance on the implementation of RF-powered ambient backscatter DSA systems. Section III describes the system model. Section IV presents the MDP framework together with the linear programming solution. The low-complexity online learning algorithm is developed in Section V. Finally, evaluation results are discussed in Section VI and conclusions of the paper are drawn in Section VII.
III. SYSTEM MODEL
A. DSA RF-powered Ambient Backscatter System
In this work, we consider a DSA system in which the secondary system coexists with the incumbent system as illustrated in Fig. 1 . The secondary system consists of an ST and an SR, and the ST will opportunistically transmit data to the SR in an overlay fashion. The ST is equipped with Fig. 1 . DSA RF-powered ambient backscatter system model. ambient backscatter and RF energy harvesting circuits. When the incumbent transmitter transmits data to its receiver, i.e., the incumbent channel is busy, the ST can either backscatter the incumbent signals to transmit data or harvest energy from the signals to store the energy in its energy storage as shown in Fig. 1(a) . In contrast, when the channel is idle, the ST can use its harvested energy to actively transmit data to its SR as shown in Fig. 1 
The maximum data queue size and the energy storage capacity are denoted by D and E, respectively. In this paper, we consider scenarios in which the channel coherence time is relatively large w.r.t. the energy harvesting and backscattering periods. Similar to [43] - [46] , in such a case, slow fading model can be adopted. In each time slot, the probability of a packet arriving at the data queue is denoted by α. We denote the probability of the incumbent channel being idle by η. When the channel is busy and the ST performs backscattering to transmit data, the ST can transmit d b data units successfully with probability β. This transmission is referred to as the backscatter mode. When the channel is busy and if the ST chooses to harvest energy, it can harvest e h units of energy successfully with probability γ. When the channel becomes idle, the ST can use e t units of energy to actively transmit d t data units to its receiver, and σ denotes the successful data transmission probability. This process is also known as harvest-then-transmit (HTT) mode [13] . Note that we consider only one ST as it is a typical setting for backscatter communications systems [8] , [29] , [30] . Nevertheless, multiple STs can be supported through the channel selection that allows the STs to operate on different incumbent channels to avoid collision and complex signaling as in random access and TDMA, respectively. This case can be extended straightforward from the current system model. It is worth noting that, the successful probabilities when transmitting, backscattering, and harvesting are dependent on the considered environment. Different environments may result in different probabilities. Fig. 2 shows a circuit diagram implemented at the ST and the SR in our considered RF-powered ambient backscatter DSA system. This circuit diagram has been adopted in many hardware designs in the literature [4] , [5] , [29] , [30] . The ST consists of five main components, i.e., the controller, load modulator (for ambient backscatter process), energy harvester, active RF transmitter, a rechargeable battery, i.e., energy storage, and a data buffer. The controller is responsible for controlling all the actions of the ST including making decisions and performing actions, e.g., stay idle, transmit data, harvest energy, and backscatter data. When the incumbent channel is busy, if the ST chooses to harvest energy, the ST will harvest energy from the incumbent RF signals by using the RF energy harvester and store the energy in the rechargeable battery. This energy will be used for transmitting data when the incumbent channel becomes idle through the active RF transmitter. In contrast, if the ST chooses to backscatter data, the ST will modulate the reflection of the ambient RF signals to send the data to the SR through the load modulator. To do so, the ST uses a switch which consists of a transistor connected to the antenna. The input of the ST is a stream of one and zero bits. When the input bit is zero, the transistor is off, and thus the ST is in the non-reflecting state. Otherwise, when the input bit is one, the transistor is on, and thus the ST is in the reflecting state. As such, the ST is able to transfer bits to the SR. Note that the ST can backscatter data at different rates by using an RF switch, e.g., ADG902 RF switch, to turn between the reflecting and non-reflecting states. To decode the backscattered data sent from the ST, we need to configure the values of capacitors and resistors in the backscatter receiver. For example, as stated in [5] , when the backscatter rate is 1 kbps, the values of R 1 , R 2 , C 1 , and C 2 are 150 kΩ, 10 M Ω, 4.7 nF , and 10 nF , respectively. In the backscatter mode, the ST can still harvest energy, but the amount of harvested energy is relatively small and just sufficient to supply for operations in the backscatter mode [4] , [5] . It is worth noting that the ambient backscatter communications do not generate any noticeable interference to the IUs, as long as the distances between the backscatter transmitter and the IUs are more than 7.2 inches [5] .
B. DSA RF-Powered Ambient Backscatter Circuit Diagram
The SR is equipped with the controller and power source. The controller takes responsibility for all the operations of the SR including selecting operation modes to extract the data sent from the ST. The active RF decoder is used to decode data when the ST actively transmits the data in the channel idle period. For the backscatter mode, the SR uses the backscatter decoder to extract the transmitted data. Specifically, to decode the data from the ST in the backscatter mode, the received signals are first smoothed by an envelope-averaging circuit. Then, the compute-threshold circuit is used to produce an output voltage between two levels, i.e., low and high. After that, the comparator compares the average envelope signals with a predefined threshold to generate output bits, i.e., 0 or 1. This process is known as the average mechanism [5] . Note that this mechanism only works if the backscatter rate of the transmitter is lower than the RF ambient signals. With the higher data rate, the ambient signals are more uncorrelated than the adjacent samples in the backscattered signals, and thus they can be separated at the backscatter receiver.
C. Tradeoff in DSA RF-Powered Ambient Backscatter System
In the considered system, we consider two successive working periods of the incumbent transmitter, i.e., idle and busy. As mentioned, when the incumbent channel is busy, the ST can either backscatter signals to transmit data to the SR or harvest energy and store the harvested energy in the energy storage. When the incumbent channel is idle, the ST can actively transmit data to the SR by using the energy in the energy storage. This leads to a tradeoff problem between the HTT and backscatter process to maximize the network throughput. In particular, the ST needs to take an action, e.g., transmit data, harvest energy, or backscatter data, based on its current state, i.e., the joint channel, data queue, and energy storage states. To find the optimal policy for the ST, we adopt two methods as follows:
• When the ST knows the environment parameters, the optimal policy is obtained by an optimization formulation based on the offline linear programming approach. The detail of this solution is given in Section IV. • If the environment parameters are not available in advance, we introduce an online learning algorithm to help the ST obtain the optimal policy through interaction processes with the environment. The details of the online reinforcement algorithm with low complexity are provided in Section V.
IV. MARKOV DECISION PROCESS FORMULATION
In this section, we present the optimization problem based on the MDP framework to obtain an optimal policy for the ST. We first define the action and state spaces. Then, the transition probability matrix of the MDP is derived. Finally, the optimization formulation and performance measures are obtained.
A. State Space and Action Space
We define the state space of the ST as follows:
where c represents the state of the incumbent channel, i.e., c = 1 when the incumbent channel is busy and c = 0 otherwise, d and e represent the number of data units in the data queue and the energy units in the energy storage of the ST, respectively. D is the maximum data queue size, and E is the maximum capacity of the energy storage. We assume that the battery has finite capacity [37] . The ST can only store the harvested energy till the maximum capacity of E units, and all the energy harvested when the energy storage is full is lost. The state of the ST is then defined as a composite variable s = (c, d, e) ∈ S, where c, d and e are the channel state, the data state, and the energy state, respectively. The ST can perform one of the four actions, i.e., stay idle, transmit data, harvest energy, and backscatter data. Then, the action space of the ST is defined by
1, when the ST stays idle, 2, when the ST transmits data, 3, when the ST harvests energy, 4, when the ST backscatters data.
(2) Additionally, the action space given states of the ST denoted by A s comprises all possible actions that do not make a transition to an unreachable state. We then can express A s as follows:
The first condition corresponds to the case when the incumbent channel is idle, and the number of data units in the data queue or the number of energy units in the energy storage is not enough for active transmission. This condition is also applied to the special case when the channel is busy, the number of data units in the data queue is not enough for backscattering, and the energy storage is full. The ST then can select only action a = 1, i.e., stay idle. The second condition corresponds to the case when the incumbent channel is idle and there are enough data and energy for active transmission. The third condition corresponds to the case when the incumbent channel is busy, the data in the data queue is not enough for backscattering, and the energy storage is not full. The ST, therefore, can select only action a = 3, i.e., harvest energy. The fourth condition corresponds to the case when the incumbent channel is busy, there is enough data for backscattering, and the energy storage is full. In this case, the ST can only choose to backscatter. The fifth condition corresponds to the case when the incumbent channel is busy, there is enough data for backscattering, and the energy storage is not full.
B. Transition Probability Matrix
We express the transition probability matrix given action a ∈ A s as follows:
where η is the probability that the incumbent channel is idle. The first row of matrix P(a) corresponds to the case when the incumbent channel is idle and the second row corresponds to the case when the incumbent channel is busy. The matrix W(a) represents the state transition of the ST including both the data queue and the energy storage. As mentioned in Section IV-A, when the incumbent channel is idle, the ST will stay idle or transmit data. Otherwise, the ST will harvest energy or backscatter data. Thus, we consider 2 cases of the channel status and derive the corresponding transition probability matrices.
1) The Incumbent Channel Is Idle: We first derive the transition probability matrix when the incumbent channel is idle as follows:
In this case, the ST can choose to stay idle, i.e., a = 1, or transmit data by using energy in the energy storage, i.e., a = 2.
a) The ST Stays Idle: The transition probability matrix of the ST is expressed in (6) . Note that in this paper, the empty elements in the transition probability matrices are either zeros or zero matrices with appropriate sizes.
where each row of matrix W(1) corresponds to the number of packets in the data queue, i.e., the queue state. The matrix B d,d (1) represents the data queue state transition from d in the current time slot to d in the next time slot. Each row of the matrix B d,d (1) corresponds to the energy level of the ST. Clearly, with action a = 1, the energy storage will remain the same. However, the data queue can increase by one unit if there is a packet arrival. Thus, we have
where α is the packet arrival probability. It is important to note that when the data queue is full, incoming packets will be dropped. Thus, B D,D (1) = I, where I is an identity matrix. b) The ST Transmits Data: The transition probability matrix of the ST when a = 2 is expressed in (9) , as shown at the top of the next page. Again, in each time slot, the ST will transmit d t data units in the data queue, i.e., d ≥ d t . There are four cases to derive the matrix B d,d (2) as follows:
where i ∈ {1, 2, 3, 4} corresponds to four transition probability matrices of the data queue, i.e., (2) , and B d,d+1 (2) , respectively.
• The first case, i.e., B d,d−dt (2) , happens when the ST successfully transmits data to its SR with the probability σ, no packet arrives, and there is enough energy in the energy storage, i.e., e ≥ e t . Thus, the probability for (2) , happens when the ST successfully transmits data to its SR, a packet arrives, and there is enough energy in the energy storage, i.e., e ≥ e t . Thus, the probability for this case is b 2 t = σα. • The third case, i.e., B d,d (2) , happens when the ST unsuccessfully transmits data to its SR with the probability (1 − σ), no packet arrives, and there is enough energy in the energy storage, i.e., e ≥ e t . Thus, the probability for this case is (2) , happens when the ST unsuccessfully transmits data to its SR, a packet arrives, and there is enough energy in the energy storage, i.e., e ≥ e t . Thus, the probability for this case is b 4 t = (1 − σ)α. Note that when the data queue is full, i.e., d = D, there is no fourth case, the calculation of b i t for the first two cases remain unchanged, while for the third case,
There is also a special case when d t = 1. In this case, the indexes (d− d t +1) and d are the same. Thus, the probability for this case is σα
2) The Incumbent Channel Is Busy: When the incumbent channel is busy, the transition probability matrix is expressed as follows:
In this case, the ST can choose to harvest RF energy and store it in the energy storage, i.e., a = 3 or backscatter data in the data queue to the secondary receiver, i.e., a = 4. a) The ST Harvests Energy: The transition probability matrix can be expressed as follows:
When the data queue is not full, i.e., d < D, as the ST can only harvest energy, there are two cases for deriving the transition matrix given as follows: γ) . When the data queue is full, i.e., d = D, the transition matrix B D,D (3) is expressed as follows:
b) The ST Backscatters Data: The transition probability matrix of the data queue is expressed as in (16) , as shown at the top of the next page. Again, at each time slot, the ST will backscatter d b packets from the data queue, i.e., d ≥ d b . This process does not require any energy from the energy storage. Therefore, the energy state in the data queue remains the same. There are four cases to derive the matrix B d,d (4) as follows:
where i ∈ {1, 2, 3, 4} corresponds to four transition probability matrices of the data queue, i.e., B d,d (4), and B d,d+1 (4) , respectively.
• The first case, i.e., B d,d−d b (4), happens when the ST successfully backscatters data to its receiver and no packet arrives. Thus, the probability for this case is (4), happens when the ST successfully backscatters data to its receiver and a packet arrives. Thus, the probability for this case is b 2 b = βα. • The third case, i.e., B d,d (4), happens when the ST unsuccessfully backscatters data to its receiver and no packet arrives. Thus, the probability for this case is (4) , happens when the ST unsuccessfully backscatters data to its receiver and a packet arrives. Thus, the probability for this case is b 4 b = (1 − β)α. Note that when the data queue is full, i.e., d = D, there is no fourth case, the calculation of b i b for the first two cases remain unchanged, while for the third case, b
There is also a special case when d b = 1. In this case, the indexes (d−d b +1) and d are the same. Thus, the probability for this case is βα + (1 − β)(1 − α).
C. Optimization Formulation
We formulate an optimization problem based on the aforementioned MDP and then obtain the optimal policy, denoted by Ω * , for the ST to maximize its throughput. The policy is a mapping from a state to an action taken by the ST. In other words, given the data queue, energy level, and incumbent channel states, the policy determines an action to maximize the average reward in terms of throughput for the ST. The optimization problem is then expressed as follows:
where R(Ω) is the average throughput of the ST under the policy Ω and T k (Ω) is the immediate throughput under policy Ω at time step k that is defined as follows:
In Theorem 1, we show that the average throughput R(Ω) is well defined and does not depend on the initial state.
Theorem 1: For every Ω, the average throughput R(Ω) is well defined and does not depend on the initial state.
Proof: To prove this theorem, we first point out that the Markov chain is irreducible. It means that we need to prove that p k s,s > 0, ∀s, s ∈ S, i.e., the process can go from any state to any state after k steps. We will consider two cases, i.e., the incumbent channel is busy and idle, and prove that in each case, the transition probabilities will be always greater than 0. Clearly, from any state when the incumbent channel is busy (or idle), the process can move to any state when the incumbent channel is idle (or busy). Intuitively, as the probability of the incumbent channel being idle is η, from state s = (0, d, e), ∀d ∈ D and ∀e ∈ E, we can move to state s = (1, d, e) with probability (1 − η) > 0. In contrast, the process will move from state s = (1, d, e ) to state s = (0, d, e) with probability η > 0.
Consider the case when the incumbent channel is idle. Given state s = (0, d, e), ∀d ∈ D and ∀e ∈ E, if the ST chooses to stay idle, the system will move to state s = (0, d + 1, e) with probability α if there is a packet arrival, and remain unchanged with probability (1−α) > 0 if there is no packet arrival. If the ST chooses to transmit data, the system will move to the next state under the four cases with different probabilities b 1 t > 0, b 2 t > 0, b 3 t > 0, and b 4 t > 0 as discussed in Section IV-B. Note that the energy storage needs to have enough energy, i.e., e ≥ e t , to support the transmission. Through the energy harvesting process, the system always can move to a state in which there is enough energy in the energy storage as discussed in the following.
Consider the case when the incumbent channel is busy. Given state s = (1, d, e ), ∀d ∈ D and ∀e ∈ E, if the ST chooses to harvest energy from the incumbent signals and there is a packet arrival, the system will move to state s = (1, d+1, e+1) , i.e., successfully harvests RF energy, and s = (1, d+ 1, e), i.e., unsuccessfully harvests RF energy, with probabilities b • a > 0 and b a > 0, respectively. If there is no packet arrival, the system will move to state s = (1, d, e + 1) and remain unchanged with probabilities b † a > 0 and b ‡ a > 0, respectively. For the case when the ST chooses to backscatters data, the system will move to the next state under the four cases with different probabilities b
Thus, the state space S contains only one communicating class, i.e., p k s,s > 0, ∀s, s ∈ S. In other words, the MDP with states in S is irreducible. As a result, the average throughput R(Ω) is well defined and does not depend on the initial state [28] , [31] .
Then, we obtain the optimal policy from the optimization problem by formulating and solving a linear programming (LP) problem [28] . The LP problem is expressed as follows: 
where p s,s (a) denotes the element of matrix P(a) and ψ(s, a) is the steady-state probability at which the system is in state s and action a is taken. The LP problem then can be solved by using the simplex method [40] . Once the ψ(s, a) values are derived, we can obtain the optimal randomized policy. The optimal randomized policy for each state s is the probability of choosing action a ∈ A s . This probability can be calculated as follows:
, ∀s ∈ S.
The optimal solution obtained by the simplex method contains |S| variables ψ(s, a) ≥ 0 [40] . It can be seen that ψ(s, a) > 0 for at least one a ∈ A s , at each state s ∈ S.
As such, we have ψ(s, a) > 0 for only one action a at each state s ∈ S. Therefore, each ζ(s, a) = 0 or 1. Based on the simplex method, we can obtain the deterministic optimal policy Ω * , i.e., mapping from a state to an optimal action.
D. Performance Metrics
Given that the optimization problem is feasible, we can obtain the optimal policy for the ST. The following performance measures then can be derived. a) Average Number of Packets in the Data Queue is Obtained From ((c, d, e ), a).
b) Average Throughput is Obtained From ((1, d, e ), 4).
c) Average Delay can be Obtained Using Little's Law as Follows
where τ is the effective arrival rate which is the same as the throughput. The aforementioned MDP introduced in Section IV requires environment parameters, e.g., channel idle and packet arrival probabilities, to construct transition probability matrices. Nevertheless, these environment parameters may not be available for formulating the optimization problem in practice. We thus propose a low-complexity reinforcement learning algorithm to obtain the optimal policy for the ST in an online fashion without requiring the environment parameters in advance. In particular, we implement the online reinforcement learning algorithm on the ST that directly guides the controller to take actions as shown in Fig. 3 . Given the current state and its policy, the learning algorithm will make an optimal decision and send to the controller to perform the action. After that, the learning algorithm observes the results and updates its current policy. In this way, the learning algorithm can improve its policy, and we will show that our proposed learning algorithm can converge to the optimal policy.
A. Parameterization for the MDP
We denote Θ = {θ s,a ∈ R} as a parameter vector of the ST at state s with the current action a. We consider a randomized parameterized policy [32] , [33] to find decisions for the ST. Under the randomized parameterized policy, when the ST is at state s, it will choose action a with the probability χ Θ (s, a) which is normalized as follows:
where Θ = · · · θ s,a · · · is used to support the ST to make decisions given its current state. By using the results obtained from interacting with the environment, this parameter vector will be updated iteratively. In addition, the parameterized randomized policy χ Θ (s, a) must not be negative and satisfies the following constraint:
Based on the parameterized randomized policy, the immediate throughput function of the secondary user is then parameterized as follows:
where T (s, a ) is the immediate throughput when the ST chooses action a given state s. Similarly, the parameterized transition probability function given the randomized parameterized policy χ Θ (s, a) can also be derived as follows:
where p s,s (a) is the transition probability from state s to state s when action a is taken. After that, the average throughput of the ST can be parameterized as follows:
where s k is the state of the ST at time step k. E Θ [·] is the expectation of the throughput. Then, we derive the following proposition [32] : Proposition 1: The Markov chain corresponding to every Θ is aperiodic. Additionally, there exists a state s † that is recurrent for the Markov chain.
Proof: Given state s and parameter vector Θ, the system will remain unchanged with the one-step probability as follows: 
Clearly, as mentioned in the proof of Theorem 1 and Section IV-B, p Θ (s, s) > 0, ∀s ∈ S. As a result, the period of state s ∈ S, i.e., the greatest common divisor of all n-step transitions of state s, is equal to 1, thereby state s is aperiodic. As every state s ∈ S is aperiodic, the Markov chain corresponding to Θ is also aperiodic.
Similar to the the proof of Theorem 1, we can show that the Markov chain corresponding to Θ is irreducible. Therefore, there always exists a recurrent state s † for the Markov chain corresponds to every Θ.
Proposition 1 implies that the average throughput ξ(Θ) is well defined for every Θ. More importantly, ξ(Θ) does not depend on the initial state s 0 . Additionally, we have the following balance equations: 
where π Θ (s) is the steady-state probability of state s under the parameter vector Θ. The balance equations (31) have a solution denoted by a vector Π Θ = · · · π Θ (s) · · · [32] . From (29) and (31), we can derive the parameterized average throughput as follows:
The objective of the optimal policy is to find the optimal value of Θ to maximize the average throughput ξ(Θ) of the ST.
B. Policy Gradient Method
To obtain the gradient of the average throughput ξ(Θ) in (30), we define the differential throughput d(s, Θ) at state s. Note that this differential throughput is used to show the relation between the immediate throughput and the average throughput of the ST at state s instead of the recurrent state s † . Then, the differential throughput d(s, Θ) is expressed as follows:
where T = min{k > 0|s k = s † } is the first future time when the system revisits the recurrent state s † . Intuitively, given a trajectory (s 0 = s, s 1 , s 2 , . . .) of the Markov chain with transition probabilities p Θ (s, s ) which starts at the state s, we have the following expression:
to estimate d(s, Θ) in which ξ is an estimate of the average throughput ξ(Θ) and T is the first future time when the system revisits the recurrent state s † . In particular, an estimate ξ can be obtained by accumulating such estimates along the trajectory [32] . Nevertheless, except the case in which ξ is equal to ξ(Θ), Eq. (34) results a biased estimation rather than an unbiased estimate of the differential throughput d(s, Θ). As such, we will obtain a biased estimation of the gradient ∇ξ(Θ) as follows. Under the Proposition 1, the differential throughput d(s, Θ) is a unique solution of the following Bellman equation:
We then make the following proposition: Proposition 2: For any two states s, s ∈ S, the immediate throughput function T Θ (s) and the transition probability function p Θ (s, s ) satisfy the following conditions: (1) twice differentiable and (2) the first and second derivatives with respect to θ are bounded. The proof of Proposition 2 is provided in Appendix A. In particular, Proposition 2 ensures that the immediate reward and the transition probability functions depend "smoothly" on θ. With the differential throughput d(s, Θ), the gradient of the average throughput ξ(Θ) can be easily derived as stated in Theorem 2.
Theorem 2: Under Proposition 1 and Proposition 2, we have Θ) .
The proof of Theorem 2 is provided in Appendix B.
C. Idealized Gradient Algorithm
As stated in [34] , the idealized gradient algorithm is formulated based on results obtained in Theorem 2 as follows:
where ρ k is a step size. To guarantee the convergence of the algorithm, the step size ρ k must be nonnegative, deterministic, and satisfies the following constraints:
Specifically, the step size has to approach to zero when the time step approaches to infinity. For the policy gradient method, the algorithm will begin with an initial parameter vector Θ 0 ∈ R |S| , and the parameter vector Θ will be adjusted at each time step by using (37) . Under Proposition 2 in [34] , it is proved that lim k→∞ ∇ξ(Θ k ) = 0, and thus ξ(Θ k ) converges.
D. Online Reinforcement Learning Algorithm
By calculating the gradient of the function ξ(Θ k ) with respect to Θ at each time step k, the average throughput ξ(Θ k ) can be maximized based on the idealized gradient algorithm. Nevertheless, the gradient of the average throughput ξ(Θ k ) may not be exactly calculated if the size of the state space S is very large. Therefore, we propose the online reinforcement learning algorithm which can estimate the gradient ξ(Θ k ) and update the parameter vector Θ at each time step in an online fashion.
From (26) , as a∈As χ Θ (s, a) = 1, we can obtain that a∈As ∇χ Θ (s, a) = 0. Therefore, from (27) 
Thus, under Theorem 2, the gradient of ξ(Θ) can be expressed as follows: 
Algorithm 
where
q Θm (s k , a k ) = 
Here T = min{k > 0|s k = s † } is the first future time that the learning algorithm visits the recurrent state s † . In addition, q Θ (s, a) can be expressed as the differential throughput if the ST chooses action a at state s based on policy χ Θ . Then, we introduce Algorithm 1 that updates the parameter vector Θ at each time it visits the recurrent state s † as follows.
In Algorithm 1, the step size ρ m satisfies (38) and ν is a positive constant. F m (Θ m , ξ m ) is the estimated gradient of the average throughput calculated by the cumulative sum of the total estimated gradient of the average throughput between the m-th and (m + 1)-th visits of the algorithm to the recurrent state s † . Additionally, the gradient of the randomized parameterized policy function in (25) is derived as ∇χ Θm (s k , a k ). Through Algorithm 1, the parameter vector Θ and the estimated average throughput ξ are adjusted at each time step. Then, the convergence result of Algorithm 1 is derived as in Theorem 3.
Theorem 3: Let (Θ 0 , Θ 1 , . . . , Θ ∞ ) be a sequence of the parameter vectors generated by Algorithm 1. Then, ξ(Θ m ) converges and
with probability one. The proof of Theorem 3 is provided in Appendix C.
With Algorithm 1, we need to store all values of
χΘ m (s k ,a k ) and q Θm (s k , a k ) between the m-th and (m + 1)th visits in order to update the values of the parameter vector Θ. This may lead to slow processing especially when the size of the state space S is large. To deal with this issue, Algorithm 1 is modified to be able to update parameter vectors at every time slot with simple calculations. First, F m (Θ m , ξ m ) is reformulated as follows:
Then, the algorithm now can be expressed as in Algorithm 2, where ν is a positive constant and ρ k is the step size of the algorithm.
E. Complexity Analysis
Our proposed learning algorithm, i.e., Algorithm 2, is very computationally efficient in terms of time and storage. This is due to the fact that the state and action variables in the algorithm can be updated iteratively in an online fashion without storing and using any information from history.
First, for the memory complexity, in Algorithm 2, the ST just needs to update the parameter vectors, i.e., Θ k , z k , and ξ k , where Θ k is the parameter vector of the ST that we need to optimize, z k is an auxiliary variable used to compute the value of ∇χΘ k (s k ,a k ) χΘ k (s k ,a k ) before it is used to update the value of Θ k , and ξ k is the estimated value of the average throughput. Since Algorithm 2 works in an online fashion, the values of Θ will be updated at each step, and we do not need to store all other values in the past. Thus, we can avoid the curse-of-storage which happens in the algorithms using values in history to make decisions. In contrast, conventional algorithms used to find the optimal policy for the MDP, e.g., value iterations, need to store value for each pair of state and action, thereby requiring a huge amount of memory. 
Update ρ k 7: end for 8: Outputs: The optimal value of Θ Thus, conventional algorithms may not be feasible to implement on the low-power ST.
Second, for the computational complexity of the algorithm, the ST needs to do four steps in each time slot. Specifically, in the first step, based on the value of Θ in the previous step, the ST calculates the value of χ Θ (s, a) by using Eq. (25) and decides which action to take. In the second step, the ST computes the value of ∇χΘ k (s k ,a k ) χΘ k (s k ,a k ) and updates the value of z as in Eq. (50). In the last two steps, the ST updates the values of Θ and ξ as in Eq. (51) and Eq. (52), respectively. Additionally, we note a very interesting point here for the calculation of Eq. (50). Because of the special structure of χ Θ (s, a) as shown in Eq. (50), instead of calculating the value of ∇χΘ k (s k ,a k ) χΘ k (s k ,a k ) directly, we can transform it into an equivalent form by 1 − χ Θ (s, a) through few steps of mathematical manipulation. At each computing step, the ST just needs to perform basic calculations without any complex functions. As a result, the complexity of the proposed algorithm is just O(|A s |) (with |A s | < |A|). Therefore, the online learning algorithm can be efficiently implemented on power-constrained devices. Unlike our algorithm, conventional algorithms for the MDP usually have higher complexities, e.g., polynomial time for the simplex method [41] , 2 O(|A||S| 2 ) and O(|A||S| 2 + |S| 3 ) for the value iteration algorithm and policy iteration algorithm, respectively [42] .
Regarding the power consumption, the proposed algorithm is feasible to deploy on the ST for the following reasons. First, the complexity of the proposed algorithm is very low in terms of both memory and computational. Second, the ST is equipped with a ultra-low power MCU such as STM32 and MSP430 [4] , [5] . In addition, when backscattering data to the receiver, the ST still can harvest energy from the RF signals in the non-reflecting state. Finally, the ST can be equipped with multiple antennas to harvest energy from ambient RF signals. As a result, the power consumption can be effectively managed without a need of considering in the problem formulation.
VI. PERFORMANCE EVALUATION
A. Parameter Setting
We perform intensive simulations to evaluate the performance of the proposed solutions under different parameter settings. In particular, the data queue of the ST can store up to 10 packets with the packet size set at 300 bits [39] . The energy storage capacity is set to be 10 units. The fundamental energy unit is 60 μJ [38] . When the channel is busy, we assume that if the ST harvests energy, it can successfully harvest one unit of energy with probability γ = 0.9. Otherwise, if the ST performs backscattering to transmit data, it can successfully transmit one unit of data with probability β = 0.9. When the channel is idle and if the ST wants to transmit data actively, the ST requires one unit of energy to transmit two units of data. The successful data transmission for the harvestthen-transmit mode is also assumed to be σ = 0.9. The probabilities γ, β, and σ can be derived through experiments. Note that our proposed online learning algorithm does not require these information in advance. It can learn the dynamics of the environment to obtain the optimal policy for the ST. Unless otherwise stated, the idle channel probability and the packet arrival probability are 0.5. For the learning algorithm, i.e., Algorithm 2, we use the following parameters for the performance evaluation. At the beginning, the ST will start with a randomized policy, i.e., stay idle or transmit data if the incumbent channel is idle, and harvest energy or backscatter data otherwise. We set the initial value of ρ = 10 −5 and it will be updated after every 18,000 iterations as follows: ρ k+1 = 0.9ρ k [32] . We also set ν = 0.01. To evaluate the proposed solutions, we compare their performance with three other schemes.
• Harvest-then-transmit (HTT): this scheme lets the ST harvest energy when the channel is busy and transmit data when the channel becomes idle [13] . • Backscatter communication: with this scheme, the ST will only backscatter to transmit data when the incumbent channel is busy [5] , [8] . • Random policy: when the incumbent channel is idle, the ST will decide to stay idle or transmit data with the same probability, i.e., 0.5. Similarly, when the incumbent channel is busy, the ST will either harvest energy or backscatter with the same probability of 0.5.
B. Numerical Results
1) Optimal Policy Obtained by MDP Optimization With Complete Information:
We first discuss the optimal policy obtained by the linear programming technique presented in Section IV, and study how environment parameters impact the decisions of the ST. Figs. 4 and 5 show the optimal policy of the ST when the idle channel probability is low (η = 0.2) and high (η = 0.8), respectively. As shown in Fig. 4 , when the idle channel probability is 0.2, i.e., the channel is often busy, the ST will only harvest energy when the energy state is low and the data state is high. However, when the idle channel probability is 0.8, i.e., the channel is often idle, the ST will backscatter only if the energy storage is full and the data queue is not empty as shown in Fig. 5 . The reason is that when the ST actively transmits data, the ST can transmit two packets, and thus this policy is to reserve energy for the ST to transmit data when the channel is idle.
2) Convergence of the Learning Algorithm: Next, we show the learning process and the convergence of the proposed learning algorithm, i.e., Algorithm 2, presented in Section V. First, we obverse the learning process of Algorithm 2 in the first 10,000 iterations. As shown in Fig. 6(a) . In the first 4,000 iterations, the ST is still in the learning process to find the optimal values for the parameter vector Θ, and thus its performance is fluctuated. However, after 4,000 iterations, the learning algorithm begins stabilizing, and thus its average throughput starts to increase. The average throughput of the ST achieves 0.68 after 10 5 iterations, and converges to 0.69 after 5×10 5 iterations as shown in Fig. 6(b) . The convergence result in Fig. 6 also verifies our proof of convergence for the learning algorithm presented in Appendix C.
3) Performance Comparison: Next, we perform simulations to evaluate and compare performance of the proposed solutions, i.e., MDP optimization with complete information and the proposed online reinforcement learning algorithm (Algorithm 2) with incomplete information, with three other policies, i.e., HTT, backscatter, and random policies, in terms of average throughput, delay, and blocking probability. a) Average Throughput: In Figs. 7(a) and (b), we show the average throughputs of the ST obtained by different policies when the idle channel probability and the packet arrival probability are varied, respectively. In Fig. 7(a) , as the idle channel probability increases from 0.1 to 0.5, the average throughput of the HTT policy increases by 178% accordingly. This is due to the fact that when the incumbent channel is likely to be idle, the ST has more opportunities to transmit data from the data queue. However, the average throughput obtained by the HTT policy will be reduced 68% when the idle channel probability increases from 0.6 to 0.9 as the ST has less time to harvest energy, resulting in a low throughput. For the backscatter policy, since the ST only backscatters to transmit data, its performance will depend on the channel status. As a result, the average throughput of the ST in this case decreases 82% as the idle channel probability increases from 0.1 to 0.9.
By switching among the actions of harvesting energy, backscattering, and active transmitting data, the optimal policy obtained by the aforementioned MDP-based optimization formulation achieves the highest throughput. Intuitively, when the idle channel probability is lower than 0.4, the ST will prefer the backscatter mode, and it will switch to HTT mode when the idle channel probability is higher than 0.4. We observe that the learning algorithm yields the throughput which is close to that of the optimal policy and much higher than those of other policies, e.g., approximately 17% and 50% higher than those of the random policy and the backscatter policy when η = 0.7, respectively. Fig. 7(b) presents the throughput of the system when the packet arrival probability is varied. Clearly, under the small packet arrival probability, i.e., less than 0.4, all the policies yield almost the same throughput. When the packet arrival probability increases from 0.1 to 0.4, the throughputs of all the policies increase 4 times. This is due to the fact that when the number of data units in the data queue is very low, the ST has sufficient opportunity to transmit and/or backscatter its data as the probabilities that the incumbent channel is idle or busy are the same, i.e., η = 0.5. Similar to the case when the idle channel probability is varied, when the packet arrival probability is higher than 0.4, the optimal policy achieves the highest throughput followed by the learning algorithm. For example, when the packet arrival probability is 0.9, the throughput gain obtained by the learning algorithm can be up to 50% and 27% compared to those of the HTT and backscatter policies, respectively. b) Average Delay and Average Blocking Probability: In Fig. 8 and Fig. 9 , we examine the performance of the ST in terms of the average numbers of data units waiting in the data queue and the blocking probability, respectively. Specifically, in Fig. 8(a) when the idle channel probability is lower than 0.6, the average numbers of data units waiting in the data queue obtained by the optimal policy and the learning algorithm are very small, i.e., less than 2 data units. However, when the idle channel probability increases from 0.6 to 0.9, the average numbers of data units waiting in the data queue obtained by the two policies increase dramatically, i.e., about 6 times. Similar trends are observed in Fig. 9(a) for the blocking probability of the ST. This is stemmed from the fact that as the channel idle probability increases, the ST has less time to harvest energy and backscatter its data based on the ambient signals. As mentioned, by obtaining the near optimal policy for the ST, the proposed learning algorithm can reduce the number of the data units waiting in the queue and the blocking probability near 2.4 and 5 times, respectively, compared to that of the backscatter policy when η = 0.7.
In Fig. 8(b) and Fig. 9(b) , when the packet arrival probability increases from 0.1 to 0.8, the average number of data units waiting in the data queue and the blocking probability obtained by the optimal policy and the learning algorithm slightly increase, i.e., from 0 to 1.4 data units. However, they increase significantly when the packet arrival probability reaches 0.9. Note that in all cases, the average numbers of data units waiting in the data queue and the blocking probability obtained by the optimal policy and the learning algorithm always achieve the best performance (as little as 20% of the other policies). This result is especially useful in controlling quality of service for the ST.
VII. CONCLUSIONS
This paper is concerned with the average throughput, delay, and blocking probability of the dynamic spectrum access RF-powered ambient backscatter system. Specifically, to deal with the dynamics of the environment, i.e., incumbent channel state, energy/battery status, and data to be transmitted, we have proposed the optimization formulation based on the MDP to obtain the optimal policy for the secondary transmitter. However, the optimization requires environment parameters, which may not be available in practice. Thus, we have developed a low-complexity online reinforcement learning algorithm that allows the ST to learn from its actions and make optimal decisions. With low time and storage complexities, the proposed reinforcement learning algorithm is especially suitable for power-constrained devices such as sensors, smart meters, and implants. Through the simulation results, we have demonstrated that without requiring full information about the environment, the proposed learning algorithm yields the performance (in terms of throughput, delay, and blocking probability) close to that of the optimal policy and superior to those of using HTT or backscatter policies individually. Moreover, the simulation results can provide insightful guidance for the secondary transmitter to choose the best mode to operate corresponding to the environmental conditions. In the future work, fast fading will be investigated under different scenarios. The state-of-the-art reinforcement learning algorithms with deep neural networks will be adopted to further improve the system performance under fast-fading channels.
APPPENDIX A THE PROOF OF PROPOSITION 2
Given state s, if the ST chooses to stay idle, i.e., a = 1, or to harvest energy, i.e., a = 3, the immediate throughput function T (s, a) = 0. Thus, we have 
where Q = exp(θ s,1 )+exp(θ s,2 )+exp(θ s,3 )+exp(θ s,4 are bounded. Thus, ∂TΘ(s) ∂θs,2 is bounded. Similarly, ∂TΘ(s) ∂θs,4 is also bounded. As a result, the first derivative of the immediate throughput function is bounded.
In the same way, we can derive the second derivative of the immediate throughput function T Θ (s) as ∇ 2 T Θ (s) = 0, ∂ 2 TΘ(s) ∂ 2 θs,2 , 0, ∂ 2 TΘ(s) ∂ 2 θs,4 . is bounded. Similarly, ∂ 2 TΘ(s) ∂ 2 θs,4 is also bounded. Therefore, the second derivative of the immediate throughput function is bounded. Similar with the immediate throughput function, the transition probability function p Θ (s, s ) is also twice differentiable, and its first and second derivative are bounded.
APPPENDIX B THE PROOF OF THEOREM 2
This is to show how to calculate the gradient of the average throughput. In (31) , with s∈S π Θ (s) = 1, we have 
and from (31), π Θ (s ) = s∈S π Θ (s)p Θ (s, s ). Then, equation (56) can be expressed as in (58), as shown at the top of this page. The proof is completed.
APPENDIX C THE PROOF OF THEOREM 3
Let Proposition 1, Proposition 2 hold, we prove the theorem in the following.
First, we reformulate the equations (43) and (44) in the specific form as in (59), as shown at the top of this page. We define the vector r km = Θ m ξ m , then (59) becomes
where H m is expressed as in (61) Recall that T = min{k > 0|s k = s † } is the first future time that the algorithm visits the recurrent state s † . Therefore, the expression in (59) can be formulated as follows:
where ε m = ρ(H m − h m ) and note that E[ε m |F m ] = 0.
As ε m and ρ m converge to zero almost surely, and h m is bounded, we have lim m→∞ (r km+1 − r km ) = 0.
After that, from Lemma 11 in [32] , it is proved that ξ(Θ) and ξ(Θ) converge to a common limit. Hence, the parameter vector Θ can be expressed as follows:
where m is a summable sequence and e m is an error term that converges to zero. As stated in [35] , [36] , (65) is known as the gradient method with diminishing errors, and we can prove that ∇ξ(Θ m ) converges to 0, i.e., ∇ Θ ξ(Θ ∞ ) = 0.
