This paper describes a compound Poisson-based random effects structure for modeling zero-inflated data. Data with large proportion of zeros are found in many fields of applied statistics, for example in ecology when trying to model and predict species counts (discrete data) or abundance distributions (continuous data). Standard methods for modeling such data include mixture and two-part conditional models. Conversely to these methods, the stochastic models proposed here behave coherently with regards to a change of scale, since they mimic the harvesting of a marked Poisson process in the modeling steps. Random effects are used to account for inhomogeneity. In this paper, model design and inference both rely on conditional thinking to understand the links between various layers of quantities : parameters, latent variables including random effects and zero-inflated observations. The potential of these parsimonious hierarchical models for zero-inflated data is exemplified using two marine macroinvertebrate abundance datasets from a large scale scientific bottom-trawl survey. The EM algorithm with a Monte Carlo step based on importance sampling is checked for this model structure on a simulated dataset : it proves to work well for parameter estimation but parameter values matter when re-assessing the actual coverage level of the confidence regions far from the asymptotic conditions.
candidate models purposely tailored to verify the previous desired infinite divisibility 27 property since the class of infinitely divisible distributions coincides with the class of 28 limit distributions of compound Poisson distributions ([9] , theorem 3 of chapter 27).
29
Depending on the nature of the term in the random sum, the compound distribu-30 tion can be discrete or continuous. The construction of such a compound distribution 31 with an exponential random mark for continuous data and with a geometric one for 32 counts is recalled in section 2. This approach is worthwhile for two reasons. The 33 first is parsimony : there is only one parameter for the Poisson distribution plus an 34 additional one for the probability distribution function -pdf -of each component 35 of the random sum. Secondly, the compound construction may assist our under-36 standing in cases where the data collection can be interpreted in terms of sampling a 37 latent marked Poisson field. That is to say that the data appear in latent "clumps" 38 that are "harvested" during the experiment, the Poisson parameter being the pres-By harvesting an area D, we pick an integer-valued random variable N of clumps. According to Poisson process property N follows a Poisson distribution of parameter µ D. For each clump i the independent random variables X i or marks (with the same probability distribution) represent for instance the possible biomass in each clump to be collected. The final return will consist of the sum over N clumps of the amount contained in each clump. With the convention that Y = 0 if N = 0 , the random sum : 
Choice of the random component X for continuous data

89
For real-valued data with extra zeros, we will concentrate in this paper on the exponential distribution of parameter ρ for component X such that E(X) = ρ −1 , Figure 1 : Realization of a marked Poisson process on a region of R 2 , the sample is conducted over a region D. Here the total catch is y = 7.7, the effective number of collected clumps is 8.
leading to
To keep on with an ecological interpretation of the model, assuming that the mark
90
X follows an exponential distribution of parameter ρ, means for the biologist that 
96
This compound Poisson distribution was termed law of leaks (LOL) by [6] , where X represents elementary unobserved leaks occurring at N holes (uniformly located) along a gas pipeline. In summary :
For the discrete case, a similar definition holds with the corresponding geometric 97 distribution for the marks (see section 2.4). 
Random effects
Although the previous compound construction could have formally been extended to non-homogeneous Poisson processes, it is easier but still quite realistic to relax the assumption of homogeneity by considering homogeneous blocks (or strata), modeling possible inter-block dispersion using random effects. We consider S blocks ; in a given block s there are I s grouped observations. We denote by Y s = (Y s 1 , . . . , Y s Is ) the random vector in block s and by Y = (Y 1 , . . . , Y S ) the whole vector over the S blocks. The coefficients a and b of the gamma pdf Γ(a, b) for a random variable µ are such that E(µ) = 
Compound Poisson process for count data
105
A similar but discrete version to model count data, can be obtained by changing 106 the nature of the random marks of the Poisson process. In this paper, we study a 107 geometric distribution with parameter p = P(X = 1). The core of the model is thus
108
given by the following compound Poisson process with geometric marks :
To preserve conjugate properties, the gamma distribution for the random effect on the marks is replaced by a beta distribution so that the count data version of the model is given by :
(2.4) where DLOL means Discrete version of Law of leaks and RDLOL discrete law of 110 leaks with random effects.
Implementation of the MCEM algorithm
133
In this paper, θ stands for the set of parameters (a, b, c, d ) in the RLOL model.
134
Given the random effects, the data within a block are independent :
where L s denotes the complete log-likelihood in block s, i.e. :
Following [28] , the pivotal quantity in the EM algorithm (recalled in appendix 137 D) is the conditional expectation of the complete log-likelihood :
To maximize Q(θ, θ ′ ) with respect to θ, we focus on the terms that involve θ :
where C −θ (Y ) denotes a constant which does not depend on θ.
141
Differentiating with respect to θ, we obtain the set of equations to be satisfied at 142 the maximum argmax
ψ(x) denotes the digamma function defined as the first logarithmic derivative of 
Expectation step by conditioning onto the number of clumps
148
The right-hand side of equations 3.3 to 3.6 involves 
and 
164
The quantities involved in the E step are given by
This result merely comes from the conjugacy property between gamma and Pois-
166
son distributions for µ (gamma and exponential distribution concerning ρ). The 167 moments of gamma and log gamma, beta and log beta distributions are recalled in 168 appendix C.
169
In order to go one step further into the calculus, we have to perform the integra-170 tion over N + . Proposition 3.2 gives the distribution of N + |Y + , θ up to a constant.
171
Subsequently, the integration over N + will make recourse to importance sampling as 172 proposed in [15] . This Monte Carlo algorithm is detailed in proposition 3.3.
173
Proposition 3.2. Assuming Y ∼ RLOL (a, b, c, d ) with S strata, and I s records in stratum s, the conditional distribution of N s |θ, y s is given (up to a constant K) by
To draw a sample according to the rather intricate looking distribution 3.13, an 174 importance sampling based algorithm is detailed in the following proposition for one 175 replicate (often termed particle). In order to obtain a G-sample, this procedure is 176 repeated for each block G times.
177
Proposition 3.3 (Generate one particle in one particular stratum s according to dis-tribution 3.13 I ) generated at the previous step, the importance weight :
The proof of this proposition is straightforward from importance sampling theory
190
(see for instance chapter 3 of [22] ).
192
The weighted sample of N + may be used to approximate the expected conditional value defined in equations 3.9 to 3.12. For instance, quantity 3.10 is approximated by : 
Empirical Variance Matrix
∂θ i ∂θ j (3.14)
At the maximum likelihood estimatorθ, the following equality holds : expectation. Using formula 3.9 and 3.11, the random effect predictors are given by : 
The equations satisfied at the maximum for (a, b) are again 3.3 and 3.4. Due to the substitution of a gamma pdf into a beta pdf for the random effects governing the geometric discrete marks in the random sum of counts, parameters c and d verify equations 3.19 and 3.20 (equivalent to equations 3.5 and 3.6 in the continuous data model) :
The approach used for the continuous case is reproduced to obtain, in each stra-224 tum s the conjugate conditional density of µ, p , so that the analog to propositions 225 3.1 and 3.2 is :
, S strata and I s records in stratum s as in 2.4 , then the complete conditional distributions of µ s and p s in one particular stratum s are given by
Furthermore the conditional distribution function of N s is :
The choice of an efficient importance sampling distribution in the discrete case is 228 not the straightforward adaptation of the continuous gives and a mixture has to be 229 used to obtain an efficient and well behaved algorithm, detailed in appendix H. 
The covariance matrix in the discrete case
231
The covariance matrix in the discrete case benefits from the same conditional 
Prediction of the random effects
237
The predictions of the random effects are just given by the conditional expecta-238 tions. Unsurprisingly, the predictions in the discrete case and in the continuous one 239 look very similar. µ (pred) s is still given by formula 3.16 and
Applications
241
In this section, we apply the EM estimation procedure to two real datasets of eco-242 logical interest. We then study the validity of asymptotic assumptions by assessing 243 the coverage level of confidence regions. case study, we use data on the abundance of sea urchins and Sunflower starfishes 256 collected during three survey years (1999) (2000) (2001) , in a total of 540 bottom-trawl sets.
257
The time period was chosen to minimize inter-annual changes in abundance while 258 ensuring a sufficient sample size. The species were selected because inter-annual 259 changes in their geographic distribution resulting from movements of individuals at 260 the scale of survey sampling can be assumed to be approximately nil.
261
The histograms of urchin and starfish catches in kg per survey tow clearly reflect 262 zero-inflated distributions (Fig 3 and 4) . A large number of tows capture no urchin
263
(nor starfish) and catches in non-zero tows tend to follow a skewed distribution. At 
Confidence intervals 287
Relying on proposition 3.4, the asymptotic covariance matrices are evaluated at those maximum likelihood arguments : (via simulation) (via booststrap) Urchins case 0.587 < a < 1.384 0.335 < a < 1.637 0.72 < a < 1.00 0.496 < b < 1.547 0.163 < b < 1.880 0.61 < b < 1.03 2.827 < c < 7.092 1.476 < c < 8.443 1.23 < c < 4.37 6.387 < d < 18.905 2.419 < d < 22.872 1.68 < d < 10.89
Starfishes case 1.087 < a < 2.750 1.294 < a < 2.951 1.217 < a < 1.859 0.905 < b < 2.708 1.198 < b < 3.141 0.938 < b < 1.663 1.059 < c < 2.740 1.344 < c < 3.182 1.147 < c < 2.035 0.406 < d < 1.390 0.558 < d < 1.559 0.347 < d < 0.858 versus estimated probability distributions for µ and ρ.
329
The pp-plot for µ suggests that the gamma distribution is appropriate (Fig 12) ; 330 this is not true of the gamma pp-plot for ρ (Fig 13) . First there are only 36 points 331 estimates because 2 strata are empty and ρ's for these strata are not defined. Second closely at four extreme points in the ρ pp-plot, we found that they come from strata 334 with less than two non-zero data points. Excluding these 4 points produces the much 335 more acceptable fit of Figure 14 . 
Simulations Studies
337
The previous section showed different behaviors depending on the species : the 338 EM procedure provides rather reliable estimates for the starfish RLOL statistical = 5, 10, 15, 20, 25, 30, 40. 348 For each simulation, the estimation procedure depicted in section 3 yields one that the asymptotic approximation holds and using a normal approximation, con-351 fidence intervals can be given for the true value. As we work within a simulation 352 context, the true value is known and one can compute the actual proportion of 353 samples for which the asymptotic confidence interval covers the true value. 
RLOL Results
355
The simulation study is achieved for two values of parameters θ corresponding to Among the many choices for the probability distribution f of the random mark of the sum, this paper focuses, for parsimony and realism, on the exponential distribution for X (continuous case) that is : The main point on Newton-Raphson algorithm consists in choosing a good initial point. In this paper we use this algorithm to find the zero of ln(a) − ψ(a) − C = 0 Note that function ψ verifies the following asymptotic series' expansion [1] :
The convergence is very fast (see Figure 19 ) so that we choose to initiate Newton- Let Z be a random variable with gamma distribution, Z ∼ Γ(s, t). Using laplace transform it is easy to obtain the first moment of ln(Z) :
Differentiating this equation with respect to λ, we have the expected value of ln(Z) (when λ = 0) and Z ln(Z) (when λ = 1):
Taking the second order derivative, we show :
Therefore the variance-covariance matrix between Z and ln(Z) is :
C.2. First and second moments for the sufficient statistics of the beta pdf
570
Let S be a random variable with beta distribution S ∼ β(s, t).
So that, by first and second differentiation, one gets, (the derivation is quite straightfully performed if working with ln E e λ ln(S) ) :
One can extend the properties of characteristic function by considering the function of the two arguments λ and µ E e λ ln(S)+µ ln(1−S) = Γ(s + t) Γ(s + t + λ)
By cross-differentiation under regularity conditions (working with ln E S λ (1 − S) µ 571 makes things easier here also) , the joint moment can be analytically obtained :
Therefore the variance-covariance matrix between ln(S) and ln(1 − S) reads :
From a constructive point of view, one often writes
but using Bayes rule, we may write the reverse logarithmic form :
Let us remark that relation D.1 is valid whatever z represents.
574
D.1. Recall about EM algorithm and control of the gradient
575
Under regularity conditions for the joint distribution [x, z |θ ] and the conditional one [z |θ, x ] , integrating relation D.1 with respect to the probability density [z |θ ′ , x] :
EM algorithm is based upon an iterative procedure which exhibits θ such that
During iteration we can monitor the value of the gradient for the log likelihood :
Integrating the right hand term with respect to conditional density [z |θ, x] ,and keeping in mind that, for any sufficiently regular pdf f (z; θ) of variable z with parameter θ one can write:
We may use this equality (computed by Monte Carlo method) to perform a gra-577 dient method to obtain the maximum likelihood or just to check along the iterations 578 that the gradient is going to zero. 
D.3. Information matrix 581
To obtain the covariance matrix of the estimators at the maximum of likelihood, the empirical information matrix needs to be computed. The second order derivative is obtained by differentiating D.1:
At the maximum θ =θ, formula D.3 implies
takes a more friendly aspect because the score term
in the right hand side vanishes at θ =θ . Equation D.6 becomes therefore much more handy because it only involves conditional expectations of first and second derivatives of the complete likelihood terms : Since we detail the computation for one particular s, we will omit to mention it in order to make the reading easier. We also note respectively y, D and N the vectors of data, catching efforts and corresponding number of clumps in one stratum. We define J as
Then J satisfies the following set of equations :
with the convention that [A|B] ∝ f (A, B) means that the coefficient of proportionality only depends on B. We note I ⋆ the number of zero value y and we reorder the vector y so that the I + = I − I * non zero y i are the first, so that J may be written as :
Conditionally to the latent vector N, the random effects ρ and µ are independent. Isolating the terms which depend on µ on one side and those depend on ρ on the other, we find that
For the expectation step we only need to compute Then
If Z follows gamma distribution Γ(s, t), then E(ln(Z)) = ψ(s) − ln(t) (see annex C), so that
We have respectively for ρ s
and
E.2. Proof of proposition 3.2 588
Let us define J as the distribution of ρ, µ, N θ ′ , y, D in one particular stratum 589 s. We will write J in a bottom-up perspective and consider the distribution of µ and 590 ρ conditionned by N, because µ and ρ are conditionally independant.
591
J is given by :
Using the independent conditional gamma distributions of µ and ρ and integrating according to µ and ρ given N, we can exhibit all the terms depending on N .
E.3. Proof of proposition 3.4 592
In the following Z will stand for all the hidden variables i.e Z = (N, µ, ρ) , |M ij | is another notation for matrix M that details the content of the i th row and j th column, and
stands for the gradient of F written as a vector whose i th component is the
. The key equation involves rewriting equation D.7 as the expectation of the second order derivative of the complete log-likelihood and the variance of the score (its gradient) to be taken with regards to the conditional distribution Z x,θ (see annex D.3) 
As shown in Figure 20 . , given Y s , Y s ′ and θ, the latent variables Z s and Z s ′ of two stratum s and s ′ are conditionnaly independent, therefore :
To evaluate the variance of the score in stratum s, we will take advantage of successive conditioning due to the hierarchical structure depicted in Figure 2 . Recalling that the latent variable Z s includes, in addition to (µ s , ρ s ), the vector N s , i-e the latent number of clumps for each record, the variance conditional decomposition formula gives: Figure 20 : The random effects in each stratum are conditionally independent given the data and the set of parameters
So that we have 
and then B s is obtained by taking the covariance of this vector :
Given N s additional advantage is taken from the conditional independence of ρ s and µ s as shown in Figure 21 , .
and the expression for A s follows easily.
F. Second derivative of the complete log-likelihood
594
Let us first recall the complete log likelihood of the model :
In the first derivative, the latent variables µ and ρ appear not surprisingly only through their arithmetic or geometric means (sufficient statistics for the gamma pdf ). Using standard notationμ for the arithmetic mean 1 S S s=1 µ s , we have :
The gradient of the complete log-likelihood (so-called the "score") may be split into 595 two parts : the first one ∆ θ does not depend on the latent variable z while the other 596 one ∆ z gathers terms depending on z (and possibly of θ), i.e :
In addition here, ∆ z does not contain terms with θ, consequently the second order derivatives are easy to obtain and don't involve the latent variable :
G. Second derivative of the complete log-likelihood with discrete data
598
The complete log likelihood of the model, in the discrete case, reads :
In the first derivative, the latent variables µ and p appear only through their arithmetic or geometric means (sufficient statistics for the gamma and beta pdf ). Using standard notationμ for the arithmetic mean 1 S S s=1 µ s , we have :
The gradient of the complete log-likelihood (so-called the "score") may be split into 599 two parts : the first one ∆ θ does not depend on the latent variable z while the other 600 one ∆ z gathers terms depending on z (and possibly of θ), i.e :
In addition here, ∆ z does not contain terms with θ, consequently the second order derivatives are easy to obtain and don't involve the latent variable; with Z standing for all the hidden variables i.e Z = (N, µ, p):
As shown in Figure 20 for the continuous case , given Y s , Y s ′ and θ, the latent variables Z s and Z s ′ of two strata s and s ′ are conditionnaly independent, therefore :
To evaluate the variance of the score in stratum s, we will take advantage from successive conditioning due to the hierarchical structure depicted in Figure 2 still true for the discrete case. The variance conditional decomposition formula gives: 
and the expectation to obtain A s is performed via importance sampling.
602
To sum it up I e (θ) = − ∂ 2 ln [Y|θ] ∂θ i ∂θ j (G.1)
At the maximum likelihood estimatorθ, the following equality occurs : 4. Associate to the vector the weight
Importance Sampling relying this time on the multivariate hypergeometric distribution seems to stand naturally as the core of the algorithm to evaluate (3.23). But during our first trials, the above adaptation of the continuous version performed very badly, leading to a large variance of the importance weights, i.e. a degeneracy phenomenon that would put the all weight onto a very few contributing particles. In order to put more weight onto particles that have a good chance to efficiently attain the target distribution, a mixture was chosen as the importance distribution for a modified algorithm. The idea is similar in spirit to the auxiliary particle filtering of [20] . More precisely, the first step consists of determining an approximate mean of N s+ in stratum s, denoted N 4. Compute the weight of each particle g using
