I. INTRODUCTION
Efficient scheduling of queueing networks is an important topic in applications including manufacturing systems and communication networks. However, because of the intractability of their optimal control formulations and the complexity of optimal policies, most analysis has focused on simple policies or stability.
Given these limitations, one useful approach has been to compute bounds on the performance of any policy. This technical note compares two of the proposed bounds, the achievable region method [1] , [4] and approximate linear programming (ALP) with quadratic approximation architecture [6] - [8] . The ALP is shown in [6] to give a tighter upper bound than the achievable region method for reentrant lines. The main contribution of this technical note is to extend their result to the more general setting of open multiclass networks with probabilistic routing. We also show that the ALP gives a tighter lower bound than the achievable region method.
Both methods require only the solution of a linear program. Although the size of the LP is exponential in the number of buffers, it can be solved for fairly large networks. In [9] , the ALP is solved for examples with up to 40 buffers. Solving the achievable region LP requires roughly the same effort: it has slightly fewer constraints and variables. Thus, the ALP is a practical method of bounding performance of any policy, and appears preferable to the achievable region method.
These methods bound the mean numbers of jobs in the system or, given a linear holding cost, the average cost. The lower bound on average cost of any policy is useful for performance analysis. The upper bound on average cost of nonidling polices has been used to establish stability [5] . Our proof is based on the dual relationship in [5] between their performance LP (the upper bound achievable region LP) and their drift LP. We also extend this relationship from reentrant lines to probabilistic routing.
Additional justifications for using the ALP approach in general are given in [2] and [3] . The accuracy of the ALPs used here are tested in [8] . The ALP approach also has the advantage that the differential cost approximation can be refined, resulting in a larger LP and tighter bound; see [7] and [8] . The performance and drift LPs are stated in Section II, with the derivation of the drift LP postponed to Appendix A. The ALP and the result comparing them are given in Section III. Upper bounds are stated in Section IV.
II. PERFORMANCE AND DRIFT LPS
The achievable region method provides an LP bound on average cost as follows. Consider the network and notation in [8] . Jobs arrive and move through different classes before exiting the network. There are n job classes and m stations, each of which serves one or more classes. Let Xi (t) be the number of class i jobs at time t, including any that are being processed. Class i jobs are served by station (i). We define i as the exogenous arrival rate to class i, and processing times are assumed to be independently exponentially distributed with mean 1=i in class i. Let i be the effective arrival rate to class i; it is the unique solution to the traffic equation
where P = [p ij ] is the routing matrix with p ij is the probability that a job finishing service at class i will be routed to class j, independent of all other history. We let pi0 represent the probability that a job finishing service at class i leaves the system; it is equal to 1 0 j p ij . For deterministic routing, adopting the conventions that s (i) is the successor of class i, s (i) = 0 if class i has no successor, and s (0) = 0,
we have p i;s(i) = 1 and p ij = 0; j 6 = s (i). We use the uniformized, discrete-time Markov chain and assume that the potential event rate is
The network has sequencing control: each server must decide which job class to work on next, or possibly to idle. Preemption is allowed.
Let u i (t) = 1 if class i is served at time t and 0 otherwise. We consider only stationary Markov policies, writing u (t) = u (X (t)). In a slight abuse of notation, we also let u denote an action. The overall objective is to minimize long-run average cost J, where the cost rate is c T x in state x. The minimum possible value of J under all policies is denoted by J 3 .
Introduce the variables
where the expectation is with respect to the stationary distribution for some stabilizing policy u. The logical constraint i:(i)= u i (t) 1 for each server leads to the constraint i:(i)= z ij 0 x j 0 for all j; :
Let 1X i (t) = X i (t + 1) 0 X i (t). Defining 1 (X i X j ) similarly, under the stationary distribution we must have
This constraint can be thought of as stationarity with respect to quadratic test functions. Other test functions can be considered, but do not lead to linear constraints. Now
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Taking expectations with respect to the transition and then with respect to X(t)
The balance constraints, after dividing by 2 on the diagonal, are
The best-performance LP uiip ik (q kj 0 qij) 0cj for all j; u (6) with the conventions that qij = qji (the lower diagonal variables can be eliminated) and q i0 = q 0i = 0. An example of this dual relationship in the case of a two-stage series line can be found in Appendix B.
In the case of deterministic routing, the drift LP is
s:t: i iqij + uii q s(i);j 0 qij 0cj for all j; u:
The drift LP for a series line, which is a special case of determinstic routing with = (1; 0; .. .; 0), pi;i+1 = 1 for i < n, pn0 = 1, and i = 1 for all i, is J Drift = max q i 1 (qii 0 qi;i+1) s:t: 1q1j + i uii (qi+1;j 0 qij) 0cj for all j; u:
A series line is a special case of a reentrant line where (i 1 ) 6 = (i 2 ) if i1 6 = i2. The drift LP above was stated in [4] and [5] for reentrant lines.
III. COMPARISON WITH QUADRATIC APPROXIMATE LP
The optimal average cost J 3 satisfies the average cost optimality
for some function h, where Tu is the dynamic programming operator for policy u and the minimum is over all stationary Markov policies. Because (9) only determines h up to an additive constant, we can set h(0) = 0. Instead of finding h from (9), consider the quadratic approximation h (x) = (1=2)x T Qx + px where Q is symmetric. Any J, h satisfying the average cost inequality
and a suitable growth condition on h give a lower bound on optimal average cost. The largest of these lower bounds is found by maximizing J. Extending [8] to probabilistic routing, we find that (10) simplifies to the following lower bound approximate linear program (ALP):
(ALP) JALP = max J; Q; p J 
This ALP is also given in [6] for a reentrant line, in which case each state has at most 2 m actions and some constraints can be omitted; see [8] .
A. Numerical Results
To explore the relative tightness of the bounds provided by (ALP) and (Drift), we computed J ALP , J Drift , and the optimal average cost for a two-stage series queue using dynamic programming value iteration on a truncated state space. Parameters used here include service rates = (1:5; 1:25) and holding costs c = (1; 2), while the arrival rate 1 (and thus the maximum traffic intensity max = maxifi=ig) was varied. It should be noted that these parameters have not yet been scaled to satisfy n i=1 (i + i) = 1. In Fig. 1 , the ratios JALP=J 3 and J Drift =J 3 are plotted against max . From the graph, it is apparent that (ALP) always gives a superior bound than (Drift), with the difference between the two being most pronounced in the cases with moderate traffic.
We also computed the bounds for an 10-stage series queue with pa- for all j, u such that i:(i)=(j) ui = 1. Note that the constraints are indexed by actions u that are nonidling at server (j) and that the dual variables associated with (3) and (4) 
APPENDIX A THE DUAL OF THE PERFORMANCE LP
Proceeding as in [5] , associate the dual variables w;j with (2) and q ij with (3) and (4). To simplify notation, we will extend Q to be symmetric and let q i0 = q 0i = 0. Rewriting the primal objective as 0J = max 0c T x, the dual objective is Only the upper triangular portion of Q is used in the dual, e.g., q21 should be read as q 12 . To compare (25)-(26) to the ALP, observe that (27) gives a lower bound on w ;j for each class served by . One more lower bound is (28). Since each w;j appears only once in (26), w ;j can be eliminated, creating a constraint when each lower bound is substituted into (26). Equivalently, there is one constraint for each j and action u; it uses (27) for classes i with ui = 1 (recall that (29) is similar to the drift LP of [5] . They consider only reentrant lines and costs c i = 1. They also include constraints for nonidling policies and start with a maximization problem, finding an upper bound on the average cost of any nonidling policy.
APPENDIX B LPS FOR A SERIES LINE
We illustrate the dual relationship using a two-stage series queue with entries at class one at an arrival rate 1 , service rates 1 and 2, action u = (u1; u2), and holding cost c = (c1; c2). Recall from Section II that q ij = q ji and q i0 = q 0i = 0. The (best performance) ALP constraints (13) 
I. INTRODUCTION
In distributed sensor systems, it is often required to decentralize available information and allow multiple decision makers due to factors such as cost, reliability, and communication bandwidth. Decentralized sequential detection [1] is an important problem of sensor signal processing, where decision makers sample varying numbers of imperfect observations to achieve the common goal of determining the value of a binary parameter in an optimal way; the problem belongs to the class of team problems [2] - [5] .
In the "static" version of decentralized sequential detection, the decision makers, called "detectors," make independent observations and do not communicate with each other. It is known that the member-bymember optimal decision rules for the static case are of threshold type, and that the associated value functions solve a set of coupled dynamic programming equations [1] . On the other hand, the simplest problem under "dynamic" information is perhaps the one with the communication scheme suggested in [6] : the detectors make independent observations and do not share information; however, whenever a detector stops observation and makes its terminal decision, this decision is conveyed to the other detectors. In this case, because the detectors communicate and affect each other's information, the structure of member-bymember optimal rules (e.g., separation of estimation and control) is no longer clear [7] , [8] .
We consider three versions of dynamic decentralized sequential detection with the aforementioned communication scheme. The first assumes one-step delayed signaling, where the terminal decisions are conveyed with a unit delay, and reflects the existence of inherent delay in information, e.g., in satellite communication [9] , [10] and large networked systems [11] . The second version assumes sequential signaling, where the decisions are made in a fixed order, and corresponds to the ring topology with a unidirectional flow of information, e.g., in some optical fiber networks [12] and leaderless vehicle platoons [13] . Lastly, the third one employs nonsequential signaling, where there is no particular order specified for the decisions at any time instant; it reflects the situation where the order of decisions depends on measurements, 
