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(1 + i)-ary GCD Computation in Z[i] as an Analogue
to the Binary GCD Algorithm
ANDRE´ WEILERT†
Institut fu¨r Informatik II, Universita¨t Bonn, Ro¨merstraße 164, 53117 Bonn, Germany
We present a novel algorithm for GCD computation over the ring of Gaussian integers
Z[i], that is similar to the binary GCD algorithm for Z, in which powers of 1 + i are
extracted. Our algorithm has a running time of O(n2) bit operations with a small con-
stant hidden in the O-notation if the two input numbers have a length of O(n) bits. This
is noticeably faster than a least remainder version of the Euclidean algorithm in Z[i] or
the Caviness–Collins GCD algorithm that both have a running time of O(n·µ(n)) bit
operations, where µ(n) denotes a good upper bound for the multiplication time of n-bit
integers. Our new GCD algorithm is also faster by a constant factor than a Lehmer-type
GCD algorithm (i.e. in every Euclidean step a small remainder is calculated, but this
remainder need not to be a least remainder) in Z[i] which achieves a running time of
O(n2) bit operations.
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1. Introduction
In this paper we present a new algorithm for computing the GCD (greatest common
divisor) of two Gaussian integers, which we call the (1 + i)-ary GCD algorithm. This
algorithm is an analogue to the binary or, respectively, k-ary (cf. Sorenson, 1990) GCD
algorithm in Z. It does not require any multiplication, but uses only addition/subtraction
and division by powers of 1+ i as arithmetical operations. Each step of the iteration loop
of this algorithm uses only O(n) bit operations. We prove that the number of iterations is
bounded by O(n). It follows that O(n2) is a time bound for this GCD algorithm overall.
First we will review previous work on GCD algorithms in Z and Z[i]. We will see
that some of the techniques used to accelerate the GCD calculation in Z can be used
to accelerate the GCD calculation in Z[i]. Therefore we shall also discuss briefly the
development of GCD algorithms in Z. Then our novel (1 + i)-ary GCD algorithm will be
presented, and we will prove that its running time is bounded by O(n2) in terms of bit
complexity. After that its running time will be compared with several GCD algorithms in
Z[i], and we will see that it is the fastest algorithm, compared with other GCD algorithms,
for operands of moderate length (i.e. with real and imaginary parts of up to 13 000 bits),
even if there is a GCD algorithm in Z[i] that is asymptotically faster.
For example, an application of GCD compuation in Z[i] is a rational complex arithmetic
in the following manner. One can approximate every complex number by an algebraic
number z in Q(i). We can represent z as x/y with coprime x, y ∈ Z[i] because Q(i)
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is the quotient field of its (maximal) order Z[i]. For the basic arithmetical operations
with such fractions in Q(i) one can use a GCD calculation to preserve the nominator
and denominator coprime. Moreover, one can discuss whether it is preferable to choose
the denominator as a positive integer every time coprime to the numerator. Another
application is an ideal arithmetic in Z[i]. Note that Z[i] is a principal ideal domain. Thus
one can calculate the generator of a finite generated ideal as the GCD of the generators.
1.1. the Euclidean algorithm and Lehmer-type GCD algorithms
Since Euclid (cf. Heath, 1956, Book VII, Propositions 1 and 2), it has been known how
to compute efficiently the GCD of two integers using iterated remainder-division. For
high-precision operands, Lehmer (1938) presented a faster GCD algorithm which uses
only the top digits of the operands in most of the steps. Thus the algorithm calculates
some Euclidean steps with low-precision operands as long as the calculated quotient is
the same as the corresponding quotient of the high-precision operands. If these quotients
differ, one transfers the calculated reduction matrix of the low-precision operands to the
high-precision operands and calculates an exact Euclidean step.
These two algorithms can be transferred to the ring of Gaussian integers Z[i] which
consists of complex numbers with integer real and imaginary parts. It is known that this
ring is a Euclidean domain with respect to the absolute value of a complex number | · |
and that the Euclidean steps can be computed as least remainder divisions. Thus one
can calculate the GCD of two Gaussian integers using the ordinary Euclidean algorithm
in its least remainder version. For large operands, such a GCD algorithm in Z[i] is
very slow (see practical running time tests in Table 1, p. 12) because the calculation
of an exact least remainder z = x − qy in Z[i] seems to be generally as expensive as
multiplication of x and y. Using asymptotically fast algorithms for the calculation of the
least remainders, this GCD algorithm has a running time of O(n·µ(n)) bit operations,
where µ(n) denotes an upper bound for the multiplication time of n-bit integers. It is
known that µ(n) ≤ O(n log n log log n) (Scho¨nhage and Strassen, 1971), and this time
bound is achieved by an implementation of such a fast integer multiplication in practice
(see Scho¨nhage et al., 1994).
Caviness (1973) and, in more detail, Caviness and Collins (1976) transferred Lehmer’s
ideas to the Gaussian integers. Their algorithm works on top-words of the operands as
long as possible. The authors report that the running time of this new algorithm is up
to 5.39 times faster than that of a least remainder GCD algorithm for Gaussian integers.
In Z[i] there exists a so-called Lehmer-type GCD algorithm which calculates a Eu-
clidean descent and achieves a running time of O(n2) if the operands have a size of
O(n) bits. We will present this algorithm more in detail because it is a practical O(n2)
GCD algorithm, but we do not know any reference for it. The algorithm calculates a
Euclidean descent for the operands x0, x1 ∈ Z[i] (of size n) which consists of r Euclidean
steps xj−1 = qj ·xj + xj+1, 1 ≤ j ≤ r, with xr+1 = 0 (r minimal) and |xj+1| ≤ c·|xj |.
W.l.o.g. we can assume that |x1| ≤ c·|x0| (if this condition is not satisfied, calculate one
Euclidean step in at most quadratic running time and use x1 and the remainder as new
operands x0, x1). In contrast to the least remainder algorithm we choose a fixed constant
c with 1/
√
2 < c < 1. Thus a calculated remainder need not to be a least remainder, but
always a reduced remainder (because of c < 1). Therefore we can bound the number of
Euclidean steps as r = O(n). The calculation of a single Euclidean step for xj−1, xj is
possible in time O(size(qj)·size(xj)), and this can be made as follows: let 2`j be a good
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upper bound of |xj |, i.e. 2`j−1−ε < |xj | with a small ε > 0 (because we do not calculate
exactly norms or absolute values for large operands). First, we calculate a good approx-
imation (small relative error) for |xj |2 in at most O(size(xj)) time. Then we split xj−1
using shift instructions as
xj−1 = x′′j−1·2`j−∆ + x′j−1, with |x′j−1| < 2`j−∆,
and ∆ depends only on the chosen constant c. Now we calculate a reduced remainder
using
xj−1
xj
=
xj−1·x¯j
|xj |2 =
x′′j−12
`j−∆x¯j + x′j−1x¯j
|xj |2 =
x′′j−1x¯j
|xj |2/2`j−∆ +
x′j−1x¯j
|xj |2 .
The last summand on the right-hand side is bounded by approximately 2−∆ in absolute
value. The first summand is near to the least remainder of xj−1 and xj , and the difference
depends only on the calculated approximation of the norm |xj |2. If one chooses the
estimates for these differences carefully, one can find a qj as the nearest Gaussian integer
to the first summand, such that one can guarantee a reduction with |xj−1−qjxj | ≤ c·|xj |.
The running time of this calculation is dominated by the multiplication time of x′′j−1 and
x¯j , hence O((`j−1 − `j)`j).
Now we can estimate the running time of this Lehmer-type GCD algorithm. For that
we set
X :=
r∏
j=1
∣∣∣∣xj−1xj
∣∣∣∣ .
Then we have X ≤ |x0|. Using the equation
r∏
j=1
(∣∣∣∣xj−1xj
∣∣∣∣+ c) = X + ∑
1≤j≤r
c
X∣∣∣xj−1xj ∣∣∣ +
∑
1≤i,j≤r
i6=j
c2
X∣∣∣xi−1xi ∣∣∣·∣∣∣xj−1xj ∣∣∣ + · · ·
≤ X·
r∑
j=0
(
r
j
)(
c2
)j
= X· (1 + c2)r < |x0|·2r
we get a total bit complexity of
r∑
j=1
O(size(qj)·size(xj)) ≤ O
(
size(x1)·
r∑
j=1
size(qj)
)
≤ O
(
size(x1)·
(
size
( r∏
j=1
|qj |
)
+ r
))
≤ O
(
size(x1)·
(
size
( r∏
j=1
(∣∣∣∣xj−1xj
∣∣∣∣+ c))+ r))
≤ O(size(x1)·(size(2r·x0) + r))
≤ O(size(x1)·n) ≤ O(n2)
for this Lehmer-type GCD algorithm. We call this algorithm Lehmer-type because it uses
top-word information of the operands. Moreover, the length of the used information is
not fixed, it depends on the length of the intermediate operands.
Thus in contrast to Z (cf. Bach and Shallit, 1996, Chap. 4), such a Lehmer-type
algorithm in Z[i] seems to be faster than the least remainder algorithm by more than a
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constant factor. This follows from the assumption that the running time of the calculation
of a least remainder in every Euclidean step in Z[i] depends not only on the size of the
smaller operand and the calculated quotient, but this calculation is in general at least
as expensive as multiplying the operands or calculating an exact norm (cf. Caviness and
Collins, 1976, p. 38).
1.2. the binary GCD algorithm in Z
Stein (1967) discovered a GCD algorithm in Z which is closely related to the number
representation in a binary computer. We will discuss a variant of this algorithm in detail
(Algorithm 1.1) because our (1+i)-ary GCD algorithm in Z[i] is based on analogous ideas.
Stein’s algorithm requires no general division instruction; it relies solely on the operations
of subtraction, parity testing, and dividing by powers of two. Today’s computers allow
division by powers of two very easily by exploiting shift instructions. The algorithm is
based on the fact that one can easily reduce the intermediate operands by powers of two.
Algorithm 1.1. BINGCD(X,Y )
// Given positive integers X,Y ∈ N, the algorithm calculates the GCD g = gcd(X,Y ).
(A1) if X = 0 then return Y,
if Y = 0 then return X;
(A2) Calculate the maximal ξ ≥ 0 with 2ξ |X,
calculate the maximal η ≥ 0 with 2η |Y ;
(A3) k := min(ξ, η); // 2k | g ∧ 2k+1 6 | g
(A4) x := X/2ξ, y := Y/2η; // then x, y odd
(A5) Assuming x ≥ y (swap x and y if necessary);
(A6) while y 6= 0 do
(A7) Find κ maximal such that 2κ | (x− y); // κ ≥ 1
x := (x− y)/2κ;
(A8) Assuming x ≥ y (swap x and y if necessary);
(A9) return 2kx. // g := 2kx
W.l.o.g. we can assume that the operands X,Y are positive. The algorithm has a running
time of O(n2) for operands X,Y ∈ N bounded by 2n. In each iteration of the while-loop,
the sum of the operands is reduced at least by a factor of 2, so the number of iterations
is bounded by O(n). The cost for one step of the iteration is bounded linearly when the
size of the operands is O(n).
Some refinements of the binary GCD algorithm have been made by Norton (1985,
1987), Jebelean (1993a), Sorenson (1994), and Weber (1995, 1996). It is not our intention
to discuss these refinements, which are all focussed on integer GCD algorithms.
A sophisticated analysis of the running time is presented in Knuth (1998, Section 4.5.2),
but it was already published in the first edition of his book in 1969. In addition, Brent
(1976) has discovered a continuous model for some details of Knuth’s analysis. Valle´e
(1998) has worked out a complete average-case analysis of the binary GCD algorithm.
Moreover, a detailed description of the GCD algorithms in Z mentioned above can be
found in Knuth (1998, Section 4.5.2).
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1.3. asymptotically fast GCD algorithms in Z and Z[i]
Today, the fastest known algorithm to compute the GCD of integers is based on Scho¨n-
hage’s technique of controlled Euclidean descent (Scho¨nhage, 1987), adapted from a cor-
responding idea with continued fractions (Scho¨nhage, 1971). A “controlled Euclidean
descent” consists of many single Euclidean steps such that the intermediate operands are
reduced in size, but remain larger than a specific size-bound. For an n-bit descent, one
calculates recursively two n/2-bit descents that preserve the intermediate operands large
enough. Altogether, this GCD algorithm has a running time of O(µ(n) logn), where the
log n factor is due to the recursive structure of the algorithm. Furthermore, Scho¨nhage
et al. (1994, pp. 239–244) and Cesari (1998) implemented each such an asymptotically
fast GCD algorithm and both observed that their algorithm beats the other known GCD
algorithms in Z for operands with practical size. (In the extended version such an algo-
rithm is faster than the other GCD algorithms for operands with length of at least a few
thousand bytes.)
The author (1999; 2000) presented an asymptotically fast algorithm to compute the
GCD in Z[i] based on the ideas of controlled Euclidean descent. For Gaussian integers
with real and imaginary parts bounded by 2n in absolute value, it is possible to compute
the GCD in running time O(µ(n) log n). This result is tested with an implementation of
this algorithm.
Today, these GCD algorithms for Z and Z[i] are the fastest known GCD algorithms.
However, if the operands are of moderate length, it is possible to compute the GCD
faster than with such an asymptotically fast GCD algorithm. For the GCD calculation
of operands with moderate length, one can use the binary GCD algorithm in Z, and our
new (1 + i)-ary GCD algorithm in Z[i] (see Table 1, p. 12).
1.4. some facts about Z[i]
At the end of the introduction, we will introduce the ring of Gaussian integers Z[i]
more formally. In addition, some useful properties of Z[i] will be mentioned to aid our
discussion of the (1 + i)-ary GCD algorithm.
Definitions and Facts 1.1.
(i) The integral domain Z[i], called the ring of Gaussian integers, is the subset Z[i] =
Z + iZ, i2 = −1, of the complex numbers with addition and multiplication induced
from C.
(ii) The units of Z[i] are the elements {1, i,−1,−i}. The units form a group which is
denoted by Z[i]×. (For a, b ∈ Z[i], “a ∼ b” means: ∃ε ∈ Z[i]× : a = εb.)
(iii) Z[i] is an Euclidean ring with respect to | · |, where | · | (in C) denotes the ab-
solute value of a complex number z = z0 + iz1, where z0, z1 are real numbers,
|z| =
√
z20 + z
2
1 , i.e. for two Gaussian integers x, y ∈ Z[i], there are q, r ∈ Z[i] with
x = qy + r and |r| < |y|. In particular, one can achieve |r| ≤ |y|/√2, where the
factor 1/
√
2 is best possible.
(iv) For z ∈ Z[i], z = z0 + iz1, N(z) := z20 + z21 = |z|2 is an integer. N is called the
(algebraic) norm of the field extension Q(i) of Q.
For a proof of some of the statements, see, e.g., Neukirch (1999, Section I.1). For further
elementary results about the arithmetic of the norm-Euclidean ring Z[i] we refer to
Ireland and Rosen (1990).
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More generally, Rolletschek (1983, 1986, 1989, 1990) studied the rings of algebraic inte-
gers of the five norm-Euclidean imaginary quadratic number fields Q(
√
d), d ∈ {−1,−2,
−3,−7,−11}. In the case d = −1, the ring of algebraic integers is Z[i]. For these five
rings he showed that in the cases d = −1,−2,−3,−7 (but not in the case d = −11!) the
Euclidean algorithm with least-remainder divisions leads to the shortest number of steps
to calculate the GCD using a Euclidean descent.
Kaltofen and Rolletschek (1985, 1989) presented another algorithm to calculate the
GCD in some rings of algebraic integers, in particular in Z[i]. The main application for
this algorithm is the GCD computation in some real quadratic number fields, but not
in Z[i]. The algorithm has a running time of O(n2) for n-bit operands, but with a large
constant. Hence it is slower overall than the GCD algorithm in Z[i] mentioned above,
apart from the least remainder and the Caviness–Collins GCD algorithm.
2. The (1 + i)-ary GCD Algorithm
The main idea of the (1 + i)-ary GCD algorithm in Z[i] is the fact that reductions by
powers of the prime element 1 + i can easily be computed. As the prime element 2 in
case of the binary GCD algorithm in Z, 1 + i has some remarkable properties in Z[i]:
(i) 1 + i is a prime element and has small norm N(1 + i) = |1 + i|2 = 2. N(z) = 2 is
the smallest possible value for a non-unit, non-zero element z ∈ Z[i] \ ({0}∪Z[i]×).
The residue class ring Z[i]/(1+ i)Z[i] is a field isomorphic to Z/2Z. Therefore if one
has non-zero residues, their addition resp. subtraction gives 0 as a residue class, i.e.
the sum or difference can be divided by 1 + i.
(ii) It is easy to check whether a Gaussian integer w ∈ Z[i] is divisible by 1 + i. It
suffices to look at the parity of the real and the imaginary part of w = w0 + iw1:
w
1 + i
=
(w0 + iw1)(1− i)
(1 + i)(1− i) =
w0 + w1 + i(w1 − w0)
2
∈ Z[i] ⇐⇒ w0 ≡ w1 mod 2.
(iii) Let x, y ∈ Z[i], where (1 + i) 6 |x, and (1 + i) 6 | y. Let y′ = εy with ε ∈ Z[i]×. Then
also (1 + i) 6 | y′ and x0 + x1, y′0 + y′1 ≡ 1 mod 2. Looking at x+ y′ yields
x0 + y′0 ≡ (1 + x1) + (1 + y′1) ≡ x1 + y′1 mod 2,
i.e. 1 + i divides x+ y′.
Definition 2.1. Let p ∈ Z[i] \ {0} be a prime element. Then, for an element x ∈ Z[i],
we define the valuation at the (finite) place p as follows:
vp(x) =
{
k iff x 6= 0 ∧ pk |x ∧ pk+1 6 |x,
∞ iff x = 0.
Definition 2.2. For x ∈ Z[i], we set for convenience
h(x) := v(1+i)(x) and
rp(x) :=
{
x/(1 + i)h(x) iff x 6= 0,
0 iff x = 0,
called the reduced part of x. For x ∈ Z[i] \ {0}, rp(x) and 1 + i are coprime.
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Algorithm 2.1. BCIGCD(X,Y )
// Given Gaussian integersX,Y ∈ Z[i], this algorithm calculates a GCD g ∼ gcd(X,Y ).
(B1) if X = 0 then return Y,
if Y = 0 then return X;
(B2) Compute h(X), h(Y );
(B3) k := min(h(X), h(Y ));
(B4) x := rp(X), y := rp(Y ); // then x, y 6≡ 0 mod (1 + i)
(B5) Assuming |x| ≥ |y| (swap x and y if necessary); // only approximately
(B6) while y 6= 0 do
(B7) Calculate ε ∈ Z[i]× such that |x− εy| is minimal; // |x− εy| < |x|
set z := rp(x− εy); // κ := h(x− εy) ≥ 1
x := z;
(B8) Assuming |x| ≥ |y| (swap x and y if necessary); // only approximately
(B9) return (1 + i)kx. // g := (1 + i)kx
Before we prove the correctness and a time bound for the algorithm above, we prove two
useful lemmas.
Lemma 2.1. Let x, y ∈ Z[i], where x, y 6≡ 0 mod (1 + i). Then 1 + i divides x − εy for
every unit ε ∈ Z[i]×, and the following equivalence is true:
t |x ∧ t | y ⇐⇒ t | rp(x− εy) ∧ t | y.
Proof. (1 + i) divides x − εy, as was shown in remark (iii) at the beginning of this
section.
Let t ∈ Z[i] be a divisor of y. Then gcd(t, 1 + i) ∼ 1 because y 6≡ 0 mod (1 + i).
t |x ∧ t | y =⇒ t | (x− εy) =⇒ t | rp(x− εy).
Furthermore, one has the implication:
t | rp(x− εy) ∧ t | y =⇒ t | (x− εy) ∧ t | y =⇒ t |x. 2
Lemma 2.2. Let x, y ∈ Z[i], let g ∼ gcd(x, y) be a GCD of x, y.
h(g) = min(h(x), h(y)).
Proof. Recall that Z[i] is a unique factorization domain. Then the claim follows easily
from the prime factor decomposition. 2
Now we can prove the theorem corresponding to Algorithm 2.1.
Theorem 2.1. Let x, y ∈ Z[i], size(x), size(y) ≤ n (i.e. the real and the imaginary
part of x, y are bounded by 2n in absolute value). Then Algorithm 2.1 calculates a GCD
g ∼ gcd(x, y) in O(n2) bit operations.
Proof.
(i) First we show that Algorithm 2.1 calculates a GCD g of the operands X,Y ∈ Z[i].
The intermediate operands x, y are always coprime to 1 + i in the loop (B6)–(B8).
Obviously, g = (1 + i)kx (B9) contains the correct power of 1 + i (Lemma 2.2),
provided h(x) = 0 which is fulfilled since x 6= 0.
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Figure 1. Calculation of a unit ε ∈ Z[i]× that minimizes |x− εy|.
Thus we can now assume w.l.o.g. that X,Y are coprime to 1+ i. From t | gcd(X,Y )
one obtains gcd(t, 1 + i) ∼ 1. With Lemma 2.1 it follows by induction for every loop
iteration (at the end, y = 0 in (B9)):
t |X ∧ t |Y ⇐⇒ t |x ∧ t | y ⇐⇒ t |x.
Altogether, it follows that x ∼ gcd(X,Y ) in (B9) since x 6= 0.
(ii) Next we want to prove that the size of the intermediate operands is reduced in a
suitable manner in every iteration. By property (iii) above, x− εy ≡ 0 mod (1 + i)
in (B7), i.e. 1 + i divides x− εy, therefore κ := h(x− εy) ≥ 1 in every iteration.
First we discuss the easier (but hypothetical) case that we can calculate and com-
pare the sizes (absolute value or norm) of the operands exactly in a fast manner.
Later we relax this assumption and show that it is sufficient for our algorithm to
calculate the norm of the operands up to a small relative error.
Let |x| = γ|y| with some γ ≥ 1 (because |x| ≥ |y|). We want to rotate y by a unit
ε ∈ Z[i]×, y′ := εy, such that this y′ is oriented quite opposite to x in order to
reduce |x− y′| as much as possible. Since a multiplication by a fourth root of unity
corresponds to a rotation by an angle of k·pi2 , k ∈ {0, 1, 2, 3}, we can transform y
into y′ such that x− y′ lies on the quarter circle V (of the full circle C) with center
x and radius |y| (see Figure 1). Note that the quarter circle V is divided by the
line of the vector x in two halves of equal size. In order to estimate the size of
|x− y′| in the worst case it is sufficient to consider the intersection points of circle
C and circle C ′ (with center 0, and its radius is a sharp upper bound for the size of
|x− y′|) because of the convexity of the circle lines. By the law of cosines (applied
to the triangle with two sides of length |x| and |y| and an angle of pi4 between them)
we can calculate the radius of the circle C ′ as the length of the third side of this
triangle, i.e.
|x|2 + |y|2 − 2|x|·|y|· cos(pi/4) = γ2|y|2 + |y|2 − 2γ·|y|2· 1√
2
= |y|2·(γ2 + 1−
√
2γ),
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and this is an upper bound for |x− y′|2.
The calculation of such a minimizing unit ε ∈ Z[i]× can be realized by finding the
minimal value among |x−iky|2, k ∈ {0, 1, 2, 3}, and this is only by a constant factor
(for instance, the factor 4) slower than the calculation of one norm. (In practice, this
minimal value can be found by calculating the angle between x and y approximately
and choosing a corresponding unit ik.) Then a new operand z is calculated as the
reduced part of x− εy which is divisible at least by 1 + i. Thus we can estimate |z|
as
|z| ≤ |x− y
′|
|1 + i| =
|x− y′|√
2
.
Altogether, we have
|z|2 + |y|2 ≤ |y|2
(
γ2 + 1−√2γ
2
+ 1
)
= f(γ)·(|x|2 + |y|2) (2.1)
with f(γ) =
γ2+1−√2γ
2 + 1
1 + γ2
.
By calculating the maximum of f(γ) with γ ≥ 1, we get an upper bound for the
reduction factor in each loop iteration. Therefore we calculate the maxima of the
analytic function f by standard methods. For γ > 1, f has only one local minimum
at
√
2 +
√
3 and no other local extremum. Furthermore, we observe
f(1) = 1−
√
2
4
= 0.64644 . . . , lim
γ→∞ f(γ) =
1
2
,
so we have shown f(γ) < 0.65, i.e. in every loop iteration, the sum of the norms of
the operands is reduced at least by a factor of 0.65 (see (2.1)).
(iii) Now we prove the result about the bit complexity. First we explain how to calculate
the absolute values only approximately. If we use a coding of the operands such that
we can access the most significant 32 bits and a corresponding scaling factor for
these top-bits of an operand’s real and imaginary part in constant (or linear) time,
we can calculate from that the norm for very small operands exactly or, for larger
operands, a lower and an upper bound of its norm that differ at most by a factor
of 1 + δ with δ very small. Therefore the calculation of such a norm approximation
can be done in the same time as we can extract the required information, i.e. in
constant (or linear) time. For the detailed estimation of the approximation factor
with δ := 2−27 we refer to Weilert (1999, Section A.7.2). Thus we do not fulfil the
relation |x| ≥ |y| in (B5), (B7), (B8) exactly, but we assure only |x| ≥ |y|/√1 + δ.
Such precision is sufficient for our algorithm, and step (ii) of this proof changes just
a little by enlarging the quarter circle V and involving γ/
√
1 + δ instead of γ. A
similar estimate for the reduction in every iteration, adjusted to this approximate
calculation, leads to a factor less than 0.65 again.
Now we discuss the running time of our novel algorithm. In every loop iteration
there are executed arithmetical operations with operands of size less than n. The
operations are only additions, multiplications by units, divisions by powers of 1 + i
and approximate norm calculations or size comparisons. The running time of these
operations is almost linear in the size of the operands, i.e. every operation can be
done in time O(n). The number of loop iterations is bounded by O(n) because in
every iteration one has a reduction by at least a constant factor less than 0.65.
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Altogether, we achieve a worst-case running time of O(n2) in terms of bit complex-
ity. 2
3. Practical Running Time
In this section, we will discuss the running time of our new GCD algorithm, in com-
parison with three other GCD algorithms in Z[i] (least remainder Euclidean algorithm,
Lehmer-type algorithm and an asymptotically fast GCD algorithm). We implemented
this algorithm in the language TPAL which we will explain later. We used this language
because there already exist several asymptotically fast basic algorithms in TPAL (e.g.
the Scho¨nhage–Strassen multiplication, Scho¨nhage’s half-GCD in Z). For example, we
calculated the integer GCD of two successive Fibonacci numbers FN and FN−1 (with
N = 10k, k = 3, . . . , 7) using Scho¨nhage’s GCD algorithm in TP and we measured a run-
ning time faster than what Cesari (1998) achieved with a non-parallel implementation of
Scho¨nhage’s GCD algorithm for the same test cases (about half of the running time for
k ≤ 5).
3.1. the machine model TP
Our machine model is the multitape Turing machine TP, described in detail in Scho¨n-
hage et al. (1994). This machine model is not only a theoretical model, but it is practi-
cally applicable to real computers, i.e. the Turing programs can be executed on existing
hardware. Such an execution on a real computer allows the use of implemented fast TP
algorithms for calculations.
The alphabet Σ of the Turing machine TP consists of 32-bit binary words (today’s
workstations or personal computers have at least a 32-bit CPU). Usually, such a binary
word is interpreted as a digit of an integer with representation with base 232. To avoid
large Turing tables, the low-level instructions in each Turing step are often arithmetical
operations with 32-bit-words.
The programs for the Turing machine TP are written in an assembly language TPAL
as a representation for the Turing table. There are programs for operations with long
integers, coded by word sequences (for a detailed description see Scho¨nhage et al., 1994).
In particular, a fast multiplication SML is implemented in TPAL with a running time of
µ(n) ≤ O(n log n log log n) bit operations for n word integers.
The machine model allows a quite exact running time analysis, which matches well
with the running time on today’s computers. Each elementary operation (i.e. instruc-
tions for one Turing step) corresponds to a hypothetical time value, measured in time
units (tu), and the running time of an algorithm is the sum of the time units of the
instructions. The elementary load, store and calculation operations and (conditional)
jumps are valued with 1 tu or 2 tu; 32 × 32 bit multiplication instructions are valued
with 33 tu, division instructions with 66 tu. Using a TP implementation on an Intel Pen-
tium II/400 MHz computer under the Linux operating system, we achieve a performance
of about 300 Mtu s−1, where 1 Mtu (“Mega time unit”) stands for one million time units.
3.2. comparison of the running time of several GCD algorithms in Z[i]
In Z, comparisons of the running time of several GCD algorithms are done by e.g.
Jebelean (1993b) (operands of up to 100 32-bit words) and Cesari (1998). We compare
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Table 1. Running time of several GCD algorithms in Z[i] (in Mtu†).
Size Algorithm for the calculation of a GCD
n words Least remainder Lehmer-type (1 + i)-ary “Descent”
1 0.1 0.1 0.0 0.1
4 0.5 0.4 0.3 0.7
10 3.2 1.2 0.8 2.4
50 164.2 15.5 6.7 17.4
100 933.7 52.7 20.1 41.9
150 2544.6 113.2 40.5 71.1
200 5124.8 201.1 66.5 101.0
250 8337.3 303.8 100.1 138.6
300 12709.4 432.0 142.0 176.8
350 18015.2 590.1 187.9 215.2
400 24236.2 760.1 243.5 250.7
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
410 25647.9 793.8 253.3 253.3
420 27503.1 846.5 265.5 268.5
430 28793.7 877.3 279.1 275.8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
440 30401.5 924.1 290.6 284.7
450 32056.6 968.6 304.6 280.2
500 39474.8 1186.8 369.5 357.4
600 59628.5 1706.1 526.2 426.8
700 83112.2 2295.2 709.2 523.1
800 112156.2 3013.2 916.9 618.6
900 142734.7 3783.3 1153.7 723.6
1000 174286.3 4648.5 1417.0 827.3
2000 837500.9 18615.7 5536.3 2106.7
† We achieve a performance of about 300 Mtu s−1 on an Intel Pentium II/400 MHz.
now the running time of the GCD algorithm in Z[i] mentioned above. In Table 1 we
list the running times of the different GCD algorithms. For these timing tests we have
generated Gaussian integers with real and imaginary parts consisting of n words each,
i.e. real and imaginary parts are bounded approximately by 232n in absolute value. We
chose the size n such that on the one hand we achieve a good overview of the running
time behaviour of the GCD algorithms and on the other hand we see in detail the size
for which the (1 + i)-ary GCD algorithm is faster than the asymptotically fast GCD
algorithm.
The “least remainder” algorithm is an implementation of the Euclidean algorithm
which calculates a least remainder in every Euclidean step. Thus in every step the algo-
rithm calculates a remainder-division exactly using multiplication and norm calculation
guaranteeing that the remainder is as small as possible. We have not improved this al-
gorithm, e.g. using the fact that in most of the cases the calculation of a least remainder
can be achieved more easily. The number of Euclidean steps is bounded by O(n) (cf.
Knopfmacher and Knopfmacher, 1991), so we get a running time of O(n·µ(n)).
The so-called “Lehmer-type” algorithm is faster than the least remainder algorithm.
This algorithm calculates the quotients of the two operands in each Euclidean step ap-
proximately, but the absolute value of the new calculated operand is at least reduced by
a factor of 0.85. Therefore we use mostly top-word informations of the operands for the
calculation of the divisions. The running time is bounded by O(n2).
The (1 + i)-ary algorithm is our new GCD algorithm presented in this paper. It has
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a bit complexity of O(n2) with a small constant hidden in the O-notation. It uses the
calculation of norm approximations as explained in Theorem 2.1 (iii).
The “Descent” algorithm is based on Scho¨nhage’s technique of a controlled Euclidean
descent. For more details of this algorithm see Weilert (1999, 2000). Its running time is
bounded by O(log n·µ(n)).
Comparing the running times one observes that the (1+ i)-ary algorithm is faster than
the least remainder Euclidean and the Lehmer-type algorithm for any size. Moreover, if
the real and imaginary parts consist of n ≤ 420 words each, the new (1+ i)-ary algorithm
is faster than the asymptotically fast algorithm.
4. Conclusion
We have presented a new GCD algorithm in Z[i] which is faster than the Euclidean
or Lehmer-type GCD algorithm. If the operands are not too large, our algorithm is
considerably faster than the asymptotically fast GCD algorithm. The disadvantage of
our (1 + i)-ary algorithm is that it is not able to calculate some cofactors ξ, η for a
representation of the GCD g of the operands x, y ∈ Z[i] :
∃ ξ, η ∈ Z[i] : ξx+ ηy = g.
It is well-known that the other three algorithms are able to calculate such cofactors.
However, it could be possible to extend our presented algorithm in order to calculate
the cofactors. For instance, this extension has been done for the binary algorithm in Z
(Knuth, 1998, Section 4.5.2).
It remains to discuss statistical models for the running time of our new algorithm in
the average case as was done by Knuth, Brent and Valle´e for the binary GCD algorithm
in Z.
The ideas on which our algorithm is based can probably be generalized to the five
norm-Euclidean rings of algebraic integers, but this exceeds the scope of this article.
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