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図 3 マルコフ連鎖 
マルコフ連鎖とは、マルコフ過程に従う確率過程のうち、離散時間において離散的な状
態をとるものを言う。図  3 に示すように、ある確率過程に従う状態列 K,, 21 CC を
}:{ N∈tCt と表す。このとき、 
)|Pr(),,|Pr( 111 tttt CCCCC ++ =L  
を全ての N∈t に対して満たすならば }{ tC はマルコフ連鎖であるという。以後簡便のため
に ),,,( 21 tCCC L を )(tC と表す。この場合、マルコフ連鎖は、 










時刻が 1 会計期間を表している。そして、1 会計年度後の企業の状態は現在の企業の状態
のみに依存し、過去の状態には関係しないことを表している。 
マルコフ連鎖においては以下の式で表される確率を遷移確率と呼ぶ 
)|Pr( iCjC sts ==+  
これは、時刻ｓにおいて状態 i であるときに時刻 s+t において状態 j である確率である。
本論文では、遷移確率を sによらず一定であるとして、 
)|Pr()( iCjCt stsij === +γ  
と表す。つまり、企業の状態が遷移する確率は時刻にかかわらずに一定であることを仮定
している。 
ここで、要素 ),( ji が )(tijγ である行列を )(tΓ と表す。 )(tΓ には、 
)()()( utut ΓΓΓ =+  
となる性質がある。このことから、 
tt )1()( ΓΓ =  
が導き出される。 






















( ) ( ) ( )( ) Nu ∈=== tmCCt tt   ,Pr,,1Pr K  
と表す。このとき、Γを用いて 








図 4 隠れマルコフモデル 
隠れマルコフモデルは図 4 に示すように、観測値 }:{ N∈tX t が、背後で遷移している状




























)|Pr()( iCxXxp tti ===  
)(xpi は時刻 tにおいて状態が iのときに観測値 tX が xとなる確率である。これは企業の
状態が 
観測値 tX は、 Tt ,,1 K= において ( ) ( )iCtu ti == Pr とおくと、 
1C  2C 3C 4C




























































となる。ここで、 )(xP は i 番目の要素が )(xpi である対角行列である。このとき、
( ) ( ) 11 −= tt Γuu となるので、 
'1 )()()Pr( 1PΓu xtxX tt
−==  
とかける。 
初期の状態分布をδとすると、ある隠れマルコフモデルから観測値 Txxx ,,, 21 K が出力さ
れる確率 TL は 
1ΓPΓPΓPP ′= )()()()( 321 TT xxxxL Lδ  
と表せる。 
つまり TL は一連の財務諸表データ Txxx ,,, 21 K が観測される確率を表す。 
 
第三節 EMアルゴリズム 








まず、EMアルゴリズムのために Forward probabilitiesと Backward probabilitiesを定
義する。 
Forward probabilities tα は、 







121 ΓPδPΓPΓPδPα L  
と定義される。 
このとき、 












tα の j 番目の要素を ( )jtα とすると、 ( )jtα は ),,,,Pr( 1211 jCxXxXxX ttt ==== K とな
る結合確率を表している。つまり、( )txx ,,1 K かつ時刻 tで状態が jである確率を表してい
る。 
さらに、 Tt ,,2,1 K= において Backward probabilities tβ を 









sTttt xxxx L  
と定義する。 
tβ の j 番目の要素を ( )jtβ とする ( )jtβ は )|,,,Pr( 2211 jCxXxXxX tTTtttt ==== ++++ K
となる条件付確率を表している。つまり、時刻 tで状態 jの時に ( )Tt xx ,,1 K+ である確率を
表している。 
つまり、図 5に示すように tα は時刻 tまでの確率、 tβ は時刻 tからの確率を表している。 
 
図 5 Forward probabilitiesと Backward probabilities 
1C  
1X  
1−tC tC TC  1+tC 1−TC




( ) ( ) ( ) ( )( )jCjja tTTtt === ,Pr xXβ  
が導き出せる。つまり、 ( ) ( )jja tt β は ( ) ( )TT xX = かつ時刻 tで状態 jである確率を表してい
る。 
このことから、 
( ) ( )( ) ( ) ( )















がいえる。つまり、 ( ) ( )TT xX = のもとで時刻 tのとき状態 jである確率は ( ) ( ) Ttt Ljj /βα で
表され、 ( ) ( )TT xX = のもとで時刻 t-1のとき状態 jで時刻 tのとき状態 kに遷移する確率は、
( ) ( ) ( ) tttkjkt Lkxpj /1 βγα − で表される。 
EMアルゴリズムは Eステップと Mステップに分けることができる。 
1. Eステップ 学習データ Tx が与えられたときに、全ての状態について時刻 tで状態 j
となる確率 ( )tu j と時刻 t-1から tになるとき状態 jから状態 kに遷移する確率 jkγ を
計算する 
2. M ステップ 与えられた確率のもとで学習データが出力される尤度が最大になるよ
うに隠れマルコフモデルのパラメータを更新する。 
Eステップと Mステップを繰り返すことで隠れマルコフモデルの学習を行う。 
観測値 Txx ,,1 K と隠された状態列 Tcc K,1 からなる隠れマルコフモデルの対数尤度は 







































となる。したがって ( )tu j と ( )tjkγ を用いて、 
( ) ( )( )( )
































1. Eステップでは ( )tu j と ( )tjkγ を以下のように更新する。 
( ) ( )( ) ( ) ( )















2. Mステップ δ ,Γ ,term3のパラメータを以下のように更新する 




uuu == ∑ =δ  
② ( )∑∑ =− == Tt jkjkmk jkjkjk tvfff 21 ˆ   /γ  









は ( )tj xp として正規分布を仮定しているため、以下のようにパラメータを更
新する。 
( ) ( )


































Viterbi アルゴリズムでは以下の式のように観測された値 tX のもとで尤度最大となる状
態遷移列 Tccc K,, 21 を計算する。 























( ) ( )1111,1 ,Pr xpxXiC iii δξ ====  
と定義する。 
次に、 Tt K,2,1= に対して、 
( ) ( ) ( ) ( )( )TTtttcccti iCt xXcC ==== −−− ,,Prmax 11,, 12,1 Kξ  
と定義する。このとき、 tiξ は Tt K,2,1= と mi ,,2,1 K= に対して再帰式、 
( )( ) ( )tjijititj xpγξξ ,1max −=  
を満たす。したがって、 tiξ を要素とする mT × の行列を計算すればよいので、計算量はT
に対して線形となる。 

































1. 初期分布 隠れマルコフモデルの初期状態として状態 1,2を取る確率である、 
( )21,δδ=δ  
 











3. 各状態における正規分布の平均・分散 状態 i における正規分布の平均を iµ 、標準
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図 7 本田技研（株）の総資産営業利益率 
 
1. 売上高営業利益率を用いた場合  
売上高営業利益率を隠れマルコフモデルの入力に用いた場合、パラメータの学習結果は以
下のようになった。 
z δ  
1δ  2δ  
1.000000e+00 1.279390e-30 
z Γ  
 1 2 
1 0.89018729 0.1098127 
2 0.03337429 0.9666257 
z µ  
1µ  2µ  
7.020065 1.774181 
z σ  










































z δ  
１５ 
1δ  2δ  
1.000000e+00 8.348672e-94 
z Γ  
 1 2 
1 0.93175856 0.06824144
2 0.05303608 0.94696392
z µ  
1µ  2µ  
6.579962 1.218830 
z σ  











































z δ  
1δ  2δ  
1.000000e+00 5.440155e-79 
z Γ  
 1 2 
1 0.8735024 0.1264976 
2 0.0380789 0.9619211 
z µ  
 1µ  2µ  
売上高営業利益率 7.136308 1.768085 





z σ  
 1σ  2σ  
売上高営業利益率 1.888962 2.162592 































1 のとき平均が大きく状態 2 のとき平均が小さくなった。このことより、状態 1 が好調を
























ジェイ エフ イー ホールディングス 2003－ 
また、学習済みの隠れマルコフモデルを用いて、鉄鋼業の企業のひとつである新日本製鐵
（株）の財務分析を行う。財務分析を行う新日本製鐵（株）の売上高営業利益率と総資産
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図 14 新日本製鐵（株）の総資産経常利益率 




z δ  
1δ  2δ  
3.585071e-187 1.000000e+00 
z Γ  
 1 2 
1 0.7708799 0.2291201 
2 0.1058447 0.8941553 
 
２０ 
z µ  
1µ  2µ  
12.518766 4.902904 
z σ  












































z δ  
1δ  2δ  
6.256907e-253  1.000000e+00 
z Γ  
 1 2 
1 0.81046635 0.1895337 
2 0.08652867 0.9134713 
z µ  
1µ  2µ  
8.707188 1.277823 
z σ  












































z δ  
1δ  2δ  
6.628131e-135  1.000000e+00 
z Γ  
 1 2 
1 0.7625098  0.2374902 
2 0.1231078  0.8768922 
z µ  
 1µ  2µ  
売上高営業利益率 12.37702 4.680554 
総資産経常利益率 8.39128  1.066913 
z σ  
 1σ  2σ  
売上高営業利益率 3.251582 2.831387 
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図 21東京急行（株）の総資産経常利益率 





z δ  
1δ  2δ  
1.000000e+00 3.140504e-65 
z Γ  
 1 2 
1 0.94180958 0.05819042
2 0.03057007 0.96942993
z µ  
1µ  2µ  
13.767210  6.399327 
z σ  







































z δ  
1δ  2δ  
1.181449e-198  1.000000e+00 
z Γ  
 1 2 
1 0.89494433 0.1050557 
2 0.04547791 0.9545221 
z µ  
1µ  2µ  
3.334282 1.312828 
z σ  









































z δ  
1δ  2δ  
1.447535e-38 1.000000e+00 
z Γ  
２９ 
 1 2 
1 0.92555382 0.07444618
2 0.01527872 0.98472128
z µ  
 1µ  2µ  
売上高営業利益率 17.285699 7.260579 
総資産経常利益率 1.942628 1.884787 
z σ  
 1σ  2σ  
売上高営業利益率 6.361525 2.341687 
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gamma,delta=NULL)   
{                                                            
 
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n          <- length(x)                                     
 lalpha     <- lbeta<-matrix(NA,m,n)   
 
allprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  { 
    allprobs[i,j] = dnorm(x[i],mean[j],sd[j]) 
   } 
                         
 foo        <- delta*allprobs[1,]                            
 sumfoo     <- sum(foo)                                     
 lscale     <- log(sumfoo)                                  
 foo        <- foo/sumfoo                                    
 lalpha[,1] <- log(foo)+lscale                               
 for (i in 2:n)                                              
   {                                                         
   foo        <- foo%*%gamma*allprobs[i,]                    
   sumfoo     <- sum(foo)                                    
   lscale     <- lscale+log(sumfoo)                          
   foo        <- foo/sumfoo                                  
   lalpha[,i] <- log(foo)+lscale                             
   }                                                         
 lbeta[,n]  <- rep(0,m)                                      
 foo        <- rep(1/m,m)                                    
 lscale     <- log(m)                                        
 for (i in (n-1):1)                                          
   {                                                         
   foo        <- 
gamma%*%(allprobs[i+1,]*foo)                
   lbeta[,i]  <- log(foo)+lscale                             
   sumfoo     <- sum(foo)                                    
   foo        <- foo/sumfoo                                  
   lscale     <- lscale+log(sumfoo)                          
   }                                                         
 list(la=lalpha,lb=lbeta)                                    
}       
 
norm.HMM.EM <- 
function(x,m,mean,sd,gamma,delta,             
                        
maxiter=1000,tol=1e-6,...)          
{   
 n <- length(x)                                                         
 mean.next    <- mean 
 sd.next      <- sd                                    
 gamma.next     <- gamma                                     
 delta.next     <- delta                                    
 for (iter in 1:maxiter)                                     
   { 
    lallprobs <- matrix(nrow=n, ncol=m) 
     for(i in 1:n) 
      for(j in 1:m) 
      { 
       lallprobs[i,j] = 
dnorm(x[i],mean[j],sd[j],log=TRUE) 
     }          
   fb  <-  
norm.HMM.lalphabeta(x,m,mean,sd,gamma,de
lta=delta)    
la  <-  fb$la                                         
   lb  <-  fb$lb                                         
   c   <-  max(la[,n])                                    
   llk <- c+log(sum(exp(la[,n]-c)))                         
   for (j in 1:m)                                          
   {                                                    
    for (k in 1:m)                                       
    {                                                   
       gamma.next[j,k] <- 
gamma[j,k]*sum(exp(la[j,1:(n-1)]+    
                          
lallprobs[2:n,k]+lb[k,2:n]-llk))   
    }                                                   
   mean.next[j] <- sum(exp(la[j,]+lb[j,]-llk)*x)/          
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[j] <- 
sum(exp(la[j,]+lb[j,]-llk)*(x-mean.next[j])^2)/ 
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[j] <- sqrt(sd.next[j])           
  }                                                 
   gamma.next <- 
gamma.next/apply(gamma.next,1,sum)          
   delta.next <- exp(la[,1]+lb[,1]-llk)                     
   delta.next <- delta.next/sum(delta.next)                 
   crit    <- sum(abs(mean-mean.next)) +   
                 sum(abs(sd-sd.next)) +              
         
sum(abs(gamma-gamma.next)) +                
                 sum(abs(delta-delta.next))               
  if(crit<tol)                                            
{                                                   
     np     <- m*m+m-1                                
AIC    <- -2*(llk-np)                                
     BIC    <- -2*llk+np*log(n)                          
     
return(list(mean=mean,sd=sd,gamma=gamma,
delta=delta,     
           mllk=-llk,AIC=AIC,BIC=BIC))                 
     }                                                   
mean  <- mean.next  
   sd       <- sd.next                               
   gamma      <- gamma.next                           
   delta      <- delta.next                               
   }                                                     
 print(paste("No convergence 
after",maxiter,"iterations"))   
NA                                                     
}                                                        
norm.HMM.viterbi<-function(x,m,mean,sd,gam
ma,delta=NULL,...)  
{                                                    
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n         <- length(x) 
 normprobs <- matrix(nrow=n, ncol=m) 
 for(i in 1:n) 
  for(j in 1:m) 
   { 
    normprobs[i,j] = dnorm(x[i],mean[j],sd[j]) 
   }  
                          
 xi        <- matrix(0,n,m)                              
35 
 foo       <- delta*normprobs[1,]                           
 xi[1,]    <- foo/sum(foo)                                  
 for (i in 2:n)                                              
   {                                                         
   foo    <- 
apply(xi[i-1,]*gamma,2,max)*normprobs[i,]       
   xi[i,] <- foo/sum(foo)                                    
   }                                                         
 iv<-numeric(n)                                              
 iv[n]     <-which.max(xi[n,])                              
 for (i in (n-1):1)                                          
   iv[i] <- which.max(gamma[,iv[i+1]]*xi[i,])                
 iv                                                          
}        
norm2.HMM.lalphabeta<-function(x,m,mean,s
d,gamma,delta=NULL)   
{                                                            
 
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n          <- length(x[,1])                                     
 lalpha     <- lbeta<-matrix(NA,m,n)   
 
allprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  {  
    allprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j])*dnorm(x[i,2],me
an[2,j],sd[2,j]) 
   } 
                         
 foo        <- delta*allprobs[1,]                            
 sumfoo     <- sum(foo)                                     
 lscale     <- log(sumfoo)                                  
 foo        <- foo/sumfoo                            
 lalpha[,1] <- log(foo)+lscale                               
 for (i in 2:n)                                              
   {                                                         
   foo        <- foo%*%gamma*allprobs[i,]                    
   sumfoo     <- sum(foo)                                    
   lscale     <- lscale+log(sumfoo)                          
   foo        <- foo/sumfoo                                  
   lalpha[,i] <- log(foo)+lscale                             
   }                                                         
 lbeta[,n]  <- rep(0,m)                                      
 foo        <- rep(1/m,m)                                    
 lscale     <- log(m)                                        
 for (i in (n-1):1)                                          
   {                                                         
   foo        <- 
gamma%*%(allprobs[i+1,]*foo)                
   lbeta[,i]  <- log(foo)+lscale                             
   sumfoo     <- sum(foo)                                    
   foo        <- foo/sumfoo                                  
   lscale     <- lscale+log(sumfoo)                          
   }                                                         
 list(la=lalpha,lb=lbeta)                                    
}                           
 
norm2.HMM.EM <- 
function(x,m,mean,sd,gamma,delta,             
                        
maxiter=1000,tol=1e-6,...)          
{   
 n <- length(x[,1])                                                         
 mean.next    <- mean 
 sd.next      <- sd                                    
 gamma.next     <- gamma                                     
 delta.next     <- delta                                    
 for (iter in 1:maxiter)                                     
   {      
    lallprobs <- matrix(nrow=n, ncol=m) 
   for(i in 1:n) 
for(j in 1:m) 
     { 
      lallprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j],log=TRUE)+dnor
m(x[i,2],mean[2,j],sd[2,j],log=TRUE) 
     }                                                   
fb  <-  
norm2.HMM.lalphabeta(x,m,mean,sd,gamma,d
elta=delta)    
la  <-  fb$la                                         
   lb  <-  fb$lb                                         
   c   <-  max(la[,n])                                    
   llk <- c+log(sum(exp(la[,n]-c)))                         
for (j in 1:m)                                          
  {                                                     
     for (k in 1:m)                                      
    {                                                   
       gamma.next[j,k] <- 
gamma[j,k]*sum(exp(la[j,1:(n-1)]+    
                          
lallprobs[2:n,k]+lb[k,2:n]-llk))   
     }   
 
   mean.next[1,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*x[,1])/          
                     sum(exp(la[j,]+lb[j,]-llk)) 
   mean.next[2,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*x[,2])/          
                     sum(exp(la[j,]+lb[j,]-llk)) 
 
   sd.next[1,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*(x[,1]-mean.next[1,j])^
2)/ 
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[1,j] <- sqrt(sd.next[1,j])           
   sd.next[2,j] <- 
sum(exp(la[j,]+lb[j,]-llk)*(x[,2]-mean.next[2,j])^
2)/
                     sum(exp(la[j,]+lb[j,]-llk)) 
   sd.next[2,j] <- sqrt(sd.next[2,j])           
                                                       
}                                                     
gamma.next <- 
gamma.next/apply(gamma.next,1,sum)          
   delta.next <- exp(la[,1]+lb[,1]-llk)                     
delta.next <- delta.next/sum(delta.next)                 
   crit       <- sum(abs(mean-mean.next)) +   
     sum(abs(sd-sd.next)) +  
                 
sum(abs(gamma-gamma.next)) +                
                 sum(abs(delta-delta.next)) 
            
  if(crit<tol)                                            
    {                                                   
np     <- m*m+m-1                                
     AIC    <- -2*(llk-np)                                
     BIC    <- -2*llk+np*log(n)                          
     
return(list(mean=mean,sd=sd,gamma=gamma,
delta=delta,     
           mllk=-llk,AIC=AIC,BIC=BIC))                 
    }                                                   
   mean     <- mean.next  
sd <- sd.next                               
   gamma      <- gamma.next                           
   delta      <- delta.next                               
}                                                     
print(paste("No convergence 
after",maxiter,"iterations"))   
NA                                                     
36 
}                                                                                                        
                          
norm2.HMM.viterbi<-function(x,m,mean,sd,ga
mma,delta=NULL,...)  
{                                                            
 
if(is.null(delta))delta<-solve(t(diag(m)-gamma+
1),rep(1,m))    
 n         <- length(x[,1]) 
 
normprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  {  
    normprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j])*dnorm(x[i,2],me
an[2,j],sd[2,j]) 
   } 
 
 
normprobs <- matrix(nrow=n, ncol=m) 
 
for(i in 1:n) 
 for(j in 1:m) 
  {  
    normprobs[i,j] = 
dnorm(x[i,1],mean[1,j],sd[1,j])*dnorm(x[i,2],me
an[2,j],sd[2,j]) 
   } 
                             
 xi        <- matrix(0,n,m)                                 
 foo       <- delta*normprobs[1,]                           
 xi[1,]    <- foo/sum(foo)                                  
 for (i in 2:n)                                              
   {                                                         
   foo    <- 
apply(xi[i-1,]*gamma,2,max)*normprobs[i,]       
   xi[i,] <- foo/sum(foo)                                    
   }                                                         
 iv<-numeric(n)                                              
 iv[n]     <-which.max(xi[n,])                              
 for (i in (n-1):1)                                          
   iv[i] <- which.max(gamma[,iv[i+1]]*xi[i,])                
 iv                                                          
}                                                                                      
