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ABSTRACT
RNA-sequencing (RNA-seq) technology is a high-throughput next-generation sequencing proce-
dure. It allows researchers to measure gene transcript abundance at a lower cost and with a higher
resolution. Advances in RNA-seq technology promoted new methodological development in several
branches of quantitative analysis for RNA-seq data. In this dissertation, we focus on several topics
related to RNA-seq data analysis.
This dissertation is comprised of three papers on the analysis of RNA-seq data. We first intro-
duce a method for detecting differentially expressed genes across different experimental conditions
with correlated RNA-seq data. We fit a general linear model to the transformed read counts of
each gene and assume the error vector has a block-diagonal correlation matrix with unstructured
blocks that account for within-gene correlations. In order to stabilize parameter estimation with
limited replicates, we shrink the residual maximum likelihood estimator of correlation parameters
toward a mean-correlation locally-weighted scatterplot smoothing curve. The shrinkage weights are
determined by using a hierarchical model and then estimated via parametric bootstrap. Due to the
information sharing across genes in parameter estimation, the null distribution of test statistic is
unknown and mathematically intractable. Thus, we approximate the null test distribution through
a parametric bootstrap strategy.
Next, we focus on correlation estimation between genes. Gene co-expression correlation estima-
tion is a fundamental step in gene co-expression network construction. The correlation estimates
could also be used as inputs of topological statistics which help analyze gene functions. We propose
a new strategy for co-expression correlation definition and estimation. We introduce a motivating
dataset with two factors and a split-plot experimental design. We define two types of co-expression
correlations that originate from two different sources. We apply a linear mixed model to each gene
x
pair. The correlations within random effects and random errors are used to represent the two types
of correlations.
Finally, we consider a basic topic in quantitative RNA-seq analysis, gene filtering. It is essential
to remove genes with extremely low read counts before further analysis to avoid numerical problems
and to get a more stable estimates. For most differential expression and gene network analyses tools,
there are embedded gene filtering functions. In general, these functions rely on a user-defined hard
threshold for gene selection and fail to make full use of gene features, such as gene length and GC
content level. Several studies have shown that gene features have a significant impact on RNA-
sequencing efficiency and thus should be considered in subsequent analysis. We propose to fit a
model involving a two-component mixture of Gaussian distribution to the transformed read counts
for each sample and assume all parameters are functions of GC content. We adopt a modified
semiparametric expectation-maximization algorithm for parameter estimation.
We perform a series of simulation studies and show, that in many cases, the proposed methods
improve upon existing methods and are more robust.
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CHAPTER 1. GENERAL INTRODUCTION
This dissertation consists of three projects on statistical methods for RNA sequencing (RNA-
seq) data analysis. Motivated by existing approaches and scientific questions in biological research,
we propose new approaches for DE analysis, gene co-expression correlation estimation and gene
activity status detection. Because the subsequent chapters share many recurring topics, we present
an overview of the background knowledge and work related to our projects.
1.1 RNA Sequencing
RNA-seq is a next-generation sequencing technology which enables the annotation and quan-
tification of genes across experimental conditions. One important feature measured by RNA-seq is
gene transcript abundance, which indicates how much a gene is expressed. The resulting RNA-seq
expression data is typically represented as a matrix of read counts with rows representing genes
and columns corresponding to biological samples. RNA-seq read counts are positively correlated
with gene expression levels.
Typically, an RNA-seq experiment starts with library preparation, extracting and purifying
genomic RNA and then reverse transcribing RNA to complementary DNA (cDNA). The transcribed
cDNA is then cleaved into several overlapping fragments by using enzymatic methods. Next,
fragments are amplified in the library and prepared for sequencing. The total number of reads that
are sequenced after amplification is called library size. In data analysis, we usually use the total
number of mapped reads (the summation of a column in read counts in a data matrix) as a library
size.
Besides gene expression levels, RNA-seq measures may be affected by library size, gene length,
gene GC composition, and other experimental factors. Library size is the most well known factor
that can introduce bias. For example, suppose we create two libraries with the same RNA com-
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position but different library size, n and 2n. Then we would roughly have two times more of each
RNA in the first library than the second library. Hence, normalization is necessary for almost all
statistical analysis of RNA-seq data to account for this technical bias. Gene length bias is well
understood in RNA-seq data (Oshlack and Wakefield (2009); Phipson et al. (2017)). Longer genes
tend to have more fragments given the same library size, resulting in higher counts in RNA-seq
output. We know that there are four types of nucleotides, distinguished by their bases: adenine
(A), guanine (G), cytosine (C), and thymine (T). The fraction of G and c nucleotides is denoted
as GC content. Studies have shown that sequencers tend to under-report reads from genes with
high or low GC content, and over-report reads from portions of gene sequence with intermediate
GC content (Dohm et al. (2008); Risso et al. (2011)). A good analysis approach should account for
these biases.
1.2 Differential Expression
Differential expression (DE) analysis aims at detecting genes that have significant quantitative
changes in expression levels between experimental conditions. It is one of the fundamental goals
of transcriptome profiling and helps reveal functions of genes and identify gene pathways. Several
tools have been developed for DE analysis, including edgeR (Robinson et al. (2010a)) and DESeq2
(Anders and Huber (2010)), which are based on negative binomial count models, voom-limma
(Law et al. (2014)), which takes advantage of the limma pipeline and assume a Gaussian model on
logarithm transformed read counts, and baySeq (Hardcastle and Kelly (2010)) and EBSeq (Leng
et al. (2013)), which are Bayesian approaches that rely on negative binomial models.
Split-plot designs are commonly used in RNA-seq experiments.In split-plot designs, each whole-
plot experimental unit is measured multiple times under different conditions. It is reasonable to
assume that read counts from the same whole-plot experimental unit for any given gene may be
correlated. Note that all the DE analysis methods mentioned above are designed for independent
responses and make no provisions for within-gene correlation structure. In Chapter 2, we assume a
general linear model for the responses in each gene and assign an unstructured correlation structure
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for model errors associated with each whole-plot experimental unit to account for within-gene
correlations. Due to cost or logistics reasons, most RNA-seq experiments constrained to small or
moderate sample sizes. Three or fewer replicates are commonly seen in RNA-seq analysis (Hansen
et al. (2011)) which is a big hurdle in parameter estimation. To overcome this barrier, we take
advantage of the commonly adopted strategy, borrow information across genes. In edgeR and
DESeq2, authors use this idea for dispersion parameter estimation in negative binomial models. In
voom-limma, this idea is used to compute weights for each observation.
In Chapter 2, we also discussed an often-overlooked topic in DE analysis, the null distribu-
tion of test statistics. When parameter estimation involves information sharing across genes, the
null distribution is not always analytically tractable. We propose to use a parametric bootstrap
technique to approximate the null distribution of our test statistics.
1.3 Gene Co-expression Correlation
Genes work interactively with each other, and gene network analysis is involves the study of
such interactions. Gene networks consist of nodes and edges. Each node represents a gene. In
gene regulatory networks, edges are directed, indicating regulatory processes such as activation,
inhibition, or some other interaction between genes. In gene co-expression networks (GCN), edges
are undirected and represent a general dependency relationship between gene expression levels. We
focus on an important aspect of GCN construction in Chapter 3.
To build a GCN, the first step is to measure the similarity of genes based on their transcript
abundance across experimental conditions. Common choices for quantifying correlation include
Pearson’s correlation, as well as Spearman’s and Kendall’s rank correlation. Once a correlation
measure is choosen, a similarity matrix is built based on a correlation matrix. In order to remove
trivial edges and simplify network structure, several approaches have been developed for similarity
matrix thresholding, such as an ad hoc method (Tsaparas et al. (2006)), a rank based method
(Stuart et al. (2003)), and a method based on random matrix theory (Gibson et al. (2013)) among
others.
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Note that correlation estimation will affect the accuracy of subsequent analysis and plays a very
important in GCN construction. The commonly used simple correlation coefficients can be affected
by biological factors and have ambiguous interpretations. In Chapter 3, we discusses the defini-
tion of co-expression correlation and illustrate the insufficiency of simple correlation coefficients.
We proposed two methods for gene correlation estimation, which can be used as input for GCN
construction or used directly for feature analysis. In the process of similarity matrix thresholding,
the sign of the correlation estimates are often omitted, which can lead to an important loss of
information. We propose a new statistic, sign consistency,that examines correlation directions of a
gene with other genes in a comparison of two networks.
1.4 Discrimination of Low and High Expressed Genes
The first step of RNA-seq analysis is often data cleaning that involves removing genes with
extreme low read counts and contaminated samples. Many popular DE analysis tools, such as
edgeR and DESeq2, have an embedded algorithm for gene filtering in their packages. The most
popular GCN construction tool, WGCNA (Langfelder and Horvath (2008)), also provides gene
filtering and sample selection in the R package. These tools employ user-defined cutoffs which are
subjective and lack theoretical support.
The nature of gene filtering is a discrimination problem, separating low expressed from high
expressed genes. The outcome can also be used to study how parental inbred lines affect the
transcriptomic plasticity of their hybrid. Genes active in one inbred line but inactive in another are
defined as single-parent expression (SPE) genes. SPE genes may be active in their hybrid progeny,
a phenomenon known as expression complementation (Baldauf et al. (2018)). Studies show that
gene expression complementation extensively affects hybrids and has an important impact on the
developmental plasticity of hybrids.
In Chapter 4, we review current methods for gene status detection and the commonly used
assumptions. As we mentioned in Chapter 1.1, RNA-sequencing efficiency is related to GC content.
However, most existing detection methods ignore GC content when making detection calls. We
5
adopt a two component mixture of Gaussian models for transformed read counts and assume that
all parameters may depend on GC content. A modified nonparametric expectation-maximization
(EM) algorithm is used for estimation of parameter functions.
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Abstract
Differential expression (DE) analysis is a fundamental task in RNA-seq analysis. It detects genes
with significant changes in transcript abundance across experimental conditions. Several methods
exist for identifying DE genes under independent response assumption, but far fewer are available for
identifying DE genes when read counts within a gene are correlated. In this chapter, we proposed a
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method called SPADE, an acronym for ”shrinkage and parametric bootstrap differential expression
analysis”. In SPADE, we take advantage of the voom-limma approach, transferring the read counts
to logarithm counts per million and getting observational specific weights from the mean-variance
trend. Then, we fit a general linear model to transformed read counts of each gene and assume
the variance of error vector can be written as a production of weight and unstructured correlation
matrices. Considering the fact that RNA-seq experiments usually contain a few replicates, we shrink
the residual maximum likelihood estimators of correlation parameters toward a mean-correlation
trend estimated from all genes. Variance estimators are shrunken by using the method described
in Smyth (2004). Due to the information sharing across genes in parameter estimation procedure,
the null distribution of proposed test statistic does not follow the theoretical distribution any more.
We propose to use a parametric bootstrap to approximate the null distribution.
Simulation studies show that SPADE have considerable improvement in terms of discriminative
performance and false discovery rate control in correlated scenarios. In read data analysis, the
trend in intermediate results also consistent with the known biological fact.
The spade package is available at https://github.com/rksyouyou/spade.
2.1 Introduction
One fundamental goal of transcriptome profiling is to detect differentially expressed genes, that
is genes with quantitative changes in expression levels across different experimental groups. Genes
that are not differentially expressed are referred to as equivalently expressed. Over the past decade,
RNA sequencing (RNA-seq) technologies have became popular for genome-wide transcriptomic
studies. RNA-seq enables the annotation and quantification of genes across various biological
conditions with higher resolution, lower cost and less bias compared to microarrays (Mortazavi
et al. (2008); Wang et al. (2009)).
With increased use, RNA-seq experimental designs also have became more complex. As a
motivating example, we consider an RNA-seq experiment conducted on five barley genotypes.
Each genotype was infected with Blumeria graminis f. sp. hordei (Bgh), the obligate biotroph that
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causes barley powdery mildew. Plants of each genotype were measured at six time points after Bgh
infection with three biological replicates. This experiment has a split-plot design with genotype as
the whole-plot factor and measurement time as the split-plot factor. Researchers were interested
in evaluating how transcript abundance levels of different genotypes change over time after the
infection to gain insights about interactions that occur between the plant and pathogen at the
molecular level. The experiment is introduced in greater detail in Section 2.3. Because whole-plot
experimental units are measured repeatedly over time in the experimental design, it is necessary
to consider the within-unit correlation when modeling data for each gene.
Several statistical methods and related software packages have been developed for analysis
of independent RNA-seq read counts, including parametric methods based on generalized linear
models such as edgeR (Robinson et al. (2010a)), DESeq2 (Anders and Huber (2010)), and voom-
limma (Law et al. (2014)), as well as nonparametric approaches such as NOISeq (Tarazona et al.
(2011)) and SAMseq (Li and Tibshirani (2013)). Both edgeR and DESeq2 use gene-specific negative
binomial (NB) models for RNA-seq read counts and implement information sharing across genes to
obtain a reliable estimate of NB dispersion parameters when the sample size is small. In edgeR, each
gene-specific dispersion parameter estimate is obtained by using a weighted likelihood approach
that draws information from other genes with similar expression levels. In DESeq2, each gene-
specific dispersion parameter estimates is shrunk toward a mean-dispersion trend which is fit to
the dispersion estimates. The voom-limma method takes advantage of the limma pipeline which is
based on linear modeling and was originally designed for microarray data analysis. In voom-limma,
RNA-seq count data are normalized and converted to logarithmic (base 2) scale. Then, voom-limma
estimates observation-specific precision weights based on a fitted mean-variance relationship. The
normalized log-counts and corresponding precision weights can then be processed with the limma
analysis pipeline.
To test for differential expression, edgeR uses an exact test when comparing two conditions and
either a generalized linear model likelihood ratio test (LRT) or a quasi-likelihood F -test for more
complex experimental designs. In DESeq2 (version 3.6), inference is based on generalized linear
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models with Wald tests for two-group comparisons and LRTs for testing more general hypotheses.
The voom-limma approach uses moderated t or F -statistics which are the same as ordinary t or
F statistics except that the variance estimates are moderated towards a common value using an
empirical Bayesian method. Note that all these methods include some sort of information sharing
across genes, either in model estimation or inference.
Many efforts have been made to improve gene-specific dispersion parameter estimators. How-
ever, there is another important and often-overlooked factor that affects DE analysis: correlation
among the response observations within each gene. In some RNA-seq experiments, experimental
units are measured multiple times. It is reasonable to assume that multiple RNA-seq counts from
a single experimental unit might be correlated. All methods mentioned above assume independent
response values within each gene and make no provisions for within-gene correlation structures.
In order to address this challenge, several methods were developed for time course design in the
last five years (Spies and Ciaudo (2015); Spies et al. (2017)). A majority of these methods use a
NB model or its extension, combined with other techniques, such as Next maSigpro (Nueda et al.
(2014)), DyNB (Äijö et al. (2014)), EBSeq-HMM (Leng et al. (2015)), timeSeq (Sun et al. (2016)),
and ImpulseDE2 (Fischer et al. (2018)). Next maSigpro is an extension of maSigpro (Vij and
Tyagi (2007)), it models count data with a NB distribution followed by a polynomial regression
and use a LRT for DE genes detection. DyNB uses a NB distribution to model counts data and
a Gaussian process to account for temporal correlation of genes. EBSeq-HMM, an extension of
EBSeq (Leng et al. (2013)), models counts data with a beta NB model and accounts for ordered
data by using a auto-regression Hidden Markvoe Model. TimeSeq fits a NB mixed effect model to
read counts and uses a Kullback-Leibler distance ratio test for DE genes detection. ImpulseDE2
performs DE analysis of single or case/control time course data. It applies a NB distribution and
a impulse model to fit counts data and model temporal correlations. Other approaches that not
designed for RNA-seq data include lmms (Straube et al. (2015)) which uses a linear mixed model
splines, nsgp (Heinonen et al. (2016)) which is based on Gaussian process, splineTC (Michna et al.
(2016)) which uses spline regression, etc. Though taking into account time course factor in these
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methods, none of them incorporates dependency between time points within a gene in model fitting
or subsequent analysis. In Nguyen and Nettleton (2019), authors proposed to use a general linear
model with a continuous autoregressive structure to account for the within-unit correlations that
arise in repeated-measures design. In this paper, we will expand their idea and use the more flexible
unstructured correlation for general linear model.
We take advantage of the voom-limma approach together with expression-level-dependent shrink-
age for correlation estimation and a parametric bootstrap method for inference. We normalize the
read counts and compute precision weights by using the voom() function in R package limma. Note
that, an unstructured correlation usually results in very unstable estimates for small sample size ex-
periments. The resulting estimated correlation matrix will fail to reflect the true correlation among
observations from the same sub-group experimental units. Also, it tends to have the maximal eigen-
values being to big and the minimal too small and therefore leads to singularity problem. Another
option for Rg is the identity matrix which contains no parameters and is widely accepted by existing
differential expression analysis approaches. Considering that the RNA-seq experiment is a natural
continuous development process, the independent assumption fails for most cases. Thus, we make a
compromise, starting with an unstructured correlation estimates and stabilizing the noisy gene-wise
estimates by shrinking them toward a consensus prior distribution. For each gene, we fit a Gaussian
model with unstructured within-unit correlation to the normalized data and estimate parameters
by using the gls() function in R. The variance estimates are shrunken toward a pooled estimate
following Smyth (2004) approach. The correlation estimates are shrunken towards an estimated
mean-correlation trend. To find DE genes, test statistics (moderated by use of the shrunken vari-
ance and correlation estimates) are computed for each gene. A parametric bootstrap approach is
applied to generate a null distribution for the moderated test statistic. Simulation studies show that
the proposed methods – referred to as SPADE for Shrinkage and PArametric bootstrap Differential
Expression analysis – provides considerable improvement in terms of discriminative performance
and false discovery rate control when data are correlated within genes.
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The remainder of the paper is organized as follows. In Section 2, we formally define the SPADE
method. In Section 3, we apply SPADE to real RNA-seq data and compare results with DESeq2,
edgeR, voom-limma, lmms, and splineTC. In Section 4, we evaluate methods on simulated datasets
generated based on real data analysis results. We discuss the impact of correlation on various
differential expression tests and provide a discussion of our work in Section 5.
2.2 Methods
2.2.1 Notation
Consider the analysis of G genes using RNA-seq read count data from U experimental units
measured at T time points. Let ogut represent the observed count for gene g and unit u at time
point t. Read counts are converted to log2-counts-per-million (logCPM) by using the method of








where Out represents a normalization factor for the overall distribution of read counts for unit
u at time point t. For simplicity, we set Out as the upper quartile of {o1ut, · · · , oGut} following
Bullard et al. (2010), but any one of many proposed normalization factors could be used. Let
ygu = (ygu1, · · · , yguT )′ and let yg = (y ′g1, y ′g2, · · · , y ′gU )′ represent the vector of logCPM values for
gene g.
To account for non-constant variances across genes and samples, we use the voom method to
obtain a precision weight for each observation. Let wgut represent the weight corresponding to ygut.
Let W gu = diag{wgu1, · · · , wguT } and W g = diag{W g1, · · · ,W gU}.
A detailed description for voom-limma is provided in Supplementary 2.6.1.
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2.2.2 Modeling for Longitudinal Measure RNA-Seq Data
We use a Gaussian model to approximate the distribution of the logCPM vector for gene g
given by
yg = Xβg + εg, (2.1)
where βg is a vector of unknown fixed-effect parameters, X is a known model matrix, and εg is a
vector of errors that follows a multivariate normal (MVN) distribution with mean 0 and covariance
matrix Σg. Furthermore, we assume Σg = σ
2
gV g, V g = W
−1/2
g (IU×U ⊗Rg)W −1/2g . The element
in row i and column j of Rg is 1 for i = j and ρ
(i,j)
g for i 6= j ∈ {1, · · · , T}. The parameter
ρ
(i,j)
g = corr(ygui, yguj) = corr(εgui, εguj) for each unit u = 1, · · · , U . Since ρ(i,j)g = ρ(j,i)g for all





correlation parameters. Because the number of experimental units






each gene may be challenging. To address this challenge, we borrow information across the large








g , · · · , ρ(T−1,T )g
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represent the vector consisting of the non-diagonal param-



























g is the residual maximum likelihood (REML) estimator of ρ
(i,j)
g based on the fit of model
(2.1) to the data for gene g. To facilitate shrinkage estimation, we establish a hierarchical model
for {ẑ(i,j)g , g = 1, · · · , G} as follows.
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We adopt a normal prior distribution on z
(i,j)
g :
z(i,j)g |µg ∼ N(fi,j(µg), σ2i,j(µg)), (2.2)
where µg = 1
′Xβg represents the average expression level of gene g and fi,j(·) and σ2i,j(·) are




g and µg as
ẑ(i,j)g |z(i,j)g , µg ∼ N(z(i,j)g , σ2e(µg)). (2.3)
This hierarchical model suggests a maximum a posteriori (MAP) estimator
z̃(i,j)g = ωg ẑ
(i,j)









To estimate unknown functions and parameters in formula (2.4), we first fit model (2.1) with an
unstructured within-unit correlation matrix for each gene and obtain REML estimators: β̂g, σ̂
2
g , ρ̂g.
Next, we shrink the variance parameter estimate σ̂2g by using the method of Smyth (2004) and
obtain σ̃2g . A detailed description for variance estimate shrinkage and its impact on degree of
freedom is provided in Supplementary 2.6.2. For each i 6= j ∈ {1, · · · , T}, we use locally-





g , g = 1, · · · , G
}
and the estimated mean expression levels{
µ̂g ≡ 1′Xβ̂g : g = 1, · · · , G
}
. The lowess curve function evaluated at the estimated mean, denoted
as li,j(µ̂g), can be used as an approximation of fi,j(µg).
As implied by (2.2) and (2.3), we assume that there are two important sources of variation in the
z-transformed parameter estimator, Var(ẑ
(i,j)
g |µ̂g): the scatter of true z−transformed correlation
parameters around the prior mean, σ2i,j(µg) in (2.2), and the variance of sampling distribution of
the correlation estimator, which is represented as σ2e(µg) in (2.3). In order to estimate σ
2
e(µg), we
simulate a new dataset with estimated parameter β̂g, shrunken variance estimator σ̃
2
g , and a vector
of correlation parameters, ρ̂†g =
(
z−1 (l1,2(µ̂g)) , · · · , z−1 (lT−1,T (µ̂g))
)
, where z−1(·) is the inverse of
Fisher’s z-transformation function. In simulated data, we set σ2i,j(µ̂g) equal to 0 for all i and j. The




g |µ̂g), is then used as an approximation of σ2e(µ̂g). In data analysis, we compute residuals





g − li,j(µ̂g) and e∗(i,j)g = ẑ∗(i,j)g − l∗i,j(µ̂g), for original and simulated datasets,
respectively. Then, we fit a lowess curve to the squared residuals of the original and simulated
datasets. The curves are denoted as le2i,j(·) and le∗2i,j(·), respectively (black and green curves in
Figure (2.2)). The ratio of lowess curves le∗2i,j(µ̂g)/le
2






An approximation of the MAP (2.4) estimator can be written as
z̃(i,j)g = ω̂g ẑ
(i,j)













represent the shrunken correlation parameter, and let R̃g represent the
shrunken correlation matrix.
2.2.4 Hypothesis Test Using Moderated F -Statistics
Scientific questions of interest involve testing whether linear combinations of coefficients in βg
differ significantly from zero. Null and alternative hypotheses can be written as
H0g : Cβg = 0 vs. Hag : Cβg 6= 0,
where C represents a matrix whose l linearly independent rows are in the row space of X . An









where β̂g, V̂ g, and σ̃
2
g are estimated parameters for βg,V g, and σ
2
g , respectively.
Given model (2.1), Cβ̂g is a nonlinear function of yg. Thus, it is very difficult to derive a null
distribution for the moderated F -statistic; instead, we use a parametric bootstrap method to ap-
proximate the null distribution. We call our testing procedure PADE, an acronym for “PArametric










































































































































































Figure 2.2: Shrinkage estimation of correlation parameters. Plot of z-transformed correlation
estimates over average expression level of (a) an example dataset and (b) a corresponding simulated
dataset. First, gene-wise REML estimates are obtained using only the corresponding gene’s data
(black/green circles). Then, lowess curves (red) are fit to the estimates for each dataset. The
lowess curves capture an overall trend of correlation-mean dependence and are used as a prior
mean. The distances between the z-transformed REML estimates and lowess curves are computed
and squared. A lowess curve (black/green) is fit to each set of squared residuals (black/green dots).
The shrinkage weight is determined by the ratio of the height of the green lowess curve relative
to the black lowess curves. Finally, we shrink the gene-wise correlation estimates toward the prior
mean to obtain final correlation estimates on the z−transformed scale (blue arrow heads).
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1. Fit Model (2.1) to each genes and obtain REML estimators: β̂g, σ̂
2
g and ρ̂g. The estimated
sample variances are shrunken toward a pooled estimate by using Smyth (2004) approach in
order to share information across genes. The shrunken variance is denoted as σ̃2g .









3. Simulate a new dataset based on Model (2.1) with estimated parameters β̂g, ρ̂g, and σ̃
2
g and






g . Compute moderated












A pool of moderated F -statistics, {F ∗1 , F ∗2 , · · · , F ∗G}, consists a null distribution.
4. Repeat step 3 B times until the size of null distribution reaches demanding size and denote
the null statistics as {F ∗1b, F ∗2b, · · · , F ∗Gb : b = 1, 2, · · · , B}.
5. For each gene, calculate the proportion of all bootstrap null statistics that are equal to or






I(F ∗gb ≥ Fg) + 1
 /(GB + 1),
where I(·) is an indicator function.
In order to control the false discovery rate (FDR) at a given level, the p-values are converted
to q-values by using the method of Nettleton et al. (2006).
2.2.5 SPADE Method
The SPADE method incorporates the correlation shrinkage estimation and the PADE approach.
It follows the same procedure as PADE, except for parameter estimation in step 1. In SPADE
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method, we obtain shrunk correlation estimates ρ̃g and the corresponding correlation matrix esti-
mator R̃g by using the proposed method described in Section 2.2.3 and update the fixed effect and











g (IU×U ⊗ R̃g)W −1/2g ;
σ̂†2g =
y ′gP̃ gyg
N − rank(X )











The updated variance parameter, σ̂†2g , is shrunken by using the method of Smyth (2004) and
obtain σ̃2g . In step 3, we apply the correlation shrinkage procedure to simulated data as well. A
workflow for SPADE method is shown in Figure (2.3).
2.3 Data Analysis
2.3.1 Dataset Description
The barley and Bgh interaction and their regulation have been used to study the relationship
between obligate pathogens and their host plants (Surana et al. (2017)). In this section, we consider
a barley dataset provided in Hunt et al. (2019) from RNA-Seq experiment https://www.ncbi.nlm.
nih.gov/gds/?term=GSE101304. The dataset contains five barley genotypes: Cereal Introduction
(CI) 16151, which contains the Mla6 powdery mildew resistance allele (this is referred to as wildtype
or WT) and four fast-neutron mutants derived from CI 16151: 1) mla6-m18982; 2) rar3-m11526;
3) bln1-m19089; and the m19028 double mutant. We denote these four mutants as mla6, rar3,
bln1 and mla6+bln1 in the follow content, respectively. Depending on their reaction to powdery
mildew, the five genotypes can be classified into two categories: WT and bln1 are resistant, and
mla6, rar3, and mla6+bln1 are susceptible. Each genotype was infected with Bgh isolate 5874 and
measured at six time points: 0, 16, 20, 24, 32, and 48 hours after inoculation (HAI). According
to the developmental stages of Bgh, these time points can be characterized as initiation (0 HAI),
appressorial penetration (16, 20 HAI), a transition (24 HAI) and haustorial growth (32, 48 HAI).
19
simulate logcpm with
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, σ̃∗2g























































real data analysis parametric bootstrap procedure
Figure 2.3: Work flow of the SPADE algorithm.
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2.3.2 Intermediate Results from SPADE
Genes with total sum of counts less than 3 across all genotypes are removed and the remaining
19953 genes are used in the analysis. The counts are processed with function voom() in package
limma (Ritchie et al. (2015)) in R (R Core Team (2017)) along with the upper quartile normal-
ization (Bullard et al. (2010)). We fit Model (2.1) to the logCPM vector of each gene. The mean
structure of the data is modeled by Xβg, where X is constructed by genotype × time effect and
replicate effect so there are 32 different means. We assume that each combination of genotype and
replicate shares the same unstructured correlation matrix. The initial REML estimator is obtained
by using function gls() in package nlme (Pinheiro et al. (2018)) in R.
Figure (2.4) shows scatter plots of correlation estimates {ρ̂(16,20)} and {ρ̂(0,48)} before and after
correlation shrinkage versus the average expression level of the barley dataset. We observe that
the REML estimators vary a lot on each expression level, and a majority of genes locate within a
narrow band (the red area in the scatter plot). We fit a lowess line between z-transformed REML
estimates and the average expression level for each case. For {ρ̂(16,20)}, the lowess line has an
increasing trend; for {ρ̂(0,48)}, the lowess line is close to a horizontal line indicating no significant
correlations.
We fit a lowess line for each correlation parameter and find that the lowess lines are grouped
according to their related developmental states. Figure (2.5) shows truncated lowess lines when
average logCPM is less than 23.5 to avoid interferences of extreme expression levels. When the
average expression level is high, correlations within the penetration state, within the haustorial
growth state and between the transition and haustorial states tend to be the highest (colored in
red); correlations between the penetration state and the transition and haustorial growth states are
moderate (colored in orange); and correlations between the initial state and the other states are
the lowest and have a decreasing trend for some estimates (colored in blue). This result provides
additional statistical support to the biological clustering of development stages.
The large variation in parameter estimates could be caused by biological variation in underlying
parameters and estimation errors due to the small sample size. Shrinkage weights are computed
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based on the proportion of variation due to estimation error. In given examples, for {ρ̂(16,20)},
the parameter estimates are partially shrunken towards the lowess curve; for {ρ̂(0,48)}, most of the
estimates are shrunken to the prior means completely.
Before Shrinkage After Shrinkage
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Figure 2.4: Scatter plots of correlation estimates, ρ̂16−20 and ρ̂0−48, versus average expression level
for the barley dataset. The solid lines are lowess curves.
2.3.3 Comparison with Existing Methods
We consider two tests:
1. time coincident test: all genotypes are the same within each time point but perhaps different
across time points:
µbln1,t = µmla6-bln1 ,t = µmla6,t = µrar3,t = µWT,t,
where t ∈ {0, 16, 20, 24, 32, 48};
2. genotype × time interaction effect test:
µbln1,t0 − µst0 = µbln1,t16 − µst16 = µbln1,t20 − µst20 =
µbln1,t24 − µst24 = µbln1,t32 − µst32 = µbln1,t48 − µst48 ,
where s ∈ {WT, mla6, rar3, mla6-bln1}.
For simplicity, we denote time the coincident and interaction effect tests as test 1 and test 2 in
the following content. Figure (2.6) shows two examples under null hypotheses of two tests.
We compare the SPADE and PADE methods with DESeq2, edgeR, limma, and lmms. Due
to the constrain in its package, we only apply lmms for DE analysis in test 2. We considered
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Figure 2.5: Lowess curves for all the correlation estimates. The green dotted line is a horizontal
line with intercept 0.
unstructured and identity correlation matrices for PADE method and denoted them as PADE.unstr
and PADE.indep, respectively. The R packages, DESeq2 (version 1.16.1) (Love et al. (2014a)),
edgeR (version 3.18.1) (Robinson et al. (2010b); McCarthy et al. (2012)), limma (version 3.32.10)
(Ritchie et al. (2015)), and lmms (version 1.3.3) (Straube et al. (2016)) were used to implement their
corresponding methods. Lmms was broadly designed for omics data and did not provide default
normalization algorithm in its packages. We use logcpm as input for lmms. For DESeq2, the LRT
was used. For edgeR, we proceeded testing procedures with the LRT (denoted as ‘edgeR.LRT’)
and the quasi-likelihood F -test (denoted as ‘edgeR.QLF’). The method of Nettleton et al. (2006)
was applied to the resulting p-values from each method in order to obtain q-values and estimates
of total number of DE genes. For other parameters, the default settings for these packages were
































Figure 2.6: Illustration of two examples under null hypotheses of test 1 (left) and test 2 (right).
We add a little random noise to the first example to avoid completely overlap.
We estimate the total number of DE genes by method provided in Nettleton et al. (2006). A
detailed description for the estimation procedure is provided in Supplementary 2.6.3. The applica-
tion methods produced highly different estimates of the total number of DE genes (from 16,238 to
18,353 for test 1; from 11,307 to 18,037 for test 2) and the number of genes with q-values less than
0.05 (from 15,413 to 18,978 for test 1; from 10,049 to 18,907 for test 2) as shown in the scatterplots
in Figure (2.8). For test 1, we observe that the proposed methods, PADE and SPADE, tend to be
more liberal regarding the estimated number of DE genes. For test 2, lmms is the most conserva-
tive. One possible reason for this phenomenon is that lmms was designed for omics dataset, thus
it fails to account for bias of RNA-seq data.
Table (2.1) shows the size of pairwise intersections of sets containing the 1000 most signif-
icant genes from considered methods. Unsurprisingly, the number of overlapped genes between
PADE.indep, DESeq2.LRT, edgeR.LRT, and edgeR.QLF are the highest, indicating that these
four methods are more similar to each other among all considered methods. PADE.unstr has the
lowest number of overlapped genes with remaining methods. This could be caused by the large vari-

































































Figure 2.8: Scatterplot of number of genes with q-values smaller than 0.05 versus estimated number
of DE genes (bottom) for barley data of test 1 (left) and test 2 (right).
2.4 Simulation Study
2.4.1 Simulation Setting
In the simulation study, the simulated data is generated based on the real data estimates. The
simulation procedure is conducted as follows:
1. From the real data analysis, we get estimates of the β vector, the correlation matrix, and
the variance component. Given a test, we get an F -statistic for each gene. Also, we save the
normalization factors and lowess fit used to get voom-limma weights for each observation.
2. For null genes, we rank genes from least to most differentially expressed by using the F -
statistic and randomly pick 4,000 genes from the 25% of genes that are least differentially
expressed. Then, we modify the fixed effect parameter vectors for those genes to make the
null true. Next, we estimate new observation-specific weights for the null genes with the new
fixed effect parameter vector, the normalization factors and the lowess fit saved in step 1.
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Table 2.1: Overlap in methods’ lists of top 1000 genes for barley data.
Method 1 2 3 4 5 6 7
Test 1
SPADE (1) 1000
PADE.unstr (2) 468 1000
PADE.indep (3) 698 381 1000
DESeq2.LRT (4) 675 380 888 1000
edgeR.LRT (5) 668 379 902 934 1000
edgeR.QLF (6) 675 375 918 910 939 1000
voom-limma (7) 594 364 684 675 658 684
Test 2
SPADE (1) 1000
PADE.unstr (2) 669 1000
PADE.indep (3) 691 498 1000
DESeq2.LRT (4) 651 485 847 1000
edgeR.LRT (5) 629 464 857 914 1000
edgeR.QLF (6) 660 481 895 895 924 1000
voom-limma (7) 646 503 808 722 728 779
lmms (8) 497 379 624 657 663 656 539
3. For alternative genes, we randomly pick 1,000 genes from the real dataset. For those genes,
we use the β vector, the correlation matrix, the variance component and the weight for data
generation.
4. Last, we simulate data with the fixed effect parameter vector, the correlation matrix, the
variance component, weights and normalization factors for the 5,000 genes from steps above.
In step 1, we apply three methods for parameter estimation: PADE.unstr, SPADE, and PADE.indep.
For each test, the non-shrunken REML correlation matrices from PADE.unstr method, the shrunken
correlation matrices from SPADE method and the identity correlation matrices from PADE.indep
method, along with the corresponding parameter estimates, are used for data generation. We de-
note the three data generation scenarios as S1, S2 and S3, respectively. In addition, we consider
another scenario within which the correlation parameters were generated based on the prior distri-
bution in the shrinkage process, estimated prior correlation parameters were used, σ2i,j is assume
to be 0.01. EE genes were selected from the whole gene set. We denote this scenario as S4. Each
simulation scenario was repeated 100 times. Given a test and a scenario, the parametric bootstrap
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step was repeated 20 times to generate a null moderated F -statistic set of size 100,000. The same
null moderated F -statistic distribution was used to compute the p-values across different replicates.
We consider the two tests discussed in the real data analysis: time coincident test and interac-
tion test. We applied SPADE, PADE.unstr, PADE.indep, DESeq2.LRT, edgeR.LRT, edgeR.QLF,
voom-limma, and lmms to the simulated datasets for DE analysis. We examine each method’s
performance through following aspects: 1) the accuracy of parameter estimation; 2) discriminative
performance; and 3) control of false discovery rate (FDR).
2.4.2 Simulation Results
2.4.2.1 Accuracy of parameter estimation
We first compare the accuracy of parameter estimation among the three proposed methods.
The sum of squared errors (SSE) for different parameters are summarized in Table (2.2). For the
correlation parameter, SPADE method exhibits substantially reduced SSE relative to the PADE
methods under scenarios S1, S2 and S4. For scenario S3, considering the SSE is calculated by
summing up the squared errors over 5000 genes and 15 parameters per gene, the SSE for SPADE is
minor. For fixed effect parameter estimates, the SSE for SPADE and PADE.indep are very close.
The SSE for PADE.unstr is the largest. Comparing to other parameters, the increment in the
proportion of fixed effect SSE of PADE.unstr is quit small which indicating that the correlation
parameter estimates is less influential to the fixed effect parameter estimation. The impact of
correlation shrinkage on variance parameter estimates depends on the data generation mechanism.
For scenario S1, the SSE for PADE.indep is the smallest. For scenarios S2, S3 and S4, SPADE and
PADE.indep have similar performance and SPADE performs slightly better.
2.4.2.2 Discrimination between DE and EE genes
Next, we evaluated the discriminative performance of eight considered methods in terms of area
under the receiver operating characteristic curve (AUC) and false discovery curves. In DE analysis,
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Table 2.2: Sum of squared errors for correlation parameter estimates, fixed effect parameter es-
timates, and variance parameter estimates under three scenarios averaging over 200 replicates (2





S1 4706.22 6954.19 14468.27
S2 2104.62 9196.39 5551.59
S3 65.64 10268.11 0.00
S4 713.86 9365.04 4064.05
β
S1 79841.91 87665.81 80004.39
S2 73008.06 75891.86 72958.87
S3 71279.41 73849.43 71278.26
S4 47568.35 49832.09 47590.17
σ
S1 293.89 250.45 180.85
S2 132.34 298.90 142.61
S3 114.45 251.08 118.49
S4 54.74 107.30 64.44
the trend at low false positive rates is more informative for performance evaluation. Thus, we
displayed partial AUC which was thresholded at 0.05 for false positive rate in Figure (2.9).
The SPADE method exhibits the best performance for scenarios S1, S2 and S4. For scenario
S3, the assumption for PADE.indep method is completely consistent with the underlying data
generation mechanism and the PADE.indep method performs the best as expected. The differences
in terms of partial AUCs between SPADE and PADE.indep are subtle which indicating that the
SPADE method still achieves a good performance for independent dataset. Notably, PADE.indep
has the second best performance under scenario S1 for test 1 and S2 for both tests. A possible
explanation for this effect is that the parametric bootstrap, which account for uncertainties in
theoretical null distribution. The performance of PADE.unstr is considerably worse in scenarios S2,
S3 and S4 relative to other methods. This can be explained by the fact that the REML correlation
estimators are inaccurate for small sample sizes. The corresponding SSE is considerably larger
relative to methods utilizing independent correlation matrix (see Table (2.2)). lmms has the worst
performance in test 2. The other four methods, DESeq2.LRT, edgeR.LRT, edgeR.QLF and voom-
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limma, performed similarly in terms of the partial AUC. DESeq2 holds a slender lead, followed by
voom-limma and then edgeR. Overall, the best performance, in terms of ranking DE genes a head
























































































































































































Figure 2.9: Boxplot of 100 partial AUCs for simulated data of tests 1 and 2 under three scenarios.
2.4.2.3 Control of the false discovery rate
Next, we examined whether the considered methods could control the false discovery rate (FDR)
at an imposed level. We set the FDR threshold at 0.05, and compute the FDR as the fraction of
false positives among genes with q-values smaller than 0.05. The results were summarized in Figure
(2.10). The dashed turquoise line y = 0.05 is a reference line. Box appearing substantially above or
below the reference line indicate the corresponding method is liberal or conservative, respectively.
SPADE method control FDR successfully under S4, and is conservative under S1, S2 and S3. The
result could be affected by simulation strategies, the simulation setting in S4 is the most consistent
with the underlying model of SPADE. The PADE.unstr has a much wider range relative to other
methods under scenarios S2, S3 and S4 for test 1. One possible explanation for this fact is that the
REML correlation estimates are very unstable which leads to unsteady performance. PADE.indep
and voom-limma are close to the reference line under scenarios S2, S3 and S4. It has been shown
that DESeq2 tends to be more conservative than edgeR and voom-limma in many studies (Lund
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et al. (2012); Soneson and Delorenzi (2013); Seyednasrollah et al. (2013)). However, we got the
opposite conclusion in our simulation studies: DESeq2.LRT belongs to the top-ranked methods
that show evidence of liberal. One possible reason is the difference in testing methods. DESeq2
provides two types of hypothesis tests: the Wald test, which is employed in previous studies, and
the LRT, which is used in our simulation studies. For edgeR methods, the LRT is consistently more
liberal than QLF across all circumstances, which provides additional support to our guess about





































































































































































Figure 2.10: Boxplot of FDRs observed across 100 replicates for an imposed FDR threshold of 0.05
for simulated data of tests 1 and 2 under three scenarios.
Although SPADE is the most conservative among all considered methods, it uniformly contains
the largest number of true discoveries among a list of the top-ranked genes showing the strongest
evidence of differential expression as shown in Figure (2.11).
2.5 Discussion
For simulation study, most articles that discussed DE approaches use synthetic parameters for
data simulation. To mimic the real dataset, a proportion of genes are modified and became outliers
(Soneson and Delorenzi (2013)). In this manuscript, we adopt parameter estimates from real
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Figure 2.11: True discovery curves that confined between 300 to 1000 for simulated data of tests 1
and 2 under three scenarios.
dataset. Thus, the simulated data captures features of real dataset automatically and approximate
the true circumstances at he largest extend. Therefore, the results from the simulation studies tend
to be more convincing.
The correlation matrix has potentially significant impact on the tests. To illustrate the impact
of correlation structure on different forms of tests, we consider a simple experimental design with
2 genotypes and 2 time points and without replicates. The precision weights are ignored in the
derivation. We compare two tests: genotype and time main effect tests. Since we only include 2
genotypes and 2 time points, these two tests are equivalent to the simplest scenario: two-groups
comparison. The REML estimator of fixed effect and the respective variance can be written as
β̂ = (X ′V −1X)−1(X ′V −1Y )
Var(β̂) = σ2(X ′V −1X)−1,
where V = I2 ⊗ r and r =
1 ρ
ρ 1
 . All unknown parameters are substitute with the sample
estimates.
From Section 2, we know that the variance parameter (σ) estimation also depends on the
correlation matrix, but to simply to the derivative, we assume σ̂ is fixed and only focus on the
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changes in the remaining part. For the genotype and time main effect tests, the variance of contrasts
could be written as
Var(CGβ̂) = 4(1 + ρ) and Var(CTβ̂) = 4(1− ρ) (2.6)
respectively, where CG and CT are the corresponding contrast matrix. Given the experimental
design, the effect of correlation parameter to the variance of two contrasts are opposite. When
ρ > 0, observations within a genotype are positively correlated, which means less information, thus
the genotype main effect test is less powerful. We conduct DE analysis in terms of the two main
effect tests using the same simulation setting and procedure described in Section 4. As shown in
Figure (2.12), for genotype main effect test, the partial AUC decrease significantly in the presence of
correlation structures (scenarios S1 and S2) and the SPADE method outperforms all other methods
in terms of the discriminative performance, that is tranking DE genes ahead of EE ones. For test
main effect test, SPADE performs significantly better than other methods under S1 and has similar








































































































































































Figure 2.12: Boxplot of 100 partial AUCs for simulated data of genotype and time main effect tests
under three scenarios.
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Comparing to existing time course data analyzing tools, the SPADE method has more flexibility
on model and test assignment. Methods such as impulseDE2, splineTC, EBSeqHmm, and Next
masigPro can only deal with case-study or case control study. They can not be applied to the real
data nor simulated datasets in this manuscript. Moreover, none of the existing method allows use
define test contrast. The test type is fixed in their packages. The SPADE method uses a general
linear model and thus allows for user-defined design matrix and contrasts.
As the experimental design is getting more complicated, the impact of correlation structure to
the test becomes more elusive. We therefore recommend SPADE method for DE analyses which
provides significantly improved DE significance rankings and achieves the best performance in
general under different circumstances.
2.6 Supplementary
2.6.1 The voom-limma Weight Estimation Procedure
The voom-limma approach (Law et al. (2014)) models the mean-variance trend of the logCPM
values non-parametrically at an observation level and generates precision weights correspondingly.
The algorithm is carried out as follows.




where βg is a vector of unknown fixed-effect parameters, xi is a vector of covariates, and εgi
is a random errors that follows a normal distribution with mean 0 and variance σ2g .
2. Let β̂g, and sg denote the resulting regression coefficient estimates, fitted values, and residual
standard deviations from above model. Convert the average logCPM to an average log-count
value by:
r̃ = ȳg + log2(R̃)− log2(106),
where ȳg is the average logCPM, R̃ is the geometric mean of normalization factors plus one.
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3. Fit a lowess curve to square-root standard deviations s
1/2
g as a function of mean log-counts
r̃, denoted as lo(). The fitted logCPM values µgi are converted to fitted counts by:
λ̂gi = x
′
iβ̂g + log2(Ri + 1)− log2(106).
Then lo(λ̂gi) is the predicted square-root standard deviation of ygi.
4. Finally, the voom precision weights are computed as wgi =lo(λ̂gi)
−4.
The logCPM ygi and associated weights wgi are then input into subsequent analysis procedure.
2.6.2 Shrinkage Estimation of Error Variances
In Smyth (2004), the author proposed to shrinkage the estimated sample variances towards a
pooled estimate to obtain a more stable inference when the number of arrays is mall in microarray
experiments. Since we are working on logCPM, a microarray-like dataset, we follow the same
variance shrinkage procedure in parameter estimation of the proposed method. The shrinkage is
carried out as follows.





where X is a known model matrix, αg is a vector of unknown fixed-effect parameters, Wg is a
known non-negative definite weight matrix.
1. Let s2g denote the coefficient estimators for σ
2
g .
2. Given σ2g , the residual variances s
2






where dg is the residual degrees of freedom for the linear model for gene g.
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3. To estimate d0 and s0, write zg = log(s
2
g) and eg = zg − ψ(dg/2) + log(dg/2), where ψ() and
ψ′() represent the digamma and trigamma functions. Then, d0 can be estimated by solving
′(d0/2) = mean
{
(eg − ē)2n/(n− 1)− ψ′(dg/2)
}
.
Given an estimate for d0, s
2
0 can be estimated by
s20 = exp {ē+ ψ(d0/2)− log(d0/2)} ,
where ē = 1G
∑G
g=1 eg.
2.6.3 Estimation of Number of True Null Hypotheses
In real data analysis, we used method of Nettleton et al. (2006) to estimate the number of true
null hypotheses. The algorithm is carried out as follows.
1. Partition the interval [0, 1] into B bins of equal width and numbered from 1 to B. The







for i = 2, · · · , B. Let ni denote the number of p values falling into bin i and let n̄i:B =∑B
j=i nj/(B − i+ 1) for = 1, · · · , B.
2. Let N0 =
∑B
















for all k ≥ 1, where ik ≡ min
{
i : ni ≤ Nk−1B
}
. Nk is the estimated number of true null at
iteration k.
3. Update Nk, until the convergence condition is met.
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H. (2014). Methods for time series analysis of rna-seq data with application to human th17 cell
differentiation. Bioinformatics, 30(12):i113–i120.
Anders, S. and Huber, W. (2010). Differential expression analysis for sequence count data. Genome
Biology, 11(10):R106.
Bullard, J. H., Purdom, E., Hansen, K. D., and Dudoit, S. (2010). Evaluation of statistical methods
for normalization and differential expression in mrna-seq experiments. BMC Bioinformatics,
11(1):94.
Fischer, D. S., Theis, F. J., and Yosef, N. (2018). Impulse model-based differential expression
analysis of time course sequencing data. Nucleic Acids Research, 46(20):e119–e119.
Fisher, R. A. (1915). Frequency distribution of the values of the correlation coefficient in samples
from an indefinitely large population. Biometrika, 10(4):507–521.
Fisher, R. A. (1921). On the’probable error’of a coefficient of correlation deduced from a small
sample. Metron, 1:1–32.
Heinonen, M., Mannerström, H., Rousu, J., Kaski, S., and Lähdesmäki, H. (2016). Non-stationary
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Abstract
Gene network analysis involves a collection of tools for studying gene interactions. A gene co-
expression network (GCN) is one type of network that is increasingly being used in applications. A
GCN is constructed based on estimates of the correlation between the transcript abundance levels
of each pair of genes. The primary task in GCN construction is the estimation of correlation param-
eters. Through simulation studies, we show that the commonly used correlation measures, such as
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Pearson’s correlation and biweighted midcorrelation fail to accurately describe gene relationships
under some scenarios. We clarify different types of gene correlations according to their origins
and explain the associated biological meanings. Then, we propose to fit a linear mixed model to
the logarithm normalized counts of a pair of genes. The estimated correlations of random effects
and random errors are treated as approximations of different types of gene correlations. Besides
using these estimated correlations as inputs for further GCN analysis, we propose to use the node
degree in topology theory and a newly defined sign-consistency statistic to analyze gene functions.
The sign-consistency statistic describes the consistency of correlation directions related to a gene
under different conditions. The sign-consistency statistic provides an effective way to study the
association between genes and features of interest.
3.1 Introduction
Network analyses are increasingly used to help understanding the functionality of genes on a
systems-level. GCN has attracted a lot of interest due to its straightforward interpretation and
accessibility. It has been widely used to identify crucial genes in biological pathways (Zheng et al.
(2015); Righetti et al. (2015)), predict functional modules (Okamura et al. (2015); Stuart et al.
(2003)), discover gene-gene interactions (Ficklin et al. (2010); Mukhtar et al. (2011)) and so on.
Many methods have been introduced for GCN construction from gene expression data (Tsaparas
et al. (2006); Langfelder and Horvath (2008); Nayak et al. (2009); Perkins and Langston (2009);
Gibson et al. (2013)).
In a GCN, each node represents a gene, two nodes are connected if corresponding genes exhibit
correlated expression patterns across different conditions. The strength of connections is deter-
mined by the significance of co-expression level. The most widely adopted metric for co-expression
measurement is Pearson’s correlation coefficient. The Spearman’s and Kendall rank correlation
coefficients and biweight midcorrelation are less sensitive to outliers, and are common robust alter-
natives (Chok (2010); Song et al. (2012)). Additionally, mutual information (MI) can be used as a
generalized correlation measure. It has been shown that MI and the Pearson’s correlation have an
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almost one-to-one correspondence when building GCN (Steuer et al. (2002)). However, MI is more
computationally intensive comparing to traditional correlation metrics and thus less attractive in
large-scale application (Wang et al. (2008)).
Although Pearson’s correlation is powerful, it fails to take experimental design into considera-
tion. The gene expression level could be effected by different experimental factors. The traditional
correlation metrics generate a single value statistic which can not describe the impact of each factor
on pairwise gene expression dependency sufficiently.
To overcome this limitation, we propose two methods for co-expression measure with RNA-Seq
read counts. The first method is to fit a linear model according to the experimental design and then
compute the Pearson’s correlation of effects of interest. When fitted effects are used, the Pearson’s
correlation shows the pairwise linear relationship respect to a treatment factor. When residuals
are used, the resulting coefficients shows the intrinsic correlation between genes regardless effects
of other factors. The second method is to fit a linear mixed model to a pair of genes, the factor
of interest is treated as a random effect. The pairwise correlations are represented by random
correlation parameters. We call the first method LM-Pearson pipeline and the second method
DGLMM, an acronym for “dual genes linear mixed model”. We showed that the two methods have
consistent performances for large sample size experiments in simulation studies. The LM-Pearson
approach is computational efficient. It could correctly illustrate correlations from various origins
between genes and provide corresponding statistical inferences. The DGLMM approach provides
more accurate estimates when sample sizes are small and additional statistical support to biological
interpretations.
Once a metric or a method has been chosen, a expression matrix is used as input for correlation
measurement. A threshold is applied to the resulting correlation matrix, separating meaningful
correlations from noise. In this step, current methods mainly focus on the magnitude of the
correlation values. In Weighted Gene Co-expression Network Analysis (WGCNA) (Langfelder and
Horvath (2008)), a popular GCN analyzing tool, the negative correlation values are either treated
as positive correlations by taking absolute values or weaken through linear transformation. To
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reduce the information loss, we defined a new statistic called “sign-consistency”, describing the
consistency of correlation directions related to a gene under different conditions.
In Section 2, we use three simulated motivation examples to explain that why do traditional
metrics fail under most experimental designs. In Section 3, we introduce the LM-Pearson pipeline
and the methodology and estimation process of DGLMM. In Section 4, we apply the proposed
methods on simulated datasets of various sample sizes and evaluate their performance with mean
squared error (MSE) and sign assignment accuracy. In Section 5, we apply the proposed methods
to a real dataset and use two statistics: “gene degree” and “sign-consistency” to analyze the result.
Finally, we discuss the limitation in current GCN analysis and the main focus in the future work
in Section 6.
3.2 Background
In most biological experiments, there are two common components: treatment(s) and replicates.
Considering a longitudinal experiment design, which is commonly encountered in GCN analysis,
each transcript is measured at K time points with J replicates. The factor time can be viewed as
a treatment. The expression pattern of a pair of genes can be effected by two factors: the internal
connections of two genes and the synchronous/asynchronous reaction of genes respect to time. Two
types of correlations are distinguished as ‘interlocking’ and ‘co-reaction’ correlations according to
their origins. For simplicity, a pair of statistics, (co, in), is used to describe genes correlation in
following parts. We assume that K = 5, J = 4 and use three simulated gene pairs to show the
deficiency of traditional metrics. Let co, in ∈ (−; 0; +), where −, 0, and + specify negative, none,
and positive correlations respectively. Three scenarios (0,+), (+, 0), and (+,−) are shown in the
left, middle and right panels in Figure (3.1) correspondingly. The upper panel shows the scatter
plots of raw simulated expression; the middle panel shows the scatter plots of expression after
removal of replicate effect; the lower panel shows the scatter plots of expression after removal of






























































































































































































































Figure 3.1: Scatter plots of simulated expression of three gene pairs. Each genes is measured at
five time points with four replicates. The time points and replicates are indicated by corresponding
numbers and colors.
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The replicate effect is gene-specific and a nuisance factor. For the first gene pair, we assign
negatively correlated replicate effects, uncorrelated time effects and positively correlated interlock-
ing effects. In the plot of raw simulated data, there is no obvious evidence showing that two genes
are correlated. The Pearson correlation is 0.27. After removing the replicate effect, the scatter
plot shows that two genes are positively correlated within each time point and the corresponding
Pearson correlation increased to 0.68. However, the points are still scattered due to the time effects.
We extract time effects from the processed data. The last scatter plot shows a very strong positive
correlation between two genes. The Pearson correlation is 0.92 which is close to the true correlation
parameter 0.9 used in the simulation.
In the second gene pair, we use negatively correlated replicate effects, positively correlated time
effects and uncorrelated interlocking effects. Similarly, we observed the time correlation was offset
by the replicate effect. After excluding the replicate effect, two genes are positively correlated
respect to time factor. In the third gene pair, we adopt positively correlated replicate and time
effects and negatively correlated interlocking effects. When three effects were pooling together, the
correlation between two genes was inclined to be positive. After removing the replicate and time
effects, we noticed that two genes are negatively correlated regarding interlocking effect.
Through three examples, we have seen that the traditional metrics are prone to fail in the
presence of nuissance and other effective factors. The resulting correlation coefficients can be
insufficient or completely wrong in describing the co-expression patterns. Moreover, when multiple
factors exist, the interpretation of a single correlation coefficient is vague and inaccurate. The
subsequent analyses will be affect as well. Hence, it is necessary to include statistical models





Consider the analysis of G genes using RNA-seq read count data measured at T time points
with R replicates. Let ogrt represent the observed count for gene g at time point t in replicate r.
Read counts are converted to log2-counts-per-million (logCPM) by using the method of Law et al.








where Ort represents a normalization factor for the overall distribution of read counts at time
point t in replicate r. For simplicity, we set Ort as the upper quartile of {o1rt, · · · , oGrt} following
Bullard et al. (2010), but any one of many proposed normalization factors could be used. Let
ygr = (ygr1, · · · , ygrT )′ and let yg = (y ′g1, y ′g2, · · · , y ′gR)′ represent the vector of logCPM values for
gene g.
3.3.2 LM-Pearson pipeline
For LM-Pearson pipeline, we fit a linear model (LM) to the logCPM vector of gene g
yg = X
Lβg + εg (3.1)
where βg is a vector of unknown fixed-effect parameters, X
L is a known model matrix, and εg is a
vector of independent errors, each error term εgrt follows a normal distribution with mean 0 and
variance σ2g .
In model (3.1), the co-reaction effect is represented by βg, and the interlocking effect is rep-
resented by εg. We use β
rep
g and β timeg to distinguish the replicate and time effect coefficients
respectively. Then, the co-reaction correlation (co) for the pth gene pair p = (p1, p2) is approxi-





where γ(·) is the Pearson’s correlation function. The interlocking correlation (in) is estimated by
ρ̂inp = γ(yp1 −XLβ̂p1 , yp2 −X
Lβ̂p2).
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3.3.3 Dual Gene Linear Mixed Model (DGLMM)
The DGLMM takes logCPM of a pair of genes as input. Let yDp denote a logCPM vector of the
pth gene pair,
yDp =(yp111, yp211, yp112, yp212, · · · , yp11T , yp21T ,
yp121, yp221, yp122, yp222, · · · , yp12T , yp22T ,
· · · ,
yp1R1, yp2R1, yp1R2, yp2R2, · · · , yp1RT , yp2RT )′.




























p ) = 0,
(3.2)
where βDp = (βp11, βp21, · · · , βp1R, βp2R)′ is a vector of unknown replicate effect parameters, τDp =
(τp11, τp21, · · · , τp1T , τp2T )′ is vector of random time effect,XD is a 2RT×R model matrix and ZD is
an 2RT ×T matrix of known constant. In the considered experimental design, the nuissance factor,
replicate, is fitted as fixed effects, the time factor is fitted as random effects, and the interlocking





the LM-Pearson pipeline, respectively.






gene pairs. The correlation parameters are gene-pair-specific. The number of parameters
are huge even when G is a moderate number. It is infeasible to pooled all genes together and
estimate all parameters simultaneously. To overcome this problem, we first estimate variance
parameters by fitting a linear mixed model (LMM) to each gene and then plug the estimated
variance parameters into DGLMM, treat them as known parameters and estimate the correlation
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parameters by maximizing the residual likelihood function. The LMM for each gene can be written
as
yg = Xβg +Zτ g + εg,
τ g = (τg1, · · · , τgT )′, where τgt ∼ N(0, σ2τ,g),
εg = (εg11, · · · , εgRT )′, where εgrt ∼ N(0, σ2ε,g),
cov(τ g, εg) = 0.
(3.3)
RNA-seq experiment usually contains moderate or small number of biological replicates. To
stabilize the parameter estimation and improve its accuracy, a common strategy is to borrow
information between genes. For the variance estimators, we adopted the shrinkage method of
Smyth (2004). For each variance estimator, σ2τ,g, the shrinkage estimation is carried out as follows.






Given σ2τ,g, the residual variances s
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where dg is the residual degrees of freedom (df) for σ
2
τ,g. The estimation of dg is given in Sup-
plementary (3.7.1) by using Cochran-Satterthwaite approximation. Under the above hierarchical













Let ψ() and ψ′() represent the digamma and trigamma functions. Let eτ,g = log(sτ,g)−ψ(dτ,g/2)+




g eτ,g. Parameter d0,τ can be estimated by solving follow equation
ψ′(d0,τ/2) = mean{(eτ,g − ēτ )2G/(G− 1)− ψ′(dτ,g/2)}
for d0,τ . Given an estimate for d0,τ , σ
2
0,τ can be estimated by
σ20,τ = exp{ēτ + ψ(d0,τ/2)− log(d0,τ/2)}.
47







using the same procedure.
Note that the Cochran-Satterthwaite approximation of df for σ2τ,i is bounded by T − 1, which
indicates that the only way to increase the accuracy of random effect variance estimator is to enlarge
the number of measurement time points. Additionally, due to limited information, we need to be




To evaluate the performance of the proposed methods, we conducted a series of simulations
for small and large sample sizes. Our main focus is the accuracy of correlation estimation. For
simplicity, we simulated logCPM of gene pairs instead of a set of correlated genes. We consider an
experimental design with one treatment factor and biological replicates. The nuissance replicate
effects were sampled from a Gaussian mixture distribution, 0.24N(15.7, 2.45) + 0.76N(22.1, 1.77).
The random effect and random error variance parameters were draw from inverse-χ2 distribu-
tions: 1/χ2(6) and 1/χ2(5) respectively. We consider three distributions for Fishers z-transformed
correlation parameters: 1) a normal distribution, N(0, 0.8); 2) a Gaussian mixture distribution,
0.6N(0, 0.6) + 0.4N(0.5, 0.4); and 3) a normal distribution, N(0, 0.8) for ρτ,p and constant 0 for
ρε,p. We considered seven sets of (R, T ), the sample size ranges from 18 to 200. Each simulation
scenario was named by its underlying correlation distribution and sample size setting, for example
‘norm-(3,6)’ represents a simulation with J = 3,K = 6 and Fisher z-transformed correlation pa-
rameters draw from a normal distribution. Let ‘mix’ and ‘pearson’ denote the second and third
distribution setting for Fishers z-transformed correlation parameters, respectively. Each simulation
scenario was repeated 100 times, and each data set contains 5,000 gene pairs. For DGLMM ap-
proach, in the parametric bootstrap procedure, a subset of 300 gene pairs were used and replicated
50 times. We applied LM-Pearson method, DGLMM, and Pearson’s correlation coefficients to the
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simulated datasets. We examine each method’s performance based on MSE and sign-accuracy
tables.
3.4.2 Simulation Results
Regarding MSE table (3.1), the DGLMM estimate has the best performance under most sce-
narios, followed by LM-Pearson approach and DGLMM raw estimate. The Pearson’s correlation
behaves similar to random guess. For random effect correlation, the DGLMM estimates result in
more significant increment in MSE for small sample size scenarios. When the number of replicate is
fixed, MSE values decrease as T increases. Given T , MSE values reduce as R increases. Note that
the impact of time effect on MSE of random effect correlation is dominating over replicate effect.
Considering two scenarios norm-(6,6) and norm-(3,10), the MSE is smaller when R = 3, T = 10,
even though its overall sample size is smaller (30 comparing to 36). Similarly, for scenarios norm-
(10, 6) and norm-(3,20), though with the same sample sizes, the MSE for DGLMM random effect
correlation estimates drops by 29.5% when there are more time points. For random error corre-
lation, MSE is a decreasing function of sample size for all approaches. As shown in Supplement
(3.7.1), the df for random error correlation is (R − 1)(T − 1), hence both R and T have equally
impact on random error correlation estimation and MSE reaches its minimum at R = T when the
sample size is fixed.
In scenario ‘pearson’, the dependency between expression level arise from time effect correlation
only. However, we observe that Pearson’s correlation estimates still have the worst performance.
This is because the replication effect is confounded with time effect and hence affect the accuracy
of Pearson’s correlation estimates.
Table (3.2) shows the sign accuracy of correlation estimators under different scenarios. The
proposed methods have very similar performances and DGLMM methods tend to have slightly
higher accuracy comparing to LM-Pearson pipeline. The varying pattern for sign accuracy is
consistent with the MSE. The raw Pearson’s correlation is equivalent to random guess.
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Table 3.1: MSE table for random effect and error correlation estimates under all simulation sce-
narios. The same set of Pearson’s correlation estimates are used for two types of parameters.
ρτ ρε
Scenario LM-Pearson DGLMM Pearson LM-Pearson DGLMM Pearson
norm-(3, 6) 0.2357 0.2023 0.6285 0.0586 0.0509 0.6178
norm-(6, 6) 0.1857 0.1610 0.4651 0.0223 0.0209 0.4679
norm-(10, 6) 0.1630 0.1410 0.4071 0.0123 0.0118 0.4050
norm-(3, 10) 0.1585 0.1465 0.6166 0.0314 0.0286 0.6073
norm-(10, 10) 0.0929 0.0862 0.4050 0.0067 0.0066 0.4037
norm-(3, 20) 0.1115 0.0994 0.6081 0.0145 0.0137 0.5994
norm-(10, 20) 0.0505 0.0468 0.4034 0.0032 0.0033 0.4027
mix-(3, 6) 0.2203 0.1664 0.5552 0.0677 0.0540 0.5656
mix-(6, 6) 0.1855 0.1409 0.4019 0.0261 0.0235 0.3846
mix-(10, 6) 0.1691 0.1275 0.3324 0.0143 0.0135 0.3188
mix-(3, 10) 0.1412 0.1220 0.5446 0.0367 0.0317 0.5551
mix-(10, 10) 0.0949 0.0821 0.3306 0.0079 0.0076 0.3175
mix-(3, 20) 0.0922 0.0842 0.5365 0.0170 0.0156 0.5474
mix-(10, 20) 0.0496 0.0459 0.3292 0.0037 0.0037 0.3164
pearson-(3, 6) 0.2156 0.1935 0.6333 0.1000 0.0033 0.3504
pearson-(6, 6) 0.1776 0.1588 0.4606 0.0399 0.0006 0.1665
pearson-(10, 6) 0.1594 0.1403 0.4042 0.0223 0.0003 0.0976
pearson-(3, 10) 0.1347 0.1414 0.6214 0.0556 0.0009 0.3411
pearson-(10, 10) 0.0878 0.0848 0.4021 0.0124 0.0001 0.0965
pearson-(3, 20) 0.0838 0.0877 0.6128 0.0263 0.0003 0.3344
pearson-(10, 20) 0.0450 0.0437 0.4005 0.0058 0.0001 0.0958
3.5 Data Analysis
3.5.1 Data Description
In this section, we consider a barley dataset provided in Hunt et al. (2019) from RNA-Seq
experiment https://www.ncbi.nlm.nih.gov/gds/?term=GSE101304. The dataset contains five
barley genotypes: Cereal Introduction (CI) 16151, which contains the Mla6 powdery mildew re-
sistance allele (this is referred to as wildtype or WT) and four fast-neutron mutants derived from
CI 16151: 1) mla6-m18982; 2) rar3-m11526; 3) bln1-m19089; and the m19028 double mutant. We
denote these four mutants as mla6, rar3, bln1 and mla6+bln1 in the follow content, respectively.
Depending on their reaction to powdery mildew, the five genotypes can be classified into two cate-
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Table 3.2: The sign accuracy table for random effect and error correlation estimates under all
simulation scenarios. The same set of Pearson’s correlation estimates are used for two types of
parameters.
ρτ ρε
Scenario LM-Pearson DGLMM Pearson LM-Pearson DGLMM Pearson
norm-(3, 6) 0.7371 0.7389 0.5199 0.8776 0.8784 0.5255
norm-(6, 6) 0.7761 0.7772 0.5200 0.9226 0.9226 0.5035
norm-(10, 6) 0.7957 0.7960 0.5083 0.9417 0.9416 0.5127
norm-(3, 10) 0.7813 0.7879 0.5215 0.9079 0.9086 0.5255
norm-(10, 10) 0.8413 0.8435 0.5093 0.9573 0.9573 0.5133
norm-(3, 20) 0.8220 0.8399 0.5225 0.9368 0.9370 0.5262
norm-(10, 20) 0.8857 0.8895 0.5113 0.9699 0.9699 0.5141
mix-(3, 6) 0.7217 0.7309 0.5233 0.8521 0.8565 0.5105
mix-(6, 6) 0.7530 0.7574 0.5018 0.9060 0.9072 0.5200
mix-(10, 6) 0.7703 0.7735 0.4988 0.9296 0.9300 0.5123
mix-(3, 10) 0.7668 0.7738 0.5244 0.8883 0.8908 0.5119
mix-(10, 10) 0.8211 0.8241 0.4992 0.9477 0.9480 0.5125
mix-(3, 20) 0.8150 0.8271 0.5252 0.9238 0.9253 0.5130
mix-(10, 20) 0.8701 0.8737 0.4996 0.9635 0.9636 0.5125
pearson-(3, 6) 0.7465 0.7450 0.5185 0.5007 0.5266 0.5086
pearson-(6, 6) 0.7806 0.7795 0.5076 0.5003 0.4957 0.5241
pearson-(10, 6) 0.7972 0.7964 0.5116 0.5011 0.6028 0.5258
pearson-(3, 10) 0.7995 0.7980 0.5201 0.4999 0.5341 0.5092
pearson-(10, 10) 0.8460 0.8458 0.5125 0.4993 0.5513 0.5262
pearson-(3, 20) 0.8573 0.8558 0.5211 0.4995 0.5643 0.5091
pearson-(10, 20) 0.8922 0.8920 0.5135 0.5002 0.5294 0.5266
gories: WT and bln1 are resistant, and mla6, rar3, and mla6+bln1 are susceptible. Each genotype
was infected with Bgh isolate 5874 and measured at six time points: 0, 16, 20, 24, 32, and 48
hours after inoculation (HAI). According to the developmental stages of Bgh, these time points
can be characterized as initiation (0 HAI), appressorial penetration (16, 20 HAI), a transition (24
HAI) and haustorial growth (32, 48 HAI). The experiment was carried out with three biological
replicates. The raw dataset contains 28591 genes and 90 samples. We selected 946 genes out of
28591 genes based on the mapping of Arabidopsis proteins to barley genes and arabidopsis cross
interaction files. We estimated correlation matrices for each genotype independently and compared
the results across genotypes.
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3.5.2 Correlation Estimation Comparison
Figure (3.2) shows the smooth scatter plots of correlation estimates from LM-Pearson pipeline,
DGLMM approach and raw Pearson’s correlation for WT. The LM-Pearson and DGLMM estima-
tors are consistent for both ρ̂τ,p and ρ̂ε,p. The raw Pearson correlation estimates are consistent
to ρ̂τ,p estimated from the proposed approaches (the third plot of figure (3.2)). For random error
correlations, there is no obvious relationship between two sets of estimates. Due to the high con-
sistency between Pearson’s correlation estimates and random effect correlation estimates, we could
deduct that the co-reaction correlation regarding time factor is dominating in the barley dataset.














































































Figure 3.2: Smooth scatter plots of estimates for genotype WT.
3.5.3 Gene degree and sign consistency
In graph theory, we use node degree to describe the connectivity of a node. Typically, node
degree is defined as the number of edges connected to the node. We adopt the similar idea to
determine the connectivity of a gene and define gene degree as the summation of absolute correlation





The definition of gene degree is analogous to a weighted node degree.
The sign of a correlation is as important as its magnitude, thus we introduce a statistic “sign
consistency” to measure the degree of correlaiton direction consistency of a gene under different con-
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ditions, in this case genotypes. Let si,ab represent the sign-consistency of gene i between conditions







where I(·) is an indicator function. Intuitively, si,ab measures the similarity of connectivity of gene i
with other genes under two conditions. It takes values between 0 and 1. Small si,ab value indicates
a gene has distinct correlation patterns under two conditions which suggest the gene might be
potentially important to the expression of some features.
We compute gene degree by using DGLMM estimates and Pearson’s correlation estimates.
Figures (3.3, 3.4) show the heatmap of gene degree for genes with large difference between resistant
and susceptible groups for DGLMM estimates for co-reaction correlation and raw Pearson estimates
correspondingly. The top seven genes that show the largest difference in either direction are given,
the full list of gene of interest can be much longer. For DGLMM estimates, the gene degree for
the first seven genes is about 179 ∼ 242 higher in resistant group comparing to susceptible group.
For the last seven genes, their gene degree is 97 ∼ 129 higher in susceptible group. There is a
trend that more genes tend to have higher node degree in resistant group and this trend also exist
for raw Pearson estimates. Among the top 14 genes, 10 of them are overlapped in two estimation
approaches. This result is in accordance with expectation since the raw Pearson estimates is
linearly correlated with co-reaction correlation estimates from proposed methods. Comparing the
two heatmaps, DGLMM estimates tend to be more distinct on average between two groups.
Figure (3.5) shows the heatmap of gene degree for genes with larger gene degree values for
mla6+bln1 comparing to other four genotypes regarding DGLMM estimates for interlocking corre-
lation. 20 top genes with the largest difference are given and their gene degree is about 364 ∼ 398
higher in mla6+bln1. We did not find genes with significant larger gene degree in other four geno-
types respect to mla6+bln1. the gene degree of interlocking correlation results in a list of genes
that could account for the feature difference between ml16-bln1 and other four genotypes which






























































































































































Figure 3.3: Heatmap of gene degree regarding DGLMM estimates of co-reaction correlation. Se-
lected top genes with big differences in gene degree between resistant and susceptible groups are
shown.
Figure (3.6) shows the heatmap of sign consistency for genes with higher sign consistency
values within resistant or susceptible groups comparing to between resistant and susceptible groups
regarding co-reaction correlation. We did not observe genes with higher sign consistency between
groups which is reasonable biologically since we are expecting more similarities within groups
respect to between groups. On average, the within groups sign consistency is about 0.25 ∼ 0.47
higher which means additional 25% ∼ 47% connections related to a gene are have the same sign
under two genotypes in the same group.
We have seen that several genes have significantly different expression patterns regarding sum-
mary statistics. They are potential key genes that cause differences in features of genotypes and
worth further validation with biological experiments and analysis. The proposed statistics use cor-
relation estimates as input, take both magnitude and direction into account which can be used as
complementaries to the network analysis. Besides examples given above, we could also perform gene
degree of resistant group versus gene degree of susceptible group except mla6+bln1; sign consistency
between mla6+bln1 and other four genotypes versus sign consistency within the non-mla6+bln1






























































































































































Figure 3.4: Heatmap of gene degree regarding Pearson’s correlation estimates. Selected top genes
with big differences in gene degree between resistant and susceptible groups are shown.
3.6 Discussion and Future Work
In this manuscript, we discussed co-expression caused by different factors and defined two types
of correlations, co-reaction and interlocking. More sophisticated scenarios can be formalized based
on this idea. For example, assume that both genes react to the same stimulus and one gene is under
the dominant of another gene, the correlation between treatment effect of dominant gene and lag-n
treatment effect of obedient gene can be considered. One limitation for examining complicated
relationships is the small sample size in RNA-Seq experiments. In Section (3.3.3), we showed
that the number of treatment levels will affect the accuracy of associated correlation parameter
estimation. We suggest to increase the number of treatment level to the largest extend when
sample size is fixed.
In DGLMM approach, to control the number of unknown parameters, we add several constrains
to the model. We assume that RNA-seq counts within a gene are independent. In some RNA-
seq experiments, experimental units are measured multiple times. It reasonable to assume that


























































































































































































































Figure 3.5: Heatmap of gene degree regarding DGLMM estimates of interlocking correlation. Se-
lected top genes with big differences in gene degree between mla6-rar3 and other four genotypes
are shown.
dependency, we could use a more general covariance matrix for τ p in model (3.3),
Var(τ g) ∼ στ,p2A(ρg),
where A(ρg) is a correlation matrix, ρg is a vector of unknown parameters. If we use the most
general unstructured correlation for A(ρg), there will be T (T − 1)/2 more unknown parameters for
each gene which could possibly cause convergence problem in model estimation. It is also infeasible
to assign a simpler structure for A(ρg) with the limited information in RNA-seq experiments. In
addition, the correlation matrix will lead to a more complicated covariance matrix for τDp in model
(3.2). Another option would be assume that time effects share the same correlation matrix for all
genes, i.e. A(ρg1) = A(ρg2) for g1 6= g2 ∈ {1, · · · , G}. Then the covariance for τDp in model (3.2)
can be written as








































































































































































































































Figure 3.6: Heatmap of sign consistency regarding DGLMM estimates of co-reaction correlation.
Selected top genes with higher sign consistency within groups are shown.
Note that ρ is shared for the whole dataset, so we need to estimate ρ on a genome level. This model
is estimable in theory, but only works for small dataset in practice. Due to the computational and
modeling problems we just mentioned, we assume independent response within a gene.
In DGLMM, we obtain correlation parameter estimates by maximizing the REML of a gene
pair using L-BFGS-B method (Byrd et al. (1995)) from the optimx() function in package optimx
(Nash et al. (2011, 2014)) in R (R Core Team (2017)). We use the LM-Pearson pipeline for
starting value selection and boundary determination. The LM-Pearson estimates for correlations
between fixed effects and residuals are used as starting values for ρτ,p and ρε,p correspondingly. For
each parameter [max{−0.99, initial value− 0.1},min{0.99, initial value + 0.1}] is used as bound for
optimization. Good starting values and precise boundaries are beneficial to convergence and reduce
computational time.
In conclusion, the traditional correlation metrics is not sufficient to measure co-expression cor-
relations when there are multiple factors in RNA-seq experiments. DGLMM approach provides a
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more solid statistical support for co-expression correlation interpretation and a new idea for correla-






gene pairs. The computational times for DGLMM and other traditional correlation metrics
are not comparable. LM-Pearson is a good compromise between these two methods. LM-Pearson
estimates are consistent with DGLMM estimates in general and it is computational efficient. In
practice, we suggest to use DGLMM for small dataset and LM-Pearson for moderate and large
datasets.
3.7 Supplementary
3.7.1 Cochran-Satterthwaite Approximation for Degree of Freedom of σ2τ,g
We introduce two propositions for estimation of degree of freedom of σ2τ,g.
Proposition 3.1 Suppose Σ is an n× n positive definite and symmetric matrix. Suppose A is an
n × n symmetric matrix of rank m such that AΣ is idempotent. Then given y ∼ MVN(µ,Σ), we
have y ′Ay ∼ χ2m(µAµ/2).
Proposition 3.2 Suppose M1, · · · ,Mk are independent mean squares and that
diMi
E(Mi)
∼ χ2di , for i = 1, · · · , k.
Consider the random variable
M = a1M1 + a2M2 + · · ·+ akMk,
where a1, a2, · · · , ak are known constants in R. Then the Cochran-Satterthwaite formula for the










Given Model (3.3), let βg = (βg1, · · · , βgR)′ represent replicate effects, and the associated design
matrix is written as X = IR×R ⊗ 1T . For random time effect, the corresponding design matrix is
Z = 1R ⊗ IT×T . We have that Var(yg) = σ2τ,gZZ ′ + σ2ε,gIRT×RT .
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We define a set of projection matrices
PX =X (X
′X )−X ′ =
1
T
















R ⊗ 1T1′T ).
Let A1 = IRT×RT − PX − PZ + P1. We prove that A1σ2e,iVar(y i) is idempotent.
Note that A1 is idempotent. We have
A1A1 = IRT×RT − PX − PZ + PXPZ + PZPX − P1
= IRT×RT − PX − PZ + P1 + P1 − P1
= IRT×RT − PX − PZ + P1 = A1.
Thus A1 is idempotent and rank(A1) = RT −R− T + 1 = (R− 1)(T − 1).
A1
σ2e,i
Var(y i) can be written as A1(δZZ






′ + IRT×RT )A1(δZZ
′ + IRT×RT ) = (δA1ZZ
′A1 +A1)(δZZ
′ + IRT×RT ).
To prove A1
σ2e,i
Var(y i) is idempotent, we need to prove that A1ZZ























R ⊗ 1T1′T ).
Thus
A1ZZ
′A1 = (IRT×RT − PX − PZ + P1)ZZ ′A1 = (ZZ ′ − PXZZ ′ − PZZZ ′ + PXZZ ′)A1 = 0.
According to Proposition (3.1), we have
y ′gA1yg
σ2ε,g








(R−1)(T−1) and M2,g =
y ′i(PZ−P1)yg








































2εgrtε̄gr· + 2εgrtε̄g·· + 2ε̄g·tε̄gr· − 2ε̄g·tε̄g·· − 2ε̄gr·ε̄g··)}
=
σ2ε,g
(R− 1)(T − 1)















































Thus M1,g and (M2,g −M1,g)/J are unbiased estimator of σ2ε,g and σ2τ,g, respectively. The df
for σ2ε,g is (R− 1)(T − 1). The df for σ2τ,g is computed by Cochran-Satterthwaite approximation.





ε,g) ∼ χ2(T−1). After expanding PX , PZ and P1, it is obvious that A1Var(yg)(PZ −

















< 1, thus dτ,i < K − 1.
60
3.8 References
Bullard, J. H., Purdom, E., Hansen, K. D., and Dudoit, S. (2010). Evaluation of statistical methods
for normalization and differential expression in mrna-seq experiments. BMC Bioinformatics,
11(1):94.
Byrd, R. H., Lu, P., Nocedal, J., and Zhu, C. (1995). A limited memory algorithm for bound
constrained optimization. SIAM Journal on Scientific Computing, 16(5):1190–1208.
Chok, N. S. (2010). Pearson’s versus Spearman’s and Kendall’s correlation coefficients for contin-
uous data. PhD thesis, University of Pittsburgh.
Ficklin, S. P., Luo, F., and Feltus, F. A. (2010). The association of multiple interacting genes with
specific phenotypes in rice using gene coexpression networks. Plant Physiology, 154(1):13–24.
Gibson, S. M., Ficklin, S. P., Isaacson, S., Luo, F., Feltus, F. A., and Smith, M. C. (2013). Massive-
scale gene co-expression network construction and robustness testing using random matrix theory.
PloS One, 8(2):e55871.
Hunt, M., Banerjee, S., Surana, P., Liu, M., Fuerst, G., Mathioni, S., Meyers, B. C., Nettleton, D.,
and Wise, R. P. (2019). Small rna discovery in the interaction between barley and the powdery
mildew pathogen. BMC Genomics, 20(1):610.
Langfelder, P. and Horvath, S. (2008). Wgcna: an r package for weighted correlation network
analysis. BMC Bioinformatics, 9(1):1.
Law, C. W., Chen, Y., Shi, W., and Smyth, G. K. (2014). voom: Precision weights unlock linear
model analysis tools for rna-seq read counts. Genome Biology, 15(2):R29.
Mukhtar, M. S., Carvunis, A.-R., Dreze, M., Epple, P., Steinbrenner, J., Moore, J., Tasan, M.,
Galli, M., Hao, T., Nishimura, M. T., et al. (2011). Independently evolved virulence effectors
converge onto hubs in a plant immune system network. Science, 333(6042):596–601.
Nash, J. C. et al. (2014). On best practice optimization methods in r. Journal of Statistical
Software, 60(2):1–14.
Nash, J. C., Varadhan, R., et al. (2011). Unifying optimization algorithms to aid software system
users: optimx for r. Journal of Statistical Software, 43(9):1–14.
Nayak, R. R., Kearns, M., Spielman, R. S., and Cheung, V. G. (2009). Coexpression network based
on natural variation in human gene expression reveals gene interactions and functions. Genome
Research.
Okamura, Y., Obayashi, T., and Kinoshita, K. (2015). Comparison of gene coexpression profiles and
construction of conserved gene networks to find functional modules. PloS One, 10(7):e0132039.
61
Perkins, A. D. and Langston, M. A. (2009). Threshold selection in gene co-expression networks
using spectral graph theory techniques. In BMC Bioinformatics, volume 10, page S4. BioMed
Central.
R Core Team (2017). R: A Language and Environment for Statistical Computing. R Foundation
for Statistical Computing, Vienna, Austria.
Righetti, K., Vu, J. L., Pelletier, S., Vu, B. L., Glaab, E., Lalanne, D., Pasha, A., Patel, R. V.,
Provart, N. J., Verdier, J., et al. (2015). Inference of longevity-related genes from a robust
coexpression network of seed maturation identifies regulators linking seed storability to biotic
defense-related pathways. The Plant Cell, 27(10):2692–2708.
Smyth, G. K. (2004). Linear models and empirical bayes methods for assessing differential ex-
pression in microarray experiments. Statistical Applications in Genetics and Molecular Biology,
3(1):1–25.
Song, L., Langfelder, P., and Horvath, S. (2012). Comparison of co-expression measures: mutual
information, correlation, and model based indices. BMC Bioinformatics, 13(1):328.
Steuer, R., Kurths, J., Daub, C. O., Weise, J., and Selbig, J. (2002). The mutual information:
detecting and evaluating dependencies between variables. Bioinformatics, 18(suppl 2):S231–
S240.
Stuart, J. M., Segal, E., Koller, D., and Kim, S. K. (2003). A gene-coexpression network for global
discovery of conserved genetic modules. Science, 302(5643):249–255.
Tsaparas, P., Mariño-Ramı́rez, L., Bodenreider, O., Koonin, E. V., and Jordan, I. K. (2006).
Global similarity and local divergence in human and mouse gene co-expression networks. BMC
Evolutionary Biology, 6(1):70.
Wang, H., Wang, Q., Li, X., Shen, B., Ding, M., and Shen, Z. (2008). Towards patterns tree of
gene coexpression in eukaryotic species. Bioinformatics, 24(11):1367–1373.
Zheng, X., Xue, C., Luo, G., Hu, Y., Luo, W., and Sun, X. (2015). Identification of crucial genes
in intracranial aneurysm based on weighted gene coexpression network analysis. Cancer Gene
Therapy, 22(5):238–245.
62
CHAPTER 4. DIFFERENTIATE LOW AND HIGH EXPRESSED GENES
IN RNA-SEQ DATA
Modified from a manuscript in preparation for Bioinformatics.
Meiling Liu1,2, Jutta Adelheid3, and Dan Nettleton1,2
1Interdepartmental Bioinformatics and Computational Biology Program, Iowa State University,
Ames, Iowa, 50011, USA
2Department of Statistics, Iowa State University, Ames, Iowa, 50011, USA
3Institute of Crop Science and Resource Conservation, University of Bonn, Bonn, Nordrhein-
Westfalen, 53113, Germany
Author Contributions
M.L. and D.N. conceived the research and designed the algorithm; M.L. conducted data anal-
ysis and interpretation, and wrote the manuscript with input from D.N.; J.A. performed RNA
sequencing experiments.
Abstract
Removing genes with extremely low expression is often the initial step of RNA-seq analysis.
These genes could cause computational problems in algorithms and affect the accuracy of parameter
estimation and test results. Many popular RNA-seq analysis tools, such as edgeR, DESeq2, and
WGCNA, contain embedded functions for gene filtering due to low abundance in their packages. In
this chapter, we focus on the discrimination of low expressed and high expressed genes. We propose
to use a two-component Gaussian mixture model for the log-transformed normalized read counts
and allow all parameters to depend on GC content levels. Parameter functions are estimated by
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using the modified nonparametric expectation-maximization algorithm proposed by Huang et al.
(2013). Simulation studies show that the proposed method retains a good and stable performance
under all scenarios.
The pad package is available at https://github.com/rksyouyou/pad.
4.1 Introduction
RNA sequencing (RNA-seq) technologies are increasingly being used for transcriptome profiling.
In contrast to microarray methods, RNA-seq provides a more precise quantitation of gene expression
level with lower cost and less bias (Wang et al. (2009)). In recent years, various tools were developed
for RNA-seq analysis: edgeR (Robinson et al. (2010a)), DESeq2 (Love et al. (2014b)), and voom
(Law et al. (2014)) for differential expression analysis; WGCNA (Zhang and Horvath (2005)) for
gene co-expression network analysis; GSEA (Mootha et al. (2003); Subramanian et al. (2005)),
DAVID (Huang et al. (2008, 2009)) for gene enrichment and pathway analysis. Almost all RNA-
seq analysis tools suggest to pre-filter low read counts genes prior to further analysis. There are
several advantages for gene pre-filtering. Computationally, by removing genes with very few read
counts, we reduce the memory size, increase the speed for subsequent operations and avoid possible
interferences with statistical approximation caused by the discreteness of small counts. Biologically,
a study by Hebenstreit et al. (2011) showed that low expressed genes are likely to correspond to
‘leaky’ expression, producing nonfunctional transcripts. In addition, RNA-seq approaches show
lower confidence in measuring low expressed genes (Mercer et al. (2012); Hart et al. (2013)). Thus,
gene pre-filtering could reduce irrelevant and unwanted information from the data.
Expression level can also be used as a way of charactering gene function. In hybrid analy-
sis, methods to differentiate low and high expressed data are frequently used to study single-parent
expression complementation, that is genes active in one inbred line but inactive in another that dis-
play activity in their hybrid progeny, and thus discovery mechanisms that shape the transcriptomic
plasticity of hybrids (Paschold et al. (2014); Marcon et al. (2017); Baldauf et al. (2018)).
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In edgeR package, Chen et al. (2016) recommended removing genes that have total count less
than 15 or maximum count less than 10 across all samples. In the DESeq2 user’s guide, Love
et al. (2014b) suggest to keep only genes that at least 10 counts total. A more strict filtering
is automatically applied via independent filtering (Bourgon et al. (2010)) within the results()
function in DESeq2 package. In Hart et al. (2013), authors proposed normalized log2(FPKM),
defined as zFPKM, to account for the position shifts in log2(FPKM) distributions across different
samples. Genes with zFPKM< −3 are clustered as low expressed (LE) genes. Hard threshold
approaches are fast and easy to apply. However, their disadvantages are also very obvious. First,
there is no consensus on the definition of low expression, the choice of cutoff values are subjective.
Second, RNA-seq measurements are affected by numerous biological and experimental factors. Most
of the hard threshold approaches fail to take these factors in to consideration.
More complicated statistical methods are also used for gene expression discrimination. Heben-
streit et al. (2011) fit a Gaussian mixture model to the data and adopt an expectation-maximization
(EM) algorithm for parameter estimation. George and Chang (2014) developed a data-adaptive
flag method named DAFS for RNA-sequencing data. In DAFS, the Kolmgorov-Smirnov statis-
tic and multivariate adaptive regression splines were used to determine the optimal cutoff value
for separating transcripts with high and low expression. Paschold et al. (2012) used a Bayesian
data-augmented Markov chain Monte Carlo approach, treating the genewise transcriptional activ-
ity (presence/absence) as missing information. Lithio and Nettleton (2015) proposed a generalized
linear mixed model with a negative binomial response. Raw read counts are normalized by using
TMM, gene length and GC content effects. The gene status was determined based on the posterior
distribution of fixed effects. These approaches were built based on statistical models which possess
a more solid theoretical basis.
Several studies demonstrated that the efficiency of gene expression is related to the nucleotide
composition of the coding region. GC content is one of the key sequence features known to affect
gene expression (Kudla et al. (2006); Rao et al. (2013); Barahimipour et al. (2015)). Real data
studies show that the GC content effect has a bimodal shape in the maize RNA-seq data under
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a specific gene length level (Lithio and Nettleton (2015)). In Section (4.3), we show that the
distribution of gene expression have position shifts at different GC content levels. Thus it is most
appropriate to account for GC content for gene expression analysis.
Motivated by existing methods and biological facts, we suggest to use a nonparametric mixture
of regression model for separating LE and HE genes. In contrast to the ordinary mixture models
which treat mixing proportion, mean and variance parameters as constants given a cluster, the
nonparametric mixture of regression model allows each component to be unknown but smooth
function of covariate(s). We fit a nonparametric mixture of regression model on logarithm trans-
formed fragments per kilobase million (FPKM) and assume that mixing proportions, means, and
variance parameters are functions of GC content. In order to reduce the computational burden
and borrow information between samples, we further assume that functions of each component are
summations of an overall trend and sample specific constants. A modified EM algorithm is applied
for parameter estimation. For each GC content level, the intersection of two mixing models are
used as a threshold. The proposed approach has the best performance in most considered scenarios
in simulation studies.
The remainder of this paper is structured as follows. In Section 4.2, we review the definition
and estimation of nonparametric finite mixture of regression models, proposed a two component
mixture of regression model for RNA-seq data, talk about some details in parameter estimation.
We present simulation results in Section 4.4. A real analysis based on a maize dataset is given in
Section 4.3. We prove some discussions in Section 4.5.
4.2 Method
4.2.1 Review of Nonparametric Mixture of Regression Models
Huang el al. (2013) proposed nonparametric finite mixture of regression models and developed
an estimation procedure by empoying kernel regression. Assume that {(Xi, Yi), i = 1, · · · , n}
is a random sample from the population (X,Y ), where covariate X is univariate. Let C be a
latent class variable and assume that for component c = 1, 2, · · · , C, C has a discrete distribution
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P (C = c|X = x) = πc(x). Given C = c and X = x, Y follows a normal distribution with mean
mc(x) and variance σ
2
c (x). Assume that πc(·),mc(·) and σ2c (·) are unknown but smooth functions.




πc(x)N{mc(x), σ2c (x)}. (4.1)
Since πc(·),mc(·) and σ2c (·) are nonparametric, model (4.1) is referred as nonparametric mixture of
regression model. The authors proved that model (4.1) is identifiable under certain conditions.
It is well known that an EM framework formulates the mixture problem as an incomplete-data




1 if (Xi, Yi) is in the cth group,
0 otherwise
and z i = (zi1, · · · , ziC)T , as a complement to observed data (Xi, Yi). The complete data are
{(Xi, Yi, z i), i = 1, · · · , n}.
To estimate model (4.1), the authors employed kernel regression. First, they use local constants
πc,mc and σ
2
c to approximate πc(·),mc(·) and σ2c (·). Let Kh(·) = h−1K(·/h) be a rescaled kernel
of kernel function K(·) with a bandwidth h. Let θ = {πc(·), σ2c (·),mc(·), c = 1, · · · , C} be the
parameter functions. For a set of grid points at which the unknown functions are to be evaluated,






zic[log πc + log φ{Yi|mc, σ2c}]Kh(Xi − x). (4.2)
In the estimation procedure, parameter estimates are obtained through maximizing the local com-
plete log-likelihood. The nonparametric EM algorithm is carried out as follows.
Initial value Obtain a set of initial values m
(1)
c , σ2(1)(x), and π
(1)
c (x) by fitting a simpler
model, such as a mixture of polynomial regression with constant proportions and variances.
E-step At the (l + 1)th iteration, update the expectation of latent variable zic(x) for i =






c (Xi)φ{Yi|m(l)c (Xi), σ(l)c (Xi)}∑C
c=1 π
(l)
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ic (x) = r
(l+1)




c (Xi) and σ
2(l+1)
c (Xi), i =
1, · · · , n can be updated by linearly interpolating π(l+1)c (µj),m(l+1)c (µj) and σ2(l+1)c (µj), j =
1, · · · , N , correspondingly.
Iteratively update the E-step and the M-step with l = 1, 2, · · · , until the algorithm converges.
In Huang et al. (2013), the number of components C is unknown and selected by using informa-
tion criteria. When we apply model (4.1) to discriminate low and high expressed genes in RNA-seq
data, we assume that C = 2 is fixed.
4.2.2 Modeling for RNA-seq Data
Let xg represent the GC content of gene g. Let ogs represent the observed count for gene g in








where lg represents the effective length of gene g, Os represents the library size of sample s. Let
yg = {yg1, · · · , ygS} represent the vector of FPKM values for gene g.
We assume that, given GC content level, xg, the FPKM vector of gene g follows a Gaussian
mixture model given by




Specifically, we assume c ∈ {1, 2} which indicate low and high expression groups, respectively.
Furthermore, we assume that parameter functions of the same type are differed by a constant and
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can be written as
πcs(x) = πc(x) + b
π
cs;










For parameter estimation in Model (4.4), we adopt the nonparametric EM algorithm described
in Section (4.2.1). In addition, there are some details that required to be filled in.
4.2.3.1 Bandwidth Selection
In Huang el al. (2013), authors proposed to use multifold cross validation (CV) for bandwidth
selection. Let D denote the full dataset with size n. For given C, randomly parition D into a
training set Rj , and a test set Tj , j = 1, · · · , J . We obtain estimates {m̂c(·), σ̂2c (·), π̂c(·)} based on







where ŷt is the predicated value for yt and is calculated by
∑C
c=1 r̂tcm̂c(xt). r̂tc is computed
through equation (4.3). This bandwidth selection procedure works well, but inefficient. In addition,
simulation studies in Huang et al. (2013) show that the performance of the proposed estimation
procedure is not sensitive to a wide range of bandwidths. Hence, we recommend multifold CV
bandwidth selection for when the data size is small (n < 10, 000).
4.2.3.2 Initial Values Selection
Initial values can have tremendous consequences on the performance of EM algorithm. Various
methods were proposed for initial values selection, helping in reaching the global maximum in fewer
iterations. We take advantage of the “best of ten” method proposed by Karlis and Xekalaki (2003).
First, we generate M sets of initial values by fitting mixtures of regressions with two components
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with constant variance and mixing proportion parameters by using regmixEM() function in R
package mixtools (Benaglia et al. (2009)). Then, for each of these M sets of starting values, we
run the EM algorithm for a small number of iterations (m) and evaluate the observed local log-
likelihood. The set of starting values that results in the largest likelihood is considered as the ‘best’
and is used as initial value for the following EM algorithm. We called this approach “best of M”
method.
4.2.3.3 Early Stopping
In Huang el al. (2013), authors proposed that for any given point x in the interval of X , suppose
that θ(l)(·) has a continuous first derivative, h→ 0, and nh→∞ as n→∞. It follows that
lim inf
n→∞
n−1[ln{θ(l+1)(x) − ln{θ(l)(x)}] ≥ 0
in probability. Note that this property is not equivalent to the ascent feature in an ordinary EM
algorithm. We observed that the local log-likelihood decreases a little bit after reach its maximum
before convergence in some real data analysis. To avoid this decrement, we stop the EM algorithm
when the local log-likelihood starts to decrease or reach the convergence criteria, whichever is
sooner.
4.2.3.4 Overall Trend and Sample Specific Intercepts Estimation
A recent study by Gul et al. (2018) demonstrated that GC content in vertebrate, insect and
nonbilaterian species follows a bimodal or a unimodal distribution with high frequency in the
middle and very low frequencies at two endpoints. In order to obtain more stable estimates when
GC content takes extreme values, we assume that each parameter function can be expressed as
a summation of a group specific function and a constant (see equation (4.5)). This assumption





for differences across samples for each component.
For each type of parameter functions, we fit a locally-weighted scatterplot smoothing (lowess)
curve between GC content variable and parameter function estimates across all samples. For exam-
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ple, for mean functions, we fit a lowess curve between {x1, · · · , xn, · · · , x1, · · · , xn} and {m̂c1(x1), · · · ,
m̂c1(xn), · · · , m̂cS(x1), · · · , m̂cS(xn), }. Let π̂c(x), m̂c(x), and σ̂2c (x) denote the corresponding lowess
functions and can be used to approximate πc(x),mc(x), and σ
2
c (x) in equation (4.5). The sample































2(xg). tg is used as a theoretical cutoff between expression abundance classes.
The unknown parameters in (4.6) is substituted by using estimated values.
4.3 Data Analysis
4.3.1 Dataset Description
In this section, we consider a maize dataset from RNA-seq experiments (Baldauf et al. (2018)).
In this dataset, primary roots of maize seedlings of the parental inbred lines B73, Mo17, A554,
H84, H99, Oh43 and W64A and of their hybrids B73×Mo17, B73×A554, B73×H84, B73×H99,
B73×Oh43 and B73×W64A were harvested at 3 developmental stages. The stages were defined
based on the root length - stage I: 2-4 cm, stage II: 6-8 cm, stage III: 10-12 cm. B73 was selected
as recurrent female for all crosses with the six other parental inbred lines to obtain the six diverse
hybrids. There are 12 biological replicates of the recurrent parent B73 and 4 biological replicates of
the remaining 6 inbred lines and six hybrids at each developmental stage. A total of 180 RNA-seq
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samples were analyzed over all developmental stages. We remove 2703 genes with all zero counts,
and use the remaining 36766 genes for subsequent analysis.
4.3.2 Read Count Abundance is Affected by Gene Length and GC Content Level
First, we check the impact of gene length and GC content to gene expression level. We applied
a generalized additive model (GAM) to logarithm transformed counts from all samples, log(count
+ 1). The GC content and log transformed gene length were used as explanatory variables. A
tensor product smooth is assigned to the model. The R package mgcv (Wood (2011)) was used
for parameter estimation. We examined the estimated GC content effect given different levels of
gene length and found that the fitted smooth value goes up first, takes maximum around 0.5, then
goes down, takes minimum around 0.65, then goes up at last (left plot in Figure 4.1). Similarly,
we checked the estimated gene length effect given different levels of GC content. When gc content
is fixed, the fitted smooth value goes up as gene length increase (right plot in Figure 4.1). The
result shows nontrivial relationship between read count abundance and the length and GC content
of genes.
























































Figure 4.1: Estimated mean log(count+1) as a function of GC content for given log gene lengths
(left), and as a function of log gene length for given GC contents (right).
72
Considering the read counts abundance directly, we took genes with gene length within (6.95,
7.05) and made a scatter plot of logarithm transformed average expression over samples versus GC
content and fitted a lowess line (Figure (4.2)). There is a quadratic trend in the lowess line. Then
we fixed the gc content by considering genes with gc content within (0.495, 0.505) and made a
scatter plot of log(average expression) versus gene length. We observed that there is an increasing
trend.







































Figure 4.2: Smooth plot of log(average expression) versus GC content and log(gene length).
In order to check the effects of GC content on the distribution of read counts, we clustered
36766 genes into 17 categories based on their GC content level. We use a specific sample, replicate
1 of line B73 at development stage I, a density curve was fitted to the log(FPKM) per category.
Figure 4.3 shows that the shape of density curve varies as GC content level changes. When GC
content takes moderate values, the density curve shows a primary peak of high expression genes,
and a short shoulder on the left for low expressed genes. When GC content takes extreme values,
the density curve shows no obvious peaks, the center area tend to be more flat. The intersection
of two components also changes accordingly. Thus, we should take GC content level into account
when we discriminate genes based their distribution.
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Figure 4.3: Density curves of log(FPKM) of B73 at stage I, replicate 1 across different GC content
levels.
4.3.3 Results
We applied the proposed method to the logarithm transformed FPKM values of each sample.
In order to show the trend in estimated parameter functions, we randomly selected 20 samples and
plot 5 parameters and cutoff as functions of GC content (Figure 4.4). Lowess curves (red curves)
estimated from all samples are also given to show the overall trend in each plot. We observed that all
parameters are depending on GC content level. Hence the estimated cutoff also varies as GC content
level changes. When GC content takes extreme values, there are limited observations which lead to
unstable estimates. In low expression gene group, the mean and variance parameter functions are
more disperse comparing to parameter functions in HE gene group. Thus it is necessary to have
sample-specific estimated parameter functions.
To stabilize parameter estimates when GC content takes extreme values, we estimated the
overall parameter function across all sample for each group and computed a intercept for each
sample. The resulting parameter functions and corresponding cutoff function were given in Figure
(4.5). Given a parameter, estimated functions across samples are parallel with each other.
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Figure 4.4: Coordinate plots of parameters and cutoffs for 20 randomly selected samples.
We compare the proposed method, denoted as nonpEM, classic Gaussian mixture model with
constant parameters, denoted as cEM; zFPKM (Hart et al. (2013)); and DAFS (George and Chang
(2014)) in detecting low and high expressed genes in maize dataset. We apply cEM, zFPKM, and
DAFS approaches to each sample. We use the sample, inbred line B73 at development stage I in
replicate 1, as an example to display the discrimination result. Venn diagram (4.6) shows that
the proposed method, nonpEM, is the most conservative method, following by cEM and zFPKM.
DAFS is the most liberal approach. Overall, there are about 73.24% genes have the same detected
status across four methods.
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Figure 4.5: Coordinate plots of adjusted parameters and cutoffs for 20 randomly selected samples.
4.4 Simulation Study
4.4.1 Simulation Setting
To examine the performance of the proposed method, we conducted a series of simulations. For
the first simulation study (S-I), we randomly sampled 20,000 genes from the real data and used





to generate simulated dataset. We first generated the underlying status, sg, from a Bernoulli
distribution with probability π̂1(xg): sg ∼ B(π̂1(xg)). The response value is generated from a
mixture of normal distribution: yg ∼ sg · N(m̂1(xg), σ̂21(xg)) + (1 − sg) · N(m̂2(xg), σ̂22(xg)). We
repeated this process and generated 100 datasets.
For the second simulation study (S-II), we randomly sampled GC content from a uniform
distribution: xg ∼ U(0.25, 0.8). We assume that mean values are linear functions of GC content



















Figure 4.6: Venn diagram showing numbers of high expressed genes for inbred line B73 at devel-
opment stage I in replicate 1 when analyzing with nonpEM, cEM, zFPKM, and DAFS.
fixed: p1 = 0.2, σ
2
1 = 1, and σ
2
2 = 0.25. Similarly, we generated 100 datasets. In each dataset, we
simulated 20,000 genes.
The setting for the third simulation study (S-III) are similar to the setting of S-II. Except that
mean parameters are fixed: µ1 = −1 and µ2 = 2.
For each simulated dataset, we estimated gene status by using four approaches that used in
real data analysis, nonpEM, cEM, zFPKM, and DAFS. As a comparison, we also compute the
theoretical cutoffs from true parameters and denoted as True-res.
4.4.2 Simulation Results
The accuracy, sensitivity and specificity for considered methods were given in Table (4.1). For
S-I, we noticed that except for zFPKM which is the most liberal, the other three approaches have
similar performances comparing to Ture-res. We conducted McNemar’s test (McNemar (1947);
Spielman et al. (1993)) between nonpEM, cEM and DAFS methods. The result shows that, under
0.05 threshold, nonpEM performs significantly better than cEM, nonpEM and DAFS are equivalent,
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and DAFS and cEM are equivalent (Table 4.2). We observed that nonpEM, cEM, DAFS and True-
res have similar performances under considered statistical measures. The measures for True-res
shows the discrimination limits of proposed method. When low and high expression groups have a
big overlap, methods based on mixture models could hardly detect the status of genes that close to
cutoffs. For S-II , nonpEM performs as good as True-res and outperforms cEM, zFPKM, and DAFS
according to Tables (4.1, 4.3) . For S-III, the simulation setting is consistent with the assumptions
of cEM, zFPKM and DAFS. nonpEM, cEM and True-res are equivalent and significantly better
than zFPKM (Tables (4.1, 4.4)). DAFS is too conservative for S-II and S-III.
From simulation studies, we noted that when parameters are depending on GC content, non-
pEM outperforms other methods and reaches the discrimination limits of approaches based on
mixture models. When parameters are independent of GC content, nonpEM still retains a good
performance. The performances of zFPKM and DAFS are unstable and can be affected by the
underlying data structure.
Table 4.1: Average statistical measures of the discrimination performance of four approaches under
three simulation settings over 100 replicates. Standard deviation of measurements were given in
brackets.
nonpEM cEM zFPKM DAFS True-res
S-I
accuracy 0.9496 (0.0017) 0.9463 (0.0022) 0.8811 (0.0169) 0.9482 (0.0017) 0.9503 (0.0016)
sensitivity 0.9646 (0.0030) 0.9543 (0.0040) 0.9968 (0.0017) 0.9690 (0.0047) 0.9684 (0.0014)
specificity 0.8833 (0.0114) 0.9111 (0.0100) 0.3723 (0.0981) 0.8563 (0.0201) 0.8709 (0.0056)
S-II
accuracy 0.9874 (0.0009) 0.9809 (0.0010) 0.9746 (0.0036) 0.9099 (0.0086) 0.9875 (0.0009)
sensitivity 0.9958 (0.0007) 0.9937 (0.0009) 0.9988 (0.0008) 1.0000 (0) 0.9959 (0.0005)
specificity 0.9540 (0.0041) 0.9295 (0.0051) 0.8779 (0.0204) 0.5499 (0.0458) 0.9539 (0.0038)
S-III
accuracy 0.9874 (0.0009) 0.9875 (0.0009) 0.9854 (0.0017) 0.9179 (0.0054) 0.9875 (0.0009)
sensitivity 0.9958 (0.0006) 0.9957 (0.0007) 0.9985(0.0007) 1.0000 (0) 0.9959 (0.0005)
specificity 0.9541 (0.0040) 0.9546 (0.0042) 0.9333 (0.0103) 0.5901 (0.0273) 0.9539 (0.0038)
Table 4.2: McNemar’s test result for nonpEM, DAFS, cEM, True-res under S-I.
test 1 nonpEM nonpEM cEM True-res True-res True-res
test 2 cEM DAFS DAFS nonpEM cEM DAFS
χ2 15.129 3.559 3.057 1.31 15.6 6.9
p.val 0.0001 0.059 0.08 0.252 <1e-4 0.0085
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Table 4.3: McNemar’s test result for nonpEM, zFPKM, cEM, True-res under S-II.
test 1 nonpEM nonpEM cEM True-res True-res True-res
test 2 cEM zFPKM zFPKM nonpEM cEM zFPKM
χ2 71.427 181.355 55.692 0.128 72.08 183.79
p.val <1e-16 <1e-40 <1e-13 0.72 <1e-16 <1e-41
Table 4.4: McNemar’s test result for nonpEM, zFPKM, cEM, True-res under S-III.
test 1 nonpEM nonpEM cEM True-res True-res True-res
test 2 cEM zFPKM zFPKM nonpEM cEM zFPKM
χ2 0.0698 12.594 12.935 0.0892 0.0042 1.373
p.val 0.792 0.0004 0.0003 0.765 0.949 0.0002
4.5 Discussion and Future Work
The intermediate results of the proposed method could be biological meaningful and inspiring.
In the real data analysis, we observed that when GC content is low, the proportion of low expressed
genes is above 70%. The proportion decreases as the GC content gets higher and reaches its minimal
when GC content is around 0.45. Correspondingly, the estimated mean for high expressed genes
takes its minimal when GC content is low, then increases and reaches its maximal when GC content
is around 0.45. This result shows that GC content could affect the activity of a gene. When GC
content is low or too high, genes tend to have low expression and be less active. Genes are most
active when GC content is around 0.45.
From the simulation studies, we noticed that the improvement of proposed method is subtle
comparing to other methods. This is determined by the distribution of log(FPKM). Previous
studies have shown that we could use a two component Gaussian to approximate the distribution
of log(FPKM). Thus for most genes that far from the intersection of two distributions, their status
could be easily judged. We observed from S-I, even though there are non-trivial relationships
between parameters and GC content level, cEM and DAFS still have a acceptable performance
without take GC content into consideration. Since this is a discrimination analysis, a wide range of
cutoff values will result the same answer. For genes with relatively large or small read counts, the
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discrimination method won’t cause a big difference. However, genes that close to the intersection of
two distributions are more sensitive to cutoff values, a suitable method will lead to more accurate
results. Although we observed small improvements, the proposed method have a big impact for a
portion of genes.
The limitation of existing methods are not due to sizes of samples or data, but the nature of
data. The overlapped part of two groups are non-separable with read counts, gene length and GC
content only. By using the intersection of two groups as cutoff could also leads to inevitable false
positive and false negative. One way to make full use of the proposed method and also get more
informative results would be using posterior probability instead of 0/1 status. Especially when we
use presence status directly in the analysis, researches can not follow up all genes with further study
due to resource constrains, a list of fixed number of genes ranked based on posterior probabilities
is a potentially important summary of the results.
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CHAPTER 5. GENERAL CONCLUSION
5.1 Discussion and Future Work
In this dissertation, we studied several topics related to RNA-seq data analysis. In Chapter
2, we focused on developing DE analysis tools for correlated responses. A general linear model is
applied to log-transformed read counts. We apply shrinkage estimation for correlation parameters.
In Chapter 3, we recommended to make a distinction between gene co-expression correlation arise
from different origins and proposed two methods for gene co-expression correlation estimation. For
the first method, we fitted a linear model to the transformed read counts of each gene and computed
Pearson’s correlation coefficients of residuals and estimated effects. For the second method, we fit
a linear mixed model to the transformed read counts of a gene pair. The correlation of random
effects and random errors are used as approximates of gene co-expression correlations. In Chapter
4, we proposed a two-component Gaussian mixture model for high expressed and low expressed
gene discrimination. We consider gene length and GC content level in our model. Besides these
big topics, we also talked about the impact of information sharing to null distribution of test
statistics and suggested to use parametric bootstrap method to approximate the null distribution.
The proposed approaches tried to improve the robustness and estimation accuracy by seeking the
maximum use of information from the data.
A vast of analysis tools have been proposed for RNA-seq data. There exist several well-developed
and popular approaches for common RNA-seq analysis, such as DE analysis, network analysis, and
enrichment analysis. The newly proposed quantitative analysis tools could be more data-orientated.
For example, in Chapter 4, we discussed that low gene expression could be a reflection of inactive
genes or measurement noise. Since it is hard to distinguish them, we suggest to exclude them for the
convenience of subsequent analysis. The abandoned part could possess genes that are functionally
important. Due to their expression features, general tools might be fail on low expressed, high noise
83
genes. Specific methodologies are needed for these particular genes. Here, we take DE analysis as
an example. We could introduce a new variable, Si, to the general linear model in SPADE method.
Si is unobserved and indicates the quality of RNA-seq measurements. The new model could be
estimated by using EM algorithm.
Another direction we could work on in the future is the downstream analysis such as visualiza-
tion, pathway enrichment and network construction. In Chapter 3, we talked about the preliminary
analysis in GCN building, correlation estimation. An RNA-seq data usually contains thousands of
genes, an important task is how to visualize the correlation matrix efficiently. We could use some
biological prior information to help use downsize the gene set, such as gene pathway. The network
plot will be more informative with a smaller gene set. We could also adopt clustering approach
to reduce the number of nodes in a network. Genes with similar connectivity patterns could be
clustered into one category.
The advances of quantitative analysis tools for gene data are changing along with the evolution
of sequencing technology. In the last 15 to 20 years, statisticians have developed lots of tools for
array-based high-dimensional data. Concepts of error rate control for multiple testing, penalized
and shrinkage regression techniques, empirical Bayes methods and so on (Datta and Nettleton
(2014)). In the last 10 years, next generating technology have replaced the array technology (Wang
et al. (2009)). New high-throughput technology introduce new data analytic challenges. Require-
ments for error-correction in sequencing data, data normalization, and statistical models become
different as the change of sequencing platform. A good example would be the shifting from microar-
ray technology to RNA-sequencing technology. For microarray data, a normal model is assigned
to the measurements in expression analysis. For RNA-seq data, a negative binomial model is com-
monly adopted. Though with different features, tools for analyzing these data are not completely
independent. In voom (Law et al. (2014)), a popular tool for DE analysis, takes advantage of the
limma pipeline (Righetti et al. (2015)) for microarray data analysis and could obtain at least as
well in terms of power and error rate control as the negative-binomial based methods even when
the data is generated from negative-binomial distribution. Meanwhile, it also broadens the model
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options in RNA-seq analysis. Information sharing is another approach that inhered from array data
analysis. With the limitations in price and logistics, RNA-seq data usually contain few replicates.
In order to get a more stable and more accurate estimates, statisticians usually borrow information
between genes. In this thesis, we revisited the limma pipeline in Chapter 2 and adopted informa-
tion sharing across genes in all three developed approaches, shrinkage estimation in Chapters 2 and
3, adjust the estimated parameter functions according to the overall trend across all samples in
Chapter 4. We transformed the read counts to microarray-like measures and applied normal-based
models. Recently, a new next-generation sequencing technology called single-cell RNA sequencing
(scRNA-seq) caught our attention. It examines the sequence information at a cell-level, provides a
higher resolution of cellular differences and brings new technical challenges in the same time (Eber-
wine et al. (2014); Pennisi (2018)). scRNA-seq has been used in genome analysis in many aspects
(Bendall et al. (2014); Zeisel et al. (2015); Haghverdi et al. (2016)) and motivated several analysis
tools already (Finak et al. (2015); Pierson and Yau (2015); Setty et al. (2016); Qiu et al. (2017)).
The future quantitative analysis emphases will transfer to scRNA-seq data inevitably, tailoring the
current techniques to fit new types of sequencing data.
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