Introduction
Boltzmann's remarkable formula S = k ln W; (1.1) relating the thermodynamic entropy S of a macroscopic equilibrium state to the number W of microscopic states which correspond to the macroscopic state, caused problems for theoretical physicists: the entropy is a function of a small number of variables such as u, the internal energy per unit volume, while W must be interpreted as a measure on phase-space. To have any hope of giving the formula a precise meaning, we should pass to the limit in which the volume of the system becomes in nite; in this limit, we might expect a formula s(u) = lim
where s(u) is the entropy per unit volume and W H V V = u ] is the measure of the subset of phase-space on which the Hamiltonian H V takes the value uV ; however, the existence of the limit in (1.2) poses obvious di culties. These were resolved by Ruelle R1] in 1965.
Ruelle's idea can be illustrated simply: under mild restrictions on the Hamiltonian H, one can prove that the limit (1.4)
The subadditivity argument used to establish the existence of the limit proves also that u ! s(u) is concave. This simple idea, extended to vector-valued Hamiltonians, was developed by Ruelle and Lanford to provide a rigorous treatment of statistical thermodynamics, described in detail in Lanford's 1971 Battelle lectures L]. Ruelle's idea turned out to have a surprising rami cation in probability theory: Lanford used it to give a completely new proof of Cram er's Theorem; this was the rst step in an important development in the theory of large deviations. The theory of large deviations began as an attempt by Khinchin Kh] in 1928 to re ne the central limit theorem for sums of Bernoulli random variables; however, the theory we shall describe starts with Cram er's re nement C] of the weak law of large numbers. In a digression, Lanford L] This idea was taken up by Bahadur and Zabell BZ]; they developed it to prove a powerful generalization of Cram er's Theorem in which the X j are possibly unbounded and the space E is possibly in nite-dimensional. Azencott A] and, later, Deuschel and Stroock DS], systematized these developments. Under the hypotheses of Theorem 1.1, the function s is strictly concave and attains its supremum at m, the mean of the distribution IK; it is a simple consequence of Theorem 1.1 that IK n , the distribution of Y n := 1 n f X 1 + ::: + X n g; f(x) IK n dx] ! f(m) (1.12) as n ! 1 for every continuous function f : ? ! IR. In addition, Theorem 1.1 gives the exponential rate at which this limit is approached. It is in this sense that Cram er's Theorem re nes the Weak Law of Large Numbers.
By now, large deviation techniques are used widely for the rigorous treatment of problems in mathematical physics. This development came from a di erent direction: in the early 'sixties, Donsker proposed using such a re nement of the Weak Law of Large Numbers to give a generalization of Laplacian asymptotics to functionspaces; this was exploited in the thesis of his student Schilder S] . Here is the idea: let fIK n g n 1 be a sequence of probability measures on a space E; if this sequence behaves asymptotically for large n as IK n dx] exp ns(x)\dx"; (1.13) where \dx" is some reference measure, then we might expect that
(1.14)
This idea was given precise form in the de nitive work of Varadhan V] As Ellis has pointed out E], hypothesis (LDP 2) is not required for the proof of (1.17); however, we shall see that its presence ensures that a Large Devation Principle is a covariant notion: if : E ! E 0 is continuous and the sequence fIK n g n 1 obeys an LDP, then the sequence fIK n ?1 g n 1 of image measures also obeys an LDP. The theorem which relates the two rate-functions is known as the Contraction Principle. To a physicist, hypotheses (LDP 3) and (LDP 4) may seem strange at rst sight; of course, for special sets, together they imply a statement like (1.5). As O'Brien and Vervaat OV] pointed out, even as they stand, they constitute a statement about the convergence of a sequence of set-functions: the set-function together, conditions (LDP 3 0 ) and (LDP 4) can be restated as:
the sequence fk n g n 1 converges in the vague topology (Bourbaki: topologie vague ) on the space of increasing set-functions on E to _ s. In the hands of Donsker and Varadhan, these theorems of Varadhan proved to be a powerful tool for solving problems which could be formulated in terms of the asymptotic behaviour of a Feynman-Kac integral; perhaps their most spectacular success was their solution of the long-standing Polaron Problem DV] . Independently of this, large deviation techniques in function spaces were developed in the Soviet Union by Borovkov, Freidlin and Wentzell; see Freidlin and Wentzell FW] , for example. It is not our intention to review these developments; our aim is much more modest: to explore the rôle of thermodynamic functions in the theory of large deviations. Little of what we present is original except, perhaps, the organization of the material and Theorem 7.2.
Entropy is not the only thermodynamic function to arise in the theory; the grand canonical pressure also has a part to play. We saw that entropy enters in Lanford's proof of Cram er's Theorem; another proof, due to Cherno Ch], makes use of the pressure. To see the relevance of the pressure in a more general context, consider Varadhan's formula (1.17) Now we turn to a description of the contents of this paper. The probability measures which are studied in the theory of large deviations are the distributions of random variables taking values in a topological space X, so that they are measures on a topological space; moreover, the topological structure of the space X enters the theory as well its Borel structure. It has been our policy to introduce hypotheses about the topological structure only when we need them.
We begin in Section 2.1 with a description of the general setting. We have seen that the tra c between statistical mechanics and the theory of large deviations has been two-way; it is not surprising then that there is a primitive principle which occurs in them both. We identify this in Section 2.2 as the Principle of the Largest Term; this principle is used repeatedly in what follows and is what gives the theory its special character. Our starting point in this work was to generalize slightly the Ruelle-Lanford de nition of entropy, introducing upper and lower functions; it turns out that others have had the same idea: Takahashi T] and Orey O] independently de ned these functions in the context of ergodic theory. The upper and lower deviation functions are de ned and studied in Section 2.3; we have adopted Orey's terminology. In Section 2.4, we introduce the concept of the concentration of a sequence of measures. It turns out that the upper deviation function determines a set on which a sequence of probability measures is eventually concentrated. We have used these results in our work on the equivalence of ensembles LPS].
A Vague Large Deviation Principle is said to hold when (LDP 1), (LDP 3 0 ) and (LDP 4) are satis ed; VLDPs are studied in Section 3.1. When the upper and lower deviation functions coincide, we call the function which takes their common values the Ruelle-Lanford function. This de nition, introduced in Section 3.2 is motivated by the Ruelle-Lanford de nition of entropy; we reserve the name`entropy' for those RL-functions which are concave. It turns out that a VLDP is an automatic consequence of the existence of the RL-function; however, if the space X is not locally compact, the rate-function may not be unique; nevertheless, there is a sense in which the RL-function is the optimal rate-function. Some illustrations of the concepts introduced in Sections 2 and 3 are given in the examples in Section 4. We remark in passing that in some applications (in statistical mechanics of lattice spin systems, for example), the space X is compact; in which case, a full theory of large deviations is provided by Sections 2, 3 and part of Section 7.
A Narrow Large Deviation Principle is said to hold when (LDP1), (LDP3) and (LDP 4) are satis ed; NLDPs are studied in Section 5.1. A substitute for compactness of the space X in the theory of large deviations is a condition on the sequence of measures called exponential tightness; this is discussed in Section 5.2. In Section 5.3 we return to the subject of concentration of measures, this time under the hypothesis of exponential tightness.
A Large Deviation Principle is said to hold when all four conditions (LDP 1), (LDP 2), (LDP 3) and (LDP 4) are satis ed; LDPs are studied in Section 6.1; in Section 6.2 we give proofs of Varadhan's Theorem and the Contraction Principle.
Up to this point in the paper only the topological and the Borel structures of the space X have been used; when, in addition, the space X has a convex structure, the theory of large deviations becomes substantially more powerful: pressure enters the arena, joining entropy. This is studied in Section 7.
Apart from Lanford's seminal work, referred to above, we have been in uenced by Azencott' 
The Principle of the Largest Term
Let fIM n g n 1 be a sequence of positive measures on B(X) which are locally nite (that is, for each x in X there exists G x 2 G(X) such that IM G x ] < 1); let fV n g n 1 be a scale, an increasing sequence of positive real numbers diverging to +1 as n ! 1. We denote fIM n g n 1 by IM and fV n g n 1 by V . We are interested in the asymptotics of IM on the scale V ; we make this precise, beginning with some de nitions:
De nition 2. But for each pair fa n g n 1 ; fb n g n 1 of sequences in R, we have lim sup
and (c) follows from (2.17) and (2.18).
7 2.3 Upper and Lower Deviation Functions
We introduce two functions on X, the upper and lower deviation functions; we establish the two basic inequalities of the theory, (c) of Lemma 2.4 and (b) of Lemma 2.5. Our terminology agrees with that of Orey O] . 
(2.37) 9
Concentration of Measures on Compact Spaces
Our rst application of the Principle of the Largest Term is to the investigation of the behaviour of the measures IM n as n ! 1. The upper deviation function determines a set on which the measures are eventually concentrated (Theorem 2.2); how useful this is depends on how well we have chosen the scale V . The requirement that X be compact will be removed when we return to the topic in Section 5. There is a sense in which the upper and lower deviation functions yield optimal bounds: Lemma 3.1 shows that is the greatest function with property (3.2); Lemma 3.2 shows that, provided the space X is locally compact, is the least usc function with property (3.1). Remark: When the topological space X is not locally compact, the vague topology in the space of increasing set-functions is not Hausdor : there may be more than one rate-function for a VLDP. We mention without proof the following result.
De ne the set-function m \ as follows: is a rate-function; see example (h) in Section 4.
Ruelle-Lanford Functions
In probability theory as well as in statistical mechanics, there are important cases where it can be veri ed directly (by a sub-additivity argument, for example) that the upper and lower deviation functions coincide. This motivates the following de nition: The following result is a special case of Corollary 6.1. for all G 2 G(X 0 ). It remains to show that is usc. Below we denote by K 0 always a compact neighbourhood of x 0 2 X 0 ; since the space X 0 is locally compact, a function f is usc if and only if f(x 0 ) = inf K 0 3x 0 sup and hence (x 0 ) } (x 0 ) so that is usc.
4 Examples
In this section, we consider several concrete situations. Let X = IR with the usual topology; choose V n = n for the scale. We compute the RL-function in some elementary cases:
(a) IM n is Lebesgue measure for all n; then (x) = 0.
(b) IM n is absolutely continuous with respect to Lebesgue measure with density n (x) = exp(?nx 2 =2); then (x) = ?x 2 =2.
(c) IM n the probability measure got by normalizing the measure in (b); now, n (x) = (n=2 ) 1 2 exp(?nx 2 =2): The RL-function is again given by (x) = ?x 2 =2:
However, knowing that the IM n are probability measures gives us useful information. Indeed, attains its maximum at x = 0, hence IM n converges to 0 .
(d) Let x be the Dirac measure at x and let IM n = e an 1 + e bn n ; then (x) = a; if x = 1 ?1; otherwise. (4.7)
Theorem 3.3 fails to hold. Here the function is a surjective local homeomorphism but, in both examples (e) and (f), there are compact subsets of X 0 whose inverse images in X are not compact.
(g) Let X = IR equipped with the Sorgenfrey topology K] which we denote by (this topology is also known as the half-open topology). A base for this topology is formed by all intervals of the form a,b) with a < b. The -topology is strictly ner than the usual topology; nevertheless, both topologies generate the same Borel structure. In the -topology, the sets (?1; a) , a,b) and b,1) are both open and closed; a subset K is -compact if and only if it is compact in the usual topology and contains no strictly increasing in nite sequence. The set f0g f 1 n : n 1g is -compact, but the set f1? 1 n : n 1g f1g is not. The -topology is not metrizable and (X; ) is not locally compact. Let V n := n and let obeys an NLDP with a rate-function s if and only if there exists an usc function s such that the sequence fm n g n 1 of increasing set-functions, de ned at (2.12), converges in the narrow topology to the sup-integral _ s.
Lemma 5.1 is the analogue of Lemma 3.2 for closed sets. for all x 2 X. Proof: Since X is regular, the family of closed neighbourhoods of a point x is a base of neighbourhoods at x; by the remark preceding Lemma 2.4, we can use such a base to compute (x). Hence we have 
2.
We end this subsection by stating a contraction principle and giving in the remark after Theorem 5.2 a necessary and su cient condition for an NLDP. 
Exponential Tightness
The concept of exponential tightness plays an important rôle, since it is often the case that the only way to establish an NLDP is to start with a VLDP and prove that exponential tightness holds. There is a bonus which comes from following this route: the level-sets of the rate-function are automatically compact (Lemma 5.3). We return to this useful property in section 6. 
Concentration of Exponentially Tight Measures
We return now to the important subject of the concentration of measures; it turns out that exponential tightness of the pair (IM ; V ) is a substitute for the compactness of the space X so that we are able to improve on the results of Section 2.3. If (6.13) holds, the closed set ' ?1 F 0 is nonempty, and has a nonempty intersection with the compact set f (x) bg, provided b < } (x 0 ). Since is usc, there exists y (F 0 Since (' ?1 F 0 ) \ f (x) bg is compact, the net fy (F 0 ) : F 0 3 x 0 g has a cluster point y*, say; let fy (F 0 ) : F 0 3 x 0 g now denote a subnet converging to y*. Since the net f'(y(F 0 )) : F 0 3 x 0 g converges to x 0 and ' is continuous, we have '(y ) = x 0 : (6.15) By (6.13), and because is usc, (x 0 ) } (x 0 ) = inf Up to this point in our development, only the topological structure and the Borel structure of the space X have been used; when, in addition, the space X has a convex structure, the theory of large deviations becomes substantially more powerful. Eventually, we will assume X to be a closed convex subset of (E; ), a locally convex topological vector space E over IR equipped with a Hausdor topology ; initially, we will study large deviations on (E; ). Let E be the topological dual of E; choose a topology on E so that the pair (E; E ) is in duality: the topological dual of (E ; ) is E. There are several possible candidates for and so that the pair (E; E ) is in duality, the coarsest being the weak topologies (E; E ) and (E ; E): It should be noted that the topology on E plays a minor rôle in the development. As before, IM is a sequence of locally nite positive measures on the Borel subsets B(E) of (E; ). The function t ! m t n E] 
