Pollutants accumulated on road pavement during dry periods are washed off the surface with runoff water during rainfall events, presenting a potentially hazardous non-point source of pollution. Estimation of pollutant loads in these runoff waters is required for developing 
INTRODUCTION
Highway or road runoff under certain circumstances can be a significant non-point source of pollutants. Vehicles, road wear and road maintenance produce a range of toxic contaminants such as heavy metals and polycyclic aromatic hydrocarbons (PAHs). Under certain conditions, related to the nature and characteristics of the highway, the rainfallrunoff event and the receiving water body or ecosystem, pollutants in highway runoff may exert acute or chronic impact on the receiving environment. The ecological impact of polluted runoff water on soil-and water-based ecosystems and its threat to aquifers and surface water has been elucidated, however, the processes affecting the buildup, transformation and reduction of these pollutants on the road surface during dry periods and their washoff, transport and dispersion during stormwater runoff events is a much more complex phenomenon and not yet well understood. advantage of past events and available computing resources to deduce the likely outcomes of future events. In this study an attempt was made at isolating the major factors involved in determining pollutant contents in highway runoff and using these as explanatory variables for developing a data driven model.
METHODS
The proposed approach combines two data-driven methodologies, model trees (MT) and a genetic algorithm (GA) in a coupled scheme of alternating execution. The GA searches for optimal model coefficients which are then incorporated by the MT into the tree-structured model.
Model tree (MT)
MTs are a generalization of Decision Trees (DT), which are widely used in solving classification problems and more specifically very common in data mining applications. Whereas DTs handle qualitative or discrete-value attributes only, MTs deal with continuous values. An MT is a data driven algorithm, built as a rule-based predictive structure using a top -down induction approach. The tree is fitted to a training data set by splitting the data into homogeneous subsets based on the data attributes. The tree is constructed so that the target variable of all training cases is predicted by the tree leaves. Each leaf is a linear regression model which incorporates the numerical decision attributes and predicts continuous values for the target variable. The tree is then pruned bottom -up and transformed into a set of if-then rules, a process which simplifies its structure and improves its ability to classify new instances (Quinlan 1992) . The predictive ability of the MT is measured using a correlation coefficient for the training and validation data sets.
Genetic algorithm (GA)
GAs are heuristic search procedures based on the mechanisms of genetics and Darwin's natural selection principles, combining an artificial survival of the fittest with genetic operators abstracted from nature (Holland 1975) . GAs differ from other search techniques in that they search among a population of points and use probabilistic rather than deterministic transition rules. As a result, GAs search more globally (Wang 1997; Haupt & Haupt 1998 ).
An initial random population of genomes within the search space is generated. Each genome represents a possible solution to the search/optimization problem and 
Source of data
The models in this study were trained and verified using a 
Model coefficients
Unlike the standard use of DDMs, in the proposed modeling approach some of the available physical knowledge of the modeled phenomena was integrated into the model through mathematical expressions. Each decision variable was used in a specifically ascribed mathematical formula which is thought to roughly approximate its effect on pollutant EMCs (Table 1) . In this study, unlike most applications of MT methodology, non-linear formulas were introduced to the modeling process which resulted in nonlinear sub-models at the leaf nodes. The eight coefficients of these formulas were optimized by the GA in search of a set of values that will result in the best possible model. A set of 850-1,100 data entries was available for each target variable, the statistics of which are presented in Table 2 . Each data set was randomly divided into two subsets: 70% used for model training and 30% for verifica- 
RESULTS AND DISCUSSION

Models
The five best models, one for each pollutant, vary in length, in the set of explanatory variables and in accuracy of prediction. This model is the most compact of the five; others consist (Table 3) , after substitution, takes the form:
If AADT-K # 50:8=a 1 Then
þ 88·a 2 ·½1 2 expð1 2 a 3 ·ADPÞ
Model attributes
Each of the five target variables was best modeled by a different set of explanatory variables. Table 4 presents a summary of model attributes and performance of the developed models. For each category two models are presented: the one with best performance on the training data and the one with best performance on the verification data. The number of attributes used in these models varies between 2 and 5, proving that it is not always advisable to to make predictions of the same quality using a more compact tree structure.
Annual average daily traffic is clearly indicated as the most influencing factor on the EMCs of the pollutants modeled. Not a single model in Table 4 disregards it.
Moreover, looking through the full result tables of the training process (not presented in the scope of this paper for lack of space), it becomes obvious that whenever AADT is left out of a model its performance is significantly compromised. The second most common attribute within the best models is event rainfall, participating in nine of the ten models. Table 5 compares attribute combinations of the models in this study with those used in models from three previously reported studies, all using multiple linear regression analysis (comparable data for TOC was unavailable). Many common traits are apparent for selected explanatory variables in all four studies. Generally, the sets of variables chosen in this study are closer to those presented by Kayhanian et al. (2003 Kayhanian et al. ( , 2007 than to those presented by Irish et al. (1995) . Though this difference may be coincidental, it should be noted that Kayhanian et al. used data collected from the same geographical area as that used in the current study (California), while Irish et al.
modeled highway runoff data collected in a different geographic and climatic location (Austin, Texas). Trafficrelated variables were identified as the most significant factors in modeling highway runoff quality according to the current and additional three studies. These, in different forms, were found to be significant influencing factors in all but one model (that for TSS by Irish et al. 1995) . It is noteworthy that some reports have concluded that there is no definitive relationship between AADT and pollutant concentrations (Driscoll et al. 1990 ) and others suggested that such a relationship exists only for certain contaminants and in high AADT sites (Kayhanian et al. 2003) .
Attributes relating to rainfall volume are the second most commonly used type of attributes, participating in 11 of the total 14 models in Table 5 . Disagreement between the current study and all other three studies exists for rainfall volume in the Zn Total model (present in all but the currently presented model) and for ADP in the TSS model (used in all other three models, but left out of the one presented here).
Model training
The process of training was very instructive, as it gradually revealed unexpected general trends regarding the ability of Models showing a potential of further improvement (i.e. those which displayed any increase in fitness within the 50 generations of the first phase runs) were trained again in phase 2, with a larger genome population and a much longer GA evolution of 500 generations. In phase 2 the majority of models converged to their optimum solution within the first 300 generations. A few continued improving as far as generation number 485, but these were all models with a fitness value considerably inferior to the best model in their pollutant category and were therefore not pursued further.
Highest R 2 T values of the chosen models for all target variables are satisfactory, ranging from 0.77 to 0.95. These values were found to be significantly higher than the R 2 T of most other models reported in the literature for Cr, Pb and Zn and among the highest for TOC and TSS (Table 6) .
Model evaluation
Each model, once trained and optimized by MT-GA, was evaluated using a set of verification data (not used for model training). Verification data sets consisted 242 -330 cases (Table 2) Table 6 ). 
