In this paper, based on data mining techniques, the analysis is carried out in hydrological daily discharge time series of the Panchratna station in the river Brahmaputra under Brahmaputra and Barak Basin Organization in India. The data has been selected for the high flood years 1988, 1991,1998, 2004, and 2007. The whole year is divided into three periods known as Pre-monsoon, Monsoon and Post Monsoon. In this paper, only monsoon period data have been used. For standardization of data, statistical analysis such as mean monthly discharge, monthly Maximum Discharge, monthly amplitude and monthly standard deviation have been carried out. K-means clustering is segmented for the monsoon period process of daily discharge. Dynamic Time Warping (DTW) is used to look for similarities in the discharge process under the same climatic condition. Similarity matrix helped in the mining of discharge process in similar time period in the different years. The agglomerative hierarchical clustering is used to cluster and discover the discharge patterns in terms of the autoregressive model. A forecast model has been predicted on the discharge process.
INTRODUCTION
Worldwide water resources organizations are engaged in hydrological and hydro-meteorological management and observing water level, rainfall, discharge, sediment, evaporation, temperature and water quality data. These data are very useful in research, historical trend analysis and future forecasting. With the development of database technology, various techniques of data analysis and knowledge extraction tools are being used for collected time series data in scientific as well as commercial organizations. Data mining, also referred to as Knowledge Discovery in Database (KDD) is defined as "Discovery of comprehensible, important and previously unknown rules or anything that is useful and non-trivial or unexpected from our collected data [15] ". Today, data mining is being vastly applied in research and business field. Finding association rules, sequential patterns, classification and clustering of data are typically task involved in the process of data mining. Mainly, data mining is an iterative process in which data have to be critically selected and cleaned; parameters of the mining algorithms are familiarised [10] . The nature and quality of collected data in hydrology are extremely important and all characteristics of such data should be the best possibly analysed. Data mining in Hydrology depends on the hydro-meteorological data, which generally takes the form of time series. Hydrological time series are sets of various record values of hydrological data that vary with time [11] .
In the field of hydrological forecasting, with the help of data mining techniques, earlier various researches have been carried out. Some of them are : Similarity search and pattern discovery in hydrological time series data mining [14] , Flood pattern detection using sliding window technique [17] , Applications of Data Mining in Hydrology [11] , Runoff forecasting using fuzzy support vector regression [23] , Forecasting monthly runoff using wavelet neural network model [2] , Neural network model for hydrological forecasting based on multivariate phase space reconstruction [22] , Mid-short term daily runoff forecasting by ANNs and multiple process based hydrological models [7] , Research and application of data mining for runoff forecasting [10] , River flow time series using least squares support vector machines [18] , a novel approach to the similarity analysis of multivariate time series and its application in hydrological data mining [25] , Computational methods for temporal pattern discovery in biomedical genomic databases [16] , an efficient k-Means clustering algorithm: analysis and implementation [9] , The prediction algorithm based on fuzzy logic using time series data mining methods [3] , A forecast Model of Hydrologic Single, Element Medium and Long-Period Based on Rough Set Theory [19] , Application of ANN in Forecast of surface runoff [4] are important contributions in the knowledge discovery from hydrological databases using time series data mining. In this paper, Time Series Data Mining has been used for hydrological study [14] . Time series data mining combines the fields of time series and data mining techniques [3] . Here, the object is to develop a data mining application using modern information technology to discover the hidden information or patterns behind the historical hydrological data of the river Brahmaputra under the hydrological process, and also to look for a new way to meet the requirements of hydrological time series analysis using TSDM algorithms.
TSDM ALGORITHMS
Time series data are the classes of data where the sequence of values change during a period with time, for example the amount of sales, temperature changes, earthquake eruption, a patient's heart rate changes, financial stock sales, and hydrological observations as river water level, river discharge in particular stations and so on [14, 25] . Time series data mining algorithm can be used to predict continuous values of data. Once the algorithm is skilled to predict a series of data, it can predict the outcome of the other series of data. The algorithm generates a model that can predict trends based on only on the original data set. New data can also be added that becomes part of the trend analysis. Some mature TSDM algorithms comprise indexing, classification, clustering and segmentation of time series are applied in similarity search, sequential pattern discovery and association rule mining, thus creating many new algorithms for TSDM. In our study, TSDM algorithms usage was restricted to: cluster analysis, similarity search and pattern discovery. There are two main goals of time series analysis: (i) identifying the nature of the phenomenon represented by the sequence of observations, and (ii) forecasting (predicting future values of the time series variable). Both of these goals require that the pattern of observed time series data is identified and more or less formally described. Once the pattern is established, we can interpret and integrate it with other data. Regardless of the depth of our understanding and the validity of our interpretation of the phenomenon, we can extrapolate the identified pattern to predict future events.
Cluster analysis
Clustering is one of the unsupervised learning methods. Its main goal is to identify structure in an unlabeled data set by objectively organizing data into homogeneous groups where the within-group-object similarity is minimized and the between-group-object dissimilarity is maximized [21] . The clustering is defined as process of organizing objects into groups whose members are similar in some way. In other way, Clustering is the process of grouping the data into classes or clusters so that objects within a cluster have high similarity in comparison to one another, but are very dissimilar to objects in other clusters. In recent years clustering of time series has received considerable attention because of its fundamental task in data mining. Clustering methods used in time series are Kmeans clustering, K-medoids clustering, nearest neighbour clustering, hierarchical clustering, self-organizing maps, and so on.
Among all clustering algorithms, K-means clustering is more useful for finding spherical-based clusters capability in smallto medium-sized databases [6] . K-means clustering algorithm applied in following steps. First, it selects k of the objects, each of which initially represents a cluster mean or centre. For each of the objects in the dataset that remain, an object is assigned to the cluster to which it is the most similar, based on the distance between the object and the cluster mean(Euclidean Distance or any other distance measures). As soon as the objects are assigned to the best fit cluster, the cluster means are updated. This process iterates until the cluster centres no longer make a movement. Beside it another classical clustering algorithm is the hierarchical clustering method [1] . Hierarchical Clustering refers to the formation of a recursive clustering of the data points: a partition into two clusters, each of which is itself hierarchically clustered. It forms a cluster tree by grouping the data objects. Hierarchical methods can be classified as being either agglomerative or divisive, on the basis of how the hierarchical decomposition is been formed. The agglomerative approach or bottom-up approach starts with the forming a separate group of each object. It successively merges the objects or groups close to one another, until all of the groups merge into one, or until a termination condition holds. Whereas in case of the divisive approach or top-down approach, starts with all the objects in the same cluster. Then a cluster is split up into smaller clusters, until eventually each object is in one cluster, or until a termination condition holds. In the 2. Search the distance matrix for the nearest pair clusters (i.e., the two clusters that are separated by the smallest distance). Denote the distance between these most similar clusters U and V by d UV 3. Merge clusters U and V into new clusters labelled T. Update the entries in the distance matrix by (a). Deleting the rows and columns corresponding to clusters U and V, and (b). Adding a row and column giving the distances between the new cluster T and all the remaining clusters. 4. Repeat steps (2 ) and (3 ) a total of N-1times. 
Similarity search
The similarity search finds data sequences in time series that differ only slightly from the given query sequence. It can be classified into two categories-i) Whole matching: In this kind of matching the time series data has to be of equal length and ii) Subsequence matching: In this mentioned category of matching, a query sequence X and a longer sequence Y. The objective is to identify the subsequence in Y, beginning at Yi, which best matches X, and report its offset within Y [13] . For similarity analysis of time series data, Euclidian distance is typically used as a similarity measure. Given two sequences are as follows : X = ( , . . . , ) and Y = ( , . . . , ) with n = m, their Euclidean distance is defined as follows:
Dynamic time warping (DTW) algorithm:
DTW is an algorithm for measuring optimal similarity between two time data sequences . The time series data varies not only on the time amplitudes but also in terms of time progression as the hydrological processes may reveal with different rates in response to the different environmental conditions. A non-linear alignment produces a similar measure, allowing similar shapes to match even if they are out of phase in time axis. The sequences are "warped" non-linearly in the time dimension to determine a measure of their similarity independent of certain non-linear variations in the time dimension. To find the best alignment between time sequences X&Y one needs to find the path through the grid.
Pattern discovery
Discovery of patterns in data mining is a lucrative and highly demanding work. Data are sampled over time as X=X 1 ,X 2 ,X 3 …X t ,..X l (where l=length of data and the t denotes the sample). X are not independently and identically distributed. The X may come from different processes dependent on each other. Pattern discovery aims to find a subset of data from the available dataset, such that the subset represents a trend in the data. This trend when detected and modeled by an equation can be used in forecasting future responses of data. The problems that arise with detecting patterns are that, the data may contain multiple patterns, the data might be multidimensional, Even automated pattern discovery is difficult when the time series data is lengthy. In this case, discovered time series patterns, predict the future behavior of data that changes with time. This is a scope of trend analysis and prediction in time series data analysis [12] . Deriving the linear prediction model involves determining the coefficients a1, a2, and b0, b1, b2, in the equation:
Auto regressive model (ARM)
The remarkable similarity between the prediction formula and the difference equation used to describe discrete linear time invariant systems. Calculating a set of coefficients that give a good prediction y[n] is tantamount to determining what the system is, within the constraints of the order chosen. A model which depends only on the previous outputs of the system is called an autoregressive model (AR), while a model which depends only on the inputs to the system is called a moving average model (MA), and of course a model based on both inputs and outputs is an autoregressive-moving-average model (ARMA). By definition, the AR model has only poles while the MA model has only zeros. Several methods and algorithms exist for calculating the coefficients of the AR model [24] .
DATA MINING IN HYDROLOGICAL TIME SERIES
The process of data mining in hydrological time series involves following steps: 1. Calculation of four statistical Characteristics eg. Q mean ,Q max ,Q range , and Q dev 2. Standardization of these characteristics using Z-scores methods 3. Clustering Monthly Discharge process using k -means clustering algorithms 4. Segmentation of hydrologic periods of the annual process 5. Use dynamic time warping algorithm and detecting similarities in discharge process in Monsoon Period, 6. Applying agglomerative hierarchical clustering algorithms and discover pattern of discharge process 7. Analyzing the causal-effect relationship 8. Forecasting by Auto Regressive predictive model.
APPLICATION OF TIME SERIES DATA MINING 4.1 Selection of sites and data set used
The data in this work refer to that of the river Brahmaputra and 
Data preparation
The four statistical characteristics (Q mean ,Q max ,Q range ,Q dev ) were obtained for each month in discharge data as formula is given in table1. There were five years accounted viz. 1988, 1998, 2001, 2004, 2007 .In order to have an effective analysis the data were standardized using Z-scores technique so that the mean of the entire data range leads to 0 and the standard deviation is 1. The need for standardization was that to avoid affecting the study results by the wide variations in the data. The reason for such preference is that calculating z requires the discharge mean and the discharge standard deviation, not the sample mean or sample deviation. 
Data segmentation
The statistical attributes obtained were subjected to K-means clustering. A total of 60 (12*5=60) cases based on 4 attributes from data of 5 years were used. The specifications taken during clustering were clustering criterion (Determinant), Initial Clusters (Random Generated), Repetitions 10. According to the cases distribution in the clusters, the annual discharge process could be obtained as separate 3 clusters segments: Period I (PreMonsoon: Jan-May), period-II (Monsoon: Jun-sep), period-III (Post Monsoon (Oct-Dec). Fig.-3 shows the 3 Hydrological Periods. 
It can be aptly inferred that the graph shows the highest discharge in the monsoon periods. This can be accounted due to the rainfall. In the pre-monsoon months which comprise the season of winter the graph suffers a low stature, from the month of April the curve starts rising, with a sharp angle denoting a transition in the month of May. August shows a peak in the discharge curve (the mid monsoons), accounting the heavy rainfall as reason for the high discharge, followed by a rapid decline and recession in the Post-Monsoon period of Oct-Dec. The discharge also gradually changes with a decrease in temperature in September. The different climates cause different discharge processes, thus for a better study the discharge processes must be studied under same formation mechanism. In his paper, we have focused only the Monsoon period.
Detecting similarity
The next course of work involved finding similar discharge processes. For this we had at our disposal 5 sets of data corresponding to each of the highly flood years (1988, 1998, 2001, 2004, and 2007) . The DTW search technique was used. This is because time series are expected to vary not only in terms of expression amplitudes, but also in terms of time progression, since flow of water may unfold with different rates in response to different natural conditions or within different locations in the basin in different times. A matrix (M) is obtained of size 5X5, and the (i th , j th ) element denotes the distance between the discharge processes for the i th and j th year.
A simulator was designed named the DTW Matrix Viewer in Java R which gave the DTW similarity matrix for the data as given in figure 4 . A user was allowed to select the corresponding hydrological period, which was obtained through previous work of clustering. The work of the simulator was to produce the DTW similarity matrix for the years with discharge data corresponding to the months in the hydrological period. The similarity matrix gave a comparison of the discharge processes in two years.
Fig-4: DTW Matrix viewer-showing the matrix
In the above simulator, inputs are discharge data for years 1988, 2007 ranging from month of June-Sep. Repeating the process for one year against all other years for a period gives the distance values for discharge time series data for two years. Proper iteration, representation generates the matrix as given in Table 2 . The Matrices were generated for the three periods, amongst which only Monsoon is shown. In this Matrix, the diagonal elements are 0 which can be aptly detected from the fact that a year is similar to the same year. The lowest value is of 1988 and 2004, which means in the hydrological periods they are the most similar years. Similarly, the matrices for other Hydrological Period can be obtained.
For the Monsoon Jun-Sep the discharge pattern was similar in the years 1988--2004, then 1991-2004, 1988-1991, 2007-1988, and 1998-2004. On the basis of the above matrices the similarity graphs were obtained to have an idea about the similar discharge processes in the corresponding two years are given in the Fig 5 and 
Discovering patterns
The next task was to identify the discharge pattern from the corresponding discharge time series data. For this, each hydrological period were obtained after the segmentation from the k-means clustering and then the discharge pattern in each of the periods was detected. The analysis is involved in the hierarchical clustering techniques on the 5 years as the cases/samples and the attributes as observations of the average discharge data for the months which are in the hydrological period has done. The analysis of the patterns in the data (June, July, Aug, Sep) as the attributes monsoon period were taken for the 5 years as the samples and the observations of discharge. HC algorithm is particularly useful to find undetected patterns in the multidimensional data. As it is an unsupervised learning scheme, the number of clusters may be large or small at times. The lead role of HC is to find identify clusters or groups of related discharge time series natures that are similar to each other (objects). Now the discharge time series data of the cluster center is the pattern because all other objects in a particular group show similarity to the center only. Thus the cluster center can be taken as the pattern of discharge. On the basis of these five patterns, we have found the standard pattern for the discharge during the high floods. This is the similar to all received pattern for a particular year.
In this analysis, the discharge pattern (time series data of discharge for the months in the hydrological period) is cluster of a year (among 5 years) into several clusters. But the year which formed the cluster center, formed the pattern with its discharge data for the months in the period. All other members (years) in the cluster attained membership of the cluster because there was similarity to the year representing the center, so they can be said to follow the pattern.
Now consider the center (the year) in the cluster and plotting of the discharge data of that year corresponding to daily discharge in the months, along the x-axis would give the pattern as shown 
ANALYSIS AND INFERENCES
The hydrological processes show a causal-effect relationship with several happenings in nature as well as human interferences. As we can infer that the annual discharge processes is mainly affected by the rainfall, and the temperature too. The rainfall distribution was taken for 5 years during the monsoon period of Jun-September in the following Figures 9. The graphs shows similar pattern that conformed to the discharge pattern. This shows that rainfall is related strongly as contributor to discharge. The distribution of rainfall could be seen throughout for the period of monsoon in 1991. The relationship between the discharge and rainfall has been detected. For such analysis, the month of July selected for the year 1998 and found out the correlation factor (Pearson correlation) between the discharge and rainfall. The Pearson coefficient is independent of the scales and the units of variable measured. In the analysis the coefficient comes out to be 0.22 which is fairly good value to show the association of discharge with the rainfall. figure  (Fig 7, Fig 9, and Fig 10) shows the very close relation in the variation of water level, rainfall and discharge pattern during the same periods. Water level, rainfall variation graphs, validates our discharge pattern. Polynomial series of water level is like to discharge pattern and R 2 values 0.414 to 0.691 shows the variation of water level up and down falls during the high floods in the monsoon period.
Inferences from the graph
The graph as expected shows an increasing nature from the month of June-Sep. From the end of May it started having a rise with a bend in the month of June. The horizontal line in deep blue gives the average water level. So in beginning of June, it crosses the average reading. With a sharp decline it crosses the average level in the end of June. In the beginning of July the curve is kind of flat indicating that it reaches a bit saturation, which is followed by sharp rises and declines the trend goes on. The dotted line gives the trend which is a linear ascending one.
FORECASTING MODELS
Based on the 5 patterns obtained, the predictive models has been developed using Auto Regressive modelling technique. AR(3) model of degree 3, based on lag predictor variables Q n-1 ,Q n-2 , Q n-3 . The y-intercept or the constant was nullified and not taken into account. The Table 3 enlists the models. The model is used for future prediction of discharged during the monsoon. The patterns extracted from hydrological data are valid for new hydrological data with some degree of certainty. 
CONCLUSIONS
In this paper, data mining techniques like clustering, similarity search and pattern discovery were used in hydrological discharge time series data and discovered the results as a similar discharge process and patterns. The comparison of hydrographs and rainfall during the same time period, it is proved that the discharge patterns were more similar under the same climatic periods. The patterns found by the AR Model can we used for the prediction of future value of discharge.
In Indian continent the whole river system is divided in three periods viz monsoon, post monsoon and pre-monsoon period. In this study, we have used only monsoon data during the high floods year. The future study will focus on post monsoon and pre monsoon data which will show the complete study of hydrological behaviour of river during high floods year for the particular stations.
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