In this paper we obtain existence results regarding the solutions g of a Steinhaus type functional equation of the form g(x) + g(f (x)) = F (x), under the significantly weaker assumption that f is a weakly Picard operator. The solutions are given in terms of sums of either convergent series or divergent series but summable by some method of summability.
Introduction
Let (X, d) be a metric space, Y a real Banach space and let us consider the functional equation
where f : X → X, F : X → Y are given mappings, while g : X → Y is the unknown mapping.
In the particular case when f, F and g are functions of a single variable x (real or complex), functional equations of the form (1) have been studied by several authors, see [1] , [10] , [11] , [13] , [15] , [16] , [20] , [26] and references therein.
More precisely, Steinhaus [26] studied the equation g(x) + g(x 2 ) = x, while Hardy [11] considered the equation g(x) + g(x α ) = x where α > 0. Kuczma [13] extended further Hardy and Steinhaus results and obtained the solutions of the equation g(x) + g(f (x)) = F (x) in the form of sums of certain convergent series. All these results were obtained in the case x is a real variable. On the other hand, Racliş [20] studied the same equation g(x) + g(f (x)) = F (x) but in the case x is complex and found meromorphic solutions.
Later, Bajraktarević [1] extended the results of Kuczma [13] , by obtaining solutions of the equation (1) in the case when the series of functions given by Kuczma is divergent but summable by some regular method of summability. Malenica [15] extended further Bajraktarević's results. A more general form of the equation (1) , that is,
was solved by Gercevanoff in [9] , while Ghermȃnescu [10] solved the (n + 1)-term functional equation
where, as usually, f n (x) stands for the n-th iterate of f , defined by f 0 (x) = x and f n (x) = f (f n−1 (x)), n ≥ 1. For the equation (2), some results regarding its solutions, in the case when F satisfies some special conditions, were obtained by Malenica, see [16] and references therein.
In the papers [1] , [15] , x is considered a real variable and the function is like in the next Example. 
By observing that property (4) is characteristic to the so called Picard operators, introduced by Rus in 1984, see for example [21] , [24] , the author in [2] solved the equation (1) in the general case when X is an arbitrary metric space, Y is a real Banach space and f is a Picard operator on X.
Starting from the fact that f in Example 1, considered on the entire interval [a, b] , is actually a weakly Picard operator and not a Picard operator, the main aim of this paper is to show that we can solve the functional equations (1)-(3) under more general conditions, i.e., by considering that f is a weakly Picard mapping and by using series of functions which are convergent or divergent but summable by some regular methods of summability. Our results thus obtained extend, improve, generalize and unify many results in literature regarding this topic: [1] , [2] , [11] , [13] , [15] and [26] .
The paper is organized as follows: in Section 2 we introduce the basic notions and results regarding Picard operators and weakly Picard operators and also illustrate them by some relevant examples; then, in Section 3 we present some definitions and results related to series and summability in Banach spaces, while, in the last section, we state and prove our main result in this paper, an existence theorem for the Steinhaus functional equation.
Picard operators and Weakly Picard operators
For the theory of Picard operators and weakly Picard operators we basically refer to Rus [24] .
The term of (weakly) Picard operator, adopted by I.A. Rus in [24] and in subsequent papers, is motivated by the fact thatÉmile Picard has been the first mathematician who, based probably on ideas of Cauchy and Liouville, developed systematically the method of successive approximations in a series of papers on the existence of solutions of initial value problems for ordinary differential equations, see [19] (and also [4] , for some bibliographical and historical comments).
In terms of the Picard operators theory, several fundamental results in metrical fixed point theory can be restated in a simplified form (see [21] and [24] for more details), as shown by the next example.
Example 2. (Contraction Mapping Principle). Let (X, d) be a complete metric space and let f : X → X be an a-contraction, i.e., a mapping for which there exists a constant
Then f is a PO.
Definition 2. Let (X, d) be a metric space. A map f : X → X is called a weakly Picard operator (briefly WPO) if the sequence {f
n (x)} n≥0 converges for all x ∈ X and the limit (which may depend on x) is a fixed point of f.
It is obvious that any PO is a WPO, but the reverse in not true, as shown by Examples 5 and 6.
Example 3. ([3]) Let (X, d) be a complete metric space and let f : X → X be an almost contraction, that is, a mapping for which there exist the constants
a ∈ [0, 1) and L ≥ 0 such that d(f (x), f (y)) ≤ ad(x, y) + Ld(y, f (x)), ∀x, y ∈ X.
Then f is a WPO.
For other results and applications of PO and WPO see [3] , [4] - [6] , [8] , [18] and [21] - [25] .
The next examples illustrate how general the concepts of PO and WPO are in comparison to the functions f used in [1] and [15] to solve functional equations, where the functions f is assumed to satisfy the two very sharp conditions a) and b) in Example 1. [3] .
The following lemma, which is important by itself, expresses a natural property of PO and WPO and which, in the particular case of almost contractions, has been obtained in a previous paper [7] . 
Sequences and series in Banach spaces
In this section we recall some known definitions and properties concerning sequences in metric spaces and series in a real Banach space. For the sake of completeness, we also introduce some concepts and results regarding the summability of divergent series in the setting of a Banach space, similar to the well known ones in the case of numerical series [12] , see also [2] .
In what follows, without any other special mention, (X, d) will be a (complete) metric space, while Y will denote an arbitrary real Banach space. The convergence of series in Y is understood in norm. 
.).

If, for some k, the sequence C k n n≥0
, given by 
We end this section by stating two results from [12] , pag. 404-405, adapted to Banach spaces, like in [2] . Their proofs are completely similar to the case of the real line and are not given here.
is an infinite regular matrix whose entries satisfy:
There exists a constant C such that
Moreover, the sequence { z n } n≥0 defined by
converges in Y and lim n→∞ z n = 0.
is an infinite regular matrix whose entries satisfy conditions t 1 ), t 2 ) from Theorem 1 and the following additional condition
then, for any sequence { z n } n≥0 convergent to some z ∈ Y , as n → ∞, the sequence { z n } n≥0 given by (6) converges and lim
Solutions of the functional equation
Now having at disposal all necessary prerequisites, we can go back to the solution of the functional equation (1). Let f : X → X be a WPO and let x ∈ X be arbitrary. By definition, there
Similarly to the related papers [1] , [2] , [13] and [15] , we consider the following series
in order to obtain sufficient conditions for the existence of a solution of the functional equation (1), by using either the convergence of the series (7) or its summability in some sense. The main result reads as follows. (1) If the series (7) converges on X, then its sum, g, is a solution of the functional equation (1) . Moreover, if f and F are continuous and the series (7) is uniformly convergent on X, then g is continuous on X;
(2) If the series (7) is T -summable with the sum g, where T = (a kn ) is a regular matrix transformation such that its entries a kn ∈ R do satisfy conditions t 1 )-t 3 ), then g is a solution of the functional equation (1) 
from which, by straightforward calculations, we get
is a solution of the functional equation (1).
Denote by {S n } n≥0 the sequence of partial sums of the series (7), i.e.,
and also denote
By the T -summability property of the series (7) we have that
On the other hand, we have
and consequently
for all k = 0, 1, 2, . . . Now, by assumptions t 1 ) − t 3 ) and continuity of F at b, we conclude that
and hence, by Theorem 1, we get
By Theorem 2 we also have
a kn F (x) = F (x), ∀x ∈ X, which actually shows, by letting n → ∞ in (8) , that
which shows that g(x) is a solution of the functional equation (1) . Since g is uniquely determined by the way it was constructed, it is the unique solution of the functional equation (1).
The proof is similar to that of the third part of Theorem 1 in [1] and so, we'll omit here the unnecessary details. Using the same notations as in the previous case, by elementary calculations we found out that 
Now, in view of the C 0 -summability of the series (7), by letting n → ∞ in (9) and using the hypothesis, that is, that 
This follows similarly to the proof of Theorem 1, d) in [1] .
Remark 1. In the particular case when f is a Picard operator, by Theorem 3 we obtain as a corollary, Theorem 4 in [2] .
