An advanced nonequilibrium thermodynamic model for electron and phonon transport is formulated based on the steepest-entropy-ascent quantum thermodynamics framework. This framework, based on the principle of steepest entropy ascent (or the equivalent maximum entropy production principle), inherently satisfies the laws of thermodynamics and mechanics and is applicable at all temporal and spatial scales even in the far-from-equilibrium realm. Specifically, the model is proven to recover the Boltzmann transport equations in the near-equilibrium limit and the two-temperature model of electron-phonon coupling when no dispersion is assumed. The heat and mass transport at a temperature discontinuity across a homogeneous interface where the dispersion and coupling of electron and phonon transport are both considered are then modeled. Local nonequilibrium system evolution and nonquasiequilibrium interactions are predicted and the results discussed.
I. INTRODUCTION
Nonequilibrium phenomena exist at all temporal and spatial scales and play an important role in deciding device performance. Many different types of microscopic and mesoscopic models describing nonequilibrium phenomena have been developed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , but they are all limited with respect to their general applicability to the nonequilibrium realm. Studying these phenomena at larger scales with macroscopic continuum models [11] [12] [13] [14] [15] [16] is theoretically even more limited. The general procedure for including nonequilibrium effects in continuum models consists of two general steps, both of which suffer from an incomplete or inadequate description of the nonequilibrium system. The first is to approximate the nonequilibrium state of the system using a fine mesh of local systems each of which is assumed to be in a state of local equilibrium. However, such a mesh is limited in its ability to describe each actual local state, which is that of nonequilibrium. The second step is to address the nonequilibrium effects of the system dynamics, i.e., transports, via the inclusion of a set of phenomenological coefficients (e.g., diffusivity, thermal and electrical conductivities, viscosity, etc.). However, these coefficients are often based on uncoupled behavior and if not are still limited to the linear regime and are, thus, not generally applicable and must be determined independently via measurements or a microscopic or mesoscopic model. The latter can be used to provide a set of linear (as opposed to nonlinear) coefficients based on the energy and mass flows resulting from a set of master equations (i.e., microscopic or mesoscopic equations of motion). However, the actual transport of interest may be nonlinear and, thus, the coefficients developed via the microscopic or mesoscopic model inadequate. Furthermore, determining these coefficients is only possible between two local equilibrium * guanchen@vt.edu systems, since the intensive properties used to determine them are only defined at equilibrium. A specific illustration of this is found in nonequilibrium molecular dynamics (NEMDs) where heat transfer at the interface between two materials is modeled [17] by attaching the two sides of the interface to two different thermal reservoirs. The thermal interface conductance is then determined as a function of the temperatures of the reservoirs. Thus, without the local equilibrium assumption both at the microscopic or mesoscopic level in determining the phenomenological coefficients and at the macroscopic level in solving the equations for mass and energy transport, the continuum model fails and is unable to predict how a nonquasiequilibrium process produces a nonlocal equilibrium state.
The incompleteness of the nonequilibrium state description also exists at the mesoscopic level when the kinetic theory model is used in the far-from-equilibrium realm. The reason is that outside of the near-equilibrium realm, using only the conservation laws is insufficient for providing a closed system of transport equations for a system's properties, which are evaluated via moments of a probability distribution function [10] . The closure problem results from the fact that if system state evolution, which would theoretically be determined via complex microscopic interactions represented by collision integrals, were instead evaluated without these, a closed description would require additional information, in particular that for entropy generation. An attempt to provide closure comes from extended thermodynamics [14] , which uses the principle of maximum entropy production (MEP). In doing so, the distribution function is used to calculate higher-order moments, and the entropy production term is assumed to be that which maximizes the entropy under the given constraints [18, 19] . However, such an approach appears to be more of a practical one than a fundamental one, since it neither provides a general equation of motion for the nonequilibrium realm nor attempts to investigate the entropy generation process in the evolution of an arbitrary nonequilibrium state.
Of course, complex microscopic interactions can be used directly to predict the evolution of individual energy levels via a collision or scattering process based on Newton's law or quantum mechanics as is done with the Boltzmann transport equations (e.g., [20] ) or with nonequilibrium Green's functions (e.g., [3] ), respectively. The evolution of system thermodynamic properties can then be developed within certain limits from the microscopic process, although it must be emphasized that in the case of Green's functions the laws of thermodynamics are not inherently satisfied and satisfying them is very sensitive to the level of approximation used, while the applicability of BTE to regions other than the near-equilibrium is limited by its local-equilibrium requirement.
To address all of the above deficiencies, an advanced nonequilibrium thermodyanmics-ensemble based framework called steepest-entropy-ascent quantum thermodynamics (SEAQT) provides a general thermodynamically rigorous equation of motion for nonequilibrium system state evolution. It bases the relaxation of system state on the conservation laws of thermodynamics and on the principle of steepest entropy ascent (SEA) [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] . With the development of the concept of hypoequilibrium state and the density-of-states method [27] [28] [29] [30] , SEAQT can be applied from a practical standpoint at all temporal and spatial scales. Unlike conventional methods such as the ones described above, the SEAQT framework provides an equation of motion that can be used to investigate the evolution of local nonequilibrium states from an entropy generation standpoint. The concept of hypoequilibrium further simplifies this nonequilibrium description via the use of nonequilibrium intensive properties (e.g., temperature and pressure) and extends the thermodynamic equilibrium description (e.g., the Onsager relations, the Gibbs relation, etc.) into the nonequilibrium realm, even that far from equilibrium. Thus, using SEAQT, nonequilibrium state evolution can be described completely for any macroscopic or mesoscopic system via a set of extensive and intensive thermodynamic properties using a closed system of equations of motion for these properties.
In this paper, the SEAQT framework is applied to the study of the mass and energy transport of electrons and phonons at a temperature discontinuity across a homogeneous interface (i.e., an interface with the same material on either side but with each side at a different temperature). Unlike conventional methods [40] , which in general rely on either kinetic theory at the mesoscopic scale [20] or classical mechanics (NEMD [17] ) and quantum mechanics at the microscopic scale (e.g., atomistic Green's functions [41] and nonequilibrium Green's functions [3] ), the SEAQT description provides details at multiple levels, i.e., in this case both at the macroscopic and mesoscopic levels, and emphasizes the general thermodynamic features of state evolution without requiring explicit details of the mechanical interactions (e.g., particle collisions). This is the case since the history of the intermediate states of the relaxation process does not depend on the overall time scale of the evolution (i.e., on the actual dynamics and not even on the relaxation time selected when a single relaxation time is involved). In other words, the nonequilibrium trajectory predicted is a static path in thermodynamic state space, which does not depend on how fast the evolution occurs. Furthermore, by accounting for the temperature discontinuity across a homogeneous interface only, the influence of material properties (e.g., lattice mismatch [42] , band-structure alignment [43] , intrinsic defects [44, 45] , and stress [46] ) has purposely been removed in order to illustrate how the SEAQT framework can be used to predict the universal nonequilibrium thermodynamic features of the interfacial mass and heat transfer with electron-phonon coupling. Nonetheless, this framework can be utilized to study the heterointerface structure and properties with input data such as the system's eigenstructure calculated with density functional theory (DFT) or NEMD. This, however, is beyond the scope of the present paper.
The paper is organized as follows. In Sec. II, the SEAQT framework is briefly described and the equation of motion derived from the SEA principle. Section III provides a brief explanation of the hypoequilibrium concept. Using this concept, the SEAQT equation of motion can be simplified significantly and solved very practically. Section IV then follows with a thermodynamically rigorous derivation of the SEAQT transport equations for electron and phonon transport applicable even in the far-from-equilibrium realm. Moreover, it is shown that these transport equations can recover the Boltzmann transport equation in the near-equilibrium realm. Finally, Sec. V applies the SEAQT framework to the study of heat and mass transport at a temperature discontinuity across a homogeneous interface. The nonquasiequilibrium process at the interface as well as the relaxation of the local nonequilibrium systems are studied.
II. STEEPEST-ENTROPY-ASCENT FRAMEWORK
The equation of motion for moving through thermodynamic state space is derived using the SEA principle [25, 47] . In the system, there are m single-particle energy eigenlevels { k , k = a, . . . ,m} that can be occupied by particles. A system eigenstate is denoted using the occupation number representation |n a n b . . . n m where n k is the occupation number at the kth single-particle eigenlevel k . n k is valued 0,1 for fermions and 0,1, . . . ,∞ for bosons. A system thermodynamic state is selected from the Hilbert space spanned by the system eigenstates and can be represented equivalently by a w-dimensional vector {p k n k }. The vector element p k n k represents the probability that n k particles are observed at the kth single-particle eigenlevel where k = a, . . . ,m. The explicit form of the w-dimensional vector is
where the total dimension of the vector is w = 2m for fermions and w = ∞ for bosons.
To facilitate the imposition of the constraints discussed later, the system thermodynamic state can alternatively be denoted by using the square root of the vector {p 
The thermodynamic state space of the system, i.e., the γ space, can then be defined as a manifold whose elements are all of the w vectors of the real finite numbers X = vect(x l ) and Y = vect(y l ) equipped with an inner product (·|·) given by
For a specific thermodynamic state represented by γ , the system properties can be defined by the functionalsÃ(γ ), B(γ ), . . . of γ [or the vector |γ )]. The functional derivatives with respect to γ are δÃ(γ )/δγ . The time evolution of the thermodynamic state γ (t) follows the equation of motion in w-vector form given by
The formalism of | γ ) is derived from the SEA principle subject to a set of conservation laws {C(γ )} to which the system yields. These include conservation of energyH (γ ) = k n k n k k p k n k and of particle numberÑ (γ ) as well as m probability normalization conditionsĨ k (γ ). Using Eq. (4), the time evolution of these conserved system properties {C(γ )} = {H ,Ñ,Ĩ a , . . . ,Ĩ m } and the system entropyS(γ ) obey the following equations of motion:
The time evolution of the system | γ ) corresponds to a trajectory in thermodynamic state space, which obeys the SEA variational principle. The corresponding variational problem consists of finding the instantaneous "direction" of | γ ), which maximizes the entropy production rate S subject to the constraints C i = 0. To do so, the state space must be equipped with a metric field with which to compute the distance traveled during the evolution and the norm of γ . The differential of the distance traveled along the path in state space is then expressed as
whereĜ(γ ) is a real, symmetric, positive-definite operator on the manifold which defines the thermodynamic state space [25] . WhenĜ(γ ) is the identity operator, the distance corresponds to the simplest measure, which is the Fisher-Rao metric. The SEA variational problem is now solved by maximizing the entropy production rate S subject to the constraints C i = 0. The additional constraint (dl/dt) 2 is set equal to some small positive constant so that the norm of γ is kept constant, as needed. The maximization occurs only with respect to its direction. The solution is found using the method of Lagrange multipliers where the Lagrangian is written as
and β i and τ/2 are the Lagrange multipliers. Taking the variational derivative of ϒ with respect to | γ ) and setting it equal to zero results in
Thus, the SEA equation of motion takes the form
whereL ≡Ĝ −1 /τ is assumed for purposes of this paper to be diagonal. As is shown below, the diagonal terms ofL {τ k n k ,k = 1, . . . ,m; n k = 0,1 for fermion, and 0,1,0, . . . ,∞ for bosons} are related to the relaxation times of system single-particle eigenlevels so thatL
The values of the Lagrange multipliers, the β i , are calculated by inserting Eq. (11) into the conservation laws expressed by Eq. (6), resulting in
These β j can be used to define the measurements of nonequilibrium system intensive properties (e.g., temperature, pressure, and chemical potential) [30] . Substituting the functional derivatives of the system properties given by Eqs. (A1)-(A4) in Appendix A into Eq. (11), the equations of motion for the γ k and the p k n k of the probability distribution among the single-particle eigenlevels k can be written as
where k stands for the single-particle eigenlevel index and n k for the occupation number at this level. β E , β N , and β k I are, respectively, the Lagrange multipliers corresponding to the generators of the motionĤ ,N , andÎ k .
III. HYPOEQUILIBRIUM STATE
The hypoequilibrium concept developed in [27, 28, 30] can simplify the expression for the equation of motion and facilitates the physical interpretation [47] of the evolution in state. It is assumed without loss of any significant generality (see [27] ) that the particles occupying the same single-particle eigenlevel are initially in mutual equilibrium with respect to the chemical potential μ and temperature T so that the initial probability distribution p n among the different occupation states is Maxwellian, i.e.,
where β E ≡ 1/k B T is defined by the temperature T , β N ≡ μ /k B T by the chemical potential μ , and β I ≡ ln by the single-particle level partition function given by
Such an initial state is called a hypoequilibrium state. In addition, it is assumed that the different occupation states of the same single-particle eigenlevel have the same relaxation time, namely, τ n = τ for all n in the same ,
which means that each relaxation time is a property of a given single-particle eigenlevel. Under these two conditions, it is proven in [27, 28, 30, 47 ] that the system remains in a hypoequilibrium state throughout the entire time evolution given by Eq. (15) . As a consequence, the time evolution of the system can be determined via the motion of the state of a single-particle eigenlevel [47] defined by
Substituting Eq. (16) into (15), the equation of motion for y becomes
Multiplying Eq. (15) successively by the system extensive properties of particle number, energy, and entropy and integrating over n , the contributions to these properties from a single-particle eigenlevel provide the following evolutions:
where N , e , and s are the expectation values of the particle number, energy, and entropy of the single-particle eigenlevel. A NN is the particle number fluctuation of the single-particle eigenlevel defined as
where fermions take the plus sign and bosons the negative.
IV. TRANSPORT EQUATIONS A. Electron transport equation
In this section, Eq. (15) is applied to the study of the electron transport between two systems. The set of single-particle eigenlevels studied, { A,k , B,l }, is composed of the eigenlevels at location A { A,k } and those at location B { B,l }. Integrating Eq. (21) over the energy eigenlevels of location A yields the particle number evolution at this location given by
where D A ( ) is the density of states per unit volume at location A determined as outlined in [27] and V is the volume.
In the near-equilibrium realm, it is assumed that systems A and B are both approximately in stable equilibrium, i.e.,
(and similarly for B) so that for
Moreover, the near-equilibrium assumption permits retention of the zeroth-order approximation for the terms inside the integrals so that only the first-order approximation of d N A /dt is retained. In particular, it is assumed that systems A and B have the same energy eigenstructure so that the relaxation times and density of states of A and B are the same, i.e.,
It is also assumed that the fluctuations of systems A and B are approximately equal to their mutual equilibrium value at (β N ,β E ), namely, that
The particle flow from B to A is then found by subtracting from Eq. (28) the corresponding one for system B so that
where the term to the right of the first equal sign is the result of particle conservation, i.e., d
where μ ≡ β N /β E and using Eq. (31), the total particle flow to A can be written as
Here A is the cross-sectional area of the interface separating systems A and B. J N is the particle flux across the interface between system A and B. If system A is part of a series of local systems, the flow along a given direction for A is given by the contributions from two interfaces, which results in the factor 2 after the first equal sign in Eq. (34) . By using the following variational relation for every energy level :
where δx is the distance between the locations A and B, Eq. (33) can be rewritten as
When the system is initially in a hypoequilibrium state, the relationship between the fluctuation A NN and the Fermi distribution f is expressed as
The particle flux can then be rewritten as
where
f is the fermi level without an external field, −dμ = dE 0 f + ed is the differential chemical potential, and d /dx = E is the external field. Here, e and are the electric charge and electric field potential, respectively.
As a comparison, the Boltzmann transport equation (BTE) in the low-field region results in the following particle flux expression [40] :
where τ is the relaxation time in the BTE given by
where r and p are the particle position and momentum vectors, respectively. f is the particle probability density function and f 0 is its local equilibrium value. The SEAQT and BTE relaxation times τ and τ , respectively, are defined by different equations of motion. When the SEAQT relaxation times, the τ , are chosen via the relation
i.e.,
the SEAQT equation of motion recovers the BTE in the lowfield region and its corresponding particle flux.
B. Phonon transport equation
The SEA transport equation for phonon transfer can be derived in a similar fashion to what was done for electron transport. However, there is no particle number conservation in phonon transport so a different set of conservation laws {C(γ )} = {H ,Ĩ 1 , . . . ,Ĩ m } are used. Assuming as before an initial hypoequilibrium state, the time evolution of energy at location A is expressed as
In the near-equilibrium realm, it is again assumed that systems A and B are both approximately in stable equilibrium. The three relations for phonons, which are the counterparts to the local equilibrium, energy eigenstructure, and fluctuation assumptions made for electrons [i.e., Eqs. (26), (29), (30) above], are as follows:
The energy flow from B to A is then given by subtracting from Eq. (42) the corresponding one for system B. Thus,
where the fluctuation A NN can be written in terms of the boson distribution, i.e.,
Again, assuming contributions from two interfaces, the energy flux can be written as
Here the integral argument has been converted from the energy into the frequency ω after the last equal sign. By choosing the relaxation times as before via
and defining the specific heat per unit frequency as
one arrives at the same expression for the thermal conductivity k as that given by the BTE [40] , i.e.,
FIG. 1. System definition.
C. Electron-phonon coupling
By assuming a constant relaxation time for phonons τ p and one for electrons τ e , the SEAQT framework can recover the two-temperature model (TTM) of electron-phonon coupling [48] . 
XY is the total fluctuation in a local electron (phonon) system. The Lagrange multiplier β E = β E,ep is solved for a system with only electron-phonon coupling such that 
Here, χ is the coefficient multiplying β e E . Excluding a system on the boundary, an electron (phonon) local system in Fig. 1 has interactions with three local systems, i.e., its local upstream system, local downstream system, and local phonon (electron) system. Li and von Spakovsky [30] show that the temperature evolution of a system interacting with multiple systems yields to the SEAQT equation of motion of extensive properties with adjusted parameters, i.e., 
where we have used Eq. (54) in the third equal sign and the fact that the first term to the right of the second equal sign is the finite difference expression for the second order derivative of β e E with respect to x. Similarly, the temperature evolution of a phonon is given by
Equations (60) and (61) are equivalent to the two temperature model of electron-phonon coupling [48] , where the first term to the right of the equal sign in both equations is the heat diffusion and the second term is the phonon-electron coupling.
V. HEAT AND MASS DIFFUSION AT A TEMPERATURE DISCONTINUITY ACROSS A HOMOGENEOUS INTERFACE
The SEAQT transport equations derived in the previous sections are applicable throughout the nonequilibrium region even far from equilibrium and as demonstrated above are completely consistent with the linear BTE transport equations, which are limited to the near-equilibrium realm. In this section, a case study is used to illustrate the general applicability of the SEAQT framework to the multiphysics of far-from-equilibrium processes. The heat and mass diffusion at a temperature discontinuity across a homogeneous interface are modeled. The system is divided into two distinct regions with different initial temperatures (i.e., 300 and 500 K). The relaxation of the system results in electron transport, phonon transport, and electron-phonon coupling. To solve this example problem, two main difficulties must be addressed. First, although the local systems initially are all in local equilibrium states, the local equilibrium condition does not hold during the system state evolution due to a different relaxation time associated with each energy eigenvalue. Thus, it is expected that particles occupying different energy eigenstates have different relaxation times and as a consequence different rates of diffusion. The resulting energy dispersion means that particles with different energies are no longer in mutual equilibrium even in the same local system. Traditional thermodynamic methods are dependent on the local equilibrium assumption and, thus, must fail to accurately predict the correct property values in a nonequilibrium local system.
The second difficulty is that the interaction at the temperature discontinuity across a homogeneous interface is not a quasiequilibrium process. The interface modeled is a simplification. We assume a small region across which a very large temperature gradient exists. Traditional thermodynamic methods are again limited in studying such a region, since these methods require the near-equilibrium assumption. In contrast, the SEAQT framework does not and is, thus, able to predict evolutions of both nonequilibrium systems and nonquasiequilibrium processes consistent with all the thermodynamic requirements.
The SEAQT model used here divides the system into 20 locations (ten for each region) as depicted in Fig. 1 . At each location, there are two local systems: one for the electrons and the other for the phonons. All local systems are allowed to be in nonequilibrium states. Each local system is defined by a set of energy eigenlevels as well as the relaxation time for every single eigenlevel. Practically, the electron eigenlevels (or band structure) can be determined from density functional theory calculations, while the phonon eigenlevels (or dispersion relation) can be found from lattice or molecular dynamic calculations. However, since the focus here is on illustrating the nonequilibrium evolution of state of the system, these cumbersome calculations of the eigenstructure are avoided, and some rather simple models, which can be found in any solid-state physics textbook [49] , are used. Furthermore, the SEAQT relaxation time τ for each energy eigenlevel (electron or phonon) needed for the nonequilibrium evolution of state is determined from the BTE relaxation time τ [see Eqs. (41) and (49)], which can be derived from the total scattering rate using Fermi's "golden rule." Since it is the total scattering rate that determines the SEAQT relaxation time τ as a property of a given eigenlevel , all scattering mechanisms contributing to the time evolution of the occupation of that single eigenlevel are taken into account when using the SEAQT equation of motion. This equation, thus, naturally predicts the relaxation trajectories of all eigenlevels, accounting for all of the different coupling mechanisms present.
The electron eigenstructure is calculated from the model of an electron gas in an infinite potential well with dimensions 1 cm by 1 cm by 1 cm. The phonon dispersion relation is determined from a one-dimensional atom chain model with two types of atoms: the one providing an optical branch and the other an acoustic branch. The masses of the atoms are 20 and 10 amu, respectively, with a separation distance of 5Å. The relaxation time of each energy eigenlevel of electrons (or phonons), which is typically a monotonically decreasing (or increasing) function of the eigenenergy covering several orders of magnitude, is chosen based on (τ )
and with a range covering three orders of magnitude (from 0.006 to 1.3 time units) [50] . The initial Fermi level of the electron is chosen to be 0.7049 eV above the ground state.
To study the relaxation of one of the local systems of the network shown in Fig. 1 , the energy and mass flows with neighboring local systems at every instant of time must be determined after which the total rate of change of the energy and mass in the given local system can be found. For example, the local system Electron-2 has three neighbors: Electron-1, Electron-3, and Phonon-2. To calculate the contribution of the total mass and energy flow from one of the neighbors, e.g., Electron-1 to Electron-2, the SEAQT equation of motion [Eqs. (21) and (22) ] are applied to a composite system consisting of Electron-1 and Electron-2 subject to a specific set of constraints [30, 38] . The mass and energy flow is then treated as a result of the relaxation of the nonequilibrium composite system. The electron transport is solved subject to the constraints {C(γ )} = {H ,Ñ,Ĩ a , . . . ,Ĩ m } (Sec. III A), while the phonon transport uses the constraints {C(γ )} = {H ,Ĩ a , . . . ,Ĩ m } (Sec. III B). The energy transport between electron and phonon at the same location uses the constraints {C(γ )} = {H ,Ñ e ,Ĩ a , . . . ,Ĩ m } for which the electron particle number is conserved but the phonon particle number is not. Using this procedure, the energy and mass flows in the local system networks are determined and the relaxation of the whole network predicted.
Phonon transport without the inclusion of the local electron systems is considered first. The transient temperature profiles of the local systems is plotted in Fig. 2(a) . As can be seen, the sharp temperature change at the interface flattens out very quickly (see the temperature curves of local systems 10 and 11) at the very beginning of the transient process. Later on, the energy spreads out to the two ends far away from the interface. The entropy evolution reflects a process in which the largest amount of the entropy generation occurs in the first five units of dimensionless time. It can be understood in the context of the entropy generation σ expressed in terms of the conjugate flux (δQ) and conjugate force [ (1/T )] such that σ = (δQ) (1/T ) and for which the temperature gradient is very big initially. Moreover, as in the figure, the trajectories of the optical and acoustic phonons are different with the acoustic phonon exhibiting the faster energy transport. Because of the temperature difference between the optical and acoustic phonons, the optical phonon is also heated up (or cooled down) by the acoustic phonon during the relaxation. Thus, there is considerable entropy generation inside each local system as well, which cannot be directly described by the relation σ = (δQ) (1/T ). However, the more general dissipation potential developed in the SEAQT framework provides an explanation using the hypoequilibrium concept. The reader is referred to [28] for details.
When the local electron systems are included, and the system is composed of coupled phonon and electron pathways, the temperature profiles of both the phonons and electrons are those plotted in Fig. 3 . The electron temperature plotted uses an average temperature approximately equal to the temperature of the electrons at the Fermi level. Comparing Fig. 3(a) to Fig. 2(a) , the optical phonon and acoustic phonon follow almost the same evolutionary trajectories in both figures and are also quite similar to the trajectories of the electrons. However, the coupling with the electrons reduces the difference between optical and acoustic phonon transport as seen in Fig. 3(a) . The explanation for this is based on the difference in behavior of fermions and bosons. The Fermi distribution dictates that only the electrons near the Fermi level make a significant contribution to the transport process. Since these electrons are in a rather narrow energy range, all of these electrons have almost the same energy (Fermi energy) and, thus, have a smaller dispersion of energy relative to the electron diffusion speed [40] . As to the bosons, all energy eigenlevels participate in the transport process so that the diffusion speed shows a much larger dispersion of energy. Furthermore, heat interactions with the electrons serve as another resource or sink for the phonons so that the temperature difference among phonon modes is reduced [51] .
As a check on the temperature profiles predicted by the SEAQT framework, it can be shown that as expected from conventional Fourier diffusion theory, a linear temperature profile for large times (i.e., at steady state) is recovered under conditions of linearity and a constant heat conduction coefficient. A brief discussion with results is given in Appendix B.
The particle number and energy transport in the system are presented via Fig. 4 . Although the local systems are at the same initial Fermi level, the initial temperature difference results in some deviation in the initial particle numbers of the different electron local systems as shown in Fig. 4(a) . In the particle number evolution, it is observed that the temperature gradient acts as a diffusion driving force for electron transport, which causes the nonuniform particle number distributions for the whole system at five time units. More details about this phenomenon, including a complete derivation from the SEAQT framework of the Onsager relations for coupled transport, can be found in [28, 30] . However, only about 0.1% of all of the electrons move between local systems, which is consistent with the fact that only fermions near the Fermi level participate in the transport.
As to energy transport, Fig. 4(b) shows that the electron energy in one local system only changes less than 1 out of 90 J (the equilibrium energy) from the initial state to the final equilibrium state and that electron energy transport happens relatively fast, i.e., in less than five time units. In contrast, the phonon energy changes by about 25 J out of 60 J (the equilibrium energy) in an evolution that requires more than 30 time units. This comparison supports the fact that phonons, as bosons, account for most of the energy transport, since all phonon modes contribute. Although only a small number of the electrons transport energy, these electrons facilitate the energy transport and heat up (or cool down) the phonons locally. This is consistent with the observation above that the electron-phonon coupling can reduce the dispersion in phonon transport.
VI. CONCLUSIONS
This paper presents a framework for studying electron and phonon transport phenomena using SEAQT. This framework is developed based on thermodynamic principles and is thermodynamically rigorous throughout the nonequilibrium realm even that far from equilibrium. The features of the SEAQT framework extend the applicability of thermodynamics to the study of local-nonequilibrium systems as well as nonquasiequilibrium processes. To illustrate this approach, a case study of heat and mass transport at a temperature homogeneous interface where a temperature discontinuity occurs is presented. As demonstrated, the local equilibrium assumption fails when energy dispersion in the transport of different phonon modes is observed. Furthermore, the large entropy generation, which occurs during the transport process at the interface, demonstrates that a quasiequilibrium description of this process would also fail. In contrast, the SEAQT model succeeds in providing a rigorous description and correct prediction of the nonequilibrium thermodynamic evolution. Moreover, the coupling of electron and phonon pathways using the SEAQT model shows that the electrons, which have a much smaller dispersion during the diffusion, reduce the dispersion in phonon transport through electron-phonon interactions.
the m + 2 conservation laws [Eq. (13) ] can be represented as 
Moreover, for any additive extensive properties C (including e, s, N, A XY ), if the system average temperature is relatively high, the summation over k can be replaced by an integral over such that 
APPENDIX B: RECOVERING CONVENTIONAL FOURIER DIFFUSION THEORY
Results for the steady states of two systems linked to two different combinations of reservoirs are shown in Fig. 5 . If the temperature difference between the two reservoirs is large (such as in the case of Fig. 5(a) with 300 and 500 K for the reservoirs, respectively), the steady-state temperature profile is close to linear, but not quite since the SEAQT framework intrinsically accounts for a temperature-dependent heat conduction coefficient. Higher temperatures result in higher (nonlinear) heat conduction so that the temperature profile is concave as shown in Fig. 5(a) . On the other hand, if the reservoir temperatures are close (such as in the case of Fig. 5(b) with 300 and 305 K for the reservoirs, respectively), the temperature profile is linear as seen in Fig. 5(b) . time τ for electrons (or phonons) has been purposely picked to be a monotonically decreasing (or increasing) function of the energy covering three orders of magnitude (from 0.006 to 1.3 time units). A strict selection of the SEAQT relaxation times τ should be based on Eqs. (41) and (49) ). Thus, according to Eq. (49), (τ ) acoustic < (τ ) optical for the SEAQT phonon relaxation times.
[51] Since the relaxation times for the phonons and electrons are both functions of the energy and since all phonon modes participate in the energy transfer, there is quite a large temperature deviation among the different phonon modes due to their different relaxation times. In contrast, only electrons near the Fermi level participate in the energy transfer and have almost the same relaxation time so that these electrons have almost the same temperature in one local system. If an electron pathway is added to a phonon-only system (Fig. 1 of the paper), electrons with the same temperature will interact with phonons locally. In this case, a phonon-electron-phonon interaction and a phonon-phonon interaction exist at the same time and result in a faster energy transfer locally between phonons than would be the case if only a phonon-phonon interaction were present.
