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p-THEORY FOR SCHRO¨DINGER SYSTEMS
M. KUNZE, L. LORENZI, A. MAICHINE, AND A. RHANDI
Abstract. In this article we study for p ∈ (1,∞) the Lp-realization of the
vector-valued Schro¨dinger operator L u := div(Q∇u) + V u. Using a noncom-
mutative version of the Dore–Venni theorem due to Monniaux and Pru¨ss, we
prove that the Lp-realization of L , defined on the intersection of the natural
domains of the differential and multiplication operators which form L , gen-
erates a strongly continuous contraction semigroup on Lp(Rd;Cm). We also
study additional properties of the semigroup such as extension to L1, positivity,
ultracontractivity and prove that the generator has compact resolvent.
1. Introduction
Second-order elliptic differential operators with unbounded coefficients appear
naturally as infinitesimal generators of diffusion processes; the associated parabolic
equation is then the Kolmogorov equation for that process. While the scalar theory
of such equations is by now well developed (see [19] and the references therein),
the literature on systems of parabolic equations with unbounded coefficients is still
sparse. Beside their own interests, such systems appear naturally in the study of
backward-forward stochastic differential systems, in the study of Nash equilibria to
stochastic differential games, in the analysis of the weighted ∂-problem in Cd, in the
time-dependent Born–Openheimer theory and also in the study of Navier–Stokes
equations. We refer the reader to [1, Section 6], [15], [8], [6], [18], [17] and [14] for
further details.
One of the first articles concerned with systems of parabolic equations with un-
bounded coefficients is [16] where the diffusion coefficients were assumed to be
strictly elliptic and bounded and coupling between the equations was through a
potential term V and, additionally, through an unbounded drift term F . It should
be noted that for V = 0 and a drift term growing as |F (x)| ≍ |x|1+ε one can not
expect generation of a semigroup on Lp with respect to Lebesgue measure, even
in the scalar case, see [22]. Consequently, the drift term in [16] may not grow like
|x|1+ε, whereas a growth like |x| log(1 + |x|) is possible. Due to the interaction
between drift and potential term, there are additional assumptions on the potential
which in absence of a drift term are somewhat restrictive. Indeed, for symmetric
potentials, the assumptions made in [16] imply the boundedness of the potential
term; as for antisymmetric potential terms, the entries may grow logarithmically.
Subsequently, there were some other publications [1, 2, 10] with less restrictive
assumptions on the coefficients; in particular, also unbounded diffusion coefficients
can be considered. The strategy in these references is quite different from that in
[16]. Namely, in [1, 2, 10] solutions to the parabolic equation are at first constructed
in the space of bounded and continuous functions. Afterwards the semigroup is ex-
trapolated to the Lp-scale. Consequently, even though this approach allows for more
general coefficients, we obtain no information about the domain of the generator of
the semigroup – a crucial information for applications.
In this article, we follow the strategy from [16] in using a noncommutative Dore–
Venni theorem due to Monniaux and Pru¨ss [20], thereby obtaining the domain of
the generator explicitly. As we have no drift term, we can allow much more general
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potential terms; in particular, we can have potential terms whose entries grow like
|x|r for some r ∈ [1, 2).
This article is organized as follows. In Section 2 we fix our assumptions, present
some examples satisfying this assumptions (and some that do not) and recall some
preliminary results that will be used subsequently. Section 3 contains the actual
generation theorem and in the concluding Section 4 we study further properties of
the semigroup.
Notation. For any natural number k we denote the Euclidean norm onRk or Ck by
| · | and the Euclidean inner-product by 〈·, ·〉. Now, let d,m ∈ N, Ω ⊂ Rd be an open
set and K = R or K = C. By C∞c (Ω;K
m) we denote the space of test functions,
i.e. the space of all infinitely differentiable functions with compact support. For
p ∈ [1,∞], Lp(Ω;Km) refers to the classical, vector-valued Lebesgue space of p-
integrable functions (essentially bounded functions if p = ∞) on Ω. The norm on
Lp(Rd;Rm) is denoted by ‖ · ‖p; for p ∈ [1,∞), the conjugate index is denoted
by p′, i.e. p−1 + p′−1 = 1 and 〈·, ·〉p,p′ denotes the canonical dual pairing between
Lp(Rd;Km) and Lp
′
(Rd;Km). Given k ∈ N, W k,p(Ω;Km) is the classical Sobolev
space of order k, i.e. the space of all functions f ∈ Lp(Ω;Km) such that for every
multiindex α = (α1, . . . , αd) ∈ Nd0 with α1+· · ·+αd ≤ k the distributional derivative
∂αf := ∂
αf
∂xα
belongs to Lp(Ω;Km). The norm inW k,p(Rd;Km) is denoted by ‖·‖k,p.
The spaceW k,ploc (Ω;K
m) consists of those measurable and locally integrable functions
which, along with their distributional derivatives up to order k, belong locally to
Lp. In the case where m = 1, we drop Km from our notation, i.e. we write Lp(Rd),
W k,p(Rd), etc.
2. Hypotheses, remarks and preliminaries
Throughout, we make the following assumptions.
Hypotheses 2.1. Let d,m ∈ N.
(a) Let Q = (qi,j) : R
d → Rd×d be a symmetric matrix-valued function with
Lipschitz continuous entries such that
η1|ξ|2 ≤ 〈Q(x)ξ, ξ〉 ≤ η2|ξ|2
for all x, ξ ∈ Rd and some constants η1, η2 > 0. For p ∈ (1,∞) we define
the operator Ap on L
p(Rd;Cm) by D(Ap) =W
2,p(Rd;Cm) and
Apu =
[
div(Q∇uk)− uk
]
k=1,...,m
.
(b) Let V : Rd → Rm×m be a matrix-valued function with entries inW 1,∞loc (Rd)
such that
(2.1) 〈V (x)ξ, ξ〉 ≤ −|ξ|2
for all x ∈ Rd and ξ ∈ Rm. Moreover, assume that there exists a constant
α ∈ [0, 12 ) such that for every j = 1, . . . , d the matrix-valued function x 7→
DjV (x)(−V (x))−α is uniformly bounded in Rd. For p ∈ (1,∞) we define
the operator Vp on L
p(Rd;Cm) by settingD(Vp) = {f ∈ Lp(Rd;Cm) : V f ∈
Lp(Rd;Cm)} and Vpf := V f . Here V f is to be understood as matrix-vector
product.
Remark 2.2. Our assumptions imply that both Ap and Vp are injective operators.
This was done for ease of notation. More generally, we could also allow potentials
V˜ which satisfy
(2.2) 〈V˜ (x)ξ, ξ〉 ≤ β|ξ|2,
for some β ≥ 0 and all ξ ∈ Rm. Indeed, shifting the potential V˜ (x) by (β +1)I, we
obtain a potential V (x) = V˜ (x)− (β+1)I which then satisfies Estimate (2.1). In a
Lp-THEORY FOR SCHRO¨DINGER SYSTEMS 3
similar way we can also compensate the entries of u which were subtracted on the
diagonal in the definition of Ap. Note that shifting the potential corresponds to a
rescaling of the semigroup.
In this more general situation, we cannot expect V˜ (x) to be invertible, whence the
assumption that Dj V˜ (x)(−V˜ (x))−α to be uniformly bounded does not make sense.
It has to be assumed for the shifted potential V˜ (x)− (β+1)I. Note, however, that
shifting the potential does not change its derivative. In some concrete situations
where the potential V˜ (x) is invertible, see Example 2.4 below, the boundedness
condition for the shifted potential is equivalent to that of the unshifted one.
We now present an example which shows that without a semiboundedness as-
sumption on V as in (2.2) we cannot expect generation of a semigroup in general.
Example 2.3. We consider the situation where d = 1 and m = 2. Let L be the
vector-valued operator defined on smooth functions ζ : R→ R2 by L ζ = ζ′′ + V ζ,
where
V (x) =
(
0 x
0 0
)
, x ∈ R.
Obviously, the quadratic form ξ 7→ 〈V (x)ξ, ξ〉 takes for x 6= 0 arbitrary values in
R so that V does not satisfy the semiboundedness assumption (2.2). Fix p ∈ (1,∞).
We are going to prove that no realization in Lp(R;R2) of the operator L generates
a semigroup. To that end, it suffices to prove that, for every λ > 0 and properly
chosen f ∈ Lp(R;R2), the resolvent equation λu−L u = f does not admit solutions
in the maximal domain Dp,max(L ) = {u ∈ Lp(R;R2) : L u ∈ Lp(R;R2)}. The
resolvent equation can be rewritten as a system as follows:{
λu1(x) − u′′1(x)− xu2(x) = f1(x), x ∈ R,
λu2(x) − u′′2(x) = f2(x), x ∈ R.
For simplicity, we will only consider functions f1, f2 which are supported in [1,∞).
Solving the second equation in Lp(R), we find that the unique solution u2 is given
by
u2(x) =
1
2
√
λ
∫ ∞
x
e
√
λ(x−t)f2(t) dt+
1
2
√
λ
∫ x
1
e−
√
λ(x−t)f2(t) dt+ ce−
√
λx
for x ≥ 1 and u2(x) = 0 for x < 1. The constant c is chosen such that u2(1) = 0 so
that u2 is a continuous function.
From now on, we pick f2(t) = t
−1 for t ≥ 1 and f2(t) = 0 for t < 1. It is then
easy to see that xu2(x) converges to λ
−1 as x→∞. In particular, xu2(x) ≥ (2λ)−1
for large enough x, say x ≥ x0. Inserting this into the first equation and choosing
f1 ≡ 0, we obtain the differential inequality u′′1 ≤ λu1 − (2λ)−1.
Integrating this inequality, we obtain first
u′1(x) ≤ c1,λ + λ
∫ x
x0
u1(t) dt− x
2λ
, x ≥ x0,
and then
(2.3) u1(x) ≤ c2,λ + c1,λx+ λ
∫ x
x0
∫ t
x0
u1(s) ds dt− x
2
4λ
, x ≥ x0,
for certain constants c1,λ, c2,λ. Suppose now that our resolvent equation has a
solution (u1, u2) ∈ Lp(R;R2). As u1 ∈ Lp(R), we can use Ho¨lder’s inequality to
estimate ∣∣∣∣ ∫ x
x0
∫ t
x0
u1(s) ds dt
∣∣∣∣ ≤ ‖u1‖p ∫ x
x0
t1−
1
p dt = c3x
2− 1
p + c4
for all x ≥ x0. Inserting this into (2.3) and letting x → ∞ we obtain that u1(x)
diverges to −∞ for x→∞, which contradicts the condition u1 ∈ Lp(R).
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We are next going to illustrate that Hypotheses 2.1 allow for potentials V whose
entries grow more than linearly at infinity.
Example 2.4. We again consider the situation where d = 1 and m = 2. Choosing
r ∈ [1, 2), we set
V (x) :=
(
0 1 + |x|r
−(1 + |x|r) 0
)
= (1 + |x|r)
(
0 1
−1 0
)
, x ∈ Rd.
As V (x) is antisymmetric, we find 〈V (x)ξ, ξ〉 = 0 for all x ∈ R and ξ ∈ R2. Note
that, by rescaling, we can arrange that the quadratic form is bounded from above
by −1, cf. Remark 2.2. Using that antisymmetric matrices are diagonalizable, we
see that
(−V (x))−α = (1 + |x|r)−α
(
0 −1
1 0
)−α
, x ∈ R,
so that
DxV (x) · (−V (x))−α = r|x|r−2(1 + |x|r)−αx
(
0 1
−1 0
)
·
(
0 −1
1 0
)−α
for all x ∈ R. Now, if we pick α ∈ ( r−1
r
, 12 ), then we have r−1−αr < 0, so that the
function x 7→ DxV (x) · (−V (x))−α is indeed bounded. Note that in this situation,
all matrices V (x) are simultaneously diagonalizable so that we are basically in a
scalar situation. Thus, the established boundedness is stable under shifting.
We next establish some properties of the operators Ap and Vp. Let us recall
that an operator A on a Banach space X is called sectorial if it is closed, densely
defined and there exists an angle ϕ ∈ (0, pi] such that the sector Σϕ := {z ∈ C : z 6=
0, | arg z| < ϕ} is contained in the resolvent set of −A and Mϕ := supλ∈Σϕ ‖λ(λ +
A)−1‖L (X) <∞. The spectral angle ϕA of a sectorial operator A is defined as
ϕA := inf{ϕ ∈ [0, pi) : Σpi−ϕ ⊂ ρ(−A) and Mpi−ϕ <∞}.
It is well known, see e.g. [12, Theorem II.4.6], that −A generates a bounded analytic
semigroup if and only if it is sectorial with spectral angle ϕA <
pi
2 . The operator A
is called quasi-sectorial if ν +A is sectorial for some ν ≥ 0.
An injective, sectorial operator A is said to admit bounded imaginary powers if
the closure of Ais, initially defined on D(A)∩R(A), defines a bounded operator on
X for all s ∈ R and the family (Ais)s∈R is a strongly continuous group on X . The
power angle θA of A is the growth bound of this group, i.e.,
θA := inf{ω ≥ 0 : ∃M : ‖Ais‖ ≤Meω|s| ∀ s ∈ R}.
By the Pru¨ss–Sohr theorem ([23]) we have θA ≥ ϕA. For more information on this
topic we refer e.g., to Chapter 3 of [13].
We now collect some properties of the operators Ap and Vp.
Proposition 2.5. Let 1 < p <∞.
(a) The operator −Ap is invertible, sectorial and admits bounded imaginary
powers. Its power angle is 0. Consequently, for every ϑ > 0 there exists a
constant c such that for s ∈ R and λ ∈ Σpi−ϑ we have
‖(λ−Ap)−1‖L (Lp(Rd;Cm)) ≤
c
1 + |λ| , ‖(−Ap)
is‖L (Lp(Rd;Cm)) ≤ ceϑ|s|.
(b) The operator −Vp is invertible and admits bounded imaginary powers. Its
power angle is at most pi2 . Consequently, for every ϑ >
pi
2 there exists a
constant c such that for s ∈ R and λ ∈ Σpi−ϑ we have
‖(λ− Vp)−1‖L (Lp(Rd;Cm)) ≤
c
1 + |λ| , ‖(−Vp)
is‖L (Lp(Rd;Cm)) ≤ ceϑ|s|.
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Proof. (a) It was proved in [11, Theorem 6.1] that for every ϕ ∈ (0, pi2 ) the operator
−Ap has a bounded H∞-calculus on Σpi−ϕ. As for every s ∈ R the function f(z) =
zis is bounded and holomorphic on that sector, the boundedness of the imaginary
powers follows.
(b) It follows from Hypotheses 2.1(b) that for every x ∈ Rd the matrix −V (x)
defines an m-accretive operator on Rm. By [23, Example 2] (cf. also [13, Corollary
7.1.8]) we have |(−V (x))is| ≤ e pi2 |s|. Fix f ∈ C∞c (Rd;Cm) and s ∈ R. In view of
the Komatsu representation formula (see, e.g., [13, Proposition 3.2.2]), it follows
that ((−Vp)isf)(x) = (−V (x))isf(x) for almost every x ∈ Rd. By the above es-
timate, we can infer that ‖(−Vp)isf‖p ≤ e pi2 |s|‖f‖p, which implies the claim by a
straightforward density argument. 
3. The generation result
In this section we are going to prove that the sum −(Ap + Vp), defined on the
domain D(Ap)∩D(Vp) is closed and quasi-sectorial. To that end, we make use of a
non-commutative version of the Dore–Venni Theorem, due to Monniaux and Pru¨ss
[20, Corollary 2]. The theorem is valid in arbitrary UMD Banach spaces. We recall
that a Banach space X is called UMD Banach space if the Hilbert transform
Hf :=
1
pi
p.v.
∫
R
f(t− s)1
s
ds
extends to a bounded linear operator on Lp(R;X) for one, equivalently, all p ∈
(1,∞). In particular, X = Lp(Rd;Cm) is a UMD Banach space. For more informa-
tion we refer the reader to [7].
Crucial to apply [20, Corollary 2] is a commutator estimate. To formulate it,
we use the following notation. Given a (sufficiently differentiable) matrix-valued
function M : Rd → Rm×m, we write ∇kM for the matrix whose k-column is the
gradient of the k-th row of M . Thus, if M = (mij), then
∇kM =
D1mk1 . . . D1mkm... . . . ...
Dlmk1 . . . Dlmkm
 .
Lemma 3.1. Fix p ∈ (1,∞), let Ap be defined as in Hypotheses 2.1 and M =
(mij) : R
d → Rm×m be a matrix valued function with entries in W 2,∞(Rd); the
induced multiplication operator on Lp(Rd;Cm) is denoted by Mp. Then, for every
f ∈W 2,p(Rd,Cm) the k-th entry of (ApMp −MpAp)f is given by
div(Q(∇kM)f) + tr [Q(∇kM)Df].
Proof. Making use of the definition of the operators and the product rule, we find
that the k-th entry of (ApMp −MpAp)f is
d∑
i,j=1
Di
(
qijDj(Mf)k
)− m∑
l=1
mkl div(Q∇fl)
=
d∑
i,j=1
Di
(
qijDj
m∑
l=1
mklfl
)
−
m∑
l=1
mkl div(Q∇fl)
=
d∑
i,j=1
Di
(
qij
m∑
l=1
[
(Djmkl)fl +mkl(Djfl)
])− m∑
l=1
mkl div(Q∇fl)
=div(Q(∇kM)f) +
m∑
l=1
d∑
i,j=1
(Dimkl)qij(Djfl)
=div(Q(∇kM)f) + tr [Q(∇kM)Df]
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for all f ∈W 2,p(Rd;Cm). 
Theorem 3.2. Assume Hypotheses 2.1 and fix p ∈ (1,∞). Then, the operator
−(Ap + Vp), defined on the domain D(Ap) ∩D(Vp), is closed, densely defined and
quasi-sectorial.
Proof. According to Proposition 2.5 we can pick θA, θV ∈ (0, pi) with θA + θV < pi
such that
‖(λ−Ap)−1‖L (Lp(Rd;Cm)) ≤
c
1 + |λ| and ‖(−Ap)
is‖L (Lp(Rd;Cm)) ≤ ceθA|s|
for λ ∈ Σpi−θA and
‖(λ− Vp)−1‖L (Lp(Rd;Cm)) ≤
c
1 + |λ| and ‖(−Vp)
is‖L (Lp(Rd;Cm)) ≤ ceθV |s|
for λ ∈ Σpi−θV .
Fixing f ∈ Lp(Rd,Cm), λ ∈ Σpi−θA and µ ∈ Σpi−θV , we set
C(λ, µ)f := (−Ap)(λ −Ap)−1
[
(−Ap)−1(µ− Vp)−1 − (µ− Vp)−1(−Ap)−1
]
f.
We will rewrite this so that we can apply Lemma 3.1. To that end, we approximate
the potential V with smoother potentials. Let (ρn)n∈N be a mollifier sequence and
let ζ ∈ C∞c (Rd) be such that 0 ≤ ζ(x) ≤ 1 for all x ∈ Rd and ζ(x) = 1 for |x| ≤ 1
whereas ζ(x) = 0 for |x| ≥ 2. For a locally integrable function ϕ, we set
(Knϕ)(x) := ζ
(x
n
)∫
Rd
ρn(y)ϕ(x − y) dy, x ∈ Rd, n ∈ N.
Clearly, Knϕ ∈ C∞c (Rd). As is well-known, Knϕ converges locally uniformly to ϕ
for every continuous function ϕ as n→ ∞; if ϕ belongs to W j,p(Rd;Rm) for some
j ∈ N, then we also get convergence in W j,p(Rd;Rm).
We now set V (n) := (Knvij) for n ∈ N. Note that 〈V (n)ξ, ξ〉 ≤ 0 on Rd for every
ξ ∈ Rm. Consequently, the induced multiplication operator V (n)p on Lp(Rd;Cm)
is dissipative whence for µ ∈ C with Reµ > 0 we have µ ∈ ρ(V (n)p ) and ‖(µ −
V
(n)
p )−1‖L (Lp(Rd;Cm)) ≤ (Reµ)−1. In particular, for fixed µ the resolvent operators
(µ−V (n)p )−1 are uniformly bounded. We claim that (µ−V (n)p )−1 converges strongly
to (µ− Vp)−1. Indeed, for g ∈ Cc(Rd;Cm) we have
(µ− V (n)p )−1g − (µ− Vp)−1g = (µ− V (n)p )−1(V (n) − V )(µ− Vp)−1g.
Since (µ− Vp)−1g has compact support and V (n) converges to V locally uniformly
on Rd, it follows that (V (n)−V )(µ−Vp)−1g → 0 uniformly and thus in Lp(Rd;Cm).
Using the uniform boundedness of the resolvents, the claim follows.
Thus, setting
Cn,m(λ, µ)f
:=Ap(λ−Ap)−1
[
(−Ap)−1(µ− V (n)p )−1 − (µ− V (n)p )−1(−Ap)−1
]
ApKm((−Ap)−1f)
we see that, letting first n and thenm tend to∞, Cn,m(λ, µ)f converges to C(λ, µ)f
in Lp(Rd;Cm). Noting that (µ − V (n)p )−1 is a multiplication operator with C∞-
entries which, together with its derivatives, are bounded, it follows that we can
rewrite Cn,m(λ, µ)f as
Cn,m(λ, µ)f = (λ −Ap)−1
[
Ap(µ− V (n)p )−1 − (µ− V (n)p )−1Ap
]
Km((−Ap)−1f).
We can now apply Lemma 3.1. Noting that
Dj(µ− V (n))−1 = (µ− V (n))−1(DjV (n))(µ− V (n))−1
we find that
Cn,m(λ, µ)f
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=(λ−Ap)−1 div
(
Q(µ− V (n))−1∇V (n)(µ− V (n))−1Km((−Ap)−1f)
)
+ (λ−Ap)−1(µ− V (n))−1 tr[Q(∇V (n))(µ− V (n))−1∇Km((−Ap)−1f)]
=(−Ap) 12 (λ−Ap)−1(−Ap)− 12 div
(
Q(µ−V (n))−1∇V (n)(µ−V (n))−1Km((−Ap)−1f)
)
+ (λ−Ap)−1(µ− V (n))−1 tr[Q(∇V (n))(µ− V (n))−1∇Km((−Ap)−1f)].
(3.1)
Here,
div
(
Q(µ− V (n))−1∇V (n)(µ− V (n))−1Km((−Ap)−1f)
)
should be interpreted as the vector, whose k-th component is
div
(
Q(µ− V (n))−1∇kV (n)(µ− V (n))−1Km((−Ap)−1f)
)
.
The interpretation of the trace term in (3.1) is similar.
To be able to pass to the limit as n→∞, we have to take care of the summand
involving the divergence. To that end, pick q ∈ (1,∞) such that p−1 + q−1 = 1.
Recall that by the results of [5] the operator (−Aq)− 12 is bounded from Lq(Rd;Cm)
to W 1,q(Rd;Cm). Therefore, for j = 1, . . . , d, the operator
(
Dj(−Aq)− 12
)∗
defines
a bounded operator on Lp(Rd;Cm). Consequently, we can extend (−Ap)− 12 div
to a bounded operator S on Lp(Rd;Cm). Since the function Km((−Ap)−1f is
compactly supported on Rd and DjV
(n) converges to DjV in L
p
loc(R
d;Cm) and
DjV
(n) is locally uniformly bounded for j = 1, . . . , d, by dominated convergence we
deduce that Q(µ− V (n))−1∇V (n)(µ− V (n))−1Km((−Ap)−1f) converges to Q(µ−
V )−1∇V (µ− V )−1Km((−Ap)−1f) in Lp(Rd;Cm) as n→∞.
Similarly, we see that (µ−V (n))−1 tr[Q∇V (n)(µ−V (n))−1∇Km((−Ap)−1f)] con-
verges to (µ − V )−1 tr[Q∇V (µ − V )−1∇Km((−Ap)−1f)]. Hence, letting n → ∞
and denoting by Cm(λ, µ)f the limit, we thus find that
Cm(λ, µ)f =(−Ap) 12 (λ−Ap)−1S
(
Q(µ− V )−1∇V (µ− V )−1(Km(−Ap)−1f)
)
+ (λ−Ap)−1(µ− V )−1 tr[Q∇V (µ− V )−1∇Km((−Ap)−1f)]
=: T1 + T2.
We are now in the position to provide the crucial commutator estimate. Let us start
with the term T1. By the boundedness of the H
∞-calculus of −Ap the operator
(−Ap) 12 (λ −Ap)−1 defines a bounded operator on Lp(Rd;Cm) and
‖(−Ap) 12 (λ−Ap)−1‖L (Lp(Rd;Cm)) ≤
C
|λ| 12
for a suitable constant C. As noted above, S defines a bounded linear operator, as
does multiplication with the bounded matrix-valued function Q. By dissipativity,
‖(µ− V )−1‖L (Lp(Rd;Cm)) ≤ C|µ|−1. To estimate the rest of the term T1, we write
∇V (µ− V )−1Km((−Ap)−1f) = (∇V ) · (−V )−α(−V )α(µ− V )−1Km((−Ap)−1f),
where α is as in Hypotheses 2.1. Thus, the term (∇V ) · (−V )−α is bounded. Using
pointwise the boundedness of the H∞-calculus of −V (x) (see [13, Corollary 7.1.8]),
we find
‖(−V )α(µ− V )−1‖L (Lp(Rd;CM)) ≤
C
|µ|1−α
so that, by the boundedness of (−Ap)−1 we find that, overall,
‖T1‖p ≤ M1|λ| 12 |µ|2−α ‖f‖p.
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The term T2 can be estimated similarly, so that, altogether, we have an estimate
‖C(λ, µ)f‖p ≤ M|λ| 12 |µ|2−α ‖f‖p.
We may thus invoke [20, Corollary 2] which yields the claim. 
Corollary 3.3. The operator Lp = Ap + Vp generates a strongly continuous and
contractive semigroup {Sp(t)}t≥0.
Proof. It is well-known that the operator Ap is dissipative. Using Estimate (2.1),
we see that also Lp is dissipative. In view of Theorem 3.2, the operator Lp is m-
dissipative. By the Lumer–Phillips theorem, see [12, II Theorem 3.15], Lp generates
a contraction semigroup. 
Remark 3.4. If −Lp is quasi-sectorial with spectral angle less than pi2 , then the semi-
group {Sp(t)}t≥0 (in the sequel simply denoted by {S(t)} to ease the notation) is
analytic, as is well-known, see [12, II Theorem 4.6]. It is a consequence of [20, Corol-
lary 2], that in the noncommutative version of the Dore–Venni theorem the spectral
angle of the sum is at most the maximum of the power angle of the summands.
Thus, if the power angle of −Vp is strictly less than pi2 , which is for example the
case when V (x) is symmetric with 〈V (x)ξ, ξ〉 ≤ −|ξ|2 for all x ∈ Rd, then {Sp(t)}
is analytic.
The following example shows that the semigroup {Sp(t)} is not analytic in gen-
eral.
Example 3.5. Consider the operator L defined on smooth functions ζ : R→ C2 by
L ζ = ζ′′ − V ζ, where
V (x) =
(
0 −x
x 0
)
, x ∈ R.
By Corollary 3.3, the realization Lp of L , with domain W
2,p(R;C2) ∩D(Vp) gen-
erates a strongly continuous semigroup on Lp(R;C2) for p ∈ (1,∞).
We diagonalize the matrix
(
0 −1
1 0
)
and so we obtain that Lp is similar to the
operator
L˜p := P
−1LpP =
(
∆ 0
0 ∆
)
− x
(
i 0
0 −i
)
,
where P =
(
1 1
−i i
)
. Hence the semigroup generated by Lp is analytic if and only
if the semigroups generated by ∆± ix are analytic on Lp(R).
To see that the semigroup generated by B := ∆− ix is not analytic on Lp(R) we
introduce the transformation
Uσf(x) = f(x− σ), x ∈ R, f ∈ Lp(R),
for arbitrary fixed σ ∈ R. So, we have
U−σBUσ = B − iσI.
Hence,
U−σ(µ− iσ −B)−1Uσ = (µ−B)−1
and thus,
‖(µ− iσ − B)−1‖L (Lp(R)) = ‖(µ−B)−1‖L (Lp(R))
for arbitrary σ ∈ R and every µ > 0. Therefore, by [12, Theorem II.4.6] the
semigroup generated by B is not analytic.
Now, we collect some easy properties of the semigroup {Sp(t)}.
Lp-THEORY FOR SCHRO¨DINGER SYSTEMS 9
Corollary 3.6. The following properties hold true.
(a) The semigroup {Sp(t)} is real, i.e. for f ∈ Lp(Rd;Rm) we have Sp(t)f ∈
Lp(Rd;Rm).
(b) The semigroups {Sp(t)} are consistent, i.e. given p, q ∈ (1,∞) for f ∈
Lp(Rd;Cm) ∩ Lq(Rd;Cm) we have Sp(t)f = Sq(t)f for t ≥ 0.
Proof. The semigroup {etAp}t≥0 is contractive, as is the multiplication semigroup
etVp on Lp(Rd;Cm). We can thus use the Trotter product formula [12, Corollary
III.5.8] to conclude that
(3.2) Sp(t)f = lim
n→∞
(
en
−1tApen
−1tVp
)n
f
for every f ∈ Lp(Rd;Cm) and t > 0. With the help of this formula, (a) and (b)
follow from the corresponding properties of the semigroups generated by Ap and
Vp. 
We next address the case where p = 1. We can easily extend the semigroups
{Sp(t)} to a consistent contraction semigroup on L1(Rd;Cm). Note, however, that
we no longer have knowledge of the domain of the generator.
Theorem 3.7. There exists a strongly continuous semigroup of contractions {S1(t)}
on L1(Rd;Cm) which is consistent with every semigroup {Sp(t)} for p ∈ (1,∞).
Proof. Consider f ∈ C∞c (Rd;Cm). Then, f ∈ Lp(Rd;Cm) for every p ∈ (1,∞) and
by consistency of the semigroups, we have S2(t)f = Sp(t)f ∈ Lp(Rd;Cm). Since
{Sp(t)} is a contraction, we obtain∫
Rd
|S2(t)f |p dx ≤ ‖f‖pp ≤ ‖f‖1‖f‖p−1∞ .
Using Fatou’s lemma to let p → 1+, we infer that S2(t)f ∈ L1(Rd;Cm) and
‖S2(t)f‖1 ≤ ‖f‖1. Thus, by density, S2(t) can be uniquely extended to an operator
S1(t) on L
1(Rd;Cm). By uniqueness of the extension, we obtain the semigroup law
for {S1(t)}. By [24, Proposition 4], {S1(t)} is strongly continuous.
Noting that a function f ∈ L1(Rd;Cm) ∩ L2(Rd;Cm) can be approximated,
simultaneously in L1 and in L2, by a sequence of test functions, we see that {S1(t)}
and {S2(t)} are consistent. Similarly, we see that {S1(t)} and {Sp(t)} are consistent
for every p ∈ (1,∞). 
Remark 3.8. From the proof of Theorem 3.7 we do not obtain any information on
the domain D(L1) of the generator L1 of the semigroup {S1(t)}. However, as the
semigroups {Sp(t)} are consistent for 1 ≤ p < ∞, so are the resolvents (λ − Lp)−1
of their generators for λ > 0. Indeed, if f ∈ Lp(Rd;Cm) ∩ Lq(Rd;Cm) for some
p, q ∈ [1,∞), then for g ∈ L∞(Rd;Cm) with compact support we have
〈(λ − Lp)−1f, g〉p,p′ =
∫ ∞
0
e−λt〈Sp(t)f, g〉p,p′ dt
=
∫ ∞
0
e−λt〈Sq(t)f, g〉q,q′ dt = 〈(λ− Lq)−1f, g〉q,q′ .
As g was arbitrary, it follows that (λ− Lp)−1f = (λ− Lq)−1f .
From this it follows that if f ∈ D(Lp) ∩ Lq(Rd;Cm) (1 ≤ p, q < +∞) with
Lpf ∈ Lq(Rd;Cm), then f ∈ D(Lq) and Lqf = Lpf . In particular, we deduce that
C∞c (R
d;Cm) ⊂ D(L1).
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4. Further properties of the semigroup
4.1. Positivity. We start by characterizing positivity of the semigroup.
Proposition 4.1. The semigroup {Sp(t)} is positive if and only if the off-diagonal
entries of V are nonnegative, i.e. vkl(x) ≥ 0 for almost every x ∈ Rd whenever
k 6= l.
Proof. Let us recall from [4, C-II Proposition 1.7] that the generator G of a positive
semigroup on a Banach lattice X satisfies the positive minimum principle, i.e. for
0 ≤ x ∈ D(G) and 0 ≤ x∗ ∈ X∗ with 〈x, x∗〉 = 0 we have 〈Gx, x∗〉 ≥ 0. Let
us denote the canonical basis of Rm by (ek)1≤k≤m. Then, for 0 ≤ ϕ ∈ C∞c (Rd)
the nonnegative function ϕek belongs to D(Ap) as well as to the dual space of
Lp(Rd;Rm). Thus, if we assume that {Sp(t)} is positive, it follows that for k 6= l
we have
0 ≤ 〈(Ap + Vp)ϕel, ϕek〉 =
∫
Rd
div(Q∇ϕ)ϕ〈el, ek〉 dx +
∫
Rd
ϕ2〈V el, ek〉 dx
=
∫
Rd
vklϕ
2 dx.
As ϕ is arbitrary, this implies that vkl ≥ 0 as claimed.
To prove the converse, assume that vkl(x) ≥ 0 for k 6= l and almost every x ∈ Rd.
This is precisely the positive minimum principle for the matrix V (x). For a bounded
operator, the positive minimum principle is not only necessary, but also sufficient
to generate a positive semigroup, see [4, C-II Theorem 1.11]. Using this pointwise,
we see that the multiplication semigroup etV is positive. As the semigroup {etAp}
is positive, see [21, Corollary 4.3], the positivity of the semigroup {Sp(t)} follows
once again from the Trotter product formula (3.2). 
4.2. Ultracontractivity. In this subsection we will establish ultracontractivity of
the semigroup {Sp(t)}. As a consequence, the semigroup is given by an integral
matrix kernel. In view of Corollary 3.6(a), we confine ourselves to functions with
values in Rm. Since for 1 ≤ p <∞ the semigroups {Sp(t)} are consistent, we drop
the index p and merely write {S(t)} for our semigroup. In what follows, we denote
by {Tp(t)} the scalar semigroup on Lp(Rd) generated by the scalar operator Dp :=
div(Q∇·), defined on W 2,p(Rd). Note that also these semigroups are consistent,
this is why also here we drop the index p.
We start by the following technical lemma which gives a pointwise domination
of {S(t)}.
Lemma 4.2. Let Hypotheses 2.1 hold. Then, for f ∈ C∞c (Rd;Rm), we have
(4.1) |S(t)f |2 ≤ T (t)|f |2, t > 0.
Proof. Let f ∈ C∞c (Rd;Rm) be given. Let us also fix p ∈ (1,∞). We set u(t, ·) =
S(t)f , for t ≥ 0. Since f ∈ D(Aq+Vq) is continuously embedded intoW 2,q(Rd;Rm),
u belongs to C([0,∞);W 2,q(Rd;Rm))∩C1([0,∞);Lq(Rd;Rm)) for every q ∈ [1,∞).
It thus follows that the scalar function |u|2 belongs to C([0,∞);W 2,p(Rd)). Since
u solves the system of coupled partial differential equations ∂tu = (div(Q∇uk) −
uk) + V u, we get
1
2
∂t|u|2 = 〈∂tu, u〉 =
m∑
k=1
div(Q∇uk)uk − |u|2 + 〈V u, u〉
≤
m∑
k=1
d∑
i,j=1
∂i(qij∂juk)uk − 2|u|2
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=
m∑
k=1
d∑
i,j=1
∂i(qijuk∂juk)−
m∑
k=1
d∑
i,j=1
qij∂juk∂iuk − 2|u|2
≤ 1
2
d∑
i,j=1
∂i(qij∂j |u|2)− 2|u|2
≤ 1
2
Dp|u|2.
Thus, the function v := ∂t|u|2 − Dp|u|2 belongs to C([0,∞);Lp(Rd)) and is non-
positive. Fix t > 0 and set w(s, ·) = T (t − s)|u|2(s, ·) for every s ∈ [0, t]. As is
immediately seen,
∂sw(s, ·) =− T (t− s)Dp|u|2(s, ·) + T (t− s)∂s|u|2(s, ·)
=T (t− s)(∂s|u|2(s, ·)−Dp|u|2(s, ·))
=T (t− s)v(s, ·) ≤ 0,
since the semigroup {T (t)} preserves positivity (see, again, [21, Corollary 4.3]).
Hence, w(t, ·) ≤ w(0, ·), which is (4.1). 
We can now establish ultracontractivity of the semigroup.
Proposition 4.3. Assume that Hypotheses 2.1 hold. Then there exists M > 0 such
that
(4.2) ‖S(t)f‖∞ ≤Mt−d2 ‖f‖1, f ∈ L1(Rd;Rm).
Moreover, for every t > 0 there exists a kernel K(t, ·, ·) ∈ L∞(Rd×Rd;Rm×m) such
that
(4.3) (Sp(t)f)(x) =
∫
Rd
K(t, x, y)f(y)dy, x ∈ Rd, f ∈ Lp(Rd;Rm).
Proof. Let us first prove Estimate (4.2). We fix f ∈ C∞c (Rd;Rm) and show that
(4.4) ‖S(t)f‖∞ ≤Mt− d4 ‖f‖2, t > 0.
Throughout the proof M is a constant, independent of f and t, which may vary
from line to line. Using (4.1) and the ultracontractivity of the semigroup {T (t)} we
get
‖S(t)f‖2∞ ≤ ‖T (t)|f |2‖∞ ≤Mt−
d
2 ‖|f |2‖1 =Mt−d2 ‖f‖22
for t > 0. Taking square roots, this shows (4.4). Next, we prove the L1–L2 estimate
(4.5) ‖S(t)f‖2 ≤Mt−d4 ‖f‖1, t > 0.
To that end, note that the adjoint V ∗ also satisfies Hypotheses 2.1, except for the
fact that instead of the boundedness of DjV
∗(−V ∗)−α, we obtain the boundedness
of (−V ∗)−αDjV ∗. However, an inspection of the proofs above shows that they
remain valid also under this assumption, whence we obtain the same results for
the adjoint semigroup {S∗(t)}. In particular (4.1) and thus also (4.4) hold true for
{S∗(t)}. Consequently,
‖S(t)f‖2 = sup
‖ϕ‖2=1
〈S(t)f, ϕ〉2,2 = sup
‖ϕ‖2=1
〈f, S∗(t)ϕ〉2,2
≤ sup
‖ϕ‖2=1
‖S∗(t)ϕ‖∞‖f‖1 ≤Mt− d4 ‖f‖1
and (4.5) follows. By the semigroup law and Estimates (4.4) and (4.5) we obtain
‖S(t)f‖∞ = ‖S(t/2)S(t/2)f‖∞ ≤Mt−d4 ‖S(t/2)f‖2 ≤Mt−d2 ‖f‖1
for t > 0. Using the density of C∞c (R
d;Rm) in L1(Rd;Rm), we can easily complete
the proof of (4.2).
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We next establish the existence of the kernel. We fix t > 0, f = (f1, . . . , fm) and
denote the canonical basis of Rm by {ei}1≤i≤m. Then, we have
S(t)f =
m∑
j=1
S(t)(fjej) =
m∑
i,j=1
〈S(t)(fjej), ei〉ei.
For i, j ∈ {1, . . . ,m} and u ∈ L1(Rd), let Si,j(t)u = 〈S(t)(uej), ei〉. Using (4.2), we
obtain
‖Si,j(t)u‖∞ = ‖〈S(t)(uej), ei〉‖∞ ≤ ‖S(t)(uej)‖∞ ≤Mt−d2 ‖uej‖1 =Mt− d2 ‖u‖1.
Thus, Si,j(t) maps L
1(Rd) into L∞(Rd). By the Dunford–Pettis theorem, see [3,
Theorem 1.3], there exists a kernel ki,j(t, ·, ·) ∈ L∞(Rd ×Rd) such that
(Si,j(t)u)(x) =
∫
Rd
kij(t, x, y)u(y)dy,
for all x ∈ Rd. Setting K(t, ·, ·) = (kij(t, ·, ·))mi,j=1, we conclude that
S(t)f =
∫
Rd
m∑
i,j=1
kij(t, x, y)fj(y)eidy =
∫
Rd
K(t, x, y)f(y)dy,
for all f ∈ Lp(Rd;Rm). 
4.3. Spectrum of the generator. Last, we analyze the spectrum of the operator
Lp and prove the following result.
Theorem 4.4. Assume in addition to Hypotheses 2.1 that there exists a function
κ : Rd → [0,∞) with lim|x|→∞ κ(x) =∞ such that |V (x)ξ| ≥ κ(x)|ξ| for all x ∈ Rd
and ξ ∈ Rm. Then, for all p ∈ (1,∞), the operator Lp has compact resolvent.
Consequently, its spectrum is independent of p ∈ (1,∞) and consists of eigenvalues
only.
Proof. Fix a p ∈ (1,∞). To show that Lp has compact resolvent, it suffices to prove
that D(Lp) is compactly embedded into L
p(Rd;Cm). Note that, as a consequence
of Theorem 3.2, the graph norm of Lp is equivalent to the norm u 7→ |||u||| :=
‖u‖2.p + ‖Vpu‖p. Indeed, for u ∈ D(Lp) we clearly have ‖ · ‖D(A) ≤ C|||u||| for some
positive constant C, independent of u. As D(Lp) is complete with respect to both
norms, the equivalence of the two norms follows from the open mapping theorem. In
view of this remark, in the rest of the proof we assume that D(Ap+Vp) is endowed
with this norm.
By our additional assumption, we have
(4.6) ‖Vpu‖pp ≥
∫
Rd
κ(x)p|u(x)|p dx
for every u ∈ D(Ap+Vp). Using this estimate it is easy to check that the closed unit
ball of D(Ap+Vp) is compact (or, equivalently, totally bounded) in L
p(Rd;Rm). To
see this, let u belong to the unit ball of D(Ap+Vp) so that in particular ‖Vpu‖p ≤ 1.
Given ε > 0 we fix R > 0 sufficiently large so that κ ≥ ε−1 outside the ball
BR := {x ∈ Rd : |x| < R}. Then, from Equation (4.6), we deduce that∫
Rd\BR
|u(x)|p dx ≤εp
∫
Rd\BR
κ(x)p|u(x)|p dx
≤εp
∫
Rd
κ(x)p|u(x)|p dx ≤ εp‖Vpu‖pp ≤ εp.
Since the set of the restriction to BR of functions in D(Ap + Vp) is continuously
embedded in W 2,p(BR;C
m), which is compactly embedded into Lp(BR;C
m), we
Lp-THEORY FOR SCHRO¨DINGER SYSTEMS 13
find finitely many functions g1, . . . , gk ∈ Lp(BR;Cm) such that, for every u in the
unit ball of D(Ap + Vp), there exists an index j ∈ {1, . . . , k} such that∫
BR
|u(x)− gj(x)|p dx ≤ εp.
Denoting the trivial extension of gj to R
d by g¯j , we have∫
Rd
|u(x)− g¯j(x)|p dx =
∫
BR
|f(x)− gj(x)|p dx+
∫
Rd\BR
|u(x)|p dx ≤ 2εp.
This shows that the unit ball of D(Ap + Vp) is covered by the balls in L
p(Rd;Cm)
centered at gj of radius 2
1
p ε. As ε > 0 was arbitrary, it follows that the unit ball of
D(Ap + Vp) is totally bounded in L
p(Rd;Cm).
The fact that the spectrum consists only of eigenvalues follows from spectral
properties of compact operators with help of the spectral mapping theorem for the
resolvent, cf. [12, Theorem IV.1.13].
Since the resolvent operators (λ − Lp)−1 are consistent (see Remark 3.8) and
compact, the p-independence of the spectrum follows from [9, Corollary 1.6.2]. 
Using the Cauchy–Schwarz inequality, we see that the additional assumption
in Theorem 4.4 is, in particular, satisfied if we have 〈V (x)ξ, ξ〉 ≤ −κ˜(x)|ξ|2 for
a certain function κ˜ : Rd → [0,∞) (with lim|x|→∞ κ˜(x) = ∞) for all ξ ∈ Rm.
If V (x) is symmetric for every x ∈ Rd, then the two conditions are equivalent.
Indeed, the assumption in Theorem 4.4 and Hypotheses 2.1(b) imply that every
eigenvalue of V (x) does not exceed −κ(x). This, in turn, is equivalent to the
condition 〈V (x)ξ, ξ〉 ≤ −κ(x)|ξ|2, for all ξ ∈ Rm.
However, the assumption in Theorem 4.4 is more general than this, since it is
for example satisfied for the potential in Example 2.4. Indeed, in this case we have
|V (x)ξ| = (1 + |x|r)|ξ|, so that we can choose κ(x) = 1 + |x|r for all x ∈ Rd. On
the other hand, we have 〈V (x)ξ, ξ〉 = 0 for all x ∈ R and ξ ∈ R2.
Finally, we note that compactness may fail even if all entries in the potential V
are unbounded near ∞.
Example 4.5. Consider the potential
V (x) =
(−|x| |x|
|x| −|x|
)
, x ∈ Rd.
Note that 〈V (x)ξ, ξ〉 = −|x|(ξ1 + ξ2)2 ≤ 0 for all x ∈ Rd and ξ ∈ R2, so that
the quadratic form is semibounded. Moreover, as the entries of V are Lipschitz
continuous, ∇V is uniformly bounded. Thus, choosing Q = I, Hypotheses 2.1 are
satisfied with α = 0. However, 0 is an eigenvalue of V (x) with eigenvector (1, 1)T
for every x ∈ Rd. Thus, if we pick f ∈ W 2,p(Rd;Cm), we see that u = (f, f) ∈
D(Ap+Vp) and (Ap+Vp)u = (∆pf,∆pf), where ∆p is the scalar Laplace operator
on Lp(Rd). It follows that (λ − Ap − Vp)−1u = ((λ − ∆p)−1f, (λ − ∆p)−1f) for
λ ∈ ρ(Ap + Vp) ∩ ρ(∆p), u = (f, f) ∈ Lp(Rd;C2). As a consequence, we obtain
Sp(t)u =
(
et∆pf
et∆pf
)
, t > 0, f ∈ Lp(Rd),
where {et∆p} is the (scalar valued) Gaussian semigroup. As the Gaussian semigroup
is not compact, the semigroup {Sp(t)} cannot be compact either.
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