We have developed a robust computer program that quickly and efficiently searches for moving objects in large-format CCD images. We describe the initial application of this program to a survey for Kuiper belt objects (KBOs) and Centaurs along the path of NASAÏs planned Pluto Express mission. Tests have been made to quantify our survey sensitivity, indicating an e †ective sky area of 2.22 deg2 searched to a limiting visual plus red "" VR ÏÏ magnitude of 23.1 and an e †ective area of 0.65 deg2 searched to a limiting VR magnitude of 23.5. The Ðrst data set consists of Ðelds near the expected postrendezvous Ñight path of the Pluto Express mission, and analysis resulted in the detection of two KBO candidates. The second data set is from a region at higher Galactic latitude, and it produced a further two KBO candidates.
INTRODUCTION
In NASAÏs Pluto Express mission, two spacecraft will rendezvous with Pluto near the year 2013. After the encounter, the spacecraft will retain sufficient power and propellant to Ñy close to a large Kuiper belt object (KBO). The density of KBOs larger than 100 km in diameter near Pluto is on the order of 1 AU~3. It is estimated that the spacecraft velocity must be changed by only *V D 50È80 m s~1 in order to secure a KBO encounter et al. pp. 44, (Lunine 1995, 40È42, 52) . Since each spacecraft will be launched with fuel for *V \ 320 m s~1, it is probable that enough fuel will remain after the Pluto Ñyby for a KBO encounter. The Pluto Express spacecraft could image the surface of a KBO at visible wavelengths, take infrared and ultraviolet spectra, and perhaps perform radio occultations with Earth. This would help to characterize the KBOs by in situ observation. However, before a KBO Ñyby can take place, suitable target objects must be identiÐed.
We are conducting a survey to Ðnd KBOs near enough to Pluto at the time of the spacecraft Ñyby for a possible visit. Our survey is sensitive to both KBOs and Centaurs, referred to collectively as slow-moving objects (SMOs). The survey uses the University of HawaiiÏs 8192 ] 8192 (8K) pixel CCD (described in detail below), which images 0.09 deg2 per Ðeld. With this instrument, we maintain a data collection rate so high that computer-based automated object detection is mandatory for real-time analysis. The ability to Ðnd objects in real time is very important, because experience has shown that an object discovered on one night will likely be lost if it is not observed again a few nights later and then again in the following month.
Accordingly, we developed a computer program to search the data automatically. Our Ðrst speciÐcation for the program is that it must be fast. We further require that the program be robust and self-consistent ; it should not be overly sensitive to parameters, like seeing, that may vary over the course of a night. In order to implement these two criteria, we thought it best to keep the program as simple as possible by using efficient and stable algorithms as our building blocks.
Since the early 1980s, many attempts have been made to create computer algorithms capable of moving-object detection, using a wide variety of hardware and software setups. Among the earliest are et al. Davies (1984), et al. and et al. Most of these McMillan (1986) , Ta † (1986) . investigations have concentrated on the detection of fastmoving asteroids and have had only rudimentary discussions of algorithm efficiency at object detection. Here we focus on algorithms that have been used to search for objects in the outer solar system.
The Spacewatch project has been investi-(Gehrels 1991) gating automatic detection algorithms since its inception in 1981. Their algorithm, MODP, uses streak detection to identify fast-moving objects by Ðtting a set of parameters to each object, in order to distinguish streaked objects from stellar objects. In addition, consistent motion criteria are used to Ðnd slower objects by comparing lists of object coordinates in successive images (Jedicke 1995 ; Rabinowitz & Herron have computed the effi-1991) . Jedicke (1997) ciency of SpacewatchÏs real-time algorithm by detecting asteroids with known orbits for a standard set of algorithm parameters. Although they are insensitive to objects with projected velocities less than 6A hr~1, e †ectively ruling out most SMOs, their method of evaluating algorithm efficiency is very reliable, as they observe known objects to estimate computer algorithm performance. With an average efficiency of about 65%, Spacewatch has discovered three new Centaurs.
& Duncan Ðrst attempted the search for Levison (1990) KBOs in an automated fashion, also using an object-listÈ based algorithm. They adopt a single parameter to parameterize object shape that does not require iterative Ðtting, and they reject nonstellar objects based on this quantity. Consistent motion criteria are applied to nonstationary stellar objects to produce a list of candidates. They did not publish the efficiency of their algorithm, and their survey detected no objects.
Tremaine, & were the Ðrst to detect Irwin, Z 0 ytkow (1995) KBOs with an automated algorithm. Their algorithm deviates from the previous two in that it creates di †erence maps of adjacent images in the sequence, searching for positivenegative image pairs, indicating a moving object. "" Monte Carlo ÏÏ simulations of artiÐcial moving objects were used to estimate the efficiency of their algorithm at nearly 100% for bright objects, and their survey found two new KBOs.
The primary purpose of this paper is to demonstrate the utility of our recently developed computer program as a tool for Ðnding moving objects in a sequence of images. Of the algorithms reviewed, ours is most similar to the Levison & Duncan algorithm, as ours is list-based and uses a (1990) single quantity to describe object shape. Previous developers of automated software have estimated program efficiency, but there has never been an attempt in the literature to show that an automated algorithm is robust, i.e., the algorithm performance efficiency is insensitive to operating parameters. We believe this paper represents the Ðrst time a moving-object detection program has been extensively tested to characterize its performance and prove its robustness. The Pluto Express survey is only one of several solar system surveys in progress with the 8K CCD. It seems worthwhile to describe the operation of this device in some detail.
OBSERVATIONS
Observations were taken using the University of Hawaii (UH) 2.2 m telescope on Mauna Kea. The UH 8K pixel mosaic CCD camera was used to obtain the images. This large CCD was developed at the Institute for Astronomy et al. It consists of eight 4096 ] 2048 pixel (Luppino 1996) . chips tiled to create a 13 cm square detector. These are thick chips, with a resulting high sensitivity to cosmic rays (CRs). On the UH 2.2 m telescope with f/10 focal ratio, the CCD plate scale is pixel~1. A single readout of the 8K array 0A .35 generates 134 Mbyte of raw data, so we used 2 ] 2 binning mode for these observations (4 pixels are combined to form 1 image pixel). This saves a factor of 4 in readout time and NOTE.ÈUnits of right ascension are hours, minutes, and seconds, and units of declination and Galactic longitude and latitude (l, b) are degrees, arcminutes, and arcseconds. disk space but does not signiÐcantly increase confusion between stellar images and CRs.
Seeing for the six survey nights ranged from to 0A .7 1A .0 FWHM, with an average of FWHM. Three consecutive 0A .8 800 s exposures were taken of each Ðeld, separated by the CCD readout time (D3 minutes). From experience, three is the optimal number of images for deep SMO surveys. Confusion caused by chance alignments of CRs and/or background noise spikes often occurs with only two images, while four images do not improve the successful identiÐca-tion of SMOs enough to warrant the extra time expended. In order to maximize the camera sensitivity, we used a custom Ðlter (hereafter VR) designed to pass both V -and R-band photons (5000
The CCD Ó \ j \ 7000 Ó). quantum efficiency across the VR band averages 0.45. This is about half the quantum efficiency of the coated Tektronix 2048 ] 2048 CCD used in previous Mauna Kea survey work & Luu Luu, & Chen (Jewitt 1995 ; Jewitt, 1996) . However, the reduced efficiency of the 8K CCD is more than o †set by its greater total area, resulting in a net improvement in our ability to detect distant objects.
Observations were taken near opposition and divided between 28 "" Pluto Express ÏÏ (PE) Ðelds and eight high Galactic latitude (HL) Ðelds. Typical background object densities are 3 ] 105 deg~2 for PE Ðelds and 8 ] 104 deg~2 for HL Ðelds. The PE Ðelds (provided by B. Owen & S. Matousek, JPL) were chosen to fall along the postencounter trajectory of the Pluto Express spacecraft projected into the plane of the sky. They were corrected for motion in the 1996È2013 interval assuming circular orbits at 35 AU. The result was a search rectangle about 5¡ ] 1¡ in angular extent. Lists of the speciÐc Ðelds imaged can be found in Tables and More detailed information on the  1 2. limiting magnitude and e †ective sky coverage appears in°4 .
THE DETECTION PROGRAM
The program, called Moving Object Detection Software (MODS), was coded in C and An e †ort was made at C]]. all points to create efficient code by reducing the number of steps in any procedure to the minimum necessary. The four discriminants used by & Luu were applied to Jewitt (1995) objects in the image sequence before follow-up observations were made on successive nights. SpeciÐcally, we required that an SMO candidate have consistent starlike image shape, consistent Ñux, constant linear velocity, and velocity within limits expected for the Kuiper Belt population. An outline of the eight steps the program takes while searching for moving objects can be found in A more detailed Table 3 . description of each of these steps follows. Program performance tests are reported in°4.
3.1.
Step Data Flattening 1: The data were Ñattened using dithered images of the twilight sky. Stars in the Ñat-Ðeld images were removed by computing the median of the Ñat-Ðeld image set.
Steps Object IdentiÐcation and Characterization 2È4:
The program generates a list of all objects in each image frame. This is done by scanning a circular aperture over each Ñattened image. Any real object must be a local maximum of Ñux greater than the background deÐned by the minimum Ñux threshold (S & ),
where p is the standard deviation of Ñuctuations in the sky background for each image and k is a user-selected scaling factor (see We found that background Ñuctuations are°4). closely Gaussian, so p is measured directly from the FWHM of a histogram of pixel counts centered on the background level (step 2). To ensure that each object is recorded only once, it is characterized only when the scanning apertureÏs center pixel is the local maximum in the aperture. Thus, an object is only counted when the aperture is centered on the object. This method sometimes fails if an objectÏs peak falls between two pixels and those two pixels have the exact same value. In practice, this happens less than 0.5% of the time and does not reduce the possibility that a moving object will be detected.
Each detected object is characterized by its position, Ñux, and shape (step 3). The positon and associated positional uncertainty are estimated by computing the center of Ñux (analogous to a center of mass) within the aperture. We Ðnd that this location is typically within^0.25 pixels of centroids computed by more time-consuming Gaussian Ðts to objects.
The Ñux is measured by using circular aperture photometry. The local background is estimated by computing the median value in an annulus surrounding the aperture, e †ec-tively rejecting CRs. The sky-subtracted aperture intensities are then summed to produce the object Ñux.
The Ðrst of the four criteria for a potential SMO is a shape consistent with the point-spread function (PSF) for the night (step 4). We deÐne the "" concentration ÏÏ
where is the count in the brightest pixel and the sum-I ' mation yields the total object intensity above background. With this deÐnition, a CR contained within a single pixel would have C \ 1.
shows the distribution of C Figure 1 among the objects in a typical image. The distribution of values for starlike objects is roughly Gaussian, with a mean of 0.084^0.006. We set liberal limits on the concentration, requiring C \ 0.25 for potential SMOs. Any objects with C [ 0.25 are rejected as probable CRs. The computed value of C for an object is a function of the seeing (roughly P h~2, where h is the seeing) however, the requirement that C \ 0.25 is generous. Thus, stellar objects are not rejected as CRs, even for the Ðnest seeing in the data set. This CR rejection technique provides a fast and stable alternative to Ðtting objects with a PSF. By the end of this stage of program operation, a large list characterizing all objects on the image has been generated.
3.3.
Step Image Alignment 5: Imperfections in the pointing of the telescope lead to small positional o †sets between successive images of a given Ðeld. The o †set required to align two images of the same Ðeld is found using subsets of roughly 65 objects located near the center of each image and selected to be neither CRs, nor overexposed sources, nor background Ñuctua-tions. The coordinates in these reduced object lists are shifted until a maximum cross-correlation between objects is found. This determines the o †set applied to all object coordinates in the main list. There is minimal focal-plane distortion in our images, so linear shifts are sufficient. We Ðnd that the absolute errors in image alignment average 0A .1 for both axes summed in quadrature. Since stationary objects are of no interest in this survey, we would like to reject them before applying the velocity criterion. If an object is found within the same seeing disk in all three images, it is considered stationary. In addition, the objectÏs Ñux must not vary between frames by more than a factor of 3. This Ñux criterion is applied in two places : once during the stationary-object rejection routine to ensure that only nonvarying objects are rejected, and once after the velocity selection criterion to ensure that only nonvarying objects are accepted as candidate SMOs. The Ñux criterion is chosen to be generous because Ñux Ñuctuations from a chance CR falling on an object should not keep it from being classiÐed as a nonvarying object.
3.5.
Step V elocity Criterion 7: At this point, the program has a list of all objects that are neither CRs nor stationary objects. A search is now made for constant linear motion at a velocity characteristic of SMOs, the second and third criteria for an SMO candidate. If a path of constant linear velocity can be traced through the images within the D3 p positional errors, the set of three objects is advanced to the next step. For this work, we selected the apparent opposition speed to be between 2A and 10A hr~1, corresponding to heliocentric distances from about 10 to 65 AU, assuming circular Keplerian orbits (Luu & Jewitt This includes both Centaurs and KBOs but 1988). rejects Jovian Trojan asteroids and other near-Earth and main-belt objects & Luu The rejected group (Jewitt 1995) . of objects have apparent velocities large enough that it would become necessary to account for trailing loss due to our 800 s integrations et al.
The three expo- (Jewitt 1996) . sures cover a time base of about 45 minutes, indicating a minimum displacement of about between images for the 0A .8 slowest objects within our surveyÏs sensitivity.
The Ðnal step in the velocity selection is to make sure the apparent motion is retrograde and along the ecliptic. In this survey, candidate SMOs were rejected if their projected skyplane velocity vectors fell outside a^30¡ range from moving westward along the ecliptic. This is sufficient to select any object in Keplerian orbit between 10 and 65 AU. In later and continuing surveys with the 8K CCD, we have relaxed the inclination constraint so that any retrograde apparent motion is allowed. Applying the velocity selection criterion yields the Ðnal list of candidate SMOs.
3.6.
Step V eriÐcation 9: The Ñattened images are marked with the list of candidate SMO positions and displayed in sequence. These marked frames are "" speed blinked ÏÏ by eye, because the eye FIG. 1.ÈFrequency histogram of object concentration C. Objects with C [ 0.25 (most likely to be cosmic rays) are hatched. The peak of starlike objects extends to a count of 1050.
FIG. 2.ÈStages of program operation on
Ðelds. Images AÈD are identical sections from the Ðrst image in a sequence, accounting for 1.6% of the area KV 1 of the mosaic. In A, all objects are identiÐed. In B, stationary objects have been rejected. In C, cosmic rays have been rejected, and in D, velocity and consistent Ñux criteria were applied using the other images in the sequence, leaving only marked. Images 1È3 show westward movement in the KV 1 KV 1 Ïs three images. North is up.
FIG. 3.
ÈProgram performance characterized by the two principal parameters, k (in p above sky noise) and a (in units of actual seeing for the night). The grid brightness and number represent the fraction of correctly identiÐed artiÐcial moving objects (see texts for object distribution). The contours are factor of 5 increases in the number of false detections, beginning with two.
is much better at discerning real candidates than even a very advanced algorithm. An illustration of program operation through the various stages can be found in Figure 2 . The images from this Ðgure come from the Ðeld in which 1996 was found and provide an example of the many KV 1 obstacles faced by MODS. Two dark spots and several ring-shaped structures can be attributed to shadows of dust specks and internal reÑections from a bright source just below the pictured image section, respectively. A di †raction spike near the center of the image can also be seen from this same source. A blocked column (about one-third of the way across the image from the left) and background variation are other undesirable anomalies that can be found in the data. Despite this, we Ðnd that spurious detections typically number a few per CCD and most commonly originate from di †raction spikes near overexposed stars or CCD defects. Other sources of confusion include chance alignments of background noise bumps and multipixel CR strikes. At this point, it becomes a simple matter for the researcher to distinguish SMOs from spurious detections, for true SMOs have much more constant velocity vectors and more stable PSFs than spurious detections. By using this technique, blinking time is typically an order of magnitude shorter than unassisted blinking by eye. All potential SMO candidates were imaged on successive nights to further constrain their orbital parameters.
SENSITIVITY
The most important part of any survey is the determination of its sensitivity. Without this, it becomes impossible to compare results with any other survey. The use of a robust computer program allows us to easily evaluate its performance with simulated data.
T he Parameter Space
The user must supply two principal parameters for each survey Ðeld : the aperture size for centroiding and photom-etry, and the aforementioned scaling factor k for the sensitivity of the survey. Since we expect the optimum aperture size to be proportional to the seeing for the night, we deÐne R \ ah , where R (arcseconds) is the radius of the aperture, h (arcseconds) is the seeing (median FWHM of nonsaturated stellar objects), and a is the dimensionless aperture scaling factor. If a is overestimated, two nearby stars may be counted as only one object by the program. An underestimate leads to the possibility of one object being "" split ÏÏ into two if it has a lumpy morphology. The optimum k-value is also constrained ; if k is too high, detectable SMOs may be missed, while a low k will produce many false detections from sky noise. We seek to evaluate program performance for a range of principal parameter values to Ðnd the optimum operational values.
A typical star Ðeld imaged on one CCD of the mosaic was chosen for this program performance evaluation. ArtiÐcial SMOs were generated using a long-period multiplicative congruential random-number generator et al. (Press 1992, p. 282) , uniformly spaced in speed, projected inclination, magnitude, and position for ranges described below. The two principal parameters were then varied, and a count of the number of correctly identiÐed objects and false detections was made. The results of this test are presented in Note that the grid values represent the fraction of Figure 3 . total simulated objects successfully detected, many of which were faint. Since we seek to minimize false detections and maximize real detections, the area of ideal operation corresponds to 4.5 ¹ k ¹ 5 and 0.8 ¹ a ¹ 1.0. Note that, in this area, the number of successful detections is insensitive to the principal parameters, while the logarithm of the number of false detections is approximately inversely proportional to k. For this survey, we chose k \ 5 (threshold equal to 5 p above sky) and a \ 1.0 (aperture radius equal to the FWHM of the seeing disk).
L imiting Magnitude Determination and E †ective
Sky Coverage Photometric measurements were made to determine the sensitivity of each of the CCDs using Landolt (1983 Landolt ( , 1992 standard stars. LandoltÏs V and R magnitudes were converted into magnitudes corresponding to our VR custom Ðlter by deÐning as the Ñux received through (m VR ) m VR \ 0 the VR Ðlter from a star with both visual magnitude (m V ) equal to zero and red magnitude equal to zero. (m R ) Table 4 shows the of a star imparting 1 count s~1 instrumental m VR Ñux onto each CCD. These values were used to calibrate the Ñux of artiÐcial moving objects placed on the test images.
The same random-number generator as mentioned above was used to create a set of 2000 artiÐcial SMOs evenly distributed in speed, projected inclination, magnitude, and position for each of the eight mosaic chips. The speed ranges produced were 2AÈ10A hr~1 and the inclination ranged from ]30¡ to [30¡ from the ecliptic, corresponding to our selections for the real SMO data search. By running these "" Monte Carlo ÏÏ simulations in batches of 100, the probability of more than one pair of artiÐcial SMOs overlapping per image becomes less than 0.3%. The KBOs were given PSFs matched to real stars with added photon noise. The program was run, and correct identiÐcations were recorded. There was no observed object inclination or speed bias a †ecting program performance. We used these data to estimate the limiting magnitude and e †ective sky coverage of our survey.
RESULTS
Using the techniques described in we have plotted the°4, net efficiency of the mosaic, the maximum detection efficiency and the magnitude at which detection effi-(e ' ), ciency drops to for the Galalactic latitude 0.5e ' (m VR50 ) bounds of Ðelds imaged in our survey in
We use Figure 4 . as our sensitivity limit. Note that this quantity is m VR50 reduced at low Galactic latitudes because of high background star density.
gives and for each of Table 5 e ' m VR50 the chips and for the CCD as a whole. Note that the evennumbered chips have lower because a section of each e ' , of these chips was vignetted by the circular VR Ðlter. To compute e †ective area from the actual sky area (A eff ) imaged we assert that is dominated by a (A act ), e ' reduction in the CCD area where SMOs may be found. This statement is supported by two observations : (1) the vignetted CCDs have roughly inversely proportional to e max the obscured area, and (2) is insensitive to background e ' star density. Thus we obtain the e †ective area from the formula
The maximum detection efficiencies are 0. is maximum detection efficiency, and is the e ' m VR50 magnitude at which detection efficiency drops to 0.5e ' . (Jewitt 1996 ) sponding for gray objects. The agreement m R \ 23.1 between these numbers suggests that future surveys will locate objects suitable for rendezvous with the Pluto Express spacecraft. Unfortunately, we were only able to recover one of the four detected objects, 1996 from the KV 1 , PE Ðelds. This KBO will be reobserved at successive oppositions to more accurately determine its orbital elements. A summary of the orbital information for all objects appears in from Marsden Table 6 (1996a, 1996b).
SUMMARY
We have demonstrated that MODS is a useful utility for moving-object surveys. It is both robust and self-consistent, as our studies of the parameter space indicate. The use of a computer program allows the quantiÐcation of our survey sensitivity to an accuracy that is infeasible with traditional blinking by eye. In addition, we have applied MODS to a data set that may contain slow-moving objects with which the Pluto Express spacecraft can rendezvous. We have found two near-Pluto KBOs and two KBOs at higher Galactic latitudes. Future surveys will make use of the program to analyze much larger data sets than were conceivable without automated moving-object identiÐcation methods.
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