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Abstract
We prove a recent conjecture of Lassalle about positivity and integrality of coefficients
in some polynomial expansions. We also give a combinatorial interpretation of those num-
bers. Finally, we show that this question is closely related to the fundamental problem of
calculating the linearization coefficients for binomial coefficients.
1 Introduction
Une partition µ = (µ1 ≥ µ2 ≥ · · · ≥ µl > 0) de n est une suite de´croissante d’entiers strictement
positifs de somme n = |µ|. Le nombre l = l(µ) est appele´ la longueur de µ. Pour tout i ≥ 1,
l’entier mi(µ) = card{j : µj = i} est la multiplicite´ de i dans µ. De´finissons
zµ =
∏
i≥1
imi(µ)mi(µ)!.
Pour n ≥ 1 les factorielles montantes et descendantes sont de´finies comme suit :
〈x〉n = x(x− 1) · · · (x− n+ 1), (x)n = x(x+ 1) · · · (x+ n− 1).
Notons que 〈−x〉n = (−1)
n(x)n et que les coefficients binomiaux valent
(
x
n
)
= 〈x〉n/n!. Dans ses
travaux sur les polynoˆmes de Jack [11] Lassalle a re´cemment pose´ la conjecture suivante.
Conjecture 1. Soit X une inde´termine´e, m et n deux entier strictement positifs et r =
(r1, . . . , rm) une suite d’entiers positifs telle que |r| =
∑m
i=1 ri > 0. On a
∑
|µ|=n
X l(µ)−1
zµ

l(µ)∑
i=1
m∏
k=1
(µi)rk
rk!

 = 1
|r|
min(n,|r|)∑
k=1
c
(r)
k
(
X + n− 1
n− k
)
, (1)
ou` les coefficients c
(r)
k sont des entiers positifs a` de´terminer.
Remarquons d’abord que le membre de gauche de (1) est un polynoˆme en X de degre´ n− 1,
donc il peut eˆtre de´veloppe´ dans la base {
(
X+n−1
n−k
)
} (1 ≤ k ≤ n) d’une seule fac¸on. Ceci implique
l’existence et l’unicite´ des coefficients rationnels c
(r)
k au membre de droite de (1).
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Comme nous allons le de´montrer, les nombres c
(r)
k sont en fait des entiers positifs et inde´pendants
de n. Pour m = 1 et m = 2 les coefficients c
(r)
k ont e´te´ de´termine´s et la conjecture a e´te´
ve´rifie´e (voir [6, 10, 11, 14]). Dans le premier cas, le nombre c
(r1)
k est un cofficient binomial
c
(r1)
k =
(
r1
k
)
,
et dans le deuxie`me cas Lassalle [11] a obtenu plusieurs formules exprimant c
(r1,r2)
k , qui se
re´duisent au cas pre´ce´dent lorsque r2 = 0. Donc les coefficients c
(r)
k sont des extensions des
coefficients binomiaux classiques.
L’objectif de cet article est de donner une solution comple`te de ce proble`me, ceci par trois
approches distinctes utilisant des techniques comple`tement diffe´rentes. Plus pre´cise´ment, la sec-
tion 2 donne une re´ponse analytique a` la conjecture 1, ainsi que quelques identite´s du meˆme type,
ceci a` l’aide des fonctions ge´ne´ratrices multivarie´es. Dans la troisie`me section, nous donnons
une interpre´tation combinatoire de l’identite´ suivante :
∑
|µ|=n
n!
zµ
X l(µ)−1
l(µ)∑
i=1
m∏
k=1
µi
(
µi + rk − 1
rk − 1
)
=
∏
j rj
|r|
min(n,|r|)∑
k=1
c
(r)
k k!
(
n
k
)
(X + k)n−k. (2)
Bien que la the´orie des espe`ces (voir [3] pour une introduction) nous ait permis d’imaginer cette
de´monstration, nous pensons qu’une pre´sentation moins e´litiste, plus populaire, accompagne´e
de calculs explicites, permettra de rendre les ide´es encore plus accessibles. Dans la dernie`re
section, nous de´taillons une troisie`me de´monstration de la conjecture de Lassalle qui utilise le
calcul aux diffe´rences et le cas particulier m = 1, dont on trouve une de´monstration dans [10].
Dans ce paragraphe, nous voyons que le proble`me essentiel souleve´ par la conjecture de Lassalle
est le calcul de certains coefficients de line´arisation. Malgre´ l’importance fondamentale de cette
question, il semble que, jusqu’a` pre´sent, les coefficients de line´arisation ne furent e´tudie´s que
pour les polynoˆmes orthogonaux. C’est pourquoi nous ajoutons un traitement combinatoire du
proble`me dans ce paragraphe.
Afin de rendre la lecture la plus autonome possible nous rappelons ici quelques formules
fre´quemment utilise´es dans la suite. D’abord la formule binomiale peut s’e´crire :
(1− x)−α =
∑
n≥0
(α)n
n!
xn. (3)
Nous aurons aussi besoin de la transformation suivante, qui est un cas limite de la formule de
Whipple [1, p. 142] :
3F2
[
−n, a, b
c, d
; 1
]
=
(c− a)n
(c)n
3F2
[
−n, a, d− b
d, a+ 1− n− c
; 1
]
, (4)
et qui se re´duit a` la formule de sommation de Chu-Vandermonde lorsque b = d :
2F1
[
−n, a
c
; 1
]
=
(c− a)n
(c)n
, (5)
ou`
pFq
[
a1, a2, . . . , ap
b1, b2, . . . , bq
; z
]
=
∑
k≥0
(a1)k . . . (ap)k
(b1)k . . . (bq)k
zk
k!
.
est la de´finition des fonctions hyperge´ome´triques classiques.
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2 Fonctions ge´ne´ratrices
En multipliant le membre de gauche de (1) par tnxr11 . . . x
rm
m et en sommant sur n ≥ 1 et les
entiers r1, . . . , rm ≥ 0 tels que |r| 6= 0, par la formule binomiale (3), nous sommes amene´s a`
e´valuer l’expression ∑
|µ|≥1
t|µ|
X l(µ)−1
zµ
l(µ)∑
i=1
(
m∏
l=1
(1− xl)
−µi − 1
)
.
Lemme 1. Soit y une inde´termine´e, alors
∑
|µ|≥1
t|µ|
X l(µ)−1
zµ
l(µ)∑
i=1
(yµi − 1) =
∑
n≥1
tn
n∑
k=1
(
X + n− 1
n− k
)
(y − 1)k
k
. (6)
Preuve. Toute partition µ non nulle correspond de fac¸on biunivoque a` une suite non nulle a`
support fini m = (m1,m2, . . .) telle que µ = (1
m12m2 . . .). On a donc
∑
|µ|≥1
t|µ|
X l(µ)−1
zµ
l(µ)∑
i=1
yµi =
∑
m
X−1
∏
j≥1
(
Xtj
j
)mj 1
mj!
∑
i≥1
miy
i
=
∑
i≥1
yi

∑
mi≥0
mi
(
Xti
i
)mi X−1
mi!

 ·∏
j 6=i
∑
mj≥0
(
Xtj
j
)mj 1
mj!
=
∑
i≥1
(yt)i
i
exp
(
Xti
i
)∏
j 6=i
exp
(
Xtj
j
)
= (1− t)−X log(1− yt)−1. (7)
Par soustraction du terme correspondant a` y = 1, nous obtenons
∑
|µ|≥1
t|µ|
X l(µ)−1
zµ
l(µ)∑
i=1
(yµi − 1) = (1− t)−X log
(
1−
t
1− t
(y − 1)
)−1
=
∑
k≥1
(1− t)−X−k
tk(y − 1)k
k
=
∑
n≥1
tn
n∑
k=1
(
X + n− 1
n− k
)
(y − 1)k
k
, (8)
ce qui ache`ve la de´monstration.
Notons, pour toute fonction multivarie´e f , par [xr11 · · · x
rm
m ]f(x1 · · · xm) le coefficient de
xr11 · · · x
rm
m dans f . Nous de´duisons donc de (8), en posant y = 1/(1 − x1)(1 − x2) · · · (1 − xm),
le re´sultat suivant.
The´ore`me 1. Soient c
(r)
k les nombres rationnels de´finis par (1). Alors
c
(r)
k
|r|
= [xr11 · · · x
rm
m ]
1
k
(
1
(1− x1) · · · (1− xm)
− 1
)k
. (9)
En particulier, kc
(r)
k /|r| est un entier positif et ne de´pend pas de n.
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Nous en de´duisons donc une preuve de la conjecture 1 de Lassalle.
Corollaire 1. Les nombres c
(r)
k sont des entiers positifs.
En effet, le the´ore`me 1 implique que
c
(r)
k = [x
r1
1 · · · x
rm
m ]
d
dz
∣∣∣∣∣
z=1
1
k
(
1
(1− zx1) · · · (1− zxm)
− 1
)k
(10)
= [xr11 · · · x
rm
m ]
(
1
(1− x1) · · · (1− xm)
− 1
)k−1 x1
1−x1
+ · · · + xm1−xm
(1− x1) · · · (1− xm)
.
La dernie`re expression montre clairement que c
(r)
k ∈ N.
Il est aussi possible de de´duire le corollaire au moyen des fonctions syme´triques homoge`nes
sur {x1, . . . , xm}, qui sont de´finies [8, 12] par la fonction ge´ne´ratrice :∑
n≥0
hn(x1, . . . , xm)z
n =
m∏
i=1
(1− zxi)
−1,
et donc ceci, a` l’aide de (10), permet d’e´crire :
∑
k≥1
∑
r1,...,rm≥0
c
(r)
k t
kxr11 · · · x
rm
m = −
d
dz
∣∣∣∣∣
z=1
log

1− t∑
n≥1
hn(x1, . . . , xm)z
n


=
d
dz
∣∣∣∣∣
z=1
∑
n≥1
zn
∑
|λ|=n
tl(λ)
(
l(λ)− 1
m1(λ),m2(λ), . . .
)
hλ(x1, . . . , xm)
=
∑
λ
tl(λ)|λ|
(
l(λ)− 1
m1(λ),m2(λ), . . .
)
hλ(x1, . . . , xm), (11)
ce qui montre aussi que c
(r)
k ∈ N. Notons que le membre de droite de (11) s’apparente au
de´veloppement de la nie`me fonction syme´trique puissance pn(x1, . . . , xm) dans la base des fonc-
tions syme´triques homoge`nes donne´ par la formule de Waring [8, 13].
D’autre part, en de´veloppant le membre de droite de (9) par la formule binomiale, nous
obtenons
(−1)k
k
+
1
k
∑
i≥1
(−1)k−i
(
k
i
)
(1− x1)
−i · · · (1− xm)
−i
=
∑
r
|r|>0
∑
i≥1
(−1)k−i
i
(
k − 1
i− 1
) m∏
l=1
(
rl + i− 1
rl
)
xrll ,
ce qui donne, en extrayant le coefficient de xr11 . . . x
rm
m , le re´sultat suivant
Corollaire 2. On a la formule explicite pour c
(r)
k :
c
(r)
k = |r|
∑
i≥1
(−1)k−i
i
(
k − 1
i− 1
) m∏
l=1
(
rl + i− 1
rl
)
(12)
=
m∑
j=1
k∑
i=1
(−1)k−i
(
k − 1
i− 1
)(
i+ rj − 1
rj − 1
) m∏
l=1,l 6=j
(
rl + i− 1
rl
)
. (13)
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En particulier, pourm = 1 etm = 2, la formule (12) permet de retrouver les deux expressions
explicites de Lassalle [11]. En fait, pour m = 1 la formule (9) se re´duit directement a`
k
r1
c
(r1)
k = [x
r1
1 ] x
k
1(1− x1)
−k = [xr11 ]
∑
l≥k
(
l − 1
k − 1
)
xl1 =⇒ c
(r1)
k =
(
r1
k
)
. (14)
Pour m = 2 la formule (12) se´crit
c
(r1,r2)
k =
r1 + r2
k
k∑
i=1
(−1)k−i
(
k
i
)(
i+ r1 − 1
r1
)(
i+ r2 − 1
r2
)
= (−1)k−1(r1 + r2) 3F2
[
−k + 1, r1 + 1, r2 + 1
2, 1
; 1
]
.
Appliquons deux fois la formule (4) a` l’expression ci-dessus, ce qui donne bien
c
(r1,r2)
k =
(
r1 + r2
k
)
3F2
[
−k + 1,−r1,−r2
1− r1 − r2, 1
; 1
]
.
Remarquons qu’en appliquant une troisie`me fois (4), on retrouve une autre expression de [11] :
c
(r1,r2)
k =
(
r1 + r2
k
)(
r1 + r2
r1
)
3F2
[
−r1,−r2, k − r1 − r2
1− r1 − r2,−r1 − r2
; 1
]
=
∑
i≥0
(−1)i
(
r1 + r2 − i
k
)
r1 + r2
r1 + r2 − i
(
r1 + r2 − i
i
)(
r1 + r2 − 2i
r1 − i
)
.
Remarque. Lorsque tous les ri sont nuls, le membre de droite de (1) n’a pas de sens. Or il
re´sulte de (8) avec y = 0 que
(1− t)−X log(1− t)−1 =
∑
n≥1
tn
n∑
k=1
(
X + n− 1
n− k
)
(−1)k−1
k
,
ce qui donne le prolongement suivant de (1) pour r = 0 :
∑
|µ|=n
X l(µ)−1
zµ
l(µ) =
n∑
k=1
(−1)k−1
k
(
X + n− 1
n− k
)
. (15)
Cette formule est en fait la de´rive´e d’une formule de Macdonald [12, p. 26] :
∑
|µ|=n
X l(µ)
zµ
=
(
X + n− 1
n
)
.
Enfin, en multipliant le membre de gauche de (1) par tnxr11 . . . x
rm
m et en sommant sur n ≥ 1
et les entiers r1, . . . , rm ≥ 0, nous obtenons
∑
|µ|≥1
t|µ|
X l(µ)−1
zµ
l(µ)∑
i=1
m∏
l=1
(1− xl)
−µi ,
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ce qui peut se de´velopper directement a` l’aide de (7) comme suit :
∑
n≥0
tn
(X)n
n!
∑
k≥1
1
k
(
t
(1− x1) · · · (1− xm)
)k
=
∑
n,k≥1
tn
k
(
X + n− k − 1
n− k
) m∏
l=1
∑
rl≥0
(k)rl
rl!
xrll ,
et donc nous obtenons l’identite´
∑
|µ|=n
X l(µ)−1
zµ
l(µ)∑
i=1
m∏
k=1
(µi)rk
rk!
=
n∑
k=1
1
k
m∏
l=1
(
rl + k − 1
rl
)(
X + n− k − 1
n− k
)
. (16)
Il est possible d’e´tablir une extension de (16), a` l’aide du coefficient
〈
µ
p
〉
introduit par Lassalle
dans [10], et qui compte, pour toute partition µ et tout p ∈ N, le nombre de fac¸ons de choisir p
e´le´ments dans le diagramme de Ferrers de µ, dont au moins un par ligne.
Proposition 1.
∑
|µ|=n
〈
µ
p
〉
X l(µ)−1
zµ

l(µ)∑
i=1
m∏
k=1
(µi)rk
rk!


=
min(p,|r|)∑
k=1
1
k

n−p+k∑
j=k
(
j − 1
k − 1
)(
n− j − 1
p− k − 1
) m∏
l=1
(
rl + j − 1
rl
)(X + p− k − 1
p− k
)
. (17)
Preuve. On a la fonction ge´ne´ratrice suivante [8] :
∑
p≥1
〈
µ
p
〉
xp =
∏
k≥1
(
(1 + x)k − 1
)mk(µ)
.
Nous pouvons ainsi, comme pour (16), calculer la fonction ge´ne´ratrice du membre de gauche de
(17), en le multipliant par tnxpxr11 . . . x
rm
m et en sommant sur n, p ≥ 1 et r1, . . . , rm ≥ 0 :
∑
|µ|≥1
t|µ|
X l(µ)−1
zµ
∑
p≥1
〈
µ
p
〉
xp
l(µ)∑
i=1
m∏
l=1
(1− xl)
−µi
=
(
1−
tx
1− t
)−X [
log
(
1−
t
(1− x1) · · · (1− xm)
)
− log
(
1−
t(1 + x)
(1− x1) · · · (1− xm)
)]
.
De´veloppons alors cette dernie`re expression, ce qui donne :
∑
p≥0
(
tx
1− t
)p (X)p
p!
∑
j≥1
1
j
(
t
(1− x1) · · · (1− xm)
)j (
(1 + x)j − 1
)
=
∑
j,k≥1
∑
p≥0
1
j
(
tx
1− t
)p (X)p
p!
(
t
(1− x1) · · · (1− xm)
)j (j
k
)
xk
=
∑
j,k,p≥1
1
j
(
j
k
)(
X + p− k − 1
p− k
)
xp

 m∏
l=1
∑
rl≥0
(j)rl
rl!
xrll

 tp+j−k(1− t)−p+k.
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Mais en utilisant la formule binomiale sous la forme :
(1− t)−p+k =
∑
n≥0
(p− k)n
n!
tn,
en remplac¸ant n par n − p − j + k et en extrayant le coefficient devant xptnxr11 · · · x
rm
m , nous
obtenons la fonction ge´ne´ratrice du membre de droite.
Remarque. Pour p = n, l’identite´ (17) donne bien (16).
3 Interpre´tation en the´orie d’espe`ces
Imaginons que m espe`ces d’animaux, a` savoir r1 aˆnes, r2 belettes, r3 chevaux, r4 daims,
r5 e´cureuils, . . . , rm mulets organisent une Table Ronde sur le the`me Protection des espe`ces.
E´videmment, l’e´ve´nement a lieu a` Montre´al dans la salle de confe´rence de l’UQAM, ou` il y a
n chaises a` la disposition des participants. Le comite´ d’organisation les place autour de plusieurs
tables rondes, et rattache chaque chaise a` ses deux voisines a` l’aide d’un ruban e´lastique pour
bien fixer l’ordre. E´tant donne´e une partition µ de n, il est e´vident que le comite´ d’organisation
a n!/zµ possibilite´s pour placer n chaises donne´es autour de l = l(µ) tables rondes, a` savoir
m1(µ) tables avec une seule place, m2(µ) tables avec deux places, m3(µ) tables avec trois places,
. . . , mn(µ) tables avec n places. Apre`s avoir termine´ ce travail, le comite´ contacte l’aˆne le plus
aˆge´, pour que celui-ci puisse en choisir une. Les l(µ)− 1 autres tables rondes restent donc libres
et sont chacune re´serve´es pour l’un des X autres se´minaires programme´s a` Montre´al. En fait,
c’est le comite´ d’organisation qui se de´cide en faveur d’une des X l(µ)−1 re´servations possibles.
Puisque l’aˆne n’a re´serve´ qu’une seule table avec µi places, il est de´ja` assez clair que tout
le monde ne pourra pas venir, d’autant plus que les organisateurs n’acceptent pas que deux
repre´sentants d’une meˆme espe`ce s’assoient sur une meˆme chaise. En effet, dans ce cas ils
risqueraient de chuchoter l’un avec l’autre tout le temps. Il est cependant tout a` fait admissible et
meˆme, dans l’esprit de l’entente entre les espe`ces, de´sirable, que des repre´sentants de diffe´rentes
espe`ces s’installent sur une meˆme chaise. Par ailleurs, toute tentative d’e´viter cette cohabitation
serait perdue d’avance, parce que chaque espe`ce tient beaucoup a` son inde´pendance : notamment
dans le choix des chaises. Les aˆnes de´cident donc d’envoyer l’une des
(
r1
a
)
de´le´gations possibles,
ou`, e´videmment, 1 ≤ a ≤ r1, puisque chaque espe`ce doit eˆtre repre´sente´e a` Montre´al. Apre`s
eˆtre arrive´s dans la salle de confe´rence, les commissaires choisissent a chaises pour s’y installer
dans un ordre line´aire. Autrement dit, l’aˆne le plus aˆge´ de la commission commence par choisir
sa place, et les autres commissaires s’installent, suivant l’aˆge, l’un apre`s l’autre sur les places
choisies a` sa gauche jusqu’a` ce que le plus jeune aˆne de la commission s’assoit sur la place choisie
a` la droite du doyen. Pour les aˆnes, il y a donc effectivement, en vertu de (5),
r1∑
a=1
(
r1
a
)(
µi
a
)
a = µi
(
µi + r1 − 1
r1 − 1
)
manie`res diffe´rentes de prendre leurs fonctions. En re´sume´ nous avons e´tabli le re´sultat suivant
Lemme 2. Soit Fk(r) le nombre de fac¸ons de choisir des commissaires d’une espe`ce ayant r
repre´sentants et de les installer autour d’une table ayant k chaises, alors
Fk(r) = k
(
k + r − 1
r − 1
)
= r
(
k + r − 1
k − 1
)
.
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Par conse´quent, nous avons le re´sultat explicite suivant :
Proposition 2. Si Fk(r) (resp. Sk(r)) est le nombre de manie`res de choisir des commissaires
de chaque espe`ce et de les installer autour d’une table avec k places (resp. dont aucune ne doit
rester vide), alors on a
Fk(r) =
m∏
i=1
Fk(ri) =
m∏
l=1
rl
(
k + rl − 1
rl − 1
)
, (18)
et
Sk(r) =
k∑
i=1
(−1)k−i
(
k
i
) m∏
l=1
rl
(
i+ rl − 1
rl
)
. (19)
En effet, d’apre`s le lemme 2 la formule (18) est e´vidente, et d’autre part on a l’e´quivalence
suivante :
Fk(r) =
k∑
i=1
(
k
i
)
Si(r)⇐⇒ Sk(r) =
k∑
i=1
(−1)k−i
(
k
i
)
Fi(r),
qui permet de de´duire (19) par substitution de (18).
Voila` pourquoi le nombre total de sce´narios diffe´rents est e´gal a`
∑
|µ|=n
n!
zµ
X l(µ)−1
l(µ)∑
i=1
Fµi(r).
La re´union commence bien a` l’heure. He´las, c’est un e´cureuil qui cause les premiers retards
en critiquant la politique des chaises vides. Apre`s un vote, les de´le´gations de´cident donc que
chaque commissaire qui trouve une chaise vide a` sa droite e´loigne celle-ci et coupe le ruban
e´lastique. Les organisateurs sont dans tous leurs e´tats apre`s avoir appris que des rubans furent
coupe´s. Mais au bout du compte, ils prennent leur parti de la situation et arrangent les chaises
vides en plusieurs queues derrie`re les chaises occupe´es tout en laissant les autres rubans intacts.
Une belette pense qu’il aurait e´te´ plus simple de choisir les k chaises re´ellement occupe´es
d’abord et de les placer autour d’une table ronde plus petite. Le doyen des daims ajoute que
cela aurait e´te´ possible de (k− 1)!
(
n
k
)
manie`res diffe´rentes, mais ensuite il aurait e´te´ fort difficile
de partitionner les autres n− k chaises en c ordres cycliques et l ordres line´aires, d’autant plus
que cette configuration devrait eˆtre compte´e avec un facteur Xc〈k〉l, puisque il faut bien placer
chaque queue de chaises derrie`re une des k places occupe´es. Rien de plus simple que cela,
s’exclame un petit e´cureuil : on obtient le polynoˆme de recouvrement C!(Kn−k,X, k) du graphe
oriente´ complet Kn−k ([5]) ! Et, graˆce au the´ore`me de dualite´ ([4], [9]), le re´sultat est e´gal a`
C!(Kn−k,X, k) = (−1)
n−kC!(Kn−k,X,−X − k) = (−1)
n−k〈−X − k〉n−k = (X + k)n−k,
puisque le graphe oriente´ Kn−k sans aucun arc n’admet qu’une seule partition en n− k ordres
line´aires. Un cheval trouve que ce n’est vraiment pas la peine de renvoyer les lecteurs aux
œuvres de ces jeunes vauriens quand, en re´alite´, on utilise des re´sultats classiques imagine´s par
des maˆıtres tels Berge ([2]), Foata et Strehl ([7]) :∑
f :[n−k]→[n]
Xcyc f = (X + k)n−k,
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ou` la somme porte sur toutes les injections f : {1, . . . , n− k} → {1, . . . , n} (cyc f est le nombre
de cycles de f). Un grand mulet, cependant, pense qu’il serait souhaitable de pre´senter une
de´monstration a` la lumie`re de la the´orie des espe`ces :
exp

X∑
i≥1
(i− 1)!
ti
i!



1 +∑
i≥1
i!
ti
i!


k
= exp [−X log(1− t)] [1− t]−k
= [1− t]−X−k = 1 +
∑
i≥1
(X + k)i
ti
i!
.
Apre`s une halte contemplative, un aˆne remarque que l’on aurait, par ailleurs, e´tabli deux
formules nouvelles pour le nombre de sce´narios diffe´rents : l’une, plus difficile, correspondant
a` ce qui vient d’eˆtre discute´, et l’autre, plus simple, correspondant au cas ou` l’on n’aurait pas
coupe´ de ruban e´lastique.
The´ore`me 2. Le nombre total de sce´narios diffe´rents peut s’exprimer comme suit :
∑
|µ|=n
n!
zµ
X l(µ)−1

 l(µ)∑
i=1
Fµi(r)

 = n∑
k=1
Fk(r)(k − 1)!
(
n
k
)
(X)n−k (20)
=
n∑
k=1
Sk(r)(k − 1)!
(
n
k
)
(X + k)n−k. (21)
Les identite´s (21) et (20) correspondent respectivement aux identite´s (2) et (16).
On en de´duit alors que
c
(r)
k =
|r|
k ·
∏
j rj
Sk(r) =
m∑
j=1
Sk(r) · rj
k · r1 · · · rm
, (22)
ce qui montre que c
(r)
k est positif et ne de´pend pas de n, et par substitution de (19), on retrouve
les formules du corollaire 2, dont la dernie`re, a` savoir (13), montre que c
(r)
k est un entier.
En fait, nous pouvons renforcer le dernier re´sultat, c’est-a`-dire la conjecture de Lassalle.
Supposons que les m espe`ces d’animaux soient nume´rote´es de 1 a` m. La 1e`re espe`ce est donc
celle des aˆnes et nous pouvons parler de la jie`me espe`ce avec 1 ≤ j ≤ m.
The´ore`me 3. Etant donne´es m espe`ces ayant respectivement r1, . . . , rm repre´sentants et une
table entoure´e de k chaises nume´rote´es de 1 a` k, le nombre de fac¸ons de choisir des commissaires
de chaque espe`ce et de les installer autour de la table ayant k chaises de sorte qu’aucune chaise
ne soit vide et que le doyen de la commission de la jie`me espe`ce soit installe´ sur la chaise
nume´ro k, et que le doyen de toute autre espe`ce fasse partie de sa propre commision est donne´
par
Tk(r; j) =
Sk(r) · rj
k · r1 · · · rm
, pour 1 ≤ j ≤ m.
Preuve. Evidemment nous pouvons supposer sans perdre de ge´ne´ralite´ que j = 1. Il s’agit donc
de de´montrer que
Sk(r) = kr2 · · · rmTk(r; 1).
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Le doyen de la commission des aˆnes (ce n’est pas force´ment le doyen de tous les r1 aˆnes!)
choisit, parmi toutes les k chaises (et pas seulement parmi les chaises occupe´es par les aˆnes),
celle qui porte le plus grand nume´ro (ici le nume´ro k) pour pre´sider la se´ance. Les autres espe`ces,
cependant, sont oblige´es d’installer le doyen de toute leur espe`ce (et pas seulement le doyen de
leur commission) sur la chaise la plus grande parmi celles occupe´es par des commissaires de leur
espe`ce (ce n’est pas force´ment la plus grande de toutes les k chaises!).
La formule (22) peut s’interpre´ter comme suit. Les commissaires des autres espe`ces approu-
vent le principe de pre´sidence sugge´re´ par le doyen de la commission des aˆnes, mais, naturelle-
ment, ils insistent sur l’ide´al de l’e´galite´ de toutes les espe`ces. Suivant l’exemple de l’UE, on
se de´cide donc en faveur d’une pratique du tourniquet, ce qui augmente le nombre total de
sce´narios diffe´rents a` c
(r)
k =
∑m
j=1 Tk(r; j) pour chaque k ∈ N.
Tout le monde est enchante´; seul le jeune mulet revient sur sa question, a` savoir comment
on pourrait installer les commissaires de fac¸on surjective tout en respectant l’inde´pendance de
toutes les espe`ces. Un e´cureuil pense que l’on pourrait utiliser la the´orie des espe`ces virtuelles
([3], sect. 2.5.) pour re´soudre ce proble`me difficile . . .
Avant la deuxie`me confe´rence, des militants antimondialisation se sont infiltre´s dans la salle
de confe´rence pour mettre des graffitis sur p chaises, et notamment sur au moins une chaise a`
chaque table ronde. Ceci augmente le nombre de sce´narios a`
∑
|µ|=n
〈
µ
p
〉
n!
zµ
X l(µ)−1

l(µ)∑
i=1
Fµi(r)

 .
Le jeune mulet sugge`re qu’il faudrait commencer par choisir les p chaises de´grade´es, et noter i
(resp. j) le nombre de chaises de´grade´es (resp. non endommage´es) parmi les µi chaises autour
de la table choisie par le doyen des aˆnes pour la confe´rence. Si l’on e´loigne les chaises non
endommage´es de toutes les autres tables, alors il y a(
n
p
) p∑
i=1
n−p∑
j=0
Fi+j(r)(i + j − 1)!
(
p
i
)(
n− p
j
)
(X)p−i
possibilite´s diffe´rentes. Comme il y a (p− i)(p− i+1)(p− i+2) · · · (n− i− j− 1) = (p− i)n−p−j
manie`res diffe´rentes de re´introduire les n− p− j chaises, on a de´montre´ l’identite´ suivante
∑
|µ|=n
〈
µ
p
〉
n!
zµ
X l(µ)−1

 l(µ)∑
i=1
Fµi(r)


=
(
n
p
) p∑
i=1
n−p∑
j=0
Fi+j(r)(p − i)n−p−j(i+ j − 1)!
(
p
i
)(
n− p
j
)
(X)p−i,
qui est exactement l’identite´ (17).
4 Liens avec les coefficients de line´arisations
Remarquons d’abord qu’en posant X = 0 dans l’e´quation (1) nous obtenons
m∏
i=1
(n)ri
rj !
=
1
|r|
|r|∑
k=0
k c
(r)
k
〈n〉k
k!
. (23)
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Comme c
(r)
k est inde´pendant de n, la de´termination de c
(r)
k apparaˆıt donc comme le calcul des
coefficients de de´veloppement du polynoˆme (x)r1 . . . (x)rm dans la base (〈x〉k)k≥0. De plus, si
nous pouvons de´montrer autrement que les nombres c
(r)
k sont inde´pendants de n, cette approche
fournirait une nouvelle preuve de la conjecture de Lassalle.
Comme dans le paragraphe pre´ce´dent, nous conside´rons r1 aˆnes, r2 belettes, . . . , rm mulets,
qui veulent s’asseoir sur x chaises. De nouveau, deux repre´sentants d’une meˆme espe`ce ne
sont pas autorise´s a` choisir la meˆme chaise. Il est cependant admissible que des repre´sentants
de diffe´rentes espe`ces s’installent sur une meˆme chaise. En fait, ceci est, en ge´ne´ral, meˆme
ine´vitable puisque les espe`ces sont inde´pendantes dans leur choix des chaises. Voila` pourquoi le
nombre de sce´narios possibles est e´gal a` 〈x〉r1〈x〉r2 · · · 〈x〉rm .
Soit E = [r1] ⊎ [r2] ⊎ · · · ⊎ [rm] l’union disjointe des repre´sentants de toutes les espe`ces. Ap-
pelons un sous-ensemble T ⊆ E transversal si card(T ∩ [ri]) ∈ {0, 1} pour tout i ∈ {1, 2, . . . ,m}.
Les transversaux de E sont e´videmment les sous-ensembles qu’on peut installer sur une seule
chaise. Ceci de´montre le the´ore`me suivant.
The´ore`me 4. Soit dk(r1, . . . , rm) le nombre de manie`res diffe´rentes de partitionner E en
k transversaux non-vides, alors
〈x〉r1 · · · 〈x〉rm =
∑
k≥0
dk(r)〈x〉k, (24)
En particulier, nous avons la formule de line´arisation classique :
〈x〉r1〈x〉r2 =
∑
k≥0
(
r1
k
)(
r2
k
)
k!〈x〉r1+r2−k (25)
En effet, pourm = 2, s’il y a k transversaux de cardinal deux et si le nombre total de transversaux
vaut r1 + r2 − k, alors nous pouvons les choisir de
(
r1
k
)(
r2
k
)
k! fac¸ons distinctes, c’est-a`-dire
dr1+r2−k(r1, r2) =
(
r1
k
)(
r2
k
)
k!.
Il est encore plus simple de choisir directement, de fac¸on inde´pendante, m sous-ensembles
de [x] de cardinaux r1, . . . , rm, respectivement. Ceci est possible de
(
x
r1
)
· · ·
(
x
rm
)
manie`res
distinctes et montre le the´ore`me suivant.
The´ore`me 5. Soit d˜k(r) le nombre de manie`res diffe´rentes de choisir m sous-ensembles de [k]
de cardinaux r1, . . . , rm, respectivement, de sorte que chaque e´le´ment de [k] soit choisi au moins
une fois. Alors (
x
r1
)
· · ·
(
x
rm
)
=
∑
k≥0
d˜k(r)
(
x
k
)
, d˜k(r) =
k! dk(r)
r1! · · · rm!
, (26)
En particulier, on a
d˜r1+r2−k(r1, r2) =
(
r1 + r2 − k
k, r1 − k, r2 − k
)
.
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On peut aussi donner une preuve directe de ce dernier re´sultat. En effet, choisir deux sous-
ensembles E1 et E2 de [x] tels que |E1| = r1, |E2| = r2 et |E1 ∩ E2| = k e´quivaut a` choisir un
sous-ensemble de [x] de cardinal r1 + r2 − k et puis le partitionner en trois blocs de cardinaux
k, r1 − k, r2 − k, respectivement. D’ou` d˜r1+r2−k(r1, r2) =
(
r1+r2−k
k,r1−k,r2−k
)
.
Au lieu de choisir, de fac¸on inde´pendante, r1, . . . , rm e´le´ments de [x] sans re´pe´tition,
choisissons-les maintenant avec des re´pe´titions possibles. Comme le nombre de fac¸ons de choisir
n e´le´ments dans [x] avec des re´pe´titions possibles est((
x
n
))
=
(
x+ n− 1
n
)
=
(x)n
n!
,
le nombre de sce´narios distincts est donc e´gal a`
((
x
r1
))
· · ·
((
x
rm
))
. Une comparaison avec (23)
montre le the´ore`me suivant.
The´ore`me 6. Soit c˜k(r) le nombre de manie`res diffe´rentes de choisir r1, . . . , rm e´le´ments de [k]
avec des re´pe´titions possibles, de sorte que chaque e´le´ment de [k] soit choisi au moins une fois,
alors ((
x
r1
))
· · ·
((
x
rm
))
=
∑
k≥0
c˜k(r)
(
x
k
)
. (27)
En particulier on a
c˜k(r1, r2) =
∑
l+k1+k2=k
(
k
l, k1 − l, k2 − l
)(
r1 − 1
k1 − 1
)(
r2 − 1
k2 − 1
)
. (28)
Il est e´vident que (27) et (9) fournissent exactement les meˆmes interpre´tations combinatoires
pour les nombres c
(r)
k introduits par Lassalle.
Notons que l’identite´ (25) s’e´crit encore
(x)r1
r1!
(x)r2
r2!
=
∑
l≥0
(−1)l
(
r1 + r2 − l
l, r1 − l, r2 − l
)
(x)r1+r2−l
(r1 + r2 − l)!
. (29)
En utilisant (29) dans (1) nous de´duisons le re´sultat suivant :
Lemme 3. Les coefficients c
(r)
k satisfont la relation de re´currence suivante :
c
(r1,r2,r3,...,rm)
k
r1 + r2 + r3 + · · ·+ rm
=
∑
l≥0
(−1)l
(
r1 + r2 − l
l, r1 − l, r2 − l
)
c
(r1+r2−l,r3,...,rm)
k
r1 + r2 − l + r3 + · · ·+ rm
. (30)
En particulier, comme c
(r1)
k =
(
r1
k
)
(voir (14)), les coefficients c
(r)
k sont inde´pendants de n.
Par comparaison de (23) et (27) il en re´sulte que
c˜k(r) = k c
(r)
k /|r|.
En vue de de´duire une nouvelle preuve de la conjecture de Lassalle, nous introduisons
quelques notations supple´mentaires. Pour tout polynoˆme P (x) de´finissons les ope´rateurs E,
I et ∆ comme suit :
EP (x) = P (x+ 1), IP (x) = P (x) et ∆ = E − I.
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Pour tout k ≥ 0 posons ∆0(P (x)) = P (x) et ∆k+1 = ∆(∆k). La formule binomiale implique
que
∆nP (x) = (E − I)nP (x) =
n∑
k=0
(−1)k
(
n
k
)
P (x+ n− k), (31)
et d’autre part nous avons le de´veloppement de Taylor suivant :
P (x) =
∑
k≥0
∆kP (0)
k!
〈x〉k. (32)
En vertu de la formule de Chu-Vandermonde (5) on a
(x)n =
∑
j≥0
(
n
j
)
(j)n−j〈x〉j .
Ainsi
m∏
i=1
(x)ri =
∑
j1,...,jm≥0
m∏
i=1
(
ri
ji
)
(ji)ri−ji〈x〉ji . (33)
Substituons (24) dans (33) :
m∏
i=1
(x)ri =
|r|∑
k=0
∑
j1,...,jm≥0
(
m∏
i=1
(
ri
ji
)
(ji)ri−ji
)
dk(j)〈x〉k. (34)
D’autre part, en appliquant directement (31) et (32) avec P (x) = (x)r1 · · · (x)rm nous obtenons
m∏
i=1
(x)ri =
|r|∑
k=0

 1
k!
k∑
j=0
(−1)j
(
k
j
) m∏
i=1
(k − j)ri

 〈x〉k. (35)
Graˆce au lemme 3 la comparaison de (23) avec (34) et (35) montre le the´ore`me suivant.
The´ore`me 7. On a d’une part
c
(r)
k =
r1 + · · ·+ rm
r1! · · · rm!
∑
j1,...,jm≥0
(
m∏
i=1
(
ri
ji
)
(ji)ri−ji
)
dk(j)
k
, (36)
et d’autre part la formule explicite (13), c’est-a`-dire,
c
(r)
k =
m∑
j=1
k∑
i=1
(−1)k−i
(
k − 1
i− 1
)(
i+ rj − 1
rj − 1
) m∏
l=1,l 6=j
(
rl + i− 1
rl
)
. (37)
Il re´sulte respectivement de (36) et (37) que c
(r)
k est entier et positif.
Remarque. Un q-analogue des re´sultats de cette dernie`re section sera traite´ dans un article
ulte´rieur.
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