Constructive proofs of resolution of singularities over fields of characteristic zero are defined in terms of the order of ideals. However the function order has to be corrected, in order to compute centers having normal crossings with the previous exceptional divisor E. In this paper we present an algorithm of resolution of singularities (in characteristic zero), constructed using a function κ E which plays the role of the function order. The function κ E has not to be corrected since it encodes enough information of the exceptional divisor E. In fact this function allows to find regular hypersurfaces of maximal contact and having normal crossings with E.
Introduction.
Resolution of singularities in characteristic zero is proved using induction on the dimension of the ambient space. It is well known that embedded desingularization of schemes is strongly related to log-resolution of ideals. Given an ideal J ⊂ O W , where W is a regular scheme of finite type over a field of characteristic zero, the problem of constructing a log-resolution of J may be reduced to the the problem of dropping the maximal order of J. Let c be the maximum order of J, then one is able (in characteristic zero) to find, locally for any point in W , a regular hypersurface V ⊂ W and a coefficient ideal Coeff V (J) ⊂ O V . The inductive procedure asserts that to drop the maximum order c is equivalent to some resolution process for the coefficient ideal in the hypersurface V . This procedure and the induction hypothesis define a sequence of blowing ups W ′ → W such that the weak transform J ′ ⊂ O W ′ of J has maximal order c ′ with c ′ < c. Now we can find again a regular hypersurface V ′ , using the same argument as above. The problem is that now in W ′ we have a normal crossing divisor E ′ in W ′ and we are forced to choose a hypersurface V ′ transversal to E ′ , but this condition is not always possible to satisfy, see the comment after 6.7.1 in example 6.7. In fact one of the main difficulties to achieve desingularization in characteristic zero is to choose a hypersurface V ′ which is also transversal to the the divisor with normal crossings E ′ . In order to overcome this difficulty the constructive proofs of resolution of singularities define a second coordinate (see [Vil89] , [BM97] , [EV98] , [EH02] , [W lo05] ). So that one obtains an upper-semi-continuous function t on W and an auxiliary ideal t(J) ⊂ O W which is simpler in the sense that one may apply to t(J) an inductive procedure on the dimension. This function t depends on the ideal J and also on the previous steps in the resolution process.
There are implementations in the computer of the resolution of singularities, see [BS00] and [FKP04] . It seems that the performance of exceptional divisor is important for the complexity of the resulting algorithm, see [Bla07] and also [BM03] . The problem of transversality in resolution of singularities has been studied in [Bod04a] and also in [Bod04b] . In this paper we add some information of the normal crossing divisor E to the function ord and we are able to find the hypersurface V having normal crossings with E. We present a function κ which does not depend on the previous steps. This function κ is defined exclusively in terms of an ideal J and a divisor with normal crossing E, κ E (J). The main property of κ E is that the set of points where the function κ E is maximum, say Max κ E , may be included (locally) in a regular hypersurface V having normal crossings with E. Analogously to the previous algorithms, in characteristic zero, one defines a coefficient ideal Coeff V (J) in V and the induction procedure apply to this ideal in V and the normal crossing divisor E V = {H ∩ V | H ∈ E}. With this procedure we construct a function of resolution Υ. The coordinates of Υ are (essentially) functions (κ n , κ n−1 , . . . , κ 1 ), each κ i is a function defined in terms of an ideal and a normal crossing divisor in dimension i. The function Υ is well defined, in fact we prove that it depends only of the equivalence class of the ideal up to integral closure. See [BM07] for a discussion on different equivalence relations in resolution of singularities. The resulting algorithm of resolution of singularities is different from the previous known algorithms, see example 6.6.
The problem of resolution of singularities in positive characteristic is still open. See [Kaw07] , [KM06] or [Vil07] , [BV08] for some recent approaches. For a general overview see [Hau03] or [Cut04] , [Kol07] .
In section 1 we introduce notation and preliminaries results, in particular the so-called Giraud's lemma 1.9. This lemma prove that there is some compatibility with derivatives and transformation after blowing-up. Section 2 is devoted to define the function κ E and prove the properties providing the induction procedure. Propositions 2.11 and 2.14 ensure that, for a suitable neighborhood, there is a regular hypersurface V having normal crossings with E and such that Max κ E (J) ⊂ V , where Max κ E (J) is the set of points where the value of κ E (J) is maximum. Propositions 2.12 and 2.15 prove that this property (of containing Max κ E (J)) is stable after permissible transformation. The above statements are analogous to known facts about the function ord(J), the order of an ideal J. With the function ord(J) one is able to find a regular hypersurface V such that Max ord(J) ⊂ V . But V may not have normal crossings with E. In section 3 we introduce the language of Q-Rees algebras following [Kaw07] and [Vil06] . A Q-Rees algebra is a graded algebra with graduation in Q + with some additional properties (3.5) . This is a particular case of the notion of idealistic filtrations in [Kaw07] and we extend the notion of Rees algebra in [Vil06] . But in fact we prove that both notions are equivalents in the case of finitely generated algebras, see 3.6 and 3.7. The log-resolution of an ideal J is obtained from a resolution of a Q-Rees algebra J . In fact the resolution of a Q-Rees algebra is equivalent to the notion of resolution for a pair (J, b), see [EV07] . A resolution of a Q-Rees algebra J (3.16) is a sequence of transformations such that the last transform of J has empty singular locus. The singular locus of a Q-Rees algebra may be expressed in terms of differential operators. Given a Q-Rees algebra J one can define an extension ∆ sat (J ), see section 4, such that they define the same singular locus. For a special class of Q Rees algebras, called simple, one may apply our results in section 2 and define a coefficient algebra in a hypersurface V . In principle this procedure depends on the choice of the hypersurface V but we use the same argument as in [W lo05 ] in order to prove that the coefficient ideal does not depend on the possible choice of V , see 4.20 and 4.21. To every Q-Rees algebra J on may associate a companion algebra P, see section 5, such that P is simple and we may apply the results in section 4 in order to make the induction procedure. Finally in section 6 we define a function Υ and prove how to construct the resolution of any Q-Rees algebra in theorem 6.1. Hence we have a constructive proof for log-resolution of ideals and also, following [EV03] the embedded desingularization of a closed subscheme X ⊂ W . We also prove additional properties like equivariance (6.4) and the good behaviour for families (6.5).
The author thanks to Professor O. Villamayor for his useful suggestion and comments.
Preliminaries and notation.
We denote by W a regular noetherian equidimensional scheme of finite type over a field k, where we will assume that the characteristic of k is zero. For a number a ∈ Q we denote by ⌈a⌉ (resp. ⌊a⌋) the minimum (resp. maximum) integer with ⌊a⌋ ≤ a ≤ ⌈a⌉.
We say that E has only normal crossings if for any point ξ ∈ W there is a regular system of parameters
. . , r. And we say that the regular system of parameters x 1 , . . . , x d it is adapted to E at ξ. Let V ⊂ W be a regular closed subscheme. We say that V has normal crossings with E if for any ξ ∈ W there is a regular system of parameters x 1 , . . . , x d adapted to E at ξ such that
We say that V is transversal to E if it has normal crossings with E and, with the previous notation, r < m. If V has normal crossings with E we set
So that E ∩ V is a set of regular hypersurfaces of V having only normal crossings. 
We say that this sequence is a log-resolution of the ideal J if
Definition 1.5. Let X ⊂ W be a closed subscheme. Set E = ∅ and consider as above a sequence of permissible transformations
Set Π : W ′ → W the composition and set X ′ ⊂ W ′ the strict transform of X in W ′ . We say that the sequence is an embedded desingularization of X ⊂ W if X ′ is non-singular, it has only normal crossings with E ′ and Π is an isomorphism outside of the singular locus of X:
Definition 1.6. Let f : W → Λ be a function, where Λ is a totally ordered set. We say that the function f is upper-semi-continuous (u. s. c.) if it takes only finitely many values in Λ, and for any value λ ∈ Λ, the set
We denote by max f the maximum value and Max f = {ξ ∈ W | f (ξ) = max f }, which is a closed set. 
Proof. It is a direct computation with partial derivatives, see [Hir77] for details.
Proof. We proceed by induction on r. For r = 0 the lemma is trivial. Assume the result for r − 1. It is enough to consider g ∈ ∆ r−1
The above proof uses that the characteristic of the ground field is zero, but lemma 1.9 holds also for positive characteristic. One has to use a basis of Diff r (W,E) in terms of a system of parameters at O W,ξ for some closed point ξ. Proposition 1.10. Let (W, E) be a pair and J ⊂ O W be an ideal. Set c = max ord(J) and assume that C ⊂ W is a permissible center such that C ⊂ Max ord(J). Set J ′ = J be the weak transform (1.7), then
where H ′ is the exceptional divisor of the transformation.
Proof. It is direct consequence of 1.9.
2 The function κ E .
In the previous proofs of resolution of singularities the order of an ideal is, essentially, the only function function involved. However the order of an ideal has to be corrected in order to compute centers having normal crossings with the previous exceptional divisor E. In this section we define a function which plays the role of the function order but it has not to be corrected to perform the normal crossings condition. 
. Where tr v : T W,ξ → T W,ξ is the translation with vector v ∈ T W,ξ . We refer to [Hir70] , [Oda73] , [Oda83] , [Oda87] to more details on this subspace.
The set E determines a linear subspace L E ⊂ T W,ξ which corresponds (as above) to the ideal a defining the intersection of all hypersurfaces
For every point ξ ∈ W we define the function
and J the ideal generated by XY + Y 3 + X 4 . Set E 1 = {H 1 }, where H 1 is the hypersurface defined by the ideal (X). If ξ ∈ W is the origin, 
It can be expressed in terms of differential operators
and also using logarithmic differential operators
Proof. Recall that the function ord(J) : W → N is upper-semicontinuous. Let (a, b) ∈ N × {0, 1} we want to prove that the set
Remark 2.5. Recall the relation with derivatives of the function ord:
where r ≤ c. The function ε E has also good behaviour with derivatives in fact ε E (J)(ξ) = ε E (∆ r (J))(ξ) for r ≤ ord(J)(ξ). This comes from 2.3.2 and the fact
We have then for r ≤ c that κ E (J)(ξ) = (c, ǫ) if and only if κ E (∆ r (J))(ξ) = (c − r, ǫ).
The E-tangential set of J at ξ is the set F ⊂ E of all hypersurfaces E-tangential to J at ξ.
Note that the E-tangential set of J at ξ is the minimum set F ⊂ E such that ε F (J)(ξ) = 1.
Remark 2.7. With the notation of 2.3, F is the E-tangential set at ξ if an only if In c (J ξ ) ⊂ (X i 1 , . . . , X i ℓ ) c where x i 1 , . . . , x i ℓ correspond to the hypersurfaces of F . We have also a description of the E-tangential set in terms of derivatives. Let H ∈ E a hypersurface then
Definition 2.8. Let (W, E) be a pair, J ⊂ O W be an ideal and c > 0 an integer. Set
Note that both Sing(J, c) and Sing E (J, c) are closed sets and Sing E (J, c) ⊂ Sing(J, c). Note also that if E = ∅ then Sing E (J, c) = Sing(J, c + 1). Because ε E (J) = 0 everywhere and
Proposition 2.9.
[Enc96] Let (W, E) be a pair, J ⊂ O W be an ideal and C ⊂ Max ord(J) be a permissible center of (W, E). Set c = max ord(J), Π : (W ′ , E ′ ) → (W, E) be the transformation with center C and set J ′ = J be the weak transform of J.
Proof. It is well-known that ord(J)(ξ) ≥ ord(J ′ )(ξ ′ ), for any ideal J.
We only have to consider the case when ξ ′ ∈ H ′ . So that ξ ∈ C and ord(J)(ξ) = c. We may also reduce to the case when ord(J ′ )(ξ ′ ) = c and ε E (J)(ξ) = 0. From the description of ε E (J) in 2.3.2 it follows that there is an element y ∈ ∆ c−1 (J) ξ such that the y, x 1 , . . . , x r is part of a regular system of parameters at O W,ξ , where x 1 , . . . , x r are the equations of E at ξ. Apply 1.10 when r = c−1 and we have that
Proposition 2.9 holds also in positive characteristic. This can be proved using the same argument as in [Hir64] in the proof of inequality ord(
Lemma 2.10. Let (W, E) be a pair, J ⊂ O W an ideal and V ⊂ W a regular closed subscheme having normal crossings with E. For any point ξ ∈ V we have
Proof. It is known that ord(JO V )(ξ) ≥ ord(J)(ξ). We may assume c = ord(JO V )(ξ) = ord(J)(ξ) and prove
We may also assume that ε E (J)(ξ) = 1. The result follows from the description in 2.3.1.
Propositions 2.11, 2.12, 2.14 and 2.15 are the key point in the inductive argument for resolution of singularities.
There is an open set ξ ∈ U ⊂ W and a regular hypersurface V ⊂ U such that 1. V is transversal to E at any point of U (1.1).
Proof. Fix a regular system of parameters x 1 , . . . , x d ∈ O W,ξ adapted to E as in 1.1. Here x 1 , . . . , x r define the hypersurfaces of E ξ . Consider the initial part In c (J ξ ) of the ideal and note that ∆ c−1 (In c (J ξ )) is a linear subspace (this is not true in positive characteristic). Recall that ∆ c−1 (In c (J ξ )) = In 1 (∆ c−1 (J) ξ ). Now note that the linear subspace ∆ c−1 (In c (J ξ )) is not included in (X 1 , . . . , X r ) (2.3.2). So that after a change of the parameters x r+1 , . . . , x n we may assume that
For a suitable open set U , x r+1 defines a regular hypersurface V ⊂ U satisfying (1) and (2).
Proof. The first assertion comes from the fact that C is permissible center. For the second part, note that I(V )O W ′ = I(H ′ )I(V ′ ). Apply 1.10 for r = c − 1 and
Remark 2.13. Note that if C = V then the strict transform V ′ is empty. But in this case we obtain a better situation.
is an isomorphism and the weak transform J = I(C) −c J. Moreover for any point ξ ∈ C we have J ξ = I(C) c ξ . This means that
There is an open set ξ 0 ∈ U ⊂ W such that for any ξ ∈ Max κ E (J) ∩ U , F is included in the E-tangential set of J at ξ. Moreover we have that Proposition 2.15. Let J ⊂ O W be an ideal such that max κ E (J) = (c, 1). Let H ∈ E be a hypersurface E-tangential to J at any ξ ∈ Max κ E (J). Note that this implies that Max κ E (J) ⊂ H. Let C ⊂ Max κ E (J) be a permissible center and Π : (W ′ , E ′ ) → (W, E) be the transformation with center C. Denote H ′ ∈ E ′ the strict transform of H, and set J ′ = J the weak transform of J.
Proof. Denote by H ′ 0 the exceptional divisor of the transformation Π. Since H is E-tangential to J at ξ we know that ord(∆ E\{H} (J))(ξ) = c − 1 (2.7). By 1.10 we have
3 Graded algebras.
We will extend the notion of Rees algebras of [Vil06] to a Q-graduation. In fact our objects are equivalent to the notion of rationally and finitely generated idealistic filtration of [Kaw07] .
Definition 3.1.
[Vil06] Let R be a noetherian ring. Consider the graded algebra:
such that J 0 = R and A is finitely generated as R-algebra. This notion can be extended to sheaves. Let W be a regular noetherian scheme of finite type. Consider the graded algebra
Definition 3.2. Let R be a noetherian ring. Set the Q-graded algebra
Note that this graded algebra is the limit of the N-graded algebras R[T
A Q-Rees algebra over R is a graded subalgebra
4. A is finitely generated, which means that there are
and there is an integer N such that (a) a i N is an integer for i = 1, . . . , r.
(b) The finite set
(c) For any a ∈ Q + we have that J a = J ⌈aN⌉ N .
3.3.
Let R be a ring, f 1 , . . . , f r ∈ R and a 1 , . . . , a r ∈ Q. The Q-Rees algebra generated by f 1 T a 1 , . . . , f r T ar is denoted as
and defined as the minimum Q-Rees algebra containing f i T a i for all i = 1, . . . , r. We say that f 1 T a 1 , . . . , f r T ar are the Q-generators of f 1 T a 1 , . . . , f r T ar . Note that this minimum algebra exists since it is clear that the intersection of Q-Rees algebras is a Q-Rees algebra.
In fact if B ⊂ Gr-Q R is a set then we denote B as the minimum Q-Rees algebra containing B.
Consider a finite number of
N ] we consider the finitely generated Rees algebra
Then the Q-Rees algebra generated by
where J a = L ⌈aN ⌉ for any a ∈ Q + . Note that for any n ∈ N the ideal L n is generated by A Q-Rees algebra is a graded subalgebra
There is an open affine covering {U α } of W such that for any α
is Q-Rees algebra over O W (U α )-algebra for any α (see 3.2). a ∈ Q. This means that we are extending the notion of Rees Algebra given in [Vil06] , but in fact any Q-Rees algebra according to definition 3.5 is equivalent (3.8) to a Rees algebra as in 3.1.
Remark 3.7. Given a Q-Rees algebra J , it naturally generates a rationally and finitely generated idealistic filtration as in [Kaw07, definition 2.1. Let J 1 , J 2 be two Q-Rees algebras. We say that J 1 and J 2 are equivalent if there is an integer N as in 3.6 common for J 1 and J 2 , such that Let J = ⊕ a J a T a be a Q-Rees algebra. There is an integer N such that the Q-Rees algebras J and J N T N are equivalent. If f 1 T a 1 , . . . , f r T ar are Q-generators of J at some open set then set M such that a i M are integers, for i = 1, .., r. And set N an integer such that a i M divides N for all i = 1, . . . , r (see [Vil06] ). Definition 3.12. Let J be a Q-Rees algebra. We define the singular locus of J
and the E-singular locus
Note that Sing E (J ) ⊂ Sing(J ).
3.13. If J 1 and J 2 are equivalent Q-Rees algebras then Sing(J 1 ) = Sing(J 2 ) and Sing E (J 1 ) = Sing E (J 2 ). The first assertion follows from 3.11 (see also [EV07] ). The second assertion, concerning Sing E , comes from the fact that if two ideals J 1 and J 2 of O W have the same integral closure then for any c ∈ N and at any point ξ, the initial ideals In c (J 1 ) ξ and In c (J 2 ) ξ have the same integral closure in Gr(O W,ξ ).
Definition 3.14. A permissible center for J is a permissible center C for the pair (W, E)
where H ′ ⊂ W ′ is the exceptional divisor. The transform of J is the algebra J ′ generated by J ′ a T a for all a ∈ Q + .
Note that in general ⊕ a J ′ a T a is not a Q-Rees algebra since property (3) in definition 3.5 is not always satisfied.
3.15.
It is possible to describe J ′ in terms of generators of J . In fact, assume that f 1 T a 1 , . . . , f r T ar are Q-generators of J at some point ξ ∈ W . For any point ξ ′ ∈ W ′ mapping to ξ we have
Let J 1 and J 2 be equivalent Q-Rees algebras and let C be a permissible center for (W, E). 
such that Sing(J r ) = ∅. We say that the sequence of transformations is a E-resolution of J 0 if Sing E (J r ) = ∅. 
where we consider the lexicographical ordering in Q × {0, 1}. Note that κ E (J ) = (ord(J ), ε E (J )) where ε E (J ) : W → {0, 1} is the function
We conclude from 2.4 that the function κ(J ) is u. s. c.
3.19.
Note that ξ ∈ Sing(J ) if and only if κ E (J )(ξ) ≥ (1, 0), or equivalently ord(J )(ξ) ≥ 1. And ξ ∈ Sing E (J ) if and only if κ E (J )(ξ) ≥ (1, 1).
If f 1 T a 1 , . . . , f r T ar are Q-generators of J at some open set, then
Proposition 3.20. Let J 1 and J 2 be equivalent Q-Rees algebras. Then for any ξ ∈ W we have
Proof. It follows from 3.11 that ord(J 1 )(ξ) = ord(J 2 )(ξ). We conclude that ε E (J 1 )(ξ) = ε E (J 2 )(ξ) by the same argument as in 3.13.
Differential saturation.
The role of differential operators is a key point in the proof of resolution of singularities. Given a Q-Rees algebra J one can define an extension which is saturated with respect to the action of differential operators. This saturated algebra defines the same singular locus and it is used in order to define a canonical coefficient algebra.
Definition 4.1. Let J = ⊕ a J a T a be a Q-Rees algebra and (W, E) be a pair. We say that J is ∆-saturated if ∆ r (J a ) ⊂ J a−r for any integer r with 0 ≤ r ≤ a. The differential saturation of J is the minimum Q-Rees algebra, ∆ sat (J ), such that J ⊂ ∆ sat (J ) and such that it is ∆-saturated. Analogously we may define ∆ sat E (J ) as the minimum Q-Rees algebra ∆ E -saturated and such that J ⊂ ∆ sat E (J ).
Assume that
Proposition 4.3. Let J be a Q-Rees algebra in W and ∆ sat (J ) the ∆-saturation, then 1. Sing(J ) = Sing(∆ sat (J )) and 2. Sing E (J ) = Sing E (∆ sat (J )).
3. If ξ ∈ Sing(J ) then ord(J )(ξ) = ord(∆ sat (J ))(ξ) and κ E (J )(ξ) = κ E (∆ sat (J ))(ξ).
Proof. Part one and two are a consequence of 2.5 and the fact
Last assertion comes from 2.5 and 4.2.
Proposition 4.4. Let J be a Q-Rees algebra in (W, E) and C ⊂ W be a permissible center. Set Π : (W ′ , E ′ ) → (W, E) the transformation with center C. Denote J ′ the transform of J and (∆ sat (J )) ′ be the transform of ∆ sat (J ), then
Proof. It follows from 1.9.
Corollary 4.5.
Definition 4.6. Let V ⊂ W be a smooth closed subscheme. Assume that V has normal crossings with E. We set the coefficient algebra of J as the restriction of the ∆-saturation to V :
Proposition 4.7. Let V ⊂ W be a smooth hypersurface. Then Sing(J )∩V = Sing(Coeff V (J )).
Proof. Let ξ ∈ V , and assume
z is a differential operator of order i. Thenḡ i T a−i ∈ Coeff V (J ) ξ for all i = 0, . . . , ⌈a⌉ − 1. Now we conclude that ord(f ) ≥ a if and only if ord(ḡ i ) ≥ a − i for i = 0, . . . , ⌈a⌉ − 1. This last assertion together with 4.3(1) gives the result. Proposition 4.7 holds if V is any closed subscheme of any codimension. in the above proof one has to substitute z by part of a regular system of parameters.
Proposition 4.8. Let H 0 ∈ E. Then we have Sing E (J ) ∩ H 0 = Sing E H 0 (Coeff H 0 (J )), where
Proof. With the notation as in the proof of 4.7, let ξ ∈ H 0 . Assume that κ E (f ) ≥ (a, 1) so that by 4.7 we have that ord
Proposition 4.9. Let V ⊂ W be a smooth hypersurface and J = ⊕ a J a be a Q-Rees algebra. Then the following are equivalent: Definition 4.10. Let J be a Q-Rees algebra. We say that J is simple if max κ E (J ) = (1, 0). We say that J is E-simple is max κ E (J ) = (1, 1).
Note that if J = ⊕ a J a T a is simple (resp. E-simple) then for any ξ ∈ Max κ E (J ) there is a ∈ Q + such that κ E (J a )(ξ) = (a, 0) (resp. = (a, 1)). In fact if a ∈ Q + has the above property then am ∈ Q + has also that property, for any positive integer m.
Remark 4.11. Let J be a Q-Rees algebra on (W, E). Consider the ∆-saturation ∆ sat (J ) = ⊕ a ∆ sat (J ) a T a . Note that at any point ξ ∈ Sing(J ) we have ord(∆ sat (J ))(ξ) = ord(J )(ξ). Note also that J is simple (resp. E-simple) if and only if ∆ sat (J ) is simple (resp. E-simple).
Definition 4.12. Let J be a Q-Rees algebra on (W, E). We say that a closed subscheme V ⊂ W is of maximal contact with J if V is a regular subvariety, transversal to E (1.1) and I(V )T ⊂ ∆ sat (J ). We say that V has maximal contact at a point ξ if I(V )T ξ ⊂ ∆ sat (J ) ξ . A hypersurface H ∈ E is of E-maximal contact with J if J is E-simple and H is E-tangential (2.6) to the ideal ∆ sat (J ) 1 (the part of degree one of ∆ sat (J )) at every ξ ∈ Sing E (J ). A closed subscheme V ⊂ W is of E-maximal contact with J if V = H 1 ∩ · · · ∩ H m where H i is of E-maximal contact with J for all i = 1, . . . , m.
4.13.
Note that if V ⊂ W is of maximal contact with J then J (and also ∆ sat (J )) is simple and Sing(J ) ⊂ V . On the other hand, assume that J is simple. For any point ξ ∈ Sing(J ) there is a neighborhood U ⊂ W of ξ and a hypersurface V ⊂ U such that V is of maximal contact with J in U . Recall that 2.5 implies that max κ E (∆ sat (J ) 1 ) = (1, 0) and apply 2.11 to the ideal ∆ sat (J ) 1 ).
If V is of E-maximal contact with J then J is E-simple, by definition, and we have Sing E (J ) ⊂ V . Assume that J is E-simple For any point ξ ∈ Sing E (J ) there is a neighborhood U ⊂ W and a hypersurface H ∈ E such that H is of E-maximal contact with J in U (2.14).
4.14. Let V ⊂ W a hypersurface of maximal contact with J . Then Sing(Coeff V (J )) = Sing(J ) ⊂ V Let C ⊂ Sing(J ) be a permissible center for (W, E). Consider the transformation Π : (W ′ , E ′ ) → (W, E) with center C, denote V ′ the strict transform of V and denote J ′ and Coeff V (J ) ′ the transforms of J and Coeff V (J ) respectively. If Sing(J ′ ) = ∅ then V ′ is of maximal contact with J ′ (2.12), by 4.5 we have also that
and
Let C ⊂ Sing E (J ) be a permissible center for (W, E). Consider the transformation Π : (W ′ , E ′ ) → (W, E) with center C, denote H ′ the strict transform of H and denote J ′ and Coeff H (J ) ′ the transforms of J and Coeff H (J ) respectively. If Sing E ′ (J ′ ) = ∅ then H ′ is of E ′ -maximal contact with J ′ (2.15), by 4.5 we have that
and Remark 4.17. Let J 1 and J 2 be equivalent Q-Rees algebras.
• J 1 is simple if and only if J 2 is simple.
• J 1 is E-simple if and only if J 2 is E-simple.
Proposition 4.18. Let J 1 and J 2 be equivalent Q-Rees algebras.
1. If V has maximal contact with J 1 then V has maximal contact with J 2 .
2. If H ∈ E has E-maximal contact with J 1 then H has E-maximal contact with J 2 .
Proof. Assume that V has maximal contact with J 1 . Note that then J 1 and J 2 are both simple. 
So that V has maximal contact with J 2 .
In order to prove (2) , note that the above argument proves that the ideals ∆ sat (J 1 ) 1 and ∆ sat (J 2 ) 1 have the same initial part
It follows from 2.3.2 that if H has E-maximal contact with J 1 then H has E-maximal contact with J 2 .
Proposition 4.19. [W lo05] Let J be a simple Q-Rees algebra. Assume that there are two hypersurfaces V i ⊂ W , i = 1, 2 both of maximal contact with J . For any point ξ ∈ Sing(J ) there is anétale neighborhood U of ξ and an automorphism ϕ :
is the natural morphism induced by ϕ.
Proof. The proof is the same as in [W lo05] but here we use the language of Q-Rees algebras. Set I(V i ) = (u i ) for some u i ∈ O W,ξ , i = 1, 2. There are x 2 , . . . , x d ∈ O W,ξ such that u 1 , x 2 , . . . , x d and u 2 , x 2 , . . . , x d are both regular systems of parameters at O W,ξ . Consider the automorphism ϕ ♯ ofÔ W,ξ sending u 1 to u 2 and fixing x 2 , . . . , x d . This automorphism can be lifted to a suitableétale neighborhood.
Now note that h i T i ∈∆ sat (J ) for all i ≥ 0, and F T a ∈∆ sat (J ) implies that
Corollary 4.20. Let J be a simple Q-Rees algebra and V i ⊂ W , i = 1, 2, two hypersurfaces of maximal contact with J . For any point ξ ∈ Sing(J ) ⊂ V 1 ∩ V 2 there areétale neighborhoods ξ ∈ U i ⊂ V i , i = 1, 2, and there is an isomorphism Φ : U 1 → U 2 such that the coefficient algebras Coeff V 1 (J ) and Coeff V 2 (J ) are isomorphic via Φ in theétale neighborhoods.
is of E-maximal contact with J . In fact the ideal Coeff H 1 (J ) is E-simple and V ⊂ H 1 is a hypersurface of E-maximal contact with Coeff H 1 (J ) and
Companion algebra
To every Q-Rees algebra J we associate two algebras I and P. The first one, I, corresponds to the non-monomial part of J . If the algebra J is monomial (i.e. I = 1) then the resolution of J is easy to compute. The algebra P is called the companion algebra of J and it can be a understood as a shift of I in order to have a simple or E-simple algebra P. Recall that for the simple case the coefficient algebra describes the same singular locus after permissible transformation (see 4.14 and 4.15).
Definition 5.1. Let J be a Q-Rees algebra and H ⊂ W be a smooth hypersurface. We say that I(H) ℓ , ℓ ∈ Q divides the algebra J if for every a ∈ Q the ideal J a can be expressed as
whereJ a ⊂ O W is an ideal. We say that I(H) ℓ divides J at a point ξ ∈ W if the above expression hold in O W,ξ .
Proposition 5.2. Let J be a Q-Rees algebra and H ⊂ W be a smooth hypersurface. There exist ℓ H ∈ Q such that I(H) ℓ H divides J and it is maximum with this property. For a point ξ ∈ W there exists ℓ H (ξ) ∈ Q such that I(H) ℓ H divides J at ξ and it is maximum with this property.
Proof. It is clear that ℓ H ∈ R exists as a supremum. We only have to prove that ℓ H ∈ Q and this comes from the fact that J is finitely generated.
Definition 5.3. Let J be a Q-Rees algebra and H ∈ E. We define the function ℓ H (J ) : W → N setting ℓ H (J )(ξ) = ℓ H (ξ) the maximum of 5.2.
Assume that E = {H 1 , . . . , H r }. We set ℓ E (J ) : W → N r as the function
Note that here we assume some ordering in E. Proof. There is an integer N such that J i,N T N ⊂ J i and they are equivalent Q-Rees algebras, i = 1, 2 (3.11). We may also assume that ℓN is an integer. By hypothesis the ideals J 1,N and J 2,N have the same integral closure in O W . If I(H) ℓ divides J 1 then J 1,N = I(H) ℓNJ 1,N . As J 2,N have the same integral closure then J 2,N = I(H) ℓNJ 2,N . Let a ∈ Q, there are integers α and β such that αa = βN . Now J α a ⊂ I(H) ℓβN and we have J a ⊂ I(H) ⌈ℓa⌉ .
Definition 5.5. Let J = ⊕ a J a T a be a Q-Rees algebra and c ∈ Q + . We define the c-shift of J as J Definition 5.7. Let J = ⊕ a J a T a be a Q-Rees algebra and (W, E) be a pair, E = {H 1 , . . . , H r }. Consider ℓ H i the maximum such that I(H i ) ℓ H i divides J , i = 1, . . . , r. For every a ∈ Q we may express
Set I the Q-Rees algebra generated by I a T a for all a ∈ Q + .
Note that, in general, ⊕ a I a T a is not a Q-Rees algebra. Since property (3) in definition 3.5 is not always satisfied.
5.8. The Q-Rees algebra I may be described in terms of generators of J . Let f 1 T a 1 , . . . , f s T as be (locally) Q-generators of J . There are integers
rgi , i = 1, . . . , s, where h i is a generator of the ideal I(H i ) andg i ∈ (h j ) for any j = 1, . . . , r. Then
⌈ℓ Hr a i ⌉ r g i , i = 1, . . . , s, for some equation g i . We conclude that g 1 T a 1 , . . . , g s T as are Q-generators of I.
Proposition 5.9. If J 1 and J 2 are equivalent then I 1 and I 2 are equivalent.
Proof. It follows from 5.4.
Definition 5.10. Let J be a Q-Rees algebra and consider the algebra I as in 5.7. We say that J is a monomial algebra if I = Gr-Q W . 
Consider the transformation (W
where C is an irreducible component of Sing(J ). It is easy to check that for any point ξ ′ ∈ W ′ mapping to ξ ∈ C we have ord(M b )(ξ) > ord(M ′ b )(ξ ′ ) and then ord(J )(ξ) > ord(J ′ )(ξ ′ ). So that we conclude that if J is monomial then one may construct a resolution of J . This procedure appears in [BM97] . One could use the function Γ(J ) : W → N × Q × N N defined in [BEV05] . This function Γ is u. s. c., Max Γ(J ) is an irreducible component of Sing(J ) and after the transformation with center C = Max Γ(J ) then max Γ(J ) > max Γ(J ′ ). Moreover this inequality may not occur infinitely many times, and it is possible to construct a resolution of J . See [BEV05] for more details.
Definition 5.12.
[EV07] Let J 1 and J 2 be Q-Rees algebras. We define J 1 ⊙ J 2 as the Q-Rees algebra generated by J 1 and J 2 .
If at some open subset the Q-Rees algebras J i , i = 1, 2, are Q-generated by f i,1 T a i,1 , . . . , f i,r i T a i,r i , respectively, then J 1 ⊙ J 2 is Q-generated by
5.13. Note that Sing(J 1 ⊙ J 2 ) = Sing(J 1 ) ∩ Sing(J 2 ) and Sing
Let C ⊂ Sing(J 1 ⊙ J 2 ) be a permissible center for (W, E) and consider the transformation
and J 2,2 be Q-Rees algebras such that J 1,i and J 2,i are equivalent, i = 1, 2. Then J 1,1 ⊙ J 1,2 and J 2,1 ⊙ J 2,2 are equivalent.
Definition 5.14. For any Q-Rees algebra J we define P = J ⊙ I 1 c , the companion algebra of J , where c = max ord(I).
Proposition 5.15. If J 1 and J 2 are equivalent then P 1 and P 2 are equivalent.
Proof. It follows from 5.6, 5.9 and 5.13.
5.16.
Note that the companion algebra P is such that max ord(P) = 1. Then either P is simple or it is E-simple. We have the equality ε E (J ) = ε E (I) = ε E (I c ) = ε E (P). Moreover we have Max κ E (P) = Sing(J ) ∩ Max κ E (I) and
Proposition 5.17. Let C ⊂ Max κ E (J ) be a permissible center for (W, E). Consider the transformation (W ′ , E ′ ) → (W, E). Set J ′ and P ′ the transforms of J and P. Let I ′ the Q-Rees algebra associated to J ′ as in 5.7. 2. If max ord(I) = max ord(I ′ ) then P ′ is the companion algebra of J ′ .
Proof. First assertion comes from construction in 5.7. Second assertion follows from 5.13.
Resolution
In this section we prove the main result: constructive resolution of Q-Rees algebras. Logresolution of ideals and embedded desingularization are direct consequences of theorem 6.1. We will also prove some natural properties satisfied by the algorithm in theorem 6.1.
Theorem 6.1. Set Λ = ((Q × {0, 1}) ⊔ Θ) N , where Θ is a set performing a resolution for monomial Q-Rees algebras as in 5.11, andQ = Q ∪ {∞}. We consider the lexicographical ordering in Λ, where λ > µ for λ ∈Q × {0, 1} and µ ∈ Θ. For every pair (W 0 , E 0 ) and every Q-Rees algebra J 0 , there are u. s. c. functions Υ E i (J i ) : W i → Λ, i ≥ 0 and a sequence of transformations
constructed recursively as follows:
Proof. We will use the inclusion ((Q × {0, 1}) ⊔ Θ) n ⊂ Λ defined by sending (λ 1 , . . . , λ n ) to (λ 1 , . . . , λ n , ∞, . . .). And we denote by ρ 1 : Λ → (Q × {0, 1}) ⊔ Θ the projection on the first coordinate. Set (3.0) the property (3) of theorem 6.1 but only forétale morphisms ϕ 0 . First we construct the sequence (6.1.1) and the functions Υ E i (J i ) satisfying (1), (2) and (3.0), recursively on n = dim W 0 .
If n = 1 then set Υ E i (J i ) = (ord(J i ), 0). Note that here Max Υ E i (J i ) = Max ord(J i ) is a collection of finitely many points. The transformation on pairs ( (1)). For r = ⌊max ord(J 0 )⌋ we have property (2) . Property (3.0) is trivially satisfied.
together with functions Υ E i (J i ), i ≤ s ′ −1. Such that either the sequence (6.1.4) is a resolution (r = s ′ ) or
Set (c, ǫ) = max κ Es (I s ) = ρ 1 (max Υ Es (J s )).
Case c = 0: By 5.11 we may obtain a resolution of J s .
Case c = 0: We distinguish two cases Higher codimension case: Assume that max Υ Es (J s ) < ((c, ǫ), ∞, · · · ). We may cover Max κ Es (I s ) by open sets U as in case Coeff V (P s ) = 0 above. By the induction hypothesis to the Q-Rees algebra Coeff V (P s ) in the pair (V, E V ), there is a sequence
Such that the sequence is a resolution (resp. E-resolution (3.16)) if ǫ = 0 (resp. if ǫ = 1). By induction hypothesis we have also functions
It follows from 4.20, 4.21 and property (3.0) applied to Coeff V (P s ) that these resolution glue in the intersection of two open sets U and define an enlargement (6.1.4). For s < i < s ′ , we set
It follows from 4.14, 4.15 and 5.16 that the sequence 6.1.4 satisfies 6.1.5.
Then we have constructed a sequence (6.1.1) satisfying (1). In order to prove property (2) it is enough to show that max κ E i (I i ) ∈ Q × {0, 1} can not drop infinitely many times. And this follows from the fact that there is an integer N such that max
follows from construction and the fact that if V ⊂ W s is of maximal contact (resp. E s -maximal contact) then V ′ = ϕ −1 s (V ) is of maximal contact (resp. E s -maximal contact). So that property (3) is satisfied. In order to prove property (4) we use also induction on the dimension n = dim W 0 . Let J 0 and J ′ 0 be equivalent Q-Rees algebras. By 5.9 and 3.20 we have κ E 0 (I 0 )(ξ) = κ E 0 (I ′ 0 )(ξ). Proposition 4.18 ensures that we may choose the same hypersurface V in case c = 0 above. It follows from 5.15 and 4.16 that Coeff V (P 0 ) and Coeff V (P ′ 0 ) are equivalent. Now by induction
. Using the same argument as above, assume that property (4) holds for a sequence as in 6.1.3. Applying again 5.9, 3.20, 4.18, 5.15 and 4.16 we prove property (4) for the enlargement 6.1.4 and conclude the result.
6.2. Log-resolution of ideals and embedded desingularization. Let J ⊂ O W be a sheaf of ideals in W . A resolution of the Q-Rees algebra JT is a logresolution of J (1.4):
In fact the algorithm of 6.1 gives a log-resolution satisfying the properties of the algorithms in [EV03] and [BEV05] . Let X ⊂ W be a closed subscheme in W and equidimensional. Set J = I(X) ⊂ O W and consider the log-resolution of the ideal J (6.2.1). There is an index N 1 ≤ N such that the sequence
is an embedded desingularization of X ⊂ W (1.5). In the sequence 6.2.1 there is an index N 1 where max Υ E N 1 (J N 1 ) = ((1, 0) , r . . ., (1, 0)) where r is the codimension of X in W . The result comes from the properties of Υ in 6.1 and 6.3. See [EV03, 4.8].
Lemma 6.3. Let X ⊂ W be a regular closed subscheme of codimension r. Set E = ∅, J = I(X) and J = JT , then Υ E (J )(ξ) = ((1, 0), r . . ., (1, 0)) for any ξ ∈ X.
Proof. Let ξ ∈ X, then J ξ = I(X) ξ = (x 1 , . . . , x r ) where x 1 , . . . , x r is part of a regular system of parameters in O W,ξ . It is clear that κ E (J ) = (1, 0) and the hypersurface V locally defined by x 1 is of maximal contact. The coefficient ideal at ξ is Coeff V (J ) = aT where a is the ideal of X ⊂ V . So that the result comes by induction on the codimension of X.
6.4. Equivariance. Let G a group acting on W . We say that the group acts on a Q-Rees algebra J = ⊕ a J a if the group G acts on any ideal J a , a ∈ Q + . It follows from 6.1(3) that the action of G can be lifted to the resolution of J . If X ⊂ W is a closed subscheme and the group acts on X then the action of G is lifted to the embedded desingularization.
Additional properties.
In order to have a good behaviour with families, we need some additional properties of the functions Υ E i (J i ) (see [ENV03] ).
pull-back then the following diagram is commutative
Assume that {η ∈ W s | Υ Es (J s )(η) = Υ Es (J s )(ξ s )} is transversal to V s at ξ s . It can be checked that κ Es (J s )(ξ s ) = κ E Vs (J Vs )(ξ s ) (see [ENV03, lemma 6 .8]). And from the construction of Υ in the proof of 6.1 we conclude that Υ Es (J s )(ξ s ) = Υ E Vs (J Vs )(ξ s ).
Conversely assume that λ = Υ Es (J s )(ξ s ) = Υ E Vs (J Vs )(ξ s ), where λ = (λ 1 , . . . , λ n , . . .) ∈ Λ. Set n the minimum index such that λ m = ∞ for m > n. The proof of (3.b) comes easily from induction on n.
Example 6.6. Whitney umbrella. Let W = A 3 k = Spec(k[X, Y, Z]) and let J be the Q-Rees algebra generated by (X 2 − Y 2 Z)T 2 . Set E = ∅, then the function κ E (J ) reduces to ord(J ). The maximum value is max κ E (J ) = (1, 0) and Max κ E (J ) = V (X, Y ). The companion algebra is P = I = J The hypersurface V = V (X) is of maximal contact for P. The saturated algebra ∆ sat (P) is generated by and Max Υ E 1 (J 1 ) = V (X, Y ). After the second blowing-up W 2 → W 1 we obtain a resolution of J . Our procedure only needs two transformations. The previous algorithms need more blowingups, for instance, using other algorithms second transformation has center the origin of U 1 instead of the line.
Example 6.7. Set W = A 3 k = Spec(k[X, Y, Z]), J the Q-Rees algebra generated by ((X 2 + Y 3 ) 2 + Y 2 Z 3 )T 2 and set E = ∅. We will use upper-scripts for denoting the ambient dimension for our algebras. So that J 
2 ) = (1, 1) = max κ 3 (I
1 )
The transform of J
1 is where Γ (2) is the function as in 5.11.
