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Vorwort
Vorwort
Diese Arbeit ist aufgeteilt in drei Teile. Zuerst werden die Grundlagen der Online-Opti-
mierung vorgestellt, darunter fallen die ga¨ngigsten Problemstellungen mit den fu¨r diese
bisher erreichten kompetitiven Faktoren (der Quotient zwischen dem Wert der Lo¨sung
der Oﬄine-Bearbeitung mit vollsta¨ndiger Information und der Lo¨sung des Online-Algo-
rithmus mit unvollsta¨ndiger Information), sowie den zur Berechnung des kompetitiven
Faktors verwendeten Algorithmus zur Online-Bearbeitung.
Der zweite Teil stellt ein Konzept zur Verbesserung der Situation der Online-Bearbei-
tung durch die Erho¨hung der Information fu¨r Entscheidungen vor und erla¨utert dessen
Anwendungsmo¨glichkeiten.
Im dritten und letzten Teil schließlich soll diese Verbesserung an Hand einer Rundreise
auf der Kreislinie genauer untersucht werden.
Im anschließenden Anhang finden sich noch Erla¨uterungen zu den fu¨r die Arbeit imple-
mentierten Programmen. Hierbei sei insbesondere auf die jeweiligen Parameter-Dateien
hingewiesen, welche sofern vorhanden am Anfang des zum zugeho¨rigen Programms
geho¨renden Abschnitts umfangreicher ero¨rtert werden. Mit diesen Dateien ko¨nnen die
Programme relativ einfach und unkompliziert fu¨r die jeweiligen Erfordernisse eingestellt
werden.
v
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Teil I.
Grundlagen zur Online-Optimierung
1

U¨bersicht zu Teil I
U¨bersicht
Dieser Teil besteht aus einer Zusammenfassung zur allgemeinen Online-Optimierung. Im
Kapitel 1 wird ein grober U¨berblick zu umfassenderen Literaturstellen gegeben und an-
schließend die Grundbegriffe der normalen Online-Optimierung eingefu¨hrt und erkla¨rt.
Danach wird in Kapitel 2 eine U¨bersicht u¨ber die in der ga¨ngigen Fachliteratur verwen-
deten Optimierungsprobleme gegeben.
Das Kapitel 3 stellt im Anschluss daran die theoretischen Grundlagen fu¨r eine Metho-
de zur Analyse der Online-Algorithmen vor und geht auch auf die dabei verwendeten
grundlegenden Techniken ein. Abschnitt 3.3 bringt randomisierte Entscheidungen und
erla¨utert das Zusammenspiel zwischen Aufgabensteller und Bearbeiter.
Im anschließenden Kapitel 4 wird zu den in Kapitel 2 vorgestellten Problemstellungen
eine U¨bersicht auf die in der Literatur verwendeten Algorithmen und deren Abschneiden
gegenu¨ber der optimalen Oﬄine-Lo¨sung gegeben. Dabei wird bei mehreren vorhandenen
Algorithmen fu¨r ein Optimierungsproblem nur derjenige mit dem besten Abschneiden
oder einem besonderen Vorgehen vorgestellt.
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1. Einfu¨hrung in die Online-
Optimierung
Die Betrachtung von Optimierungsproblemen mit zum Startzeitpunkt noch weitgehend
unbekannten Daten wird in der heutigen Zeit immer wichtiger. Mit den unbekannten
Daten sind hier die konkreten Auspra¨gungen und die Anzahl der zu betrachtenden Ob-
jekte gemeint. So kennt zum Beispiel eine Fahrstuhlsteuerung zu einem Zeitpunkt t nur
die Anfragen der Personen, welche bis dahin in dem Fahrstuhl eingestiegen und noch
nicht wieder ausgestiegen sind. Dagegen ist jedoch unbekannt, wie viele weitere Personen
in na¨chster Zeit zusteigen wollen und in welche Stockwerke diese transportiert werden
mo¨chten.
Die Steuerung hat zudem zu dem Zeitpunkt, in welchem neue Personen den Knopf
fu¨r das Herbeirufen des Fahrstuhls dru¨cken, noch keine vollsta¨ndige Information u¨ber
deren Ziele. Das heißt, dass zwar grundsa¨tzlich nach dem Beta¨tigen des Rufknopfes
die voraussichtliche Fahrtrichtung bekannt ist, aber noch nicht das genaue Stockwerk.
Bei minimaler Ausstattung des Fahrstuhls liegt eventuell sogar noch nicht einmal die
Information u¨ber die gewu¨nschte Fahrtrichtung vor.
Erst nach dem Einsteigen der Wartenden, wenn der Fahrstuhl in deren Stockwerk
Halt gemacht hat, und den folgenden Beta¨tigungen der entsprechenden Kno¨pfe fu¨r deren
Ziele, kann die Fahrstuhlsteuerung dann entscheiden, wie die neuen Fahrtziele eingebaut
werden. Eine Analyse dieser Problemstellung findet sich zum Beispiel in [FR06], dort
wird allerdings nicht nur das einfache Problem mit einem Fahrstuhl behandelt, sondern
die verknu¨pfte Steuerung mehrerer Fahrstu¨hle miteinander.
Da diese Art von Fragestellung nicht nur bei Aufzu¨gen auftritt, sondern in vielen
Feldern der Dienstleistungs- und Produktionsprozesse, entstand daraus im Laufe der
Zeit ein eigener neuer Zweig der Optimierung, na¨mlich die Online-Optimierung.
Fu¨r einen ersten Eindruck u¨ber die Thematik sei auf folgende Literaturstellen verwie-
sen:
• [Bor92] ist eine erste kurze und pra¨gnante Einfu¨hrung von Borodin.
• [BE98], dies ist ein von Borodin und Yaniv spa¨ter geschriebenes Buch, welches
schon eine gro¨ßere U¨bersicht auf das Thema bietet.
Neuere Zusammenfassungen finden sich zum Beispiel bei:
• [KR02], ein Vorlesungsskript von Rambau und Krumke an der Technischen Uni-
versita¨t in Berlin.
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• [Hag05], ein Skript von Hagerup zur Vorlesung Online-Algorithmen an der Uni-
versita¨t Augsburg.
• [Kru02], die Habilitationsschrift von Krumke fasst die damaligen neusten Ergeb-
nisse aus Berlin zusammen.
In diesen Schriften werden meist mehrere Problemstellungen der Online-Optimierung
mit deren kompetitiven Kennzahlen, beziehungsweise die dazu bisher gefundenen Ober-
und Unterschranken, vorgestellt. Neuere Methoden zum Vergleich fu¨r Algorithmen zur
Online-Optimierung als die kompetitive Analyse finden sich unter anderem in folgenden
Literaturstellen:
• [Hei05], ein Vergleich mit der erwarteten Performance.
• [BB01], hier wird als neue Maßzahl das Verha¨ltnis der Kosten im
”
Worst-Case“
fu¨r Sequenzen von Anfragen gleicher La¨nge eingefu¨hrt.
• [Alb03], in dieser Arbeit von Albers werden zur Analyse auf eine eingeschra¨nkte
Menge aufbauende Sequenzen von Anfragen verwendet, etwas umfassender ist ein
von ihr verfasstes Skript [Alb96], welches wa¨hrend eines Aufenthalts an der Univer-
sita¨t von Aahurs im Rahmen einer Vorlesung u¨ber Online-Algorithmen entstanden
ist.
1.1. Grundsa¨tzliches zur Online-Optimierung
In diesem Abschnitt werden erst einmal die generellen Begriffe der Online-Optimierung
vorgestellt.
Definition 1.1.1 (Online-Optimierung).
Bei der Online-Optimierung geht es um Optimierungsprobleme bei denen zu bestimmten
Anfragen eine Entscheidung getroffen werden muss. Der Unterschied zur normalen Opti-
mierung besteht hierbei darin, dass nicht von Anfang an alle Anfragen, zusammengefasst
in einer Sequenz, bekannt sind, sondern diese erst im Laufe der Bearbeitung bekannt
werden. Dabei mu¨ssen schon von Anfang an, trotz des nur unvollsta¨ndigen U¨berblicks
u¨ber die Sequenz, mit einer meist auch noch unbekannten Anzahl von Anfragen, Ent-
scheidungen getroffen werden.
Zudem unterliegen die Anfragen in der Sequenz jeweils einem Ordnungsmerkmal M ,
welches u¨ber die Erfu¨llung gewisser Bedingungen, etwa dem Erreichen bestimmter Zeit-
punkte, oder dem Fortschritt der Bearbeitung, regelt, wann die dazu geho¨rige Anfrage
zur Bekanntgabe freigegeben wird.
Ein Algorithmus ist ein Online-Algorithmus , wenn er die Problemstellung einer Onli-
ne-Optimierung so angeht, dass er immer fu¨r die schon bekannten Anfragen eine Mo¨glich-
keit zur Lo¨sung zur Verfu¨gung stellt und soweit no¨tig, auch schon verwirklicht. Diese
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Lo¨sung wird dann bei der Bekanntgabe neuer Anfragen entweder angepasst, oder es wird
spa¨ter fu¨r diese neuen Daten ein eigener Lo¨sungsvorschlag erzeugt. Beide Mo¨glichkeiten
ko¨nnen auch in Variationen und kombiniert auftreten.
Die a¨lteste Messlatte fu¨r die Qualita¨t von Online-Optimierung ist die Qualita¨t der
Oﬄine-Optimierung. Anpassungen und neuere Methodiken fu¨r Vergleichsmo¨glichkeiten
zwischen Online-Algorithmen finden sich unter anderem in den oben angegebenen Lite-
raturstellen.
Definition 1.1.2 (Oﬄine-Optimierung).
Ein Oﬄine-Problem ist eine Problemstellung mit vollsta¨ndiger Kenntnis u¨ber alle zu
bearbeitenden Anfragen.
Anders als der Online-Algorithmus, hat die Oﬄine-Bearbeitung also zur Lo¨sung der
Problemstellung von Anfang an das Wissen u¨ber die komplette Sequenz der Anfragen
fu¨r die Planung zur Verfu¨gung und kann somit eine optimale Lo¨sung des Problems unter
Einbeziehung aller Informationen berechnen. Meist ergibt sich das Vorgehen der Oﬄine-
Bearbeitung dabei entweder durch ein sogenanntes Orakel, welches eine minimale Lo¨sung
liefert, oder durch eine vollsta¨ndige Enumeration aller infrage kommender Lo¨sungen.
Dabei du¨rfen die Anfragen jedoch erst dann bearbeitet werden, wenn das zugeho¨rige
Ordnungsmerkmal erfu¨llt ist, ansonsten ist ein Vergleich zwischen einem Online-Algo-
rithmus und der Oﬄine-Bearbeitung zwecklos.
Allgemein ausgedru¨ckt bedeutet dies, dass die Oﬄine-Bearbeitung Anfragen erst dann
bearbeiten darf, wenn auch der Online-Algorithmus davon Kenntnis haben ko¨nnte und
diese Kenntnis zur Bearbeitung der Anfrage nutzen kann. Da das Konzept des Ord-
nungsmerkmals wegen der vielfa¨ltigen Mo¨glichkeiten an dieser Stelle ziemlich abstrakt
aufgebaut ist, sei auf zwei mo¨gliche beispielhafte Umsetzungen des Ordnungsmerkmals
und deren Verwendung hingewiesen:
• Bei Problemstellungen, welche innerhalb eines zeitlichen Rahmens eine Sortierung
der Anfragen nach zeitlichen Gesichtspunkten verlangen, darf auf jeden Fall keine
Anfrage vor dem Zeitpunkt ihrer Bekanntgabe erledigt werden.
• Bei Problemstellungen, in welchen jede Anfrage sofort bearbeitet werden muss
und somit nur die Reihenfolge der Bekanntgabe der Anfragen eine Rolle spielt,
darf keine der Anfragen vor ihrem Vorga¨nger bearbeitet werden, dies wa¨re sonst
ein signifikanter Verstoß gegen die Pra¨misse der sofortigen Bearbeitung.
Ein bei der Online-Bearbeitung auftretendes Problem ist zum Beispiel folgendes:
Es seien bei einem Traveling-Salesman-Problem am Anfang ein Startpunkt und k
weitere Reisepunkte bekannt. Damit ist aber nicht garantiert, dass nicht noch in na¨chs-
ter Zeit, oder auch irgendwann viel spa¨ter, zusa¨tzliche Reisepunkte auftreten ko¨nnen.
Ebenso ist die genaue Anzahl der Reisepunkte die insgesamt auftreten werden unbe-
kannt. Das Hinzufu¨gen neuer Punkte kann sich dabei durchaus auch ru¨ckwirkend auf
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die Gu¨te fru¨herer Lo¨sungen auswirken, dies kann beispielsweise anhand von Beispiel 7.2.1
nachvollzogen werden.
Ohne eine explizite Information daru¨ber, dass die gerade bekanntgegebene Anfrage
die letzte Anfragen aus der Sequenz ist, ist die Bestimmung des Endes einer Sequenz
generell nicht machbar. Daher besteht fu¨r einen Online-Algorithmus bei der Bearbei-
tung eines Online-Problems nicht die Mo¨glichkeit auf die Bekanntgabe aller Anfragen
zu warten. Aus diesem Grund wird der Aufbau eines Online-Algorithmus grundsa¨tzlich
folgendermaßen gehandhabt:
Algorithmus 1.1.3 (Grundsa¨tzliches Vorgehen bei der Online-Optimierung).
Das generelle Vorgehen bei der Optimierung eines Online-Problems gliedert sich wie
folgt:
(i) Lo¨sung des Problems mit den bisher unbearbeiteten bekannten Anfragen und Start
der Bearbeitung dieses Lo¨sungsvorschlags.
(ii) Bei der Bekanntgabe von neuen Anfragen wird entweder direkt auf diese reagiert,
indem die aktuelle Bearbeitung unterbrochen wird und ein neuer Lo¨sungsvorschlag
gesucht wird, oder sie werden erst einmal ignoriert.
(iii) Wenn ein vorher gefundener Lo¨sungsvorschlag komplett abgearbeitet wurde und
noch nicht bearbeitete Daten vorliegen, wird wieder Schritt (i) gestartet.
Ansonsten wird solange gewartet, bis neue Anfragen ankommen, und erst danach
wieder mit Schritt (i) weitergemacht.
Innerhalb des in Algorithmus 1.1.3 beschriebenen Vorgehens gilt es einige Eigenheiten
der Online-Bearbeitung zu beachten:
Bemerkung 1.1.4 (Eigenheiten der Online-Optimierung).
Die Eigenheiten der Online-Optimierung sind:
(i) Die Vereinigung von separaten Lo¨sungen fu¨r einzelne Teilprobleme muss nicht
automatisch zu einer optimalen Lo¨sung fu¨hren.
(ii) Die Gesamtzahl der zufa¨lligen Anfragen mit ihren Auspra¨gungen ist meist a priori
nicht bekannt.
Teil (i) der Bemerkung 1.1.4 ist dafu¨r verantwortlich, dass die Online-Bearbeitung fast
immer schlechtere Ergebnisse liefert, da sie im Normalfall nur mit Ausschnitten des ge-
samten Problems arbeiten kann und somit nicht den meist notwendigen Gesamtu¨berblick
hat.
Teil (ii) u¨ber die Unkenntnis des Zeitpunktes der Beendigung der Bekanntgabe neuer
Daten kann theoretisch dazu fu¨hren, dass die Bearbeitung mit einem Online-Algorithmus
endlos weitergeht, auch wenn die Oﬄine-Bearbeitung wegen der Kenntnis des Endes zu
einem fru¨heren Zeitpunkt schon abgeschlossen wurde.
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Um zum Beispiel diese endlose Bearbeitung bei einer Rundreise zu umgehen, kann
bei deren Bearbeitung durch einen Online-Algorithmus innerhalb von Algorithmus 1.1.3
jede Lo¨sung fu¨r die bekannten, aber noch nicht bearbeiteten, Anfragen als eine eigene
Rundreise mit dem Startpunkt als Endpunkt ausgearbeitet werden.
Dies bedeutet dann, dass beim Warten auf weitere neu Anfragen als aktueller Standort
wieder der Startpunkt dient und die bis dahin gefahrene Rundreise als abgeschlossen
angesehen wird. Die Zeitmessung der Rundreise wird folglich nur bis zur Abarbeitung
der letzten Anfrage und der danach folgenden Ru¨ckfahrt zum Startpunkt gemessen. Eine
Wartezeit kann sich somit nur dann ergeben, wenn nach der Ru¨ckkehr zum Startpunkt
noch eine weitere, zum Zeitpunkt der Ru¨ckkehr noch unbekannte, Anfrage bearbeitet
werden muss. Das bedeutet im Umkehrschluss aber auch, dass bei einem Warten an
einem anderen Punkt als den Startpunkt diese Wartezeit immer mit za¨hlt.
Das Zuru¨ckfahren zum Startpunkt kann jedoch bei bestimmten Fa¨llen (zum Beispiel
immer dann, wenn der letzte angefahrene Punkt na¨her an den neuen Punkten liegt
als der Startpunkt) durchaus auch in einer Verschlechterung des gesamten Ergebnisses
resultieren.
1.2. Online Optimierung und Stochastik
In diesem Abschnitt soll die stochastische Optimierung kurz vorgestellt und auf die
mo¨gliche Verwendung der Stochastik fu¨r die Online-Optimierung hingewiesen werden.
1.2.1. Stochastische Optimierung
Die stochastische Optimierung verwendet, anders als die klassische Optimierung nicht
nur einzelne Instanzen eines Optimierungsproblems, sondern betrachtet mehrere mo¨gli-
che Szenarien mit deren einzelnen Eintrittswahrscheinlichkeiten. Unter Einbeziehung
dieser Eintrittswahrscheinlichkeiten sollen dann bestimmte Kriterien (zum Beispiel Er-
wartungswerte) optimal gestaltet werden.
Dabei wird das zugrunde liegende Problem nicht fu¨r jedes einzelne Szenario allein
optimiert, sondern die Gesamtheit aller Szenarien erfasst. Konkret bedeutet dies, dass
in die Modellierung der Problemstellung alle mo¨glichen Szenarien eingebaut werden, und
danach angestrebt wird, eine gewu¨nschte Zielsetzung u¨ber alle Szenarien zu optimieren.
Das bedeutet insbesondere, dass bei einem Modell in welchem eine direkte Reakti-
on auf bestimmte spa¨ter eintretende Ereignisse nicht vorgesehen ist, es nicht fu¨r jedes
einzelne Szenario eigene Variablen gibt, sondern nur Variablen die unabha¨ngig von dem
dann konkret eintretenden Szenario sind. Damit muss die Belegung der Variablen so aus-
gewa¨hlt werden, dass egal was passiert die gewu¨nschten Anforderungen erfu¨llt werden.
Eine der gewu¨nschten Zielsetzungen kann beispielsweise die Optimierung des Erwar-
tungswertes sein oder etwa die Optimierung des Ergebnisses des schlechtesten Szenarios
bei Verwendung der gefundenen Belegung der Variablen.
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Das fu¨hrt dazu, dass bei der stochastischen Optimierung entweder erst einmal vor der
eigentlichen Analyse u¨ber mo¨gliche Szenarien und deren Auspra¨gungen, sowie eventuell
deren Eintrittswahrscheinlichkeiten, nachgedacht werden muss, oder es wird eine schon
vorher festgelegte Menge von Szenarien, – diese kann zum Beispiel durch den Auftrag-
geber vorgegeben sein, – verwendet.
Insgesamt gesehen bescha¨ftigt sich die stochastische Optimierung mit der Optimierung
einer vorgegebenen Problemstellung unter der Einbeziehung einer Wahrscheinlichkeits-
verteilung fu¨r die mo¨glichen Szenarien. Das heißt die vorgegebene Wahrscheinlichkeits-
verteilung geht direkt in die Entscheidungen ein. Insbesondere ist deshalb das Ergebnis
der Bearbeitung einer Instanz der Problemstellung davon abha¨ngig, welches der mo¨gli-
chen Szenarien dann tatsa¨chlich eintritt.
1.2.2. Stochastische Analyse
Innerhalb der Online-Optimierung gibt es einige Bereiche in welchen eine Anwendung
der Stochastik Sinn macht. So kann zum Beispiel mithilfe der Stochastik das Verhalten
und die Qualita¨t (Average-Case-Analyse) eines Algorithmus unter der Annahme einer
bestimmten Verteilung fu¨r die einzelnen Anfragen der gesamten Sequenz untersucht
werden. Innerhalb dieser Untersuchung wird nun nicht das Abschneiden des Algorithmus
fu¨r eine einzige Instanz, sei es jetzt im besten oder schlechtesten Fall, betrachtet, sondern
das sich aus dem Erwartungswert u¨ber die zufa¨llige Verteilung ergebene durchschnittliche
Abschneiden.
Insbesondere gilt: Wenn der Algorithmus grundsa¨tzlich wie in Definition 3.3.1 mit ran-
domisierten Entscheidungen sein Verhalten beeinflusst, so muss dieser definitiv mithilfe
einer stochastischen Analyse untersucht werden.
Insgesamt ergibt sich durch die Analyse mit dem Average-Case eine eher stimmige
Aussage u¨ber das Verhalten des Algorithmus. Dabei baut diese Aussage nicht nur auf
einem Extremum, sei es nun in optimaler oder schlechtester Auspra¨gung, auf, sondern
diese wurde u¨ber die gesamte Problemstellung, allerdings unter Verwendung einer An-
nahme u¨ber die Wahrscheinlichkeitsverteilung der Anfragen, getroffen.
Die stochastische Analyse bescha¨ftigt sich also mit dem Abschneiden eines Algorith-
mus unter der Annahme, dass die mo¨glichen Instanzen der zugeho¨rigen Problemstellung
nach einer vorgegebenen Wahrscheinlichkeitsverteilung auftreten. Anders als bei der sto-
chastischen Optimierung wird hierbei im Normalfall die Verteilung der Instanzen nicht
bei der Durchfu¨hrung des Algorithmus beru¨cksichtigt, das heißt, dass das Ergebnis der
Bearbeitung einer Instanz der Problemstellung bei der Anwendung eines deterministi-
schen Algorithmus eindeutig feststeht.
Die Analysen in den beiden Kapiteln 8 und 9 bestehen aus einer stochastischen Aus-
wertung des zugeho¨rigen Algorithmus u¨ber eine bestimmte vorgegebene Zufallsverteilung
der Anfragen in der Sequenz.
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Dieses Kapitel bietet einen U¨berblick u¨ber verschiedene Arten von Online-Optimierungs-
problemen. Dazu wird zuerst in Abschnitt 2.1 auf allta¨gliche einfache Optimierungspro-
bleme eingegangen und in Abschnitt 2.2 werden schließlich weitere speziellere und auch
komplexere Optimierungsprobleme angesprochen.
2.1. Allta¨gliche Optimierungsprobleme
Ein Optimierungsproblem, welches jedem immer wieder begegnet, ist die Entscheidung
ab welchem Zeitpunkt oder bei welchen Gegebenheiten es sinnvoll ist, einen bestimmten
Gegenstand oder auch eine bestimmte Leistung zu kaufen, statt immer wieder auszulei-
hen oder weiterhin zu mieten .
Optimierungsproblem 2.1.1 (Kaufentscheidung).
Bei dem Problem der Kaufentscheidung stellt sich fu¨r den Interessenten die Frage, entwe-
der fu¨r viel Geld einen bestimmten Gegenstand gleich zu kaufen, oder diesen erst einmal
fu¨r weniger Geld nur zu mieten und eventuell dann doch spa¨ter noch zu kaufen. Vor
seiner Entscheidung muss der Interessent abwa¨gen, ob er den Gegenstand u¨berhaupt
kaufen will und wenn ja unter welchen Umsta¨nden, wie zum Beispiel ab einer vorher
festgelegten Anzahl an Mietzahlungen.
Eine weitere Variante ist die Entscheidung u¨ber den Einkauf einer bestimmten Mo¨glich-
keit (zum Beispiel eine Kundenkarte oder a¨hnliches) zur Verbesserung der Konditionen
fu¨r den Kauf von Dienstleistungen.
Online bedeutet hierbei, dass die Anzahl der Tage, oder auch Stunden, an welchen der
Gegenstand oder die Leistung beno¨tigt wird und/oder deren Verteilung im vorgegebenen
Zeitrahmen (dieser muss nicht unbedingt endlich sein) unbekannt ist.
Anwendungen von Optimierungsproblem 2.1.1 sind zum Beispiel die Entscheidung fu¨r
den Kauf einer Bahncard wie in [KR02, Abschnitt 3.2], beziehungsweise das Abwa¨gen
zwischen dem Kaufen und oder dem Mieten von Ski wie in [KR02, Unterabschnitt 2.2.1]
und [Hag05, Kapitel 3].
Eine a¨hnlich scho¨ne einfache Problemstellung ist die Suche nach einem bestimmten
Objekt, ohne dessen Standort genau zu kennen. Allerdings wird die Betrachtung der
Suche immer komplexer, je mehr Freiheit dem Suchenden bei der Auswahl der Suchwege
gelassen wird.
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Optimierungsproblem 2.1.2 (Punktsuche).
Das Problem der Punktsuche liegt darin, in einem vorgegeben Raum einen bestimmten
vordefinierten Punkt mit unbekannten Koordinaten zu finden.
Krumke und Rambau verwenden in [KR02, Kapitel 2] als Beispiel fu¨r eine Punkt-
suche die Suche nach einem geparkten Auto innerhalb einer Straße. Eine allgemeinere
einfu¨hrende Behandlung dieser Thematik findet sich in dem Artikel von Baeza-Yates,
Culberson und Rawlins [BCR93].
Ein weiteres oft anzutreffendes Problem im Alltag ist das Packen von Reisetaschen
oder Einkaufstaschen, bei welchen auch immer wieder zusa¨tzliche Gegensta¨nde beru¨ck-
sichtigt werden mu¨ssen, ohne dass der Inhalt einer Tasche nachtra¨glich vera¨ndert werden
kann.
Optimierungsproblem 2.1.3 (Packen).
Beim Packen geht es darum, Gegensta¨nde in mo¨glichst wenige Kisten zu verpacken. Bei
der Online-Variante mu¨ssen die Gegensta¨nde direkt nach der Reihenfolge, in welcher sie
ankommen, verpackt werden. Ein Umra¨umen eines schon verpackten Gegenstandes in
eine andere Kiste ist meist nicht erlaubt.
Diese Aufgabenstellung kann mit verschiedenen Zielsetzungen betrachtet werden. Das
einfache Packen (
”
Bin Packing“) findet sich in [KR02, Kapitel 2] als U¨bungsaufgabe mit
dem Ziel der Minimierung der Anzahl der verwendeten Kisten. Eine dazu geho¨rende
Problemstellung ist ein erweitertes Packen (
”
Color Bin Packing“) aus [Kru02, Kapitel
8] oder auch [KdPRS01], welches die Gegensta¨nde in Gruppen unterteilt und die Kisten
mo¨glichst homogen fu¨llen will. Eine Anwendung dazu findet sich zum Beispiel in [KR02,
Kapitel 13].
Ein Optimierungsproblem, welchem die meisten Menschen unbewusst bei der Arbeit
am Computer begegnen, ist die in der Software-Programmierung wichtige effektive Ver-
waltung von Hauptspeicher.
Optimierungsproblem 2.1.4 (Verwaltung von Speicherseiten).
Unter einer Veraltung von Speicherseiten, auch
”
Paging“ genannt, wird die Allokation
von Speicherseiten in einem begrenzten Hauptspeicher mit Kapazita¨t K verstanden.
Dabei existieren grundsa¨tzlich zwei Arten von Speicher:
• der Hauptspeicher mit einer schnellen Zugriffszeit.
• der normale Speicher mit wesentlich langsamerer Zugriffszeit.
Zur Vereinfachung wird angenommen, dass alle Speicherseiten die gleiche Gro¨ße haben.
Jede Anfrage bezeichnet nun eine fu¨r sich notwendige Seite des Speichers. Wenn diese
Seite zum Zeitpunkt der Anfrage im Hauptspeicher geladen ist, so kann die Anfrage
ohne Aufwand bearbeitet werden. Sollte diese Seite allerdings nicht im Hauptspeicher
geladen sein, so muss diese aus dem langsamen Speicher nachgeladen werden und eine
der aktuell im Hauptspeicher befindlichen Seiten aus diesem gelo¨scht werden. Ziel der
Aufgabenstellung ist es, die Anzahl der Nachlade-Operationen zu minimieren.
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Behandelt wird diese Problemstellung unter graphentheoretischen Aspekten in [Alb99,
Kapitel 2], sowie in [KR02, Kapitel 4] als auch in [Hag05, Kapitel 7].
2.2. Spezielle und gro¨ßere Optimierungsprobleme
Um einen tieferen Eindruck u¨ber die Anwendbarkeit und Relevanz der Online-Optimie-
rung zu erhalten, werden in diesem Abschnitt verschiedene Beispiele fu¨r komplexere
Problemstellungen der Online-Optimierung dargestellt.
Optimierungsproblem 2.2.1 (Rundreise-Problem).
In einem Rundreise-Problem, auch bekannt als
”
travelling repairman problem“ (TRP)
oder
”
travelling salesman problem“ (TSP), ist eine Menge von nicht notwendigerwei-
se disjunkten Punkten P innerhalb eines metrischen Raums gegeben. Oft verwendete
metrische Ra¨ume sind:
• die positive Halbgerade R+,
• die Zahlengerade R,
• der gesamte Rn,
• ein Graph mit gewichteten Kanten (das Gewicht einer Kante gibt die Entfernung
zwischen den beiden inzidenten Knoten an),
• als abstrakte Grundlage ein allgemeiner metrischer Raum.
Zusa¨tzlich zu den normalen Punkten in P gibt es noch einen besonderen Punkt 0. Die
dabei verwendete Aufgabenstellung ist es, eine derartige Route im vorgegebenen metri-
schen Raum zu finden, so dass jeder der Punkte aus P mindestens einmal besucht wird.
Der Punkt 0 soll dabei sowohl Start- als auch Endpunkt der Route sein.
Es sei hier aber auch gleich die Anmerkung angebracht, dass eine Rundreise in der
Literatur nicht immer notwendigerweise so definiert wird, dass wieder zum Startpunkt
zuru¨ckgekehrt werden muss. Diese kann auch so definiert werden, das allein das Besuchen
aller Punkte aus P schon ausreichend ist. In diesem besonderen Fall ist nach dem Besuch
des letzten Punktes nicht mehr die Ru¨ckfahrt zum Startpunkt vorgesehen, sondern es
wird bei diesem Punkt verweilt. Als weitere zusa¨tzliche Variante gibt es zudem noch die
Mo¨glichkeit zwar einen Endpunkt festzulegen, fu¨r diesen aber nicht den Startpunkt zu
verwenden.
Die Zielsetzungen der beiden angegebenen speziellen Problemarten bei der Aufstellung
der Route sind:
• Bei einem
”
travelling salesman problem“ wird grundsa¨tzlich wa¨hrend der Planung
der Rundreise mehr drauf geachtet, dass die insgesamt verstreichende Zeit bis zur
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endgu¨ltigen Ru¨ckkehr zum Ausgangspunkt, also dem Abschluss der Route, mini-
miert wird. Dabei wird weniger beru¨cksichtigt, wann eine Anfrage bearbeitet wird,
sondern nur darauf geachtet, dass diese bearbeitet wird. Die Einsatzplanung eines
Vertreters mit Haustu¨rgescha¨ften ist ein typisches Beispiel fu¨r diese Zielsetzung.
• Beim
”
travelling repairman problem“ dagegen tritt genau dieser Aspekt mehr in
den Vordergrund. Hierbei wird nicht nur auf die Minimierung der gesamten Zeit
geachtet, sondern darauf die Summe der Wartezeiten der einzelnen Anfragen bis
zur deren Bearbeitung zu minimieren. Die Wartezeit entspricht dabei der zeitli-
chen Differenz zwischen der Bekanntgabe der Anfrage und deren Bearbeitung. Ein
Standardbeispiel fu¨r diese Art der Problemstellung ist die Planung des Tagesab-
laufs eines Wartungstechnikers ohne dessen Einsatz das defekte Gera¨t nicht mehr
genutzt werden kann.
Bei der Online-Behandlung dieser Problemstellungen werden die einzelnen Punkte erst
im Laufe der Zeit bekannt und deren Anzahl ist nicht vorher festgelegt.
Die Rundreise-Problemstellung findet sich zum Beispiel bei der Betrachtung des Ta-
gesablaufs eines Servicemanns wie in [KdPPS03] oder der Arbeitsabla¨ufe der
”
Gelben
Engel“ (ADAC-Straßenwacht) wie in [KRT03]. In seiner Habilitationsschrift [Kru02, Ka-
pitel 3] betrachtet Krumke insbesondere die Fragestellungen auf der Zahlengeraden und
auf deren positiver Halbgeraden.
Bemerkung 2.2.2 (Mo¨gliche Erweiterungen von Optimierungsproblem 2.2.1).
Das Optimierungsproblem 2.2.1 kann zu weiteren Optimierungsproblemen erweitert wer-
den:
• Beim
”
traveling-repairman-problem“ ist es mo¨glich, die jeweiligen Wartezeiten der
Anfragen mit jeweils individuellen Gewichten zu versehen.
• Das
”
latency online dial-a-ride problem“ ist eine Erweiterung bei welcher nicht nur
einzelnen Punkte zu besuchen sind, sondern stattdessen von den einzelnen Punkten
Objekte zu anderen Punkten transportiert werden mu¨ssen. Dabei kann entweder
immer nur ein Objekt auf einmal oder es ko¨nnen bis zu C Objekte mitgenommen
werden.
• Das k-Server Problem erweitert auf mehrere Reisende (hier dann Server genannt),
welche jeweils getrennt voneinander verschiedene Routen bearbeiten.
Anwendungen zu dial-a-ride finden sich in [AKR00] und [HKR00], sowie in [KR02,
Kapitel 9], als auch in [Kru02, Kapitel 4] mit mehreren verschieden Zielsetzungen ins-
besondere zur maximalen und durchschnittlichen Wartezeit. In [Kru02, Kapitel 5] wird
das Optimierungsproblem 2.2.1 mit allgemeinen metrischen Ra¨umen behandelt. Eine
Behandlung des k-Server Problems findet sich sowohl in [Alb96, Kapitel 4] als auch in
[KR02, Kapitel 8]. Betrachtungen zum Traveling-Repairman-Problem finden sich zum
Beispiel in [KdPPS03].
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Korollar 2.2.3.
Das Optimierungsproblem 2.1.4 ist ein Spezialfall des k-Server Problems.
Beweis zu Korollar 2.2.3.
Aus dem Optimierungsproblem 2.1.4 ergibt sich das k-Server Problem, wenn mit k Ser-
vern gearbeitet wird und der metrische Raum so definiert ist, dass zwischen allen Paaren
von Punkten immer eine Distanz von 1 gegeben ist. Dann entspricht jede Speicherseite
aus Optimierungsproblem 2.1.4 einem der Punkte im metrischem Raum und die aktuelle
Belegung des Hauptspeichers ist gegeben durch die Standorte der k Server.
Wenn im Optimierungsproblem 2.2.1 statt auf dem ganzen metrischen Raum nur auf
bestimmten Punkten und dazu passenden vorgegebenen Verbindungen gearbeitet werden
darf, ergeben sich die Transport-Probleme.
Optimierungsproblem 2.2.4 (Transport-Problem).
Anders als beim Optimierungsproblem 2.2.1 ist beim Transport-Problem das Netzwerk
zum Transportieren der Gu¨ter schon fest vorgegeben. Es kann also nicht mehr ein belie-
biger Weg zwischen zwei Punkten verwendet werden, sondern um von einem Punkt zu
einem anderen zu gelangen, mu¨ssen fest vorgegebene Verbindungen benutzt werden.
Wie in der Erweiterung
”
dial-a-ride“ vom Optimierungsproblem 2.2.1 sind hier nicht
mehr nur einfache Punkte zum Anfahren gegeben, sondern immer Auftra¨ge zum Trans-
port von einem Punkt zu einem anderen Punkt. Dabei ko¨nnen bei einer Kapazita¨t von
C ≥ 1 falls mo¨glich auch mehrere Auftra¨ge auf einmal bearbeitet werden. Die bei der On-
line-Betrachtung nicht festgelegten Daten sind die Auftra¨ge zum Transport beziehungs-
weise im Extremfall auch noch jeweils der Zielpunkt zu welchem das Gut transportiert
werden muss.
Beispiele fu¨r das Optimierungsproblem 2.2.4 sind die Verwaltung eines Lagers und
die Steuerung von Logistik-Auftra¨gen wie in [GKR01]. Eine weitere aus dem Bereich der
Informatik kommende Problemklasse ist die folgende Problemstellung:
Optimierungsproblem 2.2.5 (Listen-Aktualisierung).
In der Listen-Aktualisierung geht es darum, eine unsortierte Liste von Werten so zu
verwalten, dass der Aufwand bei Zugriffen fu¨r eine Folge von in der Liste enthaltenen
Werten minimal wird. Die Kosten eines Zugriffs auf ein Element entsprechen dabei der
Position dieses Elements in der Liste.
Dabei sind die folgendem zusa¨tzlichen Aktionen des Verwalters der Liste erlaubt:
(i) Die kostenlose Positionierung des aktuell nachgefragten Elements auf eine niedri-
gere und damit fru¨here Position als die aktuelle innerhalb der Liste.
(ii) Der Tausch zweier benachbarter Elemente mit Kosten 1.
Bemerkung 2.2.6 (Einfu¨gen und Lo¨schen innerhalb der Liste).
Das Einfu¨gen und Lo¨schen von Werten in die Liste kann durch Erweiterungen der Ak-
tionen bei Zugriffen behandelt werden:
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• Beim Lo¨schen erfolgt ein normaler Zugriff mit dessen Kosten und danach wird der
Wert falls er vorhanden ist gelo¨scht.
• Um festzustellen, ob ein einzufu¨gender Wert tatsa¨chlich neu oder schon in der Liste
enthalten ist, wird zuerst ein Zugriff auf diesen Wert ausgefu¨hrt. Wenn dieser
Zugriff fehlschla¨gt, wird der neue Wert fiktiv am Ende der Liste mit gesamten
Kosten 1+ |Liste| angeha¨ngt und ein Zugriff mit den davon ausgelo¨sten Aktionen
darauf simuliert und die daraus resultierenden A¨nderungen durchgefu¨hrt.
Da die Liste spa¨testens nach einer gro¨ßeren Anzahl von Aktionen keiner vorher ge-
gebenen Sortierung mehr genu¨gt, sind die Auswirkungen eines Einfu¨gens eines neuen
Elements an einer bestimmten fest vorgegebenen Position in der Liste nicht direkt ab-
sehbar. Als Konsequenz daraus mu¨sste dafu¨r eine weitere Aktion vorgegeben werden,
welche dann insbesondere auch Bezug auf die aktuelle Sortierung der Liste nehmen
mu¨sste. Diese aktuelle Sortierung der Liste ist jedoch nur noch durch die Wirkungen
der Aktionen des Verwalters gegeben, mit der oben angegebenen Simulation des Zugriffs
wird gewa¨hrleistet, dass die neue Anfrage nach diesen Regeln einsortiert wird.
Aus diesen Gru¨nden wird eine gezielte Einfu¨gung eines Wertes an einer bestimmten
Stelle als unzula¨ssig betrachtet.
In [Alb96, Kapitel 5] und in [KR02, Abschnitt 3.1] sowie [Hag05, Kapitel 4] wird auf
diese Problemstellung eingegangen.
Eine in der Telekommunikation oft auftretende Aufgabenstellung ist das Verteilen von
Bandbreiten innerhalb eines Netzwerks auf die einzelnen Anfragen.
Optimierungsproblem 2.2.7 (Netzwerk Routing).
Beim Netzwerk Routing (
”
virtual circuit routing“) geht es zum Beispiel um Anfragen zur
Datenu¨bertragung zwischen je zwei Punkten mit einer gewissen Systemlast oder auch
Bandbreite. Aufgabe des Verwalters ist es innerhalb der vorhandenen Kapazita¨ten zu
bleiben und dabei fu¨r jede Anfrage wenn mo¨glich eine Verbindung zwischen den zwei
gewu¨nschten Punkten zu finden und diese Verbindung mit der Anfrage zu belegen. Dabei
zu beachtende mo¨gliche Zielsetzungen sind zum Beispiel:
• Die Minimierung der maximalen Last der vorhandenen Kanten im Netzwerk oh-
ne Ablehnung von Anfragen (Die Kapazita¨t des Netzwerks sei dabei groß genug
gewa¨hlt.).
• Die Maximierung der Summe der Bandbreiten, genannt der Durchsatz der ange-
nommenen Anfragen unter Einhaltung vorgegebener Kapazita¨ten. Diese Zielset-
zung wird in der Literatur auch als
”
admission control“ bezeichnet.
Die Online noch unbekannten Daten sind in diesem Fall die Anfragen mit ihren Daten
fu¨r den Transport.
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Krumke und Rambau behandeln das Optimierungsproblem 2.2.7 ausfu¨hrlich in [KR02,
Kapitel 6].
Eine in der Produktion von Gu¨tern auftretende Problemstellung ist die Erstellung von
Reihenfolgen zur Bearbeitung verschiedener Gu¨ter auf einer Maschine.
Optimierungsproblem 2.2.8 (Metrische Tasksysteme).
Ein metrisches Tasksystem besteht aus einer Maschine mit einer endlichen Zustands-
menge M . Diese Maschine soll nun eine Folge von Auftra¨gen in der ankommenden Rei-
henfolge erledigen. Jeder dieser Auftra¨ge verursacht abha¨ngig vom momentanen Zustand
der Maschine einen bestimmten Aufwand.
Zielsetzung der Optimierung ist es nun, den gesamten entstehenden Aufwand zu mi-
nimieren. Um dieser Zielsetzung entsprechen zu ko¨nnen, kann die Maschine vor der
Bearbeitung eines Auftrags ihren eigenen Zustand wechseln, allerdings fu¨hrt ein Wech-
sel zwischen zwei Zusta¨nden jeweils zu einem von den beiden Zusta¨nden abha¨ngigen
bestimmten zusa¨tzlichen Aufwand, welcher in den Gesamtaufwand eingerechnet werden
muss.
Der unbekannte Aspekt bei der Online-Optimierung ist hier die Folge der Auftra¨ge.
Diese Problemstellung ist sehr allgemein und wird in [KR02, Kapitel 7] relativ knapp
vorgestellt.
Eine gro¨ßere U¨bersicht u¨ber die Algorithmen zur Online-Optimierung bietet zum Bei-
spiel das Buch [FW98] von Fiat und Woeginger, eine kritische Auseinandersetzung bietet
der Artikel [Alb03] von Albers.
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3. Einfu¨hrung in die Kompetitive
Analyse
Um innerhalb einer bestimmten Problemklasse die Ergebnisse eines Online-Algorith-
mus im Vergleich zu den Ergebnissen eines Oﬄine-Algorithmus, also bei Vorlage der
vollsta¨ndigen Informationen von Anfang an, betrachten zu ko¨nnen, wird die kompetiti-
ve Analyse1 verwendet.
Die kompetitive Analyse betrachtet, u¨ber alle Instanzen einer Problemstellung hinweg,
fu¨r jede dieser Instanzen den Quotienten zwischen dem Wert der Lo¨sung des zu beur-
teilenden Algorithmus und dem Wert der Lo¨sung der Oﬄine-Bearbeitung. Der Artikel
[Bor92] von Borodin bietet eine kurze und pra¨gnante Einfu¨hrung in die Problemstel-
lung der kompetitiven Analyse, eine gro¨ßere U¨bersicht bietet das spa¨ter von Borodin
zusammen mit Yaniv geschriebene Buch [BE98].
Der erste Teil dieses Kapitels geht auf die Grundlagen der kompetitiven Analyse ein.
Im zweiten Abschnitt werden grundlegende Techniken zur Berechnung des kompetitiven
Faktors vorgestellt. Danach kommt noch ein kurzer Einblick in die Bearbeitung von
Online-Problemen mit zufa¨lligen Algorithmen.
3.1. Grundlagen
Fu¨r die weiteren Betrachtungen innerhalb dieses Abschnitts sei als Ziel der Optimierung
immer die Minimierung einer Zielfunktion vorgegeben.
Definition 3.1.1 (Kompetitive Analyse).
Die kompetitive Analyse bestimmt ein Maß fu¨r die Gu¨te der Lo¨sungen aller Instanzen
einer Problemstellung durch den Online-Algorithmus gegenu¨ber der jeweiligen Lo¨sung
der gleichen Instanz durch die Oﬄine-Bearbeitung. Dabei wird als Maß fu¨r eine Pro-
blemstellung, bei einer zu minimierenden Zielfunktion, der gro¨ßte Quotient fu¨r eine der
Instanzen der Problemstellung zwischen dem errechneten Wert des Online-Algorithmus
(Alg) und dem dagegen optimalen Wert der Oﬄine-Bearbeitung (Off) verwendet.
Der kompetitive Faktor c ergibt sich als die kleinste Zahl, fu¨r die folgende Eigenschaft
u¨ber alle Instanzen I einer Problemstellung mit Minimierung einer Zielfunktion gilt:
KostenAlg(I) ≤ c ·KostenOff(I) + α
1Nach [Gro95] wurde die kompetitive Analyse 1985 zum ersten Mal in [ST85] von Sleator und Tarjan
eingefu¨hrt.
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Dabei ist α eine konstante nicht negative Zahl. Wenn fu¨r einen Algorithmus α = 0 gilt,
so heißt dieser strikt c-kompetitiv und c ist der strikt kompetitive Faktor. Falls α > 0
gilt, so ist der Algorithmus nur c-kompetitiv.
Da der Online-Algorithmus ebenfalls zur Lo¨sung des Oﬄine-Problems verwendet wer-
den kann, gilt bei einer Minimierung:
KostenOff(I) ≤ KostenAlg(I).
Somit gilt grundsa¨tzlich immer c ≥ 1
Definition 3.1.2 (Optimaler Online-Algorithmus).
Ein Online-Algorithmus wird als ein optimaler Online-Algorithmus bezeichnet, wenn
dessen kompetitiver Faktor c unter allen anderen Algorithmen seiner Art nachweisbar
der kleinste mo¨gliche kompetitive Faktor ist. Das heißt es muss nachgewiesen werden,
dass es fu¨r jeden anderen Algorithmus eine Sequenz gibt, fu¨r welche dieser minimal den
kompetitiven Faktor c erreichen kann.
Bemerkung 3.1.3 (Verbot der fru¨hzeitigen Abarbeitung).
Das in Definition 1.1.2 getroffene Verbot der fru¨hzeitigen Abarbeitung von Anfragen σi,
– das heißt, dass Anfragen erst dann bearbeitet werden du¨rfen, wenn das in der Sequenz
dazu mitgegebene Ordnungsmerkmal erfu¨llt ist, – sorgt fu¨r eine gerechtere Angleichung
der beiden gegensa¨tzlichen Positionen. Ohne diese Einschra¨nkung ko¨nnte der kompeti-
tive Faktor so ziemlich jedes Online-Algorithmus gegen unendlich geschickt werden. Bei
einer Rundreise bestu¨nde zum Beispiel die ganze Sequenz der Anfragen nur aus einer
Anfrage, deren Bekanntgabe zum Zeitpunkt t → ∞, also in a¨ußerst ferner Zukunft,
erfolgt. Da die Oﬄine-Bearbeitung die Anfrage von Anfang an kennt, ko¨nnte sie diese
sofort bearbeiten, der Online-Algorithmus hingegen mu¨sste bis zu deren Bekanntgabe
warten und wu¨rde somit unendlich lange brauchen.
Allerdings ergeben sich durch den Vergleich mithilfe der kompetitiven Analyse zwi-
schen dem Online-Algorithmus und der Oﬄine-Bearbeitung trotzdem gewisse Schwie-
rigkeiten bei der Beurteilung eines Algorithmus.
Bemerkung 3.1.4 (Problematik der kompetitiven Analyse).
Aus der Definition der kompetitiven Analyse nach Definition 3.1.1 ergeben sich folgende
Schwachstellen:
• Die Betrachtung u¨ber alle Instanzen der Problemstellung hinweg (unendlich viele),
dabei enthalten sind natu¨rlich auch Instanzen mit unendlich vielen Anfragen, fu¨hrt
meist zu einer ziemlich abstrakten Betrachtungsweise. Dies liegt vor allem daran,
dass auch a¨ußerst seltene Randfa¨lle, egal wie unwahrscheinlich deren Auftreten ist,
voll beru¨cksichtigt werden mu¨ssen.
• Bei vollsta¨ndiger Information fu¨r die Oﬄine-Bearbeitung hat der Online-Algorith-
mus teilweise wegen seiner unvollsta¨ndigen Information kaum eine Mo¨glichkeit fu¨r
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eine wirklich gute kompetitive Kennzahl. Um diesen Effekt etwas abzuschwa¨chen,
wird die Information der Oﬄine-Bearbeitung manchmal eingeschra¨nkt.
• Die Festlegung der Kennzahl auf den
”
Worst-Case“ bedeutet, dass schon eine große
Abweichung von der besten Lo¨sung bei einer einzigen Instanz, und sei diese auch
noch so unwahrscheinlich, zu einer wesentlich schlechteren Kennzahl fu¨hrt. Dabei
wird allerdings u¨berhaupt nicht beru¨cksichtigt, wie gut der Algorithmus auf den
restlichen Instanzen der Problemstellung arbeitet.
Eine Mo¨glichkeit das Problem mit dem manchmal massiven Informationsvorsprung
und dessen Ausnutzung durch die Oﬄine-Bearbeitung anzugehen, ist eine Einschra¨nkung
der Verwendbarkeit dieser Informationen. In [Kru02, Kapitel 3] oder auch [BKdPS00]
wird zum Beispiel dazu die so genannte faire Oﬄine-Bearbeitung definiert:
Definition 3.1.5 (Faire Oﬄine-Bearbeitung).
Eine faire Oﬄine-Bearbeitung unterliegt in ihren Mo¨glichkeiten gewissen Beschra¨nkun-
gen, welche verhindern sollen, dass diese die Kenntnis der zusa¨tzlichen Information in
einer Weise nutzt, welche dem Online-Algorithmus nicht zur Verfu¨gung stehen.
So gibt es bei einem Problem einer Rundreise (siehe Optimierungsproblem 2.2.1) in
der Ebene zum Beispiel nach [Kru02] und [BKdPS00] die Einschra¨nkung, dass sich die
faire Oﬄine-Bearbeitung zu keinem Zeitpunkt t außerhalb der konvexen Hu¨lle der Rei-
sepunkte befinden darf, welche bis dahin bekannt gegeben worden sind. Die faire Oﬄine-
Bearbeitung darf also nicht, schon im Vorgriff auf einen spa¨teren Reisepunkt, das durch
die konvexe Hu¨lle der bereits bekannten Reisepunkte definierte Gebiet verlassen. Aller-
dings kann diese immer noch die fru¨he Kenntnis der zuku¨nftigen Reisepunkte ausnutzen
und vor deren eigentlicher Bekanntgabe, also vor deren Erscheinen, innerhalb des u¨ber
die konvexe Hu¨lle definierten Gebietes zu einer gu¨nstiger gelegenen Position fahren.
Da der Online-Algorithmus eigentlich, außer in den trivialen Fa¨llen immer mit unvoll-
sta¨ndigen Wissen u¨ber die Sequenz der Anfragen auskommen muss und einmal getroffene
Entscheidungen entweder gar nicht oder nur bedingt gea¨ndert werden ko¨nnen, gibt es
verschiedene Ansa¨tze zur grundsa¨tzlichen Vorgehensweise bei der Abarbeitung der ein-
gehenden und noch nicht bearbeiteten Anfragen.
Definition 3.1.6 (Verschiedene Komponenten von Verhaltensstrategien fu¨r Online-Al-
gorithmen).
Fu¨r einen Online-Algorithmus gibt es folgende unterschiedlichen Strategien fu¨r sein Vor-
gehen wa¨hrend der Bearbeitung einer Sequenz von Anfragen.
Replan: Bei Anwendung der Replan-Strategie reagiert der Algorithmus auf jede neue
Anfrage unmittelbar, indem die neue Information verarbeitet wird und fu¨r alle
noch nicht bearbeiteten Anfragen ein neuer Vorschlag zur Bearbeitung berechnet
wird.
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Ignore: Das Gegenteil der Replan-Strategie ist die Ignore-Strategie, diese verwendet
nacheinander Lo¨sungsvorschla¨ge fu¨r Teilsequenzen der gesamten Sequenz von An-
fragen. Je nach Situation werden bei dieser Strategie neue Anfragen anders behan-
delt.
Solange der im Moment aktuelle Vorschlag, zur Bearbeitung einer Teilsequenz,
noch nicht abgeschlossen worden ist, werden alle neuen Anfragen grundsa¨tzlich
nicht beachtet.
Eine erneute Berechnung eines Vorschlags zur Bearbeitung der zuru¨ckgestellten
Anfragen findet erst dann wieder statt, wenn die Durchfu¨hrung des aktuellen Vor-
schlags zur Bearbeitung endgu¨ltig beendet ist. Der Ausdruck Vorschlag zur Bear-
beitung bezieht sich dabei auf eine durch den Algorithmus fu¨r eine Teilmenge der
Anfragen ausgearbeitete Lo¨sungsmo¨glichkeit.
Warten: Da nicht alle Anfragen sofort bekannt werden, sondern sich erst im Zeitablauf
ergeben, kann es immer vorkommen, dass die Online-Bearbeitung einen Zustand
verla¨sst, obwohl dieser als Ausgangslage fu¨r die Bearbeitung der demna¨chst be-
kannt werdenden Anfragen a¨ußerst gu¨nstig gewesen wa¨re.
Um die Auswirkungen solcher Wechsel des Zustands abzuschwa¨chen wurde die
Strategie des Wartens eingefu¨hrt. Dabei besteht kein Zwang mehr sofort nach
der Bearbeitung der aktuell ausgewa¨hlten Anfrage zur Bearbeitung der na¨chsten
ausgewa¨hlten Anfrage u¨berzugehen, sondern es ko¨nnen einige Zeiteinheiten im
aktuellen Zustand abgewartet werden. Damit ist also eine sofortige Fortfu¨hrung der
Bearbeitung nicht mehr zwingend notwendig. Eine Anwendung dieser Strategie ist
verbunden mit der Hoffnung, durch das Warten in dem jetzigen Zustand vielleicht
fu¨r in na¨chster Zeit bekannt werdende Anfragen eine bessere Ausgangslage zu
behalten.
Diese Strategie kann so, beim spa¨teren Eintreffen von geeigneten Anfragen, selbst
dann einen Sinn machen, wenn das Warten, etwa wie bei der Aufgabenstellung
einer Minimierung der gesamten Bearbeitungszeit, an und fu¨r sich eigentlich kon-
traproduktiv ist.
Allerdings muss bei der Anwendung dieser Strategie darauf geachtet werden, dass
nicht zu lange oder sogar endlos in einem Zustand verblieben wird. Weil bei der
Online-Bearbeitung im Normalfall auch nicht bekannt ist, wie viele Anfragen insge-
samt bearbeitet werden mu¨ssen, kann eine zu lange Wartezeit, insbesondere wenn
keine geeigneten Anfragen eintreffen, auch dazu fu¨hren, dass jede Vergleichbarkeit
mit den erreichten Werten der Oﬄine-Bearbeitung verloren geht.
Natu¨rlich sind auch Kombinationen und Varianten der einzelnen Strategien zugelas-
sen.
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3.2. Techniken
Ein kompetitiver Faktor soll durch den Vergleich der Kosten des Online-Algorithmus
mit denen der Oﬄine-Bearbeitung auf allen Instanzen einer Problemstellung, wie die
in Kapitel 2 vorgestellten Optimierungsprobleme, gewonnen werden. Da der direkte,
enumerative Beweis allerdings meist zu einer unendlichen Beweisfolge fu¨hren wu¨rde, wird
nun mit verschieden Techniken versucht, den dazu eigentlich notwendigen Aufwand zu
reduzieren.
Grundsa¨tzlich gibt es dafu¨r mehrere verschiedene Methoden, in den folgenden Ab-
schnitten soll eine U¨bersicht u¨ber einen Teil dieser Methoden gegeben werden.
Die einfachste Methode ist es wie in Abschnitt 7.3 den Kosten-Quotienten zwischen der
Lo¨sung des Online-Algorithmus und der Lo¨sung der Oﬄine-Bearbeitung aufzustellen und
nach oben abzuscha¨tzen. Diese Methode ist allerdings nicht sonderlich elegant, sondern
eher nur grobes Handwerkszeug, da dabei sowohl Nenner als auch Za¨hler meist isoliert
betrachtet werden und deren Zusammenhang, gemeint ist hier die Auswirkungen der
Sequenzen von Anfragen auf die Kosten beider Algorithmen, unbeachtet bleibt.
3.2.1. Potenzial-Funktionen zum Finden einer Oberschranke
Eine wichtige Technik, um Oberschranken fu¨r den kompetitiven Faktor eines Online-
Algorithmus zu erhalten, sind die Potenzial-Funktionen, welche mit der amortisierten
Analyse verbunden sind. Explizit definiert werden diese zum Beispiel in [Alb96, Ab-
schnitt 3.1] und in [KR02, Kapitel 3].
Definition 3.2.1 (Potenzial-Funktionen).
Eine Potenzial-Funktion Φ ordnet der aktuellen Situation des Online-Algorithmus eine
nicht negative Zahl Φi zu. Diese Zahl soll im Idealfall das Potenzial des aktuellen Zustan-
des, zum Beispiel beim Optimierungsproblem 2.2.5 die vorliegende Sortierung der Liste,
des Online-Algorithmus gegenu¨ber dem Zustand der Oﬄine-Bearbeitung widerspiegeln.
Aus der Summe der A¨nderung des Wertes der Potenzial-Funktion nach einer Aktion fu¨r
eine Anfrage σi und den tatsa¨chlich auftretenden Kosten des Algorithmus oi lassen sich
die amortisierten Kosten ai berechnen:
ai = oi + Φi − Φi−1 (3.2.1)
Wird nach der Aktion das Potenzial besser (Φi−Φi−1 ≥ 0), so u¨berscha¨tzt ai die echten
Kosten, bei einer Verschlechterung werden die Kosten unterscha¨tzt.
Die tatsa¨chlichen Gesamtkosten ergeben sich dann zu:
n∑
i=1
oi =
n∑
i=1
[ai − (Φi − Φi−1)] =
n∑
i=1
ai + (Φ0 − Φn) ≤
n∑
i=1
ai + Φ0
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Ko¨nnen nun die folgenden Aussagen
ai ≤ c ·Off(σi) ∀i = 1, . . . , n (3.2.2a)
Φ0 ist unabha¨ngig von der gesamten Sequenz σ (3.2.2b)
fu¨r alle mo¨glichen Anfragen σi und aktuelle Zusta¨nde des Online-Algorithmus nachge-
wiesen werden, so ist damit ein kompetitiver Faktor von c bewiesen. Mit der zusa¨tzlichen
Anforderung Φ0 = 0 ist der Algorithmus sogar strikt c-kompetitiv.
Bemerkung 3.2.2 (Einschra¨nkung in der Anwendbarkeit der Potenzial-Funktion aus
Definition 3.2.1).
Die Betrachtungsweise mit Potenzialfunktionen ist nur dann anwendbar, wenn jede An-
frage in demMoment bearbeitet wird, in welchem sie bekannt wird. Das heißt die Anfrage
σi+1 wird dem Algorithmus erst nach der Festlegung und normalerweise auch erst nach
der Ausfu¨hrung seiner Aktion fu¨r σi u¨bergeben. Insbesondere mu¨ssen dabei Entschei-
dungen zur Bearbeitung einer Anfrage unabha¨ngig von den nachfolgenden Anfragen sein,
du¨rfen also nicht wieder gea¨ndert werden.
3.2.2. Sequenzen zum Finden einer Unterschranke
Um erste Eindru¨cke vom kompetitiven Faktor eines Online-Algorithmus zu erhalten
werden oft erst einmal verschiedene Instanzen der Problemstellung erzeugt und fu¨r diese
Instanzen der Quotient zwischen den vom Online-Algorithmus beno¨tigten Kosten und
den Kosten der Oﬄine-Bearbeitung berechnet.
Manchmal ergeben sich bei diesen ersten Versuchen schon gewisse Eindru¨cke davon
wie eine Sequenz aufgebaut sein muss um den Aufwand der Online-Bearbeitung im Ver-
gleich zu einer besseren Oﬄine-Bearbeitung in die Ho¨he zu treiben. Aus jeder dieser
Instanzen der Problemstellung la¨sst sich aber auch eine erste Scha¨tzung fu¨r eine Unter-
schranke des kompetitiven Faktors herleiten. Da dieser na¨mlich fu¨r alle Instanzen eines
Optimierungsproblems gelten muss, kann er nicht kleiner sein als der Quotient zwischen
den Online- und den Oﬄine-Kosten einer beliebigen Instanz der Problemstellung. Aus
der Findung einer Sequenz mit
”
Worst-Case“-Verhalten la¨sst sich folgendes Konzept zur
Bestimmung des kompetitiven Faktors herleiten:
Definition 3.2.3 (Bo¨swilliger Gegner).
Unter dem Konzept Bo¨swilliger Gegner wird die Erzeugung einer derartigen Sequenz σ
zur Eingabe verstanden, so dass das Ergebnis von deren Bearbeitung fu¨r den Online-
Algorithmus immer so schlecht wie mo¨glich ist.
Dieses Konzept findet sich unter anderem in [KR02, Abschnitt 2.2].
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3.3. Entscheidungen mit Zufall
Da bei der Bearbeitung eines Online-Optimierungsproblems mit einem deterministi-
schen Algorithmus in der kompetitiven Analyse zum Beispiel durch die Anwendung von
Definition 3.2.3 immer genau die Schwachstellen dieses Algorithmus zum Erho¨hen des
kompetitiven Faktors ausgenutzt werden, stellt sich die Frage, wie die Auswirkungen
dieses Vorgehens abgeschwa¨cht werden ko¨nnen.
Das Finden der mo¨glichst schlechten Sequenzen von Anfragen ist durch die genau fest-
gelegte Vorgehensweise eines Online-Algorithmus begu¨nstigt, und daher ist ein mo¨glicher
Ansatzpunkt dieses festgelegte Verhalten zu a¨ndern. Diese Vera¨nderung kann dadurch
erreicht werden, dass in die Algorithmen ein randomisiertes Element eingebaut wird.
Der na¨chste Unterabschnitt definiert nun diese Algorithmen ganz allgemein und in dem
darauf folgenden wird mithilfe eines Prinzips aus der Spieltheorie eine erste Unterschran-
ke fu¨r den kompetitiven Faktor fu¨r Online-Algorithmen mit zufa¨lligen Entscheidungen
hergeleitet.
3.3.1. Algorithmen mit randomisierten Entscheidungen
Um das Durchschauen eines Algorithmus fu¨r einen Gegenspieler (hier der Erzeuger der
Anfrage-Sequenzen) schwieriger zu gestalten, wird bei vorher festgelegten Entscheidun-
gen eine zufa¨llige Komponente eingebaut, dadurch entstehen die randomisierten Algo-
rithmen.
Definition 3.3.1 (Randomisierte Algorithmen).
Ein Algorithmus ist ein randomisierter Algorithmus , wenn zur Laufzeit des Algorithmus
oder vor dessen Bearbeitung der ersten Anfrage dessen Verhalten bei der Eingabe einer
Sequenz von Anfragen nicht eindeutig berechenbar ist.
Dieser Einfluss des Zufalls kann sich bei jeder einzelnen Entscheidung auswirken oder
er legt nur vor der Bearbeitung der ersten Anfrage das weitere Verhalten gegenu¨ber
der restlichen Sequenz fest. Dabei ist eine anfa¨ngliche zufa¨llige Entscheidung zwischen
mehreren Online-Algorithmen ausdru¨cklich eingeschlossen.
Algorithmen ohne den Einfluss von randomisierten Entscheidungen werden determi-
nistische Algorithmen genannt.
Bemerkung 3.3.2.
Innerhalb dieser Arbeit geht es, sofern nicht speziell auf den Anteil des Zufalls verwiesen
wird, immer nur um deterministische Algorithmen.
Da nun bei den Algorithmen nach Definition 3.3.1 durch deren spezielle Konstruktion
das Ergebnis fu¨r die Bearbeitung einer Menge von Anfragen vor dem Feststehen des
Ausgangs der randomisierten Entscheidungen nicht mehr exakt bestimmt werden kann,
muss die Festlegung des kompetitiven Faktors aus Definition 3.1.1 dementsprechend an-
gepasst werden.
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Definition 3.3.3 (Kompetitiver Faktor fu¨r randomisierte Algorithmen).
Um bei der Analyse der Algorithmen aus Definition 3.3.1 die randomisierten Entschei-
dungen beru¨cksichtigen zu ko¨nnen, wird die Definition des kompetitiven Faktors um den
Erwartungswert E u¨ber die Wahrscheinlichkeitsverteilung P des Online-Algorithmus er-
weitert:
Ep[KostenAlg(I)] ≤ c · Ep[KostenOff(I)] + α = c ·KostenOff(I) + α
Alles weitere aus der Definition 3.1.1 la¨sst sich ohne zusa¨tzliche Vera¨nderung u¨berneh-
men.
Durch die Einwirkung des Zufalls ergibt sich nun allerdings auch eine vera¨nderte
Situation beim mo¨glichen Wissen des Gegners, welcher die Sequenz der Anfrage erzeugt
und die Oﬄine-Bearbeitung durchfu¨hrt. Dieses Wissen muss nun genauer spezifiziert
werden.
Dazu gibt es in den meisten Literaturstellen drei Hauptarten von Gegnern welche hier
nur kurz vorgestellt werden sollen.
Definition 3.3.4 (Gegner bei randomisierten Algorithmen).
In [KR02, Abschnitt 2.3] und in [Alb96, Abschnitt2˜.1] finden sich folgende Konzepte fu¨r
die verschiedenen Auspra¨gungen von Gegnern fu¨r randomisierte Algorithmen.
Blind: Der blinde Gegner (
”
Oblivious Adversary“) muss die Sequenz der Anfragen vor
Beginn der Bearbeitung komplett aufgestellt haben und kann daher nicht auf Er-
kenntnisse aus dem Verhalten des Online-Algorithmus zugreifen.
Online Adaptiv: Der online adaptive Gegner (
”
Adaptive Online Adversary“) darf den
Online-Algorithmus beobachten und kann aufbauend auf dessen Verhalten neue
Anfragen erzeugen. Allerdings muss dieser Gegner ebenfalls die Sequenz von Anfra-
gen online bearbeiten, und zwar ohne Kenntnis der momentanen sowie der zuku¨nf-
tigen Entscheidungen des Online-Algorithmus.
Oﬄine Adaptiv: Der oﬄine adaptive Gegner (
”
Adaptive Oﬄine Adversary“) entspricht
dem online adaptivem Gegner, außer dass er die gesamte Sequenz der Anfragen
oﬄine bearbeiten darf.
3.3.2. Yao’s Prinzip
Mit Yao’s Prinzip wird die Anpassung einer Erkenntnis aus der Spieltheorie zu Zwei-
Personen-Nullsummenspiele mit gemischten Strategien in die Online-Optimierung be-
schrieben. Da eine umfassende Einbeziehung von theoretischen Aussagen und Defini-
tionen der Spieltheorie innerhalb der Thematik dieser Arbeit nicht angebracht ist, sei
hier auf [Bor01, Kapitel 30 und 31] fu¨r einen gro¨ßeren U¨berblick u¨ber die theoretischen
Grundlagen zu Zwei-Personen-Nullsummenspiele verwiesen.
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Wichtig fu¨r die in diesem Unterabschnitt vorzustellende Technik ist nur die Tatsache,
dass bei Zwei-Personen-Nullsummenspielen mit gemischten Strategien die Spielwerte der
beiden Spieler bei Verwendung von MinMax-Strategien u¨bereinstimmen. Konkret ergibt
sich als mathematische Formel:
Lemma 3.3.5 (Spielwert fu¨r MinMax bei Zwei-Personen-Nullsummenspiele mit ge-
mischten Strategien).
Nach [Bor01, Satz 30.8] gilt fu¨r ein Zwei-Personen-Nullsummenspiele mit gemischten
Strategien und deren Wahrscheinlichkeitsvektoren p und q sowie der Auszahlungsmatrix
M :
max
p
min
i
pTMei = min
q
max
j
eTj Mq
Daraus leitet sich dann nach [KR02, Abschnitt 5.2] das Prinzip von Yao durch eine
Abscha¨tzung der linken Seite nach unten ab:
Lemma 3.3.6 (Yao’s Prinzip).
pT min
i
Mei ≤ min
q
max
j
eTj Mq
Angewandt auf die Online-Optimierung mit zufa¨lligen Algorithmen ergibt sich nach
[Alb96, Abschnitt 3.2] und [KR02, Abschnitt 5.2] folgende Aussage:
Satz 3.3.7 (Yao’s Prinzip fu¨r Online-Optimierung).
Falls eine Wahrscheinlichkeitsverteilung P fu¨r mehrere Sequenzen von Anfragen σi eines
Online-Optimierungsproblems existiert, so dass fu¨r alle deterministischen Algorithmen
folgende Abscha¨tzung gilt,
Ep[KostenAlg(σ
i)] ≥ δ · Ep[KostenOff(σi)]
dann gilt c ≥ δ fu¨r alle kompetitiven Faktoren c, welche von zufa¨lligen Algorithmen gegen
den blinden Gegner erreicht werden ko¨nnen.
Beweis zu Satz 3.3.7.
Sei {σx | x ∈ X} die Menge aller mo¨glichen Sequenzen von Anfragen und {Algy | y ∈ Y}
die Menge aller deterministischen Algorithmen. Um nun den Satz 3.3.7 zu beweisen,
muss nur gezeigt werden, dass fu¨r jede Wahrscheinlichkeitsverteilung Y u¨ber die Menge
der deterministischen Algorithmen (analog istX eine Wahrscheinlichkeitsverteilung u¨ber
die Menge der Sequenzen von Anfragen) der kompetitive Faktor δ fu¨r mindestens eine
Sequenz gilt. Dazu soll nachgewiesen werden, dass
inf
Y
sup
x∈X
{E[KostenAlgy(σx)]− δ ·KostenOff(σx)}
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gro¨ßer gleich Null ist.
inf
Y
sup
x∈X
{
EY [KostenAlgy(σ
x)]− δ ·KostenOff(σx)
}
= inf
Y
sup
x∈X

∫
Y
KostenAlgy(σ
x)− δ ·KostenOff(σx) dY

= inf
Y
sup
X

∫
X
∫
Y
KostenAlgy(σ
x)− δ ·KostenOff(σx) dY dX

≥ sup
X
inf
Y

∫
X
∫
Y
KostenAlgy(σ
x)− δ ·KostenOff(σx) dY dX
 (3.3.1)
Mit Fubini ergibt sich aus (3.3.1):
sup
X
inf
Y

∫
Y
∫
X
KostenAlgy(σ
x)− δ ·KostenOff(σx) dX dY

= sup
X
inf
y∈Y

∫
X
KostenAlgy(σ
x)− δ ·KostenOff(σx) dX

= sup
X
{
inf
y∈Y
{
EX [KostenAlgy(σ
x)] dX
}− δ ·KostenOff(σx)} ≥ 0 (3.3.2)
Die letzte Ungleichung aus (3.3.2) mit dem gro¨ßer gleich Null ergibt sich aus der in der
Voraussetzung des Satzes genannten Abscha¨tzung fu¨r alle deterministischen Algorithmen
welche die Wahrscheinlichkeitsverteilung P fu¨r die Sequenzen der Anfragen erfu¨llen muss.
Die Umwandlungen der Extremaloperatoren wie infy∈Y ↔ infY
∫
Y
ergibt sich aus
der Erweiterung von der Grundmenge in deren konvexen Hu¨lle und der umgekehrten
Reduktion dieser konvexen Hu¨lle wieder auf die Grundmenge zuru¨ck.
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Optimierungsproblemen
Dieses Kapitel fu¨hrt zu einigen der Optimierungsprobleme aus Kapitel 2 determinis-
tische Algorithmen mit den besten kompetitiven Faktoren ein und behandelt, sofern
mo¨glich, den Nachweis der Optimalita¨t der Algorithmen. Dabei ist jeweils die verwen-
dete Literatur angegeben, welche fu¨r die Definition des Algorithmus und den Beweis der
Optimalita¨t als Quelle gedient hat.
4.1. Zusa¨tzliche kleine Hilfsmittel
Um die Beweise in den anderen Abschnitten nicht zu sehr zu u¨berfrachten, werden die
mathematischen Hilfsaussagen, welche nicht direkt mit der Online-Optimierung zu tun
haben, in diesen Abschnitt gesammelt.
Korollar 4.1.1 (Quotienten-Abscha¨tzung mit gleichen Anteilen).
Fu¨r alle Zahlen a, b, x mit x ≥ 0 und b > 0 gilt unter der Voraussetzung a ≥ b:
a + x
b+ x
≤ a
b
(4.1.1)
Mit der Voraussetzung a ≤ b ergibt sich die analoge Aussage:
a + x
b+ x
≥ a
b
Beweis zu Korollar 4.1.1.
Die Voraussetzungen a ≥ b und x ≥ 0 ergeben:
x · a ≥ x · b (4.1.2)
Nach der Addition von a · b zu beiden Seiten von (4.1.2) ergibt sich:
x · a+ a · b ≥ x · b+ a · b⇐⇒ a · (x+ b) ≥ b · (x+ a) (4.1.3)
Da sowohl b > 0 und damit auch x+ b > 0 ist, kann (4.1.3) durch die beiden Ausdru¨cke
geteilt werden und dies liefert das gewu¨nschte Ergebnis von (4.1.1)
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Korollar 4.1.2 (Quotienten-Abscha¨tzung mit gleichen Anteilen und verschiedenen Ge-
wichten).
Fu¨r alle Zahlen a, δ, x, z mit a + δ · x > 0 und δ ∈ [0, 1] gilt unter der Voraussetzung
z ≥ x:
a + x
a+ δ · x ≤
a+ z
a + δ · z (4.1.4)
Beweis zu Korollar 4.1.2.
Mit δ ≤ 1 gilt
a · δ ≤ a (4.1.5)
Wird nun zu beiden Seiten von (4.1.5) der Ausdruck z − x ≥ 0 multipliziert, so ergibt
sich:
a · δ · (z − x) ≤ a · (z − x)⇐⇒ a · δ · z − a · δ · x ≤ a · z − a · x (4.1.6)
Die Addition von a2 und δ ·x · z zu beiden Seiten der Ungleichung aus (4.1.6), sowie eine
so gestaltete Umstrukturierung, dass beide Seiten nur Summanden beinhalten, liefert
folgende Ungleichung:
a2 + a · δ · z + a · x+ δ · x · z ≤ a2 + a · δ · x+ a · z + δ · x · z (4.1.7)
Durch eine Zusammenfassung der jeweiligen Seiten aus (4.1.7) kommt es zu der folgenden
Form
(a+ x) · (a+ δ · z) ≤ (a + z) · (a + δ · x) (4.1.8)
Da a+δ ·x > 0 vorausgesetzt ist und damit wegen z ≥ x auch a+δ ·z > 0 gilt, entspricht
dies der obigen Formel (4.1.4) und die Aussage ist bewiesen.
4.2. Kaufentscheidung
Das Optimierungsproblem 2.1.1 ist eine Problemstellung, welche in der Literatur zum
Beispiel in Form des Bahncard-Problems oder der Entscheidung eines Ski-Fahrers ab wie
vielen Tagen Schnee sich der Kauf eigener Ski rechnet gerne fu¨r einfu¨hrende Beispiele
verwendet wird.
Fu¨r beide Probleme kann relativ schnell ein Online-Algorithmus mit bestmo¨glichen
kompetitiven Faktor gefunden werden.
4.2.1. Bahncard-Problem
Im Bahncard-Problem geht es darum, ob und wann sich ein Reisender eine Bahncard
mit Erma¨ßigung auf alle zuku¨nftigen Zugfahrten kaufen soll. Der Preis der Bahncard sei
dabei B Geldeinheiten und der Faktor der Erma¨ßigung sei λ, dass heißt eine Fahrkarte,
welche normal p Geldeinheiten kosten wu¨rde, kostet nach dem Kauf der Bahncard nur
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noch (1 − λ)p Geldeinheiten. Die Gu¨ltigkeit der Bahncard sei dabei auf die Zeitdauer
T , gemessen ab dem Zeitpunkt des Kaufes, beschra¨nkt. Der betrachtete Zeitraum ist
unabha¨ngig von der Zeitdauer und kann theoretisch auch unendlich lang sein, das heißt
insbesondere auch, dass es vorteilhaft sein kann, innerhalb des betrachteten Zeitraums
eventuell nicht nur eine Bahncard zu kaufen, sondern mehrere nacheinander.
Fu¨r die deutsche Bahn ergeben sich im Jahr 2009 zum Beispiel fu¨r die klassische
Bahncard folgende Daten: B = 225e und λ = 1
2
sowie T = 1 Jahr.
Der Reisende muss nun – vor dem Kauf der Bahncard – abscha¨tzen, ob er danach noch
so viele Fahrkarten beno¨tigt, dass die Summe seiner Ersparnisse gro¨ßer als die Kosten
der Bahncard sind, also ob
∑
z pzλ ≥ B gilt.
Algorithmus 4.2.1 (Bahncard-Algorithmus aus [KR02, BCSUM]).
Der Reisende kauft zum Zeitpunkt t eine Bahncard, wenn er noch keine besitzt und die
mo¨glich gewesenen Einsparungen von Kosten im Zeitraum [max {t− T, 0} , t] die Kosten
der Bahncard u¨berstiegen ha¨tten.
Satz 4.2.2 (Algorithmus 4.2.1 ist optimal).
Der Algorithmus 4.2.1 hat einen strikten kompetitiven Faktor von 1 + λ und ist damit
ein optimaler Online-Algorithmus. Insbesondere hat dieser fu¨r die deutsche Bahncard
einen strikt kompetitiven Faktor von 3
2
.
Beweis zu Satz 4.2.2 nach [KR02, Satz 3.10 und Satz 3.12].
Der Beweis ist aufgegliedert in zwei Teile: Teil (i) weist den kompetitiven Faktor von
1+λ nach und Teil (ii) definiert eine derartige Folge von Bahnfahrten, so dass jeder de-
terministische Algorithmus um 1+λ erho¨hte Kosten gegenu¨ber der Oﬄine-Bearbeitung
hat.
(i) Bei der Betrachtung des kompetitiven Faktors von Algorithmus 4.2.1 wird die ge-
samte Zeitspanne, innerhalb welcher der Reisende Bahn fa¨hrt, in mehrere verschie-
dene Zeitra¨ume aufgeteilt.
Seien dazu τ1, . . . τk die Zeitpunkte, zu welchen die Oﬄine-Bearbeitung eine Bahn-
card kauft, zur einfacheren Darstellung sei τk+1 der Zeitpunkt der letzten Bahn-
fahrt. Das heißt die Oﬄine-Bearbeitung fa¨hrt in den Zeitintervallen [τi, τi + T ) zu
den erma¨ßigten Preisen und somit liegen in diesen Zeitintervallen Bahnfahrten mit
Kosten, deren Potential zur Einsparung ho¨her ist als die Kosten B der Bahncard
(sonst wu¨rde sich diese fu¨r die Oﬄine-Bearbeitung nicht rechnen).
Da der Algorithmus 4.2.1 eine Bahncard genau dann kauft, wenn sich diese in den
letzten T Zeiteinheiten bezahlt gemacht ha¨tte und er zu diesem Zeitpunkt noch
keine besitzt, wird auch dieser k mal die Bahncard kaufen.
In den Intervallen [0, τ1) und [τi+T, τi+1) fu¨r i = 1, . . . , k wird von der Oﬄine-Bear-
beitung der volle Preis gezahlt, dies fu¨hrt dazu, dass innerhalb dieser Zeitintervalle
der Algorithmus 4.2.1 nicht mehr bezahlt als die Oﬄine-Bearbeitung.
31
4. Kompetitive Faktoren zu den Optimierungsproblemen
τi τi + T
Bahncard der Oﬄine-Bearbeitung
I1 I2 I3
I2 I3
I1 I2
Abbildung 4.2.1.: Verschiedene Verteilungen der Phasen des Bahncard-Problems
Innerhalb der Zeitra¨ume [τi, τi + T ) ergeben sich drei verschiedene Phasen:
Die erste Phase I1 und die letzte Phase I3 sind Zeitra¨ume, in welchen auch der
Algorithmus 4.2.1 eine Bahncard besitzt, und wa¨hrend der mittlerem Phase I2
fa¨hrt dieser ohne Bahncard. Allerdings kann es auch vorkommen das bis zu zwei der
Phasen wegfallen, so kann der Algorithmus 4.2.1 zum Beispiel vor dem Zeitpunkt τ1
keine Bahncard besitzen und daher fa¨llt dort zumindest die erste Phase weg. Eine
schematische Darstellung der Phasen findet sich in Abbildung 4.2.1, dort ist in der
untersten Ebene der Zeitraum eingezeichnet, in welchem die Oﬄine-Bearbeitung
eine Bahncard besitzt. Auf den daru¨ber liegenden drei Ebenen sind drei der vier
unterschiedlichen Verteilungen der Phasen eingezeichnet:
(a) Der Online-Algorithmus besitzt zum Zeitpunkt τi schon ein Bahncard und
kauft spa¨ter noch einmal eine. das dazugeho¨rige Schema befindet sich in der
zweiten Ebene von unten.
(b) Bei der na¨chsten Ebene kauft der Online-Algorithmus innerhalb von [τi, τi+T )
eine Bahncard und besaß vorher noch keine Bahncard.
(c) Die oberste Ebene stellt schließlich den Fall dar, dass der Online-Algorithmus
zwar schon zum Zeitpunkt τi eine Bahncard besitzt, danach aber wa¨hrend
[τi, τi + T ) keine mehr nachkauft.
(d) Im Fall, dass beide gleichzeitig kaufen, ergibt sich fu¨r den Online-Algorithmus
die gleiche Struktur wie fu¨r die Oﬄine-Bearbeitung.
Die gesamten in einer Phase I entstehenden Kosten, ohne die Verwendung einer
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Bahncard, werden als P (I) zusammengefasst.
Also ergeben sich fu¨r die Oﬄine-Bearbeitung u¨ber den ganzen Zeitraum Kosten
von KOff mit
KOff = kB +
k∑
s=1
(1− λ)P ([τs, τs + T )) +
k∑
s=1
P ([τs + T, τs+1)) + P ([0, τ1)) (4.2.1)
und fu¨r den Algorithmus 4.2.1 ergibt sich folgende Schranke fu¨r die Kosten KAlg
des Algorithmus 4.2.1:
KAlg ≤ kB+
k∑
s=1
{
(1− λ)[P (I1s ) + P (I3s )] + P (I2s ) + P ([τs + T, τs+1))
}
+P ([0, τ1))
(4.2.2)
Dabei gilt die Beziehung I1s ∪ I2s ∪ I3s = [τs, τs + T ) und P (Z) ist die Summe der
normalen Kosten der im Zeitraum Z auftretenden Bahnfahrten.
Der kompetitive Faktor kann durch den Quotienten zwischen (4.2.2) und (4.2.1)
abgescha¨tzt werden zu:
c ≤ kB +
∑k
s=1 {(1− λ)[P (I1s ) + P (I3s )] + P (I2s ) + P ([τs + T, τs+1))}+ P ([0, τ1))
kB +
∑k
s=1 {(1− λ)P ([τs, τs + T )) + P ([τs + T, τs+1))}+ P ([0, τ1))
(4.2.3)
Eine Umsortierung von (4.2.3) und die Abscha¨tzung des Quotienten unter Anwen-
dung von Korollar 4.1.1 durch die Reduktion des gemeinsamen Anteils
k∑
s=1
{
(1− λ)[P (I1s ) + P (I3s )] + P ([τs + T, τs+1))
}
+ P ([0, τ1))
liefert die folgende Beziehung:
c ≤ kB +
∑k
s=1 P (I
2
s )
kB +
∑k
s=1(1− λ)P (I2s )
(4.2.4)
Da die La¨nge des Zeitintervalls I2s durch |I2s | ≤ T beschra¨nkt ist und weil der
Algorithmus 4.2.1 in I2s keine Bahncard besitzt, gilt:
λP (I2s ) ≤ B ⇐⇒ P (I2s ) ≤
B
λ
Somit kann mithilfe von Korollar 4.1.2 fu¨r (4.2.4) folgende weitere Abscha¨tzung
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gefunden werden:
c ≤ kB + k ·
B
λ
kB + k(1− λ) · B
λ
=
B + B
λ
B + (1− λ) · B
λ
=
λB +B
λ
· λ
λB + (1− λ)B =
λB +B
B
= 1 + λ (4.2.5)
Damit ist Teil (i) abgeschlossen.
(ii) Sei σ =
{(
r1 t1
)
, . . . ,
(
rn tn
)}
eine Folge von Bahnfahrten mit relativ kleinen
Kosten ε > 0. Die Anzahl der Fahrten n sei so gewa¨hlt, dass der Online-Algorith-
mus zum Zeitpunkt tn < T zum ersten Mal eine Bahncard kauft.
Das heißt fu¨r den Online-Algorithmus entstehen, da er die Bahncard nur einmal
nutzen kann, Kosten KAlg von
KAlg =
n−1∑
i=1
ε+B + (1− λ)ε = nε+B − λε. (4.2.6)
Die Oﬄine-Bearbeitung hat, abha¨ngig davon, ob sich eine Bahncard rechnet oder
nicht, die folgenden Kosten:
KOff =
{∑n
i=1 ε falls λ
∑n
i=1 ε ≤ B
(1− λ)∑ni=1 ε+B falls λ∑ni=1 ε > B (4.2.7)
Also ergibt sich als Unterschranke fu¨r den kompetitive Faktor c der Quotient aus
(4.2.7) und (4.2.6) zu:
c ≥ KAlg
KOff
=
{
nε+B−λε
nε
falls λnε ≤ B
nε+B−λε
(1−λ)nε+B
falls λnε > B
(4.2.8)
Falls λnε ≤ B gilt, ergibt sich aus (4.2.8) folgende Unterschranke:
c ≥ nε − λε+ nλε
nε
≥ 1 + λ− λ
n
Da fu¨r ε → 0 die Anzahl der Fahrkarten bis zum Kauf der Bahncard durch den
Algorithmus gegen unendlich geht, ergibt sich daraus im Grenzwert c ≥ 1 + λ.
Fu¨r den Fall, dass sich eine Bahncard rechnet, also B < λnε gilt, ergibt sich aus
(4.2.8) die Unterschranke zu:
c ≥ (1− λ)nε+B − λε+ λnε
(1− λ)nε+B = 1 +
λnε− λε
nε− λnε+B (4.2.9)
34
4.2. Kaufentscheidung
Durch die Umformung der Bedingung zu B − λnε < 0 la¨sst sich der Nenner von
(4.2.9) mit nε nach oben abscha¨tzen und es folgt:
c ≥ 1 + λnε− λε
nε
= 1 + λ− λ
n
Mit der gleichen Argumentation u¨ber den Grenzwert fu¨r ε gegen Null mit unendlich
vielen Fahrten, wie schon im anderen Fall, ergibt sich die gewu¨nschte Schranke.
4.2.2. Ski-Fahrer-Problem
Das Ski-Fahrer-Problem ist ein Spezialfall des Problems aus Unterabschnitt 4.2.1, bei
dieser Aufgabenstellung muss sich ein Ski-Fahrer entscheiden, wann er eigene Ski kauft
und wie lange er welche mieten will.
Fu¨r den zu erlangenden Faktor der Erma¨ßigung gilt bei diesem Problem λ = 1. Zudem
gibt es, anders als beim allgemeinen Bahncard-Problem einen festgelegten konstanten
Preis p (mit B mod p = 0) fu¨r die einzelnen Leistungen, welcher wesentlich kleiner ist
als die fu¨r den Kauf der Ski zu zahlende Geldmenge B.
Der vorher festgelegte konstante Preis fu¨hrt fu¨r diesen Spezialfall zu einem besseren
strikt kompetitiven Faktor als der erwartete Faktor 1 + λ = 2. Zusa¨tzlich vereinfacht
die Annahme, dass einmal gekaufte Ski grundsa¨tzlich eine unendliche Gu¨ltigkeitsdauer
T = ∞ besitzen, die Analyse, da damit die Betrachtung u¨ber mehrere Zeitperioden
hinfa¨llig wird.
Algorithmus 4.2.3 (Ski-Algorithmus nach [KR02, Unterabschnitt 2.2.1]).
Der Ski-Algorithmus kauft an einem Tag zum Skifahren seine eigenen Ski genau dann,
wenn er mit diesem Tag genau n Tage gefahren ist und np ≥ B gilt.
Satz 4.2.4 (Algorithmus 4.2.3 ist optimal).
Der Algorithmus 4.2.3 ist strikt 2− p
B
kompetitiv und es kann keinen besseren determi-
nistischen Algorithmus geben.
Beweis zu Satz 4.2.4 nach [KR02, Unterabschnitt 2.2.1].
Auch dieser Beweis gliedert sich wieder in zwei Teile:
(i) Dieser Teil befasst sich mit dem Beweis des kompetitiven Faktors.
Es gibt zwei verschiedene Szenarien fu¨r die Summe der Kosten (hierbei ist n die
Anzahl der Tage an denen Ski gefahren wird):
(a) np < B
(b) np ≥ B
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Die Oﬄine-Bearbeitung hat, egal welches Szenario eintritt, immer folgende Kos-
tenstruktur:
KOff = min{B, np} (4.2.10)
Der Algorithmus 4.2.3 hat je nach Szenario unterschiedliche Kosten KAlg:
KAlg =
{
np bei Szenario (i)(a)
2B − p bei Szenario (i)(b) (4.2.11)
Eine Unterschranke fu¨r den kompetitiven Faktor ergibt sich dann aus dem Quoti-
enten von (4.2.11) und (4.2.10) zu:
c ≥ KAlg
KOff
=
{
np
np
= 1 bei Szenario (i)(a)
2B−p
B
= 2− p
B
bei Szenario (i)(b)
Damit gilt c ≥ 2− p
B
und die Behauptung ist bewiesen.
(ii) Fu¨r den Beweis der Optimalita¨t genu¨gt es zu zeigen, dass 2 − p
B
eine allgemein
gu¨ltige Unterschranke fu¨r den strikt kompetitiven Faktor aller deterministischen
Algorithmen ist.
Dazu wird ein derartiges Szenario aufgebaut, so dass jeder deterministische Al-
gorithmus mindestens so hohe Kosten KAlg hat, dass KAlg ≥ (2 − pB )KOff erfu¨llt
ist.
Das Szenario wird so gestaltet, dass es gerade genu¨gend Tage, mit der Mo¨glichkeit
Ski zu fahren, bis zum Kauf der Ski durch den Algorithmus gibt. Nach dem Kauf
wird das Skifahren unmo¨glich. Sei n die Anzahl der Tage an denen Ski gefahren
werden kann. Fu¨r den Algorithmus entstehen immer folgende Kosten KAlg:
KAlg = (n− 1)p+B (4.2.12)
Die Oﬄine-Bearbeitung hat wieder nur Kosten KOff mit:
KOff = min{B, np} (4.2.13)
Der Quotient aus (4.2.12) und (4.2.13) liefert die folgende Unterschranke fu¨r den
kompetitiven Faktor c:
c ≥ (n− 1)p+B
min{B, np} (4.2.14)
Wu¨rde sich nun der Kauf von eigenen Ski rechnen, also wenn np ≥ B ist, dann
wird aus (4.2.14)
c ≥ (n− 1)p+B
B
≥ B − p+B
B
= 2− p
B
.
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Falls sich der Kauf nicht rechnet kommt es mit B > np aus (4.2.14) zu
c ≥ (n− 1)p+B
np
≥ 1 + B − p
np
≥ 1 + B − p
B
≥ 2− p
B
.
4.3. Punktsuche
Beim Problem der Punktsuche aus Optimierungsproblem 2.1.2 geht es darum, einen
bestimmten Punkt mit unbekannter Position in einem vorgegebenen Raum zu finden.
Da schon im zweidimensionalen Raum das Problem der Laufwege alles relativ unu¨ber-
sichtlich macht, wird hier nur (wie in [KR02]) der eindimensionale Raum betrachtet. Im
eindimensionalen Raum gestaltet sich das Optimierungsproblem wie folgt:
Es wird im Ursprungspunkt gestartet und nach einem bestimmten unbekannten Ziel-
punkt a ∈ R mit |a| ≥ 1 gesucht, welcher erst als gefunden gilt, wenn er das erste Mal
beru¨hrt wird. Fu¨r Standorte a mit |a| < 1 macht die kompetitive Analyse keinen Sinn,
da dann a sehr nahe bei Null gewa¨hlt werden kann und somit der kompetitive Faktor
immer gegen unendlich geht.
Fu¨r diese Aufgabenstellung gibt es einen scho¨nen einfachen Algorithmus:
Algorithmus 4.3.1 (Punktsuche-Algorithmus nach [KR02, U¨bung 2.6]).
Der Suchende wa¨hlt eine positive Zahl α > 1 und setzt den Za¨hler i auf 1. Nun geht er
zuerst α Einheiten in positiver Richtung, und anschließend zum Ursprung zuru¨ck.
Jedes mal wenn der Suchende wieder zum Ursprung kommt za¨hlt er den Wert von i
um eins nach oben und la¨uft weitere αi Einheiten in seiner aktuellen Laufrichtung. Ist
er dann bei (−1)i+1 · αi angekommen, so kehrt er um und la¨uft wieder zum Ursprung.
Zur Verdeutlichung des Vorgehens bei der Bearbeitung der Punktsuche unter Ver-
wendung von Algorithmus 4.3.1 zeigt Abbildung 4.3.1 eine kleine Skizze mit α = 2
und a = 3. Dabei sind die mit wi bezeichneten Pfeile die einzelnen Streckenabschnitte,
w1 und w3 sind die Bewegungen in Vorwa¨rtsrichtung um α und α
2, sowie w2 und w4
die zugeho¨rigen Bewegungen in Ru¨ckwa¨rtsrichtung. Dabei entspricht eine Bewegung in
Vorwa¨rtsrichtung einer Bewegung vom Ausgangspunkt hinweg zu einem Teil des eindi-
mensionalen Raums der noch nicht besucht wurde, analog verla¨uft dann eine Bewegung
in Ru¨ckwa¨rtsrichtung genau anders herum, entspricht also einer Ru¨ckkehr zum Aus-
gangspunkt. Mit der Bewegung in Vorwa¨rtsrichtung w5, welche eigentlich um α
3 = 8
Einheiten nach rechts geht, wird der gesuchte Punkt a endlich erreicht.
Satz 4.3.2 (Kompetitiver Faktor fu¨r Algorithmus 4.3.1).
Der Algorithmus 4.3.1 hat einen strikt kompetitiven Faktor von mindestens neun, und
dieser kann nur durch die Vorgabe von α = 2 tatsa¨chlich erreicht werden.
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1 2 3 4−1−2−3−4
α−α2 aw1
w2w3
w4 w5
Abbildung 4.3.1.: Beispiel fu¨r den Algorithmus zur Punktsuche
Beweis zu Satz 4.3.2 durch eine Modifikation der Lo¨sung zu [KR02, U¨bung 2.6].
Sei ε > 0 und k die erste natu¨rliche Zahl mit
αk + ε ≤ |a| ≤ αk+2 sowie (−1)k+1 = a|a| .
Die Kosten KAlg des Algorithmus 4.3.1 und der Oﬄine-Bearbeitung KOff ergeben sich
dann zu:
KOff = |a| KAlg = |a|+ 2
k+1∑
i=1
αi (4.3.1)
Durch die Anwendung der Summenformel wird aus den Kosten des Algorithmus:
KAlg = |a|+ 2 · 1− α
k+2
1− α − 2 (4.3.2)
Mit der Eigenschaft αk + ε ≤ |a| kann (4.3.2) abgescha¨tzt werden zu:
KAlg = |a|+ 2 · α
k+2 − 1
α− 1 − 2 ≤ |a|+ 2 ·
α2 |a| − 1
α− 1 − 2
=
|a| (α− 1) + 2α2 |a| − 2− 2(α− 1)
α− 1 =
|a| [2α2 + α− 1]− 2α
α− 1 (4.3.3)
Die erste Ableitung von (4.3.3) nach α ist
|a| [(4α + 1)(α− 1)− (2α2 + α− 1)]
(α− 1)2 −
2(α− 1)− 2α
(α− 1)2
=
|a| [4α2 − 3α− 1− 2α2 − α+ 1] + 2
(α− 1)2 =
|a| [2α2 − 4α] + 2
(α− 1)2 . (4.3.4)
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Die quadratische Lo¨sungsformel liefert als Nullstellen
α1,2 =
4 |a| ±
√
16|a|2 − 16 |a|
4 |a|
Da α > 1 gilt, ist α1 = 1 +
√
1− 1
|a|
der einzige relevante Extrempunkt. Die zweite
Ableitung von (4.3.3) nach α ist
|a| [(4α− 4)(α− 1)2 − 2(α− 1)(2α2 − 4α)]− 4(α− 1)
(α− 1)4
=
|a| [(4α− 4)(α2 − 2α+ 1)− 2(2α3 − 4α2 − 2α2 + 4α)]− 4(α− 1)
(α− 1)4
=
|a| [4α3 − 8α2 + 4α− 4α2 + 8α− 4− 4α3 + 12α2 − 8α]− 4(α− 1)
(α− 1)4
=
4 |a| (α− 1)− 4(α− 1)
(α− 1)4 =
4 |a| − 4
(α− 1)3 . (4.3.5)
Da die zweite Ableitung (4.3.5) wegen α1 > 1 und a ≥ 1 positiv ist, liegt bei α1 ein
Minimum. Aus der Darstellung von α1 folgt außerdem α1 ≤ 2, dieser Wert wird im
Grenzwert fu¨r |a| gegen unendlich tatsa¨chlich angenommen. Das bedeutet, da bei der
Bestimmung des kompetitiven Faktors alle Instanzen beru¨cksichtigt werden mu¨ssen, also
auch der Grenzfall, dass a im Unendlichen liegt, dass um auch hierfu¨r minimale Kosten zu
erhalten die anfa¨ngliche Wegstrecke auf zwei gesetzt werden muss. Nach dem Einsetzen
der Oberschranke α = 2 in (4.3.3) ergibt sich folgende Abscha¨tzung fu¨r die Kosten des
Algorithmus 4.3.1:
KAlg ≤ |a| · 2 · 4 + 2− 1
2− 1 −
2 · 2
2− 1 = 9 |a| − 4
Mit (4.3.1) ergibt sich schließlich der strikt kompetitive Faktor von neun.
Nachdem damit der minimale kompetitive Faktor von neun fu¨r den Algorithmus 4.3.1
mit α = 2 nachgewiesen wurde, stellt sich natu¨rlich die Frage ob die Mo¨glichkeit besteht,
dass es einen Algorithmus mit einem besseren strikt kompetitiven Faktor gibt. Krumke
und Rambau verweisen dazu in ihrem Skript [KR02] auf einen Beweis von Baeza-Yates
in [BCR93, Kapitel 2]. In diesem geht es um die Suche nach einem unbekannten Punkt
auf einer Linie, dies entspricht genau der oben in Optimierungsproblem 2.1.2 definierten
Punktsuche.
Satz 4.3.3 (Optimaler kompetitiver Faktor).
Jeder deterministische Algorithmus hat fu¨r das Optimierungsproblem 2.1.2 einen kom-
petitiven Faktor c, welcher nicht kleiner als neun ist.
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Diese Aussage findet sich wie oben erwa¨hnt in [BCR93, Kapitel 2], da der darin ent-
haltene Beweis etwas umsta¨ndlich ist, soll hier eine alternative Mo¨glichkeit des Beweises
nach dem Artikel [HIKL99, Unterabschnitt 2.1] dargestellt werden. Dabei werden die
Bezeichnungen der Punktsuche u¨bernommen.
Beweis zu Satz 4.3.3.
Zuerst einmal wird mit f(i) die Schrittweite im Schritt i bezeichnet. Somit gilt mit der
Terminologie von Abbildung 4.3.1:
|w2i| = |w2i−1| = f(i) ≡ αi
Um bei der Suche Erfolg zu haben, muss zusa¨tzlich noch f(i) > f(i−2) fu¨r alle Schritte
i > 2 gelten, damit nicht mehrmals am gleichen Punkt umgedreht wird. Durch diese
Anforderung wird eine echte Fortbewegung erzwungen.
Sei k nun derjenige Schritt in Richtung des gesuchten Punktes a, fu¨r welchen
f(k) + ε ≤ |a| ≤ f(k + 2) (4.3.6)
mit ε > 0 gilt. Damit ergibt sich fu¨r den kompetitiven Faktor c:
c ≥ 2
∑k+1
j=1 f(j) + |a|
|a| (4.3.7)
Nach Korollar 4.1.1 entsteht aus (4.3.7) im schlimmsten Fall:
c ≥ 2
∑k+1
j=1 f(j) + f(k) + ε
f(k) + ε
= 1 + 2 ·
∑k+1
j=1 f(j)
f(k) + ε
(4.3.8)
Nach Umformung von (4.3.8) entsteht:
2
k+1∑
j=1
f(j) + f(k) + ε ≤ c(f(k) + ε) (4.3.9)
Die Abscha¨tzung in (4.3.9) muss fu¨r alle Werte k und ε gelten und somit auch im
Grenzwert ε gegen Null. Wird dazu auch noch
δ =
c− 3
2
(4.3.10)
gesetzt, so ergibt sich (4.3.9) zu:
f(k + 1) ≤ δf(k)−
k−1∑
j=1
f(j) (4.3.11)
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Wird die Abscha¨tzung aus (4.3.11) mehrmals (hier t ≤ k − 1 mal) auf sich selbst ange-
wendet, so ergibt sich folgende rekursive Formel:
f(k + 1) ≤ atf(k − t)− bt
k−1−t∑
j=1
f(j) (4.3.12)
Dabei sind die Folgen at und bt wie folgt rekursiv definiert:
a0 = δ at+1 = atδ − bt
b0 = 1 bt+1 = at + bt
Zu dieser Rekursionsformel geho¨rt die U¨bergangsmatrix T =
(
δ −1
1 1
)
, mit welcher(
at+1
bt+1
)
= T
(
at
bt
)
gilt. Das charakteristische Polynom dazu ist:
det(T − xE) = (δ − x)(1− x) + 1 = δ − xδ − x+ x2 + 1
= x2 − (δ + 1)x+ (δ + 1) (4.3.13)
Als Lo¨sungen des charakteristischen Polynoms aus (4.3.13) ko¨nnen u¨ber die quadratische
Lo¨sungsformel die beiden folgenden Werte ermittelt werden:
x1,2 =
1
2
(
δ + 1±
√
(δ + 1)(δ − 3
)
(4.3.14)
Da die Wurzel aus (4.3.14) nur dann eine reelle Lo¨sung erha¨lt, wenn δ gro¨ßer gleich drei
ist, kann damit u¨ber die Auflo¨sung von (4.3.10) mit δ = 3 nach
c = 2δ + 3 = 9
ein minimaler kompetitiver Faktor echt kleiner als neun ausgeschlossen werden. Somit
hat sich auch der Algorithmus 4.3.1 als optimaler Online-Algorithmus erwiesen.
4.4. Pack-Problem
Beim Problem des Packens, also Optimierungsproblem 2.1.3, geht es um das Verpacken
von nacheinander eintreffenden Gegensta¨nden in Kisten, dabei darf der (i+1)-te Gegen-
stand fu¨r die Online-Bearbeitung erst betrachtet werden, wenn der Gegenstand i schon
gepackt worden ist.
Die einfachste Problemstellung ist das Verpacken von n Gegensta¨nden, mit dem je-
weiligen Platzbedarf ri, in Kisten mit fester Kapazita¨t B. Dabei ist es das Ziel der
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Aufgabenstellung die Anzahl k der verwendeten Kisten zu minimieren. Ein einfacher
Online-Algorithmus fu¨r diese Aufgabenstellung ist FirstFit.
Algorithmus 4.4.1 (FirstFit).
Der FirstFit Algorithmus ordnet die Kisten nach einer Reihenfolge an und legt jeden
ankommenden Gegenstand in jeweils die erste Kiste in welche er noch hineinpasst.
Die Aussagen zur Optimalita¨t des kompetitiven Faktors und die dazugeho¨rigen Be-
weise finden sich in [KR02, Aufgabe 2.4 und Teil C].
Satz 4.4.2 (Kompetitiver Faktor fu¨r Algorithmus 4.4.1).
Algorithmus 4.4.1 ist fu¨r das einfache Pack-Problem strikt kompetitiv mit dem Faktor
zwei.
Beweis zu Satz 4.4.2.
Ohne Beschra¨nkung der Allgemeinheit gelte B = 1 und ri ≤ 1 fu¨r alle Gegensta¨nde i.
Sei weiterhin kAlg die Anzahl der vom Algorithmus 4.4.1 verwendeten Kisten und seien
davon t Kisten nur mit maximal 50 % gefu¨llt, sowie
∑n
i=1 ri der gesamte Platzbedarf
aller Gegensta¨nde. Der gesamte Platzbedarf ergibt eine Unterschranke fu¨r die minimale
Anzahl an Kisten, also
kOff ≥
n∑
i=1
ri
und damit gilt:
c ≤ kAlg
kOff
≤ kAlg∑n
i=1 ri
(4.4.1)
Daraus ergeben sich drei verschiedene Situationen:
(i) Der Fall t ≥ 2 kann nicht auftreten, da sonst die zweite dieser Kisten mit einem
Grad der Fu¨llung von maximal 50 % problemlos in die erste dieser Kisten umgefu¨llt
werden ko¨nnte. Der Algorithmus 4.4.1 legt die Gegensta¨nde allerdings immer in
die erste Kiste in welche diese noch rein passen, und somit kann nicht mehr als
eine Kiste halb leer sein.
(ii) Falls jede der kAlg Kisten schon zu mehr als die Ha¨lfte gefu¨llt ist, so ergibt sich
kAlg ≤ 2
∑n
i=1 ri und damit aus (4.4.1) c ≤ 2.
(iii) Falls eine der Kisten nur einen Grad der Fu¨llung von α ≤ 1
2
hat, so mu¨ssen wegen
der Vorgehensweise des Algorithmus 4.4.1 die anderen (kAlg−1) Kisten mindestens
einen Grad der Fu¨llung von 1−α haben. Dadurch la¨sst sich der gesamte Platzbedarf
wie folgt nach unten abscha¨tzen:
n∑
i=1
ri ≥ (kAlg − 1)(1− α) + α
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Daraus ergibt sich wiederum eine Oberschranke fu¨r kAlg:
kAlg − 1 ≤
∑n
i=1 ri − α
(1− α) ⇒ kAlg ≤ 1 +
∑n
i=1 ri − α
(1− α) (4.4.2)
Das Maximum fu¨r (4.4.2) auf dem Intervall α ∈ [0, 1
2
]
liegt wegen
n∑
i=1
ri ≥ (kAlg − 1)α
bei α = 1
2
und somit ergibt sich wieder kAlg ≤ 2
∑n
i=1 ri.
Damit ist der Algorithmus 4.4.1 strikt kompetitiv fu¨r den Faktor zwei.
Nach der speziellen Betrachtung des Algorithmus nun noch eine allgemeine Unter-
schranke fu¨r alle deterministischen Algorithmen.
Lemma 4.4.3 (Unterschranke fu¨r den kompetitiven Faktor).
Kein deterministischer Algorithmus kann einen besseren kompetitiven Faktor als 4
3
fu¨r
die obige Problemstellung erreichen.
Beweis zu Lemma 4.4.3.
Der Beweis la¨uft u¨ber einen Widerspruch.
Sei also ein c-kompetitiver Algorithmus mit c < 4
3
gegeben und σ eine Folge von n
Gegensta¨nden der Gro¨ße 1
2
− ε und von n Gegensta¨nden mit Gro¨ße 1
2
+ ε. Die Oﬄine-
Bearbeitung braucht also nur n Kisten.
Sei m die Anzahl der nach den ersten n Gegensta¨nden verbrauchten Kisten und `
die restliche Anzahl von Kisten, welche danach noch vom Algorithmus geo¨ffnet werden.
Somit gilt dann also:
kAlg = m+ `
Durch die Wahl der Gegensta¨nde und der Sequenz sind nun in den ersten m Kisten
jeweils maximal zwei Gegensta¨nde und in den restlichen ` Kisten jeweils nur einer.
Daraus folgt 2m+ ` ≥ 2n und damit ` ≥ 2(n−m) also gilt:
kAlg ≥ 2n−m (4.4.3)
Nach der Annahme vom Anfang ist der Algorithmus c-kompetitiv und somit gilt fu¨r die
isolierte Bearbeitung der ersten n Gegensta¨nde dieser Faktor ebenfalls. Also ergibt sich:
m ≤ c · n
2
≤ 4
3
· n
2
=
2
3
n (4.4.4)
Die Abscha¨tzung fu¨r m aus (4.4.4) eingesetzt in (4.4.3) liefert schließlich einen Wider-
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spruch zur obigen Annahme von c < 4
3
:
kAlg ≥ 2n− 2
3
n =
4
3
n
4.5. Verwaltung von Speicherseiten
Bei der Verwaltung der Speicherseiten nach Optimierungsproblem 2.1.3 geht es um die
Verwaltung von Speicherinhalten in einem Computer mit zwei verschiedenen Arten von
Speicher. Ein normaler Computer zum Beispiel besitzt einen kleinen aber schnellen Ar-
beitsspeicher (RAM) und einen wesentlich gro¨ßeren, dafu¨r aber langsameren, Hauptspei-
cher (die Festplatte).
Zur Vereinfachung des Modells wird angenommen, dass immer nur ganze Speicher-
seiten abgerufen werden, welche alle die gleiche Gro¨ße haben und im Hauptspeicher
dauerhaft abgelegt sind. Sowohl Hauptspeicher als auch Arbeitsspeicher sind in Einhei-
ten unterteilt welche jeweils eine Speicherseite aufnehmen ko¨nnen. Im Gegensatz zum
Hauptspeicher ist der Inhalt des Arbeitsspeicher variabel und die Einheiten des Ar-
beitsspeichers ko¨nnen jederzeit einzeln mit Seiten aus dem Hauptspeicher neu geladen
werden. Diese Lade-Operation zwischen den beiden Arten des Speichers ist der arbeits-
aufwendige Teil der Speicherverwaltung.
Der Computer erha¨lt, wa¨hrend mit ihm gearbeitet wird Anforderungen fu¨r bestimmte
Dateninhalte in seinem Speicher. Befinden sich diese Daten aktuell in seinem Arbeitsspei-
cher, so kann er diese gleich verwenden, sind diese allerdings nur im Hauptspeicher vor-
handen, so mu¨ssen diese erst einmal in den Arbeitsspeicher geladen werden, bevor sie
verarbeitet werden ko¨nnen. Aufgabe der Speicherverwaltung ist es nun die Anzahl der
notwendigen Ladevorga¨nge zu minimieren, indem sie die aktuell vorhandenen Seiten im
Arbeitsspeicher so aufbaut, dass bei der Bearbeitung der danach ankommenden Anfra-
gen fu¨r Daten mo¨glichst wenige Zugriffe auf den Hauptspeicher Anwendung finden.
Bei der Online-Optimierung geht es nun wie in Optimierungsproblem 2.1.4 beschrie-
ben, darum, ohne Kenntnis der zuku¨nftigen Anfragen, die Daten im Arbeitsspeicher so
zu verwalten, dass die Anzahl der Lade-Operationen aus dem Hauptspeicher mo¨glichst
minimal wird. Immer wenn eine solche Lade-Operation auftritt wird von einem Seiten-
fehler gesprochen.
Algorithmus 4.5.1 (Least-Recently-Used).
Wenn ein Seitenfehler auftritt, dann wird die Seite im Arbeitsspeicher gelo¨scht, deren
letzte Anforderung am weitesten zuru¨ck liegt.
Fu¨r diesen Algorithmus la¨sst sich folgende Aussage beweisen:
Satz 4.5.2 (Algorithmus 4.5.1 ist optimal).
Algorithmus 4.5.1 hat einen strikt kompetitiven Faktor von k, wobei k die Gro¨ße des
Arbeitsspeichers ist. Zudem existiert kein besserer deterministischer Algorithmus.
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Beweis zu Satz 4.5.2 nach [KR02, Satz 4.6 und Satz 4.9].
Wie in dem vorherigen Abschnitt gestaltet sich der Beweis wieder in zwei verschiedene
Teile. Dabei sei ohne Beschra¨nkung der Allgemeinheit der Arbeitsspeicher am Anfang
schon voll belegt.
(i) Zu zeigen ist, dass jeder deterministische Algorithmus mindestens einen kompeti-
tiven Faktor von k hat.
Sei {p1, . . . , pk+1} eine Menge von Speicherseiten und p1, . . . , pk der anfa¨ngliche Zu-
stand des Arbeitsspeichers. Wenn die Sequenz der Anfragen so konstruiert wird,
dass nach der Anfrage fu¨r pk+1 in den na¨chsten k − 1 Anfragen immer die Seite
angefragt wird, welche von dem Algorithmus im vorherigen Schritt gelo¨scht wurde,
so hat dieser Algorithmus sicher k Seitenfehler. Bei der deterministischen Oﬄine-
Bearbeitung kann unter Kenntnis der na¨chsten k Anfragen genau die Seite der
anfa¨nglichen Belegung aus dem Hauptspeicher gelo¨scht werden, welche nicht in
diesen Anfragen enthalten ist. Dann entsteht nur ein Seitenfehler bei der Bearbei-
tung der Anfrage pk+1 und damit ist der kompetitive Faktor immer gro¨ßer gleich
k.
(ii) Algorithmus 4.5.1 ist strikt k-kompetitiv.
Sei σ ein Sequenz von Anfragen fu¨r Speicherseiten, mit Phasen P (0), P (1), . . . , so
dass fu¨r Algorithmus 4.5.1 wa¨hrend P (0) maximal k Seitenfehler und wa¨hrend der
anderen Phasen immer genau k Seitenfehler auftreten. Diese Aufteilung kann fu¨r je-
de mo¨gliche Sequenz getroffen werden. Dazu muss diese nur dem Algorithmus 4.5.1
u¨bergeben werden, und anschließend, nach der Bearbeitung, ko¨nnen ausgehend
von der letzten Anfrage und den bei der Bearbeitung auftretenden Seitenfehlern,
die Anfragen den einzelnen Phasen zugeordnet werden. Wenn es nun gelingt eine
Sequenz zu finden, fu¨r welche die Oﬄine-Bearbeitung nur einen Seitenfehler pro
Phase beno¨tigt, dann ist das gewu¨nschte Ergebnis erreicht.
Die dazu wichtige Aussage ist:
Jede Phase P (i) der Sequenz mit i > 0 beinhaltet k Speicherseiten welche ver-
schieden sind zu der Seite p der letzten Anfrage der vorherigen Phase P (i − 1).
Damit hat auch die Oﬄine-Bearbeitung mindestens einen Seitenfehler pro Phase,
da außer p nur k − 1 andere Seiten zu Beginn der Phase P (i) im Arbeitsspeicher
sein ko¨nnen.
Wenn die k Seitenfehler des Algorithmus 4.5.1 von k verschiedenen Seiten verur-
sacht werden ist die Aussage trivialerweise erfu¨llt. Aber was passiert, wenn eine
Seite zweimal einen Seitenfehler innerhalb einer Phase verursacht. Damit dies ge-
schehen kann, muss eine Seite q einmal in den Arbeitsspeicher geladen und danach
wieder gelo¨scht werden. Da der Algorithmus 4.5.1 eine Speicherseite aus dem Ar-
beitsspeicher nur dann lo¨scht, wenn ihre letzte Anforderung am weitesten zuru¨ck
liegt, mu¨ssen zwischen dem Laden und dem Lo¨schen einer Speicherseite Anfragen
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fu¨r k weitere verschiedene Speicherseiten liegen. Also liegen in P (i) Anfragen zu
k+1 verschiedenen Speicherseiten und davon sind mindestens k Seiten ungleich p.
Der Fall, dass der Algorithmus 4.5.1 in P (i) einen durch p verursachten Seitenfehler
beinhaltet, fu¨hrt u¨ber genau die gleiche Argumentation (nur das erste Laden von
p tritt nicht innerhalb von P (i) auf) zu dem gewu¨nschten Ergebnis.
Somit ist der Beweis zu Algorithmus 4.5.1 abgeschlossen.
Bemerkung 4.5.3 (Start mit leerem Arbeitsspeicher).
Der Fall eines am Anfang leeren Arbeitsspeichers kann auf die obige Beweisfu¨hrung
zuru¨ckgefu¨hrt werden, da bei leerem Arbeitsspeicher fu¨r die ersten k verschiedenen
Seiten immer k Seitenfehler auftreten und sich der kompetitive Faktor mithilfe von
Korollar 4.1.1 auf den des Falles mit einem vollen Arbeitsspeicher u¨berfu¨hren la¨sst.
4.6. Rundreisen
Vom Rundreise-Problem, wie es in Optimierungsproblem 2.2.1 allgemein beschrieben
wird, existieren mehrere Auspra¨gungen. Zum Beispiel befasst sich das Kapitel 7 mit
der Fragestellung einer Rundreise auf der Kreislinie des Einheitskreises. Weitere Anwen-
dungen sind unter anderem die Suche nach Rundreisen innerhalb eines vorgegebenen
Netzwerkes, hier ist die Arbeit eines Dienstleisters mit Bereitschaftsdienst ein klassisches
Beispiel, oder auch innerhalb eines bestimmten vorgegebenen Raumes oder Gebiets ohne
Beschra¨nkungen bei der Menge der Verbindungen. Da die Betrachtung solcher Probleme
mit der kompetitiven Analyse schnell unu¨bersichtlich wird, beschra¨nkt sich die Literatur
eher auf die relativ einfachen Fa¨lle wie zum Beispiel mit der Halbgeraden R+0 oder der
Geraden R als zugrunde liegendem Gebiet.
Bei der Rundreise geht es darum, eine solche Route zu finden, dass die Reisepunkte
aller Anfragen nach deren Bekanntgabe besucht werden. Unterscheidungen der einzelnen
Fragestellungen ergeben sich nun in der Grundmenge fu¨r die Orte und der Festlegung der
zugelassenen mo¨glichen Verbindungen. Ohne Beschra¨nkung der Allgemeinheit betra¨gt
bei den vorgestellten Beispielen die verwendete Reisegeschwindigkeit eine Entfernung
von Eins pro Zeiteinheit.
4.6.1. Rundreise auf der positiven Halbgeraden
Unter der Rundreise auf der positiven Halbgeraden wird eine Aufgabenstellung ver-
standen, in welcher sich alle fu¨r Anfragen mo¨gliche Orte auf der positiven Halbgeraden
befinden mit dem Nullpunkt als Ausgangspunkt.
Unter diesen Bedingungen ist es mo¨glich, einen relativ einfachen Algorithmus zu for-
mulieren, welcher seine Vorgehensweise direkt auf den gewu¨nschten kompetitiven Faktor
aufstu¨tzt:
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Algorithmus 4.6.1 (
”
Wait Smartly“ nach [KR02, Kapitel 3]).
Sei s(t) die momentane Position des Algorithmus zum Zeitpunkt t und α der gewu¨nschte
strikt kompetitive Faktor. Der Algorithmus unterscheidet zwischen zwei Fa¨llen innerhalb
der ihm vorliegenden Anfragen σ≤t = {σ1, . . . , σm(t)} mit σi =
(
ti si
)
und ti ≤ t fu¨r
alle i ∈ {1, . . . , m(t)}:
(i) Es gibt noch eine nicht bearbeitete Anfrage σi mit si > s(t).
(ii) Es gibt nur noch nicht bearbeitete Anfragen σi mit si ≤ s(t).
Beim Eintreten von Fall (i) bewegt er sich solange auf der Halbgeraden nach rechts, bis
es keine solche Anfrage mehr gibt.
Wenn der andere Fall (ii) auftritt, dann berechnet der Algorithmus erst die Lo¨sung
der Oﬄine-Bearbeitung fu¨r die Sequenz der Anfragen σ≤t. Mit dieser Lo¨sung berechnet
er die fu¨r ihn noch mo¨gliche Wartezeit W im Punkt s(t) ohne seinen ihm vorgegebenen
strikt kompetitiven Faktor α zu verletzen. Die mo¨gliche Wartezeit ergibt sich dann zu:
W = αTOff − s(t)− t
Solange W echt positiv ist, wird beim Punkt s(t) genau W Zeiteinheiten gewartet, wenn
aber W gleich Null gilt, dann ist die Wartezeit voru¨ber und es geht zum Ausgangspunkt
zuru¨ck.
Das Warten wird allerdings sofort unterbrochen, sobald eine neue Anfrage bekannt
wird und daraufhin werden wieder die beiden Fa¨lle untersucht und derjenige, welcher
von beiden eintritt, entscheidet dann u¨ber das weitere Vorgehen.
Es ist aus der Konstruktion des Algorithmus 4.6.1 klar ersichtlich, dass dieser, so-
lange die Wartezeit nie negativ wird, einen kompetitiven Faktor von α garantiert.
Allerdings wird bei der praktischen Anwendung eine effiziente und schnelle Mo¨glichkeit
fu¨r die Berechnung der Oﬄine-Lo¨sungen beno¨tigt.
Satz 4.6.2 (Kompetitiver Faktor fu¨r Algorithmus 4.6.1).
Fu¨r Werte α mit α ≥ 1
4
(1 +
√
17) ist der Algorithmus 4.6.1 tatsa¨chlich genau strikt
α-kompetitiv. Zudem kann allgemein kein besserer strikt kompetitiver Faktor als
c =
1
4
(1 +
√
17)
fu¨r deterministische Algorithmen gefunden werden.
Beweis zu Satz 4.6.2 nach [Kru02, Theorem 3.13 und Theorem 3.10].
Es sind folgende Aussagen zu beweisen:
(i) W ≥ 0 fu¨r alle α ≥ 1
4
(1 +
√
17).
(ii) c ≥ 1
4
(1 +
√
17) fu¨r alle deterministischen Algorithmen.
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Zu (ii): Sei σ1 =
(
0 1
)
die erste Anfrage und T der Zeitpunkt, zu welchem der Algorith-
mus wieder zum Nullpunkt zuru¨ckgekehrt ist. Damit der Algorithmus c-kompetitiv
sein kann muss T ≤ cTOff = 2c gelten. Zum Zeitpunkt T werde eine zweite Anfra-
ge σ2 =
(
T 1
)
bekannt. Dann braucht der Algorithmus mindestens TAlg ≥ T + 2
Zeit zur Bewa¨ltigung der ersten beiden Anfragen, dagegen werden von der Oﬄine-
Bearbeitung nur T + 1 Zeiteinheiten beno¨tigt. Daraus ergibt sich zusammen mit
der Tatsache T ≤ 2c und dem Korollar 4.1.1:
c ≥ TAlg
TOff
≥ T + 2
T + 1
nach Korollar 4.1.1≥ 2c+ 2
2c+ 1
= 1 +
1
2c+ 1
(4.6.1)
Wird nun (4.6.1) mit dem Hauptnenner multipliziert und alles auf eine Seite ge-
bracht ergibt sich folgendes:
2c2 + c ≥ 2c+ 1 + 1 ⇒ 2c2 − c− 2 ≥ 0 (4.6.2)
Die Auflo¨sung der quadratischen Gleichung aus (4.6.2) liefert
c =
1
4
(1 +
√
17)
als einzige zula¨ssige Lo¨sung. Damit ist also gezeigt, dass jeder deterministische
Algorithmus mindestens einen kompetitiven Faktor von 1
4
(1 +
√
17) besitzt.
Zu (i): Der Beweis, dass W im Algorithmus 4.6.1 fu¨r α ≥ 1
4
(1 +
√
17) nicht negativ ist,
erfolgt per Induktion u¨ber die Anzahl m der Anfragen.
Induktionsanfang (m = 0):
Mit keiner Anfrage ist W ≥ 0 trivialer Weise erfu¨llt.
Induktionsbehauptung (m− 1):
Fu¨r m− 1 Anfragen seien die Wartezeiten immer nicht negativ.
Induktionsschritt (m− 1→ m):
Sei σ = {σ1, . . . , σm} eine Sequenz von Anfragen und tm der Zeitpunkt der letzten
Anfrage, sowie σm =
(
tm x
)
die Anfrage aus σ=tm mit der gro¨ßten Entfernung
zum Ausgangspunkt. Falls tm = 0 ist, so vereinfacht sich die Problemstellung im
wesentlichen auf den Induktionsanfang mit der Anfrage σm als einzig relevante
Anfrage, alle anderen werden dann im Zuge der Bearbeitung dieser Anfrage auch
erledigt.
Sei also ohne Beschra¨nkung der Allgemeinheit tm > 0, weiterhin seien s(tm) und
s∗(tm) die aktuellen Positionen des Algorithmus 4.6.1 und der Oﬄine-Bearbeitung
zum Zeitpunkt tm. Ferner sei f die Koordinate der gro¨ßten von Algorithmus 4.6.1
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noch nicht bearbeiteten Anfrage in der Sequenz σ<tm und F die allgemein gro¨ßte
Koordinate in σ<tm . Also gilt nach der Definition f ≤ F .
Fu¨r die Lage von x innerhalb der positiven Halbgeraden gibt es nun drei Fa¨lle:
Entweder ist x kleiner gleich f oder x liegt zwischen f und F oder aber x ist gro¨ßer
gleich F .
(a) Der erste Fall mit x ≤ f bewirkt fu¨r den Algorithmus 4.6.1 keine Vera¨nderung
gegenu¨ber der Sequenz σ1, . . . , σm−1 da dieser noch die Anfrage mit f ≥ x
bearbeiten muss. Nach der Induktionsbehauptung sind die Wartezeiten fu¨r
die Sequenz mit m − 1 Elementen positiv und da sich die Gesamtdauer der
Oﬄine-Bearbeitung durch die Hinzunahme einer Anfrage nicht verringern
kann, bleibt diese Eigenschaft der Wartezeiten erhalten.
(b) Der zweite Fall mit f ≤ x < F gestaltet sich etwas schwieriger. Falls allerdings
s(tm) gro¨ßer als x ist greift wieder die gleiche Argumentation wie im oberen
Fall, da sich fu¨r den Algorithmus 4.6.1 nichts vera¨ndert und die Gesamtdauer
der Oﬄine-Bearbeitung auch wieder ho¨chstens gro¨ßer werden kann. Sei also
x > s(tm), dann muss sich der Algorithmus 4.6.1 von s(tm) nach x bewegen
und kommt dort zum Zeitpunkt tm + d(s(tm), x) an. Dabei entspricht d(z, y)
der Entfernung zwischen den beiden Punkten z und y, es gilt also
d(z, y) = |z − y| .
Die Wartezeit W ergibt sich dann zu
W = αTOff(σ)− [tm + d(s(tm), x) + x]
Mit der Tatsache, dass die Oﬄine-Bearbeitung auch mindestens tm+x Zeitein-
heiten beno¨tigt bevor diese fertig werden kann, ergibt sich eine Unterschranke
fu¨r die Wartezeit von:
W ≥ (α− 1)TOff(σ)− d(s(tm), x) (4.6.3)
Sei t′ der Zeitpunkt zu dem der Algorithmus 4.6.1 die Anfrage fu¨r F bearbei-
tet hat, da F > f in diesem Fall vorausgesetzt ist, gilt:
tm ≥ t′ + d(s(tm), F ) TOff(σ≤t′) ≥ 2F (4.6.4)
Die Induktionsbehauptung angewandt auf t′ liefert
t′ + F = αTOff(σ≤t′) (4.6.5)
Aus (4.6.4) und (4.6.5) folgt:
tm ≥ αTOff(σ≤t′)− F + d(s(tm), F ) ≥ (2α− 1)F + d(s(tm), F ) (4.6.6)
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Mit d(s(tm), x) ≤ d(s(tm), F ) ≤ F ergibt sich aus (4.6.6) weiterhin:
tm ≥ (2α− 1)d(s(tm), x) + d(s(tm), x) = 2αd(s(tm), x) (4.6.7)
Da TOff(σ) auf jeden Fall gro¨ßer gleich tm + x ist, folgt daraus mit (4.6.7)
TOff(σ) ≥ 2αd(s(tm), x) + x ≥ (2α + 1)d(s(tm), x). (4.6.8)
Die Abscha¨tzung aus (4.6.8) eingesetzt in (4.6.3) liefert
W ≥ (α− 1)(2α+ 1)d(s(tm), x)− d(s(tm), x) = (2α2 − α− 2)d(s(tm), x)
=
(
1
4
(9 +
√
17)− 1
4
(1 +
√
17)− 2
)
d(s(tm), x) = 0 (4.6.9)
(c) Der dritte Fall mit x ≥ F gestaltet sich a¨hnlich wie der zweite aber mit ein
paar Unterschieden:
Wenn x ≥ F gilt, so wird sich der Algorithmus 4.6.1 nach dem Zeitpunkt
tm in einer Bewegung nach rechts zu x befinden und dort folgende Wartezeit
berechnen:
W ∗ = αTOff(σ≤tm)− (tm + d(s(tm), x) + x) (4.6.10)
Zu zeigen bleibt also nur noch, dass W ∗ nicht negativ ist. Da die Oﬄine-
Bearbeitung fair ist, gilt fu¨r deren optimale Lo¨sung zur Sequenz der Anfragen
σ≤tm :
TOff(σ≤tm) ≥ tm + d(s∗(tm), x) + x ≥ tm + d(F, x) + x (4.6.11)
Diese Abscha¨tzung aus (4.6.11) in die Berechnung der Wartezeit aus (4.6.10)
eingesetzt, fu¨hrt zu
W ∗ = (α− 1)TOff(σ≤tm) + TOff(σ≤tm)− (tm + d(s(tm), x) + x)
≥ (α− 1)TOff(σ≤tm) + d(F, x)− d(s(tm), x)
= (α− 1)TOff(σ≤tm)− d(s(tm, F )). (4.6.12)
Sei dann wieder t′ der Zeitpunkt der Ru¨ckkehr des Algorithmus 4.6.1 von F
mit der Sequenz von Anfragen σ<tm als Grundlage, allerdings ko¨nnen hier
nun zwei unterschiedliche Situationen eintreten.
• es gelte t′ ≤ tm. Dies entspricht dem zweiten Fall und aus dessen Induk-
tionsbehauptung folgt daher:
t′ + F = αTOff(σ≤t′) (4.6.13a)
tm ≥ t′ + d(F, s(tm)) (4.6.13b)
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TOff(σ≤t′) ≥ 2F (4.6.13c)
Unter Verwendung der drei Abscha¨tzungen aus (4.6.13) ergibt sich fu¨r tm
die folgende Abscha¨tzung:
t
(4.6.13b)
≥ t′ + d(s(tm), F ) (4.6.13a)= αTOff(σ≤t′)− F + d(s(tm), F )
(4.6.13c)
≥ 2αF − F + d(s(tm), F ) = (2α− 1)F + d(s(tm), F ) (4.6.14)
Mit der Abscha¨tzung fu¨r das Ergebnis der Oﬄine-Bearbeitung aus (4.6.11)
und dem Ersetzen von tm durch (4.6.14) sowie mit F ≥ d(s(tm), F ) ergibt
sich:
TOff(σ≤tm) ≥ 2αd(s(tm), F ) + d(F, x) + x
≥ (2α+ 1)d(s(tm), F ) (4.6.15)
Eingesetzt in die Berechnung der Wartezeit aus (4.6.12) liefert (4.6.15)
das gewu¨nschte Ergebnis, welches auch schon in (4.6.9), also im zweiten
Fall, erreicht wurde:
W ∗ ≥ (α− 1)(2α+ 1)d(s(tm), F )− d(s(tm), F )
= (2α2 − α− 2)d(s(tm), F ) = 0
• Gilt allerdings t′ > tm, dann folgt sofort, dass
t′ ≥ tm + d(s(tm), F ) (4.6.16)
gilt. Eine Umformulierung der ersten Abscha¨tzung zur Gesamtdauer der
Oﬄine-Bearbeitung aus (4.6.11) ergibt:
TOff(σ≤tm) ≥ tm + d(s∗(tm), x) + x
= tm + d(s
∗(tm), F ) + F + 2d(F, x) (4.6.17)
Mit der Tatsache, dass
TOff(σ<tm) ≤ tm + d(s∗(tm), F ) + F (4.6.18)
ist, kann ein direkter Bezug zwischen den beiden Abscha¨tzungen zu der
Gesamtdauer der Oﬄine-Bearbeitung aus (4.6.17) und (4.6.18) hergestellt
werden:
TOff(σ≤tm) ≥ TOff(σ<tm) + 2d(F, x) (4.6.19)
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Die Abscha¨tzung (4.6.19) eingesetzt in die Wartezeit aus (4.6.10) bewirkt:
W ∗ ≥ α(TOff(σ<tm) + 2d(F, x))− (x+ tm + d(s(tm), x))
= αTOff(σ<tm) + α2d(F, x)− [F + 2d(F, x) + tm + d(s(tm), F )]
≥ αTOff(σ<tm)− (t′ + F ) + (α− 1)2d(F, x) (4.6.20)
Die letzte Ungleichung ergibt sich dabei aus (4.6.16).
Da der erste Teil αTOff(σ<tm) − (t′ + F ) der letzten Abscha¨tzung aus
(4.6.20) nach der Induktionsbehauptung nicht negativ ist und der zweite
Teil (α − 1)2d(F, x) fu¨r alle α ≥ 1 ebenfalls nicht negativ ist, ist damit
auch die neue Wartezeit nicht negativ.
Damit ist der Beweis dieses Satzes abgeschlossen.
4.6.2. Dial-A-Ride
Beim in der Bemerkung 2.2.2 erwa¨hnten dial-a-ride-Problem geht es darum, von einem
Ausgangspunkt aus, Transportauftra¨ge mit Abholpunkten und Lieferpunkten abzuarbei-
ten und danach zum Ausgangspunkt zuru¨ckzukehren. Damit fa¨llt diese Problemstellung
unter die in Optimierungsproblem 2.2.4 zusammengefassten Transportprobleme.
Zusa¨tzlich ist beim Transport meistens noch eine gewisse Kapazita¨tsbeschra¨nkung
des Transportmittels zu beachten, das heißt, dass immer nur eine bestimmte Anzahl von
Auftra¨gen auf einmal transportiert werden kann. Ein Abbruch eines einmal begonnenen
Auftrags ist in der Regel nicht mo¨glich, das Transportmittel darf meist nur im jeweiligen
Lieferpunkt entladen werden. Im weiteren Verlauf dieses Unterabschnitts ist außerdem
die Kapazita¨t des Transportmittels so ausgelegt, dass immer genau ein Auftrag auf
einmal bearbeitet werden kann.
Bei der Online-Bearbeitung ist die Sequenz der Transportauftra¨ge unbekannt, einzig
die bis zum aktuellen Zeitpunkt eingegangenen Auftra¨ge sind bekannt. Um diese bei der
Online-Bearbeitung besser in den Griff zu kriegen, ko¨nnen zum Beispiel innerhalb der
Sequenz mehrere kleinere Rundreisen zur Abarbeitung von Auftra¨gen gebildet werden.
Unter den hier gegebenen Vorgaben, besteht die Rundreise aus einer Sortierung der
aktuell zu bearbeitenden Anfragen, wobei die Rundreise ausgehend vom Ausgangspunkt
den Abholpunkt der in dieser Sortierung ersten Anfrage besucht und sich von diesem di-
rekt zum Lieferpunkt dieser Anfrage aufmacht. Danach werden sukzessive nacheinander
der Abholpunkt, sowie anschließend der jeweilige dazugeho¨rige Lieferpunkt, der na¨chs-
ten Anfrage der Rundreise in der vorgegebenen Sortierung angefahren. Minimiert werden
soll schließlich die zwischen der Bekanntgabe des ersten Auftrages und der endgu¨ltigen
Ru¨ckkehr zum Ausgangspunkt verstrichene Zeit.
Da das dial-a-ride-Problem eine Erweiterung des allgemeine Rundreise-Problems (sie-
he Optimierungsproblem 2.2.1) ist, kann aus der Aussage in Satz 7.3.9 zum kompetitiven
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Faktor des Rundreise-Problem auf dem Einheitskreis oder auch aus [AFL+01] eine Un-
terschranke fu¨r den kompetitiven Faktor des dial-a-ride-Problems getroffen werden:
Lemma 4.6.3 (Optimaler kompetitiver Faktor).
Jeder Online-Algorithmus fu¨r das Problem dial-a-ride hat, u¨ber die komplette Problem-
stellung der Rundreise betrachtet, mindestens einen kompetitiven Faktor von zwei.
Beweis zu Lemma 4.6.3.
Bei einer Gleichsetzung des Abholpunktes und des Lieferpunktes bei jeder Anfrage im
dial-a-ride-Problem ergibt sich ein Rundreise-Problem. Also ist jedes Rundreise-Problem
ein dial-a-ride-Problem, bei welchem in allen Anfragen die beiden relevanten Punkte
u¨bereinstimmen.
Da in dieser Arbeit fu¨r einen Spezialfall des Rundreise-Problems nach Satz 7.3.9 ein
minimaler kompetitiver Faktor von mindestens zwei nachgewiesen wurde, kann auch die
gro¨ßere Problemklasse der dial-a-ride-Probleme, bei einer Betrachtung u¨ber alle mo¨gli-
chen Grundmengen, keinen besseren kompetitiven Faktor haben.
Definition 4.6.4 (Zusta¨nde der Bearbeitung eines Algorithmus fu¨r dial-a-ride-Proble-
me).
Wa¨hrend der Online-Bearbeitung eines dial-a-ride-Problems gibt es drei Zusta¨nde in
welchen sich ein Algorithmus gerade befinden kann:
Abgearbeitet: Beim Zustand Abgearbeitet befindet sich der Algorithmus im urspru¨ng-
lichen Ausgangspunkt und alle aktuell bekannten Anfragen wurden bereits bear-
beitet.
Aktivita¨t: Wa¨hrend des Zustands Aktivita¨t bearbeitet der Algorithmus aktuell gerade
eine Route.
Warteschleife: Wa¨hrend der Warteschleife ist der Algorithmus wieder im urspru¨ngli-
chen Ausgangspunkt, und es gibt unbearbeitete Anfragen. Allerdings werden diese
unbearbeiteten Anfragen bis zu einem vorher bestimmten Ende der Warteschleife
nicht bearbeitet.
Krumke stellt in seiner Habilitationsschrift [Kru02, Abschnitt 2.6] den Algorithmus
”
Smart-Start“ als optimalen Algorithmus vor. Anders als beim Algorithmus 4.6.1 ist
Smart-Start nicht darauf ausgelegt direkt einen vorgegebenen strikt kompetitiven Fak-
tor c einzuhalten, sondern es gibt einen vorgegebenen Wartefaktor – es wa¨re vielleicht
angebrachter hier von einem Gro¨ßenfaktor zu sprechen – θ. Mit diesem Faktor wird fest-
gelegt, ab welcher Gro¨ßenordnung der Zeitdauer fu¨r die neue Rundreise gegenu¨ber der
bis dahin vergangenen Zeit eine Wartephase eingelegt werden soll.
Das bedeutet konkret, dass falls die aktuelle Zeit plus der Dauer fu¨r die neue Rund-
reise gro¨ßer als die aktuelle Zeit mal den Wartefaktor ist, dann ist die neue Rundreise
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im Vergleich zur bisherigen Rundreise zu lang. Dadurch wu¨rde sich eine ungu¨nstige Be-
arbeitung, die durch diese neue Rundreise eventuell herbeigefu¨hrt wu¨rde im Vergleich
zur bisherigen Rundreise zu stark auswirken.
Als Resultat wird daraufhin erst einmal eine Zeit lang abgewartet und weitere Anfra-
gen gesammelt, bis die Wartezeit, welche sich aus der Differenz zwischen der aktuellen
Zeit multipliziert mit dem Faktor θ−1 und dem Aufwand der geplanten, dann aber doch
nicht gleich gestarteten, neuen Rundreise ergibt, verstrichen ist. Die damit verbundene
Hoffnung ist, wie schon in Definition 3.1.6 dargelegt, dass sich durch die wa¨hrend dem
Warten noch neu ankommenden Anfragen die Effizienz der neuen Rundreise verbessert.
Algorithmus 4.6.5 (
”
Smart-Start“ aus [KR02, Abschnitt 9.2]).
Der Algorithmus behandelt neue Anfragen abha¨ngig davon, in welchem der drei Zusta¨nde
aus Definition 4.6.4 er sich in diesem Moment befindet.
• Falls die alten Anfragen schon alle abgearbeitet wurden, so muss entschieden wer-
den, ob entweder gewartet wird oder sofort mit der weiteren Bearbeitung begonnen
wird.
• Falls momentan eine Rundreise bearbeitet wird, so werden neue Anfragen solange
ignoriert, bis diese Rundreise fertig bearbeitet ist.
• Falls gerade eine Wartephase ist, so wird bis zu deren Ende ausgeharrt, und die
neuen Anfragen erst einmal ignoriert.
Sowohl nach jeder abgeschlossenen Bearbeitung einer Rundreise, als auch nach dem En-
de einer Wartephase muss anhand der Daten aller bis dahin noch nicht bearbeiteten
aber schon bekannten Anfragen eine Entscheidung getroffen werden, ob gleich mit der
Bearbeitung einer neuen Rundreise begonnen wird oder eine Wartephase begonnen wird.
Bemerkung 4.6.6 (Entscheidung zwischen Warteschleife und Start einer Rundreise).
Bei der Entscheidung zwischen Warteschleife und sofortiger Bearbeitung berechnet der
Algorithmus 4.6.5 zuerst durch einen Algorithmus zur Approximation mit Gu¨te ρ ei-
ne Rundreise S fu¨r die noch nicht bearbeiteten Anfragen mit gesamten Zeitaufwand
`(S). Dabei hat der Algorithmus zur Approximation genau dann die Gu¨te ρ ≥ 1, wenn
die La¨nge der durch ihn geplanten Rundreise nicht gro¨ßer ist als ρ mal die La¨nge der
optimalen Rundreise.
Mit diesem Zeitaufwand `(S) wird dann der erste Zeitpunkt t′ ausgewa¨hlt, zu welchem
er mit der Bearbeitung der noch offenen Anfragen beginnen kann, so dass maximal
die durch den vordefinierten Wartefaktor θ mo¨gliche Wartezeit abgewartet wird. Das
bedeutet, dass t′ derjenige erste Zeitpunkt mit t′ ≥ t ist, fu¨r welchen
t′ + `(S) ≤ θt′
gilt. Das fu¨hrt dazu, dass fu¨r t′ sowohl t′ ≥ `(S)
θ−1
als auch t′ ≥ t gelten muss, diese beiden
Abscha¨tzungen zusammen mit der Tatsache, dass t′ der erste Zeitpunkt nach t ist der
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diese erfu¨llt, ergeben fu¨r die Berechnung von t′:
t′ = max
{
`(S)
θ − 1 , t
}
(4.6.21)
Durch (4.6.21) wird aufgezeigt, dass der Algorithmus 4.6.5 nur dann in die Warteschleife
geht, wenn der durch die neu geplante Rundreise S neu hinzu kommende Zeitaufwand
`(S) gro¨ßer als der bereits zum aktuellen Zeitpunkt beno¨tigte Zeitaufwand mal den um
eins verringerten Wartefaktor θ ist.
Falls t′ = t gilt, so beginnt der Algorithmus 4.6.5 unmittelbar mit der Bearbeitung der
vorher gefundenen Rundreise fu¨r S. Im zweiten Fall mit t′ > t geht er bis zum Zeitpunkt
t′ in die Warteschleife.
Satz 4.6.7 (Kompetitiver Faktor zu Algorithmus 4.6.5).
Der Algorithmus 4.6.5 ist strikt c = max{θ, ρ · (1 + 1
θ−1
)
, θ
2
+ ρ} kompetitiv.
Als direkte Folgerung ergibt sich aus Satz 4.6.7 fu¨r θ = 1
2
(1+
√
1 + 8ρ) ein minimaler
kompetitiver Faktor von
c = max
{
1
2
(1 +
√
1 + 8ρ), ρ
(
1 +
2
(1 +
√
1 + 8ρ)− 2
)
,
1
4
(1 +
√
1 + 8ρ) + ρ
}
mit ρ≥1
= max
{
ρ
(
1 +
2
(1 +
√
1 + 8ρ)− 2
)
,
1
4
(1 +
√
1 + 8ρ) + ρ
}
=
1
4
(1 +
√
1 + 8ρ) + ρ. (4.6.22)
Wenn zur Lo¨sung der jeweiligen Rundreise fu¨r die aktuell bekannten Anfragen ein exaktes
Verfahren, also ρ = 1 verwendet wird, ergibt sich aus (4.6.22) ein kompetitiver Faktor
von zwei. Damit ist der Algorithmus 4.6.5 schon der optimale Online-Algorithmus fu¨r
das dial-a-ride-Problem.
Beweis zu Satz 4.6.7 (dem Beweis zu [KR02, Satz 9.4] folgend).
Die induktiv vorgehende Analyse des Algorithmus 4.6.5 bezieht sich ebenfalls auf die
in Definition 4.6.4 definierten Zusta¨nde der Bearbeitung. Sei dazu tm der Zeitpunkt
der letzten Anfrage aus einer Sequenz von Anfragen σ, die Menge der Anfragen zum
Zeitpunkt tm wird durch σ=tm gekennzeichnet.
Fall 1: Der Algorithmus 4.6.5 habe bereits alle anderen Anfragen abgearbeitet. Dann
wird zuerst mit dem Algorithmus zur Approximation fu¨r σ=tm eine Rundreise S
mit La¨nge `(S) berechnet, fu¨r welche durch die Gu¨te ρ der Approximation folgende
Abscha¨tzung der La¨nge gilt:
`(S) ≤ ρTOff(tm, 0, σ=tm)
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Dabei wird mit TOff(tm, 0, σ=tm) das beste mo¨gliche Ergebnis der Oﬄine-Bearbei-
tung fu¨r die Anfragen aus σ=tm zum Zeitpunkt tm mit Startpunkt 0 bezeichnet.
Nach der Berechnung der Rundreise S wird der Zeitpunkt t′ gesucht, fu¨r welchen
t′ = min{t ≥ tm : t + `(S) ≤ θt}
gilt.
• Falls nun t′ = tm gilt, so steht fest, dass die Bearbeitung der ganzen Sequenz
σ durch den Algorithmus 4.6.5 nicht la¨nger als
TSmart(σ) ≤ θtm ≤ θTOff(σ)
dauern wird.
• Gilt allerdings t′ > tm so wird das ganze etwas komplizierter. Wegen der Gu¨te
der Approximation ρ gilt fu¨r die La¨nge der Rundreise S:
TOff(σ) ≥ TOff(σ=tm) ≥
`(S)
ρ
=
θ − 1
ρ
t′ (4.6.23)
Wird nun (4.6.23) nach t′ aufgelo¨st und die dadurch entstehende Abscha¨tzung
in TSmart(σ) = t
′ + `(S) ≤ θ · t′ eingesetzt so wird der erste Teil des kompeti-
tiven Faktors aus Satz 4.6.7 erreicht:
TSmart(σ) ≤ θ
θ − 1ρTOff(σ) = ρ
(
1 +
1
θ − 1
)
TOff(σ)
Fall 2: Wenn sich der Algorithmus 4.6.5 zum Zeitpunkt tm in der Warteschleife befindet,
so verbleibt er solange in diesem Zustand, bis der Zeitpunkt t′ mit
t′ = min{t ≥ tm : t + `(S) ≤ θt}
erreicht wird, dabei ist diesmal S die durch die Approximation gefundene Rund-
reise fu¨r alle zum Zeitpunkt tm noch nicht bearbeiteten Anfragen. Ein analoges
Vorgehen wie bei der kompletten Bearbeitung aller vorherigen Anfragen, liefert
dann das gewu¨nschte Ergebnis.
Fall 3: Falls der Algorithmus 4.6.5 zum Zeitpunkt tm bereits eine Rundreise S bearbei-
tet, so beendet er zuerst diese und plant danach fu¨r die noch nicht bearbeiteten
Anfragen eine neue Rundreise. Trifft er dabei die Entscheidung in die Warteschleife
zu gehen, so tritt wieder einer der beiden anderen Fa¨lle ein. Ansonsten wird eine
neue Rundreise S ′ fu¨r die zu diesem Zeitpunkt noch nicht bearbeiteten Anfragen
begonnen.
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Sei also tS der Startzeitpunkt fu¨r die aktuelle Rundreise S und σt>tS die Menge
der wa¨hrend der Bearbeitung von S angekommenen Anfragen. Die von S ′ zu be-
arbeitenden Anfragen entsprechen dann den in σt>tS enthaltenen Anfragen. Also
gilt fu¨r die Bearbeitungszeit TSmart des Algorithmus 4.6.5 folgende Beziehung:
TSmart(σ) = tS + `(S) + `(S
′) (4.6.24)
Durch den Aufbau des Algorithmus 4.6.5 muss dann auch
tS + `(S) ≤ θtS (4.6.25)
gelten. Sei σf die erste Anfrage aus σt>tS , welche bei der Oﬄine-Bearbeitung be-
arbeitet wird, und αf deren zugeho¨riger Abholpunkt. Daraus folgt dann:
TOff(σ) ≥ tS + TOff(tm, αf , σt>tS) ≥ tS + d(0, αf) (4.6.26)
Dann gilt wegen der Gu¨te der Approximation ρ fu¨r die Berechnung der Rundreisen
`(S ′) ≤ ρ [d(0, αf) + TOff(tm, αf , σt>tS )]
(4.6.26)
≤ ρ [d(0, αf) + TOff(σ)− tS] . (4.6.27)
Werden nun die beiden Formeln (4.6.27) und (4.6.25) in (4.6.24) eingesetzt, so
ergibt sich folgende Kette von Abscha¨tzungen:
TSmart(σ)
(4.6.24),(4.6.25)
≤ `(S ′) + θtS
(4.6.27)
≤ (θ − ρ)tS + ρd(0, αf) + ρTOff(σ)
(4.6.26)
≤ θTOff(σ) + (2ρ− θ)d(0, αf) ≤
{
θTOff(σ) + (2ρ− θ) · TOff(σ)2 fu¨r θ ≤ 2ρ
θTOff(σ) fu¨r θ > 2ρ
≤ max
{
θ
2
+ ρ, θ
}
TOff(σ)
Damit ist die Aussage des Satzes bewiesen.
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Teil II.
Informationsvorlauf in der Online-
Optimierung
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U¨berblick zu Teil II
U¨berblick
Innerhalb dieses Teils wird das Konzept Informationsvorlauf vorgestellt und auf sich
daraus ergebende Effekte hingewiesen.
Das Kapitel 5 definiert die fu¨r das Versta¨ndnis des Informationsvorlaufs notwendigen
Begriffe und die verschiedenen mo¨glichen Konzepte.
Kapitel 6 geht schließlich auf die unterschiedlichen Wege und Mo¨glichkeiten ein, den im
vorherigen Kapitel definierten Informationsvorlauf tatsa¨chlich zu verwenden.
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5. Grundlegendes zum
Informationsvorlauf
Grundsa¨tzlich kennt bei der Online-Optimierung der zugeho¨rige Online-Algorithmus bei
der Bearbeitung der Sequenz aus Anfragen immer nur die Auspra¨gungen der bisher bear-
beiteten Anfragen, sowie der aktuellen Anfrage. In einigen Problemstellungen kommt es
zudem auch vor, dass der Online-Algorithmus zeitweise zusa¨tzlich einige wenige weitere
Anfragen mit deren Auspra¨gungen kennt.
Aufgrund dieser gegenu¨ber der Oﬄine-Bearbeitung, welche immer die gesamte Se-
quenz der Anfragen kennt, ziemlich spa¨rlichen Informationsmenge, unterscheidet sich
die vom Online-Algorithmus gefundene Lo¨sung und der zugeho¨rige Wert der Zielfunkti-
on meist deutlich von dem der Oﬄine-Bearbeitung.
Um diesen Nachteil etwas auszugleichen, soll nun mit dem Informationsvorlauf eine
systematische Mo¨glichkeit vorgestellt werden, wie der Online-Algorithmus zu mehr In-
formationen, und damit auch zu besseren Mo¨glichkeiten bei der Bearbeitung kommen
kann.
Theoretisch ist es grundsa¨tzlich auch mo¨glich einen Informationsvorlauf etwa dadurch
zu simulieren, dass die weitere Fortfu¨hrung der Online-Bearbeitung nach dem Abschluss
der Bearbeitung einer Anfrage solange hinauszo¨gert wird, bis wieder Informationen u¨ber
eine festgelegte Anzahl von Anfragen erhalten wurden.
Da allerdings bei der Online-Optimierung meist auch die Gro¨ße der Sequenz der An-
fragen nicht bekannt ist und das Erreichen des Endes der Sequenz nicht unbedingt
aufgezeigt wird, beno¨tigt diese Methode eine Abschlussregel. Diese Abschlussregel muss
festlegen unter welchen Umsta¨nden davon ausgegangen werden soll, dass das Ende der
Sequenz der Anfragen erreicht wurde und welche Konsequenzen dies bei der Planung
der Bearbeitung der aufgeschobenen Anfragen nach sich zieht.
5.1. Einfu¨hrung
Um das in der Einleitung des Kapitels erwa¨hnte Defizit bei der fu¨r die Planung der
Bearbeitung bereitstehenden Information zu verringern, erha¨lt der Online-Algorithmus
einen so genannten Informationsvorlauf. Darunter ist im Grundsatz zu verstehen, dass
der Algorithmus bei der Bearbeitung der aktuell eingetroffenen Anfrage nicht nur die
Informationen u¨ber die bisher schon bearbeiteten Anfragen besitzt, sondern zusa¨tzliche
Informationen erha¨lt:
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• Entweder indem er u¨ber die Informationen hinaus, die er bei der eigentlichen Art
und Weise der Problemstellung zur Verfu¨gung ha¨tte, weitere Kenntnis von zuku¨nf-
tigen Anfragen erha¨lt,
• oder indem ihm gewissermaßen eine Garantie u¨ber die Gro¨ße der bei der Planung
der Bearbeitung zur Verfu¨gung stehenden Information gegeben wird.
5.2. Arten des Informationsvorlaufs
In diesen Abschnitt sollen die einzelnen verschiedenen Arten der Aufstellung eines Infor-
mationsvorlaufs vorgestellt werden. In Unterabschnitt 5.2.1 geht es um einen zeitlichen
Ablauf, in Unterabschnitt 5.2.2 um eine Darstellung u¨ber die Reihenfolge. Ein etwas
komplexeres Konzept findet sich schließlich in Unterabschnitt 5.2.3. Dabei wird bei dem
jeweiligen Konzepten auch gleich auf eventuell vorhandene Schwa¨chen beziehungsweise
Schwierigkeiten bei der Analyse verwiesen.
5.2.1. Informationsvorlauf als Zeiteinheit
Die erste und eigentlich na¨chstliegende Mo¨glichkeit fu¨r einen Informationsvorlauf ist die
Definition eines Informationsvorlaufs u¨ber Zeiteinheiten, das heißt, dass dem Algorith-
mus als zusa¨tzliche Information alle Anfragen eines bestimmten Zeitraums mitgeteilt
werden.
Da in diesem Fall die Steuerung der Anfragen und deren Informationen u¨ber eine
zeitliche Ordnung vorgenommen wird, ergibt sich folgende Definition zur Bekanntgabe
der einzelnen Anfragen:
Definition 5.2.1 (Bekanntgabe der Anfragen bei Zeiteinheiten).
Das in Definition 1.1.1 angesprochene Ordnungsmerkmal M besteht in diesem Fall fu¨r
jede Anfrage σi in einem Zeitpunkt ti. Sobald bei der Bearbeitung der Problemstellung
der Zeitpunkt t erreicht wird, werden alle Anfragen, deren Ordnungsmerkmal M dem
Zeitpunkt t entspricht, dem Algorithmus bekannt gegeben.
Bei dieser Version des Informationsvorlaufs u¨ber einen vorgegebenen Zeitraum kommt
es jedoch unter dem Aspekt einer Analyse zu einigen Nebeneffekten:
• Um einen zeitlichen Informationsvorlauf nutzen zu ko¨nnen, muss zusa¨tzlich eine
Verteilung fu¨r das zeitliche Auftreten der Anfragen definiert oder durch Untersu-
chungen gefunden werden. Dies fu¨hrt dazu, dass bei einer theoretischen Analyse
wie zum Beispiel der Average-Case-Analyse aus Unterabschnitt 1.2.2 nicht nur der
Erwartungswert u¨ber die Verteilung der Anfragen genommen werden muss, son-
dern auch noch der zeitliche Ablauf dieser Anfragen zufa¨llig ist. Ein und dieselbe
Sequenz von Anfragen kann dann, je nachdem welche zeitlichen Absta¨nde zwischen
den einzelnen Anfragen liegen, zu sehr unterschiedlichen Ergebnissen fu¨hren.
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• Durch die zeitliche Verteilung gibt es insbesondere auch keine Gewissheit u¨ber die
tatsa¨chlich durch den Informationsvorlauf erhaltenen Informationen. So kann es
zum Beispiel bei einer zusa¨tzlichen Information u¨ber einen bestimmten Zeitraum
vorkommen, dass wa¨hrend diesem einmal nur drei Anfragen erkannt werden bezie-
hungsweise bei etwas mehr Glu¨ck sogar zehn oder mehr Anfragen sichtbar sind, im
schlimmsten Fall ist in diesem Zeitraum sogar u¨berhaupt keine Anfrage enthalten.
• Bei der empirischen Untersuchung der Ergebnisse hingegen macht sich diese zufa¨lli-
ge Verteilung der Zeitpunkte des Auftretens nicht wesentlich bemerkbar, außer in
der fu¨r die Relevanz der Ergebnisse zu erho¨henden Anzahl der Sequenzen, die
untersucht werden sollten.
5.2.2. Informationsvorlauf nach Reihenfolge
Bei dieser Art des Informationsvorlaufs wird dem Algorithmus die Garantie gegeben,
dass bei der Planung des na¨chsten Schrittes immer eine konstante Anzahl an Anfragen
mit ihren Auspra¨gungen als Information zur Verfu¨gung steht. Dies fu¨hrt dann dazu, dass
sofort mit der Bearbeitung einer Anfrage gleich die na¨chste Anfrage aus der Sequenz
bekannt gegeben werden muss oder falls keine weitere Anfrage mehr vorhanden ist,
angezeigt wird, dass das Ende der Sequenz der Anfragen erreicht wurde. Wenn diese Art
des Informationsvorlaufs angewandt wird, so muss die Definition zur Bekanntgabe der
Anfrage den Umsta¨nden entsprechend wie folgt angepasst werden:
Definition 5.2.2 (Bekanntgabe der Anfragen bei Reihenfolge).
Das in Definition 1.1.1 angesprochene Ordnungsmerkmal M besteht in diesem Fall fu¨r
jede Anfrage σi ganz einfach aus deren Position i in der Sequenz der Anfragen. Die
Anfrage σi wird dabei dann bekannt gegeben, wenn nach der Bekanntgabe der davor
liegenden Anfrage σi−1 eine Anfrage bearbeitet wurde. Das kann einerseits durch die
direkte Bearbeitung von σi−1 ausgelo¨st werden oder durch die Bearbeitung einer schon
vorher bekannten Anfrage, welche bis dahin noch nicht bearbeitet worden ist.
Bei dieser Methodik wird quasi von allen zeitlichen oder sonstigen anderen Abla¨ufen
abstrahiert hin zu einer Behandlung der Anfragen aus der Sequenz rein nach der Rei-
henfolge in der diese in der Sequenz angeordnet sind. Durch diese Abstraktion ist es bei
dieser Art des Informationsvorlaufs nicht ganz so einfach, passende praktische Beispiele
zu finden. Dieses Konzept bietet sich allerdings natu¨rlicherweise immer dann an, wenn
tatsa¨chlich eine Anfrage nach der anderen auftaucht oder wenn sich bei der Modellierung
des Optimierungsproblems herausstellt, dass aufgrund von vorgegebenen Voraussetzun-
gen nur eine maximale Anzahl von Anfragen fu¨r die Planung oder Auswahl zur Verfu¨gung
gestellt werden kann.
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5.2.3. Informationsvorlauf nach einer Bearbeitungsgro¨ße
Als weitere Variante fu¨r einen Informationsvorlaufs gibt es noch die Mo¨glichkeit eine
Voraussicht u¨ber eine vorher festgelegte Bearbeitungsgro¨ße zu definieren. Als Informati-
onsvorlauf werden dann die Informationen u¨ber so viele Anfragen verwendet, bis deren
Summe u¨ber die Auspra¨gungen der festgelegten Bearbeitungsgro¨ße erstmals einen vorher
festgelegten maximalen Wert u¨berschreitet. Das ko¨nnte zum Beispiel bei einem Trans-
portband dessen La¨nge und damit die Kapazita¨t fu¨r die Ablage der zu bearbeiteten
Objekte sein, der Informationsvorlauf wu¨rde dann Informationen zu so vielen Objekten
liefern, bis das Band u¨berfu¨llt ist. Natu¨rlich kann das gleiche auch fu¨r die Bearbeitungs-
zeit eines Auftrags oder fu¨r a¨hnliche andere Merkmale definiert werden.
Definition 5.2.3 (Bekanntgabe der Anfragen bei Bearbeitungsgro¨ße).
Das in Definition 1.1.1 angesprochene OrdnungsmerkmalM besteht hier fu¨r jede Anfrage
σi darin, ob diese mit den bereits bekannten, aber noch nicht bearbeiteten Anfragen
die vor dieser in der Sequenz der Anfragen liegen, in der Summe den maximalen Wert
unterschreitet oder zum ersten Mal u¨berschreitet. Fu¨r diese Art des Informationsvorlaufs
ist daher fu¨r die Anordnung der Anfragen in der Sequenz schon eine vorgegebene von
der ausgewa¨hlten Bearbeitungsgro¨ße unabha¨ngige Sortierung notwendig.
Dabei gilt hier, dass immer dann neue Anfragen bekannt gegeben werden, wenn durch
die Bearbeitung einer bekannten Anfrage der maximale Wert der Summe u¨ber die Aus-
pra¨gungen der noch nicht bearbeiteten Anfragen in der ausgewa¨hlten Bearbeitungsgro¨ße
wieder unterschritten wird. Danach werden solange neue Anfragen bekannt gegeben, bis
die Summe diesen maximalen Wert wieder u¨berschreitet.
Fu¨r diese Form des Informationsvorlaufs ist es notwendig, dass die verwendete Bear-
beitungsgro¨ße der jeweiligen Anfragen zufa¨llig bestimmt wird, falls stattdessen na¨mlich
alle Anfragen in dieser Bearbeitungsgro¨ße den gleichen Wert besitzen, dann entspricht
dies, wie in Unterabschnitt 5.2.2, einem Informationsvorlauf mit einer festen Anzahl von
bekannten Anfragen. Allerdings ergeben sich auch hier wie in Unterabschnitt 5.2.1 einige
nicht kalkulierbaren Aspekte:
• Die Anzahl der Anfragen, welche beno¨tigt werden um den maximalen Wert zu
u¨berschreiten, ist natu¨rlicher Weise abha¨ngig von der zufa¨llig erzeugten Sequenz
der Anfragen und damit nicht als fester Wert kalkulierbar.
• Je nachdem welche Anfrage aus einem so festgelegten Informationsvorlauf aus-
gewa¨hlt wird, und wie groß die Auspra¨gung der verwendeten Gro¨ße der na¨chsten
noch nicht bekannten Anfrage ist, ergibt sich eventuell in der Folge ein ganz unter-
schiedlicher neuer Informationsvorlauf. Damit ist dann die Vergleichbarkeit ver-
schiedener Algorithmen mit unterschiedlichen Reihenfolgen der Bearbeitung auf
der gleichen Sequenz von Anfragen nicht mehr so einfach gegeben, da in einzelnen
Phasen der Bearbeitung die jeweils gesamten vorhandenen Informationen zweier
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Algorithmen zur gleichen Zeit nicht identisch sein mu¨ssen. Falls etwa der eine zu-
letzt eine Anfrage mit einem großen Wert in der Gro¨ße ausgewa¨hlt hat und der
andere eine mit einem ziemlich kleinen Wert, dann wird es vorkommen, dass der
erste mehrere neue Anfragen zur Kenntnis bekommt, der zweite hingegen jedoch
nur eine einzelne neue Anfrage erha¨lt.
5.3. Literaturstellen zum Informationsvorlauf und dessen
Analyse
Zur Verwendung von Informationsvorlauf (im englischen
”
lookahead“) in der bisherigen
Fachliteratur hier eine sicherlich nicht vollsta¨ndige Liste von Beispielen:
• So untersuchte Albers in der Arbeit [Alb93] den Einfluss des Informationsvorlaufs
auf das Paging-Problem und in [Alb98] die Auswirkungen auf die Problemstel-
lung der Aktualisierung von Listen. Bei beiden Problemen wurde dabei zwischen
schwachen und starken Informationsvorlauf unterschieden. Der schwache Informa-
tionsvorlauf bestand aus einer Vorausschau u¨ber eine bestimmte Anzahl von An-
fragen, der starke hingegen konnte auf so viele Anfragen zuru¨ckgreifen, bis er eine
bestimmte Anzahl von verschiedenen Anfragen zur Verfu¨gung hat. Als Ergebnisse
wurden einige verbesserte Ober- und Unterschranken erreicht.
• In [AAL05] untersuchen Allulli, Ausiello und Laura die Auswirkungen auf ein
Traveling-Salesman-Problem. Dabei betrachten sie einerseits einen Informations-
vorlauf, der abha¨ngig von der Zeit ist, und andererseits auch einen Informationsvor-
lauf mit einer festen Anzahl von Anfragen. Beim klassischen Traveling-Salesman-
Problem ergaben sich keine Verbesserungen auf die kompetitive Analyse, dagegen
erreichten sie bei der Variante ohne eine Ru¨ckkehr zum Ausgangspunkt sowie der
Rundreise auf einer Linie mit fester Endzeit eine Verbesserung.
• Eine weitere differenziertere Untersuchung des Paging-Problems mit Informati-
onsvorlauf findet sich von Breslauer in [Bre96]. In dieser Arbeit wird untersucht,
wie sich ein Informationsvorlauf u¨ber die zuku¨nftigen Anfragen und im Gegensatz
dazu eine Vergro¨ßerung des Zwischenspeichers auswirken. Die daraus gewonnene
Erkenntnis ist, dass beide Erweiterungen den gleichen Effekt liefern und somit
austauschbar sind.
• Grove schließlich untersucht mit [Gro95] den Einfluss von zusa¨tzlicher Information
bei der Problemstellung Binpacking. Dabei gewa¨hrt er einen Blick auf die Zukunft
mit so vielen Anfragen, bis diese vorher vorgegebene Kosten u¨berschreiten.
• In [Dam02] zeigt Damaschke ein Ergebnis fu¨r die Rundreise auf der Halbachse wo-
bei er als Informationsvorlauf nur das Ende der Sequenz der Anfragen verwendet.
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Mit diesem eigentlich minimalen zusa¨tzlichen Wissen kann eine Verringerung des
kompetitiven Faktors von 3
2
auf 4
3
erreicht werden, was den Einfluss der Kenntnis
u¨ber den Zeitpunkt des Endes hervorhebt.
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Ein Informationsvorlauf la¨sst sich prinzipiell auf mehrere Arten verwenden:
(i) Bei der Planung nach der Bekanntgabe der aktuellen Anfrage wird die zusa¨tzliche
Information zwar eingebunden, findet aber keine direkte Verwendung, das heißt die
Bearbeitung der Anfragen erfolgt in der unvera¨nderten Reihenfolge ihrer Bekannt-
gabe. Eine genauere Behandlung dieser Verwendung findet sich in Abschnitt 6.1
(ii) Die zusa¨tzlichen bekannten Informationen ko¨nnen komplett ebenfalls direkt bear-
beitet werden, das heißt, die Anfragen mu¨ssen nicht zwingend nach der Reihenfolge
ihrer Bekanntgabe bearbeitet werden. Diese Mo¨glichkeit der Verwendung wird in
Abschnitt 6.2 ausfu¨hrlicher behandelt.
(iii) Abschnitt 6.3 schließlich beschreibt eine aus den anderen beiden Arten kombinierte
Verwendung des Informationsvorlaufs.
Fu¨r die weiteren Betrachtungen in diesem Kapitel ist der Informationsvorlauf, wie
in Unterabschnitt 5.2.2 vorgestellt, strikt auf die Reihenfolge der Anfragen beschra¨nkt.
Das bedeutet, dass dem Online-Algorithmus zur Verbesserung seiner Informationslage
grundsa¨tzlich immer die nach der Reihenfolge in der Sequenz na¨chsten t Anfragen mit
ihren Auspra¨gungen bekannt sind.
6.1. Informationsvorlauf als Mittel zur Vorausschau
Die Verwendung des Informationsvorlaufs als Vorausschau ist die einfachste Form der
Verbesserung des Informationsstands des Online-Algorithmus.
Definition 6.1.1 (Informationsvorlauf zur Vorausschau).
Ein Informationsvorlauf der Gro¨ße p ≥ 0 zur Vorausschau, bezeichnet als Vorausschau-
information, bedeutet, dass der Online-Algorithmus bei der Planung zur Art der Be-
arbeitung der na¨chsten Anfrage σi grundsa¨tzlich die Informationen von p zusa¨tzlichen
Anfragen zur Verfu¨gung hat.
Allerdings darf dabei nur σi, im Normalfall ist das diejenige Anfrage mit dem kleinsten
Index aus der Menge der zwar bekannt gegebenen aber noch nicht bearbeiteten Anfragen,
sofort bearbeitet werden.
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Dafu¨r hat der Online-Algorithmus bei Problemstellungen mit dieser Art des Informa-
tionsvorlaufs grundsa¨tzlich mehrere Mo¨glichkeiten wie eine Bearbeitung durchgefu¨hrt
werden kann. Das heißt, dass dann mit den Informationen aus der Vorausschauinfor-
mation die Bearbeitung der aktuellen Anfrage so gesteuert werden kann, dass deren
Bearbeitung und die Bearbeitung der nachfolgenden Anfragen aus der Vorausschauin-
formation ein mo¨glichst gutes Ergebnis ergibt.
Bei einer Vorausschauinformation von p = 0 Anfragen muss die Sequenz der An-
fragen in der Reihenfolge der Anfragen abgearbeitet werden ohne bei der Bearbeitung
der jeweiligen Anfrage zusa¨tzliche Informationen zu weiteren zuku¨nftigen Anfragen zur
Verfu¨gung zu haben.
Der in Definition 6.1.1 festgelegte Informationsvorlauf beno¨tigt zur richtigen Entfal-
tung also die Mo¨glichkeit, bei der Bearbeitung einer Anfrage eine Auswahl u¨ber die Art
undWeise der Bearbeitung treffen zu ko¨nnen. Eine der Problemstellungen, die ein solches
Verhalten mo¨glich machen, ist zum Beispiel das Optimierungsproblem 2.1.3, das Packen
von Gegensta¨nden. Bei der Verpackung von Gegensta¨nden geht es na¨mlich grundsa¨tzlich
darum ob ein Gegenstand eingepackt werden soll oder wohin dieser gepackt werden soll.
Um diese Entscheidungen besser treffen zu ko¨nnen, ist es natu¨rlich hilfreich die na¨chsten
noch nicht zur Bearbeitung freigegebenen Gegensta¨nde aus der Sequenz zu kennen.
Diese Verbesserung der Entscheidungsgrundlage macht sich im Normalfall insbeson-
dere dann deutlich bemerkbar, wenn nicht u¨ber das Einpacken oder nicht Einpacken
entschieden werden muss, sondern mehrere Beha¨lter zum Einpacken der Gegensta¨nde
zur Auswahl stehen.
Durch die Beschra¨nkung der Verwendung des so definierten Informationsvorlaufs gibt
es eine Unterscheidung innerhalb der Einordnung der Anfragen in den Zeitpunkt der
Bekanntgabe und den Zeitpunkt, zu welchem die Anfrage bearbeitet werden muss.
Definition 6.1.2 (Erster Bearbeitungspunkt bei Vorausschauinformation).
Falls ein Informationsvorlauf zur Verwendung als Vorausschauinformation bereitgestellt
wird, dann entsprechen sich die zu den jeweiligen Anfragen geho¨renden Merkmale der
Bekanntgabe und der Freigabe zur Bearbeitung nicht mehr.
Der erste Bearbeitungspunkt einer Anfrage σi ergibt sich bei einem solchen Informa-
tionsvorlauf daher so, dass diese Anfrage erst nach der Bearbeitung aller Vorga¨nger σj
mit j < i fu¨r die Bearbeitung freigegeben wird.
Dagegen ist die Anfrage σi schon p Anfragen vorher das erste Mal bei der Planung
der Bearbeitung der aktuellen Anfrage σmax{i−p,1} bekannt.
6.2. Informationsvorlauf als Mittel zur Auswahl
Nach der Definition des Informationsvorlaufs als Hilfe bei der Planung zur Bearbeitung
der aktuellen Anfrage in Definition 6.1.1 soll in diesem Abschnitt ein Informationsvorlauf
mit einer aktiveren Wirkung vorgestellt werden.
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Definition 6.2.1 (Informationsvorlauf zur Bearbeitung).
Ein Informationsvorlauf zur Bearbeitung, bezeichnet als Bearbeitungsinformation der
Gro¨ße k ≥ 1 bedeutet, dass der Online-Algorithmus zum Zeitpunkt t grundsa¨tzlich
k Anfragen, welche schon zur Bearbeitung freigegeben sind, fu¨r die Auswahl der als
na¨chstes zu bearbeitenden Anfrage zur Verfu¨gung hat.
Dabei besteht bei dieser Art des Informationsvorlaufs im Allgemeinen die einzige
Auswahlmo¨glichkeit des Online-Algorithmus darin, dass dieser zwar auswa¨hlen darf,
welche der Anfragen aus der Bearbeitungsinformation bearbeitet werden soll, allerdings
gibt es dann im Normalfall nur eine Mo¨glichkeit wie diese Anfrage bearbeitet werden
kann.
Eine Konstellation mit mehreren Mo¨glichkeiten zur Bearbeitung der einzelnen Anfra-
gen ist jedoch nicht ausdru¨cklich ausgeschlossen.
Insbesondere entspricht hierbei eine Bearbeitungsinformation von einer Anfrage ge-
nau der direkten Bearbeitung der Anfragen aus der Sequenz der Anfragen nach deren
Reihenfolge in der Sequenz. Ein typisches Beispiel fu¨r eine solche Zielsetzung und der
Art der Verwendung des Informationsvorlaufs ist eine Rundreise, bei dieser gibt es in
der Regel zu jeder Anfrage nur eine einzige Mo¨glichkeit zur Bearbeitung, na¨mlich den
direkten Weg vom aktuellen Standort zum Reisepunkt der Anfrage.
Anders als bei der Vorausschauinformation kann bei der Bearbeitungsinformation di-
rekt auf die Anfragen aus dem Informationsvorlauf zugegriffen werden. Das fu¨hrt dazu,
dass jede Anfrage sobald sie fu¨r den Online-Algorithmus sichtbar, also bekannt wird,
sofort bearbeitet werden kann, damit wird die in Definition 6.1.2 vorgenommene Unter-
scheidung zwischen dem ersten Bearbeitungspunkt und der Bekanntgabe hinfa¨llig.
Definition 6.2.2 (Erster Bearbeitungspunkt bei Bearbeitungsinformation).
Bei der Verwendung des Informationsvorlaufs als Bearbeitungsinformation stimmen der
erste Bearbeitungspunkt und die Bekanntgabe der Anfrage u¨berein.
Das heißt insbesondere, dass die Anfrage σi genau dann bekannt und zur Bearbeitung
freigegeben wird, wenn der Online-Algorithmus die Planung fu¨r die Auswahl der Anfrage
im Schritt (i− k)+ + 1 vornimmt. Dabei ist k die Gro¨ße der Bearbeitungsinformation.
Nachdem sich aus dem in Definition 6.2.1 definierten Informationsvorlauf fu¨r jede
Anfrage schon eine fru¨here Verfu¨gbarkeit ergibt, muss daru¨ber nachgedacht werden, wie
die Bearbeitungsinformation am Anfang beim Start des Algorithmus initialisiert werden
soll.
Methoden beim Start
Diese hier nun vorgenommenen U¨berlegungen sind meist insbesondere bei der zusa¨tz-
lichen Verwendung von Wartezeiten interessant, das heißt dann, wenn es von Interesse
ist, dass die Anfragen entweder besonders schnell oder innerhalb eines bestimmten vor-
gegebenen Zeitrahmens bearbeitet werden sollen.
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DieWartezeit ergibt sich dabei als die Differenz zwischen dem Schritt wa¨hrend dessen
Planung die Anfrage bekannt gegeben wird und dem Schritt in welchem die Anfrage dann
konkret bearbeitet wird.
Definition 6.2.3 (Startmethoden).
Beim Start eines Online-Algorithmus mit einer Bearbeitungsinformation von k Anfragen
gibt es verschiedene Auspra¨gungen:
Feststart: Bei einem Feststart ist die Anfrage σ1 die erste Anfrage und noch keine
weitere Bearbeitungsinformation vorhanden. Der Algorithmus startet somit nur
mit den Informationen zu der Anfrage σ1.
Bei dieser Methode muss eine Mo¨glichkeit gegeben sein, dass auch mal keine An-
frage bearbeitet wird, bis insgesamt k noch nicht bearbeitete Anfragen vorhanden
sind.
Fliegender Start: Beim fliegenden Start sind zu Beginn schon außer σ1 zusa¨tzlich k−1
fru¨here, noch nicht bearbeitete Anfragen aus einer vorherigen Bearbeitung des
Online-Algorithmus bekannt.
Also kann der Algorithmus am Anfang auf die Informationen von k Anfragen{
σpi(2−k), . . . , σpi(0), σ1
}
zuru¨ckgreifen. Die injektive Abbildung pi ordnet dabei die
zusa¨tzlichen fru¨heren Anfragen nach ihrer Reihenfolge in der vorherigen Sequenz
der Anfragen, pi(2− k) kennzeichnet also die a¨lteste dieser Anfragen.
Obwohl hierbei mit fru¨heren Anfragen gearbeitet werden muss, erfolgt der Start
der Beobachtung und damit auch der Bewertung des Algorithmus erst ab der
Bekanntgabe der ersten Anfrage σ1 aus der Sequenz der Anfragen und den danach
getroffenen Entscheidungen.
Start mit voll nutzbarer Information (Vollstart): Mit Vollstart ist gemeint, dass mit
Beginn auch schon die ersten k Anfragen bearbeitet werden ko¨nnen. Dabei werden
diese direkt aus der Sequenz der Anfragen σ entnommen und der Startpunkt auf
k gesetzt.
Die Konstellation beim Start gestaltet sich dann als {σ1, . . . , σk}. Dies entspricht
im Endeffekt einem Feststart mit einer Nichtbearbeitung der ersten k−1 Anfragen.
Natu¨rlich sollte bei der Betrachtung der verschiedenen Startmethoden klar sein, dass
bei der Verwendung einer unendlichen Sequenz von Anfragen die unterschiedlichen Aus-
wirkungen der einzelnen Startmethoden auf das insgesamte Ergebnis mit zunehmender
Anzahl der schon bearbeiteten Anfragen verschwinden und sich die Bearbeitung auf eine
identische Struktur einpendelt.
Erweiterungen zur Bearbeitungsinformation
Da es bei einer Bearbeitung einer Sequenz von Anfragen mit einer Bearbeitungsinfor-
mation zu Verschiebungen in der Reihenfolge der Bearbeitung der einzelnen Anfragen
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kommen kann und im Allgemeinen auch kommen wird, ergibt sich dabei der eventuell
nicht so ganz erwu¨nschte Effekte einer Verschiebung der Bearbeitung einer Anfrage bis
zum Ende der Sequenz.
Um diesen Effekt zu vermeiden, ist es mo¨glich, dazu als neues Konzept eine maximale
Verzo¨gerung einzufu¨hren.
Definition 6.2.4 (maximale Verzo¨gerung).
Die erste Mo¨glichkeit zur Bearbeitung einer Anfrage σi ist bei einer Bearbeitungsin-
formation von k Anfragen wa¨hrend der Auswahl der Anfrage in Schritt ((i− k)+ + 1).
Damit ergibt sich bei einer maximalen Verzo¨gerung von `, dass die Anfrage spa¨testens
im Schritt (i− k + 1 + `) bearbeitet werden muss.
Damit eine maximale Verzo¨gerung u¨berhaupt einen Sinn ergibt, muss eine gro¨ßere Be-
arbeitungsinformation als eine Anfrage gegeben sein. Folglich muss also k > 1 gelten und
außerdem muss unbedingt ` ≥ k−1 gelten, damit u¨berhaupt eine zula¨ssige Bearbeitung
mo¨glich ist.
Bei vorgegebener maximaler Verzo¨gerung muss allerdings gekla¨rt werden, ob die sich
durch das erstmalige Auffu¨llen der Bearbeitungsinformation ergebenden Verzo¨gerungen
als tatsa¨chliche Verzo¨gerungen gewertet werden oder nicht.
6.3. Kombination der beiden Verwendungsmo¨glichkeiten
In diesem Abschnitt soll nun zum Abschluss von Kapitel 6 eine Kombination der in
Abschnitt 6.1 und Abschnitt 6.2 eingefu¨hrten Arten der Verwendung vorgestellt werden.
Der Informationsvorlauf besteht dementsprechend aus zwei unterschiedlichen Teilen.
Definition 6.3.1 (Kombinierter Informationsvorlauf).
Ein kombinierter Informationsvorlauf der Gro¨ße k + p bedeutet, dass der Online-Algo-
rithmus bei der Auswahl der na¨chsten Anfrage σi grundsa¨tzlich Informationen zu k + p
Anfragen fu¨r die Planung zur Verfu¨gung hat.
Der kombinierte Informationsvorlauf teilt sich dabei in zwei Abschnitte auf, die jeweils
nach Definition 6.1.1 und Definition 6.2.1 aufgebaut sind. Analog zu diesen Definitionen
besteht dieser kombinierte Informationsvorlauf aus einer Bearbeitungsinformation von
k Anfragen und einer Vorausschauinformation von p Anfragen.
Sei die gerade eben zur Bearbeitung freigegebene Anfrage, also die Anfrage mit dem
gro¨ßten Index aus den Anfragen welche schon bearbeitet werden du¨rfen, mit σi bezeich-
net. Dann ist der zweite Abschnitt des Informationsvorlaufs, also die Vorausschauinfor-
mation, die Menge {σi+1, . . . , σi+p}. Der erste Abschnitt, die Bearbeitungsinformation,
besteht analog soweit mo¨glich aus k− 1 noch nicht bearbeiteten Anfragen aus der Men-
ge {σj | j < i}, sowie der Anfrage σi. Die Anfragen sind dabei aufsteigend nach ihrer
Reihenfolge in der Sequenz der Anfragen sortiert.
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Durch die Kombination der beiden Arten der Verwendung des Informationsvorlaufs,
ergeben sich auch bei der Bekanntgabe und dem ersten Bearbeitungspunkt der Anfragen
Unterschiede.
Definition 6.3.2 (Erster Bearbeitungspunkt bei kombiniertem Informationsvorlauf).
Da beim kombinierten Informationsvorlauf eine Bearbeitungsinformation von k Anfragen
gegeben ist, liegt der erste Bearbeitungspunkt der Anfrage σi schon bei der Auswahl der
im Schritt ((i− k)+ + 1) zu bearbeitenden Anfrage.
Bedingt durch die Vorausschauinformation von p Anfragen, diente diese Anfrage σi
dann aber schon bei p vorherigen Schritten als zusa¨tzliche Information bei der Planung
der Auswahl der na¨chsten Anfrage und deren Bearbeitung. Das heißt, dass die Anfrage
σi bereits im Schritt ((i− k − p)+ + 1) dem Online-Algorithmus bekannt gegeben wird.
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Teil III.
Rundreise auf der Kreislinie
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U¨bersicht zu Teil III
U¨bersicht
In diesem Teil wird die Wirkung eines Informationsvorlaufs auf die Problemstellung der
Rundreise auf der Kreislinie untersucht.
Kapitel 7 erkla¨rt die Aufgabenstellung etwas ausfu¨hrlicher. Hierbei wird unter anderem
eine kompetitive Analyse durchgefu¨hrt und das zur Problemstellung geho¨rende gemischt-
ganzzahlige, lineare Modell vorgestellt.
In Kapitel 8 findet sich die Untersuchung der Wirkung des Informationsvorlaufs auf eine
vereinfachte Variante der Problemstellung.
Die Auswirkung auf die allgemeinere Problemstellung wird anschließend in Kapitel 9
untersucht.
Kapitel 10 zeigt Ergebnisse aus empirischen Untersuchungen zu der diskreten Variante
der Rundreise auf der Kreislinie.
Das Kapitel 11 liefert schließlich einen kurzen Ausblick zur Rundreise auf der Oberfla¨che
der Kugel.
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7. Einfu¨hrung
Als Hauptproblem dieses Kapitels soll eine besondere Art von Traveling-Salesman-Opti-
mierungsproblem Anwendung finden. Zuerst einmal wird die Problemstellung definiert
und an Hand eines Beispiels etwas mehr veranschaulicht. Danach wird eine grundsa¨tzli-
che kompetitive Analyse durchgefu¨hrt und eine Formulierung der Aufgabenstellung als
gemischtganzzahliges lineares Modell vorgestellt.
7.1. Grundlegende Definitionen
Die formelle Definition des Hauptproblems fu¨r diesen Teil lautet wie folgt:
Optimierungsproblem 7.1.1 (Rundreise auf der Kreislinie).
Die Rundreise auf der Kreislinie – in dieser allgemeinen Form auch als Rundreise auf
der Kreislinie mit Richtungswechsel bezeichnet – ist als ein auf der Linie eines Kreises
beschra¨nktes Traveling-Salesman-Problem mit Start- und Zielpunkt v0, sowie weiteren
Reisepunkten vr definiert. Dabei wird v0 auch als der Ausgangspunkt bezeichnet.
Da v0 nicht nur der Startpunkt, sondern auch der Zielpunkt ist, muss der Reisende am
Ende seiner Reise, wenn alle Anfragen mit ihren zugeho¨rigen Reisepunkten abgearbeitet
wurden, wieder zum Ausgangspunkt zuru¨ckkehren.
Zur Bestimmung der Lage der einzelnen Reisepunkte wird ein Koordinatensystem ver-
wendet, welches sich am Winkel des Kreisabschnittes des einzelnen Reisepunktes zum
Ausgangspunkt v0 mit dessen festgesetzter Winkelkoordinate 0 orientiert. Der relevante
M v0 = 02pi
1
2
pi
pi
3
2
pi
Abbildung 7.1.1.: Koordinatensystem zur Rundreise auf der Kreislinie
Kreisabschnitt ergibt sich als der Abschnitt des Kreises, welcher als Weg ausgehend vom
79
7. Einfu¨hrung
Ausgangspunkt bis zum Reisepunkt mit Laufrichtung gegen den Uhrzeigersinn verla¨uft.
Als ra¨umliche Position des Ausgangspunktes v0 wird in den Beispielen der rechte Schnitt-
punkt der waagrechten Geraden durch den Kreismittelpunkt M mit der Kreislinie ver-
wendet.
Weiterhin sei die Reisegeschwindigkeit des Reisenden konstant und als eine La¨ngen-
einheit pro Zeiteinheit festgesetzt.
Bei den spa¨teren Berechnungen ist der Radius des Kreises wegen der Verwendung der
Winkelkoordinaten unerheblich und wird daher auf eins gesetzt.
Nach der Einfu¨hrung von Optimierungsproblem 7.1.1 nun noch einige dazugeho¨rige
notwendige Begriffe.
Definition 7.1.2 (Begriffsbildungen fu¨r die Rundreise auf der Kreislinie).
Weitere zur Beschreibung der Aufgabenstellung notwendige Begriffe sind:
• Die gesamte Sequenz der Anfragen einer Rundreise wird mit σ bezeichnet und
besteht grundsa¨tzlich aus Eintra¨gen σi =
(
vi ti
)
fu¨r einzelne Anfragen. Dabei
bezeichnet ti ≥ 0 den Zeitpunkt der Bekanntgabe der Anfrage und vi ∈ [0, 2pi] die
Winkelkoordinate der Anfrage, welche als Reisepunkt bezeichnet wird.
Ein Reisepunkt gibt dabei an, welche Position der Kreislinie erreicht werden muss,
damit die zugeho¨rige Anfrage als bearbeitet gilt.
• Eine Anfrage σi gilt als erfu¨llt, wenn ihr Reisepunkt vi nach dem Zeitpunkt ti
angefahren wird.
• Die Menge der Anfragen bis zu einer bestimmten Zeit t wird mit σ≤t bezeichnet
und besteht aus allen Anfragen σi mit ti ≤ t.
• Eine Reiseroute R fu¨r eine Sequenz σ = σ1, . . . , σk ist die Bildung einer Reihen-
folge, in welcher diese Anfragen angefahren werden sollen. Eine Rundreise auf der
Kreislinie besteht dann aus den Anfragen σ und einer Rundreise R(σ), welche
alle Reisepunkte der Anfragen besucht, hierbei keine Anfrage vor ihrer Bekanntga-
be erfu¨llt, und danach wieder zum Ausgangspunkt v0 zuru¨ckkehrt. Dabei mu¨ssen
die Reisepunkte v1, . . . , vk nicht notwendigerweise paarweise verschieden sein, das
heißt ein Reisepunkt darf auch mehrmals angefahren werden.
Die Bekanntgabe der Anfrage orientiert sich damit, zumindest in diesem Kapitel, an den
in Definition 5.2.1 verwendeten Zeiteinheiten.
7.2. Beispiel fu¨r eine Sequenz von Anfragen
Um einen ersten Einblick in die Problematik der Online-Optimierung der Rundreise auf
der Kreislinie zu erhalten, wird nun ein kleines Beispiel betrachtet.
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v0
v1
v2
v3
v4
Abbildung 7.2.1.: Einfaches Beispiel fu¨r die Rundreise auf der Kreislinie
Beispiel 7.2.1 (Sequenz aus Anfragen fu¨r das Optimierungsproblem 7.1.1).
Abbildung 7.2.1 zeigt ein einfaches Beispiel fu¨r ein Rundreise-Problem auf der Kreislinie
mit Start- und Zielpunkt v0 und den Daten der Anfragen aus Tabelle 7.2.1. Der Radius
des verwendeten Kreises sei als 1 gegeben, das heißt, es wird der Einheitskreis verwendet.
σi 1 2 3 4
vi
1
2
pi pi 3
2
pi 1
4
pi
ti 0 0 0 pi
Tabelle 7.2.1.: Reisedaten zu Beispiel 7.2.1
Die damit verbundene Aufgabe ist es nun, eine minimale Wegstrecke so auszuwa¨hlen,
dass alle Anfragen σ1, σ2, σ3, σ4 erfu¨llt werden und die Rundreise danach so schnell wie
mo¨glich wieder bei v0 ankommt.
Bei den hier in Tabelle 7.2.1 gegebenen Anfragen ist zum Beispiel fu¨r die Sequenz
σt≤0 = {σ1, σ2, σ3} die Rundreise mit den Stationen
v0 → v1 → v2 → v3 → v0 (7.2.1)
eine der zwei optimalen Lo¨sungen. Da diese Rundreise einem einmaligen Umfahren des
Einheitskreises entspricht, ist dafu¨r eine Reisestrecke von 2pi notwendig. Mit der oben
im Optimierungsproblem 7.1.1 getroffenen Aussage u¨ber die Reisegeschwindigkeit wird
daher fu¨r diese Rundreise eine Zeit von 2pi beno¨tigt. Weil eine schnellere Bearbeitung
der Anfragen {σ1, σ2, σ3} nicht mo¨glich ist, ist somit der Quotient zwischen der Lo¨sung
des Online-Algorithmus und der Lo¨sung der Oﬄine-Bearbeitung gleich eins. Doch dieses
Ergebnis gilt bei der hier vorgegebenen Instanz nur fu¨r die Teilsequenzen σt≤j mit j < pi.
Bei der Betrachtung der gesamten Sequenz σ = {σ1, σ2, σ3, σ4} hingegen, wird bei
einer Verwendung der in (7.2.1) angegebenen Route zum Zeitpunkt pi bei Erreichen des
Punktes v2 und der damit verbundenen Erfu¨llung der Anfrage σ2 die zusa¨tzliche Anfrage
σ4 mit dem Reisepunkt v4 bekannt. Dabei liegt v4 wie in Abbildung 7.2.2 gezeigt auf
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v0
v1
v2
v3
(a) Online-Route bis zum
Zeitpunkt pi
v0
v1
v2
v3
v4
(b) Online-Route nach Be-
kanntgabe von v4
Abbildung 7.2.2.: Route der Online-Bearbeitung
der Strecke v0 → v1. Damit ergibt sich nun fu¨r die Online-Optimierung mit der schon
gefahrenen Route v0 → v1 → v2 insgesamt eine gro¨ßere Fahrtstrecke, na¨mlich 2pi + 12pi,
da der Punkt v4 noch einmal angefahren werden muss. Somit kann die Online-Rundreise
also erst nach 5
2
pi Zeiteinheiten beendet werden.
v0
v1
v2
v3
(a) Oﬄine-Route bis zum
Zeitpunkt pi
v0
v1
v2
v3
v4
(b) Oﬄine-Route nach Be-
kanntgabe von v4
Abbildung 7.2.3.: Route der Oﬄine-Bearbeitung
Bei vorheriger Kenntnis dieser Anfrage fu¨hrt die optimale Reiseroute zu v2 nicht u¨ber
v0 → v1 → v2, sondern wie in Abbildung 7.2.3 links zu sehen u¨ber v0 → v3 → v2 und
danach u¨ber v1 und v4 wieder zuru¨ck nach v0 mit einer Gesamtstrecke von 2pi. Das
bedeutet also, dass sich an der Lo¨sung der Oﬄine-Bearbeitung durch die Hinzunahme
von v4 nichts a¨ndert, nur dass noch zusa¨tzlich in v4 Halt gemacht werden muss und die
zweite Lo¨sung mit der umgekehrten Laufrichtung nicht mehr optimal ist.
Der relative Fehler dieser Instanz der Problemstellung ergibt sich damit zu
∆relativ =
5
2
pi − 2pi
2pi
=
1
4
= 25 Prozent
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Dies entspricht einem Quotienten von 5
4
zwischen der Streckenla¨nge der Lo¨sung des
Algorithmus und der Streckenla¨nge der Lo¨sung der Oﬄine-Bearbeitung fu¨r diese Instanz
der Problemstellung. Damit ist schon einmal sicher, dass der kompetitive Faktor fu¨r diese
Problemstellung bei Verwendung von deterministischen Algorithmen gro¨ßer gleich 5
4
ist.
7.3. Kompetitive Analyse
In diesem Abschnitt soll das Optimierungsproblem 7.1.1, also die Rundreise auf der
Kreislinie, mithilfe der kompetitiven Analyse untersucht werden.
Da die einzelnen Reisepunkte bei diesem Rundreise-Problem auf der Kreislinie liegen
und diese keine Endpunkte besitzt, gibt es zwischen je zwei Punkten vi und vj zwei
verschiedene Reiserouten R1 und R2, welche eine disjunkte Zerlegung der Kreislinie dar-
stellen. In dem in Abbildung 7.3.1 dargestellten Beispiel sind fu¨r die zwei Punkte vi
vi
vj
R2
R1
0
Abbildung 7.3.1.: Verschiedene Reiserouten auf der Kreislinie
und vj beide Routen mit jeweils verschiedenen Linien eingezeichnet. Die kleinere der
beiden Routen R2, das ist die gestrichelte Linie in der Abbildung 7.3.1, hat hier als Stre-
ckenla¨nge L(R2) den Wert (vj − vi) und die gro¨ßere, als gepunktete Linie eingezeichnet,
hat, da wegen der durch die beiden Routen gegebenen disjunkten Zerlegung des Kreises
L(R1) + L(R2) = 2pi
gelten muss, die La¨nge 2pi − (vj − vi). Um nun zu vermeiden, dass bei der Angabe der
minimalen Distanz zwischen je zwei Punkten immer der gesamte Ausdruck
min {|vi − vj | , 2pi − |vi − vj |}
verwendet werden muss, wird dazu eine Hilfsfunktion definiert.
Definition 7.3.1 (Distanzfunktion).
Fu¨r die Berechnung der minimalen Distanz zwischen je zwei Punkten vi und vj auf
der Kreislinie ohne eine Beschra¨nkung der Laufrichtung wird folgende Distanzfunktion
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eingefu¨hrt:
dist (vi, vj) := min {|vi − vj | , 2pi − |vi − vj |}
Zur Vereinfachung kann dist (vi) fu¨r die Distanz des Punktes vi zum Ausgangspunkt v0
verwendet werden.
Da bei der Rundreise auf der Kreislinie immer nur die direkte Distanz zwischen zwei
in der Reiseroute aufeinander folgenden Reisepunkten von Interesse ist, reicht die in
Definition 7.3.1 zur Berechnung der Distanz definierte Funktion aus. Ein Umweg u¨ber die
la¨ngere Route zwischen zwei Reisepunkten ist na¨mlich nur dann sinnvoll, wenn auf dieser
Route ein weiterer Reisepunkt bearbeitet werden ko¨nnte. In diesem Fall wu¨rden dann
aber bei einer effektiven Planung der Reiseroute die beiden betrachteten Reisepunkte
nicht mehr aufeinander folgen.
Definition 7.3.2 (Streckenla¨nge zwischen zwei Reisepunkten innerhalb einer Route).
Die Streckenla¨nge LR(vi, vj) zwischen zwei Reisepunkten vi und vj mit j > i innerhalb
der Route R ist im Fall von j = i+ 1 durch den Wert der Distanzfunktion ausgewertet
fu¨r die beiden Punkte, also als dist (vi, vj) gegeben. Fu¨r j > i + 1 berechnet sich die
Streckenla¨nge innerhalb der Route durch die Summe u¨ber die dazwischen liegenden
Einzelabschnitte dist (vt, vt+1) mit t von i bis j − 1. Allgemein gilt immer:
LR(vi, vj) =
j−1∑
t=i
dist (vt, vt+1) ≥ dist (vi, vj) j ≥ i
Dabei ist (v0, v1, . . . , vn+1 = v0) die Auflistung der Reisepunkte zur Route R nach der
Reihenfolge in der die Reisepunkte angefahren werden.
Weil in dieser Arbeit eine Geschwindigkeit von einer Zeiteinheit pro La¨ngeneinheit
betrachtet wird, la¨sst sich die Fahrtzeit zwischen zwei Reisepunkten innerhalb einer
Route R ebenfalls durch die Funktion LR ausdru¨cken. Die gesamte Streckenla¨nge einer
Route R berechnet sich u¨ber LR(v0, vn+1) mit vn+1 = v0.
Bevor nun nach diesen Einfu¨hrungen die ersten Resultate gezeigt werden, werden zwei
der Strategien aus Definition 3.1.6 als Algorithmen ausformuliert.
Algorithmus 7.3.3 (Einfacher Replan-Algorithmus).
Der einfache Replan-Algorithmus verwendet die Replan-Strategie aus Definition 3.1.6,
das bedeutet, dass der Algorithmus bei Bekanntgabe einer neuen Anfrage immer eine
Neuplanung seines weiteren Vorgehens vornimmt.
Idealerweise wird dabei ausgehend vom aktuellen Standort ω ein optimaler Weg zum
Ausgangspunkt v0 gesucht, welcher die Reisepunkte aller bisher bekannten aber noch
nicht bearbeiteten Anfragen σ′ einschließlich der neu bekannt gegebenen Anfragen be-
sucht. Hierbei ist ein mehrmaliger Besuch verschiedener Punkte, zum Beispiel des Aus-
gangspunktes, nicht ausgeschlossen.
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Algorithmus 7.3.4 (Einfacher Ignore-Algorithmus).
Aufbauend auf der Ignore-Strategie von Definition 3.1.6 entspricht das Vorgehen des
einfachen Ignore-Algorithmus einer gewissen Sturheit.
Der Algorithmus plant anfangs mit den ersten bekannten Anfragen eine erste Rundrei-
se durch deren Reisepunkte mit Ru¨ckkehr zum Ausgangspunkt. Wa¨hrend der Bearbeitung
dieser Rundreise ignoriert er alle weiteren neu bekannt werdenden Anfragen bis zu dem
Zeitpunkt der Ru¨ckkehr zum Ausgangspunkt.
Bei diesem angekommen wird fu¨r alle bis dahin ignorierten Anfragen eine neue, idea-
lerweise optimale, Rundreise mit Ru¨ckkehr zum Ausgangspunkt geplant und diese wieder
ohne Unterbrechung bis zu deren Ende durchgefu¨hrt.
Das erste Resultat der Analyse ist eine Oberschranke fu¨r die Dauer einer Rundreise
auf einem Kreis.
Lemma 7.3.5 (Maximale Reisedauer der Rundreise auf der Kreislinie).
Sei eine Sequenz von Anfragen σi =
(
vi ti
)
mit i = {1, . . . , n} und ti−1 ≤ ti sowie
vi ∈ [0, 2pi] zum Rundreise-Problem auf der Kreislinie gegeben. Dann gelten folgende
Aussagen fu¨r die maximale Reisedauer T ≥ tn:
(i) Die maximale Dauer TOff einer Rundreise auf der Kreislinie bei der Oﬄine-Bear-
beitung ist:
TOff ≤ tn + 2pi
(ii) Die maximale Dauer TReplan einer Rundreise auf der Kreislinie bei der Online-
Bearbeitung mit Verwendung des Algorithmus 7.3.3 und ohne Warten betra¨gt:
TReplan ≤ tn + 3pi
Beweis zu Lemma 7.3.5.
Sei σ=tn die Sequenz der Anfragen, welche zum Zeitpunkt tn bekannt werden, sowie ω
der aktuelle Standort des Algorithmus zum Zeitpunkt tn. Außerdem bezeichne
T ({σj1 , . . . , σj`}) ≤ 2pi
die Streckenla¨nge, und damit auch die Bearbeitungszeit, der optimalen Rundreise aus-
gehend vom Startpunkt v0 fu¨r die Reisepunkte der Anfragen {σj1 , . . . , σj`} unabha¨ngig
vom Zeitpunkt der Bekanntgabe der jeweiligen Anfrage.
Zu (i): Da bei der Oﬄine-Bearbeitung die vollsta¨ndige Information fu¨r die Problemstel-
lung der Rundreise auf der Kreislinie vorliegt, kann theoretisch mit dem Beginn
der Reise gewartet werden bis der letzte Reisepunkt bekannt ist, und dann erst die
eigentliche Fahrt, welche maximal einmal um den Kreis fu¨hrt, starten. Also ergibt
sich eine maximale Reisedauer von tn + 2pi.
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Bei einer Verwendung von auf dem gesamten Kreis a¨quidistanten Reisepunkten
mit Bekanntgabe zum Zeitpunkt tn wird diese Schranke im Grenzwert fu¨r eine
unendliche Anzahl von Reisepunkten angenommen. Der gu¨nstigste Standort zu
diesem Zeitpunkt ist der Ausgangspunkt v0, da dann nur eine Strecke von 2pi zur
Bearbeitung der Anfragen und der anschließenden Ru¨ckkehr zum Ausgangspunkt
beno¨tigt wird. Wird ein anderer Standort ω verwendet, so muss, nach der Abar-
beitung der Anfragen mit einem Aufwand von 2pi, noch die Strecke von dist (ω)
zum Ausgangspunkt zuru¨ckgelegt werden.
Zu (ii): Um von ω zum Ausgangspunkt zu gelangen, muss eine Strecke von dist (ω)
zuru¨ckgelegt werden. Beginnend beim Ausgangspunkt sind in maximal T (σ=tn ∪
σRest) Zeiteinheiten alle Reisepunkte der Anfragen aus σ=tn und der Anfragen
σRest ⊆ σ<tn , welche zu dem Zeitpunkt tn noch nicht von dem Algorithmus 7.3.3
bearbeitet worden sind, erreichbar. Also gilt
TReplan ≤ tn + T (σ=tn ∪ σRest) + dist (ω) (7.3.1)
Die rechte Seite der Ungleichung (7.3.1) wird fu¨r ω = pi und T (σ=tn ∪ σRest) = 2pi
maximal und damit ergibt sich die obige Schranke, welche ebenfalls durch auf dem
ganzen Kreis verteilte a¨quidistante Reisepunkte in der Betrachtung des Grenzwer-
tes mit unendlich vielen Anfragen erreicht werden kann.
Bemerkung 7.3.6 (Lemma 7.3.5 Teil (ii) mit Ignore).
Bei Anwendung des Algorithmus 7.3.4 verschlechtert sich die Oberschranke fu¨r die ge-
samte Reisezeit auf TIgnore ≤ tn + 4pi.
Auch diese Oberschranke ist scharf, dazu mu¨ssen nur unmittelbar nach dem Start einer
neuen Route mit Streckenla¨nge 2pi neue Anfragen bekannt gegeben werden, welche zur
Bearbeitung wieder eine Route mit La¨nge 2pi beno¨tigen. Da Algorithmus 7.3.4 alle nach
der Planung bekannt gewordenen Anfragen nicht beachtet, werden bei einer strengen
Auslegung dieser Strategie die neuen Anfragen selbst dann nicht bearbeitet, wenn der
Algorithmus bei der Abarbeitung seiner vorher geplanten Rundreise deren Reisepunkt
noch besuchen wird.
Allerdings ist bei der Problemstellung der Rundreise auf der Kreislinie die reine An-
wendung von Algorithmus 7.3.4 im Normalfall ineffizient, zumindest sollten immer alle
Anfragen als bearbeitet gesetzt werden, deren Reisepunkt nach der Bekanntgabe bei der
Fahrt zum Reisepunkt einer anderen Anfrage angefahren wurde.
Korollar 7.3.7 (Erste Unterschranke fu¨r den kompetitiven Faktor des Rundreise-Pro-
blems auf der Kreislinie).
Die Problemstellung der Rundreise hat bei Verwendung des Algorithmus 7.3.3, wie im
Beispiel 7.2.1 gesehen, einen strikten kompetitiven Faktor c welcher durch 5
4
nach unten
beschra¨nkt ist.
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Das einfache Beispiel zur Veranschaulichung der Problemstellung liefert einen Hin-
weis darauf, wie eine Sequenz aufgebaut sein kann um den kompetitiven Faktor eines
deterministischen Online-Algorithmus gro¨ßer werden zu lassen.
Beispiel 7.3.8 (Erweiterung von Beispiel 7.2.1).
Gegeben sei die Sequenz σ = {σ1, σ2, . . . , σ3n−1} mit:
• vi = inpi und ti = 0 fu¨r alle i ≤ 2n− 1
• Wenn die Summe des aktuellen Zeitpunktes t˜ und der schon gefahrenen Strecke
dist (ω˜) zum momentanen Standort ω˜ des Online-Algorithmus 2pi ergibt, also bei
t˜ + dist (v0, ω˜) = 2pi,
werden n neue Anfragen σ2n, . . . , σ3n−1 mit Abstand
dist(ω˜)
n
auf der vom Online-
Algorithmus bereits gefahrenen Strecke platziert.
Satz 7.3.9 (Zweite Unterschranke fu¨r den kompetitiven Faktor des Rundreise-Problems
auf der Kreislinie).
Der strikte kompetitive Faktor von Beispiel 7.3.8 fu¨r alle deterministischen Algorithmen
ist zwei und somit gilt allgemein c ≥ 2 fu¨r die strikt kompetitiven Faktoren c der de-
terministischen Algorithmen fu¨r das Optimierungsproblem 7.1.1 der Rundreise auf der
Kreislinie.
Beweis zu Satz 7.3.9.
In Beispiel 7.3.8 ergibt sich fu¨r die Oﬄine-Bearbeitung eine Gesamtzeit fu¨r die Rundreise
von TOff = 2pi. Dabei muss die Fahrt um den Kreis nur so beginnen, dass zum Zeitpunkt
t˜ der Streckenabschnitt mit den Anfragen σ2n, . . . , σ3n−1 noch nicht abgefahren ist.
Dagegen beno¨tigt jeder deterministische Online-Algorithmus, wegen der kontrapro-
duktiven Festlegung der neuen Anfragen σ2n, . . . σ3n−1 fu¨r das gleiche Problem eine Rei-
sezeit von:
TAlg = 4pi − 2 · dist (ω˜)
n
Die Reisezeit ergibt sich dabei aus folgenden Komponenten:
• Aus der aktuellen Zeit t˜.
• Reisezeit fu¨r die restlichen noch nicht bearbeiteten Anfragen aus der Sequenz
{σ1, . . . , σ2n−1}, also 2pi − dist (ω˜)
• Reisezeit fu¨r die Anfragen zum Zeitpunkt t˜ von 2
(
dist (ω˜)− dist(ω˜)
n
)
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Damit ergibt sich fu¨r die gesamte Reisezeit TAlg der Online-Bearbeitung:
TAlg = t˜+ (2pi − dist (ω˜, 0)) + 2
(
dist (ω˜)− dist (ω˜)
n
)
= 2pi + t˜+ dist (ω˜)− 2 · dist (ω˜)
n
〈t˜+dist(ω˜)=2pi〉
= 4pi − 2 · dist (ω˜)
n
Diese beiden Reisezeiten liefern somit einen strikten kompetitiven Faktor cn mit:
cn =
(4pi − 2 · dist(ω˜)
n
)
2pi
= 2− dist (ω˜)
npi
Bei der Betrachtung des Grenzwertes limn→∞ cn ergibt sich eine Unterschranke von zwei
fu¨r den strikten kompetitiven Faktor des Grundproblems.
Diese Unterschranke von zwei fu¨r den strikten kompetitiven Faktor der Problemstel-
lung der Rundreise aus dem Optimierungsproblem 7.1.1 la¨sst sich sogar als bestmo¨glicher
kompetitiver Faktor zeigen.
Ausiello, Feuerstein und Leonardi beweisen in [AFL+95, Theorem 4.1] fu¨r den allge-
meinen Fall einer Rundreise in einem metrischen Raum, dass der von ihnen definierte
Algorithmus
”
PAH“ einen strikt kompetitiven Faktor von zwei besitzt. Dieser Algorith-
mus ist auch fu¨r die Problemstellung der Rundreise auf der Kreislinie anwendbar, so
dass sich fu¨r die Rundreise auf der Kreislinie ein strikt kompetitiver Faktor von zwei
ergibt. Der dazu notwendige Algorithmus ist wie folgt aufgebaut:
Algorithmus 7.3.10 (PAH nach [AFL+95, Kapitel 4]).
Sei tn der aktuelle Zeitpunkt und ω der aktuelle Standort. Das Vorgehen des Algorithmus
gliedert sich dann wie folgt:
(i) Wenn der Algorithmus den Ausgangspunkt v0 erreicht, also ω = v0 gilt, so wird fu¨r
alle aktuell unbearbeiteten Anfragen eine optimale Rundreise zur Abarbeitung der
zugeho¨rigen Reisepunkte mit anschließender Ru¨ckkehr zum Ausgangspunkt erstellt
und mit dieser begonnen.
(ii) Bei der Bekanntgabe einer neuen Anfrage σ′ mit Reisepunkt v′ a¨ndert der Algo-
rithmus je nachdem wie v′ zu ω positioniert ist sein Vorgehen:
(a) Falls dist (v′) > dist (ω) gilt, die neue Anfrage also weiter weg von Ausgangs-
punkt positioniert ist als der aktuelle Standort, dann verwirft der Algorithmus
seine aktuelle Rundreise und begibt sich auf direkten Weg zuru¨ck zum Aus-
gangspunkt v0.
(b) Im anderen Fall dist (v′) ≤ dist (ω), wird die Anfrage so lange ignoriert, bis
der Algorithmus wieder den Ausgangspunkt v0 erreicht.
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Dabei steht die Abku¨rzung PAH fu¨r
”
Plan-At-Home“, also fu¨r einen Algorithmus der
seine Planungen immer im Ausgangspunkt durchfu¨hrt.
Zuerst noch einige Feststellungen die bei dem Beweis des strikt kompetitiven Faktors
hilfreich sind:
Korollar 7.3.11.
Weil selbst die Oﬄine-Bearbeitung auf jeden Fall eine Bearbeitungszeit beno¨tigt, welche
nicht kleiner ist als die Streckenla¨nge einer optimal gewa¨hlten Rundreise mit Ausgangs-
punkt v0 u¨ber alle Reisepunkte zu den Anfragen einer mo¨glichen Teilmenge σ
′ der Se-
quenz der Anfragen, gilt unabha¨ngig von den Zeitpunkten der Bekanntgaben auf jeden
Fall schon einmal:
T (σ′) ≤ TOff mit σ′ ⊆ σ
Insbesondere muss wegen des allgemeinen Startes bei v0 außerdem dist (ω) ≤ tn gelten.
Satz 7.3.12 (Kompetitiver Faktor fu¨r Algorithmus 7.3.10).
Algorithmus 7.3.10 hat fu¨r die Problemstellung der Rundreise auf der Kreislinie einen
strikt kompetitiven Faktor von zwei.
Beweis zu Satz 7.3.12, analog zu [AFL+95].
Zum Zeitpunkt tn werde die Anfrage σ
′ mit Reisepunkt v′ bekannt gegeben, dadurch
gilt insbesondere auch gleich
TOff ≥ tn + dist (v′) . (7.3.2)
Der aktuelle Standort des Algorithmus 7.3.10 sei die Position ω, fu¨r die aktuelle Situation
gibt es dann drei verschiedene Mo¨glichkeiten:
• Es gilt ω = v0:
In diesem Fall beno¨tigt der Algorithmus 7.3.10 fu¨r die Bearbeitung der gesamten
Sequenz der Anfragen maximal noch eine Zeit von T (σRest), wobei hier σRest die
Menge der Anfragen ist, welche noch nicht von diesem bearbeitet wurden. Damit
ergibt sich insgesamt also
TAlg ≤ tn + T (σRest)
mit Korollar 7.3.11≤ 2TOff,
das heißt in diesem Fall ein strikt kompetitiver Faktor von zwei.
• Fu¨r dist (v′) > dist (ω) folgt:
Bei dieser Konstellation kehrt der Algorithmus 7.3.10 nach Schritt (ii)(a) zum Ur-
sprung zuru¨ck. Dabei macht es von der Systematik keinen Unterschied, ob er sich
schon auf dem Ru¨ckweg befindet oder gerade bei der Bearbeitung einer Rundreise
ist. Wegen der Ru¨ckkehr zum Ursprung ist der Aufwand des Algorithmus 7.3.10
durch
TAlg ≤ tn + dist (ω) + T (σRest) ≤ tn + dist (v′) + T (σRest)
mit Korollar 7.3.11≤ 2TOff
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nach oben beschra¨nkt und somit auch hier zwei als der gewu¨nschte strikt kompe-
titive Faktor nachgewiesen.
• Im letzten Fall von dist (v′) ≤ dist (ω) greift Schritt (ii)(b):
Falls sich der Algorithmus 7.3.10 zu diesem Zeitpunkt schon wegen Schritt (ii)(a)
auf dem Ru¨ckweg zum Ausgangspunkt befindet, so gilt immer noch die bei dem
Abbruch getroffene Abscha¨tzung.
Sei also R die aktuelle Rundreise der Algorithmus 7.3.10 im Moment folgt, sowie
σI die Menge der Anfragen die von diesem seit dem Start dieser Rundreise bei der
Bearbeitung ignoriert wurden. Natu¨rlich geho¨rt auch die neue Anfrage σ′ zu dieser
Menge.
Weiterhin sei ts der Zeitpunkt zu welchem die Oﬄine-Bearbeitung zum ersten Mal
eine der Anfragen σs aus σI bearbeitet und P der ku¨rzeste Weg von dem Reisepunkt
vs dieser Anfrage σs zum Ausgangspunkt v0, so dass dabei alle Reisepunkte der
Anfragen aus σI angefahren werden. Die gesamte Bearbeitungszeit der Oﬄine-
Bearbeitung la¨sst sich dann u¨ber
TOff ≥ ts + |P | (7.3.3)
nach unten abscha¨tzen.
Fu¨r die maximale Endzeit der optimalen Rundreise R mit gesamter La¨nge L(R)
des Algorithmus 7.3.10 mit den Anfragen σR kann dann zum Zeitpunkt ts folgende
Oberschranke aufgestellt werden:
TAlg ≤ ts + L(R)− dist (vs) = ts + T (σR)− dist (vs) (7.3.4)
Diese Oberschranke ergibt sich dadurch, dass der Algorithmus um die Anfrage s
zum Zeitpunkt ts ignorieren zu ko¨nnen auf dieser Rundreise schon eine Entfernung
von dist (vs) zum Ausgangspunkt zuru¨ckgelegt haben muss. Aus der Oberschranke
(7.3.4) zum Zeitpunkt ts kann, durch das Hinzufu¨gen einer optimalen Bearbei-
tungszeit fu¨r eine Rundreise durch die Reisepunkte der ignorierten Anfragen σI ,
TAlg ≤ ts + T (σR)− dist (vs) + T (σI) (7.3.5)
eine Oberschranke fu¨r die gesamte Bearbeitungszeit des Algorithmus 7.3.10 ge-
wonnen werden. Da außerdem
T (σI) ≤ dist (vs) + |P | (7.3.6)
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gilt, kann (7.3.5) fortgesetzt werden zu:
TAlg ≤ ts + T (σR)− dist (vs) + T (σI)
mit (7.3.6)
≤ ts + T (σR)− dist (vs) + dist (vs) + |P |
= ts + T (σR) + |P |
mit (7.3.3) und Korollar 7.3.11
≤ 2TOff
Das heißt auch in diesem Fall wird der gewu¨nschte strikt kompetitive Faktor er-
reicht.
7.4. Modellierung als gemischtganzzahliges lineares
Problem
Das Optimierungsproblem 7.1.1 la¨sst sich als ein gemischtganzzahliges lineares Problem
beschreiben. Dessen Restriktionen gestalten sich wie folgt:
Lemma 7.4.1 (Gemischtganzzahliges lineares Problem fu¨r die Lo¨sung der Oﬄine-Be-
arbeitung der Problemstellung der Rundreise auf der Kreislinie mit Richtungswechsel).
Das folgende gemischtganzzahlige lineare Optimierungsproblem modelliert die Problem-
stellung der Rundreise auf der Kreislinie mit Richtungswechsel unter Einhaltung der fu¨r
die jeweiligen Anfragen σa vorgegebenen Zeitpunkte ta fu¨r deren Bekanntgabe:
min T (7.4.1a)
unter:
A := {1, . . . , n} , N := {1, . . . , n} (7.4.1b)∑
m∈N
wa,m = 1 ∀ a ∈ A (7.4.1c)
∑
a∈A
wa,m = 1 ∀m ∈ N (7.4.1d)
zm ≥
∑
a∈A
tawa,m ∀m ∈ N (7.4.1e)
z1 ≥
∑
a∈A
dist (va) · wa,1 (7.4.1f)
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zm+1 ≥ zm + (wa1,m + wa2,m+1 − 1) · dist (a1, a2) ∀m < n, a1 6= a2 ∈ A (7.4.1g)
T ≥ zn +
∑
a∈A
dist (va) · wa,n (7.4.1h)
0 ≤ zm ≤ 2pi · n, ∀m ∈ N (7.4.1i)
wa,m ∈ {0, 1} ∀ (a,m) ∈ A×N (7.4.1j)
Bemerkung 7.4.2 (Erla¨uterungen zu der Modellierung aus Lemma 7.4.1).
Da das lineare gemischtganzzahlige Modell relativ groß ist und komplexere Restriktionen
entha¨lt, sollen diese hier ausfu¨hrlicher beschrieben werden.
(7.4.1b): Alle Anfragen sind in der Menge A enthalten. Zu jeder einzelnen Anfrage a
geho¨rt ein Zeitpunkt der Bekanntgabe ta und ein Reisepunkt va. Die Menge N
dient nur zur Unterscheidung ob ein Index als Anfrage oder als Nummerierung
gedacht ist.
(7.4.1i): Jede reelle Variable zm ist die Ankunftszeit am m-ten Reisepunkt innerhalb der
optimalen Reiseroute.
(7.4.1j): Die bina¨re Variable wa,m bestimmt ob die Anfrage a das m-te Reiseziel ist
(wa,m = 1) oder nicht (wa,m = 0).
(7.4.1a): Das zu minimierende Hauptziel ist die Gesamtzeit T der Rundreise.
(7.4.1c): Pro Auftrag wird genau eine Nummer vergeben.
(7.4.1d): Jeder Nummer wird genau ein Auftrag zugeordnet.
(7.4.1e): Diese Restriktionen garantieren, dass jede Anfrage erst nach deren Bekanntga-
be zum Zeitpunkt ta erfu¨llt werden kann.
(7.4.1f): Zusa¨tzlich zu (7.4.1e) wird verlangt, dass das erste Reiseziel erst nach der
Bewa¨ltigung des ku¨rzesten Weges vom Ausgangspunkt zu diesem erfu¨llt wird.
(7.4.1g): Die Differenz der Ankunftszeiten zweier aufeinander folgender Reisepunkte in
der Rundreise muss mindestens gro¨ßer gleich der Zeit zur Bewa¨ltigung der Strecke
auf der Kreislinie zwischen den beiden Reisepunkten sein.
(7.4.1h): Die Gesamtreise endet nach Erreichen des letzten Reisepunktes zum Zeitpunkt
zn plus der Zeit fu¨r die Ru¨ckkehr zum Ausgangspunkt.
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7.5. Mo¨gliche Erweiterungen fu¨r die Rundreise auf der
Kreislinie
In diesem Abschnitt soll es um Mo¨glichkeiten zur Erweiterung der Problemstellung
Rundreise auf der Kreislinie aus Optimierungsproblem 7.1.1 gehen. Diese Erweiterungen
stammen alle aus der historisch gewachsenen Entwicklung der allgemeinen Rundreise-
Probleme und sollen hier nur kurz dargestellt werden:
(i) Einbau von Transportauftra¨gen:
Das bedeutet, dass eine Anfrage nicht mehr schon dann als bearbeitet gelten kann,
wenn nach ihrer Bekanntgabe der zugeho¨rige Reisepunkt besucht wurde, sondern
hier gibt es jetzt noch einen sogenannten Zielpunkt, zu welchem ein vom Reise-
punkt mitzunehmender Gegenstand, oder auch eine Person, geliefert werden muss.
Eine zusa¨tzliche Ausbaustufe dieser Problematik ergibt sich durch eine Begrenzung
der Kapazita¨t der Mitnahme, wobei noch unterschieden werden kann, ob ein einmal
aufgenommener Gegenstand entweder nur noch an dem dazu geho¨renden Zielpunkt
abgeladen werden darf oder auch einfach wa¨hrend des Transports an beliebiger
anderer Stelle zwischengelagert werden kann.
Die Online-Optimierung von Transportproblemen, in der Fachliteratur als
”
Dial-
a-Ride“-Probleme bezeichnet, findet sich zum Beispiel in [AKR00] oder auch in
[HKRW01].
(ii) Einbau eines Verfallsdatums, also einer maximalen Verzo¨gerung:
Das heißt fu¨r jede Anfrage existiert nicht nur ein Zeitpunkt, ab welchem diese
u¨berhaupt erst bearbeitet werden darf, sondern auch noch ein Verfallszeitpunkt,
bis zu welchem die Anfrage bearbeitet werden sollte. Wurde eine Anfrage zum
Zeitpunkt des Verfallsdatums noch nicht bearbeitet, so entfa¨llt sie ganz.
Dadurch wird entweder eine Vera¨nderung der Zielfunktion, wie zum Beispiel durch
den Einbau einer Straffunktion fu¨r nicht bearbeitete Anfragen, oder eine Modifi-
kation der Problemstellung, etwa mit der neuen Zielsetzung in einer bestimmten
Zeit mo¨glichst viele Anfragen zu bearbeiten, oder eine erzwungene Ausfu¨hrung
notwendig.
Bei einer Anwendung von Anfragen mit zu den Reisepunkten unterschiedlichen
Zielpunkten, kann ebenfalls auch noch eine maximale Ladezeit der Gegensta¨nde,
also eine Beschra¨nkung der Zeit die zwischen der Abfahrt beim Reisepunkt der zu-
geho¨rigen Anfrage und der Ankunft beim Zielpunkt vergangen sein darf, eingebaut
werden.
Eine A¨nderung der Problemstellung durch eine Unterbrechung der Kreislinie an einer
Stelle womit ein komplettes Umfahren der Kreislinie unmo¨glich wird, fu¨hrt auf die schon
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in der Literatur behandelte Problematik der Rundreise auf der Zahlengeraden (diese
findet sich zum Beispiel bei [Kru02, Kapitel 3]).
In den na¨chsten beiden Kapiteln wird untersucht, wie sich die Verwendung von In-
formationsvorlauf nach Definition 6.2.1 auf die Bearbeitung der Problemstellung aus
Optimierungsproblem 7.1.1, also fu¨r Rundreisen auf der Kreislinie, auswirkt. Dabei wird
dann nicht mehr wie in diesem Kapitel mit beliebigen Zeitpunkten der Bekanntgabe ge-
arbeitet, sondern es gilt, dass immer eine konstante Anzahl von Anfragen bekannt ist.
Dies fu¨hrt dazu, dass sobald eine Anfrage bearbeitet wurde, die na¨chste neue Anfrage
bekannt gegeben werden muss und damit ist eine beliebige Festlegung der Zeitpunkte
der Bekanntgaben der Anfragen nicht mehr mo¨glich.
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In diesem Kapitel geht es um eine Vereinfachung der Rundreise auf der Kreislinie mit
Richtungswechsel aus Optimierungsproblem 7.1.1. In der eigentlichen Problemstellung
ist es mo¨glich, wa¨hrend der Bearbeitung der Anfragen die Richtung der Fahrt auf der
Kreislinie zu a¨ndern. Durch diese Mo¨glichkeit der Richtungsa¨nderung ergeben sich be-
stimmte Eigenheiten bei der Berechnung der Erwartungswerte:
• Die mo¨glichen Schrittweiten zwischen dem aktuellen Standort und einer der An-
fragen, welche nicht gleich zum Zeitpunkt ihrer Bekanntgabe bearbeitet wurden,
beinhalten mehrere Fallunterscheidungen, wobei nicht immer jeder der unterschied-
lichen Fa¨lle vorhanden sein muss (dies ist in Abbildung 9.5.1 auf Seite 166 anschau-
lich zu sehen).
• Bei der Betrachtung der Schrittweite im Schritt t muss die ganze Historie der vor-
herigen Schritte eingearbeitet werden. Dies fu¨hrt nicht nur dazu, dass einerseits die
verschiedenen mo¨glichen Bearbeitungsreihenfolgen unterschieden werden mu¨ssen,
sondern andererseits auch noch bei einer vorgegebenen Reihenfolge der Bearbei-
tung in mehrere Situationen mit unterschiedlichen Laufrichtungen und verschiede-
nen Absta¨nden zur letzten ausgewa¨hlten Anfrage unterschieden werden muss.
Diese allgemeinere Problematik wird in Kapitel 9 genauer behandelt. Alles im allen
ergeben sich bei der Weiterfu¨hrung einer schon vorgegebenen Reise u¨ber die Reisepunkte
von t Anfragen mit einer nach Definition 6.2.1 definierten Bearbeitungsinformation von
k Anfragen 2k verschiedene Mo¨glichkeiten den na¨chsten Schritt zu unternehmen. Dabei
ergibt sich der Vorfaktor von zwei daraus, dass einerseits in der bisherigen Richtung
weitergefahren werden kann und andererseits auch in der umgekehrten Richtung.
Bis einschließlich zum Schritt t ergeben sich so insgesamt (2k)t unterschiedliche mo¨gli-
che Bearbeitungsreihenfolgen. Noch nicht eingerechnet sind dabei die Unterscheidungen,
welche sich innerhalb der Berechnungen aus der unterschiedlichen Struktur der Positio-
nen der Reisepunkte der Anfragen gegenu¨ber dem aktuellen Standort ergeben.
Aufgrund dieser Anzahl an Mo¨glichkeiten, aber vor allem auch wegen der sich aus
den Fallunterscheidungen bei den Wahrscheinlichkeiten zu den mo¨glichen Schrittweiten
zwischen dem Standort und dem Reisepunkt einer noch nicht bearbeiteten Anfrage er-
gebenden Problematik wird sich dieses Kapitel auf eine eingeschra¨nkte Problemstellung
konzentrieren.
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Fu¨r das weitere Vorgehen sind noch die folgenden grundlegenden Aussagen notwendig:
• Der Informationsvorlauf bezieht sich auf den in Abschnitt 6.2 definierten Infor-
mationsvorlauf, also auf die Bearbeitungsinformation (siehe Definition 6.2.1), und
orientiert sich wie in Unterabschnitt 5.2.2 definiert an der Reihenfolge der Anfra-
gen innerhalb der Sequenz. Das heißt es sind bei jeder Entscheidungsfindung des
Algorithmus k Anfragen bekannt, welche alle bearbeitet werden ko¨nnen.
• Die fu¨r die Analyse zu verwendende Startmethode ist der in Definition 6.2.3 ein-
gefu¨hrte Vollstart, eine maximale Verzo¨gerung wird dabei nicht vorgegeben.
8.1. Grundlagen zur gerichteten Rundreise auf der
Kreislinie
Aus den vorher in der Einfu¨hrung des Kapitels aufgefu¨hrten Gru¨nden soll nun eine
vereinfachte Variante der Rundreise auf der Kreislinie eingefu¨hrt werden. Da die Proble-
me bei der Rundreise auf der Kreislinie mit Richtungswechsel dadurch entstehen, dass
wa¨hrend der Bearbeitung der Sequenz von Anfragen die Laufrichtung gea¨ndert werden
kann, wird diese Mo¨glichkeit innerhalb dieses Kapitels verboten und somit entsteht die
folgende neue Problemstellung:
Optimierungsproblem 8.1.1 (Gerichtete Rundreise auf der Kreislinie).
Die gerichtete Rundreise auf der Kreislinie unterscheidet sich von der Rundreise auf
der Kreislinie mit Richtungswechsel aus Optimierungsproblem 7.1.1 nur dadurch, dass
im Gegensatz zu dieser nur eine Laufrichtung entlang der Kreislinie erlaubt ist. Ohne
Beschra¨nkung der Allgemeinheit wird dabei die Bewegung im Uhrzeigersinn verboten.
Im weiteren Verlauf werden in dieser Arbeit die Begriffe gerichtete Rundreise auf
der Kreislinie fu¨r das Optimierungsproblem 8.1.1 und Rundreise auf der Kreislinie mit
Richtungswechsel fu¨r das Optimierungsproblem 7.1.1 verwendet.
Durch die in Optimierungsproblem 8.1.1 festgelegte Einschra¨nkung der Laufrichtung
ist bei einer Optimierung ohne Wartezeiten die einzige sinnvolle Mo¨glichkeit zur Auswahl
der na¨chsten Anfrage fu¨r die weitere Route das Vorgehen nach der Greedy-Methode.
Damit ergibt sich der Online-Algorithmus zu:
Algorithmus 8.1.2 (Greedy fu¨r die gerichtete Rundreise auf der Kreislinie).
(i) Die Rundreise beginnt und endet in v0, dem Punkt des Kreises mit der Winkelko-
ordinate 0.
(ii) Bei der Entscheidung welches Ziel als na¨chstes angefahren wird, ist immer ein
Informationsvorlauf von k Anfragen gegeben (außer in der Sequenz sind nicht mehr
genu¨gend Anfragen vorhanden). Aus den zur Verfu¨gung stehenden Anfragen wird
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diejenige gewa¨hlt, deren Reisepunkt dem aktuellen Standpunkt in der Laufrichtung
am na¨chsten liegt und diese bearbeitet.
Nach der Bearbeitung wird die Information zu einer neuen Anfrage bekannt gegeben
und mit diesem Schritt von neuem begonnen.
Nach der Einschra¨nkung der Laufrichtung muss natu¨rlich auch die in Definition 7.3.1
definierte Distanzfunktion angepasst werden.
Definition 8.1.3 (Distanzfunktion fu¨r die gerichtete Rundreise auf der Kreislinie).
Die Distanzfunktion vom Punkt vi zum Punkt vj ergibt sich unter der Verwendung
des Koordinatensystems aus Abbildung 7.1.1 und mit Bewegungsrichtung entlang der
Messung der Winkelkoordinate zu:
dist (vi, vj) :=
{
vj − vi falls vj ≥ vi
2pi − vj + vi falls vj < vi
Bemerkung 8.1.4 (Belegung des anfa¨nglichen Informationsvorlaufs).
Algorithmus 8.1.2 wie auch der spa¨ter definierte Algorithmus 9.1.1 geho¨ren zu der Sor-
te von Algorithmen, welche bei der Online-Bearbeitung von Rundreisen immer nur das
na¨chste Ziel aus dem Informationsvorlauf auswa¨hlen, ohne fu¨r den restlichen Informa-
tionsvorlauf eine vorla¨ufige Planung zu erstellen. Solange dann fu¨r die Problemstellung
keine maximale Verzo¨gerung, wie in Definition 6.2.4 angesprochen, eingefu¨hrt wurde,
so ist die Art und Weise der ersten Belegung des Informationsvorlaufs nicht relevant.
Es wird na¨mlich immer nur aus der Gesamtheit der Anfragen im Informationsvorlauf
eine der mo¨glichen Anfragen ausgewa¨hlt, wobei deren Zeitpunkt der Bekanntgabe uner-
heblich ist. Die restlichen k − 1 Anfragen aus dem Informationsvorlauf werden bis zur
Auswahl der na¨chsten Anfrage nicht weiter beachtet.
Wird allerdings als Grundlage fu¨r einen Algorithmus zur Bearbeitung eine Heuristik
mit kompletter Planung, also ein Verfahren welches neue Punkte immer in eine vorher
vollsta¨ndig erstellte Rundreise einbaut (ein U¨berblick zu einigen der infrage kommenden
Verfahren fu¨r Rundreisen kann in [Bor01, Abschnitt 26.2] gefunden werden), verwen-
det, so wird fu¨r die Anfragen aus dem ersten Informationsvorlauf eine fiktive Rundreise
erstellt. Aufbauend auf dieser ersten Rundreise wu¨rde der Algorithmus dann die neu
zum Informationsvorlauf hinzukommenden Anfragen sukzessive einbauen ohne den bis
zu deren Bekanntgabe schon realisierten Teil der Rundreise zu vera¨ndern. Das bedeu-
tet, dass bei der schon vorhandenen Rundreise die neue Anfrage nicht zwischen zwei
benachbarte Anfragen, welche beide nicht mehr im Informationsvorlauf enthalten sind,
eingebaut werden darf.
Bei dieser Art der Einarbeitung der neu bekannt gewordenen Anfragen macht die
Methodik der ersten Belegung des ersten Informationsvorlaufs dann, auch ohne eine
maximale Verzo¨gerung, doch einen Unterschied:
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• Bei einer sukzessiven Bekanntgabe werden die Anfragen eine nach der anderen, in
der nicht vera¨nderbaren Reihenfolge aus der Sequenz der Anfragen, in die anfa¨ng-
liche Rundreise der vorherigen Anfragen eingefu¨gt.
Damit wird insbesondere bei der Einfu¨gung immer nur die Lage einer Anfrage
gegenu¨ber der bereits geplanten Rundreise betrachtet.
• Werden dagegen alle Anfragen gleichzeitig bekannt, so hat der Algorithmus die
zusa¨tzliche Mo¨glichkeit unter den noch nicht eingeplanten Anfragen des ersten
Informationsvorlaufs eine fu¨r die Einfu¨gung in die bis dahin geplante Rundreise
auszuwa¨hlen.
Somit kann dieser bei der Einfu¨gung die Lage aller noch nicht eingeplanter An-
fragen aus dem Informationsvorlauf gegenu¨ber der bereits geplanten Rundreise
betrachten. Diese so gewonnene Rundreise sollte in den meisten Fa¨llen ku¨rzer
sein als die sukzessiv gewonnene Rundreise, da durch die Auswahl der Anfrage
grundsa¨tzlich ein gro¨ßerer Spielraum fu¨r die Planung besteht.
Alternativ kann auch einfach die optimale Lo¨sung fu¨r eine Rundreise durch die Anfra-
gen des Informationsvorlaufs als erste fiktive Rundreise verwendet werden, dies ha¨tte
zusa¨tzlich den positiven Effekt, dass sich unabha¨ngig von der Entstehung des ersten In-
formationsvorlaufs immer das gleiche Ergebnis oder zumindest eine von der Dauer der
Reise identische Rundreise ergibt.
8.2. Simulation einer gerichteten Rundreise auf der
Kreislinie
Um die Problemstellung etwas deutlicher zu erla¨utern wird nun erst einmal ein Beispiel
durchgefu¨hrt.
Beispiel 8.2.1 (Beispiel zur gerichteten Rundreise auf der Kreislinie).
Gegeben sei eine Sequenz von zwanzig Anfragen und eine Bearbeitungsinformation von
fu¨nf Anfragen, das heißt es sind immer die Reisepunkte von fu¨nf bisher noch nicht
bearbeiteten Anfragen zur Bearbeitung verfu¨gbar. Das schematische Vorgehen bei der
Online-Bearbeitung unter Verwendung des Algorithmus 8.1.2 wird nun anhand der nach-
folgenden Graphiken dargestellt.
Allgemein gelten fu¨r die Graphiken folgende Konventionen:
• Reisepunkte von noch nicht bekannt gegebenen Anfragen werden als Punkte auf
der a¨ußeren Kreislinie dargestellt.
• Der große Punkt kennzeichnet den aktuellen Standort.
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• Dunkle Punkte auf der inneren Kreislinie sind die Reisepunkte der Anfragen aus
dem Informationsvorlauf, dabei wird der Reisepunkt der neu hinzugekommenen
Anfrage immer durch einen schraffierten Punkt auf dieser Kreislinie dargestellt.
• Die gestrichelte Linie entspricht der Wegstrecke, welche in diesem Schritt zuru¨ck-
legt wird, die Bewegung erfolgt entgegen dem Uhrzeigersinn.
• Reisepunkte von schon bearbeiteten Anfragen werden als helle Punkte auf der in-
neren Kreislinie dargestellt. Neben jedem schon bearbeiteten Punkt steht ebenfalls
die Position der zugeho¨rigen Anfrage in der entstehenden Rundreise.
Da der Ablauf des Algorithmus durch die Einschra¨nkung auf eine Laufrichtung weit-
gehend selbst erkla¨rend ist, – es wird einfach immer die entgegen dem Uhrzeigersinn
na¨chstgelegene Anfrage ausgewa¨hlt, – wird zwischen den Graphiken auf weitergehende
Erkla¨rungen verzichtet.
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Abbildung 8.2.1.: Erster und zweiter Schritt fu¨r eine gerichtete Rundreise auf der Kreis-
linie
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Abbildung 8.2.1 (Fortsetzung): Dritter und vierter Schritt fu¨r eine gerichtete Rundreise
auf der Kreislinie
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Abbildung 8.2.1 (Fortsetzung): Fu¨nfter und sechster Schritt fu¨r eine gerichtete Rundrei-
se auf der Kreislinie
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Abbildung 8.2.1 (Fortsetzung): Siebter und achter Schritt fu¨r eine gerichtete Rundreise
auf der Kreislinie
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(j) Schritt 10
Abbildung 8.2.1 (Fortsetzung): Neunter und zehnter Schritt fu¨r eine gerichtete Rundrei-
se auf der Kreislinie
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(l) Schritt 12
Abbildung 8.2.1 (Fortsetzung): Elfter und zwo¨lfter Schritt fu¨r eine gerichtete Rundreise
auf der Kreislinie
8.3. Empirische Analyse
Zuerst einmal wird die Bearbeitung der Problemstellung aus Optimierungsproblem 8.1.1,
also der gerichteten Rundreise auf der Kreislinie, mit dem Algorithmus 8.1.2 einer em-
pirischen Auswertung u¨ber die durchschnittliche Schrittweite unterzogen.
Grundlagen zur Auswertung
Fu¨r die empirische Untersuchung werden Schrittweiten betrachtet, welche aus der Aus-
wertung von 10.000 Dateien mit jeweils einer Sequenz von 50.000 Anfragen unter Verwen-
dung von unterschiedlichen Werten fu¨r den Informationsvorlauf k, wobei k zwischen zwei
und dreihundert liegt, resultieren. Gerechnet wird mit einem Dual-Core-Prozessor sowie
4 GB RAM unter Verwendung von Kubuntu in der 64-Bit Variante. Fu¨r die Auswertung
wurden die in Abschnitt A.2 beschriebenen Programme verwendet. Die Reisepunkte der
Anfragen liegen dabei jeweils unabha¨ngig gleichverteilt in dem Intervall [0, 2].
Zur besseren Versta¨ndlichkeit der Zahlenwerte und fu¨r eine einfachere Darstellung
wird bei allen empirischen Auswertungen der Umfang der Kreislinie auf zwei Einheiten
skaliert. Somit sind also alle in diesem Abschnitt verwendeten Zahlenwerte zu den ein-
zelnen Schrittweiten nicht die tatsa¨chlich gefahrenen La¨ngen auf der Kreislinie, sondern
stellen nur den Anteil der gefahrenen La¨nge gegenu¨ber der Ha¨lfte der Kreisla¨nge, also
von pi, dar. Dies gilt natu¨rlich auch analog fu¨r den Abschnitt 9.3.
Mathematische Grundlagen
Fu¨r die Durchfu¨hrung der nichtlinearen Regressionsanalysen wird die Statistik-Software
[Tea09, R] mit dem darin enthaltenen Paket nlstools [BD09] unter Anwendung der Me-
thode nls (dies steht fu¨r
”
Nonlinear Least Squares“, also fu¨r die Methode der kleinsten
Fehlerquadrate) verwendet. U¨ber diese Methode ko¨nnen die Grundlagen des nichtlinea-
ren Modells festgelegt werden, so erzeugt zum Beispiel der Aufruf
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nls <- nls(V2 ~ alpha/(beta+V1),data,start=list(beta=1,alpha=1));
ein nichtlineares Modell zum Datensatz data, in dessen zweiter Spalte (V2) die relevan-
ten empirischen Daten yi in Beziehung zu den in der ersten Spalte (V1) festgelegten
Auspra¨gungen xi des Merkmals, stehen. Die zu untersuchende Beziehung zwischen dem
Merkmal und den empirischen Daten mit den beiden Parametern α und β ist hier als
yi ≈ f(x) := α
β + xi
festgelegt, als Startwerte fu¨r die zu bestimmenden Parameter werden die anfa¨nglichen
Belegungen α = 1 und β = 1 verwendet. Konkret berechnet die Methode der kleinsten
Fehlerquadrate ausgehend von den anfa¨nglichen Belegungen fu¨r die Parameter α und β
derartige Auspra¨gungen, dass die Summe
RSS =
n∑
i=1
(yi − f(xi))2 (”Residual Sum of Squares“)
der quadratischen Absta¨nde zwischen den empirischen Daten und der durch das Mo-
dell definierten funktionalen Werte u¨ber alle gegebenen Auspra¨gungen minimal wird.
Nach dem Aufruf von overwiew(nls) liefert [Tea09, R] die bei der Regressionsanalyse
festgestellten Ergebnisse, diese werden in den spa¨ter erfolgenden Analysen gro¨ßtenteils,
wie in Tabelle 8.3.1 zu sehen, tabellarisch dargestellt. Der Scha¨tzwert ist dabei die bei
Scha¨tzwert Standardfehler t-Wert P (> |t|)
Tabelle 8.3.1.: Standarddarstellung der Ergebnisse zur Regressionsanalyse
der Minimierung der Summe RSS gefundene Auspra¨gung des zugeho¨rigen Parameters,
der Standardfehler beschreibt die Standardabweichung bei dieser Scha¨tzung. Mit dem
t-Wert wird schließlich die Relevanz des Parameters fu¨r das Modell untersucht, je ho¨her
dieser Wert, desto signifikanter ist der Parameter.
Fu¨r eine Auswertung des Modells in Unterabschnitt 8.3.1, allerdings nur u¨ber eine
Teilmenge der Daten, ist die Ausgabe von [Tea09, R] in Quellcode 8.1 zu sehen.
Zusa¨tzlich zu den tabellarisch dargestellten Ergebnissen liefert [Tea09, R] auch gleich
die folgenden Daten:
• Den Wert von RSS.
• Ein asymptotisches Konfidenzintervall fu¨r die jeweiligen Parameter.
• Eine Korrelationsmatrix zwischen den einzelnen Parametern.
• Die Anzahl der Iterationen die der Algorithmus zur Berechnung der gescha¨tzten
Werte beno¨tigt hat und die dabei erreichte Toleranz.
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Quellcode 8.1: Beispielhafte Originalausgabe von [Tea09, R]
Formula : V2 ˜ alpha/V1
Parameters :
Estimate Std . Error t value Pr(>| t | )
5 alpha 1.000 e+00 6.967 e−05 14356 <2e−16 ∗∗∗
−−−
S i g n i f . codes : 0 ‘∗∗∗’ 0 .001 ‘∗∗’ 0 .01 ‘∗’ 0 .05 ‘’ . 0 . 1 ‘’ 1
Res idual standard e r r o r : 4 .124 e−05 on 62 degr ee s o f freedom
10
Number o f i t e r a t i o n s to convergence : 1
Achieved convergence t o l e r an c e : 9 .168 e−11
−−−−−−
15 Res idual sum o f squares : 1 .05 e−07
−−−−−−
Asymptotic con f id ence i n t e r v a l :
2.5% 97.5%
20 1 1.000005 1.000284
−−−−−−
Cor r e l a t i on matrix :
alpha
25 alpha 1
−−−−−−

 
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• Die Freiheitsgrade und die Standardabweichung der Residuen yi − f(xi).
Das Bestimmtheitsmaß R2 fu¨r das Modell berechnet sich anschließend u¨ber
R2 = 1−
∑n
i=1 (yi − f(xi))2∑n
i=1 y
2
i
= 1− RSS∑n
i=1 y
2
i
. (8.3.1)
Je na¨her dieses Maß an der eins liegt, um so genauer beschreibt das Modell den Zusam-
menhang zwischen den vorher festgelegten Auspra¨gungen des variablen Anteils und den
tatsa¨chlich auftretenden empirischen Daten.
8.3.1. Durchschnittliche Schrittweite
Als Grundlage fu¨r die betrachtete durchschnittliche Schrittweite dient die Entfernung,
welche zwischen dem Start im Ausgangspunkt v0 mit der Bearbeitung der ersten aus-
gewa¨hlten Anfrage bis zur Ru¨ckkehr in v0 nach der Bearbeitung der letzten Anfrage
zuru¨ckgelegt wurde und die Anzahl der besuchten Punkte.
Zusa¨tzlich zu den empirischen durchschnittlichen Schrittweiten, in der Graphik als
Punkte dargestellt, ist in der Abbildung 8.3.1 der Funktionsgraph fu¨r 1
k
pi (das ist die
untere Kurve) enthalten. Wegen der Skalierung der Zahlenwerte entspricht dieser dem
Funktionsverlauf von 1
k
. Die Daten der empirischen Ergebnisse sind in Tabelle B.1.1.
Die Kurve zu 1
k
und die Punkte zu den empirisch berechneten durchschnittlichen
Schrittweiten in der Abbildung 8.3.1 lassen sich nicht mehr unterscheiden. Dies wird
auch bei der Durchfu¨hrung einer nichtlinearen Regressionsanalyse durch [Tea09, R] mit
dem Modell α
k
besta¨tigt. Die Regressionsanalyse ergibt na¨mlich, ausgehend von dem
Startwert α = 1, das in Tabelle 8.3.2 zusammengefasste Ergebnis.
Scha¨tzwert Standardfehler t-Wert P (> |t|)
1,000 5,159 · 10−5 19386 < 2 · 10−16
Tabelle 8.3.2.: Ergebnis zur nichtlinearen Regression der durchschnittlichen Schrittweite
fu¨r die gerichtete Rundreise auf der Kreislinie
Die Summe der quadrierten Abweichungen RSS zwischen den empirischen durch-
schnittlichen Schrittweiten und der gefundenen Regressionsfunktion bleibt dabei unter
2,06 · 10−7. Daraus ergibt sich ein Bestimmtheitsmaß von R2 = 0,9999997.
Bemerkung 8.3.1 (Unterscheidung zwischen der Bearbeitung mit verbleibenden Anfragen
und immer neuen Anfragen).
Die oberste Linie aus Abbildung 8.3.1 zu 2
k+1
pi, dies ist nach Satz 8.4.1 die Schrittweite
des ersten Schritts mit k identischen gleichverteilten Anfragen auf der Kreislinie, zeigt
den Verlauf der Schrittweite im ersten Schritt fu¨r einen gro¨ßer werdenden Informations-
vorlauf.
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Abbildung 8.3.1.: Empirische Werte fu¨r die durchschnittliche Schrittweite der gerichte-
ten Rundreise auf der Kreislinie bei unterschiedlichem Informations-
vorlauf
Wu¨rden bei der vorgegebenen Problemstellung nicht immer die unbearbeiteten Anfra-
gen behalten werden, sondern nach jeder erfolgten Auswahl einer Anfrage die restlichen
in diesem Schritt nicht ausgewa¨hlten Anfragen verworfen und danach k neue Anfragen,
deren Reisepunkte auf der gesamten Kreislinie gleichverteilt sind, generiert, so erga¨be
sich dieser Kurvenverlauf fu¨r die erwartete Schrittweite jedes Schrittes.
Daraus, dass diese Linie immer deutlich u¨ber der anderen Linie und der Punktfolge
liegt, la¨sst sich erkennen, dass das Verbleiben der Anfragen, und die damit verbundene
Verku¨rzung der fu¨r die Reisepunkte der Anfragen noch mo¨glichen Bereiche eine deutliche
Verkleinerung (der Wert wird anna¨hernd halbiert) der durchschnittlichen Schrittweite
fu¨r die Online-Bearbeitung mo¨glich macht.
Eine erweiterte Regressionsanalyse mit anderen Modellen ergab, wie in Tabelle 8.3.3
zu sehen, anna¨hernd gleiche Ergebnisse. Dabei zeigt sich insbesondere bei dem Modell
mit der Regressionsfunktion α
(k+β)
, dass der zweite Parameter β im Vergleich zum ersten
Parameter α einen deutlich schlechteren t-Wert besitzt. Dies bedeutet, dass der Einfluss
von β im Vergleich zu dem von α vernachla¨ssigt werden kann.
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Modell Parameter RSS R2 t-Werte
α
k
α = 1,000 2,06 · 10−7 0,9999997 19386
1
kα
α = 0,9998 1,46 · 10−7 0,9999998 34849
α
(k+β)
α = 1,0007021; β = 0,0015467 1,68 · 10−7 0,9999997 9381,163; 5,347
β
kα
α = 0,9995; β = 0,9995 1,08 · 10−7 0,9999998 203977; 13458
Tabelle 8.3.3.: Ergebnisse der verschiedenen Modelle zur durchschnittlichen Schrittweite
fu¨r die gerichtete Rundreise auf der Kreislinie
8.3.2. Modifizierte durchschnittliche Schrittweite
Bei der Berechnung der gesamten durchschnittlichen Schrittweite in Unterabschnitt 8.3.1
wird die durchschnittliche Schrittweite aller Schritte einer Rundreise u¨ber n Stationen,
dabei ist n die Gro¨ße der Sequenz der Anfragen, verwendet. Soll nun allerdings aus den
empirisch gefundenen durchschnittlichen Schrittweiten auf die durchschnittliche Schritt-
weite einer unendlich großen Sequenz von Anfragen ohne den Start mit k Anfragen, de-
ren Reisepunkte identisch gleichverteilt sind, geschlossen werden, so ergeben sich durch
die Verwendung aller empirischen Schrittweiten zur zuru¨ckgelegten Entfernung gewisse
Verfremdungen innerhalb des Ergebnisses:
• Bei den ersten k − 1 Schrittweiten innerhalb einer Rundreise mit Informations-
vorlauf k sind auf jeden Fall immer mindestens zwei Anfragen gegeben, bei denen
der noch mo¨gliche Bereich fu¨r deren jeweiligen Reisepunkt identisch ist. Bei der
Situation nach der Bearbeitung von t  k Anfragen haben im Normalfall, außer
in den ziemlich unwahrscheinlichen Fa¨llen, dass
– entweder bis dahin immer noch mindestens zwei der ersten k Anfragen noch
nicht bearbeitet wurden,
– oder eine Schrittweite von Null in Betracht gezogen wird,
alle dann noch nicht bearbeiteten Anfragen einen individuellen Bereich, innerhalb
dessen Grenzen der jeweilige Reisepunkt liegen muss.
• Zudem stehen bei der Planung der letzten k Stationen der Rundreise nur noch
weniger als k Anfragen fu¨r die Auswahl zur Verfu¨gung, so dass sich auch dort eine
Einschra¨nkung bemerkbar macht.
Definition 8.3.2 (Bereinigte Schrittweite).
Die bereinigte durchschnittliche Schrittweite beschra¨nkt sich aus den oben aufgeza¨hl-
ten Gru¨nden auf die durchschnittliche Entfernung, welche zwischen zwei Punkten des
Abschnitts gk, . . . , gn−k+1 aus der durch den jeweiligen Algorithmus mit einem Informa-
tionsvorlauf von k Anfragen berechneten Rundreise, erreicht wird.
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Innerhalb der, auf den bereinigten empirischen durchschnittlichen Schrittweiten zu
dem Algorithmus 8.1.2 aufbauenden, Abbildung 8.3.2 la¨sst sich ebenfalls kein Unter-
schied zwischen den empirischen Punkten, diese ko¨nnen in Tabelle B.1.2 eingesehen
werden, und der gezeichneten Linie fu¨r 1
k
pi erkennen. Die obere deutlich davon entfernte
Funktion ist wieder die nach Satz 8.4.1 erwartete erste Schrittweite.
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Abbildung 8.3.2.: Bereinigte empirische Werte fu¨r die durchschnittliche Schrittweite zur
gerichteten Rundreise auf der Kreislinie
Die Regressionsanalyse ebenfalls wieder mit dem Modell α
k
ergibt, wie in Tabelle 8.3.4
zu sehen, einen deutlich gro¨ßeren t-Wert als in Tabelle 8.3.2. Auch der Residuenfehler in
Form der Summe der quadratischen Abweichungen zwischen Modell und den empirischen
durchschnittlichen Schrittweiten ist mit RSS = 2,9 · 10−10 um 103 kleiner als der Wert
fu¨r die gesamte durchschnittliche Schrittweite.
Scha¨tzwert Standardfehler t-Wert P (> |t|)
1,000 1,936 · 10−6 516449 < 2 · 10−16
Tabelle 8.3.4.: Ergebnis zur nichtlinearen Regression der bereinigten durchschnittlichen
Schrittweite fu¨r die gerichtete Rundreise auf der Kreislinie
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Die durch die Bereinigung der empirischen Schrittweiten fu¨r die Berechnung erlang-
ten Vera¨nderungen in den Ergebnissen zur Regressionsanalyse, und die dadurch erreichte
bessere Abbildung durch das Modell liefern noch einmal eine klare Rechtfertigung fu¨r die-
ses Vorgehen. Das dabei erreichte Bestimmtheitsmaß R2 wird von der Statistik-Software
[Tea09, R] als 1 angezeigt.
Anders als beim nicht bereinigten Fall liefert diesmal eine Regressionsanalyse mit
einem exponierten Modell (siehe Tabelle 8.3.5) als Funktion der Regression exakt das
gleiche Ergebnis wie das rationale Modell. Beim Modell α/(k + β) ergab sich mit dem
anfa¨nglichen minimalen Faktor von 2−10 fu¨r die Schrittweiten ein rascher Abbruch, da
der Faktor zu klein war. Nach einer Reduktion des Faktors auf 10−12 wurde zwar immer
noch kein regula¨res Ende des Verfahrens erreicht, allerdings hatten sich die bis zum
Abbruch gefundenen Lo¨sungen immerhin auf die in Tabelle 8.3.5 eingetragenen Werte
stabilisiert.
Modell Parameter RSS R2 t-Werte
α
k
α = 1,000 2,28 · 10−10 1 516449
1
kα
α = 1,000 9,9 · 10−11 1 883540
α
(k+β)
Auswertung bricht wegen eines zu kleinen Schrittweitenfaktors ab.
β
kα
α = 1,000; β = 1,000 1,83 · 10−10 1 495837; 327162
Tabelle 8.3.5.: Ergebnisse der verschiedenen Modelle fu¨r die bereinigten Daten zur ge-
richteten Rundreise auf der Kreislinie
Damit zeigen sich auch fu¨r die exponentiellen Modelle eine deutliche Verbesserung
der Ergebnisse der Regressionsanalyse durch die Bereinigung der empirisch berechneten
durchschnittlichen Schrittweiten.
8.3.3. Schrittweiten fu¨r einzelne Werte des Informationsvorlaufs
Die Abbildung 8.3.3 zeigt in der Reihenfolge von links oben nach rechts unten die er-
reichten ersten Schrittweiten fu¨r einen Informationsvorlauf k von zwei, vier, neunund-
zwanzig und neunundsechzig Anfragen. Wegen der großen Anzahl der Schritte, siehe
die Gro¨ße der Sequenzen am Anfang des Kapitels, musste fu¨r die graphische Darstel-
lung eine Auswahl der Schrittweiten getroffen werden, diese beschra¨nken sich nun auf
die ersten dreihundert Schritte. Zusa¨tzlich ist in den jeweiligen Abbildungen noch eine
erwartete Trendlinie mit f(k) = 1
k
eingezeichnet, diese wurde in Unterabschnitt 8.3.2
als Regressionsmodell verwendet und wird spa¨ter in Unterabschnitt 8.5.1 zumindest fu¨r
k = 2 auch noch formell bewiesen.
In allen Abbildungen ist klar erkennbar, dass die gro¨ßte Schrittweite immer im al-
lerersten Schritt auftritt, und dass in den spa¨teren Schritten der Verlauf der empirisch
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Abbildung 8.3.3.: Die Schrittweiten der ersten Schritte fu¨r einen Informationsvorlauf von
2, 4, 29 und 69 bei der gerichteten Rundreise auf der Kreislinie
erfassten Werte ziemlich nahe an der eingezeichneten Trendlinie verla¨uft. Bei den Ab-
bildungen zu k = 29, sowie fu¨r k = 69 fa¨llt außerdem auch noch deutlich auf, dass nach
den k-ten Schritt die Schrittweite kurzfristig eine ziemlich geringe Gro¨ße erreicht, welche
dann im spa¨teren Verlauf nicht mehr erreicht wird.
Dieses Verhalten begru¨ndet sich darin, dass normalerweise spa¨testens ab dem Schritt
k vermehrt die noch nicht bearbeiteten Anfragen aus dem ersten Informationsvorlauf
abgearbeitet werden, da der zula¨ssige Bereich fu¨r deren Reisepunkte dann nur noch
relativ klein sein sollte. Weil dieser Effekt aber andererseits nur solange anhalten kann,
bis diese Anfragen alle bearbeitet wurden, steigt nach einer kurzen Phase die Gro¨ße der
Schrittweite auch wieder an, um sich danach zyklisch der Trend-Linie anzuna¨hern.
Die zyklische Anna¨herung erkla¨rt sich dabei durch eine Art U¨bersteuerung des Algo-
rithmus. Das liegt daran, dass zum Beispiel Anfangs bedingt durch die Abarbeitung der
Anfragen aus der ersten Bearbeitungsinformation sich die Schrittweite ziemlich verku¨rzt.
Wegen dieser Verkleinerung der Schrittweite, werden dann aber die Bereiche der noch
nicht bearbeiteten aber schon bekannt gegebenen Anfrage auch nicht im vollen Maß
verku¨rzt. Aus dieser Tatsache resultieren, dann die daran anschließenden Vergro¨ßerun-
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gen der Schrittweite, dabei machen diese auch nicht vor der Trendlinie halt. Dadurch
ergibt sich analog eine zusa¨tzliche Verkleinerung der Bereiche der noch nicht bearbei-
tenden Anfragen, dies fu¨hrt dann anschließend wiederum zum umgekehrten Effekt.
Anhand des in Abbildung 8.3.4 gezeigten Verlaufs fu¨r die dreihundert Schrittweiten
zum Ende der Sequenz aus Anfragen, la¨sst sich gut erkennen, aus welchen Gru¨nden in
Unterabschnitt 8.3.2 bei der Berechnung der bereinigten durchschnittlichen Schrittweite
fu¨r einen Informationsvorlauf mit k Anfragen auf die Werte der letzten k-Schrittweiten
verzichtet wurde.
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Abbildung 8.3.4.: Die Schrittweiten der letzten Schritte fu¨r einen Informationsvorlauf
von 2, 4, 29 und 69 bei der gerichteten Rundreise auf der Kreislinie
Da es bei der Bearbeitung der letzten k Anfragen aus der Sequenz der Anfragen,
keine weiteren unbekannten Anfragen mehr gibt, bleibt nur ein immer kleiner werdender
Informationsvorlauf zuru¨ck. Dadurch schra¨nken sich die Mo¨glichkeiten zur Auswahl der
als na¨chstes zu bearbeitenden Anfrage stark ein, und als Konsequenz daraus steigen die
Schrittweiten der letzten Schritte.
Ansonsten bleiben die Schrittweiten der nicht in den beiden Abbildungen 8.3.3 und
8.3.4 enthaltenen Schritte relativ nahe an den eingezeichneten Niveau-Linien fu¨r 1
k
, dies
entspricht dem in Unterabschnitt 8.3.2 und Unterabschnitt 8.3.1 durch die nichtlineare
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Regressionsanalyse gefundenem Modell fu¨r den Einfluss des Informationsvorlaufs auf die
durchschnittlichen Schrittweiten.
8.3.4. Schrittweiten der einzelnen Schritte unter Vera¨nderung des
Informationsvorlaufs
Die Abbildung 8.3.5 zeigt den Verlauf der Schrittweiten einzelner Schritte unter Variati-
on des Informationsvorlaufs, eingezeichnet sind sowohl der Verlauf fu¨r den ersten Schritt
(die obersten schwarzen Punkte), als auch der Verlauf fu¨r den zehnten Schritt (die Punk-
te in der zweiten Folge von oben), sowie der fu¨r den Schritt 70 (die grauen Punkte).
Die darunter liegenden schwarzen Punkte zeigen die Entwicklung der Schrittweite des
Schrittes 95. Als Vergleichsmaßstab ist zusa¨tzlich, als Linie, der Verlauf der empirisch
ermittelten bereinigten durchschnittlichen Schrittweiten eingezeichnet. Die Graphik in
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Abbildung 8.3.5.: Schrittweiten der Schritte 1, 10 und 70, sowie 95 unter Variation des
Informationsvorlaufs fu¨r die gerichtete Rundreise auf der Kreislinie
der rechten oberen Ecke zeigt noch einmal den Verlauf fu¨r einen Informationsvorlauf
von 100 bis 200 Anfragen aber diesmal mit einer besseren Skalierung auf der vertikalen
Achse.
Aus der Abbildung 8.3.5 ist, wie eigentlich erwartet, klar ersichtlich, dass mit einer
zunehmenden Gro¨ße des Informationsvorlaufs die Schrittweite des einzelnen Schrittes
immer weiter abnimmt und auch die Schrittweiten fu¨r spa¨tere Schritte kleiner sind als
die der ersten Schritte.
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Der erste Effekt ergibt sich einfach aus der Tatsache, dass bei einem vergro¨ßerten Infor-
mationsvorlauf mehr Anfragen fu¨r die Auswahl des na¨chsten Zielpunkts zur Verfu¨gung
stehen und dadurch deren Reisepunkte tendenziell enger beisammen liegen. Der zweite
Effekt mit den niedrigeren Schrittweiten fu¨r ho¨here Schritte ergibt sich daraus, dass die
Reisepunkte der, nach der Auswahl des na¨chsten Ziels, verbleibenden Anfragen in einen
kleineren Bereich liegen.
Da die Schrittweiten fu¨r die ersten Werte des Informationsvorlaufs im Vergleich zu
den anderen relativ groß sind, ist im ho¨heren Wertebereich des Informationsvorlauf der
Unterschied zwischen den einzelnen Punkte-Kurven im Vergleich mit den ersten Teil
nicht mehr wirklich zu erkennen. Deshalb wird dieser Abschnitt u¨ber der eigentlichen
Graphik noch einmal vergro¨ßert dargestellt.
In der graphischen Darstellung fu¨r die Schrittweiten im Schritt 70 zeigen sich eindeutig
die Auswirkungen zwischen der Gro¨ße des Informationsvorlaufs und der Nummer des
Schrittes:
• Im ersten Bereich des Informationsvorlaufs (so ungefa¨hr bis 35 Anfragen) fa¨llt die
Schrittweite relativ regelma¨ßig mit zunehmenden Informationsvorlauf.
• Der danach folgende Bereich zeigt einen Verlauf, welcher wie ein Fragezeichen auf-
gebaut ist. Dabei entsteht erst eine stark fallende Rechtskru¨mmung, welche dann
in eine leicht fallende Linkskru¨mmung wechselt und schließlich in einen stabileren
Verlauf u¨bergeleitet wird.
• Der Verlauf ab einem Informationsvorlauf um die 70 Anfragen hat dann wieder
A¨hnlichkeiten zu den fu¨r die beiden niedrigeren Schritte eingezeichneten Kurven.
Eine Erkla¨rung fu¨r die einzelnen Bereiche eines betrachteten Schrittes t ergibt sich durch
eine Betrachtung der Kurven aus Abbildung 8.3.3, wobei hierbei fu¨r den Schritt t die
Graphiken mit den unterschiedlichen Werten des Informationsvorlaufs nach einander in
der Reihenfolge der Gro¨ße des Informationsvorlaufs betrachtet werden. Dies entspricht
einem Ablaufen der einzelnen Abschnitte der Schrittweite fu¨r einen Informationsvorlauf
in entgegengesetzter Richtung unter der zusa¨tzlichen Vera¨nderung des Informationsvor-
laufs.
• Im ersten Bereich steht bei der Planung des Schrittes t nur ein Informationsvor-
lauf von weniger als der Ha¨lfte von t zur Verfu¨gung. Das bedeutet, dass sich die
Schrittweite bei dem ausgewa¨hlten Informationsvorlauf schon vor dem Schritt t auf
einen stabileren Verlauf eingependelt hat. Dadurch ergibt sich der regelma¨ßig mo-
noton fallende Verlauf in diesem Bereich, durch die schon stabileren Schrittweiten
ergeben sich na¨mlich keine außergewo¨hnlichen Schwankungen.
• Der zweite Bereich umfasst die Gro¨ßen des Informationsvorlaufs von ungefa¨hr der
Ha¨lfte des Schrittes t bis zu t selbst. Innerhalb dieses Bereichs na¨hert sich die
Gro¨ße des Informationsvorlaufs also immer mehr der Nummer des Schrittes an.
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Nach dem Verlauf der Kurven aus Abbildung 8.3.3 fu¨hrt dies dazu, dass dabei der
tiefste Bereich der Schrittweite fu¨r den Informationsvorlauf u¨berschritten wird.
Auf dem Weg dahin ergeben sich folglich auch die gro¨ßten Unterschiede in den
Schrittweiten der einzelnen Werte des Informationsvorlaufs, was insbesondere den
Wechsel der Kru¨mmung in diesem Bereich erla¨utert.
• Beim Erreichen des letzten Bereichs, also bei einem gro¨ßeren Informationsvorlauf
als t, sind wa¨hrend der Planung des Schrittes t, definitiv noch Anfragen aus dem
allerersten Informationsvorlauf zur Bearbeitung vorhanden. Dies fu¨hrt dazu, das
die Schrittweite der Schritte vor t fu¨r diesen Informationsvorlauf entsprechend dem
ersten Abschnitt aus Abbildung 8.3.3 monoton fa¨llt, deshalb ist in diesen Abschnitt
eine feste Struktur vorhanden. Zusa¨tzlich wird diese Struktur auch noch dadurch
unterstu¨tzt, dass mit zunehmenden Informationsvorlauf die Anzahl der Anfragen
aus der Bearbeitungsinformation zur Planung des ersten Schrittes zunimmt. Ins-
gesamt ergibt sich damit der gleichma¨ßigere Verlauf der Schrittweite des Schrittes
t fu¨r den dritten und letzten Bereich.
Der Verlauf der Punkte fu¨r den Schritt 95 zeigt im ersten Abschnitt kaum einen Un-
terschied zu den Punkten fu¨r den Schritt 70. Der erste Wechsel des Verhaltens erfolgt
dann allerdings bei einem Informationsvorlauf von circa 45 Anfragen, also wieder in der
Na¨he der Ha¨lfte der Nummer des Schrittes. Insgesamt liegt der Verlauf der durch die
Punkte definierten Kurve im ersten Bereich schon deutlich na¨her an der Kurve der em-
pirisch bestimmten durchschnittlichen bereinigten Schrittweiten. Jedoch weichen diese
wie auch schon die Punkte zum Schritt 70 in dem Bereich des Informationsvorlaufs von
der Ha¨lfte der Schrittnummer bis zur Schrittnummer am deutlichsten vom Verlauf dieser
Kurve ab.
Mit gro¨ßer werdenden Informationsvorlauf wird dann wieder ein a¨hnlicher Verlauf
wie bei den empirischen Schrittweiten erreicht, dabei aber immer oberhalb des von
diesen vorgegebenen Niveaus geblieben, wobei bei den spa¨teren Schritten die Steigung
gegenu¨ber den empirischen Schrittweiten etwas geringer wird. Dies la¨sst sich damit er-
kla¨ren, dass bei den empirischen Schrittweiten dann immer ein gro¨ßer werdender Infor-
mationsvorlauf zur Verfu¨gung steht und deshalb dabei noch eine weitere Verkleinerung
der Schrittweite erreicht werden kann.
8.4. Erste Schrittweiten
Vor der allgemeinen Analyse soll an Hand der Berechnung der ersten beiden Schrittwei-
ten ein Eindruck davon vermittelt werden, wie sich das dazu notwendige grundsa¨tzliche
Vorgehen gestaltet und welche Eigenheiten beachtet werden mu¨ssen. Dabei werden fol-
gende Konventionen angewandt:
• gj ist die Anfrage, deren Reisepunkt im j-ten Schritt des verwendeten Algorithmus
ausgewa¨hlt wurde. Das heißt, dass die nach dem Ende der Durchfu¨hrung des Al-
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gorithmus auf einer Sequenz von n Anfragen herauskommende Rundreise folgende
Reisepunkte in der angegebenen Reihenfolge durchla¨uft:
g0, g1, g2, . . . , gn, gn+1
Die Reisepunkte der zusa¨tzlichen Anfragen g0 und gn+1 entsprechen dabei dem
Ausgangspunkt v0.
• τj ist die zuru¨ckgelegte Entfernung zwischen dem Reisepunkt der Anfrage gj und
dem Reisepunkt der davor ausgewa¨hlten Anfrage gj−1, dabei erfolgt die Richtung
der Bewegung entgegen dem Uhrzeigersinn. Das bedeutet, dass τj der Schrittweite
im Schritt j entspricht.
8.4.1. Erste Schrittweite
Bei der Berechnung der relevanten Daten zu dem allerersten Schritt mit k gerade erst er-
schienenen Anfragen fu¨r die Problemstellung der gerichteten Rundreise auf der Kreislinie
ergeben sich fu¨r diesen Schritt die Verteilung der Schrittweite und deren Erwartungswert
wie folgt:
Satz 8.4.1 (Erwartungswert und Dichte beim ersten Schritt).
Der Erwartungswert Ek [τ1] und die Dichtefunktion ϕk(τ1) fu¨r die zuru¨ckgelegte Distanz
des ersten Schritts ergibt sich bei der Problemstellung der gerichteten Rundreise auf der
Kreislinie aus Optimierungsproblem 8.1.1 abha¨ngig von der Gro¨ße des Informationsvor-
laufs k mit mindestens zwei Anfragen zu:
Ek [τ1] =
2
k + 1
pi ϕk(τ1) = k · (2pi − τ1)
k−1
(2pi)k
Beweis zu Satz 8.4.1.
Ohne Beschra¨nkung der Allgemeinheit wird davon ausgegangen, dass als erste bearbei-
tete Anfrage g1 die Anfrage σ1 ausgewa¨hlt wird.
Als Grundlage fu¨r die Integrale wird nicht die absolute Lage der Reisepunkte auf der
Kreislinie verwendet, sondern die relative Lage gegenu¨ber dem Reisepunkt der letzten
bearbeiteten Anfrage. Das heißt zum Beispiel, dass sich bei einer Bearbeitungsinfor-
mation von zwei Anfragen und einer ersten Schrittweite von τ die folgende Situation
ergibt:
• Der Reisepunkt der neu hinzugekommenen Anfrage kann auf der ganzen Kreislinie
liegen.
• Der Reisepunkt der nach der Auswahl der ersten Anfrage verbliebenen Anfrage
muss allerdings im Bereich [τ, 2pi) liegen und ist somit maximal 2pi − τ vom Rei-
sepunkt der ersten ausgewa¨hlten Anfrage, dem aktuellen Standort, entfernt.
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Als Grundmenge fu¨r das anschließende Integral ergibt sich so der Bereich [0, 2pi− τ) fu¨r
die Entfernung des Reisepunktes der zweiten ausgewa¨hlten Anfrage zu dem Reisepunkt
der ersten ausgewa¨hlten Anfrage.
Dadurch entsteht fu¨r die Berechnung des Erwartungswerts der ersten Schrittweite
folgende Formel:
Ek [τ1] = k ·
2pi∫
0
τ1
2pi
 2pi∫
τ1
1
2pi
dσi
k−1 dτ1 = k · 2pi∫
0
τ1
(2pi)k
(2pi − τ1)k−1 dτ1
=
[
−τ1
(2pi)k
(2pi − τ1)k − (2pi − τ1)
k+1
(k + 1)(2pi)k
]2pi
0
=
(2pi)k+1
(2pi)k(k + 1)
=
2
k + 1
pi
Die Dichtefunktion ergibt sich aus den Bestandteilen des Integrals u¨ber τ1 ausgenommen
der Multiplikation mit der Schrittweite selbst.
Bei einer Bearbeitung ohne einen Informationsvorlauf ergibt sich ein konstanter Er-
wartungswert von pi fu¨r alle Schritte. Das heißt, ohne eine Verwendung von Informati-
onsvorlauf hat der Algorithmus 8.1.2 nach der Anfrage σt im Erwartungswert schon eine
Strecke der La¨nge tpi zuru¨ckgelegt.
Falls nach der Bearbeitung der ausgewa¨hlten Anfrage immer wieder k neue Anfragen
erzeugt werden, ergibt sich mit Satz 8.4.1 nach dem Schritt t als bisherige La¨nge einer
Rundreise ein Erwartungswert von 2t
k+1
pi.
In der Abbildung 8.4.1 ist einerseits die erwartete Schrittweite des ersten Schritts als
Kurve dargestellt, und andererseits durch die Punkte auch die empirisch berechneten
durchschnittlichen Werte fu¨r den ersten Schritt. Dabei ist erkennbar, dass sich die be-
rechneten und empirisch ermittelten Werte kaum unterscheiden. Dieser Eindruck wird
ebenfalls durch eine nichtlineare Regressionsanalyse, die mit [Tea09, R] berechneten Er-
gebnisse dazu finden sich in Tabelle 8.4.1, unterstu¨tzt. Das verwendete Modell gestaltet
Parameter Scha¨tzwert Standardfehler t-Wert P (> |t|)
β 0,989027 0,003109 318,1 < 2 · 10−16
α 2,001679 0,001468 1363,4 < 2 · 10−16
Tabelle 8.4.1.: Ergebnisse zur nichtlinearen Regression der ersten Schrittweite bei der
gerichteten Rundreise auf der Kreislinie
sich dabei als α
k+β
, mit Startwerten α = 2 und β = 1. Die quadratischen Abweichun-
gen zwischen der gefundenen Auspra¨gung des Modells und den erzeugten empirischen
Schrittweiten summieren sich schließlich auf RSS = 1,87 · 10−5. Dies ergibt dann ein
Bestimmtheitsmaß von R2 = 0,999987.
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Abbildung 8.4.1.: Empirische und berechnete erwartete Schrittweite fu¨r den ersten
Schritt bei der gerichteten Rundreise auf der Kreislinie
8.4.2. Zweite Schrittweite
Bei der Berechnung der Verteilung und des Erwartungswerts der Schrittweite zur zweiten
ausgewa¨hlten Anfrage muss schon eine erste Fallunterscheidung eingebaut werden. Je
nachdem, ob als zweite zu bearbeitende Anfrage eine der Anfragen aus σ2, . . . , σk oder die
gerade eben bekannt gewordene Anfrage σk+1 ausgewa¨hlt wird, ergeben sich verschiedene
Situationen.
Satz 8.4.2 (Erwartungswert beim zweiten Schritt).
Der Erwartungswert fu¨r die zuru¨ckgelegte Distanz des zweiten Schritts ergibt sich bei
Optimierungsproblem 8.1.1 der gerichteten Rundreise auf der Kreislinie mit einem In-
formationsvorlauf k von mehr als drei Anfragen zu:
Ek [τ2] =
2
k + 2
pi
Definition 8.4.3 (Beitrag zu einem Integral).
Fu¨r alle weiteren Berechnungen ist Θ [x : y] der Beitrag des Falles y zum Erwartungswert
von x. Er ergibt sich als bedingter Erwartungswert von x unter y gewichtet mit der
Wahrscheinlichkeit von y, er sollte also folgendes erfu¨llen:
Θ [x : y] = P (y)E [x | y]
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Beweis zu Satz 8.4.2.
Die Berechnung des Erwartungswerts gestaltet sich wie folgt
Ek [τ2] =
2pi∫
0
ϕk(τ1)
2pi−τ1∫
0
τ2
2pi
 2pi−τ1∫
τ2
1
2pi − τ1 dσ2
k−1 dτ2 dτ1
+ (k − 1)
2pi∫
0
ϕk(τ1)
2pi−τ1∫
0
τ2
2pi − τ1
 2pi−τ1∫
τ2
1
2pi − τ1 dσ2
k−2 2pi∫
τ2
1
2pi
dσk+1 dτ2 dτ1. (8.4.1)
Der erste Teil des Erwartungswerts aus (8.4.1) entsteht wenn die neue Anfrage σk+1
gewinnt.
Θk [τ2 : g2 = σk+1] =
2pi∫
0
k
(2pi)k+1
2pi−τ1∫
0
τ2(2pi − τ1 − τ2)k−1 dτ2 dτ1
=
2pi∫
0
k
(2pi)k+1
[
−τ2(2pi − τ1 − τ2)k
k
− (2pi − τ1 − τ2)
k+1
k + 1
]2pi−τ1
0
dτ1
=
1
(2pi)k+1
2pi∫
0
(2pi − τ1)k+1
k + 1
dτ1 =
1
(2pi)k+1
[
−(2pi − τ1)k+2
(k + 1)(k + 2)
]2pi
0
=
2
(k + 1)(k + 2)
pi (8.4.2)
Beim zweiten Teil des Erwartungswerts aus (8.4.1) gewinnt eine alte Anfrage zum Bei-
spiel σ2 und der Beitrag dieses Teils berechnet sich dann wie folgt:
Θk [τ2 : g2 = σ2] =
2pi∫
0
k
(2pi)k+1
2pi−τ1∫
0
τ2(2pi − τ2)(2pi − τ1 − τ2)k−2 dτ2 dτ1
=
k
(2pi)k+1
2pi∫
0
[
−2piτ2(2pi − τ1 − τ2)k−1
k − 1 −
2pi(2pi − τ1 − τ2)k
k(k − 1)
+
τ 22 (2pi − τ1 − τ2)k−1
k − 1 +
2τ2(2pi − τ1 − τ2)k
k(k − 1) +
2(2pi − τ1 − τ2)k+1
k(k − 1)(k + 1)
]2pi−τ1
0
dτ1
=
1
(2pi)k+1
2pi∫
0
2pi(2pi − τ1)k
(k − 1) −
2(2pi − τ1)k+1
(k − 1)(k + 1) dτ1
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=
1
(2pi)k+1
(
(2pi)k+2
(k − 1)(k + 1) −
2(2pi)k+2
(k − 1)(k + 1)(k + 2)
)
=
2pi
(k − 1)(k + 1)
(
1− 2
k + 2
)
=
2k
(k − 1)(k + 1)(k + 2)pi (8.4.3)
Zusammengesetzt ergibt sich schließlich aus (8.4.3) und (8.4.2)
Ek [τ2] = (k − 1) ·Θk [τ2 : g2 = σ2] + Θk [τ2 : g2 = σk+1]
=
2k
(k + 1)(k + 2)
pi +
2
(k + 1)(k + 2)
pi =
2
k + 2
pi
also der im Satz 8.4.2 angegebene Erwartungswert.
Das Ergebnis von Satz 8.4.2 ist in der Abbildung 8.4.2 zusammen mit den durch-
schnittliche empirischen Werten fu¨r die zweite Schrittweite, das sind wieder die einzel-
nen Punkte, eingezeichnet. Auch hier sind auf den ersten Blick keine wirklich gravieren-
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Abbildung 8.4.2.: Empirische und berechnete erwartete Schrittweite fu¨r den zweiten
Schritt bei der gerichteten Rundreise auf der Kreislinie
den Unterschiede zwischen dem Verlauf der beiden Darstellungen erkennbar. Dies la¨sst
sich durch eine nichtlineare Regressionsanalyse in [Tea09, R] mit den Ergebnissen aus
Tabelle 8.4.2, aufbauend auf dem Modell α
k+β
und den Startwerten α = 2 sowie β = 2
verdeutlichen. Die Abweichungen zwischen den einzelnen Werten des Modells und den
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Parameter Scha¨tzwert Standardfehler t-Wert P (> |t|)
β 2,00274 0,00679 294,9 < 2 · 10−16
α 1,99116 0,00233 854,6 < 2 · 10−16
Tabelle 8.4.2.: Ergebnisse zur nichtlinearen Regression der zweiten Schrittweite bei der
gerichteten Rundreise auf der Kreislinie
empirischen gefundenen ergeben als Summe der quadratischen Fehler einen Wert von
RSS = 3,18 · 10−5, dabei wird durch das gefundene Modell ein Bestimmtheitsmaß von
R2 = 0,9999678 erreicht.
8.5. Allgemeine Schrittweite
Aufbauend auf den Erkenntnissen zu den Erwartungswerten der ersten beiden Schritte
ko¨nnen nun einige allgemeinere Aussagen aufgestellt werden.
Seien dazu ut1, . . . , u
t
k−1 die noch nicht bearbeiteten alten Anfragen in Schritt t, sowie
utk die neu hinzu gekommene Anfrage, also:{
ut1, . . . , u
t
k−1
}
= {σ1, . . . , σt+k−2} \ {g1, . . . , gt−1} und utk = σt+k−1
Als zusa¨tzliche Konvention seien die Anfragen ut1, . . . , u
t
k−1 nach ihrem Index in der ge-
samten Sequenz der Anfragen geordnet, so dass ut1 diejenige Anfrage ist, welche von
den unbearbeiteten Anfragen als erste bekannt wurde. Diese Sortierung der noch un-
bearbeiteten Anfragen ist deshalb so wichtig, weil diejenige mit dem kleinsten Index in
der Sequenz der Anfragen unter diesen Anfragen den minimalen Bereich fu¨r mo¨gliche
Entfernungen ihres Reisepunktes zum aktuellen Standort besitzt und dadurch vorgibt,
was die maximal mo¨gliche Entfernung zum Reisepunkt der als na¨chstes ausgewa¨hlten
Anfrage ist.
Zur Berechnung der La¨nge des fu¨r den Reisepunkt einer Anfrage σi noch mo¨glichen
Bereichs im Schritt t, unter Einbeziehung der zuvor gemachten Schritte, wird die Funk-
tion gr wie folgt definiert:
gr(σi, t) = 2pi −
t−1∑
j=min{i−k+1,1}
τj
Ein Wert von gr(σi, t) = 1 bedeutet dann, dass der Reisepunkt der Anfrage σi im Schritt
t maximal eine Distanz von eins in Laufrichtung von der aktuellen Position, also dem
Reisepunkt der letzten bearbeiteten Anfrage gt−1, entfernt liegen kann. Das impliziert
gleichzeitig, dass der Algorithmus 8.1.2 seit der Bekanntgabe der Anfrage σi ausgehend
vom damaligen Standort bei der Bearbeitung von anderen Anfragen schon eine Strecke
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von 2pi−1 zuru¨ckgelegt hat. Durch die oben vorgegebene Konvention mit der Sortierung
der alten Anfragen nach deren Position in der Sequenz der Anfragen la¨sst sich
k
min
i=1
{
gr(uti, t)
}
= gr(ut1, t)
direkt auflo¨sen und damit ist die maximal mo¨gliche Schrittweite im Schritt t eindeutig
gegeben.
Mit diesen Vorgaben ergibt sich die Verteilung der Schrittweite im Schritt t bezogen auf
die bis dahin schon benutzte Reihenfolge der Bearbeitung g1, . . . , gt−1 und der Auswahl
der Anfrage gt zu:
1
gr(gt)
∏
uti 6=gt
gr(uti,t)∫
τt
1
gr(uti, t)
duti =
1
gr(gt)
∏
uti 6=gt
gr(uti, t)− τt
gr(uti, t)
=
∏
ut
i
6=gt
(gr(uti, t)− τt)
2pi
k−1∏
i=1
gr(uti, t)
(8.5.1)
Die Verteilung (8.5.1) la¨sst sich deshalb so allgemein darstellen, weil sich bedingt durch
die Vereinfachung auf nur eine mo¨gliche Laufrichtung, die A¨nderung am noch mo¨glichen
Bereich fu¨r den jeweiligen Reisepunkt der verbleibenden, unbearbeiteten Anfragen im-
mer in der selben Form vorgenommen wird. Es reduziert sich na¨mlich immer nur die
noch maximal mo¨gliche Distanz vom Reisepunkt der letzten bearbeiteten Anfrage aus
zum Reisepunkt der noch nicht bearbeiteten Anfrage um die Schrittweite, welche ausge-
hend vom Reisepunkt der davor bearbeiteten Anfrage bei der Bewegung zu dem neuen
Standort zuru¨ckgelegt wurde.
Bei der Bearbeitung von Optimierungsproblem 7.1.1, also der Rundreise auf der Kreis-
linie mit Richtungswechsel, dagegen mu¨ssen mehrere verschiedene Aspekte, wie ins-
besondere die Laufrichtung und die Relation zwischen dem aktuellen Standort und
dem verbleibenden Bereich des Reisepunktes der unbearbeiteten Anfrage auf der Kreis-
linie, bedacht werden. Eine erste ausfu¨hrlichere Betrachtung daru¨ber findet sich in
Unterabschnitt 9.4.2.
Aus der Definition von gr ergibt sich fu¨r die alten Anfragen ut1, . . . , u
t
k−1, also dieje-
nigen Anfragen die schon im Schritt t− 1 zur Verfu¨gung standen, fu¨r Schritt t folgende
Beziehung:
gr(utj, t) = gr(u
t
j, t− 1)− τt−1 fu¨r j < k (8.5.2)
Bei der Kombination von (8.5.2) mit den Verteilungen aus (8.5.1) fu¨r die Schritte t und
t−1, wie in der Berechnung des Erwartungswerts fu¨r die Schrittweite τ` mit ` > t, kann
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wegen {ut1, . . . , utk−1} = {ut−11 , . . . , ut−1k } \ {gt−1} wie folgt geku¨rzt werden:
· · ·
gr(ut−1
1
,t−1)∫
0
∏
ut−1i 6=gt−1
(
gr(ut−1i , t− 1)− τt−1
)
2pi
k−1∏
i=1
gr(ut−1i , t− 1)
gr(ut1,t)∫
0
∏
uti 6=gt
(gr(uti, t)− τt)
2pi
k−1∏
i=1
gr(uti, t)
· · ·
= · · · 1
(2pi)2
gr(ut−1
1
,t−1)∫
0
gr(ut
1
,t)∫
0
∏
uti 6=gt
(gr(uti, t)− τt)
k−1∏
i=1
gr(ut−1i , t− 1)
· · · (8.5.3)
Nach der sukzessiven Fortfu¨hrung der Ku¨rzung aus (8.5.3) u¨ber alle weiteren Integrale,
entsteht so als Formel fu¨r den Beitrag einer mo¨glichen Reihenfolge der Bearbeitung
g1, . . . , gt zum Erwartungswert u¨ber die Schrittweite im Schritt t das folgende Integral:
Θk [τt : g1, . . . , gt] =
1
(2pi)k+t−1
2pi∫
0
2pi−τ1∫
0
· · ·
gr(ut
1
,t)∫
0
τt
∏
uti 6=gt
(
gr(uti, t)− τt
)
dτt . . . dτ1
(8.5.4)
Der gesamte Erwartungswert Ek [τt] fu¨r die Schrittweite im Schritt t ergibt sich dann
als Aufsummierung der Beitra¨ge aller mo¨glichen Bearbeitungsreihenfolgen bei einem
Informationsvorlauf von k Anfragen.
Ek [τt] =
∑
Θk [τt : g1, . . . , gt] (8.5.5)
Mithilfe dieser Formel kann nun im Gegensatz zu den Berechnungen in Abschnitt 8.4
die erwartete Schrittweite ohne weitere Vorgaben an die Gro¨ße des Informationsvorlaufs
durchgefu¨hrt werden.
8.5.1. Berechnung der Schrittweiten fu¨r einen Informationsvorlauf
von zwei Anfragen
Um die in (8.5.5) festgelegte Formel zur Berechnung der erwarteten Schrittweiten etwas
mehr zu veranschaulichen, wird nun in diesem Abschnitt erst einmal eine Analyse der
Situation bei einem Informationsvorlauf von zwei Anfragen durchgefu¨hrt. Der Beweis
zu Satz 8.5.1 zeigt zudem, dass in diesem Spezialfall die Formel aus (8.5.5) zur einer
wesentlich einfacheren Formel fu¨r die Berechnung zusammengefasst werden kann.
Satz 8.5.1 (Erwartete Schrittweite bei einem Informationsvorlauf von zwei Anfragen).
Die erwartete Schrittweite bei einem Informationsvorlauf von zwei Anfragen, also k = 2,
ist im ersten Schritt 2
3
pi und in allen weiteren Schritten danach konstant bei 1
2
pi.
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Beweis zu Satz 8.5.1.
Das Ergebnis fu¨r die erste Schrittweite kann direkt aus Satz 8.4.1 entnommen werden.
Allerdings ist der Nachweis, dass ab dem dritten Schritt alle anderen erwarteten Schritt-
weiten konstant bei 1
2
pi verharren nicht ganz so einfach.
Bei der Berechnung der erwarteten Schrittweite zum Schritt t nach (8.5.5), u¨ber alle
mo¨glichen Bearbeitungsreihenfolgen, ko¨nnen diese in die Struktur eines Bina¨r-Baums
gebracht werden. Die Abbildung 8.5.1 ist dazu wie folgt aufgebaut:
• Jede Kante in diesem Baum steht fu¨r eine vom Algorithmus 8.1.2 getroffene Ent-
scheidung welche der zwei zur Verfu¨gung stehenden Anfragen ausgewa¨hlt wurde.
Die Beschriftung mit
”
alt“ kennzeichnet, dass diejenige der beiden mo¨glichen An-
fragen ausgewa¨hlt wurde, deren Index der kleinere ist.
Eine Kante mit
”
neu“ repra¨sentiert analog die Auswahl der Anfrage mit dem
gro¨ßten Index, also der neu bekannt gewordenen Anfrage.
• Jeder Knoten ist mit der zugeho¨rigen Nummer der im vorherigen Schritt unbear-
beitet gebliebenen Anfrage beschriftet.
Dabei wurde hier die eigentliche Wurzel des Baumes mit der Situation vor Beginn
der Bearbeitung der Problemstellung durch den Algorithmus 8.1.2 nicht eingebaut.
Das heißt, der Knoten ganz links bezieht sich auf die verbliebene Anfrage nach der
Auswahl der Anfrage g1 im ersten Schritt. Ohne Beschra¨nkung der Allgemeinheit
wurde hierbei als g1 die Anfrage σ1 ausgewa¨hlt.
• Nach der Auswahl der ersten Anfrage stehen dann im zweiten Schritt fu¨r g2 die
beiden Anfragen σ2 und σ3 zur Auswahl, entsprechend ergeben sich von dem ersten
Knoten mit der unbearbeiteten Anfrage σ2 zwei Kanten mit den Beschriftungen
”
alt“ und
”
neu“.
Die sich daraus ergebenen Situationen befinden sich in dem eingerahmten Teil des
Baums, welcher mit τ2 gekennzeichnet ist. Dieser Rahmen kennzeichnet auch alle
in dem gezeigten Abschnitt enthaltenen Knoten der ausgehend von der eigentlichen
Wurzel zweiten Ebene von oben.
• Der Abschnitt auf der rechten Seite mit den gestrichelten Kegeln steht schließlich
fu¨r die restlichen nicht mehr darstellbaren A¨ste des Baums zu den Schrittweiten
zwischen τ4 und τt.
Die auf der untersten Ebene des Baumes enthaltenen Knoten, also die Bla¨tter, ste-
hen jeweils fu¨r die nach dem letzten betrachteten Schritt zur weiteren Bearbeitung
verbleibende Anfrage.
• Die eigentliche Nummerierung der Ebenen beginnt wegen der spa¨ter definierten
Rekursionsformel zur Auswertung hingegen von unten, das heißt, dass die Bla¨tter
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2
3
al
t
4
alt
5
alt
4
neu
3
neu
5
alt
3
neu
2
neu 4
alt
5
alt
4
neu
2
neu
5
alt
2
neu
τ2 τ3 τ4 τn
Abbildung 8.5.1.: Darstellung der Bearbeitungsreihenfolgen bis zum Schritt n fu¨r einen
Informationsvorlauf von zwei Anfragen
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in der Ebene Null gesammelt werden und der eigentliche Wurzelknoten die Ebene
t darstellt.
Allgemein ist die Ebene j als die Menge aller Knoten definiert, welche jeweils eine
Situation nach der Durchfu¨hrung von t− j Schritten darstellen, also t− j Kanten
von der eigentlichen Wurzel entfernt sind.
Zusammengefasst steht damit innerhalb der Knoten jeweils die Nummer der im vorhe-
rigen Schritt unbearbeiteten Anfrage, und die Beschriftung der Kanten gibt immer an,
ob in dem Schritt auf dem Weg zum na¨chsten Knoten die schon la¨nger bekannte oder
die neue Anfrage ausgewa¨hlt wurde.
Fu¨r die Betrachtung der ersten t Schritte muss also ein Baum mit t+1 Ebenen erzeugt
werden. Soll diese Betrachtung dann auf den Schritt t + 1 erweitert werden, so genu¨gt
es an die Bla¨tter des Baumes fu¨r den Schritt t jeweils die sich aus der Durchfu¨hrung des
na¨chsten Schrittes angewandt auf die durch das Blatt gegebene Situation ergebenden
neuen Situationen mit den zugeho¨rigen Kanten anzufu¨gen.
Die Berechnung der Beitra¨ge nach (8.5.4) fu¨r den Erwartungswert nach (8.5.5) kann
mithilfe des Bina¨rbaums aus Abbildung 8.5.1 auf eine Rekursionsformel vereinfacht wer-
den. Um dieses Ziel zu erreichen, werden zu jeder der in Abbildung 8.5.1 enthaltenen
Ebenen folgende Gro¨ßen definiert:
• xi steht fu¨r die im zugeho¨rigen Schritt mo¨glichen Schrittweiten.
• yi steht immer fu¨r die La¨nge der Region der Kreislinie, in welcher bei effizienter
Ausfu¨hrung des aktuellen Schrittes die ausgewa¨hlte Anfrage nicht mehr liegen wird,
das heißt, dass dann noch maximal eine Schrittweite von 2pi−yi mo¨glich sein wird.
Da hier ja ein Informationsvorlauf von zwei Anfragen vorgegeben ist, ist yi durch
die schon bekannte, jedoch noch nicht bearbeitete, Anfrage festgelegt und zwar
als die Gesamtla¨nge der Wegstrecke des Algorithmus 8.1.2 seit der Bekanntgabe
dieser Anfrage.
Da die nachfolgend definierte rekursive Formel auf der Ebene der Bla¨tter beginnt, steht
bei einer Auswertung u¨ber t Schritte x1 fu¨r die Schrittweite im letzten Schritt und xt fu¨r
die im ersten Schritt. Fu¨r die Auswertung selbst wird eine Funktion ft(yt) verwendet,
welche folgende Eigenschaften erfu¨llen soll:
• Der Wert von fi(yi) liefert die zu erwartende Schrittweite im Schritt i unter der
Einschra¨nkung, dass die a¨ltere Anfrage nach dem vorherigen Schritt noch maxi-
mal 2pi − yi vom aktuellen Standort entfernt ist. Damit entspricht f1(y1) der zu
erwartenden Schrittweite bei Vorgabe der La¨nge y1 des Bereichs, in welchem die
a¨ltere Anfrage nicht mehr liegt.
• Gleichzeitig ist fi(yi) aber auch die Auswertung fu¨r einen Knoten der Ebene i,
mit einer Beschra¨nkung von yi fu¨r die vom vorherigen Schritt nicht bearbeitete
Anfrage, innerhalb der Berechnung der erwarteten Schrittweite fu¨r den Schritt
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t. Dabei entspricht fi(yi) nicht der rein zahlenma¨ßigen erwarteten Schrittweite,
sondern liefert die funktionale Abha¨ngigkeit dieser erwarteten Schrittweite von
der Gro¨ße der Einschra¨nkung durch yi.
Zur Veranschaulichung ist die Beziehung zwischen den Auswertungen fu¨r zwei aufein-
ander folgende Ebenen in Abbildung 8.5.2 fu¨r einen Knoten exemplarisch dargestellt.
Zusammengefasst berechnet sich fi(yi) rekursiv aus den beiden zugeho¨rigen Ergebnissen
alt
neu
fi(yi)
fi−1(xi)
fi−1(xi + yi)
Abbildung 8.5.2.: Schematische Darstellung zur Struktur bei der rekursiven Berechnung
der Schrittweite mit einem Informationsvorlauf von zwei Anfragen
der darunter liegenden Ebene des Baumes:
• fi−1(xi) entspricht dabei der Auswertung der niedrigeren Ebene nach der Auswahl
der a¨lteren Anfrage in dem zur Ebene i geho¨renden Schritt.
• fi−1(xi + yi) entspricht analog der Auswertung nach der Auswahl der neuen An-
frage.
Die Formel fu¨r fi(yi) ergibt sich insgesamt als:
fi(yi) =
(
1
2pi
) 2pi−yi∫
0
fi−1(xi) + fi−1(xi + yi) dxi (8.5.6)
Der Startwert der rekursiven Auswertung der Formel (8.5.6) ist dabei durch
f1(y1) =
(
1
2pi
)2 2pi−y1∫
0
x1(2pi − x1) + x1(2pi − y1 − x1) dx1 (8.5.7)
gegeben. Dabei kann natu¨rlich auch eine Formel fu¨r die unterste Ebene definiert werden
f0(y0) = x1(2pi − y0) (8.5.8a)
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und u¨ber
f1(y1) =
(
1
2pi
)2 2pi−y1∫
0
f0(x1) + f0(x1 + y1) dx1 (8.5.8b)
wieder zu f1(y1) zusammengesetzt werden.
Sei nun schon eine Auswahl der ersten j Anfragen g1, . . . , gj, mit j ∈ {0, . . . , t− 1},
gegeben und E die Menge der Vektoren v =
(
vj+1 . . . vt−1
)
mit der Eigenschaft,
dass g1, . . . , gj, vj+1, . . . , vt−1 eine zula¨ssige Reihenfolge der Bearbeitung ist. Außerdem
sei auch noch vt die a¨ltere der im Schritt t noch nicht bearbeiteten Anfragen, sowie νi
analog zu der Definition der Schrittweite τ` zwischen g`−1 und g` die Schrittweite zum
Reisepunkt vi gemessen von dessen Vorga¨nger in der Reihenfolge der Bearbeitung.
Dann ergibt sich, bei der Berechnung der Schrittweite τt fu¨r den Schritt t, welche ja
einen Baum der Tiefe t+ 1 mit sich zieht, fu¨r die Funktion ft−j(yt−j) mit 0 ≤ j ≤ t− 1
folgende Auswertung:
ft−j(yt−j) =
(
1
2pi
)t−j+1
·
∑
v∈E
2pi−yt−j∫
0
· · ·
gr(vt,t)∫
0
νt [(2pi − gr(vt, t)− νt) + (2pi − νt)] dνt . . . dνj+2 dτj+1
Durch die Rekursionsformel aus (8.5.6) werden also die, durch die Unterscheidung
zwischen der Auswahl der neuen oder der alten Anfrage als na¨chstes Ziel, entstandenen
Teilba¨ume zu einem Baum der Tiefe i zusammengefu¨gt. Dadurch ergibt sich der Erwar-
tungswert fu¨r die Schrittweite τt dann schließlich als Auswertung der Funktion ft(yt) mit
yt = 0, das entspricht dem Start mit einer Anfrage, deren Reisepunkt auf der ganzen
Kreislinie liegen kann, zu:
E2 [τt] = ft(0)
Das weitere Vorgehen gliedert sich nun wie folgt auf:
(i) Berechnung der Ausdru¨cke f1(y1), f2(y2) und f3(y3).
(ii) Nachweis der allgemeinen Formel ft(yt) =
1
4
(2pi − yt) fu¨r alle Knoten mit t ≥ 3.
(iii) Berechnung der Erwartungswerte E2 [τt] mit ft(0) fu¨r die Schrittweiten τt.
Zu (i) Fu¨r die Berechnung der innersten Integrale aus der Formel (8.5.4) ergeben sich
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nach (8.5.7) folgende Ergebnisse:
(
1
2pi
)2 2pi−y1∫
0
f0(x1) dx1 =
(
1
2pi
)2 2pi−y1∫
0
x1(2pi − x1) dx1
=
(
1
2pi
)2(
pi(2pi − y1)2 − 1
3
(2pi − y1)3
)
=
(
1
2pi
)2
1
3
(2pi − y1)2 (pi + y1) (8.5.9)
wenn die alte Anfrage ausgewa¨hlt wurde und die neue Anfrage erst einmal zuru¨ck-
gestellt wird. Bei der Auswahl der neuen Anfrage und dem Verbleib der alten
Anfrage fu¨r die weitere Bearbeitung ergibt sich:
(
1
2pi
)2 2pi−y1∫
0
f0(x1 + y1) dx1 =
(
1
2pi
)2 2pi−y1∫
0
x1(2pi − y1 − x1) dx1
=
(
1
2pi
)2(
(2pi − y1)1
2
(2pi − y1)2 − 1
3
(2pi − y1)3
)
=
(
1
2pi
)2
1
6
(2pi − y1)3 (8.5.10)
Beide Fa¨lle ergeben zusammen unter Verwendung von (8.5.9) und (8.5.10) fu¨r den
Anfang der Rekursionsformel:
f1(y1) =
(
1
2pi
)2(
pi(2pi − y1)2 − 1
3
(2pi − y1)3 + 1
6
(2pi − y1)3
)
=
(
1
2pi
)2(
pi(2pi − y1)2 − 1
6
(2pi − y1)3
)
=
1
6
(
1
2pi
)2
(2pi − y1)2 (6pi − 2pi + y1)
=
1
6
(
1
2pi
)2
(2pi − y1)2 (4pi + y1) (8.5.11)
Um nun die Formel fu¨r f2(y2) berechnen zu ko¨nnen, wird in (8.5.11) y1 ausge-
tauscht, dabei wird zur weiteren Berechnung nicht das endgu¨ltige Ergebnis ver-
wendet, sondern die erste Zusammenfassung der beiden Fa¨lle, denn damit ist die
Integration einfacher.
Falls die a¨ltere Anfrage gewa¨hlt wurde, wird die dabei betrachtete Schrittweite x2
statt y1 verwendet, und falls die neu bekannt gewordene Anfrage gewa¨hlt wurde, die
Summe der betrachteten Schrittweiten seit der Bekanntgabe der a¨lteren Anfrage,
das heißt y1 wird durch y2 + x2 ersetzt. Damit ergeben sich die Grundlagen zur
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Berechnung der Formel fu¨r f2(y2) bei Auswahl der alten Anfrage zu
1
2pi
2pi−y2∫
0
f1(x2) dx2 =
(
1
2pi
)3 2pi−y2∫
0
pi(2pi − x2)2 − 1
6
(2pi − x2)3 dx2
=
(
1
2pi
)3 [
−pi
3
(
y32 − (2pi)3
)
+
1
24
(
y42 − (2pi)4
)]
. (8.5.12)
Bei der Auswahl der neuen Anfrage hingegen entsteht
1
2pi
2pi−y2∫
0
f1(x2 + y2) dx2 =
(
1
2pi
)3 2pi−y2∫
0
pi(2pi − y2 − x)2 − 1
6
(2pi − y2 − x)3 dy
=
(
1
2pi
)3 [
pi
3
(2pi − y2)3 − 1
24
(2pi − y2)4
]
. (8.5.13)
Insgesamt ergibt sich fu¨r f2(y2) aus (8.5.12) und (8.5.13):
f2(y2) =
(
1
2pi
)3(pi [−y32 + (2pi)3 + (2pi − y2)3]
3
−
[−y42 + (2pi)4 + (2pi − y2)4]
24
)
=
(
1
2pi
)3(pi [(2pi − y2)3 − y32]
3
−
[
(2pi − y2)4 − y42
]
24
+ 2pi4
)
=
(
1
2pi
)3(
pi [8pi3 − 12pi2y2 + 6piy22 − 2y32]
3
− [16pi
4 − 32pi3y2 + 24pi2y22 − 8piy32]
24
+ 2pi4
)
=
(
1
2pi
)3(
4pi4 − 8
3
pi3y2 + pi
2y22 −
1
3
piy32
)
=
(
1
2pi
)3
pi(2pi − y2)
(
2pi2 − 1
3
piy2 +
1
3
y22
)
(8.5.14)
Die dritte Ebene, also die Auswertung von f3(y3), liefert schließlich jeweils ange-
wandt auf den zweiten Term aus (8.5.14) fu¨r die Auswahl der alten Anfrage das
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Ergebnis
1
2pi
2pi−y3∫
0
f2(x3) dx3
=
(
1
2pi
)4 2pi−y3∫
0
pi
3
[
(2pi − x3)3 − x33
]− 1
24
[
(2pi − x3)4 − x43
]
+ 2pi4 dx3
=
(
1
2pi
)4(
pi
12
[−y43 + (2pi)4 − (2pi − y3)4]
− 1
120
[−y53 + (2pi)5 − (2pi − y3)5]+ 2pi4(2pi − y3)) , (8.5.15)
und fu¨r die Auswahl der neuen Anfrage
1
2pi
2pi−y3∫
0
f2(x3 + y3) dx3
=
(
1
2pi
)4 2pi−y3∫
0
pi
3
[
(2pi − y3 − x3)3 − (x3 + y3)3
]
− 1
24
[
(2pi − y3 − x3)4 − (x3 + y3)4
]
+ 2pi4 dx3
=
(
1
2pi
)4 ( pi
12
[
(2pi − y3)4 − (2pi)4 + y43
]
− 1
120
[
(2pi − y3)5 − (2pi)5 + y53
]
+ 2pi4(2pi − y3)
)
. (8.5.16)
Zusammen ergeben (8.5.15) und (8.5.16) dann die einfache Formel:
f3(y3) =
1
4
(2pi − y3) (8.5.17)
Zu (ii) Nun wird ft(yt) =
1
4
(2pi − yt) fu¨r t ≥ 3 per Induktion bewiesen:
Da der Induktionsanfang fu¨r t = 3 schon in (8.5.17) nachgewiesen wurde, kann
direkt mit dem Induktionsschritt von t nach t + 1 begonnen werden. Nach der
Induktionsbehauptung gilt ft(yt) =
1
4
(2pi − yt). Dieses Ergebnis wird angewandt,
um daraus die Formel fu¨r t + 1 zu berechnen. Bei der Auswahl der alten Anfrage
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in diesem Schritt ergibt sich
1
2pi
2pi−yt+1∫
0
ft(xt+1) dxt+1 =
1
2pi
2pi−yt+1∫
0
1
4
(2pi − xt+1) dxt+1
=
1
16pi
(−y2t+1 + (2pi)2), (8.5.18)
bei der Auswahl der neuen Anfrage ergibt sich analog
1
2pi
2pi−yt+1∫
0
ft(xt+1 + yt+1) dxt+1 =
1
2pi
2pi−yt+1∫
0
1
4
(2pi − yt+1 − xt+1) dxt+1
=
1
16pi
(2pi − yt+1)2. (8.5.19)
Die Zusammenfassung der Formeln (8.5.18) und (8.5.19) liefert das gewu¨nschte
Ergebnis:
ft+1(yt+1) =
1
16pi
(−y2t+1 + (2pi)2 + (2pi − yt+1)2)
=
1
16pi
(−y2t+1 + 4pi2 + 4pi2 − 4yt+1pi + y2t+1)
=
1
16pi
(4pi(2pi − yt+1)) = 1
4
(2pi − yt+1)
Zu (iii) Der Erwartungswert der Schrittweite im ersten Schritt ergibt sich nach Satz 8.4.1
zu E2 [τ1] =
2
3
pi, der des zweiten Schritts ergibt sich aus (8.5.14) mit y2 = 0 zu
E2 [τ2] = f2(0) =
(
1
2pi
)3
pi(2pi − 0)
(
2pi2 − 1
3
pi · 0 + 1
3
· 0
)
=
(
1
2pi
)3
pi(2pi)(2pi2) =
4
8
pi =
1
2
pi
Fu¨r die Erwartungswerte der Schrittweite bei allen anderen Schritten t ≥ 3 muss
nur die per Induktion bewiesene Formel bei yt = 0 ausgewertet werden, dies ergibt
dann
E2 [τt] = ft(0) =
1
4
(2pi − 0) = 1
2
pi
und somit ist das angegebene Ergebnis erreicht.
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8.5.2. Formel zur allgemeinen Berechnung der Schrittweiten
Mit der U¨bertragung des Konzepts aus Unterabschnitt 8.5.1 auf den allgemeinen Fall, er-
gibt sich bei einem Informationsvorlauf von k Anfragen ein Baum wie in Abbildung 8.5.1,
nur dass diesmal pro Knoten immer k Kanten in die darunter liegende Ebene gehen.
Fu¨r die weitere Betrachtung seien fu¨r einen Knoten aus der j-ten Ebene des Baums
durch uj1, . . . , u
j
k−1 die k − 1 alten Anfragen aus dem Informationsvorlauf, welche nach
nach ihrem Index aufsteigend sortiert sind, gegeben. Dazu bezeichne aji die La¨nge des
noch mo¨glichen Bereichs fu¨r den Reisepunkt der Anfrage mit dem i-ten kleinsten In-
dex aus dem Informationsvorlauf in der Ebene j. Dann gilt wegen der Sortierung der
Anfragen nach ihrer Reihenfolge in der Sequenz der Anfragen:
0 ≤ aj1 ≤ aj2 ≤ · · · ≤ ajk−1 ≤ 2pi = ajk
Die Hilfsfunktion fj(a
j
1, . . . , a
j
k−1) definiert sich bei der Berechnung fu¨r den allgemeinen
Fall analog zu (8.5.8) u¨ber den Anfang der Rekursion
f0(a
0
1, . . . , a
0
k−1) = x1
k−1∏
i=1
a0i
(
1
2pi
)k−1
(8.5.20)
und aufbauend auf (8.5.6) mit dem Rekursionsschritt:
fj(a
j
1, . . . , a
j
k−1) =
(
1
2pi
) aj1∫
0
k∑
`=1
fj−1(φ(`, a
j
1, . . . , a
j
k−1)) dxj (8.5.21)
Hierbei erzeugt die Funktion φ(`, aj1, . . . , a
j
k−1) die einzelnen La¨ngen der mo¨glichen Be-
reiche zu den Reisepunkten der Anfragen im na¨chsten Schritt nach Auswahl der Anfrage
uj` im aktuellen Schritt. Damit entspricht φ(k, a
j
1, . . . , a
j
k−1) also der Situation nach der
Auswahl der neuen Anfrage und φ(4, aj1, . . . , a
j
k−1) der Situation bei Auswahl der Anfrage
mit dem viert kleinsten Index. Daher ergibt sich
φ(j, aj1, . . . , a
j
k−1) =
(
aj−11 , . . . , a
j−1
k−1
)
mit ajk = 2pi zu:
aj−1i =
{
aji − xj i < j
aji+1 − xj i ≥ j
(8.5.22)
Bemerkung 8.5.2 (Rekursionsformel).
Der Vorfaktor von
(
1
2pi
)k−1
in (8.5.20) entspricht dem nach der Durchfu¨hrung der Ku¨rzun-
gen aus (8.5.3) u¨brig bleibendem Faktor.
Anders als in Unterabschnitt 8.5.1 wird die Rekursionsformel zur Berechnung hier fu¨r
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den allgemeinen Fall nicht u¨ber die La¨nge des nicht mehr mo¨glichen Bereichs, sondern
u¨ber die La¨nge des noch mo¨glichen Bereichs fu¨r die Reisepunkte der Anfragen aufgebaut.
Erster Schritt: Die Berechnung von f1
Bei der Berechnung der rekursiven Funktionsdefinitionen ergibt sich aus (8.5.20) und
(8.5.21) fu¨r f1(a
1
1, . . . , a
1
k−1) mit einer partiellen Integration folgendes Ergebnis:
f1(a
1
1, . . . , a
1
k−1) =
(
1
2pi
)k a11∫
0
k∑
j=1
f0(φ(j, a
1
1, . . . , a
1
k−1)) dx0
=
(
1
2pi
)k a11∫
0
x1
k∑
j=1
k∏
i=1,i 6=j
(
a1i − x1
)
=
(
1
2pi
)k [
x1
k∏
i=1
(
a1i − x1
)]a11
0
+
(
1
2pi
)k a11∫
0
k∏
i=1
(
a1i − x1
)
=
(
1
2pi
)k a11∫
0
k∏
i=1
(
a1i − x1
)
(8.5.23)
Das Integral aus (8.5.23) la¨sst sich bei einer Entwicklung nach (a11−x1) u¨ber eine partielle
Integration auflo¨sen.
∫ k∏
i=1
(a1i − x1) dx1 = −
(a11 − x1)2
2
k∏
i=2
(a1i − x1)−
∫
(a11 − x1)2
2
k∑
j=2
k∏
i=2,
i 6=j
(a1i − x1) dx1
= −(a
1
1 − x1)2
2
k∏
i=2
(a1i − x1) +
(a11 − x1)3
6
k∑
j=2
k∏
i=2,
i 6=j
(a1i − x1)
+
∫
(a11 − x1)3
6
k∑
j=2
k∑
`=2,
` 6=j
k∏
i=2,
i 6=j,`
(a1i − x1) dx1 (8.5.24)
Sei dazu Sj−1 fu¨r (8.5.24) bis (8.5.27) so definiert, dass darin alle sortierten Teilmengen
von {2, . . . , k} mit j − 1 Elementen, – fu¨r j − 1 = 0 wird S0 = {∅} gesetzt, – enthalten
sind.
Da jede aus den zwei Elementen j und ` bestehende Menge in (8.5.24) zweimal mit
dem identischen Produkt aus den Termen (a1i − x1) vorkommt, ko¨nnen die Summen∑k
j=2
∑k
`=2,` 6=j zu einer Summe u¨ber die sortierten zweier Mengen aus S2 zusammenge-
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fasst werden. Durch das zweimalige Auftreten wird jedoch noch ein Vorfaktor von zwei
beno¨tigt, welcher sich allerdings gleich mit dem Sechstel zu einem Drittel ku¨rzen la¨sst.
2∑
j=1
(j − 1)!
(j + 1)!
(−1)j(a11 − x1)j+1
∑
S∈Sj−1
∏
i/∈(S∪{1})
(a1i − x1)
+
∫
(a11 − x1)3
3
∑
S∈S2
∏
i/∈(S∪{1})
(a1i − x1) dx1
=
2∑
j=1
(j − 1)!
(j + 1)!
(−1)j(a11 − x1)j+1
∑
S∈Sj−1
∏
i/∈(S∪{1})
(a1i − x1)
− (a
1
1 − x1)4
12
∑
S∈S2
∏
i/∈(S∪{1})
(a1i − x1)−
∫
(a11 − x1)4
12
∑
S∈S2
j /∈S
∏
i/∈(S∪{1})i 6=j
(a1i − x1) dx1
(8.5.25)
Aus den sortierten Mengen S von S2 mit je zwei Elementen und dem Index j entstehen
in (8.5.25) Mengen mit drei Elementen. Da es fu¨r jede dieser neuen Mengen genau
drei Mo¨glichkeiten zur Entstehung gibt, ergibt sich bei einer Zusammenfassung zu den
Mengen aus S3 ein Multiplikator von drei, dieser kann allerdings wieder aus der Formel
heraus geku¨rzt werden.
3∑
j=1
(j − 1)!
(j + 1)!
(−1)j(a11 − x1)j+1
∑
S∈Sj−1
∏
i/∈S∪{1}
(a1i − x1)
−
∫
(a11 − x1)4
4
∑
S∈S3
∏
i/∈S∪{1}
(a1i − x1) dx1 (8.5.26)
Durch eine weiterfu¨hrende Anwendung der partiellen Integration auf (8.5.26) la¨sst sich
das ganze Integral in das verwendete Muster bringen. Dieses kann anschließend mit den
Integrationsgrenzen 0 und a11, sowie dem Vorfaktor
(
1
2pi
)k
ausgewertet werden zu:
f1(a
1
1, . . . , a
1
k−1) =
(
1
2pi
)k k∑
j=1
(j − 1)!
(j + 1)!
(−1)j(a11 − x1)j+1
∑
S∈Sj−1
∏
i/∈S∪{1}
(a1i − x1)
a11
0
=
(
1
2pi
)k k∑
j=1
(j − 1)!
(j + 1)!
(−1)j+1(a11)j+1
∑
S∈Sj−1
∏
i/∈S∪{1}
a1i (8.5.27)
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Bemerkung 8.5.3 (Andere Herleitung der Formel (8.5.27)).
Das identische Ergebnis kann auch erreicht werden, wenn in (8.5.23) das Produkt u¨ber
alle Terme (a1i − x) ausmultipliziert wird, und u¨ber die dadurch entstehende Summe
integriert wird, sowie danach die Integrationsgrenzen 0 und a11 eingesetzt werden. Nach
einer Zusammenfassung der Summanden mit gleichen a1i Potenzen ist dann ebenfalls das
in (8.5.27) angewandte Muster erkennbar.
Bei der Auswertung des Ergebnisses von (8.5.27) die Berechnung der ersten Schritt-
weite beim Start des Algorithmus 8.1.2, gilt die Belegung a11 = · · · = a1k = 2pi fu¨r die
La¨ngen der mo¨glichen Bereiche zu den Reisepunkten der verbliebenen Anfragen aus dem
Informationsvorlauf. Damit ergibt sich aus (8.5.27) durch direktes Einsetzen:
Ek [τ1] = f1(2pi, . . . , 2pi) =
(
1
2pi
)k k∑
j=1
(j − 1)!
(j + 1)!
(−1)j+1(2pi)j+1
∑
S∈Sj−1
∏
i/∈S∪{1}
2pi (8.5.28)
Da es genau
(
k−1
j−1
)
mo¨gliche Mengen S aus Sj−1 gibt, sowie außerdem aus i /∈ S ∪ {1}
direkt i ∈ {2, . . . , k} \ S folgt und damit das Produkt u¨ber genau k − j Elemente geht,
la¨sst sich (8.5.28) weiter vereinfachen zu:
Ek [τ1] =
(
1
2pi
)k k∑
j=1
(j − 1)!
(j + 1)!
(−1)j+1(2pi)j+1
(
k − 1
j − 1
)
(2pi)k−j
= 2pi
k∑
j=1
(−1)j+1 (k − 1)!
(j + 1!)(k − j)! =
2pi
k(k + 1)
k∑
j=1
(−1)j+1
(
k + 1
j + 1
)
(8.5.29)
Mit einer Substitution von j+1 durch i verschiebt sich die Summe in (8.5.29) wie folgt:
Ek [τ1] =
2pi
k(k + 1)
k+1∑
i=2
(−1)i
(
k + 1
i
)
(8.5.30)
Nach der Erga¨nzung der bei i = 2 startenden Summe in (8.5.30) um die fehlenden
Glieder mit dem Wert 1 fu¨r i = 0 und dem Wert −(k + 1) fu¨r i = 1 la¨sst sich die ganze
Formel noch einmal deutlich vereinfachen.
Ek [τ1] =
2pi
k(k + 1)
(
−1 + (k + 1) +
k+1∑
i=0
(−1)i
(
k + 1
i
))
=
2pi
k + 1
+
2pi
k(k + 1)
(1− 1)k+1 = 2pi
k + 1
(8.5.31)
Damit wurde die Aussage von Satz 8.4.1 u¨ber die erwartete Schrittweite des ersten
Schrittes erneut besta¨tigt.
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Erkenntnisse
Aus der Berechnung von f1 lassen sich folgende Schlu¨sse ziehen:
• Generell sollte die Berechnung von ft auch im Allgemeinen mo¨glich sein, dabei
kann die Integration u¨ber das Produkt aus den La¨ngen (ai − x) der Bereiche zu
den Reisepunkten der Anfragen zwar grundsa¨tzlich wie oben gesehen durchgefu¨hrt
werden, allerdings entha¨lt der na¨chste Schritt dann fu¨r jedes dieser Produkte ei-
ne Summe u¨ber jede Teilmenge mit wiederum jeweils derartigen Produkten als
Summanden.
• Zusa¨tzlich fu¨hrt der Fall mit der Auswahl der a¨ltesten Anfrage als na¨chstes Ziel
dazu, dass nach Anwendung der Rekursionsformel (8.5.21) nicht nur Ausdru¨cke
mit a1 als maximale Schrittweite – diese ist die obere Grenze bei der Integration,
damit stellt (8.5.27) schließlich ein Polynom u¨ber diese Schrittweite dar – vorkom-
men, sondern auch ein Ausdruck bei welchem a2 die Rolle von a1 u¨bernimmt. Das
heißt, dass immerhin die Ausdru¨cke zu den anderen Mo¨glichkeiten bei der Auswahl
der na¨chsten Anfrage a¨hnlich aufgebaut sind, der eine spezielle Ausdruck fu¨r die
Auswahl der neuen Anfrage jedoch zwar eine analoge Struktur besitzt, dabei unter-
scheide sich dessen konkreter Aufbau doch deutlich von den anderen. Daher la¨sst
sich dieser auch nicht einfach mit den anderen in einen Ausdruck zusammenfassen.
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9. Verwendung von
Informationsvorlauf bei der
Rundreise auf der Kreislinie mit
Richtungswechsel
Anders als in Kapitel 8 wird in diesem Kapitel mit der Problemstellung fu¨r die Rundreise
auf der Kreislinie mit Richtungswechsel nach Optimierungsproblem 7.1.1 gearbeitet. Das
heißt somit aber auch, dass bei der Bearbeitung einer Sequenz von Anfragen die Richtung
der Bewegung gewechselt werden darf.
Diese Aufgabe der Einschra¨nkung auf eine Richtung, in welcher die Bewegung erfolgen
musste, fu¨hrt allerdings bei der Problemstellung zu einer zusa¨tzlichen Komplexita¨t, da
nun immer zwischen den beiden mo¨glichen Laufrichtungen unterschieden werden muss.
Dadurch ergeben sich außerdem Vera¨nderungen bei der Betrachtung des noch mo¨glichen
Bereichs der Reisepunkte der nach der Auswahl der na¨chsten zu bearbeitenden Anfrage
verbleibenden unbearbeiteten Anfragen.
9.1. Algorithmus
Der verwendete Algorithmus ist relativ einfach und baut auf den Algorithmus
”
Nearest-
Neighbour“, welcher zum Beispiel bei [Bor01, Abschnitt 26.2] gefunden werden kann,
auf.
Algorithmus 9.1.1 (Greedy fu¨r die Rundreise auf der Kreislinie).
(i) Es werden die ersten k Anfragen σ1, . . . , σk ausgelesen, g0 = v0 ist der Startpunkt
und damit aktueller Standort, weiterhin wird i = 1 gesetzt.
(ii) Diejenige der bekannten und nicht bearbeiteten Anfragen wird ausgewa¨hlt, deren
Abstand zu gi−1 minimal ist. Der Abstand zwischen zwei Punkten vj und vt berech-
net sich dabei wie in Definition 7.3.1 als
dist (vj, vt) = min {|vj − vt|, 2pi − |vj − vt|} .
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(iii) Die ausgewa¨hlte Anfrage gi = σt mit Reisepunkt vt wird nun bearbeitet und die
neue Position des Algorithmus ist danach vt. Die Anfrage σt wird außerdem aus
der Liste der Anfragen, welche noch nicht bearbeitet wurden, entfernt.
(iv) Die Anfrage σi+k wird ausgelesen und zur Bearbeitung freigegeben, und der Za¨hler
i wird auf den Wert i + 1 gesetzt. Danach geht es wieder mit der Auswahl der
na¨chsten Anfrage in Schritt (ii) weiter.
Untersucht wird in diesem Kapitel die durchschnittliche Schrittweite des Algorithmus
(
”
Average-Case“-Analyse) bei unterschiedlich großen Werten fu¨r den Informationsvor-
lauf. Da die Betrachtung mo¨glichst umfassend sein soll, wird zur Messung der durch-
schnittlichen Schrittweite nicht nur die empirische Analyse verwendet, sondern auch eine
rekursive Formel fu¨r die exakte Berechnung des Erwartungswert fu¨r die Schrittweiten
bei der Bearbeitung einer unendlichen Sequenz von Anfragen hergeleitet.
Als Informationsvorlauf wird wieder eine Bearbeitungsinformation von k Anfragen nach
Definition 6.2.1 verwendet. Das Ordnungsmerkmal der Anfragen ist der Index innerhalb
der Sequenz aller Anfragen, also die Reihenfolge der Anfragen in der Sequenz.
9.2. Simulation einer Rundreise auf der Kreislinie mit
Richtungswechsel
Als Veranschaulichung fu¨r die Bearbeitung von Optimierungsproblem 7.1.1 mithilfe von
Algorithmus 9.1.1 soll Beispiel 9.2.1 mit einer Sequenz von zwanzig Anfragen sowie einer
Bearbeitungsinformation von fu¨nf Anfragen dienen.
Beispiel 9.2.1 (Beispiel zur Rundreise auf der Kreislinie mit Richtungswechsel).
Die Reisepunkte der fu¨r die Bearbeitung von erst einmal unbekannten Anfragen werden
auf der a¨ußeren Kreislinie gezeichnet und die Reisepunkte der schon bekannten Anfragen
auf dem inneren Kreis. Der große Punkt stellt die aktuelle Position des Algorithmus dar.
0
(a) Schritt 1
0
1
(b) Schritt 2
Abbildung 9.2.1.: Erster und zweiter Schritt fu¨r eine Rundreise auf der Kreislinie mit
Richtungswechsel
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In den beiden ersten Schritten ergibt sich eine Bewegung, dargestellt durch die ge-
strichelte Linie knapp oberhalb des innersten Kreises, entlang des Uhrzeigersinns, da
auf der inneren Kreislinie in dieser Richtung der na¨chste der noch nicht bearbeiteten
Reisepunkte liegt. Nach dem Erreichen der ersten ausgewa¨hlten Anfrage wird die Infor-
mation u¨ber den na¨chsten Reisepunkt (der schraffierte Punkt auf dem inneren Kreis)
aus der Anfrage-Sequenz erhalten. Das bedeutet, dass einer der Reisepunkte von der
a¨ußeren Kreislinie, na¨mlich derjenige, dessen Anfrage in der Sequenz direkt nach dem
ersten Informationsvorlauf kommt, auf die innere Kreislinie wechselt.
0
12
(c) Schritt 3
0
12
3
(d) Schritt 4
Abbildung 9.2.1 (Fortsetzung): Dritter und vierter Schritt fu¨r eine Rundreise auf der
Kreislinie mit Richtungswechsel
Auch im dritten und vierten Schritt bleibt die bisherige Laufrichtung erhalten, aller-
dings ist die Schrittweite im vierten Schritt gegenu¨ber den vorherigen Schritten deutlich
kleiner. Die Reisepunkte der schon bearbeiteten Anfragen werden nun immer als helle
Punkte auf der inneren Kreislinie dargestellt. Weiterhin steht neben jedem Reisepunkt
einer schon bearbeiteten Anfrage jeweils die Nummer des Schrittes, in welchem diese
bearbeitet wurde.
0
12
3
4
(e) Schritt 5
0
12
3
4
5
(f) Schritt 6
Abbildung 9.2.1 (Fortsetzung): Fu¨nfter und sechster Schritt fu¨r eine Rundreise auf der
Kreislinie mit Richtungswechsel
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Im fu¨nften Schritt bleibt weiterhin alles beim alten, allerdings positioniert sich diesmal
der Reisepunkt der danach neu hinzukommenden Anfrage so nahe an der neuen Position,
dass der Abstand zu diesem Reisepunkt minimal ist. Da im sechsten Schritt eine Bewe-
gung vom aktuellen Standort zu diesem neuen Reisepunkt entgegen dem Uhrzeigersinn
die kleinere Schrittweite hat, wird nun das erste Mal die Laufrichtung gewechselt.
0
12
3
4
5
6
(g) Schritt 7
0
12
3
4
5
6
7
(h) Schritt 8
Abbildung 9.2.1 (Fortsetzung): Siebter und achter Schritt fu¨r eine Rundreise auf der
Kreislinie mit Richtungswechsel
Nach dem Wechsel der Richtung im sechsten Schritt, siehe Abbildung 8.2.1f, ist die
Bewegung zum na¨chstgelegenen Reisepunkt erneut mit einem Wechsel der Richtung
verbunden, so dass die Laufrichtung wieder im Uhrzeigersinn ist. Im achten Schritt
schließlich ist keine richtige Bewegung erkennbar, da der na¨chste Zielpunkt zu nahe an
dem aktuellen Standort liegt.
0
12
3
4
5
6
78
(i) Schritt 9
0
12
3
4
5
6
789
(j) Schritt 10
Abbildung 9.2.1 (Fortsetzung): Neunter und zehnter Schritt fu¨r eine Rundreise auf der
Kreislinie mit Richtungswechsel
Im U¨bergang vom achten zum neunten Schritt wird abermals die Laufrichtung ge-
wechselt, es geht jetzt also entgegen dem Uhrzeigersinn weiter, diese Bewegungsrichtung
bleibt nun bis zum Ende des Beispiels erhalten.
140
9.3. Empirische Analyse
0
12
3
4
5
6
789
10
(k) Schritt 11
0
12
3
4
5
6
789
10
11
(l) Schritt 12
Abbildung 9.2.1 (Fortsetzung): Elfter und zwo¨lfter Schritt fu¨r eine Rundreise auf der
Kreislinie mit Richtungswechsel
9.3. Empirische Analyse
Innerhalb dieses Abschnitts soll eine empirische Auswertung der erwarteten Schrittweite
fu¨r den Algorithmus 9.1.1 betrachtet werden. Die Grundvoraussetzungen sind genauso
wie am Anfang von Abschnitt 8.3 aufgefu¨hrt.
9.3.1. Durchschnittliche Schrittweite
In Abbildung 9.3.1 ist der Verlauf der gesamten durchschnittlichen Schrittweite (das sind
die Punkte) innerhalb des Algorithmus 9.1.1 dargestellt. Die genauen Werte der empiri-
schen Ergebnisse sind in Tabelle B.2.1 aufgelistet. Zusa¨tzlich wurde als Vergleich außer-
dem noch der Funktionsverlauf von 1
k+1
, das ist die Linie, aufgenommen. Dieser Funkti-
onsverlauf entspricht der erwarteten Schrittweite (siehe Satz 9.4.1) des Algorithmus 9.1.1,
wenn der verbleibende Informationsvorlauf von k−1 Anfragen nach der Bearbeitung der
ausgewa¨hlten Anfrage nicht mit einer neuen Anfrage aus der vorher generierten Sequenz
von Anfragen aufgefu¨llt wird, sondern diese verbleibenden Anfragen entfernt und k neue
auf der Kreislinie gleichverteilte Anfragen generiert werden.
Die Positionierung der Punkte im Vergleich zu der Linie zeigt, dies ist vor allem im
ersten Teil der Abbildung 9.3.1 deutlich zu sehen, dass sich bei der Bearbeitung der
Problemstellung aus Optimierungsproblem 7.1.1, na¨mlich der Rundreise auf der Kreis-
linie mit Richtungswechsel, mit dem Algorithmus 9.1.1 im Vergleich zu der Analyse in
Kapitel 8 fu¨r die gerichtete Rundreise doch einiges vera¨ndert. Bei der allgemeineren
Variante sind die im Durchschnitt u¨ber alle Schritte in der vom Algorithmus 9.1.1 ge-
fundenen Rundreise errechneten Schrittweiten, gro¨ßer als die erwartete Schrittweite des
ersten Schrittes. Diese Erkenntnis wird spa¨ter unter anderem in Unterabschnitt 9.4.2
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Abbildung 9.3.1.: Empirische Werte fu¨r die durchschnittliche Schrittweite bei unter-
schiedlichem Informationsvorlauf zur Rundreise auf der Kreislinie mit
Richtungswechsel
durch den dort berechneten Erwartungswert fu¨r die im zweiten Schritt zu erwartende
Entfernung besta¨rkt.
Ein Grund fu¨r dieses vera¨nderte Verhalten liegt darin, dass ein Wechsel der Richtung
wa¨hrend der Bearbeitung, meist zum Reisepunkt der gerade neu hinzugekommenen An-
frage, dafu¨r sorgt, dass in einem Bereich um den dann neu erreichten Standort kein
Reisepunkt einer der verbliebenen Anfragen liegen kann, sondern einzig allein nur noch
der Reisepunkt der neu hinzukommenden Anfrage. Damit ist dann, falls im na¨chsten
Schritt eine der verbliebenen Anfragen ausgewa¨hlt wird, schon einmal eine echt positive
minimale Schrittweite vorgegeben. Dieser Sachverhalt wird spa¨ter in Abbildung 9.5.1
deutlich dargestellt.
Bei der Rundreise auf der Kreislinie mit Wechsel der Bewegungsrichtung kann also
eine Bearbeitung der Sequenz aus Anfragen mit jeweils k neuen Anfragen potenziell eine
geringere durchschnittliche Schrittweite haben. Das heißt, dass der Verbleib der nicht
ausgewa¨hlten Anfragen nicht immer automatisch zu einer Verringerung der spa¨teren
Schrittweiten fu¨hren muss. Allerdings wu¨rden, wenn die k−1 nicht ausgewa¨hlten Anfra-
gen verworfen werden, natu¨rlich nicht alle Anfragen bearbeitet werden, sondern immer
nur eine Anfrage von k Anfragen. Dies wu¨rde dann dazu fu¨hren, dass insgesamt nur
⌈
n
k
⌉
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Anfragen aus einer Sequenz von n Anfragen bearbeitet werden ko¨nnen, die restlichen
n − ⌈n
k
⌉
wu¨rden unbearbeitet bleiben. Damit bietet diese Form der Bearbeitung, unter
der eigentlich gewu¨nschten Zielsetzung einer vollsta¨ndiger Abarbeitung aller Anfragen,
keine wirkliche Alternative zum Algorithmus 9.1.1.
Wird eine nichtlineare Regressionsanalyse unter Verwendung von α
k+β
als Modell, und
den Startwerten α = 1 sowie β = 1, auf die empirischen Daten aus Tabelle B.2.1 zu den
gesamten durchschnittlichen Schrittweiten angewandt, so ergeben sich mit [Tea09, R] die
in Tabelle 9.3.1 zusammengetragenen Ergebnisse. Die mit dem Modell errechneten Wer-
te weichen von den empirischen durchschnittlichen Schrittweiten bei der quadratischen
Gewichtung der Unterschiede in der Summe um RSS = 5,4 ·10−5 ab. Daraus ergibt sich
ein Bestimmtheitsmaß von R2 = 0,9998608.
Parameter Scha¨tzwert Standardfehler t-Wert P (> |t|)
α 1,113099 0,002682 415,0 < 2 · 10−16
β 1,332890 0,011497 115,9 < 2 · 10−16
Tabelle 9.3.1.: Ergebnisse zur nichtlinearen Regression der durchschnittlichen Schritt-
weite bei der Rundreise auf der Kreislinie mit Richtungswechsel
Anders als bei der Regressionsanalyse in Abschnitt 8.3 fu¨r die gerichtete Rundreise
weichen hier nun die mit den verschiedenen Modellen erstellten Funktionen zur Re-
gression, welche sich zusammengefasst in Tabelle 9.3.2 finden lassen, doch deutlich von
einander ab. Insgesamt la¨sst sich daher keine durch alle betrachteten Modelle gestu¨tzte
Tendenz zu einer bestimmten Funktion feststellen. Außerdem treten bei den beiden Mo-
dellen mit zwei Parametern entgegen den Analysen aus Abschnitt 8.3 keine so extremen
Unterschiede in den t-Werten der jeweiligen Parameter auf.
Modell Parameter RSS R2 t-Werte
1
kα
α = 1,10062 0,0265 0,931675 72,27
α
(k+β)
α = 1,113099; β = 1,332891 5,4 · 10−5 0,9998608 415,0; 115,9
β
kα
α = 0,839745; β = 0,636802 0,00202 0,9947918 124,4; 81,7
Tabelle 9.3.2.: Ergebnisse der verschiedenen Modelle zur Rundreise auf der Kreislinie
mit Richtungswechsel
9.3.2. Modifizierte durchschnittliche Schrittweite
Aus den gleichen Gru¨nden wie in Abschnitt 8.3, bei der empirischen Betrachtung von
Optimierungsproblem 8.1.1 unter Verwendung von Algorithmus 8.1.2, wird auch hier in
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Abbildung 9.3.2 eine nach Definition 8.3.2 um die ersten und letzten k Schritte bereinig-
te Berechnung der durchschnittlichen Schrittweite herangezogen. Die dazu geho¨renden
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Abbildung 9.3.2.: Bereinigte empirische Werte fu¨r die durchschnittliche Schrittweite zur
Rundreise auf der Kreislinie mit Richtungswechsel
Daten finden sich in Tabelle B.2.2. An der Struktur der Abbildung 9.3.2 vera¨ndert sich
im Vergleich zur Abbildung 9.3.1 fast nichts.
Eine Analyse in [Tea09, R] mit einem nichtlinearen Regressionsmodell der Form α
k+β
und den Startwerten α = 1, sowie β = 1 ergibt die Ergebnisse in Tabelle 9.3.3 und
einen quadratischen Fehler von RSS = 5,78 · 10−5 mit einem Bestimmtheitsmaß von
R2 = 0,999851. Hierbei ist das Bestimmtheitsmaß jedoch sogar geringfu¨gig kleiner als
das Bestimmtheitsmaß zu der gesamten durchschnittlichen Schrittweite.
Parameter Scha¨tzwert Standardfehler t-Wert P (> |t|)
α 1,12292 0,002774 400,9 < 2 · 10−16
β 1,330029 0,011889 111,9 < 2 · 10−16
Tabelle 9.3.3.: Ergebnis zur nichtlinearen Regression der bereinigten durchschnittlichen
Schrittweite fu¨r die Rundreise auf der Kreislinie mit Richtungswechsel
Das bedeutet, dass anders als in Unterabschnitt 8.3.2 bei der gerichteten Rundrei-
144
9.3. Empirische Analyse
se auf der Kreislinie hier keine echte Verbesserung der Gu¨te der Regression durch die
Nichtberu¨cksichtigung der Schrittweiten der ersten k Schritte und der letzten k Schritte
entsteht. Weiterhin liefert die Regression auf den bereinigten empirischen durchschnitt-
lichen Schrittweiten etwas schlechtere Standardfehler und auch geringere t-Werte.
Der Vergleich der verschiedenen Modelle zur Regression, in der Tabelle 9.3.4 sind
die relevanten Ergebnisse zusammengefasst, liefert auch fu¨r die bereinigten empirischen
durchschnittlichen Schrittweiten kein einheitliches Bild.
Modell Parameter RSS R2 t-Werte
1
kα
α = 1,10083 0,0265 0,9316505 72,3
α
(k+β)
α = 1,112293; β = 1,30030 5,78 · 10−5 0,999851 400,9; 111,9
β
kα
α = 0,840149; β = 0,637071 0,00204 0,9947384 123,86; 81,37
Tabelle 9.3.4.: Ergebnisse der verschiedenen Modelle fu¨r die Rundreise auf der Kreislinie
mit Richtungswechsel
9.3.3. Schrittweiten fu¨r einzelne Werte des Informationsvorlaufs
In Abbildung 9.3.3 finden sich fu¨r einen Informationsvorlauf von k = 4, 29, 69, 129 jeweils
die Schrittweiten der ersten dreihundert Schritte. Zusa¨tzlich ist in diesen vier Abbildun-
gen eine waagrechte Linie mit dem erwarteten Wert der ersten Schrittweite 1
k+1
einge-
zeichnet. Dabei ist jeweils ersichtlich, dass der Grenzwert u¨ber dem erwarteten Wert fu¨r
die Schrittweite im ersten Schritt liegt.
Im Unterschied zu der gerichteten Rundreise auf der Kreislinie mit Abbildung 8.3.3
ist in Abbildung 9.3.3 deutlich erkennbar, dass die Schrittweite zwischen den einzelnen
Stationen am Anfang des Algorithmus 9.1.1 zuerst einmal ziemlich ansteigt. Danach
sinkt diese mit einer geringeren Steigung wieder ab um sich dann mit einem zyklischen
Verlauf dem Grenzwert anzupassen. Dieses Verhalten la¨sst sich insbesondere in den
Abbildungen zu den gro¨ßeren Werten des Informationsvorlaufs erkennen.
In diesem Verhalten liegt im besonderen auch die Begru¨ndung dafu¨r, dass sich bei
der Regressionsanalyse u¨ber die um die ersten und letzten k Schrittweiten bereinigte
Sequenz der Schrittweiten keine Verbesserung des Bestimmheitsmaßes ergeben hat. Bei
den Abbildungen 9.3.3c und 9.3.3d ist na¨mlich erkennbar, dass der erste Abschnitt nicht
nur wie bei der gerichteten Rundreise auf der Kreislinie eine Hinfu¨hrung auf den spa¨teren
Verlauf der Kurve ist. Durch den darin enthaltenen aufsteigenden und dann wieder
absteigenden Abschnitt der Kurve entspricht dieser Teil eindeutig dem weiteren Verlauf
der Kurve.
Das bedeutet damit aber auch, dass durch das Entfernen der Schrittweiten zu den
ersten k ausgewa¨hlten Anfragen nicht nur eine Abnormita¨t, wie etwa der rasante An-
stieg der Schrittweiten am Ende der Sequenz der Anfragen, beseitigt wird, sondern ein
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Abbildung 9.3.3.: Die Schrittweiten der ersten dreihundert Schritte fu¨r einen Informati-
onsvorlauf von 4, 29, 69 und 129 bei der Rundreise auf der Kreislinie
mit Richtungswechsel
zum eigentlichen Verlauf geho¨render Abschnitt der Kurve. Als Folgerung daraus bleibt
die Feststellung, dass sich die Situation bei der Auswahl der ersten k zu bearbeitenden
Anfragen, offensichtlich rein vom Verlauf her gesehen, nicht so sehr von der Situation
bei der Auswahl der Anfragen im mittleren Abschnitt der Sequenz der Anfragen unter-
scheidet. Bei den absoluten Werten ist allerdings immer noch ein deutlicher Unterschied
erkennbar.
Anders als bei den Analysen zu den ersten dreihundert Schrittweiten fu¨r die gerichtete
Rundreise auf der Kreislinie in Unterabschnitt 8.3.3 kann hier nach dem Schritt k nicht
davon ausgegangen werden, dass vermehrt die verbliebenen Anfragen aus dem allerersten
Informationsvorlauf abgearbeitet werden. Dieser Unterschied ergibt sich dadurch, dass
mit der Mo¨glichkeit des Wechsels der Bewegungsrichtung nicht notwendiger Weise jeder
Bereich der Kreislinie nach einer gewissen Zeit erreicht worden sein muss. Mit jedem
Wechsel der Bewegungsrichtung wird na¨mlich immer erst einmal ein schon im vorherigen
Schritt abgefahrener Bereich der Kreislinie erreicht.
Jedoch ergibt sich nach einiger Zeit, zumindest im Mittel u¨ber alle untersuchten In-
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stanzen gesehen, doch eine Tendenz hin zu dem Bereich der verbliebenen Anfragen aus
dem ersten Informationsvorlauf, dies resultiert dann in natu¨rlicher Weise in einer Ver-
ringerung der erzielten Schrittweiten. Nach dem Erreichen dieses Bereichs ergibt sich
eine Phase von Bewegungen mit, im Vergleich zu den Anfangs auftretenden Schrittwei-
ten, ziemlich kleinen Schrittweiten. Wa¨hrend dieser Phase ha¨uft sich schließlich wieder
die Anzahl der neu bekannt werdenden Anfragen deren Reisepunkt sich nicht in diesem
Bereich oder dessen Na¨he befindet.
Wegen des sehr niedrigen Niveaus der Schrittweiten in dieser Phase ergibt sich beim
Verlassen dieses Bereich eine U¨berreaktion, welche dazu fu¨hrt, dass die Schrittweite u¨ber
das Niveau steigt, das bei den spa¨teren Schritten erreicht wird. Dies fu¨hrt dann wiederum
zu verringerten Schrittweiten und insgesamt ergibt sich daher eine zyklische Anna¨herung
an die schließlich erreichte durchschnittliche Schrittweite.
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Abbildung 9.3.4.: Die Schrittweiten der letzten dreihundert Schritte fu¨r einen Informa-
tionsvorlauf von 4, 29, 69 und 129 bei der Rundreise auf der Kreislinie
mit Richtungswechsel
Der Verlauf der Kurven in Abbildung 9.3.4 mit den Schrittweiten zu den letzten drei-
hundert Schritten liefert hingegen keine U¨berraschung, sondern verha¨lt sich grundsa¨tz-
lich weitgehend analog zu den entsprechenden Kurven in Abbildung 8.3.4. Das heißt,
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dass sich zumindest am strukturellen Verlauf der Schrittweiten am Ende der Sequenz
der Anfragen durch die zusa¨tzliche Laufrichtung nicht viel vera¨ndert hat.
Auch hier ist wieder das schon mehrmals angesprochene Verhalten der La¨ngen der
Schrittweiten gegenu¨ber der erwarteten ersten Schrittweite erkennbar. So ist in fast je-
der der vier Abbildungen, bis auf diejenige zum Informationsvorlauf von 129 Anfragen,
deutlich sichtbar, dass auch der langfristige Grenzwert der Schrittweite u¨ber den erwar-
teten Wert der ersten Schrittweite liegt.
9.3.4. Schrittweiten der einzelnen Schritte unter Vera¨nderung des
Informationsvorlaufs
Die oberste der drei Kurven in der Abbildung 9.3.5 stellt den Verlauf der Schrittweite im
zehnten Schritt dar, die darunter liegende schwarze Kurve beinhaltet die Werte der ersten
Schrittweite. Dabei fa¨llt gleich auf, dass zwischen diesen beiden Schrittweiten aus der
empirischen Berechnung ein deutlicher Abstand besteht, dies besta¨tigt die Einscha¨tzung
von Unterabschnitt 9.3.1, da die Schrittweiten fu¨r den fru¨heren/kleineren Schritt die aus
den unteren Punkten entstehende Kurve ergeben. Die graue Kurve entspricht schließlich
dem empirischen Verlauf des Schrittes 70.
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Abbildung 9.3.5.: Schrittweiten der Schritte 1, 10 sowie 70 unter Variation des Informati-
onsvorlaufs fu¨r die Rundreise auf der Kreislinie mit Richtungswechsel
Der graphische Verlauf fu¨r einen gro¨ßeren Informationsvorlauf als hundert Anfragen
wurde in der rechten oberen Ecke der Abbildung 9.3.5 zur Verdeutlichung noch einmal
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mit vera¨ndertem Maßstab eingezeichnet.
Bei den Schrittweiten fu¨r den Schritt 70 ergibt sich ein deutlich unterschiedlicher
Verlauf fu¨r einen Informationsvorlauf von k < 70, also einer kleineren Gro¨ße des Infor-
mationsvorlaufs als die Nummer des Schrittes, und fu¨r den zweiten Bereich mit k > 70.
Im ersten Teil fa¨llt die Schrittweite ziemlich schnell und mit zunehmenden Informations-
vorlauf wird der Verlauf dieses Abstiegs unregelma¨ßiger. Im zweiten Teil, in diesem sind
im Informationsvorlauf fu¨r den Schritt 70 noch mindestens k− 70 verbliebene Anfragen
aus dem allerersten Informationsvorlauf vorhanden, nimmt das Gefa¨lle deutlich ab.
Als Vergleich ist in der Abbildung 9.3.5 ebenfalls noch die sich aus den empirischen
durchschnittlichen Schrittweiten ergebene Kurve als Linie eingezeichnet. Im ersten Teil
der Graphik ist diese noch zu erkennen, sie wird dann allerdings im zweiten Teil von den
Punkten der Schrittweiten des ersten Schrittes u¨berdeckt.
9.4. Erste Schrittweiten
In diesem Abschnitt wird eine allgemeinere Analyse der ersten beiden Schrittweiten der
Rundreise auf der Kreislinie mit Richtungswechsel, nach Optimierungsproblem 7.1.1,
durchgefu¨hrt, unter der Voraussetzung, dass die Anfragen jeweils auf [0, 2pi] gleichverteilt
sind.
9.4.1. Erste Schrittweite
Zur einfacheren Strukturierung der Formeln gelten wieder die erga¨nzten Konventionen
aus Kapitel 8:
• gj ist die Anfrage die im j-ten Schritt des verwendeten Algorithmus ausgewa¨hlt
wurde. Der Start der Rundreise beginnt mit der Anfrage g0, deren Reisepunkt mit
dem Ausgangspunkt v0 u¨bereinstimmt.
• τj ist die zuru¨ckgelegte Entfernung zwischen dem Reisepunkt der Anfrage gj und
dem Reisepunkt der davor ausgewa¨hlten Anfrage gj−1. Die Entfernung wird un-
abha¨ngig von der Laufrichtung betrachtet, ist also immer positiv.
• `i,j ist die Distanz zwischen dem Reisepunkt vi der Anfrage σi und dem Reisepunkt
der Anfrage gj.
Als Erwartungswert fu¨r die Entfernung des Reisepunktes der ersten ausgewa¨hlten An-
frage g1 zum Startpunkt v0 ergibt sich folgendes Integral.
Ek [τ1] =
k
pik
pi∫
0
τ1
pi∫
τ1
. . .
pi∫
τ1
dτ1,0 d`2,0 . . . d`k,0 (9.4.1)
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Dabei wird ohne Beschra¨nkung der Allgemeinheit σ1 als diejenige Anfrage mit dem
kleinsten Abstand zu dem Reisepunkt der Anfrage g0, also zum Ausgangspunkt v0,
angenommen. Die Dichtefunktion fu¨r den Abstand der einzelnen Anfragen zu v0 ist
wegen der Gleichverteilung der Punkte einfach 1
pi
und der Vorfaktor von k ergibt sich
daraus, dass insgesamt k Anfragen fu¨r die Auswahl zur Verfu¨gung stehen. Wird nun der
Ausdruck aus (9.4.1) berechnet, so ergeben sich folgende Erkenntnisse fu¨r die Dichte f
von τ1 und den Erwartungswert:
Satz 9.4.1 (Dichte und Erwartungswert des ersten Greedy-Schrittes).
Der Erwartungswert der Schrittweite zwischen dem Startpunkt und dem Reisepunkt der
ersten ausgewa¨hlten Anfrage ergibt sich mit einem Informationsvorlauf k von mindestens
zwei Anfragen zu:
Ek [τ1] = k
pi∫
0
τ1f˜k(τ1) dτ1 =
pi
k + 1
Die Dichtefunktion fu¨r diese Schrittweite berechnet sich als:
f˜k(τ1) = k
(pi − τ1)k−1
pik
Beweis zu Satz 9.4.1.
Die Berechnungen ergeben sich dabei wie folgt:
• Die Dichte fu¨r k = 1 ist natu¨rlich trivialerweise 1
pi
. Bei k = 2 ergibt sich die Dichte
als Ableitung der Wahrscheinlichkeit P2(τ1 ≤ t) wobei diese wie folgt berechnet
wird:
P2(τ1 ≤ t) = 2
t∫
0
1
pi
pi∫
τ1
1
pi
d`2,0 dτ1 = 2
t∫
0
1
pi2
(pi − τ1)
Mithilfe einer Induktion u¨ber k ergibt sich schließlich:
Pk(τ1 ≤ t) = k
t∫
0
1
pi
pi∫
τ1
(pi − τ1)k−2
pik−1
d`2,0 dτ1
= k
t∫
0
(pi − τ1)k−1
pik
dτ1 =
t∫
0
f˜k(τ1) dτ1
• Der Erwartungswert Ek [τ1] la¨sst sich dann mit der Dichtefunktion und einer par-
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tiellen Integration ausrechnen:
Ek [τ1] = k
pi∫
0
τ1f˜k(τ1) dτ1 = k
pi∫
0
τ1 · (pi − τ1)
k−1
pik
=
k
pik
[−τ1k (pi − τ1)k]pi0 +
pi∫
0
1
k
(pi − τ1)k

=
k
pik
[
1
k(k + 1)
(pi − τ1)k+1
]pi
0
=
1
pik
· 1
(k + 1)
pik+1 =
pi
k + 1
Damit ist die Berechnung der ersten Schrittweite abgeschlossen.
In der Abbildung 9.4.1 ist ebenfalls wieder erkennbar, dass die empirischen Ergeb-
nisse und die berechnete funktionale Darstellung fu¨r die erste Schrittweite relativ nahe
beieinander liegen.
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Abbildung 9.4.1.: Empirische und berechnete erwartete Schrittweite fu¨r den ersten
Schritt der Rundreise auf der Kreislinie mit Richtungswechsel
Aus der Regressionsanalyse mit [Tea09, R] fu¨r das Modell α
k+β
und den anfa¨nglichen
Werten α = 1 sowie β = 1 ergeben sich die Ergebnisse in Tabelle 9.4.1, sowie eine
quadratische Abweichung zum Regressionsmodell von RSS = 5,05 · 10−6 und ein Be-
stimmtheitsmaß von R2 = 0,999986.
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Parameter Scha¨tzwert Standardfehler t-Wert P (> |t|)
α 0,9952498 0,0007591 1311,0 < 2 · 10−16
β 0,9687422 0,0032099 301,8 < 2 · 10−16
Tabelle 9.4.1.: Ergebnisse zur nichtlinearen Regression der ersten Schrittweite fu¨r die
Rundreise auf der Kreislinie mit Richtungswechsel
9.4.2. Zweite Schrittweite
Die Berechnung der durchschnittlichen Entfernung des Reisepunktes der Anfrage g2 zum
Reisepunkt der Anfrage g1 gestaltet sich schon etwas schwieriger. Erstens wird die neue
Anfrage σk+1 bekannt, und zweitens sind die alten Anfragen σ2 bis σk nun leider nicht
mehr wie am Anfang auf der ganzen Kreislinie gleichverteilt, sondern nur noch auf dem
Abschnitt [τ1, 2pi−τ1], dabei wird, wie schon bei der Berechnung der Schrittweite fu¨r den
ersten Schritt, ohne Beschra¨nkung der Allgemeinheit angenommen, dass der Reisepunkt
der ersten ausgewa¨hlten Anfrage g1 im Bereich [0, pi] liegt.
0
τ12τ1
3τ1
−τ1
(a) Bereich fu¨r 0 ≤ τ1 ≤ pi2
0
τ1
−τ1
(b) Bereich fu¨r pi
2
≤ τ1 ≤ pi
Abbildung 9.4.2.: Zula¨ssige Bereiche fu¨r die alten Anfragen bei der Rundreise auf der
Kreislinie mit Richtungswechsel
Die Dichtefunktion spaltet sich nun, je nachdem welche Wegstrecke im ersten Schritt
zuru¨ckgelegt wurde, in zwei verschiedene Typen von Funktionen auf:
(i) Bei τ1 ∈ [0, pi2 ] liegen die Reisepunkte der alten Anfragen innerhalb des gestrichel-
ten Bereichs aus der Abbildung 9.4.2a. Wegen des Kriteriums zur Auswahl fu¨r g1
kann ausgehend vom neuen Standort eine Entfernung zwischen 0 und 2τ1 nur in
der gleicher Laufrichtung wie schon auf dem Weg zum Reisepunkt der Anfrage g1
gefahren werden, gro¨ßere Entfernungen bis zu pi ko¨nnen jedoch in beiden Laufrich-
tungen erreicht werden.
Dadurch ergibt sich mit τ1 ∈ [0, pi2 ]:
• fu¨r `i,1 ∈ [0, 2τ1] gilt: f2(`i,1) = 12(pi−τ1) (Bereich zwischen τ1 und 3τ1)
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• fu¨r `i,1 ∈ [2τ1, pi] gilt: f2(`i,1) = 1pi−τ1 (Bereich zwischen 3τ1 und −τ1 = 2pi−τ1)
• fu¨r `i,1 /∈ [0, pi] gilt: f2(`i,1) = 0
Eine Graphische Darstellung der einzelnen Bereiche fu¨r unterschiedliche Schritt-
weiten τ1 ∈
{
0, 1
8
pi, 1
4
pi, 3
8
pi
}
findet sich in Abbildung 9.4.3. Die du¨nn gepunktete
Linie approximiert den Verlauf der Sprungstellen in den einzelnen Dichtefunktio-
nen.
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Abbildung 9.4.3.: Dichtefunktionen fu¨r die mo¨glichen Distanzen zum Reisepunkt einer
verbleibenden Anfrage bei der Rundreise auf der Kreislinie mit Rich-
tungswechsel nach dem ersten Schritt und einer Bewegung um weniger
als einen viertel Kreis
(ii) Gilt allerdings schon τ1 ≥ pi2 , dann kann entgegen der Laufrichtung zum Reise-
punkt der Anfrage g1 keiner der noch mo¨glichen Punkte aus [τ1, 2(pi − τ1)] (der in
Abbildung 9.4.2b gestrichelte Bereich des Kreisbogens) noch effizient erreicht wer-
den und die Dichtefunktion der Entfernung verliert den Bereich, welcher in beiden
Richtungen verwirklicht werden kann. Es gilt dann mit τ1 ≥ pi2 :
`i,1 ∈ [0, 2(pi − τ1)] und f(`i,1) = 1
2(pi − τ1)
Eine Veranschaulichung dieser Dichtefunktionen findet sich in der Abbildung 9.4.4.
Hierbei bleibt zu beachten, dass beide Arten der Dichtefunktionen fu¨r pi1 =
pi
2
die gleiche
Funktion, na¨mlich f2(`i,1) =
1
pi
fu¨r `i,1 ∈ [0, pi] liefern.
Nach der Zusammenfassung der beiden Bereiche fu¨r τ1, so erha¨lt die Dichtefunktion
fu¨r die Entfernung der alten Anfragen zum Reisepunkt der ersten ausgewa¨hlten Anfrage
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Abbildung 9.4.4.: Dichtefunktionen fu¨r die mo¨glichen Distanzen zu einer verbleibenden
Anfrage nach dem ersten Schritt und einer Bewegung um mehr als
einen viertel Kreis
g1 folgende Gestalt:
f2(`i,1) =

1
2(pi−τ1)
falls 0 ≤ `i,1 < min{2(pi − τ1), 2τ1}
1
(pi−τ1)
falls min{2(pi − τ1), 2τ1} ≤ `i,1 < min{pi, 2(pi − τ1)}
0 sonst
(9.4.2)
Der maximal mo¨gliche Abstand zu dem Reisepunkt von g1 ist pi, dieser kann aller-
dings nur erreicht werden, wenn τ1 kleiner gleich
pi
2
ist und dann auch nur durch die
Bewegung zu dem eindeutigen Punkt auf der genau gegenu¨berliegenden Position der
Kreislinie, also dem zweiten Schnittpunkt der Kreislinie mit der Verbindungsgeraden
des Reisepunktes zum Mittelpunkt des Kreises. Da dieser Abstand somit nur unter ganz
speziellen Umsta¨nden – alle noch nicht bearbeiteten Anfragen mu¨ssten ihre Reisepunkte
genau auf dieser einen Position haben – u¨berhaupt mo¨glich ist, und die Dichtefunktion
dadurch relativ unhandlich werden wu¨rde, wird dieser in deren Fa¨llen nicht explizit ein-
gebaut. Dies a¨ndert außerdem bei den Betrachtungen der Dichtefunktion nichts, da ein
einzelner Punkt bei der kontinuierlichen Betrachtung nur eine Nullmenge darstellt und
damit unerheblich ist.
Zur Auswahl fu¨r die zweite Station seiner Rundreise stehen dem Algorithmus 9.1.1
nun wieder k Anfragen zur Verfu¨gung. Allerdings sind bei diesen k mo¨glichen (k −
1) der Reisepunkte nach der Dichtefunktion aus (9.4.2) verteilt und der Abstand zum
Reisepunkt der neu bekannt gewordenen Anfrage σk+1 ist auf [0, pi] gleichverteilt.
Je nachdem, ob die als zweite Station ausgewa¨hlte Anfrage nun aus der Menge der
schon vorher bekannten Anfragen {σ2, . . . , σk} kommt, oder sogar gleich die gerade erst
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bekannt gewordene Anfrage σk+1 ist, ergeben sich daraus verschiedene Situationen.
Jeder Reisepunkt der Anfragen {σ2, . . . , σk} liegt, wie oben festgestellt, im Bereich
[τ1, 2pi − τ1] und dieser hat als La¨nge des Intervalls eben genau den Wert 2(pi − τ1)
und deshalb kann im zweiten Schritt ho¨chstens eine Entfernung von diesem Wert zum
Reisepunkt der Anfrage g1 zuru¨ckgelegt werden. Falls dabei τ1 <
pi
2
gilt, so ist zwar
2(pi − τ1) gro¨ßer als pi aber bei einer Schrittweite von mehr als pi zwischen zwei direkt
aufeinander folgenden Stationen wird nicht effizient gearbeitet, da eine Fahrt in die
andere Richtung eine ku¨rzere Schrittweite ergibt. Daher ergibt sich ω = min{pi, 2(pi−τ1)}
als der maximal mo¨gliche Abstand zum Reisepunkt von g1.
Definition 9.4.2 (Bedingter Beitrag zu einem Integral).
Als Erweiterung zu Definition 8.4.3 wird nun ein bedingter Beitrag eingefu¨hrt. Der be-
dingte Beitrag des Falls z bedingt an den Voraussetzungen y zum Erwartungswert von
x ist als Θ [x | y : z] definiert. Dabei bezeichnet er den Beitrag zum Erwartungswert
von x fu¨r den Fall z unter der Bedingung, dass die in y angegebenen Voraussetzungen
eingetreten sind.
Der in (9.4.6) verwendete Ausdruck
Θ [τ2 | τ1 : g2 = σk+1, τ2 ≤ 2τ1]
steht zum Beispiel fu¨r den Beitrag zum bedingten Erwartungswert von τ2 bedingt daran,
dass im ersten Schritt eine Schrittweite von τ1 aufgetreten ist, fu¨r den Fall, dass im zwei-
ten die Anfrage σk+1 ausgewa¨hlt wird, sowie fu¨r die zweite Schrittweite die Oberschranke
τ2 ≤ 2τ1 eingehalten wird. Es gilt also:
Θ [x | y : z] = P (z | y)E [x | z, y]
Der eigentliche Erwartungswert E [x] ergibt sich dann mit der Dichte f fu¨r die Voraus-
setzungen y zu:
E [x] =
∫
y
f(y)
∑
z
Θ [x | y : z]
Bei der Berechnung des Erwartungswerts fu¨r die Schrittweite im zweiten Schritt erge-
ben sich nun folgende zwei Fa¨lle:
(i) Die neue Anfrage σk+1 gewinnt. Dann ergibt sich der Beitrag des Erwartungswert
des Abstands τ2 zum Reisepunkt der Anfrage g1 fu¨r einen festen Wert von τ1 als:
Θk [τ2 | τ1 : g2 = σk+1] =
ω∫
0
τ2
pi
ω∫
τ2
f2(`2,1) . . .
ω∫
τ2
f2(`k,1) d`k,1 . . . d`2,1 dτ2 (9.4.3)
(ii) Eine der alten Anfragen σt hat den ku¨rzesten Abstand zum Reisepunkt der Anfrage
g1, zur besseren Gruppierung der Integrale sei σ2 die Anfrage, welche den ku¨rzesten
155
9. Verwendung von Informationsvorlauf bei der Rundreise auf der Kreislinie
Abstand hat. Der Erwartungswert des Abstands τ2 zum Reisepunkt von g1 bei
Auswahl der alten Anfrage und fu¨r einem festen Wert von τ1 berechnet sich dann
als:
Θk [τ2 | τ1 : g2 = σ2] =
ω∫
0
τ2f2(τ2)
ω∫
τ2
f2(`3,1) . . .
pi∫
τ2
1
pi
d`(k+1),1 . . . d`3,1 dτ2 (9.4.4)
Beide Beitra¨ge zum Erwartungswert aus (9.4.3) und (9.4.4) ha¨ngen also entscheidend
davon ab, wie groß die Schrittweite τ1 des ersten Teilstu¨cks der Rundreise war.
Der gesamte Erwartungswert u¨ber alle Werte von τ1 kann durch die Gewichtung von
(9.4.3) und (9.4.4) mit der Dichtefunktion aus Satz 9.4.1 an der jeweiligen Stelle τ1 sowie
der anschließenden Integration u¨ber alle mo¨glichen Werte fu¨r τ1 ebenfalls berechnet
werden:
Ek [τ2] =
pi∫
0
f˜k(τ1)
k+1∑
t=2
Θk [τ2 | τ1 : g2 = σt] dτ1
Bevor es an die konkrete Berechnung der beiden Beitra¨ge aus (9.4.3) und (9.4.4) geht,
sollte zuerst gekla¨rt werden, welchen Wert das gemeinsame Element der beiden Formeln,
na¨mlich das Integral von τ2 bis min {pi, 2(pi − τ1)} u¨ber die von τ1 abha¨ngige Dichte einer
der alten Anfragen ergibt.
Korollar 9.4.3.
Das Integral u¨ber die von τ1 abha¨ngige Dichte zur Lage des Reisepunktes einer der alten
Anfragen ergibt:
min{pi,2(pi−τ1)}∫
τ2
f2(`i,1) d`i,2 =
1
2(pi − τ1) (2pi − τ2 −max {2τ1, τ2})
Beweis zu Korollar 9.4.3.
Beim Beweis muss zwischen zwei Fa¨llen fu¨r die Belegung von τ1 unterschieden werden:
(i) Falls dabei τ1 ≥ pi2 ist, also
min {pi, 2(pi − τ1)} = 2(pi − τ1)
gilt, so reduziert sich die Dichte der Distanz zum Reisepunkt der schon vorher
bekannten Anfrage auf f2 =
1
2(pi−τ1)
und das Integral ergibt sich zu:
2(pi−τ1)∫
τ2
1
2(pi − τ1) d` =
2pi − 2τ1 − τ2
2(pi − τ1)
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(ii) Gilt jedoch τ1 ≤ pi2 , das bedeutet
min {pi, 2(pi − τ1)} = pi,
dann ist die Dichtefunktion in die unterschiedlichen Bereiche [0, 2τ1] und [2τ1, pi]
unterteilt und das Integral ergibt:
max{τ2,2τ1}∫
τ2
1
2(pi − τ1) d`+
pi∫
max{τ2,2τ1}
1
(pi − τ1) d` =
2pi − τ2 −max {τ2, 2τ1}
2(pi − τ1)
Der zweite Fall muss beim ersten Integral das Maximum als obere Grenze bei der In-
tegration ansetzten, weil sonst fu¨r große Werte von τ2 >
pi
2
das Integral negativ werden
ko¨nnte. Da im ersten Fall 2τ1 ≥ pi und somit max {τ2, 2τ1} = 2τ1 gilt, ko¨nnen beide
Formeln zusammengefasst werden.
Satz 9.4.4 (Erwartungswert des zweiten Greedy-Schrittes).
Fu¨r die erwartete Schrittweite zwischen dem Reisepunkt der ersten bearbeitenden Anfra-
ge g1 und dem Reisepunkt der danach ausgewa¨hlten Anfrage g2 unter Verwendung eines
Informationsvorlaufs von k ≥ 3 gilt:
Ek [τ2] = Θk [τ2 : g2 = σk+1] + (k − 1)Θk [τ2 : g2 = σ2] =
3
2
k + 1
(k + 1)(k + 2)
pi
Beweis zu Satz 9.4.4.
Bei der Berechnung des erwarteten Wertes im zweiten Schritt des Algorithmus 9.1.1
muss eine Fallunterscheidung getroffen werden, ob die Anfrage, welche ausgewa¨hlt wird,
aus der Menge der schon vorher bekannten Anfragen ist, oder die eben erst bekannt
gewordene Anfrage σk+1 ausgewa¨hlt wurde.
Bei der Berechnung des Falls mit der Auswahl einer der schon vorhandenen Anfragen
ist es unerheblich welche der Anfragen aus σ2, . . . , σk ausgewa¨hlt wird. Daher kann die
Summation der einzelnen Unterfa¨lle durch das Multiplizieren des Faktors (k−1) zu dem
Beitrag fu¨r die Auswahl von σ2 vereinfacht werden.
Erster Oberfall: Die neue Anfrage wird ausgewa¨hlt.
Wenn die neue Anfrage ausgewa¨hlt wird, so kann deren Reisepunkt nicht weiter als
das Minimum aus {pi, 2(pi − τ1)} von der ersten ausgewa¨hlten Anfrage entfernt sein.
Ansonsten wa¨re die Entfernung zu jedem Reisepunkt der schon bekannten Anfragen
ku¨rzer als die zu dem Reisepunkt der neuen Anfrage.
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Somit ergibt sich der Erwartungswert in Abha¨ngigkeit zu der ersten Schrittweite als:
Θ [τ2 | τ1 : g2 = σk+1] =
min{pi,2(pi−τ1)}∫
0
τ2
pi
(
2pi − τ2 −max {2τ1, τ2}
2(pi − τ1)
)k−1
dτ2
=
min{2τ1,2(pi−τ1})∫
0
τ2
pi
(
2pi − τ2 − 2τ1
2(pi − τ1)
)k−1
dτ2 +
min{pi,2(pi−τ1})∫
min{2τ1,2(pi−τ1)}
τ2
pi
(
pi − τ2
pi − τ1
)k−1
dτ2
(9.4.5)
Der erste Teil der Integralsumme aus (9.4.5) beachtet τ2 ≤ 2τ1 und der zweite den
umgekehrten Fall. Da außerdem fu¨r τ1 ∈ [0, 2pi] immer entweder τ1 oder 2(pi−τ1) kleiner
gleich pi sind, kann aus min {2τ1, pi, 2(pi − τ1)} der Ausdruck pi entfernt werden.
(i) Im Fall τ2 ≤ 2τ1, also im ersten Teil der obigen Integralsumme (9.4.5) ergibt sich
dann fu¨r den Beitrag zum Erwartungswert von τ2 in Abha¨ngigkeit zu der Belegung
von τ1 die nachfolgende Berechnung. Um die Formeln etwas handlicher zu gestalten
wird µ := min {2τ1, 2(pi − τ1)} verwendet:
Θ [τ2 | τ1 : g2 = σk+1, τ2 ≤ 2τ1]
=
[
1
pi
(
1
2(pi − τ1)
)k−1(
−τ2
k
(2pi − τ2 − 2τ1)k − (2pi − τ2 − 2τ1)
k+1
k(k + 1)
)]µ
0
=
1
pi
(
1
2(pi − τ1)
)k−1 [
−µ
k
(2pi − µ− 2τ1)k − (2pi − µ− 2τ1)
k+1
k(k + 1)
+
(2pi − 2τ1)k+1
k(k + 1)
]
(9.4.6)
Fu¨r τ1 ≤ pi2 gilt somit µ = 2τ1 und es ergibt sich mit der Dichtefunktion aus
Satz 9.4.1 fu¨r (9.4.6) folgender Beitrag fu¨r den Erwartungswert von τ2:
Θ
[
τ2 : g2 = σk+1, τ2 ≤ 2τ1, τ1 ≤ pi
2
]
=
pi
2∫
0
4
pik+1
[
−τ1(pi − 2τ1)k − (pi − 2τ1)
k+1
k + 1
+
(pi − τ1)k+1
k + 1
]
dτ1
=
4pi−(k+1)
(k + 1)
[
τ1(pi − 2τ1)k+1
2
+
(pi − 2τ1)k+2
4(k + 2)
+
(pi − 2τ1)k+2
2(k + 2)
− (pi − τ1)
k+2
(k + 2)
]pi
2
0
=
4
(k + 1)(k + 2)
[
− pi
2k+2
− pi
4
− pi
2
+ pi
]
=
2k − 1
2k(k + 1)(k + 2)
pi (9.4.7)
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Ist hingegen τ1 ≥ pi2 so gilt µ = 2(pi− τ1) und ein großer Teil der Formel (9.4.6) fu¨r
Θ [τ2 | τ1 : g2 = σk+1, τ2 ≤ 2τ1] wird zu 0. Mit Satz 9.4.1 ergibt sich
Θ
[
τ2 : g2 = σk+1, τ2 ≤ 2τ1, τ1 ≥ pi
2
]
=
pi∫
pi
2
4
pik+1
[
−0 − 0 + (pi − τ1)
k + 1
]
dτ1
=
4
pik+1
[
−(pi − τ1)k+2
(k + 1)(k + 2)
]pi
pi
2
=
1
2k(k + 1)(k + 2)
pi. (9.4.8)
Zusammengefasst ergibt sich dadurch aus den Beitra¨gen (9.4.7) und (9.4.8) fu¨r die
einzelnen Bereiche – unter der Bedingung, dass die neue Anfrage als zweites aus-
gewa¨hlt wird und die Entfernung zum ausgewa¨hlten zweiten Reisepunkt maximal
die doppelte Entfernung wie beim ersten ausgewa¨hlten Reisepunkt ist – folgendes
Ergebnis fu¨r die Bewegung vom Reisepunkt der ersten ausgewa¨hlten Anfrage zum
Reisepunkt der zweiten ausgewa¨hlten Anfrage:
Θ [τ2 : g2 = σk+1, τ2 ≤ 2τ1] = pi
(k + 1)(k + 2)
(9.4.9)
(ii) Im Fall τ2 ≥ 2τ1, also im zweiten Teil der Integralsumme aus (9.4.5) folgt:
Θ [τ2 | τ1 : g2 = σk+1, τ2 ≥ 2τ1] = Θ
[
τ2 | τ1 : g2 = σk+1, τ2 ≥ 2τ1, τ1 ≤ pi
2
]
=
[
1
pi
(
1
pi − τ1
)k−1(
−τ2(pi − τ2)
k
k
− (pi − τ2)
k+1
k(k + 1)
)]pi
2τ1
=
1
kpi
(
1
pi − τ1
)k−1(
2τ1(pi − 2τ1)k + (pi − 2τ1)
k+1
k + 1
)
(9.4.10)
Daher ergibt sich hier aus (9.4.10) der Beitrag zum Erwartungswert von τ2 zu:
Θ [τ2 : g2 = σk+1, τ2 ≥ 2τ1] =
pi
2∫
0
1
pik+1
[
2τ1(pi − 2τ1)k + (pi − 2τ1)
k+1
k + 1
]
dτ1
=
1
pik+1
[
−τ1(pi − 2τ1)
k+1
k + 1
− (pi − 2τ1)
k+2
2(k + 1)(k + 2)
− (pi − 2τ1)
k+2
2(k + 1)(k + 2)
]pi
2
0
=
1
pik+1
(
pik+2
2(k + 1)(k + 2)
+
pik+2
2(k + 1)(k + 2)
)
=
pi
(k + 1)(k + 2)
(9.4.11)
Der Unterfall mit τ1 ≥ pi2 fa¨llt hier weg, da aus τ1 ≥ pi2 sofort τ2 ≥ pi folgen wu¨rde,
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dies fu¨hrt jedoch zu einem ineffizienten Laufweg zum Reisepunkt der zweiten aus-
gewa¨hlten Anfrage g2.
Zusammengefasst liefern die beiden Beitra¨ge (9.4.9) und (9.4.11) als Beitrag fu¨r den
Erwartungswert der Distanz zum Reisepunkt der zweiten ausgewa¨hlten Anfrage
fu¨r den Fall, dass die zweite ausgewa¨hlte Anfrage gerade die neue Anfrage σk+1
ist, folgenden Wert:
Θ [τ2 : g2 = σk+1] =
2
(k + 1)(k + 2)
pi (9.4.12)
Zweiter Oberfall: Eine der schon vorher bekannten Anfragen wird ausgewa¨hlt
Wa¨hlt der Algorithmus 9.1.1 als zweite zu bearbeitende Anfrage eine der Anfrage aus
{σ2, . . . , σk}, das heißt eine der schon am Anfang bekannten Anfragen, so ergibt sich
folgendes Ergebnis fu¨r einen bestimmten Wert von τ1:
Θ [τ2 | τ1 : g2 = σ2]
=
min{pi,2(pi−τ1)}∫
0
τ2f2(τ2)
pi∫
τ2
1
pi
(
2pi − τ2 −max {2τ1, τ2}
2(pi − τ1)
)k−2
d`k+1,1 dτ2
=
min{2τ1,2(pi−τ1)}∫
0
τ2pi − τ 22
pi
(2pi − τ2 − 2τ1)k−2
(2(pi − τ1))k−1
dτ2 +
min{pi,2(pi−τ1)}∫
min{2τ1,2(pi−τ1)}
τ2
pi
(
pi − τ2
pi − τ1
)k−1
dτ2
(9.4.13)
Genauso wie bei der obigen Betrachtung u¨ber den Beitrag zum Erwartungswert von τ2
unter der Bedingung, dass die Anfrage σk+1 als zweite zu bearbeitende Anfrage aus-
gewa¨hlt wird, muss auch hier wieder zwischen zwei Fa¨llen unterschieden werden:
(i) Im Fall τ2 ≤ 2τ1, also dem ersten Abschnitt des Terms aus (9.4.13) ergibt sich mit
µ = min {2τ1, 2(pi − τ1)} folgendes Ergebnis:
Θ [τ2 | τ1 : g2 = σ2, τ2 ≤ 2τ1] =(
1
2(pi − τ1)
)k−1
1
pi(k − 1)
[
−piτ2(2pi − τ2 − 2τ1)k−1 − pi
k
(2pi − τ2 − 2τ1)k
+ τ 22 (2pi − τ2 − 2τ1)k−1 +
2τ2
k
(2pi − τ2 − 2τ1)k + 2(2pi − τ2 − 2τ1)
k+1
k(k + 1)
]µ
0
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=
(
1
2(pi − τ1)
)k−1
1
pi(k − 1)
[
−piµ(2pi − µ− 2τ1)k−1 − pi
k
(2pi − µ− 2τ1)k
+ µ2(2pi − µ− 2τ1)k−1 + 2µ
k
(2pi − µ− 2τ1)k + 2(2pi − µ− 2τ1)
k+1
k(k + 1)
+
pi
k
(2pi − 2τ1)k − 2(2pi − 2τ1)
k+1
k(k + 1)
]
(9.4.14)
Fu¨r τ1 ≤ pi2 ist µ = 2τ1 und aus (9.4.14) ergibt sich mit der Dichte aus Satz 9.4.1
folgendes:
Θ
[
τ2 : g2 = σ2, τ2 ≤ 2τ1, τ1 ≤ pi
2
]
=
1
pik+1(k − 1)
pi
2∫
0
(pi − 2τ1)k−1k
(
4τ 21 − 2τ1pi
)
+ (pi − 2τ1)k (8τ1 − 2pi)
+
8(pi − 2τ1)k+1
(k + 1)
+ 2pi(pi − τ1)k − 8(pi − τ1)
k+1
k + 1
dτ1
=
1
pik+1(k − 1)
[
4
(
−τ
2
1
2
(pi − 2τ1)k − 2τ1(pi − 2τ1)
k+1
4(k + 1)
− (pi − 2τ1)
k+2
4(k + 1)(k + 2)
)
+2pi
(
τ1
2
(pi − 2τ1)k + (pi − 2τ1)
k+1
4(k + 1)
)
+ 8
(
−τ1(pi − 2τ1)
k+1
2(k + 1)
− (pi − 2τ1)
k+2
4(k + 1)(k + 2)
)
+
pi(pi − 2τ1)k+1
k + 1
− 8(pi − 2τ1)
k+2
2(k + 1)(k + 2)
− 2pi(pi − τ1)
k+1
k + 1
+
8(pi − τ1)k+2
(k + 1)(k + 2)
]pi
2
0
=
pi
(k − 1)(k + 1)
[
− 1
2k
+
2
2k(k + 2)
+
1
k + 2
− 1
2
+
2
k + 2
− 1 + 4
k + 2
+ 2− 8
k + 2
]
=
pi(2− (k + 2))
2k(k − 1)(k + 1)(k + 2) +
pi(k + 2− 2)
2(k − 1)(k + 1)(k + 2)
= pi
( −k
2k(k − 1)(k + 1)(k + 2) +
2k−1k
2k(k − 1)(k + 1)(k + 2)
)
=
k(2k−1 − 1)
2k(k − 1)(k + 1)(k + 2)pi (9.4.15)
Gilt aber andererseits τ1 ≥ pi2 , dann ist auch µ = 2(pi − τ1) und ein Großteil des
Terms aus (9.4.14) vereinfacht sich zu 0. Mit Satz 9.4.1 berechnet sich der Beitrag
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wie folgt:
Θ
[
τ2 : g2 = σ2, τ2 ≤ 2τ1, τ1 ≥ pi
2
]
=
pi∫
pi
2
1
pik+1
1
2k−1(k − 1)
[
pi(2pi − 2τ1)k − 2(2pi − 2τ1)
k+1
k + 1
]
dτ1
=
1
pik+1
1
(k − 1)(k + 1)
[
−2pi(pi − τ1)k+1 + 8(pi − τ1)
k+2
k + 2
]pi
pi
2
=
pi
(k − 1)(k + 1)
(
1
2k
− 2
2k(k + 2)
)
=
pi(k + 2− 2)
(k − 1)(k + 1)2k(k + 2)
=
k
2k(k − 1)(k + 1)(k + 2)pi (9.4.16)
Fu¨r τ2 ≤ 2τ1 folgt also aus (9.4.15) und (9.4.16) der folgende Wert:
Θ [τ2 : g2 = σ2, τ2 ≤ 2τ1] = k
2(k − 1)(k + 1)(k + 2)pi (9.4.17)
(ii) Im Fall τ2 ≥ 2τ1, das ist der zweite Abschnitt des Terms aus (9.4.13), gestaltet
sich das Integral wieder etwas einfacher:
Θ [τ2 | τ1 : g2 = σ2, τ2 ≤ 2τ1]
=
(
1
pi − τ1
)k−1
1
kpi
[
−τ2(pi − τ2)k − (pi − τ2)
k+1
k + 1
]min{pi,2(pi−τ1)}
min{2τ1,2(pi−τ1)}
(9.4.18)
Mit der gleichen Begru¨ndung wie schon im Fall der Auswahl der neuen Anfrage,
kann hier auch wieder auf den Bereich τ1 ≥ pi2 verzichtet werden. Somit gilt dann
in Weiterfu¨hrung von (9.4.18) mit der Dichte aus Satz 9.4.1:
Θ [τ2 : g2 = σ2, τ2 ≤ 2τ1] =
pi
2∫
0
1
pik+1
[
2τ1(pi − 2τ1)k + (pi − 2τ1)
k+1
k + 1
]
dτ1
=
1
pik+1
[
−τ1 (pi − 2τ1)
k+1
k + 1
− (pi − 2τ1)
k+2
2(k + 1)(k + 2)
− (pi − 2τ1)
k+2
2(k + 1)(k + 2)
]pi
2
0
=
(
pi
2(k + 1)(k + 2)
+
pi
2(k + 1)(k + 2)
)
=
1
(k + 1)(k + 2)
pi (9.4.19)
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Wird bei der Auswahl der zweiten gewa¨hlten Anfrage eine der Anfragen aus
σ2, . . . , σk ausgewa¨hlt, so ergibt sich mit (9.4.19) und (9.4.17) folgender Wert:
Θ [τ2 : g2 = σ2] =
1
(k + 1)(k + 2)
pi +
k
2(k − 1)(k + 1)(k + 2)pi
=
2(k − 1) + k
2(k − 1)(k + 1)(k + 2)pi =
3k − 2
2(k − 1)(k + 1)(k + 2)pi (9.4.20)
Die beiden Beitra¨ge (9.4.20) und (9.4.12) zusammen ergeben folgende Erkenntnis fu¨r
die erwartete Schrittweite bei der Bewegung zwischen dem ersten und dem zweiten
Reisepunkt des Algorithmus 9.1.1:
E [τ2] =
2
(k + 1)(k + 2)
pi +
(k − 1)(3k − 2)
2(k − 1)(k + 1)(k + 2)pi =
3
2
k + 1
(k + 1)(k + 2)
pi
Bei der Betrachtung der Differenz der Erwartungswerte der ersten und der zweiten
Schrittweite, entsteht folgendes Ergebnis:
E [τ1]− E [τ2] = 1
k + 1
pi −
3
2
k + 1
(k + 1)(k + 2)
pi =
k + 2− 3
2
k − 1
(k + 1)(k + 2)
=
1− 1
2
k
(k + 1)(k + 2)
Die erwartete Schrittweite im zweiten Schritt ist also fu¨r k ≥ 2 gro¨ßer als die erwartete
Schrittweite im ersten Schritt. Dies ergibt sich aus der Tatsache, dass eine Bewegung
in die eine Richtung auch immer Auswirkungen auf die andere Richtung hat. Wenn
na¨mlich zur Bearbeitung der ausgewa¨hlten Anfrage eine Distanz von ` im Uhrzeigersinn
zuru¨ckgelegt wurde, so hat anschließend bei einer Bewegung entgegen dem Uhrzeigersinn
von der neuen Position jede der nach diesem Schritt verbleibenden alten Anfragen eine
Mindestentfernung von 2`.
Wie in den anderen Abbildungen zuvor ist auch in Abbildung 9.4.5 fu¨r die zweite
Schrittweite kein besonders großer Unterschied zwischen der berechneten Kurve und
den empirischen Punkten erkennbar.
Aus der Regressionsanalyse durch [Tea09, R] mit dem Modell αk+1
(k2+β1k+β2)
, sowie den
Startwerten β1 = 3 und β2 = 2 sowie α = 1,5 ergibt sich Tabelle 9.4.2. Die Summe der
quadratischen Abweichungen zwischen den empirischen Schrittweiten und den Werten
der gefundenen Auspra¨gung des Modells berechnet sich zu RSS = 7,21 ·10−6 und damit
liegt das Bestimmtheitsmaß bei R2 = 0,9999854.
9.5. U¨berlegungen zur allgemeinen Schrittweite
Sei eine Rundreise gegeben fu¨r die bis einschließlich zum Schritt t − 1 schon fu¨r alle
Schritte Anfragen ausgewa¨hlt worden sind. Dann steht nach der Bearbeitung der Anfrage
gt−1 im Schritt t− 1 die Auswahl der Anfrage gt im Schritt t an.
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Abbildung 9.4.5.: Empirische und berechnete erwartete Schrittweite fu¨r den zweiten
Schritt bei der Rundreise auf der Kreislinie mit Richtungswechsel
Dazu sei σji eine der mo¨glichen Anfragen aus dem Informationsvorlauf fu¨r die Auswahl
im Schritt t+ 1, die sich daraus ergebende Situation gestaltet sich dann wie folgt:
• {σj1 , . . . , σjk} = ({σ1, . . . , σt+k−2, σt+k−1}) \ {g1, . . . gt−1}. Dabei seien {νj1 , . . . νjk}
als die zugeho¨rigen mo¨glichen Wegstrecken vom Reisepunkt zu gt−1 zu den Reise-
punkten der Anfragen σj1 , . . . , σjk definiert.
• {g1, . . . gt−1} ist eine zula¨ssige Sequenz zur Bearbeitung der bisherigen Anfragen
{σ1, . . . , σt+k−2} bei einer Bearbeitungsinformation von k Anfragen.
Um bei der Auswahl von gt zur Verfu¨gung stehen zu ko¨nnen, muss eine Anfrage σj
einerseits innerhalb der Sequenz der Anfragen σ1 bis σt+k−1 enthalten sein, und darf an-
Parameter Scha¨tzwert Standardfehler t-Wert P (> |t|)
α 1,502297 0,001839 816,73 < 2 · 10−16
β1 2,978553 0,016202 183,84 < 2 · 10−16
β2 2,032471 0,027492 73,93 < 2 · 10−16
Tabelle 9.4.2.: Ergebnisse zur nichtlinearen Regression der zweiten Schrittweite fu¨r die
Rundreise auf der Kreislinie mit Richtungswechsel
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dererseits noch nicht als eine der Anfragen g1, . . . , gt−1 ausgewa¨hlt worden sein. Damit
der Reisepunkt der Anfrage σj bis zur Wahl der Anfrage gt noch nicht als Station ein-
geplant wurde, muss dieser zu den Reisepunkten der Anfragen g{j−k}++1, . . . , gt−1 eine
gro¨ßere Distanz besitzen als deren direkte Nachfolger.
Fu¨r diesen Zweck wird die Funktion Zk(j, t) definiert, welche fu¨r eine Anfrage σj
den Bereich berechnet, in welchem deren Reisepunkt noch liegen kann, wenn diese An-
frage zum Zeitpunkt der Auswahl der Station t + 1 wa¨hrend der Durchfu¨hrung des
Algorithmus 9.1.1 noch nicht ausgewa¨hlt wurde. Aus den vorherigen U¨berlegungen er-
gibt sich
Zk(j, t) =
{
p | dist (p− gi−1) ≥ dist (gi − gi−1) ∀ i = {j − k}+ + 1, . . . , t
}
. (9.5.1)
Natu¨rlich gilt fu¨r σt+k−1, also fu¨r die neue Anfrage, bei der Auswahl in Schritt t fu¨r den
mo¨glichen Bereich Zk(t + k − 1, t− 1) = [0, 2pi] dieser reduziert sich anschließend nach
Schritt t zu
Zk(t+ k − 1, t) = [0, 2pi] \ {p | dist (p, gt−1) < dist (gt, gt−1)} .
Dabei gilt weiterhin Zk(j`, t) ⊆ Zk(j`+1, t) fu¨r die Bereiche der Reisepunkte zweier nach
Schritt t noch nicht bearbeiteter Anfragen σj` und σj`+1, wobei σj` in der Sequenz der
Anfragen vor σj`+1 liegt. Die Dichtefunktion der Reisepunkte vj der einzelnen unbear-
beiteten Anfragen ist bestimmt durch:
fk(σj) =
{
|Zk(j, t− 1)|−1 fu¨r vj ∈ Zk(j, t− 1)
o sonst
Dabei mu¨ssen die in Abbildung 9.5.1 aufgezeigten Besonderheiten beachtet werden.
Die Abbildung 9.5.1a zeigt die Bewegung zur ersten ausgewa¨hlten Anfrage und kenn-
zeichnet gleichzeitig mit dem gestrichelten Bereich noch mo¨gliche Positionen fu¨r die
Reisepunkte der im Informationsvorlauf verbleibenden Anfragen.
In Abbildung 9.5.1b wird die neu hinzugekommene Anfrage in umgekehrter Richtung
direkt angefahren und der mo¨gliche Bereich (wieder gestrichelt) fu¨r die Reisepunkte der
immer noch verbliebenen Anfragen hat sich noch weiter verkleinert.
Abbildung 9.5.1c schließlich zeigt die danach entstehende Problematik bei der Be-
trachtung der Bewegung zum Reisepunkt einer der unbearbeiteten Anfragen auf. Aus
dem vorherigen Teilbild ist bekannt, dass die Reisepunkte der verbliebenen Anfragen auf
den dort gestrichelten und hier durchgezogenen Bereich der Kreislinie liegen mu¨ssen.
Das allerdings fu¨hrt nun dazu, dass es einen Bereich der Schrittweite gibt, bei wel-
chem mit einer Bewegung ausgehend von der aktuellen Position, dargestellt durch den
Punkt auf der Kreislinie, keine der noch mo¨glichen Positionen der Reisepunkte der ver-
bliebenen Anfragen erreicht wird. An diesen ersten Bereich der Schrittweite schließt
sich ein weiterer Bereich an, bei welchem zwar eine Bewegung gegen den Uhrzeigersinn
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Abbildung 9.5.1.: Distanz-Bereiche zu verbleibenden Anfragen bei der Rundreise auf der
Kreislinie mit Richtungswechsel
in den durchgezogenen Bereich der Kreislinie fu¨hrt, allerdings bei einer Bewegung im
Uhrzeigersinn dieser Bereich noch nicht erreicht wird. Abschließend besteht auch noch
die Mo¨glichkeit, dass es Schrittweiten gibt mit denen in beiden Richtungen der noch
mo¨gliche Bereich der Reisepunkte fu¨r die verbliebenen unbearbeiteten Anfragen erreicht
werden kann.
Allgemein ergibt sich bei der Berechnung des Erwartungswertes fu¨r die Schrittweite
τt wa¨hrend der Durchfu¨hrung des Algorithmus 9.1.1 beim U¨bergang zwischen gt−1 und
gt mit Informationsvorlauf k bei gt = σj1 das folgende Integral u¨ber die im Schritt t
verfu¨gbaren Anfragen σj1 , . . . , σjk :∫
Zk(j1,t−1)
τtfk(vj1)
∫
Zk(j2,t)
fk(vj2) · · ·
∫
Zk(jk ,t)
fk(vjk) dvjk . . . dvj1 (9.5.2)
Dabei ergibt sich dann der gesamte Erwartungswert zum Zeitpunkt t mit der Einbezie-
hung der Integrale u¨ber die schon vorher ausgewa¨hlten Anfragen als:
Ek [τt] =
∑
W∈Ω
Θ [τt : (g1, . . . , gt) =W ]
mit Ω als Menge aller zula¨ssigen Rundreisen mit La¨nge t fu¨r (σ1, . . . , σk+t−1) und Infor-
mationsvorlauf k.
Hierbei muss allerdings beachtet werden, dass sich zwischen zwei Anfragen die Lauf-
richtung im Vergleich zum vorherigen Schritt a¨ndern kann. Daher sind theoretisch bis
zu 2tkt Bearbeitungsreihenfolgen mit verschiedenen Richtungswechseln mo¨glich.
Nach einer A¨nderung der Sichtweise, von dem zu der Position des Reisepunktes der
zuletzt bearbeiteten Anfrage relativ unabha¨ngigen Bereichs Zk(i, t) der Kreislinie, hin
zu der schon in Kapitel 8 verwendeten Messung des Abstands zur Position der zuletzt
bearbeiteten Anfrage, so la¨sst sich der Bereich Zk(i, t) durch ein Intervall [ui, oi] dar-
stellen. Dabei ist ui die minimale Schrittweite zu der Anfrage σi in Richtung der vorher
erfolgten Bewegung und oi analog dazu die maximale Schrittweite in dieser Laufrichtung.
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Somit ergeben sich fu¨r die k Anfragen σj1 , . . . , σjk im Informationsvorlauf, wobei diese
wiederum nach ihrer Reihenfolge in der Sequenz der Anfragen sortiert seien, folgende
Eigenschaften fu¨r die Bereiche ihrer Reisepunkte:
2pi ≥ uj1 ≥ · · · ≥ ujk = 0 und 0 ≤ oj1 ≤ · · · ≤ ojk = 2pi
Diese Werte lassen sich u¨ber 2pi − oi als minimale Distanz und 2pi − ui als maximale
Distanz auch fu¨r die Berechnung zur Bewegung in die andere Richtung nutzen. Die
Dichtefunktion ergibt sich dabei in beiden Fa¨llen jeweils als 1
oi−ui
auf dem noch zula¨ssigen
Bereich dieser Anfrage.
Der relevante Bereich zur Integration bei der einzelnen Anfrage ergibt sich dann nach
der Bewegung um die Schrittweite τ mit den neuen Begrenzungen u′i und o
′
i zu [u
′
i, o
′
i].
Da es bei der Rundreise auf der Kreislinie mit Richtungswechsel passieren kann, dass
die Position des Reisepunktes der letzten bearbeiteten Anfrage nicht an den Bereich
des Reisepunktes der noch nicht bearbeiteten Anfrage angrenzt (dann gilt ui > 0) und
somit von dieser Position mit der ausgewa¨hlten Laufrichtung erst eine Distanz von ui
zuru¨ckgelegt werden muss um an diesen Bereich anzuschließen, kann auch wiederum
u′i > 0 gelten.
Als maximal mo¨gliche Schrittweite zum Reisepunkt der na¨chsten ausgewa¨hlten An-
frage ergibt sich bei dieser Betrachtungsweise mit einer Bewegung in der vorherigen
Laufrichtung eine Schrittweite von min {o1, pi}. Das Integral aus (9.5.2), mit Auswahl
von σi als na¨chste zu bearbeitende Anfrage, la¨sst sich daher umschreiben zu:
min{oj1 ,pi}∫
min{ui,pi}
τ
oi − ui
∏
j` 6=i
 oj`∫
u′j`
1
oj` − uj`
dt
 dτ
=
k∏
`=1
1
oj` − uj`
min{oj1 ,pi}∫
min{ui,pi}
τ
∏
j` 6=i
(
o′j` − u′j`
)
dτ (9.5.3)
Bei einer Bewegung in die andere Richtung mu¨ssten die einzelnen Werte des Bereichs wie
oben erla¨utert umgerechnet werden. Da im daran anschließendem Schritt die Dichten
der verbleibenden Anfragen unabha¨ngig von der Laufrichtung jeweils u¨ber
1
o′j` − u′j`
definiert sein werden, kann also bei der Rundreise auf der Kreislinie mit Richtungswechsel
dieser Anteil wie auch schon in (8.5.3) geku¨rzt werden.
Beim U¨bergang nach der Bearbeitung der aktuellen ausgewa¨hlten Anfrage gt und der
Bekanntgabe der neuen Anfrage σt+k, vera¨ndern sich die Grenzen des noch mo¨glichen
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Bereichs fu¨r den Reisepunkt einer in diesem Schritt noch nicht bearbeiteten Anfrage σi
bei einer Schrittweite von τt zu:
(i) u′i = max {0, ui − τt} und o′i = min {oi − τt, 2pi − 2τt} falls die Bewegung in der
gleichen Richtung wie davor verla¨uft.
(ii) u′i = max {0, 2pi − oi − τt} und o′i = min {2pi − ui − τt, 2pi − 2τt} falls die Bewe-
gung in gegensa¨tzlicher Richtung zur vorherigen verla¨uft.
Das Maximum bei der Berechnung der neuen Werte u′i zur unteren Grenze des Intervalls
wird beno¨tigt, weil fu¨r ui > 0 einerseits bei einer kleineren Schrittweite τt als ui der
Bereich des Reisepunktes der Anfrage gar nicht erreicht wird und somit ein Abstand von
ui−τt zum aktuellen Bereich verbleibt. Andererseits wird bei einer gro¨ßeren Schrittweite
das Intervall sicher erreicht und somit ist die Differenz ui − τt negativ, eine daraus
resultierende unsinnige negative Entfernung wird durch die Einbeziehung der Null in
das Maximum verhindert.
Fu¨r die obere Grenze des Intervalls oi muss bei der neuen Berechnung bedacht werden,
dass durch die Mo¨glichkeit des Wechsels der Richtung, eine Bewegung in die eine Rich-
tung nur dann durchgefu¨hrt wird, wenn auch in der anderen Richtung kein na¨heres Ziel
vorhanden ist. Die Bewegung um τt in der Laufrichtung fu¨hrt zu einer Verku¨rzung der
maximalen Entfernung auf oi−τt, gleichzeitig ergibt sich aber auch, dass der Reisepunkt
der Anfrage ebenfalls entgegen der Laufrichtung einen minimalen Abstand von τt zum
Ausgangspunkt haben muss. Daher ist dann vom neuen Ausgangspunkt keine gro¨ßere
Entfernung als 2pi − 2τt mehr mo¨glich.
Die Rekursionsformel aus (8.5.21) mit (8.5.20) la¨sst sich auch wieder beinahe analog
erzeugen, allerdings muss diesmal beim Rekursionsschritt eine Unterscheidung in beide
Laufrichtungen getroffen werden. Diese ergibt sich dann zu:
ft((u1, o1), . . . , (uk−1, ok−1))
=
1
2pi
k∑
j=1
min{pi,o1}∫
min{uj ,pi}
ft−1(φ(j, (u1, o1), . . . , (uk−1, ok−1))) dτt
+
1
2pi
k∑
j=1
min{pi,2pi−u1}∫
min{2pi−oj ,pi}
ft−1(φ(j, (2pi − o1, 2pi − u1), . . . , (2pi − ok−1, 2pi − uk−1))) dτt
(9.5.4)
Dabei wird die Funktion zur Umwandlung
φ(j, (u1, o1), . . . , (uk−1, ok−1)) = (u
′
1, o
′
1), . . . , (u
′
k−1, o
′
k−1)
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a¨hnlich zu (8.5.22) mit ok = 2pi und uk = 0 wie folgt definiert:
u′i =
{
max {0, ui − τt} fu¨r i < j
max {0, ui+1 − τt} fu¨r i ≥ j
(9.5.5a)
o′i =
{
min {oi − τt, 2pi − 2τt} fu¨r i < j
min {oi+1 − τt, 2pi − 2τt} fu¨r i ≥ j
(9.5.5b)
Die Rekursionsfolge wird schließlich u¨ber
f0((u1, o1), . . . , (uk−1, ok−1))
=
(
1
2pi
)k−1
τ1
k−1∏
i=1
 oi∫
ui
1 dy
 = ( 1
2pi
)k−1
τ1
k−1∏
i=1
(oi − ui) (9.5.6)
gestartet.
Beispielrechnung
Dass diese eigentlich u¨bersichtliche Rekursionsformel einiges an Tu¨cken in sich hat, sei
hier am Beispiel eines Informationsvorlaufs von zwei Anfragen und der allgemeinen Be-
rechnung von f1((u, o)) und einer Hinfu¨hrung zu f2((u, o)) aufgezeigt. Zur Vereinfachung
der Bezeichnungen sei die alte noch unbearbeitete Anfrage auf den Bereich [u, o] fu¨r ih-
ren Reisepunkt beschra¨nkt. Die neu bekannt gewordene Anfrage ist mit dem Bereich
[0, 2pi] fu¨r den Reisepunkt definiert.
Die Berechnung von f1((u, o)) gestaltet sich dann nach (9.5.4) zu:
f1((u, o)) =
1
2pi
min{pi,o}∫
min{u,pi}
f0(φ(1, (0, 2pi))) dτ1 +
1
2pi
min{pi,o}∫
0
f0(φ(2, (u, o))) dτ1
+
1
2pi
min{pi,2pi−u}∫
min{2pi−o,pi}
f0(φ(1, (0, 2pi))) dτ1 +
1
2pi
min{pi,2pi−u}∫
0
f0(φ(2, (2pi − o, 2pi − u))) dτ1
(9.5.7)
Bei der Auswertung der Auswahl der neuen Anfrage und ohne einen Richtungswechsel
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ergibt sich:
1
2pi
min{pi,o}∫
0
f0(φ(2, (u, o))) dx1
=
1
2pi
min{pi,o}∫
0
f0((max {u− τ1, 0} ,min {o− τ1, 2pi − 2τ1})) dτ1
=
(
1
2pi
)2 min{pi,o}∫
0
τ1 (min {o− τ1, 2pi − 2τ1} −max {u− τ1, 0}) dτ1
=
(
1
2pi
)2 min{2pi−o,o}∫
0
τ1(o− τ1) dτ1 +
min{pi,o}∫
min{2pi−o,o}
τ1(2pi − 2τ1) dτ1 +
min{pi,u}∫
0
τ1(u− τ1) dτ1

=
(
1
2pi
)2(
1
2
omin {o, 2pi − o}2 − 1
3
min {o, 2pi − o}3
+ pimin {pi, o}2 − pimin {2pi − o, o}2 − 2
3
min {pi, o}3 + 2
3
min {2pi − o, o}3
+
1
2
umin {u, pi}2 − 1
3
min {u, pi}3
)
(9.5.8)
Entgegen der vorherigen Laufrichtung, also bei einem Richtungswechsel, liefert die Aus-
wahl der neuen Anfrage analog:
1
2pi
min{pi,2pi−u}∫
0
f0(φ(2, (2pi − o, 2pi − u))) dτ1
=
(
1
2pi
)2(
1
2
(2pi − u)min {2pi − u, u}2 − 1
3
min {2pi − u, u}3 + pimin {pi, 2pi − u}2
− pimin {u, 2pi − u}2 − 2
3
min {pi, 2pi − u}3 + 2
3
min {u, 2pi − u}3
+
1
2
(2pi − o)min {2pi − o, pi}2 − 1
3
min {2pi − o, pi}3
)
(9.5.9)
Wenn nicht die neue Anfrage ausgewa¨hlt wird, sondern die schon vorher bekannte
alte, bisher noch nicht bearbeitete, Anfrage, dann ergibt sich bei einer Bewegung in der
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vorherigen Laufrichtung
1
2pi
min{pi,o}∫
min{u,pi}
f0(φ(1, (0, 2pi))) dτ1 =
(
1
2pi
)2 min{pi,o}∫
min{u,pi}
τ1(2pi − 2τ1) dτ1
=
(
1
2pi
)2(
pimin {pi, o}2 − pimin {pi, u}2 − 2
3
min {pi, o}3 + 2
3
min {pi, u}3
)
(9.5.10)
und entgegen der vorherigen Laufrichtung
1
2pi
min{pi,2pi−u}∫
min{2pi−o,pi}
f0(φ(1, (0, 2pi))) dτ1 =
(
1
2pi
)2(
pimin {pi, 2pi − u}2 − pimin {pi, 2pi − o}2
−2
3
min {pi, 2pi − u}3 + 2
3
min {pi, 2pi − o}3
)
. (9.5.11)
Aus den vier einzelnen Teilen (9.5.8), (9.5.9), (9.5.10) und (9.5.11) ergibt sich dann
zusammengefasst folgende Darstellung:
f1((u, o)) =
(
1
2pi
)2(
−1
2
(2pi − u)min {pi, u}2 + 1
3
min {pi, u}3
+ 2pimin {pi, 2pi − u}2 − 4
3
min {pi, 2pi − u}3 − 1
2
umin {u, 2pi − u}2
+
1
3
min {u, 2pi − u}3 − 1
2
omin {pi, 2pi − o}2 + 1
3
min {pi, 2pi − o}3 + 2pimin {o, pi}2
−4
3
min {o, pi}3 − 1
2
(2pi − o)min {o, 2pi − o}2 + 1
3
min {o, 2pi − o}3
)
(9.5.12)
Mit der Auswertung von f1((0, 2pi)) u¨ber (9.5.12) ergibt sich als erwartete erste Schritt-
weite bei zwei Anfragen:
f1((0, 2pi)) =
−0 + 0 + 2pi3 − 4
3
pi3 − 0 + 0− 0 + 0 + 2pi3 − 4
3
pi3 − 0 + 0
4pi2
=
1
3
pi
Fu¨r die allgemeine Berechnung von f2((u, o)) werden nun die beiden mo¨glichen Berei-
che des Reisepunktes der nach dem Schritt verbleibenden Anfrage in (9.5.12) eingesetzt.
Dabei werden der eigentlich zur Einordnung der Schrittweite τ beno¨tigte Index, sowie
der Vorfaktor
(
1
2pi
)3
zur platzsparenderen Darstellung der Formel weggelassen.
• Bei einer Bewegung in der vorherigen Laufrichtung ergibt sich bei der Auswahl der
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a¨lteren Anfrage zur Bearbeitung mit
[0, 2pi − 2τ ]
als den Bereich fu¨r den Reisepunkt der verbleibenden, gerade bekanntgegeben An-
frage aus (9.5.12) die Darstellung:
min{pi,o}∫
min{u,pi}
2pi3− 4
3
pi3− 2pi − 2τ
2
min {pi, 2τ}2+ 1
3
min {pi, 2τ}3+2pimin {2pi − 2τ, pi}2
− 4
3
min {2pi − 2τ, pi}3 − τ min {2pi − 2τ, 2τ}2 + 1
3
min {2pi − 2τ, 2τ}3 dτ
(9.5.13)
• Falls nicht die a¨ltere, sondern die neu bekannt gegebene Anfrage ausgewa¨hlt wird,
so kommt mit dem verbleibenden Bereich
[max {0, u− τ} ,min {o− τ, 2pi − 2τ}]
fu¨r den Reisepunkt der a¨lteren Anfrage in (9.5.12) eine zusa¨tzliche Schwierigkeit,
na¨mlich die Integration u¨ber ein Minimum angewandt auf ein Maximum, dazu.
min{pi,o}∫
0
−2pi −max {0, u− τ}
2
min {pi,max {0, u− τ}}2+min {pi,max {0, u− τ}}
3
3
+ 2pimin {pi, 2pi − (u− τ)}2 − 4
3
min {pi, 2pi − (u− τ)}3
− 1
2
max {0, u− τ}min {max {0, u− τ} , 2pi − (u− τ)}2
+
1
3
min {max {0, u− τ} , 2pi − (u− τ)}3
− 1
2
min {o− τ, 2pi − 2τ}min {2pi −min {o− τ, 2pi − 2τ} , pi}2
+
1
3
min {2pi −min {o− τ, 2pi − 2τ} , pi}3
+ 2pimin {o− τ, 2pi − 2τ, pi}2 − 4
3
min {o− τ, 2pi − 2τ, pi}3−
2pi −min {o− τ, 2pi − 2τ}
2
min {2pi −min {o− τ, 2pi − 2τ} ,min {o− τ, 2pi − 2τ}}2
+
1
3
min {2pi −min {o− τ, 2pi − 2τ} ,min {o− τ, 2pi − 2τ}}3 dτ (9.5.14)
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Dabei war es mo¨glich unter Anwendung von
min {x, 2pi −max {0, u− τ}} = min {x, 2pi − (u− τ)}
fu¨r x ≤ 2pi einige der Terme aus (9.5.14) etwas zu vereinfachen.
Beiden Formeln (9.5.13) und (9.5.14) ist nun ein relativ langer Grundterm mit ver-
schiedenen Minima gemeinsam, wobei auf diese Formeln nach ihrer Berechnung dann
auch noch die Umwandlung der Grenzen fu¨r die andere Laufrichtung angewandt werden
mu¨sste. Zusammen erga¨be sich somit eine Summe aus vier unterschiedlich aufgebauten
Termen, welche auch noch verschiedene Extrema in sich vereinigen wu¨rden.
Die vereinzelte Schachtelung der Extremwertbestimmungen fu¨hrt nun dazu, dass bei
einer weiteren Berechnung ausgehend von (9.5.14) das Auflo¨sen der einzelnen Extrem-
wertfunktionen nicht mehr ganz so einfach u¨ber eine Aufteilung des Bereichs der In-
tegration durchgefu¨hrt werden kann. Zwar lassen sich durchaus gewisse A¨hnlichkeiten
erkennen, und es ergeben sich die folgenden zwei Aufteilungen erstellen, was sich aber
insgesamt nicht als wirklich hilfreich fu¨r eine weitere Berechnung herausstellt:
(i) Einerseits eine Unterscheidung zwischen der Schrittweite τ und der La¨nge des
minimalen Abstands u nach
• 0 ≤ τ ≤ min {pi, u} mit den Ergebnissen:
max {0, u− τ} = u− τ
min {max {0, u− τ} , 2pi − (u− τ)} = min {u− τ, 2pi − (u− τ)}
min {pi, 2pi − (u− τ)}
min {pi,max {0, u− τ}} = min {pi, u− τ}
Damit muss hier noch einmal unterschieden werden, ob τ kleiner oder gro¨ßer
gleich u− pi ist.
• min {pi, u} ≤ τ ≤ min {pi, o}, – dabei muss u ≤ pi gelten, ansonsten ist der
dadurch definierte Bereich nur {pi}, – mit den Ergebnissen:
max {0, u− τ} = 0
min {max {0, u− τ} , 2pi − (u− τ)} = min {0, 2pi − (u− τ)} = 0
min {pi, 2pi − (u− τ)} = pi
min {pi,max {0, u− τ}} = min {pi, 0} = 0
(ii) Andererseits aber auch eine Unterscheidung zwischen o − τ und 2pi − 2τ , also
zwischen τ und 2pi − o zu
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• 0 ≤ τ ≤ min {2pi − o, o} mit:
min {o− τ, 2pi − 2τ} = o− τ
min {2pi −min {o− τ, 2pi − 2τ} , pi} = min {2pi − (o− τ), pi}
= min {2pi − o+ τ, pi}
min {o− τ, 2pi − 2τ, pi} = min {o− τ, pi}
min {2pi − (o− τ), (o− τ)} = min {2pi − o+ τ, o− τ}
Die verbleibenden Minima lassen sich in τ gro¨ßer gleich oder kleiner o − pi
auflo¨sen.
• min {2pi − o, o} ≤ τ ≤ min {pi, o}, dieser Fall ist nur fu¨r o ≥ pi relevant, mit
den Auflo¨sungen:
min {o− τ, 2pi − 2τ} = 2pi − 2τ
min {2pi −min {o− τ, 2pi − 2τ} , pi} = min {2pi − (2pi − 2τ), pi}
= min {2τ, pi}
min {o− τ, 2pi − 2τ, pi} = min {2pi − 2τ, pi}
min {2pi − (2pi − 2τ), (2pi − 2τ)} = 2min {τ, pi − τ}
Hier ist noch eine Differenzierung in τ gro¨ßer gleich oder kleiner als pi
2
not-
wendig.
Damit ergeben sich nun in den Grenzen zu den Bereichen der Integrale jeweils ver-
schachtelte Extrema, was sich dadurch natu¨rlich in die daraus resultierende funktionale
Darstellung nach der Integration fortsetzen wird. Insgesamt wu¨rden schon alleine bei der
Auswertung von f2((u, o)) sieben Fallunterscheidungen und damit sieben verschiedene
Bereiche zur Berechnung des Integrals entstehen.
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In diesem Kapitel soll die diskrete Version der Problemstellungen zur Rundreise auf der
Kreislinie eingefu¨hrt werden. Dabei werden zuerst die neuen Gegebenheiten definiert und
die Erwartungswerte fu¨r den ersten Schritt der beiden Problemstellungen berechnet.
Danach wird als allgemeines Konzept zur Berechnung der erwarteten durchschnittli-
chen Schrittweite die Markovkette vorgestellt und die zur Anwendung dieses Konzept
notwendige Vorgehensweise anhand eines Beispiels und einer Implementierung in Maple
(verwendet wird die Version 11 unter Kubuntu mit 64 Bit mit einem Dual-Core-Prozessor
und 4 Gigabyte RAM) dargestellt.
Aus dieser Implementierung werden schließlich fu¨r feste Werte des Informationsvor-
laufs die durchschnittlichen Schrittweiten unter Variation der Anzahl der Positionen
berechnet und fu¨r diese versucht eine geeignete funktionale Beschreibung mithilfe der
rationalen Interpolation zu finden.
10.1. Aufbau der diskretisierten Problemstellung
Bei der diskreten Verteilung der Reisepunkte auf dem Einheitskreis soll dieser, bei n in-
frage kommenden mo¨glichen Positionen, fu¨r die Reisepunkte nach einem gleich-verteilten
Raster wie folgt aufgeteilt sein:
pi = i · 2pi
n
i = 0, . . . , n− 1 (10.1.1)
Dies ergibt wa¨hrend der Bearbeitung einer Sequenz aus Anfragen, bei einem Informa-
tionsvorlauf von k Anfragen, insgesamt eine Anzahl von nk+1 mo¨glichen Situationen
fu¨r die Verteilung der zu den Anfragen aus dem Informationsvorlauf geho¨renden Reise-
punkte und dem aktuellen Standort. Dabei setzt sich diese Anzahl, unter der Annahme,
dass jeweils nach den einzelnen Anfragen unterschieden wird, grundsa¨tzlich wie folgt
zusammen:
• Es gibt n verschiedene Positionen fu¨r den aktuellen Standort,
• die Reisepunkte der k Anfragen aus dem Informationsvorlauf liegen ebenfalls je-
weils auf einer der n Positionen.
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Da die Anzahl von nk+1 mo¨glichen Situation ziemlich hoch ist, und sich insbesonde-
re auch viele Situationen etwa nur dadurch unterscheiden, dass Reisepunkte von zwei
oder mehreren Anfragen vertauscht werden, muss u¨ber eine Vereinfachung der Darstel-
lung zu den Situationen und einer damit einhergehenden Reduzierung von deren Anzahl
nachgedacht werden.
Mit den folgenden Modifikationen la¨sst sich das vorgegebene Ziel der Vereinfachung
erreichen:
• Werden die Reisepunkte losgelo¨st von der Unterscheidung der jeweils zugeho¨rigen
einzelnen Anfragen betrachtet, so entfallen schon mal all diejenigen Situationen,
welche sich nur durch eine Permutation der Platzierungen der einzelnen Reise-
punkte unterscheiden. Das heißt, es ist dann unerheblich, ob der Reisepunkt auf
Position i zu der Anfrage σt oder zur Anfrage σj geho¨rt.
• Wird die Entfernung der betrachteten Reisepunkte zum aktuellen Standort nicht
mehr an die konkrete Position des aktuellen Standorts gekoppelt, sondern nur noch
relativ fu¨r sich betrachtet, so entfallen auch die zu treffenden Unterscheidungen auf
Grund der Position des aktuellen Standorts. Dadurch werden Situationen, welche
sich nur durch eine Verschiebung aller Reisepunkte, einschließlich des aktuellen
Standorts, um eine bestimmte Anzahl von Positionen unterscheiden, zusammen-
gefasst.
Beide Maßnahmen zusammen fu¨hren schließlich zu einer Reduzierung der Anzahl der
mo¨glichen Situationen auf folgenden Wert:(
n+ k − 1
k
)
(10.1.2)
Diese doch deutlich geringere Anzahl ergibt sich daher, dass nun nur noch k mo¨gli-
che Entfernungen zum aktuellen Standort interessieren und es unerheblich ist, welche
Positionen auf der Kreislinie beziehungsweise Anfragen sich dahinter verbergen.
Die erste Beschreibung der Situationen u¨ber die Positionen der Reisepunkte und des
Standortes entsprach einem Ziehen von k+1 Kugeln aus einer Urne mit n Kugeln wobei
jede gezogene Kugel wieder zuru¨ckgelegt wird und die Reihenfolge wesentlich ist. Die
neue Beschreibung u¨ber die Entfernungen hingegen entspricht einem k-maligen Ziehen
mit Zuru¨cklegen aus der gleichen Urne mit n Kugeln, mit dem Zusatz, dass nicht mehr
auf die Reihenfolge der Ziehung geachtet werden muss.
Fu¨r das Optimierungsproblem 8.1.1, also die gerichtete Rundreise auf der Kreislinie,
ergibt sich folgende Liste fu¨r die mo¨glichen Entfernungen:
0,
2pi
n
, . . . , (n− 1) · 2pi
n
(10.1.3a)
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Analog ergeben sich die Entfernungen fu¨r die Rundreise auf der Kreislinie mit Rich-
tungswechsel nach Optimierungsproblem 7.1.1 zu:
0,
2pi
n
, . . . ,
⌊n
2
⌋
· 2pi
n
, −
⌊
n− 1
2
⌋
· 2pi
n
, . . . , −2pi
n
(10.1.3b)
Hierbei entspricht ein positiver Wert einer Bewegung entgegen dem Uhrzeigersinn (be-
ziehungsweise wa¨hrend der Bearbeitung einer Bewegung in der gleichen Richtung wie
bei der letzten Bewegung) und ein negativer Wert einer entgegengesetzten Bewegung.
Die zwei gerundeten Werte ergeben sich daher, dass bei einer geraden Anzahl n von
Positionen eine Position mit Entfernung pi zum aktuellen Standort existiert. Ohne Be-
schra¨nkung der Allgemeinheit wird im Fall einer Fahrt zu dieser Position eine Bewegung
in der bisherigen Laufrichtung angenommen.
Bei geradem n gibt es also bei der Rundreise auf der Kreislinie mit Richtungswechsel
n
2
mo¨gliche Punkte mit positiver Entfernung und n
2
− 1 mo¨gliche Punkte mit negativer
Entfernung zum aktuellen Standort. Wenn n dagegen ungerade ist, dann gilt
⌊
n
2
⌋
= n−1
2
,
das heißt, dass in beiden Richtungen jeweils gleich viele Positionen vorhanden sind.
Bei der Erzeugung aller mo¨glichen Situationen fu¨r einen festen Informationsvorlauf
von k Anfragen und n mo¨glichen Positionen auf der Kreislinie ko¨nnen die einzelnen
Situationen dann durch Vektoren aus der Menge Ω codiert werden.
Ω =
{
x ∈ {0, 1, . . . , k}n : 1Tx = k} mit |Ω| = (n+ k − 1
k
)
Bei der U¨bersetzung eines Vektors x aus der Menge Ω in eine mo¨gliche Situation wa¨hrend
der Bearbeitung eines Problems der Rundreise auf der Kreislinie bedeutet dann ein
Eintrag t in der Komponente xi, dass auf der Position in einer Entfernung von
(i− 1) · 2pi
n
vom aktuellen Standort bei einer Bewegung in der bisherigen Laufrichtung die Reise-
punkte von t Anfragen zu finden sind.
10.2. Erwartungswerte erste Schrittweite
Exemplarisch sollen nun in der Diskretisierung der Problemstellungen zur Rundreise auf
der Kreislinie analog zu den Beweisen fu¨r Satz 8.4.1 und Satz 9.4.1 die Erwartungswerte
der ersten Schrittweite berechnet werden.
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10.2.1. Gerichtete Rundreise auf der Kreislinie
Als erstes wird die gerichtete Rundreise auf der Kreislinie betrachtet. Fu¨r diese ergibt
sich der Erwartungswert E [τ1] fu¨r die Schrittweite im ersten Schritt als die Auswertung
der folgenden Formel:
E [τ1] = k lim
n→∞
n−1∑
i=0
i · 2pi
n
· 1
n
(
n−1∑
j=i
1
n
)(k−1)
(10.2.1)
Dabei ergibt sich der Vorfaktor von k in (10.2.1) daraus, dass die Reisepunkte von k
Anfragen fu¨r die Auswahl des zu bearbeitenden Reisepunktes zur Verfu¨gung stehen. Die
Wahrscheinlichkeit, dass der Reisepunkt einer bestimmten Anfrage auf einer Position i
liegt ist 1
n
und i · 2pi
n
ist die Schrittweite zur Position i. Die Wahrscheinlichkeit dafu¨r,
dass keiner der Reisepunkte der anderen k − 1 Anfragen na¨her am aktuellen Standort
liegt als der Reisepunkt der ausgewa¨hlten Anfrage ist (
∑n−1
j=i
1
n
)
k−1
. Aus (10.2.1) ergibt
sich in der Fortfu¨hrung dann:
E [τ1] = k lim
n→∞
n−1∑
i=0
2pi
n2
· i ·
(
n− i
n
)k−1
(10.2.2)
Wird nun n−i durch j substituiert, so a¨ndert sich die Form der Summanden aus (10.2.2)
zu:
E [τ1] = 2pik lim
n→∞
n∑
j=1
(n− j)jk−1
nk+1
= 2pik lim
n→∞
(
n∑
j=1
jk−1
nk
−
n∑
j=1
jk
nk+1
)
= 2pik
(
1
k
− 1
k + 1
)
=
2
k + 1
pi (10.2.3)
Dieser Wert ergab sich auch in Satz 8.4.1 als erwartete erste Schrittweite wenn die Rei-
sepunkte der Anfragen gleichma¨ßig u¨ber die ganze Kreislinie verteilt sind.
Bemerkung 10.2.1 (Faulhaber Formel).
Bei der vorletzten Umformung von (10.2.3) wird die Faulhabersche Formel, mit βj als
der j-ten Bernoulli-Zahl, sowie β0 = 1,
n∑
i=1
ip =
1
p+ 1
p∑
j=0
(
p+ 1
j
)
βjn
p+1−j, (10.2.4)
welche zum Beispiel in [Weia] gefunden werden kann, fu¨r die Summierung u¨ber eine
Zahlenreihe mit gleichen Potenzen angewendet.
Multipliziert mit n−(p+1) ergibt sich aus (10.2.4) im Grenzwert fu¨r n gegen unendlich
der erste Summand der Summe auf der rechten Seite der Gleichung. Da außerdem noch
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β0 = 1 vorausgesetzt ist, gilt:
lim
n→∞
1
np+1
n∑
i=1
ip =
1
p+ 1
β0 =
1
p+ 1
(10.2.5)
Da die Berechnung mit diskreten Wahrscheinlichkeiten arbeitet, sind eigentlich die
Fa¨lle in denen mindestens eine weitere Anfrage den gleichen Reisepunkte wie die aus-
gewa¨hlte Anfrage besitzt mehrmals eingerechnet, allerdings geht die Wahrscheinlichkeit
fu¨r ein solches zufa¨lliges Treffen, wie im kontinuierlichen Fall, mit zunehmender Anzahl
der mo¨glichen Punkte und damit vor allem im Grenzwert fu¨r n mit unendlich vielen
Positionen gegen 0.
10.2.2. Normale Rundreise auf der Kreislinie
Bei der Berechnung des Erwartungswertes E [τ1] der ersten Schrittweite fu¨r die Rundreise
auf der Kreislinie mit Richtungswechsel ergibt sich eine Unterscheidung in zwei Fa¨lle.
Wird na¨mlich eine gerade Anzahl n an Positionen auf der Kreislinie verwendet, so gibt
es immer genau eine Position auf der Kreislinie, welche exakt gegenu¨ber dem aktuellen
Standort liegt, dass fu¨hrt nun dazu, dass eine Schrittweite von pi zum na¨chsten Punkt
nur mit einer Position realisiert werden kann und nicht wie bei den anderen
⌊
n−1
2
⌋
Ent-
fernungen je einmal pro Laufrichtung. Deshalb sind bei diesen die Wahrscheinlichkeiten
fu¨r die Realisierung der Schrittweite auch 2
pi
statt nur 1
pi
. Der Erwartungswert ergibt sich
dann mit:
E [τ1] = k lim
n→∞
0 + b
n−1
2 c∑
i=1
2
n
i
2pi
n
b
n−1
2 c∑
j=i
2
n
+ {n gerade} 1
n

k−1
+ {n gerade} 1
n
pi
1
nk
 =
kpi
(
2
n
)k+1
lim
n→∞
b
n−1
2 c∑
i=1
i
(⌊
n− 1
2
⌋
+ 1− i+ {n gerade}
2
)k−1+ k lim
n→∞
{n gerade}pi
nk+1
(10.2.6)
Der zweite Teil von (10.2.6), also k {n gerade}pi
nk+1
, verschwindet beim Grenzu¨bergang von n
gegen unendlich und damit reduziert sich der Erwartungswert auf:
E [τ1] = kpi
(
2
n
)k+1
lim
n→∞
b
n−1
2 c∑
i=1
i
(⌊
n+ 1
2
⌋
− i+ {n gerade}
2
)k−1 (10.2.7)
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Nach einer Substitution mit j =
⌊
n+1
2
⌋− i ergibt sich aus (10.2.7) folgende Formel:
E [τ1] = kpi
(
2
n
)k+1
lim
n→∞
b
n−1
2 c∑
j=1
(⌊
n+ 1
2
⌋
− j
)(
j +
{n gerade}
2
)k−1 (10.2.8)
Fu¨r ungerades n, also eine ungerade Anzahl an Positionen la¨sst sich (10.2.8) fortfu¨hren
zu:
E [τ1] = lim
n→∞
(
2
n
)k+1
pi
n−1
2∑
j=1
(
n + 1
2
− j
)
jk−1
Dies la¨sst sich ebenfalls mit der Faulhaberschen Formel und dem U¨bergang zum Grenz-
wert nach (10.2.5) aus Bemerkung 10.2.1 mit
lim
n→∞
(
n+ 1
2
)(
n− 1
2
)k(
2
n
)k+1
= 1 (10.2.9)
vereinfachen zu:
E [τ1] = kpi
(
1
k
− 1
k + 1
)
=
1
k + 1
pi
Ist dagegen die Anzahl der Positionen eine gerade Zahl, so entsteht aus (10.2.8) die
folgende Formel:
E [τ1] = kpi
(
2
n
)k+1
lim
n→∞
n2−1∑
j=1
(n
2
− j
)(
j +
1
2
)k−1 (10.2.10)
Auf (10.2.10) kann nun allerdings die Faulhabersche Formel Bemerkung 10.2.1 nicht
direkt angewandt werden, sondern es muss erst einmal nach oben und unten abgescha¨tzt
werden. Die Abscha¨tzung von (10.2.10) nach unten erfolgt durch das Weglassen von 1
2
in
(
j + 1
2
)k−1
, dies ergibt schließlich nach der Anwendung der Faulhaber Formel und des
Grenzwertes wie in (10.2.5) sowie mit (10.2.9):
E [τ1] = kpi
(
2
n
)k+1
lim
n→∞
n
2
−1∑
j=1
(n
2
jk−1 − jk
)
= kpi
(
1
k
− 1
k + 1
)
=
1
k + 1
pi
Nach oben ergibt sich die Abscha¨tzung zu (10.2.10) u¨ber das Aufrunden von 1
2
zu 1 und
einer Verschiebung der Grenzen der Summe, sowie wiederum durch die Anwendung von
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(10.2.5) und (10.2.9):
E [τ1] = kpi
(
2
n
)k+1
lim
n→∞
n
2
−1∑
j=1
(n
2
− j
)
(j + 1)k−1
= kpi
(
2
n
)k+1
lim
n→∞
 n2∑
j=1
[(n
2
+ 1
)
jk−1 − jk
]
− n
2
 = kpi(1
k
− 1
k + 1
)
=
1
k + 1
pi
Da somit sowohl die Abscha¨tzung nach oben als auch die Abscha¨tzung nach unten den
gleichen Grenzwert ergeben, geht also auch der Erwartungswert fu¨r die erste Schrittweite
bei gerader Anzahl an Positionen im Grenzwert gegen 1
k+1
pi, dieses Ergebnis ist identisch
mit dem Grenzwert des Erwartungswertes fu¨r ungerade n und besta¨tigt die Aussage
von Satz 9.4.1 u¨ber den Erwartungswert der ersten Schrittweite mit stetig verteilten
Reisepunkten der Anfragen.
10.3. Allgemeine Schrittweite
Nach den U¨berlegungen in Abschnitt 10.1 ist die Anzahl der mo¨glichen Situationen
fu¨r einen gegebenen Informationsvorlauf k und einer Unterteilung der Kreislinie in n
Positionen mit (10.1.2) gleich(
n+ k − 1
k
)
=
(n+ k − 1)!
k!(n− 1)!
und damit nicht wirklich fu¨r explizite von Hand durchfu¨hrbare Berechnungen geeignet.
Eine Mo¨glichkeit, diese Schwierigkeit doch noch zu umgehen bietet das Konzept der
Markovketten, – wie sie in [CJSW93] oder auch in [NR00] fu¨r Betrachtungen u¨ber das
Bin Packing verwendet werden, – mit der Berechnung eines Fixpunkt-Vektors unter
der Verwendung von Computer-Programmen zum Beispiel Maple. Eine ausfu¨hrlichere
Beschreibung zur Modellierung mit Markovketten findet sich etwa in [Pot09].
Da sich die Situationen in den beiden Problemstellungen nur dadurch unterscheiden,
dass bei der Rundreise auf der Kreislinie mit Richtungswechsel statt einer Entfernung d,
wenn diese gro¨ßer als pi ist, die Entfernung 2pi − d und eine A¨nderung der Bewegungs-
richtung verwendet wird, sind die theoretisch mo¨glichen Situationen fu¨r beide Problem-
stellungen identisch. Einzig die hinter den einzelnen Komponenten stehenden Werte zur
Distanz sind – wie in (10.1.3) gesehen – teilweise unterschiedlich.
Bemerkung 10.3.1 (Voraussetzungen fu¨r die Anwendung der Markovketten).
Voraussetzungen zur Anwendung dieser Methode fu¨r die Rundreise auf der Kreislinie
sind:
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(i) Es wird eine unendliche Sequenz σ von Anfragen σi mit einer endlichen Grund-
menge fu¨r die Reisepunkte betrachtet.
(ii) Die Gro¨ße des Informationsvorlaufs k ist festgelegt und wird nicht mehr vera¨ndert.
(iii) Die Menge aller mo¨glichen Situationen fu¨r die Anordnung der Reisepunkte der
Anfragen im Informationsvorlauf ist endlich. Diese Voraussetzung ist allerdings
schon durch die beiden Voraussetzungen in Punkt (i) und Punkt (ii) erfu¨llt.
(iv) Die Auswahl der na¨chsten zu bearbeitenden Anfrage ha¨ngt nur von deren Reise-
punkt und den Reisepunkten der anderen Anfragen aus dem Informationsvorlauf
ab. Damit ist gewa¨hrleistet, dass die Auswahl unabha¨ngig von fru¨heren Entschei-
dungen oder Situationen ist.
Unter den Voraussetzungen von Bemerkung 10.3.1 ko¨nnen die Wahrscheinlichkeiten
fu¨r die U¨berga¨nge zwischen den einzelnen Situationen bei Verwendung des zu betrach-
tenden Algorithmus in einer quadratischen Matrix A mit Dimension b zusammengefasst
werden, diese Matrix A wird im weiteren Verlauf dieser Arbeit als U¨bergangsmatrix
bezeichnet. Dabei ist die Dimension b durch die Anzahl der mo¨glichen Situationen vor-
gegeben.
Der Eintrag Ai,j gibt dabei die Wahrscheinlichkeit an, mit welcher der Algorithmus
einen U¨bergang von der Situation j in die Situation i nach der Bearbeitung des aus-
gewa¨hlten na¨chsten Reisepunktes und der Ankunft einer weiteren neuen Anfrage, mit
einem auf allen Positionen gleichverteilten Reisepunkt, durchfu¨hrt. Also gilt:
Ai,j = P (j → i) sowie 1TA = 1T
Dabei ist P (j → i) die Wahrscheinlichkeit dafu¨r, dass bei vorgegebener Situation j nach
der Bearbeitung der ausgewa¨hlten Anfrage durch den Algorithmus und der Bekanntgabe
der neuen Anfrage die Situation i entsteht. In der Spalte A.j stehen somit die einzelnen
Wahrscheinlichkeiten mit denen aus der Situation j eine der anderen Situationen wird.
Die Diagonale Aj,j muss dabei nicht zwingend gleich Null sein, da es auch mo¨glich ist,
dass eine Situation wieder in sich selbst u¨bergeht.
Sei P nun ein Wahrscheinlichkeitsraum u¨ber die einzelnen Situationen und p ∈ P
ein Vektor mit p ≥ 0, sowie pT1 = 1, dann beschreibt der Eintrag pi die momentane
Wahrscheinlichkeit fu¨r die Situation i.
Durch die Festlegung von A ergeben sich durch pneu = A · palt die erwarteten Wahr-
scheinlichkeiten pneu ∈ P fu¨r die einzelnen Situationen im na¨chsten Schritt aufbauend
auf einem vorherigen Wahrscheinlichkeitsvektor palt ∈ P zu den mo¨glichen Situationen.
Hierbei repra¨sentieren die Einheitsvektoren die einzelnen Situationen als feste Zusta¨nde.
Wenn sich zu der Markovkette mit der Matrix A nun ein eindeutiger stabiler Punkt
nach Definition 10.3.2 finden la¨sst, so kann einiges u¨ber das Average-Case-Verhalten des
Algorithmus herausgefunden werden.
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Um aus der Matrix mit den Wahrscheinlichkeiten fu¨r die U¨berga¨nge die erwartete
durchschnittliche Schrittweite zu erhalten, muss fu¨r jede einzelne der Situationen aus
Ω die durch die vorgegebene Belegung festgelegte Schrittweite im na¨chsten Schritt u¨ber
die zur Problemstellung geho¨rige Distanzfunktion und den verwendeten Algorithmus be-
stimmt werden. Dies ergibt einen Vektor mit den Schrittweiten τ¯ u¨ber alle mo¨glichen
Situationen aus Ω, zusammen mit einem Wahrscheinlichkeitsvektor p¯ u¨ber die Situatio-
nen, kann dann durch τ¯T p¯ die erwartete Schrittweite ausgerechnet werden.
Fu¨r die erwartete Schrittweite zur Grenzverteilung der Wahrscheinlichkeiten muss die
Matrix A darauf untersucht werden, ob es einen Vektor v mit
vi ≥ 0 ∀i und 1Tv = 1 (10.3.1)
gibt, welcher sich nach einer Multiplikation mit A nicht vera¨ndert, also fu¨r den Av = v
gilt.
Definition 10.3.2 (Fixpunkt-Vektor/stabiler Punkt).
Ein Vektor v mit Dv = v wird als Fixpunkt-Vektor zu D bezeichnet. Allgemein kann
hierbei auch vom stabilen Punkt der Markovkette zu D gesprochen werden.
Ein Fixpunkt-Vektor v zu der U¨bergangsmatrix A, welcher zusa¨tzlich noch die An-
forderungen aus (10.3.1) erfu¨llt, beinhaltet die Wahrscheinlichkeiten fu¨r die einzelnen
Situationen im Grenzwert der unendlichen Betrachtung. Das heißt, dass bei der Bear-
beitung des zugeho¨rigen Problems der Algorithmus nach einer genu¨gend großen Zahl von
Schritten mit Wahrscheinlichkeit 1 diesen Wahrscheinlichkeitsvektor der Situationen er-
reichen wird. Damit der Fixpunkt-Vektor diese Eigenschaft erfu¨llt, muss die Lo¨sung von
(10.3.1) eindeutig sein, dafu¨r muss nach Bemerkung 10.3.1 ein Zusammenhalt zwischen
den einzelnen Situationen bestehen.
Hierbei ist mit dem oben erwa¨hnten Zusammenhalt der Situationen gemeint, dass im
gerichteten Graphen der U¨berga¨nge zwischen den verschiedenen Situationen zwischen
allen Paaren von Knoten ein gerichteter Weg existiert. Dieser Graph besteht dabei aus
zu den einzelnen Situationen geho¨renden Knoten und aus Bo¨gen, wobei es zwischen zwei
Knoten i und j genau dann einen gerichteten Bogen i→ j gibt, wenn von der Situation i
zur Situation j ein direkter U¨bergang mo¨glich ist. Ein einzelner Knoten hat also folglich
einen Ausgangsgrad von n, da es nach der Bearbeitung der ausgewa¨hlten Anfrage genau
n verschiedene mo¨gliche Positionen fu¨r den Reisepunkt der neuen Anfrage gibt.
Eine Markovkette, deren Graph diese Eigenschaft erfu¨llt, hat dann fu¨r jedes Paar aus
Situationen eine positive Wahrscheinlichkeit fu¨r einen U¨bergang zwischen diesen bei-
den Situationen. Dieser U¨bergang muss nicht notwendigerweise direkt erfolgen, sondern
kann auch einen Umweg u¨ber andere Situationen nehmen. Nach [Pot09, Kapitel 6] ist
eine Markovkette mit dieser Eigenschaft regula¨r und damit auch ergodisch. Aus der Re-
gula¨rita¨t der Markovkette ergibt sich außerdem die Existenz eines eindeutigen stabilen
Punktes mit den gewu¨nschten Eigenschaften aus (10.3.1).
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Bei den beiden Rundreisen auf der Kreislinie und den zu ihnen vorgestellten Algo-
rithmen ist, da von jeder Situation jede andere Situation mit endlich vielen Schritten
erreicht werden kann, dieser Zusammenhalt gegeben.
Satz 10.3.3 (Erreichbarkeit der Situationen).
Sowohl fu¨r die Bearbeitung der Problemstellung der Rundreise auf der Kreislinie mit
Richtungswechsel durch Algorithmus 9.1.1 als auch fu¨r die Bearbeitung der gerichte-
ten Rundreise durch Algorithmus 8.1.2 gilt, dass von jeder beliebigen Situation aus alle
anderen Situationen in endlicher Zeit erreichbar sind. Damit sind die zugeho¨rigen Mar-
kovketten regula¨r und die Existenz des stabilen Punktes gesichert.
Beweis zu Satz 10.3.3.
Der Beweis gliedert sich in zwei Teile, zuerst wird die Aussage fu¨r die gerichtete Rundreise
auf der Kreislinie und danach fu¨r die Rundreise auf der Kreislinie mit Richtungswechsel
bewiesen, dabei wird jeweils der zur Problemstellung definierte Algorithmus verwendet.
Als grundsa¨tzliches Vorgehen wird fu¨r den jeweiligen Algorithmus beschrieben wie unter
dessen Anwendung ausgehend von einer Situation x0 mit x0 ∈ Ω eine beliebige andere
Situation x ∈ Ω erreicht werden kann.
Gerichtete Rundreise: Sei dazu i die Position des Reisepunktes der Anfragen aus
dem Informationsvorlauf zu x0, welcher den gro¨ßten Abstand zu dem Standort –
dieser kann ohne Beschra¨nkung der Allgemeinheit als die Position 0 angenommen
werden – von x0 hat.
Als erstes werden nun solange neue Anfragen, mit einem Reisepunkt auf der Po-
sition i generiert, bis auf dieser Position genau k Reisepunkte versammelt sind,
derweil werden durch die Anwendung von Algorithmus 8.1.2 die im Informations-
vorlauf von x0 vorhandenen Anfragen, deren Reisepunkt nicht auf der Position i
liegt, bearbeitet.
Anschließend sind im Informationsvorlauf genau k Anfragen mit Reisepunkt auf
der Position i, das heißt als na¨chstes wird eine dieser Anfragen bearbeitet und der
aktuelle Standort wechselt auf die Position i. Wenn nun wa¨hrend der Abarbeitung
dieser k Anfragen mit den Reisepunkten auf der Position i die na¨chsten maximal
k neuen Anfragen so erzeugt werden, dass deren Reisepunkte zu dem aktuellen
Standort, also der Position i, die in x festgelegten Entfernungen erzeugen, dann
entsteht schlussendlich die Situation x.
Der Aufwand dieser Vorgehensweise betra¨gt maximal 2k Schritte.
Rundreise mit Richtungswechsel: Da bei der Rundreise mit Richtungswechsel ei-
ne Bewegung sowohl im als auch gegen den Uhrzeigersinn mo¨glich ist, muss die
Vorgehensweise aus der gerichteten Rundreise angepasst werden.
Sei dazu wiederum die Position 0 der aktuelle Standort und i die Position des
Reisepunktes der Anfragen aus dem Informationsvorlauf, welcher in der durch
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die in der na¨chsten Auswahl von Algorithmus 8.1.2 vorgegebenen Richtung der
Bewegung, die gro¨ßte Entfernung zum aktuellen Standort besitzt.
Ohne Beschra¨nkung der Allgemeinheit wird eine Bewegung entgegen den Uhrzei-
gersinn angenommen, auch in dem Fall, dass eine Anfrage mit einem Reisepunkt
mit Entfernung Null vorhanden ist. Das bedeutet hier natu¨rlich gleichzeitig, dass
bei einer Bewegung zur Position i im Uhrzeigersinn kein anderer Reisepunkt auf
einer der Positionen dazwischen liegen darf.
Nun wird solange der Algorithmus 8.1.2 mit Informationsvorlauf k angewandt, bis
der aktuelle Standort auf die Position i aufgeru¨ckt ist. Dabei werden die Reise-
punkte der neuen Anfragen auf zwei verschiedene Arten gesetzt. Wenn die Richtung
der Bewegung zum Reisepunkt der Anfrage, welche im na¨chsten Schritt aus den
k − 1 alten Anfragen des Informationsvorlaufs ausgewa¨hlt werden wu¨rde, wieder
entgegen den Uhrzeigersinn ist, so wird der Reisepunkt der neuen Anfrage auf die
Position i gesetzt, ansonsten auf die na¨chste Position entgegen den Uhrzeigersinn
ausgehend vom aktuellen Standort.
Durch die Ermittlung der Richtung einer mo¨glichen Bewegung innerhalb der k−1
verbliebenen Anfragen und der eventuellen Anpassung des Reisepunktes der neu-
en Anfrage, wird verhindert, dass sich wa¨hrend der Bearbeitung die Richtung der
Bewegung vera¨ndert. Damit bleibt der Bereich im Uhrzeigersinn zwischen dem ak-
tuellen Standort und der Position i frei von den Reisepunkten der neuen Anfragen.
Wenn schließlich die Position i erreicht ist, dann sind im Informationsvorlauf genau
k − 1 Anfragen mit einem Reisepunkt an der Position i und nun kann durch
sukzessives Hinzufu¨gen von Anfragen mit geeigneten Reisepunkten die Situation
x erzeugt werden.
Damit werden in diesem Fall maximal n+ k Schritte beno¨tigt.
Bemerkung 10.3.4 (Anmerkung zum Beweis von Satz 10.3.3).
Die im Beweis verwendeten Vorgehensweisen sind im Allgemeinen nicht die ku¨rzesten
Methoden zur Erzeugung der gewu¨nschten Situation x aus der Ausgangssituation x0,
das ist aber fu¨r den Beweis auch nicht notwendig.
10.3.1. Ein kurzes Beispiel zur Berechnung
Um das oben angesprochene Verfahren mit den Markovketten nicht nur abstrakt oder
wie in Unterabschnitt 10.3.3 anhand von empirischen Ergebnissen zu betrachten soll in
diesem Unterabschnitt ein einfu¨hrendes Beispiel erla¨utert werden.
Beispiel 10.3.5 (Veranschaulichung der Markovketten und des stabilen Punktes).
Es sei ein Informationsvorlauf von zwei Anfragen und fu¨nf mo¨gliche Positionen auf der
Kreislinie vorausgesetzt. Dann gibt es nach (10.1.2) wa¨hrend der Bearbeitung der ge-
richteten Rundreise auf der Kreislinie nach Optimierungsproblem 8.1.1 genau
(
6
2
)
= 15
mo¨gliche Situationen, diese sind alle in Tabelle 10.3.1 aufgelistet.
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Dabei sieht die Struktur von Tabelle 10.3.1 wie folgt aus, in der ersten Spalte steht als
Ordnungsmerkmal die Nummer der jeweiligen Situation, in den na¨chsten fu¨nf Spalten
ist die Situation u¨ber die Darstellung mit den Entfernungen, also die Darstellung von
xi ∈ Ω, enthalten. Die letzten beiden Spalten enthalten bei der Bearbeitung der vorlie-
genden Situation durch Algorithmus 8.1.2, einerseits die Menge der mo¨glichen nachfol-
genden Situationen, dabei ist, um es etwas u¨bersichtlicher zu gestalten, immer nur die zur
jeweiligen Situation geho¨rende Nummer angegeben, und andererseits die Schrittweite,
welche sich aus dieser Situation fu¨r den Algorithmus 8.1.2 ergibt.
Nr. 0 2
5
pi 4
5
pi 6
5
pi 8
5
pi mo¨gliche Nachfolger nach Nr. Schrittweite
1 2 0 0 0 0 {1, 2, 3, 4, 5} 0
2 1 1 0 0 0 {2, 6, 7, 8, 9} 0
3 1 0 1 0 0 {3, 7, 10, 11, 12} 0
4 1 0 0 1 0 {4, 8, 11, 13, 14} 0
5 1 0 0 0 1 {5, 9, 12, 14, 15} 0
6 0 2 0 0 0 {1, 2, 3, 4, 5} 2
5
pi
7 0 1 1 0 0 {2, 6, 7, 8, 9} 2
5
pi
8 0 1 0 1 0 {3, 7, 10, 11, 12} 2
5
pi
9 0 1 0 0 1 {4, 8, 11, 13, 14} 2
5
pi
10 0 0 2 0 0 {1, 2, 3, 4, 5} 4
5
pi
11 0 0 1 1 0 {2, 6, 7, 8, 9} 4
5
pi
12 0 0 1 0 1 {3, 7, 10, 11, 12} 4
5
pi
13 0 0 0 2 0 {1, 2, 3, 4, 5} 6
5
pi
14 0 0 0 1 1 {2, 6, 7, 8, 9} 6
5
pi
15 0 0 0 0 2 {1, 2, 3, 4, 5} 8
5
pi
Tabelle 10.3.1.: Mo¨gliche Situationen der Entfernungen fu¨r die Reisepunkte der Anfragen
aus dem Informationsvorlauf bei der gerichteten Rundreise
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Als U¨bergangsmatrix ergibt sich mit diesen Daten die in (10.3.2) dargestellte Matrix.
A :=

1 1 1 1 1
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1
1 1 1
1 1 1 1 1
1 1 1 1
1 1
1 1 1
1

(10.3.2)
Zu dieser Matrix gibt es natu¨rlich, wie in den Anmerkungen zum Zusammenhalt nach
der Definition 10.3.2 angesprochen, einen Graphen zur Darstellung der U¨berga¨nge. Da in
8
7
6
2
9
Abbildung 10.3.1.: Ausschnitt des Graphen der U¨berga¨nge zu Beispiel 10.3.5
dem Graphen zu der hier gegebenen Problemstellung 15 Knoten mit jeweils einem Grad
von fu¨nf Bo¨gen enthalten sind, wird in Abbildung 10.3.1 nur ein Ausschnitt des Graphen
zu den Situationen mit den Nummern 2, 6, 7, 8 und 9 gezeigt. Dabei steht ein Bogen
mit einer Pfeilspitze an jeder Seite fu¨r zwei gegensa¨tzliche Bo¨gen zwischen den beiden
Knoten, dass heißt, dass zwischen beiden Situationen ein direkter Wechsel mo¨glich ist.
Der komplette Graph ist auf Grund der Anzahl von 5 · 15 = 75 Bo¨gen zu u¨berladen um
diesen u¨bersichtlich darzustellen zu ko¨nnen. Dabei kann in Abbildung 10.3.1 gut erkannt
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werden, dass sowohl die Situation 2 als auch die Situation 7 beide einen U¨bergang auf
sich selbst zulassen, ebenso kann theoretisch zwischen den beiden Knoten 2 und 7 ein
Kreislauf entstehen.
Die Matrix aus (10.3.2) besitzt schließlich folgenden stabilen Punkt:
v =
(
1
25
11
100
9
100
7
100
1
20
7
100
3
25
1
10
2
25
1
20
2
25
3
50
3
100
1
25
1
100
)
(10.3.3)
Mit den Angaben u¨ber die vom Algorithmus 8.1.2 beno¨tigten Distanzen zu den unter-
schiedlichen Situationen in Tabelle 10.3.1 und dem stabilen Punkt aus (10.3.3) errechnet
sich insgesamt eine erwartete durchschnittliche Schrittweite von 2
5
pi.
Eine Mo¨glichkeit zur Berechnung von gro¨ßeren Problemstellungen mit Maple wird in
den beiden folgenden Unterabschnitten vorgestellt.
10.3.2. Implementierung in Maple
Um alle Vektoren aus Ω ohne einen rekursiven Durchlauf bestimmen zu ko¨nnen, kann
auf einen kleinen Trick zuru¨ckgegriffen werden:
Zuerst wird eine Schleife mit allen Zahlen von 0 bis nk−1 durchlaufen, zu diesen Zahlen
wird dann eine Basis-Darstellung zur Basis n berechnet, das ergibt einen k dimensionalen
Vektor z mit Eintra¨gen zwischen 0 und n − 1. Solch ein Vektor z wird dann als x ∈ Ω
wie folgt interpretiert:
In der i-ten Komponente von z steht die Entfernung der i-ten noch nicht bearbeiteten
Anfrage, das heißt wenn zum Beispiel z5 = 8 gilt, so wird der neunte Eintrag von x
um eins erho¨ht. Leider werden bei dieser Methode noch Duplikate erzeugt, so dass die
berechneten Vektoren in einer Menge gespeichert werden mu¨ssen um diese Duplikate
wirkungsvoll zu entfernen.
Durch die Anordnung der Entfernungen der Gro¨ße nach kann bei der Durchfu¨hrung
der Auswahl der na¨chsten zu bearbeitenden Anfrage, wie zum Beispiel in Schritt (ii) von
Algorithmus 9.1.1, und deren Bearbeitung der neue Distanzvektor fu¨r die verbleibenden
k − 1 Anfragen relativ einfach berechnet werden:
Nach der Auswahl der Anfrage σpi(`) mit Entfernung (i − 1) · 2pin als an Stelle ` zu
bearbeitende Anfrage, ergibt sich der nachfolgende Entfernungsvektor x′ ohne die neue
Anfrage σ`+k aus dem aktuellen Entfernungsvektor x nach folgender Rechenvorschrift:
x′1 = xi − 1, x′j = xp mit p = [(i+ j − 2) mod n] + 1 ∀ i ∈ {2, . . . , n} (10.3.4)
Um daraus den neuen aktuellen Entfernungsvektor zu erhalten, muss nur noch die neue
Anfrage σ`+k eingearbeitet werden. Dazu wird die Entfernung des Reisepunktes von σ`+k
zum aktuellen Standort bestimmt und an der entsprechenden Stelle im Vektor x′ der
Wert des Eintrags um eins erho¨ht.
Bemerkung 10.3.6.
Bei der Betrachtung mit den Entfernungsvektoren ist darauf zu achten, dass bei der
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Auswahl der na¨chsten Anfrage diejenige noch nicht bearbeitete Anfrage verwendet wird,
deren Reisepunkt die ku¨rzeste Entfernung zum Reisepunkt der letzten bearbeiteten An-
frage besitzt.
Die ku¨rzeste Entfernung wird dabei allerdings fu¨r Optimierungsproblem 7.1.1, also der
Rundreise auf der Kreislinie mit Richtungswechsel durch die in Definition 7.3.1 definierte
Distanzfunktion unabha¨ngig von der benutzten Laufrichtung gemessen. Eine Bewegung
zu einem Reisepunkt mit Entfernung −pi
4
wird dabei genauso gewertet wie die Bewegung
zu einem Reisepunkt mit Entfernung pi
4
, das heißt, dass der Vektor x abwechselnd von
beiden Richtungen aus, also in der Reihenfolge x1, x2, xn, x3, xn−1, . . ., untersucht werden
muss.
Die fu¨r die Berechnung der durchschnittlichen Schrittweite mithilfe der Markovket-
te notwendigen Prozeduren wurden in zwei Maple-Bibliotheken CreateKreis und Ave-
rageKreis gesammelt. Eine genauere Beschreibung dieser Bibliotheken findet sich in
Abschnitt A.3. Fu¨r die in Unterabschnitt 10.3.3 vorgestellten Ergebnisse sind aus diesen
Bibliotheken nur die beiden Prozeduren avgeinfach und avgnormal wichtig, diese berech-
nen jeweils fu¨r zwei Werte k, die Gro¨ße des Informationsvorlaufs, und n, die Anzahl der
Positionen auf der Kreislinie, die im Durchschnitt zu erwartende Schrittweite mithilfe
der oben beschriebenen Methode.
10.3.3. Ergebnisse mit Maple
Da die Anzahl der mo¨glichen Situationen aus Ω nach (10.1.2) leider nicht polynomial in
den beiden Eingabegro¨ßen fu¨r den Informationsvorlauf und die Anzahl der Positionen ist,
kommt unglu¨cklicher Weise auch Maple (zumindest in der Version 9.5 unter XP (32 Bit)
mit einem Dual-Core-Prozessor) bei der Berechnung des Fixpunkt-Vektors irgendwann
an seine Grenzen des Machbaren.
Gerichtete Rundreise auf der Kreislinie
Bei der gerichteten Rundreise auf der Kreislinie berechnet Maple mit einem Informati-
onsvorlauf von k = 2, die in Tabelle 10.3.2 dargestellten Werte. Insgesamt ergibt sich
dabei eine funktionale Beziehung von
τ¯ =
n− 1
2n
pi
und somit wird damit die Aussage von Satz 8.5.1, mit τ¯ = 1
2
pi fu¨r k = 2 im Grenzwert
fu¨r n gegen unendlich besta¨tigt.
Die Berechnungen fu¨r einen Informationsvorlauf von drei Anfragen ergaben das in
Tabelle 10.3.3 gesammelte Ergebnis. Diese Werte lassen sich fu¨r k = 3 alle durch die
Formel
τ¯ =
n− 1
3n
pi
beschreiben und diese liefert als Grenzwert fu¨r n gegen unendlich den Wert 1
3
pi. In der
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n 2 3 4 5 6 7 8 9 10 11 12 13 14
τ¯
pi
1
4
1
3
3
8
2
5
5
12
3
7
7
16
4
9
9
20
5
11
11
24
6
13
13
28
n 15 16 17 18 19 20 21 22 23 24 25 26 27
τ¯
pi
7
15
15
32
8
17
17
36
9
19
19
40
10
21
21
44
11
23
23
48
12
25
25
52
13
27
n 28 29 30 31 32 33 34 35 36 37 38 39 40
τ¯
pi
27
56
14
29
29
60
15
31
31
64
16
33
33
68
17
35
35
72
18
37
37
76
19
39
39
80
n 41 42 43 44 45 46 47 48 49 50 51 52 53
τ¯
pi
20
41
41
84
21
43
43
88
22
45
45
92
23
47
47
96
24
49
49
100
25
51
51
104
26
53
Tabelle 10.3.2.: Werte fu¨r einen Informationsvorlauf von zwei Anfragen bei der diskreten
gerichteten Rundreise auf der Kreislinie
n 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
τ¯
pi
1
6
2
9
1
4
4
15
5
18
2
7
7
24
8
27
3
10
10
33
11
36
4
13
13
42
14
45
5
16
16
51
n 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
τ¯
pi
17
54
6
19
19
60
20
63
7
22
22
69
23
72
8
25
25
78
26
81
9
28
28
87
29
90
10
31
31
96
32
99
Tabelle 10.3.3.: Werte fu¨r einen Informationsvorlauf von drei Anfragen bei der diskreten
gerichteten Rundreise auf der Kreislinie
letzten angegebenen Instanz mit 27 mo¨glichen Positionen fu¨r die Reisepunkte mu¨ssen
allerdings schon 3654 Situationen beru¨cksichtigt werden.
Bei einem Informationsvorlauf von vier Anfragen ist die Grenze des berechenbaren
schnell erreicht, immerhin gibt es dabei fu¨r 33 zur Verfu¨gung stehende Positionen auch
schon 6545 unterschiedliche Situationen. Zu den in Tabelle 10.3.4 erfassten Daten wird
nach der Interpolation mit einer rationalen Funktion, als Ergebnis die Funktion
τ¯ =
n− 1
4n
pi
vorgeschlagen. Der Grenzwert fu¨r unendlich viele Positionen auf der Kreislinie ergibt
n 2 3 4 5 6 7 8 9 10 11 12 13 14 15
τ¯
pi
1
8
1
6
3
16
1
5
5
24
3
14
7
32
2
9
9
40
5
22
11
48
3
13
13
56
7
30
Tabelle 10.3.4.: Werte fu¨r einen Informationsvorlauf von vier Anfragen bei der diskreten
gerichteten Rundreise auf der Kreislinie
somit im Fall eines Informationsvorlaufs von k = 4 Anfragen den Wert 1
4
pi.
Dadurch, dass fu¨r die ersten Werte des Informationsvorlaufs bei der Beschreibung der
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errechneten Daten u¨ber den Informationsvorlauf immer 1
k
pi als Grenzwert fu¨r n gegen
unendlich, also fu¨r den Fall von kontinuierlich verteilten Reisepunkten auf der Kreislinie,
herauskommt, ergibt sich eine Besta¨tigung der in Abschnitt 8.3 festgestellten Funktion
aus der Regressionsanalyse.
Rundreise auf der Kreislinie mit Richtungswechsel
Bei den Berechnungen zur Rundreise auf der Kreislinie mit Richtungswechsel ergeben
sich dagegen die in Tabelle 10.3.5 zusammengefassten Werte fu¨r einen Informationsvor-
lauf von zwei Anfragen. Zusammen lassen sich diese Schrittweiten durch
n 2 3 4 5 6 7 8 9 10 11 12 13 14
τ¯
pi
1
4
8
27
5
16
8
25
35
108
16
49
21
64
80
243
33
100
40
121
143
432
59
169
65
196
n 15 16 17 18 19 20 21 22 23 24 25 26 27
τ¯
pi
224
675
85
256
96
289
323
972
120
361
133
400
440
1323
161
484
176
529
575
1728
208
625
225
676
728
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n 28 29 30 31 32 33 34 35 36 37 38 39 40
τ¯
pi
261
784
280
841
899
2700
320
961
341
1024
1088
3267
385
1156
408
1225
1295
3888
456
1369
481
1444
1520
4563
533
1600
Tabelle 10.3.5.: Werte fu¨r einen Informationsvorlauf von zwei Anfragen bei der diskreten
Rundreise auf der Kreislinie mit Richtungswechsel
τ¯ =
n2 − 1
3n2
pi
in Abha¨ngigkeit von der Anzahl der Positionen beschreiben. Der Grenzwert fu¨r n gegen
unendlich liefert hierbei mit k = 2 einen Wert von 1
3
pi = 1
k+1
pi.
Anders sieht es dagegen bei den errechneten Ergebnissen zur Schrittweite bei einem
Informationsvorlauf von drei Anfragen aus. Hier wird die Anzahl der Stellen fu¨r den
Bruch τ¯
pi
ziemlich schnell gro¨ßer und es la¨sst sich, anders als bei den vorherigen Tabellen
der Werte, nicht mehr mithilfe einer rationalen Interpolation eine brauchbare Darstel-
lung als Funktion finden. Die gefundene Funktion verwendet na¨mlich sowohl im Nenner
als auch im Za¨hler Polynome mit Grad neun um die berechneten 19 Schrittweiten zu
interpolieren.
Die in Tabelle 10.3.6 pra¨sentierten Werte sind nur unvollsta¨ndig wiedergegeben, das
n 2 3 4 5 6 7 8 9 10 11 12 13 14
τ¯
pi
1
6
52
243
1801
7728
354923
1466000
· · ·
Tabelle 10.3.6.: Werte fu¨r einen Informationsvorlauf von drei Anfragen bei der diskreten
Rundreise auf der Kreislinie mit Richtungswechsel
liegt daran, dass schon der Eintrag zu n = 6 einen Nenner mit zehn Stellen besitzt. Die
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Anzahl der Stellen steigt dann soweit, dass am Ende fu¨r die Schrittweite zu n = 20 allein
schon fu¨nf Zeilen beno¨tigt werden.
10.4. Fazit
Nach der Diskretisierung der Rundreise auf der Kreislinie kann aus den mit Maple ge-
wonnenen Ergebnissen folgendes Fazit gezogen werden:
• Bei der gerichteten Variante besta¨tigt sich der Eindruck aus den empirischen Beob-
achtungen in Unterabschnitt 8.3.2, dass es eine allgemeine Formel fu¨r die erwartete
Schrittweite abha¨ngig vom Informationsvorlauf gibt.
• Die Berechnungen zur Rundreise auf der Kreislinie mit Richtungswechsel hingegen
zeigen wie auch schon die Ergebnisse der Regressionsanalyse der empirischen Da-
ten in Abschnitt 9.3, dass sich die fu¨r die gerichtete Rundreise auf der Kreislinie
gewonnenen Erkenntnisse nicht so einfach u¨bertragen lassen.
Allgemein muss allerdings auch festgestellt werden, dass durch die Reduktion zu end-
lich vielen Positionen auf der Kreislinie sich nicht die eigentlich erhoffte Vereinfachung
eingestellt hat. Dies liegt insbesondere in der Formel fu¨r die Anzahl der Situationen fu¨r
eine bestimmte Konstellation der Rundreise auf der Kreislinie begru¨ndet, welche, durch
ihre nicht gegebene Polynomialita¨t in den Eingabedaten, eine einfachere Berechnung der
erwarteten Schrittweite verhindert.
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Nach der Betrachtung der Rundreise auf der Kreislinie, also auf einer geschlossenen
eindimensionalen Kurve im zweidimensionalen Raum, soll in diesem Kapitel ein kurz-
er Ausblick auf die Situation im dreidimensionalen Raum, mit der zweidimensionalen
Oberfla¨che der Kugel als Grundlage fu¨r die Reisepunkte der Anfragen, aufgezeigt werden.
11.1. Problemstellung
Zuerst einmal werden die grundlegenden Begriffe fu¨r die einzelnen Kugelschnitte festge-
legt.
Definition 11.1.1 (Grundlegende Begriffe).
La¨ngengrad: Der La¨ngengrad θ ∈ (−pi, pi] ist der Winkel, welcher sich nach der Projek-
tion des Punktes auf die (x1, x2)-Ebene zwischen der x1-Achse und der Verbindung
der Projektion mit dem Nullpunkt ergibt. Die positive x2-Achse hat dabei einen
La¨ngengrad von pi
2
, der negative Teil der x2-Achse entsprechend einen La¨ngengrad
von −pi
2
.
Breitengrad: Durch den Breitengrad Φ ∈ [−pi
2
, pi
2
]
hingegen wird der Winkel zwischen
der (x1, x2)-Ebene und der Verbindung des Punktes zum Nullpunkt angegeben. Die
obere Halbkugel entspricht dabei dem Winkelbereich [0, pi
2
], die untere Halbkugel
entspricht analog dem Bereich
[−pi
2
, 0
]
.
Groß- und Kleinkreis: Ein Großkreis entsteht durch den Schnitt einer durch den Mit-
telpunkt der Kugel gehenden Ebene mit der Oberfla¨che der Kugel, liegt der Mit-
telpunkt der Kugel nicht in der Ebene, so entsteht ein Kleinkreis beim Schnitt der
Ebene mit der Kugel.
A¨quator: Als A¨quator wird derjenige Großkreis bezeichnet, welcher aus dem Schnitt
der Oberfla¨che der Kugel mit der (x1, x2)-Ebene entsteht.
Kugelschicht: Eine Kugelschicht entsteht dadurch, dass mit zwei parallelen Ebenen
durch eine Kugel geschnitten wird, und zwar ist die Kugelschicht dann genau der
Teil der Kugel, welcher sich zwischen den beiden Ebenen befindet.
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Kugelzone: Als Oberfla¨che der Kugelschicht wird in dieser Arbeit nur derjenige Teil
der Kugelschicht verwendet, welcher auch auf der Oberfla¨che der gesamten Kugel
liegt, dieser Teil der Oberfla¨che wird auch Kugelzone genannt. Das Innere der
Schnittkreise geho¨rt folglich nach der Definition nicht zur Kugelzone.
Kugelkappe: Wenn bei einer Kugelschicht eine der Schnittebenen tangential auf der
Oberfla¨che der Kugel steht, so wird die sich daraus ergebende Kugelzone auch
Kugelkappe genannt. Eine Kugelkappe ist also ausgehend von einem Punkt auf
der Oberfla¨che der Kugel der ganze Bereich auf der Kugeloberfla¨che bis zu einem
Kleinkreis in einer bestimmten vorher festgelegten Entfernung. Dabei ist der Nor-
malenvektor dieses Kleinkreises parallel zu der Verbindung zwischen dem Punkt
auf der Oberfla¨che und dem Mittelpunkt der Kugel.
Als na¨chstes wird die Problemstellung der Rundreise zwischen verschiedenen Punkten
auf der Oberfla¨che der Kugel definiert.
Optimierungsproblem 11.1.2 (Rundreise auf der Oberfla¨che der Kugel).
Bei der Rundreise auf der Oberfla¨che der Kugel, ist anders als bei den beiden Problem-
stellungen der Rundreise auf der Kreislinie nun nicht mehr nur die Kreislinie die mo¨gliche
Grundmenge, sondern die Anfragen verteilen sich auf der gesamten Oberfla¨che der Ku-
gel. Da diese in den dreidimensionalen Raum eingebettet ist, reicht fu¨r die Darstellung
der Reisepunkte nicht mehr nur ein einzelner Winkel aus, sondern wir beno¨tigen dazu
sowohl den La¨ngengrad θ ∈ (−pi, pi] als auch den Breitengrad Φ ∈ [−pi
2
, pi
2
]
.
x1
x2
x3
(a) Oberfla¨che der Kugel
b
x1
x2
x3
Φ
θ
v
(b) Winkelkoordinaten
Abbildung 11.1.1.: Darstellung der Oberfla¨che der Kugel
In Abbildung 11.1.1 ist im ersten Teil die Oberfla¨che der Kugel mit einzelnen Seg-
menten dargestellt. Der zweite Teil zeigt einen Punkt v und dessen La¨ngengrad θ sowie
dem Breitengrad Φ. Da das Optimierungsproblem 11.1.2 nur auf der Oberfla¨che der Ku-
gel arbeitet, reichen die Angabe des La¨ngen- und Breitengrads (im weiteren Verlauf als
Winkelkoordinaten bezeichnet) fu¨r die eindeutige Identifikation des Punktes aus. Der
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fu¨r die Polarkoordinaten eigentlich noch notwendige Radius r entspricht dem Radius
der Kugel und kann ohne Beschra¨nkung der Allgemeinheit auf eins gesetzt werden.
Die Umrechnung der Winkelkoordinaten (θ,Φ) mit den hier vorgegebenen Bereichen
in das normale dreidimensionale Koordinatensystem erfolgt u¨ber folgende Formel:x1x2
x3
 =
cos(θ) cos(Φ)sin(θ) cos(Φ)
sin(Φ)
 (11.1.1)
Als Distanz τ zwischen zwei Punkten v1, v2 auf der Kugel kann, analog zur Rundreise
auf der Kreislinie, wiederum der Winkel zwischen den beiden Verbindungskanten zum
Mittelpunkt der Kugel M verwendet werden.
τ
v1
v2
M
Abbildung 11.1.2.: Berechnung der Distanz zweier Punkte
Allgemein kann die Berechnung dieses Winkels, unabha¨ngig von der Dimension des
Raumes, durch eine Reduktion auf die durch den Mittelpunkt M der Spha¨re und die
zwei Punkte v1, v2 auf der Oberfla¨che bestimmte Ebene vereinheitlicht werden.
In Abbildung 11.1.2 sind die dazu notwendigen Einzelheiten eingezeichnet, die gepunk-
tete Raute steht dabei fu¨r die durch die drei Punkte definierte Ebene zur Berechnung
des Winkels, der gestrichelte Bogen stellt die gemeinsame Verbindung der beiden Punkte
v1 und v2, deren La¨nge gesucht wird, dar. Damit ergibt sich der Abstand τ ∈ [0, pi) bei
einem Radius von eins zu:
τ = 2 arcsin
(
1
2
‖v1 − v2‖
)
(11.1.2)
11.2. Erzeugung von gleichverteilten Zufallspunkten auf
der Oberfla¨che der Kugel
Die einfachste und schnellste Variante zur Erzeugung von gleichma¨ßig verteilten Zu-
fallspunkten auf der Oberfla¨che der Kugel wa¨re sicherlich die Generierung zweier Zu-
fallszahlen z1, z2 aus [−1, 1] und danach eine Umrechnung in Winkelkoordinaten u¨ber:
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θ = piz1 und Φ =
1
2
piz2 (11.2.1)
Bemerkung 11.2.1.
Der Versuch der Erzeugung von gleich verteilten Punkten auf der Oberfla¨che einer Kugel
u¨ber (11.2.1) funktioniert zwar fu¨r den La¨ngengrad θ, allerdings nicht fu¨r den Breiten-
grad Φ. Das liegt daran, dass beim Breitengrad, anders als beim La¨ngengrad, die durch
die Punkte mit dem gleichen Breitengrad definierten Kreise alle einen unterschiedlichen
Umfang besitzen. Der A¨quator hat als Großkreis zum Beispiel eine La¨nge von 2pi, jeder
andere Breitengrad Φ 6= 0 hat jedoch nur eine La¨nge von 2pi cos(Φ) und ist somit ein
Kleinkreis. Im Gegensatz zu den unterschiedlichen Kreisla¨ngen wa¨re nach der einfachen
Verteilung die Wahrscheinlichkeit einen Punkt auf dem A¨quator zu erhalten, identisch
mit der, dass der Punkt auf einem anderen Breitenkreis liegt.
In der Abbildung 11.2.1b ist eine Menge von Punkten auf der Oberfla¨che der Kugel
abgebildet, welche nach der in (11.2.1) gegebenen Methode zufa¨llig erzeugt wurden.
Dabei ist klar erkennbar, dass sich diese Punkte am Nordpol deutlich ha¨ufen. In der
daneben liegenden Abbildung 11.2.1a wurden die Punkte mit der in (11.2.2) definierten
Methode erzeugt.
Diese Ha¨ufung der Punkte in dem Bereich der Kugel an den beiden Polstellen der
x3-Achse kann dadurch behoben werden, dass zur Berechnung der Winkelkoordinaten
beim Breitengrad nicht Φ = 1
2
piz2 verwendet wird, sondern eine nach [Weib] korrigierte
Version:
θ = piz1 und Φ = arccos(z2)− pi
2
(11.2.2)
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(a) Korrigierte Verteilung
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(b) Falsche Verteilung
Abbildung 11.2.1.: Veranschaulichung der Verteilungen fu¨r zufa¨llige Punkte auf der
Oberfla¨che einer Kugel
Seien nun zwei unterschiedliche Kugelschichten A1, A2 mit den dazugeho¨rigen Kugelzo-
nen der Kugel, welche jeweils durch einen festgelegten Bereich innerhalb des Breitengrads
mit Gro¨ße ∆ > 0 definiert sind, gegeben. Dann kann ausgehend von deren minimalen
Breitengraden Φ1 und Φ2, zuerst einmal der Fla¨cheninhalt der zugeho¨rigen Kugelzonen
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bestimmt und die zugeho¨rigen Wahrscheinlichkeiten berechnet werden, die sich daraus
ergebenden Quotienten sollten dann bei einer Gleichverteilung u¨bereinstimmen.
Der Fla¨cheninhalt λn−1(ωn) zur Oberfla¨che ωn einer n-dimensionalen Kugel Ωn mit
Winkelkoordinaten
Φ1 ∈ [0, 2pi] ,Φ2 ∈ [0, pi] , . . . ,Φn−1 ∈ [0, pi]
berechnet sich nach [Bor87, Abschnitt 6.2] allgemein zu:
λn−1(ωn) =
2pi∫
0
pi∫
0
· · ·
pi∫
0
sin(Φ2)(sin(Φ3))
2 · · · (sin(Φn−1))n−2 dΦn−2 . . . dΦ3 dΦ2 dΦ1
(11.2.3)
Nach einer Anpassung von (11.2.3) auf die gea¨nderten Bereiche
ϕ1 ∈ [−pi, pi] , ϕ2 ∈
[
−1
2
pi,
1
2
pi
]
, . . . , ϕn−1 ∈
[
−1
2
pi,
1
2
pi
]
der Winkelkoordinaten ergibt sich mit sin(Φi) = sin(ϕi +
1
2
pi) = cos(ϕi):
λn−1(ωn) =
pi∫
−pi
1
2
pi∫
− 1
2
pi
· · ·
1
2
pi∫
− 1
2
pi
cos(ϕ2)(cos(ϕ3))
2 · · · (cos(ϕn−1))n−2 dϕn−2 . . . dϕ3 dϕ2 dϕ1
Mit den in Optimierungsproblem 11.1.2 vorgegebenen Bezeichnern errechnet sich dann
der Fla¨cheninhalt zur Oberfla¨che der Kugel im R3 durch die Formel:
λ2(ω3) =
pi∫
−pi
1
2
pi∫
− 1
2
pi
cos(φ) dφ dθ (11.2.4)
Der Fla¨cheninhalt F der Kugelzone mit einem Breitengrad zwischen Φ˜ und Φ˜ + ∆
berechnet sich dann abgeleitet aus (11.2.4) als:
F =
pi∫
−pi
Φ˜+∆∫
Φ˜
cos(φ) dφ dθ =
Φ˜+∆∫
Φ˜
cos(φ)
pi∫
−pi
dθ dφ
=
Φ˜+∆∫
Φ˜
2pi cos (φ) dφ = 2pi
(
sin
(
Φ˜ + ∆
)
− sin
(
Φ˜
))
(11.2.5)
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Die Wahrscheinlichkeit, dass ein, mit Verwendung der Formel zur Umrechnung aus
(11.2.2), erzeugter Punkt auf der Kugelzone zur Kugelschicht Ai liegt, errechnet sich
wie folgt:
P (φ ∈ Ai) = P
(
arccos (z2)− pi
2
∈
[
Φ˜, Φ˜ + ∆
])
= P
(
z2 ∈
[
cos
(pi
2
+ Φ˜ + ∆
)
, cos
(pi
2
+ Φ˜
)])
=
1
2
(
cos
(pi
2
+ Φ˜
)
− cos
(pi
2
+ Φ˜ + ∆
))
=
1
2
(
cos
(pi
2
− Φ˜−∆
)
− cos
(pi
2
− Φ˜
))
=
1
2
(
sin
(
Φ˜ + ∆
)
− sin
(
Φ˜
))
(11.2.6)
Mit (11.2.6) ergibt sich somit der Quotient der beiden Wahrscheinlichkeiten fu¨r die
beiden Kugelzonen zu A1 und A2 als:
P (φ ∈ A1)
P (φ ∈ A2) =
1
2
(sin (Φ1 +∆)− sin (Φ1))
1
2
(sin (Φ2 +∆)− sin (Φ2)) =
2pi (sin(Φ1 +∆)− sin(Φ1))
2pi (sin(Φ2 +∆)− sin(Φ2)) =
F1
F2
Anders als bei der Verwendung von (11.2.1) sind hierbei die Wahrscheinlichkeiten fu¨r
unterschiedliche Kugelzonen mit gleicher Bandbreite des Breitengrads nur dann iden-
tisch, wenn fu¨r die minimalen Breitengrade eine der beiden folgenden Bedingungen erfu¨llt
ist:
Φ1 = Φ2: In diesem Fall gilt dann aber auch gleich A1 = A2.
Φ2 = −Φ1 −∆: Dies entspricht allerdings einer Symmetrie zwischen A1 und A2 mit dem
A¨quator als Spiegelebene.
Als Ergebnis bleibt dabei festzuhalten, dass beide Bedingungen jeweils auch gleich zu
identischen Fla¨cheninhalten der Kugelzonen fu¨hren, womit nachgewiesen ist, dass der fu¨r
(11.2.1) geltende Fehler durch die in (11.2.2) gegebene Formeln zur Erzeugung behoben
wurde.
11.3. Durchfu¨hrung einer Rundreise
Auf der Oberfla¨che der Kugel kann nun nicht mehr wie bei Optimierungsproblem 7.1.1
der Rundreise auf der Kreislinie mit Richtungswechsel nur in zwei Richtungen gefahren
werden oder wie in Optimierungsproblem 8.1.1 der gerichteten Variante sogar auf eine
Richtung beschra¨nkt werden, sondern es muss das ganze Spektrum der Winkel von 0
bis 2pi beru¨cksichtigt werden. Das heißt insbesondere aber auch, dass statt der Summe
u¨ber die beiden Mo¨glichkeiten der Bewegung, in und gegen den Uhrzeigersinn, bei der
Kreislinie im Fall der Oberfla¨che der Kugel ein Integral u¨ber alle mo¨glichen Winkel im
Bogenmaß zwischen 0 und 2pi notwendig wird.
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Es gilt allerdings weiterhin, dass bei der Anwendung eines Algorithmus, welcher ana-
log zu Algorithmus 8.1.2 das Prinzip des na¨chsten Nachbars verwendet, eine effiziente
Bewegung in Richtung φ mit Schrittweite τ zu einem bestimmten Reisepunkt nur dann
mo¨glich ist, wenn kein weiterer Reisepunkt eine ku¨rzere Entfernung zur aktuellen Positi-
on besitzt. Dazu wird erst einmal ausgehend vom aktuellen Standort auf der Verbindung
zum Mittelpunkt der Kugel eine Entfernung von 1 − cos(τ) abgemessen und in dieser
Position die zur Verbindung senkrecht stehende Ebene F betrachtet. Damit der aus-
gewa¨hlte Reisepunkt die ku¨rzeste Entfernung vom aktuellen Standort besitzt, darf in
dem Inneren der durch die Ebene F und den aktuellen Standort festgelegten Kugel-
kappe kein anderer unbearbeiteter Reisepunkt enthalten sein. Dadurch mu¨ssen weitere
vor dieser Bewegung ebenfalls schon vorhandene Reisepunkte definit in dem restlichen
Bereich der Kugel liegen.
Der noch mo¨gliche Platz fu¨r den Reisepunkt einer verbliebenen Anfrage schra¨nkt
sich, wie auch schon bei der Rundreise auf der Kreislinie, mit den Bewegungen seit der
Bekanntgabe der Anfrage weiter ein. Allerdings ergibt eine Vereinigung von Kugelkappen
nicht zwingend wieder ein
”
einfaches“ geometrisches Gebilde, und zudem kommt auch
noch erschwerend eine Fu¨lle von mo¨glichen Bewegungsrichtungen hinzu. Eine weitere
Komplikation ergibt sich auch daraus, dass der verbleibende Bereich fu¨r den Reisepunkt
einer Anfrage nicht notwendigerweise zusammenha¨ngend sein muss. Sei zum Beispiel bei
einem Informationsvorlauf von zwei Anfragen die folgende Sequenz von Reisepunkten zu
Anfragen(
θ Φ
)
,
(
1
8
pi 0
)
,
(
1
4
pi 0
)
, . . . ,
(
1
2
pi 0
)
,
(−7
8
pi 0
)
, . . . ,
(−1
8
pi 0
)
,
(
0 0
)
gegeben. Wenn bei der Bearbeitung in den ersten 16 Schritten nacheinander die Reise-
punkte
(
i
8
pi 0
)
fu¨r i von 1 bis 16 auswa¨hlt werden, so kann daraus geschlossen werden,
dass der Reisepunkt
(
θ Φ
)
zu jedem dieser Reisepunkte mindestens einen Abstand von
1
8
pi hat. Da allerdings die Folge(
0 0
)
,
(
1
8
pi 0
)
,
(
1
4
pi 0
)
, . . . ,
(
1
2
pi 0
)
,
(−7
8
pi 0
)
, . . . ,
(−1
8
pi 0
)
,
(
0 0
)
eine Rundreise auf dem A¨quator darstellt, wurde der mo¨gliche Bereich fu¨r den verblie-
benen Reisepunkt in zwei nicht verbundene Teile aufgespalten und ist daher nicht mehr
zusammenha¨ngend.
Aus diesen Gru¨nden wird die explizite Aufstellung des fu¨r den Reisepunkt einer schon
la¨nger nicht bearbeiteten Anfrage noch mo¨glichen Bereichs ziemlich unu¨bersichtlich und
damit die Berechnung der allgemeinen Schrittweite komplex. Theoretisch wa¨re eine er-
weiterte Anpassung der Rekursionsformel aus (8.5.21) u¨ber (9.5.4) hinaus zwar mo¨glich,
es mu¨sste dann aber statt der Summe u¨ber den Bereich [0, 2pi] integriert werden. Jedoch
ist die Transformation der Bereiche fu¨r die verbleibenden Reisepunkte ohne Ru¨ckgriff
auf die Beschreibung mit den minimalen Absta¨nden zu den ausgewa¨hlten Reisepunkten
analog zu (9.5.1) nicht wirklich beschreibbar.
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Empirische Analyse
In einer am Lehrstuhl Diskrete Mathematik, Optimierung und Operations Research von
Professor Borgwardt betreuten Diplomarbeit [Haa09] analysiert Frau Haas mithilfe ei-
nes Programms rein empirisch die Rundreise auf der Oberfla¨che der Kugel fu¨r Spha¨ren
im drei und vier dimensionalen Raum. Grundlage dazu bilden die Daten eines Algo-
rithmus nach dem Konzept
”
Nearest-Neighbor“ [Bor01, Kapitel 26.2] sowie auch eines
Algorithmus unter Verwendung des Konzepts einer besten Einfu¨gung.
• Der erste Algorithmus (ONN, fu¨r Online Nearest-Neighbor) sucht sich dabei immer
diejenige Anfrage aus dem Informationsvorlauf als na¨chste zu bearbeitende Anfrage
aus, deren Reisepunkt am na¨chsten zu dem aktuellen Standort des Algorithmus
liegt.
• Dagegen arbeitet der zweite Algorithmus (OBE, fu¨r Online Beste Einfu¨gung) mit
einer komplett geplanten Rundreise u¨ber alle bereits bekannten Anfragen. Hier-
bei wird die Rundreise in zwei strukturell unterschiedlich zu behandelnde Teile
aufgeteilt.
Auf der einen Seite besteht die geplante Rundreise aus einer Folge von schon
bearbeiteten Anfragen, deren Reisepunkte nach der Bekanntgabe der zugeho¨rigen
Anfragen schon besucht worden sind. Diese Anfragen, unter denen sich auch die
letzte bearbeitete Anfrage mit dem aktuellen Standort als Reisepunkt befindet,
bilden den ersten Teil der Rundreise. Da alle Anfragen aus diesem Teil schon
bearbeitet sind, darf deren Einordnung in die Rundreise nicht mehr vera¨ndert
werden.
Der zweite Teil der Rundreise besteht aus einem Weg vom aktuellen Standort
u¨ber alle Reisepunkte der Anfragen aus dem Informationsvorlauf zuru¨ck zum Aus-
gangspunkt der Rundreise. Anders als die Anfragen des ersten Teils sind die zum
zweiten Teil geho¨renden Anfragen noch nicht bearbeitet, das heißt, dass durch die
Einfu¨gung einer neuen Anfrage mit einem weiteren Reisepunkt, die Reihenfolge der
Abarbeitung der im zweiten Teil enthaltenen Anfragen durchaus noch vera¨ndert
werden darf.
Bei der Implementierung von Frau Haas wird die neu bekannt gewordenen Anfrage
nach dem Prinzip
”
Nearest Addition“, wie in [Bor01, Abschnitt 26.2] oder auch
[Jun08, Kapitel 15], eingefu¨gt. Dazu wird auf dem Weg im zweiten Teil der Rund-
reise diejenige Verbindung zwischen zwei Reisepunkten der Anfragen gesucht, bei
deren Ersetzung durch zwei Verbindungen zum neuen Reisepunkt die La¨nge der
gesamten Rundreise am wenigsten zunimmt.
Als Modell fu¨r die nichtlineare Regressionsanalyse wird in der Arbeit αkβ verwendet,
dabei sind α und β die zu bestimmenden Parameter und k steht fu¨r die Gro¨ße des
Informationsvorlaufs. Als Grundlage fu¨r die Analyse dienen Berechnungen zu den beiden
Algorithmen ONN und OBE mit folgenden Stellgro¨ßen:
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• Der Informationsvorlauf k variiert mit den folgenden Werten:
B := {10, 20, 30, 40, 50, 100, 150, 200, 300, 400}
• Die Anzahl der Anfragen n je Sequenz liegt in der Menge:
M := {1.000, 5.000, 10.000, 20.000, 30.000, 40.000, 50.000}
• Es werden immer 200 Dateien mit jeweils einer Sequenz von Anfragen bearbeitet.
Die Regressionsanalyse u¨ber die empirischen Daten, diese ergeben sich durch die Samm-
lung aller Berechnungsergebnisse u¨ber alle Werte n ∈ M , liefert die in Tabelle 11.3.1
zusammengestellten Scha¨tzungen fu¨r die Parameter. Bei der Analyse wurden die Da-
ten bereinigt, das heißt es wurden analog zu dem Vorgehen in Unterabschnitt 8.3.2 und
Unterabschnitt 9.3.2 die ersten und letzten k Schrittweiten der jeweiligen Rundreise zu
einer Sequenz von Anfragen nicht beru¨cksichtigt.
α β
ONN 1,7202 −0,4692
OBE 2,2591 −0,4644
(a) Spha¨re im drei dimensionalen
Raum
α β
ONN 1,5659 −0,3316
OBE 1,8863 −0,3249
(b) Spha¨re im vier dimensionalen
Raum
Tabelle 11.3.1.: Ergebnisse der Regressionsanalyse fu¨r die betrachteten Spha¨ren
Allerdings berechnen die funktionalen Modelle die numerische Schrittweite und nicht
wie bei den Ergebnissen und Berechnungen in Kapitel 8 und Kapitel 9 den Vorfaktor
zur Zahl pi. Die Daten aus Tabelle 11.3.1 zur Regressionsanalyse bedeuten beispielsweise,
dass beim Algorithmus ONN im drei dimensionalen Raum bei einem Informationsvorlauf
von 10 Anfragen eine durchschnittliche Schrittweite von
1,7202 · 10−0,4692 = 0,5839 . . . ≈ 0,1858pi
erwartet werden kann.
Aus den funktionalen Darstellungen der Regressionsanalyse kann nun festgestellt wer-
den, dass der Algorithmus ONN sowohl im drei als auch im vier dimensionalen eine
kleinere durchschnittliche Schrittweite erzeugt als der Algorithmus OBE, dies zeigt sich
in den bei ONN kleineren Werten fu¨r α und β.
Beiden Algorithmen gemeinsam ist allerdings die Tatsache, dass die Parameter α der
Funktionen zur Regression im vier dimensionalen Fall kleiner sind als die fu¨r die Spha¨re
im drei dimensionalen Raum, die Parameter β dagegen sind bei der funktionalen Dar-
stellung fu¨r die Spha¨re im vier dimensionalen Raum gro¨ßer als beim drei dimensionalen
Fall.
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Insgesamt ergibt sich, dass mit der Erho¨hung der Dimension des Raumes um eins, von
drei auf vier dimensional, die durchschnittliche Schrittweite zwischen zwei Punkten auf
der Rundreise bei beiden Algorithmen zunimmt.
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A. Implementierung der Programme
In diesem Kapitel sollen die einzelnen Implementierungen zum Teil III zusammengestellt
und erla¨utert werden. Die Implementierungen beinhalten eine Realisierung der graphi-
schen Darstellung der Beispiele in Abschnitt 8.2 und Abschnitt 9.2, sowie die Funk-
tionalita¨ten zu den Berechnungen und Auswertungen fu¨r die empirischen Analysen in
Abschnitt 8.3 und Abschnitt 9.3, als auch die Methodik fu¨r die diskreten Varianten der
Rundreise auf der Kreislinie aus Kapitel 10.
A.1. Programm zur Simulation einer Rundreise auf der
Kreislinie
Das im folgenden dargestellte Programm dient zur Visualisierung der Arbeitsweise der
beiden in dieser Arbeit vorgestellten Algorithmen zur Bearbeitung der beiden Probleme,
siehe Optimierungsproblem 7.1.1 und Optimierungsproblem 8.1.1 der Rundreise auf der
Kreislinie. Die Steuerung des Programm erfolgt u¨ber ein JApplet, welches in der Klasse
Simulation realisiert wird. Diese Abschnitt ist so aufgebaut, dass jeweils ein Paket mit
seinen Klassen und Methoden dargestellt wird.
A.1.1. Das Steuerprogramm
Innerhalb des Applets zur Klasse Simulation gibt es grundsa¨tzlich folgende Mo¨glichkei-
ten zur Interaktion:
• Erstellung einer neuen zufa¨lligen Sequenz von Anfragen mit einer Gleichverteilung
der Reisepunkte auf der Kreislinie durch
”
New“.
• Speichern der aktuellen Sequenz aus Anfragen mit
”
Save“ in einer auszuwa¨hlen-
den Datei, dabei wird immer die Nummer der Anfrage und deren Reisepunkt als
vielfaches von pi gespeichert (da dabei die amerikanische Notation verwendet wird,
also 0.5 fu¨r 1
2
pi).
Ebenso kann eine solche Datei mit
”
Load“ auch wieder eingelesen werden. Dabei
kann der Speicherort der Datei jeweils beliebig gewa¨hlt werden, da durch die Ver-
wendung der Klasse FileChooser bei der Auswahl der Dateipfade die Mo¨glichkeit
zur Navigation innerhalb des Dateisystems gegeben ist.
205
A. Implementierung der Programme
• Durchfu¨hrung des na¨chsten Schritts u¨ber die Schaltfla¨che
”
Forward“, das heißt
eine Bewegung zur na¨chsten ausgewa¨hlten Anfrage, wobei die Problemstellung in
dem Applet visualisiert wird. Bei Bedarf ko¨nnen u¨ber die Schaltfla¨che
”
Back“ auch
wieder fru¨here Situationen der Bearbeitung abgerufen werden.
• Die Konfiguration der Problemstellung kann u¨ber
”
Config“ vera¨ndert werden, dar-
unter fa¨llt zum Beispiel sowohl die Anzahl der Anfragen innerhalb der Sequenz als
auch die Gro¨ße des Informationsvorlaufs.
Weiterhin besteht hier die Mo¨glichkeit zwischen den beiden Optimierungsproble-
men umzuschalten, hierbei steht
”
one way“ fu¨r das Optimierungsproblem 8.1.1,
also die gerichtete Rundreise auf der Kreislinie, und
”
all ways“ fu¨r die Rundreise
auf der Kreislinie mit Richtungswechsel nach Optimierungsproblem 7.1.1.
Zur besseren Darstellung und gro¨ßeren U¨bersichtlichkeit kann zusa¨tzlich auch noch
die Anzahl der a¨quidistant verteilten Punkte auf der Kreislinie, welche als mo¨gli-
che Positionen fu¨r die Reisepunkte der Anfragen zur Verfu¨gung stehen, vera¨ndert
werden.
• Schließlich kann mit
”
Export to LaTeX“ die Bearbeitung der momentanen Sequenz
aus Anfragen in der ausgewa¨hlten Problemstellung mit den eingestellten Parame-
tern als TEX-Datei zur Darstellung mit LATEX ausgegeben werden. Damit kann
dann schließlich auch eine PDF-Datei mit den einzelnen Schritten der Rundreise
auf der Kreislinie erzeugt werden. Allerdings ist dafu¨r bei der Kompilierung we-
gen der Verwendung des LATEX-Pakets pstricks nicht direkt pdflatex zu verwenden,
sondern es muss ein Umweg u¨ber das Ghostscript-Format gemacht werden.
In der TEX-Datei sind außerdem die Daten zu den Reisepunkten der einzelnen
Anfragen jedoch nicht als vielfache von pi angegeben sondern in Grad zwischen
0 und 360, das liegt daran, dass LATEX zum Zeichnen in Polarkoordinaten die
Winkelangaben im Gradmaß beno¨tigt.
Die in Abschnitt 8.2 und Abschnitt 9.2 enthaltenen Darstellungen zur Arbeitsweise
des jeweiligen Algorithmus wurden mithilfe des Programms zur Simulation und der
darin vorhandenen Export-Methode erzeugt.
Bei der Bedienung des Programms sind folgende Hinweise zu beachten:
(i) Die Anzahl der Anfragen in der Sequenz beschra¨nkt natu¨rlicher Weise die Anzahl
der insgesamt mo¨glichen Schritte des Algorithmus.
(ii) Es kann nicht weiter zuru¨ckgegangen werden als bis zur anfa¨nglichen Situation mit
keiner bearbeiteten Anfrage.
(iii) Eine Bearbeitung, beziehungsweise Exportierung kann erst erfolgen, wenn entwe-
der eine Sequenz von Anfragen neu erzeugt oder aus einer Datei geladen wurde.
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(iv) Eine A¨nderung der Konfiguration wirkt sich nicht mehr auf das aktuelle Beispiel
aus, sondern nur auf danach neu erzeugte Sequenzen von Anfragen, dass heißt um
eine Sequenz aus Anfragen zum Beispiel mit verschiedenen Werten des Informa-
tionsvorlaufs zu untersuchen, sollte diese in eine Datei abgespeichert werden und
nach jeder A¨nderung der Konfiguration wieder neu eingelesen werden.
A.1.2. Das Paket tools
Im Paket Tools sind alle weiteren Klassen fu¨r das Programm zur Simulation neben der
Klasse zur Steuerung vereinigt. Die einzelnen Aufgaben sind dabei wie folgt auf die
Klassen aufgeteilt:
Anfrage: Hier sind die grundlegenden Informationen zu den einzelnen Anfragen hinter-
legt.
Generator : Das ist die Klasse, welche sich um die Erzeugung der Sequenz von Anfragen
mit gleichverteilten Reisepunkten ku¨mmert.
Planung : In dieser Klasse findet sich alles, was mit der Planung der Rundreise zu tun
hat, also zum Beispiel die Implementierung der beiden Algorithmen.
Drawer : Eine Hilfsklasse zur Zeichnung der Situation innerhalb eines Schrittes der Rund-
reise auf der Kreislinie.
Configurator : Hierbei handelt es sich um die Klasse, in welcher das Fenster zur A¨nderung
der Parameter implementiert wurde.
Export : Diese Klasse ku¨mmert sich um den Export der Daten, wie das Speichern und
Laden von Sequenzen aus Anfragen und insbesondere auch um den Export der
Darstellung der Rundreise auf der Kreislinie in eine TEX-Datei.
A.2. Programme zur Berechnung und Sammlung der
empirischen Ergebnisse
Die Zusammensetzung der Programme zur Berechnung der empirischen Daten bei der
Bearbeitung der Optimierungsprobleme 7.1.1 und 8.1.1 zur Rundreise auf der Kreislinie
durch die Algorithmen 9.1.1 und 8.1.2 gestaltet sich schon vom Aufbau etwas komple-
xer als das Simulationsprogramm. Grundsa¨tzlich sind dabei drei Programme mit den
folgenden Aufgaben implementiert worden:
• Erzeugung der Anfragen
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• Berechnung der Rundreisen
• Sammlung der Daten
A.2.1. Das Programm zur Erzeugung der Sequenzen der Anfragen
Das Programm ErzeugePunkte zur Erzeugung der verschiedenen Sequenzen von An-
fragen, wobei die Reisepunkte der einzelnen Anfragen gleichverteilt auf der Kreislinie
generiert werden, besteht hauptsa¨chlich aus den beiden Klassen ErzeugePunkte und
Tools.
In der Klasse ErzeugePunkte befinden sich die Methoden, welche zur Erzeugung einer
Sequenz von Anfragen notwendig sind.
Die andere Klasse Tools beinhaltet eine Methode zur Findung der Position eines Mus-
ters aus
”
*“ in einem String und eine Umwandlung, welche zu den Zahlen {0, 1, . . . , 9}
die jeweilige Zeichendarstellung als Char liefert.
A.2.2. Das Programm zur Lo¨sung der Instanzen der
Problemstellung mit verschiedenen Werten fu¨r den
Informationsvorlauf
Zur vereinfachten Steuerung des Programms Rundreise kann eine Parameter-Datei
namens RundReise Param.log, siehe Quellcode A.1, verwendet werden. In dieser Datei
lassen sich folgende Parameter einstellen:
(i) Die Anzahl der zu bearbeitenden Sequenzen von Anfragen.
(ii) Die Anzahl der Anfragen in jeder Sequenz.
(iii) Der Speicherort, an welchem die Daten der Berechnung gespeichert werden sollen.
Da tempora¨r jeweils fu¨r jede Sequenz von Anfragen eine eigene Datei mit der
gewa¨hlten Rundreise angelegt wird, sollte innerhalb dieser Partition einiges an
Speicherplatz vorhanden sein. Der Abschnitt
”
****“ steht dabei fu¨r die Position
der Nummer der Sequenz.
(iv) Eine Liste mit den verschiedenen zu untersuchenden Werten fu¨r den Informations-
vorlauf.
(v) Schlussendlich noch als 0/1 Variable die Festlegung ob die gerichtete Rundreise auf
der Kreislinie oder die Rundreise auf der Kreislinie mit Richtungswechsel verwendet
werden soll.
Durch die Verwendung dieser Parameter-Datei muss nicht jedes mal fu¨r eine A¨nderung
an den Einstellungen des Programms der Quellcode neu kompiliert werden, sondern es
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genu¨gt vo¨llig das ausfu¨hrbare Programm einmal zu erzeugen und danach kann mithilfe
verschiedener Versionen der Parameter-Datei das Programm wie gewu¨nscht gesteuert
werden.
Quellcode A.1: RundReise Param.log
### Parameter Datei zur Berechnung von Online−Touren f&uuml ; r e ine
↪→ Sequenz von Punkten
10000 # Anzahl der Dateien mit Punktesequenzen <= 10000
. . / . . / BSP/ t e s t ∗∗∗∗ . txt # Vorlage f&uuml ; r d i e Namen der
↪→ e inzu l e s enden Dateien , muss ∗∗∗∗ en t ha l t en .
50000 # Anzahl der Punkte pro Datei
5 /home/mtinkl/Promotion/Programme/Kr e i s r und r e i s e /LSG/ # Spe i che ror t
↪→ f&uuml ; r d i e Dateien mit den Auswertungen ./ tmp/Prog
{3 , 5 , 6 , 7 , 8 , 10 , 12 , 15 , 17 , 21 , 24 , 25 , 27 , 30 , 34 , 37 , 42 ,
↪→ 47 , 52 , 57 , 62 , 67 , 72 , 77 , 82 , 87 , 92 , 97 , 102 , 107 , 112 , 117 ,
↪→ 122 , 127 , 132 , 137 , 142 , 147 , 152 , 157 , 162 , 167 , 172 , 177 ,
↪→ 182 , 187 , 192 , 197 , 202 , 207 , 212 , 217 , 222 , 227 , 232 , 237 ,
↪→ 242 , 247 , 252 , 257 , 262 , 267 , 272 , 277 , 282 , 287} # Li s t e der
↪→ Werte f&uuml ; r d i e Vorschau #
0 # So l l d i e Re i s e r i ch tung f e s t g e l e g t s e in (0=nein )

 
Das Programm ist in mehrere Klassen unterteilt:
Punkt : Diese Klasse dient der Repra¨sentation des Reisepunktes einer einzelnen Anfrage
mit deren relevanten Daten, dazu geho¨rt in diesem Fall auch der Zustand der
Bearbeitung.
Tools : Hier sind wieder die beiden Methoden aus der Klasse Tools des Programms Er-
zeugePunkte zu finden, erga¨nzt um eine Methode zur Erzeugung neuer Datei-
Ordner (funktioniert nur unter Linux) und einer Methode zur Umwandlung einer
Zeichenkette u¨ber verschiedene Zahlenwerte in einen Array mit den jeweiligen zu-
geho¨rigen ganzzahligen Werten.
Planung : Dort finden sich hauptsa¨chlich Funktionalita¨ten, welche mit der Planung der
Rundreise auf der Kreislinie nach einem der beiden vorgestellten Algorithmen zu
tun haben, wie die Erstellung einer Rundreise und die Ausgabe der dazugeho¨rigen
Daten in eine Datei.
Auswertung : Hierin finden sich Methoden zur Auswertung der vorher berechneten Er-
gebnisse. Eine ausfu¨hrlichere Beschreibung der dabei entstehenden Dateien und
deren Inhalte findet sich weiter unten.
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Rundreise: Dies ist die Datei zur Steuerung des gesamten Ablauf des Programms. Sie
ku¨mmert sich um das Einlesen, und erstellt falls gewu¨nscht eine Vorlage fu¨r die
Parameter-Datei RundReise Param.log, siehe Quellcode A.1.
Nach einem Durchlauf des Programms Rundreise sollten folgende Dateien und Ver-
zeichnisse erzeugt worden sein:
• Fu¨r jeden Wert x aus der vorgegebenen Liste mit verschiedenen Werten des In-
formationsvorlaufs ein Verzeichnis Kx, – hier werden auch die Zwischenergebnisse
in Form der einzelnen Rundreisen abgelegt, diese werden allerdings nach der Aus-
wertung wieder gelo¨scht, – in diesen Verzeichnissen zu den einzelnen Werten des
Informationsvorlauf sollten jeweils folgende Dateien vorhanden sein:
– In AVG.txt sind gesammelt die durchschnittlichen Schrittweiten der Sequen-
zen von Anfragen, also fu¨r jede Sequenz deren Durchschnitt u¨ber alle Schritt-
weiten.
– RAVG.txt ist analog zu AVG.txt aufgebaut nur das dort die bereinigten
durchschnittlichen Schrittweiten aufgelistet sind. Das heißt, dass hier nicht
mehr der Durchschnitt aller Schrittweiten verwendet wird, sondern wie in
Unterabschnitt 8.3.2 eine Bereinigung vorgenommen wurde.
– Die durchschnittlichen Schrittweiten der einzelnen Schritte genommen u¨ber
alle Sequenzen der Anfragen finden sich schließlich in DAVG.txt.
• Im Hauptverzeichnis zur Berechnung entstehen zwei neue Dateien. Die erste dieser
beiden Dateien KAVG.txt entha¨lt fu¨r jeden Informationsvorlauf die durchschnitt-
liche Schrittweite u¨ber alle Sequenzen von Anfragen und alle Schritte hinweg. In
der zweiten Datei KRAVG.txt stehen die analogen Informationen wie in der ersten,
nur dass hier wieder die betrachteten Schritte wie in Unterabschnitt 8.3.2 erla¨utert
bereinigt wurden.
A.2.3. Das Programm zum Einsammeln der bei der Auswertung
gewonnenen Daten
Da die Methoden zur Auswertung aus dem Programm Rundreise jeweils immer nur
die aktuell neu berechneten Daten erfassen, wurde ein drittes Programm Collect zur
Erfassung der Daten aus mehreren Durchla¨ufen notwendig. Dieses besteht aus folgenden
Klassen:
Collector : Der Klasse zur Steuerung der Auswertung.
Parameter : Eine Klasse zur Ausgabe und zum Einlesen der Parameter zur Einstellung
der Funktionalita¨ten, diese werden wie in Quellcode A.2 dargestellt, in der Datei
Collect Param.txt abgelegt.
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CollectAvg : Dieser Teil der Klasse Collector dient zur Erfassung der durchschnittlichen
Daten fu¨r mehrere Werte des Informationsvorlaufs aus verschiedenen Verzeichnis-
sen.
CollectSteps : Mit dem zweiten Teil der Methoden der Klasse Collector ist es mo¨glich
zu einzelnen Schritten t die durchschnittlichen Werte der Schrittweite in diesem
Schritt fu¨r die verschiedenen Werte des Informationsvorlaufs in einer Datei zu
sammeln. Diese Dateien werden in einem eigenen Unterordner Steps des Ordners
fu¨r die Lo¨sungen (zum Beispiel LSG oder OLSG) angelegt.
Gesteuert werden kann auch dieses Programm u¨ber eine Parameter-Datei, und zwar ist
das diesmal die Datei Collect Param.txt.
Quellcode A.2: Collect Param.txt
### Parameter Datei zur Sammlung von Daten aus Berechnungen zur
↪→ Kre i s rundre i s e
2222 # Type der Sammlung 2222 f&uuml ; r d i e Durchscn i t t swer t e und
↪→ 1111 f&uuml ; r d i e e inze lnen S c h r i t t e mit gr&ouml ; sseren
↪→ I n f o rma t i on s vo r l au f 1122 f&uuml ; r k l e i n e r en In f o rma t i on s vo r l au f
. . / . . / LSG/ # Ordner f&uuml ; r den Arb e i t s b e r e i c h .
{2 , 4 , 3 , 5 , 6 , 7 , 8 , 9 , 10 , 12 , 14 , 15 , 16 , 17 , 19 , 20 , 21 , 22 ,
↪→ 24 , 25 , 26 , 27 , 29 , 30 , 32 , 34 , 36 , 37 , 39 , 42 , 44 , 47 , 49 , 52 ,
↪→ 54 , 57 , 59 , 62 , 64 , 67 , 69 , 72 , 74 , 77 , 79 , 82 , 84 , 87 , 89 , 92 ,
↪→ 94 , 97 , 99 , 102 , 104 , 107 , 109 , 112 , 114 , 117 , 119 , 122 , 124 ,
↪→ 127 , 129 , 132 , 134 , 137 , 139 , 142 , 144 , 147 , 149 , 152 , 154 ,
↪→ 157 , 159 , 162 , 164 , 167 , 169 , 172 , 174 , 177 , 179 , 182 , 184 ,
↪→ 187 , 189 , 192 , 194 , 197 , 199 , 202 , 204 , 207 , 209 , 212 , 214 ,
↪→ 217 , 219 , 222 , 224 , 227 , 229 , 232 , 234 , 237 , 239 , 242 , 244 ,
↪→ 247 , 249 , 252 , 254 , 257 , 259 , 262 , 264 , 267 , 269 , 272 , 274 ,
↪→ 277 , 279 , 282 , 284 , 287 , 289} # Li s t e der Werte f&uuml ; r d i e
↪→ Vorschau
5 10 # Erster zu untersuchender S c h r i t t
11 # Le t z t e r zu untersuchender S c h r i t t

 
Dabei ko¨nnen folgende Parameter vera¨ndert werden:
(i) Die Art der Sammlung, eine genauere Erla¨uterung befindet sich in dem nachfol-
genden Absatz.
(ii) Der Speicherplatz der Dateien von vorherigen Rechendurchla¨ufen.
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(iii) Eine Liste mit den verschiedenen Werten fu¨r den Informationsvorlauf.
(iv) Die Anzahl der Schritte, welche untersucht werden sollen. Diese beiden Werte sind
nur relevant, wenn der die durchschnittliche Schrittweite in einzelnen Schritten
zusammengefasst werden soll.
Der Art der Sammlung legt fest, welche Daten gesammelt werden, infrage kommen
folgende Mo¨glichkeiten:
• Die durchschnittlichen Wegstrecke u¨ber aller Werte des Informationsvorlaufs, je-
weils bereinigt und komplett u¨ber die ganze Rundreise. (Einstellung 2222)
• Fu¨r einen bestimmten Bereich der Schrittweiten, die Werte des jeweiligen Schrit-
tes in Abha¨ngigkeit vom Informationsvorlauf, wobei nur Werte von Berechnungen
ausgewa¨hlt werden, bei denen der zur Berechnung verwendete Informationsvorlauf
– kleiner gleich der Nummer des betrachteten Schrittes ist. (Einstellung 1122)
Dann wurden schon mehr Reisepunkte angefahren als Anfragen im Informa-
tionsvorlauf enthalten sind.
– gro¨ßer gleich der Nummer des betrachteten Schrittes ist. (Einstellung 1111)
Somit ist mit großer Wahrscheinlichkeit noch mindestens eine der Anfragen
aus dem Informationsvorlauf bei Beginn der Rundreise noch nicht bearbeitet
worden.
A.3. Bibliotheken zur diskreten Variante der Rundreise
auf der Kreislinie
Fu¨r die in Abschnitt 10.3 betrachteten Ergebnisse der Berechnungen mit den Markov-
ketten werden zwei, in Maple implementierte, Bibliotheken verwendet. Die erste der bei-
den Bibliotheken dient der Erzeugung aller mo¨glichen Situationen fu¨r eine vorgegebene
Gro¨ße des Informationsvorlaufs und einer ebenfalls vorgegebenen Anzahl an gleichma¨ßig
auf der Kreislinie verteilten Positionen, der diskreten Variante der Rundreise auf der
Kreislinie. Durch die zweite Bibliothek kann aus der Menge von Situationen mithil-
fe weiterer zur Verfu¨gung gestellter Schnittstellen die erwartete Schrittweite fu¨r beide
Arten der Rundreise auf der Kreislinie berechnet werden.
A.3.1. Die Bibliothek zur Erzeugung der wesentlichen Bestandteile
Die erste der beiden Bibliotheken, na¨mlich CreateKreis bu¨ndelt folgende aufrufbare Me-
thoden:
• U¨ber anzahl kann fu¨r eine Gro¨ße k des Informationsvorlaufs und eine Anzahl n an
Positionen die Anzahl der mo¨glichen Situationen nach (10.1.2) berechnet werden.
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• Durch computeNewRep wird fu¨r eine gegebene Situation der na¨chste Reisepunkt
ausgewa¨hlt und anschließend die Bewegung dorthin realisiert. Dazu wird mithilfe
von (10.3.4) die repra¨sentative Darstellung fu¨r die neue Situation mit den verblie-
benen k − 1 Reisepunkten erzeugt.
• Die Methode createRepresents dient der vorher angesprochenen Erzeugung aller
mo¨glichen Situationen fu¨r n Positionen und einen Informationsvorlauf von k An-
fragen, es wird also die in Abschnitt 10.1 angesprochene Menge Ω erzeugt.
• Von createStates wird ein Array mit den mo¨glichen Positionen und ein zweiter
Array mit den Distanzen zum Nullpunkt erzeugt.
• Mit prodTrafo wird die U¨bergangsmatrix fu¨r die Markovkette nach Abschnitt 10.3
generiert.
A.3.2. Die Bibliothek mit den Methoden zur Berechnung der
erwarteten Schrittweiten
Nachdem nun mit CreateKreis in Unterabschnitt A.3.1 eine Bibliothek zur Erzeugung
der notwendigen Vorarbeiten zur Verfu¨gung steht, wird zur Auswertung von diesen eine
zweite Bibliothek verwendet. Fu¨r die Berechnung der erwarteten Schrittweiten steht die
Bibliothek AverageKreis zur Verfu¨gung, mit dieser kann u¨ber den Aufruf von
avg(k::integer,n::integer,one::boolean)
fu¨r einen Informationsvorlauf von k Anfragen und n auf der Kreislinie gleichma¨ßig
verteilten Positionen die zugeho¨rige zu erwartende Schrittweite bestimmt werden. Der
zusa¨tzliche logische Parameter dient dabei der Unterscheidung, ob die gerichtete Rund-
reise nach Optimierungsproblem 8.1.1, dann muss true als Wert gesetzt werden, oder
die Rundreise auf der Kreislinie mit Richtungswechsel nach Optimierungsproblem 7.1.1,
dann wird false u¨bergeben, betrachtet werden soll. Zur Vereinfachung existieren au-
ßerdem noch die beiden Methoden
avgeinfach(k::integer,n::integer) und avgnormal(k::integer,n::integer)
zum direkten Aufruf der Berechnungen fu¨r die jeweilige Problemstellung.
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B. Empirische Daten
Nachdem nun in Anhang A die fu¨r die empirische Berechnungen notwendigen Program-
me vorgestellt wurden, sollen hier in diesem Kapitel, die wichtigsten der berechneten
empirischen Daten aufgefu¨hrt werden.
Dabei ist die Struktur der folgenden Tabellen, mit τi fu¨r die durchschnittliche Schritt-
weite bei der Bearbeitung der Sequenz i, wie folgt aufgebaut:
• In der ersten Spalte (IV) steht die Gro¨ße des Informationsvorlaufs gefolgt von der
durchschnittlichen Schrittweite (∅τi) u¨ber alle Sequenzen.
• Die minimal (min τi) und maximal (max τi) bei der Bearbeitung der einzelnen
Sequenzen i erzielte durchschnittliche Schrittweite steht in der fu¨nften und letzten
Spalte.
• In der dritten (min Intervall) und vierten Spalte (max Intervall) finden sich schließ-
lich noch der untere und obere Wert des jeweiligen Bereichs der durchschnittlichen
Schrittweite fu¨r den Informationsvorlauf, in welchem 90 Prozent der empirisch be-
rechneten durchschnittlichen Schrittweiten τi der einzelnen Sequenzen liegen. Die
restlichen 10 Prozent verteilen sich gleichma¨ßig darunter und daru¨ber.
B.1. Daten fu¨r die gerichtete Rundreise auf der
Kreislinie
Zuerst einmal sind in Tabelle B.1.1 die empirischen durchschnittlichen Schrittweiten des
Algorithmus 8.1.2 fu¨r die gerichtete Rundreise, welche als Grundlage fu¨r die Auswertung
in Unterabschnitt 8.3.1 dienten, gesammelt.
IV ∅τi min Intervall max Intervall min τi max τi
2 0.500017 0.49787 0.50219 0.49535 0.50447
3 0.333349 0.331953 0.334753 0.329953 0.336513
4 0.250021 0.248955 0.251035 0.247635 0.252595
5 0.200032 0.199196 0.200876 0.198116 0.201916
6 0.166701 0.165997 0.167397 0.165117 0.168557
7 0.142889 0.142277 0.143517 0.141357 0.144277
8 0.125029 0.124518 0.125557 0.123838 0.126157
Tabelle B.1.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der gerichteten
Rundreise auf der Kreislinie (wird fortgesetzt)
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
9 0.111142 0.110678 0.111598 0.110078 0.112238
10 0.100036 0.099638 0.100478 0.099118 0.100958
12 0.0833705 0.0829983 0.0837183 0.0825583 0.0841983
14 0.0714641 0.0711586 0.0717586 0.0707586 0.0721186
15 0.0667021 0.0663987 0.0669987 0.0659987 0.0674387
16 0.0625362 0.0622788 0.0627987 0.0618788 0.0631187
17 0.0588597 0.0585988 0.0591188 0.0582388 0.0594788
19 0.05267 0.052439 0.0528789 0.052119 0.0531589
20 0.0500381 0.049839 0.050239 0.049599 0.050559
21 0.0476576 0.0474391 0.047879 0.0471991 0.048119
22 0.0454928 0.0452791 0.0456791 0.0450391 0.0459591
24 0.0417035 0.0415192 0.0418792 0.0412392 0.0420792
25 0.0400392 0.0398792 0.0401992 0.0396792 0.0403992
26 0.0384994 0.0383192 0.0386792 0.0381592 0.0388392
27 0.0370764 0.0369193 0.0372393 0.0367193 0.0374393
29 0.0345201 0.0343593 0.0346793 0.0341593 0.0349193
30 0.0333747 0.0332393 0.0335193 0.0330793 0.0337193
32 0.0312898 0.0311594 0.0314394 0.0309994 0.0315994
34 0.029452 0.0293194 0.0295594 0.0291594 0.0297194
36 0.0278183 0.0277194 0.0279194 0.0275194 0.0280794
37 0.0270679 0.0269595 0.0271995 0.0268395 0.0273595
39 0.0256811 0.0255595 0.0257995 0.0254395 0.0259195
42 0.0238503 0.0237595 0.0239595 0.0236395 0.0240795
44 0.0227689 0.0226795 0.0228795 0.0225595 0.0229995
47 0.0213174 0.0212396 0.0213996 0.0211196 0.0215196
49 0.0204496 0.0203596 0.0205196 0.0201996 0.0206396
52 0.0192715 0.0191996 0.0193596 0.0190796 0.0194796
54 0.0185605 0.0184796 0.0186396 0.0183996 0.0187996
57 0.0175857 0.0175196 0.0176796 0.0173997 0.0177596
59 0.0169914 0.0169197 0.0170797 0.0168397 0.0171997
62 0.0161707 0.0161197 0.0162397 0.0159997 0.0163197
64 0.0156664 0.0155997 0.0157197 0.0155197 0.0158397
67 0.014967 0.0149197 0.0150397 0.0148397 0.0151197
69 0.0145346 0.0144797 0.0145997 0.0143997 0.0146797
72 0.0139315 0.0138797 0.0139997 0.0137997 0.0140797
74 0.0135554 0.0134797 0.0135997 0.0134397 0.0136797
77 0.013029 0.0129597 0.0130797 0.0128797 0.0131597
79 0.0127011 0.0126397 0.0127597 0.0125597 0.0128397
Tabelle B.1.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der gerichteten
Rundreise auf der Kreislinie (wird fortgesetzt)
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B.1. Daten fu¨r die gerichtete Rundreise auf der Kreislinie
IV ∅τi min Intervall max Intervall min τi max τi
82 0.0122377 0.0121998 0.0122798 0.0121198 0.0123598
84 0.0119472 0.0118798 0.0119998 0.0118398 0.0120798
87 0.0115367 0.0114798 0.0115998 0.0114398 0.0116398
89 0.0112785 0.0112398 0.0113198 0.0111598 0.0113998
92 0.0109123 0.0108798 0.0109598 0.0107998 0.0109998
94 0.0106809 0.0106398 0.0107198 0.0105998 0.0107998
97 0.0103522 0.0103198 0.0103998 0.0102798 0.0104398
99 0.0101441 0.0101198 0.0101998 0.0100398 0.0102398
102 0.00984732 0.0097998 0.0098798 0.0097598 0.0099598
104 0.00965813 0.00959981 0.00967981 0.00955981 0.0097598
107 0.00938927 0.00935981 0.00943981 0.00931981 0.00947981
109 0.00921734 0.00915982 0.00923982 0.00911982 0.00931981
112 0.008972 0.00891982 0.00899982 0.00887982 0.00907982
114 0.00881527 0.00875982 0.00883982 0.00871983 0.00887982
117 0.00859043 0.00855983 0.00863983 0.00847983 0.00867983
119 0.00844683 0.00839983 0.00847983 0.00835983 0.00851983
122 0.00823978 0.00819984 0.00827983 0.00815984 0.00831983
124 0.00810788 0.00807984 0.00815984 0.00803984 0.00815984
127 0.0079177 0.00787984 0.00795984 0.00783984 0.00799984
129 0.00779599 0.00775984 0.00783984 0.00771985 0.00787984
132 0.00761929 0.00759985 0.00763985 0.00755985 0.00767985
134 0.00750641 0.00747985 0.00751985 0.00743985 0.00755985
137 0.00734303 0.00731985 0.00735985 0.00727985 0.00739985
139 0.00723797 0.00719986 0.00727985 0.00715986 0.00731985
142 0.00708618 0.00703986 0.00711986 0.00699986 0.00715986
144 0.00698841 0.00695986 0.00699986 0.00691986 0.00703986
147 0.00684631 0.00679986 0.00687986 0.00675986 0.00691986
149 0.00675517 0.00671987 0.00679986 0.00667987 0.00679986
152 0.00662291 0.00659987 0.00663987 0.00655987 0.00667987
154 0.00653693 0.00651987 0.00655987 0.00647987 0.00659987
157 0.00641305 0.00639987 0.00643987 0.00635987 0.00647987
159 0.00633249 0.00631987 0.00635987 0.00627987 0.00639987
162 0.00621656 0.00619988 0.00623988 0.00615988 0.00627987
164 0.0061412 0.00611988 0.00615988 0.00607988 0.00619988
167 0.00603241 0.00599988 0.00603988 0.00595988 0.00607988
169 0.00596106 0.00591988 0.00599988 0.00591988 0.00599988
172 0.0058576 0.00583988 0.00587988 0.00579988 0.00591988
174 0.00579178 0.00575988 0.00579988 0.00571989 0.00583988
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
177 0.00569342 0.00567989 0.00571989 0.00563989 0.00575988
179 0.00563159 0.00559989 0.00563989 0.00555989 0.00567989
182 0.00553832 0.00551989 0.00555989 0.00547989 0.00559989
184 0.00547882 0.00543989 0.00551989 0.00543989 0.00551989
187 0.00539292 0.00535989 0.00539989 0.00531989 0.00543989
189 0.00533422 0.00531989 0.00535989 0.00527989 0.00539989
192 0.00525109 0.0052399 0.00527989 0.0051999 0.00531989
194 0.00519901 0.0051599 0.0052399 0.0051599 0.0052399
197 0.00512019 0.0050799 0.0051599 0.0050799 0.0051599
199 0.00507067 0.0050399 0.0050799 0.0050399 0.0051199
202 0.0049957 0.0049599 0.0049999 0.0049599 0.0050399
204 0.00494753 0.0049199 0.0049599 0.0048799 0.0049999
207 0.00487606 0.0048399 0.0048799 0.0048399 0.0049199
209 0.00483044 0.0047999 0.0048399 0.0047599 0.0048799
212 0.00476077 0.0047599 0.0047999 0.00471991 0.0047999
214 0.00471779 0.00467991 0.00471991 0.00467991 0.0047599
217 0.00465051 0.00463991 0.00467991 0.00459991 0.00467991
219 0.00460815 0.00459991 0.00463991 0.00455991 0.00463991
222 0.004551 0.00451991 0.00455991 0.00451991 0.00459991
224 0.00451082 0.00447991 0.00451991 0.00447991 0.00455991
227 0.00444724 0.00443991 0.00447991 0.00439991 0.00447991
229 0.00440853 0.00439991 0.00443991 0.00435991 0.00443991
232 0.0043565 0.00431991 0.00435991 0.00431991 0.00439991
234 0.00431853 0.00427991 0.00431991 0.00427991 0.00435991
237 0.00426526 0.00423992 0.00427991 0.00419992 0.00431991
239 0.0042315 0.00419992 0.00423992 0.00419992 0.00427991
242 0.00417509 0.00415992 0.00419992 0.00411992 0.00419992
244 0.00414425 0.00411992 0.00415992 0.00411992 0.00419992
247 0.00408994 0.00407992 0.00411992 0.00403992 0.00411992
249 0.00406061 0.00403992 0.00407992 0.00399992 0.00407992
252 0.00400963 0.00399992 0.00403992 0.00395992 0.00403992
254 0.00398181 0.00395992 0.00399992 0.00395992 0.00403992
257 0.00393336 0.00391992 0.00395992 0.00387992 0.00395992
259 0.00390838 0.00387992 0.00391992 0.00387992 0.00395992
262 0.00386222 0.00383992 0.00387992 0.00383992 0.00387992
264 0.00383598 0.00379992 0.00383992 0.00379992 0.00387992
267 0.00379377 0.00375992 0.00379992 0.00375992 0.00383992
269 0.00376069 0.00375992 0.00375992 0.00371993 0.00379992
Tabelle B.1.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der gerichteten
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B.1. Daten fu¨r die gerichtete Rundreise auf der Kreislinie
IV ∅τi min Intervall max Intervall min τi max τi
272 0.00372029 0.00371993 0.00371993 0.00367993 0.00375992
274 0.00369078 0.00367993 0.00371993 0.00367993 0.00371993
277 0.00365165 0.00363993 0.00367993 0.00363993 0.00367993
279 0.00363315 0.00359993 0.00363993 0.00359993 0.00367993
282 0.00359479 0.00355993 0.00359993 0.00355993 0.00363993
284 0.00356228 0.00355993 0.00359993 0.00351993 0.00359993
287 0.00352439 0.00351993 0.00355993 0.00347993 0.00355993
289 0.00350816 0.00347993 0.00351993 0.00347993 0.00351993
Tabelle B.1.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der gerichteten
Rundreise auf der Kreislinie
Fu¨r die bereinigten durchschnittlichen Schrittweiten zur Analyse von Algorithmus 8.1.2
in Unterabschnitt 8.3.2 ergaben sich die in Tabelle B.1.2 aufgelisteten empirischen Er-
gebnisse.
IV ∅τi min Intervall max Intervall min τi max τi
2 0.500004 0.497846 0.502165 0.495338 0.504476
3 0.333327 0.331919 0.334723 0.32991 0.336515
4 0.249994 0.24894 0.251009 0.247634 0.252554
5 0.200003 0.199165 0.200862 0.198079 0.201888
6 0.166669 0.165971 0.167371 0.165075 0.16853
7 0.142857 0.142261 0.14347 0.141328 0.144255
8 0.124996 0.124472 0.125531 0.123797 0.126143
9 0.111108 0.110649 0.111578 0.11003 0.112178
10 0.100001 0.0995831 0.100432 0.0990856 0.100942
12 0.083334 0.0829756 0.0836876 0.0825199 0.0841837
14 0.0714267 0.0711257 0.0717329 0.0707271 0.0720801
15 0.0666642 0.0663796 0.0669505 0.0659736 0.06741
16 0.0624978 0.0622352 0.0627644 0.0618384 0.0630592
17 0.0588212 0.0585688 0.059071 0.0582288 0.0594474
19 0.0526313 0.052407 0.0528514 0.0521054 0.0531152
20 0.0499988 0.0497901 0.0502096 0.0495389 0.0505095
21 0.0476183 0.0474164 0.047823 0.0471726 0.0480858
22 0.0454532 0.0452581 0.0456462 0.0450135 0.0458978
Tabelle B.1.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
gerichteten Rundreise auf der Kreislinie (wird fortgesetzt)
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
24 0.0416636 0.0414863 0.0418387 0.0412098 0.0420491
25 0.0399994 0.0398303 0.0401706 0.0396255 0.0403722
26 0.0384592 0.038296 0.038622 0.0380951 0.038811
27 0.037036 0.0368753 0.0371928 0.0366836 0.0373882
29 0.0344794 0.0343353 0.0346265 0.034139 0.0348573
30 0.0333337 0.0331935 0.0334768 0.0330461 0.0336659
32 0.0312487 0.0311159 0.0313802 0.0309513 0.031554
34 0.0294105 0.0292846 0.0295356 0.0291053 0.0296903
36 0.0277767 0.0276605 0.0278935 0.0274882 0.0280313
37 0.0270263 0.0269113 0.0271391 0.0267779 0.0272968
39 0.0256395 0.0255311 0.0257494 0.0254034 0.0258754
42 0.0238085 0.0237075 0.023909 0.0235778 0.0240278
44 0.0227271 0.0226299 0.0228234 0.0225136 0.0229495
47 0.0212751 0.0211828 0.0213662 0.0210696 0.0214785
49 0.0204073 0.0203205 0.0204927 0.020161 0.0206023
52 0.0192289 0.0191466 0.0193106 0.0190419 0.0194267
54 0.0185178 0.0184391 0.0185965 0.0183488 0.0187402
57 0.0175429 0.0174688 0.0176182 0.0173662 0.0177148
59 0.0169483 0.0168768 0.0170202 0.0168088 0.0171567
62 0.0161276 0.0160584 0.0161965 0.0159749 0.0162782
64 0.0156233 0.0155567 0.0156895 0.0154751 0.0157741
67 0.0149238 0.0148598 0.0149871 0.0147788 0.0150696
69 0.0144915 0.0144314 0.0145521 0.0143453 0.0146312
72 0.0138882 0.013829 0.0139476 0.0137445 0.0140214
74 0.0135121 0.0134543 0.0135702 0.0133972 0.0136547
77 0.0129855 0.0129293 0.013042 0.0128375 0.0131208
79 0.0126575 0.0126028 0.0127125 0.0125288 0.0127829
82 0.0121938 0.0121423 0.012246 0.0120799 0.0123117
84 0.0119036 0.0118535 0.0119546 0.0117854 0.0120307
87 0.0114931 0.0114433 0.0115426 0.0113784 0.0115953
89 0.0112347 0.0111874 0.0112828 0.011111 0.0113465
92 0.0108684 0.0108217 0.0109152 0.0107425 0.0109711
94 0.0106372 0.010592 0.0106824 0.0105367 0.0107408
97 0.0103083 0.0102645 0.0103523 0.0102201 0.010413
99 0.0101002 0.0100577 0.0101429 0.0100019 0.0102021
102 0.00980321 0.00976109 0.00984504 0.00970819 0.00991182
104 0.00961423 0.00957251 0.00965513 0.00950529 0.00971536
107 0.00934494 0.00930447 0.00938545 0.0092609 0.00944179
Tabelle B.1.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
gerichteten Rundreise auf der Kreislinie (wird fortgesetzt)
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B.1. Daten fu¨r die gerichtete Rundreise auf der Kreislinie
IV ∅τi min Intervall max Intervall min τi max τi
109 0.00917329 0.00913496 0.00921144 0.00908192 0.00926393
112 0.00892782 0.00889031 0.00896568 0.00883751 0.00901513
114 0.00877107 0.00873373 0.00880915 0.00867369 0.00885041
117 0.00854603 0.00850928 0.00858174 0.00845689 0.00864064
119 0.00840246 0.00836722 0.00843792 0.00831652 0.00848863
122 0.0081954 0.00816019 0.00823031 0.00811813 0.00827244
124 0.00806343 0.00802945 0.00809818 0.0079929 0.00813658
127 0.00787317 0.00783884 0.00790681 0.00779335 0.00795504
129 0.00775124 0.00771841 0.00778466 0.00768067 0.00782497
132 0.00757466 0.00754214 0.00760687 0.00750014 0.0076463
134 0.00746161 0.00742973 0.00749415 0.00739115 0.00752967
137 0.00729835 0.00726709 0.00732957 0.00722129 0.00736598
139 0.00719308 0.0071626 0.00722409 0.00712555 0.00729796
142 0.00704158 0.00701172 0.00707147 0.00696456 0.00710575
144 0.00694341 0.00691344 0.00697335 0.00688319 0.00700598
147 0.00680183 0.00677302 0.00683049 0.00672669 0.00686883
149 0.00671015 0.00668194 0.00673859 0.00664076 0.00677216
152 0.00657803 0.00655015 0.00660557 0.0065019 0.00664643
154 0.0064925 0.00646549 0.00652007 0.00642678 0.00656087
157 0.00636861 0.00634192 0.00639554 0.00630432 0.00643068
159 0.00628811 0.00626175 0.00631523 0.00622734 0.00636502
162 0.00617187 0.00614574 0.00619799 0.00611661 0.00623296
164 0.00609632 0.00607083 0.00612188 0.00603332 0.0061519
167 0.00598684 0.00596138 0.00601225 0.00592063 0.00604405
169 0.00591632 0.00589098 0.00594203 0.00586018 0.00597303
172 0.00581283 0.0057879 0.00583766 0.00576141 0.00587019
174 0.00574616 0.00572173 0.00577063 0.0056889 0.00580943
177 0.00564898 0.00562466 0.00567325 0.00558667 0.00570613
179 0.00558554 0.00556194 0.0056096 0.00553239 0.00564267
182 0.0054934 0.00547012 0.00551714 0.00544144 0.00555395
184 0.00543363 0.00541043 0.0054567 0.00538272 0.00548652
187 0.00534665 0.00532353 0.00536924 0.0052859 0.00539699
189 0.00529001 0.00526738 0.00531242 0.00523465 0.00535295
192 0.00520735 0.0051854 0.00522935 0.00516018 0.00525568
194 0.00515345 0.00513171 0.00517521 0.00510451 0.00520285
197 0.00507511 0.00505335 0.00509686 0.00502875 0.00512139
199 0.00502404 0.0050032 0.00504531 0.00497853 0.0050785
202 0.0049493 0.00492799 0.00497022 0.00490082 0.00499694
Tabelle B.1.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
204 0.00490085 0.00487934 0.00492138 0.00484631 0.00495497
207 0.0048296 0.00480893 0.00485015 0.00477722 0.0048786
209 0.0047834 0.0047626 0.00480404 0.00473308 0.00483165
212 0.00471587 0.00469579 0.00473601 0.00467151 0.00476249
214 0.00467167 0.00465183 0.00469146 0.00462317 0.0047196
217 0.00460724 0.00458769 0.00462665 0.00455174 0.00465287
219 0.00456513 0.00454571 0.00458415 0.00451433 0.00461104
222 0.0045033 0.00448368 0.00452231 0.00446118 0.00454202
224 0.00446325 0.00444446 0.00448193 0.00441961 0.00450798
227 0.0044043 0.00438532 0.00442336 0.00436139 0.00445073
229 0.00436578 0.00434737 0.00438455 0.00432314 0.0044091
232 0.0043093 0.00429039 0.00432782 0.00426537 0.0043515
234 0.00427233 0.00425396 0.00429042 0.00423086 0.0043158
237 0.00421826 0.00419984 0.00423611 0.00417173 0.00425517
239 0.00418316 0.00416496 0.00420098 0.00414184 0.00422374
242 0.00413125 0.00411363 0.00414881 0.00408865 0.00417078
244 0.00409748 0.00408005 0.00411482 0.00405707 0.00413542
247 0.00404755 0.00403018 0.00406476 0.00400741 0.00408614
249 0.00401491 0.0039979 0.00403222 0.00397478 0.00405352
252 0.00396724 0.00395037 0.00398443 0.00393117 0.00400975
254 0.00393567 0.00391911 0.0039526 0.00389783 0.00398383
257 0.00389006 0.0038735 0.00390668 0.00385428 0.00392398
259 0.00385996 0.00384337 0.00387669 0.00382238 0.00389934
262 0.00381577 0.00379936 0.00383203 0.00377837 0.00385123
264 0.00378712 0.00377096 0.00380351 0.00374882 0.00382516
267 0.00374428 0.00372853 0.00376055 0.00370963 0.00378101
269 0.00371635 0.0037006 0.00373187 0.00368141 0.00375008
272 0.00367544 0.00365977 0.00369122 0.00363923 0.00371266
274 0.00364856 0.00363315 0.0036644 0.00361361 0.00368758
277 0.00360903 0.00359337 0.00362428 0.0035743 0.003648
279 0.00358325 0.00356797 0.00359839 0.00354726 0.00361943
282 0.00354489 0.00352983 0.00356004 0.00350726 0.00358091
284 0.00352016 0.00350499 0.00353524 0.00348631 0.00355273
287 0.00348325 0.00346843 0.0034982 0.00344878 0.00351577
289 0.00345907 0.00344418 0.0034738 0.00342695 0.00349477
Tabelle B.1.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
gerichteten Rundreise auf der Kreislinie
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B.2. Daten fu¨r die Rundreise auf der Kreislinie mit Richtungswechsel
B.2. Daten fu¨r die Rundreise auf der Kreislinie mit
Richtungswechsel
Bei der Rundreise auf der Kreislinie mit Richtungswechsel ergaben sich nach der Bearbei-
tung mit Algorithmus 9.1.1 fu¨r die in Unterabschnitt 9.3.1 vorgenommene Analyse die
in Tabelle B.2.1 gesammelten empirischen Werte fu¨r die durchschnittliche Schrittweite,
IV ∅τi min Intervall max Intervall min τi max τi
2 0.33333 0.331963 0.334686 0.330073 0.336483
3 0.255829 0.254808 0.256865 0.25338 0.258095
4 0.208796 0.207941 0.209666 0.206795 0.211001
5 0.176654 0.175892 0.177417 0.174825 0.178282
6 0.15314 0.152458 0.153824 0.151635 0.154846
7 0.135095 0.13447 0.135723 0.133685 0.136505
8 0.120806 0.120218 0.121395 0.119418 0.122071
9 0.109189 0.108647 0.109745 0.107755 0.110652
10 0.0995636 0.0990337 0.100089 0.0982583 0.100861
12 0.0845304 0.0840554 0.0850079 0.08345 0.0856464
14 0.0733225 0.0728983 0.0737544 0.0723012 0.0743476
15 0.0687379 0.06832 0.0691596 0.0677954 0.0696916
16 0.0646743 0.0642695 0.0650685 0.0637833 0.0654916
17 0.0610451 0.0606595 0.0614362 0.0602425 0.0619319
19 0.0548495 0.0544872 0.0552178 0.0539643 0.0558105
20 0.0521893 0.0518392 0.0525437 0.0513822 0.0529864
21 0.0497624 0.0494293 0.0500902 0.0489127 0.0505253
22 0.0475466 0.0472205 0.0478775 0.0468239 0.048403
24 0.0436376 0.0433295 0.043954 0.042856 0.0443681
25 0.0419117 0.0416129 0.0422146 0.0412743 0.0426375
26 0.0403074 0.040016 0.0406027 0.0396523 0.0410781
27 0.0388208 0.038533 0.039108 0.0381627 0.0394448
29 0.0361449 0.0358742 0.0364172 0.0355184 0.0368775
30 0.0349376 0.0346766 0.0352086 0.0343046 0.0355549
32 0.0327437 0.0324891 0.0330038 0.0322122 0.0333547
34 0.0308058 0.0305652 0.0310489 0.0302861 0.0313846
36 0.0290726 0.0288426 0.0293106 0.0285458 0.0296161
37 0.0282746 0.0280507 0.0285049 0.0277254 0.0288837
39 0.0268038 0.0265876 0.0270243 0.0263205 0.0273232
42 0.0248611 0.0246606 0.0250675 0.0244346 0.0253936
44 0.0237111 0.0235149 0.0239096 0.0232556 0.0242331
47 0.0221702 0.0219891 0.0223578 0.0218031 0.0227594
Tabelle B.2.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der Rundreise
auf der Kreislinie mit Richtungswechsel (wird fortgesetzt)
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
49 0.0212451 0.0210712 0.0214226 0.0208234 0.021636
52 0.0199959 0.0198301 0.0201672 0.0196149 0.0203745
54 0.0192405 0.0190773 0.0194093 0.0189052 0.0196711
57 0.0182065 0.0180511 0.0183648 0.0178753 0.018537
59 0.0175731 0.0174275 0.0177234 0.0172543 0.0179266
62 0.0167053 0.016564 0.0168536 0.0164091 0.0170519
64 0.0161724 0.016035 0.0163138 0.0158773 0.0165184
67 0.0154297 0.0152987 0.0155634 0.015148 0.0157453
69 0.0149738 0.0148471 0.0151032 0.0146696 0.0152824
72 0.0143363 0.0142142 0.0144648 0.0140792 0.0146396
74 0.0139407 0.013826 0.014064 0.013683 0.01425
77 0.013385 0.0132702 0.0135028 0.0131225 0.0136377
79 0.0130382 0.0129265 0.0131553 0.0127912 0.0133313
82 0.012551 0.0124443 0.0126626 0.0123292 0.012857
84 0.0122455 0.0121435 0.012355 0.0120274 0.0125388
87 0.0118144 0.0117153 0.0119187 0.0116049 0.0120722
89 0.0115447 0.0114478 0.0116474 0.0113325 0.0118277
92 0.0111594 0.0110652 0.0112596 0.0109581 0.0114
94 0.0109176 0.0108266 0.0110156 0.0107273 0.0111563
97 0.010574 0.0104838 0.0106694 0.0103774 0.010844
99 0.0103564 0.0102689 0.0104472 0.0101779 0.010597
102 0.0100459 0.00996152 0.0101338 0.00987215 0.0102737
104 0.00984878 0.00976718 0.00993608 0.00969109 0.0100341
107 0.00956768 0.00948817 0.00965115 0.0094047 0.0097563
109 0.00938977 0.00931145 0.00947138 0.00922186 0.00961091
112 0.0091331 0.00905868 0.00921455 0.00897961 0.00934769
114 0.00897057 0.00889605 0.00904983 0.00880482 0.00917534
117 0.00873763 0.00866601 0.00881564 0.00858973 0.0089373
119 0.00858792 0.00851792 0.00866264 0.00844471 0.00877798
122 0.00837363 0.0083045 0.00844781 0.00822644 0.00857656
124 0.00823579 0.00816877 0.00830727 0.00810403 0.00842576
127 0.0080391 0.00797348 0.0081108 0.0078916 0.00822651
129 0.00791279 0.00784913 0.00798217 0.00777437 0.00806684
132 0.00773056 0.00766889 0.00779823 0.00760945 0.00791043
134 0.00761296 0.00755275 0.00767976 0.00746547 0.0077871
137 0.00744448 0.00738592 0.00751081 0.00732229 0.00759691
139 0.00733515 0.00727736 0.0073984 0.00720922 0.00752651
142 0.00717869 0.00712145 0.00724109 0.00706795 0.00736132
Tabelle B.2.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der Rundreise
auf der Kreislinie mit Richtungswechsel (wird fortgesetzt)
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B.2. Daten fu¨r die Rundreise auf der Kreislinie mit Richtungswechsel
IV ∅τi min Intervall max Intervall min τi max τi
144 0.00707797 0.00702148 0.00714084 0.0069594 0.0072416
147 0.0069314 0.00687758 0.00699124 0.00682087 0.00710768
149 0.00683758 0.0067844 0.0068965 0.00673394 0.00699697
152 0.0067009 0.00664787 0.00676034 0.00656876 0.00687843
154 0.00661322 0.0065607 0.00667061 0.00651362 0.00678653
157 0.00648528 0.00643359 0.00654185 0.00637872 0.00662985
159 0.006403 0.00635284 0.0064578 0.00630575 0.00654589
162 0.00628273 0.00623382 0.00633572 0.00617849 0.00641678
164 0.00620556 0.00615718 0.00626031 0.00610658 0.00635091
167 0.00609297 0.00604604 0.00614508 0.0059972 0.00623151
169 0.00602031 0.00597391 0.00607093 0.00592145 0.0061354
172 0.00591458 0.0058689 0.00596448 0.00581492 0.00605503
174 0.00584549 0.00580036 0.00589456 0.00574557 0.00597619
177 0.00574594 0.00570273 0.00579353 0.00566042 0.00586947
179 0.00568136 0.00563697 0.00573006 0.00558413 0.00581822
182 0.00558686 0.00554506 0.00563485 0.00549638 0.00569996
184 0.00552583 0.00548256 0.0055723 0.00544642 0.00564573
187 0.00543666 0.00539465 0.00548325 0.00535419 0.0055568
189 0.00537892 0.00533982 0.00542427 0.00529691 0.00550532
192 0.00529441 0.00525575 0.00533829 0.00520999 0.00544551
194 0.00523875 0.00519875 0.00528317 0.00515422 0.00536465
197 0.00515876 0.00512046 0.0052017 0.0050852 0.00528309
199 0.0051064 0.00506655 0.00514952 0.00502751 0.0052188
202 0.00503047 0.0049919 0.00507274 0.00495755 0.00515105
204 0.00498075 0.00494191 0.00502175 0.00490849 0.00508246
207 0.00490786 0.00487047 0.00494818 0.00483185 0.0050032
209 0.00486105 0.00482328 0.00490216 0.00478436 0.00496648
212 0.00479218 0.00475847 0.00483206 0.00472486 0.00489929
214 0.00474694 0.00471333 0.00478573 0.00467263 0.0048539
217 0.00468115 0.00464759 0.00472089 0.0046128 0.00478326
219 0.00463842 0.00460584 0.00467649 0.00456874 0.00475534
222 0.00457546 0.00453997 0.00461301 0.00451048 0.00466685
224 0.00453506 0.00450041 0.00457217 0.00447547 0.00462358
227 0.00447425 0.00444334 0.00451103 0.00440859 0.00456079
229 0.0044347 0.00440299 0.00447117 0.0043727 0.00452932
232 0.0043777 0.00434758 0.00441323 0.00431439 0.00446622
234 0.00434054 0.00431251 0.00437561 0.00427781 0.00442394
237 0.00428546 0.00425207 0.00432076 0.00422962 0.00438204
Tabelle B.2.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der Rundreise
auf der Kreislinie mit Richtungswechsel (wird fortgesetzt)
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
239 0.0042497 0.00421876 0.00428439 0.0041913 0.00435445
242 0.00419667 0.00416285 0.00423068 0.00413804 0.0042866
244 0.00416221 0.00412957 0.00419545 0.00410898 0.00427109
247 0.00411095 0.00407939 0.00414433 0.00405335 0.00419798
249 0.00407826 0.00404529 0.00411145 0.00402657 0.00417164
252 0.00402903 0.00399781 0.00406239 0.00396925 0.00411971
254 0.00399846 0.00396713 0.00403018 0.00394519 0.00408077
257 0.00395127 0.00391957 0.00398311 0.00390172 0.00404194
259 0.00392198 0.00389413 0.00395368 0.00386619 0.00400516
262 0.00387692 0.00384638 0.00390799 0.00382414 0.00395242
264 0.00384679 0.00382489 0.00387826 0.00378871 0.00395014
267 0.00380378 0.00378132 0.00383389 0.00374782 0.0038884
269 0.00377438 0.00374977 0.00380632 0.00372968 0.00385448
272 0.00373264 0.003709 0.00376363 0.00368315 0.00380988
274 0.00370657 0.00367551 0.00373589 0.00365752 0.00378425
277 0.00366678 0.00363671 0.00369567 0.00361461 0.00375164
279 0.00364049 0.00362052 0.00366941 0.00358858 0.00372449
282 0.00360163 0.00358281 0.0036307 0.00355078 0.00369904
284 0.00357481 0.00354822 0.00360416 0.00352942 0.00365038
287 0.0035383 0.00351001 0.00356817 0.00349773 0.00361699
289 0.00351523 0.00349453 0.00354299 0.00346132 0.00358952
Tabelle B.2.1.: Empirische Daten zur durchschnittlichen Schrittweite bei der Rundreise
auf der Kreislinie mit Richtungswechsel
Die bereinigten Werte fu¨r die empirische Auswertung in Unterabschnitt 9.3.2 zur Bear-
beitung der Rundreise auf der Kreislinie mit Richtungswechsel durch Algorithmus 9.1.1
stehen in Tabelle B.2.2.
IV ∅τi min Intervall max Intervall min τi max τi
2 0.333327 0.331961 0.334685 0.330062 0.336478
3 0.255821 0.254799 0.256858 0.253366 0.258077
4 0.208784 0.207929 0.209656 0.206794 0.210997
5 0.17664 0.17588 0.177403 0.174825 0.178262
6 0.153125 0.152445 0.15381 0.151608 0.154829
7 0.135078 0.134455 0.135704 0.13365 0.136499
Tabelle B.2.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
Rundreise auf der Kreislinie mit Richtungswechsel (wird fortgesetzt)
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B.2. Daten fu¨r die Rundreise auf der Kreislinie mit Richtungswechsel
IV ∅τi min Intervall max Intervall min τi max τi
8 0.120788 0.120202 0.121376 0.119394 0.12205
9 0.10917 0.108628 0.10973 0.107734 0.110631
10 0.0995436 0.0990137 0.100069 0.0982372 0.100841
12 0.0845089 0.0840331 0.0849855 0.083442 0.0856401
14 0.0732997 0.0728754 0.0737309 0.0722846 0.0743106
15 0.0687146 0.0682997 0.069135 0.0677736 0.0696648
16 0.0646506 0.064248 0.0650442 0.0637521 0.0654722
17 0.0610209 0.0606364 0.0614107 0.0602191 0.0619066
19 0.0548244 0.0544598 0.0551936 0.0539306 0.0557932
20 0.0521639 0.0518144 0.0525171 0.0513592 0.0529713
21 0.0497369 0.0494034 0.0500667 0.0488734 0.050502
22 0.0475205 0.0471948 0.0478534 0.0467981 0.0483829
24 0.0436111 0.0433024 0.0439273 0.0428154 0.0443378
25 0.0418849 0.0415871 0.0421884 0.0412498 0.0426126
26 0.0402802 0.039988 0.0405752 0.0396267 0.0410538
27 0.0387934 0.0385062 0.0390795 0.0381268 0.0394225
29 0.036117 0.0358478 0.0363895 0.0354832 0.0368523
30 0.0349095 0.0346495 0.0351797 0.0342835 0.0355224
32 0.0327152 0.0324602 0.0329755 0.0321885 0.033318
34 0.0307769 0.0305362 0.0310202 0.0302464 0.0313658
36 0.0290435 0.0288138 0.0292828 0.0285164 0.0295961
37 0.0282455 0.028022 0.0284756 0.0277031 0.0288593
39 0.0267744 0.0265579 0.0269951 0.0262948 0.0272924
42 0.0248312 0.024631 0.0250378 0.0244072 0.0253714
44 0.0236811 0.0234827 0.023881 0.0232293 0.0241933
47 0.0221397 0.0219603 0.0223275 0.0217624 0.0227366
49 0.0212144 0.0210414 0.0213912 0.0207852 0.0215965
52 0.019965 0.0197986 0.0201372 0.019587 0.0203411
54 0.0192094 0.0190473 0.0193777 0.0188746 0.0196454
57 0.0181751 0.01802 0.0183323 0.0178513 0.0185086
59 0.0175417 0.0173959 0.017691 0.0172223 0.0179006
62 0.0166736 0.0165315 0.0168218 0.0163741 0.0170317
64 0.0161406 0.0160046 0.0162826 0.0158557 0.0164819
67 0.0153977 0.015267 0.0155325 0.0151146 0.0157156
69 0.0149418 0.0148157 0.0150712 0.014616 0.0152623
72 0.0143041 0.0141828 0.014432 0.014043 0.0146148
74 0.0139084 0.0137943 0.0140319 0.0136505 0.014216
77 0.0133525 0.013238 0.0134702 0.013089 0.0136175
Tabelle B.2.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
Rundreise auf der Kreislinie mit Richtungswechsel (wird fortgesetzt)
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
79 0.0130057 0.0128954 0.0131217 0.012758 0.0133012
82 0.0125184 0.0124126 0.0126291 0.012295 0.0128186
84 0.0122127 0.0121104 0.0123222 0.0120033 0.0125059
87 0.0117816 0.0116831 0.0118857 0.0115758 0.0120381
89 0.0115118 0.0114153 0.0116149 0.0113059 0.0117879
92 0.0111263 0.0110327 0.0112253 0.0109182 0.0113645
94 0.0108844 0.0107936 0.0109833 0.010691 0.0111244
97 0.0105407 0.0104511 0.0106355 0.0103498 0.0108012
99 0.0103233 0.0102363 0.0104135 0.0101416 0.010559
102 0.0100125 0.00992882 0.0101001 0.00983177 0.0102363
104 0.00981538 0.00973432 0.00990144 0.00965356 0.0100004
107 0.0095341 0.00945578 0.00961744 0.00936075 0.00972259
109 0.00935611 0.00927804 0.0094386 0.00919342 0.0095858
112 0.0090995 0.00902588 0.00918185 0.00894882 0.00931526
114 0.0089369 0.00886274 0.00901609 0.0087786 0.00914067
117 0.00870393 0.00863275 0.00878105 0.00856346 0.0089121
119 0.0085541 0.00848443 0.00862885 0.00841665 0.00873491
122 0.00833984 0.00827171 0.00841269 0.00819398 0.00853049
124 0.00820188 0.00813542 0.00827288 0.00807752 0.00840055
127 0.00800514 0.00793981 0.00807633 0.00786047 0.00819352
129 0.00787872 0.00781584 0.00794722 0.00775396 0.00803493
132 0.00769657 0.00763545 0.00776312 0.00757114 0.00788006
134 0.00757875 0.00751865 0.00764543 0.00743941 0.00775981
137 0.00741034 0.00735213 0.00747634 0.00729124 0.00756995
139 0.0073009 0.0072438 0.00736357 0.0071696 0.00748726
142 0.00714451 0.00708787 0.00720627 0.00702382 0.00732383
144 0.00704377 0.00698894 0.00710505 0.00692828 0.0072046
147 0.00689718 0.00684417 0.00695744 0.0067956 0.00707968
149 0.00680319 0.00675016 0.00686174 0.00670604 0.00695974
152 0.0066665 0.00661453 0.00672547 0.00653269 0.00684874
154 0.00657889 0.00652703 0.00663583 0.00648062 0.00675381
157 0.00645095 0.00640034 0.0065068 0.00634631 0.00659021
159 0.00636856 0.00631918 0.00642326 0.00627079 0.00651792
162 0.00624825 0.00620006 0.00630182 0.00614394 0.00639321
164 0.0061712 0.00612357 0.00622533 0.00607207 0.00631522
167 0.00605848 0.00601241 0.00611003 0.00597175 0.00619745
169 0.0059858 0.00594 0.00603615 0.00589678 0.00610675
172 0.00587997 0.00583478 0.00592913 0.00578611 0.00601284
Tabelle B.2.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
Rundreise auf der Kreislinie mit Richtungswechsel (wird fortgesetzt)
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B.2. Daten fu¨r die Rundreise auf der Kreislinie mit Richtungswechsel
IV ∅τi min Intervall max Intervall min τi max τi
174 0.00581091 0.00576641 0.00585924 0.0057163 0.00595259
177 0.00571111 0.00566811 0.00575817 0.00563103 0.00583371
179 0.00564675 0.00560421 0.00569537 0.00555978 0.00577916
182 0.00555217 0.00551011 0.00559887 0.00546783 0.00566364
184 0.00549108 0.00544996 0.00553664 0.00540891 0.00560493
187 0.00540199 0.00536232 0.00544715 0.0053188 0.00551552
189 0.00534412 0.00530501 0.00538853 0.00526244 0.00546912
192 0.00525954 0.00522008 0.00530266 0.00518473 0.00540535
194 0.00520392 0.00516529 0.00524741 0.00511968 0.00534158
197 0.00512389 0.00508639 0.00516582 0.00504586 0.00525155
199 0.0050716 0.00503498 0.00511403 0.00499806 0.00517266
202 0.00499548 0.00495979 0.00503707 0.00491984 0.00510327
204 0.00494592 0.00491041 0.00498591 0.0048768 0.00504161
207 0.00487278 0.00483734 0.00491245 0.00480273 0.00497697
209 0.00482604 0.00479169 0.00486662 0.00475053 0.00492755
212 0.00475712 0.00472274 0.00479624 0.00468997 0.00486316
214 0.00471166 0.00467862 0.00474992 0.00462987 0.00481338
217 0.00464635 0.00461276 0.00468506 0.0045825 0.00474397
219 0.00460359 0.00457091 0.00464063 0.00454152 0.00472415
222 0.00454021 0.00450839 0.00457705 0.00447866 0.00463528
224 0.00449976 0.00446847 0.00453611 0.00444305 0.00459035
227 0.00443958 0.00440944 0.00447524 0.00437607 0.00452704
229 0.00439997 0.00436898 0.0044351 0.00434399 0.00449552
232 0.00434235 0.00431198 0.00437681 0.00427303 0.00443323
234 0.00430521 0.00427529 0.00433941 0.00424912 0.00439076
237 0.00425004 0.00422105 0.00428417 0.00419355 0.0043378
239 0.00421391 0.00418491 0.00424737 0.0041579 0.00431209
242 0.00416161 0.00413339 0.00419456 0.00409945 0.00424651
244 0.00412664 0.00409858 0.00415969 0.00406976 0.00423549
247 0.00407619 0.0040488 0.00410786 0.00401933 0.00416879
249 0.00404277 0.00401531 0.00407494 0.00398791 0.00413328
252 0.00399418 0.00396712 0.00402584 0.00393937 0.00407907
254 0.00396267 0.00393631 0.00399439 0.00390963 0.00404349
257 0.00391602 0.00389029 0.00394644 0.00386446 0.00399369
259 0.00388587 0.00385945 0.00391762 0.00383349 0.00396789
262 0.00384091 0.00381514 0.00387157 0.00379085 0.00391942
264 0.00381123 0.00378556 0.00384215 0.0037575 0.00392413
267 0.00376787 0.00374306 0.00379748 0.0037189 0.00385758
Tabelle B.2.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
Rundreise auf der Kreislinie mit Richtungswechsel (wird fortgesetzt)
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B. Empirische Daten
IV ∅τi min Intervall max Intervall min τi max τi
269 0.00373995 0.00371554 0.00376927 0.00369295 0.0038266
272 0.00369819 0.00367404 0.0037273 0.00364861 0.0037728
274 0.00367101 0.00364668 0.00369987 0.00362234 0.00375045
277 0.00363088 0.00360733 0.00365966 0.00357725 0.00370916
279 0.00360464 0.00358159 0.00363262 0.00355889 0.00368541
282 0.00356615 0.00354298 0.00359417 0.00352273 0.00365629
284 0.00354035 0.00351766 0.00356757 0.00349423 0.00361071
287 0.00350317 0.003481 0.00353094 0.00346316 0.0035719
289 0.00347875 0.00345662 0.00350624 0.00343488 0.00354997
Tabelle B.2.2.: Empirische Daten zur bereinigten durchschnittlichen Schrittweite bei der
Rundreise auf der Kreislinie mit Richtungswechsel
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