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Abstract
This article is about motives of quadric bundles. In the case of odd dimensional
fibers and where the basis is of dimension two we give an explicit relative and absolute
Chow-Künneth decomposition. This shows that the motive of the quadric bundle is
isomorphic to the direct sum of the motive of the base and the Prym motive of a dou-
ble cover of the discriminant. In particular this is a refinement with Q coefficients of a
result of Beauville concerning the cohomology and the Chow groups of an odd dimen-
sional quadric bundle over P2. This Chow-Künneth decomposition satisfies Murre’s
conjectures II and III. This article is a generalization of an article of Nagel and Saito
on conic bundles [20].
1 Introduction
In this article we work with algebraic varieties over the field C of complex numbers, i.e.
schemes of finite type over C. All the Chow groups of these varieties will be with rational
coefficients. All the singular cohomology groups will be with rational coefficients.
Murre’s conjectures give an answer of Beilinson’s conjectures on the Chow groups of the
smooth projective varieties.
Conjectures of Beilinson. For a smooth projective variety X of dimension n, there exists
on CHl(X), 0 ≤ l ≤ n, a decreasing filtration F ν (ν ≤ 0) with the following properties.
(i) F 0 = CHl(X), F 1 = CHlhom(X).
(ii) F r · F s ⊂ F r+s under the intersection product.
(iii) F ∗ is functorial for morphisms f : X → Y .
(iv) Assuming that the Künneth components [∆X ]
2n−j,j ∈ FnH2n(X ×X,Q) of the coho-
mology class of the diagonal are algebraic, given by the class of pj ∈ Zn(X × X,Q),
then GrνF∗ CH
l(X) depends only on the motive h2l−ν(X) = (X, [p2l−ν ]hom) modulo ho-
mological equivalence, i.e. pj,∗Gr
ν
F∗ CH
l(X) = δj,2l−νIdGrν
F∗
CHl(X), a correspondence
Γ ∈ CHnhom(X ×X) acting as zero on Gr
ν
F∗ CH
l(X)(see (i) and (ii) for X ×X and
(iii)).
(v) Fm = 0 for m >> 0 (weak version) or, F l+1 = 0 (strong version).
Definition 1.1. ([15, sec. 4.2.3], [19, def. 6.1.1])
Let X be a smooth projective variety of dimension n. We say that X has a Chow-Künneth
decomposition if there exists, for 0 ≤ j ≤ 2n, pj ∈ CHn(X ×X) such that
1. pjpk = δj,kpj i.e. pj are projectors, mutually orthogonal,
1
2.
∑2n
j=0 pj = ∆X ∈ CHn(X ×X) where ∆X denotes the class of the diagonal ∆X ⊂
X ×X
3. [pj ]hom = [∆X ]
2n−j,j where [∆X ]
2n−j,j ∈ FnH2n(X ×X,Q) denotes the jth Künneth
component of the cohomology class of the diagonal. Equivalently, the action of pj on
cohomology is pj,∗H
k(X) = δj,kIHk(X).
Definition 1.2. ([15, sec. 4.3.2.1], [19, sec. 7.2])
For a smooth projective variety X of dimension n, Murre stated the following set of
conjectures :
I (Existence) X admits a Chow-Künneth decomposition given by projectors pj, for 0 ≤
j ≤ 2n.
II For all 0 ≤ l ≤ n, the projectors p0,..., pl−1 and p2l+1,..., p2n act as zero on CH
l(X).
III For all 0 ≤ l ≤ n, ker(p2l) = CH
l(X)hom. (Note that clearly ker(p2l) ⊂ CH
l(X)hom).
IV For all 0 ≤ l ≤ n the filtration on CHl(X) defined by F pCHl(X) = ker(p2l) ∩
ker(p2l−1)∩ ...∩ ker(p2l−p+1) is independent of the choice of Chow-Künneth decompo-
sition.
Jannsen proved [11, Thm. 5.2] that this set of conjectures is equivalent to the strong
version of conjectures of Beilinson [15, sec. 4.3.2.2] and that if the conjectures are true, the
filtrations agree.
Exemple 1.3. 1. Smooth projective curves satisfy Murre’s conjectures.
2. For smooth projective surfaces, Murre has constructed a Chow-Künneth decomposi-
tion, via Picard and Albanese projectors which satisfy Murre’s conjectures II and III
([17],[18]).
3. Smooth complete intersections in the projective space admit a Chow-Künneth decom-
position.
4. If a smooth projective variety X of dimension n admits a Chow-Künneth decomposition
given by projectors p0, . . . , p2n, then X × X admits a Chow-Künneth decomposition,
given by the projectors qr =
∑
i+j=r pi× pj ∈ CH
2n(X ×X×X ×X), for 0 ≤ r ≤ 4n.
5. Abelian varieties admit a Chow-Künneth decomposition ([21],[7]).
6. Uniruled threefolds admit a Chow-Künneth decomposition ([1]) and also certain classes
of threefolds with a special condition on H2trans(X) admit a Chow-Künneth decompo-
sition ([2],[16]).
7. Elliptic modular varieties admit a Chow-Künneth decomposition ([9]).
Remark 1.4. If a smooth projective variety X a dimension n admits a Chow-Künneth
decomposition given by projectors pj ∈ CHn(X ×X) then we have an isomorphism of Chow
motives :
ch(X) = (X,∆X) ≃ ⊕
2n
j=0(X, pj).
Given a quasi-projective variety S, let V(S) be the category whose objects are smooth
varieties X with a proper morphism f : X → S. For X , Y ∈ V(S) a relative corre-
spondence from X to Y is an element Γ ∈ CH(X ×S Y ). We say that Γ has degree p if
Γ ∈ CHdY −p(X ×S Y ).
The composition of relative correspondences is defined as follows :
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Definition 1.5. (Corti-Hanamura [6])
Let X,Y ,Z ∈ V(S). Let Γ1 ∈ CH(X ×S Y ), Γ2 ∈ CH(Y ×S Z). We then define
Γ2 ◦ Γ1 = pX,Z,∗δ
![Γ1 × Γ2]
where δ = ∆Y : Y →֒ Y × Y is the diagonal embedding and pX,Z : X ×S Y ×S Z → X ×S Z
is the projection. Since Y is smooth, δ : Y →֒ Y × Y is a regular embedding (local complete
intersection), hence δ! is well defined (see [8]). Moreover pX,Z is proper.
A relative projector on X ∈ V(S) is a relative correspondence of degree 0 from X to X
satisfying p ◦ p = p. The category of Chow motives over S is the category whose objects are
triples (X, p,m), with X ∈ V(S), p a relative projector on X and a morphism from (X, p,m)
to (Y, q, n) is a relative correspondence of degree n−m from X to Y .
As composition of relative correspondences is compatible with flat base change S′ → S
[19, Lem. 8.1.6], there exists a functor from the category of Chow motives over S to the
category of (absolute) Chow motives.
By [4] we have a decomposition
Rf∗Q ≃ ⊕
p
iR
if∗Q[−i]
in the derived category Dbc(S) of constructible sheaves of Q-vector spaces over S. where
pRjf∗QX denotes the j
th perverse cohomology of Rf∗QX .
Note that a relative projector q on X acts on the perverse cohomology pRjf∗QX by [6].
We denote the action by q∗.
Definition 1.6. ([15, sect. 4.4.2.2], [19, Def. 8.3.3])
Let f : X → S be a projective morphism with X smooth of dimension n. Let k be the
dimension of the generic fiber. We say that f has a relative Chow-Künneth decomposition
if there exists pi ∈ CHn(X ×S X), 0 ≤ i ≤ 2k, such that
1. pipj = δi,jpi ie pi are relative projectors, mutually orthogonal,
2.
∑
i pi = ∆X ∈ CHn(X ×S X)
3. pi,∗
pRjf∗QX = δi,jIpRjf∗QX .
Remark 1.7. Let f : X → S be a projective morphism with X smooth of dimension n. Let
k be the dimension of the generic fiber. If f has a relative Chow-Künneth decomposition
given by relative projectors pj ∈ CHn(X ×S X), 0 ≤ j ≤ 2k then we have an isomorphism
of relative Chow motives :
ch(X/S) = (X,∆X) ≃ ⊕
2k
j=0(X, pj).
Definition 1.8. Let X and S two algebraic varieties of dimension n and r over C, X is a
quadric bundle over S if there exists a flat projective morphism f : X → S, such that the
fibers of f are quadrics of dimension n− r.
Here we say that the morphism is projective if we have a relative embedding X →֒
P(E)→ S, with P(E)→ S a projective bundle of dimension n+ 1.
We refer to [10] for the elementary proprieties of quadrics.
Definition 1.9. Let ξi ⊂ X be a relative linear section of relative dimension i of f : X →֒
P(E)→ S. We define
p2i = 1/2[ξi ×S ξn−r−i] ∈ CHn(X ×S X).
The base of the quadric bundles admits a natural stratification,
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Proposition 1.10. ([22]) Let f : X →֒ P(E)→ S be a quadric bundle, there is a stratifica-
tion ∆k ⊂ ... ⊂ ∆1 ⊂ S of S by closed subsets where
∆k = {s ∈ S, rk(Xs) ≤ n− r + 2− k} .
Moreover, if S is smooth we have the inclusion ∆k+1 ⊂ sing(∆k) by properties of determi-
nantal subvarieties[14].
In this paper we consider a quadric bundle over a surface of odd relative dimension
2m− 1. Consider the Stein factorization Fm(X/S)→ ∆˜→ ∆ where Fm(X/S) denotes the
relative Fano variety of m-dimensional linear subspaces and ∆ = ∆1 ⊂ S. It is a double
covering ramified over ∆2 ⊂ ∆.
We will note Γ ⊂ Fm(X/S)×S X the incidence correspondence with p : Γ→ Fm(X/S),
q : Γ→ X the restriction to Γ of the two projections.
The morphism Fm(X/S) → ∆˜ is flat projective, so we can take W ⊂ Fm(X/S) be a
multisection of Fm(X/S) → ∆˜. We note ΓW ⊂ W ×S X the restriction of Γ to W and
Z = q(ΓW ) ⊂ X . We have dim(Z ×∆ Z) = n with Z ×∆ Z = (Z ×∆ Z)+ ∪ (Z ×∆ Z)− two
n dimensional components :
(Z ×∆ Z)
+ = (q × q)(p× p)−1(g × g)−1(∆∆˜), (Z ×∆ Z)
− = (q × q)(p× p)−1(g × g)−1(D−)
where g : W → ∆˜ is the covering and D− denotes the graph of the involution.
Definition 1.11. Let W ⊂ Fm(X/S) be a multisection of degree 2d and Z = q(ΓW ) ⊂ X.
We define
p∞ = (−1)
m1/d2([(Z ×∆ Z)
+]− [(Z ×∆ Z)
−]) ∈ CHn(X ×S X).
The main result of the paper is the following :
Theorem 1.12. Let f : X → S be a quadric bundle with odd dimensional fibers 2m − 1,
X smooth projective, S smooth projective with dim(S) = 2. For more simplicity we assume
that
• C = ∆1 is smooth irreducible,
• The double covering C˜ → C is non trivial.
Then
(1) The orthonormalization ({pN2i}0≤i≤2m−1, p
N
∞) of the family ({p2i}0≤i≤2m−1, p∞) con-
stitute a relative Chow-Künneth decomposition of f : X → S.
(2) This relative Chow-Künneth decomposition induces an absolute Chow-Künneth decom-
position of X which satisfies Murre’s conjectures I, II and III.
Remark 1.13. A similar result has been obtained independently by C.Vial[24] using a dif-
ferent approach(he works only with absolute motives). In the case of quadric bundle, our
result is more precise since it provides an explicit construction of the Prym motive.
The proof is based on a generalization of the techniques of [20]. It consists of the following
steps :
• We show that the p2i and p∞ are relative projectors, for 0 ≤ i ≤ 2m− 1.
• Using the Gramm-Schmidt process we obtain mutually orthogonal relative projectors
pN2i and p
N
∞, for 0 ≤ i ≤ 2m− 1.
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• We show that these relative projectors act in the right on the perverse direct images.
• We verify the identity ∆X =
∑2m−1
i=0 p
N
2i + p
N
∞ ∈ CHn(X ×S X).
• We pass to the corresponding absolute projectors and decompose then to obtain an
absolute Chow-Künneth decomposition of X which satisfies Murre’s conjectures I, II
and III.
The paper is organized as follows. In section 2 we prove steps 1,2 and 3 (the proof that
p∞ is a relative projector uses the result from the Appendix 5.1). Section 3 is devoted to
the proof of step 4. The idea of the proof is as follows. Put
R = ∆X −
2m−1∑
i=0
pN2i − p
N
∞ ∈ CHn(X ×S X).
Consider the localization exact sequence
CHn(XC ×C XC)
(i×i)∗
→ CHn(X ×S X)
(j×j)∗
→ CHn(XU ×U XU )→ 0.
We first show thatR|XU×UXU = 0. HenceR is the image of an element T ∈ CHn(XC ×C XC).
We then prove that R is nilpotent using a description of CHn(XC ×C XC). Hence R = 0
since it is a projector. The description of CHn(XC ×C XC) represents the main technical
difficulty of the paper ; in the case of conic bundles this step is easier since CH3(XC×CXC)
is generated by the irreducible components of XC ×C XC .
This article is a part a my PhD thesis under the supervision of D.Markushevich and
J.Nagel.
2 Relative Chow-Künneth decomposition I
Let f : X → S be a quadric bundle with odd-dimensional fibers of dimension 2m− 1, X
and S smooth projective with dim(S) = 2. Then dim(X) = n = 2m+ 1. Assume C = ∆1
is smooth so that ∆2 = ∅.
Consider the commutative diagram
X
i //
f
❄
❄❄
❄❄
❄❄
❄ P(E)
g
}}④④
④④
④④
④④
S
Proposition 2.1. The BBDG decomposition[4] of Rf∗Q is given by
Rf∗Q = ⊕
2m−1
j=0 QS [−2j]⊕ iC∗V [−2m] ∈ D
b
c(S)
where V = i−1(R2mf∗Q)v is the cokernel of the sheaf morphism i∗ : R2mg∗Q → R2mf∗Q
induced by the above diagram. The sheaf V is a local system of rank one on C.
Proof. This follows from the perverse versions of the Lefschetz hyperplane theorem and the
hard Lefschetz theorem ; cf.[19, Proposition 8.5.2]
To obtain a relative Chow-Künneth decomposition we need to define a family of mutu-
ally orthogonal relative projectors that induce the above decomposition and add up to the
identity.
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Let for 0 ≤ i ≤ 2m − 1, ξi ⊂ X be a relative linear section of relative dimension i of
X →֒ P(E)→ S.
Consider the relative correspondences p2i = 1/2[ξi×S ξ2m−1−i]. By Lieberman’s Lemma
[19] we have p2i = 1/2[ξ2m−1−i][ξi]
t.
Proposition 2.2. The relative correspondences p2i are projectors and satisfy
(i) p2jp2i = 0 if j > i
(ii) p2jp2i = 0 if j < i− 2
Proof. We have the composition of relative correspondences
p2i = 1/2[ξ2m−1−i][ξi]
t
with [ξi]
t ∈ CHi+r(X) = CHi+r(X ×S S) = CorS(X,S)
and [ξ2m−1−i] ∈ CHn−i(X) = CHn−i(S ×S X) = CorS(S,X).
Thus
p2jp2i = 1/4[ξ2m−1−j][ξj ]
t[ξ2m−1−i][ξi]
t
We have [ξj ]
t[ξ2m−1−i] ∈ CHr+j−i(S ×S S) = CHr+j−i(S).
So [ξj ]
t[ξ2m−1−i] = 0 if j > i or j < i− r. Moreover [ξj ]t[ξ2m−1−i] = 2[S] if i = j.
The result then follows by the associativity of the composition of relative correspon-
dences.
Consider the Stein factorization Fm(X/S) → C˜ → C where Fm(X/S) denotes the rel-
ative Fano variety of m linear subspaces and C = C1 ⊂ S. It is a non trivial étale double
covering by the hypotheses of Theorem 1.12 Let τ : C˜ → C˜ be the involution of the double
covering.
Let Γ ⊂ Fm(X/S)×S X be the incidence correspondence with p : Γ → Fm(X/S),
q : Γ→ X the restriction to Γ of the two projections.
For W ⊂ Fm(X/S) a multisection of degree d of Fm(X/S)→ C˜ we note g :W → C˜ the
covering of degree d, ΓW ⊂W ×S X the restriction of Γ to W and Z = q(ΓW ) ⊂ X .
We have
C˜ ×S C˜ = D
+ ⊔D−
where D+ = ∆C˜ and D
− = τ∗. We will note ρ = I − τ∗ ∈ CorrC(C˜, C˜) the prym motive.
Remark 2.3. If the covering C˜ → C is trivial C˜ and W have two irreducible and connected
components(the covering is non ramified) and C˜ ×S C˜ has four connected components D
+
1 ,
D+2 , D
−
1 , D
−
2 .
The variety Z ×C Z ⊂ X ×S X has two irreducible components (Z ×C Z)+,− = (q ×
q)(p× p)−1(g × g)−1(D+,−) ⊂ X ×S X.
Note
γ = ΓW g
∗ ∈ CorrC(C˜,X).
We will note:
q+m,C = γ ◦ γ
t = [(Z ×C Z)
+] ∈ CHn(X ×S X),
q−m,C = γ ◦ τ∗ ◦ γ
t = [(Z ×C Z)
−] ∈ CHn(X ×S X).
We will consider
p∞ = (−1)
m1/d2γ ◦ (I − τ∗) ◦ γ
t = (−1)m1/d2(q+m,C − q
−
m,C) ∈ CHn(X ×S X).
Note that by construction
tp∞ = p∞,
tp2i = p4m−2−2i. (2.1)
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Proposition 2.4. (i) p∞ is a relative projector
(ii) p2ip∞ = 0 for i 6= m− 2
(iii) p∞p2i = 0 for i 6= m+ 1.
Proof. Part (i) follows by the Appendix 5.2(1) :
p∞p∞ = (1/d
2)2γ ◦ (I − τ∗) ◦ γ
t ◦ γ ◦ (I − τ∗) ◦ γ
t = (−1)m1/d2γ ◦ (I − τ∗) ◦ γ
t = p∞
since γt ◦ γ = (−1)m(I − τ∗) ∈ CH1(C˜ ×C C˜).
For the proof of part (ii), note that p2ip∞ = 0 if i 6= m− 1, i 6= m− 2 for dimensional
reasons. Specifically, p2iq
+
m,C = p2iq
−
m,C = 0 if i 6= m− 1, i 6= m− 2 since
p2iq
+
m,C = 1/2[ξ2m−1−i]([ξi]
tγ)γt
and [ξi]
tγ ∈ CHi−m+2(C˜ ×S S) = CHi−m+2(C˜).
For i = m− 1 we have [ξi]tγ = λ[C˜] with λ ∈ Z, hence p2m−2p∞ = 0 since τ∗[C˜] = [C˜].
Part (iii) follows from part (ii) by transposition using (2.1).
We now use the Gramm-Schmidt orthonormalization process :
Lemma 2.5. [23, Lemma 4.11]
Let V be a Q-algebra and k a positive integer. Let p0,....,pn idempotents of V which
satisfy pjpi = 0 for j > i. Then
p˜i = (1 − 1/2p0)...(1 − 1/2pi−1)pi(1− 1/2pi+1)...(1 − 1/2pn)
define idempotents so that p˜j p˜i = 0 for j > i and j = i−1. Moreover if we apply this process
r times we obtain idempotents pNi which satisfy p
N
j p
N
i = 0 for j > i, and j < i− r.
Applying the Lemma two times to the family {p2i}0≤i≤2m−1 we obtain idempotents
{p˜2i}0≤i≤2m−1 such that p˜2ip˜2j = 0 for i 6= j. These projectors satisfy again :
Proposition 2.6. (i) p˜2ip∞ = 0 for i 6= m− 2.
(ii) p∞p˜2i = 0 for i 6= m+ 1.
Proof. Part (i) follows from Proposition 2.4 and by noticing that p2m−6p2m−4p∞ = 0 for
dimensional reasons. More precisely, p2m−6p2m−4q
+
m,C = p2m−6p2m−4q
−
m,C = 0 since
p2m−6p2m−4q
+
m,C = 1/2[ξm+2]([ξm−3]
t[ξm+1][ξm−2]
tγ)γt
and [ξm−3]
t[ξm+1][ξm−2]
tγ ∈ CH−1(C˜ ×S S) = CH−1(C˜) = 0.
Part (ii) follows from part (i) by transposition using (2.1).
Using Proposition 2.6, we can apply Lemma 2.5 to the family ({p˜2i}0≤i≤2m−1, p∞).
Following this process we define :
• For 0 ≤ i ≤ 2m− 1, i 6= m− 2, i 6= m+ 1 : pN2i = p˜2i ∈ CHn(X ×S X)
• pN∞ = p∞ − 1/2p∞p˜2m+2 − 1/2p˜2m−4p∞ = p∞ − 1/2p∞p2m+2 − 1/2p2m−4p∞ ∈
CHn(X ×S X)
• pN2m−4 = p˜2m−4 − 1/2p˜2m−4p∞ = p˜2m−4 − 1/2p2m−4p∞ ∈ CHn(X ×S X)
7
• pN2m+2 = p˜2m+2 − 1/2p∞p˜2m+2 = p˜2m+2 − 1/2p∞p2m+2 ∈ CHn(X ×S X).
The pN2i, 0 ≤ i ≤ 2m− 1, and p
N
∞ constitute then an orthogonal family of idempotents.
We now look at the action of these projectors on the higher direct images.
Proposition 2.7. (i) For 0 ≤ i ≤ 2m − 1 and 0 ≤ j ≤ 2m − 1, j 6= m p2i,∗R2jf∗Q =
δi,jR
2jf∗Q
(ii) For j = m p2i,∗i
∗R2mg∗Q = δi,mi
∗R2mg∗Q
(iii) p∞,∗((R
2mf∗Q)v) = I(R2mf∗Q)v).
Proof. As for j 6= m R2jf∗Q = i∗R2jg∗Q = QS a constant sheaf, it is enough to show
that p2i,∗(R
2jf∗Q)|U ) = δi,jI(R2jf∗Q)|U with U = S\C the open subset of S over which f is
smooth. We see this immediately by the action on the smooth fibers. This proves (i).
The same technique proves (ii).
For (iii), let V ⊂ S be an open subset(with V ∩ C 6= ∅) and α ∈ Γ(V, (R2mf∗Q)v). By
the Appendix 5.2(2), γ∗ induces an isomorphism of sheaves on S
γ∗ : (π∗Q)
−→˜(R2mf∗Q)v
So let β ∈ Γ(V, (π∗Q)
−) such that α = γ∗β. We have then by the Appendix 5.2(1)
q+m,C,∗α = γγ
t
∗γ∗β = γ∗d
2(I − τ∗)β = γd
2(2β) = 2d2α.
We have in the same way
q−m,C,∗ = γ∗τ∗d
2(I − τ∗)β = γ∗d
2(I − τ∗)β = γ∗d
2(−2β) = −2d2α.
Proposition 2.8. (i) pN∞,∗(R
2mf∗Q)v = I(R2mf∗Q)v
(ii) pN2i,∗i
∗R2jg∗Q = δi,ji
∗R2jg∗Q
(iii) pN2i,∗(R
2mf∗Q)v = 0
(iv) pN∞,∗i
∗R2jg∗Q = 0.
Proof. We have pN∞ = p∞ + ω ∈ CHn(X ×S X) with ω = −1/2p∞p2m+2 − 1/2p2m−4p∞.
Since p2m−4p∞p2m+2 = 0 for dimensional reasons and
p2m−4p∞p2m−4 = p2m+2p∞p2m+2 = 0
by Proposition 2.4, we obtain ω2 = 0. Hence, ω∗(R
2mf∗Q)v = 0 since it is a local system of
rank one on C.
By Proposition 2.7, p˜2i = δijIi∗R2jg∗Q. Thus, for 0 ≤ i ≤ 2m− 1, i 6= m− 2, i 6= m+ 1 :
pN2i,∗i
∗R2jg∗Q = δi,ji
∗R2jg∗Q.
For i = m − 2, pN2m−4 = p˜2m−4 + η with η = −1/2p2m−4p∞. Since p∞ is supported on
XC ×C XC , η acts as zero on the invariant part, and the result follows.
Parts (iii) and (iv) follow from parts (i) and (ii) and the orthogonality of the projectors
pN2i and p
N
∞.
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3 Relative Chow-Künneth decomposition II
Let f : X → S be a quadric bundle of relative dimension 2m − 1, X and S smooth
projective with dim(S) = 2. Then dim(X) = n = 2m+ 1. For 0 ≤ i ≤ 2m− 1, let ξi ⊂ X
be a relative linear section of f : X →֒ P(E)→ S of relative dimension i.
The main theorem of this section is the following :
Theorem 3.1. Let R ∈ CHn(X ×S X) be a relative correspondence. If R acts as zero on
Rf∗Q, then R is nilpotent, more precisely R
9 = 0.
Note U = S\C the open discriminant complement of S. Let j′ : U →֒ S, j : XU → X ,
and j × j : XU ×U XU →֒ X ×S X be the open immersions.
Denote ι : C →֒ S, i : XC →֒ X and i× i : XC ×C XC →֒ X ×S X the closed immersion.
We can describe the Chow group CHn(X ×S X) via the localization exact sequence :
CHn(XC ×C XC)
(i×i)∗
→ CHn(X ×S X)
(j×j)∗
→ CHn(XU ×U XU )→ 0.
Lemma 3.2. Put RU = R|XU×UXU . Then R
3
U = 0.
Proof. Note ξi,U = ξi∩XU ⊂ X . They are relative linear sections of fU : XU →֒ P(E)|U → U .
Since fU : XU → U is a smooth quadric bundle of relative dimension 2m− 1,
φU : CH2(U)
⊕2m ⊕ CH1(U)
⊕2m−1 ⊕ CH0(U)
⊕2m−2 → CHn(XU ×U XU )
induced by [ξi,U ×U ξ2m−1−i,U ], [ξi,U ×U ξ2m−i,U ] and [ξi,U ×U ξ2m+1−i,U ] is surjective by
the Appendix, Proposition 5.6.
Since φU is surjective, there exists rational numbers ni such that
RU = R|XU×UXU =
2m−1∑
i=0
nip2i,U + ωU ∈ CHn(XU ×U XU ),
with ωU ∈ KU = φU (CH1(U)⊕2m−1 ⊕ CH0(U)⊕2m−1).
Let V ⊂ U be a contractible open subset and for 0 ≤ j ≤ 2m− 1 take
0 6= α ∈ Γ(V,R2jf∗Q) = H
2j(XV ,Q). We have then RU,∗α =
∑2m−1
i=0 nip2i,U,∗α = njα
by Proposition 2.7. Thus njα = 0. This gives nj = 0 for 0 ≤ j ≤ 2m − 1. Hence
RU = ωU ∈ CHn(XU ×U XU ). The Proposition 5.7 of the Appendix tells us then that
R3U = 0.
By the compatibility of relative correspondences with flat base change R3|XU×UXU =
R3U = 0. The localization exact sequence then says that
R3 = (i× i)∗T ∈ CHn(X ×S X),
with T ∈ CHn(XC ×C XC).
Recall that fC : XC → C admits a section e. Let X˜ be the blow up of X along e(C) and
let X˜C be the strict transform of XC . The morphism X˜C → C factors as X˜C
h
→ XH
fH
→ C,
where h : X˜C → X
H is a P1 bundle and fH : XH → C is a smooth quadric bundle of
relative dimension 2m− 2. Note ǫ : X˜C → XC . Let ξHj,C ⊂ X
H be relative linear sections of
fH .
Lemma 3.3. We have T = (ǫ × ǫ)∗(h× h)
∗TH with TH ∈ CHn−2(X
H ×C X
H).
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Proof. Denote
XoC = XC\e(C)
and
(XC ×C XC)
o = (XC ×C XC)\(XC ×C e(C) ∪ e(C)×C XC).
Let p : XoC → X
H be the relative projection from the section e(C) on HC and p × p :
(XC ×C XC)o → XH ×C XH . Denote l : (XC ×C XC)o →֒ XC ×C XC the open immersion.
Consider the commutative diagram :
CHn−2(X
H ×C XH)
(p×p)∗ //
(h×h)∗

CHn((XC ×C XC)o)
CHn(X˜C ×C X˜C)
(ǫ×ǫ)∗ // CHn(XC ×C XC)
l∗
OO
.
Since p×p : (X×CX)o → XH×CXH is an A2 fibration, (p×p)∗ : CHn−2(XH×CXH)→
CHn(XC ×C XC) is an isomorphism.
Note that l∗ : CHn(XC ×C XC) → CHn((XC ×C XC)o) is an isomorphism because
dim(XC ×C e(C) ∪ e(C)×C XC) = n− 1.
We have thus T = (l∗)−1(p× p)∗TH = (ǫ× ǫ)∗(h× h)∗TH .
Put λ = i ◦ ǫ : X˜C → X and write q2j,C = (λ × λ)∗(h × h)
∗p2j(X
H) ∈ CHn(X ×S X)
Denote pr : X ×S X → S the structural morphism.
Lemma 3.4. Let ξj ⊂ X be a linear section that extends the linear section ξj,C = ǫ(h−1(ξHj,C) ⊂
XC. We have
q2j,C = [ξj+1 ×S ξ2m−1−j ].pr
∗[C] ∈ CHn(X ×S X).
Proof. Since X˜C → XH is a P1-fibration we obtain (ǫ × ǫ)∗(h × h)∗[ξj,C ×C ξ2m−2−j,C ] =
(i × i)∗[ξj+1 ×S ξ2m−1−j ]. The result then follows from the projection formula since (i ×
i)∗[XC ×C XC ] = pr∗[C].
Remark 3.5. Note that
(λ× λ)∗(h× h)
∗p+2m−2(X
H) = λ∗h
∗ΓHW g
∗g∗(Γ
H
W )
th∗λ
∗ = γγt = q+m,C
and
(λ× λ)∗(h× h)
∗p−2m−2(X
H) = λ∗h
∗ΓHW g
∗τ∗g∗(Γ
H
W )
th∗λ
∗ = γτ∗γt = q−m,C .
Lemma 3.6. Let KHC ⊂ CHn−2(X
H ×C X
H) be the subspace 5.2 defined in the Appendix.
Put KC = (λ × λ)∗(h × h)∗KHC and let L =
∑2m−2
j=0 njq2j,C + ω ∈ CHn(X ×S X) with
ω ∈ KC. Then L3 = 0.
Proof. It suffices to shows that, for ω ∈ KC and η ∈ KC ,
a) q2i,Cq2j,Cq2k,C = 0.
b) q2j,Cω = ωq2j,C = 0
c) ωη = 0.
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We start by proving a). By the Lemma 3.4, we have q2j,C = [ξ2m−1−j ] ◦ [C] ◦ [ξj+1]t.
Hence,
q2i,Cq2j,Cq2k,C = [ξ2m−1−i][C][ξi+1]
t[ξ2m−1−j ][C][ξj+1]
t[ξ2m−1−k][C][ξk+1]
t.
We claim that
[C][ξi+1]
t[ξ2m−1−j ][C][ξj+1]
t[ξ2m−1−k][C] = 0. (3.1)
To prove the claim, consider the expressions [ξi+1]
t[ξ2m−1−j ] ∈ Corr
p
S(S, S) = CH
p(S) and
[ξj+1]
t[ξ2m−1−k] ∈ Corr
q
S(S, S) = CH
q(S). If p < 0 or q < 0 the formula holds. If not then
the expression (5.1) belongs to CHp+q+3(S) and vanishes since p+ q ≥ 0.
The subspace KC ∈ CHn(X ×S X) is generated by the elements
qj,s′ = (λ× λ)∗(h× h)
∗(ρ× ρ)∗([ξ
H
j−1,s′ × ξ
H
2m−j,s′ ]) for 2 ≤ j ≤ 2m− 1 j 6= m j 6= m+ 1
qm+1,s′ = (λ× λ)∗(h× h)
∗(ρ× ρ)∗([ξ
H
m,s′ × Λ
′H
s′ ])
qm,s′ = (λ× λ)∗(h× h)
∗(ρ× ρ)∗([Λ
′H
s′ × ξ
H
m,s′ ]).
where s′ ∈ C′.
Note that qj,s′ = q
t
2m+1−j,s′ for s
′ ∈ C′ and 2 ≤ j ≤ 2m− 1.
We have
qj,s′ = λ∗h
∗ρ∗[ξ
H
2m−j,C′ ][s
′][ξHj−1]
tρ∗h∗λ
∗ for 2 ≤ j ≤ 2m− 1 j 6= m j 6= m+ 1
qm+1,s′ = λ∗h
∗ρ∗[Λ
′H ][s′][ξHm,C′ ]
tρ∗h∗λ
∗
qm,s′ = λ∗h
∗ρ∗[ξ
H
m,C′ ][s
′][Λ′H ]tρ∗h∗λ
∗.
For c), let us prove for instance that qm,s′qm,t′ = 0, the other equalities are similar. We
claim that
[s′][ξHm+1,C′ ]
tρ∗h∗λ
∗λ∗h
∗ρ∗[Λ
′H ][t′] = 0. (3.2)
Consider the expression [ξHm+1,C′ ]
tρ∗h∗λ
∗λ∗h
∗ρ∗[Λ
′H ] ∈ CorrpS(C
′, C′) = CHp(C′ ×C C
′). If
p < 0 the formula holds. If not the expression 3.2 belongs to CH2+p(C′×C C′) and vanishes
since p ≥ 0.
Let us prove b). We have qm,s′q2j,C = 0 for 0 ≤ j ≤ 2m− 2. As before, it follows since
[s′][Λ′H ]tρ∗h∗λ
∗[ξ2m−1−j ][C] = 0. Indeed [Λ
′H ]tρ∗h∗λ
∗[ξ2m−1−j ] ∈ Corr
p
S(S,C
′) = CHp(C′)
vanishes if p < 0 and [s′][Λ′H ]tρ∗h∗λ
∗[ξ2m−1−j ][C] ∈ Corr
p+2
S (S,C
′) = CHp+2(C′). Sim-
ilarly q2j,Cqm,s′ = 0 for 0 ≤ j ≤ 2m − 2 since [C][ξj+1]tλ∗h∗ρ∗[ξHm,C′ ][s
′] = 0. Indeed
[ξj+1]
tλ∗h
∗ρ∗[ξ
H
m,C′ ] ∈ Corr
p
S(C
′, S) = CHp−1(C′) vanishes if p < 1 and [C][ξj+1]
tλ∗h
∗ρ∗[ξ
H
m,C′ ][s
′] ∈
Corrp+2S (C
′, S) = CHp+1(C′). By transposition we see that similarly qm+1,s′q2j,C = q2j,Cqm+1,s′ =
0 for 0 ≤ j ≤ 2m − 2. Similarly q2j,Cqk,s′ = 0 for 2 ≤ k ≤ 2m − 1, k 6= m, k 6= m + 1
and 0 ≤ j ≤ 2m− 2 since [C][ξj+1]tλ∗h∗ρ∗[ξH2m−k,C′ ][s
′] = 0. By transposition we see that
similarly qk,s′q2j,C = 0 for 2 ≤ k ≤ 2m− 1, k 6= m, k 6= m+ 1 and 0 ≤ j ≤ 2m− 2.
Lemma 3.7. We have TH =
∑
i nip2i(X
H) + ωH with ωH ∈ KHC , where T
H is the cycle
introduced in Lemma 3.3.
Proof. By the Corollary 5.8 and Lemma 5.9 of the Appendix applied to the quadric bundle
fHC : X
H
C → C, there exist rational numbers nj such that
TH =
2m−2∑
j=0,j 6=m−1
njp2j(X
H)+n+p+2m−2(X
H)+n−p−2m−2(X
H)+ωH ∈ CHn−2(X
H ×C X
H),
with ωH ∈ KHC .
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We obtain
R3 = (λ× λ)∗(h× h)
∗TH =
2m−1∑
j=1,j 6=m
njqj,C + n
+q+m,C + n
−q−m,C + ω ∈ CHn(X ×S X),
with ω ∈ KC .
Let V ⊂ S be a contractible open subset of S such that C ∩ V 6= ∅ and take 0 6= α ∈
H0(V, (R2mf∗Q)v) = H
2m(XV ,Q)v. As qj,C ∈ CHn(X ×S X) and ω ∈ CHn(X ×S X) are
nilpotent by the Lemma 3.6, qj,C∗α = 0 and ω∗α = 0. Moreover the proof of Proposition
2.7(iii) shows that
R∗α = (
2m−1∑
j=1,j 6=m
njqj,C + n
+q+m,C + n
−q−m,C + ω)∗α = 2d
2(n+ − n−)α.
As α 6= 0, we obtain n+ = n− = n.
Hence,
TH =
2m−1∑
j=0,j 6=m−1
njp2j(X
H) + n(p2m−2(X
H)+ + p−2m−2) + ω
H ∈ CHn(X
H ×C X
H).
Note that p+2m−2(X
H) + p−2m−2(X
H) = d2p2m−2(X
H) + ωH2 , with ω
H
2 ∈ K
H
C by Lemma
5.10.
We obtain finally :
TH =
2m−2∑
j=0,j 6=m−1
njp2j(X
H) + n(d2p2m−2(X
H) + ωH2 ) + ω
H
=
2m−2∑
j=0
njp2j(X
H) + ωH3 ∈ CHn(X
H ×C X
H),
with nm = nd
2 and ωH3 = ω
H + nωH2 ∈ K
H
C .
We can now prove Theorem 3.1.
Proof. (Theorem 3.1) We have by Lemma 3.7
R3 =
2m−2∑
j=0
njq2j,C + ω3 ∈ CHn(X ×S X), (3.3)
with ω3 ∈ KC . The Lemma 3.6 then shows that R9 = (R3)3 = 0. This completes the proof
of Theorem 3.1.
Proposition 3.8. 1. The mutually orthogonal projectors pN2i ∈ CHn(X ×S X), 0 ≤ i ≤
2m − 1, and pN∞ ∈ CHn(X ×S X) constitute a relative Chow-Künneth decomposition
of f : X → S.
2. We have the following isomorphisms of relative Chow motives :
(a) (1)(S,∆S)(i)→˜(X, p2i)→˜(X, pN2i) for 0 ≤ i ≤ 2m− 1.
(b) (2) (C˜, ρ)(m)→˜(X, p∞)→˜(X, pN∞).
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Proof. For the proof of part one we consider now
R = ∆X −
2m−1∑
i=0
pN2i − p
N
∞ ∈ CHn(X ×S X).
As R acts by zero on Rf∗Q by Proposition 2.8, Theorem 3.1 tells us that R
9 = 0.
R being an idempotent : R = R2 = R9, so R = 0 i.e.
∆X =
2m−1∑
i=0
pN2i + p
N
∞ ∈ CHn(X ×S X).
Let us prove part two. The first isomorphism of (1) is induced by [ξi] ∈ Corr
2m−1−i
S (S,X)
and [ξ2m−1−i]
t ∈ Corr
−(2m−1−i)
S (S,X) is the inverse. The second isomorphism of (1) is
induced by p2ip
N
2i ∈ Corr
0
S(X,X) and p
N
2ip2i ∈ Corr
0
S(X,X) is the inverse (note that p
N
2i−p2i
is nilpotent of order 2). The first isomorphism of (2) is induced by γ ∈ CorrmS (C˜,X) and
γt ∈ Corr−mS (X, C˜) is the inverse. The second isomorphism of (2) is induced by p∞p
N
∞ ∈
Corr0S(X,X) and p
N
∞p∞ ∈ Corr
0
S(X,X) is the inverse(note that p
N
∞ − p∞ is nilpotent of
order 2).
Combining parts 1 and 2 of Proposition 3.8 we obtain the following :
Corollary 3.9. We have an isomorphism of relative Chow motives :
(X,∆X)→˜ ⊕
2m−1
i=0 (S,∆S)(−i)⊕ (C˜, ρ)(−m).
4 Consequences
4.1 Absolute Chow-Künneth decomposition
Let f : X → S a quadric bundle with odd dimensional fibers 2m − 1, X , S smooth
projective, dim(S) = 2 and C ⊂ S smooth.
Let for 0 ≤ i ≤ 2m− 1, ξi ⊂ X be relative linear sections of X →֒ P(E)→ S.
Denote k : X ×S X →֒ X ×X the closed embedding.
k∗ : CHn(X×SX)→ CHn(X×X) gives the functor from relative to absolute correspondences[19].
S being a smooth projective surface, it admits a Chow-Künneth decomposition given by
projectors pj(S) ∈ CH2(S × S) for 0 ≤ j ≤ 4 which satisfy Murre’s conjectures[19]
Let π2i be the image under this functor of the projector p
N
2i(X/S) and let π∞ be the
image of pN∞. By Proposition 3.8 (2) and Murre’s result we have (X, π2i) ≃ (S,∆S)(−i) ≃
⊕
∑4
j=0(S, pj(S))(−i). This means that we have π2i =
∑4
j=0 π2i,j . Put
pk(X) =
{ ∑
2i+j=k π2i,j k 6= 2m+ 1∑
2i+j=k π2i,j + π∞ k = 2m+ 1.
Theorem 4.1. If the double covering C˜ → C is non trivial,the projectors pk(X) induces an
absolute Chow-Künneth decomposition of X and
(X,∆X)→˜ ⊕
2m−1
i=0 (S,∆S)(−i)⊕ (C˜, ρ)(−m). (4.1)
Proof. By construction the projectors pk(X) are mutually orthogonal and add up to the
diagonal ∆X . To show that it gives an absolute decomposition we have to show that the
action of pk(X) on H
l(X) is zero for k 6= l. Since the action of π2i,k−2i on H l(X) factors
through the action of pk−2i(S) on H
l−2i(S) the result is clear for k 6= 2m + 1. For the
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remaining case put M∞ = (X, π∞) and note that if the double covering C˜ → C is non
trivial we have an isomorphism
Hi(M∞) ≃ H
i−2m(C,L)
where L = (π∗Q)
− is a non trivial rank one local system. The result then follows since
Hj(C,L) = 0 for j 6= 1. The formula (4.1) follows from Corollary 3.9.
Remark 4.2. If the double covering C˜ → C is trivial, then the motive (X, π∞) is isomorphic
to (C,∆C)(−m) and we have a decomposition (X,∆X)→˜⊕
2m−1
i=0 (S,∆S)(−i)⊕ (C,∆)(−m).
Corollary 4.3. If the double covering C˜ → C is non trivial, we have isomorphisms of Q
Hodge structures
• H2j(X)→H0(S)(−j)⊕H2(S)(j − 1)⊕H4(S)(j − 2)
• H2j+1(X)→˜H1(S)(−j)⊕H3(S)(j − 1) if j 6= m
• Hn(X)→˜H1(S)(−m− 1)⊕H3(S)(−m)⊕H1(C˜)−
and isomorphisms of Chow groups with rational coefficients
• CH0(S)⊕ CH1(S)(⊕CH2(S)(−j + 2)→˜CHj(X) if j 6= m+ 1
• CH0(S)(−m− 1)⊕ CH1(S)(−m)⊕ CH2(S)(−m+ 1)⊕ CH1(C˜)(−m)→˜CHm+1(X)
• CH0(S)alg ⊕ CH
1(S)alg ⊕ CH
2(S)alg ⊕ CH
1(C˜)−→˜CHm+1(X)alg
Remark 4.4. If S = P2 the previous result gives a motivic proof(with Q-coefficients) of a
theorem of Beauville [3].
Proposition 4.5. The projectors pk(X), 0 ≤ k ≤ 2n of X satisfy Murre’s conjectures I, II
and III.
Proof. We have already verified conjecture I in Theorem 4.1. To prove conjecture II, we have
to show that pk(X) acts as zero on CH
l(X) if k /∈ {l, ..., 2l}. Let us first consider the case k 6=
2m+1. Write pk(X) =
∑
i π2i,k−2i. Since the action of π2i,k−2i on CH
l(X) factors through
the action of pk−2i(S) on CH
l−i(S), the action is zero if k−2i /∈ {l− i, ..., 2l− 2i} by Murre’s
theorem. Hence the action of pk(X) on CH
l(X) is zero if k /∈ {l + i, ..., 2l}(which is stronger
then the statement that we need). For k = 2m+1 we write p2m+1(X) =
∑
i πi,2m+1−i+π∞.
For the projectors πi,2m+1−i we use the same reasoning as above, and the projector π∞ only
acts on CHm+1(X) since the Prym projector ρ only acts on CH
1(C˜) if the double covering
is non trivial. If the double covering is trivial, we decompose the motive π∞ as in Remark
4.2.
Remark 4.6. As the motive of X is a direct sum of a number of Tate twists of copies of the
motive of the surface S and a direct summand of the motive of a curve, the motive (X,∆X)
is finite dimensional if the motive of S is finite dimensional.
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5 Appendix
5.1 Computation of γt ◦ γ
Let f : X → S be a quadric bundle over a smooth projective surface S, with fibers of
dimension 2m− 1. Let W ⊂ Fm(X/S) a multisection of degree d of Fm(X/S)→ C˜. Denote
i : C →֒ S the closed immersion and π : C˜ → S be the double covering C˜ → C composed
with the immersion i. Recall that
γ = ΓW g
∗ ∈ CorrC(C˜,X).
The aim of this section is to compute γt ◦ γ ∈ Corr0C(C˜, C˜) = CH1(C˜ ×C C˜). We shall only
sketch the proof. For details see [20] or the author’s PhD thesis.
Note that
CH1(C˜ ×C C˜) ∼= H
BM
2 (C˜ ×C C˜) ∼= End(π∗Q),
hence it suffices to study the action of γt ◦γ on π∗Q. To do this we choose a point s ∈ C and
a transversal slice T to C at s. Put XT = f
−1(T ) and let X¯T be a smooth compactification
of XT such that fT : XT → T extends to f¯ : X¯T → T¯ .
Restricting to T we obtain
(π∗Q)s
γT
→ R2mfT∗Q
γtT→ (π∗Q)s
Put π−1(s) = {s′, s′′}. Since (π∗Q)s = Q[s′]⊕Q[s′′], the above map is given by a 2 by 2
matrix A with rational coefficients.
Proposition 5.1. We have
A = (−1)md2
(
1 −1
−1 1
)
.
Proof. Given t, u ∈ {s′, s′′}, write g−1(t) = {t1, ..., td} and write g−1(u) = {u1, ..., ud}. The
(t, u)-component of (γt ◦ γ)T is given by the composition
H0({t})→ ⊕di=1H
0(Λti)→ H
2m
c (XT )→ H
2m(XT )→ ⊕
d
j=1H
2m(Λuj )→ H
0({u}).
The map H2mc (XT )→ H
2m(XT ) factors through H
2m(X¯T ) and the map
H0(Λti)→ H
2m
c (XT )→ H
2m(XT )→ H
2m(Λuj )
is given by the intersection (Λti .Λuj ) in X¯T .
To calculate this intersection number, note that the singular quadric Xs = f
−1(s) is a
cone with vertex x over a smooth quadric XHs of dimension 2m− 2 and the two families of
m-planes of Xs are obtained by taking the cone over the two families of (m − 1)-planes of
XHs . Also recall that if Λ1 and Λ2 belong to the same family of m − 1 planes on X
H
s we
have
dim(Λ1 ∩ Λ2) ≡ m− 1[2].
Suppose that m is even. Then if t = u, by moving Λti and Λtj in their rational equivalence
class we may assume that the intersection is the vertex x. Hence Λti .Λtj = 1. If u = τ(t), we
compute the intersection Λti .Λuj as follows. Since Λti + Λuj is rationally equivalent in X¯T
to the intersection of Xs with a relative linear subspace and any two fibers are numerically
equivalent we obtain Λti .(Λti + Λuj ) = 0. Hence Λti .Λuj = −1. The proof for m odd is
similar.
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Corollary 5.2. We have
(1) γt ◦ γ = (−1)md2(I − τ∗) ∈ CH1(C˜ ×C C˜)
(2) γ induces an isomorphism γ∗(π∗Q)
−→˜(R2mf∗Q)v.
Proof. Part one is the expression of the matrix A. Part two follows from the fact that the
composite morphism of sheaves on S (π∗Q)
− γ∗→ (R2mf∗Q)v
γt∗→ (π∗Q)− is an isomorphism
since if s ∈ C, π−1(s) = {s′, s′′}) and it sends [s′] − [s′′] ∈ H0(π−1(s)) to 2(−1)md2([s′] −
[s′′]) ∈ H0(π−1(s)) by the computation of the matrix A. Hence, γ∗(π∗Q)− → (R2mf∗Q)v
is injective. Since (R2mf∗Q)v is a local system of rank one on C and also (π∗Q)
−, it is an
isomorphism.
5.2 Chow groups of smooth quadric bundle
Definition 5.3. Let X and S be smooth irreducible algebraic varieties and f : X → S a
smooth morphism. We say that f : X → S admits a relative cellular decomposition in the
weak sense if there exists a stratification by closed subvarieties Xα ⊂ Xα+1 ⊂ ... ⊂ X so
that
fα = f|Xα\Xα−1 : Xα\Xα−1 = Xα,1 ⊔ ... ⊔Xα,l → S
where Xα,1 → S,. . . ,Xα,l → S are Ak fibrations in the weak sense(not necessarily locally
trivial).
Proposition 5.4. If f : X → S admits a relative cellular decomposition X = X0 ⊃ X1 ⊃
... ⊃ Xα ⊃ ... with codim(X,Xα) = cα
(i) ⊕αCH
k−cα(S)→˜CHk(X)
(ii) ⊕α,β CH
k−cα−cβ (S)→˜CHk(X ×S X).
Proof. Part (i) has been proved by Köck, [13] in the case where Xα,i → S are locally trivial
fibrations. The result also holds for fibration in the weak sense [5].
Part (ii) follows in the same way since X ×S X → S admits a relative cellular decompo-
sition, [12].
Proposition 5.5. Let f : X → S be a smooth quadric bundle. There exists of finite covering
π : S′ → S so that the quadric bundle f ′ : X ′ = X ×S S′ → S′ admits a relative cellular
decomposition.
Proof. Recall that in the case of a quadric Q defined over C the cellular decomposition is
obtained as follows. Chose a point p ∈ Q and consider the intersection Q ∩ TpQ, which
is a cone over a smooth quadric Q′ of dimension dim(Q) − 2. By induction(starting with
the case P1 and P1 × P1) Q′ admits a cellular decomposition. Hence Q admits a cellular
decomposition.
We can apply the same process in the relative case if all the data needed to produce the
cellular decomposition are defined over the base(if there exists a section of Fi(X/S)→ S for
i ≤ dim(X/S)/2). This can be achieved by passing through a finite covering of the base.
Proposition 5.6. Let f : X → S a quadric bundle which is smooth of relative dimension
2m− 1. Assume for simplicity that S is a surface. Let ξi ⊂ X be a relative linear section.
We have a surjection of Q vector spaces
φ : CH2(S)
⊕2m ⊕ CH1(S)
⊕2m−1 ⊕ CH0(S)
⊕2m−2 → CHn(X ×S X)
16
defined by
φ(α0, ..., α2m−1, β1, ..., β2m−1, γ2, ..., γ2m−1) = ([ξ2m−1 ×S ξ0]∗(α0), ..., [ξ0 ×S ξ2m−1]∗(α2m−1)
, [ξ2m−1 ×S ξ1]∗(β1), ..., [ξ1 ×S ξ2m−1]∗(β2m−1), [ξ2m−1 ×S ξ2]∗(γ2), ..., [ξ2 ×S ξ2m−1]∗(γ2m−1)
Proof. By Proposition 5.4 we can take a finite covering π : S′ → S such that f ′ : X ′ =
X ×S S
′ → S′ admits a relative cellular decomposition. Denote ρ : X ′ → X and ρ :
X ×S′ X ′ → X ×S X the finite coverings obtained by base change. Consider the relative
linear sections ξ′i = π
′−1(ξi) ⊂ X ′. We have the following commutative diagram :
CH2(S
′)⊕2m ⊕ CH1(S′)⊕2m−1 ⊕ CH0(S′)⊕2m−2
π∗ //
φ′

CH2(S)
⊕2m ⊕ CH1(S)⊕ CH0(S)⊕2m−r
φ

CHn(X
′ ×S′ X ′)
(ρ×ρ)∗ // CHn(X ×S X)
.
Indeed since we took ξ′i = π
′−1(ξi) we have [ξ
′
i×S′ ξ
′
2m+1−i−k] = ρ
∗[ξi×S ξ2m+1−i−k]. So
by the projection formula, for α ∈ CHk(X) we have
[ξi ×S ξ2m+1−i−k]∗α = (ρ× ρ)∗([ξ
′
i ×S′ ξ
′
2m+1−i−k]∗ρ∗α).
As π : S′ → S and ρ× ρ : X ′ ×S′ X ′ → X ×S X are surjective (they are finite covering),
π∗ : CHk′(S)→ CHk(S) and (ρ× ρ)∗ : CHn(X ′×S′ X ′)→ CHn(X ×SX) are surjective. As
the quadric bundle f ′ : X ′ → S′ admits a relative cellular decomposition, (i) says that φ′ is
an isomorphism. Thus by the diagram chase φ is surjective.
We immediately deduce the following :
Proposition 5.7. Let f : X → S be a quadric bundle which is smooth of relative dimension
2m− 1. Assume for simplicity that S is a surface. Denote
KS = φ(CH1(S)
⊕2m−1 ⊕ CH0(S)
⊕2m−2).
. Let F ∈ CHn(X ×S X) be a relative correspondence of degree zero. If F ∈ KS, then
F 3 = 0.
Proof. Denote for C ⊂ S an irreducible curve and 1 ≤ j ≤ 2m− 1
qj,C = [ξj ×S ξ2m−j ]∗[C] = [ξj ×S ξ2m−j ].pr
∗[C] = [ξj,C ×C ξ2m−j,C ] ∈ CHn(X ×S X)
We have qj,C = [ξ2m−j ] ◦ [C] ◦ [ξj ]t. Let us show that qi,C1qj,C2qk,C3 = 0. We have
qi,C1qj,C2qk,C3 = [ξ2m−i][C1][ξi]
t[ξ2m−j ][C2][ξj ]
t[ξ2m−k][C3][ξk]
t
We claim that
[C1][ξi+1]
t[ξ2m−1−j ][C2][ξj+1]
t[ξ2m−1−k][C3] = 0. (5.1)
To prove the claim, consider the expressions [ξi+1]
t[ξ2m−1−j ] ∈ Corr
p
S(S, S) = CH
p(S) and
[ξj+1]
t[ξ2m−1−k] ∈ Corr
q
S(S, S) = CH
q(S). If p < 0 or q < 0 the formula holds. If not then
the expression (5.1) belongs to CHp+q+3(S) and vanishes since p+ q ≥ 0.
Denote for s ∈ S and 2 ≤ j ≤ 2m− 1
qj,s = [ξj ×S ξ2m+1−j ]∗[s] = [ξj ×S ξ2m+1−j ].pr
∗[s] = [ξj,s × ξ2m+1−j,s] ∈ CHn(X ×S X)
We have qj,s = [ξ2m+1−j ] ◦ [s] ◦ [ξj ]
t. Similarly, one shows that qj,Cqk,s = qk,sqj,C = 0 and
qj,sqk,t = 0 for C ⊂ S, s ∈ S and t ∈ S.
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Let f : X → S be a smooth quadric bundle with relative dimension 2m − 2, X and S
smooth quasi-projective, dim(X) = n. Assume for simplicity that S = C is a curve.
Let ξi ⊂ X be relative linear sections of f : X →֒ P(E)→ C.
Let Fm−1(X/C) → C˜ → C be the Stein factorization where Fm−1(X/C) is the relative
Fano variety of (m − 1)-dimensional linear subspaces. Denote Γ ⊂ Fm−1(X/C)×C X the
incidence correspondence.
Let W ⊂ Fm−1(X/S) be a smooth multisection of degree d of Fm−1(X/S) → C˜ and
ΓW ⊂W ×S X = p−1(W ) the restriction of Γ to W . We assume the double covering C˜ → S
non trivial so that C˜ and C are irreducible.
Denote Z = q(ΓW ) ⊂ X . Z ×C Z ⊂ X ×C X have then two irreducible components :
Z ×C Z = (Z ×C Z)+ ∪ (Z ×C Z)− ⊂ X ×C X obtained by considering diagonal and the
antidiagonal of C˜ ×S C˜.
By the Proposition 5.4, there exists a finite covering C′ → C so that the quadric bundle
f ′ : X ′ = X ×C C′ → C′ obtained by base change admits a relative cellular decomposition
and in particular contains two relative m− 1 planes Λ′ and Λ′′. Consider the relative linear
sections ξ′i = π
′−1(ξi) ⊂ X ′. By the Proposition 5.10 we have a surjection of Q vector spaces
φ′ : CH1(C
′)⊕2m+2 ⊕ CH0(C
′)⊕2m → CHn(X
′ ×C′ X
′)
defined by
φ(α0, .., α
11
m−1, α
12
m−1α
21
m−1α
22
m−1, .., α2m−2, β1, .., β
′
m−1, β
′′
m−1, β
′
m, β
′′
m., β2m−2) =
([ξ′2m−2 ×C′ ξ
′
0]∗(α0), .., [Λ
′ ×C′ Λ′]∗(α11m−1), [Λ
′ ×C′ Λ′′]∗(α12m−1)[Λ
′ ×C′ Λ′′]∗(α21m−1), [Λ
′ ×C′
Λ′′]∗(α
22
m−1), .., [ξ
′
0 ×C′ ξ
′
2m−2]∗(α2m−2), [ξ
′
2m−2 ×C′ ξ
′
1]∗(β1), .., [ξ
′
m ×C′ Λ
′]∗(β
′
m−1), [ξ
′
m ×C′
Λ′′]∗(β
′′
m−1), [Λ
′ ×C′ ξm]∗(β′m)[Λ
′ ×C′ ξm]∗(β′′m), .., [ξ1 ×C′ ξ2m−2]∗(β2m−2))
Denote by ρ : X ′ → X the finite covering obtained by base change. Since ρ× ρ : X ′×C′
X ′ → X×CX is surjective(it is a finite covering), (ρ×ρ)∗ : CHn(X ′×C′X ′)→ CHn(X×CX)
is surjective. We thus obtain the following Corollary :
Corollary 5.8. ψ = (ρ × ρ)∗ ◦ φ′ : CH1(C′)⊕2m+2 ⊕ CH0(C′)⊕2m → CHn(X ×C X) is
surjective.
We now look for generators. We clearly have for β = (β1, .., c
′
1, c
′
2, c
′
3, c
′
4, .., β2m−2) ∈
CH0(C
′) and ci = π(c
′
i) ∈ C, ψ(β) = [ξ2m−2 ×C ξ1]∗(π∗(β1)), .., [ξm,c1 × Λ
′
c1
], [ξm,c2 ×
Λ′′c2 ], [Λ
′
c3
× ξm,c3 ], [Λ
′′
c4
× ξm,c4 ], .., [ξ1 ×C ξ2m−2]∗(π∗(β2m−2)). Denote
KC = ψ(CH0(C
′)) ⊂ CHn(X ×C X) (5.2)
We clearly have for i 6= m− 1 and αi ∈ CH1(C′) ψ(αi) = [ξi ×C ξ2m−2−i]∗(π∗(αi)).
Lemma 5.9. Denote p+2m−2 = ΓW g
∗g∗Γ
t
W = [(Z ×C Z)
+] ∈ CHn(X ×C X) and p
−
2m−2 =
ΓW g
∗g∗Γ
t
W = [(Z ×C Z)
−] ∈ CHn(X ×C X).
Then
(ρ× ρ)∗(Λ
′ ×C′ Λ
′) = p+2m−2 + ω1 (5.3)
(ρ× ρ)∗(Λ
′′ ×C′ Λ
′′) = p+2m−2 + ω2 (5.4)
(ρ× ρ)∗(Λ
′ ×C′ Λ
′′) = p−2m−2 + ω3 (5.5)
(ρ× ρ)∗(Λ
′′ ×C′ Λ
′) = p−2m−2 + ω4 (5.6)
with ωi ∈ KC.
Proof. Let us prove the second equality. The others are similar. To this aim, we prove
that 1/d(ρ × ρ)∗[(Z ×C Z)+] − (ρ × ρ)∗(ρ × ρ)∗[Λ′′ ×C′ Λ′′] = ω′2 ∈ CHn(X
′ ×C′ X ′) with
ω′2 ∈ KC′ = φ
′(CH0(C
′)).
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Let F = 1/dρ∗[(Z ×C Z)+] − ρ∗ρ∗[Λ′′ ×C′ Λ′′] ∈ CHn(X ′ ×C′ X ′). We have by the
relative cellular decomposition of f ′ : X ′ → C′(Proposition 3.5)
F = f1,1[Λ
′ ×C′ Λ
′] + f2,2[Λ
′′ ×C′ Λ
′′] + f1,2[Λ
′ ×C′ Λ
′′]
+f2,1[Λ
′′ ×C′ Λ
′] + J ′f + ω
′
2 ∈ CHn(XW ×W XW ).
The action of (ρ× ρ)∗[(Z ×C Z)+] on (R2mf ′∗Q)s = H
2m(Xs,Q) for s ∈ C′ generic, the
fiber of the covering π : C′ → C being then of cardinal 2d, is given by [Λ′s] → d
2[Λ′s] and
[Λ′′s ] → d
2[Λ′′s ] if [Λ
′
s].[Λ
′′
s ] = 0 and [Λ
′
s].[Λ
′
s] = 1. In this situation we have g∗ΓWΓW g
∗ =
d2[D+] ∈ CH1(C˜ ×C C˜).
This action is given by [Λ′s] → d
2[Λ′′s ] and [Λ
′′
s ] → d
2[Λ′s] if [Λ
′
s].[Λ
′′
s ] = 1 and [Λ
′
s].[Λ
′
s] = 0.
In this situation we have g∗ΓWΓW g
∗ = d2[D−] ∈ CH1(C˜ ×C C˜).
The action of (ρ×ρ)∗(ρ×ρ)∗[Λ′′×C′Λ′′] on (R2mf ′∗Q)s = H
2m(Xs,Q) for s ∈ C′ generic,
the fiber of the covering π : C′ → C being then of cardinal 2d, is given by [Λ′s]→ d[Λ
′
s] and
[Λ′′s ]→ d[Λ
′′
s ] if [Λ
′
s].[Λ
′′
s ] = 0 and [Λ
′
s].[Λ
′
s] = 1.
This action is given by [Λ′s]→ d[Λ
′′
s ] and [Λ
′′
s ]→ d[Λ
′
s] if [Λ
′
s].[Λ
′′
s ] = 1 and [Λ
′
s].[Λ
′
s] = 0.
We have indeed (π(Λ′′))s = π(Λ
′′) ∩ Xs = ∪di=1P
′
i,s ∪ ∪
d
j=1P
′′
j,s with [P
′
i,s] = [Λ
′
s] and
[P ′′i,s] = [Λ
′′
s ], and (ρ(Λ
′′×C′Λ′′)s = ρ(Λ′′×C′Λ′′))∩Xs = ∪di=1(P
′
i,s×P
′
i,s)∪∪
d
j=1(P
′′
j,s×P
′′
j,s).
Thus the action of F on (R2mf ′∗Q)s = H
2m(Xs,Q) for s ∈ C′ generic vanishes.
This gives f1,1 = 0, f2,2 = 0, f1,2 = 0, f2,1 = 0 and J
′
f = 0. Thus F = ω
′
2 ∈
CHn(X
′ ×C′ X ′).
Applying (ρ× ρ)∗ we obtain : [(Z ×C Z)+]− d(ρ× ρ)∗[Λ′′ ×C′ Λ′′] = (ρ× ρ)∗ω′2 = ω2 ∈
CHn(X ×S X).
Hence we obtain :
Lemma 5.10. Let F ∈ CHn(X ×C X) a relative correspondence that acts as zero on Rf∗Q.
Then F ∈ KC .
Proof. By Corollary 5.8 and Lemma 5.9 there exist rational numbers nj , n
+, n− such that
F =
∑2m−2
i=0,i6=m−1 nip2i + n
+p+2m−2 + n
−p−2m−2 + ω with ω ∈ KC . Since F acts as zero on
Rf∗Q we obtain ni = n
+ = n− = 0.
We finally note that as in the odd dimensional case we have :
Remark 5.11. Let F ∈ CHn(X ×C X) a relative correspondence of degree zero. If F ∈ KC,
then F 2 = 0.
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