Abstract. We use the geometric technique described in [Wey03, Sut11] to calculate the resolution of orbit closures of representations of Dynkin quivers with every vertex being source or sink. We use this resolution to derive the normality of such orbit closures. As a consequence we obtain the normality of certain orbit closures of type E.
Introduction
Fix an algebraically closed field K. A quiver is a pair Q = (Q 0 , Q 1 ) where Q 0 is a set of vertices and Q 1 is a set of arrows. We denote byQ the underying graph of a quiver Q. We use the notation ta a → ha for arrows in Q. A source-sink quiver will mean a quiver with every vertex being either a source or a sink.
A representation ((V i ) i∈Q 0 , (V (a)) a∈Q 1 ) of Q is an assignment of finite dimensional K-vector spaces V i to every vertex i ∈ Q 0 and K-linear maps V ta V (a)
→ V ha to every arrow a ∈ Q 1 . The dimension vector of a representation ((V x ) x∈Q 0 , (V (a)) a∈Q 1 ) is defined as the function d : Q 0 −→ Z given by d(x) = dim V x . The Euler form E Q of a quiver Q is a quadratic map E Q : Z |Q 0 | → Z given by (α i ) i∈Q 0 −→ Given two representations V = ((V i ) i∈Q 0 , (V (a)) a∈Q 1 ) and W = ((W i ) i∈Q 0 , (W (a)) a∈Q 1 ) of Q, a morphism Φ : V → W is a collection of K-linear maps φ i : V i → W i such that for every a ∈ Q 1 , the square In this paper we calculate a minimal free resolution of such varieties. The method is a generalization of Lascoux's calculation of the resolutions of determinantal varieties [Las78] . Using this resolution we draw conclusions about geometric properties like normality, rational singularities etc. of the orbit closures. The study of these geometric properties has been an interesting field of research during the past decade [Zwa11] . The question of normality of O V in the case of Dynkin quivers of type A and D has been investigated by Abeasis, Del Fra and Kraft [ADFK81] , Bobinski-Zwara [BZ02, BZ01] and Lakshmibai-Magyar [LM98] . The question of normality for orbit closures corresponding to Dynkin quivers of type E is open. We obtain a result (Corollary 3.4) which answers this question for a class of orbit closures corresponding to source-sink Dynkin quivers.
Section 2 contains some preliminaries. We present the main results in Section 3 and some examples of the calculation in Section 4.
Preliminaries
2.1. The geometric technique. We briefly sketch the geometric technique used for our calculations. For details we refer to [Wey03] (Chapter 5).
Let X be affine space of dimension N and Y ⊂ X be a subvariety. Let V be a projective space of dimension m. Then X × V p → V is the trivial vector bundle of rank N , we denote it by E. Suppose Z ⊂ X × V such that Z is the total space of a subbundle S of E. Let q : X × V 
The following theorem tells us how we can use the complex F • to draw conclusions about the varieties in question. 2.2. Desingularization. To calculate the complex F • in our case we consider a desingularizaton Z of an orbit closure O V given by Reineke's construction [Rei03] . We describe this construction briefly here. Let Q be a Dynkin quiver and let AR(Q) denote its corresponding Auslander-Reiten quiver. Let I be a partition of the Auslander-Reiten quiver satisfying:
Such a partition of AR(Q) exists because the category of finite-dimensional representations is directed; in particular, we can choose a sectional tilting module and let I t be its Coxeter translates. We fix a partition I * of AR(Q). Then the indecomposable representations X α are the vertices of AR(Q). For a representation V = ⊕ α∈R + m α X α , we define representations
We consider the incidence variety
Then the second projection
makes Z I * ,V a desingularization of the orbit closure O V . More precisely, the image of q equals O V and q is a proper birational isomorphism of Z I * ,V and O V .
In this case we say that Z = Z I * ,V is a (s − 1)-step desingularization. For our calculations, we restrict to orbit closures admitting a 1-step desingularization. Then the vector bundle ξ is
We calculate
The term in (3) is a vector bundle over V to which we associate a weight in the following manner. First some notation: if x is a vertex with more than one incoming or outgoing vertices then the corresponding term in the right hand side of Equation (3) is calculated using the LittlewoodRichardson rule. In such cases we will use the shorthand notation λ(a 1 a 2 ) to denote a Young tableau occuring in the Littlewood-Richardson product of Young tableaux λ(a 1 ) and λ(a 2 ). So for example, if the arrows a 1 , a 2 , a 3 are all the outgoing arrows from source x, then a summand of
Also we use notation −λ for the non-increasing sequence consisting of terms λ written with a minus sign and in reverse order (for example if λ = (3 3 2 1), then −λ = (−1 − 2 − 3 − 3)). With this notation we can describe the associated weight as follows: for x ∈ Q 0 let a 1 , a 2 , · · · a k be all the outgoing arrows and b 1 , b 2 , · · · b l be all the incoming arrows at x. Then the weight associated to the summand corresponding to vertex x in Equation (3) is
We apply Bott's algorithm to these weights to calculate the terms in Theorem 2.1. We remark that we can calculate the complex F • starting with an incidence variety Z(β ⊂ α) introduced by Schofield in [Sch92] . These are defined as follows. Let X = Rep(Q, β + γ) and
is defined as the collection of quiver representations of dimension vector α = β + γ together with a subrepresentation of dimension vector β. Thus
In the case of Dynkin quivers, the variety Y = q(Z(Q, β ⊂ β + γ)) is an orbit closure: Z is irreducible implies Y is irreducible and since there are only finitely many orbits in case of Dynkin quivers, we have that Y must be an orbit closure. In general however, it is not known whether Y is an orbit closure.
Main results
First we have some results involving Young tableaux. Notation: A partition λ = (λ 1 , λ 2 , · · · , λ n ) is a non-decreasing sequence of non-negative integers. The Young diagram corresponding to partition λ consists of λ i boxes in the ith row.
The conjugate partition λ is the partition (λ 1 , λ 2 , · · · , λ m ) where λ j is the number of boxes in the jth column. We will denote the last row of a Young tableau λ by λ last .
The following lemma is an easy exercise in counting boxesLemma 3.1. Let λ be a Young tableau. Then for all a and b,
Proof: We consider three cases: Case (1) λ b+1 = a. Then
Case (2) λ b+1 > a. In this case λ b+1 , λ b+2 , · · · λ last contribute more boxes so that
Case (3) λ b+1 < a. Here the rectangle ab contributes more boxes, so that
By symmetry we also have for all a and b:
The next lemma is one of the well known Horn-type inequalities for triples of partitions [Ful98] .
Lemma 3.2. Suppose ν is one of the partitions occuring in Littlewood-Richardson product of λ and µ. Then where N is the total number of Bott exchanges required in the process of obtaining a partition from the weights described below. Our main theorem is an inequality involving the above difference and E Q . It is a generalization of the inequality obtained for
Let Q ⊂ Q 0 be the set of all source vertices and Q ⊂ Q 0 be the set of all sink vertices. Let λ(a) be a non-increasing sequence associated to every arrow a ∈ Q 1 . With this notation, the exterior power t ξ in Equation (3) can be viewed as
Thus we have one summand for every |Q 1 |-tuple of non-increasing sequences (λ(a)) a∈Q 1 . It will be useful to let this tuple of partitions also stand for the summand it corresponds to.
If x is a vertex with more than one incoming or outgoing vertices then the corresponding term in the right hand side of Equation (5) is calculated using the Littlewood-Richardson rule for tensor products. Recall that we use the notation λ(a 1 a 2 ) to denote a Young tableau occuring in the Littlewood-Richardson product of Young tableaux λ(a 1 ) and λ(a 2 ).
To calculate the resolution F • we associate a weight to each summand of t ξ. Each summand consists of tensor products of terms of the form S λ(−) R x (for x ∈ Q ) and S λ(−) Q * x (for x ∈ Q ). If x ∈ Q the associated sequence is (0 γx , λ(a 1 a 2 . . . a k ) ) where a 1 , a 2 , · · · a k are all the outgoing arrows at x; if x ∈ Q , the sequence is (−λ(b 1 b 2 . . . b l ) , 0 βx ) where b 1 , b 2 , · · · b l are all the incoming arrows at x. We can now state the main theorem.
Theorem 3.3. With notation as above,
To calculate D(λ) we apply Bott's algorithm to the weights described above and count the total number of exchanges N . There is one weight associated to every vertex; let N x denote the number of Bott exchanges at vertex x.
If x is a source, the weight at x is of the form (0 γx , λ(I x )) where
. . a i k are all the arrows incident at x. Then N x = γ x u x where u x is the largest number such that λ(
Similarly, if y is a sink, then weight at y is of the form (−λ(J y ) , 0 βy ), where
. . b j l are all the arrows incident at y. In this case N y = β y u y where u y is the largest number such that −λ(J) uy + β y ≤ u y . Thus
Note that if u x is the largest number such that λ(
y + β y u y On the other hand we have by Lemma 3.2 that
Combining this with Inequality (7) gives (9)
for every pair (x, I x ) with x ∈ Q .
Similarly
together with Inequality (8) implies (10)
for every pair (y, J y ) with y ∈ Q . Using Lemma 3.1 we get a further upper bound on the right hand side terms of Inequality (10): if b j k is an arrow from x k to y then
for every k = 1, 2, . . . , l. So for every pair (y, J y ) we get inequalities (11)
Adding the inequalities in (9) and (11) for all pairs (x, I x ) x∈Q and (y, I y ) y∈Q , we get
Corollary 3.4. Let Q be a Dynkin quiver with source-sink orientation, V be a representation of Q such that the orbit closure O V admits a 1-step desingularization Z. Then O V is normal and has rational singularities.
Proof: Q is Dynkin implies E Q > 0. Theorem 3.3 implies that the terms F i of the resolution F • are zero for i < 0 and F 0 = A. By Theorem 2.2 it follows that the orbit closure is normal and has rational singularities.
Corollary 3.5. Let Q be an extended Dynkin quiver with source-sink orientation. If V is a representation of Q such that the orbit closure O V admits a 1-step desingularization Z then F • is a minimal free resolution of the normalization of O V .
Proof: If Q is extended Dynkin, then E Q ≥ 0. This implies F i = 0 for i < 0. The result then follows from Theorem 3.3. Let V = I 1 ⊕I 2 where I 1 and I 2 are the indecomposable representations with dimension vectors (0, 1, 1, 1, 0, 1) and (1, 2, 3, 2, 1, 1) respectively. Then V admits a 1-step desingularization with dimension vectors α = dim V = (1, 3, 4, 3, 1, 2) and β = (1, 2, 3, 2, 1, 1) .
Examples
A = Sym(V 2 ⊗ V * 1 ) ⊕ Sym(V 2 ⊗ V * 3 ) ⊕ Sym(V 4 ⊗ V * 3 ) Let R i denote the subspace of V i of dimension β i and let Q i := V i /R i . Then ξ = R 2 ⊗ Q * 1 ⊕ R 2 ⊗ Q * 3 ⊕ R 4 ⊗ Q * 3 t ξ = 3 i=1 |λ(i)|=t S λ(1) Q * 1 ⊗ S λ(12) R 2 ⊗ S λ(23) Q * 3 ⊗ S λ(3) R 4 The resolution of O V is- A ↑ (∧ 4 V 2 ⊗ ∧ 4 V * 3 ⊗ A(−7)) ⊕ (∧ 4 V * 1 ⊗ ∧ 4 V 2 ⊗ A(−7)) (∧ 3 V 2 ⊗ ∧ 5 V * 3 ⊗ ∧ 2 V 4 ⊗ A(−9) ⊕ (∧ 4 V * 1 ⊗ S 2221 V 2 ⊗ ∧ 5 V * 3 ⊗ ∧ 2 V 4 ⊗ A(−17)) ↑ (S 2111 V 2 ⊗ ∧ 5 V * 3 ⊗ A(−8)) ⊕ (∧ 4 V * 1 ⊗ S 2222 V 2 ⊗ ∧ 4 V * 3 ⊗ A(−14)) (∧ 4 V * 1 ⊗ S 3222 V 2 ⊗ ∧ 5 V * 3 ⊗ A(−15)) ↑ (∧ 4 V * 1 ⊗ S 3222 V 2 ⊗ ∧ 5 VA = Sym(V 1 ⊗ V * 2 ) ⊕ Sym(V 3 ⊗ V * 2 ) ⊕ Sym(V 3 ⊗ V * 4 ) ⊕ Sym(V 3 ⊗ V * 6 ) ⊕ Sym(V 5 ⊗ V * 4 )
