Abstract: Adaptive signal identification has been an important issue in cognitive radio networks (CRNs). Most existing techniques require high-level signal-to-noise ratio (SNR) for signal identification. This study presents an intelligent technique that focuses on a theoretical and experimental study of the signal identification by using manifold learning algorithm in CRNs. The authors pose the problem of signal identification in CRNs as signal classification by using manifold learning on high dimensions, and a novel manifold learning algorithm named as SIEMAP is proposed, which is able to identify signals in a low-dimensional space. Simulation results indicate that SIEMAP outperforms classical methods in low dimensions and is capable of identifying signal types from the received signals.
Introduction
Cognitive radio networks (CRNs) have attracted a lot of research interests recently since its appearance. Cognitive radio (CR) is an emerging technology pioneered by Mitola and Maguire from the software-defined radio to implement some kinds of intelligence to allow a radio terminal to automatically sense, recognise, and make wise use of any available radio-frequency spectrum at a given time [1, 2] . In CRNs, how to use the available frequency spectrum is purely on an opportunity-driven basis [3] . In other words, it can use any idle spectrum for the exchange of information and stop using it instantly the primary users of the spectrum need to use it. Thus, CR is sometimes called intelligent radio, frequency agile radio, smart radio or adaptive software radio [4 -7] .
Automatic signal identification plays an important role for various applications and purposes in CRN [2, 8] . It is one of the most important aspects of CR because it proposes methodologies for increasing spectral efficiency. Signal type identification technology can be used to improve the spectrum utilisation. For example, it can lead the multiple users to unused spectrum for a given geographical space at a certain time [9, 10] . As described in [10, 11] , if the types of the signals can be identified, then it is possible to determine how to direct the other users to communicate through the medium in a safe and reliable way with high quality of service and without interfering and harming the primary users' communications. After signal identification the spectrum allocation methods can be applied for other users except for primary users [9, 10] to use the unused spectrums. Synchronisation and symbol timing (for digital modulation) are the major issues in designing spectrum allocation methods [1, 12] . Actually most existing approaches rely on the prior knowledge such as modulation types, symbol rates and filter characteristics. However, such key information may not be available for a CR node. In addition, the demodulation typically needs to know the signal's modulation method to work properly in a CRN [12] . Therefore a modulation-based signal identification module is needed for CR in CRNs [13, 7] , which is different from the analogue modulation recognition [14, 15] .
Recently, quite a few methods have been developed for signal classification in CRNs. For example, Swami and Sadler [16] proposed a wavelet transform-based signal identification method. The basic idea of this approach is to extract the transient features of the two signals and then perform a template matching in the wavelet transform domain for identification, with which the success rate of 98% at signal-to-noise ratio (SNR) ¼ -4 dB was reported. Zhang [17] proposed a support vector machine-based classifier to classify the signals according to the proposed features. The types of the signals have been identified with a success rate of about 90% for 0 , SNR , 5 dB. A digital modulation classification system was proposed by Xu et al. [18] for CR using only temporal waveform features. They reported a success rate of 95% at SNRs ranging from 10 to 80 dB. In [4] , the authors presented a high-performance multi-layer perception neural network with resilient back propagation learning algorithm to identify different types of signals at very low SNRs. Ebrahimzadeh and Seyedin [19] proposed a classifier that combined symmetry, fourth-order cumulants and fourth-order moments of the incoming signals as the features for identification of 2PSK, 4PSK, 8QAM, 2ASK and 4ASK. They reported a success rate of about 92% when SNR ¼ 8 dB. In [20] , the authors presented a genetic algorithm (GA)-based automatic digital modulation recognition method. They reported that the GA-based method can recognise digital modulation types at a low SNR. In [21] , a signal classification approach based on neural network ensembles was proposed, which enables dynamic spectrum access. From the research works mentioned above, it can be found that: (a) most of the proposed methods can only recognise low-order and limited digital signals; (b) most of methods require high SNRs; (c) machine learning-based methods may have higher performance.
Recently, manifold learning algorithms are increasingly used in intelligent cognitive system [1, 12, 22, 23] . In [1] , the authors examined the possibility of utilising machine learning-based technologies to the cognitive design and analysis of the communication interfaces. The results demonstrated that the machine learning-based methods are able to facilitate the adaptive signal classification. New types of signals can be automatically detected, classified, and identified in a cognitive environment. The manifold learning algorithms overcome the limitations of existing linear methods such as principal component analysis (PCA) and independent component analysis [24] . They have been successfully applied in signal and image processing and pattern recognition.
In this paper, we have designed a classifier to characterise and identify the signals with different modulation methods by using the features in a much lower dimension. The main contributions are: (i) a new manifold learning-based framework for signal identification was proposed, in which we extended the previous work to perform the classification of unseen test signal dataset using the out-of-sample extension; (ii) previous developed algorithm 'selforganising isometric embedding MAPping (SIEMAP)' [25] was improved by introducing a new offset vector constrain function that can increase the converge speed and decrease the computation complexity for large-scale samples; (iii) with improved SIEMAP algorithm, input signals can be identified for each of the clusters according to the extracted features such as spectral bandwidth (BW), temporal width (TW) of the clusters and centre frequency (CF). SIEMAP algorithm uses an adaptive neighbour classifier to match each feature (BW, TW, CF) of the input signals to the existing cluster centroid.
Manifold learning and SIEMAP
Manifold learning is a popular method to reduce non-linear data dimensionality, which aims at finding a smooth lowdimensional manifold embedding in the high-dimensional data space [24, 26, 27] . In recent years, many non-linear manifold learning algorithms have been developed to find a low-dimensional representation of the data, that is, selforganising maps [28] , ISOmetric feature mapping [29] , local linear embedding [30] , kernel PCA [31] and so on. Most of these methods have been applied in classification and recognition, and the encouraging results have been reported for noised test dataset. Most popular non-linear dimensionality reduction algorithms work in batch model. However, in signal processing, the data arrive sequentially and the batch methods are computationally expensive [32] . In this paper, we present a robust dimensional reduction algorithm by improving previously developed SIEMAP to classify signals manifold, which is also able to efficiently recover a non-linear manifold given a data stream. Therefore it can be applicable to real-time applications with dynamic network structures.
SIEMAP is a new data analysis technique that is able to well keep the distance between data points in a reduced dimensional subspace [25, 33] . SIEMAP starts with matrices representing distances or similarities between objects and finds a placement distribution of points in a low-dimensional space, usually with two or three dimensions, such as the distance between the points resembling the original similarities. SIEMAP is the fastest and simplest case of multi-dimensional scaling, in which the the proximities of data are treated as distances in multidimensional space. The goal of SIEMAP is to find a configuration of points in a multi-dimensional space so that the inter-point distances are related to the given proximities by a transformation (e.g. a linear transformation). If the proximity data are measured without error in an Euclidean space, then SIEMAP would exactly recreate the configuration of points. In practice, this technique tolerates considerable errors because of the over determined nature of the solution. As SIEMAP has a closed-form solution, it can be performed efficiently on large matrices [25] .
As described previously [25] , SIEMAP is based on the following geometric fact: a globally isometric embedding must be local isometric, which is the core idea of SIEMAP. Therefore selecting a set of local isometric constraints can ensure globally isometric. In SIEMAP, the distance between two points is used as an isometric constraint. According to the authors in [34, 35] , the set of points can be recovered from the point-to-point distance distribution. By selecting suitable local distance distribution map, a globally isometric embedding map can be derived. SIEMAP combines the advantages of the global algorithm and self-organisation algorithm.
For two n-point configurations P n and P 
denotes the distance between two points P i and P ′ j , then the distance can be represented by a polynomial as follows:
is a distance recoverable n-point configuration, and there exists another n-point configuration Q
Theorem 1: If an n-point configuration P n is m-dimension embeddable and n , 3 or n ¼ m + 2, then the globally isometric between P n and Q n can be obtained by the following steps:
. . , n a , by selecting n a points from P n randomly; 2. recover a set B ¼ {b i }, i ¼ 1, 2, . . . , n a , from the distance distribution of A; 3. check each point in P n . If point P j [ A, then Q j ¼ b j ; else Q j ¼ P j . Thus, we can make sure sets P j < A and Q j < B have the same distance distribution.
Let S SIE denote the minimised cost for reserving the distance between point pairs in P. Then
in which d M (P i , P j ) and d m (P i , P j ) are the geodesic distance and the Euclidean distance between two points P i and P j , respectively. There are many methods for optimising S SIE .
Here, we use a local search method based on selforganising as mentioned before [25] , which includes two basic algorithms: n-point self-organising recovery algorithm between two points and self-organising isometric mapping algorithm: SIEMAP. Our method is an improved version of SIEMAP in our previous works [25, 33] , in which we used a local self-organising scheme instead of globally isometric embedding, as shown in Fig. 1 .
In Fig. 1 , we introduced t(e xy ) to constrain the offset vector. In order to improve the convergence speed and reduce the computation complexity, we have redesigned the offset vector function as
We can recover an n-point configuration embedding effectively with Fig. 1 for small-scale problems; however, when n is increased, we use the local anchor set to improve the computation performance and increase the robustness of algorithm. Using a set of anchor points (about 10 -30) [25] , the robustness and performance of proposed algorithm can be significantly improved.
In Fig. 2 , we use the Euclidean distance between points in P n . Our goal is to establish a monotonic relationship between inter-point distances and desired distances in the SIEMAP algorithm. Instead of trying to directly match the given distances, one is satisfied if the distance between the points in the solution has the same rank as the corresponding distance in the input matrix.
In SIEMAP, the computation complexity consists three processes: (i) calculation of the kNN neighbourhood of N points, and the time complexity is O (N log(N ) ). If the samples follow uniform distribution, the time complexity of this stage can be reduced to O(N ); (ii) the complexity of calculating the geodesic distances between the anchors and all samples. If we use Dijkstra scheme, the time complexity is O(n a × E × log(N )) in which n a is the number of anchors, E is the number of edges and N is the samples size. Theoretically, SIEMAP requires n a ≥ m + 2. In practice, most applications only focus on low-dimensional embedding, so we can arrange n a from 10 to 30. In addition, SIEMAP applies kNN approach to calculate the geodesic distance, so E ¼ kN. Therefore here the complexity of Dijkstra is O(N log(N )); (iii) SIEMAP applies the geodesic distances between samples and anchors to recover the globally isometric embeddings, and since the recovery processes of different samples are independent, so the complexity is O(b × n a ), in which b is a constant. Therefore the total complexity of SIEMAP is O (N log(N ) ). It is lower than any recovery algorithms (O(N 2 )) that can obtain comparable recovery quality [25] .
Regarding computation time, we note that most of the computations involve updating the geodesic distance between anchors and other points. For example in Section 4, the algorithm is implemented in Matlab 7.0 on an Intel Duo 2.0 GHz, 2 GB memory laptop. For each new arrival signal segment, our method takes about 0.34 s, which is far less than the time cost (19.6 s) that uses Dijkstra's algorithm to update the shortest paths of the whole sets.
SIEMAP-based signal identification
Compared to the existing classifier design methods, manifold learning enables a self-designing and self-adapting classifier. In particular, manifold learning enables CRN to identify the presence of input signal types, characterise behaviour of signal types in time and frequency domains, model new signal types and predict the behaviours of the input signals [1]. The basic idea of manifold learning approach is to design a classifier to identify and characterise the signals with different modulations. The features can be BW, TW and CF) for each of the clusters of the received signals. For the processed signals, these features effectively characterise signals as belonging to one of the three classes. The clusters are generated using the single linkage clustering algorithm. Manifold learning algorithm uses an adaptive neighbour classifier to match each input signal feature triplet (BW, TW and CF) to the existing cluster centroids. The SIEMAP-based signal identification scheme is summarised in the following steps.
First, the signal segments with fixed length and samples and other parameters are selected as reference signal set. These sets construct a high-dimensional data space. According to the manifold learning theory, the same type of signals are adjacent, and they will fall into the same manifold. After reducing the dimensions, the points in the high-dimensional space can be mapped into a lowdimensional space, and the data in low-dimensional space may fall into the same sub-manifold. From the viewpoints of manifold, the signals are separable, so we can see that signals are non-linear. Here, we use a point to denote a segment of the received signals. Then the signal space can be represented by a two-dimensional (2D) plane, as shown in Fig. 3 . It can be seen from the figure that the signal is only a small part of the space, which has non-linear separable edges.
From the example shown in Fig. 3 , it can be seen that the manifold space consists of signal manifolds and non-signal manifolds. Signal manifold spaces include several subsets, such as FSK signals space, ASK signals space and so forth. It is clear that an effective signal identification system has to use non-linear simplicity subspace. The signal identification consists of the following five steps. Fig. 4 gives a graphical illustration of the proposed signal identification based on manifold learning. In the subsections to follow, we briefly describe the key blocks and associated functionality.
Signals representation
A digitally modulated signal can be represented as (3) [23] s(t) = Re{A(t)g(t)e (j2pf (t)+f(t)) }
in which A(t) is the amplitude, g(t) is the response of the symbol pulse shaping filter, f (t) is the carrier frequency and f(t) is the phase. FSK, ASK, PSK and QAM signals can be represented in (4) - (7) [19]
is pulse-shaping function, f c is carrier frequency, M s is number of states, T s is symbol period and E s is energy per symbol, Df k denotes the symbols. in which
In this paper, we use manifold algorithm to classify the signal types by distinguishing the sub-manifold it belongs to. We only consider the following types of digital signals: 2ASK, 2FSK, 2PSK, 4ASK, 4FSK, 4PSK and 16QAM.
Signal pre-processing
In this section, we introduce the signal pre-processing before identification. Pre-processing is a key phase that outputs useful signal samples, which includes three types of processing: signal centring and normalisation against propagation bias and aliasing, extracting clean signal segments for features extraction, and providing useful estimates of carrier-to-noise ratio, carrier frequency etc. Then, we separate a segment of signals with 2000 samples into several segments, denoted as
It means each signal is splitted into B k sub-segments and each subsegment includes 2 k points. In this way, a dataset can be obtained in 2 k dimensions. Here we use SIEMAP to reduce the dimensions in order to obtain a low-dimensional features vector, which is the basis for identification. In fact, it is similar to feature space-based approaches, such as PCA and linear discriminant analysis. The difference is we reduce the dimensions for each signal sample. It ignores the relationship with other samples, so it can represent the eigenspace more clearly. Therefore it can calculate the eigenvector simpler and enhance the precision of identification than PCA-like approach.
According to the approaches mentioned above, a signal can be partitioned into multiple segments to construct a set
Here we define the interval between each segment is 2 k21 , then
We use SIEMAP to reduce the dimension of X(k), and the low-dimensional eigenvector of original signal a(k) [ R B k can be available. For a signal dataset X(|X| ¼ N ), we classify it into T types. It includes two parts: training set X 1 and testing set X 2 . We can find that the optimal cutting P * can obtain the highest signal recognition rate.
After a useful signal is available, feature extraction plays the important role of information assimilation, such that the salient characteristics of the signals can be identified. Feature extraction feeds the signal classification stage and vice-versa. The features of signals could be signal space (white space or grey space), signal band (broadband or narrowband), frequency hopping or not, single-carrier or multi-carrier signals and so forth. The bottom block in Fig. 4 shows an example of signal clustering in order to classify the signals that are present in the given features space, in which the three kinds of signals can be easily classified according to the three features. In fact many different features can be extracted from the signal, however, few are useful. Hence, it is important to perform sufficient statistics analysis to optimise the feature sets.
Dimensional reduction for signal space
Each signal segment can be seen as a high-dimensional point, so the incoming signals for a specified time span can construct a high-dimensional space and determine which points are neighbours on the manifold, in which we use kNN (k-nearest neighbour) to select the neighbours. Then, we use SIEMAP to calculate the geodesic distance d M (i, j) between all pair of points on the manifold by computing their shortest path distance d G (i, j) in the graph G. Then, we construct low-dimensional embedding, apply SIEMAP algorithm to the matrix of graph distance D G ¼ d M (i, j) , construct and embed data in a low-dimensional space that preserves the manifold's estimated intrinsic geometry.
Signal segments can construct a high-dimensional space. For example, M signal segments with each segment containing N samples, can construct an S ¼ M × N [ R high-dimensional space. In applying manifold learning in signal identification, signals are splitted into multiple segments with the same length and frequency, and other critical parameters. These signal segments can be projected into a low-dimensional space for visualisation or extracting features that are critical in signal identification. With manifold learning algorithm we can transfer the signal identification problem into a signal classification problem by using dimensions reduction algorithms, which is the basic idea of this work. The signals in this study are all digital, which can be seen as datasets. Then a set of signal X may construct a high-dimensional space R
|X|×N
. Actually, what we need is only the types of signals that can be described only in a 2D plane as shown in Fig. 3 .
Signal classification and identification
To apply SIEMAP to signal identification, at first, we need to build the dissimilarity matrix, which is enough to find a lowdimensional space and scale each signal segment to the same length. Then, we need a consistent number of points in each segment. Thus, we interpolate points between any two consecutive points that are adjacent in time, but far away in distance to ensure that each segment has the same number of points [4, 9, 10] .
Signal-type learning:
The object of signal-type learning is to learn centre point of the eigenvector for each type, and it can be used to represent the type for signals recognition. First, under cutting P k , each signal X i can be mapped into a high-dimensional dataset
|/T ) denote the set of eigenvectors, the centre points a 0 can be calculated as follows
It can be seen that a 0 is the maximal eigenvector of matrix arg max S
Signal-type identification (optimal cutting):
For each entry x j in X 2 , calculate similarity r(a i (k), CP i ) = 
with which the most similar points can be found, and x j belongs to this type. The recognition error can be obtained by
If 1 k ≤ 1, then the optimal cutting P * ¼ P k ; else P * = arg min P k 1 k . For a given signal, at first the eigenvector a with the optimal cutting P * is calculated. Then the similarity between a and CP i , i ¼ 1, 2, . . . , T, is calculated. It is obvious that the signal belongs to the type that the most similar point belongs to.
Experiments
In this section, simulation and experiments are presented to demonstrate the performance of the proposed signal identification approach for the considered signals. We used Matlab as simulator of our signal identification system. All the simulation signals are digitally generated under Matlab (version 7.0, R14). The carrier frequency is 10.7 MHz, sampling frequency is 85.4291 kHz and the symbol frequency is 10 kHz.
Additive white gaussian noise is added to the generated signals with specified SNR ranging from -5 to 20 dB. Signals modulated by 2ASK, 2FSK, 2PSK, 4ASK, 4FSK, 4PSK and 16QAM are considered in this paper. For each modulation type, 2000 signal samples are generated. Among them, 400 signals are used to train the algorithm, whereas the remaining 1600 signals are used to test the algorithm. In simulation the success rate can be calculated according the ratio of success recognition of signal segments. Signal features by different modulation methods and under various SNR conditions are shown in Fig. 5 . Tables 1 and 2 show the correction of the manifold learning signal identification (MLSI) at SNR ¼ -5 dB and SNR ¼ 20 dB, respectively. These results indicate that the performance is generally good even at very low SNRs.
From Tables 1 and 2 , it can be seen that the overall success rate is very high. Most of the identification errors result from the difficulty in identifying high-order modulation types. Moreover, most of the confusions are either between 4PSK and 2FSK or between 2FSK and 4FSK. This implies that the capacity to identify 4PSK from 2FSK or to identify 2FSK from 4FSK is correlated with the overall success rates. Fig. 6 shows the success rate under different SNR for each signal type. It shows when the SNR is higher than 10 dB, the success recognition rate is near 100%.
The performance of our proposed manifold learning-based signal identification method is also compared with other methods, such as decision-theoretic approach [14] , artificial neural network-based identification [20, 22] and GA [22] . The results are shown in Fig. 7 . The successful recognition There is no big difference between them. However, under low-SNR environment, which simulates the real applications, SIEMAP outperforms others. In addition, SIEMAP has a relative high success rate from low 25 to 20 dB. Although the SNR is below 0 dB, it has increased the recognition capacity. When SNR is higher, the recognition rate can also be improved and it shows higher robustness than the other three approaches.
Conclusion
This paper has presented a theoretical and experimental study of the signal identification by using manifold learning algorithm in CRNs. Most of the existing techniques require high levels of SNR for signals identification. Here, we pose the problem of signal identification in CRN as signal classification using manifold learning on high-dimensional space. We introduced a manifold learning algorithm SIEMAP for identification of the considered digital signals, in which each considered signal can be seen as a dataset in a high-dimensional space and is input into a manifold learning algorithm. Seven kinds of signals, say 2ASK, 4ASK, 2FSK, 4FSK, 2PSK, 4PSK and 16QAM, can be recognised with a high success rate at low SNR even down to -5 dB. Our simulation results demonstrate that by SIEMAP, more kinds of signals can be identified compared with the existing approaches, and the identification rate is increased compared with the three mentioned approaches.
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