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A new variational method for studying the equilibrium states of an interacting particles system has been proposed.
The statistical description of the system is realized by means of a density matrix. This method is used for description
of conduction electrons in metals. An integral equation for the electron distribution function over wave vectors has
been obtained. The solutions of this equation have been found for those cases where the single-particle Hamiltonian
and the electron interaction Hamiltonian can be approximated by a quite simple expression. It is shown that the
distribution function at temperatures below the critical value possesses previously unknown features which allow to
explain the superconductivity of metals and presence of a gap in the energy spectrum of superconducting electrons.
Introduction
Cooperative phenomena, such as superconductivity, ferro- and antiferromagnetism, etc., can be correctly explained
quantitatively only in the framework of the quantum theory of many-particle systems. The most general statistical
description of the studied system is carried out in quantum mechanics by means of the density matrix [1-4]. Such
description is valid for equilibrium as well as for non-equilibrium systems, for both closed dynamical systems and
systems that interact with their environment. If the studied system is in contact with a heat reservoir, then, strictly
speaking, its description by means of the density matrix will be exclusively correct.
A complete statistical description of the system consisting of N identical particles (say, fermions) in quantum
mechanics is given by the statistical operator ˆ̺(N) which satisfies the normalization condition
Tr12...N ˆ̺
(N) = N ! .
By means of this operator, it is possible to build a hierarchical sequence of operators ˆ̺(1), ˆ̺(2), ... , defined by the
relation
ˆ̺(n) =
1
(N − n)! Trn+1...N ˆ̺
(N) ,
where n = 1, 2,... , N − 1. Although the statistical operators of lower orders give not a complete but reduced
description of the many-particle systems, they are irreplaceable due to their simplicity in those cases where it is
necessary to obtain practically useful equations and expressions. The implementation of the reduced description is
supported by the fact, that all the observed physical quantities characterizing the state of a macroscopic system
can be expressed exactly or approximately by the operators ˆ̺(1) and ˆ̺(2) or only by the single-particle operator
ˆ̺(1).
For a system in statistical equilibrium, the N -particle statistical operator has the form:
ˆ̺(N) =
1
Z
exp
(
− β Hˆ(N)
)
, (1)
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where Hˆ(N) is the Hamiltonian of the system, β is the inverse temperature: β = (kB T )
−1; Z is the partition
function:
Z =
1
N !
Tr12...N exp
(
− β Hˆ(N)
)
.
Equation (1) is the only case where the many-particle statistical operator can be known.
The thermodynamic functions of state for the equilibrium system can be determined by means of the Gibbs
method using the partition function. However, calculation of the partition function for the system of interacting
particles is a very laborious problem that can be solved exactly only in some rare cases. Even approximate
calculations of the partition function are very difficult.
The single-particle statistical operator can be found by the formula
ˆ̺(1) =
1
(N − 1)! Tr2...N ˆ̺
(N) .
But the operation Tr2...N is even more complex than the partition function calculation.
The question arises: is it possible to use other methods (even approximate) to find the operators ˆ̺(1) and ˆ̺(2)
directly without involvement of the higher-order operators? Indeed, such methods exist. First, the single-particle
statistical operator ˆ̺(1) separately or together with the operator ˆ̺(2) for the equilibrium system, can be found from
the variational principle taking into account properties of some thermodynamic quantities (for example, free energy)
to take an extreme value when the many-particle system is in the statistical equilibrium state. Second, the statistical
operator ˆ̺(1) can be found by solving the kinetic equation governing the non-equilibrium system evolution. Such
equation was obtained in [5] under the assumption that the many-particle system evolution proceeds as a random
Markov process. A variational method to find the equilibrium density matrices of the first and second orders was
proposed in [6]. The method can be considered as a generalization of the Hartree-Fock-Slater method to the case
of an arbitrary system of fermions which is in contact with a heat reservoir. In the present work, this method is
used to describe the behavior of conduction electrons in metals.
Statistical description of a fermion system
The reduced description of the system consisting of N identical particles (fermions) can be made by means of
one- and two-particle density matrices
̺11′ = ̺α1α′1 , ̺12,1′2′ = ̺α1α2,α′1α′2 , (2)
where α is a system of quantum numbers describing the state of one particle. The single-particle density matrix
̺αα′ satisfies the normalization condition ∑
α
̺αα′ = N ,
where ̺αα is the probability of occupying the state α.
The exact expression for the internal energy of the system of identical particles can be written using the density
matrices (2) in the form [3]
E =
∑
1,1′
H11′ ̺1′1 +
1
2
∑
1,2;1′,2′
H12,1′2′ ̺1′2′,12 . (3)
Here H11′ and H12,1′2′ are matrix elements of the single-particle Hamiltonian Hˆ
(1) and the interaction Hamiltonian
Hˆ(2) of two particles, respectively:
H11′ = Hα1α′1 , H12,1′2′ = Hα1α2,α′1α′2 . (4)
Taking into account that two-particle density matrix related to the system of fermions must be antisymmetric,
we take the following approximate expression for the matrix:
̺12,1′2′ = ̺11′ ̺22′ − ̺12′ ̺21′ . (5)
Substitution of this expression into (3) gives the formula
E =
∑
1,1′
H11′ ̺1′1 +
∑
1,2;1′,2′
H12,1′2′ ̺1′1 ̺2′2 , (6)
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which corresponds to the mean-field approximation.
The transition from the coordinate representation, in which the Hamiltonians are usually defined, to some α-
representation is made by means of the system of orthonormal wave functions ϕα(q), where q ≡ {r, σ}; r is the
particle’s radius vector; σ is a spin variable. By knowing these functions, the matrix elements of the Hamiltonians
(4) can be calculated from the known equations
Hαα′ =
∫
ϕ∗α Hˆ
(1)ϕα′ dq , (7)
H12,1′2′ =
∫
Φ∗12 Hˆ
(2)Φ1′2′ dq1 dq2 , (8)
where the integral sign represents integration over coordinates and summation over the spin variable; Φ12 is the
Slater two-particle wave function:
Φ12 =
1
2
{
ϕα1(q1)ϕα2(q2)− ϕα1(q2)ϕα2 (q1)
}
.
By substituting this function into (8), we obtain the anti-symmetric matrix
H12,1′2′ =
1
4
(V12,1′2′ − V21,1′2′ − V12,2′1′ + V21,2′1′) , (9)
where
V12,1′2′ =
∫
ϕ∗α1(q1) ϕ
∗
α2(q2)U(q1, q2)ϕα′1(q1) ϕα′2(q2) dq1 dq2 ; (10)
U(q1, q2) is the potential energy of interaction between two fermions.
There exists a presentation in which the single-particle density matrix is diagonal, i.e. has the form
̺nn′ = wn δnn′ , (11)
where n is the set of quantum numbers which determines the state of one particle in the new representation;
wn – diagonal elements of the density matrix; δnn′ – Kronecker symbols. By definition, wn is the probability of
occupation of the state n by one of the particles. Therefore, the function wn describes the particle distribution over
the states and satisfies the normalization condition∑
n
wn = N . (12)
The transition from the n-representation to the α-representation in which the matrix elements (4) of the
Hamiltonians Hˆ(1) and Hˆ(2) are defined is made through the unitary transformation
̺αα′ =
∑
n
Ψαn wn Ψα′n , (13)
where Ψαn is a unitary matrix; ∑
α
Ψ∗αn Ψαn′ = δnn′ . (14)
Using the distribution function wn, it is possible to write down a well-known expression for the entropy of a
system of fermions
S = − kB
∑
n
{
wn ln wn + (1− wn) ln(1 − wn)
}
. (15)
Keeping in mind equations (6), (13) and (15), one can state that the free energy
F = E − S T
in the accepted approximation represents a functional depending on wn and Ψαn. Since the equilibrium state of
the system at fixed temperature and volume values corresponds to minimum of the free energy, the functions wn
and Ψαn can be defined by minimization of the free energy taking into account conditions (12) and (14). Thus, we
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come to the conditional extreme problem. In order to solve this problem by Lagrange’s method, let us compose the
auxiliary functional
Ω = E − S T − µ
∑
n
wn −
∑
n,n′
∑
α
Ψ∗αn νnn′ Ψαn′ , (16)
where µ and νnn′ are undetermined multipliers.
The functional extremum conditions (16) lead to the equations for the distribution function wn and matrix
Ψαn:
ln
1− wn
wn
= β (ε(1)n − µ); (17)
wn
∑
α′
H
(eff)
αα′ Ψα′n −
∑
n′
νnn′ Ψαn′ , (18)
where ε
(1)
n is energy of one particle:
ε(1)n = εn +
∑
n′
Vnn′ wn′ ; εn =
∑
α,α′
Ψ∗αnHαα′ Ψα′n ;
Vnn′ = 2
∑
1,2;1′2′
Ψ∗α1nΨ
∗
α2n′ H12,1′2′ Ψα′1nΨα′2n′ ; Vnn′ = Vn′n ;
H
(eff)
αα′ is the effective single-particle Hamiltonian in the mean-field approximation:
H
(eff)
αα′ = Hαα′ + 2
∑
1,1′
Hαα1,α′α′1 ̺α′1α1 .
The solution of the problem is significantly simplified in case that the considered properties of the system allow
to predict in advance the representation, in which the density matrix must be diagonal. In this case, it only remains
to solve equation (17). The solutions of this equation have some interesting features that are associated with its
nonlinearity and nature of dependence of the core Vnn′ on the quantum numbers n and n
′. The aim of this work
is to study these features and their physical consequences.
Statistical description of electrons in a crystal lattice
The atom arrangement in a crystal can be described by specifying the Bravais lattice and the atom positions in
a particular unit cell. We will determine the position of one atom in the unit cell using a vector R, and positions of
all other atoms in the cell with respect to the first one by a vector a. Assume that s is a set of quantum numbers
characterizing the wave function of one of the states of the electron localized in vicinity of the atom, the position
of which is determined by the vector R+ a. Using the introduced symbols, we write down the orthonormal set of
wave functions describing the localized electron states, in the form
ϕα(q) ≡ ϕ(r−R− a, σ |a, s) ,
where α = {R, a, s} – set of quantum numbers defining the electron state in the crystal lattice. As these functions,
it is convenient to use the Wannier functions. By means of these functions, it is possible to calculate the matrix
elements of the Hamiltonians (7) and (8).
After that, the density matrix of the electron system equilibrium state in the crystal can be found by the method
proposed in the previous section. Only some simplest types of Hamiltonians that simulate with some accuracy the
interaction and behavior of the conduction electrons in real metals will be considered in this work.
Consider the cases where the unit cell has only one atom (a = 0) and assume that the matrices (7) and (10) for
valence electrons have the form
Hαα′ = εR−R′ δss′ ; V12,1′2′ = VR1R2,R′1R′2 δs1s′1 δs2s′2 , (19)
where the s parameter takes a finite number G of different values;
VR1R2,R′1R′2 =
∫
ϕ(r1) ϕ(r1 +R1 −R′1)U(r1 − r2 +R1 −R2) ϕ(r2) ϕ(r2 +R2 −R′2) dr1 dr2 ; (20)
B.V. Bondarev 5
ϕ(r − R) is the averaged wave function describing the electron localized in vicinity of the site R; U(r1 − r2) –
the potential energy of Coulomb repulsion between two electrons. In this case of equilibrium, the density matrix
describing the conduction electrons has the form
̺αα′ ≡ ̺(ss
′)
RR′
= ̺RR′ δss′ . (21)
Using (6), (9), (19) and (21), after simple transformations we obtain the following expression for the electron
energy:
E = G
{ ∑
R,R′
εR−R′ ̺R′R +
∑
{R}
HR1R2,R′1R′2 ̺R′1R1 ̺R′2R2
}
, (22)
where {R} = R1, R2, R′1, R′2;
HR1R2,R′1R′2 =
1
4
[
G (VR1R2,R′1R′2 + VR2R1,R′2R′1)− VR2R1,R′1R′2 − VR1R2,R′2R′1
]
. (23)
If electrons are distributed homogeneously over the crystal lattice sites, the density matrix ̺RR′ can be expressed
as
̺RR′ =
1
NL
∑
k
wk e
ik(R−R′) , (24)
where the summation is made over the k vectors belonging to the first Brillouin zone; NL – number of sites in the
lattice; wk – electron distribution function over wave vectors satisfying the normalization condition
1
NL
∑
k
wk = ν ; (25)
ν – the band filling degree: ν = N/GNL.
Substitution of (24) into (22) gives
E = G
(∑
k
εk wk +
1
2
∑
k,k′
Vkk′ wk wk′
)
, (26)
where εk – the electron kinetic energy:
εk =
∑
R
εR e
−ikR ;
Vkk′ – interaction energy of two electrons with the wave vectors k and k
′;
Vkk′ =
2
N2L
∑
{R}
HR1R2,R′1R′2 exp
[
ik(R′1 −R1) + ik′ (R′2 −R2)
]
. (27)
Equation (24) is essentially a unitary transformation which diagonalizes the density matrix. In this case, (15)
takes the form
S = −G kB
∑
k
{
wk ln wk + (1− wk) ln(1− wk)
}
.
Minimizing the free energy and taking into account the normalization conditions (25), we obtain the integral
equation that allows to find the distribution function wk of conduction electrons over wave vectors
ln
1− wk
wk
= β (ε
(1)
k
− µ) , (28)
where ε
(1)
k
– the energy of one electron with the wave vector k:
ε
(1)
k
= εk +
∑
k′
Vkk′ wk′ . (29)
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In order to clarify the structure of the core (27) in the functionals (26) and (29), consider equation (20). Taking
into account that among the matrix elements (20), the diagonal elements are the largest elements corresponding
to R′1 = R1 and R
′
2 = R2, take the approximate formula
VR1R2,R′1R′2 = UR1−R2 δR1R′1 δR2R′2 + U
(0)
R1−R2
δ(R1 −R′1 −R2 +R′2) , (30)
where UR1−R2 is the average energy of the Coulomb interaction between two electrons localized at the sitesR1−R2,
and the second term approximates the non-diagonal elements. Strictly speaking, the function U (0) in (30) should
depend not only on R1−R2, but also on R1−R′1. Using equations(23),(26),(27) and (30), we obtain the following
approximate expression for the electron interaction energy:
Eint =
1
2
G
(
ν U0N −
∑
k,k′
Ik−k′ wk wk′ +
∑
k
Jk wk w−k
)
, (31)
where
Ik−k′ =
1
NL
∑
R
UR e
i(k−k′)R ; (32)
Jk =
∑
R
U
(0)
R
(
G− e−2ikR
)
. (33)
The first term in equation(31) is the energy of the direct Coulomb interaction between electrons which does
not depend on the distribution function wk. The sum, following this term, is the electron exchange energy. The
core Ik−k′ in this sum is a positive function which has the largest value at k
′ = −k and decreases rapidly with
increasing |k′ − k| because the Coulomb interaction is long-range. Since the exchange energy is negative, such
behavior of the Ik−k′ function causes the effective attraction between electrons with similar values of the wave
vectors. Whereas positive terms in (31), containing the values Jk, cause the effective repulsion between electrons
with the wave vectors k and −k.
The single-electron energy (29) corresponding to the interaction energy (31), has the form
ε
(1)
k
= εk −
∑
k′
Ik−k′ wk′ + Jk w−k . (34)
In the model of free electrons moving in the positive charge field of ions which are homogeneously distributed
in space, the energy of one electron is described by equation [7]
ε
(1)
k
=
(h¯k)2
2m
− e
2
2π2
∫
wk′ dk
′
|k′ − k |2 , (35)
where m and e are the electron mass and charge.
In both equation(34) and equation (35), the core Vkk′ has a common property. It has the lowest value at k
′ = k
and the highest value at k′ = −k.
Unfortunately, using equations (34) or (35), it is not possible not only to analytically solve equation (28), but
even to study it in any detail. Therefore, let us approximate the function (32) by the expression
Ik−k′ = I δkk′ ,
where I is a positive constant and the value (33) is considered to be independent on the wave vector:
Jk = J > 0 .
In this case, equation (34) has the form
ε
(1)
k
= εk − I wk + J w−k . (36)
Since the Vkk′ core’s property described above is preserved in this approximation, it can be assumed that
features of the distribution function wk connected with this property will not be significantly changed.
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Electron distribution function over wave vectors
Equation (36) gives the opportunity to transform the integral equation (28) into a system of two algebraic
equations for two distribution function values wk and w−k:
ln
1− wk
wk
= β (Ek − I wk + J w−k) ,
ln
1− w−k
w−k
= β (Ek − I w−k + J wk) ,

 (37)
where
Ek = εk − µ.
It is seen from equations (37) that the distribution function wk represents a complex function of the wave vector
k, in which the electron energy Ek is the intermediate variable:
wk = w(Ek) . (38)
The system of equations (37) has solutions of two types. The first type includes the symmetric distribution functions
which for any wave vector values satisfy the condition
w−k = wk . (39)
It will be shown below that not all the solutions of system (37) have this property. There are distribution
functions for which condition (39) breaks down for some values of the wave vector:
w−k 6= wk . (40)
Moreover, such anisotropic distribution function occurs even in absence of external fields.
Taking into account the normalization conditions (25), the average electron velocity can be defined as
u =
Gh¯
mN
∑
k
kwk . (41)
If the distribution function is symmetrical, the average velocity (41) is equal to zero. For some anisotropic
distribution functions, Equation (41) can give non-zero values of the electron ordered motion velocity, i.e. such
distribution functions describe electric current. If the electric current states are stable and can exist even in the
absence of external fields, such states of the electron system should be considered as superconducting.
The I and J parameters in equations (37) have a common origin and therefore are interrelated. Nevertheless,
let us consider the solutions of the system (37) in three cases: 1) I = 0; 2) J = 0 и 3) J = I.
If I = 0, then it is easy to exclude the w−k value from the system (37) and obtain the equation
1
β
ln
1− wk
wk
= Ek +
J
1 + exp
[
β(Ek + J wk)
] , (42)
The symmetric solutions of this equation are also solutions of the equation
ln
1− wk
wk
= β (Ek + J wk) , (43)
which is a consequence of system (37) and condition (39).
Fig. 1 shows the solutions of Equation (42) in the form of the probability w dependence on the argument
x = E/J at different values of dimensionless temperature θ = T/TC , where the critical temperature TC is defined
as
TC =
J
4kB
.
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1
2
3
4
1
2
3
4
1
2
1
2 3
4
✲
x−1
q
− 12 0
✻w(x, θ)
1,0
0,5
Fig. 1. Dependence of distribution function w on x = (ε−µ)/J at different values of dimensionless temperature
θ = T/TC: 1 – θ = 0; 2 – θ = 0.25; 3 – θ = 0.8; 4 – θ = 0.95
At temperatures T ≥ TC , the distribution function is single-valued and satisfies the condition (39) for all values
of E. At T < TC , there exists a range of negative energy values (E1, E2) at each point of which the function w(E)
can take any of three values:
w(1)(E) < w(0)(E) < w(2)(E) .
Outside this range, the distribution function takes only one value w(0)(E). The function wk = w
(0)(Ek) is a
solution of equation (43) and describes the symmetrical electron distribution over wave vectors. At T < TC , one
more solution of equation (42) exists which can be written as
wk = w
(0)(Ek) at Ek ≤ E1 , Ek ≥ E2 .
If
E1 < Ek < E2 ,
then
wk = w
(1)(Ek) , w−k = w
(2)(Ek) (44)
or
wk = w
(2)(Ek) , w−k = w
(1)(Ek) .
At T = 0, the symmetric solution of equation (42) has the form
wk =


1 at εk ≤ µ− J ,
− 1
J
(εk − µ) at µ− J < εk < µ ,
0 at εk ≥ µ ,
(45)
and the anisotropic solution (44) is that
wk = 1 at εk ≤ µ− J ,
wk = 1 , w−k = 0 at wk = 0 , w−k = 1 (46)
at µ− J < εk < µ, (47)
wk = 0 at εk ≥ µ.
It is seen from equations (46), that there is a layer S under the Fermi surface, defined by inequations (47), in
which the distribution function is anisotropic: among two states with the wave vectors k and −k in this layer, one
state is free when the other one is certainly occupied.
If the electron gas state is described by the anisotropic distribution function (44) or (46), the electron ordered
motion velocity (41) can have any value in the range from zero to some um. The average velocity is equal to zero
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when the pairs of free and occupied states with the wave vectors k and −k are distributed chaotically in the layer
S. When in one half of this layer (for example, with kx > 0) all the states are occupied and in the second one (with
kx < 0) are free, the electron ordered motion velocity is maximized. The electron ordered motion velocity value is
determined by the nature of initial state of the electron gas. When the anisotropic solution is stable with respect to
small changes in external conditions, this electron velocity value will persist indefinitely. It means that the metal
has become a superconductor.
When performing calculations, the summation in equations (25), (26) and (41) can be conveniently replaced by
integration:
GV
(2π)3
∫
wk dk = N , (48)
E =
GV
(2π)3
∫ (
εk +
1
2
(− I wk + J w−k)
)
wk dk , (49)
u =
Gh¯V
(2π)3mN
k
∫
wk dk , (50)
where V is the volume of the crystal. Expression (49) for the electron internal energy corresponds to equation (36)
for the internal energy of a single electron.
Assume the approximation formula for the electron kinetic energy
εk =
(h¯k)2
2m
. (51)
Using equations (49) and (51), it is possible to show that the electron energy E(s) in case of the anisotropic
distribution is lower then that in case of the symmetrical distribution over wave vectors. For example, when = 0
we have
E(s) − E(0) = − GV m pF J
2
24π2 h¯3
, (52)
where pF is the Fermi momentum:
pF =
√
2mµo ,
µo =
h¯2
2m
(
6π2N
GV
)2/3
.
The negative sign of the difference (52) means that the electron state described by the anisotropic distribution
function (44) or (46) is stable. In other words, this state is superconducting. Note that in the considered model,
the superconductivity is caused by repulsion between electrons with the wave vectors k and −k.
As a parameter characterizing the superconducting state of the electron system, it is possible to take the quantity
ξ = max |w(2) − w(1) | , (53)
which is the measure of the distribution function anisotropy. This quantity has the largest value (ξm = 1) at T = 0
and decreases monotonically with increasing temperature, approaching to zero at T ≥ TC .
Using equation (50) it is possible to show that at T = 0 the highest electron ordered motion velocity value is
um =
3J
4 pF
.
According to equations (36) and (46), the electron energy at T = 0 is
ε
(1)
k
=
{
εk + J at εk ≤ µ− J ,
εk at εk > µ− J .
It is seen from these equations that the gap in the conduction electron energy spectrum is absent.
Assume that J = 0. In this case, the system (37) splits into two identical equations of the form
ln
1− wk
wk
= β (Ek − I wk) . (54)
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In this case, the distribution function satisfies the condition (39) for all values of k.
The plots of functions that are solutions of equation (54) are shown in Fig. 2. At temperatures
T ≥ TC = I
4kB
the function w = w(E) decreases monotonically. At T < TC , at each point of the energy values range (E1, E2)
existing in the area of positive Ek, the distribution functions can have any of the three possible values:
w(1)(E) < w(0)(E) < w(2)(E).
Outside this range, the distribution function has only one value w(0)(E). The electron gas energy in the state
described by the distribution function
wk =
{
w(0)(E) at E ≤ E1 , E ≥ E2 ,
w(1)(E) at E1 < E < E2 ,
(55)
takes the smallest value. At E = E1, the function (55) experiences a discontinuity, as a result of which, a gap arises
in the conduction electron energy spectrum.
At T = 0, the function (55) takes the form
wk =
{
1 at εk ≤ µ,
0 at εk > µ.
Here, the energy of one electron is
ε
(1)
k
=
{
εk − I at εk < µ,
εk at εk > µ.
It is seen from the equation analysis that the electron energy spectrum has a gap with width I. It should be noted
that the gap formation is caused by the attraction between electrons with the wave vectors k и k′ which are equal
to each other.
1 2 3 4
✲
x= (ε – µ)/I0 0,5 1
✻w(x, θ)
0
0, 5
1, 0
Fig. 2. The distribution function w(x, θ) of electrons over energy at different temperature values θ = T/TC:
1 – θ = 0; 2 – θ = 0.5; 3 – θ = 1; 4 – θ = 2
Finally, consider the case where the I and J parameters are equal. In this case, both symmetric and anisotropic
distribution functions will be among the solutions of system (37). The solution of system (37) satisfying condition
(39) is a Fermi-Dirac function.
B.V. Bondarev 11
One of the anisotropic distribution functions at T = 0 is such that
wk = 1 at εk ≤ µ− J ,
wk = 1 , w−k = 0 or wk = 0 , w−k = 1 at µ− J < εk < µ, (56)
wk = 0 at εk ≥ µ.
By using these equations, we find that the one-electron energy (36) is
ε
(1)
k
=


εk at εk ≤ µ− I ,
εk − I at µ− I < εk < µ,
εk at εk ≥ µ.
(57)
The analysis of equations (56) and (57) shows that there is a layer S below the Fermi surface: µ− I < εk < µ,
where the repulsion between electrons with the wave vectors k and −k makes them superconducting, and the
distribution function has discontinuity on the Fermi surface. In this case, the electron energy spectrum has a gap
with width I.
Using equation (49), it is easy to calculate the conduction electron energies at T = 0 in the states described by
different equilibrium distribution functions. The lowest energy corresponds to the anisotropic distribution function
(56). Moreover, this energy does not depend on whether the electronic system state (56) is a current state or not.
The energy E(s) differs from the energy E(n) of electrons in the normal state which is described by the Fermi-Dirac
function, to the amount of
E(s) − E(n) = −GV m pF I
2
16π2 h¯3
. (58)
Fig. 3 shows the probability w dependence on the argument x = (ε−µ)/I for the case J = I at different values
of the dimensionless temperature θ = T/T ′C, where
T ′C =
I
2kB
.
At temperatures
T < TC =
1√
3
T ′C
the function w = w(E) is single-valued only outside some interval [E ′1, E
′
2 ] on the E-axis and coincides with the
Fermi - Dirac function w = wF (E). In the intervals [E
′
1, E1) and (E2, E
′
2 ], the distribution function can have any
of the values
w(1)(E) < w(1
′)(E) < wF (E) < w
(2′)(E) < w(2)(E) ,
and in the interval [E1, E2 ] – one of the three values
w(1)(E) < wF (E) < w
(2)(E) .
It can be shown that the electron system has the lowest internal energy when its state is described by the following
anisotropic distribution function:
wk = wF (E) at E < E1 , E > E2 ;
wk = w
(2)(E), w−k = w
(1)(E) at E1 ≤ E ≤ E2 . (59)
At temperatures TC < T < T
′
C , the equalities E
′
C = E1 and E
′
2 = E2 are fulfilled and the anisotropic distribution
function has the form (44). At T ≥ T ′C , the Fermi - Dirac function is the unique solution of equations (37).
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a )
✲
ε− µ
✻
w
1
−I
J
0 J − I
q
Z
Z
b )
1
2
1
2
✲
ε− µ
✻w
1
−I 0 J − I
q
1
2
1
2 (J − I )
Fig. 3. Probability w as a function of x = (ε− µ)/I for different values of the parameter θ = T/T ′C:
a) θ = 0.5; b) 1 – θ = 0.75; 2 – θ = 0.95.
The order parameter equation (53) can be easily obtained from equations (37):
ln
1 + ξ
1− ξ =
2
θ
ξ ,
from which the approximate equations can be derived
ξ ≈ 1− 2 e−2/θ at θ ≪ 1 ,
ξ ≈
√
3(1− θ) at θ ≤ 1 .
The distribution function (59) discontinuity at E = E2 determines the existence of a gap in the electron energy
spectrum. For the gap parameter
△ = I
2
(w2 − w1)|E=E2
the following approximate equations can be obtained:
△
△o = 1−
4△o
kBT
e−2△o/kB T at T ≪ TC ,
△
△o =
√
1− T
TC
at T ≤ TC ,
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where△o = △(T = 0) = 1, 72 kB TC . These equations are in agreement with experimental temperature dependencies
of the gap parameter.
The state of the electronic system described by an anisotropic distribution function at TC ≤ T < T ′C is unstable.
And only at T < TC , the state becomes stable together with the appearance of the gap in the energy spectrum.
Conclusions
The modern microscopic theory of superconductivity developed by Bardeen, Cooper and Schrieffer [8] is based
on the assumption that the superconductivity is caused by the effective attraction between electrons with the
wave vectors lying near the Fermi surface. This attraction leads to creation pairs of electrons with opposite
momenta and spins. In this case, the Coulomb repulsion between the electrons prevents them from pairing and
thereby prohibit the electronic system transition to the superconducting state. Therefore, the prevalence of the
effective electron attraction over the repulsion at least for some values of the wave vectors is necessary for the
existence of superconductivity. In the theory of superconductivity, there is considered a model of electrons with
quadratic dispersion law, the effective attraction of which is described by means of some simplified Hamiltonian.
The mathematical formulation of the theory is carried out using the methods of quantum field theory.
Frohlich and Bardeen showed that the effective attraction between electrons can occur when the electrons
interact with crystal lattice vibrations. In the framework of the quantum theory, such interaction is represented as
the emission and absorption of phonons by electrons.
In connection with the discovery of high-temperature superconductivity, there was appeared the necessity to
explain the reasons for strong electron pairing which causes high critical temperature. For this purpose, various
nonphonon mechanisms of the electron attraction efficiency have been proposed. The proposed mechanisms differ
from each other mainly in the type of particles by means of which the electrons interact, and the nature of the
pairing. Apart from phonons, excitons, plasmons, magnons and other particles were considered as particles realizing
the effective attraction between electrons.
The model of electrons in metals used in the present work can be the basis for an alternative theory of
superconductivity. This model significantly differs from the models used in the modern theory of superconductivity.
Here, the superconductivity is caused by the repulsion between electrons with the wave vectors k and −k′, and
the energy gap in the spectrum is created due to the attraction between electrons with identical wave vectors,
which is a consequence of the exchange interaction. The statistical description of electrons is carried out within the
framework of the density matrix formalism, the distinguishing feature of which is its simplicity typical for both the
mathematical equations form and their physical content. The considered problem demonstrates the advantages of
the density matrix method.
The results of this work were obtained under the assumption that the interaction energy of electrons with the
wave vectors k and k′ can be approximated by the expression
Vkk′ = −I δk−k′ + J δk+k′ .
The use of this approximation equation allows to find the solutions of equation (28) in a sufficiently simple
form and prove the principal possibility of existence of the aforesaid distribution function features. Of course, some
questions remain unresolved: how strongly the approximate expression differs from the real energy of the electron
interaction and whether the considered distribution function features are only a consequence of the approximation
used here. A complete answer to the last question can be found only after a comprehensive study of different
solutions of equations (28), in which a more accurate expression of the type (34) or (35) is substituted instead
of the approximate expression (36) for the one-electron energy. The solution of the nonlinear integral equation
obtained in this way represents a very difficult problem that can be solved only by numerical methods. However, as
noted above, the used approximation does not distort the character of the electron interaction energy dependence
on wave vectors. It gives reasons to assume that the described features of the distribution function are preserved
if expression (36) in equation (28) is replaced by the more precise one.
The temperature of the electron gas transition to the superconducting state is determined by the average energy
values I and J of the electron interaction. Equations (32) and (33) for the electron interaction energies are very
rough and cannot be used for accurate calculations of the critical temperature values. Because these equations do
not take into account oscillations of the crystal lattice. They are obtained under the assumption that the conduction
electron motion is described by a Bloch wave function in the entire volume of the crystal. The characteristic spatial
size of the wave function is determined by the coherence length ξo; its typical value is equal to 10
3
◦
A. As is known,
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the exact calculation of the electron-electron interaction energy is very complicated. However, using equation (32),
one can estimate the interaction energy value for two electrons with the same wave vectors: I ∼ e2/ξo = 10−22J.
The critical temperature TC = I/2kB ∼ 5 K corresponds to this energy value. This temperature coincides by order
of magnitude with the transition temperatures of the chemical elements that show superconductivity.
Summarizing, let us enumerate the main results of the work:
1. A new method is proposed for the statistical description of the equilibrium many-particle system by means
of a density matrix, which is a generalization of the Hartree - Fock - Slater variational method.
2. This method is used for description of conduction electrons in metals. An integral equation for the function of
electron distribution over wave vectors has been obtained. It is shown that the distribution function has previously
unknown features which are expressed in the fact that for the electrons in the lowest energy state, the function is
multi-valued, anisotropic (w−k 6= wk) and has a discontinuity on one of the isoenergetic surfaces, in a thin layer
adjacent to the Fermi surface.
3. It was suggested that superconductivity can be interpreted as a consequence of anisotropy in the electron
distribution over wave vectors and the presence of a gap in the energy spectrum of the conduction electrons is
connected with the distribution function discontinuity [9].
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