We formulate an energy for segmentation that is designed 
Introduction
Segmentation of images using low-level cues plays a key role in computer vision. An image consists of many different structures at different scales, and thus the notion of scale space [24] , which consists of blurs of the image at all degrees, has been central to computer vision. The need for incorporating scale space in segmentation is well-recognized [40] . Further, there is evidence from human visual studies (e.g., [18, 35] ) that the coarse scale, i.e., from high levels of blurring, is predominantly processed before the fine scale. This coarse-to-fine principle has led to many efficient algorithms that are able to capture the coarse structure of the solution, which is often most important in computer vision. Therefore, it is natural for segmentation algorithms to use scale space and operate in a coarse-to-fine fashion.
Existing methods for segmentation that incorporate scale have either one of the following limitations. First, most segmentation methods (e.g., [6, 25, 2] ) based on scale spaces consider global scale spaces that are computed on the whole image, which does not capture the fact that there exist multiple regions of the segmentation at different scales, and this could lead to the removal and/or displacement of important structures in the image, for instance, when large structures are blurred across small ones, leading to an inaccurate segmentation. Second, algorithms that use a coarse-to-fine principle (e.g., [5, 33] ) do so sequentially (see Figure 1 ) so that the algorithm operates at the coarser scale and then uses the result to initialize computation at a finer scale. While this warm start may influence the finer scale result, there is no guarantee that the coarse structure of the segmentation is preserved in the final solution.
In this paper, we develop an algorithm that simultaneously addresses these two issues. Specifically, we formulate a novel multi-region energy for segmentation, which integrates a continuum of scales from Shape-Tailored Scale Spaces. These scale spaces are defined within regions of the segmentation, and thus they prevent removal or displacement of important structures. By integrating over a continuum of scales of the scale space determined by the heat equation, we show that this energy has preference to coarse structure of the data without ignoring the fine structure. We show that it operates in a parallel coarse-to-fine fashion (see Figure 1 ). That is, it is initially dominated by the coarse structure of the data, then segments finer structure of the data, while preserving the structure from the coarse-scale of the data. We provide analytic solutions for the optimization of the energy, which leads to a computationally more efficient method than similar energies integrating discrete scales. We apply our algorithm to the problem of texture segmentation, and show our method outperforms discrete scale spaces and existing state of the art. We also apply our method to motion segmentation, show the advantage of the shape-tailored continuum scale space, and show outperformance against existing state of the art.
Related Work
Scale space theory [24, 53, 15, 27] has a long and rich history as a theory for analyzing images, and we only provide brief highlights. The idea is that an image consists of structures at various different scales (e.g., a leaf of a tree exists at a different scale than a forest), and thus to analyze an image without a-priori knowledge, it is necessary to consider the image at all scales. This is accomplished by blurring the image at a continuum of kernel sizes. The [Top]: Sequential coarse-to-fine methods use the result of segmentation (red) from the coarse scale to initialize (yellow) the finer scales, and may lose coarse structure of the coarse segmentation solution without additional heuristics. Note that the result of segmentation of the coarse scale is the left image in red (the blurred image is not shown), and towards the right segmentation is done at finer scales.
[Bottom]: Our parallel coarse-to-fine approach considers a continuum of scales all at once and has a coarse-to-fine property. The evolution is shown from left to right. most common kernel is a Gaussian, which is known to be the only scale space satisfying certain axioms such as not introducing any new features as the image is blurred [29] . Scale space has been used to analyze structures in images (e.g., [13, 50, 29, 44] ). This has had wide ranging applications in stereo and optical flow [31] , reconstruction [20, 49] , key-point detection in wide-baseline matching [30] , design of descriptors for matching [17] , shape matching [7] , and curve evolution [43] , among others.
Gaussian scale spaces have also been used in image segmentation, most notably in texture segmentation [14, 39, 6, 25, 42] , which occur frequently in natural images [2] . While these methods capture important scale information, they use a global scale space defined on the entire image, which does not capture the characteristic scale of features within regions and blurs across segmentation boundaries. Anisotropic scale spaces [40, 4] have been applied to reduce blurring across boundaries, but this could blur across regions where edges are not salient. Recently, [23] have addressed this issue by computing scales locally within the evolving regions of the segmentation. However, only a discrete number of scales are used and thus the method does not exhibit coarse-to-fine behavior. Such methods for segmentation have been numerically implemented with various optimization methods, including level sets [38] , convex methods [41, 26] , and others [47] . The energy we consider is not convex, and thus we rely on gradient descent on curves. The energy we consider involves optimization with partial differential equation (PDE) constraints, and thus we build on optimization methods from [3, 11] .
Coarse-to-fine methods, where coarse representations of the image or objective function are processed and then finer aspects of the data are successively revealed, have a long history in computer vision [5] . In these methods, data or the objective function is smoothed, and the smoothed problem is solved. The result is used to initialize the problem with less smoothing, where finer details of the data are revealed. The hope is that this finer result retains aspects of coarse solution, while gradually finding finer detail. However, without additional heuristics such as restricting the finer solution to be around the solution of the coarse problem, there is no guarantee that coarse structure is preserved when solving the finer problem. Recently, [33] provided analysis and derived closed form solutions for the smoothing of the objective in problems of point cloud matching. Our method uses a single energy integrating over a continuum of scales in parallel, rather than a sequential approach where multiple energies from coarse to fine are solved. This guarantees that the coarse and fine scale aspects of the desired solution are obtained.
Since we also apply our method to the problem of segmenting moving objects in video based on motion, we highlight some aspects of that literature most relevant to this work. Methods for motion segmentation are based on optical flow (e.g., [45] ). Piecewise parametric models for motion of regions in segmentation are used in e.g., [52, 10] . Non-parametric warps are used for motion models (e.g., [37, 46, 54] ). Our goal here is not to estimate motion, but rather we use existing techniques for motion estimation, and improve the segmentation of regions by merely replacing a single scale formulation with our novel continuum scale space approach.
Continuum Shape-Tailored Energy
In this section, we construct a coarse-scale preferential energy without blurring across segments. To achieve this, we introduce a Shape-Tailored Continuum Scale Space. A Shape-Tailored Scale Space avoids blurring across regions, and a continuum of scales obtains a coarse-to-fine property.
Shape-Tailored Heat Scale Space
The Gaussian Scale Space, constructed by smoothing the image with a Gaussian at a continuum of scales (variances), can be generalized to be defined within regions (subsets of the image) of arbitrary shape by using the heat equation (see Figure 2) . The solution to the heat equation defaults to Gaussian smoothing when the domain is R 2 . The heat equation, defined in a region R, is:
where
is the number of channels) is the image, ∂R denotes the boundary of R, N is the unit outward normal Notice the quick diffusion of fine scale structures, and the persistence of coarse structure. The persistence of coarse structure is important to our coarse-to-fine segmentation scheme.
vector to R, ∇ denotes the vector of partials, Δ denotes the Laplacian, ∂ t denotes the partial derivative with respect to t, and t is the scale parameter parameterizing the scale space.
Increasing t indicates increasing amount of smoothing. The construction of scale space using the heat equation is useful for segmentation as it allows us to conveniently compute coarse scales of the data within regions of a segmentation. If the regions are chosen to be the correct segmentation, this avoids blurring data across segmentation boundaries. However, one does not know the segmentation apriori, and thus the regions are simultaneously optimized with the scale spaces in the optimization problem defined next.
Coarse-Scale Preferential Energy
The Gaussian scale space is relevant in defining our coarse-scale preferential energy as the heat equation removes the fine structure of the image in short time, and spends more time removing coarse structure (see Figure 2 ) [9] . Therefore, a data term integrating the scale space over the scale parameter of the heat equation gives preference to segmentations separating the coarse over the fine structure. We thus propose the following energy for segmentation integrating over a continuum of scales:
where T > 0 is the final time,
are a collection of regions forming the segmentation, a i ∈ R k is the average of u i (t, ·), and w : R + → R is a function that weights each scale. It can be shown that a i is independent of t. This energy is the mean-squared error of the image within the region across all scales. It generalizes common single scale segmentation models, including piecewise constant Mumford-Shah (Chan-Vese [51, 34] ). Reg denotes usual curve regularization that will be discussed in the implementation section, Section 3.3.
To further demonstrate the coarse preference of our energy, we write the data term of the energy in Fourier domain. For simplicity, we choose w(t) = 1; other weights lead to a similar conclusion. Choosing the whole domain as a region, the data term can be written in Fourier domain as:
,Î denotes the Fourier transform, and ω denotes frequency.
The proof can be found in supplementary materials. The function H decays the high frequency components of I at a linear rate, thus the energy gives preference to the coarse image structure. Without integrating over the scale space, the energy in Fourier domain would result in H = 1, which has equal preference to coarse and fine structure.
Optimization and Scale Weighting
We now derive the optimization scheme for the energy (2) , and propose and analyze weight choices.
Constrained Optimization Problem
The energy (2) is optimized with respect to the regions. Since the integrand of the energy depends on the regions nonlinearly, as the heat equation has a non-linear dependence on the region, the energy is not convex, and thus we apply gradient descent. In order to compute the gradient, we formulate the energy minimization as a constrained optimization problem. That is, we treat the minimization of the energy (2) as defined on both the regions R i and u i with the constraint that u i satisfies the heat equation (1) . This formulation allows us to apply the technique of Lagrange multipliers, which makes computations simpler since the nonlinear dependence of u i on R i is decoupled.
Since all data terms of the energy in (2) have the same form, we focus on computing the gradient for any one term. For convenience in notation, we avoid the subscript i denoting the index of the region. Using Lagrange multipliers, we formulate the energy as a function of region R, u, and the Lagrange multiplier λ : [0, T ]×R → R k with the constraint that u satisfies the heat equation:
where f (t, u) = (u − a) 2 w(t). We have excluded the dependencies on x, t for convenience of notation. We have also provided a more general form of the squared error with a general function f of u. The second term comes from the weak form of the heat equation. Integrating by parts to move the gradient from λ to ∇u gives the classical form of the heat equation in (1) . Therefore, the second term in (4) is indeed obtained by Lagrange multipliers.
We may now compute the gradient for E (4) by deriving the optimizing conditions in u and λ. Details are found in supplementary materials. Optimizing in λ simply results in the original heat equation constraint, so we compute the optimizing condition for u by computing the derivative (variation) of E with respect to u. This results in a solution for λ as given below:
Lemma 2 (PDE for Lagrange Multiplier λ) The Lagrange multiplier λ satisfies the following heat equation with forcing term, evolving backwards in time: Duhamel's Principle [12] leads to the following solution:
Lemma 3 (Lagrange Multiplier λ) The solution of (5) can be written as
the solution of the forward heat equation (1) with zero forcing and initial con
The formula for λ in (8) is convenient for particular choices of the weight w as taking the limit as T gets large leads to the energy gradient being computable without explicitly computing the scale space u, as shown in the next section. With the optimizing conditions for u and λ of E, we can now compute the gradient of the energy E with respect to R in terms of λ and u:
The gradient of E with respect to the boundary ∂R can be expressed as
where N is the normal vector to ∂R.
Weighting Functions
We now explore possible choices of weights, w. Some choices of weights may have convenient solutions for the gradient that does not require computation of the scalespace u, which makes the computational cost much less expensive than the generic formula (9) 
, where α > 0 and 1 denotes the indicator function. Here, the weight increases with scale so that the largest scales between 0 and T are weighted the most. We truncate at a finite T . This is because for large scales, the image is blurred too much to be used in segmentation, and very large scales should have either low or zero weight. This weighting exhibits the most coarse-to-fine behavior of any weightings we consider. Although this is the ideal weighting, to the best of our knowledge, the gradient (9) cannot be written in a form that does not require computation of the scale space. Thus, it is computationally more costly than other weightings we consider. However, typically T is chosen small (e.g., T = 10 for a 256 × 256 image) in comparison to other weightings, which offers cost savings.
Truncated Uniform Weight (Uniform): We consider the weight function w(t) = 1 [0,T ] (t). This uses a uniform weight on all scales between 0 and T . Since we want to avoid very large scales (T → ∞), we choose a finite T . The gradient when T is large (but still finite) is approximated as
where u 0 is initial condition to the heat equation (original data), and
U T is the integral of the scale space from 0 to T and this can be approximated as the solution of (11) (see supplementary). The advantage of (10) is that it does not require explicit computation of the scale space, and (11) can be solved efficiently iteratively. Indeed, in gradient descent of R, the solution for the previous iteration can be used as a warm start for the next iteration. Analysis of the approximation is in supplementary. Exponential With Negative Exponent (ExpNeg): We consider the weight w(t) = e −(1/α)t for all t ∈ [0, ∞), where α > 0. A small value of α implies that only the small scales are relevant. A large value of α includes larger scales, which is desired. The intuition for using this weighting is that it includes moderately large scales with non-negligible continuum of scales, ExpPos weight continuum of scales, uniform weight continuum of scales, ExpNeg weight discrete scales, STLD native scale (no scale space) segmentation evolution→ Figure 
Visualization of Energy Optimization for Various Scale Weightings. We compare usual segmentation of the native image scale, a discrete shape-tailored scale space (STLD), ExpPos, Uniform, and ExpNeg weightings for the continuum scale space. No coarse-to-fine behavior is exhibited for the native image scale and STLD. The continuum scale spaces give coarse-to-fine behavior, with ExpPos more so than other weightings.
weight as desired, it disregards very large scales as desired by having exponentially decaying weight, and it has an exact solution for the gradient that does not require the computation of scale space. One can show that the gradient is
where U 2α solves (11) with T replaced by 2α. Like the uniform weighting, the gradient yields a form that does not require the computation of the scale space. An advantage over the uniform case is that the solution is exact.
Multi-Region Segmentation
We now present the numerical implementation of the gradient descent for energy (2) , when there are multiple regions. The term involving regularization is discussed later. Let G i N i be the gradient of the i th summand of E in (2) , where N i is the outward normal to R i . For instance, G i N i can be any one of the expressions (9), (10), (12) . As shown in [56] , the gradient of the full energy evaluated at a point x is just the sum of G i N i for all i such that x ∈ ∂R i . For a point x ∈ ∂R i ∩ ∂R j , this yields that the gradient is
To achieve sub-pixel accuracy, we use relaxed indicator functions φ i : Ω → [0, 1] for i = 1, . . . , N to represent the regions, similar to level set methods [38] . R i is where φ i is larger than φ j , j = i. By abuse of notation, denote by G i the quantity multiplying the normal vector of region R i in either of (9), (10), (12) , which is defined in the entire region R i . We extend it from R i to D(R i ), a small dilation of R i , by solving for G i in D(R i ). The extension beyond the region is done so that the evolution of φ i can be defined around the curve, as in level set methods. Following [38] to convert a curve to a level set evolution, the update scheme for φ i inducing the regions gradient descent is Algorithm 1. Set regions:
Compute band pixels
Compute G i in B i from (9), (10), or (12) 7:
Update pixels
Update all other pixels as More sophisticated regularizers (such as length regularization) may be used, but we have found this simple regularization sufficient. We choose ε = 0.005 in experiments, and this does not need to be tuned, as it is mainly for inducing regularity for computation of derivatives of φ. Further, considering the scale space naturally induces regularity.
Application to Motion Segmentation
In this section, we show how the results of the previous section can be applied to motion segmentation. Motion segmentation is the problem of segmenting objects and/or regions with similar motions computed using multiple images of the object(s). One of the challenges of motion segmentation is that motion is inferred through a sparse set of measurements (e.g., along image edges or corners), and thus the motion signal is typically only reliable for segmentation in sparse locations. By using a scale space formulation of an energy for motion segmentation, coarse representations residual SS residual non-SS SS non-SS SS Figure 4 . Motion residuals at a single scale are sparse (left column), leading to difficulties in using these cues in segmentation (non-SS). Motion cues at a continuum of scales (SS) provide a richer signal (2nd column), which improves segmentation. Segmentations (in purple) are shown for a frame (middle two) and a few frames ahead (right two). Although errors in the non-SS approach are subtle between frames, they quickly propagate across frames, compared to our approach.
of the motion signal are integrated and more significantly impact the segmentation. This property increases the reliability of motion segmentation (Figure 4) , and the coarseto-fine approach captures the coarse-structure without being impacted by fine-scale distractions at the outset. With this motivation, we reformulate the motion segmentation problem with scale space. Let I 0 , I 1 : Ω → R k be two images of a sequence where Ω is the domain of the image. For a given region R i , we define a mapping w i : R i → Ω ⊂ R 2 , which we call a warp or deformation that back warps I 1 to I 0 . We assume that I 0 and I 1 are related through w i by the Brightness Constancy Assumption, except for occlusions, as in typical works in the optical flow [45] . Define the energy
where u i is the scale space of the difference of I 0 and the back-warping of I 1 in the un-occluded region R i \O i :
and m : Ω → [0, 1] is the motion ambiguity function. Note that the energy in the case m = 0 is equivalent to integrating over all scales the difference of the scale spaces of I 0 and of
Note that I 1 is used rather than I 1 •w i as the latter does not correspond to I 0 in the occlusion. This energy requires that the regions are chosen so that all scales of the images between 0 and T match. The motion ambiguity function m indicates whether the motion at a pixel is reliable for segmentation (1 in a textureless or occluded region and 0 otherwise). In case the motion is ambiguous, local color histograms p Ri within regions are used for grouping. As is typical in optical flow [45] , we set the occlusion to be a threshold of the residual:
The optimization involves iterative alternating updates of the warps and the regions. To update warps, we use the method of warp estimation in [55] . To update the regions, we use the results of the previous section and use the exponential weight with negative exponent, for computational efficiency. This yields the gradient of the i th data terms in (13) approximately as
where U is the solution of (11) using T = 2α and right hand side u 0,i . The gradient descent of E mseg is then given by Algorithm 1, choosing G i to be the component of (15) multiplying N i . We apply our method frame-by-frame. Then we propagate the result to the next frame via the computed warp to warm-start the segmentation in the next frame.
Experiments

Texture Segmentation Datasets and Methods Compared:
We first test our method on texture segmentation, a task where multiscale information is important. We test on two datasets used in [23] . The Brodatz Synthetic Dataset has 198 images generated from textures in Brodatz and random shapes from MPEG dataset. The second is the Real-World Texture Dataset, which consists of 256 textured images obtained from photographs of real-world scenes. We use RGB color channels and binned oriented gradients at four angles, as the features for segmentation. Since the contribution in this paper is the use of shape-tailored scale spaces at a continuum of scales, we compare to [23] (STLD), which uses scale space but only considers a discrete number of scales. For reference, we include other segmentation methods. We use the abbreviations ExpPos, Uniform, and ExpNeg for the positive exponent exponential, uniform, and negative exponent exponential weights in our method. The methods are all initialized with a standard box tessellation.
Results on Brodatz: First, we compare on Brodatz with different weighting schemes introduced in Section 3.2 for continuum scale spaces against STLD. To compare weightings and not the quality of various approximations, we use (9) to compute the gradient. Images are 128 × 128 and we choose α = T = 10 (corresponding to the max scale used in STLD) for all weightings. Results are displayed in Table 1. All weightings give similar results, and all are significantly more accurate than STLD. This indicates that using Table 1 , for α = 20, show that the accuracy of the continuum scale space is greater than discrete scales (STLD). Sample representative visual results are shown in Figure 5 .
Next, we test our approach with different choices of α using the ExpNeg weighting. We also compare against STLD in terms of speed and accuracy. Results are shown in Table 2 . Results of STLD show that more than one scale is necessary, and faster speed by using fewer scales leads to degradation of the segmentation. Second, results of ExpNeg show that the results are stable across different parameter choices for α. Finally, a speed comparison is performed between ExpNeg and STLD. Note that each scale that is used in STLD requires the solution of a PDE, whereas our approach of ExpNeg requires only a single PDE. This makes our continuum scale space approach computationally less expensive, as confirmed in Table 2 . Our approach also requires only a single parameter in contrast to STLD that requires choosing a list of scales.
Motion Segmentation
Datasets: We test our method on the Freiburg-Berkeley Motion Segmentation (FBMS-59) [37] have multiple objects.
Comparison: To demonstrate the advantage of our continuum space energy over a corresponding single scale energy, we compare to [55] . Our approach replaces the single scale motion term there with the energy (13) . Further, additional regularization used in [55] is not used, as the Figure 6 . Sample visual results on representative sequences for the FBMS-59 dataset (segmented objects in purple and red). The change of energy to integrate over all scales (our approach) is generally less sensitive to clutter than using an energy that contains only one scale (non-SS).
scale-space provides inherent regularization. Since we test on benchmarks, we also compare to other state-of-the-art approaches, although our main purpose is to show the improvements that occur by merely using our continuum scale space energy.
Initialization:
We initialize each with a segmentation of optical flow from [45] between frame 1 and 20.
Parameters: Our method with ExpNeg weighting requires one parameter α in (12) . We choose it to be α = 20 by selecting it based on a few sequences from the training set. Other parameters e.g., histogram sizes are chosen based on [55] .
Results on FBMS-59: Figure 6 shows some representative visual results of our method and the single scale approach. Table 3 shows quantitative results of the two approaches, as well as other state-of-the-art methods. Visual results show our approach generally avoids distracting clutter and thus prevents leakages in comparison to the single scale approach. In many cases, it also captures more of the object. Quantitative results show that we improve the Fmeasure of [55] by about 2% on both training and test sets, and that we increase the number of objects detected. We also have highest F-measure of all competing methods.
Computational cost: The additional processing cost required for our scale space is small compared with the overall cost of [55] . Our approach adds about 5 secs per frame (one core) to the total time on average of about 30 secs per frame by [55] on a 12-core processor.
Conclusion
We have presented a general energy that reformulates conventional data terms in segmentation problems. This novel energy incorporates a shape-tailored continuum scale space. It exhibits two important properties: scales spaces are defined within regions, so that structures in different segments are not blurred across boundaries nor displaced, and a coarse-to-fine property. The latter favors that the coarse structure of the desired segmentation is obtained while finer structure becomes successively obtained, without having to rely on heuristics. Our shape-tailored continuum scale spaces have two main advantages over shapetailored discrete scale spaces: they have a coarse-to-fine property, ignoring distracting fine-scale structure leading to more accurate solutions, and they have a speed advantage. We have shown application to both texture and motion segmentation. Experiments on two benchmark datasets in texture segmentation have shown the importance of shapetailored continuum scale spaces with respect to existing state-of-the-art. Experiments on a motion segmentation benchmark have shown the importance of multiscale information in motion segmentation: a mere integration of the common motion residual over scale improves results, leading to a state-of-the-art method.
