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Abstract
When a function f(x) is singular at a point xs on the real axis, its Fourier series,
when truncated at theN-th term, gives a pointwise error of onlyO(1/N) over the en-
tire real axis. Such singularities spontaneously arise as “fronts” in meteorology and
oceanography and “shocks” in other branches of fluid mechanics. It has been pre-
viously shown that it is possible to recover an exponential rate of convegence at all
points away from the singularity in the sense that |f(x)−fσN (x)| ∼ O(exp(−q(x)N))
where fσN (x) is the result of applying a filter or summability method to the partial
sum fN(x) and q(x) is a proportionality constant that is a function of d(x) ≡
|x − xs|, the distance from x to the singularity. Here we give an elementary proof
of great generality using conformal mapping in a dummy variable z; this is equiva-
lent to applying the Euler acceleration. We show that q(x) ≈ log(cos(d(x)/2)) for
the Euler filter when the Fourier period is 2π . More sophisticated filters can in-
crease q(x), but the Euler filter is simplest. We can also correct recently published
claims that only a root-exponential rate of convergence can be recovered for filters
of compact support such as the Euler acceleration and the Erfc-Log filter.
1 Introduction
Suppose that f(x) is a function with a Fourier series which converges poorly because
of a singularity at single point xx ∈ [−π,π]:
f(x) =
∞∑
n=−∞
cn exp(inx) (1)
∗
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(We shall assume that the coefficients cn are all bounded by a constant C .) “Converges
poorly” means either a “subgeometric” or “algebraic” rate of convergence in the lan-
guage of [8]: it must be impossible to find a bound of the form
|cn| ≤ constant exp(−q|n|) (2)
for any finite real q > 0; if such a bound is possible, then Theorem 2 below shows that
f(x) must be singularity-free everywhere within the strip (x) < q, which contradicts
the assumption that there is a singularity on the real axis.
For example, if f(x) has a jump singularity at x = xs , then the cn decay only a
O(1/|n|). The N-th partial sum
fN(x) =
N∑
n=−N
cn exp(inx) (3)
yields an approximating only f(x) of only O(1/N) over the entire real axis — worse
in the Gibbs boundary layers of thickness O(1/N) around the discontinuity (and its
copies at x = xs + 2mπ for all integer m) where the error is O(1) [38].
It has been known for several decades that the rate of convergence of convergence
of a slowly converging Fourier series can be greatly improved by applying a linear filter.
Definition 1 (Linear Sum Acceleration Filter) A linear sum acceleration filter approxi-
mates f(x), the limit of the partial sums as N →∞, by the filtered partial sum
fσN ≡
N∑
n=−N
σ(j/N)cn exp(inx) (4)
where σ(θ) is symmetric with respect to θ = 0, that is, σ(−θ) = σ(θ) for all θ. In plain
language, a filter multiplies each coefficient of the spectral series by a numerical weight
factor, σ(j/N).
Definition 2 (Filter Order) A filter is said to be order p if, for any function f(x) which
is periodic and analytic for all real x (and therefore does not need acceleration),
|f(x)− fσN (x)| ≤
constant
Np
(5)
Majda, McDonough and Osher [46] showed in 1978 that is possible to recover spec-
tral or near-spectral accuracy by using an filter which is an exponential. However, their
filter does not precisely satisfy the order conditions defined by later authors.
Eight years later, Boyd and Moore [13] showed that the Euler acceleration could
recover exponential accuracy for the closely related problem of slowly-converging Her-
mite series.
In 1991, Vandeven [66] defined a filter to be of order p as above. He gave necessary
and sufficient conditions for a filter to be of order p. In his Theorem 3, he proved that
for a jump discontinuity in f(x)
|f(x)− fσN (x)| ≤
constant
d(x)p−1Np−1
||u||p (6)
where d(x) is the distance from x to the nearest singularity on the real x-axis. In his
Theorem 4, he proved that recovery of an exponential rate of convergence is possible.
However, the rate of convergence is subgeometric in the sense that the bound is pro-
portional to exp(constantNr for some r < 1 [8]. On a fixed subinterval, |x| ≥ 1 with the
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singularity at the origin, he proved that his filter could recover an error no worse than
Nβ exp(N1/4
{
log(C)− 1/2 log (N)}) where β > 0 and C are positive constants indepen-
dent of N . (He also proved slower rates of convergence for subintervals that converge
towards the singularity, but we shall not repeat them here.)
Four years later, Boyd applied the Euler sum acceleration [5] to the piecewise linear
or “sawtooth” function. For conformity with the convention used here of a singularity
at the origin, we shall replace his sawtooth function by the “shifted sawtooth” defined
by Sws(x) = Sw(x +π):
Sws(x) ≡
{
x −π x ∈ [0,2π]
Sws(x + 2πm) otherwise,m = integer (7)
which has the very slowly converging Fourier series
Sws(x) ≡ −2
∞∑
n=1
1
n
sin(nx) ∀ x (8)
This is the prototype for function with discontinuities, which aerodynamicists call
“shocks” and meteorologists call “fronts”. He proved that for this example, the error at
fixed x of the Euler-accelerated series is proportional to exp(− log(cos(x/2))N). prop-
erty, it follows that In [6], he developed an improved acceleration dubbed the “Erfclog”
filter which is justified by a combination of an asymptotic approximation to Vandeven’s
filter with the “lagged-Euler” improvement of his earlier article [5].
Tadmor and Tanner [58, 59] using a different line of argument proved that with their
filter, which they dubbed simply the “adaptive” filter, it was possible to obain what they
called “root-exponential” convergence, that is, an error proportional to the exponential
of
√
N . This subgeometric rate of convergence is asymptotically inferior to the Euler
acceleration, which is an exponential linear in N [5, 6].
Tanner [60] introduced a new filter which he dubs the Hermite Distributed Ap-
proximating Function (HDAF) and proved that it recovers an accuracy proportional to
exp(−q(x)N). In his numerical experiments, this was a little better than the Erfclog
filter of Boyd [6]; both were greatly superior to the adaptive filter of Tadmor and Tanner
[58, 59].
He remarks that “Other examples of noncompactly supported filters include are the
adaptive Erfc and Erfc-log filters”. This is a little confusing because the Erfclog filter
function σErfclog(θ) is identically zero for all |θ| > 1 and therefore is of compact sup-
port in Fourier space. However, Tanner applies the convolution theorem to express
filtering as a convolution integral in x rather than a simple product of Fourier terms.
The kernel of the convolution integral is the “mollifier”, which is just the Fourier trans-
form of the filter function σ . The mollifier (Fourier transform) of the Erfclog filter is
not of compact support, so his assertion is not contradicted by the exponential conver-
gence of the Erfclog filter [6] if “compact support” is restricted to “compact support of
the mollifier”.
Both Tanner’s HDAF filter and the Erfclog filter of Boyd [6] contain an order parame-
ter p, and both are best applied with spatially varying order. Although the proportion-
alities are different, for both the rate of convergence is best when the order p is large
in smooth areas and decreases to zero at the point where f(x) is singular.
The Euler acceleration is non-adaptive in the sense that the same filter weights are
applied for small x. Although the proportionality factor q(x) in error bound propor-
tional to exp(−q(x)N) is not as large as for the adaptive HDAF and Erfclog methods, it
is nevertheless true that the Euler acceleration gives an exponential (geometric) rate of
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Table 1: List of Symbols
Symbol Name Comments
S target sum
SAbel(z) Abel extension
Sws shifted sawtooth function Sws = x −π,x ∈ [0,2π]
z z = 1 gives the original sum
ζ transformed coordinate ζ = 1 gives the original sum
µ asymptotic rate of convergence S − SN ∝ exp(−Nµ)
ρ convergence factor equals the radius of convergence of ζ power series;
also ρ = exp(µ)
convergence. It also permits a theoretical analysis which requires only undergraduate
mathematics.
Recovery of spectral accuracy in the presence of shocks and other singularities has
become a “big business”. A partial list of other efforts to accelerate Fourier series
include [31, 9, 32, 30, 29, 28, 27, 24, 25, 23, 22, 21, 20, 17, 36, 19, 40, 39, 41, 42, 43, 44,
51, 45, 2, 3, 47, 48, 61, 54, 52, 70, 71, 57, 67, 68, 11, 10] It therefore seems worthwhile
to give a simple proof that this “spectral recovery” is founded on stone instead of sand.
2 Inflating a Summation to a Power Series in a Dummy Vari-
able z Followed by Conformal Mapping
A common procedure for accelerating a slowly convergent series is the following three-
step procedure:
1. Inflate the series to a function of a dummy variable z by multiplying the n-th term
of the series zn
2. Apply a conformal mapping by replacing by a new ζ where
z = Z(ζ) (9)
with the mapping chosen to be an analytic function such that, among other prop-
erties, (i) Z(1) = 1 and (ii) Z(z)∝ ζ for small ζ.
3. Expand the N-th partial sum of the inflated series as a power series in ζ; because
of the requirement that z ∝ ζ+O(ζ2) for small ζ, the firstN terms in the ζ series
are completely determined by only the first N terms in the original series.
The accelerated approximation is then just the partial sum of the ζ series evaluated at
ζ = z = 1.
Reviews are given by [50, 55, 33]. Scraton [56] and Bruno and Reitich [16] give further
improvements.
The inflated series is dubbed the “Abel extension” of the sum S in [13]. Since Niels
Henrik Abel died in 1829, the counter-intuitive idea of simplifying a problem by making
it more complicated by converting the sum into a power series has a long history!
A concrete example is
Slog2 ≡ log(2) =
∞∑
n=1
(−1)n+1/n (10)
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The inflated series or “Abel Extension” is
Slog2,Abel(z) = log(1+ z) =
∞∑
n=1
(−1)n+1
n
zn (11)
The Abel extension is logarithmically singular at z = −1. Consequently, its power series
in z has a unit radius of convergence. At z = 1, the point corresponding to the original
series for log(2), the power series converges very slowly because this point is right on
the boundary of the disk of convergence. And yet the inflated function Slog2,Abel(z) is
not singular at z = 1, the only value of z that we really care about, but only at z = −1.
If the conformally-mapped function Slog2,Abel(z(ζ)) is expanded as a power series in
ζ, the domain of convergence will again be a disk, but this time in the ζ-plane. However,
this ζ-disk maps back to a region of different shape in the z-plane. If we choose the
conformal map m(ζ) wisely so that z = 1 now lies within the region of convergence,
then the power series in ζ will converge geometrically at z = 1 (to the original uniflated
sum) in the sense that error will decrease as exp(−qN) for some constant q > 0.
“Conformal” is an adjective that means, in the narrowest sense, “angle-preserving”.
We do not actually use the angle-preserving property here. Rather, we merely wish to
choose the mapping function m(z) to be an analytic function so that the power series
in ζ has a large a radius of convergence as possible. This analyticity automatically
implies that the mapping is conformal. It would perhaps be more logical to refer to
this as the “analytic mapping acceleration”, but the terminology “conformal mapping
acceleration” has become standard.
One choice is to pick a simple rational transformation that maps the singular point,
ζ = −1, to ζ = ∞.
z = ζ
2− ζ ↔ ζ =
2z
1+ z (12)
A rational map which is linear in both the numerator and denominator polynomials is
also known as a “Mo¨bius transformation”. It has the important property that all Mo¨bius
transformations map circles to circles. Although we shall not demonstrate it, it can be
shown that this mapping generates the same accelerated series as applying the filter
weights devised by Leonard Euler in the eighteenth century [13].
The circles of constant ζ are “equiconvergence contours” in the sense that the n-th
term of the ζ power series will decay proportional to (|ζ|/ρ)n where ρ is the radius
of convergence of the power series in the complex ζ-plane. The following classical
theorem, found in most calculus texts, provides a more precise description.
Theorem 1 (Convergence of a power series) Suppose that the disk |ζ| < ρ is the largest
disk centered on the origin in the complex ζ-plane which is free of singularities of an an-
alytic function S(ζ). Then the power series of S(ζ) converges everywhere within the
disk and thus ρ is the radius of convergence of the series. Let SN(ζ) denote the partial
sum of the power series up to and including the N-th term. Then
|S(ζ)− SN(ζ)| ≤ constant exp(−N log(ρ − )) (13)
for all N with a proportionality constant independent of N where  > 0 is a constant that
may be arbitrarily small.
Definition 3 (ASYMPTOTIC RATE OF GEOMETRIC CONVERGENCE ) If a series has ge-
ometric convergence, that is, if an expansion has an exponential index of convergence
r = 1 so that
an ∼ [ ]exp(−nµ) (14)
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Table 2: Summary of Euler Acceleration for the log(2) Series
This example is special in that it is possible to find a closed-form expression for the
Abel Extension in z and z(ζ) as given below; the method can be applied even if only a
finite number of terms of the original series are known.
Slog2 log(2)
∑∞
n=1
(−1)n+1
n
Slog2,Abel(z) log(1+ z) ∑∞n=1 (−1)
n+1
n z
n
Slog2,Abel(z(ζ)) − log(1− ζ/2) ∑∞n=1 (−1)
n+1
n
(
ζ
2− ζ
)n
−∑∞n=1 2n
(
1
2
)n
ζn
where an are the spectral coefficients, µ is a constant, and [ ] denotes unspecified factors
that vary more slowly with n than the exponential (such as nk for some k), then the
ASYMPTOTIC RATE OF GEOMETRIC CONVERGENCE is µ. Equivalently,
µ = lim
n→∞{− log | an | /n} (15)
This definition is meaningful only for geometrically converging series; it does not ap-
ply when the algebraic index of convergence is < ∞ nor when the exponential index of
convergence r < 1.
The function (z[ζ]) will be singular at ζ = 2, which is the image of z = ∞, if S˜(z)
is singular at z = ∞. This is usually the case. It follows that the usual situation is that
the ζ series converges only for |ζ| ≤ 2; as discussed in the next section, the radius
of convergence may be smaller if the Abel extension has singularities off the real z-
axis. However, log(1+ z) has singularities only at z = −1 and z = ∞; the transformed
function is singular only at ζ = 2 and ζ = ∞:
Slog2,Abel(z(ζ)) = − log(1− ζ/2) = −
∞∑
n=1
2
n
(
1
2
)n
ζn (16)
The convergence region is
|ζ| ≤ 2 ↔ (z) ≥ −1/2 (17)
That is, the ζ series converges everywhere in the half-plane to the right of the line
(z) = −1/2. At z = ζ = 1, the coefficients of the Eulerized series decrease as 1/2n,
multiplied by some slower-than-exponential function of n. Equivalently, the n-th term
decays proportionally to exp(− log(2)|n|).
Although we shall not derive this well-known result here, the result of evaluating
the ζ series at ζ = 1 is equivalent to replacing the N-th partial sum of the original
series SN =
∑∞
n=0an by
SEulerN =
∞∑
n=0
an σE(n/(N + 1)) (18)
σE(0) = 1 (19)
σE
(
j
M + 1
)
=
M∑
k=j
µMk, j = 1,2, . . .M
σE(1) = 0
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where the “partial sum weights” are
µMk = M !2M
1
k!(M − k)! (20)
This strategy is very general and can be applied to series that contain a parameter as
we shall do in the next section. Pearce [55] reviews many different conformal mappings
that have been used in practice. Steven Weinberg, who won the Nobel Prize in physics
for his contributions to the unification of the weak interactions with electrodynamics,
used the mapping
z = 4ζr(g)
g(r(g)− ζ)2 (21)
where g is a parameter and r(g) is such that z(1) = 1; this mapping was a little better
than the Euler map (which he calls a “Mo¨bius transformation”) for his problem for which
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Figure 1: The Euler conformal map, a special case of the Mo¨bius transformation, maps
circles to circles. Each of the circular contours is the image of the circle of constant
|ζ| in the ζ-plane whose magnitude labels that contour. The radius of convergence
ρ of the power series in ζ is the label of the largest of the contours shown which is
singularity-free in the z-plane
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Table 3: Selected Applications of Euler Acceleration
Application Discipline Reference
Blasius Flow Fluid Mechanics Boyd [7]
Stokes’ Drag, Pair of Spheres Hydrodynamics Frost & Harper [26]
Oseen Drag: Flow Past a Sphere Hydrodynamics Hunter & Lee [37]
Van Dyke [62]
Flow Between Rotating Disks Hydrodynamics Hoffman [35]
Van Dyke [63]
Skin Friction, Parabolic Cylinder Aerodynamics Van Dyke [64, 65]
Frost & Harper [26]
Standoff Distance, Aerodynamics Van Dyke [64, 65]
Blunt Body Shock
Sawtooth Shock Aerodynamics Boyd [5]
Yoshida Jet Oceanography Boyd & Moore [49, 13]
Sinc Pseudospectral Numerical Analysis Boyd [4]
Differentiation
Hyperasymptotic Improvement Numerical Analysis Olver [53] pp. 536-544
of the Asymptotic Series
for the Stieltjes Function
Oscillatory Integrand Numerical Analyis Abramowitz & Stegun
[1] pg. 22
Born scattering series physics Weinberg [69]
it is known that all the singularities of the Abel extension lie on the negative real z-axis
[69].
For the log(2) series, the only singularities are at z = −1 and z = ∞. Instead of
mapping the finite singularity to infinity and thereby mapping z = ∞ to ζ = 2 in the
process, a better compromise is to map both singularities to |ζ| = 3 by
z = 2ζ
3− ζ ↔ ζ =
3z
2+ z (22)
The terms of the ζ power series now decay in proportional to (1/3)n instead of (1/2)n.
Other variants of the Mo¨bius transformation are useful in special situations. If
a power series in z is a function of z2 with convergence limited by singularities on
the imaginary z-axis, the mapping z =
√
ζ
2−ζ , equivalent to ζ = 2z2/(1 + z2), yields
a power series in ζ that will converge for all real z. Similarly, Boyd exploited a C3
rotational symmetry in the complex z-plane for the Blasius function through the map
z = (ζ/(2 − ζ))1/3 which successfully extended Blasius’ power series of 1908 into an
expansion converging on the entire semi-infinite physical domain [7].
Rather than attempt to exhaustively review all the possibilities, we refer the reader
to Pearce’s review [55] and to the table of applications, Table 3.
The crucial point, though, is that because z is linearly proportional to ζ for small
|ζ|, the first N terms of the Eulerized series are completely determined by the first N
terms of the original series in z. Thus, it is completely unnecessary to know the general
term in the series; numerical computation of N terms is sufficient.
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3 Accelerating a Fourier Series
The goal is to improve the rate of convergence of
f(x) =
∞∑
n=−∞
cn exp(inx) (23)
One important complication compared to the previous section is that the sum (43)
depends on the parameterx. We will find that the rate of convergence of the accelerated
series varies strongly with x.
Definition 4 (Pointwise and Global Accelerators) A pointwise accelerator for a Fourier
(or other spectral series is one that treats each point in x independently of the behavior
of the sum at other x. A global accelerator uses information from all x to reconstruct
the sum at each x.
Proposition 1 (Failure of Pointwise Recombination Accelerators) All pointwise accel-
eration schemes, whether linear or nonlinear, are bound to fail sufficiently close to a
jump discontinuity.
We shall not offer a formal proof, but only an instructive example. The piecewise-
linear or “sawtooth” function defined by () above is discontinuous at x = 0. However,
its Fourier series is a sine series. The value of Sw() for  << 1 is approximately −π ,
but all the terms in the sine series are individually zero. There is no way to combine
zero terms to manufacture something nonzero.
Thus, the best solution to extract an accurate approximation near the discontinu-
ity is “Gibbs Reprojection”, which is to expand the Fourier series in a different basis
of polynomials or radial basis functions. Gibbs Reprojection is a global acceleration
method in the sense that information from the entire x interval is used to reconstruct
the function f(x) at a given x [34].
Nevertheless, the Euler method is successful everywhere except in the immediate
vicinity of the discontinuity. For conformity with our convection here, we shall shift
the sawtooth function defined in [8, 5]For example, the Abel extension of the sawtooth
function is [5]
SSws,Abel(x, z) ≡
{
x −π + 2arctan
(
1−z
1+z cot(x/2)
)
x ∈ [0,2π]
SSws,Abel(x + 2πm) otherwise,m = integer (24)
The inflated sawtooth function is singular in the z-plane for a given x at
zs = ±exp(±ix) (25)
(Note that an overall minus sign was omitted in (2.5) of [5].) Boyd showed that, applying
the Moebius conformal map, the series through theN-th term has an error proportional
to
Sws(x)− f sN(x) ∼ O
(
cosN
(
d(x)
2
)
/N
)
(26)
where d(x) is the distance from x to the nearest singularity of the sawtooth function.
(Here, d(x) = |x|.)
However, the sawtooth function is not completely satisfactory because (i) other types
of singularities besides discontinuities may arise and (ii) most functions have additional
singularities off the real axis. In the next section, we shall analyze this general case.
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4 Functions with Singularities in the Complex Plane
(As noted earlier, we assume that the coefficients cn are bounded by a constant C .)
There is no loss of generality in assuming that the spatial period is 2π since a general
period P in a variable y may be reduced to (43) by the trivial dilation x = (2π/P)y .
The most significant restriction we shall impose is that the Fourier series is slowly
converging because of a single singularity on x ∈ [−π,π]. (We shall discuss multiple
singularities later.) We shall not impose any restrictions on the type of singularity.)
We shall not exclude the possibility that f(x) has singularities off the real axis at
x = xk,k = 1,2, . . . ,ns where ns is any integer between zero and infinity and |(xk)|
is nonzero for all k.
Without loss of generality, we shall assume that the singularity on the real axis
between x = −π and x = π is located at x = 0. A singularity at a point w = x0 in a
coordinate w can be translated into our standard form by defining x =w −xs .
To inflate f(x) to a power series in z, it is helpful to write
f(x) = f1(x)+ f2(x) (27)
where
f1(x) =
∞∑
n=0
cn exp(inx) (28)
f2(x) =
∞∑
n=1
c−n exp(−inx) (29)
Then the Abel extension is
fAbel(x) = f i1(x)+ f i2(x) (30)
f i1(x, z) =
∞∑
n=0
cn zn exp(inx) (31)
f i2(x, z) =
∞∑
n=1
c−n zn exp(−inx) (32)
As in the previous section, we will apply the Euler acceleration to map z to a new
coordinate z by a Mo¨bius transformation and sum the first N terms of the power series
in ζ for some user-chosen N at z = ζ = 1 to recover f(x). To determine the x-
dependent rate of convergence, we first need several theorems and definitions.
Definition 5 (Gevrey Space) A function f(x) is in the periodic Gevrey spaceGq,m(−π,π)
if
||f ||2Gq,m(−π,π) ≡
∞∑
n=−∞
exp(2q(1+ |n|))
(
1+ |n|2m
)
|cn|2 <∞ (33)
where the cn are the Fourier coefficients of f(x).
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Our assumption that f(x) is singular at x = 0 is equivalent to assuming that f(x)
does not belong to any Gevrey space. However, in the proofs below, we shall consider
some functions that hypothetically do belong to Gevrey spaces.
Theorem 2 If the Fourier coefficients of the series
f(x) =
∞∑
n=−∞
cn exp(inx) (34)
satisfy a bound of the form
|cn| ≤ constant exp(−q|n|)n2m (35)
for some positive constant q and finite positive integer m, or equivalently belong to the
Gevrey space Gq,m(−π,π) then the sum of the Fourier series is spatially periodic,
f(x + 2π) = f(x) ∀x (36)
and is analytic everywhere within the strip
|(x)| < q (37)
Noted on pg. 271 of [18]
“Geometric convergence” means that the terms of a series can be bounded by those
of the geometric series 1/(1 −w) = ∑∞n=0wn for some w where in this instance w =
exp(−µ). For complex values of x, the Fourier series for f1(x) and f2(x) can exhibit
geometric convergence. The previous theorem then easily implies the following.
Theorem 3 The function f1(x) ≡
∑∞
n=0 cn exp(inx) has no singularities in the upper
half-plane (x) > 0 while f2(x) ≡
∑∞
n=1 c−n exp(−inx) is free of singularities in the
lower half-plane.
Proof. Let x = σ + iτ . Then
f1(σ + iτ) =
∞∑
n=0
cn exp(−nτ) exp(inσ) (38)
When τ = (x) > 0, the series converges geometricallly. Theorem 2 then implies that
f1(x) must be analytic for all σ . The same reasoning applied to f2 in the lower half-
plane where exp(−inx) = exp(−inσ)exp(nτ). QED
Theorem 4 (Location of Singularities in z) Suppose f(x) has a singularity at
xj = σj + iτj, j = 0,1,2, . . . (39)
Then fAbel(x, z) has singularities at, for real x,
τj < 0, |z| = exp(|τj|), θj(x) = σj −x
τj > 0, |z| = exp(τj), θj(x) = x −σj
τ0 = 0, |z| = 1, θ(x) = ±x (40)
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Proof. With
x = σ + iτ, z = r exp(iθ) (41)
f i1(x, z) =
∞∑
n=0
cn exp(n[log(r)− τ]) exp(in[θ +σ]) (42)
f i2(x, z) =
∞∑
n=1
c−n exp(n[log(r)+ τ]) exp(−in[θ −σ]) (43)
Thus, f i1(x, z) does not depend on r and τ separately, but only on the combination
log(r)+ τ . Likewise, f i1(x, z) does not depend on θ and σ separately, but only on the
combination θ+σ . Similar remarks apply, except for a sign difference in the combina-
tions, to f i2(x, z).
It follows that if f1(x) = f i1(x, z = 1) has a singularity at x = σ + iτ where, as
already proved, τj ≤ 0, then
log(rj(τ)) = τ − τj & θj(σ) = σj −σ (44)
In particular, when x is real and therefore x = σ , these become
|zj| = exp(|τj|), θj(x) = x −σj∀ realx, τj ≤ 0 (45)
Applying the same reasoning to f i2 proves the rest of the theorem. QED
Note that by assumption, there is only a single real singularity, that at x = 0; we
will assign index 0 to this singularity. Note further that this singularity is usually
the sum of singularities in f1(x) and f2(x), and thus the image of lone singularity at
x = 0 is usually a pair of singularities on the unit circle in z; the exceptions are when
x = 0,±π,±2π, . . . where the singularities coincide in location in z.
If f(x) is real for real x, which is unnecessary for our theory but is usually true in
applications, then singularities off the real axis occur in complex conjugate pairs. Each
pair generates a pair of singularities of f(x,z) that orbit the circle |z| = exp(|(xj)|) in
opposite directions. The singularity at x = 0 similarly generates a pair of singularities
on the unit circle at z = exp(±ix) in the complex z-plane.
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Figure 2: Schematic showing singularities of f(x) on the left. For each real x, the Abel
extension f(x,z) has corresponding singularities in the z-plane; a typical case for the
arbitrarily chosen x = (3/8)π is shown on the right. The singularity on the real axis
is marked with a square; the singularity off the real axis and its images are disks. The
unit circle in the z-plane is shown as the dotted circle on the right.
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Now that we know where the singularities of f(x) translate into singularities of
the Abel extension f(x,z) in the z-plane when x, the argument of the bivariate exten-
sion, is real, we can address the question: where does the conformal map move these
singularities in the ζ-plane?
Theorem 5 If f(z) has a singularity at z = rj exp(iθj), then f(z(ζ)) aas a singularity
at ζj where
|ζj| =
2rj√
1+ r 2j + 2rj cos(θj)
(46)
If the corresponding singularity of f(x) is at x = σj + iτj , then
|ζj(x)| =
2 exp(|τj|)√
1+ exp(2|τj|)+ 2 exp(|τj|) cos(x −σj)
(47)
Proof: Let z denotes the complex conjugate of z. Recall that ζ = 2z/(1+ z). Then
multiplying both sides by ζ to obtain
|ζ|2 = 4|z|
2
1+ z + z + |z|2 (48)
Substituting z = rj exp(iθj) and simplifying z + z to 2 cos(arg(z)) gives the theorem.
QED
Thus, the magnitude of a singularity in ζ varies with the parameter x. However,
some obvious remarks are possible. Because |ζj(x)| depends only on x through its
denominator, it follows that the smallest value of |ζj(x)| occurs when the denominator
is a maximum, which happens when the argument of the cosine is zero:
min
x∈[−π,π]
|ζj(x)| =
2 exp(|τj|)
1+ exp(|τj|) (49)
Theorem 6 Let f(x) be a 2π -periodic analytic function which is singular only at x = 0
and xj = σj + iτj . Let fσN (x;N) denote its Euler-accelerated partial sum:
fσN ≡
N∑
n=−N
µNn cn exp(inx) (50)
where µNn denotes the weights of the Euler acceleration. Then
|f(x)− fσN (x)| ≤ p(x)exp(−q(x)N) (51)
where
exp(q(x)) = ρ(x) =
{
min(2, |ζ1(x)|, |ζ2(x)|, . . . ), |x| ≥ (2/3)π
min(|ζ0(x)|, |ζ1(x)|, . . . ), |x| < (2/3)π (52)
where
|ζj| =
2rj√
1+ r 2j + 2rj cos(θj)
(53)
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and the image of the singularity at x = 0 is
|ζ0(x)| = 1cos(x/2) (54)
Furthermore, if the singularity on the real axis is no stronger than a Dirac delta-
function, the error proportionality factor p(x) may be bounded by a constant divided
by 1/|x|:
|p(x)| ≤ C/|x| (55)
Proof: The singularity at ζ = 2 comes from the “metric” singularity in the map itself
z = ζ/(2−ζ). The magnitude of the location in ζ of the other singularities is given by
Theorem 5. The bound on the error in the Eulerized partial sum follows form applying
the power series rate of convergence Theorem 1. Note the error estimatescomes entirely
from the analysis of the power series in ζ; this is applied to eah value of x separately
with x reduced to merely a parameter.
To prove that the constant C in the error bound (55) is independent of x, it is helpful
to examine a particular case which bounds all likely cases of interest. The periodized
Dirac delta function is
δ(x) =
∞∑
n=−∞
exp(inx) (56)
Its Abel Extension is
δAbel(x;z) =
∞∑
n=−∞
zn exp(inx) (57)
= λ(x;z,0) (58)
= (1− z
2)
(1+ z2)− 2 z cos(x) (59)
= 1
1− exp(ix)z +
1
1− exp(−ix)z − 1 (60)
where the last line follows by applying the geometric series to both fractions, and com-
paring the result with the first line. The conformal mapping z = ζ/(2− ζ) yields
δAbel(x;ζ) = 1− ζ/2
1− (1+ exp(ix))ζ/2 +
1− ζ/2
1− (1+ exp(−ix))ζ/2 − 1 (61)
It is clear that the fractions may be again be expanded in geometric series:
δAbel(x;ζ) = (1− ζ/2)



∞∑
n=0
((1+ exp(ix))n + (1+ exp(−ix))n) ζ
n
2n


− 1 (62)
The error in truncating after the N-th term aat ζ = 1 is
|δ(x)− δσN(x)| =
(
1+ exp(ix)
2
)N+1 1
1− (1+ exp(ix))/2
+
(
1+ exp(−ix)
2
)N+1 1
1− (1+ exp(−ix))/2 (63)
It follows from this that proportionality constant p(x) can be become unbounded as
|x| → 0, but no faster than 1/|x| as follows from Taylor expanding the denominators
in (63). It is straightforward to extend this reasoning to other species of singularities
at x = 0. QED
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5 Interpretation
If f(x), like the shifted sawtooth function, has singularities only at x = 0, or only has
singularities at the origin and at locations far from the real x axis, then only ζ0(x), the
image of the singularity at x = 0 and the metric singularity at ζ = 2 are significant.
Nothing that
|ζ0(x)| =
√
2√
1+ cos(x) =
1
cos(x/2)
(64)
it follows that for the sawtooth function and others in the same class of no other
singularities near the real axis,
ρ(x) = min
(
2, 1
cos(x/2)
)
(65)
≈ 1+ 1
8
x2, |x| << 1 (66)
which is graphed in Fig. 3. The terms in filtered Fourier series of degree N converge
like (1/ρ(x)N); when |x| > π/2, the metric sinugularity dominates and each additional
term reduces the error by a factor of two. Unfortunately, the rate of convergence be-
comes slower and slower as we approach the location of the singularity of f(x) on the
real axis at x = 0.
In applications, most functions are more complicated than the sawtooth function
in that they also have singularities off the real axis. A useful generalizatio is to add to
the sawtooth function the “Symmetric Imbricated Lorentzian” [8]
λ(x;p,φ) ≡ (1−p
2)
(1+p2)− 2 p cos(x −φ)
= 1 + 2
∞∑
n=1
pn cos(n [x −φ]) (67)
= 2 a
∞∑
m=−∞
1
(τ2 + (x − 2π m −φ)2) (68)
where τ ≡ − log(p) → p = exp( − τ ). The third form, which is known variously
as the “periodization” or “imbrication” of the rational function, shows explicitly that
λ(x,p,φ) is periodic and singularity-free on the real axis; when added to the shifted
sawtooth function, the only singularity on the real interval x ∈ [−π,π] is at x = 0.
However, the imbricate form shows explicitly that λ(x;p,φ) has first order poles at
x = i± a+ 2πm for any integer m. By varying the parameters p and φ, we can move
these conjugate poles to any location that we please. Although the off-axis singularities
in applications may be logarithms, square roots, higher order poles or something more
exotic, this function with first order poles is much more representative (and therefore
much more useful) than it might at first seem. The reason is that the convergence of
spectral series depends, as discussed in Chapter 2 of [8], depends exponetially on the
location of the singularities of the function defined by the series but only algebraically
(i. e., very slowly) on the type of singularity. (The mantra of real estate, “Location!
Location! Location!”, applies to power series and Fourier series even more.)
The Abel extension of λ is
λ(z(x);p,φ) ≡ (1−p
2z2)
(1+p2z2)− 2 pz cos(x −φ)
(69)
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The conformal mapping yields
λ(ζ(x);p,φ) ≡ (1−p
2ζ2/(2− ζ)2)
(1+p2ζ2/(2− ζ)2)− 2 p[ζ/(2− ζ)] cos(x −φ) (70)
The Euler acceleration has long been known to be a “regular” acceleration in the
sense that it can never stop a convergent series from converging, as shown by the anal-
ysis above. However, regular filters generally can slow the convergence of geometrically
convergent series. If a function has an off-axis singularity at (x) = τ , then the coef-
ficients of the unaccelerated series will be smaller than its predecessor by a factor of
exp(|τ|), which is equivalent to the radius of convergence of the Eulerized power series
in ζ. The rate of convergence of the Eulerized series varies with x as already noted,
but has a minimum at
ρmin =
2 exp(|τj|)
1+ exp(|τj|) ≈ 1+ |τ/2|, τ << 1 (71)
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Figure 3: Plot of the radius of convergence ρ(x) of the Euler-accelerated series for the
sawtooth function for real x.
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versus exp(|τ|) ≈ 1+|τ| in the same limit. Thus, we need roughly twice as many Fourier
terms (at the most unfavorable value of x) as for the unaccelerated series. Fig. 4 shows
the convergence factor ρ(x) for a typical case.
Off-axis singularities have the most pernicious effect on the rate of convergence
when they are as far as possible (in (x)) from the singularity on the real axis at
x = 0,±2π,±4π . . . . We therefore choose the phase factor φ so that there are poles on
the line (x) = π . As shown in Fig. 4, the Euler “acceleration” halves the convergence
factor in the vicinity of x = π if the off-axis singularities are only a short distance τ
from the real axis.
Fig. 5 shows how the radius of convergence ρ varies with and x and with τ , the
distance of the poles from the real axis.
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Radius of convergence for λ(x-π; p=exp(-1/5))
Eulerized
Figure 4: Plot of the radius of convergence ρ(x) of the Euler-accelerated series for the
function λ(x − π,p = exp(−1/5)), which is singularity-free on the real axis, but has
poles at x = ±i/5. Shading marks the subintervals in x where acceleration has slowed
the radius of convergence.
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Figure 5: Plot of the radius of convergence ρ(x) of the Euler-accelerated series for the
function f(x) = Sws(x)+ λ(x −π,p = exp(−τ)), which has poles at x = ±τ .
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6 Numerical Illustration of Geometric Convergence
Fig. 7 shows the errors for the Euler-accelerated Fourier series. On a log-linear plot,
a geometric rate of convergence appears as a straight line. The errors in the Fourier
series fluctuate with N , but the envelope displays the predicted rate of convergence
where the envelope is formally defined as follows.
Definition 6 (Envelope of the Spectral Coefficients)
The ENVELOPE of the spectral coefficients is defined to be that curve, of the form of the
leading asymptotic term in the logarithm of the absolute value of the spectral coefficients,
which bounds the coefficients from above as tightly as possible.
The graph features a dotted line which shows the predicted constant exp(−qN)/N
where q(x) = − log(cos(x/2)); this is a very good approximation to the envelope.
Fig. 6 is identical except that x is now only one-fifth as far from the jump discon-
tinuity. The slope is much smaller, but the same geometric rate of convergence is
evident.
7 Other Filters
We must point out that the Euler filter is not the optimum sum acceleration strategy,
but only the filter that allows the most elementary proof. Fig. 8 compares the Euler
filter (top) with two better filters: the Erfclog filter of Boyd [6] and the HDAF filter of
Tanner [60]. The Erfclog filter replaces the Euler weights by
σErfc−Log(θ;p) ≡ 12erfc



2p1/2 θ
√√√√− log(1− 4θ
2
)
4θ
2



, θ ≡ |θ| − 1
2
(72)
where for optimum results the “order” p is
p(x) = 1+N|x|/(2π) (73)
Similarly, using Tanner’s suggested optimum parameters of α = 1 and κ = 1/15,
σHDAF(θ) = exp(−N|x|θ2/2)
floor(N|x|/15)∑
j=0
(N|x|θ2/2))j/j! (74)
The guidelines show that all three display a geometric rate of convergence, even
though x is rather close to the jump discontinuity of the function f(x). However, the
Erfclog and HDAF filters are much superior to the Euler acceleration not only for the x
shown, but for all x. The HDAF filter is not as good as the Erfclog filter far from the
singularity, but since the rate of convergence is fast at such x, this is not as important
as the acceleration near the discontinuity.
8 Summary
Using only a rational conformal mapping (“Moebius transformation”) and the usual
theory for the convergence of a power series in the complex plane, we have rigourized
our earlier proof [5] by more careful bookeeping of singularities of f(x) off the real
20
axis. We show that the Euler series acceleration, though ancient, is able to recover
a geometric rate of convergence in the sense that the error in the series, truncated
after degree N , is proportional to exp(−q(x)N) where q(x) = − log(cos(x/2)) with
the singularity located at x = 0.
Unfortunately, the Euler acceleration and all local filters, even nonlinear, fail in the
neighborhood of the singularity. For the Euler filter, q(x) ≈ x2/8 for small x. A more
uniform strategy is to apply a nonlocal filter such as Gibbs reprojection, or to use a
filter only on a domain excluding the neighborhood of the singularity, and treat the
singularity region by a polynomial based strategy [14, 15].
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0 50 100 150 200
10-50
10-40
10-30
10-20
10-10
100
Truncation N
Error in Eulerized series for the sawtooth, x=(5/8) π
Numerical Error
Theoretical Error
Figure 6: The solid curve is the error of the Euler-accelerated series for the function
f(x) = Sws(x), evaluated in Maple using 60 digit precision, for x = (5/8)π . The
dotted line is the best fit to the envelope of the errors, 2 exp(−q(x)N)/N where q(x) =
− log(cos(x/2)).
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