Reliability is a crucial aspect of time synchronization for industrial wireless applications in wireless sensor networks. Existing time synchronization algorithms often provide good synchronization in laboratory environments; however, outdoor environments with associated radio interference influence the performance of time synchronization. In this paper, we propose a random time source protocol for industrial wireless applications in wireless sensor network synchronization. Each synchronized node randomly selects its time source for each period in order to prevent reliance on a fixed time source because this may lead to resynchronization once the source fails. We have implemented the algorithm on the SIA2420 platform using TINYOS, and the results show the reliability of our protocol.
INTRODUCTION
A typical wireless sensor network (WSN) consists of a large number of wirelessly connected sensor nodes that are capable of computation, communication, and sensing. Because it is one of the key technologies in WSNs, time synchronization plays an important role in node localization, data fusion, synchronized channel switching/hopping, and so forth.
Although sensor nodes are equipped with hardware clocks, these hardware clocks usually cannot be used directly because they may experience severe drifts. Although these hardware clocks can be calibrated before deployment, they may ultimately exhibit a degree of skew. In order to obtain an accurate common time, nodes must occasionally exchange messages and adjust their clock values.
Two major network time synchronization methods, the global positioning system (GPS) and the network time protocol (NTP), are widely used. Although the GPS method provides high precision with the assistance of GPSs [1] , it is often not available in certain situations, especially in either battlefield or industrial environments; in addition, GPS receivers are expensive. The NTP method is used within the Internet, and it provides highly precise network time synchronization via relatively complex computation and communication [2] . The GPS and NTP methods are not suitable for WSNs because sensor nodes are equipped with batteries that provide a limited energy supply. These sensors are small in size and inexpensive, and they may be deployed in harsh environments.
Several time synchronization protocols have been developed to address the special requirements for applications in WSNs. Some notable examples are the reference broadcast synchronization (RBS) algorithm [3] , timing-sync protocol for sensor networks (TPSN) [4] , the flooding time synchronization protocol (FTSP) [5] , simple time synchronization [6] , TSync [7] , and lightweight time synchronization (LTS) [8] . Some experiments on these protocols have achieved synchronization within a few microseconds; however, most of these experiments are implemented in laboratory environments with less radio interference. Most of the protocols employ node-to-node time synchronization in which all of the children of a parent node may be out of synchronization if this node fails, and thus, a process of refreshing topology or resynchronization may occur. As illustrated in Figure 1 , node 0 is the root of the whole network, and it acts as the reference time source for the other nodes. If node 1 is invalid, all of the nodes synchronized through node 1 (including nodes 3, 4, 5, and 6) will soon be out of synchronization. Figure 2 exhibits the synchronization state of a node in the network. This node has been placed in a location where electromagnetic interference and other radio devices exist on the same frequency band. We also manually opened or shut down some nodes in order to imitate node failure, which threatens time synchronization. As illustrated in Figure 2 , the node experiences 'in synchronization' and 'out of synchronization' alternatively, where 'out of synchronization' means that the system suffers a loss of data interaction and high energy consumption.
Reliability requires high precision, stability, and security. In this paper, reliability is defined as the stability of synchronization. Reliability is an important aspect of time synchronization in WSNs, particularly in industrial wireless applications. In a wireless network, link and node failures are inevitable for reasons such as radio interference and energy exhaustion. When nodes are out of synchronization, a series of methods can be used to resynchronize them, but typically, the time required to detect and to repair synchronization is long. The method in [4] needs four cycles to detect time source failures and then at least one more to be resynchronized. The method in [5] does not perfectly detect synchronization failures; it needs at least four cycles to perform resynchronization processes. It is possible to prolong time cycles to save energy, but this method leads to longer resynchronization times and may not be suitable for real-time systems.
In this paper, we propose a random time source protocol (RTSP) to decrease the probability of synchronization failure. The proposed algorithm was designed during a period of implementation and experiments in an industrial wireless project when our real system frequently encountered node failure. We implemented RTSP on the SIA2420 sensor nodes under the TINYOS (University of California at Berkeley, Berkeley CA, USA) operating system. The rest of this paper is organized as follows. Section 2 presents the related work of synchronization in WSNs. We the propose RTSP in Section 3. In Section 4, implementation in our testbed is introduced. In Section 5, the experiment results are presented. Finally, we conclude this paper in Section 6.
RELATED WORK
Clock synchronization has been studied in distributed systems and wired networks long before the advent of WSNs. GPS-based clock acquisition schemes exhibit some weaknesses; GPS is not ubiquitously available (e.g., underwater, indoors, under foliage) and requires a relatively high-power receiver that is not possible in small, inexpensive sensor nodes. Software-based approaches are thus motivated to achieve in-network time synchronization.
Classical clock synchronization algorithms rely on the ability to exchange messages at a high rate, although this may not be possible in WSNs. Traditional time synchronization algorithms like the NTP are not suitable for a wireless sensor environment because WSNs pose numerous challenges, including the following: limited energy and bandwidth, limited hardware capability, latency and unstable network conditions caused by mobility of sensors, dynamic topologies, and multi-hopping. The RBS [3] intended for pairwise and multi-domain clock synchronization seeks to reduce unpredictable latency by exploiting the broadcast nature of the wireless communication and by shortening the critical path. The paper in [9] extends RBS and applies probabilistic clock synchronization to guarantee an upper bound on accuracy. The paper [4] proposes a network-wide synchronization scheme called timing-sync protocol for sensor networks that uses medium access control (MAC)-layer time-stamping to reduce the non-deterministic message delay. The protocol achieves a global timescale by establishing a hierarchical structure and by having each sensor node synchronize with its root. The FTSP [5] extends the MAC-layer time-stamping to further eliminate the uncertainties in message transmission so that a single broadcast message is sufficient to synchronize the sender and the receiver. The paper in [10] proposes the time diffusion protocol that achieves a network-wide equilibrium time based on the diffusion of messages; thereby, it involves all of the nodes in the synchronization process. The paper in [11] proposes a fully localized diffusion-based method in order to achieve global time synchronization. More recently, the gradient time synchronization protocol (GTSP) [12] has provided accurately synchronized clocks between neighbor nodes. GTSP works in a completely decentralized fashion where every node periodically broadcasts its time information. The logical clock is calibrated from synchronization messages received from direct neighbors.
However, all of the above protocols may have problems with complex interferences, especially in industrial environments, both outdoor and indoor, that are typically subject to the following harsh environmental effects: high temperature variations, direct sun irradiation, humidity, mud, crushes, vibrations, and electromechanical forces [13] . These interferences lead to message loss, which is crucial to synchronization protocols that perform synchronization with message exchanges. To achieve reliability, several synchronization schemes [12, 14] have also been proposed. GTSP in [12] provides accurately synchronized clocks between neighboring nodes. GTSP works in a completely decentralized fashion in which each node periodically broadcasts its time information. The logical clocks are calibrated from synchronization messages that are received from direct neighbors. The paper in [14] presents an improved FTSP in industrial wireless networks; it avoids the transmission of time synchronization messages in order to decrease the total number of sent and received frames. For the improved FTSP, time synchronization frames are transmitted by either the root or by any synchronized node in the industrial wireless network in order to decrease the error rate caused by different environments.
In recent years, FTSP has been widely used because of its simple implementation and energy efficiency via oneway message exchanges, but FTSP introduces many errors when the number of hops from the root of the tree is larger. FTSP may also introduce errors due to the resynchronization necessitated by sync-message loss that is caused by link failure or radio interference in a single time source systems. Our proposed RTSP concentrates on achieving robustness to packet loss resulting from link failure, and it achieves reliable synchronization among neighbors as opposed to using a single time source. There are some other related work in synchronization [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and other problems .
RANDOM TIME SOURCE PROTOCOL
In this section, we describe our use of RTSP in WSN synchronization. The basic idea is to use a random source algorithm in order to decrease the probability of resynchronization rather than using a single time source.
In a clock synchronization algorithm, which should be completely distributed and reliable in overcoming link and node failures, it is impractical to synchronize the clock with a fixed node. Therefore, our clock synchronization algorithm adopts a random time source as well as a time source evaluation mechanism in order to decrease the effects of link or node failures. Potential time sources are derived through our neighbor table management that selects suitable time sources from all of its neighboring nodes.
Neighbor table management
Typically, network protocols maintain information concerning their neighbors in order to make informed decisions for routing, aggregation, and dissemination. Similarly, the synchronization model maintains information about the link quality of the potential time source. For example, MintRoute [50] in the TINYOS distribution combines link reliability information for its direct neighbors with path metrics (e.g., hop count or expected path cost) for routing to a root node.
Neighborhood management has three essential components: insertion, eviction, and reinforcement. For each incoming packet on which neighbor analysis is performed, the sources of insertion and reinforcement are considered.
If the source is present in the table, a reinforcement operation may be conducted to keep it there. If the source is not present and the table is full, the node must decide whether to discard information associated with the source or to evict another node from the table. We seek to develop a neighborhood management algorithm that keeps a sufficient number of good neighbors in the table regardless of cell density. Ultimately, the reliability criteria should reflect which nodes are most useful for synchronization. For example, we may want to discard nodes with lowquality links. A node may hear many neighbors with good or poor link qualities and may even change from time to time; however, a node should hear from the well-connected nodes more frequently. The management algorithm should prevent the table from being polluted by many low utility neighbors and should allow new valuable neighbors to enter.
After hearing from a non-resident source, we must determine whether to insert it. No historical information can be used because no table entry has been allocated. In some cases, it may be possible to use packet reception rate or signal strength information associated with the packet, but because the packet reception rate is required, we seek to obtain a simple statistical method. The insertion policy should avoid overrunning the neighbor table with a high rate of insertion so that a stable set of neighbors can be established. Probabilistic down-sampling is a preferred technique for controlling the insertion rate.
The insertion policy should reinforce the good neighbors in the table. At the insertion time, if the node is not in the In this algorithm, nodes in the network choose several potential nodes as time sources and then randomly select one for time synchronization during each synchronization time period. The following rules are applied:
Better link quality increases the probability of being chosen as the time source. If the node successfully receives time information from its recent time source, the parameters associated with link quality will be updated; if unsuccessful, the values of the parameters will be decreased. If the values of the parameters for a potential time source are lower than the threshold of link quality, the corresponding node will be deleted from the potential time source queue. If the node fails to synchronize with all of the potential time sources, a resynchronization process will be enacted.
Random time source selection
The time precision and the survival period of synchronization depend on the time source that a synchronized node selects, and, if a problem occurs for the time source, all children of this node will be out of synchronization. If deployed wireless devices are accompanied by other wireless equipment or are in industrial plants full of electronic interference, communication failures will be common.
One example of a choice for a time source is shown in Figure 3 , and the choice of a time source depends on the number of hops from the root. Node 1 and node 2 hear from the network root node 0, and they can only synchronize with node 0. Next, nodes within the radio radius of nodes 1 and 2 (e.g., nodes 4 and 7 in Figure 3 ) can use these two nodes as potential time sources. Similarly, node 5 can acquire three potential time sources, such as nodes 4, 6, and 7 in Figure 3 .
Random selection can reduce the probability of resynchronization due to link failures, and it can increase the consistency of synchronization. As illustrated in Figure 3 , if one of the parents of node 5 fails, it can remain synchronized with the other two nodes. Table I lists some of notations used in this paper.
Let n in a network denote a typical node that is synchronized to the network and acquires several potential time sources, and let M denote the number of potential time sources. The node is out of synchronization after m consecutive losses of synchronization packets. The duration of m consecutive losses of synchronization packets is called a test period. 
Let p
.n/ ij denote a binary function that returns 1 if node n successfully receives the synchronization packet in a synchronization cycle and otherwise returns 0, where i is the i th potential time source and j is the jth synchronization period. We have
If a neighbor of node n receives all of the synchronization packets for one potential source i , this neighbor is called a perfect source. If a neighbor of node n does not receive any of the synchronization packets for one potential source i , this neighbor is called a failed source. Those for others (which do not belong to the above two cases) are called unstable sources. We have 
We define a packet receiving matrix for node n within m periods of M potential time sources as follows:
: : : p .n/ 1m : : :
: : : : : :
In a traditional time synchronization algorithm, each node in the network has only one time source at a given time, and the selective matrix is defined as follows: The number of nodes with the hop number i ı i
The delay for each hop node to be synchronized
This indicates that, if the potential neighbor is selected as a time source, it will be kept as the chosen source during the test period. By multiplying the two matrices (3) and (4), we obtain the selection results of each potential source as follows: 2
If a failed source appears in node n's potential sources, one of the items in Equation (5) is 0. This indicates that, if node n selects this failed source, the synchronization will fail after the test period.
In the random time source algorithm, node n randomly selects one of the potential sources each period, and the selective matrix is defined as follows: 
where q .n/ j i acts as the selecting mode of source i in period j and is defined as follows:
We obtain the selection results of each potential source by multiplying the two matrices (3) and (6) 
In Equation (8), each line denotes the cumulative results of each source. If a single time source algorithm is used, one of the lines in Equation (8) denotes the selection result. This acts as a special example of the random time source algorithm in which one of the values for each row in Equation (8) is randomly selected to form the final result.
The advantage of expression (8) over expression (5) is that Equation (5) cannot be proved through mathematical operations; instead, the random source algorithm performs more efficiently in practical implementations. Figure 4 reveals that the random time source algorithm performs better in our experiments. The experiments were implemented with radio interference and with selectively activated nodes in the network. In the experiments, a node with 10 potential time sources in the network was used, and the experiments lasted for more than 3 days. Although the experiments are unable to represent all of the scenarios for a network, most of the potential abnormality is reflected here.
Nodes in a network perform according to a level hierarchy, and nodes with the same hop number act as one level. There is no need for the network to form a tree structure before synchronization because the hop information accompanies the sync-messages. In a traditional synchronization protocol, the time for a network to be synchronized depends on the network scale and the synchronization period. The protocol proposed in this paper ensures that the nodes use all the time information by overhearing from neighbors with the same hops. Let W denote the number of table entries used for calculation, and let S denote the duration of the synchronization period. Let n i denote the number of nodes with the hop number i , and let ı i denote the delay for each hop node to be synchronized; m acts as the depth of the network. Therefore, we obtain the synchronization time of a traditional protocol and the proposed scheme as follows:
Equation (9) gives the synchronization time for traditional protocols, and Equation (10) gives this time for our protocol. The comparison of these two methods can be depicted in Figure 5 . We observe that for Figure 5 , when the number of nodes increases from 1 to 5, the required synchronization cycles decrease and then start to climb again. The reason for this is that when the number of nodes is 1, the advantage of our scheme cannot be fully utilized with the result that the performance is the same for the traditional approach. When the number reaches 5, the advantage of our scheme is shown, and the performance is even better than the case where the number is 1. However, when the number of nodes increases to 10 or more, the performance becomes worse because of the increased number of nodes. 
IMPLEMENTATION
This section describes the implementation of RTSP on the SIA2420 sensor nodes using the TINYOS operating system.
Target platform
The hardware platform used for the implementation of the protocol is the SIA2420 sensor node from the Shenyang Institute of Automation in China. It features a TI MSP430 microcontroller with 10 kB RAM. The CC2420 radio module has been designed for low-power applications, and it offers data rates up to 250 kBaud by using the direct sequence spread spectrum. The MSP430 microcontroller has 10 built-in 16 bit timers, three of which are type A and seven of which are type B. The SIA2420 board is equipped with two different quartz oscillators (32 kHz and 8 MHz, respectively), which can be used as clock sources for the timers. Type A timers are configured to operate at 1/8 of the oscillator frequency (8 MHz), leading to a clock frequency of 1 MHz. Because Timer A is sourced by an external oscillator, it is also operational when the microcontroller is in low-power mode. We employ timer 2 in timer A to provide our system with a free-running 32-bit hardware clock that offers precision to 1 s. This approach to the SIA2420 node offers better clock granularity than more recent hardware platforms that lack a high-frequency external oscillator, as shown in Table II .
TINYOS implementation
The implementation of RTSP on the SIA2420 platform is done through TINYOS 2.1. The protocol implementation provides a time synchronization service for applications running on the mote. The architecture of the time synchronization component and its relation to other system components are both shown in Figure 6 .
The root node first broadcasts a synchronization message with its local clock, which acts as the global time of the network. Nodes that can overhear the message record the received timestamp from the hardware clock model. The RTSP module of the root node and of the synchronized nodes periodically broadcasts a synchronization beacon containing the sending timestamp. Each node overhearing messages sorts by the time source managed by the RTSP module, and the run compensation mechanism is disposed by the logical clock module. By overhearing synchronization messages, a node will learn when another node joins its neighborhood. When no such messages are received from a node for several synchronization cycles, the link to this node is assumed to be broken, and the node is removed from the neighbor table. The capacity of the neighbor table is limited by the data memory available to the node. The upper bound for the required capacity is the maximum node degree in the network. It is possible to ignore synchronization messages from a specific neighbor while the network grid remains connected. In our experiment, the default capacity of the neighbor table is set to 12.
TESTBED EXPERIMENTS
We evaluated the implementation of RTSP by experiments on a testbed with SIA2420 sensor nodes.
Experiment results
The scene as shown in Figure 7 is adopted to test the reliability of our random time source mechanism. Node 0 acts as the root and the reference time for the network, and the hop with nodes 1, 2, and 3 both acts as the first level of the network and maintains the unique time source of node 0. Node 5 deploys within the radio range of the three onehop nodes but beyond the range of node 0. This is the same for node 4 and node 6. Node 5 randomly synchronizes to one of the three potential time sources of the first hop, and nodes 4 and 6 run the unique time source selecting mechanism. Figure 8 shows that the nodes running a random selection with three time sources achieve better performance. Also, Figure 8 shows that the node with a single source selects its time source of the curve with a diamond shape and follows with our protocol. Although nodes with a single source cannot always have the most stable time source, as shown in Figure 8 , the node with a random choice can obtain a compromise performance. The point at the peak suggests that the node is out of synchronization, a matter that we adopt for the convenience of exhibiting the relation of our experiment because the error is of great value. The node with a single time source may be out of synchronization for the failure of the link with its source node, as the peak point in Figure 8 ; the node that performs a random choice can always remain in synchronization by not relying on a single time source.
Comparison with flooding time synchronization protocol
The time required for the network to finish synchronization was tested under the same scenario as in Figure 9 . Both RTSP and FTSP were tested with synchronization period changes from 1 s to 64 s, and the times required for the synchronization of the whole network were recorded and exhibited in Figure 10 . We began to record the time once one of the nodes in the network synchronized in order to eliminate the influence of tree establishing time for FTSP. From the figure, we can conclude that the network synchronization time consistently increases with the synchronization period. RTSP requires less time to be networkwide synchronized, and it performs better as the cycle increases; this is because the random time source algorithm in our protocol, in which every node in the network is synchronized, can be used as the time source during synchronization.
Energy efficiency
Radio communication consumes a large portion of the energy budget of a sensor node. Although the microcontroller can be put into sleep mode when it is idle and thus greatly reducing power consumption, the radio module must still be powered in order to capture incoming message transmissions. Energy-efficient communication protocols employ scheduled radio duty-cycling mechanisms to lower power consumption and prolong battery life. Because the exact timing of synchronization messages is not important, RTSP can be used together with an energy-efficient communication layer [12] . In addition, a node can estimate the current synchronization error of its neighbors from the incoming beacons in order to dynamically adapt the interval between synchronization beacons. If the network is well synchronized, the beacon rate can be lowered to save energy. The communication overhead of RTSP is comparable with that of FTSP because both algorithms require each node to broadcast its time information only once per synchronization period. For the random time source, although they randomly select a time source each synchronization cycle, nodes that require synchronization wake up only once to listen to synchronization messages per synchronization cycle in a duty-cycling system.
The complexity of the proposed scheme is almost the same as the traditional approach with the exception of the additional use of random number generators.
CONCLUSION AND FUTURE IMPROVEMENT
We have described the RTSP for the WSN. The protocol was implemented on SIA2420 platforms that run TINYOS. The average precision is no more than 5 s and robustness to link failure. This performance is markedly better than that of other existing time synchronization approaches on the same platform.
The RTSP was tested, and its performance was verified in a real-world application. This is important because the service did not operate in isolation but rather as part of a complex application where resource constraints as well as intended and unintended interactions between components can and usually do cause undesirable effects. Moreover, the system operated in fields with factory devices and other interference. This is a testimony to the robustness of the protocol and its implementation.
Several further studies must be conducted in the future. The first is to study the influence of temperature for the accuracy of our protocol, and the second is to eliminate this influence. Also, synchronization information may be carried by a normal network message in the network in order to reduce the energy consumed by synchronous messages.
