We further develop Eriksson's theory of geometric representations of a Coxeter group with respect to certain possibly asymmetric bilinear forms, and we show how certain aspects of the geometry, though different from the standard (symmetric) case, can be fairly well behaved. In particular, we relate the finiteness of certain sets of roots to a combinatorial condition on a graph closely related to the Coxeter graph for the group. . While the numbers game is of combinatorial interest in its own right, it is also helpful for facilitating computations with Coxeter groups and their geometric representations (e.g. computing orbits, solving the word problem, or finding reduced decompositions) and for obtaining combinatorial models of Coxeter groups; see for example §4.3 of [BB]. The results of this paper are needed for our further study of the numbers game in [Don]. There we further investigate connections between moves of the game and reduced decompositions for group elements, characterize "full commutativity" of group elements in terms of the game, characterize when all positive roots can be obtained from game play, and obtain a new Dynkin diagram classification theorem whose answer consists of versions of Coxeter graphs for finite Coxeter groups.
The possible asymmetry of the bilinear forms here leads to some curious differences with the standard case. In Exercise 4.9 of [BB] , the authors point out that without symmetry of the bilinear forms, some important properties of root systems would not be true. However, we will see that these properties do not fail too badly, at least not all of the time. In particular, we determine precisely when non-obvious scalar multiples of simple roots can also be roots (Theorem 2), and we relate the finiteness of this set of simple root multiples to a combinatorial condition on a graph closely related to the Coxeter graph for the group (Theorem 5). Further, we determine when the number of positive roots sent to negative roots by a given group element is finite, and we say how this quantity is related to the length of the given group element (Theorem 8). In Propositions 12 and 14 we relate the size of the Coxeter group (finite or infinite) to certain conditions on the "asymmetric" version of the Tits cone.
Fix a positive integer n and a totally ordered set I n with n elements (usually I n := {1 < . . . < n}). An E-generalized Cartan matrix or E-GCM * is an n × n matrix M = (M ij ) i,j∈In with real entries satisfying the requirements that each main diagonal matrix entry is 2, that all other matrix entries are nonpositive, that if a matrix entry M ij is nonzero then its transpose entry M ji is also nonzero, and that if M ij M ji is nonzero then M ij M ji ≥ 4 or M ij M ji = 4 cos 2 (π/k ij ) for some integer k ij ≥ 3. To an n × n E-generalized Cartan matrix M = (M ij ) i,j∈In we associate a finite graph Γ (which has undirected edges, no loops, and no multiple edges) as follows: The nodes (γ i ) i∈In of Γ are indexed by the set I n , and an edge is placed between nodes γ i and γ j if and only if i = j and the matrix entries M ij and M ji are nonzero. We call the pair (Γ, M ) an E-GCM graph. We depict a generic two-node E-GCM graph as follows:
In this graph, p = −M 12 and q = −M 21 . We use
for the collection of all twonode E-GCM graphs for which M 12 M 21 = pq = 4 cos 2 (π/m) for an integer m ≥ 3 (use m = ∞ if M 12 M 21 = pq ≥ 4). See Figure 1 for a six-node example. Define the associated Coxeter group W (Γ, M ) to be the Coxeter group with identity denoted ε, generators {s i } i∈In , and defining relations s 2 i = ε for i ∈ I n and (s i s j ) m ij = ε for all i = j, where the m ij are determined by:
(Conventionally, m ij = ∞ means there is no relation between generators s i and s j .) One can think of the E-GCM graph as a refinement of the information from the Coxeter graph for the associated Coxeter group. Observe that any Coxeter group on a finite set of generators is isomorphic to W (Γ, M ) for some E-GCM graph (Γ, M ).
From here on, fix an arbitrary E-GCM graph (Γ, M ) with index set I n and associated Coxeter group W = W (Γ, M ). We now define the representations of W which are of interest for this paper. Let V be a real n-dimensional vector space freely generated by (α i ) i∈In (elements of this ordered basis are simple roots). Equip V with a possibly asymmetric bilinear form B :
i is the identity transformation, so S i ∈ GL(V ). With V i,j := span R {α i , α j }, observe that S k (V i,j ) ⊆ V i,j for k = i, j. Let B be the ordered basis (α i , α j ) for V i,j , and for any linear mapping T : V i,j → V i,j let [T ] B be the matrix for T relative to B. Then
−1 * Motivation for terminology: E-GCMs with integer entries are just generalized Cartan matrices, which are the starting point for the study of Kac-Moody algebras: beginning with a GCM, one can write down a list of the defining relations for a Kac-Moody algebra as well as its associated Weyl group ( [Kac] , [Kum] ). Here we use the modifier "E" because of the relationship between these matrices and the combinatorics of Eriksson's E-games [Erik1] , [Erik2] .
Analysis of the eigenvalues for
as in the proof of Proposition 1.3.21 of [Kum] shows that X i,j has infinite order when M ij M ji ≥ 4, and hence S i S j has infinite order as an element of GL(V ). When 0 < M ij M ji < 4, write M ij M ji = 4 cos 2 θ for 0 < θ < π/2. In this case check that X i,j has two distinct complex eigenvalues (e 2iθ and e −2iθ ). It follows that X i,j has finite order m ij if and only if θ = π/m ij , which coincides with the given constraints on the products of pairs of transpose entries of the E-GCM. When M ij M ji = 0, then X i,j = −1 0 0 −1 , which clearly has order m ij = 2. With 0 ≤ M ij M ji < 4, one can easily see that
Since S i S j acts as the identity on V ′ i,j , it follows that S i S j has order m ij as an element of GL(V ). Then there is a unique homomorphism
. We now have W acting on V , and for all w ∈ W and v ∈ V we write w.v for σ M (w)(v). Define Φ M := {α ∈ V | α = w.α i for some i ∈ I n and w ∈ W }. For
Elements of Φ M are roots and are necessarily nonzero. If α = c i α i is a root with all c i nonnegative (respectively nonpositive), then say α is a positive (resp. negative) root, and write α > M 0 (resp. α < M 0). Let Φ 
Proof. The m ij = ∞ case follows from the proof of Lemma 4.2.4 of [BB] . For the m ij < ∞ case, set θ := π/m ij , p := −M ij , and q := −M ji . The details that follow are somewhat tedious but routine. We work with the ordered basis B for V i,j and operators
Check that X i,j can be written as X i,j = P DP −1 for a nonsingular matrix P and diagonal matrix † In [Erik1] Proposition 6.9 and in [Erik2] just prior to Proposition 4.4, it is asserted that sx(Φ
for all x ∈ In. However, this cannot be the case if Kαx is a root for some K = ±1. This error only affects Theorem 6.9 of [Erik1] and Proposition 4.4 of [Erik2] . (See Lemma 7 below.) D in the following way: 1 q(e 2iθ − e −2iθ ) e 2iθ + 1 e −2iθ + 1e 2iθ 0 0 e −2iθ
q −e −2iθ − 1 −q e 2iθ + 1 .
Then for any positive integer k we have
Use the first column of
As long as 2(k + 1) < m ij , then all the coefficients of these linear combinations will be positive. So now suppose 2(k + 1) ≥ m ij . First we consider (s i s j ) k = aα i + bα j for some positive k with 2k < m ij . There are two possibilities now: 2(k + 1) = m ij or 2(k + 1) = m ij + 1. In the former case both a and b are positive. In the latter case we have m ij odd, a = ji . A path with odd adjacencies (or OA-path, for short) in (Γ, M ) is a sequence P := [γ i 0 , γ i 1 , . . . , γ ip ] of nodes from Γ for which consecutive pairs are odd-adjacent. This OA-path has length p, and we allow OA-paths to have length zero. We say γ i 0 and γ ip are the start and end nodes of the OA-path, respectively. If OA-path Q = [γ j 0 , γ j 1 , . . . , γ jq ] has the same start node as the end node of P, then their concatenation P♮Q is the OA-path
, where w P = ε with Π P = 1 when P has length zero. Note that w P .α i 0 = Π P α ip and that w P♮Q = w Q w P . We let ℓ denote the length function for W . An expression The proof is below. The assertions ℓ(ws i ) > ℓ(w) ⇒ w.α i > M 0 and ℓ(ws i ) < ℓ(w) ⇒ w.α i < M 0 are Proposition 4.2.5 of [BB] and appear in a somewhat different form as Corollary 4.3 in [Erik1] . These results analogize Theorem 5.4 of [Hum] , which handles the standard symmetric case. As with Corollary 5.4 of [Hum] it follows from Theorem 2 that the representation σ M is faithful. It also follows that Φ M is partitioned by the sets of positive and negative roots. For J ⊆ I n , let W J be the subgroup generated by {s i } i∈J , a parabolic subgroup, and W J := {w ∈ W | ℓ(ws j ) > ℓ(w) for all j ∈ J} is the set of minimal coset representatives. If J = {i, j}, then W J is a dihedral group of order 2m ij .
Proof of Theorem 2. Note that (2) follows from (1). For (1), take ℓ(ws i ) > ℓ(w). In light of Proposition 4.2.5 of [BB] , it suffices to show that w.α i = Kα x for some x ∈ I n and some K > 0 if and only if w.α i = w P .α i for some OA-path P = [γ i 0 =i , γ i 1 , . . . , γ i p−1 , γ ip=x ]. The "if" direction is handled by the paragraph preceding the theorem statement. For the "only if" direction, we induct on ℓ(w). The case ℓ(w) = 0 follows from the definitions. Now suppose ℓ(w) > 0. Take any j ∈ I n for which ℓ(ws j ) = ℓ(w) − 1. Since ℓ(ws i ) > ℓ(w), then i = j. Let J := {i, j}, and let v J be the unique element in W J and v J the unique element in W J for which 
Our analysis of the sets S M (α) requires some additional notation. An OA-path P = [γ i 0 , . . . , γ ip ] is an OA-cycle if γ ip = γ i 0 . It is a unital OA-cycle if Π P = 1. For OA-paths P and Q, write P ∼ Q and say P and Q are equivalent if these OA-paths have the same start and end nodes and Π P = Π Q . This is an equivalence relation on the set of all OA-paths. An OA-path P is simple if it has no repeated nodes with the possible exception that the start and end nodes may coincide. Two OA paths P and Q are scalar-distinct if Π P = Π Q . We say the E-GCM graph (Γ, M ) is unital OA-cyclic if and only if Π C = 1 for all OA-cycles C. Note that (Γ, M ) is unital OA-cyclic if and only if P ∼ Q whenever P and Q are OApaths with the same start and end nodes. If Γ is a tree, then (Γ, M ) is unital OA-cyclic (vacuously so). From the definitions it follows that (Γ, M ) is unital OA-cyclic if it has no odd asymmetries. If M is symmetrizable, then by Exercise 2.1 of [Kac] , (Γ, M ) is unital OA-cyclic. However, a unital OA-cyclic E-GCM graph need not have a symmetrizable matrix M , as Example 10 shows. To check if an E-GCM graph is unital OA-cyclic, it is enough to check that each simple OA-cycle is unital. An E-GCM graph is OA-connected if any two nodes can be joined by an OA-path. An OA-connected component of an E-GCM graph (Γ, M ) is an E-GCM subgraph (Γ ′ , M ′ ) whose nodes form a maximal collection of nodes in (Γ, M ) which can be pairwise joined by OA-paths. Proof. Since S M (α) = S M (Kα) for all Kα ∈ S M (α), it suffices assume that α and β are in the same W -orbit, i.e. β = w.α for some w ∈ W . It is easy to see that the mapping
gives the desired one-to-one correspondence. If γ i and γ j are in the same OA-connected component, then by Theorem 2, some positive scalar multiple of α j is in the W -orbit of α i . Thus there is a a one-to-one correspondence between the sets S M (α i ) and S M (α j ).
Lemma 4 Suppose (Γ, M ) is unital OA-cyclic. Then for any OA-path P there is a simple OA-path which is equivalent to P.
is not simple, then let γ is be the first repeated node, appearing again (say) as γ it in position t > s of the sequence. Let
(an OAcycle), and P 2 = [γ it , . . . , γ ip ]. Clearly P = P 1 ♮Q♮P 2 . Since Π Q = 1, then Π P = Π P 1 ♮P 2 . So we have P 1 ♮P 2 ∼ P, and the former is shorter than the latter. Continuing this process we arrive at a simple OA-path equivalent to P.
Theorem 5 Suppose (Γ ′ , M ′ ) is an OA-connected component of (Γ, M ) with nodes corresponding to some subset J ⊆ I n . Then the following are equivalent:
In these cases for all x, y ∈ J we have |S M (α x )| = |S M (α y )|, and this common quantity is equal to the largest number of pairwise scalar-distinct simple OA-paths in (Γ, M ) with end node γ x .
Proof. We show (2) ⇒ (1) ⇒ (3), the implication (3) ⇒ (2) being obvious. For (1) ⇒ (3), let x ∈ J. Observe that if Kα x ∈ Φ + M , then by Theorem 2 we must have K = Π P for some OA-path P with end node γ x . Therefore P is in (Γ ′ , M ′ ). By Lemma 4, we may take a simple OA-path Q equivalent to P (all OA-paths equivalent to P must be in (Γ ′ , M ′ )), so that K = Π Q . Since there can be at most a finite number of simple OA-paths, then there can be at most finitely many positive roots that are scalar multiples of a given α x . For (2) ⇒ (1), we show the contrapositive. Let C = [γ x , . . . , γ x ] be a non-unital OA-cycle with start/end node γ x for an x ∈ J. So necessarily C has nonzero length. Note that w C .α x = Π C α x . Next, for y ∈ J (and possibly y = x) take any OA-path P with start node γ x and end node γ y . Since w P .α x = Π P α y , it follows that w P w k
for any integer k. In particular, for all y ∈ J, we have |S M (α y )| = ∞. The next-to-last claim of the theorem statement follows from Lemma 3. The final claim follows from our proof above of the (1) ⇒ (3) part of the theorem statement. For any w ∈ W , set N M (w) :
Proof. Using Theorem 2 above or Proposition 4.2.5 of [BB] , the proof of Proposition 5.6.(a) from [Hum] is easily adjusted to prove the first claim. Proofs for the remaining claims involve routine set inclusion arguments.
When the E-GCM graph (Γ, M ) is OA-connected and unital OA-cyclic, let f Γ,M := |S M (α x )| for any fixed x ∈ I n . At this point, Theorem 2, Lemma 7, and Theorem 5 allow us to modify the proof of Proposition 5.6 of [Hum] to obtain the result that for all w ∈ W , |N M (w)| = f Γ,M ℓ(w). Theorem 8 below generalizes this statement. When W is infinite, the length function must take arbitrarily large values. From Theorem 8 it will follow that Φ M is infinite as well. Example 10 In Figure 1 is depicted a connected, unital OA-cyclic E-GCM graph (Γ, M ) with three OA-connected components: (Γ 1 , M 1 ) is the E-GCM subgraph with nodes γ i and γ j ; (Γ 2 , M 2 ) has nodes γ x , γ y , and γ z ; and (Γ 3 , M 3 ) has only the node γ k . The matrix M is not symmetrizable by Exercise 2.1 of [Kac] . Pertaining to the pair (γ y , γ z ), we have 4 cos 2 (π/5) = 
