between each combination of samples. However, this approach is limited regarding the 23 treatment of information of sequence motifs; distances caused by different motifs are mixed up. 24 This hides clues to figure out how the samples are different. As any bases may change 25 independently, sequence is multivariate data essentially. Hence, differences among samples and 26 bases that contribute to the difference should be observed coincidentally. To archive this, the 27 sequence matrix is transferred to boolean vector and directly analyzed by using PCA. The 28 effects are confirmed in diversity of Asiatic lion and human as well as environmental DNA. 29 Resolution of samples and robustness of calculation is improved. Relationship of a direction of 30 difference and causative nucleotides has become obvious at a glance.
Introduction 38 Nucleotide sequence could be desired information for classification of organisms such as 39 performed in phylogenetics, as genetic information is highly specific to individuals, easy to 40 obtain with accuracy, and may reflect biological characters of samples. Indeed, amplifying 41 specific fragments of DNA and obtaining nucleotide sequences have become ubiquitous tool for 42 this purpose [1, 2] . However, there is no simple solution to estimate relationships among the 43 sequences. As they are qualitative data, numerical conversion is required for any calculation for 44 estimating the relationships in a quantitative way. Additionally, a nucleotide sequence is a 45 multivariate data with huge number of independent items that are recorded as form of bases. 46 Therefore, differences among samples consists of multiple dimensions, and are difficult to be 47 understood. In this sense, estimation of sample relationships is a question in multivariate 48 analysis in essence. 49 Conventionally, relationships among nucleotide sequences are summarized using a 50 dendrogram. Two classes of approaches are available to estimate the dendrogram (Fig 1) . One 51 targets the distance matrix, which records distances among samples, and both the estimation of 52 the distances and the manner in which they are summarized to make the dendrogram are based 53 on specific mathematical models. The other targets directly each of the sites (a set of nucleotides 54 or amino acids in a same position of aligned sequences) and calculates the score for a certain 55 tree model; the estimation of the score is based on a given model that assumes several 56 parameters. (Fig 1, maximum parsimony, likelihood and Bayesian). Via heavy computational 57 calculations, optimized values are found for the parameters (basis of the calculations are 58 explained in detail in a textbook of Yang (2006) ; moreover, please refer to the on-target short 59 review by Yang & Rannala (2012) . 60 Despite the efforts to find better dendrograms, the results essentially lack objectivity. 61 Although the mathematical models are designed taking evolution into consideration, they are 62 based on many assumptions that could never be verified by evidence. In fact, most individuals 4 63 that participate in the process of evolution have been lost, and evidence of periods of time are 64 only rarely available. The topology of a tree, i.e., which combination of samples should be 65 connected, belongs to models, and not to parameters; such assumptions of the tree shape can 66 generate errors, referred to as long-branch attraction [3] , that are difficult to identify. Moreover, 67 knowledge obtained from such dendrograms cannot be integrated beyond different models. 68 Accordingly, the resulting dendrograms are based on certain ideas that are not falsifiable; in this 69 sense, their standpoint does not fall within conventional science, as is the case of superstring 70 theory [4] . 71 Mathematical models often assume several conditions. For example, those that produce a 72 phylogenic tree assume that all the subjected samples share a tree-shaped relationship (in Fig 1, 73 Methods, colored in oak). In general, such universal propositions can be disproved by showing 74 an opposing example. Below is a simple example of the tree-shape assumption. 75 In speciation, it was long believed that accumulating mutations generate new species; this 76 makes a linkage between the new and ancestral species, forming a branch of a phylogenic tree. 77 However, whole genome sequencings of prokaryotic species have revealed that evolution is not 78 limited to such hierarchical way, but genes may be horizontally transferred among species [5] . 79 Indeed, such transfer may occur among eukaryotes [6] ; additionally, remixing of genetical 80 information often occurs by sexual mating. Such transfer connects distant branches, and hence 81 the relationships among organisms would be a complex network, not a tree. As Neighbor 82 Joining and other clustering method summarize the relationships to estimate phylogenic tree, if 83 the real structure was a network, the resulted estimation will be distorted. It is obvious that false 84 assumptions should not be applied to scientific studies. 85 In the classification of samples, other non-hierarchical methods have been used, in addition 86 to the tree-based approach (Fig 1) . A typical example is k-means; for the given number of 87 clusters, this absorbs neighbor samples of randomly specified starting samples. The self-88 organizing map is another example [7] ; this is an artificial neural network that organizes 5 89 samples with low-dimensional nodes, which is preferentially designated by the analyst. The two 90 approaches basically do not indicate the distances among samples. Moreover, the results are 91 heavily dependent on the given numbers or dimensions, and reproducibility of the results cannot 92 be expected. 93 Scientific data analyses must fulfill several specific requirements, such as objectivity and 94 reproducibility [8] . Science is an attempt at integrating the contributions of many researchers. 95 Knowledge without objectivity or reproducibility ruins the integration process. The approaches 96 shown above are not objective, because their assumptions are never falsified by the real data. 97 Moreover, they are not reproducible, because many arbitrary options can drastically change the 98 results. Of course, it is erroneous to keep using inappropriate models, because they would lead 99 to the wrong conclusions. 100 It is not easy to estimate a phylogenic network, and an appropriate answer would not be 101 provided by an automated method. Short DNA sequences are insufficient to estimate 102 relationships among organisms; the result may be false, and not falsifiable. Such an attempt 103 does not constitute science, but a gamble, regarding objectivity; rather, we need to be aware of 104 the limitations of the existing information. However, as the data structure could be complex, i.e., 105 the base sequence may have the same dimension as its length, a mathematical aid for observing 106 the structure of data is required. A method that can observe the sequence matrix data without 107 harming its structure is preferred; if we can preserve the structure, we would be able to integrate 108 the results to estimate the network structure when sufficient information becomes available. 109 To maintain objectivity, we should not connect samples based on unverifiable assumptions; 110 rather, they should be kept pendulous. Analyzing the distance matrix using Principal 111 Component Analysis (PCA) would satisfy this criterion because it does not assume a specific 112 structure of data (Fig 1, conventional PCA) . Rather, it rotates the matrix and projects it to sets of 113 diagonal axes; it finds directions of differences and presents them by using the axes. The 114 relationships are presented within the found axes with a simpler vision than the original matrix. 6 115 Both the reproducibility and objectivity of the calculations are satisfactory. This method seems 116 to be used rather spontaneously and spread, as PCA is a preferred method for analyzing matrix 117 data such as the distance matrix. An early example was in a textbook [9] . 118 However, as this method targets the distance matrix, all information for the sites is lost and is 119 not included in the results; i.e., which site contributes to which difference and how it occurs. 120 This is a serious disadvantage in the estimation of the role of sequence motifs or finer 121 relationships between samples. As each sample of sequence data are made of multiple bases, 122 they can be recognized as a point located in multiple dimensions of the same number of bases. 123 Difference between a pair of samples defines a vector in the dimensions, which are consists of 124 both length and direction. Direction could be important as well as distance, therefore, it is better 125 to analyze information of bases and samples coincidently. 126 To archive this, sequence data have to be transferred to numeral. Here they are replaced as 127 boolean vector that is presented by 0 and 1. For example, a base of DNA is recorded by a set of 128 five digits (A, T, G, C, and -); in this notation, T can be expressed as "01000". This 129 transformation has merits that no information is lost and so it is completely reversible; also, it is 130 applicable to both nucleotide and amino acid sequences. Differences between two samples are 131 defined by subtraction, distance is found by using Euclidean length, and average sequence is 132 found as the arithmetic mean of samples. Some of the options for adjustments for weights, 133 parallel, convergent, or back substitutions may be still possible, as will be discussed later. Then 134 the quantified sequence matrix is analyzed by PCA (Fig 1, direct PCA) . 135 The PCA applied here (Konishi, 2015) was based on Euclidean metric space; hence, it is 136 compatible with randomly occurring mutations or a Brownian model. From this point of view, it 137 is completely different from several methods proposed for phylogenetics, such as size-138 correction or phylogenic PCA (Revell, 2009; Uyeda, Caetano, & Pennell, 2015) . Those methods 139 were developed to fit non-Brownian evolution; however, they had to assume many conditions 7 140 that are never verified through analysis. Hence, they are outside the scope of this article, which 141 introduces a scientific method. 142 The direct PCA method introduced here analyzes a sequence matrix by PCA. Alexe et al. 143 analyzed a Boolean matrix by PCA, not a distance matrix [10] ; in this method, the Boolean 144 displayed different bases from a consensus sequence. Hence, it analyzes positions of base 145 alterations, but information pertaining to sequence motifs is negated. Thus, it is different from 146 any of those shown in Fig 1. In direct PCA, both PC for samples and bases are calculated. The 147 latter are loadings given the full length; they indicate which nucleotide base (or amino acid 148 residue) contributes to the scores of the former, and vice versa. By normalizing for the size of 149 the matrix, they show absolute values that can be compared among studies [11] . According to 150 the nature of the PCA, the structure of the data is maintained, whereas other methods distort the 151 structure by applying certain estimations. 152 Here the method was applied to observe divergence in major histocompatibility complex Mycobacterium, and Shinella, in PC3 ( Fig 2C) . Hence, Bacillus and Shinella were similar in 184 part, whereas they were different in other parts; they were gathered and separated accordingly in 185 the corresponding axes of PC for samples. The clusters of samples had different bases at 186 specific positions, dispersed to entire range of the sequence, as obvious in PC for bases ( Fig 2D   187 and 2E); bases that presented higher magnitude had more contributions to separate samples. Three distinct clusters found in Asiatic lions 202 Next, let us examine another example of the grouping structure of an engendered species. 203 Nucleotide sequences for major histocompatibility protein (MHC) of Asiatic lion [12] , and 204 corresponding sequence of human samples were directly analyzed by PCA (Fig 3) . Among the 205 lion's samples, there were three clusters distinctively separated ( Fig 3A) . Although differences 206 among the three clusters were comparable to variations among human samples ( Fig 3B) , 207 differences within the clusters were quite small, and this is contrastive to the well dispersed dots, 208 although a small cluster is separated at the upper right position in human samples. 209 The different grouping structure between lion and human also appeared in PC for nucleotides. 210 PC1 of lion took extreme and even values ( Fig 3C) . This shows that each of the tree groups 211 have strong propensity to specific bases at defined position. PC1 for lion presents the difference 212 among the groups, and it contributed 20% of the total differences ( Fig 3E) . On the other hand, 213 bases took various values both in PC1 and 2, and the number of bases presented is much less in 214 human samples ( Fig 3D) . Bases differs along larger number of underlying directions; hence 215 contribution of PC1 and 2 were fewer than those of lion and decreased gently ( Fig 3E) . 10 216 Bases that were common to all the samples could be identified, as they had null PC scores in 217 all the axes. Moreover, bases that were specific to a group appeared in characteristic axes. For 218 example, the group A in lion samples appeared as bases that were positive in PC2. Therefore, 219 those bases were automatically selected by specifying the threshold; quantile-quantile plots may 220 suggest the value of the threshold (S1 Fig) . These analyses can be performed on a spreadsheet 221 software; however, they can also be performed systematically on R (scripts are in the 222 Supporting Information S1 Doc). As an example of an output, aligned lion sequences are 223 presented with the consensus and characteristic bases in the FASTA format (S6 Table) .
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Conventional and direct PCA: Resolution of samples 226 In the conventional method, the analyzed matrix had been summarized by concentrating to 227 information of distance. Therefore, variations in data could be bundled within fewer axes (Fig   228   3F ). However, the summarizing process would mix up information oriented in various 229 directions. Actually, the groups appeared in PC for samples became more dispersed (Fig 4) . The 230 only difference between the two methods, conventional and direct PCA, was the subject of the 231 singular value decomposition: distance and sequence matrix, respectively. Therefore, the 232 dispersing was caused by using the distance matrix. This is a critical characteristic in the 233 classification of samples; the dispersed samples hamper the separation and definition of groups. 234 The distances presented were much longer than those of the direct method. This enlargement 235 was partly provoked by the higher contributions as described above. Another reason is 236 differences in source of distances: in the conventional method, distances between samples are 237 indicated, while those between the center and samples are indicated in the direct method. The direct method was robust to outlying sample. A human sample selected by chance 241 contained some unique motifs; the motifs gave long distance to other samples in the distance 242 matrix (S2B Fig). The axes for PC1 and PC2 were mainly determined by this sample in the 243 conventional PCA (Fig 5A) ; the sample behaved as an outlier, a sample that changes the whole 244 results much. 245 By distinguishing the exceptional motifs, the direct method improves robustness to the 246 outlier. In PCA of nucleotide matrix, the sample does not appear as an outlier in both PC1 and 247 PC2 (Figs 5B). Indeed, the whole shape of PCs was almost identical to that calculated without 248 the sample ( Fig 3B) . The unique motifs gave specific direction that appeared in PC5 and PC6 249 ( Figs 5C and 5D ). (Figs 6A, 6B, and S6) . Conversely, the 258 gathering of multiple clusters was severely altered in the results of the NJ method ( Fig 6C) . This 259 shows the sensitivity of the NJ method to arbitrary parameters, which would render the results 260 of the analysis dependent on the specific analyst of the data. matrix. In comparison with Fig 3A, the presented case (Fig 7A) a bit enlarged the differences 266 among clusters; the differences are clear in the distribution of the compensation ratios ( Fig 7B) . 267 However, as samples in a same cluster would be compensated likely manner, alterations to the 268 relationships were rather limited. Indeed, this did not change much the results of human (S7 Groups that were separated from others in some axes were further separated in other axes 273 ( Fig 2B and C) . This indicates that they shared certain motifs and differed in others; the shared 274 and different motifs would appear in PC for bases at corresponding axes. This is a typical 275 characteristic of data with a network structure, in which samples are connected by multiple 276 relationships with each other. Direct PCA presents each of the relationships in an axis; the 277 appearance in an axis may be a necessary condition for a real relationship. Hence, similarity in 278 an axis does not always prove genetic relationship; however, if such relationship really exists 279 and if the sequence matrix has information that is sufficient for detection, the relationship will 280 appear in one of the axes. Such multiple relationships will get lumped together and replaced by 281 an average distance in the distance matrix. Hence, conventional PCA will show the relationships 282 in a smaller number of dimensions ( Fig 3E and 3F) ; however, the presented structure will not 283 show the real structure and the resolution will be damaged ( Figs 3A and 4A) . Moreover, the 284 tree-based methods can give a completely wrong structure; for example, those that appear in Fig   285 6C are both wrong. By contrast, direct PCA maintains the original information of the sequence 286 matrix, thus presenting the structure of the data in a rotated form. 287 Asiatic lions were separated into three clusters, and each group has quite small fluctuations 288 ( Fig 3A) . Differences among the clusters had provoked by specific patterns of sequences (Fig   289   3C ). Most of the differences appeared in the first and second axes of PC, which represented 13 290 differences of the three clusters ( Fig 3E) . Unlike the case of human (Fig 3B) , Asiatic lions may 291 have propagated from a bottle neck that was formed when they were almost extinct. The 292 distinctively separated clusters may evoke the recently recognized species of giraffe [13] . If the 293 clusters indicate subspecies, each of them has only limited genetic variations. However, there 294 were several samples that showed values in between the clusters ( Fig 3A) ; they seemed to be 295 offspring of hybrids among the clusters, which were not observed in giraffe's case. If the 296 hybrids are fertile, although the clusters seemed to be isolated with each other, inter cluster 297 mating could retrieve certain magnitude of variety. Such clear separation of sample groups 298 should not be expected in conventional PCA (Fig 4A) , and the human samples also became 299 more dispersed (Fig 4B) . The decreased resolution occurred because of the conventional method 300 observed in the distance matrix, which mixed up various directions of differences. In this way, 301 the results obtained by direct PCA cannot be negated by those obtained via other methods, 302 which can introduce errors and distortions. It should be noted that direct PCA just rotates the 303 matrix of sequence data; hence, the original structure of the data is maintained. 304 For identifying unknown samples, both classification of a set of references and relegating the 305 sample into appropriate class are required. In comparison with hierarchical clustering methods, 306 PCA is superior for this purpose in the following points. First, it can separate the classification 307 of references and relegation of a sample; these could be separately performed, as finding of the 308 unitary matrix and applying it to a sample as a multiple regression analysis [11] . Not only 309 reducing calculations, this can protect the system from effect of outliers ( Fig 5A) or parameters 310 ( Fig 6) . Second, the presentation would become easier to understand, especially when number 311 of samples are large. Not limited in the bacterial case shown in Fig 2A, observing the whole 312 structure of NJ, shown within a single dimension, will become rather difficult when numbers of 4A) and the specification of the base that allowed their separation ( Fig 3C) . Moreover, the low 317 reproducibility observed indicates a disadvantage in automatic classifications using an 318 inappropriate model (Fig 6C) . 319 Superiority of the direct PCA than the conventional PCA became clear in separation of 320 samples and robustness (Figs 3-5) . These base on intactness of information recorded in 321 multivariate data. Additionally, information of base will supply useful cues to understand 322 relationship of sample differences and function of the sequence; this will become clearly 323 apparent in analyzing functional motifs of amino acid sequences. 324 It should be noted that the robust character of the method may connect to insensitivity to 325 differences that are potentially important. Actually, PCA is a method that observe a matrix from 326 certain direction, and differences among other directions will be ignored. The main purpose of 327 the conventional PCA is to summarize most of differences within the first two axes [9] . The 328 direct PCA to sequence matrix may not be a good tool for this purpose; actually, the 329 contribution of the first two axes were much higher in the conventional method (Figs 3E and 330 3F). Rather, the direct method is preferable when observing toward lower PC axes, both for 331 samples and nucleotides, to find magnitude of differences and how. Of course, such 332 summarization, i.e., the presentation of a structure using smaller number dimensions, will 333 inevitably introduce distortions in the presented structure. 334 In the subjects studied, sites that contributed highly to the separation of samples appeared 335 scattered throughout the sequences, rather than gathered to form sequential motifs (Figs 2D, 3C, 336 3D, and 5D). The characteristics of the sites would appear in each of the axes of PC for samples; 337 which samples are separated and how this occurs is indicated on the axes. The sites may have 338 contributed to the separation, with other sites with similar scores. 339 The compensation for distance by JK69 did not alter much to the results (Figs 7 and S7) . 340 This is partly because of the magnitude of distance, which was less than 0.01 in in the 341 presented data. However, this may not be very short in comparing homologous sequences, such 15 342 as found from database searching. Other more sophisticated Marcov models [1, 2] For the strict and default conditions of DECHIPER, gapOpening was -5 and -17, and 377 gapExtension was -1 and -1.5, respectively. The sequences that were aligned using MUSCLE 378 with accession IDs are presented as Supporting Information (S3-S5 Tables). The C or its adjusted version Ca, both of which was a centered nucleotide sequence matrix, 419 was directly subjected for singular value decomposition, C = UΣV*, producing two unitary 420 matrixes U and V, and a rectangular diagonal matrix Σ that records singular values. The 421 principal components for samples were estimated as , and for nucleotides as PC s = UΣ = CV PC n 422 ; note that those are rotation of C, without altering relationships among elements. = VΣ = C * U 423 Then they were scaled as , and , where m is the number of sPC s = PC s sPC n = PC n 424 samples, to conform to the mean Euclidean distance [11] . 425 To comparison of methodologies, here the conventional PCA were applied to a distance 426 matrix that uses the same system of distance: not on , but . The distance matrix is centered 427 and applied to singular value decomposition. Then components for samples were estimated and 428 scaled for the length of nucleotides; the resulted values were further adjusted for double 429 recorded in the matrix (as it comprises both upper and lower triangles) as dividing by . 
