neoclassical growth literature which sets out a dynamic optimization problem for the economic individual constrained by some production function. An example of this theory is given by Lucas (1988) and his attempts to explain economic growth in developed and developing countries. His paper is not among those concerned with the convergence theories of growth such as the article by Barro (1991) . Rather it solves models with utility maximization given production constraints where human capital, learning by doing and comparative advantage in trade drive growth. He also alludes to, though never solves, an example where cities could cause growth by capturing certain agglomerations in production. This is the background philosophy for the model presented below: urbanization as a potential engine of growth. Although the model presented here does not solve the consumer maximization problem set out in Lucas, it does set out a production function which, if properly speci®ed, could enter a growth model as a pertinent constraint. Further, it can be used to estimate individual crosssection urbanization agglomerations.
Section 2 of this paper presents the Cobb±Douglas production function model used in the paper. In this model urbanization is added as a shift factor. Section 3 presents the empirical results of the paper distinguishing between the dynamic results on the model including non-stationary variables, and the results from cross-section regressions. In particular, we apply the panel unit root test given by Im, Pesaran and Shin (1997) ; test of the null of cointegration in panel data from McCoskey and Kao (1998) ; and procedures for estimating long-run relationships from Pesaran and Smith (1995) . Section 4 offers concluding notes.
II. THE MODEL
The model proposed here uses a Cobb±Douglas production function 1 which restricts the sum of exponents on capital and labor to one. The production function is de®ned for each country and each year:
where y i, t is GDP for country i in time period t, U i, t is the percent of the population living in an urban area, K i, t is capital stock, and N i, t is the number of workers. A i, t is the speci®cation for technology and is the element which introduces a stochastic element into the model. Technology and urbanization levels in this model both act as shift factors. Technology includes both a possible intercept and trend term:
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Normalizing by N i, t and taking the natural log forms the following model:
where y Ã i, t ( y i, t aN i, t ) and K Ã i, t (K i, t aN i, t ). The panel model here allows each of the cross-sections to have a unique intercept and time trend. Technology growth has a constant trend, ä i , and a random shock, å i, t , that acts on the drift. â i can be interpreted as the elasticity of capital per worker with respect to production output per worker and ë i the urbanization elasticity. Allowing varying slopes as well as intercepts allows the individual countries to have heterogeneous production functions and means that the regression coef®cients from each cross-section are estimated independently.
The data used in this paper come from the Penn World Tables and the World Bank Social Indicators of Development. The Penn World Tables provide yearly observations on non-residential capital stock per worker, KAPW, and real GDP per worker, GDPW. Both are reported in 1985 international prices. The World Bank Social Indicators of Development provides data on percent of the population living in an urban area. The data are recorded in yearly observations from 1965±1989. There are two potential groups of the data: developed and developing countries. The set of developing countries, Group 1, has 30 country observations and includes countries from Africa, Central America, South America and Asia. The set of developed countries, Group 2, has 22 observations comprised of European, Asian, North American countries, and Australia and New Zealand. As outlined in the model, all variables are in log form. All estimation and testing is done in GAUSS 3.0 using the package COINT 2.0.
With 25 years of observations for each cross-section series, we introduce a substantial time dimension which allows us to exploit current results in the time series and dynamic panel literature which allow us to test for unit roots and cointegration. The potential presence of unit roots and cointegrating relationships in the data opens up to us a whole new wealth of theory and interpretation unavailable in the cross-section.
III. EMPIRICAL RESULTS

Dynamic Panel Data Results
Testing for Non-Stationarity and Cointegration in Panel Data
In this section we summarize the non-stationary panel data tests for unit roots and cointegration we will be using and offer some intuition behind the testing. The test of the null hypothesis of cointegration states that under the H 0 there exists a long-run relationship between the natural logs of output per worker, capital stock per worker, and urbanization levels. The model allows for varying intercepts, trends and varying slopes and thus a coin-TESTING THE STABILITY OF A PRODUCTION FUNCTION 673 tegration test for heterogeneous cross-sections is applicable. An intuitive interpretation of the null hypothesis would be that if there exists a long-run relationship between these three variables then including urbanization levels in the production function speci®cation is reasonable and helpful in describing growth in output in the long run.
The ®rst step in determining a potentially cointegrated relationship is to test whether the variables involved are stationary or non-stationary, i.e. whether the individual series contain unit roots. If all the variables are stationary, then traditional estimation methods can be used to estimate the relationship between the variables, in this case urbanization, KAPW and GDPW. If, however, at least one of the series is determined to be nonstationary then more care is required.
The test we use to test for stationarity was ®rst presented by Im et al. (1997) . In their paper, Im, Pesaran and Shin (IPS) present a statistic testing the H 0 of non-stationarity for a variable observed in a panel. The statistic is based on the augmented Dickey±Fuller (ADF) test widely used in the time 
where p denotes the number of lags. The null hypothesis of non-stationarity is written: H 0 : r 0 versus the H a : r , 0. An equivalent way to express the null and alternative hypothesis is to use the notation: H 0 : y i is an I(1) process versus the H a : y t is an I(0) process. This null hypothesis can be tested using a type of t-statistic on r. However, because under the null hypothesis, this test statistic does not converge in distribution to a normal random variable, special tables of critical values have been constructed through extensive Monte Carlo simulation.
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In the panel case, the question is how to combine information on stationarity or non-stationarity for each individual cross-section into a conclusion about the panel as a whole. Assuming that the cross-sections are independent, IPS propose that the best way to combine information is to average the individual ADF t-statistics and use the following properties on the mean:
where A denotes convergence in distribution, t N ,T (1aN ) N i1 t i , t i is the t-statistic for the OLS estimate of r in (4) for the ith unit of the crosssection, and E[t N ,T ( p, 0)] is taken under the null hypothesis r i 0 for all i and with the choice p ( p 1 , p 2 , F F F , p i , F F F , p N )9 of the lag-length vector for the regressions unit by unit in (4). Ø t can be compared to critical values for a one-sided N (0, 1) distribution. The moments of t N ,T depend on the number of time series observations and the appropriate lag order, p i , for each cross-section. IPS provide the necessary tables to construct these moments for each individual data set. The selection of the appropriate lag order for the variables here follows the procedure suggested by Campbell and Perron (1991) .
If we ®nd that GDPW and one or both of the variables KAPW and urbanization are non-stationary, then we can test the system for cointegration. The residual-based test for cointegration we use comes from McCoskey and Kao (1998) . The test is constructed from the partial sums of the estimated residuals of a regression equation of non-stationary variables. It is a panel data version of the LM-statistic proposed by Harris and Inder (1994) . The precise form of the test is given:
where S i, t is the partial sum of estimated residuals, 
where
and V 2 is de®ned in McCoskey and Kao. Thus, an appropriately normalized version of the statistic converges to a normally distributed random variable with mean zero. In this limiting distribution, ì v and ó 4 The derivation of this more general case in the strict time series dimension can be found in Shin (1994) .
Essentially, this test is combining evidence from averaging the LMstatistic across the cross-sections. The test is one-sided: large values of LM Ã correspond to estimating non-stationary residuals and will result in rejection of the null hypothesis of cointegration (equivalent to rejecting the stationarity of the errors). Rejection of LM Ã concludes that the average of the individual LM-statistics across the countries in the panel is far away from the mean, ì v , constructed under the null.
Unit Root Test Results
In this section, we test the series for stationarity. In the ®rst case we assume that none of the individual series in our model contains a trend. Thus, it is assumed for each series, y i, t that E(Ä y Ã i, t ) 0X This means that each series 3 There is some evidence that the FM method may be more powerful in small data sets but the demands on the data are also greater. Where possible the FM estimation is used and is noted speci®cally. However, where the tested cointegrating relationship contains two regressors, the DOLS method is used including two leads and two lags in the estimation. 4 For the extension we found the values 0.04714 and 0.00083 for ì v and ó 2 v through simulation. These values are for the case with two regressors. 676 BULLETIN could contain a non-zero intercept but not a time trend. To test the three series of urbanization, KAPW and GDPW for stationarity in our panels of developed and developing countries, we can use the ADF test given in equation (4) where ä i 0 to construct the appropriate Ø t .
The Ø t for this set of pooled results are as follows:
As it is a one-sided test, a statistic less than À1.645 would cause rejection of the null of non-stationarity. The only series which would reject the null is capital stock per worker in developing countries.
This result is quite interesting and underlines the necessity of dividing the countries into two groups. While both groups have GDPW and urbanization levels which seem to be continually growing over time, only the set of developed countries experiences such growth in capital per worker. This result seems to agree nicely with what we might predict about one of the fundamental differences between developing and developed countries: the ability to accumulate capital.
However, our assumption that ä i 0 may be overly restrictive, especially in the case of GDPW; for example, see Canjels and Watson (1997) . Therefore we test stationarity again allowing for a time trend. (As KAPW for Group 1 has already rejected the null of non-stationarity without a time trend, we do not test it here.)
In this case, only urbanization for Group 2 can reject trend stationarity at the 5 percent level. This adds another interesting economic interpretation to the results: urbanization in developed countries is occurring at a stable, steady rate although the same cannot be said for the set of developing countries. Again this seems to agree with observed differences between the two groups. Given the presence of non-stationary variables in both speci®-cations, we now proceed to test for cointegration.
Results for Cointegration (Without Trend)
The ®rst step in investigating a cointegrating relationship is to be sure that the regressors themselves are not cointegrated. The theory of testing for cointegration is applicable only under the assumption that the independent variables themselves are not cointegrated. Therefore, the next step is to test for a cointegrating relationship between the variables ln K Ã i, t and ln U i, t X For the regression with Group 1, the variables cannot be cointegrated because TESTING THE STABILITY OF A PRODUCTION FUNCTION the natural log of capital per worker is stationary. However, with Group 2 the two variables may be cointegrated and a residual-based test must be done. The following relationship is tested: Tables 2 and 3 and the individual parameter estimates are reported in Tables 6 and 7 , below.
Originally the test of the null hypothesis of cointegration, LM, was proposed for use in the literature as the test of the null of no cointegration was thought to have low power. Therefore, it may be useful to check the individual time series results against the individual ADF test statistics for the null of no cointegration. The ADF test of the null of no cointegration is analogous to the ADF test for unit roots from equation (4), except that the test is now based on estimated residuals from the estimated equation. Note the ADF test for cointegration is constructed without intercept and trend. The critical values of the test depend on the estimation and are no longer the same as those for the unit root test. These individual ADF results are also reported in Tables 2 and 3 . For no country was the null hypothesis of cointegration rejected, although the null hypothesis of no cointegration was rejected six times for Group 1 and once for Group 2.
It is clear from the results that low power is an issue with both the time series results for the LM and ADF tests for cointegration. In fact in only a few cases can the null be rejected with either test. The low power of the tests is a major motivation for pooling data into a panel. When we pool our results, for Group 1, the null hypothesis of cointegration cannot be rejected with LM Ã À5X416 6 . Consider the parameter estimates for Group 1. As the LM Ã test statistic has failed to reject the null hypothesis of cointegration, the vector of estimated coef®cients can be interpreted as the potential cointegrating vector of the system. These estimates can be interpreted as long-run impacts. Considering the estimated parameters in Table 6 , it is encouraging 5 In this case, with one regressor, estimation was done with the fully modi®ed procedure. 6 ì v and ó 2 v equal to 0X0850 and 0X0055, respectively, are used as the mean and variance for two regressors and are reported in McCoskey and Kao (1998) . 678 BULLETIN to note that, for most cases, the coef®cient â i , which can be interpreted as the elasticity of output per worker with respect to capital per worker, is positive. In almost two-thirds of the cases, the estimated parameter lies between 0 and 1 which is consistent with the model speci®cation, although 10 of the 16 signi®cant estimates are greater than 1. Only Peru has an estimate of the elasticity of output per worker with respect to capital per Phillips and Ouliaris (1990) . 7 If we reject cointegration then we encounter the problem of estimating a spurious regression. As discussed in Granger and Newbold (1974) and Phillips (1986) , a spurious regression of two independent non-stationary series will tend to show a signi®cant relationship when none exists. The problem gets worse as the time dimension increases. In the absence of a cointegrating relationship, the speci®cation is spurious. A spurious regression has the following characteristics: (a) estimates are not consistent and converge to random variables, not constants; (b) OLS t and F statistics diverge; (c) R 2 may not tend to 0. Thus, caution is suggested when interpreting results from spuriously estimated regressions.
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The results for the testing on Group 2 are similar: the null hypothesis of cointegration cannot be rejected with LM Ã À4X7427. Results for individual testing, the LM and ADF test statistics are provided in Table 7 for Group 2. Parameter estimates are provided in Table 7 . In this group, 10 out of the 22 estimates for urbanization are signi®cant with only three of those less than 0. For the estimates on KAPW, 13 out of 22 are signi®cant with none of the signi®cant estimates less than 0 and only four greater than 1.
Given our production function speci®cation, there is an important link between ë i , â i and output per worker. In particular, for countries where ë i , 0, there is an added imperative for capital accumulation in order to see growth in output per worker. Starting with the production function
) and holding A i, t constant, we can take the total differential with respect to U and K Ã :
We set dy Ã i, t 0 to ®nd the trade-off between dU and dK Ã necessary to hold output constant. It can be shown that
It can be seen directly, and is quite intuitive, that larger negative values of ë i require larger levels of change in capital accumulation per worker for economic growth. Thus, for developing countries, over-urbanization has a very similar effect as high birth rates in terms of future economic growth. For countries where ë i . 0, countries can experience decreases in capital per worker and yet still experience growth in output through the positive effects of urbanization. How should one interpret the failure to reject the null hypothesis of cointegration? Statistically speaking, the failure to reject the null means that we cannot rule out a long-run relationship between the natural log of GDPW, KAPW and urbanization levels for either developed or developing countries. However, given the potential importance of a time trend to the underlying speci®cation, in the next section we test for cointegration allowing for a non-zero time trend.
Results for Cointegration (With Trend)
In the previous section we assumed that none of the series contained a time trend and that the regression itself contained no trend. In this section, we allow for the presence of a time trend and test for cointegration of the relationship:
For this case we could not reject cointegration for either group. Group 1 had LM Ã À7X7522 and for Group 2, LM Ã À6X6709X The individual country results for the LM and ADF tests are given in Tables 4 and 5 . The parameter estimates are given in Tables 6 and 7. The ®rst feature of this model to investigate is the signi®cance of the 682 BULLETIN estimated trend. The trend has an important economic meaning; it can be seen as the constant growth rate in GDPW caused by factors other than urbanization and capital per worker. Again, there is a noticeable difference between the two groups. In Group 1, in 11 out of the 30 cases, the trend is signi®cant. In six out of these 11 cases, the estimate is negative. Of these signi®cant estimates, the maximum (Jamaica) is 0.9061 and the minimum (Morocco) À1.9375. In the case of Morocco, this negative trend is offset by a signi®cant and dramatic impact of urbanization. With Group 2 countries, eight countries have a signi®cant time trend and, of these, six are positive. Only Greece and the Netherlands have negative and signi®cant growth rates. The maximum, signi®cant, growth rate estimate is 0.1747 (Luxembourg) and the minimum is À0.651 (Greece). There is an interesting interaction between urbanization and the time trend. In 15 cases across both groups, both urbanization and the time trend are signi®cant. In all but one country (Canada) the signs are reversed. It seems that urbanization is either draining from otherwise positive growth or propping up growth rates in an otherwise struggling country. In either case, urbanization seems crucial in understanding future output. For Group 1, four countries have positive urban elasticities combined with negative growth rates (Colombia, Iran, Morocco, and the Philippines); in the remaining ®ve cases a negative urban elasticity is combined with a positive growth rate (India, Jamaica, Mexico, Panama, and Peru). For Group 2, two countries have a positive urban elasticity combined with negative growth rate (Greece and the Netherlands) and four countries have a positive growth rate combined with negative urban elasticity (Denmark, FRG, Luxembourg, In comparing results for urbanization across the two speci®cations, in almost all cases both signs remained the same. There were two glaring exceptions: the estimate of urban elasticity for Denmark changed from 5.3583 without a trend to -48.9148 with a trend; for India the estimate changed from 2.2072 without a trend to -32.2889. The results for capital per worker remained stable across the two models. In the model with trend, in Group 1 there are 13 signi®cant estimates with four of these negative. In the case of Group 2, 11 estimates were signi®cant with two of these less than zero.
Cross-Section Results and Average Effects
Testing for Average Effects
The results from the above cointegration analysis should be considered in contrast to more traditional cross-section results. In fact, the two types of studies are answering very different questions. The cross-section studies traditionally attempt to ®nd average long-run effects rather than examining speci®c paths of different countries. In Pesaran and Smith (1995) two methods are given to consistently estimate these long-run averages in the presence of cointegrating relationships.
The ®rst method is given as simply taking the average across the individual parameter estimates for each cross-section. Thus:
The second suggested method involves estimating a cross-section relationship between the averages, across time, of the groups. Thus the estimated regression is de®ned as:
, and U i T t1 ln U i, t . In this speci®cation, the estimates will be consistent. However, the usual standard errors are not valid. Pesaran and Smith suggest White's heteroscedasticity-consistent standard errors. It should be noted that using the cross-section approach to estimate average effects has one major disadvantage over the dynamic approach: in this approach the regressors are assumed to be strictly exogenous. Both the dynamic and cross-section approaches require independence across the cross-sections for the asymptotic results to hold.
Pesaran and Smith do provide an important caution for those studies where very short time periods are used to estimate average effects (such as the strict cross-section approach), such estimations are likely to be biased or inconsistent. Thus, even in this`cross-section' approach, the time dimension of the panel is crucial. The standard errors reported are calculated under the assumption that the cross-sections are independent and using the usual properties on variances of the average of independent random variables. At ®rst glance it is disappointing to realize that for neither group is the coef®cient on urbanization further than two standard deviations away from 0; however, when considering the estimates on which this is based such an inconclusive result is predictable. When the original estimates were done in both groups the sample was almost split with both positive and negative coef®cients on urbanization. The result on KAPW is much clearerÐin both cases the coef®cient is positive and at least two standard deviations away from zero. Average Cross-Section Results Using the second method suggested and constructing averages across time and using OLS, we obtain the following results: The ®rst set of standard errors reported are those from the original OLS estimation; the second set of standard errors reported are calculated from White's heteroscedasticity-consistent estimator variance±covariance matrix. The results from this estimation, when taken with the second set of standard errors, coincides strongly with the previous results with regards to 688 BULLETIN urbanization. In neither case is urbanization signi®cantly different from 0. However, in this estimation, the results on KAPW are also inclusive.
Results for Average Effects
It is clear that using White's heteroscedasticity-consistent estimator corrections for the standard errors makes an enormous difference in the interpretation of the results, especially in the case of Group 2. The OLS standard errors would cause us to conclude that all estimates are positive and signi®cantly different from 0. It is interesting to note that, despite the inconclusive results on the parameters, the estimated R 2 for Group 1 is 0X848 and for Group 2 it is 0X787.
When taken as a whole, these results seem to support that average effects of the elasticity of capital per worker with respect to output to worker are positive. This result is nice but not very groundbreaking. With regard to urbanization, the results are much less conclusive. In fact based on the inability of the estimates to determine even the sign on the average effect of the elasticity of urbanization we conclude that attempting to estimate such an average effect may be misguidedÐbased on our dynamic studies it seems clear that the impact of urbanization varies greatly across the crosssections. Such an individualized impact, which may depend crucially on internal economic and political structure, can be best captured in the dynamic, heterogeneous approach.
IV. CONCLUSION
Urban economists have been anxious to link output and measures of urbanization. Cities form, it is assumed, in response to market forces in production. In this essay an attempt is made to pin down the exact relationship between urbanization and output over time using results from the time series literature and non-stationary panel data literature. A traditional constant returns to scale Cobb±Douglas production function is speci®ed with urbanization as a shift factor. The results show clearly that this speci®cation cannot be rejected and may be useful in understanding longrun growth. However, even if urbanization is crucial to growth, our results show that the impact of urbanization varies greatly across countries and therefore attempts to identify or even determine the sign of constant longrun effects are misguided. Understanding whether urbanization is an engine or anchor to growth is crucial for policy in both developing and developed countries.
There are other important results from this study as well. Testing presented here shows that the natural logs of urbanization and GDP per worker are non-stationary for the group of developing countries and for developed countries, the natural logs of GDP per worker, capital per worker and urbanization are all non-stationary. Serious studies of the dynamic relationship between growth in GDP and urbanization should take heed of these results; otherwise, estimation may be spurious. In addition, using results from Pesaran and Smith, it should also be mentioned that estimating 
