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Abstract
Recent years have seen the rise of convolutional neural network techniques in
exemplar-based image synthesis. These methods often rely on the minimization of
some variational formulation on the image space for which the minimizers are assumed
to be the solutions of the synthesis problem. In this paper we investigate, both the-
oretically and experimentally, another framework to deal with this problem using an
alternate sampling/minimization scheme. First, we use results from information ge-
ometry to assess that our method yields a probability measure which has maximum
entropy under some constraints in expectation. Then, we turn to the analysis of our
method and we show, using recent results from the Markov chain literature, that its
error can be explicitly bounded with constants which depend polynomially in the di-
mension even in the non-convex setting. This includes the case where the constraints
are defined via a differentiable neural network. Finally, we present an extensive exper-
imental study of the model, including a comparison with state-of-the-art methods and
an extension to style transfer.
1 Introduction
Understanding texture formation is a crucial step towards a global theory of the human
visual system as texture is an important perceptual cue. The more specific problem of
exemplar-based texture synthesis arises in computer graphics where it is often desirable
to be able to generate new large natural textures which look like an input image. This
1
ar
X
iv
:1
91
2.
01
69
1v
1 
 [m
ath
.ST
]  
3 D
ec
 20
19
application highlights the need of a mathematically sound model for texture generation as
our only criterion for evaluating the performance of algorithms is via human inspection.
Two main approaches have been proposed in the literature: the patch-based methods
[36, 35, 61, 62, 80, 60, 47, 58, 43] and the parametric ones [91, 40, 39, 15, 49, 96, 44, 55,
88, 89]. In the present paper, we are interested in the theoretical and visual properties
of information-based parametric models. More precisely, we consider maximum entropy
models. Indeed, the maximum entropy approach has the appealing property that the trade-
off between innovation (maximizing the entropy) and the visual similarity with the input
(geometrical or statistical feature constraints) is explicitly embedded in the model. There
exist two main approaches for these maximum entropy formulation, the microcanonical
model in which the constraints must be met almost surely and the macrocanonical model
in which the constraints must be met in expectation [14]. Both share connections with
statistical physics. In [14] the authors address the convergence of usual sampling scheme
for the microcanonical model. One key contribution of the present paper is the derivation
of a similar result for the macrocanonical model.
Contrary to the microcanonical model, the distribution of any macrocanonical model
is a Gibbs measure, i.e. the exponential distribution of the features up to a scalar product
with some parameters [53]. Our first contribution is to give explicit conditions on the
features ensuring the existence of such a macrocanonical model, extending results from
information geometry [20, 19, 18, 31].
Even if such a Gibbs measure exists we are facing two issues: 1) finding the optimal
parameters, 2) sampling from the associated Gibbs measure. The first challenge can in
fact be seen as the dual formulation of the maximum entropy problem under constraints
and corresponds to the minimization of a convex functional over an open susbet of Rp with
p ∈ N. Therefore it is natural to consider gradient based method in order to find such
parameters and this approach was considered in the seminal work of [96] which was the
first to consider macrocanonical models in the context of image processing. However, the
gradient of this functional is the expectation of the features with respect to the Gibbs mea-
sure. In this context, we turn ourselves to the Stochastic Approximation (SA) literature
[81, 17]. More precisely, we use the Markov Chain Monte Carlo (MCMC) SA methodology
proposed in [26] and referred as Stochastic Optimization with Unadjusted Langevin Algo-
rithm (SOUL) which relies on the Langevin algorithm. This MCMC method has received a
lot of attention in the recent years [23, 22, 32] since it exhibits desirable convergence prop-
erties and has been extensively used in machine learning applications [93, 86, 73, 66, 1].
Note that a similar methodology to SOUL was already used in a texture synthesis context
in [65, 24].
Our second contribution is to establish the convergence of the methodology proposed
in [26] in the context of macrocanonical texture synthesis and improve existing results on
the dependency with respect to the hyperparameters in this specific case. In particular,
the dependency in the dimension is polynomial even in the non-convex setting. This is in
accordance with similar results for the convergence of diffusion processes with respect to
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the Kantorovitch-Rubinstein distance which are known to be optimal [34].
The paper is organized as follows. Notations and image descriptors are introduced
in Section 2. Related work on maximum entropy methods is discussed in Section 3.1 In
Section 3.2, we give a mathematical presentation of the microcanonical model and the
macrocanonical model. In Section 3.3 we extend results from information geometry to
the context of exemplar-based texture synthesis. A Bayesian interpretation and some
examples are given in Section 3.4. We then turn to the proposed algorithm for sampling
macrocanonical models. The SOUL algorithm is exposed in Section 4.1 and the convergence
results applied to our settings are presented in Section 4.2. In Section 4.3 we investigate
the links between the microcanonical model and the macrocanonical one. Experiments are
presented in Section 5. First we show that the SOUL algorithm numerically solves the
problem at hand, considering a toy circular Gaussian case in Section 5.1. After discussing
the parameters of the algorithm we turn to the challenging application of texture synthesis
in Section 5.2. We study the advantages and the limitations of macrocanonical models and
compare our visual results with existing algorithms. We conclude this section by presenting
an extension of the studied framework to style transfer. Proofs and additional results are
gathered in a supplementary document.
2 Notation and feature models
2.1 Notation
Let d, p ∈ N. The complement of a set A ⊂ Rd, is denoted by Ac. For any A ∈ Rd, we
denote int(A) its interior, ∆A = {(x, x) ∈ Rd × Rd : x ∈ A} the diagonal of A, B(Rd) the
Borel σ-field of Rd, F(Rd,Rp) the set of all Rp-valued Borel measurable functions on Rd.
If p = 1, we write F(Rd,Rp) = F(Rd) and define for f ∈ F(Rd),
‖f‖∞ = inf
{
t ≥ 0 : Leb({x ∈ Rd : |f(x)| > t}) = 0
}
,
where Leb is the Lebesgue measure over (Rd,B(Rd)). An open ball of Rd for the Euclidean
distance with center x0 ∈ Rd and radius r > 0 is denoted B(x0,Rd). For µ a probability
measure on (Rd,B(Rd)) and f ∈ F(Rd,Rp), a µ-integrable function, denote by µ(f) the
integral of f with respect to (w.r.t.) µ, i.e.
µ(f) =
∫
Rd
f(x)dµ(x) .
< If f = 1A for some measurable set A then we denote µ(1A) = µ(A). Let f ∈ F(Rd) then
for any probability measure µ on (Rd,B(Rd)) we denote by f]µ the pushforward measure
of µ by f .
Let U be an open set of Rd. We denote by Ck(U,Rp) the set of Rp-valued k-continuously
differentiable functions. The differential of f ∈ Ck(U,Rp) is denoted df and its Jacobian
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matrix Df . Let Ck(U) stand for Ck(U,R). Let f : U→ R, we denote by ∇f , the gradient
of f if it exists. f is said to be m-strongly convex with m ≥ 0 if for all x, y ∈ Rd and t ∈ [0, 1],
f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y)− (m/2)t(1− t) ‖x− y‖2 .
We recall that if f : U → R is twice differentiable at point a ∈ Rd, its Laplacian is
given by ∆f(a) = ∑di=1 ∂2f(a)/∂x2i . For any A ⊂ Rd, we denote by ∂A the boundary
of A and Vol(A) = Leb(A) For any α > 0, let Pα be the set of probability measures
over B(Rd) such that ∫Rd ‖x‖α dpi(x) < +∞. Let (Ω,G,P) be a probability space, and
L2(Ω,G) = {X : X is a real-valued random variable on Ω such E[X2] < +∞}. Let µ, ν
be two probability measures on (Rd,B(Rd)). We write µ ν if µ is absolutely continuous
w.r.t. ν and dµ/dν an associated density. The Kullback-Leibler divergence, or relative
entropy, of µ from ν is defined by
KL (µ|ν) =

∫
Rd
dµ
dν (x) log
(
dµ
dν (x)
)
dν(x) if µ ν ,
+∞ otherwise .
If µ and ν are probability measures, the relative entropy takes values in [0,+∞]. We take
the convention that ∏nk=p = 1 and ∑nk=p = 0 for n, p ∈ N, n < p. If x, y ∈ Cd with
d ∈ N we define the periodic convolution between x and y and denote z = x ∗ y ∈ Cd, the
element z such that for any i ∈ {0, . . . , d− 1}, z(i) = ∑d−1k=0 x(k)y(i−k), where x and y are
extended over Z by periodicity. We also denote xˇ ∈ Cd such that for any i ∈ {0, . . . , d−1},
xˇ(i) = x(−i) and x is extended over Z by periodicity. For any x ∈ Cd, F(x) (respectively
F−1(x) ∈ Cd) stands for the Fourier transform (respectively the inverse Fourier transform),
defined for any j ∈ {0, . . . , d− 1} by
F(x)(j) =
d−1∑
k=0
x(j)e−2ipijk/d , F−1(x)(j) = d−1
d−1∑
k=0
x(j)e2ipijk/d .
Note that we have F−1(F(x)) = x. For any z ∈ C, we denote by R(z) the real part of z
and by I(z) its imaginary part. We denote by An2,n1(R) the vector space of affine operators
from Rn1 to Rn2 and for any A ∈ An2,n1 , A˜ is the linear part of A. Finally, Sd(R) is the
space of d× d real symmetric matrices.
2.2 Image descriptors
In this work we are interested in sampling probability distributions derived from image
models. Let x0 ∈ Rd be an exemplar image and consider a set of constraints associated
with some image descriptors F : Rd → Rp. Assume that F (x0) = 0, this can always been
achieved upon subtracting F (x0) to the original features. The constraints on the target
distribution are then given by F = 0 almost surely or in expectation.
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In this section, we review some of the popular possibilities for the choice of the function
F . In the literature, many different approaches such as Gaussian models, i.e. mean and
correlation features [91, 40], wavelet-based descriptors [49, 77, 75, 30] or convolutional
neural network features (CNN) [44, 90, 54] have been proposed to come up with visually
satisfying image descriptors.
In our study we will focus on two sets of features: (i) Gaussian features ; (ii) CNN
features. Gaussian features have the mathematical advantage of defining a strongly con-
vex model, therefore allowing for strong convergence results to apply. However Gaussian
textures do not exhibit sharp edges and lack long-range structures and as a consequence
richer models should be investigated in order to obtain visually satisfying images. Similarly
to [44, 90, 65] we consider features derived from a pretrained CNN. It has been observed
that these features are efficient for describing a large variety of natural images. However,
these improvements over the Gaussian model come at a high computational price. First,
the features we end up with are no longer convex. Second, the dimension of the associated
parameter space is usually high. An experimental investigation of the behavior of our pro-
posed algorithm for these two sets of features is conducted in Section 5. We now describe
precisely these two models.
Gaussian features Let x0 ∈ Rd and consider F (x) = x ∗ xˇ − x0 ∗ xˇ0. In the Fourier
domain, we have for any i ∈ {1, . . . , d}, F(F (x))(i) = |F(x)(i)|2 − |F(x0)(i)|2. Therefore,
if F (x) = 0, x has same power spectrum, i.e. same autocorrelation, as x0, namely F(x)
has the same modulus as F(x0). However the equation F (x) = 0 gives no information on
the phases of F(x).
Neural network features A Neural network is a series of affine operations (usually
convolutions) followed at each step by a pointwise non-linearity. We define
(Akj )j∈{1,...,M},k∈{1,...,cj} ∈
M∏
j=1
Anj ,cj−1×nj−1(R)cj , (nj , cj)j∈{0,...,M} ∈ NM+1 × NM+1 ,
(1)
with M ∈ N, n0 = d and c0 = 1. For each j ∈ {0, . . . ,M}, nj is the dimension of the
j-th layer and cj is the number of channels of the j-th layer, and for any k ∈ {1, . . . , cj},
Akj ∈ Anj ,cj−1×nj−1 . Namely for any layer j ∈ {1, . . . ,M} and channel k ∈ {1, . . . , cj},
Akj : Rcj−1×nj−1 → Rnj is the affine operator which maps the (j − 1)-th layer to the
j-th layer and channel k before the non-linear operation. With our notations, the 0-
th layer corresponds to the original image. We recall that for any j ∈ {1, . . . ,M} and
k ∈ {1, . . . , cj}, A˜kj denotes the linear part of Akj . We also define for any j ∈ {1, . . . ,M}
and x ∈ Rcj−1×nj−1 , Aj(x) = (Akj (x))k∈{1,...,cj}, i.e. Aj ∈ Acj×nj ,cj−1×nj−1 is the affine
operator which maps the j − 1-th layer to the j-th layer before the non-linear operation.
Let ϕ : R→ R be a measurable function. By a slight abuse of notation we denote for
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any d ∈ N and x ∈ Rd, ϕ(x) = (ϕ(x(0)), . . . , ϕ(x(d− 1))). We assume that ϕ satisfies the
following conditions:
(a) for any d ∈ N, there exists Cd,ϕ ≥ 0 such that for any x ∈ Rd, ‖ϕ(x)‖ ≤ Cd,ϕ(1+‖x‖) ,
(b) ϕ is non-decreasing,
(c) limt→+∞ ϕ(t) = +∞ .
We define for any j ∈ {1, . . . ,M} and k ∈ {1, . . . , cj}, the (j, k)-th layer-channel feature
G kj : Rd → Rnj , for any x ∈ Rd, by
G kj (x) =
(
ϕ ◦Akj ◦ ϕ ◦Aj−1 ◦ · · · ◦ ϕ ◦A1
)
(x) , G0(x) = x .
For any layer j ∈ {1, . . . ,M} and channel k ∈ {1, . . . , cj}, G kj (x) is the neural network
response of x at layer j and channel k. We also define for any j ∈ {1, . . . ,M}, the j-
th layer feature Gj : Rd → Rcj×nj , for any x ∈ Rd, by Gj(x) = (G kj (x))k∈{1,...,cj}. Let
j ⊂ {1, . . . ,M} then we can define F (x) ∈ Rp for any x ∈ Rd by
F (x) =
(
G
k
j (x)− G kj (x0)
)
j∈j,k∈{1,...,cj}
, G
k
j (x) = n−1j
nj∑
`=1
G kj (x)(`) , p =
∑
j∈j
cj .
(2)
A few remarks are in order regarding the dimension of the associated parameter space. In
our applications, we will use the VGG19 convolutional neural network [85], see Appendix D
for details on the structure of VGG19 network. Note that since VGG19 is a convolutional
neural network, i.e. the linear part of the affine operators is given by a convolutional
operator, and since we average the neural network response, the output dimension p is in-
dependent of the input dimension d. Selecting the layers j = {1, 3, 6, 8, 11, 13, 15, 24, 26, 31}
we have p = 2688 ≈ 103. Usually we will consider images of size at least 512 × 512 for
which d = 262144 ≈ 105. Therefore the features described by (2) performs a dimension
reduction. In [44] similar image descriptors are considered but Gram matrices are used
instead of (Gj)j∈j,k∈{1,...,cj}. This leads to a parameter space with dimension 352256 ≈ 105,
see [79].
3 Statistical texture models
3.1 Previous work
As emphasized in Section 1, there have been two main approaches to address the exemplar-
based texture synthesis problem. First, non-parametric methods produce an output image
following a statistical process, e.g. a Markov random field [36, 16, 78]. These methods
do not require an explicit texture model. Most of these algorithms are based on patch
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information, see the review paper [79]. Indeed, in order to update the current image, the
patches of the input texture are rearranged in order to generate a new element (a pixel or
a block of pixels) which is locally coherent with the pre-existing structure. The seminal
work of [36] paved the way for the use of such methods and was later extended in [35, 61]
to handle blockwise updates instead of pixelwise ones. The statistical model of [36] was
analyzed in [62] in which the authors reformulate the original algorithm as a bootstrap
scheme. Since these methods duplicate some part of the input image in order to sample
the new image, their innovation capability is limited as they might suffer from a copy-
paste problem. Some recent patch-based methods deal with these issues by introducing
randomness either in the update [80]. In [43], starting from a random microtexture initial
image, the patches are rearranged using optimal transport. [60] reformulates a patch-based
synthesis algorithm as an optimization procedure, therefore yielding a global texture model
defined by the patch information. This model was later extended in [47, 58].
For the seconde type of approaches, i.e. parametrics ones, in the early work of [38],
textures were described as fractional Brownian motions. It was later noticed in [91] that a
large class of textures could be generated using spot noise models whose normalized limit
for a large number of spots is a Gaussian random field with a circulant covariance matrix
[40]. In this works the underlying image model is Gaussian and the pixel distribution of
the output image has, in expectation, the same moment of order 1 and 2 as the input
texture. It was shown that these algorithms are able to sample a large class of textures.
Different features are designed in [74]. All the images in this class share the property
that they do not exhibit salient spatial structures implying that the knowledge of the
second-order moments was not enough to reproduce natural images. In [39, 15, 49] the
authors remark that structured textures could be obtained using hand-selected features.
These ideas are extended in [77] by designing a bank of wavelet features. In addition
the authors rewrite parametric exemplar-based texture synthesis algorithms as maximum
entropy problems under constraints. Similarly, in the seminal paper [96], the authors
derive the first texture synthesis methodology based on a maximum entropy approach
with constraints in expectation. Later, replacing wavelet features in [77] by convolutional
neural network features, [44] was able to obtain striking visual results. Combining these
neural network features with pixel-based constraints yields improvements of the original
work of [44]. For instance, in [64] spectral constraints are added to the convolutional
neural network ones. [55, 88, 89] design parametric methods relying on convolutional
neural network features. The sampling procedure does not depend on any gradient-based
method but instead is performed in a feed-forward manner. More recently, many papers
investigate the use of Generative Adversarial Networks (GAN) [46] in texture synthesis
giving promising results [54, 9, 63, 95]. In GAN [54, 46] the structure constraint is encoded
in the loss on the generator, i.e. the samples must look like the input image. The innovation
constraint is encoded in the loss on the discriminator, i.e. the samples must be diverse
enough for the discrimination task to be hard. This formulation can be rewritten as an
optimization problem on probability measures [3, 10]. In this case, the target distribution
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on natural textures is the solution of the training problem. Note that in this case, though
the synthesis is performed in a feed-forward manner, the neural network must be retrained
when presented a new class of textures. In the following approaches, the generation is not
feed-forward but the natural texture distribution is designed so that the same features are
generically used for all textures.
3.2 Maximum entropy probability measures
We now define microcanonical and macrocanonical models as introduced by [14]. Let µ
be a probability measure over (Rd,B(Rd)) with d ∈ N. The measure µ will be referred
to as the reference probability measure. Let F : Rd → Rp with p ∈ N be a measurable
mapping. This mapping will be referred to as the statistical constraints of the model.
A discussion on the choice of F was conducted in Section 2.2. From now on we assume
that we observe an input texture x0 such that F (x0) = 0. Once again, note that this
can always been achieved upon subtracting F (x0) to the original features. Given a set of
features and a target image, we are now interested in the probability distributions which
have maximum entropy (innovation constraint) and such that the features are equal to
the ones of the target image (structure constraint) almost surely. In order for the model
to be well-defined we replace the maximization of the entropy by a minimization of the
Kullback-Leibler divergence KL (·|µ) where µ is the reference probability measure. This
methodology is called the microcanonical model, see [14].
Definition 1. A probability measure pi is a microcanonical model with respect to the con-
straints F and the reference measure µ, if pi({F = 0}) = 1 and if for any probability
distribution ν which satisfies the previous assumption we have KL (pi|µ) ≤ KL (ν|µ).
This model was already considered in [39, 15]. Steerable pyramids constraints are used
in [49]. In [77] more than 700 cross-correlations, autocorrelations and statistical moments of
wavelet coefficients are selected in order to design the statistical constraint features. With
the rise of convolutional neural networks, striking visual results were obtained by [44]. This
line of work has then been extended by several authors, adding other constraints such as
spectrum projection [64]. However the microcanonical model distribution is untractable
for most statistical constraints. Therefore in order to sample from this distribution the
following heuristics is used: 1) sample a white noise image; 2) perform a gradient descent
on the square norm of the features. We shall see in Section 4.3 that this algorithm, while
providing satisfying visual results for neural network constraints, does not sample from the
microcanonical distribution. We now consider a relaxation of the microcanonical model:
the macrocanonical model, see [14]. Given a set of features and a target image, we are
now interested in the probability distributions which have maximum entropy (innovation
constraint) and such that expectation of the features is equal to the features of the target
image (structure constraint).
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Definition 2. A probability measure pi is a macrocanonical model with respect to the
constraints F and the reference measure µ, if F is pi-integrable, pi(F ) :=
∫
Rd F (x)dpi(x) = 0
and if for any probability distribution ν which satisfies the previous assumption we have
KL (pi|µ) ≤ KL (ν|µ).
This maximum entropy model was introduced by [53] and used in texture synthesis
by [96]. Under some assumptions the macrocanonical model can be written in a closed-
form. In [96], the authors used a dictionary of quantiles for various filters, linear and non-
linear, as statistical constraint features. This work has been extended, using convolutional
neural network features in [65]. In [14] conditions under which the macrocanonical and
the microcanonical models coincide when the dimension of the image space grows towards
infinity are identified.
In the next section we study the existence and uniqueness of the macrocanonical model
introducing a dual problem and using the point of view of information geometry.
3.3 Existence, uniqueness and dual formulation
Considering the model defined by Definition 2 it is natural to ask the following questions:
(a) When does a macrocanonical model exist? Can we identify explicit conditions for its
existence?
(b) If such a model exists, is it unique?
(c) Can we find closed forms for the probability distribution functions of macrocanonical
models?
We will answer positively to (b). In the case where the problem is non degenerate, i.e.
there exists a probability measure ν such that KL (ν|µ) < +∞ and ν(F ) = 0, then the
macrocanonical model exists and is given by a parametric measure, answering both (a)
and (c). However, checking that the problem is indeed non degenerate can be as hard as
finding the macrocanonical model.
To show the existence of a macrocanonical model we give a dual, convex and finite
dimensional formulation. This problem is then solved under the following conditions on F
and µ. Let α > 0 and β > 0:
A1 (α). F is continuous and there exists Cα ≥ 0 with supx∈Rd
{‖F (x)‖ (1 + ‖x‖α)−1} ≤
Cα < +∞.
A2 (β). There exists η > 0, such that
∫
Rd exp[η ‖x‖β]dµ(x) < +∞.
Let Pα be the set of probability measures over (Rd,B(Rd)) such that
∫
Rd ‖x‖α dpi(x) <
+∞. We define the set of admissible probability measures by PFα = {pi ∈ Pα : pi(F ) = 0}
and consider the following problem:
minimize KL (pi|µ) subject to pi ∈ PFα . (P)
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We denote v(P) = infPFα KL (pi|µ). It is clear that any solution of (P) is a macrocanonical
model with respect to the constraints F and the reference measure µ. First, we assert that
if the solution of (P) exists and is non-degenerate, i.e. v(P) < +∞, then it is unique. Let
pi?1 and pi?2 be two solutions of (P) with v(P) < +∞ and φ(t) = t log(t), defined on [0,+∞)
with the convention that φ(0) = 0. Since v(P) < +∞ we have that pi?1  µ and pi?2  µ.
Since PFα is convex, pi? defined for any x ∈ Rd by dpi
?
dµ (x) =
(dpi?1
dµ (x) +
dpi?2
dµ (x)
)
/2 belongs
to PFα . Using that φ is strictly convex we have
2v(P) = KL (pi?1|µ) + KL (pi?2|µ) =
∫
Rd
{
φ
(dpi?1
dµ (x)
)
+ φ
(dpi?1
dµ (x)
)}
dµ(x) ≥ 2KL (pi?|µ) ,
with equality if and only if for µ almost every x ∈ Rd we have dpi?1dµ (x) =
dpi?2
dµ (x). As a
consequence, since KL (pi?|µ) = v(P), pi?1 = pi?2.
We now introduce another optimization problem.
maximize inf
pi∈Pα
{KL (pi|µ) + 〈θ, pi(F )〉} subject to θ ∈ ΘF , (Q)
with
ΘF =
{
θ ∈ Rp :
∫
Rd
exp [−〈θ, F (x)〉] dµ(x) < +∞
}
. (3)
Using Hölder’s inequality, one can show that ΘF is convex. In addition, if A1(α) and
A2(α) hold with α > 0 then B¯(0, η/Cα) ⊂ int(ΘF ). Similarly to (P), we denote v(Q) =
supΘF infpi∈Pα{KL (pi|µ) + 〈θ, pi(F )〉}. Introducing the Lagrangian L(pi, θ) = KL (pi|µ) +
〈θ, pi(F )〉 defined over Pα ×ΘF , we have
v(Q) = sup
ΘF
inf
Pα
L ≤ inf
Pα
sup
ΘF
L ≤ v(P) . (4)
We denote d(P,Q) the duality gap d(P,Q) = v(P)−v(Q) with the convention that∞−∞ =
0. Let the log-partition function L : ΘF → R be given for any θ ∈ ΘF by
L(θ) = log
[∫
Rd
exp[−〈θ, F (x)〉]dµ(x)
]
. (5)
We also define for any θ ∈ ΘF , the probability measure piθ whose density with respect to
µ is given for any x ∈ Rd by
dpiθ
dµ (x) = exp[−〈θ, F (x)〉 − L(θ)] . (6)
Using Proposition 12, (Q) is equivalent to
minimize L(θ) subject to θ ∈ ΘF . (Q’)
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More precisely θ? is a solution of (Q) if and only if it is a solution of (Q′). Assuming that
Rd is replaced by X, a finite set, in (P), that µ is the counting measure on X and identifying
the probability distributions over X and the |X|-dimensional simplex, we obtain that the
primal problem (P) can be rewritten as a finite dimensional convex optimization problem
under linear constraints. In this case ΘF = Rp and we have that (Q) is the Lagrangian
dual problem of (P), where θ are the Lagrange multipliers. In this setting and under some
identifiability conditions, the solution of (P) is given by some Gibbs measure, i.e. for any
x ∈ X, piθ?(x) = exp [−〈θ?, F (x)〉 − L(θ?)] with θ? ∈ Rp, see [69]. In what follows we
investigate how the results obtained in the discrete setting can be extended to the general
case. The next proposition is an extension of [18, Theorem 3.1] in the case where F is not
bounded, which characterizes the solutions of (P). Under A2(α′) with α′ > α the existence
of a solution of (P) is ensured as soon as the set of admissible probability measures is not
empty.
Proposition 3. Assume A1(α) with α ≥ 0. The following holds.
(a) If there exists a solution of (P) such that v(P) < +∞ then there exists θ? ∈ Rp such
that the solution of (P) is given by piθ? defined for µ almost any x ∈ Rd by
dpiθ?
dµ (x) = exp [−〈θ?, F (x)〉]
/∫
Rd\N exp [−〈θ?, F (y)〉] dµ(y) if x /∈ N ,
dpiθ?
dµ (x) = 0 otherwise ,
(7)
with N ∈ B(Rd) such that for all pi ∈ PFα with KL (pi|µ) < +∞, pi(N) = 0. If there exists
pi ∈ PFα with KL (pi|µ) < +∞ such that µ  pi then θ? is a solution of (Q), piθ? given
by (6) is a solution of (P) and v(Q) = v(P), where v(Q) and v(P) are given in (4).
(b) Assume A2(α′) with α′ > α. There exists piθ? solution of (P) with v(P) < +∞ if and
only if there exists pi ∈ PFα such that KL (pi|µ) < +∞.
Proof. The proof is postponed to Appendix A.1.
Note that this result was extended to a large class of divergences, see [2, Theorem 3.8].
In [18, 19, 20] different sufficient conditions for solving (P) are derived. In particular, in
[18, Theorem 3.3], the existence of a solution to (P) is shown if F is measurable, A2(α)
holds and there exists U ⊂ Rp open with 0 ∈ U such that for any a ∈ U there exists νa
with KL (νa|µ) < +∞ and νa(F ) = a. In [87, Theorem 3], the authors show similar results
in the case where the Kullback-Leibler divergence is given by the true entropy. In practice
it is difficult to check the conditions of Proposition 3. Indeed, even if A2(α′) holds with
α′ > α it is not trivial to find an element pi ∈ PFα such that KL (pi|µ) < +∞. We now
turn to the dual formulation (Q) which is easier to deal with since it is a finite dimensional
and convex optimization problem. Under A2(α), any stationary point of the log-partition
function yields a solution of the primal formulation.
11
Proposition 4. Assume A1(α) and A2(α) with α ≥ 0. Then, L ∈ C∞(int(ΘF )), where L
is given in (5), and for any θ ∈ int(ΘF ), ∇L(θ) = piθ(F ) with piθ given by (6). In addition,
if there exists θ? ∈ int(ΘF ) such that ∇L(θ?) = 0, then piθ? is the solution of (P).
Proof. The proof is postponed to Appendix A.2.
A similar result was derived in [56], in the case where µ is no longer a probability
measure but only sigma-finite. The study of the log-partition function L is fundamental
in information theory. Its main properties are summarized in [7, Chapter 9] and in [21]
the authors show that the log-partition is a special case of a more general information
theoretical model, where the Kullback-Leibler divergence is replaced by another notion of
entropy. In fact, the log-partition function is a convex function, hence any stationary point
is a global minimizer. We exploit this fact in the following proposition.
Proposition 5. Assume A1(α), A2(α′) with α ≥ 0, α′ > α.
(a) If for any θ ∈ Rp with ‖θ‖ = 1, we have
µ
({
x ∈ Rd : 〈F (x), θ〉 < 0
})
> 0 , (8)
then θ?, solution of (Q), exists and piθ? given by (6) is the solution of (P).
(b) In particular, (8) is satisfied if µ(A) > 0 for any non-empty open set A ⊂ Rd, F is
continuous and there exists x ∈ F−1({0}) such that F is differentiable at x and we have
det(DF (x)DF (x)T) > 0.
Proof. The proof is postponed to Appendix A.3.
In Section 3.4, we apply Proposition 5 for some example of functions F of the form
(2). However, note that it does not apply to the case where ϕ is the rectified linear unit
(RELU), i.e. for any t ∈ R, ϕ(t) = max(0, t). Still we give a similar result, valid for RELU,
in Proposition 7. In [51, Theorem 3.5] the authors derive analogous results in the case
where µ is the Lebesgue measure, i.e. in the case where the Kullback-Leibler is replaced
by the true entropy.
We are also able to show that the condition (8) is almost necessary in the next result.
Proposition 6. Assume A1(α), A2(α′) with α ≥ 0, α′ > α and that there exists θ ∈ Rp
with ‖θ‖ = 1 such that
µ
({
x ∈ Rd : 〈F (x), θ〉 ≤ 0
})
= 0 .
Then δx0 solves (P) and v(P) = +∞.
Proof. The proof is postponed to Appendix A.4.
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We have seen that, under assumptions on the reference distribution µ and the statis-
tical constraints F , the macrocanonical model is the distribution piθ? with the following
parametric form: for any x ∈ Rd, (dpiθ?/dµ)(x) = exp [−〈θ?, F (x)〉 − L(θ?)], with θ? which
satisfies θ? ∈ argminθ∈ΘFL(θ). These exponential families can also be retrieved in the
following Bayesian framework. Assume that the likelihood of texture images associated
with parameters θ ∈ Rp is given for any x ∈ Rd by
p(x|θ) = exp [−〈θ, F (x)〉]
/∫
Rd
exp [−〈θ, F (y)〉] dµ(y) .
Assume that x0 is a sample from this distribution and that F (x0) = 0. Using Bayes’
formula we obtain that for any θ ∈ Rp
p(θ|x0) = p(x0|θ)p(θ)
p(x0)
∝ p(θ)
/∫
Rd
exp [−〈θ, F (y)〉] dµ(y) .
In order to compute the maximum a posteriori estimator θMAP we need to set a prior
distribution p(θ). Choosing the non-informative improper prior p(θ) = 1ΘF (θ) we get that
θMAP ∈ argminθ∈ΘF log
[∫
Rd
exp [−〈θ, F (x)〉] dµ(x)
]
,
which corresponds to the dual formulation (Q). However, other prior distributions could
be considered, yielding hierarchical Bayesian models [92].
3.4 Illustrative examples
Gaussian features We consider F : Rd → Rd, i.e. d = p, given for any x ∈ Rd by
F (x) = x ∗ xˇ− x0 ∗ xˇ0 and µ a Gaussian probability measure with zero mean and diagonal
covariance matrix with diagonal coefficient σ2 with σ > 0. Assume in addition that for
any ` ∈ {0, . . . , d − 1}, F(x0)(`) 6= 0. We have that, A1(α) and A2(α) hold with α = 2
and η ∈ (0, (2σ2)−1). Using the Fourier-Plancherel formula we get that for any x ∈ Rd and
θ = (θ(0), . . . , θ(d− 1)) ∈ Rd,
〈θ, F (x)〉+ ‖x‖2 /(2σ2) = d−1
[
〈F(θ), |F(x)|2 − |F(x0)|2〉+ ‖F(x)‖2 /(2σ2)
]
=
d−1∑
i=0
{
d−1(F(θ)(i) + (2σ2)−1) |F(x)(i)|2
}
− d−1〈F(θ), |F(x0)|2〉 .
This implies that, ΘF = F−1[R−1{
(−(2σ2)−1,+∞)d}] ∩ Rd. In addition, for any θ ∈ ΘF
with F(θ) ∈ Rd and X distributed according to piθ, we obtain that F(X) is a d-dimensional
complex Gaussian random variable on F(Rd) with zero mean and diagonal covariance
matrix with diagonal coefficients given by d(F(θ) + (2σ2)−1)−1/2. Similarly, we obtain
that X distributed according to piθ is a d-dimensional Gaussian random variable with zero
13
mean and invertible circulant covariance matrix Cθ ∈ Sd(R) whose inverse is given for any
i, j ∈ {0, . . . , d− 1} by
C−1θ (i, j) = 2θ(i− j) + σ−2 . (9)
Note that in this case, since F(θ) ∈ Rd, θ = θˇ. Let
F(θ?) = (d|F(x0)|−2 − σ−2)/2 ∈ F(ΘF ) . (10)
In this case, for any X distributed according to piθ? we obtain that F(X) is a d-dimensional
Gaussian random variable with zero mean and diagonal covariance matrix with diagonal
coefficients given by |F(x0)|2. Therefore we have
E
[
X ∗ Xˇ
]
= F−1
(
E
[
|F(X)|2
])
= F−1(|F(x0)|2) = x0 ∗ xˇ0 ,
which implies that piθ?(F ) = 0 and that θ? = F−1(d|F(x0)|−2 − σ−2)/2 is a solution of
(Q), since θ? ∈ ΘF . Using Proposition 4 we get that piθ? is a solution of (P). Therefore
the solution of (P) is the Gaussian probability measure with zero mean which satisfies
for any m,n ∈ {0, . . . , d − 1}, E [X(m)X(n)] = d−1(x0 ∗ xˇ0)(m − n). This distribution is
invariant by spatial translation, i.e. denoting τ : Rd → Rd, defined for any x ∈ Rd and
i ∈ {1, . . . , d− 1} by τ(x)(i) = x(i+ 1) and τ(x)(d− 1) = x(0), we have for any A ∈ B(Rd)
pi?(A) = pi?(τ(A)) . (11)
Note that the distribution of the random variable X is the same as the one of d−1/2(x0 ∗Z)
with Z a d-dimensional Gaussian random variable with zero mean and covariance matrix
identity, see [40].
CNN Features We now turn to the case where F is given by (2) for j ⊂ {1, . . . ,M} and
the reference measure µ is a Gaussian probability measure with zero mean and symmetric
positive covariance matrix. A1(1) andA2(α′) hold for any α′ ∈ [0, 2). Note that in the case,
where ϕ is differentiable, the results of Proposition 4 hold assuming that there exists a point
x ∈ Rd such that F (x) = F (x0) and dF (x) is surjective. In the case where for all t ∈ R,
ϕ(t) = max(0, t) we can define a certificate ensuring the existence of a macrocanonical
model. We now introduce some preliminary notations. Let (Aj)j∈{1,...,M} be given by (1)
and (Gj)j∈{1,...,M} be given by (2). For any j ∈ {1, . . . ,M}, let Aj,+ ∈ Acj×nj ,cj−1×nj−1(R)
defined by
Aj,+ = Dj(x0)Aj , (12)
with Dj(x0) ∈ Rcj×nj × Rcj×nj a diagonal matrix such that for any i ∈ {1, . . . , cj × nj},
Dj(x0)(i, i) = 1(0,+∞)(Gj(x0)(i)). Note that we have for any j ∈ {1, . . . ,M}, A˜j,+ =
Dj(x0)A˜j . Let (v˜j,k)j∈j,k∈{1,...,cj} such that for any j, j′ ∈ j and k, k′ ∈ {1, . . . , cj}, v˜j,k ∈
Rcj×nj and
v˜j,c(j′, c′) = 0 , if c′ 6= c ,
v˜j,c(j′, c′) = n−1j otherwise .
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Note that for any x ∈ Rd, F (x) = (v˜Tj,kGj(x))j∈j,k∈{1,...,cj}. In addition, define for any j ∈ j
and k ∈ {1, . . . , cj}
vj,k = A˜T1,+ . . . A˜Tj,+v˜j,k .
Note that for any j ∈ j and k ∈ {1, . . . , cj}, vj,k ∈ Rd. The next proposition highlights
the role of (vj,k)j∈j,k∈{1,...,cj} as a certificate for the existence of the macrocanonical model.
Proposition 7. Assume that A2(α) holds with α > 1, that µ(A) > 0 for every open set
A ⊂ Rd with A 6= ∅ and that F is given by (2) with ϕ(t) = max(0, t) for any t ∈ R, x0 ∈ Rd
and j ⊂ {1, . . . ,M}. Moreover assume that for any j ∈ {1, . . . ,M} and k ∈ {1, . . . , cj×nj}
eTk,jAjGj−1(x0) 6= 0 , (13)
where for any j ∈ {1, . . . ,M}, (ek,j)k∈{1,...,cj×nj} is the canonical basis of Rcj×nj . In
addition, assume that the family (vj,c)j∈j,c∈{1,...,cj} is linearly independent. Then there
exists a solution θ? to (Q) and piθ? defined given by (6) is the solution of (P).
Proof. The proof is postponed to Appendix A.5.
Note that since (vj,c)j∈j,c∈{1,...,cj} has a closed form, the independence condition in
Proposition 7 can be explicitly checked given a trained neural network. The proof of
Proposition 7 exploits the fact that neural networks are locally linear under mild assump-
tions. Finally, since the family (vj,c)j∈j,c∈{1,...,cj} has cardinality p =
∑
j∈j cj , Proposition 7
never applies when p > d.
Finally, note that here we propose to study Gaussian features and CNN features but
other choices are possible such as wavelet features or scattering transform features [67, 13].
4 Sampling from macrocanonical models
In this section, our objective is twofold. First, we want to find a sequence (θn)n∈N which
converges almost surely to θ?, the solution of (Q). Second, we aim at sampling from
the macrocanonical model piθ? defined by (6). We present a Stochastic Approximation
(SA) algorithm addressing simultaneously these two problems in Section 4.1. Our main
result are summarized in Section 4.2. In Section 4.3 we draw a qualitative link between
macrocanonical and microcanonical models.
4.1 The Stochastic Optimization via Unadjusted Langevin method
In this section, we introduce a SA algorithm to minimize L. In Section 4.1.1, we recall
some basic facts on convex convex stochastic optimization and in Section 4.1.2 we present
the Stochastic Optimization with Unadjusted Langevin (SOUL) Algorithm applied to the
maximum entropy problem.
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4.1.1 Stochastic approximation
Let K ⊂ int(ΘF ) be a non-empty compact convex set such that K ∩ argminΘFL 6= ∅ with
L the log-partition given in (5). Since θ 7→ L(θ) is a convex mapping we obtain that the
sequence (θ˜n)n∈N defined by θ˜0 ∈ K and for any n ∈ N, θ˜n+1 = ΠK[θ˜n − δ∇L(θ˜n)] where
δ > 0 is a stepsize and ΠK is the projection onto K, converges under mild assumptions to
θ? ∈ argminΘFL, since L is convex, see [70]. However, for any θ ∈ ΘF , ∇L(θ) = piθ(F )
and evaluating this quantity is generally unfeasible. In order to approximate this high-
dimensional integral, nested Laplace approximations were recently introduced [84, 72].
However, it is difficult to give upper-bounds on the bias of these approximations. In
what follows, we rely on Monte-Carlo approximations for which we derive explicit upper-
bounds on the bias. More precisely, assuming that it is possible to sample from piθ then
∇L(θ) can be approximated by N−1∑Nk=1 F (Xk), where (Xk)k∈{1,...,N} are independently
sampled from piθ. In most of our applications it is not feasible to sample directly from
piθ, but we can construct Markov chains for which piθ is an invariant probability measure.
Then, under assumptions and using classical Markov chain theory, it can be shown that
N−1
∑N
k=1 F (Xk) converges almost surely to piθ(F ), [29, Theorem 11.3.1]. Such examples of
Markov chains include the Metropolis-Hastings algorithm [48], which uses a rejection step.
In a high-dimensional setting, the acceptance ratio can be extremely low and the proposed
new iterate is then always discarded. Hence, we focus on Markov chains without rejection
step. In this scenario, piθ is not an invariant measure of the Markov chain in general.
However, for an appropriate choice of Markov chain, the bias between its actual invariant
probability measure and the target probability measure piθ can be explicitly controlled.
4.1.2 SOUL algorithm
First, we consider some regularity assumption on the measure µ with respect to the
Lebesgue measure.
B1. µ  Leb and its Radon-Nikodym density w.r.t. to the Lebesgue measure is given for
almost every x ∈ Rd by exp[−r(x)]/ ∫Rd exp[−r(y)]dy, where r : Rd → R is measurable.
Let θ = (θ(0), . . . , θ(p − 1)) ∈ Rp and consider the overdamped unadjusted Langevin
algorithm, called ULA in [82], defined by (X˜n)n∈N with X˜0 = x ∈ Rd and for any n ∈ N
X˜n+1 = X˜n − γ
( p∑
i=1
θ(i)∇Fi(X˜n) +∇r(X˜n)
)
+
√
2γZn+1 , (14)
where γ > 0 is a stepsize and (Zn)n∈N is a sequence of independent d-dimensional Gaussian
random variables with zero mean and identity covariance matrix. This algorithm is the
Euler-Maruyama discretization of the overdamped Langevin stochastic differential equa-
tion [33] for which piθ is the invariant probability measure. The study of the geometric
convergence of this Markov chain under various metrics was conducted in [32, 33, 23]. In
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[26] a SA scheme, the Stochastic Optimization with Unadjusted Langevin (SOUL) Algo-
rithm, is proposed in order to construct a sequence (θn)n∈N such that (θn)n∈N converges
almost surely and in L1 to some θ? ∈ argminΘF∩KL. Let θ0 ∈ K and X00 ∈ Rd. For any
n ∈ N and k ∈ {0, . . . ,mn − 1} we define
Xnk+1 = Xnk − γn
( p∑
i=1
θn(i)∇Fi(Xnk) +∇r(Xnk)
)
+
√
2γnZnk+1 and Xn0 = X
mn−1
n−1 ;
θn+1 = ΠK
[
θn + δn+1m−1n
mn∑
k=1
F (Xnk)
]
,
(15)
where (δn)n∈N∗ and (γn)n∈N are sequence of positive stepsizes and the sequence (Znk)n∈N,k∈{1,...,mn}
is a sequence of independent d-dimensional Gaussian random variables with zero mean and
covariance identity. By convention, Xm−1−1 = X00. The condition Xn0 = Xmn−1n−1 for all n ∈ N
is referred to as a warm-start condition.
To illustrate the expected behavior of the proposed SOUL algorithm (15), we consider
the toy example where x0 ∈ R, F (x) = x2 − 4 and F (x0) = 0. In this case the maximum
entropy distribution is given by the Gaussian distribution with zero mean and variance 4,
see [69, Section 4.6.2]. One shows that, the optimal weight θ? is given by θ? = 1/8. In
Figure 1, we experimentally check the convergence of (θn)n∈N. We set r(x) = 0 and observe
that the sequence (θn)n∈N as well as the sequence (θ¯n)n∈N define for any n ∈ N by
θ¯n = 0 if n < N , θ¯n =
n∑
k=N
δkθk
/
n∑
k=N
δk otherwise , (16)
where N ∈ N is a fixed parameter, converge to θ?. We now state our main results on the
dependency on the dimension in the explicit error in SOUL.
4.2 Main results
In [26], the convergence of the sequence (θn)n∈N is studied under general assumptions. In
this section, we complement these results in our setting. In particular, we show that the
error bound in L1 norm between L(θn) and L(θ?) is upper bounded by a constant which
depends polynomially in the dimension d. Let α ≥ 1, we consider the following assumption:
B2 (α). There exists K ⊂ Rp such that:
(a) K is a non-empty convex compact set with K ⊂ int(ΘF ) and we denote RK > 0 such
that K ⊂ B¯(0, RK) ;
(b) F is differentiable and there exists M ≥ 0 such that for any x, y ∈ Rd
‖F (x)− F (y)‖ ≤ M(1 + ‖x‖α−1 + ‖y‖α−1) ‖x− y‖ ;
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Figure 1: Variance estimation. In (a), the sequence of parameters (θn)n∈N (blue
curve) and the sequence of average parameters (θ¯n)n∈N (red curve) converge to the optimal
value θ? = 1/8. In (b) we illustrate empirically the convergence of the sequence (Xn0 )n∈N
to the Gaussian distribution with zero mean and variance 4 (orange curve) by plotting its
histogram. In this example N = 0, δn = 0.1×n−0.7, γn = 0.1×n−0.3 and mn = 10×dn0.6e.
(c) there exists θ? ∈ K solution of (Q).
Under B2(α) and A2(α) with α ≥ 1, a solution of (P) exists and is given by (6),
see Proposition 4. In addition, L is differentiable on K and we show in Proposition 4
that ∇L ∈ C1(Rd,Rd), hence Lipschitz continuous over K with constant supθ∈K
∥∥∇2L(θ)∥∥.
Conditions under which B2(α)-(c) is satisfied are given in Proposition 5.
Condition B1 implies that the density of piθ, see (6), with respect to the Lebesgue
measure, is given for any x ∈ Rd by (dpiθ/dLeb)(x) = exp[−U(θ, x)]/
∫
Rd exp[−U(θ, y)]dy
with U defined for any θ ∈ K and x ∈ Rd by
U(θ, x) = 〈θ, F (x)〉+ r(x) . (17)
The mapping U : K × Rd → R is referred to as the potential function. Consider the
following assumption on U .
B3. There exist Ui : K × Rd → R with i ∈ {1, 2} such that for any θ ∈ K and x ∈ Rd
U(θ, x) = U1(θ, x) + U2(θ, x). In addition,
(a) there exists N ≥ 0 such that for any i ∈ {1, 2}, x 7→ Ui(θ, x) is continuously differen-
tiable and for any x, y ∈ Rd, ‖∇xUi(θ, x)−∇xUi(θ, y)‖ ≤ N ‖x− y‖ ;
(b) there exists m1 > 0 and x? ∈ Rd such that for any θ ∈ K, U1(θ, ·) is m1-strongly convex
and x? ∈ argminx∈RdU1(θ, x) ;
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(c) there exists M ≥ 0 such that for any θ ∈ K and x ∈ Rd, ‖∇xU2(θ, x)‖ ≤M ;
We can relax the assumption that for any θ ∈ K, x? ∈ argminx∈RdU1(θ, x) by the
following: there exists R ≥ 0 such that for any θ ∈ K, there exists x?θ ∈ argminx∈RdU1(θ, x)
and x?θ ∈ B¯(0, R). But for the sake of simplicity we do not consider this assumption. The
general assumption B3 is satisfied for both the Gaussian features and the CNN features
introduced in Section 2.2. Indeed, if the features are Gaussian and the reference measure
is Gaussian we recall that ΘF = F−1[R−1{
(−(2σ2)−1,+∞)d}] ∩ Rd containing θ? with
θ? given in (10), see Section 3.4. Then, x 7→ U(θ, x) is a definite positive quadratic form
associated with the symmetric matrix Cθ, see (9). Setting N and m respectively the largest
and lowest eigenvalues of Cθ over K we obtain that B3 is satisfied with U1 = U and U2 = 0.
In the case of CNN features, if the reference measure is a Gaussian distribution with
zero mean and invertible covariance matrix C, we obtain that for any θ ∈ Rp and x ∈ Rd
U(θ, x) = 〈θ, F (x)〉+ xTC−1x/2 .
If in addition, ϕ is differentiable with Lipschitz derivative and for any t ∈ R, supt∈R |ϕ′(t)| <
+∞, we have that B3 is satisfied with for any θ ∈ K and x ∈ Rd
U1(θ, x) = xTC−1x/2 , U2(θ, x) = 〈θ, F (x)〉 .
In particular the fact that U2 is gradient-Lipschitz and Lipschitz is ensured by a straight-
forward recursion since for any f ∈ C1(Rd3 ,Rd2) and g ∈ C1(Rd2 ,Rd1), x 7→ d(g◦f)(x) and
g ◦ f Lipschitz if f, g,df and dg are Lipschitz. Note that the differentiability assumption
is not met in classical convolutional neural networks such as VGG19 . Therefore, in all of
our experiments we replace the max-pooling operator by a mean-pooling operator and the
RELU function by a Continuously Differentiable Exponential Linear Unit (CELU), see [8].
We now state our main results in the case where U is a strongly convex potential, i.e.
U2 = 0.
Theorem 8. Let α ≥ 1. Assume A2(α), B1, B2(α), B3 with U2 = 0. Let (γn)n∈N,
(δn)n∈N be sequences of non-increasing positive real numbers and (mn)n∈N a sequence of
positive integers satisfying δn < 1/(supθ∈K ‖∇2L(θ)‖) and γn < min(m1/(2N2), 1/2) for any
n ∈ N. Then, there exists (En)n∈N such that for any n ∈ N∗
E
[{
n∑
k=1
δkL(θk)
/
n∑
k=1
δk
}
−min
K
L
]
≤ En
/(
n∑
k=1
δk
)
,
with for any n ∈ N∗,
(a) if mn = m0 for all n ∈ N and supn∈N |δn+1 − δn| δ−2n < +∞
En = C1(1 + d$)
(
1 +
n−1∑
k=0
δk+1γ
1/2
k +
n−1∑
k=0
δk+1γ
−5/2
k+1 (γk − γk+1)1/2
+
n−1∑
k=0
δ2k+1/γ
3/2
k + δn+1/γn
)
;
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(b) otherwise
En = C2(1 + d$)
(
1 +
n−1∑
k=0
δk+1γ
1/2
k +
n−1∑
k=0
δk+1/(mkγk)
+
n−1∑
k=0
δ2k+1γk +
n−1∑
k=0
δ2k+1/(mkγk)2
)
,
with C1, C2, $ ≥ 0 which do not depend on the dimension d.
Proof. The proof is postponed to Appendix B.1.
It should be noted that Theorem 8-(b) applies even if for any n ∈ N, Xn0 is distributed
according to ν with ν ∈ Pα, i.e. the warm-start procedure can be avoided.
In the case where for any n ∈ N, mn = m0, γn = γ0 and limn→+∞ δn = 0 with∑+∞
k=0 δn = +∞, we obtain using [76, Problem 80, Part I] that, limn→+∞
∑n
k=0 δ
2
k/
∑n
k=0 δk =
0. Therefore, using Theorem 8-(a) we get that
lim sup
n→+∞
E
[
L(θ¯n)
]
−min
K
L ≤ C1(1 + d$)γ1/20 ,
with θ¯n =
∑n
k=1 δkθk/
∑n
k=1 δk and using Theorem 8-(b) we get
lim sup
n→+∞
E
[
L(θ¯n)
]
−min
K
L ≤ C2(1 + d$)
[
γ
1/2
0 + (m0γ0)−1
]
.
Therefore, the minimum of L can be reached with arbitrary precision. Note that the
constants C1, C2 do not have the same dependency with respect to the problem parameters
and that C2 is usually better than C1.
We now state our main results in the case where the potential is not convex anymore.
We consider the following additional regularity assumption on F .
B4. F ∈ C1(Rd,Rp) and there exists B ≥ 0 such that for any x, y ∈ Rd
‖dF (x)− dF (y)‖ ≤ B ‖x− y‖ .
Theorem 9. Assume A2(1), B1, B2(1), B3 and B4. Let (γn)n∈N, (δn)n∈N be sequences of
non-increasing positive real numbers and (mn)n∈N a sequence of positive integers satisfying
δn < 1/(supθ∈K ‖∇2L(θ)‖) and γn < min(m1/(8N2), 1/2) for any n ∈ N. Then, there exists
(En)n∈N such that for any n ∈ N∗
E
[{
n∑
k=1
δkL(θk)
/
n∑
k=1
δk
}
−min
K
L
]
≤ En
/(
n∑
k=1
δk
)
,
with for any n ∈ N∗,
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(a) if mn = m0, γn = γ0 for all n ∈ N and supn∈N |δn+1 − δn| δ−2n < +∞
En = C1(1 + d$)
(
1 +
n−1∑
k=0
δk+1γ
1/2
0 +
n−1∑
k=0
δ2k+1/γ0 + δn/γ0
)
;
(b) else
En = C2(1 + d$)
(
1 +
n−1∑
k=0
δk+1γ
1/2
k +
n−1∑
k=0
δk+1/(mkγk) +
n−1∑
k=0
δ2k+1
)
,
with C1, C2, $ ≥ 0 which do not depend on the dimension d.
Proof. The proof is postponed to Appendix B.2
The discussion conducted after Theorem 8 is still valid in this case. Also, note that the
results of Theorem 8-(b) are covered by Theorem 9-(b) under B4. However, in Theorem 9-
(a), γn = γ0 for all n ∈ N whereas in Theorem 8-(a), (γn)n∈N is any arbitrary non-increasing
sequence of positive numbers. Theorem 9 follows from more general results derived in
Theorem 20 and Theorem 24.
4.3 Links with macrocanonical models
In this section, we present qualitative results on the microcanonical model and the asymp-
totic behavior of the macrocanonical model for specific geometrical constraints. We start
by recalling a result concerning the convergence of the sampler of the microcanonical model
from [14, Theorem 3.7-(i)].
Let ν0  Leb be an initial probability measure. We consider the sequence of probability
measures (νn)n∈N defined by the following recursion: for any n ∈ N,
νn+1 = Φ](νn) , (18)
where Φ : Rd → Rd is defined for any x ∈ Rd by Φ(x) = x − γdF (x)TF (x), with γ > 0
a stepsize. Namely, for all n ∈ N, νn is the pushforward measure of ν0 by n steps of the
gradient descent for the the loss function x 7→ ‖F (x)‖2.
Theorem 10 ([14]). Let F ∈ C2(Rd,Rp) such that for any compact set K ⊂ Rp, F−1(K)
is compact. Assume B4 and that for any x ∈ F−1({0}), det(DF (x)DF (x)T) > 0. In
addition, assume that F satisfies the strict saddle property, i.e. defining Mv ∈ Sd(R) for
any v = (v1, . . . , vp) ∈ Ker(dF (x)T)\ {0}, by
Mv =
p∑
k=1
vk∇2Fk(x) + DF (x)TDF (x) ,
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Mv admits at least one negative eigenvalue. Then, if γ ∈ (0, B−1) and X0 is distributed
according to ν0, (Xn)n∈N defined for any n ∈ N by Xn+1 = Φ(Xn) converges almost surely
to a random variable X∞. In addition, ν∞(F−1({0})c) = 0.
Let A = F−1({0}). If A is compact, the microcanonical model, see Definition 1, as-
sociated with the reference measure Leb and the constraints F , is given by the uniform
distribution over A, denoted νA. If ν∞ were the microcanonical model associated with F
then we should have ν∞ = νA. However, as illustrated in Figure 2, ν∞ strongly depends on
the initial probability measure ν0. Let (Φn)n∈N be defined by Φ0 = Id and the following re-
cursion: Φn+1 = Φ◦Φn. Note that Xn in Theorem 10 is distributed according to (Φn)](ν0).
It is shown in the proof of [14, Theorem 3.7] that Φ∞ = limn Φn is well-defined. Since for
any n ∈ N, Φn is Lebesgue measurable so is Φ∞. Therefore we have that ν∞ = (Φ∞)](ν0).
In what follows we prove that considering specific constraint functions fε, one can
construct an explicit probability measure pi∞ such that pi∞ is supported on F−1({0}) and
pi∞ is the limit of macrocanonical models associated with fε and some reference probability
measure µ. Let ε > 0. We define fε : Rd → R such that for any x ∈ Rd, fε(x) =
‖F (x)‖2− ε. We denote piε the macrocanonical model, see Definition 2, associated with fε
when it exists.
Proposition 11. Assume A2(2) and that for any non-empty open set A ⊂ Rd, µ(A) > 0.
Let F be given by (2), assume that 1 ∈ j and that there exists k ∈ {1, . . . , c1} such that
for any x ∈ Rd with x 6= 0 there exists ` ∈ {1, . . . , n1} with eT` A˜k1x > 0. Then there exists
ε0 > 0 such that for any ε ∈ (0, ε0), piε exists. In addition, the following propositions hold:
(a) Assume that µ(F−1({0})) > 0 then limε→0 piε = pi∞, with for any x ∈ Rd
dpi∞
dµ (x) =
1F−1({0})(x)
µ(F−1({0})) .
(b) Assume that F−1({0}) = {x1, . . . , xK} with (xi)i∈{1,...,K} ∈ (Rd)K , K ∈ N∗, ϕ ∈
C3(R), x 7→ (dµ/dLeb)(x) is continuous and (dµ/dLeb)−1(F−1({0})) 6= {0}. Let
H(x) = ∇2(‖F (·)‖2)(x) and assume that for any x ∈ F−1({0}), detH(x) 6= 0.
Then limε→0 piε = pi∞ with
pi∞ =
K∑
i=1
dµ
dLeb(xi) det(H(xi))∑K
j=1
dµ
dLeb(xj) det(H(xj))
δxi .
(c) Assume that F−1({0}) is a smooth compact manifold, ϕ ∈ C3(R), x 7→ (dµ/dLeb)(x)
is continuous and (dµ/dLeb)−1(F−1({0})) 6= 0. Let H(x) = ∇2(‖F (·)‖2)(x) and
assume that for any x ∈ F−1({0}), detH(x) 6= 0. Then limε→0 piε = pi∞ with for
any x ∈ Rd
dpi∞
dH (x) =
1F−1({0})(x) dµdLeb(x) detH(x)∫
F−1({0})
dµ
dLeb(y) detH(y)dH(y)
,
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(a) (b)
Figure 2: Microcanonical sampling scheme. In this one-dimensional toy example
the features are given by F (x) = (x + 1)2x2(x − 1.5)2 (black curve). The microcanonical
model associated with these features is the uniform distribution over {−1, 0, 1.5} (red bars).
In (a), we plot, the distribution (Φ∞)](ν0) for different initial distributions ν0, standard
Gaussian (blue bars), uniform over [−3, 3] (orange bars) and standard Cauchy (green bars).
The distribution (Φ∞)](ν0) is approximated by sampling 103 points according to ν0 and
performing the recursion associated with (18) for these points for 104 iterations. None of
the initial distribution yields a distribution (Φ∞)](ν0) which is the uniform distribution.
Let ν0 be a Gaussian distribution with zero mean and variance σ2 with σ > 0. In (b),
we show the dependency of the entropy of (Φ∞)](ν0) with respect to σ2 (orange points).
The distribution (Φ∞)](ν0) is approximated by sampling 103 points according to ν0 and
performing the recursion associated with (18) for these points for 103 iterations. Then, we
compute its entropy and show that it is close to the one given by numerical integration
(blue curve). We also plot the entropy upper-bound log10(3) (red curve) given by the
uniform distribution on {−1, 0, 1.5}.
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where H is the intrisic measure on F−1({0}), see [11, Chapter 6].
Proof. The proof is postponed to Appendix B.3
In Proposition 11, if F−1({0}) ⊂ B¯(0, R), with R > 0 then letting µ such that for any
x ∈ Rd, dµdLeb(x) = 1B¯(0,R)(x)/Leb(B¯(0, R)), we have pi∞  Leb and for any x ∈ Rd
dpi∞
dLeb(x) =
(dpi∞
dµ (x)
)( dµ
dLeb(x)
)
=
1F−1({0})(x)
µ(F−1({0}))Leb(B¯(0, R)) =
1F−1({0})(x)
Leb(F−1({0}) ,
hence pi∞ is a microcanonical model. Finally, note that the conclusions of Proposition 11-
(a)-(b) do not hold if d > p, since in this case det(H(x)) = 0 for any x ∈ Rd such that
F (x) = 0.
5 Experiments
In this section, we assess the computational efficiency of SOUL algorithm (15) for texture
synthesis. Variants of the original methodology are presented in Appendix C.1.
5.1 Periodic Gaussian model
First, we consider the toy problem of periodic Gaussian texture synthesis, see Section 2.2 for
details. Note that the presentation of the model was conducted for one dimensional signals.
The extension of our findings two dimensional signals is straightforward upon replacing the
one dimensional Fourier transform by its two dimensional counterpart. We recall that in
this case the macrocanonical model is explicit and given by a measure piθ? which is the
probability distribution of X = d−1/2(x0 ∗Z) where Z is a standard d-dimensional Gaussian
random variable, see Section 3.4. This model was introduced in the context of computer
graphics in [91] and its mathematical study was conducted in [41, 40, 42].
5.1.1 Empirical convergence
We consider a 8× 8 image, denoted x0, corrupted by some noise, so that F(x0) is non-zero
everywhere on the 8 × 8 grid. The reference measure µ is a Gaussian distribution with
zero mean and diagonal covariance matrix with diagonal coefficients given by σ2. In this
setting, d = p = 64 and using (10) we have
θ? = F−1(d|F(x0)|−2 − σ−2)/2 .
Using the spatial translation invariance property of piθ? , see (11), we identify four configu-
rations which are equally likely to be sampled by piθ? , see Figure 3.
The images (Xn0 )n∈N generated by the SOUL algorithm (15) are approximate samples
of piθ? for n large enough. The configurations identified in Figure 3 are recovered during
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(a) (b) (c) (d) (e)
Figure 3: Exemplar images and parameters. The exemplar image x0 is shown in
(a). Translated versions of this image, which are equally likely to be sampled by piθ? are
presented in (b), (c) and (d). The target parameter θ? is shown in (d).
(a) n = 0 (b) n = 58000 (c) n = 74000 (d) n = 100000
Figure 4: Sequence of images. The initialization (a) of the algorithm is some white
noise, i.e. the realization of a standard Gaussian random variable on the 8 × 8 grid. We
then show some selected samples (b)-(d) of the sequence generated with fixed parameters
δn = 10−1, γn = 10−4 and mn = 1. Note that these samples are visually close to the ones
presented in Figure 3.
one run of the algorithm, see Figure 4. A video of the evolution of the sequence (Xn0 )n∈N
is available at https://vdeborto.github.io/publication/texture_soul/.
The main theoretical results in Theorem 8 deal with the error between L(θ¯n)n∈N and
argminθ∈ΘL(θ), where (θ¯n)n∈N is given by (16). Selecting fixed parameters, γn = 10−4,
δn = 10−1 and mn = 1 we observe the convergence of the sequence (θn)n∈N towards a
biased estimate of θ?. The Normalized Root Mean Square Error (NRMSE) defined for any
n ∈ N by
N(θn) = ‖θn − θ?‖2 / ‖θ?‖2 ,
is upper bounded by 0.2 for n ≥ 4× 104, see Figure 5. In Figure 6, we show that this error
level yields satisfactory parameters from a visual point of view. We highlight that F(θ?)
corresponds to the precision matrix (up to a constant factor) of the Gaussian model under
study.
The previous experiment suggests to set γn = γ > 0, δn = δ > 0 and mn = m ∈ N∗, at
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(a) (b)
Figure 5: Convergence of the parameters. We recall that the parameters are ini-
tialized with θ0 = 0 and that γn = 10−4, δn = 10−1 and mn = 1. The NRMSE error
in (a) rapidly decreases before oscillating around 0.1 (blue curve). A similar smoothed
behaviour can be observed for the averaged sequence (θ¯n)n∈N (red curve). The heatmap of
the NRMSE, i.e. a pixel i ∈ {0, . . . , 7}2 in (b) corresponds to (θn(i)− θ?(i))2/ ‖θ?‖2.
least for a burnin period. When the behavior of the sequence (θn)n∈N becomes oscillatory,
the setting can be changed in order to obtain a better approximation of θ?. We investigate
the long-time behavior after a burnin period of N = 5 × 104 iterations with mn = 1,
γn = 10−4 and δn = 10−1. After this period we set mn = dn¯ae, γn = n¯−b and δn = n¯−c
with n¯ = n−N + 1, a, b, c > 0. We observe that the NRMSE error decreases from 0.1 to
0.06 for appropriate choices of rates, see Figure 7. Nevertheless, this improvement comes
at a cost since the number of Markov chain iterations is no longer equal to the number of
iterations n and grows as dn¯ae.
The previous comments along with Figure 7 suggest to set fix hyperparameters with
mn = 1 for all n ∈ N. This is a good strategy to obtain acceptable approximations of
the target parameter θ? in reasonable time. However, the sampled images move slowly
between the acceptable configurations of Figure 3. Increasing the fixed batch size, i.e.
increasing mn, for instance setting mn = 102 for all n ∈ N we obtain more innovation in
the chain (Xn0 )n∈N. Namely, for the same number of Markov chain iterations the chain
(Xn0 )n∈N visits more different acceptable configurations for mn = 102 than for mn = 1, see
Figure 8. However, if mn = 102, the NRMSE error of the sequence (θn)n∈N has a lower
decrease rate than if mn = 1.
Therefore, the hyperparameters of the algorithm should be adapted for the problem at
hand. If we are interested in finding θ? then fixed settings for a burnin period followed
by an eventual run of the algorithm with increasing batch size and decreasing stepsizes is
recommended. However, if we are concerned with the innovation of the sequence (Xn0 )n∈N
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θ? θn F(θ?) F(θn)
Figure 6: Visual evaluation of parameters. We display the target parameters θ? and
the parameters obtained after 106 iterations of the algorithm. Similarly we display the
discrete Fourier transform of the target parameters F(θ?) and the Fourier transform of the
parameters after 106 iterations. There is no visual difference between θ? and θn.
then larger batch sizes, not necessarily increasing, are recommended. In what follows we
experimentally assess some generalizations of the SOUL algorithm.
5.2 Neural network features
5.2.1 Spatially averaged CNN features
We now investigate the case where the features are given by a convolutional neural network,
see Section 2.2. We briefly recall that this model is similar to the one introduced by [44]
for microcanonical models but instead of considering Gram matrices for different layers of
a convolutional neural network, we consider the means of different layers and channels for
the same convolutional neural network to build the features. In our experiments we fix
K =
[−104, 104]d.
Model hyperparameters In the proposed model a few hyperparameters must be se-
lected. First, a convolutional neural network architecture is to be chosen. We use the VGG19
model since it has been highlighted by [90, 44] that such an architecture is well suited for
the task of texture synthesis. In [44] the neural network is pretrained on a classification
task, see [85]. We first assess that this pretraining is a crucial step in our model in Figure 9.
Indeed, if for each convolutional layer ` and channel c, the pretrained filters are replaced
by filters with weights given by a Gaussian random variable which has same mean and
same variance as the pretrained filters then no visually satisfying results are obtained.
Another hyperparameter of the model is the set j of layers we consider to build our
features, in (2). We consider three settings: (i) shallow network; (ii) deep network;
(iii) full network. The structure of the network is recalled in Appendix D. In (i)
we set j = {1, 3, 6, 8, 11, 13}, in (ii) we set j = {15, 24, 26, 31} and in (iii) we set j =
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{1, 3, 6, 8, 11, 13, 15, 24, 26, 31}. Note that in the restricted models (i) and (ii) the dimen-
sion of the parameter space is reduced to p = 896 respectively p = 1792, whereas in the full
model p = 2688. The influence of j is visually investigated in Figure 10. In what follows we
consider the full CNN model given by (iii) in order to be able to synthesize a wide variety
of texture images.
It has been observed, in the case of microcanonical model, that using only CNN based
features is not sufficient to describe all the textures. For instance in [64], the authors
propose to add spectrum constraints in order to reimpose some spatial arrangement in the
images. Similarly we can combine our neural network features with pixel-based features.
In order to impose some color statistics we set Fmcolor : Rd → R3 and F covcolor : Rd → S3(R)
defined for any i ∈ {1, 2, 3} by
F˜mcolor(x)(i) = D−1
D∑
k=1
xi(k) ,
F˜ covcolor(x) = D−1
 x1 − F˜mcolor(x)(1)x2 − F˜mcolor(x)(2)
x3 − F˜mcolor(x)(3)

 x1 − F˜mcolor(x)(1)x2 − F˜mcolor(x)(2)
x3 − F˜mcolor(x)(3)

T
,
Fmcolor(x) = F˜mcolor(x)− F˜mcolor(x0) , F covcolor(x) = F˜ covcolor(x)− F˜ covcolor(x0) .
(19)
where d = 3D and x = (x1, x2, x3) where xi corresponds to the i-th color channel of x.
These features add 9 more parameters to the model. We refer to this model as the CNN +
color features. Doing so the color statistics are imposed in expectation. It is also natural
to ask that all the produced images have exactly the same color statistics as the exemplar
image, i.e. that the equality holds almost surely. This procedure can be implemented by
reimposing at each Langevin step the mean and the color covariance matrix of the images.
We call this model CNN + color projection. The effect of imposing, in expectation or
almost surely, the color constraints is investigated in Figure 11 and we observe that the
proposed modifications do reimpose the color statistics of order 1 and 2.
Behavior of the parameter sequence We now study the behavior of the sequence
(θn)n∈N. In Figure 12 we present the evolution of (θn)n∈N for some layers in j and three
channels for each layer. The sequence (θn)n∈N does not converge, even though we observe
some stabilization of the averaged sequences. The reasons for the failure of the convergence
are twofold. First, in all our settings we fix the hyperparameters as follows: δn = 10−3,
γn = 10−5 and mn = 1 but run only 105 iterations. Considering a continuous Langevin
dynamics, the images we observe correspond to a time T = 105 × γn = 1 of the evolution.
Increasing the stepsize γn is not an option since it yields diverging sequences of images.
Second, the chain is slowly mixing and therefore it is hard to produce entirely different,
yet visually coherent, samples with one run of SOUL. As a consequence, the Markov chain
is prevented from efficiently exploring the image space.
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It appears that the algorithm produces good visual results even though the parameter
sequence is not stable.
Arbitrary size synthesis We assess in Figure 13 that contrary to the algorithm pro-
posed in [65], our implementation can produce arbitrary large images from one input.
Indeed, if for any j ∈ {1, . . . ,M} and k ∈ {1, . . . , cj}, A˜kj in (1) is given by a convolutional
operator, (2) can be defined for any d ∈ N. The number of features does not depend on
the size of the image but only on the number of layers selected in the network, since we
average the neural network response in (2).
5.2.2 Comparison with existing methods
In this section we compare the proposed algorithm with several state of the art examplar-
based texture synthesis methods. We use the CNN + color version of the features and set
δn = 10−3, γn = 10−5 and mn = 1. The algorithm is run for 104 iterations for each image.
For each comparison we systematically include the results obtained with the methodology
proposed in [44], which is a microcanonical methodology using Gram matrices computed
on neural network outputs as features.
First, we consider the Portilla-Simoncelli algorithm [77], see Section 5.2.2, which is
a microcanonical based methodology and does not rely on neural network features, see
Section 5.2.2. Our algorithm and the one from [44] provide visually satisfying results,
whereas the method from [77] fails to produce realistic images.
We test our algorithm on texture images which do not exhibit salient spatial structures.
Section 5.2.2 shows the results obtained using the Generative Adversarial Network approach
proposed [54] in Section 5.2.2. It was already noted in [79, Figure 26] that this generative
fails to produce high quality image in this case. On the other hand, our algorithm and the
one from [44] yield good visual results.
We also compare our algorithm to the one of [65] in Section 5.2.2. In [65], the au-
thors propose a similar macrocanonical methodology but do not consider more than one
convolutional neural network layer to build their features.
Another experiment on highly regular textures, comparing our algorithm with the ones
of [64] and [45], is presented in Appendix C.2.
5.2.3 Texture style transfer
We conclude this experimental part by considering other applications than texture synthesis
and assess that the proposed algorithm can be used for the task of style transfer. Indeed
given one content image xcontent, a style image xstyle, not necessarily of the same size, and
jcontent ⊂ j we consider the same CNN feature as before but x0 is replaced by xcontent for
j ∈ jcontent in (2). In the rest of the neural network features, x0 is replaced by xstyle in (2),
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i.e.
F (x) =
(
G
k
j (x)− G kj (xj0)
)
j∈j,k∈{1,...,cj}
,
with xj0 = xcontent if j ∈ jcontent and xstyle otherwise. These new features are well-suited to
perform a style transfer task as illustrated in Figure 17 with jcontent = {1, 3, 6, 8, 11} and
j = {1, 3, 6, 8, 11, 13, 15, 24, 26, 31}.
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Figure 7: Evolution of the error. In (a) and (b) we present the heatmap of the NRMSE
error between θ2×105 and θ? in (a) and θ¯2×105 and θ? in (b), given different values of b, c > 0
where γn = 10−4 × n¯−b and mn = dn¯ce with δn = 10−1 × n¯−0.3 and n¯ = n − N + 1 with
N = 5× 104. On the y-axis in (a) and (b) we represent the different values for parameter
b and on the x-axis the different values for parameter c. Similarly, in (c) and (d) we
present the heatmap of the NRMSE error between θ2×105 and θ? in (c) and θ¯2×105 and
θ? in (d), given different values of a, c > 0 where δn = 10−1 × n¯−a and mn = dn¯ce with
γn = 10−4 × n¯−0.7. On the y-axis in (c) and (d) we represent the different values for
parameter a and on the x-axis the different values for parameter c. In (e) and (f) we
present the heatmap of the NRMSE error between θ2×105 and θ? in (e) and θ¯2×105 and
θ? in (f), given different values of b, c > 0 where δn = 10−1n¯−a and γn =
⌈
n¯−b
⌉
with
mn =
⌈
n¯0.5
⌉
. On the y-axis in (e) and (f) we represent the different values for parameter
a and on the x-axis the different values for parameter b. A plot of the NRMSE for the
averaged sequence is presented in (g) with a = 0.3 and c = 0.7.
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NRMSE = 0.73
n = 200
NRMSE = 0.63
n = 800
NRMSE = 0.60
n = 1000
NRMSE = 0.47
n = 2800
Figure 8: Larger batch sizes improve visual quality. The algorithm with δn = 10−1,
γn = 10−4 and mn = 102 produces more diverse samples than the ones obtained with the
same algorithm and mn = 1, see Figure 3. Note that the NRMSE errors 0.73, 0.63, 0.60
and 0.47 are still high.
output (with pretraining) output (no pretraining) exemplar image
Figure 9: Influence of the pretraining. The exemplar image on the right is a 512 ×
512 color image. We present the output of the SOUL algorithm on this image after 104
iterations. The hyperparameters are fixed as follows: δn = 10−3, γn = 10−5 and mn = 1.
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full CNN deep CNN shallow CNN exemplar image
Figure 10: Influence of j. As expected the best visual results of SOUL after 104
iterations are obtained with the full CNN setting. The local structure and some details
(the petals of the flowers, the form of the beans) are lost when using the shallow CNN
setting. On the other hand, using only the deep part of the CNN is not suitable for texture
with strong low frequency components. For instance in the flower image, almost no grass
is retrieved when using the deep CNN setting. The hyperparameters are fixed as follows:
δn = 10−3, γn = 10−5 and mn = 1.
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CNN CNN + color CNN + color projection exemplar image
Figure 11: Color models. The SOUL algorithm with CNN features yields images with
less contrast than the exemplar images. To address this issue we either introduce color
features in the model (CNN + color), see (19), or reimpose the mean and color covariance
of the image after each Langevin iteration (CNN + color projection). The results are
similar for both methods. The hyperparameters are fixed as follows: δn = 10−3, γn = 10−5
and mn = 1.
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Figure 12: Non convergence of the weights. For the layers corresponding to j =
3, 8, 24 and 31 we study, on three channels (k = 10, 20 and 30), the behavior of the sequence
(θn(ik,j))n∈N (first row) and the averaged sequence (θ¯n(ik,j))n∈N (second row), where ik,j
is the index corresponding to layer j and channel k. These sequences have not converged
yet, although the averaged sequence seems to stabilize for some layers, i.e. some values of
j.
(a) (b)
Figure 13: Arbitrary size synthesis. a texture of size 1024 × 1024 (a) is generated
from an exemplar texture of size 512× 512 (b). The hyperparameters are fixed as follows:
δn = 10−3, γn = 10−5 and mn = 1.
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Portilla-Simoncelli Gatys ours exemplar image x0
Figure 14: Comparison with [77]. The images presented in the column “Portilla-
Simoncelli” are synthesized with the algorithm introduced in [77], the ones presented in
the column “Gatys” are generated with [44] and the third column contains our results.
Jetchev-Bergmann-Vollgraf Gatys ours exemplar image x0
Figure 15: Comparison with [54]. The images presented in the column “Jetchev-
Bergmann-Vollgraf” are synthesized with the algorithm introduced in [54], the ones pre-
sented in the column “Gatys” are generated with [44] and the third column contains our
results.
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Lu-Zhu-Wu Gatys ours exemplar image x0
Figure 16: Comparison with [65]. The images presented in the column “Lu-Zhu-Wu”
are synthesized with the algorithm introduced in [65], the ones presented in the column
“Gatys” are generated with [44] and the third column contains our results.
exemplar image x0 (a) (b) (c)
Figure 17: Style transfer. In (a), (b) and (c) we present the outputs of the SOUL
algorithm with an exemplar content given in the leftmost column and exemplar style given
by the first row. See Section 5.2.3 for more details.
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A Proofs of Section 3
We have the following variational formula which is an extension of [31, Proposition 1.4.2]
to the case where F is not bounded. More precisely, allowing some growth on F , controlled
by a parameter α, and restricting the set of probability measures we consider to Pα we
obtain the same equality. The proof is almost identical but is given for completeness.
Proposition 12. Assume A1(α) with α > 0. Then, for any θ ∈ ΘF , with ΘF defined by
(3),
inf
pi∈Pα
{KL (pi|µ) + 〈θ, pi(F )〉} = − log
{∫
Rd
exp [−〈θ, F (x)〉] dµ(x)
}
.
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Proof. Let θ ∈ ΘF and pi ∈ Pα. Note that under A1(α), pi(‖F‖) < +∞ and pi(F ) is well
defined.
If KL (pi|µ) = +∞, then KL (pi|µ)+〈θ, pi(F )〉 = +∞. Consider now the case KL (pi|µ) <
+∞. By definition of ΘF , we can therefore consider piθ, the probability measure with
density with respect to µ given for any x ∈ Rd by
dpiθ
dµ (x) = exp[−〈θ, F (x)〉]
/∫
Rd
exp[−〈θ, F (y)〉]dµ(y) .
Note that since µ-almost everywhere, (dpiθ)/(dµ)(x) > 0, µ and piθ are equivalent. Since
KL (pi|µ) < +∞, pi  µ which implies in turn pi  piθ and we have
KL (pi|µ) = KL (pi|piθ) +
∫
Rd
log
(dpiθ
dµ (x)
)
dpi(x)
= KL (pi|piθ)− 〈θ, pi(F )〉 − log
{∫
Rd
exp [−〈θ, F (x)〉] dµ(x)
}
,
which concludes the proof, since KL (pi|piθ) ≥ 0.
A.1 Proof of Proposition 3
The proof is divided in two parts:
(a) Assume that there exists pi?, solution of (P). Let E be the convex set defined by
{pi ∈ PFα : dpidpi? (x) ≤ 2 for pi? almost every x}. For any pi1 ∈ E , consider pi2 with density
with respect to pi?, dpi2dpi? = 2− dpi1dpi? which by definition is an element of E and pi? = (pi1+pi2)/2.
Hence pi? is an algebraic inner point of E . Therefore using the equality case in [18, Theorem
2.2] we obtain that for any pi ∈ E , KL (pi|µ) = KL (pi|pi?) + KL (pi?|µ). Using that for any
pi ∈ E , we have KL (pi|pi?) and KL (pi?|µ) < +∞, we get that
0 =
∫
Rd
log
(dpi
dµ(x)
)
dpi(x)−
∫
Rd
log
( dpi
dpi? (x)
)
dpi(x)−
∫
Rd
log
(dpi?
dµ (x)
)
dpi?(x) (20)
=
∫
Rd
log
(dpi?
dµ (x)
)[ dpi
dpi? (x)− 1
]
dpi?(x) .
Since, KL (pi?|µ) < +∞ we have that log(dpi?dµ ) ∈ L1(Rd, pi?). Let V = span{1, 〈F, ei〉 : i =
1, . . . , p} where (ei)i∈{1,...,p} is the canonical basis of Rp. V is a finite dimensional (hence
closed) subspace of L1(Rd, pi?). Hence, in order to show that log(dpi?dµ ) ∈ V it suffices to
show that log(dpi?dµ ) ∈ (V ⊥)⊥ by [12, Proposition II.12].
We identify the topological dual space of L1(Rd, pi?) and L∞(Rd, pi?), see [83, Theo-
rem 6.16]. Let h ∈ L∞(Rd, pi?) ∩ V ⊥. Then by definition, ∫Rd F (x)h(x)dpi?(x) = 0 and∫
Rd h(x)dpi?(x) = 0. The same goes for h˜ = h/‖h‖∞, and we have that pih defined bydpih
dpi? = 1 + h˜ is an element of E . Therefore, by (20), we get that
∫
Rd log(dpi
?
dµ (x))h(x) = 0
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and log(dpi?dµ ) ∈ V . More precisely, there exists θ? ∈ Rp, C ∈ R and N ∈ B(Rd) with
pi?(N) = 0 such that for µ almost any x ∈ Rd\N,
log
(dpi?
dµ (x)
)
= 〈θ?, F (x)〉+ C .
We also have that pi?(N) =
∫
N
dpi?
dµ (y)dµ(y) and therefore for µ almost any x ∈ N,
dpi?
dµ (x) = 0. Using [18, Remark 2.14], for any pi ∈ PFα such that KL (pi|µ) < +∞ we have
pi  pi? and therefore
pi(N) = 0 , (21)
which concludes the proof for (7).
Finally, if there exists pi ∈ PFα with KL (pi|µ) < +∞ such that µ  pi then by (21),
µ(N) = pi(N) = 0 and we get that dpi?dµ (x) = exp [−〈θ?, F (x)〉] /
∫
Rd exp [−〈θ?, F (y)〉] dµ(y)
for µ almost every x ∈ Rd. Then, using Proposition 12 and that θ? ∈ ΘF , we have by
definition of (Q), see (4),
v(Q) ≤ v(P) = KL (pi?|µ) = − log
(∫
Rd
exp [−〈θ?, F (x)〉] dµ(x)
)
= inf
pi∈Pα
{KL (pi|µ)− 〈θ?, pi(F )〉} ≤ v(Q) ,
which concludes the first part of the proof.
(b) If there exists pi? solution of (P) with v(P) < +∞ then KL (pi?|µ) < +∞ and pi? ∈ PFα .
Now, assume that there exists pi ∈ PFα such that KL (pi|µ) < +∞. Let (pin)n∈N be a
sequence of probability measures such that for any n ∈ N, pin ∈ PFα , KL (pin|µ) < +∞ and
infPFα KL (pi|µ) = limn→+∞KL (pin|µ). Using [28, Lemma 5.1] we get that (pin)n∈N is tight.
Therefore we can assume, up to extraction, that (pin)n∈N converges to some probability
measure pi? for the weak topology. Since pi 7→ KL (pi|µ) is lower semi-continuous [31,
Lemma 1.4.3 (b)] we obtain that KL (pi?|µ) = infPFα KL (pi|µ). We recall the Donsker-
Varadhan variational formula [27, Lemma 2.1] stating that for any continuous, real-valued
and bounded mapping φ we have for any n ∈ N∫
Rd
φ(x)dpin(x) ≤ KL (pin|µ) + log
(∫
Rd
eφ(x)dµ(x)
)
. (22)
Let ϕM : Rd → R defined for any M ≥ 0 and x ∈ Rd by ϕM (x) = ηmax(‖x‖α
′
,M), with
η defined in A2(α′). Using (22), A2(α′) and that ϕM is continuous and bounded we get
that for any n ∈ N and M ≥ 0∫
Rd
ϕM (x)dpin(x) ≤ sup
n∈N
KL (pin|µ) + log
(∫
Rd
exp[η ‖x‖α′ ]dµ(x)
)
< +∞ .
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Using the monotone convergence theorem we get that supn∈N
∫
Rd ‖x‖α
′
dpin(x) < +∞. By
[57, Theorem 5.16] there exist (Xn)n∈N a sequence of Rd random variables and X a Rd ran-
dom variable such that for any n ∈ N, Xn is distributed according to pin andX is distributed
according to pi?. Since (pin)n∈N converges weakly to pi?, (Xn)n∈N converges in distribution
towards X. Therefore, we get that (‖Xn‖α)n∈N converges in distribution to ‖X‖α and
supn∈N E[‖X‖α
′
] < ∞. By [57, Lemma 3.11], we get that E[‖X‖α′ ] = ∫Rd ‖x‖α′ dpi?(x) <
+∞. Hence, pi? ∈ Pα. In addition, since F is continuous by A1, we have that (F (Xn))n∈N
converges in distribution to F (X). By [94, 13.3] and A1(α), we have that (F (Xn))n∈N is
uniformly integrable. Using [57, Lemma 3.11] and that for any n ∈ N, pin(F ) = 0, we get
limn→+∞ pin(F ) = pi?(F ) = 0 and pi? ∈ PFα , which concludes the proof.
A.2 Proof of Proposition 4
Let L : int(ΘF )→ R be the function defined for any θ ∈ int(ΘF ) by
L(θ) = log
{∫
Rd
exp [−〈θ, F (x)〉] dµ(x)
}
.
We have L ∈ C∞(int(ΘF )). The proposition is trivial if int(ΘF ) = ∅. Therefore we suppose
that int(ΘF ) 6= ∅ and let θ0 ∈ int(ΘF ). Since int(ΘF ) is open, there exists a1 > 1 such
that a1θ0 ∈ int(ΘF ). Let a2 > 1 such that 1/a1 + 1/a2 = 1. Let R = η/(2a2) with η given
in A2(α). For any θ ∈ B¯(θ0, R), using that tje−t ≤ jj for t ≥ 0 and j ∈ N, we have for any
x ∈ Rd and k ∈ N
‖F (x)‖k exp [−〈θ, F (x)〉] ≤ (k/R)k exp [R ‖F (x)‖] exp [−〈θ, F (x)〉]
≤ (k/R)k exp [2R ‖F (x)‖] exp [−〈θ0, F (x)〉] ,
The last quantity is independent of θ and µ-integrable using Hölder’s inequality, since∫
Rd
exp [2R ‖F (x)‖] exp [−〈θ0, F (x)〉] dµ(x)
≤
(∫
Rd
exp [η ‖x‖α] dµ(x)
)1/a2 (∫
Rd
exp [−〈a1θ0, F (x)〉] dµ(x)
)1/a1
< +∞ .
This result implies that L ∈ C∞(int(ΘF )). Therefore, if θ? is a stationary point, we have
piθ?(F ) ∝
∫
Rd
F (x) exp [−〈θ?, F (x)〉] dµ(x) = 0 .
Since piθ? ∈ Pα we have piθ? ∈ PFα . Since µ  piθ? we have pi  piθ? for any pi  µ.
Therefore for any pi ∈ PFα with pi  µ we have
KL (pi|µ) =
∫
Rd
log
(dpi
dµ(x)
)
dpi(x) = KL (pi|piθ?)−L(θ?) = KL (pi|piθ?)+KL (piθ? |µ) ≥ KL (piθ? |µ) .
If pi is not absolutely continuous with respect to µ then KL (pi|µ) = +∞. Therefore we
have that piθ? solves (P).
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A.3 Proof of Proposition 5
We preface the proof with the following lemma
Lemma 13. Let h : Rp → R be a convex function such that h is ray-coercive, i.e.
for any θ ∈ Rp, with ‖θ‖ = 1 we have limt→+∞ h(tθ) = +∞. Then h is coercive, i.e.
lim‖θ‖→+∞ h(θ) = +∞.
Proof. Assume that h is not coercive. Then there exists a sequence (θn)n∈N ∈ (Rd\ {0})N
such that limn→+∞ ‖θn‖ = +∞ and the sequence (h(θn))n∈N is bounded. Upon extraction
we can assume that limn→+∞ θn/ ‖θn‖ = θ˜. We have for any t ∈ R
h(tθ˜) = h(tθ˜)− h(tθn/ ‖θn‖) + h(tθn/ ‖θn‖) . (23)
Let t ≥ 0 and ε > 0. Since h is convex, h is continuous and there exists n0 ∈ N such that
for any n ∈ N with n ≥ n0,∥∥∥h(tθ˜)− h(tθn/ ‖θn‖)∥∥∥ ≤ ε , h(tθn/ ‖θn‖) ≤ t/ ‖θn‖h(θn) + (1− t/ ‖θn‖)h(0) . (24)
Combining (23) and (24) we obtain that for any t ≥ 0,
h(tθ˜) ≤ ε+ ‖h(0)‖+ sup
n∈N
‖h(θn)‖ < +∞ ,
which is absurd. Hence, h is coercive.
We now turn to the proof of Proposition 5. We divide the proof in two parts.
(a) Using that ΘF = Rp and the first part of Proposition 4 we have that L : ΘF → R is
continuously differentiable over Rp. In addition, for any θ1, θ2 ∈ Rp and θ ∈ (0, 1) we have∫
Rd
exp [−〈θθ1 + (1− θ)θ2, F (x)〉] dµ(x)
=
∫
Rd
exp [−θ〈θ1, F (x)〉] exp [(1− θ)〈θ2, F (x)〉] dµ(x) .
Applying Hölder’s inequality we get that
L(θθ1 + (1− θ)θ2) = log
{∫
Rd
exp [−〈θθ1 + (1− θ)θ2, F (x)〉] dµ(x)
}
≤ θ log
{∫
Rd
exp [−〈θ1, F (x)〉] dµ(x)
}
+ (1− θ) log
{∫
Rd
exp [〈θ2, F (x)〉] dµ(x)
}
,
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hence L is convex. Using the monotone convergence theorem and (8) we have that for any
θ ∈ Rp with ‖θ‖ = 1,
lim
t→+∞L(tθ) = limt→+∞ log
{∫
Rd
exp [−t〈θ, F (x)〉] dµ(x)
}
≥ lim
t→+∞ log
{∫
{x∈Rd : 〈θ,F (x)〉<0}
exp [−t〈θ, F (x)〉] dµ(x)
}
=∞ ,
which implies that L is ray-coercive. Combining this result, the fact that L is convex
and Lemma 13 we get that L is coercive. Since L is continuous and coercive it admits
a minimizer θ? and therefore ∇L(θ?) = 0. Applying the second part of Proposition 4
concludes the first part of the proof.
(b) Let x ∈ F−1({0}) such that det(DF (x)DF (x)T) > 0. We obtain that Ker(DF (x)T) =
Ker(DF (x)DF (x)T) = {0}. Hence, rank(dF (x)) = rank(dF (x)T) = p and dF (x) is surjec-
tive. Using the submersion theorem, there exists G : U→ Rd with U an open neighborhood
of 0 ∈ Rp such that for any ζ ∈ U, F (G(ζ)) = ζ. Therefore, for any θ ∈ Rp with ‖θ‖ = 1
there exists ζθ such that 〈θ, F (G(ζθ))〉 = 〈θ, ζθ〉 < 0. Hence, since F is continuous, there
exists an open set V in Rd such that for any y ∈ V, 〈F (y), θ〉 < 0. Combining this result
with the fact that for any A open and A 6= ∅, µ(A) > 0 we conclude the proof.
A.4 Proof of Proposition 6
Let θ ∈ Rp such that ‖θ‖ = 1 and such that µ({x ∈ Rd : 〈F (x), θ〉 ≤ 0}) = 0. Then, we
have using the dominated convergence theorem
lim
t→+∞
∫
Rd
exp[−t〈θ, F (x)〉]dµ(x) = lim
t→+∞
∫
{x∈Rd : 〈F (x),θ〉>0}
exp[−t〈θ, F (x)〉]dµ(x) = 0 .
(25)
Recall that A1(α) and A2(α′) imply that ΘF = Rp. Therefore, using (25), we have
v(Q) = − infθ∈Rp L(θ) = +∞. Since v(P) ≥ v(Q), see (4), we have v(P) = +∞. Hence, for
any pi ∈ PFα , KL (pi|µ) = +∞ and any pi ∈ PFα solves (P). We conclude upon remarking
that δx0 ∈ PFα .
A.5 Proof of Proposition 7
We start to show that for any j ∈ {1, . . . ,M} there exists εj > 0 such that for any
x ∈ B¯(x0, εj)
Gj(x) = Aj,+ . . . A1,+(x) . (26)
Namely, for any j ∈ {1, . . . ,M}, Gj is locally affine around x0. We have that x0 ∈ Rd\N1
with N1 =
⋃c1×n1
k=1 Ker(eTk,1A1), where (ek,1)k∈{1,...,c1×n1} is the canonical basis of Rc1×n1 by
(13). For any k ∈ {1, . . . , n1 × c1}, A1(x0)(k) > 0 or A1(x0)(k) < 0. Therefore, since A1
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is continuous, there exists ε1 > 0 such that for any x ∈ B¯(x0, ε1), A1(x)(k)A1(x0)(k) > 0.
Therefore, for any k ∈ {1, . . . , n1 × c1}, sign(G1(x)(k)) = sign(G1(x0)(k)) and
G1(x) = ϕ(A1(x)) = D1(x)A1(x) = D1(x0)A1(x) ,
where D1 is given in (12). Now assume that (26) is true for j ∈ {1, . . . , `} with ` ∈
{1, . . . ,M − 1}. There exists ε` > 0 such that for any x ∈ B¯(x0, ε`)
G`+1(x) = ϕ(A`+1G`(x)) = ϕ(A`+1A`,+ . . . A1,+(x)) .
Since x0 ∈ Rd\(⋃`+1j=1Nj) with Nj = ⋃cj×njk=1 Ker(eTk,jAjAj−1,+ . . . A1,+) with (ek,j)k∈{1,...,cj×nj}
the canonical basis of Rcj×nj , for any k ∈ {1, . . . , c`×n`}, we get A`+1A`,+ . . . A1,+(x0)(k) >
0 or we have A`+1A`,+ . . . A1,+(x0)(k) < 0. Therefore, since A`+1A`,+ . . . A1,+ is continuous
there exists ε` > ε`+1 > 0 such that for any x ∈ B¯(x0, ε`+1) and k ∈ {1, . . . , c`+1 × n`+1},
A`+1A`,+ . . . A1,+(x)(k)A`+1A`,+ . . . A1,+(x0)(k) > 0 .
Therefore, for any x ∈ B¯(x0, ε`+1) and k ∈ {1, . . . , c`+1×n`+1} we have sign(G`+1(x)(k)) =
sign(G`+1(x0)(k)) for any x ∈ B¯(x0, ε`+1), and
G`+1(x) = ϕ(A`+1A`,+ . . . A1,+(x)) = D`+1(x)A`+1A`,+ . . . A1,+(x)
= D`+1(x0)A`+1A`,+ . . . A1,+(x) = A`+1,+A`,+ . . . A1,+(x) ,
where D`+1 is given in (12), which concludes the recursion. Let θ ∈ Rp with ‖θ‖ = 1. We
have for any x ∈ B¯(x0, εM )
〈θ, F (x)〉 =
∑
j∈j
cj∑
k=1
θj,kv˜
T
j,k(Gj(x)− Gj(x0))
=
∑
j∈j
cj∑
k=1
θj,kv˜
T
j,k {Aj,+ . . . A1,+(x)−Aj,+ . . . A1,+(x0)}
=
∑
j∈j
cj∑
k=1
θj,kv˜
T
j,kA˜j,+ . . . A˜1,+(x− x0) =
〈∑
j∈j
cj∑
k=1
θj,kvj,k, x− x0
〉
.
Since, (vj,c)j∈j,c∈{1,...,cj} is assumed to be linearly independent we have that v =
∑
j∈j
∑cj
c=1 θj,cvj,c
is non zero and therefore setting x = x0 − εMv/ ‖v‖ we get that 〈θ, F (x)〉 < 0. Since F
is continuous and µ(A) > 0 for every non-empty open set A we have that for θ ∈ Rp
with ‖θ‖ = 1, µ({x ∈ Rd : 〈F (x), θ〉 < 0}) > 0, which concludes the proof upon using
Proposition 5-(a).
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B Proofs of Section 4
We start by introducing some notations. Let V : Rd → [1,+∞) be a measurable function.
For f ∈ F(Rd), the V -norm of f is given by ‖f‖V = ‖f/V ‖∞. Let ξ be a finite signed
measure on (Rd,B(Rd)). The V -total variation norm of ξ is defined as
‖ξ‖V = sup
f∈F(Rd),‖f‖V ≤1
∣∣∣∣∫
Rd
f(x)dξ(x)
∣∣∣∣ .
If V ≡ 1, then ‖ · ‖V is the total variation norm denoted by ‖ · ‖TV.
Let c : Rd × Rd → (0,+∞] be defined for any x, y ∈ Rd by c(x, y) = 1∆Rd (x, y)W (x, y)
where W : Rd × Rd → [0,+∞) is a lower semi-continuous function such that for any
x, y, z ∈ Rd,W (x, y) = W (y, x) andW (x, z) ≤W (x, y)+W (y, z). Then for any probability
measures µ and ν such that there exist xµ, xν ∈ Rd satisfying µ(W (·, xµ)) < ∞ and
ν(W (·, xν)) < ∞, we define the Wasserstein extended distance associated with cost c
between µ and ν by
dWR(µ, ν) = sup
g∈Gµ,W
∣∣∣∣∫
Rd
g(x)dµ(x)−
∫
Rd
g(y)dν(y)
∣∣∣∣ , (27)
with Gµ,W = {g ∈ F(Rd) : ‖g(x)− g(y)‖ ≤W (x, y) , for all x, y ∈ Rd}.
B.1 Proof of Theorem 8
This proof is an application of [26, Theorem 2, Theorem 4]. Therefore, we are reduced to
checking that [26, H1, H2] hold. More precisely, we study the geometric ergodicity of the
Langevin Markov chain under A2(α), B1, B2(α) and B3 with U2 = 0 and α ≥ 1 as well
as its discretization error. Foster-Lyapunov conditions are derived in Lemma 15 and we
check that [26, H1-(a)] holds in Lemma 16. In Theorem 17 we show that [26, H1-(b)] is
satisfied. We check that [26, H1-(c)] is satisfied in Lemma 18 and Proposition 19.
We denote by Kγ,θ the Markov kernel associated with the Langevin recursion (14). This
kernel is given for any x ∈ Rd and A ∈ B(Rd)
Kγ,θ(x,A) = (2piγ)−d/2
∫
A
exp
[
−(2γ)−1‖y − x+ γ∇xU(θ, x)‖2
]
dy , (28)
with U given by (17). Note that (28) is well-defined under B1 and B2(α) with α ≥ 1.
We say that a Markov kernel K on Rd × B(Rd) satisfies a discrete Foster-Lyapunov drift
condition Dd(V, λ, b) if there exist λ ∈ (0, 1), b ≥ 0 and a measurable function V : Rd →
[1,+∞) such that for all x ∈ Rd
KV (x) ≤ λV (x) + b .
First, we state the following technical lemma.
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Lemma 14. Let m ∈ N∗. Then for any u, v > 0 and t ≥ 0,
u(1 + t)2m−1 − vt2m ≤ Υm(u, v)
with
Υm(u, v) = 2(4m−2)m max
{
u, u2m/v2m−1
}
.
Proof. Let m ∈ N∗, u˜, v˜ > 0 and f˜(t) = u˜t2m−1 − v˜t2m. We have for any t ∈ R, f˜ ′(t) =
(2m−1)u˜t2m−2−2mv˜t2m−1. Since lim|t|→+∞ f˜(t) = −∞ and f˜ is continuous, the maximum
is attained at some point t0 which satisfies
f˜ ′(t0) = (2m− 1)u˜t2m−20 − 2mv˜t2m−10 = 0 ,
and therefore t0 = (2m− 1)u˜/(2mv˜). We have for any t ≥ 0
u˜t2m−1 − v˜t2m ≤ u˜t2m−10 ≤ u˜(u˜/v˜)2m−1 ≤ u˜2m/v˜2m−1 . (29)
If t ≥ 1 then u(1 + t)2m−1 − vt2m ≤ 22m−1ut2m−1 − vt2m and using (29) we have u(1 +
t)2m−1 − vt2m ≤ 2(4m−2)mu2m/v2m−1. If t ≤ 1 then u(1 + t)2m−1 − vt2m ≤ 22m−1u, which
concludes the proof.
Lemma 15. Assume B1, B2(α) and B3 with U2 = 0 and α ≥ 1. Let m ∈ N∗, θ ∈ K and
γ ∈ (0, γ¯] with γ¯ < min(m1/N2, 1/2). Then Kγ,θ satisfies Dd(V, λγ , b˜γ) with
V (x) = 1+‖x− x?‖2m , λ = exp[−m1+γ¯N2] , b˜m = Υm(22m+1dmΓ(m+1/2), m1)+m1 ,
(30)
where for any t ≥ 0, Γ(t) = ∫+∞0 ut−1e−udu and Υm is given in Lemma 14. In addition,
Kγ,θ satisfies Dd(V, λγ , bm(1+d$0,m)γ) with λ given in (30) and bm, $0,m ≥ 0 independent
of the dimension d.
Proof. Let x ∈ Rd, m ∈ N∗, θ ∈ K, γ ∈ (0, γ¯] and Z a d-dimensional Gaussian random
variable with zero mean and identity covariance matrix. First, denoting Z = (z1, . . . , zd)
we have using Holder’s inequality
E
[
‖Z‖2m
]
=
d∑
i1=1
· · ·
d∑
im=1
E
 m∏
j=1
z2ij
 ≤ d∑
i1=1
· · ·
d∑
im=1
E
[
z2m1
]
≤ (2d)mΓ(m+ 1/2) . (31)
Let Tγ,θ(x) = x− x? − γ∇xU(θ, x). Using B3 we get
‖Tγ,θ(x)‖2 ≤ ‖x− x?‖2 − 2γ〈∇xU(θ, x)−∇xU(θ, x?), x− x?〉+ ‖∇xU(θ, x)−∇xU(θ, x?)‖2
≤ (1− 2γm1 + γ2N2) ‖x− x?‖2 .
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Hence, we obtain
E
[
‖X− x?‖2m
]
= E
 m∑
k=0
k∑
j=0
(
m
k
)(
k
j
)
‖Tγ,θ(x)‖2(m−k) (2γ)j/2〈Tγ,θ(x),Z〉j(2γ)k−j ‖Z‖2(k−j)

≤ (1− γ(m1 − 2N2γ¯)) ‖x− x?‖2m + γCm(x− x?) , (32)
where we have, using that ‖Tγ,θ(x)‖ ≤ ‖x− x?‖, (31), 2γ ≤ 1, the Isserlis’ formula [52]
and the Cauchy-Schwarz inequality
γCm(x− x?) =
m∑
k=1
k∑
j=0
(
m
k
)(
k
j
)
‖x− x?‖2(m−k) (2γ)k−j/2E
[
〈Tγ,θ(x),Z〉j ‖Z‖2(k−j)
]
=
m∑
k=1
bk/2c∑
j=0
(
m
k
)(
k
2j
)
‖x− x?‖2(m−k) (2γ)k−j/2E
[
〈Tγ,θ(x),Z〉2j ‖Z‖2(k−2j)
]
≤ 2γ
m∑
k=1
bk/2c∑
j=0
(
m
k
)(
k
2j
)
‖x− x?‖2(m−k+j) E
[
‖Z‖2(k−j)
]
≤ 2γ(1 + ‖x− x?‖)2m−1(2d)mΓ(m+ 1/2)
m∑
k=1
bk/2c∑
j=0
(
m
k
)(
k
2j
)
≤ 22m+1γdmΓ(m+ 1/2)(1 + ‖x− x?‖)2m−1 . (33)
Combining (32) and (33) we get that
Kγ,θ(‖x− x?‖2m) ≤ (1− γ(m1 − N2γ¯)) ‖x− x?‖2m
+ 22m+1γdmΓ(m+ 1/2)(1 + ‖x− x?‖)2m−1 − γm1 ‖x− x?‖2m .
(34)
Using Lemma 14, we have
22m+1dmΓ(m+ 1/2)(1 + ‖x− x?‖)2m−1 − m1 ‖x− x?‖2m ≤ Υm(22m+1dmΓ(m+ 1/2), m1) .
Combining this result with (34) we get,
Kγ,θ(‖x− x?‖2m) ≤ (1− γ(m1 − γ¯N2)) ‖x− x?‖2m + γΥm(22m+1dmΓ(m+ 1/2), m1) .
Therefore we obtain
Kγ,θ(1 + ‖x− x?‖2m) ≤ (1− γ(m1 − γ¯N2))(1 + ‖x− x?‖2m)
+ γ
{
Υm(22m+1dmΓ(m+ 1/2), m1) + m1
}
,
which concludes the proof upon noting that b˜m is a polynomial in the dimension d.
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Lemma 16. Assume B1, B2(α) and B3 with U2 = 0, α ≥ 1 and let (Xnk)n∈N,k∈{0,...,mn
be given by (15) with γ¯ < min(m1/N2, 1/2). Let m ∈ N∗, then there exist A1,m ≥ 1 and
$1,m ≥ 0 such that for any n, p ∈ N and k ∈ {0, . . . ,mn}
E
[
Kpγn,θnV (X
n
k)
∣∣∣X00 ] ≤ A1,m(1 + d$1,m)V (X00) , E [V (X00)] < +∞ ,
with V (x) = 1 + ‖x− x?‖2m and A1,m, $1,m ≥ 0 which do not depend on the dimension d.
Proof. Combining [26, Lemma S15] and Lemma 15 conclude the proof.
Theorem 17. Assume B1, B2(α) and B3 with U2 = 0 and α ≥ 1. Then for any m ∈ N∗
there exist A2,m, $2,m ≥ 0 and ρm ∈ (0, 1) such that for any θ ∈ K and γ ∈ (0, γ¯] with γ¯ <
min(m1/N2, 1/2), Kγ,θ admits an invariant probability measure piγ,θ and for any x, y ∈ Rd
and n ∈ N
‖δxKnγ,θ − piγ,θ‖V ≤ A2,m(1 + d$2,m) exp[−nκmγ/ log2(1 + d$2,m)]V (x) ,
‖δxKnγ,θ − δyKnγ,θ‖V ≤ A2,m(1 + d$2,m) exp[−nκmγ/ log2(1 + d$2,m)] {V (x) + V (y)} ,
with V (x) = 1 + ‖x− x?‖2m and A2,m, $2,m ≥ 0 and κm > 0 which do not depend on the
dimension d.
Proof. For any γ ∈ (0, γ¯] and θ ∈ K, Kγ,θ has the Feller property and satisfies Dd(V, λγ , bγ)
then [29, Theorem 12.3.3] applies and Kγ,θ admits an invariant probability measure piγ,θ.
Let m ∈ N∗, θ ∈ K and γ ∈ (0, γ¯]. Using [25, Proposition 3] with A← Rd, we have for
any x, y ∈ Rd and n ∈ N
δ(x,y)K˜
nd1/γe
γ,θ (∆
c
Rd) ≤ 1− 2Φ
{
−α−1/2(n) ‖x− y‖ /(2√2)
}
,
where for any x, y ∈ Rd, K˜γ,θ((x, y), ·) is the reflexive coupling between Kγ,θ(x, ·) and
Kγ,θ(y, ·), see [25, Equation 5]. In addition, we have for any n ∈ N
α−1(n) = (2m1 − N2γ¯)
/{
exp((2m1 − N2γ¯)n)− 1
}
≤ 2m1/(λ−2n − 1) ≤ 2m1λ2n/(1− λ) .
and λ is given by (30). Therefore, we get that for any x, y ∈ Rd and n ∈ N
δ(x,y)K˜
nd1/γe
γ,θ (∆
c
Rd) ≤ 1− 2Φ
{
−λnm1/21 ‖x− y‖ /(1− λ)1/2
}
.
For any x, y ∈ Rd let
W (x, y) = 1 + (‖x− x?‖2m + ‖y − x?‖2m)/2 ,
Kd = 2bm(1 + d$0,m)(1 + γ¯)(1 + log−1(1/λ)) , Md = 2K1/md .
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Note that for any x, y ∈ Rd such that ‖x− y‖ ≥ Md, W (x, y) ≥ Kd. In addition, let
n0 = max{d− log(m1/21 Md/(1 − λ)1/2) log−1(1/λ)e, 0}. We have for any x, y ∈ Rd with
‖x− y‖ ≤Md,
δ(x,y)K˜
nd1/γe
γ,θ (∆
c
Rd) ≤ 1− 2Φ(−1) .
Then, applying [25, Theorem 6b], with K˜ ← K˜γ,θ, m ← n0, ε1,d ← 2Φ(−1), C¯1 ← C,
ρ¯1 ← ρ, A¯1 ← A and c¯1 ← c, we obtain that for any x, y ∈ Rd and n ∈ N
‖δxKnγ,θ − δyKnγ,θ‖V ≤ Cρbk/(n0d1/γe)c {V (x) + V (y)} /2 ,
where
C = 2 [1 +A] [1 + (A+Kd)/ {Φ(−1)(1− λ)}] ,
A = bm(1 + d$0,m)(1 + γ¯)(1 + log−1(1/λ))) ,
log−1(1/ρ) = log−1(1/(2Φ(−1))) + log−1(2/(1 + λ))
+ log(A+Kd) log−1(1/(2Φ(−1))) log−1(2/(1 + λ)) .
Since bn/(n0 d1/γe)c ≥ nγ/(n0(1 + γ¯))− 1, setting A˜2,m = Cρ−1/2 and ρm = ρ1/(n0(1+γ¯)),
we get that for any x, y ∈ Rd and n ∈ N
‖δxKnγ,θ − δyKγ,θ‖V ≤ A˜2,mργnm {V (x) + V (y)} . (35)
Using Lemma 15 we have that piγ,θ(V ) ≤ bm(1 + d$0,m)(1 + log−1(1/λ))V (x). Combining
this result with (35) we get that for any x ∈ Rd and n ∈ N
‖δxKnγ,θ − piγ,θ‖V ≤ A˜2,m
{
1 + bm(1 + d$0,m)(1 + log−1(1/λ))
}
ρ˜γnm V (x) .
Since in Lemma 15, λ and bm do not depend on the dimension d we get that Kd is
upper-bounded by a polynomial in the dimension d. Hence, there exists $(a)2,m > 0 which
does not depend on the dimension such that A˜2,m{1 + bm(1 + d$0,m)(1 + log−1(1/λ))} ≤
A2,m(1+d$
(a)
2,m) with A2,m ≥ 0 which does not depend on the dimension d. Similarly, there
exists$(b)2,m > 0 independent of d such that supd∈N[{log−1(ρ)+n0}/ log(1+d$
(b)
2,m)−1] < +∞
which implies that log−1(1/ρm) ≤ κ−1m log2(1 + d$
(b)
2,m) with κm > 0 which do not depend
on the dimension d. We conclude the proof upon setting $2,m = max($(a)2,m, $
(b)
2,m).
Similarly to the discrete setting, we say that a Markov semi-group (Pt)t≥0 on Rd ×
B(Rd) with extended infinitesimal generator (A,D(A)) (see e.g. [68] for the definition of
(A,D(A))) satisfies a continuous drift condition Dc(V, ζ, β) if there exist ζ > 0, β ≥ 0 and
a measurable function V : Rd → [1,+∞) with V ∈ D(A) such that for all x ∈ Rd
AV (x) ≤ −ζV (x) + β .
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Let θ ∈ K and (Pt,θ)t≥0 be the Markov semi-group associated with the Langevin diffusion
dXt = −
( p∑
i=1
θ(i)∇Fi(Xt) +∇r(Xt)
)
+ dBt ,
where (Bt)t≥0 is a d-dimensional Brownian motion. Consider now the generator Aθ of
(Pt,θ)t≥0 for any θ ∈ K, defined for any f ∈ C2(Rd) and x ∈ Rd by
Aθf(x) = −
〈
∇f(x),
p∑
i=1
θ(i)∇Fi(x) +∇r(x)
〉
+ ∆f(x) .
Using [26, Lemma S14] we have that piθ is an invariant probability measure for (Pt,θ)t≥0.
Lemma 18. Assume B1, B2(α) and B3 with U2 = 0 and α ≥ 1. Then for any m ∈ N∗
there exist ζ > 0 and β ≥ 0 such that for any θ ∈ K, Aθ satisfies Dc(V, ζ, β˜m) with
V (x) = 1 + ‖x− x?‖2m , ζ = −m1m , β˜m = 2mΥm(2(m− 1) + d, m1/2) + 2m1m ,
(36)
with Υm given in Lemma 14. In addition, Aθ satisfies Dc(V, ζ, βm(1 + d$
′
0,m)γ) with ζ
given in (36) and βm, $′0,m ≥ 0 independent of the dimension d.
Proof. Let θ ∈ K and m ∈ N∗. Then, we have for any x ∈ Rd
V (x) = 1 + ‖x− x?‖2m ,
∇V (x) = 2m ‖x− x?‖2(m−1) (x− x?) ,
∇2V (x) = 4m(m− 1) ‖x− x?‖2(m−2) (x− x?)(x− x?)T + 2m ‖x− x?‖2(m−1) Id .
(37)
Hence, for any x ∈ Rd, ∆V (x) = 4m(m− 1) ‖x− x?‖2(m−1) + 2md ‖x− x?‖2(m−1). Using
B3, (37) and Lemma 14 we get that for any x ∈ Rd
AθV (x) = −2m ‖x− x?‖2(m−1) 〈∇xU(θ, x), x− x?〉+ 2m (2(m− 1) + d) ‖x− x?‖2(m−1)
= −2m ‖x− x?‖2(m−1) 〈∇xU(θ, x)−∇xU(θ, x?), x− x?〉+ 2m (2(m− 1) + d) ‖x− x?‖2(m−1)
≤ −2m1mV (x) + 2m (2(m− 1) + d) ‖x− x?‖2(m−1) + 2m1m
≤ −m1mV (x) + 2m
(
2(m− 1) + d− m1 ‖x− x?‖2 /2
)
‖x− x?‖2(m−1) + 2m1m
≤ −m1mV (x) + 2mΥm(2(m− 1) + d, m1/2) + 2m1m ,
which concludes the proof.
Proposition 19. Assume B1, B2(α) and B3 with U2 = 0 and α ≥ 1. Then for any m ∈
N∗, there exist A3,m, $3,m ≥ 0 such that for any θ ∈ K, γ ∈ (0, γ¯] with γ¯ < min(m1/N2, 1/2),
‖piγ,θ − piθ‖V 1/2 ≤ A3,m(1 + d$3,m)γ1/2 ,
with V (x) = 1 + ‖x− x?‖2m and A3,m, $3,m ≥ 0 which do not depend on the dimension d.
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The proof is similar to the one of [26, Proposition S17] except that in this presentation
we explicit the constants appearing in the proof and track the dependency of the constants
with respect to the dimension d.
Proof. Let m ∈ N∗, θ ∈ K and γ ∈ (0, γ¯]. Since piθ is an invariant probability measure for
(Pt,θ)t≥0 we have using Theorem 17 that
lim
k→+∞
‖piθKkγ,θ − piθPγk,θ‖V 1/2 = ‖piγ,θ − piθ‖V 1/2 .
We now give an upper bound on ‖piθKkγ,θ − piθPγk,θ‖V 1/2 for k = qγmγ with mγ = d1/γe
and qγ ∈ N. We obtain using Theorem 17
‖piθKkγ,θ − piθPγk,θ‖V 1/2
≤
qγ−1∑
j=0
‖piθPγ(j+1)mγ ,θK(qγ−(j+1))mγγ,θ − piθPγjmγ ,θK(qγ−j)mγγ,θ ‖V 1/2
≤
qγ−1∑
j=0
{
A2,m(1 + d$2,m) exp[−κmγmγ(qγ − (j + 1))/ log2(1 + d$2,m)]
×‖piθPγjmγ ,θPmγγ,θ − piθPγjmγ ,θKmγγ,θ ‖V 1/2
}
≤ ‖piθPmγγ,θ − piθKmγγ,θ ‖V 1/2
qγ∑
j=1
A2,m(1 + d$2,m) exp[−κmγjmγ/ log2(1 + d$2,m)]
≤ A2,m(1 + d$2,m)(1 + log2(1 + d$2,m)/κm)‖piθPmγγ,θ − piθKmγγ,θ ‖V 1/2 , (38)
We now give an upper bound on ‖piθPmγγ,θ − piθKmγγ,θ ‖V 1/2 . Indeed, since Aθ satisfies
Dc(V, ζ, β) by Lemma 18 and Kγ,θ satisfies Dd(V, λγ , bγ) for any θ ∈ K and γ ∈ (0, γ¯] by
Lemma 15 and, we obtain that
piθPγmγ ,θ(V ) ≤ D0 , piθKmγγ,θ (V ) ≤ D1 ,
D0 = βm(1 + d$
′
0,m)/ζ , D1 = D0 + bm(1 + d$0,m)(γ¯ + log−1(1/λ)) .
(39)
Combining this result and [26, Lemma S16] we have for any θ ∈ K and γ ∈ (0, γ¯]
‖piθPγmγ ,θ − piθKmγγ,θ ‖V 1/2 ≤ D2γ1/2 , (40)
with
D2 = 2D1/21 (1 + γ¯)1/2
{
d+ 2γ¯(2N2 + sup
θ∈K
‖∇xU1(θ, 0)‖2)D1
}1/2
N . (41)
Combining (38) and (40) we get
‖piθKkγ,θ − piθPγk,θ‖V 1/2 ≤ D2A2,m(1 + d$2,m)(1 + log2(1 + d$2,m)/κm)γ1/2 .
Combining (41), (39) and Lemma 15, we get that D0, D1, D2 are upper-bounded by
polynomials in the dimension d, which concludes the proof.
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We now turn to the proof of Theorem 8.
Proof of Theorem 8. Let m = d2αe and V (x) = 1 + ‖x− x?‖2m. Lemma 16 implies [26,
H1a] with A1,m ← A1,m(1 + d$1,m) , Theorem 17 implies [26, H1b] with A2,m ← A2,m(1 +
d$2,m) and ρ ← exp[−κm/ log2(1 + d$2,m)]. In addition, Proposition 19 implies [26, H1c]
with Ψ(γ) = A3,m(1+d$3,m)γ1/2. Using Proposition 4 we have that [26, A1, A2, A3] hold.
Since Hθ ← F in (15) we get that for any θ ∈ K and x ∈ Rd, ‖Hθ(x)‖ ≤ V 1/2(x). We can
apply [26, Theorem 2] and we get that for any n ∈ N
E
[{
n∑
k=1
δkL(θk)
/
n∑
k=1
δk
}
−min
K
L
]
≤ En
/(
n∑
k=1
δk
)
,
with,
En = 2R2K + 2B1,mRKE
[
V 1/2(X00)
] n−1∑
k=0
δk+1/(mkγk)
+ 2RKA3,m(1 + d$3,m)
n−1∑
k=0
δk+1γ
1/2
k + 4B
2
1,mE
[
V (X00)
] n−1∑
k=0
δ2k+1/(mkγk)2
+ 4A23,m(1 + d$3,m)2
n−1∑
k=0
δ2k+1γk +B2,m
n−1∑
k=0
δ2k+1/(mkγk)2 , (42)
and
B1,m = 2(1 + d$m)2 log2(1 + d$m)A1,mA2,m exp[−γ¯κm/ log2(1 + d$m)]/κm ;
B2,m = 2(1 + γ¯)2 max(B(a)2,m, B
(b)
2,m) ;
B
(a)
2,m = 24(1 + d$m)3A22,m(1− exp[−κm/(2 log2(1 + d$m))])−2A3,m ;
B
(b)
2,m = 4(1 + d$m)3A1,m
[
1 + 6A22,m(1− exp[−κm/(2 log2(1 + d$m))])−2
×
{
A2,m(1− exp[−κm/ log2(1 + d$m)])−1 + 2
}
+A22,m log4(1 + d$m)/κ2m +A23,m
]
,
which concludes the proof of Theorem 8-(b), upon setting $m = maxi∈{1,2,3}($i,m).
We have that for any x ∈ Rd, ‖Hθ(x)‖ = ‖F (x)‖ ≤ V 1/4(x). Since Hθ does not depend
on θ we get that [26, A4] is satisfied. In addition [26, Proposition 24] implies that [26, H2]
is satisfied with
Λ1(γ1, γ2) = A4,m(1 + d$4,m)γ−1/22 |γ1 − γ2| , Λ2(γ1, γ2) = A4,m(1 + d$4,m)γ1/22 ,
with A4,m ≥ 0 which does not depend on the dimension d. As a consequence we can apply
[26, Theorem 4] and we get that for any n ∈ N∗
E
[{
n∑
k=1
δkL(θk)
/
n∑
k=1
δk
}
−min
K
L
]
≤ E˜n
/(
n∑
k=1
δk
)
,
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with,
E˜n = 2RK + 2RK
n∑
k=0
δk+1Ψ(γk) + C3,m
n∑
k=0
|δk+1 − δk| γ−1k
+ 2RKC2,m
n∑
k=0
δk+1γ
−2
k+1 [Λ1(γk, γk+1) + Λ2(γk, γk+1)δk+1 + δk+1γk+1]
+ C3,m
n∑
k=0
δ2k+1γ
−1
k+1 + C3,m(δn+1/γn − δ0/γ0) + C1,m
n∑
k=0
δ2k+1 ,
with
C1,m = 2A1,m(1 + d$m)E
[
V (X00)
]
+ 2 sup
θ∈K
‖∇L(θ)‖2 ,
C2,m = 8(1 + d$m)4 log4(1 + d$m)A1,mA22,m
× exp[−2γ¯κm/ log2(1 + d$m)](1 + 2A1,mE
[
V (X00)
]
)/κm ,
C3,m = (1 + d$m)A1,mCH(4RK + sup
θ∈K
‖∇L(θ)‖+ 1 + δ1B)E
[
V (X00)1/4
]
,
CH = 8(1 + d$m) log2(1 + d$m)A2,m exp[−γ¯κm/(4 log2(1 + d$m))]/κm .
Similarly to Theorem 8-(b) since A1,m, A2,m, A3,m, A4,m and κm are independent of the
dimension d. Setting $m = maxi∈{1,2,3,4}($i,m) concludes the proof of Theorem 8-(a)
B.2 Proof of Theorem 9
In this section, we give alternative results to [26, Theorem 2, Theorem 4]. The main results
of [26] are stated in V -norm or total variation. However, our particular framework allows
us to use a Wasserstein distance with an appropriate cost function which implies that
the constants appearing in our results scale polynomially in the dimension d even if the
potential is non convex. The increasing batch size case is considered in Appendix B.2.1
and the fixed batch size case in Appendix B.2.2. We check that the main assumptions H1
and H2 below are satisfied in the setting of Theorem 9 in Appendix B.2.3 and conclude in
Appendix B.2.3.
B.2.1 Increasing batch size
In this section, we give an alternative result of [26, Theorem 2] in the case where (a) the
controls on the family of Markov kernels {Kγ,θ : γ ∈ (0, γ¯] , θ ∈ K} are obtained with
respect to an appropriate Wasserstein distance (b) the stochastic gradient does not depend
on θ. First, we show that underB2(1), µ 7→ µ(F ) is Lipschitz with respect to the considered
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Wasserstein distance in Lemma 21. Then, we control the error in the perturbed gradient
scheme in Lemma 22 and Lemma 23. Our main result is stated in Theorem 20.
Let c : Rd × Rd → [0,+∞), defined for any x, y ∈ Rd by c(x, y) = 1∆Rd (x, y)(1 +
‖x− y‖ /R) where R ≥ 0. Consider also the function WR : R2d → R+, and VR : Rd → R+
given for x, y ∈ Rd by
WR(x, y) = 1 + ‖x− y‖ /R , VR(x) = 1 + ‖x‖ /R . (43)
We also define for any m ∈ N, Vm : Rd → [1,+∞) given for any x ∈ Rd by
Vm(x) = 1 + ‖x‖2m . (44)
We recall that Kγ,θ is the Markov kernel associated with the Langevin recursion (14) and
expression given by (28). This kernel is well-defined under B1 and B2(α) with α ≥ 1.
Consider the following assumption.
H1. (i) There exists A1 ≥ 1 such that for any a ∈ [1, 3], n, p ∈ N, k ∈ {0, . . . ,mn}
E
[
Kpγn,θnV
a
R(Xnk)
∣∣∣X00 ] ≤ A1V aR(X00) , E [V aR(X00)] < +∞ .
with {(X`k)k∈{0,...,m`} : ` ∈ {0, . . . , n}} given by (15).
(ii) There exist A2, A3 ≥ 1, ρ ∈ [0, 1) such that for any γ ∈ (0, γ¯], θ ∈ K, x, y ∈ Rd and
n ∈ N, Kγ,θ has a stationary distribution piγ,θ and
dWR(δxKnγ,θ, δyKnγ,θ) ≤ A2ργnWR(x, y) , dWR(δxKnγ,θ, piγ,θ) ≤ A2ργnVR(x) , piγ,θ(VR) ≤ A3 .
(iii) There exists Ψ : R?+ → R+ such that for any γ ∈ (0, γ¯] and θ ∈ K, dWR(piγ,θ, piθ) ≤
Ψ(γ).
Theorem 20. Assume A2(1), B1, B2(1) and H1. Let (γn)n∈N, (δn)n∈N be sequences of
non-increasing positive real numbers and (mn)n∈N a sequence of positive integers satisfying
δn <
(
supθ∈K ‖∇2L(θ)‖
)−1 and γn < γ¯. Then, there exists (En)n∈N such that for any
n ∈ N∗
E
[{
n∑
k=1
δkL(θk)
/
n∑
k=1
δk
}
−min
K
L
]
≤ En
/(
n∑
k=1
δk
)
,
with (θk)k∈N and L are defined in (15) and (5) respectively, and for any n ∈ N∗
En = 2R2K + 6RKRMpA1A2(ρ−γ¯/ log(1/ρ) + 1)
n−1∑
k=0
δk+1 {1/(mkγk) + Ψ(γk)}
+
(
2A1(‖F (0)‖+ 3RM)2E
[
V 2R(X0)
]
+ 2 sup
θ∈K
L(θ)2
)
n−1∑
k=0
δ2k+1 .
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The proof of this result is a simple adaptation to the one of [26, Theorem 2]. However
it is given for completeness.
Let (ηn)n∈N be defined for any n ∈ N by
ηn = m−1n
mn∑
k=1
{F (Xnk)− piθn(F )} . (45)
We consider the following decomposition for any n ∈ N,
ηn = η(1)n + η(2)n , η(1)n = E [ηn|Fn−1 ] , η(2)n = ηn − E [ηn|Fn−1 ] , (46)
and (Fn)n∈N∪{−1} is defined for all n ∈ N by
Fn = σ
(
θ0, {(X`k)k∈{0,...,m`} : ` ∈ {0, . . . , n}}
)
, F−1 = σ(θ0) (47)
We start with the following technical lemmas.
Lemma 21. Assume B2(1) and H1. Then for any probability measures µ, ν on B(Rd)
such that µ(‖·‖) + ν(‖·‖) < +∞,
‖µ(F )− ν(F )‖ ≤ 3RMpdWR(µ, ν) ,
with WR given in (43).
Proof. Using B2(1) we have that for any i ∈ {1, . . . , p} and x, y ∈ Rd, |Fi(x)− Fi(y)| ≤
3M ‖x− y‖ ≤ 3RMWR(x, y). Let µ and ν on B(Rd) such that µ(‖·‖) + ν(‖·‖) < +∞. Using
the definition of theWasserstein distance (27), we have ‖µ(F )− ν(F )‖ ≤∑pi=1 |µ(Fi)− ν(Fi)| ≤
3RMpdWR(µ, ν).
Lemma 22. Assume B1, B2(1) and H1. Then we have for any n ∈ N
E
[
‖η(1)n ‖
]
≤ B1
{
E
[
VR(X00)
]
/(mnγn) + Ψ(γn)
}
,
with B1 = 3RMpA1A2(ρ−γ¯/ log(1/ρ) + 1).
Proof. Using the definition of (Fn)n∈N, see (47), the Markov property,H1-(ii)-(iii), Lemma 21
and that for any θ ∈ K, we have for any n ∈ N∗
‖E [ηn|Fn−1 ] ‖ ≤ m−1n
mn∑
k=1
∥∥∥Kkγn,θnF (Xn0 )− piθn (F )∥∥∥
≤ 3RMpm−1n
mn∑
k=1
{
dWR(δXn0 K
k
γn,θn , piγn,θn)
}
+ 3RMpdWR(piγn,θn , piθn)
≤ 3RMpm−1n
mn∑
k=1
{
A2ρ
γnkVR(Xnmn)
}
+ 3RMpΨ(γn) ≤ 3RMpA2ρ
−γ¯VR(Xnmn)
log(1/ρ)γnmn
+ 3RMpΨ(γn) .
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In a similar manner, we have∥∥∥E [η0∣∣∣X00 ]∥∥∥ ≤ 3RMpA2ρ−γ¯VR(X00)log(1/ρ)γ0m0 + 3RMpΨ(γ0) .
We conclude using H1-(i).
Lemma 23. Assume A2(1), B1, B2(1) and H1. Then we have for any n ∈ N, E [‖ηn‖2] ≤
B2, with
B2 = 2A1(‖F (0)‖+ 3RM)2E
[
V 2R(X00)
]
+ 2 sup
θ∈K
‖∇L(θ)‖2 .
Proof. Using that ‖x+ y‖2 ≤ 2(‖x‖2 + ‖y‖2) for any x, y ∈ Rd, the Cauchy-Schwarz
inequality H1-(i) and Proposition 4, we get for any n ∈ N,
E
[
‖ηn‖2
]
≤ 2m−1n
mn∑
k=1
‖F (Xnk)‖2 + 2‖∇L(θn)‖2 .
We conclude using that for any x ∈ Rd, ‖F (x)‖ ≤ (‖F (0)‖+ 3RM)VR(x) and the fact that
supθ∈K ‖∇L(θ)‖ < +∞.
Proof of Theorem 20. Taking the expectation in [4, Theorem 3, Equation (8)], using the
Cauchy-Schwarz inequality and the fact that (η(2)n )n∈N is a martingale increment with
respect to (Fn)n∈N, we get that for every n ∈ N
E
[
n∑
k=1
δk
{
L(θk)−minK L
}]
≤ E
[
2R2K −
n−1∑
k=0
δk+1〈ΠK(θk − δk+1∇L(θk))− θ?, ηk〉+
n−1∑
k=0
δ2k+1 ‖ηk‖2
]
≤ 2R2K + 2RK
n−1∑
k=0
δk+1E
[
‖η(1)k ‖
]
+ 2
n−1∑
k=0
δ2k+1E
[
‖ηk‖2
]
.
Combining this result, Lemma 22 and Lemma 23 completes the proof.
B.2.2 Fixed batch size
In this section, we give an alternative result of [26, Theorem 4], in the case where mn = 1
and γn = γ0 for all n ∈ N. We consider the following additional assumption on the family
of kernels {Kγ,θ : θ ∈ K, γ ∈ (0, γ¯]}.
H2. There exists Λ : R∗+ → R+ such that for any γ ∈ (0, γ¯], θ1, θ2 ∈ K, x ∈ Rd
‖δxKγ,θ1 − δxKγ,θ2‖VR ≤ Λ(γ)‖θ1 − θ2‖V 2R(x) .
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Theorem 24. Assume A2(1), B1, B2(1), B3, B4, H1 and H2. Let (γn)n∈N, (δn)n∈N
be sequences of non-increasing positive real numbers and (mn)n∈N a sequence of positive
integers satisfying δn < 1/(supθ∈K ‖∇2L(θ)‖) and for any n ∈ N, γn = γ < γ¯, mn = m0
and supn∈N |δn+1 − δn| δ−2n < +∞. Then, there exists (E˜n)n∈N such that for any n ∈ N∗
E
[{
n∑
k=1
δkL(θk)
/
n∑
k=1
δk
}
−min
K
L
]
≤ E˜n
/(
n∑
k=1
δk
)
,
with (θk)k∈N and L are defined in (15) and (5) respectively, and
En = D
{
1 +
n−1∑
k=0
δ2k+1/γ +
n−1∑
k=0
δ2k+1Λ(γ)/γ2 +
n−1∑
k=0
δk+1Ψ(γ) + δn+1/γ
}
,
and D = 2R2K + 6RKRMp + 2RKB˜2 + 3B˜1 + B2 where B˜2 is given in Lemma 23, B˜1 in
Lemma 25 and B˜2 in Lemma 28.
The proof of this result is an adaptation to the one of [26, Theorem 4]. The main
difference in the proof consists in a refinement of [26, Lemma 16] which can be established
in our setting and is given Lemma 28.
Similarly to the proof of Theorem 20, we need to analyze the error ηn for n ∈ N defined
by (45), but the decomposition (46) has to be improved. For that purpose, we introduce
Poisson solutions associated with F . Under H1 for any θ ∈ K and γ ∈ (0, γ¯], consider
Fˆγ,θ : Rd → Rp solution of the Poisson equation,
(Id−Kγ,θ)Fˆγ,θ = F − piγ,θ(F ) . (48)
Note that by H1-(ii), Fˆγ,θ is well defined and is given for any x ∈ Rd by
Fˆγ,θ(x) =
∑
j∈N
{Kjγ,θF (x)− piγ,θ(F )} . (49)
In addition, by Lemma 21 and H1-(ii), we have for any θ ∈ K and x ∈ Rd
∥∥∥Fˆγ,θ(x)∥∥∥ ≤
∥∥∥∥∥∥
∑
j∈N
Kjγ,θF (x)− piγ,θ(F )
∥∥∥∥∥∥ ≤ 3RMp
∑
j∈N
dWR(K
j
γ,θ, piγ,θ)
≤ 3RMpA2
∑
j∈N
ργjVR(x) ≤ 3RMpA2 log−1(1/ρ)ρ−γ¯γ−1VR(x) ≤ CFγ−1VR(x) ,
(50)
with CF = 3RMpA2 log−1(1/ρ)ρ−γ¯ . We now denote for any n ∈ N, X˜n+1 = Xn1 and
therefore ηn defined by (45) is given for any n ∈ N by ηn = F (X˜n+1)− piθn(F ). Using (48)
an alternative expression of (ηn)n∈N is given for any n ∈ N by
ηn = Fˆγ,θn(X˜n+1)−Kγ,θnFˆγ,θn(X˜n+1) + piγ,θn(F )− piθn(F ) = η(a)n + η(b)n + η(c)n + η(d)n ,
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where
η(a)n = Fˆγ,θn(X˜n+1)−Kγ,θnFˆγ,θn(X˜n) ,
η(b)n = Kγ,θnFˆγ,θn(X˜n)−Kγ,θn+1Fˆγ,θn+1(X˜n+1) ,
η(c)n = Kγ,θn+1Fˆγ,θn+1(X˜n+1)−Kγ,θnFˆγ,θn(X˜n+1) ,
η(d)n = piγ,θn(F )− piθn(F ) .
(51)
In the next results, we analyze each term in this decomposition separately, except for
(η(a)n )n∈N which is a sequence of martingale increments with respect to (Fn)n∈N.
Lemma 25. Assume A2(1), B1, B2(1) and H1. Then, for any n ∈ N
E
[∥∥∥∥∥
n∑
k=0
δk+1〈ak+1, η(b)k 〉
∥∥∥∥∥
]
≤ B˜1
[
n∑
k=0
|δk+1 − δk| γ−1 +
n∑
k=0
δ2kγ
−1 + (δn+1/γ − δ1/γ)
]
.
with (η(b)n )n∈N defined in (51), ak+1 = ΠK [θk − δk+1∇L(θk)]− θ?, θ? ∈ argminKL and
B˜1 = A1CF (2RK + sup
θ∈K
‖∇L(θ)‖)E
[
VR(X˜0)
]
+A1CF (1 + δ1 sup
θ∈K
‖∇2L(θ)‖)(‖F (0)‖+RM)E
[
V 2R(X˜0)
]
+ 4A1CFRKE
[
VR(X˜0)
]
.
Proof. By (51) we have for any n ∈ N and θ ∈ K
n∑
k=0
δk+1〈ak+1, η(b)k 〉 =
n∑
k=1
〈δk+1ak+1 − δkak,Kγ,θk Fˆγ,θk(X˜k)〉
− 〈δn+1an+1,Kγ,θn+1Fˆγ,θn+1(X˜n+1)〉+ 〈δ1a1,Kγ,θ0Fˆγ,θ0(X˜0)〉 . (52)
In addition, using Proposition 4, we have for any n ∈ N and θ ∈ K,
‖δn+1an+1 − δnan‖ ≤ 2RK |δn+1 − δn|+ δn+1 ‖an+1 − an‖
≤ 2RK |δn+1 − δn|+ δn+1(1 + δn sup
θ∈K
‖∇2L(θ)‖) ‖θn − θn−1‖+ δn+1 |δn+1 − δn| ‖∇L(θn)‖
≤ (2RK + δ1 sup
θ∈K
‖∇L(θ)‖) |δn+1 − δn|
+ δ2n(1 + δn sup
θ∈K
‖∇2L(θ)‖)(‖F (0)‖+ 3RM)VR(X˜n+1) , (53)
where we have used in the last inequality that ΠK is non-expansive, B2(1) and H1-(i)
and Proposition 4 again. Combining (52), (53), (50), the Cauchy-Schwarz inequality and
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H1-(i) we get that
E
[∥∥∥∥∥
n∑
k=0
δk+1〈ak, η(b)k 〉
∥∥∥∥∥
]
≤ (2RK + δ1 sup
θ∈K
‖∇L(θ)‖)A1CFE
[
VR(X˜0)
] n∑
k=0
|δk+1 − δk| γ−1
+A1CF (‖F (0)‖+ 3RM)(1 + δ1 sup
θ∈K
‖∇2L(θ)‖)E
[
V 2R(X˜0)
] n∑
k=0
δ2kγ
−1
+ 2A1RKCFE
[
VR(X˜0)
]
{δn+1/γ + δ1/γ} ,
which concludes the proof of Lemma 25.
We now upper bound E
[
‖η(c)n ‖
]
for n ∈ N using the two following lemmas.
Lemma 26. Assume B1, B2(1), H1 and H2. Then, for any γ ∈ (0, γ¯], θ1, θ2 ∈ K and
x ∈ Rd
dWR(piγ,θ1 , piγ,θ2) ≤ A1A2ρ−γ¯ log−1(1/ρ)Λ(γ)‖θ1 − θ2‖V 2R(x)γ−1 .
Proof. Let γ ∈ (0, γ¯], θ1, θ2 ∈ K, ` ∈ N∗, j ∈ N with ` ≥ j + 1 and g : Rd → R measurable
such that for any y, z ∈ Rd, |g(y)− g(z)| ≤WR(y, z). Using H1-(ii) we have∣∣∣K`−1−jγ,θ2 g(x)− piγ,θ2(g)∣∣∣ ≤ A2ρ(`−1−j)γVR(x) .
Combining this result and H2 we have that∣∣∣(Kγ,θ1 −Kγ,θ2)K`−1−jγ,θ2 g(x)∣∣∣ ≤ A2ργ(`−1−j)Λ(γ)‖θ1 − θ2‖V 2R(x) . (54)
Using H1-(i) in (54), we get∣∣∣Kjγ,θ1(Kγ,θ1 −Kγ,θ2)K`−1−jγ,θ2 g(x)∣∣∣ ≤ A1A2ργ(`−1−j)Λ(γ)‖θ1 − θ2‖V 2R(x) .
Combining this result and the triangular inequality we obtain
∣∣∣K`γ,θ1g(x)−K`γ,θ2g(x)∣∣∣ ≤ `−1∑
j=0
∣∣∣Kj+1γ,θ1K`−j−1γ,θ2 g(x)−Kjγ,θ1K`−jγ,θ2g(x)∣∣∣
≤
`−1∑
j=0
∣∣∣Kjγ,θ1(Kγ,θ1 −Kγ,θ2)K`−1−jγ,θ2 g(x)∣∣∣
≤ A1A2Λ(γ)‖θ1 − θ2‖V 2R(x)
`−1∑
j=0
ργ(`−1−j)
≤ A1A2ρ−γ¯ log−1(1/ρ)Λ(γ)‖θ1 − θ2‖V 2R(x)γ−1 .
Taking the limit `→ +∞ and using H1-(ii) concludes the proof.
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Lemma 27. Assume B1, B2(1), B4 and H1. Then, for any γ ∈ (0, γ¯], θ1, θ2 ∈ K, ` ∈ N∗,
j ∈ N with ` ≥ j + 1 and x ∈ Rd∥∥∥{Kjγ,θ1 − piγ,θ1} (Kγ,θ1 −Kγ,θ2){K`−1−jγ,θ2 F (x)− piγ,θ2(F )}∥∥∥ ≤ DF ‖θ1 − θ2‖VR(x)γργ` ,
with DF = A22BM(1 + 2RKBγ¯)R+ 2M2.
Proof. Let γ ∈ (0, γ¯], θ1, θ2 ∈ K, ` ∈ N∗, j ∈ N with ` ≥ j+ 1 and x, y ∈ Rd. First, we have
(Kγ,θ1 −Kγ,θ2)K`−1−jγ,θ2 {F (x)− piγ,θ2(F )} − (Kγ,θ1 −Kγ,θ2)K
`−1−j
γ,θ2
{F (x)− piγ,θ2(F )}
= (Kγ,θ1 −Kγ,θ2)K`−1−jγ,θ2 F (x)− (Kγ,θ1 −Kγ,θ2)K
`−1−j
γ,θ2
F (y)
= Kγ,θ1K
`−1−j
γ,θ2
F (x)−K`−jγ,θ2F (x)−Kγ,θ1K
`−1−j
γ,θ2
F (y) + K`−jγ,θ2F (y)
= K`−jγ,θ2(F (x+ ∆γ(x))− F (x)− F (y + ∆γ(y)) + F (y))
= K`−jγ,θ2G(x)−K
`−j
γ,θ2
G(y) , (55)
with ∆γ(x) = γ(∇xU(θ1, x) − ∇xU(θ2, x)) = γ∑pi=1(θi1 − θi2)∇Fi(x) and G : Rd → Rp
defined for any z ∈ Rd by
G(z) = F (z + ∆γ(z))− F (z) . (56)
Using B2(1) and B4 we have that for any x, y ∈ Rd,
‖∆γ(x)‖ ≤ Mγ ‖θ1 − θ2‖ , ‖∆γ(x)−∆γ(y)‖ ≤ RKBγ ‖x− y‖ . (57)
Using (56), (57), we have for any x, y ∈ Rd with x 6= y
‖G(x)−G(y)‖ =
∥∥∥∥∫ 10 {dF (x+ t∆γ(x))(∆γ(x))− dF (y + t∆γ(y))(∆γ(y))} dt
∥∥∥∥
≤
∫ 1
0
‖dF (x+ t∆γ(x))− dF (y + t∆γ(y))‖ ‖∆γ(x)‖dt
+
∫ 1
0
‖dF (y + t∆γ(y))‖ (‖∆γ(x)‖+ ‖∆γ(y)‖)dt
≤ B(‖x− y‖+ ‖∆γ(x)−∆γ(y)‖) ‖∆γ(x)‖+ 2M2γ ‖θ1 − θ2‖
≤ BM(1 + 2RKBγ¯)γ ‖θ1 − θ2‖ ‖x− y‖+ 2M2γ ‖θ1 − θ2‖
≤ D˜Fγ ‖θ1 − θ2‖ (1 + ‖x− y‖ /R) ,
with D˜F = BM(1 + 2RKBγ¯)R+ 2M2. Therefore, for any x, y ∈ Rd,
‖G(x)−G(y)‖ ≤ D˜Fγ ‖θ1 − θ2‖WR(x, y) . (58)
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Combining (55), (58) and H1-(ii) we obtain that∥∥∥(Kγ,θ1 −Kγ,θ2)K`−1−jγ,θ2 {F (x)− piγ,θ2(F )} − (Kγ,θ1 −Kγ,θ2)K`−1−jγ,θ2 {F (x)− piγ,θ2(F )}∥∥∥
≤ A2D˜F ‖θ1 − θ2‖ γργ(`−j)WR(x, y) .
Therefore, using H1-(ii) we get∥∥∥{Kjγ,θ1 − piγ,θ1} (Kγ,θ1 −Kγ,θ2){K`−1−jγ,θ2 F (x)− piγ,θ2(F )}∥∥∥ ≤ A22D˜F ‖θ1 − θ2‖VR(x)γργ` ,
which concludes the proof.
Lemma 28. Assume B1, B2(1), B4, H1 and H2. Then we have for any n ∈ N
E
[∥∥∥η(c)n ∥∥∥] ≤ B˜2δn+1γ−2 (Λ(γ) + γ) ,
with
B˜2 = A1(‖F (0)‖+ 3RM)ρ−2γ¯ log−2(1/ρ) max {DF , EF } , (59)
with (η(c)n )n∈N defined in (51), EF = 3RMpA1A22 and DF in Lemma 27.
Proof. We first give an upper bound on
∥∥∥Kγ,θ1Fˆγ,θ1(x)−Kγ,θ2Fˆγ,θ2(x)∥∥∥ for any θ1, θ2 ∈ K,
γ ∈ (0, γ¯] and x ∈ Rd. By (49) we have for any θ1, θ2 ∈ K, γ ∈ (0, γ¯] and x ∈ Rd,∥∥∥Kγ,θ1Fˆγ,θ1(x)−Kγ,θ2Fˆγ,θ2(x)∥∥∥
=
∥∥∥∥∥∥
∑
`∈N∗
{
K`γ,θ1F (x)− piγ,θ1(F )
}
−
∑
`∈N∗
{
K`γ,θ2F (x)− piγ,θ2(F )
}∥∥∥∥∥∥
≤
∑
`∈N∗
∥∥∥K`γ,θ1F (x)− piγ,θ1(F )−K`γ,θ2F (x)− piγ,θ2(F )∥∥∥ . (60)
We now bound each term of the series in the right hand side. For any measurable functions
g1, g2 with gi : Rd → Rp and such that supx∈Rd ‖gi(x)‖ /VR(x) < +∞ with i ∈ {1, 2},
θ1, θ2 ∈ K, γ ∈ (0, γ¯], x ∈ Rd and ` ∈ N∗, using that piγ,θ1 is invariant for Kγ,θ1 , it holds
that
K`γ,θ1g1(x)−K`γ,θ2g2(x) = K`γ,θ1g1(x)−K`γ,θ2g1(x) + K`γ,θ2(g1(x)− g2(x))
=
`−1∑
j=0
{
Kjγ,θ1 − piγ,θ1
}
(Kγ,θ1 −Kγ,θ2)
{
K`−1−jγ,θ2 g1(x)− piγ,θ2(g1)
}
+
`−1∑
j=0
piγ,θ1
{
K`−1−jγ,θ2 g1(x)−K
`−j
γ,θ2
g1(x)
}
+ K`γ,θ2(g1(x)− g2(x))
=
`−1∑
j=0
{
Kjγ,θ1 − piγ,θ1
}
(Kγ,θ1 −Kγ,θ2)
{
K`−1−jγ,θ2 g1(x)− piγ,θ2(g1)
}
− piγ,θ1(K`γ,θ2g1(x)− g1(x)) + K`γ,θ2(g1(x)− g2(x)) .
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Setting g1 = F − piγ,θ1(F ) and g2 = F − piγ,θ2(F ), we obtain that
K`γ,θ1F (x)− piγ,θ1(F )−K`γ,θ2F (x)− piγ,θ2(F )
=
`−1∑
j=0
{
Kjγ,θ1 − piγ,θ1
}
(Kγ,θ1 −Kγ,θ2)
{
K`−1−jγ,θ2 F (x)− piγ,θ2(F )
}
+ Ξ` , (61)
where, using that piγ,θ2 is invariant for Kγ,θ2 , we have
Ξ` = −piγ,θ1(K`γ,θ2F (x)− F (x)) + K`γ,θ2
[
piγ,θ2(F )− piγ,θ1(F )
]
= (piγ,θ2 − piγ,θ1)K`γ,θ2F (x) .
Using Lemma 27 we obtain for any θ1, θ2 ∈ K, γ ∈ (0, γ¯], x ∈ Rd and ` ∈ N∗∥∥∥∥∥∥
`−1∑
j=0
{
Kjγ,θ1 − piγ,θ1
}
(Kγ,θ1 −Kγ,θ2)
{
K`−1−jγ,θ2 F (x)− piγ,θ2(F )
}∥∥∥∥∥∥
≤
`−1∑
j=0
∥∥∥{Kjγ,θ1 − piγ,θ1} (Kγ,θ1 −Kγ,θ2){K`−1−jγ,θ2 (F )− piγ,θ2(F )}∥∥∥
≤
`−1∑
j=0
DFγ ‖θ1 − θ2‖ ργ`VR(x) ≤ DFγVR(x) ‖θ1 − θ2‖ `ργ` . (62)
Using H1-(ii), Lemma 21 and Lemma 26, we obtain for any θ1, θ2 ∈ K, γ ∈ (0, γ¯], x ∈ Rd
and ` ∈ N∗∥∥∥(piγ,θ1 − piγ,θ2)K`γ,θ2F (x)∥∥∥ ≤ 3RMpA2ργ`dWR(piγ,θ1 , piγ,θ2)
≤ EFρ−γ¯ log−1(1/ρ)Λ(γ)‖θ1 − θ2‖V 2R(x)γ−1ργ` . (63)
with EF = 3RMpA1A22. Combining (62) and (63) in (61), we obtain that for any θ1, θ2 ∈ K,
γ ∈ (0, γ¯] and x ∈ Rd that
K`γ,θ1F (x)− piγ,θ1(F )−K`γ,θ2F (x)− piγ,θ2(F )
≤ DF ‖θ1 − θ2‖VR(x)γ`ργ` + EFρ−γ¯ log−1(1/ρ)‖θ1 − θ2‖V 2R(x)Λ(γ)γ−1ργ` .
Using this result in (60) and that for any t ∈ (−1, 1) and a > 0, ∑k∈N ktak = t(1− ta)−2 ≤
a−2t−a log−2(1/t), we get that∥∥∥Kγ,θ1Fˆγ,θ1(x)−Kγ,θ2Fˆγ,θ2(x)∥∥∥ ≤ DFρ−2γ¯ log−2(1/ρ) ‖θ1 − θ2‖VR(x)γ−1
+ EFρ−2γ¯ log−2(1/ρ)‖θ1 − θ2‖V 2R(x)Λ(γ)‖γ−2
≤ Cc γ−2 (Λ(γ)‖θ1 − θ2‖+ γ‖θ1 − θ2‖)V 2R(x) , (64)
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with Cc = ρ−2γ¯ log−2(1/ρ) max {DF , EF }. Note that for any k ∈ N, by B2(1) and the fact
that ΠK is non-expansive we have ‖θk+1 − θk‖ ≤ δk+1(‖F (0)‖+ 3RM)VR(X˜k+1). Therefore,
plugging this result in (64), we get for any k ∈ N,∥∥∥Kγ,θk Fˆγ,θk(X˜k+1)−Kγ,θk+1Fˆγ,θk+1(X˜k+1)∥∥∥
≤ Cc,2(‖F (0)‖+ 3RM)δk+1γ−2 (Λ(γ) + γ)V 3R(X˜k+1) . (65)
Therefore by definition of (η(c)k )k∈N, see (51), and using H1-(i) in (65) we get that for any
k ∈ N
E
[∥∥∥η(c)k ∥∥∥] ≤ B˜2δk+1γ−2 (Λ(γ) + γ) ,
with B˜2 given by (59).
Lemma 29. Assume B1, B2(1) and H1. Then we have for any n ∈ N
E
[∥∥∥η(d)n ∥∥∥] ≤ 3RMpΨ(γ) ,
with (η(d)n )n∈N defined in (51).
Proof. The proof is a direct consequence of Lemma 21 and H1-(iii).
Proof of Theorem 24. Taking the expectation in [4, Theorem 3, Equation (8)], using the
Cauchy-Schwarz inequality, the decomposition of the error (51) and the fact that (η(a)n )n∈N
is a martingale increment with respect to (Fn)n∈N, we get that for every n ∈ N
E
[
n∑
k=1
δk
{
L(θk)−minK L
}]
≤ E
[
2R2K −
n−1∑
k=0
δk+1〈ΠK(θk − δk+1∇L(θk))− θ?, ηk〉+
n−1∑
k=0
δ2k+1‖ηk‖2
]
≤ 2R2K + 2RK
n−1∑
k=0
δk+1E
[∥∥∥η(c)k ∥∥∥+ ∥∥∥η(d)k ∥∥∥]+ E
[
n−1∑
k=0
δk+1〈ak+1, η(b)k 〉
]
+
n−1∑
k=0
δ2k+1E
[
‖ηk‖2
]
.
Combining this result, Lemma 25, Lemma 28, Lemma 29 and Lemma 23 completes the
proof.
B.2.3 Proof of Theorem 9
In this section, we check that H1 and H2 are satisfied in order to apply Theorem 24. More
precisely, we study the geometric ergodicity of the Langevin Markov chain under B1, B2(1)
and B3 as well as its discretization error. We begin with the following technical lemma
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Lemma 30. Assume B1, B2(1) and B3. Let m = m1/2, N˜ = 2N, R = 4M/m1 and
υ = supθ∈K ‖∇xU(θ, 0)‖. In addition, for any θ ∈ K, γ > 0 and x ∈ Rd, let
Tγ,θ(x) = ‖x− γ∇xU(θ, x)‖2 . (66)
Then for any θ ∈ K and x, y ∈ Rd
(a) ‖∇xU(θ, x)−∇xU(θ, y)‖ ≤ N˜ ‖x− y‖;
(b) if ‖x− y‖ ≥ R, 〈∇xU(θ, x)−∇Ux(θ, y), x− y〉 ≥ m ‖x− y‖2,
(c) we have
‖Tγ,θ(x)‖ ≤ (1 + γN˜) ‖x‖+ γυ ,
(d) if ‖x‖ ≥ max(R, 2υ/m) and γ ≤ m/(2N˜2)
‖Tγ,θ(x)‖ ≤ (1− γm/2 + γ2N˜2/2) ‖x‖ .
Proof. Let θ ∈ K. The proof of (a) is straightforward. Let m = m1/2 and x, y ∈ Rd such
that ‖x− y‖ ≥ R with R = 4M/m1. Using B3-(b)-(c) we have
〈∇xU(θ, x)−∇xU(θ, y), x− y〉
= 〈∇xU1(θ, x)−∇xU1(θ, y), x− y〉+ 〈∇xU2(θ, x)−∇xU2(θ, y), x− y〉
≥ m1 ‖x− y‖2 − 2M ‖x− y‖ ≥ (m1 − 2M/R) ‖x− y‖2
≥ (m1/2) ‖x− y‖2 ,
which concludes the proof of (b). For any x ∈ Rd,
‖Tγ,θ(x)‖ ≤ ‖Tγ,θ(x)− Tγ,θ(0)‖+‖Tγ,θ(0)‖ ≤ (1+γN˜) ‖x‖+γυ ≤ (1+γ(N˜+υ))(1+‖x‖)−1 ,
and therefore (c) holds. Finally, let ‖x‖ ≥ max(R, 2υ/m) and γ ≤ m/(2N˜2). Using that for
any t ≥ 0, √1 + t ≤ 1 + t/2,
‖Tγ,θ(x)‖ ≤ ‖Tγ,θ(x)− Tγ,θ(0)‖+ γ ‖∇xU(θ, 0)‖
≤ (1− γm + γ2N˜2/2) ‖x‖+ γυ ≤ (1− γm/2 + γ2N˜2/2) ‖x‖ ,
which concludes the proof of (d).
Lemma 31. Assume B1, B2(1) and B3. Let m, N˜ and R be given by Lemma 30. Then for
anym ∈ N∗, θ ∈ K and γ ∈ (0, γ¯] with γ¯ < min(m/(2N˜2), 1/2), Kγ,θ satisfies Dd(Vm, λγ , b˜mγ)
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with Vm given in (44) and
λ = exp[−m/4 + γ¯N˜2/2] ,
b˜m = Υm(22m+1dm(1 + γ¯N˜)2m−1Γ(m+ 1/2), m/4) + m/4 + eκγ¯(κ + log(1/λ))Vm(R˜) + Cm(R˜) ,
κ =
{
(1 + γ¯N˜) max(R˜, 1) + υ
}2m
,
υ = sup
θ∈K
‖∇xU(θ, 0)‖ , R˜ = max(R, 2υ/m) ,
Cm(R˜) = 22m+1dm {1 + γ¯(N˜ + υ)}2m−1 Γ(m+ 1/2)(1 + R˜)2m−1 ,
(67)
where for any t ≥ 0, Γ(t) = ∫+∞0 ut−1e−udu and Υm is given in Lemma 14. In addition,
Kγ,θ satisfies Dd(V, λγ , bm(1+d$0,m)γ) with λ given in (67) and bm, $0,m ≥ 0 independent
of the dimension d.
Proof. First, note that using B2(1)-(a) we get
υ ≤
∥∥∥∥∥
p∑
i=1
θi∇Fi(0) +∇r(0)
∥∥∥∥∥ ≤ ‖∇r(0)‖+ pRK supi∈{1,...,p} ‖∇Fi(0)‖ < +∞ .
Let m ∈ N∗, θ ∈ K, γ ∈ (0, γ¯] and x ∈ Rd. Similarly to Lemma 15, we obtain that∫
Rd
‖y‖2m Kγ,θ(x,dy) ≤ ‖Tγ,θ(x)‖2m + γ22m+1γdmΓ(m+ 1/2)(1 + ‖Tγ,θ(x)‖)2m−1(68)
≤ ‖Tγ,θ(x)‖2m + γ22m+1γCm(x) ,
with Tγ,θ defined in (66) and
Cm(x) = 22m+1dm {1 + γ¯(N˜ + υ)}2m−1 Γ(m+ 1/2)(1 + ‖x‖)2m−1 , (69)
where we have used Lemma 30-(c). Let R˜ = max(R, 2υ/m). We divide the rest of the proof
in two parts:
(a) Let ‖x‖ ≥ R˜. We have using Lemma 30-(d),
‖Tγ,θ(x)‖ ≤ (1− γm/2 + γ2N˜2/2) ‖x‖ .
Hence, ‖Tγ,θ(x)‖2m ≤ (1−γm/4+γ2N˜2/2) ‖x‖2m−γm ‖x‖2m /4 and we have using Lemma 14
and (69) in (68)
Kγ,θVm(x) ≤ (1− γm/4 + γ2N˜2/2)(1 + ‖x‖2m)
+ γ
[
22m+1dm {1 + γ¯(N˜ + υ)}2m−1 Γ(m+ 1/2)(1 + ‖x‖)2m−1 − m ‖x‖2m /4 + m/4
]
≤ (1− γm/4 + γ2N˜2/2)(1 + ‖x‖2m)
+ γ
[
Υm(22m+1dm {1 + γ¯(N˜ + υ)}2m−1 Γ(m+ 1/2), m/4) + m/4
]
.
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(b) Now assume that ‖x‖ ≤ R˜. Let κ = {(1 + N˜) max(1, R˜) + υ}2m. We have, using that
γ ≤ 1,
(1 + γN˜)2m ≤ 1 + γ
2m∑
k=1
(
2m
k
)
Nk ≤ 1 + γ(1 + N˜)2m ≤ 1 + γκ .
Combining this result with Lemma 30-(c) and the fact that γ¯ ≤ 1, we get
1 + ‖Tγ,θ(x)‖2m ≤ 1 + [(1 + γN˜) ‖x‖+ γυ]2m
≤ 1 + (1 + γN˜)2m ‖x‖2m + γ
2m∑
k=1
(
2m
k
)
(1 + γ¯N˜)2m−kR˜2m−kυk
≤ 1 + (1 + γκ) ‖x‖2m + γκ ≤ (1 + γκ)(1 + ‖x‖2m) . (70)
Let
Cm(R˜) = 22m+1dm {1 + γ¯(N˜ + υ)}2m−1 Γ(m+ 1/2)(1 + R˜)2m−1 .
Using (70) in (68) and that for any a ≥ b, ea − eb ≤ (a− b)ea we have
Kγ,θ(1 + ‖x‖2m) ≤ 1 + ‖Tγ,θ(x)‖2m + γCm(R˜)
≤ λγVm(x) + γeκγ¯(κ+ log(1/λ))Vm(R˜) + γCm(R˜) ,
which concludes the proof upon noting that b˜m is a polynomial in the dimension d.
Lemma 32. Assume B1, B2(1), B3 and let (Xnk)n∈N,k∈{0,...,mn be given by (15) with
γ¯ < min(m/(2N˜2), 1/2). There exist A1 ≥ 1 and $1 ≥ 0 such that for any a ∈ [1, 3],
n, p ∈ N and k ∈ {0, . . . ,mn}
E
[
Kpγn,θnV
a
R(Xnk)
∣∣∣X00 ] ≤ A1V aR(X00) , E [V aR(X00)] < +∞ ,
with VR given in (43) and A1, $1 which do not depend on the dimension d.
Proof. Using Jensen’s inequality it suffices to prove the result for a = 3. Using Lemma 31,
there exist λ ∈ (0, 1) and b ≥ 0 such that for any m ∈ {1, 2, 3}, θ ∈ K and γ ∈ (0, γ¯], Kγ,θ
satisfies Dd(Vm, λγ , bm(1 + d$0,m)γ) with Vm given in (44). Hence, since λ and bm do not
depend on the dimension d, using [26, Lemma S15], there exists A˜1, $1 ≥ 0 such that for
any m ∈ {1, 2, 3}
E
[
Kpγn,θnVm(X
n
k)
∣∣∣X00 ] ≤ A˜1(1 + d$1)Vm(X00) , E [Vm(X00)] < +∞ ,
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with A˜1 and $1 which do not depend on the dimension d. Combining this result and
Jensen’s inequality we obtain that
E
[
Kpγn,θnV
3
R(Xnk)
∣∣∣X00 ] ≤ R−m 3∑
m=0
(
3
m
)
E
[
Kpγn,θnVm(X
n
k)
∣∣∣X00 ]1/2
≤ R−m
3∑
m=0
(
3
m
)
A˜
1/2
1 (1 + d$1)1/2(1 + ‖X00‖2m)1/2
≤ R−mA˜1/21 (1 + d$1)1/2
3∑
m=0
(
3
m
)
(1 + ‖X00‖m)
≤ 9A˜1/21 (1 + d$1)1/2(1 + ‖X00‖/R)3 ,
which concludes the proof.
Theorem 33. Assume B1, B2(1) and B3. Then there exist A2, $2 ≥ 0 and ρ ∈ (0, 1)
such that for any θ ∈ K and γ ∈ (0, γ¯] with γ¯ < min(m/(2N˜2), 1/2), Kγ,θ admits an invariant
probability measure piγ,θ and for any n ∈ N and x ∈ Rd
dWR(δxKnγ,θ, piγ,θ) ≤ A2(1+d$2)ργnVR(x) , dWR(δxKnγ,θ, δyKnγ,θ) ≤ A2(1+d$2)ργnWR(x, y) ,
with VR,WR given in (43) and A2, $2 ≥ 0 and ρ ∈ (0, 1) which do not depend on the
dimension d.
Proof. Let θ ∈ K, γ ∈ (0, γ¯], n ∈ N and x, y ∈ Rd Applying [25, Theorem 10], we obtain
that there exist A˜2 ≥ 0 and ρ ∈ (0, 1) independent of the dimension d such that
dWR(δxKnγ,θ, δyKnγ,θ) ≤ A˜2ργnWR(x, y) .
In addition, Kγ,θ admits an invariant probability measure piγ,θ. Hence, we have
dWR(δxKnγ,θ, piγ,θ) ≤ A˜2ργn
∫
Rd
WR(x, y)dpiγ,θ(y) . (71)
By Lemma 31 we get that Kγ,θ satisfies Dd(V2, λγ , b2(1 + d$0,2)γ) where V2(x) is given by
(44) with m = 2, λ, b2 and $0,2 are independent of the dimension d. Hence, using Jensen’s
inequality and that
√
1 + t ≤ 1 + t/2 for t ≥ 0 we get
piγ,θ(V 1/22 ) ≤ λγ/2piγ,θ(V 1/22 ) + b2(1 + d$0,2)λ−γ¯/2γ/2 .
Therefore we obtain that
piγ,θ(V 1/22 ) ≤ b2(1 + d$0,2)λ−γ¯/2γ/(2− 2λγ/2) ≤ b2(1 + d$0,2)λ−γ¯ log−1(1/λ) . (72)
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In addition, for any y ∈ Rd,
1 + ‖y‖ /R ≤ 21/2(1 + ‖y‖2 /R2)1/2 ≤ 21/2(1 + 1/R2)1/2V 1/22 (y) . (73)
Combining (71), (72), (73) and Jensen’s inequality we get that
dWR(δxKnγ,θ, piγ,θ) ≤ A˜2ργn
∫
Rd
WR(x, y)dpiγ,θ(y)
≤ A˜2ργn {‖x‖ /R+ piγ,θ(VR)}
≤ A˜2ργn
{
‖x‖ /R+ 21/2(1 + 1/R2)1/2b2(1 + d$0,2)λ−γ¯/ log(1/λ)
}
≤ A˜2
{
1 + 21/2(1 + 1/R2)1/2b2(1 + d$0,2)λ−γ¯/ log(1/λ)
}
VR(x) ,
which concludes the proof.
Lemma 34. Assume B1, B2(1) and B3. Then there exists A˜3, $′3 ≥ 0 such that for any
θ ∈ K, γ ∈ (0, γ¯] with γ¯ < min(m/(2N˜2), 1/2) and k ∈ N
‖piθPkγd1/γe,θPγd1/γe,θ − piθPkγd1/γe,θKd1/γeγ,θ ‖VR ≤ A˜3(1 + d$
′
3)γ1/2 ,
with VR given in (43) and A˜3, $′3 ≥ 0 which do not depend on the dimension d.
Proof. Let θ ∈ K, γ ∈ (0, γ¯]. First, we show that (Pt,θ)t≥0 satisfies a drift condition
Dc(V2, ζ, βm(1 + d$
′
0,m)), with V2(x) = 1 + ‖x‖2, ζ > 0 and βm, $′0,m ≥ 0 independent of
the dimension d. We have that for any x ∈ Rd, ∇V2(x) = 2x and ∆V2(x) = 2d. Hence, for
any x ∈ Rd
AθV2(x) = −〈∇xU(θ, x),∇V2(x)〉+ ∆V2(x) = −2〈∇xU(θ, x), x〉+ 2d .
We now distinguish two cases.
(a) If ‖x‖ ≥ R, using Lemma 30-(b) we have
AθV2(x) ≤ −2m ‖x‖2 + 2d+ 2 sup
θ∈K
‖∇xU(θ, 0)‖ ‖x‖
≤ −mV2(x) + 2{d+ sup
θ∈K
‖∇xU(θ, 0)‖ ‖x‖ − m ‖x‖2 /2 + m}
≤ −mV2(x) + 2{d+ sup
θ∈K
‖∇xU(θ, 0)‖2 /(2m) + m} .
(b) If ‖x‖ ≤ R, using Lemma 30-(a) we have
AθV2(x) ≤ 2(N˜ ‖x‖+ sup
θ
‖∇xU(θ, x)‖) ‖x‖+ 2d
≤ −mV2(x) + 2(N˜R+ sup
θ∈K
‖∇xU(θ, x)‖)R+ 2d+ mV2(R) .
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Hence, there exists ζ > 0 and βm, $′0,m ≥ 0 such that (Pt,θ)t≥0 satisfies Dc(V2, ζ, βm(1 +
d$0,m)), with ζ, βm and$0,m independent of the dimension d. This implies by [68, Theorem
4.5]
piθ(V2) ≤ βm(1 + d$0,m)/ζ . (74)
Using a generalized Pinsker inequality [32, Lemma 24], [32, Equation 15] and that for any
y ∈ Rd, VR(y) ≤ (1 + 1/R2)1/2V2(y), we get that
‖piθPkγd1/γe,θPγd1/γe,θ − piθPkγd1/γe,θKd1/γeγ,θ ‖VR
≤ 2(1 + 1/R2)1/2(piθP(k+1)γd1/γeV2 + piθPkγd1/γeKd1/γeγ,θ V2)1/2
×KL
(
piθPkγd1/γe,θK
d1/γe
γ,θ |piθPkγd1/γe,θPγd1/γe,θ
)1/2
≤ (1 + 1/R2)1/2(piθ(V2) + piθKd1/γeγ,θ V2)1/2
× N˜
(
2N˜γ¯ sup
j∈N
{
piθKd1/γejγ,θ V2
}
+ 2γ¯ sup
θ∈K
‖∇xU(θ, 0)‖2 + d
)1/2
.
Combining this result, (74) and Lemma 31 completes the proof.
Proposition 35. Assume B1, B2(1) and B3. Then there exist A3, $3 ≥ 0 such that for
any θ ∈ K, γ ∈ (0, γ¯] with γ¯ < min(m/(2N˜2), 1/2),
dWR(piγ,θ, piθ) ≤ A3(1 + d$3)γ1/2 ,
with WR given in (43) and A3, $3 ≥ 0 which do not depend on the dimension d.
Proof. Let θ ∈ K, γ ∈ (0, γ¯] and x ∈ Rd. Using [25, Theorem 10], we get that
dWR(piγ,θ, piθ) = limn→+∞dWR(piθK
nd1/γe
γ,θ , piθ) .
By Theorem 33, Lemma 34 and that for any θ ∈ K, piθ is an invariant probability measure
for (Pt,θ)t≥0, we get for any n ∈ N
dWR(piθK
nd1/γe
γ,θ , piθPnγd1/γe,θ) ≤
n−1∑
k=0
dWR(piθP(k+1)γd1/γe,θK
(n−k−1)d1/γe
γ,θ , piθPkγd1/γe,θK
(n−k)d1/γe
γ,θ )
≤ A2(1 + d$2)
n−1∑
k=0
ρn−k−1dWR(piθPkγd1/γe,θPγd1/γe,θ, piθPkγd1/γe,θK
d1/γe
γ,θ )
≤ A2(1 + d$2)
n−1∑
k=0
ρn−k−1‖piθPkγd1/γe,θPγd1/γe,θ − piθPkγd1/γeKd1/γeγ,θ ‖VR
≤ γ1/2A2A˜3(1 + d$2)2/ log(1/ρ) ,
which concludes the proof since A2, A˜3 and ρ do not depend on the dimension d.
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Lemma 36. There exist A4, $4 ≥ 0 such that for any θ ∈ K, γ ∈ (0, γ¯] with γ¯ <
min(m/(2N˜2), 1/2),
‖δxKγ1,θ1 − δxKγ2,θ2‖VR ≤ A4(1 + d$4)
[
γ
−1/2
2 |γ1 − γ2|+ γ1/22 ‖θ1 − θ2‖
]
V 2R(x) ,
with VR given in (43) and A4, $4 ≥ 0 which do not depend on the dimension d.
Proof. The proof is similar to the one of [26, Proposition S18].
Proof of Theorem 9. Combining Lemma 32, Theorem 33 and Proposition 35 we obtain that
H1 is satisfied. Lemma 36 implies that H2 holds. Therefore Theorem 20 and Theorem 24
can be applied.
B.3 Proof of Proposition 11
We recall that for any ε > 0 and x ∈ Rd we define fε(x) = ‖F (x)‖2 − ε.
Proposition 37. Assume A1(α) and A2(2α) with α > 0. In addition, assume that F
is continuous, F−1({0}) 6= ∅, F−1({0}c) 6= ∅ and that for every open set A 6= ∅, µ(A) >
0. Then there exists ε0 > 0 such that for any ε ∈ (0, ε0], the macrocanonical model piε
associated with fε and the reference measure µ, solution of (P), exists and is given by
(dpiε/dµ)(x) ∝ exp [−ϑεfε(x)] , with ϑε > 0. In addition limε→0 ϑε = +∞.
Proof. Let ε0 = µ(‖F‖2)/2 > 0, since µ(F−1({0}c)) > 0. Let ε ∈ (0, ε0]. Since A2(2α)
holds, for any ϑ > −η/C2α, with Cα given in A1(α) and η given in A2(2α), we have∫
Rd exp[−ϑfε(x)]dµ(x) < +∞. Let I =
(−η/C2α,+∞) and Lε : I → R such that for
any ϑ ∈ I, L(ϑ) = log {∫Rd exp [−ϑfε(x)] dµ(x)}. By Proposition 4, we have that L is
continuously differentiable on I. Since F−1({0}) 6= ∅ we have that there exists a non-empty
open set Iε such that for any x ∈ Iε, fε(x) < 0. Therefore
lim
ϑ→+∞
L(ϑ) ≥ lim
ϑ→+∞
log
{∫
Iε
exp [−ϑfε(x)] dµ(x)
}
= +∞ ,
where we used the monotone convergence theorem in the last inequality. Since L is con-
tinuous we obtain that there exists ϑε ∈ [0,+∞) such that L(ϑε) = min[0,+∞) L(ϑ). We
have that L′(0) ≤ ε − µ(‖F‖2) < 0, therefore ϑε ∈ (0,+∞) and L′(ϑε) = 0. Applying
Proposition 4, we obtain that piϑε is a solution of (P). We denote piε this solution.
Assume that there exists a sequence (εn)n∈N with εn > 0 such that (ϑεn)n∈N is bounded.
Then, up to extraction, there exists ϑ? ≥ 0 such that limn ϑεn = ϑ?. Using the dominated
convergence theorem we obtain that
0 = lim
n
εn = lim
n
piεn(fεn) = piϑ?(‖F‖2) > 0 ,
which is a contradiction. Therefore, limε→0 ϑε = +∞.
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We now turn to the study of the tightness of the sequence (piε)ε>0 in the special case
where F is given by (2). Under the assumptions of Proposition 38, for each sequence
(εn)n∈N such that limn εn = 0, up to extraction, we have that (piεn)n∈N converges to a
probability measure pi∞ which concentrates on F−1({0}).
Proposition 38. Assume A2(2) and that for any non-empty open set A ⊂ Rd, µ(A) > 0.
Let F be given by (2) assume that 1 ∈ j and that there exists k ∈ {1, . . . , c1} such that
for any x ∈ Rd with x 6= 0, there exists ` ∈ {1, . . . , n1} with eT` A˜k1x > 0. Then for any
sequence (εn)n∈N with limn εn = 0, (piεn)n∈N is tight.
Proof. Let F be given by (2). Then for any x ∈ Rd, fε(x) = ‖F (x)‖2 − ε. We show
that the level sets of x 7→ ‖F (x)‖2 are compact. Let Sd−1 be the sphere in Rd and define
f : Sd−1 → (0,+∞) for any x ∈ Sd−1 by
f(x) = max
`∈{1,...,c1}
{
eT` A
k
1x
}
.
f is continuous and since Sd−1 is compact, f reaches its minimum f0 and therefore f0 > 0.
Let x ∈ Rd, using that ϕ is non-increasing we have for any k ∈ {1, . . . , c1}
n−11
n1∑
`=1
G k1 (x)(`) = n−11
n1∑
`=1
ϕ(eT` Ak1x)
≥ n−11
n1∑
`=1
ϕ(eT` A˜k1x+ eT` Ak10)
≥ n−11 ϕ(f0 ‖x‖+ min
`∈{1,...,n1}
eT` b
k
1) .
This result combined with the fact that limt→+∞ ϕ(t) = +∞ implies that
lim
‖x‖→+∞
‖F (x)‖2 = +∞ .
Therefore, F−1({0}c) 6= ∅. F−1({0}) 6= ∅ since F (x0) = 0. F is continuous and A1(1) is
satisfied. Therefore, Proposition 37 applies and (piεn)n∈N is well-defined for any sequence
limn→+∞ εn = 0. In addition, limn→+∞ ϑεn = +∞.
Since x 7→ ‖F (x)‖2 is continuous and coercive, the level sets of fε are compact for any
ε > 0. We conclude using [50, Proposition 2.3].
proof of Proposition 11. The proof is then a direct consequence of the tightness of any
sequence (piεn)n∈N and that limn→+∞ ϑεn = +∞ combined with [50, Proposition 2.2, The-
orem 2.1, Theorem 3.1].
It should be noted that Proposition 11 is merely a strengthening of Proposition 38
under additional assumptions on the form of F−1({0}).
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C Additional experiments
C.1 Accelerations and noiseless versions of SOUL
First we investigate the following discrete dynamics X˜
n
k+1 = X˜nk − γn
(∑p
i=1 θ˜
i
n∇Fi(X˜nk) +∇r(X˜nk)
)
and X˜n0 = X˜
mn−1
n−1 ;
θ˜n+1 = ΠK
[
θ˜n − δn+1m−1n
∑mn
j=1 F (X˜nj )
]
,
(75)
which corresponds to the one of SOUL (15) without the Gaussian noise term in the Langevin
update. We refer to this algorithm as noiseless SOUL. Note that the families {θ˜n : n ∈
N} and {X˜nk : n ∈ N, k ∈ {0, . . . ,mn}} are deterministic up to their initialization. In
the setting (75), the sequence (X˜n0 )n∈N seems to converge to one of the configurations
presented in Figure 3, whereas the sequence (θn)n∈N does not converge towards the optimal
parameters, see Figure 18. This experiment highlights that the use of a Markov kernel in
the SOUL dynamics cannot be avoided in order to obtain the convergence of (θn)n∈N
towards θ?.
(a) (b)
1 2 3 4 5
·104
0
0.2
0.4
0.6
0.8 (θn)n∈N
(θ¯n)n∈N
(c)
Figure 18: Noiseless SOUL. The original target image is recalled in (a) and the limiting
configuration obtained with the noiseless SOUL algorithm (75) is given in (b), whereas
the non-convergence of the error towards 0 can be observed in (c). The blue curve is
the NRMSE of the sequence (θ˜n)n∈N and the red curve is the NRMSE of the associated
averaged sequence.
Another modification of the SOUL algorithm can be considered replacing the gradient
descent step in (15) by another optimization methodology. Here, we focus on a popular
extrapolation technique: the Nesterov acceleration. The accelerated SOUL algorithm is
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then given by the following recursion
X˜nk+1 = X˜nk − γn
(∑p
i=1 θ˜
i
n∇Fi(X˜nk) +∇r(X˜nk)
)
+
√
2γnZnk+1 and X˜n0 = X˜
mn−1
n−1 ;
θ˜n+1/2 = ΠK
[
θ˜n − δn+1m−1n
∑mn
j=1 F (X˜nj )
]
;
θ˜n+1 = θ˜n+1 + n−2n+1
{
θ˜n+1/2 − θ˜n−1/2
}
,
(76)
where the sequence (Znk)n∈N,k∈{1,...,mn} is a sequence of independent d-dimensional zero
mean Gaussian random variables with covariance identity. This algorithm is not a descent
algorithm but reaches the optimal convergence rate O(1/n2) for convex functions in a
deterministic setting, see [70, 71]. The perturbed gradient case is treated in [5] in a general
framework and in [37, 6] when the perturbation is given by a Monte Carlo approximation
of the gradient. Recall that for any n ∈ N we define ηn = ∇L(θn)−m−1n
∑mn
k=1 F (Xnk). The
assumption on the summability of the sequence of perturbations (ηn)n∈N is of the form∑
n∈N n ‖ηn‖ < +∞ in [5, Theorem 5.1]. This is a stronger requirement than
∑
n∈N ‖ηn‖ <
+∞ which is a common assumption for the convergence of the perturbed gradient descent,
see [59, Section 5.2.1]. In this accelerated setting (76), letting mn = 1, generates oscillatory
sequences (θn)n∈N which do not reduce the NRMSE. However this oscillatory effect can be
counterbalanced with the use of a larger batch size, e.g. mn = 10, see Figure 19.
0.2 0.4 0.6 0.8 1
·104
0
2
4
6
(a)
0.2 0.4 0.6 0.8 1
·104
0
1
2
3
(b)
Figure 19: Nesterov acceleration. The Nesterov accelerated version of SOUL (76)
does not yield a satisfactory sequence (θn)n∈N in terms of NRMSE (blue curve in (a)) nor
a satisfactory averaged sequence (θ¯n)n∈N (blue curve in (b)) with parameters δn = 10−1,
γn = 10−4 and mn = 1. If δn = 10−2 then the results are improved (red curves) or
δn = 10−2 × n−0.5 (brown curve). The best results are obtained if δn = 10−2 × n−0.5 and
mn =
⌈
n0.5
⌉
(black curve).
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C.2 Highly regular textures
In Appendix C.2 we perform the comparison on highly regular textures. On these textures
our algorithm and the one of [44] fail at reproducing visually satisfying images (with the
notable exception of the brick image for which [44] yields excellent results). Adding spec-
tral constraints, as in [64], yields more regular images although the results are still not
satisfactory. A solution is proposed in [45] where autocorrelation features are considered
at each layers. This method yields the best visual results but the parameter space is much
larger than the initial image space.
Gonthier-Gousseau Liu-Gousseau-Xia Gatys ours exemplar image x0
Figure 20: Comparison with [64]. The images presented in the column “Gonthier-
Gousseau” corresponds to the features described in [45] “Liu-Gousseau-Xia” are synthesized
with the features considered in [64], the ones presented in the column “Gatys” are generated
with [44] and the fourth column contains our results.
D Structure of VGG19
The layers of the VGG19 network [85] are given as follows (for each convolutional layer we
indicate (cj , nj)→ (cj+1, nj+1)):
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0. Convolutional layer, (3, n0)→ (64, n0)
1. ReLU layer
2. Convolutional layer, (64, n0)→ (64, n0)
3. ReLU layer
4. Max-pooling layer
5. Convolutional layer, (64, n0/2)→ (128, n0/2)
6. ReLU layer
7. Convolutional layer, (128, n0/2)→ (128, n0/2)
8. ReLU layer
9. Max-pooling layer
10. Convolutional layer, (128, n0/4)→ (256, n0/4)
11. ReLU layer
12. Convolutional layer, (256, n0/4)→ (256, n0/4)
13. ReLU layer
14. Convolutional layer, (256, n0/4)→ (256, n0/4)
15. ReLU layer
16. Convolutional layer, (256, n0/4)→ (256, n0/4)
17. ReLU layer
18. Max-pooling layer
19. Convolutional layer, (256, n0/8)→ (512, n0/8)
20. ReLU layer
21. Convolutional layer, (512, n0/8)→ (512, n0/8)
22. ReLU layer
23. Convolutional layer, (512, n0/8)→ (512, n0/8)
24. ReLU layer
25. Convolutional layer, (512, n0/8)→ (512, n0/8)
26. ReLU layer
27. Max-pooling layer
28. Convolutional layer, (512, n0/16)→ (512, n0/16)
29. ReLU layer
30. Convolutional layer, (512, n0/16)→ (512, n0/16)
31. ReLU layer
32. Convolutional layer, (512, n0/16)→ (512, n0/16)
33. ReLU layer
34. Convolutional layer, (512, n0/16)→ (512, n0/16)
35. ReLU layer
36. Max-pooling layer
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