We discuss a new solution algorithm for quasi-static elastoplastic problems with hardening. Such problems are described by a time dependent variational inequality, where the displacement and the plastic strain fields serve as primal variables. After discretization in time, one variational inequality of the second kind is obtained per time step and can be reformulated as each one minimization problem with a convex energy functional, which depends smoothly on the displacement and non-smoothly on the plastic strain. There exists an explicit formula how to minimize the energy functional with respect to the plastic strain for a given displacement. Thus, by its substitution, an energy functional depending only on the displacement can be obtained. Our technique based on the well known theorem of Moreau from convex analysis shows that the energy functional is differentiable with an explicitely computable first derivative. The second derivative of the energy functional exists everywhere in the domain apart from the elastoplastic interface, which separates the deformed continuum in elastic and plastic parts. A Newton-like method exploiting slanting functions of the energy functional's first derivative is proposed and implemented numerically. The local super-linear convergence of the Newton-like method in the discrete case is shown and sufficient regularity assumptions are formulated to guarantee local super-linear convergence also in the continuous case.
Introduction
We consider a quasi-static initial-boundary value problem for small strain elastoplasticity with hardening. Throughout the paper, only the linear isotropic hardening is considered, however an extention to other kinds of linear hardening is straightforward. be found in [KL84, Bla97, SH98, ACZ00, KLV04, Kie06] . For the efficient solution of problems without hardening, i. e. perfect Prandtl Reuß plasticity, we refer to [Wie00, Wie06] .
Combining the equilibrium of forces with the elastoplastic hardening law under the assumption of small deformations, we formulate a time-dependent variational inequality.
The existence of a uniquene solution to such inequality has been for instance proved in [Joh76] utilizing results for general variation inequalities [DL76] .
The traditional numerical methods for solving the time-dependent variational inequality were based on the explicit Euler time-discretization with respect to the loading history. In this case the idea of implicit return mapping discretization [SH98] turned out fruitful for calculations. By an implicit Euler time-discretization on the other side, the time-dependent inequality is approximated by a sequence of time-independent variational inequalities for the unknown displacement u and the plastic strain p. Each of these inequalities is equivalent [GLT81] to a minimization problem with the convex but non-smooth energy functionalJ (u, p) → min .
It has been already shown in [Car97] that a method of alternating minimization in the displacement and in the plastic strain convergences globally and linearly. The minimization in the plastic strain can be calculated locally using the explicitely known dependence [AC00] of the plastic strain on the total strain, i.e., p =p(ε(u)). Thus the equivalent energy minimization problem for the displacement u only J(u) :=J(u,p(ε(u)) → min can be defined. Since the dependencies of the energy functional on the plastic strain p, and of the minimizerp on the total strain ε(u) are continuous but non-smooth, the Fréchet derivate D J(u) seems not to exist. Therefore, a Newton-like method introduced in [ACZ00] using damping theoretically converges globally but only linearly, the superlinear convergence is discussed but not proved there.
The main theoretical contribution of this paper is the extension of the analysis done in [ACZ00]. We show that the structure of the energy functional J(u) satisfies the assumptions of Moreau's theorem from convex analysis and therefore the energy functional J(u) is Fréchet differentiable (Proposition 1 on page 10) with the explicitely computable Fréchet derivative D J(u). The second derivative of the energy functional D 2 J(u) exists everywhere in the domain apart from the elastoplastic interface only, which separates the deformed continuum in elastically and plastically deformed parts.
Using the concept of slant differentiability we define a Newton-like method for which the super-linear convergence is investigated. The notion of slanting functions and slant differentiability was, recently, introduced by X. Chen, Z. Nashed and L. Qi in [CNQ01] .
One of the key features of slanting functions is, that Newton-like methods utilizing slanting functions instead of classical Fréchet derivatives also converge locally super linearly. By detailed analysis we show that the second derivative of the elastoplastic energy functional D 2 J(u) serves well as a slanting derivative (D J) o (u) and that its value on the elastoplastic interface can be chosen arbitrarily without effect on slant differentiability and on the superlinear convergence of the Newton-like method. This conclusion is easy to see in the spacial discrete case (e.g. after the FEM discretization) and it also provides an explanation to an open question of a rigorous proof of superlinear convergence formulated in Remark 7.5 of
[ACZ00].
The continuous case is more complicated and requires some extra regularity assumptions for the trial stress in each Newton-like step. To the best knowledge of the authors, there are no theoretical results known, which would guarantee the required regularity properties. Already existing regularity results, e. g. such as in [FS00, BF02] , concern the regularity of stress solution and displacement solution, but not of the trial stresses during the Newton-like iteration. Thus, this work may serve as a starting point for more advanced theoretical analysis on the regularity of elastoplastic problems.
Various numerical experiments conclude the paper. For the space-discretization, the finite element method of the lowest order with piece-wise linear nodal ansatz-functions for the displacement and the piece-wise constant plastic strain is used. The unknown discrete displacement u has to satisfy the necessary condition D J(u) = 0, which represents the system of nonlinear equations to solve. Three examples in two dimensions provide the following conclusions.
• The number of iteration steps is (almost) independent of the size of the discretization.
• The Newton-like method converges super-linearly, and even quadratically after the elastoplastic zones are identified sufficiently. This conclusion has also been explained theoretically for different types of Newton-like solvers [Bla97] .
Mathematical Modeling
Let Θ := [0, T ] be a time interval, and let Ω be a bounded Lipschitz domain in the space R 3 . The equilibrium of forces in the quasi-static case reads
where σ(x, t) ∈ R 3×3 is called Cauchy's stress tensor and f (x, t) ∈ R 3 is called the volume force acting at the material point x ∈ Ω at the time t ∈ Θ. Let u(x, t) ∈ R 3 be the displacement of the body, and let
denotes the (linearized) Green-St. Venant strain tensor. In elastoplasticity, the strain ε is split additively into an elastic part e and a plastic part p, that is,
The stress-strain relation is given by Hook's law
where the fourth-order elasticity tensor C ∈ R 3×3×3×3 is defined by C ijkl := λδ ij δ kl + µ(δ ik δ jl + δ il δ jk ). Here, λ > 0 and µ > 0 denote the Lamé constants, and δ ij is the Kronecker-symbol.
Let the boundary Γ := ∂Ω be split into a Dirichlet-part Γ D and a Neumann-part Γ N , which satisfy Γ = Γ D ∪ Γ N . We assume the boundary conditions
where n(x, t) is the exterior unit normal, u D (x, t) ∈ R 3 denotes a prescribed displacement and g(x, t) ∈ R 3 is a prescribed traction force. By neglecting the plastic term in (3), i.e. p = 0, the system (1) -(6) describes elastic behavior of the continuum Ω.
Another two properties incorporating the admissibility of a stress field σ with respect to a certain hardening law and the time evolution of the plastic strain p are required.
Therefore, we introduce the hardening parameter α and call a tuple (σ, α) the generalized stress. Such generalized stress is called admissible, if for a given convex yield functional φ there holds
The explicit form of φ depends on the choice of the hardening law. In this paper we concentrate on the isotropic hardening law only, where the hardening parameter α is a scalar function α : Ω → R and the yield functional φ is then defined by
Here, the matrix Frobenius norm
F is defined via the matrix scalar product A , B F := ij a ij b ij for A = (a ij ) ∈ R 3×3 and B = (b ij ) ∈ R 3×3 and the deviator is defined for square matrices as dev A = A − tr A tr I I, where the trace of a matrix is defined by tr A = A , I F with I denoting the identity matrix. The material constants σ y and H are both positive real numbers and called yield stress and modulus of hardening, respectively. The second property addresses the time development of the generalized plastic strain (p, −α). There must hold the normality condition
whereṗ andα denote the first time derivatives of p and α. The initial conditions read
with given initial values p 0 : Ω → R 3×3 sym and α 0 : Ω → [0, ∞[. Problem 1 (classical formulation). Find (u, p, α) such, that (1)-(7), (9) and (10) are satisfied.
Problem 1 is formal in the sense, that no function spaces have been specified so far.
Convenient spaces turn out to be V := H 1 (Ω)
sym with their associated scalar products and norms
Further we denote
Then it is possible to derive a time-dependent variational inequality for unknown displacement u ∈ H 1 (Θ; V D ) and plastic strain p ∈ H 1 (Θ; Q) from Problem 1, see [HR99] for details. It is know that such a time-dependent variational inequality has a unique solution.
The numerical treatment requires a time discretization of the a time-dependent variational inequality. Therefore, let N Θ ∈ N, τ := T /N Θ and Θ τ := {t k := kτ | k ∈ {0, . . . , N Θ }} be a uniform discretization of the time interval Θ = [0, T ]. We introduce the notation
and approximate time derivatives by the backward difference quotients, that is,
Consequently, the time-dependent problem can be decomposed in a sequence of time independent variational inequalities of the second kind, each of which can be equivalently expressed by the minimization of a convex functional mapping to R = R ∪ {±∞}. The resulting time discretized minimization problem reads [Car97] :
Problem 2 represents a one time step problem. The convex functionalJ k expresses the mechanical energy of the deformed system at the k−th time step. The goal is to find a displacement u k and a plastic strain p k such that the energyJ k is minimized.J k is smooth with respect to the displacements v, but not with respect to the plastic strains q.
The hardening parameter α k ∈ L 2 (Ω) does not appear in Problem 2 directly, but can be calculated analytically in dependence on the plastic strain by α k =α k (p k ), where, in
3 Derivation of a Smooth Minimization Problem with Respect to the Displacement Only
Various strategies have been introduced to solve the minimization in Problem 2. C. Carstensen investigated a separated minimization in the displacement v and in the plastic strain q alternately and proved the linear convergence of the resulting method in [Car97] .
Another interesting technique is to reduce Problem 2 to a minimization problem with respect to the displacements v only. We will make an important observation that such reduced minimization problem is smooth with respect to the displacements v and its derivative is explicitly computable. To discuss this issue, let us first introduce a more abstract formulation of (11). Therefore, we define the C-scalarproduct, the C-norm, a convex functional ψ k and a linear functional l k by
whereα k (q) is defined in (12). Then the functionalJ k (v, q) in (11) simply rewrites:
The following results are formulated for functionals mapping from a Hilbert space H into the set of extended real numbers R = R ∪ {±∞}. The Hilbert space H provides a scalar product • , ⋄ H and the norm · H := · , · 1 /2 H . The topological dual space of H is denoted by H * . Further, if a function F is Fréchet differentiable, we will denote its derivative in a point x by D F (x) and its Gâteaux differential into the direction y by D F (x ; y).
Definition 1 (convexity). Let F be a mapping of H into R. F is said to be convex if, for every x and y in H, we have
whenever the right hand side is defined.
Definition 2 (strict convexity). Let F be a mapping of H into R. F is said to be strictly convex if it is convex and the strict inequality holds in (17) for all x, y ∈ H with x = y and for all t ∈ ]0, 1[.
Definition 3 (proper function, effective domain). Let F be a mapping of H into R. F is said to be proper if there exists x ∈ H such that F (x) < +∞ and if for all y ∈ H there holds F (y) > −∞. The set {x ∈ H | F (x) < +∞} is said to be the effective domain of F and denoted by dom F .
Definition 4 (subdifferential). Let F be a mapping of H into R. F is said to be subdifferentiable at the point x ∈ H if there exists x * ∈ H * such that F (x + y) ≥ F (x) + x * , y H holds for all y ∈ H. We call x * a subgradient, and the set of all subgradients in x is said to be the subdifferential of F in x and denoted by ∂F (x).
The following lemma summarizes three well known results from convex analysis which will be frequently used later. Now we can formulate a theorem, which can be seen as a generalization of a work of J. J. Moreau [Mor65] . The precise difference is discussed later in Remark 1 on page 10. 
Let us assume additionally, that the infimum F (y) is attained for all y ∈ H, that is, there exists a functionx : H → H such that F (y) = f (x(y), y). Then the following statements are valid:
1. F is convex and continuous in H. If either Φ is strictly convex is H or Ψ is strictly convex in its effective domain, then F is strictly convex in H.
2. The subdifferential of F writes ∂F (y) = {−D Φ(x(y) − y)} for all y ∈ H.
Proof. Hence Φ is finite and Ψ is proper, the function f (·, y) = Φ(· − y) + Ψ(·) is proper with respect to the first argument for all y ∈ H. Due to the minimization property ofx, there holds that Ψ(x(y)) and F (y) are finite for all y ∈ H. Thus, F in (18) is well defined as a mapping of H into R . Moreover, we note that f (x(y), z) is finite for all y and z in H. For the convexity of F , we must check that
for all y 1 ∈ H, y 2 ∈ H and t ∈ [0, 1]. Let y := ty 1 + (1 − t)y 2 and x := tx(y 1 ) + (1 − t)x(y 2 ).
Utilizing the minimization property ofx we obtain
Using the structure f (x, y) = Φ(x − y) + Ψ(y) and the convexity of Φ and Ψ, elementary calculations yield
The substitution of (20) in (19) proves the convexity of F . If either Φ or Ψ | dom Ψ was strictly convex, the inequality in (20) would hold strictly for y 1 = y 2 and t ∈ ]0, 1[. As a result, F would be strictly convex. It remains to show, that F is continuous in H. We arbitrarily fixx ∈ dom Ψ,ŷ ∈ H, and ǫ > 0. Then, obviously
Since Φ is continuous inx −ŷ, there exists δ > 0, such that for all y : y −ŷ H < δ there
. Thus, F is bounded above on the non-empty open set U := {y : y −ŷ H < δ} and Lemma 1 a) concludes the continuity of F in H.
Note, that due to Lemma 1 b), the function F is subdifferentiable. Let y ∈ H, and G ∈ ∂F (y) be arbitrary. By the definition of the subdifferential, there holds
for all z ∈ H. On the other hand, for all z ∈ H, there holds
Since f (x, y) = Φ(x − y) + Ψ(x) and Φ is Fréchet differentiable, there exists a function r : H → R with the property lim z→0 |r(z)|/ z H = 0 such that
Combining (22) and (23) we obtain
Summation of (21) and (24) 
and thus there holds lim z→0
Since G was chosen arbitrarily in ∂F (y), we end up with
Notice, the subdifferential ∂F (y) does not necessarily contain one element only, but depends on the set of functionsx satisfying F (y) = f (x(y), y). Ifx was unique, then ∂F (y) would contain only one subgradient identical to derivative D F (y) according to Lemma 1 c). We formulate a sufficient condition for the (unique) existence ofx under the assumptions of coercivity and lower semicontinuity.
Definition 5 (coercivity). Let F be a mapping of H into R. F is said to be coercive, if for all C ∈ R there exists K ∈ R such that for all x ∈ H there holds
Definition 6 (lower semicontinuity). Let F be a mapping of H into R. F is said to be
Theorem 2. Let F : H → R be l.s.c., proper, convex and coercive. Then there existŝ
Corollary 1 (Moreau) . Let the function f : H × H → R be defined
where ψ is a convex, proper, l.s.c. and coercive function of H into R. Then F (y) := inf x∈H f (x, y) defines a mapping F : H → R and there exists a unique functionx : H → H such, that F (y) = f (x(y), y) for all y ∈ H, and there holds:
1. F is strictly convex and continuous in H.
F is Fréchet differentiable with
Proof. Let y ∈ H be fixed arbitrarily. Then, f (·, y) satisfies the assumptions of Theorem 2.
Thus, there exists a unique elementx(y) ∈ H such that f (x(y), y) = F (y). Theorem 1 (by Now, we apply Corollary 1 to Problem 2 to obtain the following proposition. Proposition 1. Let k ∈ {1, . . . , N Θ } denote the time step, and letJ k be defined as in (11). Then there exists a unique mappingp k : Q → Q satisfyinḡ
Then, J k is strictly convex and Fréchet differentiable. The associated Gâteaux differential
with the scalar product • , ⋄ C defined in (13) and l k defined in (15).
Proof. Recall, that the functionalJ k : V ×Q → R defined in (16) using (13), (14), and (15) can be decomposed asJ
Then, Corollary 1 states an existence of a unique minimizerp k : Q → Q which satisfies
, where the functional
is strictly convex and differentiable with respect to ε(v) ∈ Q.
Fréchet differentiable, linear and injective mapping of V D into Q, the compound functional 
as in (26), combined using the chain rule for functionals.
Proposition 1 tells us, that for each displacement v there exists exactly one plastic
By the definition of ∆p k (·) :=p k (·) − p k−1 , there holds that for fixed v ∈ V D finding the (11) with respect to q is equivalent to finding the minimizer ∆p k (ε(v)) of the functional
amongst trace-free elements q ∈ Q.
The explicit form of ∆p k is presented in the following theorem, which is a generalization of [ACZ99, Proposition 7.1] in the sense we analyse the plastic strain field instead of the pointwise value. The validity of the pointwise equalities and inequalities occurring there, has to be understood in accordance with Lebesque spaces as almost everywhere (denoted a. e.), i.e. up to a set of a zero measure.
in Ω, and ξ ∈ R with ξ > 0. Then there exists exactly one p ∈ Q with tr p L 2 (Ω) = 0, that satisfies
for all q ∈ Q with tr q = 0 L 2 (Ω) . This p is characterized as the minimizer of
amongst trace-free elements q ∈ Q, and reads
The minimal value of (32), attained for p as in (33), is
Proof. According to Definition 4, expression (31) states that
where ∂ · F denotes the subgradient of the Frobenius norm, and only trace-free arguments are under consideration. The Frobenius norm · F : Q → R is a convex functional and so is (32). The identity (35) is equivalent to 0 belonging to the subgradient of (32), which characterizes the minimizers of (32). Moreover, there holds A , q Q = dev A , q Q for all trace-free elements q ∈ Q, whence the matrix A can be replaced by the matrix dev A in (31) and (32).
Let us separate the domain Ω into three disjoint subdomains
Note that Ω e and Ω p are open, Γ ep has zero measure, it holds dev A F − b ≤ 0 on Ω e and dev A F − b > 0 on Ω p . Consequently, the minimization of (32) results in finding p ∈ Q with tr p L 2 (Ω) = 0, such that the functionals
are minimized, or equivalently the inequalities
are satisfied for all q ∈ Q with tr q L 2 (Ω) = 0.
We will show identity (33). An application of the pointwise Cauchy-Schwarz inequality
By choosing p = 0 on Ω e we obtain J e (p) = 0. Therefore,
minimizes J e in (36). Moreover, there holds p(x) = 0 on Ω p which we show by contradiction. Choose Ω ′ ⊂ Ω p arbitrary and fix. Assuming, that p = 0 on Ω ′ and plugging it into (37) for i = p would yield
for all trace-free elements q ∈ Q, which satisfy q = p on Ω p \ Ω ′ . By the choice of q = dev A on Ω ′ one obtains Ω ′ dev A F − b dx ≤ 0 and this would be a contradiction to the definition of Ω p .
Thus there holds p(x) = 0 and consequently ∂ · F (p) = {p/ p F } on Ω p , whence (37) with i = p rewrites
Necessarily, there must hold
whence we conclude
Plugging (40) into (39) yields
Combining the formulae (38) and (41) we obtain (33). Finally, plugging (33) into (32) yields (34).
We define the trial stressσ k : Q → Q at the kth time step and the yield function
After using the substitution ∆p
Therefore, if the minimizer (28) is known, then the plastic strain p k at the time step k is provided by the formula (43)
Notice that the formula (43) also satisfies the necessary condition tr p k = tr p k−1 to guarantee the minimization property
(16) and (14)).
At each time step k the domain Ω can be decomposed into three disjoint parts (see Figure 1 ), analogously to the decomposition we used in the proof to Theorem 3:
•
in ω}, which is the set of elastic increment points,
• and the set of elastoplastic interface points Γ
Obviously, both sets Ω e k (v) and Ω
has zero measure, and that
For a one-time step problem, the sets Ω e (v) := Ω e 1 (v) and Ω p (v) := Ω p 1 (v) specify elastically and plastically deformed parts of the continuum, respectively.
We obtain a smooth minimization problem with respect to the displacement field u k only:
Figure 1: Domain decomposition of Ω at the kth time step, generated by the trial stress σ k (ε(v))(x) with x ∈ Ω, as an argument of the yield functional φ k−1 (cf. 42).
with the strictly convex and Fréchet differentiable functional
Remark 2 (unique existence of a solution). We know, that there exists a unique solution (u k , p k ) to Problem 2, and the second component p k can be calculated by the identity 
An Attempt to Calculate the Second Derivative of J k
The Gâteaux differential of D J k defined in (29) reads
provided that the Gâteaux differential Dp k (ε(v) ; ε(w 1 )) ∈ Q of the plastic strain minimizerp k (ε(v)) defined in (43) exists in the whole domain Ω.
In the set of elastic increment points Ω e k (v), where φ k−1 (σ k (ε(v))) ≤ 0 (cf. (42)), there obviously holds
for all q ∈ Q, and therefore we obtain the formula known from theory of elasticity
In the set of plastic increment points Ω p k (v), where φ k−1 (σ k (ε(v))) > 0 holds a. e., the plastic strain readsp
For the moment, we omit the dependency of ε on v in our notation, and calculate the Gâteaux differential ofp k with respect to ε. By using the product and the chain rules, we obtain
Using the derivatives rules (cf. (42))
we end up with the formula
The set of elastoplastic interface points Γ ep k (v) represents the only part of the domain Ω wherep k in (43), due to the term max{0, φ k−1 }, is not differentiable.
To summarize it, the second derivative D 2 J k (v) exists everywhere in the sets of elastic and plastic increment points, but is not computable on the elastoplastic interface (see Figure 1) . No matter that the elastoplastic interface is a set of zero measure, a classical Newton method is not applicable to Problem 3.
Concept of Slant Differentiability
Our goal here is to solve Problem 3 by means of a Newton-like method which replaces the requirement of the second derivative D 2 J k (v) on the elastoplastic interface in a way that the local superlinear convergence rate can be shown.
The main tool here to overcome the non-differentiability of D J k due to the mapping max{0, ·} is the concept of slant differentiability, which was recently introduced by X. Chen, Z. Nashed and L. Qi in [CNQ01] . Other concepts of semi smoothness, e. g.
[Ulb03], or the regularization of the non-differentiable terms, e. g. [Kie06] , are not discussed here and might be considered for alternate analysis of elastoplastic problems. 
holds for all h ∈ X satisfying (x + h) ∈ U , and 2. constants δ > 0 and C > 0 such that for all h ∈ X with h < δ there holds
We say, that F o (x) is a slanting function for F at x. . We suppose, that x * ∈ U is a solution to the nonlinear problem F (x) = 0. If F o (x) is non-singular for all x ∈ U and { F o (x) −1 : x ∈ U } is bounded, then the Newton-like iteration
converges super-linearly to x * , provided that x 0 − x * is sufficiently small. We solve the smooth minimization problem in the displacement (Problem 3) by finding
. Therefore, we use the Newton-like method (47) with the choice
The iteration scheme for the Newton-like method is formulated either as an identity in V 0 * or in R:
Find
Slanting Functions forp k and D J k
Let us now calculate a slanting function (
Henceforth we will use the following property, which is easy to verify: A Fréchet differentiable function is slantly differentiable, with the Fréchet derivative serving as a slanting function, and the Gâteaux differential serving as a slanting differential. Due to the chain rule for slanting functions (Theorem 7 in the Appendix) we obtain
It remains to calculate the slanting functionp k o . Taking to account, that a Fréchet derivative serves as a slanting function, we obtain from (45) and (46), that
where the abbreviations
with the mappings φ k−1 andσ k defined in (42) are used. Since the modulus of hardening H, the yield stress σ y , and the Lamé parameter µ are positive and due to (12), (42) and (44), we always have
The minimizerp k is not differentiable on the whole domain Ω, since it is not differentiable on Γ Theorem 5 (The finite dimensional case). Let n ∈ N be arbitrary, and F be a mapping of R n into R n defined as F (y) := max{0, y}. Then, F is slantly differentiable, and, for all γ ∈ R n , the matrix valued function
with
serves as a slanting function.
The next theorem addresses the slant differentiability of the mapping max{0, y} in the infinite dimensional case y ∈ L q (Ω). Therefore we require a decomposition of the domain Theorem 6 (The infinite dimensional case). Let p and q in R be fixed arbitrarily such that 1 ≤ p ≤ q ≤ +∞ is satisfied, and let F be a mapping of L q (Ω) into L p (Ω) defined as F (y) := max{0, y}. Then there holds, that for γ fixed arbitrarily in R, the function
serves as a slanting function for F if p < q, but F o does in general not serve as a slanting function for F if p = q.
We apply the last two theorems to find a slanting function for the minimizerp k (ε) defined in (43) each in the continuous and the spatially discretized case.
The task turns out to be trivial in the latter case (see Section 5), but some further regularity assumptions are required in the continuous case due to the following considerations: The minimizerp k works as a mapping Q → Q in order to keep the energy functional J k in (28) well-defined. The explicit formula (43) says, thatp k maps into Q if and only if
, where φ k−1 andσ k are defined in (42).
To apply Theorem 6 to the slant differentiation of the max-term measured in the L 2 (Ω)-norm, we must guarantee, that its argument
is bounded in the L 2+ǫ (Ω)-norm for some ǫ > 0 and for all v ∈ V D , or at least for those v ∈ V D which are run through by the Newton-like method. This issue is not further discussed in this work, but left as an open question for theoretical analysis on regularities of elastoplastic problems. See Table 5 in the Appendix on page 36 for a compact summary
of the still open issue.
Thus, under the assumption
(Ω), we can formulate an immediate result as the combination of the chain rule, Theorem 6 (with the setting γ = 0), and the explicit formula (43).
Corollary 2. Let k ∈ {1, . . . , N Θ } and v ∈ V D be arbitrarily fixed. If there exists ǫ > 0
for all q ∈ Q serves as a slanting function forp k at ε(v), wherein the abbreviations (51) 
Local Superlinear Convergence Rate of the Algorithm
In order to apply Theorem 4, the existence and boundedness of the inverse operator
It is proved in detail in Proposition 2 on page 21, which uses the boundedness and ellipticity of the bilinear form (
Lemma 2. Let k ∈ {1, . . . , N Θ } and v ∈ V D be fixed arbitrarily, and let the mapping (50) with the mappingp k o as in (55). Then there exist positive constants κ 1 and κ 2 which satisfy
Proof. Let us recall the definition of (D J k ) o in (50), i.e.,
First, we prove the contractivity of the operator p k o (ε(v), ·) defined in (55) with respect to its second argument:
Then the substitution of this estimate to (58) yields
which together with Korn's inequality from the theory of linear elasticity (there exists a constant κ e 1 > 0 such, that ε(w) 2 C ≥ κ e 1 w 2 V holds for all w in V 0 ) already provides the ellipticity with the constant
We show the boundedness (57). The Cauchy-Schwarz inequality reads
Then the triangle inequality and the contractivity ofp k o provide
It is well know from the theory of linear elasticity, that there exists a constant κ e 2 , which satisfies ε(w) C ε(w) C ≤ κ e 2 w V w V . Thus, (57) holds with
Remark 4. By exploiting the structure of the slanting functionp k o (ε(v); ε(w)) the boundedness constant κ 2 from (61) can be further improved to
Let us check that for all w ∈ V 0 there holds a. e. in Ω p k (v):
This inequality holds trivially a. e. in Ω e k (v), wherep k o (ε(v) ; ·) ≡ 0. Using the scalar
which is equivalent thanks to Lemma 3 to
Due to (63), there holds ε(w) −p k o (ε(v) ; ε(w)) 2 C ≤ ε(w) 2 C , which applied to the inequality (59) improves the inequality (60) and provides the sharper constant (62). (29), (50). Then, the Newton-like iteration
converges superlinearly to the solution u k of Problem 3, provided that v 0 − u k V is sufficiently small.
Proof. We check the assumptions of Theorem 4 for the choice 
Since the bilinear form (D J k ) o (v) is elliptic and bounded (Lemma 2), we apply the LaxMilgram Theorem to ensure the existence of a unique solution to (64). Finally, the uniform
with κ 1 denoting the v-independent ellipticity constant from Lemma 2.
Spatial Discretization
We decompose the domain Ω by a shape-regular triangulation T = {T open ⊂ Ω}, such that T = Ω and T = ∅. We approximate the infinite-dimensional space V by the finite-
Analogous results to Corollary 2 and Proposition 2 can be shown for the finite-dimensional subspace V h without any additional assumptions:
sym for all T ∈ T be defined as in (29) and (43). Then, DJ k is slantly differentiable at v h andp k is slantly differentiable at ε(v h ) with the slanting
for all w h , w h ∈ V h0 . Herein the abbreviations (51) together with the definitions (42) are used.
Proof. The result follows due to the piecewise continuously differentiability of v h , which implies that devσ k (ε(v h )) and φ k−1 (devσ k (ε(v h ))) in (42) are continuous mappings, and thus Theorem 5 is applicable (where we choose γ = 0).
Proposition 3. Let k ∈ {1, . . . , N Θ } be fixed and the assumptions of Corollary 2 be
(65). Then, the Newton-like iteration
converges superlinearly to the solution u hk of Problem 3, provided that v 0 h − u hk V is sufficiently small.
Proof. The proof is analogous to the proof of Proposition 2 since V h is a subspace of V .
Vector Representation
This subsection is based on [ACFK02] . Here we consider the 2D case only. The additional information about the implementation including Matlab code can be found in [GV06] .
We approximate the possibly non-polygonal 2D domain Ω by a polygonal 2D domain Ω ′ with the boundary Γ ′ split into the approximated Dirichlet and Neumann part Γ ′ D and Γ ′ N . Let T = {T open ⊂ Ω ′ } be a shape-regular triangulation of Ω ′ , where all T are triangles, E = {E} be a set of edges and E N = E ∩ Γ ′ N be its intersection with the approximated Neumann boundary Γ ′ N . The vertices of all triangles are collected in the set N = {x ∈ R 2 | ∃T ∈ T : x is vertex of T }. Let ϕ i : Ω ′ → R be affine linear on each element T ∈ T such that for an arbitrary node x l the condition ϕ i (x l ) = δ il is satisfied for all i, l ∈ {1, . . . , |N |}. Further, let e j denote the j-th unit vector. Then, u h can be expressed by u h (x) := i,j u i,j ϕ i (x)e j , where u i,j := (u(x i )) j , or for short, we can write u h (x) = Φ(x) T u by defining Φ(x) := (ϕ i (x) e j ) i∈{1,...,|N |},j∈{1,2} ∈ R 2|N | and u := (u i,j ) i∈{1,...,|N |},j∈{1,2} ∈ R 2|N | . We then lead the infinite-dimensional space V into a
We consider the domain Ω to be thin with respect to one of the three space dimensions.
Thus, the strain ε (plain strain model) or the stress σ (plain stress model) have zero components in that direction. The following formulations hold for the plain strain model only, the plain stress model can be expressed analogously. We assume the total strain ε, the plastic strain p and the stress tensor σ in forms
The certain structure of ε in the plain strain case implies the certain structure of the plastic strain p by the application of the minimizer property (43). Moreover, the structure of the stress σ in the plain strain case follows from Hook's Law (4). it is sufficient to store the information about ε, p and σ in the vectors ε := (ε 11 , ε 22 , 2ε 12 ) T , p := (p 11 , p 22 , p 12 ) T and σ := (σ 11 , σ 22 , σ 12 ) T . Analogous operations in tensor and vector representation, such as norms, traces and deviators, are summarized in Table 1 . It follows σ ε , ε F = (σ ε ) T ε and σ p , ε F = (σ p ) T ε. Let R T and R E be operators which restrict the global vector u onto a local element T by
Let the fixed triangle T ∈ T have the vertices (x α , x β , x γ ) with the coordinates Then ε(u h ) can be calculated on T by
or in a more compact way,
where the partial derivatives of ϕ α , ϕ β , and ϕ γ can be obtained by
Integration over body and surface forces may be realized by the midpoint rule. We ap-
, where x T and x E denote the center of mass of the element T , and the edge E, respectively. Defining
on each T ∈ T and on each E ∈ E N there hold
Derivatives and Slanting Functions in Vector Representation
The whole integral over Ω can be split into a sum of integrals on single elements T ∈ T .
Therefore, by combining (66), (67) and (68) we obtain from (29) the discrete formulation of the energy functional's Gâteaux-differential
where
Since D J k (u ; v) is linear in v, there exists the Fréchet-derivative
Due to Corollary 3, the mapping D J k is slantly differentiable with
serves as a slanting function forp k defined in (69). Here, the definitions ξ := 1 2µ+σ 2 y H 2 and
, and the abbreviation devσ k for devσ k (B u T ) as in (70) are used.
The Newton-like Method for the Discrete Problem
The Newton-like method is applied for the calculation of u ∈ R d·|N | such that DJ k (u) = 0 and u satisfies the Dirichlet boundary condition:
where ∆u i solves
Note, that u i must satisfy (generally inhomogeneous) Dirichlet boundary conditions for all i ∈ N. Therefore, it is sufficient for the initial approximation u 0 to satisfy the inhomogeneous Dirichlet conditions, and for ∆u i to solve the homogeneous Dirichlet conditions.
For the termination of the Newton-like method we check, if
, is smaller than a given prescribed bound ǫ > 0.
Numerical Examples
The following tests were calculated on a computer with 2.4 GHz CPU, 2 GB RAM using Matlab c version 7.0 on Linux OS. We define 'DOF' as the short form of degrees of freedom,
and 'VPZ' to be the short form of variation in plastic zones which is calculated as follows:
In the i-th iteration step, the vector w i stores the information about which elements are plastic and which are not by defining its components w i j := 1 if T j is deformed plastically 
At all numerical examples, the termination bound ǫ = 1e − 12 was used.
Example 1 (L-Shape). This example is taken from [ACFK02] and its geometry and the coarse grid triangulation are displayed in Figure 2 . We assume non-homogeneous Dirichlet boundary conditions in polar coordinates r, θ
The critical exponent α ≈ 0.544483737 is the solution to the equation in case of a non-color print respectively), and elastoplastic zones are colored pink (dark grey respectively). The displacement of the domain is multiplied by factor 10. Table 3 reports on the convergence of the Newton-like method for graduated uniform meshes.
Example 3 (Plate with a hole). The example is taken from [Ste03] and serves as a benchmark problem in computational plasticity. In difference to the original problem setup, we choose H to be non-zero, thus hardening effects are considered. The calculation of the original perfect plastic problem can be found in [GV06, GV07] . We consider a thin plate represented by the square (−10, 10) × (−10, 10) with a circular hole of the radius r = 1 in the middle, as can be seen in Figure 6 . A surface load g is applied on the plate's upper and lower edge with the intensity |g| = 450. Due to the domain's symmetry, only the right upper quarter is discretized. Therefore it is necessary to incorporate homogeneous Dirichlet boundary conditions in the normal direction (gliding conditions) to both symmetry axes.
The material parameters are set E = 206900, ν = 0.29, σ Y = 2 3 450, H = 1 2 . Figure 7 shows the yield function (right) and the elastic-plastic zones, where purely elastic zones are colored green (light gray in case of a non-color print respectively), and elasticplastic zones are colored pink (dark grey respectively). The displacement is multiplied by 100. Table 4 reports on the convergence of the Newton-like method. 
holds for all y ∈ V and k ∈ Y , which satisfy (y + k) ∈ V . The certain choice of y := F (x) and k(h) := F (x + h) − F (x) = F o (x + h) h + r(h) for h ∈ N satisfies y ∈ V and (y + k(h)) ∈ V , and yields 
There exists δ > 0, such that for all h ∈ N with h < δ there holds Let j ∈ N 0 denote the Newton-like iteration index and k ∈ N 0 the time index.
Choose a real and strictly decreasing sequence (ǫ j ), which satisfies lim j→∞ ǫ j > 0.
Let φ k−1 (σ) = dev σ F − σ y (1 + Hα k−1 ) andσ k (ε(v)) = C (ε(v) − p k−1 ).
Let v j ∈ V D be such, that φ k−1 (σ k (ε(v j )) ∈ L 2+ǫ j (Ω).
Let ξ = 2µ 2µ+σ 2 y H 2 and β k = φ k−1 (σ k (ε(v)))) devσ k (ε(v)) F . Then there hold (by the substitution v = v j ):
o (v ; w 1 , w 2 ) = ε(w 1 ) −p o k (ε(v) ; ε(w 1 )) , ε(w 2 ) C ∀w 1 , w 2 ∈ V 0 . Notice, that the integrability of p k−1 and α k−1 underlies the solution u k−1 ∈ V D , for p k−1 =p k−1 (ε(u k−1 )) and α k−1 =α k−1 (p k−1 ) withα k (q) = α k−1 + σ y H q − p k−1 F .
Using the above defined quantifiers, the j + 1st Newton-like step reads:
The task is now to show, that there holds φ k−1 (σ k (ε(v j+1 ))) ∈ L 2+ǫ j+1 (Ω). 
