This paper considers the use of observed and predicted match statistics as inputs to forecasts of the outcomes of football matches. It is shown that, were it possible to know the match statistics in advance, highly informative forecasts of the match outcome could be made. Whilst, in practice, match statistics are never available prior to the match, this leads to a simple philosophy. If match statistics can be predicted pre-match, and if those predictions are accurate enough, it follows that informative match forecasts can be made. It is shown that Generalised Attacking Performance (GAP) ratings, introduced in a recent paper, provide a suitable methodology for predicting match statistics in advance and that they are informative enough to provide information beyond that reflected in the odds. A long term and robust gambling profit is demonstrated when the forecasts are combined with two betting strategies.
Introduction
Quantitative analysis of sports is a rapidly growing discipline with participants, coaches, owners, as well as gamblers, increasingly recognising its potential in gaining an edge over their opponents. This has naturally led to a demand for information that might allow better decisions to be made. Association football (hereafter football) is the most popular sport globally and, although, historically, the use of quantitative analysis has lagged behind that of US sports, this is slowly changing. Gambling on football matches has also grown significantly in popularity in recent decades and this has contributed to increased demand for informative quantitative analysis.
Today, in the most popular football leagues globally, a great deal of match data are collected. Data on the location and outcome of every match event can be purchased, whilst free data are available including match statistics such as the numbers of shots, corners and fouls by each team. This creates huge potential for those able to process the data in an informative way. This paper focuses on probabilistic prediction of the outcomes of football matches, i.e. whether the match ends with a home win, a draw or an away win. A probabilistic forecast of such an event simply consists of estimated probabilities placed on each of the three possible outcomes. Statistical models can be used to incorporate information into probabilistic forecasts.
The basic philosophy of this paper is as follows. Suppose, somehow, that certain match statistics, such as the number of shots or corners achieved by each team, were available in advance of kickoff. In such a case, it would be reasonable to expect to be able to use this information to create informative forecasts and it is shown that this is the case. Obviously, in reality, this information would never be available in advance. However, if one can use statistics from past matches to predict the match statistics before the match begins, and those predictions are accurate enough, they can be used to create informative forecasts of the match outcome. The quality of the forecast is then dependent both on the importance of the match statistic itself and the accuracy of the pre-match prediction of that statistic.
In this paper, observed and predicted match statistics are used as inputs to a simple statistical model to construct probabilistic forecasts of match outcomes. First, observed match statistics in the form of the number of shots on target, shots off target and corners, are used to build forecasts and are shown to be informative. The observed match statistics are then replaced with predicted statistics calculated using Generalised Attacking Performance (GAP) Ratings, a system introduced in a recent paper which uses past data to estimate the number of defined measures of attacking performance a team can be expected to achieve in a given match (Wheatcroft (2020) ). Whilst, unsurprisingly, it is found that predicted match statistics are less informative than observed statistics, it is found that they can still provide useful infor-mation for the construction of the forecasts. It is shown that a robust profit can be made by constructing forecasts based on predicted match statistics and using them alongside two different betting strategies.
For much of the history of sports prediction, ratings systems in a similar vein to the GAP rating system used in this paper, have played a key role. Probably the most well known is the Elo rating system which was originally designed to produce rankings for chess players but has a long history in other sports (Elo (1978) ). The Elo system assigns a rating to each player or team which, in combination with the rating of the opposition, is used to estimate the probability of each possible outcome. The ratings are updated after each game in which a player or team is involved. A weakness of the original Elo rating system is that it does not estimate the probability of a draw. As such, in sports such as football, in which draws are common, some additional methodology is required to estimate that probability.
Elo ratings are in widespread use in football and have been demonstrated to perform favourably with respect to other rating systems (Hvattum & Arntzen (2010) ). Since 2018, Fifa has used an Elo rating system to produce its international football world rankings (Fifa (2018)). Elo ratings have also been applied to a wide range of other sports including, among others, Rugby League (Carbone et al. (2016) ) and video games (Suznjevic et al. (2015) ). The website fivethirtyeight.com produces probabilities for NFL (FiveThirtyEight (2020a)) and NBA (FiveThirtyEight (2020b)) based on Elo ratings. Another limitation of the Elo rating system is that it does not account for the size of a win. This means that a team's ranking after a match would be the same after either a narrow or convincing victory. Some authors have adapted the system to account for the margin of victory (see, for example, Lasek et al. (2013) and Sullivan & Cronin (2016) ).
The original Elo rating system assigns a single rating to each participating team or player, reflecting its overall ability. This does not directly allow for a distinction between the performance of a team in its home or away matches. Typically, some adjustment to the estimated probabilities is made to account for home advantage. Other ratings systems distinguish between home and away performances. One system that does this is the pi-rating system in which a separate home and away rating is assigned to each team (Constantinou & Fenton (2013) ). The pi-rating system also takes into account the winning margin of each team, but this is tapered such that the impact of additional goals on top of already large winning margins is lower than that of goals in close matches. The GAP rating system, introduced in Wheatcroft (2020) and used throughout this paper, differs from both the Elo rating and the pi-rating systems in that, rather than producing a single rating, each team is assigned a separate attacking and defensive rating both for its home and away matches. This results in a total of 4 ratings per team. The approach of assigning attacking and defensive ratings has been taken by a large number of authors. An early example is Maher (1982) who assigned fixed ratings to each team and combined them with a Poisson model to estimate the number of goals scored. They did not use their ratings to estimate match probabilities but Dixon & Coles (1997) did so using a similar approach. Combined with a value betting strategy, they were able to demonstrate a significant profit for matches with a large discrepancy between the estimated probabilities and the probabilities implied by the odds. Dixon & Pope (2004) modified the Dixon and Coles model and were able to demonstrate a profit using a wider range of published bookmaker odds. Rue & Salvesen (2000) defined a Bayesian model for attacking and defensive ratings, allowing them to vary over time. Other examples of systems that use attacking and defensive ratings include Karlis & Ntzoufras (2003) , Lee (1997) and Baker & McHale (2015) .
The use of ratings systems naturally leads to the question of how to translate them into probabilistic forecasts. One of two approaches is generally taken. The first is to model the number of goals scored by each team using Poisson or Negative Binomial regression with the ratings of each team used as predictor variables. The match probabilities are then estimated through simulation. The second approach is to predict the probability of each match outcome directly using methods such as logistic regression. There is little evidence to suggest a major difference in the performance of the two approaches (Goddard (2005) ). In this paper, the latter approach is taken, specifically in the form of ordinal logistic regression.
The idea that match statistics might be more informative than goals in terms of making match predictions has become more widespread in recent years. The rationale behind this view is that, since it is difficult to score a goal and luck often plays an important role, the number of goals scored by each team might be a poor indicator of the events of the match. It was shown by Wheatcroft (2020) that, in the over/under 2.5 goals market, the number of shots and corners provide a better basis for probabilistic forecasting than goals themselves. Related to this is the concept of 'expected goals' which is playing a more and more important role in football analysis. The idea is that the quality of a shot can be measured in terms of its likelihood of success. The expected goals from a particular shot corresponds to the number of goals one would 'expect' to score by taking that shot. The number of expected goals by each team in a match then gives an indication of how the match played out in terms of efforts at goal. Several academic papers have focused on the construction of expected goals models that take into account the location and nature of a shot (Eggels (2016) , Rathke (2017) ).
Background 2.1 Betting odds
In this paper, betting odds are used both as potential inputs to models and as a tool with which to demonstrate profit making opportunities. Decimal, or 'European Style', betting odds are considered throughout. Decimal odds simply represent the number by which the gambler's stake is multiplied in the event of success. For example, if the decimal odds are 2, a £10 bet on said event would result in a return of 2 × £10 = £20.
Another useful concept is that of the 'odds implied' probability. Let the odds for the ith outcome of an event be O i . The odds implied probability is simply defined as the multiplicative inverse, i.e. r i = 1 O i . For example, if the odds on two possible outcomes of an event (e.g. home or away win) are O 1 = 3 and O 2 = 1.4, the odds implied probabilities are r 1 = 1 3 ≈ 0.33 and R 2 = 1 1.4 ≈ 0.71. Note how, in this case, r 1 and r 2 add to more than one. This is because, whilst conventionally, probabilities over a set of exhaustive events should add to one, this need not be the case for odds implied probabilities. In fact, usually, the sum of odds implied probabilities for an event will exceed one. The excess represents the bookmaker's profit margin or the 'overround' which is formally defined as
Generally, the larger the overround, the more difficult it is for a gambler to make a profit since the return from a winning bet is reduced.
Data
This paper makes use of the large repository of data available at www. football-data.co.uk, which supplies free match-by-match data for 22 3 Methodology
GAP ratings
The Generalised Attacking Performance (GAP) rating system, introduced by Wheatcroft (2020), is a rating system for assessing the attacking and defensive strength of a sports team with relation to a particular measure of attacking performance such as the number of shots or corners. For a particular given measure of attacking performance, each team in a league is given an attacking and a defensive rating, both for home and away matches.
An attacking GAP rating can be interpreted as an estimate of the number of defined attacking plays the team can be expected to achieve against an average team in the league, whilst its defensive rating can be interpreted as an estimate of the number of attacking plays it can be expected to concede against an average team. The GAP ratings of the ith team in a league are denoted as follows:
• H a i -Home attacking GAP rating of the ith team in a league.
• H d i -Home defensive GAP rating of the ith team in a league.
• A a i -Away attacking GAP rating of the ith team in a league.
• A d i -Away defensive GAP rating of the ith team in a league.
A team's ratings are updated after each match it plays. Details of how GAP ratings evolve over time are given in the appendix. In Wheatcroft (2020) , the aim was to build probabilistic forecasts of whether the number of goals in a match would exceed 2.5. To do this, the sum of the attacking and defensive GAP ratings of the two teams was used as a predictor variable in a logistic regression model. In this paper, in which forecasts of the match outcome are sought, a different approach is needed. In a match with the ith team at home to the jth team, the estimated total number of defined attacking plays by the home team can be estimated witĥ
whilst the number of attacking plays by the away team can be
, that is the estimated number of defined attacking plays by the home team is the average of its home attacking rating and the away team's away defensive rating and the estimated number of defined attacking plays by the away team is the average of its away attacking rating and the home team's home defensive rating. The predicted difference in the number of defined attacking plays made by the two teams is therefore given byŜ h −Ŝ a and it is this quantity that is of interest in the prediction model.
Parameter Selection for GAP ratings
GAP ratings are determined by three parameters: one which determines the 'learning rate', that is the importance of a team's previous match in its ratings, one that determines the effect of home matches on a team's away ratings and one that determines the effect of an away match on a team's home ratings. In Wheatcroft (2020) , parameter selection was performed with the aim of optimising the skill of the resulting probabilistic forecasts. In this paper, a different approach is taken. Here, the parameters are selected using least-squares minimisation, with the aim of minimising the mean squared error between the estimated number of attacking plays and the observed number. That is, the function to be minimised is
where S h and S a are the observed numbers of attacking plays for the home and away team respectively andŜ h andŜ a are the predicted numbers. This approach is taken with the aim that, as much as possible, the GAP ratings resemble estimates of the number of attacking plays made by each team. Additionally, this allows combinations of GAP ratings produced under different measures of attacking performance to be applied simultaneously (in Wheatcroft (2020) , only one set of GAP ratings were used at a time in the construction of the forecasts).
Constructing Probabilistic Forecasts
The nature of football matches is that the three possible outcomes can be considered to be 'ordered'. Clearly, a home win is 'closer' to a draw than it is to an away win. As such, an appropriate model for predicting the probability of each outcome is ordinal logistic regression and this is the approach taken here.
Ordinal logistic regression is defined as follows. Let O 1 , ..., O j be j ordered outcomes with probabilities p 1 , ..., p j where j i p i = 1. The model is parameterised as
where V 1 , ..., V K are predictor variables andα andβ 1 , ...,β K are parameters to be selected. In football matches, since, in some sense, a home win is 'greater' than a draw which is 'greater' than an away win, from equation 3, the model can be parameterised as
and
wherep h ,p d andp a are the estimated probabilities of a home win, a draw and an away win respectively. These are easily found by solving with respect to equations 4 and 5. Throughout this paper, least squares parameter estimates are used to select the regression parametersα andβ 1 , ...,β i . Combinations of the following predictor variables are used:
• The home team's odds-implied probability of winning.
• Observed differences in the number of shots on target, shots off target and corners achieved by each team.
• Differences in the predicted number of shots on target, shots off target, corners and goals for each team.
The home team's odds-implied probability is included as an extra predictor variable, in order to assess the importance of match statistics both individually and when used alongside the other information reflected in the odds.
Betting Strategies
Following Wheatcroft (2020) , in this paper, forecasts are constructed and used alongside two betting strategies: a simple level stakes value betting strategy and a strategy based on the Kelly Criterion. These are both described below. Under the Level stakes betting strategy, a unit bet is placed on the ith outcome of an event whenp i > r i , wherep i and r i are the predicted probability and the odds-implied probability respectively. The idea is that a bet should be placed if the bet offers 'value', that is if, in expectation, the bet would offer a positive return.
The Kelly strategy, is based on the Kelly Criterion (Kelly Jr (1956) ) and has been used in, for example, Wheatcroft (2020) and Boshnakov et al. (2017) . Under this approach, the amount staked on a bet is dependent on the difference between the forecast probability and the odds implied probability. When the discrepancy between the forecast probability and the odds-implied probability is high, a greater amount of money is staked. Under the Kelly Criterion, the proportion of wealth placed on a bet for a particular outcome is given by
where p i is the estimated probability of the outcome and r i represents the decimal odds on offer. Under the Kelly Strategy used in this paper, the stake does not depend on the bank but is given by
where m is the total number of bets placed. The normalising constant is included purely to make the profit/loss from the Kelly Strategy directly comparable with that of the Level Stakes strategy.
Both the Level Stakes and Kelly betting strategies focus on the concept of 'value' in which bets are only taken if the forecast implies a positive expected return. It should be noted, however, that the two strategies are only guaranteed to find bets with value if the estimated probability and the true probability coincide. In practice, due to model error in the forecasts, this can never be expected to be the case and the performance of the strategies must therefore be assessed empirically.
Calculating GAP ratings
In the GAP rating system, a team's ratings are updated each time it is involved in a match. As such, its ratings after a match are dependent both on its previous ratings and its match performance. However, this leaves open the question of how to initialise the ratings of each team. Whilst there are a number of approaches that could be taken, in the first season in which match statistics are available in a particular league, all GAP ratings are initialised at zero. For subsequent seasons, a team's ratings are retained from one season to the next if they remain in the same league. Teams relegated to a league are assigned the average ratings of those teams that were promoted in the previous season and teams that are promoted are assigned the average ratings of those teams that were relegated in the previous season.
For each match statistic, parameter selection is performed simultaneously over all leagues and takes place between seasons such that, at the beginning of each season, optimisation is performed over all previous seasons in which the relevant statistics are available. Those parameters are then used for the entirety of the season (see section 3.2 for details of how parameter selection is performed). The first season in which match statistics are available for any of the considered leagues (2000/2001) is used only for parameter selection purposes and therefore is not used for assessing the performance of the forecasts.
Experiment

Experimental design
The following experiment aims to assess the performance of observed and predicted match statistics in the forecasting of match outcomes. This is done both in the context of traditional variable selection (using model selection techniques) and betting performance. Following Wheatcroft (2020) , the first six matches played by the home team in each season are not treated as eligible either for betting or for variable selection. This is so that the model can have sufficiently 'learned' about the quality of teams in that season. In addition, the final six matches played by the home team are also treated as ineligible since matches at this time of the season can be unpredictable due to differences in motivation (teams fighting for promotion/relegation etc).
In order to avoid overlap in the data, shots on target, shots off target, corners and goals are considered as potential predictor variables for the outcome of each match. The number of shots off target is calculated by subtracting the number of shots on target from the total number of shots. Different combinations of observed and predicted match statistics are then assessed both with and without the odds-implied probability of the home team (calculated using the maximum odds over all bookmakers) included as an extra predictor variable.
The first focus of the experiment is on variable selection and the aim is to find the combination of (i) observed and (ii) predicted match statistics that explain the match outcomes most effectively. This is done using Akaike's Information Criterion (AIC), which weighs up the fit of the model to the data with the number of parameters selected in-sample. As required for the calculation of information criteria, one set of regression parameters is selected over the entire data set.
Focus is then turned onto the question of betting performance. Here, it is assumed that a gambler is able to 'shop around' different bookmakers and take advantage of the highest odds offered on each outcome. The maximum odds over all available bookmakers are thus assumed to be obtainable (note that the actual bookmakers included in the data set varies over time). The forecasts are based only on information that would have been available at the time and are therefore produced truly 'out-of-sample'. New regression parameters are selected on each day in which at least one match is played and are calculated based on all eligible past matches. The performance of the forecasts when used in conjunction with the Level Stakes and Kelly betting strategies defined in section 3.4 is then assessed. Note that bets placed on draws are not considered due to the inherent difficulty of predicting them and therefore only bets on home or away wins are allowed.
Evaluation of GAP ratings
First, the performance of GAP ratings in terms of predicting match statistics is assessed. This is done by calculating the mean absolute error between the predicted and observed statistics. For comparison, the mean absolute error between the observed statistic and the sample mean is calculated to highlight forecast performance when using the sample mean as a simple alternative forecast which requires no information about the relative strengths of the teams. These are shown in table 2 for each statistic, both for home and away teams. Here, there is a high degree of variation in the performance of the GAP ratings as predictors of the match statistics. For the number of shots off target, the GAP ratings are particularly informative, strongly outperforming the sample mean. For the other statistics, however, the improvement is much smaller. Scatter plots of predicted statistics against their observed values are shown in figure 1 for home (blue) and away (red) teams. Variation in the performance of the GAP ratings is important in terms of the overall conclusions of this paper and is discussed later.
Variable selection: observed match statistics
The results of variable selection when using observed match statistics are shown in table 3. Here, the AIC for different combinations of statistics is shown both with and without the home odds-implied probability included as an additional predictor variable. The AIC in each case is expressed relative to that of the ordinal regression model fitted without predictor variables (often known as the null model and denoted as 'A0'), which simply outputs a constant set of probabilities for each match. The lower the AIC, the more support for that particular combination of variables.
The results yield a number of conclusions. The best AIC is achieved when the model includes all three observed match statistics both when the home odds-implied probability is included as an additional predictor variable and when it is not. That the number of shots on target should have an impact on the match result should not come as a surprise, since all goals other than own goals and highly unusual events (such as the ball deflecting off the referee or, in one case in 2009, a beachball) result from a shot on target. Interestingly, however, the inclusion of the number of corners and shots off target, which don't usually directly result in goals, improves the model even once shots on target are considered.
It is also interesting to compare the effects of each observed match statistic as an individual predictor variable. Unsurprisingly, the number of shots on target provides the most information, followed by corners and shots off target. Interestingly, shots off target and corners do not provide much information when considered individually but add a great deal of information when combined with the number of shots on target and/or the home oddsimplied probability. It is a property of generalised linear models that some predictor variables are only informative in combination with other predictor variables and this appears to be the case here.
Finally, all three match statistics add information even when the oddsimplied probability is included in the model. This is perhaps not surprising since match statistics give an indication of how the match actually went.
In practice, of course, observed statistics are never available pre-match. Despite this, the results shown here have important implications. Match statistics can be predicted and, if those predictions are informative enough, it stands to reason that skillful forecasts of the outcome of the match can be made.
Variable selection: predicted match statistics
The results of variable selection with predicted match statistics are shown in table 4. Unsurprisingly, the AIC is generally higher than for the observed case, implying that the information content is lower. Despite this, predicted match statistics are able to provide information regarding match outcomes, even when the home odds-implied probability is included in the model. This means that, on average, the predicted match statistics provide information beyond that contained in the odds-implied probabilities. It is of interest to note the relative importance of the different predicted match statistics. Consistent with the finding of Wheatcroft (2020) , the predicted number of goals is a relatively poor predictor of the outcome of the match. It is also notable that whilst, in the observed case, the number of shots on target provides the most information about the outcome of the match, in the predicted case, the predicted shots off target is the most informative. At first, this seems counterintuitive. However, it should be noted that the information in the prediction is dependent both on the impact of the observed statistic on the match and the quality of the prediction of that statistic. The findings shown in table 2 suggest that GAP rating predictions of shots off target are more accurate than those of the other match statistics and this is the likely explanation.
Finally, it is notable that, when considered as individual predictor variables, the predicted number of shots off target and corners outperform the equivalent observed statistics. Again, this seems counterintuitive but can probably be explained by the fact that the predicted values consider the performances of the teams over multiple past matches, gaining some information about the relative strengths of the two teams.
Betting performance
Having determined that predicted match statistics can provide informative probabilistic forecasts, attention is now turned to the performance of the fore- Table 4 : AIC of each combination of predicted match statistics with and without the home odds-implied probability included as a predictor variable. Included variables are denoted with a star and each AIC is given relative to the regression model with only a constant term.
casts alongside the two betting strategies defined in section 3.4. The mean percentage profit obtained from the Level Stakes betting strategy when used alongside forecasts derived from each combination of predicted match statistics is shown in table 5, along with 95 percent bootstrap resampling intervals. The resampling intervals are presented to demonstrate the robustness of the profit and, if the interval does not contain zero, the profit can be considered to be statistically significant. It is clear from the results that including combinations of predicted match statistics as predictor variables tends to yield a profit. In addition, for all combinations, including the home odds-implied probability as an additional predictor variable yields an increase in profit. In some cases, when the home odds-implied probability is included, the profit is significant, i.e. the bootstrap resampling interval does not include zero. Whilst caution is advised in comparing the precise rankings of different combinations of variables, the best performing combinations tend to include the predicted number of shots off target. The predicted number of goals, on the other hand, tends to have limited value. When individual predicted statistics are considered, the ranking of the results is consistent with the variable selection results of table 4 in that the best performing predicted variable is shots off target, followed by corners, shots on target and goals.
The mean profit obtained from using the forecasts alongside the Kelly Table 5 : Mean percentage profit of Level Stakes strategy with each combination of predicted match statistics with and without odds-implied probabilities included as a predictor variable. Included variables are denoted with a star strategy are shown in table 6. Here, notably, the mean profit is generally substantially higher than that achieved using the Level Stakes strategy. Again, including the home odds-implied probability as an additional predictor variable yields improved results for all combinations of variables. In fact, the profit is significant in all cases in which at least one predicted match statistic other than the number of goals is included alongside the home odds-implied probability.
For the remainder of this section, the betting performance of forecasts formed using predicted shots on target, shots off target and corners as predictor variables is considered, both with and without the home odds-implied probability as an additional predictor variable. The cumulative profit achieved with each of the two betting strategies is shown in figure 2. As already shown in tables 5 and 6, a substantial profit is made in all four cases. The figure, however, shows how each strategy performs over time and an interesting feature is that there appears to be a downturn in profit in recent seasons. Whilst this could conceivably be explained by random chance, it is perhaps more likely that something fundamental changed over that time. That predicted match statistics provide information additional to that contained in the odds suggests that, in general, the odds do not adequately account for the ability of teams to create shots and corners. However, as more data have become available and quantitative analysis has become more sophisticated, it seems a reasonable claim that such information is now more likely to be Table 6 : Mean percentage profit from the Kelly strategy using forecasts based on each combination of predicted match statistics with and without the home odds-implied probability included as a predictor variable. Included variables are denoted with a star.
reflected in the odds on offer and it may therefore be the case that the betting opportunities available in earlier seasons simply don't exist anymore. It is worth considering how the profits from each betting strategy are distributed between the different leagues and whether losses in any particular subset of leagues can explain the observed downturn. Focusing on the case in which the home odds-implied probability is included as a predictor variable, in figure 3, the cumulative profit made in each league is shown as a function of time. Here, the decline in profit appears to be fairly consistent over all leagues considered and therefore, if the information reflected in the odds really has increased over time, this appears to be fairly universal over the different leagues.
Finally, it is important to assess the impact of the overround on the profitability of the betting strategies. In this experiment, it is assumed that the gambler is able to find the best odds on offer on each possible outcome, over a range of bookmakers. Due to increased competition, there has been a trend towards reduced profit margins in recent years. This can have a knock on effect on the overround of the best odds. A histogram of the overround of the best odds for all matches deemed eligible for betting is shown in figure 4 . Whilst, in the majority of cases, the overround is positive, in around 18 percent of cases, it is negative. This gives rise to arbitrage opportunities, which means that a guaranteed profit can be made, without any need for Figure 2: Cumulative profit from using the Kelly strategy (solid lines) and the level stakes betting strategies (dashed lines) when the home odd-implied probability is included as a predictor variable in the model (blue) and when it is excluded (red). a model. It is therefore important to distinguish cases in which profits are made due to the performance of the forecasts from those in which a profit could be guaranteed through arbitrage.
To assess the importance of the overround, five different intervals are defined and the mean profit from matches whose overround falls into each one is calculated under both betting strategies. The first interval contains all matches with an overround less than zero, whilst, for matches with a positive overround, intervals with a width of 2.5 percent are defined. The interval containing matches with the largest overrounds consider those in which the overround is greater than 7.5 percent. In figure 5 , the mean overround for Figure 3 : Cumulative profit as a function of time in each league for the case in which predicted shots on target, shots off target and corners along with the home odds-implied probability are included as predictor variables. matches contained in each interval is plotted against the mean profit under each of the two betting strategies. The error bars correspond to 95 percent bootstrap resampling intervals of the mean profit. In all five intervals, and under both betting strategies, the mean profit is positive. Under the Kelly strategy, three out of the five intervals yield a significant profit, whilst this is true in one case for the Level Stakes strategy. Interestingly, the mean profit is not significantly different from zero when the overround is negative. This, however, is consistent with the decline in profit in recent seasons that has tended to coincide with lower overrounds. Overall, the fact that significant profits can be made for matches in which the overround is positive suggest that, over the course of the dataset, the forecasts in combination with the two betting strategies would have been successful in identifying profitable betting opportunities. 
Discussion
In this paper, relationships between observed and predicted match statistics and the outcomes of football matches have been assessed. Unsurprisingly, the observed number of shots on target is a strong predictor of the match outcome whilst the observed numbers of shots off target and corners also provides some predictive value, once the number of shots on target and/or the match odds are taken into account. With this in mind, the key claim of this paper is that predictions of match statistics, if accurate enough, can be informative about the outcome of the match and, crucially, since the predictions are made in advance, this can aid betting decisions.
GAP ratings have been demonstrated to provide a convenient and straightforward approach to the prediction of match statistics. A number of interesting and, perhaps, surprising conclusions have been revealed. Notably, in the prediction of match results, the most informative observed statistics do not coincide with the most informative predicted statistics. Whilst the number of shots on target were found to be the most informative observed statistic, the most informative predicted statistic was found to be the number of shots off target. As pointed out earlier in the paper, this can be explained by the fact that the information in the predicted statistics reflects both the importance of the statistic itself, in terms of the match outcome, and the accuracy of the prediction of that statistic.
The observation above has interesting implications for the philosophy of sports prediction. The importance of match statistics and, in particular, statistics such as expected goals that are derived from match events is becoming clear. The aim of expected goals can broadly be considered to be to estimate the expected number of goals a team 'should' score, given the location and nature of the shots it has taken. A shot taken close to the goal and at a favourable angle has a high chance of being successful and therefore contributes more to a team's expected goals than a shot that is far away and from which it is difficult to score. As such, expected goals ought to reflect the likelihood of each match outcome better than traditional statistics like the number of shots on target. The results in this paper, however, suggest that it is not necessarily the case that the predicted number of expected goals by each team would outperform predictions of, or ratings based on, other statistics. Interesting future work would therefore be to predict the number of expected goals using GAP ratings and to assess the effect on the forecasting of match outcomes.
The results in this paper inspire a number of future avenues for research. There is a wide and growing range of betting markets available for football matches and GAP ratings may be useful in informing such bets. This has already been shown by Wheatcroft (2020) in the over/under 2.5 goal market but could also be applied to other markets such as Asian Handicap, the number of shots taken in a match, half time results and many more. The philosophy demonstrated in this paper could also be applied to other sports. For example, in ice hockey, GAP ratings could be used to estimate the number of shots at goal, whilst, in American Football, they could be used to predict the number of yards gained by each team in the match.
Another interesting feature of the results presented in this paper is the decline in profit over the last few seasons. This was briefly discussed in the results section and it was suggested that betting odds now incorporate more information than at the beginning of the data set. It would be interesting to investigate this further. This paper demonstrates a new way of thinking about match statistics and their relationship with the outcomes of football matches and sporting events in general. It is hoped that this can help provide a better understanding of the role of match statistics in sports prediction and GAP ratings provide a straightforward and intuitive way in which to do this.
A GAP Ratings
GAP Ratings were introduced in a paper by Wheatcroft (2020) aimed at predicting the probability that the total number of goals in a match will exceed 2.5. They are defined as follows. Consider a football league that contains N different teams that each play one another several times (usually two) over the course of a season. For a given match, let S h be a measure of the attacking performance of the home team and S a the equivalent for the away team. The definition of 'attacking performance' (referred to as the 'model input' hereafter) is given by the user and, throughout this paper, is derived from match statistics. In the paper in which the ratings were introduced, various model inputs are considered including goals, shots, shots on target and corners.
A separate attacking and defensive rating for each team for both home and away games defined as follows:
• H a i -The attacking rating of the ith team for home games
• H d i -The defensive rating of the ith team for home games
• A a i -The attacking rating of the ith team for away games
• A d i -The defensive rating of the ith team for away games
The attacking ratings can be considered to relate roughly to the attacking performance a team can be expected to achieve against an average team in the league. The defensive ratings relate to the expected attacking performance of the average opposing team in the league. Better teams will therefore have a high attacking rating and a low defensive rating. After a match involving the ith team at home to the jth team, the GAP ratings for the ith team are updated in the following way 
The GAP ratings for the jth team are updated as follows:
A a j = max(A a j + λφ 2 (S a − A a j + H d i 2 ), 0),
where λ > 0, 0 < φ 1 < 1 and 0 < φ 2 < 1 are parameters to be selected. The parameter λ represents the influence of a match on the ratings of each team whilst φ 1 and φ 2 decide the impact of a home match on a team's away ratings and of an away match on a team's home ratings respectively. After any given match, a home team is said to have outperformed expectations in an attacking sense if its attacking performance is higher than the mean of its attacking rating and the opposition's defensive rating. In this case, its home attacking rating is increased (or decreased, if its attacking performance is lower than expected). If the parameter φ 1 > 0, the home team's away ratings will be impacted whilst, the away team's home ratings will be impacted if φ 2 > 0.
