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DELIGNE–LUSZTIG CONSTRUCTIONS FOR DIVISION ALGEBRAS
AND THE LOCAL LANGLANDS CORRESPONDENCE, II
CHARLOTTE CHAN
Abstract. In 1979, Lusztig proposed a cohomological construction of supercuspidal rep-
resentations of reductive p-adic groups, analogous to Deligne–Lusztig theory for finite re-
ductive groups. In this paper we establish a new instance of Lusztig’s program. Precisely,
let X be the p-adic Deligne–Lusztig ind-scheme associated to a division algebra D of invari-
ant k/n over a non-Archimedean local field K. We study the D×-representations H•(X)
by establishing a Deligne–Lusztig theory for families of finite unipotent groups that arise
as subquotients of D×. There is a natural correspondence between quasi-characters of the
(multiplicative group of the) unramified degree-n extension of K and representations of D×
given by θ 7→ H•(X)[θ]. For a broad class of characters θ, we show that the representation
H•(X)[θ] is irreducible and concentrated in a single degree. Moreover, we show that this
correspondence matches the bijection given by local Langlands and Jacquet–Langlands.
As a corollary, we obtain a geometric realization of Jacquet–Langlands transfers between
representations of division algebras.
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1. Introduction
Deligne–Lusztig theory [DL76] gives a geometric description of the irreducible representa-
tions of finite groups of Lie type. In [L79], Lusztig suggests an analogue of Deligne–Lusztig
theory for p-adic groups G. For an unramified maximal torus T ⊂ G, he introduces a
certain infinite-dimensional variety which has a natural action of T ×G. Though it is not
known in general, when G is a division algebra, one can define ℓ-adic homology groups
Hi(X) functorial for this action. One therefore obtains a correspondence θ 7→ Hi(X)[θ] be-
tween characters of T and representations of G. In this paper, we study this correspondence
and give a description from the perspective of the local Langlands and Jacquet–Langlands
correspondences.
This work was partially supported by NSF grants DMS-0943832 and DMS-1160720.
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Let K be a non-Archimedean local field with ring of integers OK and residue field Fq =
OK/π for a fixed uniformizer π, and let L ⊃ K be the unramified extension of degree
n with ring of integers OL. A smooth character θ : L
× → Q×ℓ is said to be primitive
of level h if h is the smallest integer such that θ and θ/θγ for 1 6= γ ∈ Gal(L/K) are
trivial on 1 + πhOL. This is equivalent to saying (L, θ) is a minimal admissible pair. To
a primitive character θ : L× → Q
×
ℓ , one can associate a smooth irreducible n-dimensional
representation σξθ of the Weil group WK of K, which corresponds via local Langlands
to an irreducible supercuspidal representation πθ of GLn(K), which finally corresponds via
Jacquet–Langlands to an irreducible representation ρθ of D
×, where D = Dk/n is the central
division algebra of invariant k/n over K. For any m ∈ Z, let m+ = max{m, 0}.
Main Theorem. Let θ : L× → Q
×
ℓ be a primitive character of level h. Then
Hi(X)[θ] =
{
ρθ if i = rθ := (n− 1)(h − k)
+,
0 otherwise.
Pictorially,
θ θ X
σξθ GK(n)
πθ AK(n)
Hrθ(X)[θ]
∼= ρθ A
′
K(n)
p-adic Deligne–Lusztig Local Langlands
Jacquet–Langlands
where
X := {primitive characters L× → Q
×
ℓ }
GK(n) := {smooth irreducible dimension-n representations of the Weil group WK}
AK(n) := {supercuspidal irreducible representations of GLn(K)}
A′K(n) := {smooth irreducible representations of D
×}
1.1. What is known. Lusztig’s definition in [L79] has a natural analogue for groups over
OK and its quotients OK/π
h. This is described in [L04], where Lusztig also explicitly
describes the resulting representations for SL2(OK/π
h) when h ≤ 2. We note that our
paper is in the setting of division algebras, whose finite reductive quotient is trivial, so the
work of [L04] does not play a role.
We now give a survey of known results on p-adic Deligne–Lusztig varieties for division
algebras. In the next two sections, we let G = D×k/n and T = L
×. Additionally, G1 and
T 1 denote the norm-1 elements of G and T , and let X and X1 be the Deligne–Lusztig
construction associated to G and G1. Write Hi(X) = Hi(X,Qℓ) and H
i
c(X) = H
i
c(X,Qℓ).
In [L79], Lusztig proves that when k = 1, the virtualG1-representations
∑
(−1)iHi(X
1)[θ]
are (up to sign) irreducible and mutually nonisomorphic.
In analogy with the behavior of classical Deligne–Lusztig varieties, one expects the ho-
mology groups Hi(X)[θ] to vanish outside a single degree. Additionally, one hopes to get a
description of the irreducible representations arising from these homology groups.
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There exists a unipotent group scheme Un,qh,k over Fq such that U
n,q
h,k (Fqn) is isomorphic to
a subquotient of D×k/n. The study of Hi(X)[θ] reduces to the study of certain subschemes
Xh ⊂ U
n,q
h,k endowed with a left action by (1 + πOL)/(1 + π
hOL) and a right action by
Un,qh,k (Fqn). When k = 1, these definitions were established in [B12] for arbitrary K if h ≤ 2
and for K of equal characteristic if h > 2. These definitions can be extended to the mixed
characteristic case for arbitrary level h and invariant k/n, and we do so in this paper.
In [BW14], Boyarchenko and Weinstein study the representations H ic(X2) when k = 1
(see Theorem 4.7 of op. cit.). This comprises one of the main ingredients in studying
the cohomology of the Lubin–Tate tower. In [BW13], they specialize this result to the
primitive case to give an explicit and partially geometric description of local Langlands
correspondences. In [B12], Boyarchenko uses the representations H ic(X2) to prove that for
any smooth character θ : T → Q×ℓ of level ≤ 2, the representation Hi(X)[θ] vanishes outside
a single degree and gives a description of this representation (see Theorem 5.3 of op. cit.).
Moreover, he shows that if θ is primitive, Hi(X)[θ] is irreducible in the nonvanishing degree.
In contrast to the structure of the Lubin–Tate tower, we need to understand the coho-
mology of Xh for all h to understand high-depth representations arising in Deligne–Lusztig
constructions. Outside the equal characteristics case for k = 1, n = 3, and h = 3 (see
Theorem 5.20 of [B12]), this was completely open.
In [C14], we studyXh in the equal characteristics case for arbitrary h, assuming n = 2 and
χ is primitive. We prove irreducibility of H ic(X2)[χ] and vanishing outside a single degree.
In addition we prove a character formula in the form of a branching rule for representations
of the finite unipotent group U2,qh,1(Fq2), a subquotient of the quaternion algebra. Using this,
we are able to study the representations Hi(X)[θ] for primitive characters θ.
In this paper, we generalize this work to arbitrary n, arbitrary k, and arbitraryK, thereby
removing all assumptions outside primitivity. We take a more conceptual approach that
allows us to bypass many of the computations needed in [C14]. As a corollary, we obtain
a geometric realization of Jacquet–Langlands transfers between representations of division
algebras.
Remark 1.1. In the special case that n = 2 and charK > 0, the p-adic Deligne–Lusztig
constructions we study in this paper and its prequel [C14] are cut out by equations that
look similar to the equations defining certain covers of affine Deligne–Lusztig varieties. This
was observed by Ivanov in Section 3.6 of [I15]. ♦
1.2. Outline of this paper. In Section 2, we introduce the unipotent groups Un,qh,k together
with a certain subgroupH ⊂ Un,qh,k . The finite groups U
n,q
h,k (Fqn) andH(Fqn) are subquotients
of G and T , respectively. We then define a certain subvariety Xh ⊂ U
n,q
h,k , whose relation to
the p-adic Deligne–Lusztig construction X is as follows: X can be identified with a set X˜
endowed with an ind-scheme structure
X˜ =
⊔
m∈Z
lim
←−
h
X˜
(m)
h ,
where X˜
(0)
h is the disjoint union of q
n − 1 copies of Xh(Fq). Roughly speaking, the action
of T × G on X˜ has essentially two behaviors: there is an action on each X˜
(m)
h , and there
is an action permuting these pieces. In order to understand the (T × G)-representations
arising from Hi(X), one must understand these two actions. The former is captured by the
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action of H(Fqn) × U
n,q
h,k (Fqn) on Xh; the latter was studied by Boyarchenko in [B12] (see
Proposition 5.19 of op. cit. for the equal characteristics, k = 1 case).
Let A denote the set of primitive characters of H(Fqn). Let G denote the set of irreducible
representations of Un,qh,k (Fqn) whose central character has trivial Gal(L/K)-stabilizer. In
Section 4, we give a correspondence χ 7→ ρχ from A to G. When k = 1, this construction
matches that of Corwin [C74].
In Section 5 we study the geometry of Xh using a combinatorial notion known as juggling
sequences. We prove in Theorem 5.7 that the varieties Xh are affine varieties defined by the
vanishing of polynomials whose monomials are indexed by juggling sequences. By studying
the combinatorics of these objects, we are able to prove structural lemmas crucial to the
analysis of H ic(Xh).
Section 6 is concerned with combining the general algebro-geometric results of Section 3,
the representation-theoretic results of Section 4, and the combinatorial results of Section 5.
In Theorem 6.3 that the correspondence χ 7→ ρχ is bijective and that every representation
ρ ∈ G appears in H ic(Xh) with multiplicity 1. In addition, we prove a character formula for
the representations H ic(Xh)[χ] using the Deligne–Lusztig fixed point formula of [DL76].
Section 7 is devoted to understanding two connections. The first, explained in Section
7.1, is to unravel the relationship between the results of Section 6 and the representations
of division algebras arising from p-adic Deligne–Lusztig constructions X˜. The second, ex-
plained in Section 7.2, is to describe Hi(X)[θ] from the perspective of the local Langlands
and Jacquet–Langlands correspondences. We use Theorem 6.3, the trace formula estab-
lished in Proposition 6.2, and a criterion of Henniart described in [BW13] (see Proposition
1.5(b) of op. cit.).
Theorem (7.5, 7.6). Let θ : L× → Q
×
ℓ be a primitive character of level h and let ρθ be
the D×-representation corresponding to θ under the local Langlands and Jacquet–Langlands
correspondences. Then
Hi(X)[θ] =
{
ρθ if i = (n− 1)(h − k)
+,
0 otherwise.
Moreover, if D and D′ are division algebras of invariant k/n and k′/n with associated
Deligne–Lusztig constructions X and X ′, then the Jacquet–Langlands transfer of H•(X)[θ]
is isomorphic to H•(X)[θ].
Using the techniques developed in this paper, we have evidence to support that for non-
primitive characters θ : L× → Q
×
ℓ of level h with restriction χ : U
1
L → Q
×
ℓ , the cohomology
groups H ic(Xh)[χ] are irreducible and concentrated in a single non-middle degree. This im-
plies that the homology groups Hi(X)[θ] are also concentrated in a single degree, though it
it not expected that these representations are irreducible in general. We plan to investigate
this in a future paper.
Acknowledgements. I am deeply grateful to Mitya Boyarchenko for introducing me to
this area of research. I’d also like to Jake Levinson for interesting conversations regarding
Proposition 3.6.
2. Definitions
Let K be a non-Archimedean local field with residue field Fq and fixed uniformiser π.
If K has characteristic p (the equal characteristics case), then all the definitions below
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were already established in [B12] and [BW14]. If K has characteristic 0, the definitions we
establish below are new.
We first recall the ring scheme WK of OK -Witt vectors. (For an exposition, see for
example [FF13].) For each r ≥ 0, define the Witt polynomial
Wr =
r∑
i=0
πiXq
r−i
i ∈ OK [X0, . . . ,Xr].
There exist polynomials Sr,Mr ∈ OK [X0, . . . ,Xr, Y0, . . . , Yr] such that
Wr(S(X,Y )) =Wr(X) +Wr(Y ),
Wr(M(X,Y )) =Wr(X)×Wr(Y ).
For any OK -algebra R, define
WK(A) = A
N
with the addition and multiplication given by X +WK Y = S(X,Y ) and X ×WK Y =
M(X,Y ). From now on, we will view WK as a scheme over OK/(π) = Fq.
Definition 2.1. Let A be any Fq-algebra. IfK has characteristic p, letW(A) = A[[π]], and if
K has characteristic 0, letW(A) =WK(A). For any h ∈ N, we defineWh(A) =W(A)/(π
h).
It is clear that the functor A 7→Wh(A) is representable by the affine space A
h.
Definition 2.2. For any Fq-algebra A, define a ring Rh,k,n,q(A) as follows:
• As a group under addition,Rh,k,n,q(A) :=W(A)[τ ]/(τ
n−πk, πh, πh−kτ, . . . , πh−kτn−1).
• The multiplication structure on Rh,k,n,q(A) is given by the following commutation
rule: τ · a = aq · τ for any a ∈ A.
Elements of Rh,k,n,q can be written as A0 + A1τ + · · · + An−1τ
n−1 where A0 ∈ Wh and
Ai ∈Wh−k for i = 1, . . . , n− 1. Then
R×h,k,n,q = {A0 +A1τ + · · ·+An−1τ
n−1 : A0 ∈W
×
h } ⊂ Rh,k,n,q
and we define
Un,qh,k = {A0 +A1τ + · · · +An−1τ
n−1 : A0 = (1, ∗, · · · , ∗) ∈W
×
h } ⊂ R
×
h,k,n,q.
It is clear that the functor A 7→ Un,qh,k (A) is representable by the affine space A
(h−1)+(n−1)(h−k)+ .
Define
H := {A0 ∈ 1 +Wh−1 ⊂Wh} ⊂ U
n,q
h,k .
Note that although Wh is a commutative group scheme, the group scheme H is not com-
mutative. This will be standard notation throughout this paper outside Section 3.
Remark 2.3. Since we have natural isomorphisms W(Fq) ∼= OK and W(Fqn) ∼= OL, we also
have natural isomorphisms
U1L/U
h
L
∼
→ H(Fqn), A0 7→ A0 ∈Wh(Fqn)
Fqn
∼
→ Uh−1L /U
h
L
∼
→ Hn(h−1)(Fqn), a 7→ (1, 0, . . . , 0, a).
Note also that
Un,qh,k (Fqn)
∼= U1D/U
(h)
D , where U
(h)
D := (1 + P
h
L)(1 + P
h−k
L Π) · · · (1 + P
h−k
L Π
n−1). ♦
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2.1. The varieties Xh.
Definition 2.4. For any Fq-algebra A, let Math,k(A) denote the ring of all n-by-n matrices
B = (bij)
n
i,j=1 with bii ∈ Wh(A), bij ∈ Wh−k(A) for i < j, and bij ∈ π
kWh−k(A) for i > j.
The determinant can be viewed as a multiplicative map det : Math,k(A)→Wh(A).
For any Fq-algebra A, consider the morphism
ιh : Rh,k,n,q(A)→ Math,k(A)
given by
ιh,k
(∑
Aiτ
i
)
:=

A0 A1 A2 · · · An−1
πkϕ(An−1) ϕ(A0) ϕ(A1) · · · ϕ(An−2)
πkϕ2(An−2) π
kϕ2(An−1) ϕ
2(A0) · · · ϕ
2(An−3)
...
...
. . .
. . .
...
πkϕn−1(A1) π
kϕn−1(A2) · · · π
kϕn−1(An−1) ϕ
n−1(A0)

where ϕ : W→W is the qth Frobenius endomorphism.
Recall from [B12] that the p-adic Deligne–Lusztig construction X described in [L79] can
be identified with a certain set X˜ which can be realized as the Fq-points of an ind-scheme
X˜ =
⊔
m∈Z
lim
←−
h
X˜
(m)
h .
Here, X˜
(k)
h := X˜
(0)
h ·Π and X˜
(n)
h := X˜
(0)
h · π, where for any Fq-algebra A,
X˜
(0)
h (A) = {ιh,k(
∑
aiτ
i) ∈ Math(A) : det(ιh,k(
∑
aiτ
i)) is fixed by ϕ}.
Definition 2.5. For any Fq-algebra A, define
Xh(A) := U
n,q
h,k (A) ∩ ι
−1
h,k(X˜
(0)
h (A)).
Remark 2.6. Notice that X˜
(0)
h is a disjoint union of q
n − 1 copies of Xh. ♦
Remark 2.7. Note that X, X˜, X˜
(m)
h , and Xh all depend on Hasse invariant k/n of the
division algebra D, but we suppress this from the notation. ♦
2.2. Group actions. The map ιh,k has the following property, which we will refer to as
Property ‡. If A is an Fqn-algebra, then ιh,k(xy) = ιh,k(x)ιh,k(y) for all x ∈ U
n,q
h,k (A) and
all y ∈ Un,qh,k (Fqn). Moreover, for y ∈ U
n,q
h,k (Fqn), the determinant of ιh,k(y) is fixed by ϕ. It
therefore follows that Xh is stable under right-multiplication by U
n,q
h,k (Fqn). We denote by
x · g the action of g ∈ Un,qh,k (Fqn) on x ∈ Xh.
Pick a generator ζ of F×qn . The conjugation action of ζ on U
n,q
h,k (A) stabilizes Xh(A). This
extends the right Un,qh,k (Fqn) action on Xh to an action of the semidirect product F
×
qn ⋉
Un,qh,k (Fqn)
∼= R×h,k,n,q(Fqn) on Xh.
We now describe a left action of H(Fqn) on Xh. We can identify H(Fqn) with the set
ιh,k(H(Fqn)). Note that by Property ‡, the map ιh,k actually preserves the group structure
of H(Fqn), and since ιh,k is injective, then H(Fqn) ∼= ιh,k(H(Fqn)) as groups. Explicitly, this
isomorphism is given by
A0 7→ diag(A0, ϕ(A0), . . . , ϕ
n−1(A0)).
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The left-multiplication action of ιh,k(H(Fqn)) on the Math,k(A) stabilizes Xh(A). We denote
by g ∗ x the action of g ∈ H(Fqn) ∼= U
1
L/U
h
L on x ∈ Xh.
1
Remark 2.8. Let Z(Un,qh,k (Fqn)) denote the center of U
n,q
h,k (Fqn). This is a subgroup of H(Fqn).
By direct computation, one sees that the left action of Z(Un,qh,k (Fqn)) ⊂ H(Fqn) and the
right action of Z(Un,qh,k (Fqn)) ⊂ U
n,q
h,k (Fqn) coincide. Note also that the actions of H(Fqn)
and R×h,k,n,q(Fqn) commute. ♦
3. General principles: some algebraic geometry
In this section, we prove some general algebro-geometric results that will allow us to com-
pute certain cohomology groups via an inductive argument. We generalize the techniques
of [B12] from Ga to a group scheme Z, which we now define
2. For any Fqn-algebra A,
Z(A) := {A0 ∈ 1 + πWh−1(A)} ⊂ U
n,q
h,k (A).
Let G be an algebraic group over Fqn and suppose that Y ⊂ G is a (locally closed)
subvariety defined over Fqn and put X = L
−1
qn (Y ), where Lqn : G → G is the Lang map
given by g 7→ Frqn(g)g
−1. Let H ⊂ G be any connected subgroup defined over Fqn and let
η : H(Fqn)→ Q
×
ℓ be a character. Write Vη = Ind
G(Fqn )
H(Fqn )
(η).
Consider the right-multiplication action of H(Fqn) on G and form the quotient Q :=
G/(H(Fqn)). The Lang map Lqn : G→ G is invariant under right multiplication by H(Fqn)
and thus it factors through a morphism α : Q → G. On the other hand, the quotient map
G→ Q is a right H(Fqn)-torsor, so the character η yields a Qℓ-local system Eη of rank 1 on
Q. The following lemma is proved in [B12].
Lemma 3.1 (Boyarchenko [B12]). There is a natural Frq-equivariant vector-space isomor-
phism
HomG(Fq)(Vχ,H
i
c(X,Qℓ))
∼= H ic(α
−1(Y ), Eχ|α−1(Y )) ∀i ≥ 0.
As in [B12], we now make two further assumptions under which the right-hand side of
the isomorphism in Lemma 3.1 can be described much more explicitly. This will allow us
to certain cohomology groups via an inductive argument. These two assumptions are:
1. The quotient morphism G→ G/H admits a section s : G/H → G.
2. There is an algebraic group morphism f : H → Z defined over Fqn such that η = χ◦f
for a character χ : Z(Fqn)→ Q
×
ℓ .
Let Lχ be the local system on Z defined by χ via the Lang map Lqn : Z → Z. The
following lemma is proved in [B12].
Lemma 3.2 (Boyarchenko [B12]). There is an isomorphism γ : (G/H) × H
≃
−→ Q such
that γ∗Eη ∼= (f ◦pr2)
∗Lχ and α◦γ = β, where pr2 : (G/H)×H → H is the second projection
and β : (G/H) ×H → G is given by β(x, h) = s(Frqn(x)) · h · s(x)
−1.
Combining Lemma 3.1 and 3.2 together with the assumption that η = χ◦f for a character
χ : Z(Fqn)→ Q
×
ℓ and an algebraic group morphism f : H → Z defined over Fqn , we obtain
the following proposition.
Proposition 3.3. Assume that we are given the following data:
1Warning: This is not the same as the left-multiplication action of H(Fqn) ⊂ H(A) on U
n,q
h,k (A).
2Note also that Z is the subgroup scheme H of Un,qh defined in Section 2.
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• an algebraic group G with a connected subgroup H ⊂ G over Fqn;
• a section s : G/H → G of the quotient morphism G→ G/H;
• an algebraic group homomorphism f : H → Z;
• a character χ : Z(Fqn)→ Q
×
ℓ ;
• a locally closed subvariety Y ⊂ G.
Set X = L−1qn (Y ). The preimage of Y under the Lang map Lqn(g) = Frqn(g)g
−1. Then for
each i ≥ 0, we have a Frqn-compatible vector space isomorphism
HomG(Fqn )(Ind
G(Fqn )
H(Fqn )
(χ ◦ f),H ic(X,Qℓ))
∼= H ic(β
−1(Y ), P ∗Lχ).
Here, Lχ is the local system on Z corresponding to χ, the morphism β : (G/H)×H → G is
given by β(x, h) = s(Fq(x))·h·s(x)
−1, and the morphism P : β−1(Y )→ Z is the composition
β−1(Y ) →֒ (G/H) ×H
pr2−→ H
f
→ Z.
Our goal now is to prove the following crucial proposition. This is the proposition that
gives us an inductive technique for calculating certain cohomology groups.
Proposition 3.4. Let q be a power of p, let n ∈ N, and let χ : Z(Fqn)→ Q
×
ℓ be primitive.
Let S2 be a scheme of finite type over Fqn, put S = S2 × A
1 and suppose that a morphism
P : S → Z has the form
P (x, y) = g(f(x)q
j1
yq
j2
) · g(f(x)q
j3
yq
j4
)−1 · P2(x)
where
• j1 − j2 = j3 − j4 and j2 − j4 is not divisible by n,
• f : S2 → Ga, P2 : S2 → Z are two morphisms, and
• g : A1 → Z is the morphism z 7→ (0, . . . , 0, z).
Let S3 ⊂ S2 be the subscheme defined by f = 0 and let P3 = P2|S3 : S3 → Z. Then for all
i ∈ Z, we have
H ic(S,P
∗Lχ) ∼= H
i−2
c (S3, P
∗
3Lχ)(−1)
as vector spaces equipped with an action of Frqn , where the Tate twist (−1) means that the
action of Frqn on H
i−2
c (S3, P
∗
3Lχ) is multiplied by q
n.
Proof. Let pr: S = S2 × A
1 → S2 be the first projection, let ι : S3 → S2 be the inclusion
map, and let η : S → Z be the morphism (x, y) 7→ g(f(x)q
j1 yq
j2 ) · g(f(x)q
j3 yq
j4 )−1. The
sheaf Lχ is not a multiplicative local system on Z. However, since the image of η lies in the
center of the group scheme Z, then
P ∗Lχ ∼= (η
∗Lχ)⊗ pr
∗(P ∗2Lχ).
Thus, by the projection formula,
R pr!(P
∗Lχ) ∼= P
∗
2Lχ ⊗R pr!(η
∗Lχ) in D
b
c(S2,Qℓ).
I now claim that
Rpr!(η
∗Lχ) ∼= ι!(Qℓ)[2](1) in D
b
c(S2,Qℓ),
where Qℓ denotes the constant local system of rank 1. It is clear that once we have estab-
lished this, the desired conclusion follows. We therefore spend the rest of the proof proving
this.
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The restriction of η to pr−1(S3) ⊂ S2 is constant, so the restriction of the pullback η
∗Lχ
to pr−1(S3) is a constant local system of rank 1. Thus
ι∗R pr!(η
∗Lχ) ∼= Qℓ[2](1) in D
b
c(S3,Qℓ).
To complete the proof, we need show that R pr!(η
∗Lχ) vanishes outside S3 ⊂ S2. First
notice that η = g ◦ η0 where η0 : S → Ga is defined as (x, y) 7→ f(x)
qj1 yq
j2 − f(x)q
j3yq
j4 .
Let ψ be the restriction of χ to g(Ga) ⊂ Z. Then
η∗Lχ ∼= η
∗
0Lψ.
Here, Lψ denotes the multiplicative local system on Ga induced by ψ via the Lang isogeny.
It therefore suffices to show that R pr!(η
∗
0Lψ) vanishes outside S3 ⊂ S2. Now pick x ∈
S2(Fq)r S3(Fq). By the proper base change theorem,
Ri pr!(η
∗
0Lψ)x
∼= H ic(Ga, f
∗
xLψ),
where fx : Ga → Ga is given by y 7→ f(x)
qj1 yq
j2 − f(x)q
j3yq
j4 .
As in the proof of Proposition 2.10 of [B12], we can write Lψ = Lz for some z ∈ Fqn .
Since ψ has conductor qn, then z has trivial Gal(Fqn/Fq)-stabilizer. By Corollary 6.5 of
[B12], we have f∗xLψ
∼= Lf∗x (z), where
f∗x(z) = f(x)
qj1/qj2 z1/q
j2
− f(x)q
j3/qj4 z1/q
j4
= f(x)q
j1−j2
(zq
−j2
− zq
−j4
).
But zq
−j2 − zq
−j4 6= 0 since by assumption z 6= 0 and j2 − j4 is not divisible by n by
assumption. Thus f∗xLψ is a nontrivial local system on Ga and H
i
c(Ga, f
∗
xLψ) = 0 for all
i ≥ 0. 
Proposition 3.5. Suppose that P : S → Z has the form
P (x, y) = g(f(x)q
j1
yq
j2
− f(x)q
j3
yq
j4
+ α(x, y)q
n
− α(x, y)) · P2(x)
for some morphism α : S2×A
1 → Ga defined over Fqn. (Here, j1, . . . , j4 are as in Proposition
3.4.) Then under the same conditions as in Proposition 3.4, we have
H ic(S,P
∗Lχ) ∼= H
i−2
c (S3, P
∗
3Lχ)(−1)
as vector spaces equipped with an action of Frqn , where the Tate twist (−1) means that the
action of Frqn on H
i−2
c (S3, P
∗
3Lχ) is multiplied by q
n.
Proof. Let P ′(x, y) = g(f(x)q
j
y− f(x)q
n
yq
n−j
) ·P2(x). Then P
∗Lχ and (P
′)∗Lχ are isomor-
phic since the pullback of Lχ by the map (0, . . . , 0, z) 7→ (0, . . . , 0, z
qn ) is trivial. Then by
Proposition 3.4, the desired conclusion holds. 
The following proposition is extremely useful in the context of applying the inductive
argument described by the above propositions.
Proposition 3.6. Suppose that S →֒ R is a finite map of polynomial rings over k = Fq.
Assume that FracR is finite Galois over FracS with Galois group G a p-group. Then
(a) R is stable under G and RG = S
(b) the quotient of monoids ((Rr {0})/k×)G = (S r {0})/k×
(c) If (f) ⊂ R is an ideal such that (σf) = (f) for all σ ∈ G, then f ∈ S.
10 CHARLOTTE CHAN
Proof. First observe that since S and R are polynomial rings, they are normal and therefore
integrally closed. Since S →֒ R is a finite map, R is the integral closure of S in FracR. Thus
R is G-stable. It is clear that S ⊂ RG and that RG is integrally closed in FracS. But since
S is integrally closed, we necessarily have S = RG. This proves (a).
To see (b), consider the short exact sequence
1→ k× → FracR× → FracR×/k× → 1
and take G-invariants to get a long exact sequence
1→ k× → FracS× → (FracR×/k×)G → H1(G, k×)→ · · ·
Since G acts trivially on k×, we have H1(G, k×) = Hom(G, k×), which is trivial since G is
a p-group. Thus (FracR×/k×)G = FracS×/k× and ((R r {0})/k×)G = (S r {0})/k×.
Now we prove (c). If f = 0, then we are done, so for the rest of the proof we may
assume f 6= 0. Necessarily σf = f up to a unit in R, and thus their images in the quotient
(R r {0})/k× are equal. Thus the image of f is in ((R r {0})/k×)G = (S r {0})/k×, and
so f ∈ S. 
4. Representations of Un,qh (Fqn)
Let G be the set of irreducible representations of Un,qh,k (Fqn) whose central character has
trivial Gal(L/K)-stabilizer. Let A denote the set of all characters of H(Fqn) whose restric-
tion to the center Z(Un,qh,k (Fqn)) of U
n,q
h,k (Fqn) has trivial Gal(L/K)-stabilizer.
In this section, we show that G can be parametrized by A and explicitly describe such a
parametrization. There are two main cases of behavior, depending on the parameters n, h,
and k.
Definition 4.1. Given a triple of positive integers (n, h, k) such that h ≥ k + 1, we say
that:
• (n, h, k) is in Case 1 if (n− 1)(h− k)+ is even.
• (n, h, k) is in Case 2 if (n− 1)(h− k)+ is odd.
Consider the following subgroups of Un,qh :
H ′(Fqn) :=
{
n−1∑
i=0
Aiτ
i : Aij = 0 if i > 0 and j ≤
h− k
2
−
i
n
}
⊂ Un,qh (Fqn)
H+(Fqn) :=
{
n−1∑
i=0
Aiτ
i : Aij = 0 if i > 0 and j <
h− k
2
−
i
n
and An/2,(h−k−1)/2 ∈ Fqn/2
}
We will also need the subgroups
H ′0(Fqn) := {
∑n−1
i=0 Aiτ
i ∈ H ′(Fqn) : A0 ∈ Z(U
n,q
h,k (Fqn))},
H+0 (Fqn) := {
∑n−1
i=0 Aiτ
i ∈ H+(Fqn) : A0 ∈ Z(U
n,q
h,k (Fqn))}.
Let
I = {(i, j) : i = 0, 1 ≤ j ≤ h− 1} ∪
{
(i, j) : 1 ≤ i ≤ n− 1,
h− k
2
−
i
n
< j < h− k
}
.
(4.1)
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Notice that
[H+(Fqn) : H
′(Fqn)] =
{
1 if (n, h, k) is in Case 1,
qn/2 if (n, h, k) is in Case 2.
(4.2)
[Un,qh (Fqn) : H
+(Fqn)] = q
n(n−1)(h−k)+/2 (4.3)
For χ ∈ A, define an extension χ♯ of χ to H ′(Fqn) by
χ♯(
∑
Aiτ
i) := χ(A0).
Fix any extension χ˜ of χ♯ to H+(Fqn). Note that in Case 1, necessarily χ˜ = χ
♯. In Case 2,
there are qn/2 choices of χ˜ since H+(Fqn) is abelian.
Lemma 4.2. If ρ ∈ G has central character ω, then the restriction of ρ to H ′0(Fqn) contains
the character
ω♯(A0 +A1τ + · · ·+An−1τ
n−1) := ω(A0).
Proof. We prove this by induction on the subgroups
G1 := {A0 + V
h−k−1A1τ
n−1} ⊂ H ′0(Fqn),
G2 := {A0 + V
h−k−1A2τ
n−2 + V h−k−1A1τ
n−1} ⊂ H ′0(Fqn), . . .
Consider the extension ω1 of ω to G1 defined as
ω1 : G1 → Q
×
ℓ , A0 + V
h−k−1A1τ
n−1 7→ ψ(A0).
Then for any g1 = 1 + V Bτ ∈ G1 and h = A0 + V
h−k−1Aτn−1 ∈ H ′0(Fqn), we have
g1ω♯(h) = ω♯(A0 + V
h−1(BAq −ABq
n−1
)) = ω♯(A0)ψ(BA
q −ABq
n−1
).
Since ψ has conductor qn, every character Fqn → Q
×
ℓ can be written as A 7→ ψ(BA
q −
ABq
n−1
) for some B ∈ Fqn . Thus the restriction of ρ to G1 contains ω1. Applying the
above argument for each Gi ⊆ H
′
0(Fqn) inductively proves that the restriction of ρ to
H ′0(Fqn) contains ω
♯.
Suppose that we are in Case 2 and let i = n/2 and j = (h − k − 1)/2. Let ω˜ be any
extension of ω♯ to H+0 (Fqn). To prove that ρ|H+0 (Fqn )
contains ω˜, it is enough to prove that
the orbit of ω˜ under Un,qh,k (Fqn) conjugacy contains every extension of ω
♯ to H+0 (Fqn). Indeed,
for g = 1 + V jBτ i ∈ Un,qh,k (Fqn) and h =
∑
Aiτ
i ∈ H+0 (Fqn), we have
ω˜
(
(1 + V jBτ i)(A0 +A1τ + · · ·+An−1τ
n−1)((1 + V h−1Bq
i+1)− V jBτ i)
)
= ω˜
(
(A0 + V
h−1(Ai(B −B
qi))) +Aiτ
i
)
= ω˜(A0 +Aiτ
i)ψ(Ai(B −B
qi)).
Since ψ has conductor qn, the
#{Ai 7→ ψ(Ai(B −B
qn/2))} = qn/2,
and this completes the proof. 
Theorem 4.3. For any χ ∈ A, the representation ρχ := Ind
Un,qh,k (Fqn)
H+(Fqn )
(χ˜) is irreducible with
dimension qn(n−1)(h−k)
+/2. Moreover, G = {ρχ : χ ∈ A}.
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Proof. The dimension follows from (4.3). To prove irreducibility, we use Mackey’s criterion.
First note that it is clear that H ′(Fqn) centralizes χ
♯ and H+(Fqn) centralizes χ˜. We must
show that these are exactly the centralizers of these characters.
Let V : W→W denote the Verschiebung map. Consider 1+V jBτ i ∈ Un,qh,k (Fqn)rH
′(Fqn)
with i 6= n/2. Then (i′, j′) := (n− i, h− 1− k − j) ∈ I and for any A ∈ Fqn ,
χ˜
(
(1 + V jBτ i)(1 + V j
′
Aτ i
′
)(1 − V jBτ i + · · · )
)
= χ˜
(
(1 + V j(B)V j
′
(A)q
i
− V j
′
(A)V j(B)q
i′
) + V j
′
Aτ i
′
)
= χ˜
(
1 + V j
′
(A)τ i
′
)
· ψ
(
V j(B)V j
′
(A)q
i
− V j
′
(A)V j(B)q
i′
)
.
Since ψ has conductor qn, it follows that 1 + V jBτ i does not centralize χ˜. Now consider
1+V jBτ i ∈ Un,qh,k (Fqn)rH
+(Fqn) with i = n/2 and j = (h−k−1)/2 so that B ∈ FqnrFqn/2 .
Then for any A ∈ Fqn/2 ,
χ˜
(
(1 + V jBτ i)(1 + V jAτ i)((1 + V h−1Bq
i+1)− V jBτ i)
)
= χ˜
(
(1 + V h−1(A(B −Bq
i
)) + V jAτ i
)
= χ˜(1 + V jAτ i) · ψ(A(B −Bq
i
)).
Again, since ψ has conductor qn, it follows that 1 + V jBτ i does not centralize χ˜. This
completes the proof. 
5. Juggling sequences, Witt vectors, and the varieties Xh
We give a description of Xh in terms of juggling sequences that will be crucial in un-
derstanding the cohomology groups H ic(Xh,Qℓ). In this section, we also include some
computational lemmas that will be used in the proof of Theorem 6.3.
5.1. Juggling sequences.
Definition 5.1. A juggling sequence of period n is a sequence (j1, . . . , jn) of nonnegative
integers satisfying the following condition:
The integers i+ ji are all distinct modulo n.
The number of balls of a juggling sequence is the average of a juggling sequence,
1
n
n∑
i=1
ji.
Throughout, all juggling sequences will be of a fixed period n. The following lemmas are
straightforward.
Lemma 5.2 (Properties of juggling sequences).
(a) If (j1, . . . , jn) is a juggling sequence, there exists a unique permutation σ ∈ Sn such
that
(j1, . . . , jn) ≡ (σ(1)− 1, . . . , σ(n) − n) mod n.
Given a juggling sequence j, we will denote the corresponding permutation by σj.
(b) Let c = (12 · · · n) ∈ Sn and let j be a juggling sequence. Then σc·j = c
−1σjc. In
particular, the map j 7→ sgnσj is invariant under cyclic permutations.
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Lemma 5.3. Let j be a juggling sequence of period n with r balls and let ei ∈ Z
n denote
the n-tuple with a 1 in the ith coordinate and 0’s elsewhere
(a) If j has a coordinate labelled rn, then j = (rn) · e1 up to cyclic permutation.
(b) Let s ≤ rn be a positive integer with n ∤ s. Let s¯ = s (mod n). If j consists of
coordinates labelled only by 0, s, and rn− s, then j = s · e1 + (rn − s) · es¯+1 up to
cyclic permutation.
5.2. OK-Witt vectors. The following lemmas are well-known.
Lemma 5.4. The polynomials Sr,Mr ∈ OK [X0, . . . ,Xr, Y0, . . . , Yr] are
Sr(X,Y ) = Xr + Yr +
r∑
i=1
1
πi
(Xq
i
r−i + Y
qi
r−i − Sr−i(X,Y )
qi),
Mr(X,Y ) =
r∑
i=0
πi
r−i∑
j=0
Xq
r−i−j
i+j Y
qj
r−j
+ r∑
i=1
1
qi
r−i∑
j=0
Xq
r−j
j Y
qi+j
r−i−j
−Mi(X,Y )qi
 .
Notation 5.5. We write ǫr to mean any polynomial in X
α
i Y
β
j with i + j < r. We write
δr to mean any polynomial whose monomials are products of indeterminants whose indices
are < r. ♦
Lemma 5.6. Let A be an Fp-algebra. Then for X,Y ∈W(A),
(X +W Y )r = Xr + Yr + ǫr,
(X ×W Y )r =
r∑
j=0
Xp
r−j
j Y
pj
r−j + ǫr.
5.3. The varieties Xh. We now use the above definitions together with some basic com-
putational results about the ring of Witt vectors to describe the varieties Xh ⊂ U
n,q
h,k . We
coordinatize Un,qh,k = A
(h−1)+(n−1)(h−k)+ by writing A0 + A1τ + · · · + An−1τ
n−1 ∈ Un,qh,k
with A0 = (x0, xn, . . . , x(h−1)n) ∈ Wh and Ai = (xi, xi+n, . . . , xi+(h−k−1)n) ∈ Wh−k for
i = 1, . . . , n− 1. Let
I := {i : 0 ≤ i ≤ (h− 1)n if n | i, and 0 ≤ i ≤ (h− k − 1)n if n ∤ i}. (5.1)
Given a juggling sequence j ∈ I n, we have an associated permutation σ ∈ Sn. Let
fj := #{r : r > σ(r)}
denote the number of anti-exceedances of σ.
Lemma 5.7. (a) In the equal characteristics case, the scheme Xh ⊂ U
n,q
h is defined by
the vanishing of the polynomials
gr :=
∑
j
(−1)sgn(σj )xqj1x
q2
j2
· · · xq
n−1
jn−1
(xq
n
jn
− xjn),
where r = mn, x0 := 1, and the sum ranges over juggling sequences j = (j1, . . . , jn) ∈
I n with |j| =
∑
ji = (m− (k − 1)fj)n.
(b) In the mixed characteristics case, the scheme Xh ⊂ U
n,q
h is defined by the vanishing
of the polynomials
gr :=
∑
j
(−1)sgn σjxq
m−⌊j1/n⌋q
j1
· · · xp
m−⌊jn−1/n⌋qn−1
jn−1
(xq
n
jn
− xjn)
pm−⌊jn/n⌋ + ǫnm.
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where r = mn, x0 := 1, and the sum ranges over juggling sequences j = (j1, . . . , jn) ∈
I n with |j| =
∑
ji = r − (k − 1)fjn.
Proof of (a). Let A denote the matrix associated to A0+A1τ + · · ·+An−1τ
n−1 and let Ar,s
denote the (r, s)th entry of A. Then if we set xi = 0 for i /∈ I ,
Ar,s =
{∑
xq
r−1
ni+s−rπ
i if r ≤ s,∑
xq
r−1
n(i−k+1)+s−rπ
i if r > s.
Let cm denote the coefficient of π
m in
detA =
∑
σ∈Sn
(−1)sgn σ
n∏
r=1
Ar,σ(r).
Then
cm =
∑
σ∈Sn
(−1)sgn σ
∑
|i|=m
n∏
k=1
xq
k−1
ni∗r+σ(r)−r
,
where i = (i1, . . . , in) ∈ Z
n
≥0 and
i∗r =
{
ir if r ≤ σ(r),
ir − n(k − 1) if r > σ(r).
Then setting jr := ni
∗
r + σ(r)− r defines a juggling sequence j = (j1, . . . , jn) ∈ I
n with
|j| =
n∑
r=1
jr =
n∑
r=1
ni∗r + σ(r)− r = nm− n(k − 1)fj.
It is clear that every juggling sequence j ∈ I n arises in this way, and we therefore have
cm =
∑
j
(−1)sgn σjxj1x
q
j2
· · · xq
n−1
jn
,
where the sum ranges over juggling sequences j ∈ I n with |j| = nm− n(k − 1)fj.
Recall that Xh is defined by the equations c
q
m−cm for 1 ≤ m ≤ h−1. Let c = (12 · · · n) ∈
Sn and let j be any juggling sequence with |j| = mn. By Lemma 5.2, c · j is a juggling
sequence |c · j| = mn, and sgn(σc·j) = sgn(σ). Thus we may arrange the terms in c
q
m − cm
so that we obtain:
cqm − cm =
∑
j
(−1)sgn σjxqj1x
q2
j2
· · · xq
n−1
jn−1
(xq
n
jn
− xjn).
Writing r = mn and letting gr =: c
q
m−cm completes the proof of (a). The proof of (b) follows
the same computation, modulo the multiplication rule V i(a)V j(b) = V i+j(aq
j
bq
i
) ∈Wh. 
Corollary 5.8. Xh is a variety of pure dimension (n− 1)(h − k)
+.
We will need the following computational lemmas in the proof of Theorem 6.3.
Lemma 5.9. Let y = Y0 + Y1τ + · · · + Yn−1τ
n−1 ∈ H ′(Fq) and s(x) = 1 + X1τ + · · · +
Xn−1τ
n−1, where Xi = (Xij)j=1,...,h−k and Xij = 0 unless (i, j) ∈ J .
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(a) In the equal characteristics case, if we write s(x) · y =
∑
Aiτ
i, then
Ai = Yij +
∑
Xi1,j1Y
qi1+nj1
i1,j1
,
where the sum varies over pairs ((i1, j1), (i2, j2)) ∈ J × I such that{
j1 + j2 = j if i1 + i2 = i,
j1 + j2 = j − k if i1 + i2 = i+ n.
(b) In the mixed characteristics case, if we write s(x) · y = 1 +
∑
Aiτ
i, then
Ai =
{
Yij +
∑
(Xq
j2
i1,j1
Y q
i1+j1+nj1
i1,j1
)q if i = 0,
Yij +
∑
Xq
j2
i1,j1
Y q
i1+j1+nj1
i1,j1
if i 6= 0
where both sums vary over pairs ((i1, j1), (i2, j2)) ∈ J × I such that{
j1 + j2 = j if i1 + i2 = i,
j1 + j2 = j − k if i1 + i2 = i+ n.
Proof. This is a straightforward computation. 
Lemma 5.10. Let gk be as in Lemma 5.7 and let s(x) be as in Lemma 5.9. Suppose that
for any y, y′ ∈ H ′(Fq) with Lqn(y) = Lqn(y
′),
gr(s(x) · y) = 0 ⇐⇒ gr(s(x) · y
′) = 0.
Then using the identity Lqn(y) = 1+
∑
xiτ
i, we have that gr(s(x) · y) is a polynomial in xi
for i ∈ I .
This is a corollary of Proposition 3.6.
Proof. For i ∈ J , define yi := xi. Consider the rings
R = Fq[yi : i ∈ I ] ⊃ S = Fq[xi : i ∈ I ]
and their fraction fields
E = FracR = Fq(yi : i ∈ I ) ⊃ F = FracS = Fq(xi : i ∈ I ).
In order to apply Proposition 3.6, we need to show that S →֒ R is a finite morphism. To
do this, we just need to observe that for each i ∈ I , the polynomial yi is integral over S.
Notice that E/F is not Galois but is the compositum of a tower of Galois extensions,
where each nontrivial extension has Galois group Fqn . Explicitly,
E = E0 ⊆ E1 ⊆ · · · ⊆ En(h−1) = F,
where Ei = Ei−1(yi). Then Ei = FracSi where Si = Si−1[yi].
By the set-up, we know that for each σ ∈ Gal(En(h−1)/En(h−k)−1),
gr(s(x) · y) = 0 ⇐⇒ gr(s(x) · σ(y)) = 0.
By the Nullstellensatz, this implies that the ideal generated by gr(s(x) · y) in Sn(h−1) =
R is equal to the ideal generated by gr(s(x) · σ(y)). Thus by Proposition 3.6, we have
gr(s(x) · y) ∈ Sn(h−k)−1. By induction, gr(s(x) · y) ∈ S. 
To prove Proposition 6.1, we will actually need a more precise result than Lemma 5.10.
For ∗ ∈ N, let ∗ ≡ ∗ (mod n).
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Lemma 5.11. Let a = 1 +
∑
aiτ
i be as in Lemma 5.9 and let l := h− 1, m := h− k + 1,
for ease of notation. Consider the descending sequence of integers r1 > r2 > · · · > rs with
r1 = mn − 1, rs > n(h − k)/2, and n ∤ ri. Let ts(x) = x
qrs−n + xq
rs−2n
+ · · · + xq
r¯s
. Set
xri = 0 = xmn−ri for i = 1, . . . , s− 1.
(a) In the equal characteristic case,
gln(a) = xln − x
qn−r¯s
rs xln−rs + x
qn
rs x
qr¯s
ln−rs
+ xq
n
rs ts(xln−rs)
qn − xrsts(xln−rs) + δln−rs .
(b) In the mixed characteristic case,
gln(a) = xln − x
qn−r¯s+m−m0
rs x
qm0+1
mn−rs + x
qn+m−m0
rs x
qr¯s+m0+1
mn−rs
+ xq
n+m−m0
rs ts(x
qm0+1
mn−rs)
qn − xq
m−m0
rs ts(x
qm0+1
mn−rs) + δmn−rs + ǫmn,
where m0 = ⌊rs/n⌋.
Proof. Since xri = 0 for i = 1, . . . , s − 1, any juggling sequence j = (j1, . . . , jn) wherein
ymn−rs contributes to gln nontrivially must have the following criteria:
• jn 6= 0
• The numbers ri and mn− ri for i = 1, . . . , s− 1 do not appear in j.
Since ymn−rs only appears as the coefficient of π
uτv for nu+ v ≥ mn − rs, it follows that
the terms in gln involving ymn−rs occur exactly in the parts corresponding to the juggling
sequences
ln · en ←→ 1 ∈ Sn,
rs · en−r¯s + (mn− rs) · en ←→ (n− r¯s, n) ∈ Sn,
(mn− rs) · er¯s + rs · en ←→ (r¯s, n) ∈ Sn.
We now handle the equal and mixed characteristics cases separately.
(a) In the equal characteristics case, the terms involving ymn−rs occur in the expression
(aq
n
ln − aln)− a
qn−r¯s
rs (a
qn
mn−rs − amn−rs)− a
qr¯s
mn−rs(a
qn
rs − ars) + δmn−rs .
Thus by Lemma 5.9(a), we see that the only terms involving ymn−rs are
((xrsy
qrs
mn−rs)
qn − xrsy
qrs
mn−rs)− x
qn−r¯s
rs (y
qn
mn−rs − ymn−rs)− y
qr¯s
mn−rs(x
qn
rs − xrs).
This reduces to the expression
−xq
n−r¯s
rs xmn−rs − xrs(y
qrs
mn−rs − y
qr¯s
mn−rs) + x
qn
rs (y
qrs+n
mn−rs − y
qr¯s
mn−rs)
= −xq
n−r¯s
rs xmn−rs + x
qn
rs (y
qr¯s+n
mn−rs − y
r¯s
mn−rs)
− xrs(y
qrs
mn−rs − y
qr¯s
mn−rs) + x
qn
rs (y
qrs
mn−rs − y
qr¯s
mn−rs)
qn .
Finally, (a) follows once we recall the fact
xmn−rs = y
qn
mn−rs − ymn−rs + δmn−rs .
(b) In the mixed characteristics case, the terms involving ymn−rs occur in the expression
(aq
n
ln−aln)−a
qn−r¯sqm−⌊rs/n⌋
rs (a
qn
mn−rs−amn−rs)
qm−⌊(mn−rs)/n⌋−aq
r¯sqm−⌊(mn−rs)/n⌋
mn−rs (a
qn
rs−ars)
qm−⌊rs/n⌋ .
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Let m0 = ⌊rs/n⌋. Notice that ⌊(mn− rs)/n⌋ = m−m0 − 1. By Lemma 5.9(b), we
see that the only terms involving ymn−rs are
xq
m−m0+n
rs y
qrs+m0+1+n
mn−rs − x
qm−m0
rs y
qrs+m0+1
mn−rs − x
qn−r¯s+m−m0
rs (y
qn
mn−rs − ymn−rs)
qm0+1
−yq
r¯s+m0+1
mn−rs (x
qn
mn−rs − xmn−rs)
qm−m0 .
This reduces to the expression
−xq
n−r¯s+m−m0
rs x
qm0+1
mn−rs + x
qn+m−m0
rs x
qr¯s
mn−rs
− xq
m−m0
rs t(y
qm0+1
mn−rs) + x
qn+m−m0
rs t(x
qm0+1
mn−rs)
qn + δmn−rs . 
6. The representations H•c (Xh)[χ]
In this section, we prove the irreducibility of H ic(Xh,Qℓ)[χ] and its vanishing outside a
single degree. The key proposition is:
Proposition 6.1. For any χ ∈ A,
dimHomUn,qh,k (Fqn )
(ρχ,H
i
c(Xh,Qℓ)) = δi,(n−1)(h−k)+ ,
where ρχ ∈ G is the representation described in Theorem 4.3. Moreover, Frqn acts on
H
(n−1)(h−k)+
c (Xh,Qℓ) via multiplication by (−1)
(n−1)(h−k)+qn(n−1)(h−k)
+/2.
Recall that F×qn ⋉ U
n,q
h (Fqn)
∼= R×h,k,n,q(Fqn) and that Fqn acts on Xh by conjugation.
For any z ∈ Fqn and any g, h ∈ H(Fqn), let (z, h, g) denote the map Xh → Xh given by
x 7→ z(h ∗ x · g)z−1. We prove the following proposition in Section 6.2.
Proposition 6.2. For any generator ζ of F×qn,
Tr((ζ, 1, g)∗;H(n−1)(h−k)
+
c (Xh,Qℓ)[χ]) = (−1)
(n−1)(h−k)+χ(g).
From the multiplicity-one statement of Proposition 6.1, the nonvanishing statement of
Proposition 6.2, and a counting argument coming from Theorem 4.3, one obtains the fol-
lowing theorem.
Theorem 6.3. For any χ ∈ A, the Un,qh (Fqn)-representation H
i
c(Xh,Qℓ)[χ] is irreducible
when i = (n − 1)(h − k)+ and vanishes otherwise. Moreover, for χ, χ′ ∈ A, we have
H
(n−1)(h−k)+
c (Xh,Qℓ)[χ] ∼= H
(n−1)(h−k)+
c (Xh,Qℓ)[χ
′] if and only if χ = χ′.
We prove this in Section 6.3. It is a trivial corollary of Theorem 6.3 that
Corollary 6.4. The parametrization
A→ G, χ 7→ ρχ
described in Theorem 4.3 is a bijection.
6.1. Proof of Proposition 6.1. Note that from Section 4, the representation
Wχ := Ind
Un,qh,k (Fqn )
H′(Fqn )
(χ♯)
is irreducible and isomorphic to ρχ in Case 1, and is a direct sum of q
n/2 copies of ρχ in
Case 2. Thus the statement of the proposition is equivalent to the following two statements:
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(a) If we are in Case 1, then
dimHomUn,qh,k (Fqn )
(Wχ,H
i
c(Xh,Qℓ)) = δi,(n−1)(h−k)+ .
(b) If we are in Case 2, then
dimHomUn,qh,k (Fqn )
(Wχ,H
i
c(Xh,Qℓ)) = q
n/2 · δi,(n−1)(h−k)+ .
We use Proposition 3.3 to reduce the computation of the space HomUn,qh (Fqn )
(Wχ,H
i
c(Xh,Qℓ))
to a computation of the cohomology of a certain scheme S with coefficients in a certain con-
structible Qℓ-sheaf F . Then, to compute H
i
c(S,F ), we inductively apply Proposition 3.4,
a more general version of Proposition 2.10 in [B12]. This will allow us to reduce the com-
putation to a computation involving a 0-dimensional scheme in Case 1 and a 1-dimensional
scheme in Case 2. We will treat these cases simultaneously until the final step.
Step 0. We first need to establish some notation.
• Let I := {nj + i : (i, j) ∈ I}, where I was defined in Equation (4.1). Put I ′ =
I r {n, 2n, . . . , n(h− 1)} and let d = |I ′| = ⌊(n− 1)(h− 1)/2⌋. Put J := I r I.
• Let rs denote the sth smallest number in J not divisible by n. Put I0 := I
′ and
J0 := J . Then define Is := Is−1 r {n(h− k)− rs} and Js := Js−1 r {rs}.
• Note that Id = ∅. In Case 1, Jd = ∅. In case 2, Jd = {n(h− 1)/2}.
• Note that H ′ = {1 +
∑
aiτ
i : i ∈ I}.
• For a finite set A ⊂ N, we will write A[A] to denote the affine space of dimension
|A| with coordinates labelled by A.
• For ∗ ∈ N, we will denote by [∗] the representative of ∗ in {1, . . . , n} modulo n. We
will write ∗¯ ≡ ∗ (mod n). Note that these only differ when ∗ ≡ 0 (mod n).
Step 1. We apply Proposition 3.3 to the following set-up:
• the group Un,qh,k together with the connected subgroup H
′, both of which are defined
over Fqn
• a morphism s : Un,qh,k/H
′ → Un,qh,k defined by identifying U
n,q
h,k/H
′ with affine space
A[J ] and setting s : (xnj+i)nj+i∈J 7→ 1 +
∑
nj+i∈J V
j(xnj+i)τ
i
• the algebraic group morphism f : H ′ → H given by
∑
Aiτ
i 7→ A0
• an additive character χ : H(Fqn)→ Q
×
ℓ
• a locally closed subvariety Yh ⊂ U
n,q
h,k which is chosen so that Xh = L
−1
qn (Yh)
Since Xh has a right-multiplication action of U
n,q
h,k (Fqn), the cohomology groups H
i
c(Xh,Qℓ)
inherits a Un,qh,k (Fqn)-action. For each i ≥ 0, Proposition 3.3 implies that we have a vector
space isomorphism
HomUn,qh (Fqn )
(Wχ,H
i
c(Xh,Qℓ))
∼= H ic(β
−1(Yh), P
∗Lχ)
compatible with the action of Frqn . Here, Lχ is the local system on H corresponding to χ,
the morphism β : (Un,qh /H
′)×H ′ → Un,qh is given by β(x, g) = s(Frqn(x)) ·g ·s(x)
−1, and the
morphism P : β−1(Yh)→ H is the composition β
−1(Yh) →֒ (U
n,q
h /H
′)×H ′
pr
−→ H ′
f
−→ H.
We now work out an explicit description of β−1(Yh) ⊂ A[J ]×H
′. For 1 ≤ k ≤ n(h−1) and
k divisible by n, let gk be the polynomial described in Lemma 5.7. Write x = (xi)i∈J ∈ A[J ]
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and g = 1+
∑
i∈I xiτ
i ∈ H ′(Fq). Now pick y = 1+
∑
i∈I yiτ
i ∈ H ′(Fq) such that Lqn(y) = g.
Then
β(x, g) = Frqn(s(x)) · Lqn(y) · s(x)
−1 = Lqn(s(x) · y).
We see that β(x, g) ∈ Yh if and only if s(x) · y ∈ Xh. Let s(x) · y = 1 +
∑
aiτ
i. By Lemma
5.7, we know that s(x) · y ∈ Xh if and only if gk(a) = 0 for all k ≤ n(h− 1) divisible by n.
Recall from Lemma 5.10 that using the identity Lqn(y) = 1 +
∑
i∈I xiτ
i, each polynomial
gk(a), which a priori is a polynomial in xj for j ∈ J and yi for i ∈ I, is in fact a polynomial
in xi for 1 ≤ i ≤ n(h− 1).
Step 2. By Lemma 5.10, we know that each polynomial gr(s(x) · y) can be written as
a polynomial in xi’s. Furthermore, they can each be written as a polynomial in xi for
i ∈ I0 ∪ J0, since gr(a) is of the form xr + (stuff with xi, i ≤ r). Thus the inth coordinates
xin of β
−1(Yh) ⊂ A[I ∪ J ] are uniquely determined by the other coordinates, which implies
that for a subscheme S(0) ⊂ A[I0 ∪ J0],
H ic(β
−1(Yh), P
∗Lχ) ∼= H
i
c(S
(0), (P (0))∗Lχ),
where P (0) : S(0) → Z is the map given by (xi)i∈I0∪J0 7→ (xn, x2n, . . . , x(h−1)n).
We now apply Proposition 3.4 to the following set-up:
• Let S(0) = A[I0 ∪ J0].
• Let S
(0)
2 = A[I1 ∪ J0].
• Note that S(0) = S
(0)
2 × A[{n(h− 1)− 1}].
• Let f : S
(0)
2 → Ga be defined as (xi)i∈I1∪J0 7→ x1.
• Set v ∈ S
(0)
2 and w = xn(h−k)−1. By Lemma 5.11, in the equal characteristics case,
we may write
P (0)(v,w) = g(f(v)q
n−1
w − f(v)q
n
wq) · P
(0)
2 (v),
and in the mixed characteristics case, we may write
P (0)(v,w) = g(f(v)q
n
wq
h−k
− f(v)q
n+1
wq
h
) · P
(0)
2 (v).
• Let S
(0)
3 = A[I1 ∪ J1] so that this is the subscheme of S
(0)
2 = A[I1 ∪ J0] defined by
f = 0, and let P
(0)
3 := P
(0)
2 |S(0)3
: S
(0)
3 → Z.
Then by Proposition 3.4, for all i ∈ Z,
H ic(S
(0), (P (0))∗Lχ) ∼= H
i−2
c (S
(0)
3 , (P
(0)
3 )
∗Lχ)(−1)
as vector spaces equipped with an action of Frq, where the Tate twist (−1) means that the
action of Frq on H
i−2
c (S
(0)
3 , (P
(0)
3 )
∗Lχ) is multiplied by q. Note that this implies that the
action of Frqn is multiplied by q
n.
Step 3. We now describe the inductive step for l < d. We apply Proposition 3.5 to the
following set-up:
• Let S(l) := S
(l−1)
3 = A[Il ∪ Jl].
• Let S
(l)
2 = A[Il+1 ∪ Jl].
• Note that S(l) = S
(l)
2 ×A[{n(h− 1)− rl}].
• Let f : S
(l)
2 → Z be defined as (xi)i∈Il+1∪Jl 7→ (0, . . . , 0, xrl).
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• Set v ∈ S
(l)
2 and w = xn(h−k)−rl. Let tk(x) = x
qrl−n + · · · + xq
r¯l . By Lemma
5.11, the morphism P (l) := P
(l−1)
3 : S
(l) → Z has the following form: In the equal
characteristics case,
P (l)(v,w) = g(f(v)n−r¯lw − f(v)q
n
wq
r¯l ) · P
(l)
2 (v),
and in the mixed characteristics case,
P (l)(v,w) = g(f(v)q
n−r¯l+h−k−mwq
m+1
− f(v)q
n+h−k−m
wr¯l+m+1) · P
(l)
2 (v).
• Let S
(l)
3 = A[Il+1 ∪ Jl+1] so that this is the subscheme of S
(l)
2 = A[Il+1 ∪ Jl] defined
by f = 0, and let P
(l)
3 := P
(l)
2 |S(l)3
: S
(l)
3 → Z.
Then by Proposition 3.4, for all i ∈ Z,
H ic(S
(l), (P (l))∗Lχ) ∼= H
i−2
c (S
(l)
3 , (P
(l)
3 )
∗Lχ)(−1).
Step 4: Case 1. Step 3 allows us to reduce the computation about the cohomology of S(0)
to a computation about the cohomology of S(d) := S
(d−1)
3 , which is a point. Thus Frqn acts
trivially on the cohomology of S(d) and
dimH ic(S
(d), (P (d))∗Lχ) = δ0,i.
Step 4: Case 2. Step 3 allows us to reduce the computation about the cohomology of S(0) to
a computation about the cohomology of S(d) := S
(d−1)
3 = A[{n(h − k)/2}]. The morphism
P (d) is
P (d) : S(d) → Z, an(h−k)/2 7→
(
0, . . . , 0, aq
n/2
n(h−k)/2(a
qn
n(h−k)/2 − an(h−k)/2)
)
.
Then I claim that
H ic(Ga, (P
(d))∗Lχ) = H
i
c(Ga, P
∗Lψ),
where ψ is the restriction of χ to Fqn → Q
×
ℓ and P0 is the morphism
P0 : Ga → Ga, x 7→ x
qn/2(xq
n
− x).
We now compute the cohomology groups H ic(Ga, P
∗Lψ) in the same way as in sections 6.5
and 6.6 in [BW14]. We may write P = f1 ◦ f2 where f1(x) = x
qn/2 − x and f2(x) = x
qn/2+1.
Since f1 is a group homomorphism, then f
∗
1Lψ
∼= Lψ◦f1 . By assumption ψ has trivial
Gal(Fqn/Fq)-stabilizer, so ψ ◦ f1 is nontrivial. Furthermore, ψ ◦ f1 is trivial on Fqn/2 . Thus
the character ψ ◦ f1 : Fqn → Q
×
ℓ satisfies the hypotheses of Proposition 6.12 of [BW14], and
thus Frqn acts on H
1
c (Ga, P
∗
0Lψ) via multiplication by −q
n/2 and
dimH ic(Ga, P
∗
0Lψ) = q
n/2 · δ1,i.
Thus
dimH ic(S
(d), (P (d))∗Lχ) = q
n/2 · δ1,i.
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Step 5. We now put together all of the boxed equations. We have
HomUn,qh (Fqn )
(Wχ,H
i
c(Xh,Qℓ))
∼= H ic(β
−1(Yh), P
∗Lχ)
= H ic(S
(0), (P (0))∗Lχ)
∼= H i−2c (S
(0)
3 , (P
(0)
3 )
∗Lχ)(−1)
= H i−2c (S
(1), (P (1))∗Lχ)(−1)
∼= H i−2dc (S
(d), (P (d))∗Lχ)(−d).
Therefore if we are in Case 1, then
dimHomH(Fqn )(Wχ,H
i
c(Xh,Qℓ)) = δ(n−1)(h−k)+,i.
Moreover, the Frobenius Frqn acts on HomUn,qh (Fqn )
(Wχ,H
i
c(Xh,Qℓ)) via multiplication by
the scalar qn(n−1)(h−k)
+/2.
If we are in Case 2, then
dimHomUn,qh (Fqn )
(Wχ,H
i
c(Xh,Qℓ)) = q
n/2 · δ(n−1)(h−k)+,i.
Moreover, the Frobenius Frqn acts on HomUn,qh (Fqn )
(Wχ,H
i
c(Xh,Qℓ)) via multiplication by
the scalar −qn(n−1)(h−k)
+/2.
Finally, observe that if we are in Case 1, then (n − 1)(h − k)+ is even and if we are in
Case 2, then (n− 1)(h − k)+ is odd. This gives us a uniform way to describe the action of
Frqn and concludes the proof of Proposition 6.1.
6.2. Proof of Proposition 6.2. By the Deligne–Lusztig fixed point formula,∑
i
(−1)i Tr((ζ, h, g)∗;H ic(Xh,Qℓ)) =
∑
i
(−1)i Tr((1, h, g)∗;H ic(X
ζ
h,Qℓ)).
It is easy to calculate Xζh. Indeed, it can be identified with the subvariety of all elements of
Un,qh,k of the form A0 ∈ 1+Wh−1(Fqn). ThusX
ζ
h is just a discrete set naturally identified with
H(Fqn) and the left and right actions of H(Fqn) are given by left and right multiplication.
Therefore H ic(X
ζ
h,Qℓ) = 0 for i > 0 so∑
i
(−1)i Tr((1, h, g)∗ ;H ic(X
ζ
h,Qℓ)) = Tr((1, h, g)
∗ ;H0c (X
ζ
h,Qℓ)).
Furthermore, as a (H(Fqn) × H(Fqn))-representation, H
0
c (X
ζ
h,Qℓ) is the pullback of the
regular representation of H(Fqn) along the multiplication map H(Fqn)×H(Fqn)→ H(Fqn).
Thus
H0c (X
ζ
h,Qℓ) =
⊕
χ0∈Ĥ(Fqn )
χ0 ⊗ χ0
as representations of H(Fqn)×H(Fqn). Therefore∑
h∈H(Fqn )
χ(h)−1
∑
i
(−1)i Tr((ζ, h, g)∗;H ic(Xh,Qℓ)) = χ(g) ·#H(Fqn).
This is equivalent to ∑
i
(−1)i Tr((ζ, 1, g)∗;H ic(Xh,Qℓ)[χ]) = χ(g),
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and since H ic(Xh,Qℓ)[χ] = 0 for i 6= (n − 1)(h − k)
+ by Proposition 6.1, the desired result
follows.
6.3. Proof of Theorem 6.3. This is a corollary of Proposition 6.1 and 6.2. We have⊕
χ∈A
H(n−1)(h−k)
+
c (Xh,Qℓ)[χ] =
⊕
χ∈A
ρχ,
where the summands on the left-hand side are mutually nonisomorphic and the summands
on the right-hand side are irreducible. It follows then that each H
(n−1)(h−k)+
c (Xh,Qℓ)[χ] is
irreducible.
7. Division algebras and Jacquet–Langlands transfers
Our goal in this final section is to understand two connections. The first, explained in
Section 7.1, is to unravel the relationship between Theorem 6.3 and the representations
of division algebras arising from p-adic Deligne–Lusztig constructions. Because the equal
characteristics claim of Theorem 6.3 proves a conjecture of Boyarchenko (see Conjecture
5.18 of [B12]), we can use Proposition 5.19 of op. cit. to explicitly describe this relationship.
In fact, the definitions in Section 2 allow us to treat all characteristics simultaneously and
extend Boyarchenko’s work.
The second connection, explained in Section 7.2, is to unravel the relationship between
the representations described in Section 7.1 with respect to the local Langlands and Jacquet–
Langlands correspondences. The main theorem of this section is Theorem 7.5, which says,
colloquially, that the correspondence θ 7→ H•(X˜)[θ] is consistent with the correspondence
given by the composition of the local Langlands and Jacquet–Langlands correspondences.
7.1. Deligne–Lusztig constructions for division algebras. Throughout this section,
θ : L× → Q
×
ℓ will be a primitive character of level h and χ : U
1
L/U
h
L → Q
×
ℓ will be the
induced homomorphism.
Let K̂nr be the completion of the maximal unramified extension of K and let ϕ denote
the Frobenius automorphism of K̂nr (inducing x 7→ xq on the residue field). We can write
D := D = L〈Π〉/(Πn − πk), where L〈Π〉 is the twisted polynomial ring defined by the
commutation relation Π · a = ϕ(a) · Π. Write OD = OL〈Π〉/(Π
n − πk) for the ring of
integers of D. Define P rD = Π
rOD and U
r
D = 1 + P
r
D.
There exists a connected reductive group G over K such that G(K) is isomorphic to
D×, and a K-rational maximal torus T ⊂ G such that T(K) is isomorphic to L×. More
explicitly, the homomorphism
F : GLn(K̂
nr)→ GLn(K̂
nr), A 7→ ̟−1Aϕ̟, where ̟ =
 0 1 0 ··· 00 0 1 ··· 0... . . . . . . . . . ...
0 ··· 0 0 1
πk 0 0 0 0

is a Frobenius relative to a K-rational structure whose corresponding algebraic group over
K is G.
Let G˜ := G(K̂nr) = GLn(K̂
nr) and T˜ := T(K̂nr). Let B ⊂ G ⊗K K̂
nr be the Borel
subgroup consisting of upper triangular matrices and let U be its unipotent radical. Note
that T˜ consists of all diagonal matrices and U˜ := U(K̂nr) consists of unipotent upper
triangular matrices. Let U˜− ⊂ GLn(K̂
nr) denote the subgroup consisting of unipotent
lower triangular matrices.
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The p-adic Deligne–Lusztig construction X for D× described in [L79] is the quotient
X := (U˜ ∩ F−1(U˜))\{A ∈ GLn(K̂
nr) : F (A)A−1 ∈ U˜},
which can be identified with the set
X˜ := {A ∈ GLn(K̂
nr) : F (A)A−1 ∈ U˜ ∩ F (U˜−)}.
Recall from Section 2.1 that
X˜ =
⊔
m∈Z
lim
←−
h
X˜
(m)
h ,
where each X
(m)
h is a scheme of finite type over Fq. Following [B12], Section 4.4, we set
Hi(X˜,Qℓ) =
⊕
m∈Z
lim
−→
h
Hi(X˜
(m)
h ,Qℓ),
where Hi(S,Qℓ) := H
2d−i
c (S,Qℓ(d)) for any smooth Fq-scheme S of pure dimension d. For
each i ≥ 0, Hi(X˜,Qℓ) inherits commuting smooth actions of G(K) ∼= D
× and T(K) ∼= L×.
Given a smooth character θ : L× → Q
×
ℓ , we may consider the subspace Hi(X˜,Qℓ)[θ] ⊂
Hi(X˜,Qℓ) wherein L
× acts by θ.
Proposition 7.1. Let U
(h)
D := (1 + P
h
L)(1 + P
(h−k)+
L Π) · · · (1 + P
(h−k)+
L Π
n−1).
(a) The representation H
(n−1)(h−k)+
c (Xh,Qℓ)[χ] extends uniquely to a representation of
the semidirect product R×h,k,n,q(Fqn)
∼= O×D/U
(h)
D with Tr(η
◦
θ(ζ)) = (−1)
(n−1)(h−k)+θ(ζ).
(b) The inflation η˜◦θ of η
◦
θ to O
×
D extends to a representation η
′
θ of π
Z · O×D by setting
η′θ(π) = θ(π). Then
H(n−1)(h−k)+(X˜,Qℓ)[θ] ∼= ηθ := Ind
D×
πZ·O×D
(η′θ)
and Hi(X˜,Qℓ)[θ] = 0 for i 6= (n− 1)(h − k)
+.
(c) H(n−1)(h−k)+(X˜,Qℓ)[θ] is an irreducible representation of dimension n·q
n(n−1)(h−k)+/2.
Proof. This is proved in the equal characteristics case for k/n = 1/n in Section 6.15 of [B12].
The proof generalizes without complications, and we outline the arguments here.
The uniqueness in (a) follows from the irreducibility of H
(n−1)(h−k)+
c (Xh,Qℓ)[χ]. The
representation η˜◦θ is the tensor product θ
◦ ⊗H
(n−1)(h−k)+
c (Xh,Qℓ)[χ] where θ
◦(z, g) = θ(z)
for (z, g) ∈ 〈ζ〉 ⋉ Un,qh (Fqn) = R
×
h,n,q(Fqn). Finally, the trace identity is a special case of
Proposition 6.2.
Let X˜h := ⊔mX˜
(m)
h . The action of L
× ×D× on X˜ induces an action of G := (L×/UhL)×
(D×/U
(h)
D ) on X˜h. Moreover, H∗(X˜,Qℓ)[θ] ⊂ H∗(X˜h,Qℓ), so it is enough to understand the
cohomology of X˜h. By construction, it is easy to see that X˜h is equal to the G-translates
of ιh(Xh) ⊂ X˜
(0)
h . One can define an action of
Γ = 〈(π, π−1)〉 · 〈(ζ, ζ−1)〉 · (U1L/U
h
L × U
1
D/U
(h)
D ) ⊂ G
on Xh so that ιh is Γ-equivariant. Moreover, the stabilizer of ιh(Xh) in G is exactly equal to
Γ. The claim in (b) then follows from an analysis of the θ-eigenspace of IndGΓ (Hi(Xh,Qℓ)).
For any x ∈ Uh−1L , we have η
′
θ(x) = ψ(x) and
η′θ(Π · x · Π
−1) = η′θ(ϕ(x)) = ψ(x
q).
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Since θ is primitive, it follows that the normalizer of η′θ in D
× is equal to πZ · O×D. Ir-
reducibility then follows by Mackey’s criterion. The dimension of the ηθ is equal to the
product of the index [D× : πZ ·O×D] = n and the dimension of η
′
θ, so the desired result holds
by Theorem 4.3. 
Remark 7.2. Note that if h ≤ k, then O×D/U
(h)
D = O
×
L /U
h
L, so the character θ : L
× → Q×ℓ
can be viewed as a one-dimensional representation of πZ · O×D. By Proposition 7.1,
H0(X˜,Qℓ)[θ] ∼= Ind
D×
πZ·O×D
(θ). ♦
7.2. Local Langlands correspondences. Fix a character ǫ of K× whose kernel is equal
to the image of the norm NL/K : L
× → K×. Then the representation
σθ := Ind
WK
WL
(θ ◦ recL)
is a smooth irreducible n-dimensional representation of WK . Let X denote the set of all
characters of L× that have trivial stabilizer in Gal(L/K) and let GǫK(n) denote the set of
(isomorphism classes of) smooth irreducible n-dimensional representations σ of WK that
satisfy σ ∼= σ ⊗ (ǫ ◦ recF ). Let ξ be the character of L
× determined by ξ(π) = (−1)n−1 and
ξ|O×L
= 1. Then
X /Gal(L/K) GǫK(n)
LCFT
θ σξθ
is a bijection. This is a twisted version of Lemma 1.1 of [BW13]. (Here, LCFT stands for
local class field theory.)
Now let AǫK(n) denote the set of (isomorphism classes of) irreducible supercuspidal rep-
resentations π of GLn(K) such that π ∼= π ⊗ (ǫ ◦ det). There exists a canonical bijection
GǫK(n) A
ǫ
K(n)
LLC
σξθ πθ
known as the local Langlands correspondence.
Finally, let A′ǫK(n) denote the set of (isomorphism classes of) irreducible representations
ρ of D× such that ρ ∼= ρ⊗ (ǫ◦NrdD/K). Then the Jacquet–Langlands correspondence gives
a bijection
AǫK(n) A
′ǫ
K(n)
JLC
πθ ρθ
Remark 7.3. Since L/K is unramified, the restriction of ǫ to O×K is trivial, and thus the
composition ǫ ◦ NrdD/K is trivial on E
× · O×D ⊃ π
Z · O×D. Thus by the construction of ηθ,
we have that ηθ is invariant under twisting by ǫ ◦ NrdD/K . ♦
Our work describes a correspondence between L×-characters and D×-representations
given by
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{primitive characters of L×} {irreducible representations of D×}
p-adic DL
θ ηθ := H•(X˜,Qℓ)[θ]
By Remark 7.3, we see that ηθ ∈ A
′ǫ
K(n). In Theorem 7.5, we prove that this correspondence
matches the composition of the previous three, therefore giving a geometric realization of
the Jacquet–Langlands correspondence.
Remark 7.4. The construction of the local Langlands and Jacquet–Langlands correspon-
dences was already known. See, for example, [H93]. Recent work of Boyarchenko and
Weinstein (see [BW13]) gives a partially geometric construction of these correspondences
using the representations Hn−1c (X2,Qℓ)[ψ] of U
n,q
2 (Fqn). Note that in [BW14] and [BW13],
the scheme X2 is denoted by X and the group U
n,q
2 (Fqn) is denoted by U
n,q(Fqn). The
following theorem shows that Deligne–Lusztig constructions for division algebras give a
geometric realization of the Jacquet–Langlands correspondence. ♦
Theorem 7.5. Let θ : L× → Q
×
ℓ be a primitive character of level h and let ρθ be the
D×-representation corresponding to θ under the local Langlands and Jacquet–Langlands
correspondences. Then Hi(X˜,Qℓ)[θ] = 0 if i 6= (n− 1)(h − k)
+ and
H(n−1)(h−k)+(X˜,Qℓ)[θ] ∼= ρθ.
Proof. By Proposition 1.5(b) of [BW13], we just need to show that ηθ := H(n−1)(h−k)+(X˜,Qℓ)[θ]
satisfies the following two properties:
(i) For any character ǫ of K× whose kernel is equal to the image of the norm map
NL/K : L
× → K×, we have ηθ ∼= ηθ ⊗ (ǫ ◦ NrdD/K).
(ii) There exists a constant c such that tr ηθ(x) = c ·
∑
γ∈Gal(L/K) θ
γ(x) for each very
regular element x ∈ O×L .
Since L/K is unramified, the restriction of ǫ to O×K is trivial, and thus the composition
ǫ ◦ NrdD/K is trivial on L
× · O×D ⊃ π
Z · O×D. Thus by construction, ηθ is invariant under
twisting by η ◦ NrdD/K . This proves (i).
We now prove (ii). By the construction of ηθ, since π
Z · OD = L
× · U1D, we have
tr ηθ(x) =
∑
g∈D×/L×·U1D
gxg−1∈L×·U1D
tr η′θ(gxg
−1).
Now let x ∈ O×L be very regular. By Proposition 6.2, η
◦
θ(x) = (−1)
(n−1)(h−k)+θ(x). By
Lemma 5.1(b) of [BW13], if g ∈ D× is such that gxg−1 ∈ L× ·U1D, then g ∈ ND×(L
×) ·U1D,
where N×D (L
×) is the normalizer of L× in D×. Therefore
tr ηθ(x) =
∑
g∈ND×(L
×)·U1D/L
×·U1D
tr η′θ(gxg
−1) =
∑
g
tr(η◦θ (gxg
−1))
=
∑
g
(−1)(n−1)(h−k)
+
θ(gxg−1) = (−1)(n−1)(h−k)
+
·
∑
γ∈Gal(L/K)
θγ(x). 
Corollary 7.6. Let D and D′ be division algebras of rank n and let X and X ′ be their
corresponding Deligne–Lusztig constructions. For any primitive character θ : L → Q
×
ℓ ,
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the Jacquet–Langlands transfer of H(n−1)(h−k)+(X)[θ] is isomorphic to H(n−1)(h−k′)(X)[θ],
where k/n and k′/n are the Hasse invariants of D and D′.
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