Abstract
Introduction
3D meshes are used for a variety of applications in entertainment, e-commerce, CAD and medicine. For Internetbased applications, where bandwidth is at a premium, efficient coding of the content is crucial. This content consists primarily of the connectivity data of the mesh, and the geometry of the vertices. Over the past few years, many algorithms have been described to code both of these components. In particular, a multitude of connectivity coding algorithms have been published. Some of the codes guarantee an upper bound on the size of the code, which is traditionally measured in bits per vertex (bpv). For manifold triangle meshes, Turan [1] established 12 bpv, Keeler and Westbrook [2] 4.6 bpv, Rossignac [3] 4 bpv, King and Rossignac [4] 3.67 bpv and Gumhold [5] 3.552 bpv. For the more general manifold polygon meshes, where performance is measured in bits per edge (bpe), Keeler and Westbrook [2] achieved 18 bpe and Chuang et al. [6] 2.377 bpe.
The triangle mesh compression code of Touma and Gotsman [7] , (also known as the TG coder), does not provide an upper bound on the code length, and, in fact, for pathological connectivities, this can be arbitrarily long. However, for "typical" triangulations drawn from a "natural" distribution favoring the more regular meshes found in practice in manifold 3D mesh data sets, the TG code actually achieves a very good average length (1.8 bpv).
The TG coder performs a conquest of the mesh by starting with an arbitrary triangle -a cut-border of three edges -and extends this cut-border by conquering a new vertex adjacent to the cut-border and one more triangle at a time. The code associated with the new vertex is its valence, called the add operation. Since the cut-border might intersect itself during the conquest, so-called split operations are used by the TG coder to describe this event. The effect of a split operation is to split the cut-border into two, and then conquer these two recursively. In practice, the number of split operations tends to be very small, and the code is dominated by the add operations. This means that the code is essentially a sequence of the valences of all the mesh vertices (in the order prescribed by the mesh conquest). Such a sequence is called a valence sequence for the mesh. For this reason, the TG method is called "valence-based coding". By Euler's formula, the average valence of a triangle mesh is 6, and the valences tend to cluster around this value, hence the more regular meshes will typically have very short codes when entropy coding of the valences is employed.
Khodakovsky et al. [8] and Isenburg [9] described a generalization of the TG coder for general polygon meshes. In their method, the code consists of a vertex valence sequence and the corresponding polygon degree sequence, along with a small number of split operations.
Valence-based coding is widely considered to be the best connectivity coding method available, so an interesting question is whether it can still be improved, or, in other words, how close it is to optimal. This paper explores that question. In the next section we bound from above the average entropy of the distribution of valences in a valence sequence of a triangle mesh, where the average is taken over the class of all triangle meshes, in the limit when the number of vertices tends to infinity. We do something similar for the class of polygon meshes. We show that these average entropies are strictly less than the entropy of the classes of meshes being coded, and draw conclusions. From now on we deal only with meshes that are closed, manifold and genus-0.
Triangle Meshes
The class of triangle meshes is equivalent to the class of planar triangulations with a boundary of size 3. In 1962, Tutte [10] showed that the size of this class on n vertices is bpv for large n. This is a lower bound on the average length of any connectivity code for the class of closed manifold triangle meshes, and we call it the Tutte entropy: E Tutte = Entropy(triangle meshes) = 3.245112 . . . bpv
Valence Coding
If E TG is the average code length of the TG coder, then obviously, E Tutte E TG . Note that this does not contradict the 1.8 bpv average quoted in Section 1 for the TG coder. This is because the Tutte entropy is based on the assumption of a uniform distribution on all possible triangle meshes, even pathological ones, whereas the performance of 1.8 bpv for the TG coder was measured on just a "natural" subset of the meshes, which turns out to be more amenable to valence coding.
The TG code for triangle meshes consists primarily of a valence sequence and a small number of other symbols. We now bound the average entropy of the valence sequence portion of the code, denoted by E val . The average is taken over all meshes in the class. Obviously, E val E TG . Denote by p i the relative frequency of valence i among the vertices of all triangle meshes on n vertices. An analysis of Litskovets [11] , based on results of Bender and Wormald [12] , shows that, as n goes to infinity
which, asymptotically, for large i, is These results are consistent with calculations performed by Alliez and Desbrun [13] , who proved the weaker bound E val E Tutte , without calculating E val explicitly.
Optimality
The results of Section 2.1 indicate that a triangle mesh cannot be coded using only the valence sequence, as this would imply that E val E Tutte , which is false. This is not surprising, as valence coding requires additional (split) operations, and Isenburg [9] has shown that it is impossible to do without these operations. It has been empirically observed that the number of split operations is very small, and Alliez and Desbrun [13] describe an optimization of the basic TG algorithm which reduces the number of split operations even further. Despite this, the only way to explain the positive gap between E Tutte and E val is if valence coding requires a linear number (in the number of vertices) of split operations, namely E TG = E val + E sp , where E sp > 0 is the entropy due to the splits. However, there is no way to tell whether E sp = E Tutte − E val , so E TG may satisfy E TG > E Tutte , meaning that the TG coder (or its variants) might not be optimal.
Polygon Meshes
We perform calculations similar to those of Section 2 for the non-triangular case. It is more convenient to measure the coding efficiency for arbitrary polygon meshes in bits per edge (bpe), as opposed to bits per vertex. Tutte [14] so the entropy of the connectivity information of a random polygon mesh is log 2 4 bpe. We call this the Tutte entropy for polygon meshes.
E Tutte = Entropy(polygon meshes) = 2.000000 . . . bpe A number of works have addressed the problem of coding general polygon meshes (e.g. [15, 16] ). Khodakovsky et al. [8] showed that the TG triangle mesh code may be generalized to general polygon meshes by also coding a face degree sequence, which is just a valence sequence of the dual mesh. Here again split operations are needed, so the obvious E val E K and E Tutte E K hold. Here E val is the average entropy of the distribution of valences in the mesh valence sequences, the average taken over all meshes. E K is the entropy of the codes generated by the algorithm of Khodakovsky et al. Khodakovsky et al. showed that also for the polygonal case, E val E Tutte .
We now show, similarly to the triangular case, that E val < E Tutte by computing the analogous E all−val explicitly. Random polygon meshes in the limit, as the number of vertices tends to infinity were treated by Bender and Canfield [17] . There is no closed form for the valence frequencies q i . It is known that q i = 4r i−1 /i, where r i are the coefficients of the following generating function:
The various r i can be evaluated by derivatives of this generating function at t = 0, yielding q 1 = q 2 = 0, q 3 = 243/500 = 0.486, q 4 = 6561/25000 = 0.2624, q 5 = 162567/1250000 = 0.1301 . . ., q 6 = 0.0630 . . ., q 7 = 0.0303 . . . and asymptotically, for large i,
Here we have
and an entropy of 1.998832 . . . bpv. Since the entropy of this sequence and its dual are equal, the total entropy of both sequences is double this. But for this class of meshes whose number of edges is double the number of vertices, the entropy is E all−val = Entropy(all poly mesh valences) = 1.998832 . . . bpe Again, the concavity of the entropy function implies E val E all−val . Hence E val < E Tutte and E val < E K . Similarly to the arguments of Section 2.2, there is no way to contradict E K > E Tutte , meaning that valence coding of polygonal meshes might not be optimal.
Conclusion
The fact that the entropy of the valence and degree sequences for triangle and polygon meshes is strictly less than the respective Tutte entropy of these classes indicates that some of the bits (per vertex) in the valence-based connectivity code must be due to the split operations (or some other essential piece of information). In other words, the number of split operations in the code is linear in the size of the mesh, albeit with a very small constant. This means that the empirical observation [8, 13] that the number of split operations is negligible is incorrect, and is probably due to the experiments being performed on a small subset of relatively "well-behaved" mesh connectivities. At present we have no way of bounding this number, meaning that even if the coding algorithms minimizes the number of split operations, there is no way for us to eliminate the possibility that the size of the code may actually exceed the Tutte entropy (due to these split operations). The question of the optimality of valence-based coding of 3D meshes will remain open until more concrete information on the expected number of split operations incurred during the mesh conquest is available. We do believe, nonetheless, that even if valence-based coding is not optimal, it is probably not far from this.
