In the last few years diode array spectroradiometers have become useful complements to traditional scanning instruments when measuring visible and ultraviolet solar radiation incident on the ground. This study describes the application of such an instrument to the problem of measuring the radiation scattered by different cloud-types in a laboratory environment. Details of how the instrument is incorporated into the experimental set-up are given together with the development of the system as a whole. The capability to measure a full spectrum for each scattering angle is an undoubted advantage, although the limited sensitivity impacts on the usefulness for optically thin clouds. Nevertheless example results are presented: (1) scattering phase functions at a range of wavelengths recorded simultaneously for water clouds, showing spectral deviation at the rainbow angle and verification of Mie theory; (2) likewise for mixed phase clouds, with evidence of both halo and rainbow features in a single scattering function; and, (3) detail of the forward scattering region in a glaciated cloud showing a barely perceptible halo feature, with implications for the small-scale structure of the ice crystals produced.
Introduction
Clouds are without doubt the most important regulators of radiation in the atmosphere, and thus a reliable treatment of scattering is required in many areas. Although single scattering numerical schemes are available they are often too computationally intensive to be included as a component part of a large model, such as a NWP model. To improve the accuracy and range of forecasts an appropriate simplification should be incorporated into the code. Typically this is done without any spectral dependence and with limited modelling Correspondence to: A. R. D. Smedley (andrew.smedley@manchester.ac.uk) of the different cloud types (Goody and Yung, 1995) . Specialist radiative schemes, including those that are chemically based, similarly rely on scattering processes, as the location and cloud microphysics determine the actinic flux received throughout the atmosphere (Webb et al., 2002) . However oversimplification of the complex microphysics and the single scattering process can have a large impact on the validity of such models; likewise much emphasis needs to be placed on ensuring that improved radiation treatments are no more numerically intensive, yet provide a significant step-up in the accuracy of bulk radiative properties for typical clouds at a wide range of wavelengths. Experimental evidence is pivotal in selecting the optimum simplification for all these cases, as well as to verify new single scattering predictions for increasingly complex and realistic cloud particles.
In a related vein, atmospheric remote sensing relies upon a knowledge of scattering processes for retrieval of cloud locations, types and composition, amongst other atmospheric variables. This is so whether the instrument is space or ground-based, active or passive in nature (for example Chepfer et al., 2001; Donovan et al., 2001) . Satellite remote measurements of environmental and geophysical variables must also deal accurately with the cloud-radiation interaction. Many of these applications require the wavelength dependent aspect of scattering to be properly constrained for accurate data retrieval.
Furthermore spectral scattering by cloud types has a number of immediate implications for human activities. First there are notable biological effects that depend primarily on the intensity and wavelength of radiation incident at ground level. Not least amongst these is an increase in the incidence of skin melanoma in Europe, both malignant and nonmalignant, a primary risk factor being exposure to ultraviolet radiation (for example, de Guijl, 1999) . Additionally the ultraviolet and visible ranges of the solar spectrum are of critical importance for the wider biosphere, both for crop production and unmanaged ecosystems.
Published by Copernicus Publications on behalf of the European Geosciences Union. Lastly an improved understanding of the scattering process can be useful as a counterpoint to its role in future global warming scenarios. In many regions of the world an integrated approach towards renewable energy is most favourable, with wind turbines and solar panels providing differing proportions of the power requirements depending on the prevailing weather conditions. The solar PV cell industry is still largely in its infancy, with the power output of different devices being related to both the wavelength and angle of incidence of radiation on an individual basis (for example, Parretta et al., 1999) . Hence analysis of a site's climatology can allow appropriate device characteristics to be selected, optimising future power output. Spectral scattering will also play an important role in predicting the day to day contribution to a region's energy requirements.
Previous laboratory scattering studies have typically used lasers as the light source, and although this provides an intense highly collimated beam, it limits results to a sole wavelength (for example Sassen and Liou, 1979 and more recently Rimmer and Saunders, 1997) . Ideally multiple wavelengths would be scattered and recorded separately in a single instance. Diode array spectroradiometers (DASR) have already been used to this end in ground and aircraft based radiation measurements Kylling et al., 2005; Jakel et al., 2007) ; here their application to the problem of single scattering by various cloud types will be described, together with some example results. Further details are available in Smedley (2003) .
Experimental set-up
In order to measure the spectral scattering properties of various cloud types in a laboratory scenario a number of component parts must be realised and controlled. These are: containment and control of the cloud produced; determination of the cloud's physical properties; a stable, collimated light source; and the ability to measure the scattered radiation at a number of different angles with respect to the incoming beam.
Cloud chamber and production
The cloud chamber used in this study has previously been used in other cloud microphysical investigations, as has the scattering chamber and 2-D probe (Rimmer and Saunders, 1997; Saunders and Rimmer, 1999) . The cloud chamber is housed within a walk-in cold room of internal dimensions approximately 2 m×2 m×2 m. The walls are 0.2 m thick and insulated, entry being by a double door airlock. The cloud chamber itself is 1.22 m×1.17 m in area, with a height of 0.90 m; the base is raised 0.9 m above the cold room floor. Scattering of radiation occurs within a cylindrical chamber of diameter 450 mm located on the base of the cloud chamber. All internal cloud chamber surfaces are painted matt black to minimise reflections.
Thermostatic control allows the temperature of the cold room to be reduced to −40 • C; the actual temperature within the cloud chamber is measured by 8 calibrated K-type thermocouples, cold junction compensated on a controlling board, and each with a resulting resolution of 0.2 • C. The standard deviation of each thermocouple in the range 0 to −20 • C is 0.9 • C with a time response to step changes of 12 s.
Water vapour is produced by a applying a variable voltage to a steam generator located beneath the cloud chamber. As the steam enters the cloud chamber it condenses, the temperature and time spent by individual cloud particles within the chamber determining the microphysical properties. The addition of an external vacuum pump enables the cloud environment to be held in a steady state for a longer period of time than otherwise would be feasible; additionally it provides a flow of air from the main cloud producing part of the cloud chamber, down through the scattering chamber, and past the 2-D probe detection region, before exiting the cold room.
Nucleation of the vapour injected into the cloud chamber can be achieved in one of two main ways: one is the addition of a refrigerating catalyst (often achieved by inserting a LN 2 cooled metal rod into the supercooled cloud), another is the "pop-gun" method where sudden adiabatic expansion of moist air creates many small ice crystals. Both are essentially "one-shot" methods and therefore do not help to sustain a controlled steady-state particle size distribution. The latter method, however, has been adapted to create a continuous nucleation method for ice and mixed phase clouds, as in Rimmer and Saunders (1997) . To achieve this, compressed air is supplied at 2 to 3 bar to a solenoid valve located within the cloud chamber. An electrical pulse circuit allows ∼10 ms pulses of compressed air to be released every few seconds from the valve. Pulse length and frequency are adjustable enabling cloud conditions to be stabilised for up to 10 min. For further details on nucleation methods see Sect. 3.4.
Measurement of cloud physical properties
To size and identify cloud particles an optical array twodimensional greyscale probe (model number: OAP-2D-GA2) provided by Particle Measuring Systems Inc. is placed beneath an aperture of diameter 150 mm in the base of the scattering chamber. A downward draft from the vacuum pump draws cloud particles between the 2-D probe tips and through the laser beam sample volume. Each particle causes a shadow to be cast on a 64 element photodiode array. The degree of shadowing is encoded as a two-bit digital signal with three levels of shadow termed min, mid and max equating to 25 to 50%, 50 to 75% and greater than 75% shadowing. Imaging occurs between the probe tips at an effective resolution of 10 µm, with a maximum particle width of 620 µm. The instantaneous conditions of all 64 photodiodes together form a horizontal image slice; these are recorded at a rate proportional to the vertical component of the particles' velocity to form complete 2-D images.
Ordinarily the slice rate must be set such that an image exhibits the same aspect ratio as the particle that formed it. An anemometer connected to the purge air tube allowed the slice rate to be set thus, once corrected for losses and the ratio of the tube cross-section at both points.
In the case of droplets, the method of "oversampling" was used to determine the particle size distribution (Smedley et al 2003) . This essentially follows Reuter and Bakan (1998) where a linear fit is obtained between the particle diameter (estimated from the total number of shadowed image pixels) and the proportion of min shadowed pixels. Fundamentally however the slice rate is increased by a factor of 10, thereby stretching the droplet image to an ellipse. The primary advantage is that the number of pixels is greatly increased allowing the method to size particles down to 7 µm. The increase in size of the diffraction image as the particle moves away from the object plane is intrinsically taken into account.
In the case of ice crystals, oversampling offers no benefits and the slice rate is set to preserve the aspect ratio of cloud particles. This allows crystal habits to be identified more easily, more so as the temperature and nucleation of each cloud sample is controlled; crystals are then sized. For both droplets and crystals, to derive the particle size distribution, the particle count is correctly adjusted for the sample area which is particle size dependent, together with the probe busy rate.
Illumination of the cloud sample
An ozone-free 1000 W Xenon arc lamp (Oriel Instruments, CT) is used to illuminate the cloud formed within the chamber. It is powered by a constant wattage arc lamp supply which maintains the idealised power output to within 2%, once thermal equilibrium has been achieved. This was found to require at least 30 min, and hence this time was allowed between ignition of the lamp and the taking of measurements. To mitigate against any extra instability, as seen by Bolsee et al. (2000) , the scattered spectrum is normalised by the direct beam spectrum for each cloud sample.
The lamp is contained within a force-ventilated safety housing located adjacent to the cold room. In the housing resides an integrated F/1 UV grade fused silica condenser assembly on one side of the lamp and a spherical mirror on the other, to increase the output beam intensity by 60%. The condenser assembly and spherical mirror are used to collimate the beam before it passes into a water filter. The water filter is filled with distilled water and cooled by pumping tap water through its external chamber. It serves to remove infrared wavelengths, thus protecting other optical components and also eliminating an unwanted cause of evaporation or sublimation of cloud particles as they pass through the beam.
Next the collimated beam passes through a 320 nm highpass step filter to protect the liquid light guide (LLG) from the shortest UV wavelengths. It is then focused onto the entrance of the LLG which directs the beam towards the outer edge of the scattering chamber. The LLG is a flexible tube 1 m in length, with a diameter of 5 mm, containing a transmissive liquid sealed by stainless steel tubing and quartz windows at both ends. It has advantages over traditional fibres with a high acceptance angle of 72 • , higher UV transmittance and does not suffer from fibre breakage. However the liquid does freeze at −5 • C and therefore the portion within the cold room is heated to prevent this.
At the exit port of the LLG is attached a 38 mm diameter F/2 fused silica lens assembly to collimate the output. A thin aperture stop with a diameter of 1.33 mm has been inserted against the window of the LLG to limit the maximum divergence of the beam to 0.50 • . The optical axis of the collimated beam is then aligned with the axis of the entrance and exit ports of the scattering chamber, by positioning the marginal radiance distribution of the beam symmetrically on both.
The useful beam power delivered to the scattering chamber, however, is a small fraction of that developed by the arc lamp. Collimating the beam, selecting UV and visible wavelengths, and reducing the divergence all contribute so that only 5 W is directed into the scattering chamber.
Measurement of the scattered radiation
In order to measure the scattered radiation a DASR is used. This is a relatively new method of capturing spectral data. It does have limitations compared to scanning spectroradiometers: a relatively poor dynamic range and lower sensitivity at UV wavelengths. In our case though the advantage of being able to record a full spectrum within ∼1 s outweighed these, allowing scattering data for a cloud to be recorded within less than 10 min. The difficulties of cloud reproducibility precludes using a scanning spectroradiometer for more than a couple of wavelengths; likewise illuminating the cloud with monochromatic radiation and recording with a broadband detector is not a realistic option.
The DASR consists of a pair of monolithic monochromators each with fixed concave imaging gratings contained within a single 19 inch-rack mountable unit. The diffracted spectra are incident upon two separate linear diode arrays; these are recorded as counts and output, via the accompanying electronics and an RS232 connection, to a PC.
Each spectrometer exhibits a drift in wavelength alignment of <0.05 nm/K to temperature changes and integration times that can be set between 50 and 5000 ms. The 512 pixel diode arrays have a spectral resolution of 0.82 nm (equivalent interpixel distance), FWHM of 2.1 nm and a wavelength range of 280 to 700 nm. Counts are recorded in 16-bit precision, recording up to 64 000 for each pixel. The optical input to each spectrometer is by way of 4 m long 0.5 mm diameter quartz optical fibres. The detection optics for the first monochromator, channel A, consists of a sealed lens assembly containing a 38 mm diameter 69.3 mm focal length plano-convex lens. This is positioned so that the lens focal point is positioned centrally, and normally to the optical fibre input. The lens assembly is secured to a rotating disc within the scattering chamber, facing towards the axis of rotation and level with the incoming beam (Fig. 1a) . To prevent frost or condensation build-up on the face of the lens, the assembly is heated and wrapped in insulating material. Due to the low dynamic range of the instrument, when measuring the forward scattering region the aperture of the receiving optics was reduced by a factor of 1100.
The route taken by the optical fibre is chosen carefully so that as the scattering disc rotates to measure radiation scattered at the full range of angles (each step equates to an angular movement of 0.094 • ), there will be minimal change in the degree of bending. Additionally each section of the optical fibre only experiences either torsional forces or bending about an axis perpendicular to its own. To this end the fibre passes through the cold room wall and enters the scattering chamber from beneath, to one side of the 2-D probe tips; here it executes a 180 • turn to enter the rear of the lens assembly.
The optical fibre connected to channel B of the DASR similarly passes into the cloud chamber, but enters through a port in the side. The end is positioned to face precisely along the optical axis of the incoming beam, allowing the direct beam to be monitored at all times when the channel A lens assembly is at scattering angles greater than 30 • .
It is not necessary to calibrate the intensity response of the DASR as all scattered radiation spectra will be normalised by the direct, unscattered, beam. However the wavelength calibration must be determined and the dark and stray light signal subtracted. The wavelength calibration is carried out by fitting a quadratic function to the peak of each of the seven most prominent emission lines emitted by a Hg pencil lamp (Oriel model 6035). A fourth order polynomial fit was then produced between the fractional pixel number of each line and the idealised wavelengths as measured by Sansonetti et al. (1996) , and applied to the whole array. In two cases where the DASR was unable to resolve a multiplet, the weighted mean position was found from the relative intensity values supplied by Sansonetti et al. (1996) .
The mean dark signal of 5 scans was recorded immediately before and after the scattering measurement and at the same integration time, and subtracted from each spectrum, ensuring that the DASR temperature remained stable. This allows signals to be recorded for the full range of wavelengths detectable by the DASR. To test for stray light a series of highpass step filters was inserted between the direct beam and the detection optics; this showed that there are no multiple order or stray light effects at the level of 10 −4 of the primary signal.
Results

Analysis of measured spectra
In order to compare the experimentally found scattering functions with those predicted from Mie Theory and ray tracing, it is necessary to convert these into comparable forms. Once normalised by the direct beam, the measured scattering spectra must be corrected for the "scattering volume", and integrated as appropriate over wavelength.
In the first instance the theoretical calculation of the scattering matrix, S, and hence the scattering phase functions, P ij , apply to single particles. Integration over a range of particle sizes is of course possible, but the scattering that occurs is assumed to be per unit volume. This is not the case here where the intensity is additionally dependent upon the intersection volume of the incoming beam and the scattered beam. This angle-dependent volume is hereinafter referred to as the scattering volume.
It will be noted that a simple exact solution for the scattering volume would only obtainable when both beams are of the same radius and collimated. As differing radii are involved the result involves elliptic functions. Therefore the most efficient method was that of a simple numerical model whereby elements in a 3-D matrix, each representing a cube of side 1mm, were counted if they fell within the surfaces delimiting the scattering volume. These were principally the outer surface of the diverging incoming beam, and of the field of view of the receiving optics, but additionally, for scattering angles close to 0 • and 180 • , the scattering chamber itself, the front face of the receiving optics, plus occlusion by the receiving optics housing.
The effect of beam divergence upon the scattering volume was also incorporated into this model, with the crosssectional intensity of the incoming beam being approximated well by a trapezium. Conservation of energy is then used to find the appropriate weighting for each pixel, both as a function of distance along the optical axis and perpendicular distance, and then applied for both the incoming beam and the receiving optics. This process produces the scattering volume as a function of scattering angle for both the normal and reduced aperture cases.
In order to increase the signal to noise ratio (SNR) for side scattering, six wavebands were chosen such that the total intensity in the incoming beam for each waveband would be approximately equal. The intensity-weighted centre wavelengths thus found are: 340, 395, 444, 483, 540 and 624 nm; the first two falling into the UVA band and the remainder into the visible: violet, blue, green and red respectively.
The final stage in determining the measurable element of P ij , the P 11 phase function, from raw data is to consider the effect of multiply scattered and non-scattered contribution to the measured signal. Typical total number concentrations are at most 300 cm −3 , with a scattering cross-section of 100 µm 2 and path length of 300 mm. Combining these results in an optical depth of τ ∼0.01, and hence multiply-scattered contribution of 1% -thus no attempt is made to remove any multiply scattered component. The unscattered component, however, must be removed from the total measured signal and this is done by forming the ratio of the scattered to total intensity in terms of microphysical and optical parameters, the latter determined largely from theory.
Theoretical calculations
Theoretical predictions of the scattering intensity were found from a combination of Mie Theory, for water droplets, and ray tracing, for ice particles; all code being written in MatLab.
The code for Mie calculations was transcribed from Bohren and Huffman's (1983) fortran 77 code, and subsequently vectorised. Values for the scattering efficiency and coefficients were fully verified against Boll et al. (1958) for a range of size parameters between 1 and 100 and refractive indices between 0.60 and 0.90. The form of phase functions were similarly checked against values on http://omlc.ogi.edu/ calc/mie calc.html. When integrating across the particle size distribution (PSD), n(r), rather than give equal consideration to all droplet radii, r, 200 intervals were chosen such that n(r). r was constant, thus reducing computing time while maintaining accuracy.
The ray tracing code follows Macke (1993) and Rockwitz (1989) . The principal dimension of a crystal is determined from 2-D probe measurements, with the secondary dimension calculated according to relations in Pruppacher and Klett (1997, p. 51) . The crystal is orientated so that a realistic range of incoming ray angles is simulated. For crystals with a longest dimension, l, less than a lower threshold, l 1 , it is assumed that all elevations between 0 and π/2 are equally likely; for crystals with l>l 2 , an upper threshold, the range of elevations is set to 0 to 0.05 radians to simulate the natural variability. For crystals where l 1 <l<l 2 the upper angular limit is taken to be a linear function of l. The limits have been set as follows, for plates [l 1 , l 2 ] = [10 µm, 80 µm], and for columns [l 1 , l 2 ] = [3 µm, 9 µm]. These reflect the greater stability of columnar crystals, as implied from their drag coefficients, themselves proportional to the crystals' equatorial area normal to the flow direction (Pruppacher and Klett 1997, 421-433) .
In total 250 000 individual rays are traced within the crystal until the intensity is less than 10 −5 of its initial value, spread over a range of orientations and impacting across the surface of the crystal. The scattered rays are added to the diffracted component and normalised to 4π over the complete sphere, before obtaining P 11 in the horizontal plane. Values calculated for single crystals are comparable to those found in Rockwitz, but without the artificial peaks at intervals of 6 • . Subsequently the phase functions are weighted according to the measured PSD.
In all calculations the real parts of the refractive indices for water are found from the relation in Djurisic and Stanic (1999) , making use of the temperature and wavelength dependence; the imaginary component is taken from Hale and Querry (1973) . At the wavelengths under investigation the refractive index of ice is independent of temperature, and both real and imaginary values are taken from Warren (1984) .
Calculations for both water droplets and ice particles were carried out for the six intensity-weighted wavelengths noted above.
Discussion and further analysis: water clouds
A wide range of environmental settings (steam generator voltage, purge velocity and temperature) were chosen in order to produce water clouds of varied microphysical properties. Initial tests of the system indicated that the primary difficulty encountered was a low scattered signal. To ameliorate this a number of steps were taken: the cold room temperature was reduced below freezing even for liquid phase runs thus increasing the total number concentration; the integration time was increased to its maximum of 5000 ms; and, the DASR itself was moved within the coldroom. This last measure reduced its operating temperature and hence the magnitude and standard deviation of the dark signal, although the instrument was held at a temperature several degrees above the main coldroom temperature in order to minimise the risk of condensation. The cumulative effect of these steps was to increase the sensitivity of the system by approximately an order of magnitude. Making these improvements, the environmental settings that produced the most varied PSDs were selected for a second generation of water clouds, albeit with the temperature reduced in each case by 15 • C. Two sample PSDs are shown, in Figs. 2 and 3.
It can be seen that these PSDs generally exhibit a similar form, that is, reducing in an exponential manner. Closer inspection shows that cloud 14 adheres to this form more closely while cloud 17 appears to have a maximum at 7 µm; the latter also has a much smaller total number concentration: 475 cm −3 for cloud 14, but only 43.0 cm −3 for cloud 17.
The issue of droplet sizes below the 7 µm measurement threshold of the 2-D probe is also considered. Four simplistic forms were proposed for the PSD between 0 and 7 µm:
(1) no droplets of diameter less than 7 µm (2) the value at 7 µm is the peak and the PSD reduces to zero at 0 µm in an exponential fashion (3) the distribution is flat from 0 to 7 µm, with a value equal to that at 7 µm, and (4) the PSD continues to increase towards small particle diameter at the same ex- ponential rate. These options cover most possible forms that could exist, assuming a singly peaked PSD, noting that (2) bears most resemblance to natural cloud PSDs (Tampieri and Tomasi, 1976) . For each option the extrapolated PSD was used as an input to Mie Theory and the resulting phase functions compared with those measured. It was expected that the relative magnitude of the forward scattered peak would be a principle indicator in deciding which form the PSD took. However difficulties with the smooth motion of the scattering disc at lower temperatures have caused a slight misalignment of the collector lens thus shutting off this avenue: in many cases the measured forward scattering is less than that at 1 • as can be seen in Figs. 4 and 5. Therefore the shape of the remainder of the phase function was used, noting that an increasing proportion of small particles has several effects: the diffraction peak, as well as reducing in height, broadens; the second minimum moves to greater angles and rises; both primary and secondary rainbow peaks become less defined both angularly and spectrally. Using these features the best fit found was (4), which from direct extrapolation of the PSD is to be expected, particularly that in Fig. 2 ; this shows the cloud production method results in markedly different PSDs than occur naturally, being more like that of a contrail in form (Goodman et al., 1998) . Due to the misalignment of the forward scattering peak, it was necessary to match the measured phase functions to the theoretical values over the range 20 • to 60 • , and comparisons of these phase functions for the PSDs in Figs. 2 and 3 are shown in Figs. 4 and 5 .
It is apparent in cloud 14 that the measured phase function matches that predicted by Mie Theory for all wavelengths in general form. The marked increase at 1 • of the measured value over the theoretical value can be reconciled with the slight misalignment of the collector lens. The noise observed at the minimum is to be expected from spectra where the SNR was typically 1:50 for an individual pixel of the DASR. A greater disparity is seen at 160 • due to dwindling signal as the scattering volume reduces to zero. The effects of low signal can also be seen at a scattering angle of 13 • where the signal from the full beam was saturated and the low signal was taken from reduced aperture measurements. For the angular range 0 • to 13 • the error bars are approximately 30, in P 11 units, and two orders of magnitude less over the remainder of the phase function. Nonetheless the enhanced scattering at longer wavelengths at 10 • is observed, as is the predicted spectral variation in the cloudbow region. Considering the range of values that have been measured covers seven orders of magnitude, the closeness of fit is very good, once account is taken of the small diameter region of the PSD.
In water cloud 17 the same form for the extrapolation of the PSD has been used for the theoretical prediction and matching over scattering angles of 20 • to 60 • has been carried out. As before a good fit is found for all scattering angles >24 • including some indication of the spectral nature at the 138 • rainbow angle, within the errors mentioned previously.
However, there is a marked deviation in the measured signal of an order of magnitude over the range 2 • to 24 • . This deviation is an increase and thus not due to a loss of signal in the system. Multiple scattering has been considered earlier, and especially for cloud 17 due to its low optical thickness, has been ruled out.
One avenue lies in the assumption that the PSD is representative of the cloud in the whole scattering chamber, and at a minimum, the scattering volume. In tests some inhomogeneity has been observed by eye, mainly due to light air flows through the port through which the incident beam enters. This has been minimised by placing the collimating lens assembly in close proximity to the port and sealing the surrounding volume. Making the reasonable assumption that air is drawn down the purge pipe equally from all of the scattering chamber, then for such a signal to be observed would place strong and improbable restrictions upon the symmetry of N 0 (the total number concentration) fluctuations.
The most likely cause for the observed increase is condensation on the focusing lens. Although none was observed and regular cleaning imposed and the assembly heated on its curved surface, the possibility remains that a small number of droplets could have formed during the initiation period of the cloud. A covering of even ∼1% of the lens surface area would leave the remainder of the signal unaffected, but at scattering angles where the focusing lens was still illuminated by the proceeding beam, condensation droplets could redirect part of this beam into the field of view of the detection optics providing a significant enhancement. This process could operate in the present instance for scattering angles up to 11 • ; a similar mechanism on the inner curved surface of the cylindrical lens housing, grooved with a screw thread and extending in front of the lens, would operate for scattering angles up to 22 • . It is clear that Fig. 5 corroborates this explanation.
Discussion and further analysis: ice and mixed phase clouds
Turning the experimental set-up to investigate scattering by mixed phase and ice clouds was more problematic. It was anticipated that the production of stable, reproducible PSDs for these cloud types would be more difficult and thus the aim was to create ice clouds in the first instance; a large proportion of water droplets would denote a mixed phase cloud. All glaciated clouds were produced at −15 • C to maximise the growth of ice particles by utilising the maximum in the absolute vapour pressure. No 2-D probe oversampling was implemented so as to preserve the aspect ratio of crystal images. In order to size crystals it was decided to follow a simplistic method of measuring the maximum linear dimension. Although this does not take account of the effects of diffraction or non-normal crystal orientation (which introduces a reduction of up to 30% for plates), these two factors oppose one another to some extent and thus smooth the true PSD rather than introducing a bias in either direction.
It was assumed that smallest cloud particle images were either water droplets or ice spheres and therefore sized as the diameter of the circle with an equivalent area. Those greater than 25 µm were assumed to be ice crystals, with the habit confirmed by manual observation of the largest crystals. The 25 µm threshold was derived from earlier water PSDs and confirmed as the point where the PSD reduces most rapidly. The presence of ice crystals was additionally confirmed by the amount of scintillation visible.
A wide gamut of experimental settings was tested, including those of Rimmer and Saunders (1997) . Greater variability was seen in the PSDs between individual clouds and over the course of a single cloud's lifetime and invariably the cloud microphysics was dominated by water. To circumvent this, the "pop-gun" solenoid was replaced with a short section of rubber tube which was restricted with a screw clamp. Judicious setting of the clamp allowed the air flow to be greater and without pulsing, retaining significant adiabatic cooling. The result was significant and more sustained nucleation. The PSD shown in Fig. 6 from mixed cloud 3 is typical of those produced. A large peak of water droplets at 10 to 20 µm, followed by a drop of an order of magnitude or two, before a plateau of hexagonal plates is seen out to a maximum dimension of approximately 150 µm. Despite the improvement in the nucleation method, it can be seen that there is a great deal more fluctuation between samples than for water clouds.
For scattering, however, the most important result is the reduced optical depth. This can be seen in the phase function measured in Fig. 7 , against the theoretical prediction. The low optical depth reduces side scattering signals at angles between 60 • and 135 • ; this is evidenced by the deviation of the measured phase function between wavebands, and from that predicted. Notably the mixed phase cloud shows optical characteristics of both ice and water phase clouds in that there is an indication of both the 22 • halo and 138 • primary rainbow, as expected by Oshchepkov et al (2000) . However the halo feature is much more poorly defined than predicted, perhaps due to the plates having small rimed droplets upon their surface or imperfect symmetry both of which would broaden the peak and lessen its intensity. The rainbow, on the other hand, is enhanced in this example, but this is due to a reduction in the proportion of ice crystals at the end of the sampling period. At the lowest scattering angles the presumed effect of condensation remains an important issue.
When the system was applied to measuring the scattering from fully glaciated clouds, it was found that the total number concentration was lowered again, reducing the side scattering intensity below the threshold for meaningful results. The value of N 0 was, however, reasonable high in comparison to natural clouds: ∼5×10 6 m −3 in the cloud chamber, compared to Dowling and Radke's (1990) value of 3×10 4 m −3 . As such, no meaningful conclusions can be drawn about the full phase function in these cases.
Despite the low SNR and the occurrences of condensation, there remains a region between 20 • and 40 • where reasonable signals can be measured, and also where, for platedominated clouds, 22 • halos should occur. For the following tests scattering measurements were made with the DASR for 5000 ms at each angle from 16.9 • to 33.8 • , at intervals of 0.94 • . The environmental conditions were as in the ice clouds, using the improved nucleation technique. The short timescale over which measurements recorded ensures that the PSD is representative of the particles producing the scattering. A typical PSD is shown in Fig. 8 , with example 2-D probe images from the same cloud in Fig. 9 . It will be noted that, subject to the effects of diffraction and variable orientation, the cloud consists of hexagonal plates. The experimental phase function section is normalised across the measured range to match theoretical predictions. Again in the modelling, the 25 µm threshold assumption is made, whereby the smallest particles are considered spheres and the remainder to be hexagonal plates, as observed. Figure 10 shows an example of the scattering produced. Although there is some evidence of the theoretically predicted spectral variation in the measured phase function, the most important point of note is the lack of any discernable halo feature. There is no sudden increase at 22 • , but instead little more than an inflexion point.
Rather than a deviation from theory per se, the lack of a halo feature is related to the difficulty of observing halos (for example Mishchenko and Macke, 1999) . Although there are a number of possible explanations for this, one most easily ruled out is that the plates produced were too small for the geometric optics approximation to apply: for size parameters of 80 and above, both T-matrix calculations and geometric optics predict a well defined peak (Mishchenko and Macke, 1999) , a range into which all plates larger than 25 µm fall. The most plausible explanation is that mentioned earlier; that is, although plate-like in appearance, many ice crystals will exhibit interfacial angles that deviate from 60 • with small scale defects. Both of these will act to broaden the halo peak and reduce its intensity (Konnen et al., 1994 and Barkey et al., 1999) . Additionally the smallest crystals are likely to be less well formed crystals, being in transition from recently nucleated ice spheroids to fully formed plates. The contributing effects of these entirely possible defects, unobservable with the 2-D probe used, would provide a powerful mechanism for destroying the halo feature, as observed.
It will be noted that previous scattering studies have dealt with the presence of a 22 • halo. The first, Rimmer and Saunders (1997) its vicinity. Four other studies are of note, all recording measurements made in the field with halos resulting from natural clouds. Two of these deal particularly with the polarimetry of halos (Konnen et al., 1994; Konnen and Tinbergen, 1991) , and record a leading edge that is less abrupt than from geometric optics. Digital analysis of a photograph by Lynch and Schwatrz (1985) produced a very similar form for the phase function, although in situ observation by Auriol et al. (2001) with a nephelometer and 2-D probe did not produce the minimum deviation enhancement. The significance of these studies becomes clear when the data collection process is considered. The first three studies measured the halo intensity profile whilst the halo was observable to the naked eye; the last follows the route in the instant study: searching for halos in microphysical conditions that appear conducive to halo formation. Thus instrumentation will record halos when they are apparent to the naked eye and obtains useful intensity profiles, but this method assists less in explaining the microphysical reasons for the relative scarcity of halos. To do this one must make a series of measurements irrespective of any prior knowledge of the halo.
Conclusions
This study has described the incorporation of a DASR instrument into an experimental set-up designed to measure spectral scattering of various cloud types. Previous investigations have typically used a laser and a broadband detector therefore limiting results to a single wavelength. Here the advantages are clearly apparent: multiple wavelengths can be recorded at a single pass removing the need to repeatedly produce clouds with consistent PSDs. In turn no synchronisation is needed between scattering runs and all the illumination can be provided by a single broadband source. This strategy has proved itself in the first verification of Mie Scattering by water droplets at multiple wavelengths and particularly in the ultraviolet. Furthermore, although the mean diameter of droplets is below the threshold for welldefined rainbow colours to be observed, the spectral variation in the rainbow region is obvious.
However as the glaciated fraction in the cloud increases and the optical depth decreases, the poor dynamic range of the instrument proves to be a shortcoming. This was evident during the production of mixed phase clouds in the first case and more so for ice clouds. For mixed clouds it was found still to be possible to record meaningful phase functions over the maximum possible range of scattering angles. It was possible to control the environmental conditions such that the scattering function possessed characteristics of both water (rainbow) and ice (halo) clouds. These were poorly defined though, due to the low scattering intensity and the often-present influence of condensation upon the collection optics.
For ice clouds, despite improvements in the nucleation technique, a reduced optical depth prevented a full phase function from being recorded. In lieu, detail of the halo region was obtained. As in the mixed phase example the halo was much more weakly produced than predicted. The most likely explanation for this had implications that even in a well controlled laboratory environment, the small scale structure of ice crystals can have a major impact on the scattering properties of the cloud as a whole.
