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Convex Chance Constrained Model Predictive Control
Ashkan Jasour and Constantino Lagoa
Abstract
We consider the Chance Constrained Model Predictive Control problem for polynomial systems subject to
disturbances. In this problem, we aim at finding optimal control input for given disturbed dynamical system to
minimize a given cost function subject to probabilistic constraints, over a finite horizon. The control laws provided
have a predefined (low) risk of not reaching the desired target set. Building on the theory of measures and moments,
a sequence of finite semidefinite programmings are provided, whose solution is shown to converge to the optimal
solution of the original problem. Numerical examples are presented to illustrate the computational performance of
the proposed approach.
I. INTRODUCTION
In this paper, we aim at solving chance constrained model predictive control (CCMPC) problems whose objective
is to obtain finite-horizon optimal control of dynamical systems subject to probabilistic constraints. The control
laws provided are designed to have precise bounds on the probability of achieving the desired objectives. More
precisely, consider a polynomial dynamical system subject to external perturbation and assume that the probability
distribution of the disturbances at each time is known. Then, given a desired set defined by polynomial inequalities
and a polynomial cost function defined in terms of states and control input of the system, we aim at designing a
controller to i) minimize the expected value of given cost function over the finite horizon and ii) reach the given
desired set with high probability. For this purpose, at each sampling time we solve a convex optimization problem
that minimizes the expected value of cost function subject to probabilistic constraints over the finite horizon.
Probabilistic formulations of model predictive control such as the one above can be used in different areas to
deal with systems subject to disturbances. A few examples are probabilistic obstacle avoidance in motion planning
of robotic systems under environment uncertainty [8], risk management problem [14] and macroeconomic system
control in the area of economy, finance [12], energy management problems [13] and many other areas that can be
formulated as instances of CCMPC problems. Although in some particular cases chance constraints problems are
convex [15], in general, these problems are not convex. In this paper, using the theory of measures and moments
we provide a semidefinite program whose solution converges to the solution of the CCMPC problem mentioned
above.
A. Previous Work
The MPC method is an optimal control based method, which a finite cost function is optimized at every sampling
time under imposed constraints. At each sampling time, MPC needs to predict the future states of the system over
the finite horizon using the dynamic of the system. To deal with uncertain parameters of the system and disturbance,
several approaches have been proposed.
In ([1], [2]), robust MPC for linear and polynomial systems are proposed where robust constraints are employed.
In this method, MPC is formulated considering the a bundle of trajectories for all possible realizations of the
uncertainty. The robust MPC methods are conservative, due to the requirement of robust feasibility for all disturbance
realizations.
In ([3], [4], [5]), adaptive MPC are provided where neural networks are used to predict the future behavior of
the system. Using the online training algorithm, robustness against changes in the robot parameters is obtained.
In ([7], [8], [9]), to deal with model uncertainty the probabilistic constraints are used. In ([7], [8]) probabilistic
constraints for linear systems are replaced with hard constrained assuming the Gaussian distribution for uncertainty.
In [9], a semialgabriac approximation of the probabilistic constraints are obtained.
In this paper, take a different approach to deal with chance constraints. The proposed method is based on chance
constrained optimization method that we have presented in ([10], [11]). In this method, the relaxed optimization
is provided in measure and moment space. One needs to search for the positive Borel measure on the given
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semialgebraic set, while simultaneously searching for an upper bound probability measure over a simple set
containing the semialgebraic set and restricting the Borel measure.
B. The Sequel
The outline of the paper is as follows: in Section II, the notation adopted in the paper and preliminary results
on measure and moment theory are presented. In Section III, we precisely define the chance constrained MPC
problem. In Sections IV, we provide equivalent infinite dimensional convex problem one measure and in Section
V we provide a semidefinite program on moments to solve obtained convex problem on measures. In Section VI,
some numerical results are presented to illustrate the numerical performance of the proposed approach, and finally,
conclusion is stated in Section VII.
II. NOTATION AND PRELIMINARY RESULTS
Let R[x] be the ring of real polynomials in the variables x ∈ Rn. Given P ∈ R[x], we will represent P as∑
α∈Nn pαx
α using the standard basis {xα}α∈Nn of R[x], and p = {pα}α∈Nn denotes the polynomial coefficients.
We assume that the elements of the coefficient vector p = {pα}α∈Nn are sorted according to grevlex order on the
corresponding monomial exponent α.
Given n and d in N, we define Sn,d :=
(
d+n
n
)
and Nnd := {α ∈ Nn : ‖α‖1 ≤ d}. Let Rd[x] ⊂ R[x] denote the set
of polynomials of degree at most d ∈ N, which is indeed a vector space of dimension Sn,d. Similarly to P ∈ R[x],
given P ∈ Rd[x], p = {pα}α∈Nn
d
is sorted such that Nnd ∋ 0 = α(1) <g . . . <g α(Sn,d), where Sn,d is the number
of components in p.
Let RN denote the vector space of real sequences. Given y = {yα}α∈Nn ⊂ RN, let Ly : R[x] → R be a linear
map defined as ([16], [17])
P 7→ Ly(P) =
∑
α∈Nn
pαyα, where P(x) =
∑
α∈Nn
pαx
α (1)
A sequence y = {yα}α∈Nn ∈ RN is said to have a representing measure, if there exists a finite Borel measure µ
on Rn such that yα =
∫
xαdµ for every α ∈ Nn, ([16], [17]). In this case, y is called the moment sequence of the
measure µ.
Moment Matrix: Given r ≥ 1 and the sequence {yα}α∈Nn , the moment matrix Mr(y) ∈ RSn,r×Sn,r , containing
all the moments up to order 2r, is a symmetric matrix and its (i, j)-th entry is defined as follows ([16], [17]):
Mr(y)(i, j) := Ly
(
xα
(i)+α(j)
)
= yα(i)+α(j) (2)
where 1 ≤ i, j ≤ Sn,r, Nnr ∋ 0 = α(1) <g . . . <g α(Sn,2r) and Sn,2r is the number of moments in Rn up to order
2r. Let BTr =
[
xα
(1)
, . . . , xα
(Sn,r)
]T
denote the vector comprised of the monomial basis of Rr[x]. Note that the
moment matrix can be written as Mr(y) = Ly
(
BrB
T
r
)
; here, the linear map Ly operates componentwise on the
matrix of polynomials, BrBTr . For instance, let r = 2 and n = 2; the moment matrix containing moments up to
order 2r is given as
M2 (y) =


y00 | y10 y01| y20 y11 y02
− − − − − −
y10 | y20 y11| y30 y21 y12
y01 | y11 y02| y21 y12 y03
− − − − − −
y20 | y30 y21| y40 y31 y22
y11 | y21 y12| y31 y22 y13
y02 | y12 y03| y22 y13 y04


(3)
Localizing Matrix: Given a polynomial P ∈ R[x], let p = {pγ}γ∈Nn be its coefficient sequence in standard
monomial basis, i.e., P(x) =
∑
α∈Nn pαx
α
, the (i, j)-th entry of the localizing matrix Mr(y;P) ∈ RSn,r×Sn,r
with respect to y and p is defined as follows ([16], [17]):
Mr(y;P)(i, j) := Ly
(
Pxα
(i)+α(j)
)
=
∑
γ∈Nn
pγyγ+α(i)+α(j) (4)
where, 1 ≤ i, j ≤ Sn,d. Equivalently, Mr(y,P) = Ly
(
PBrB
T
r
)
, where Ly operates componentwise on PBrBTr .
For example, given y = {yα}α∈N2 and the coefficient sequence p = {pα}α∈N2 corresponding to polynomial P ,
P(x1, x2) = bx1 − cx
2
2, (5)
the localizing matrix for r = 1 is formed as follows
M1(y;P) =
[
by10 − cy02 by20 − cy12 by11 − cy03
by20 − cy12 by30 − cy22 by21 − cy13
by11 − cy03 by21 − cy13 by12 − cy04
]
(6)
Let C ⊂ Rn, Σ(C) denotes the Borel σ-algebra over C. Given two measures µ1 and µ2 on a Borel σ-algebra
Σ, the notation µ1 4 µ2 means µ1(S) ≤ µ2(S) for any set S ∈ Σ. Moreover, if µ1 and µ2 are both measures on
Borel σ-algebras Σ1 and Σ2, respectively, then µ = µ1 × µ2 denotes the product measure satisfying µ(S1 × S2) =
µ1(S1)µ2(S2) for any measurable sets S1 ∈ Σ1, S2 ∈ Σ2 [19]. Also, let M+(χ) be the space of finite nonnegative
Borel measures µ such that supp(µ) ⊂ χ, where supp(µ) denotes the support of the measure µ; i.e., the smallest
closed set that contains all measurable sets with strictly positive µ measure, [18]. Given two square symmetric
matrices A and B, the notation A < 0 denotes that A is positive semidefinite, and A < B stands for A−B being
positive semidefinite.
Moment Condition: The following lemmas give necessary and sufficient conditions for a moment sequence y
to have a representing measure µ; for details see ([16], [17]).
Lemma 1: Let µ be a finite nonnegative Borel measure on Rn and y = {yα}α∈Nn such that yα =
∫
xαdµ for
all α ∈ Nn. Then Md(y) < 0 for all d ∈ N.
Given polynomials Pj ∈ R[x], j = 1, . . . , ℓ, consider the semialgebraic set K defined as
K = {x ∈ Rn : Pj(x) ≥ 0, j = 1, 2, . . . , ℓ }. (7)
Lemma 2: If K defined in (7) satisfies Putinar’s property, then the sequence y = {yα}α∈Nn has a representing
finite nonnegative Borel measure µ on the set K, if and only if
Md(y) < 0, Md(y;Pj) < 0, j = 1, . . . , ℓ, ∀ d ∈ N.
If K ⊂ [−1, 1]n, the condition Md(y) < 0, ∀ d ∈ N is sufficient.
Finally, the following lemma, proven in [19], shows that the Borel measure of a compact set is equal to the
optimal value of an infinite dimensional LP problem.
Lemma 3: Let Σ be the Borel σ-algebra on Rn, and µ1 be a measure on a compact set B ⊂ Σ. Then for any
given K ∈ Σ such that K ⊆ B, one has
µ1(K) =
∫
K
dµ1 = sup
µ2∈M(K)
{∫
dµ2 : µ2 4 µ1
}
,
where M(K) is the set of finite Borel measures on K.
III. PROBLEM FORMULATION
In this paper, we consider chance constrained model predictive control problem defined as follows. Consider the
following discrete-time stochastic dynamical system
xk+1 = f(xk, uk, ωk) (8)
where f : Rnx+nu+nω → Rnx is a polynomial function, xk ∈ χ ⊆ Rnx is system state, uk ∈ ψ ⊆ Rnu is control
input, and ωk ∈ Ω ⊆ Rmω is disturbance, at time step k. The disturbances ωk at time k are independent random
variables with probability measure µωk supported on Ω, respectively. We assume that Ω is compact semialgebraic
set of the form Ω = {ω ∈ Rnω : Pω(ω) ≥ 0} for given polynomial Pω. Also, let χN be a given desired set defined
by the compact semialgebraic sets as
χD = {x ∈ χ : PχD (x) ≤ 0} (9)
In this paper we aim at solving following problem.
Problem 1: For a given stochastic dynamical system in (8), find an optimal control u to:
i) Reach the desired set χD with high probability,
ii) Minimize the expected value of given cost function in terms of states and inputs of the system.
To obtain such control input, at each sampling time k, we solve the following optimization problem:
P
∗
MPC := min
u∈U
E
[
Pcost
(
{xi}
k+Np
i=k+1, {ui}
k+Np
i=k
)]
(10)
s.t.
Probµωk {PχD (xk+1) ≥ αPχD (xk)} ≥ 1− βPχD (xk) (10a)
xk+1 = f(xk, uk, ωk), {ωi ∼ µωi}
k+Np−1
i=k (10b)
where, u = {ui}
k+Np
i=k ∈ U ⊂ R
Np is sequence of inputs, E[.] =
∫
(.)dµωk ...dµωk+Np−1 is expected value operator,
Np ≥ 1 ∈ N is prediction horizon. 0 < α < 1 and 0 < β < 1 such that 0 ≤ βPχD (x) < 1 for all x ∈ χ. Polynomial
Pcost
(
{xi}
k+Np
i=k+1, {ui}
k+Np
i=k
)
is defined cost function in terms of states and control input of the system over control
and prediction horizon. We assume that the set of feasible control input U is a semialgebraic set defined as
U :=
{
u = (uk, ..., uk+Np) : PU (u) ≥ 0
} (11)
Also, using the dynamic of the system in (8), {xi}k+Npi=k+1, sequences of system states over the prediction horizon,
can be explicitly expressed in terms of disturbance and input of the system as
xi = Pxi({uj}
i−1
j=k, {ωj}
i−1
j=k) i = k + 1, ..., Np (12)
Then, expected value in the cost function (10) can be rewritten in terms of inputs as
E
[
Pcost
(
{xi}
k+Np
i=k+1, {ui}
k+Np
i=k
)]
= PE(u) (13)
where, PE : RNp → R is a polynomial function and u = {ui}k+Npi=k .
By solving problem in (10), we find sequence of control inputs {ui}k+Npi=k that minimizes expected value of
defined cost function over the finite horizon with respect to the chance constraint (10a). Chance constraint (10a)
implies that the probability of getting closer to the desired set at next sampling time k+1 is bounded with respect
to PχD (xk), the distance of states of the system to the desired set at current time k. At each sampling time k, the
first element of the obtained control input u is applied to the system [6]. The implemented chance constraint (10a)
depend only on uk; hence, is recursively feasible.
Assumption: We assume that for every x ∈ χ, there exist a u such that the probability constraint (10a) is satisfied.
Hence, problem (10) is always feasible.
The following theorem holds true.
Theorem 1: Given an initial state x0 ∈ χ and ǫ > 0 there exist a kˆ(ǫ, α, β) and Pˆ (ǫ, α, β) such that
Prob
{
PχD (xk) ≤ ǫ, ∀k ≥ kˆ(ǫ, α, β)
}
≥ Pˆ (ǫ, α, β) (14)
where,
kˆ(ǫ, α, β) ≥
ln(ǫ)− ln(PχD (x0))
ln(α)
(15)
Pˆ (ǫ, α, β) =
kˆ−1∏
i=0
(1− βαi) > 0 (16)
Proof: See Appendix I.
The probability lower bound (16) is a convergent product and converges to a non-zoro constant. For example,
consider the cases that (α, β) = (0.8, 0.05). For this case, Pˆ converges to 0.8169 for kˆ ≥ 36. In the section VI,
where numerical examples are presented, we consider this case for α and β.
Remark: The lower bound probability (16) is conservative bound and the actual probability of reaching the ǫ
level set of PχD is greater than provided Pˆ (ǫ, α, β). However, lower bound (16) is useful for controller design
purposes and shows that the probability of reaching the set is nonzero.
The provided problem in (10) is in general non convex and hard to solve. In the next section, we provide a
convex equivalent problems to the problem (10).
IV. EQUIVALENT CONVEX PROBLEM ON MEASURES
As an intermediate step in the development of finite convex relaxations of the original problem in (10), a related
infinite dimensional convex problem on measures is provided as follows. Let µu and µ be the finite nonnegative
Borel measures and also the set K be defined as
K := {(uk, ωk) : PχD (xk+1)− αPχD (xk) ≥ 0} (17)
= {(uk, ωk) : PK(uk, ωk) ≥ 0}
where, polynomial PK can be obtained using system dynamics and and polynomial PχD . Consider the following
convex problem on measures:
P∗measure := sup
µ,µu
∫
PE(u)dµu, (18)
s.t.
∫
dµ ≥ 1− βPχD (xk) (18a)
µ 4 µu ×Π
k+Np−1
i=k µωi , (18b)∫
µu = 1, (18c)
µ ∈M+(K), µu ∈M+(U). (18d)
where, measures µ and µu are supported on the sets U and K defined as (11) and (17).
Assume that there exist a unique solution u∗ ∈ U to the problem in (10). Then, following theorem shows the
equivalency of the problem in (18) and the original volume problem in (10).
Theorem 2: Assume that µ∗u, the solution of the problem (18), is a delta distribution whose mass is concentrated
on a single point u∗. Then, optimization problem in (10) is equivalent to the infinite LP in (18) in the following
sense:
i) The optimal values are the same, i.e., P∗MPC = P∗measure.
ii) u∗ ∈ supp(µ∗u) is an optimal solution to (10).
iii) If an optimal solution to (10) exists, call it u∗, then µu = δu∗ , delta measure at u∗, and µ = δu∗×Πk+Np−1i=k µωi
is an optimal solution to (18).
Proof: See Appendix II.
In the next section, we provide the tractable finite relaxations to the problem (18).
V. SEMIDEFINITE PROGRAMMING RELAXATIONS ON MOMENTS
In this section, we provide an finite dimensional semidefinite programming (SDP) of which feasible region
is defined over real sequences. We show that the corresponding sequence of optimal solutions can arbitrarily
approximate the optimal solution of (18), which characterizes the optimal solution of original problem in (10).
Unlike the problem (18) in which we are looking for measures, in the SDP formulation given in (19), we aim
at finding moment sequences corresponding to measures that are optimal to (18). Consider the following finite
dimensional SDP:
P∗r := sup
y∈R
S(Np−1)nω+Np,2r , yu∈R
SNp,2r
Lyu(PE (u)) , (19)
s.t. Mr(y) < 0, Mr−rK(y;PK) < 0, (19a)
(y)0 ≥ 1− βPχD (xk), (yu)0 = 1, (19b)
Mr(yu) < 0, Mr−rU (yu;PU ) < 0, (19c)
Mr(yu ×Π
k+Np−1
i=k yωi − y) < 0. (19d)
where Lyu is the linear map defined in (1). (y)0 and (yu)0 are first element of the sequences y and yu, respectively.
Polynomials PU and PK are defined in (11) and (17). r ∈ Z+ is relaxation order of matrices, dK and dU are the
degree of polynomial PK and PU , rK :=
⌈
dK
2
⌉
and rU :=
⌈
dU
2
⌉
. Also, yu × Π
k+Np−1
i=k yωi is truncated moment
sequence of measure µu×Π
k+Np−1
i=k µωi . Mr−rK(y;PK) and Mr−rU (yu;PU) are localization matrices constructed
by polynomials PK and PU .
Now, consider the following theorem.
Theorem 3: The sequence of optimal solutions to the finite SDP in (19) converges to the moment sequence of
measures that are optimal to the infinite LP in (18). Hence, limr→∞P∗r = P∗measures.
Proof: Using Lemma (1) and (2), the constraints of problem (19) implies that the sequence of y and yu are
the moment sequence of the measures of problem (18). For more details, see Lemma 3.2 and Theorem 3.3 in [10].
As in Theorem 2 and Theorem 3, if equivalent problem on measures has delta distribution solution µ∗u, then
problems on measures and moments in (18) and (19) are equivalent to the chance constraint problem (10) and the
optimal distribution µ∗u is a delta distribution whose mass is concentrated on the single point u∗, i.e., its support is
the singleton {u∗}. Such distributions, have moment matrices with rank one. Hence, we incorporate this observation
in the formulation of the relaxed problem (19) as follows:
P∗trace := min
y, yu
Lyu(PE (u)) + ωrTr(Mr(yu)), (20)
s.t. (19a), (19b), (19c), (19d) (20a)
where, Tr(.) is the trace function and ωr > 0. We want to minimize the expected value with a low rank momnet
matrix Mr(y∗u). For this, we use the trace norm (nuclear norm) which is the convex envelope of the rank function,
([21],[22]). Since, Mr(y∗u) < 0, Tr(Mr(y∗u)) is equal to sum of singular values of Mr(y∗u).
Remark To be able to apply the provided chance constrained model predictive control to large scale systems, we
can implement Fast MPC approach [24] where, one needs to compute the control input uk offline for all possible
states xk. Then, the online controller can be implemented as a lookup table, (see [24] for more details).
VI. NUMERICAL RESULTS
In this section, two numerical examples are presented that illustrate the performance of the proposed method. To
solve proposed SDP in (19), GloptiPoly is employed which is a Matlab-based toolbox aimed at optimizing moments
of measures [20]. Using GloptiPoly, we call Mosek [53], which is an interior-point solver add-on for Matlab.
Example 1: Consider the unstable nonlinear system as
x1(k + 1) = x2(k),
x2(k + 1) = x1(k)x2(k) + ω(k) + u(k)
(21)
where, χ = [−1, 1]2 and disturbance ωk ∼ U [−0.5, 0.5] are uniformly distributed. The desired set is a circle
centered at the origin with radius 0.2; hence χD = {x ∈ χ : PχD (x) = x21 + x22 − 0.22 ≤ 0}. The finite cost function
is defined as Pcost =
∑k+Np
i=k ‖x(i)‖
2
2 +
∑k+Np
i=k ‖u(i)‖
2
2, where ‖.‖2 is L-2 norm and Np = 3 To obtain control input,
we solve the SDP in (20) for α = 0.8, β = 0.0510, ωr = 1, and relaxation order r = 5. The obtained control input
at each time k for the initial condition x0 = (1, 1) is
uk = [−0.5634,−0.4647, 0.0007]
where results in the trajectory of
x1(k) = [1, 1, 0.878,−0.0430]
x2(k) = [1, 0.878,−0.0430,−0.168]
Hence in 3 steps the trajectory of the system under control reaches the desired set. The observed disturbance
is ωk = [0.4421,−0.4570,−0.1315]. Also, by applying the obtained control input uk, the cost function at time k,
‖x(k)‖22 + ‖u(k)‖
2
2 is as [3.11, 2.56, 0.408] and also the trace of the moment matrix is as [1.58, 1.37, 1.00]. Moreover,
the lower bound probability 1− βPD(xk) and the obtained probability of the event {PχD (xk+1) ≥ αPχD (xk)} is as
[0.5, 0.558, 0.812]. Note that, we stop the optimization problem and input control by reaching the desired set. We can
add extra constraint that makes the given desired set, an invariant set; hence the trajectories of the system remains
in the set despite all disturbance and uncertainties, (See [23] for more details).
Example 2:
Consider the uncertain nonlinear system as
x1(k + 1) = x2(k),
x2(k + 1) = x1(k) x3(k),
x3(k + 1) = x1(k)− x2(k) + x3(k) + ω(k) + u(k)
(22)
where, χ = [−1, 1]3 and disturbances ω(k) ∼ U [−0.5, 0.5] are uniformly distributed. Also, The desired set is a circle
centered at the origin with radius 0.2.The finite cost function is defined as Pcost = ∑k+Npi=k ‖x(i)‖22 +
∑k+Np
i=k ‖u(i)‖
2
2,
where ‖.‖2 is L-2 norm and Np = 3. To obtain control input, we solve the SDP in (20) for α = 0.9, β = 0.2027,
ωr = 1, and relaxation order r = 5. The obtained control input at each time k for the initial condition x0 = (1, 1, 1)
is
uk = [−0.227,−0.219,−0.325,−0.196,−0.215,−0.605, 0.550]
where results in the trajectory of
x1(k) = [1, 1, 1, 0.752, 0.892, 0.417,−0.101, 0.0487]
x2(k) = [1, 1, 0.752, 0.892, 0.417,−0.101, 0.0487, 0.041]
x3(k) = [1, 0.752, 0.892, 0.554,−0.113, 0.116,−0.410, 0.171]
Hence in 7 steps the trajectory of the system under control reaches the desired set. The observed disturbance is
ωk = [−0.020, 0.359,−0.260,−0.332,−0.028,−0.440, 0.182]
Also, by applying the obtained control input uk, the cost function at time k, ‖x(k)‖22 + ‖u(k)‖22 is as
[7.61, 5.33, 5.86, 2.95, 1.6, 1.61, 1.45] and also the trace of the moment matrix is as [1.26, 1.22, 1.34, 1.16, 1.12, 1.65, 1.68].
Moreover, the lower bound probability 1 − βPD(xk) and the obtained probability of the event
{PχD (xk+1) ≥ αPχD (xk)} is as [0.5, 0.573, 0.607, 0.724, 0.840, 0.973, 0.976].
VII. CONCLUSION
In this paper, chance constrained model predictive control problems are addressed, where one aims at finding
optimal control input to minimize expected value of given cost function with respect to probabilistic constraints.
These problems are, in general, nonconvex and computationally hard. Using theory of measures and moments, a
sequence of semidefinite relaxations is provided whose sequence of optimal values is shown to converge to the
optimal value of the original problem. Numerical examples are provided that show that one can obtains reasonable
approximations to the optimal solution.
APPENDIX I
PROOF OF THEOREM 1
Given the system in (8), the desired set χD , and the initial state x0 ∈ χ, the condition
Probµωk {PχD (xk+1) ≤ αPχD (xk)} ≥ 1 − βPχD (xk) is satisfied at each sampling time k, where 0 < α, β < 1.
For a given kˆ, we define the events χ1 and χ2 as follow:
χ1 = {(x0, ..., xkˆ) : PχD (xkˆ) ≤ ǫ} (23)
χ2 = {(x0, ..., xkˆ) : PχD (xi+1) ≤ αPχD (xi), i = 0, ..., kˆ − 1} (24)
where, αPχD (xkˆ−1) ≤ ǫ and; hence, αkˆPχD (x0) ≤ ǫ. This implies that given x0, ǫ, and α, the time kˆ for which
PχD (xkˆ) ≤ ǫ has lower bound of
kˆ ≥
ln(ǫ)− ln(PχD (x0))
ln(α)
(25)
Also, χ2 ⊂ χ1 and thus Prob(χ2) ≤ Prob(χ1). Since, the distribution of the uncertain parameters and disturbance
at each time k are independent, the stochastic model (8) has Markov property; hence, the probability of the event
χ2 is
Prob {χ2} =
kˆ−1∏
i=0
Prob {PχD (xi+1) ≤ αPχD (xi)|xi} (26)
The probability in (26) has lower bound as
Prob {χ2} ≥
kˆ−1∏
i=0
(1− βPχD (xi)) ≥
kˆ−1∏
i=0
(1− βαi) (27)
where, PχD (xi) ≤ αiPχD (x0). Hence, the lower bound of probability read as
Pˆ (ǫ, α, β) =
kˆ−1∏
i=0
(1− βαi) (28)
This is a convergent product and converges to nonzero constant as kˆ →∞. As ǫ→ 0, by (25) kˆ →∞; hence, Pˆ
is non-zero and bounded.
APPENDIX II
PROOF OF THEOREM 2
Consider the following problem over the measures µu
Pµu := min
µu∈M+(U)
∫
U
PE(u)dµu (29)
s.t.∫
U
Prob
{
PχD (xk+1) ≥ αPχD (xk)
}
dµu ≥
∫
U
(1 − βPχD (xk))dµu (29a)∫
dµu = 1, {ωi ∼ µωi}
k+Np−1
i=k
(29b)
We first want to show that P∗MPC = Pµu . Let µu be a feasible solution to (29), i.e.,∫
U
Prob {PχD (xk+1) ≥ αPχD (xk)} dµu ≥ 1 − βPχD (xk)). Then for any u in support of measure µu
Prob {PχD (xk+1) ≥ αPχD (xk)} ≥ 1− βPχD (xk)), i.e, the feasible set of problem (10). Also, Since, PE(u) ≤ P∗MPC for
all u ∈ U , we have∫
U
PE(u)dµu ≤ P
∗
MPC. Thus, Pµu ≤ P∗MPC. Conversely, let u ∈ U be a feasible solution to the
problem in (10). Let δu denotes the Dirac measure at u. Then the δu belongs to the feasible set of problem (29).
The objective value of u in (10) is equal to PE(u). Moreover, µu = δu is a feasible solution to the problem in
(29) with objective value equal to PE(u). This implies that P∗MPC ≤ Pµu . Hence, P∗MPC = Pµu , and (29) can
be rewritten as
Pµu := min
µu∈M+(U)
∫
U
PE(u)dµu (30)
s.t.∫
U
∫
K
dµudµ ≥ 1− βPχD (xk) (30a)∫
dµu = 1, {ωi ∼ µωi}
k+Np−1
i=k (30b)
where, set K is defined in (17). Using the Lemma 3, we obtain
P∗measure := min
µ,µu
∫
PE(u)dµu, (31)
s.t.
∫
dµ ≥ (1− βPχD (xk)) (31a)
µ 4 µu ×Π
k+Np−1
i=k µωi , (31b)∫
dµu = 1, (31c)
µ ∈M+(K), µu ∈ M+(U). (31d)
Note that, if there exist delta solution µ∗u for the problem (18) whose mass is concentrated on a single point u∗,
the
∫
dµ in constraint (31a) implies the probability of event {PχD (xk+1) ≥ αPχD (xk)} for a control input u∗.
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