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Let C be a complex symplectic 4-manifold with Poisson bracket { , }, let 
H: C + @ be a holomorphic Hamiltonian, and let XH be the associated 
vector field. Then the image of a maximally continued non-constant 
integral curve cp = cp( t) of energy h E @ is a Riemann surface TC JC’, = 
H- ‘( { h > ), and the linearized equations along cp( t) induce a linear differen- 
tial equation on the (reduced) normal bundle N := (T(C,,)IT)/T(T) called 
the (reduced) normal variational equation (NVE). The monodromy group of 
the NVE is the image M of the representation p: I~,(T, x,,) + S/(2, C) = 
Sp( 1, C) obtained by continuing a fixed fundamental system of solutions Qi 
around inverses of loops based at x0 E r (direct continuation results in an 
antihomomorphism). Alternate choices of x0 and/or @ result in conjugate 
subgroups of Sp( 1, C). A E M is non-resonant if no eigenvalue is a root of 
unity. 
ZIGLIN’S THEOREM. Assume there is a meromorphic function F defined in 
some neigborhood U c C of r, functionally independent of H and satisfying 
{F, H} = 0. In addition, assume M contains a non-resonant element A. Then 
TAr y=:;M.the commutator (A, B) = ABA-‘B-’ satisfies (A, B)=Z or 
with only (A, B) = Z possible if B does not admit + i as eigen- 
vakes. In p’articular, X, has no meromorphic integral independent of H lf 
there is a BE M such that Z # (A, B) # A*. 
In fact this is a corollary of Ziglin’s work [36], as formulated by Ito 
[ 151. The statement is particularly well suited for proving non-integrability 
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in specific systems. For a general survey of non-integrability results see 
c191. 
In Ziglin’s original applications [37] the components of cp = q(r) were 
elliptic functions and r had the topological structure of a punctured torus. 
This rendered n,(r) and the relevant representation in S/(2, C) computable 
to a degree sufficient for applying the theorem. The succeeding generation 
of examples, due to Ito [16] and Rod [24,25], involved the same 
assumptions. A significant advance was then made by H. Yoshida: he was 
able to drop the hypothesis of ellipticity in specific problems by embedding 
the relevant monodromy groups into that of the hypergeometric equation, 
and thereby exploit the computability of the latter. 
This paper is concerned with placing Yoshida’s method in a conceptual 
geometric framework, and as a consequence extending its applicability. In 
essence, through judicious modifications of the time variable Yoshida was 
able to realize the NVE in each of a series of examples [3&35] as the pull- 
back of the hypergeometric equation by an unbranched covering map 
n : r+ P’ \{O, 1, ‘x; }. Here we formulate the idea in terms of reduction, 
whereby symmetries in r and the NVE result in a modified system and 
Yoshida’s variable changes become natural choices. 
Of course reduction can lead to other than the hypergeometric equation, 
but the resulting monodromy group may then be intractable. Indeed, 
“except for a few differential equations, e.g., Riemann’s equations, Jordan- 
Pochhammer equations, and generalized hypergeometric equations, the 
monodromy group has not been calculated” [27, p. 851. (Also see the 
comments in [ 14, p. IO].) Recently developed techniques for computing 
monodromy, e.g., involving the action of braid groups (as in [ZO]), will 
hopefully improve this state of affairs. 
We should remark that Ziglin uses a reduction technique in one of the 
original applications of his theorem [36, p. 186; 37, p. 151, but he works 
with a symmetry on C and H, whereas the symmetries we deal with are 
only on r and the NVE. 
The study of pull-backs of the hypergeometric equation by unbranched 
coverings of P’ \>{O, 1, CC } has a long history, dominated by the con- 
tributions of H. A. Schwarz and F. Klein. The traditional emphasis, 
however, has been on the existence of algebraic solutions (for a historical 
account see [ 121, and for modern accounts see [ 1,2]). In this regard we 
note that the monodromy group of the hypergeometric equation 
is finite, in which case Ziglin’s non-resonance hypothesis is violated, if and 
only if the particular solution F(z) = s: xGLpy(x - l)‘-@-‘(x - z))” dx is 
algebraic [20, p. 2301. 
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The following conventions are adopted throughout the paper. First, all 
linear differential equations are regarded as holomorphic connections on 
holomorphic vector bundles over Riemann surfaces. This perspective, now 
standard in algebraic geometry [26], seems the most appropriate for our 
symmetry considerations. The idea is quickly reviewed in Section 1; further 
explanation and detail can be found in [ 17,9], and computation of 
monodromy groups in this framework (we use a classical method) is 
discussed in [4, pp. 686-693; 201. Next, all group actions on Riemann 
surfaces (resp. holomorphic vector bundles) are as biholomorphic (resp. 
biholomorphic bundle) maps. Finally, algebraic curves and their 
canonically associated Riemann surfaces are treated interchangeably (for 
background see [21, pp. 292-2931). 
1. PRELIMINARIES ON LINEAR DIFFERENTIAL EQUATIONS 
Let E + X be a holomorphic rank n vector bundle over a Riemann 
surface X, f(E) and f(T*X@E) the spaces of P-sections of E and 
T*X@ E, and V: T(E) + f( r*X@ E) a holomorphic connection. If UC X 
is open and e = {e, , . . . . e,} is a frame for the bundle E over U, then e uni- 
quely associates V with an n x n matrix A of holomorphic one-forms on U 
(e.g., see [S, pp. 35-361). If z is a local coordinate in U and A = M(z) dz, 
M being an n x n matrix of holomorphic functions, then A, in turn, can be 
identified with the linear differential equation w’ = M(z)w, where ’ = d/dz 
(e.g., see [ 11, 11.3, p. 841). In fact W’ = M(z)w is precisely the equation for 
the horizontal lifts of V [S, p. 361. On Riemann surfaces the concept of a 
holomorphic linear differential equation is thus subsumed by that of a 
holomorphic connection, and for trivial bundles over Zariski open subsets 
of P’ the two concepts are equivalent once a global frame has been 
designated. 
Algebraic geometers carry this generalization one step further (we will 
not ): Since holomorphic connections are necessarily flat (simply compute 
the curvature matrix of any local frame), the study of linear differential 
equations can be replaced by the study of flat (or “completely integrable”) 
connections (e.g., see [ 171). 
The Riemann surfaces X encountered in our examples are always non- 
compact, guaranteeing that holomorphic vector bundles E + X are 
holomorphically trivial (e.g., see [ 11, Theorem 30.4, p. 2291). In each 
instance we will give a global frame explicitly, thereby allowing an iden- 
tification of holomorphic connections V on E with matrices A of 
holomorphic one-forms. 
This identification allows for a simplified treatment of the monodromy of 
a connection (factors of automorphy), which we now review (for details see 
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[ 11, 11.6. p. 851). If U: w+ X is the universal cover and C= u*,4, then the 
group of deck transformations Deck(T,X) acts on fundamental systems of 
solutions 4 of do = CW by ad = 4 5 o ‘. Fixing such a 4 we then have 
04 = $r, for some T, E Gl(n, @), and o -+ T, is precisely the monodromy 
representation, once x0 E X has been specified and the standard iden- 
tification Deck(z/X) % x,(X, -vO) has been assumed. 
This formulation of monodromy groups has the following obvious 
consequence. 
1.1. PROPOSITION. Let p : X + Z be an unbranched covering map between 
Riemann surfaces, and let A and B be n x n matrices of holomorphic one- 
forms, defined on X and Z, respectively, related by A = p*B. Choose .x0 E X, 
and set zO = p(x,) E Z. Then the diagram 
commutes, where pA and pe are the monodromJv representations obtained 
through any particular fundamental solution of dw = u*Aw, where u: z-+ X 
is the universal cover. In particular, the monodromy group of A is a subgroup 
of that of B. 
2. REDUCTION AND MONODROMY 
Let 7~~: E -+ X be a holomorphic rank n vector bundle, with holomorphic 
connection V, over a Riemann surface X. Assume a group G acts 
n,-equivariantly on E and X, preserving V (as discussed in [ 13, p. 323]), 
with the action on X being (fixed point) free and properly discontinuous. 
Then X/G is a Riemann surface ([18, Theorem 2.2, p. 44]), and 
rtE/G: E/G + X/G is a holomorphic vector bundle with induced connection 
V, which pulls back to V (e.g., use [ 13, Proposition V, p. 324, and Exam- 
ple 3, p. 3251). 
Assume rr F: F+ Y is _a second holomorphic vector bundle, with 
holomorphic connection V, over a Riemann surface Y, and suppose we 
have a bundle morphism 
(2.1) 
x”-Y 
GEOMETRICAL ASPECTS 95 
such that Y*6 = V. If G also acts A,-equivariantly on F and Y, freely and 
properly discontinuously on Y, then we obtain a commutative bundle 
diagram 
EfG - FIG 
(2.2) 
with associated induced connections which pull back functorially. 
In our examples the bundle actions described above arise through 
application of the following elementary result. 
2.3. PROPOSITION. Suppose rtE: E + X is a holomorphic vector bundle, 
with global frame e, over a Riemann surface X. Assume V is a holomorphic 
connection on E, represented relative to e by a matrix A of holomorphic one- 
forms. Further, assume I) : G x X +X is a group action such that g*A = A 
for all gE G. Then there is a unique n,-equivariant bundle action 
‘Y: G x E + E which preserves V and e. 
We refer to e as a symmetry frame for the action $. 
Proof: Each v in the fibre E, over x E X has a unique representation 
v = ,Zjvjej(x), where e= {ej}. The action Y: G x E+ E given by (g, v) + 
Zvjej(gx) is easily seen to satisfy the requirements of the proposition. 
Uniqueness is obvious. Q.E.D. 
2.4. Remark. When the action 1(1 of Proposition 2.3 is free and properly 
discontinuous, e pushes down to a global frame e/G on E/G, and the 
associated matrix A, of V, satisfies p*A, = A, where p: X + X/G is the 
canonical projection. Proposition 1.1 then applies with B = A,. 
3. MONODROMV OF THE HYPERGEOMETRIC EQUATION 
In the examples of Section 4 we require several technical results on the 
monodromy group of the classical hypergeometric equation 
z(l-z)c”+ [y-(a+B+l)z]<‘-aK=O; a, /I, y E C, ’ = d/dz. (3.1) 
We assemble these facts in this section. We always assume 
y - (a + 8) = l/2, 1 an odd integer, (3.2) 
505!76il-7 
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and we let 
I. = exp( - 2rciy ). (3.3) 
In working with (3.1) we have employed the series representations and 
notations found in the Bateman manuscript [lo], except we have replaced 
(a, b, c) with (a, /I, y). One could also use the Euler integral representation 
of solutions to (3.1) to obtain generators for the monodromy group, as in 
[22, p. 713. This is the method Yoshida uses in [3&35]. A third approach 
to computing the monodromy group of (3.1) was already mentioned in the 
Introduction. 
We regard (3.1) as being defined on P’ \ (0, 1, 3cj ), and in computing 
monodromy elements we encounter the two Cases (I) base point z0 = 4 and 
(II) base point z. = $. (Strictly speaking, in Case (II) we must take 
z. = (3) + .si, with E > 0 small, to satisfy the condition Im(z,) > 0 required in 
[lo, p. 1081.) 
Case (I). Base point z. = 4. 
Here we assume, in addition to (3.2), that 
(a) Y = 1 -(n/m); n,mEZ,n>l,and(n,m)=l, 
(b) Y~Z, (3.4) 
(c) I=1 in (3.2). 
Our basic loops co and rr, originate at z. and are oriented clockwise 
around 0 and 1, respectively, as indicated in Fig. 1. 
Recall that to compute monodromy elements we analytically continue 
fundamental solution matrices to (3.1) around inverses of loops (as in 
[ 11, p. 851). Using (3.2~(3.4) and [lo, pp. 93-943, one computes the 
monodromy elements associated to the curves oo, pi of Fig. 1 to be 
where 
B 
II 
= 1 + 2 sin(na) sin(@) 
sin(7ry) 
(2n)QY)UY-1) 
B’2=T(Y--tl)~(Y-~8)~(Co~(B) 
(271) ~(2-Y)Ul -Y) 
B2’=f(l-b)r(l--p)r(l+a-y)r(l+p-y) 
(3.5) 
(3.6) 
B,,= -B,,. 
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FIGURE 1 
Remarks. (a) Our 6, is the transpose of that in [ 10, p. 931 since we 
write our solutions (t, 5’) as column vectors. 
(b) Our expression for B,, incorporates a minus sign correction to 
[ 10, p. 943. 
(c) We have not assumed (/I-u)#Z as does [lo, p. 931. This 
restriction is apparently necessary only when using the basis {Us, uq} on 
page 105 of that reference. 
(d) Note that the u2 on page 93 is the ug on page 105 of [lo]. 
We use the standard identities 
T(X)f(l --X)=~ 
sin(7rx)’ 
f(x + 1) = ST(X) 
for the gamma function. From the first of these and (3.6) one verities that 
and hence 
B B = _ sin(27ra) sin(27rp) 
12 21 sin2(ny) ’ (3.8) 
det(b,) = -(Bf, + B,2B,,) = - 1. (3.9) 
In the examples we will encounter the loops 
f7=fJ~‘~,~o0,, --I fJ* =6,6()6,cT (). (3.10) 
Analytically continuing around inverses of (3.10) and using (3.5), the 
associated monodromy matrices are computed to be 
ij=&‘(f$*&)~,= ( ;‘I , 
21 
612 > 
6 22 
6*=6,606,6,‘=6,66,‘= ~62, 
( 
6,’ I-‘6,, 
(3.11) 
622 > , 
respectively, where 
(a) 6,’ = Bf, + AB,,B,, 
(b) 6,2=B,,(B,,+~Bzz)=B,,B2,(1-~) 
(c) 6,,=B,,(B,,+1B22)J-‘=B,,B,,(1-L)1-, 
(d) 62, = B:, + 1-‘B,2B2, 
(3.12) 
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Notice from (3.8), (3.9), and (3.12) that 
(a) tr(6)=tr(6*)=2B:,+(~+i~‘)B,2BZ, 
(b) = [2-(A+A-‘)I Bi,+(i+E.-‘) (3.13) 
(cl = 2 + 4[sin(27rcr) sin(27$)]. 
3.14. PROPOSITION. Assume yq!+Z. Then 66* = 6*6 iff tr(6) = 
(i+n-‘)=2cos(27rn/m) or tr(6)=2. 
Proof The hypothesis y 4 +Z guarantees A# f 1 (see (3.3)), hence that 
(A + A-‘) # 2. Comparing entries in the products 66* and 6*6 one sees that 
commutativity holds iff: (a) 6,, = 6,, = 0, or (8) S,,6,, = 0 and 6,, = dz2. 
But 6,,=0 iff B,,B,,=O (by A# fl and (3.12b)), &,=O iff B,,B,,=O 
(by (3.12c)), and 6,, =& iff B,,B,, =0 (by (3.12a and d)), hence (a) or 
(p) is equivalent to (ol’) B,,B,z=O=B,,B,,, or (/I’) B,,B,,=O. Now 
(3.13b) implies B,, = 0 iff tr(6) = (A+AP’). Moreover, a comparison of 
(3.8)and (3.13c)shows that B,,B,,=Oifftr(6)=2. Q.E.D. 
Case (II). Base point z0 = f( +si). 
In this case we replace (3.4) with 
(3.15) 
We will analytically continue around inverses of the loops r,,, r i, and rcr 
with base point z,, in Fig. 2. 
Following the notation of [lo, pp. 107-1081, we work with the solutions 
{ u2, us > in a neighborhood of z = 1. Using formulas (5) and (21) on pages 
FIGURE 2 
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105-106 of that reference, together with (3.2), one computes the 
monodromy matrix y, associated with T, to be 
( 1 O ” = 0 exp[2+(y - (a + /3))] )=(A -0. (3.16) 
To compute the monodromy matrix yX associated with TV we first switch 
to the basis {Us, u,}, which by (36) and (44) on pages 107-108 of [IO] is 
related to the {uz, ug > basis by 
(u2145) = (u,, &)A = (u,, 4) 9 (3.17) 
where 
(b) &2= 
r(Y+l-a-p)r(B-a)e-;~‘Y--8) 
r(l -a) T(y-a) 
(c) A =r(a+B+l-Y)r(G(--)e~irB 
21 f(a+l-y)T(a) 
(3.18) 
(The expression for A1 I incorporates a correction given in the errata on 
page2 of [lo].) 
By (9) and (13) on page 105 of [lo], the monodromy element associated 
with z, using the basis {Us, u,} is (e-,‘“’ C-%,P), hence that in the (uz, us} 
basis is 
YE =A-’ ( 
e ~ 2nia 
0 
O A 
> 
,-2x$ ’ 
(3.19) 
A lengthy but elementary calculation using (3.2), (3.7), and (3.15a) gives 
( 1 - i sin( 2ajl) P Ycc = 8 > - 1 - i sin(27rj.I) ’ (3.20) 
But (3.2), (3.15a), and (3.19) imply det(y,) = - 1, hence 
p8= -sin2(27$)= -cos’[7r(a--/I)] #O, 
the last inequality by (3.15b). 
(3.21) 
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Since 5 x - 50tl? in the basis {u?, ug} the monodromy matrix y. 
associated with r. must satisfy 7 ~ = yoy,, hence 
yo=yxy, ‘=yzi’,. (3.22) 
3.23. PROPOSITION. y. and y’, do not commute. 
Proof: From (3.22) we see that yOy$ = y’, y. iff yry2 = y; y,, which by 
(3.16) will hold iff y’, is a diagonal matrix. Now 
where 
t3,, = -2iP sin(27rj) 
8,, = - 2i8 sin(27$). 
By (3.15b) and (3.21) we see that both 0,, and 02r are non-zero. Q.E.D. 
Next consider the loops 
T=T&‘tlToT,, T*=T-’ , foT;'T,' (3.24) 
(see Fig. 2). Using (3.16), (3.20), and (3.22), one computes the associated 
monodromy matrices to be 
1 + 2 sin*(27$) 2p( 1 + i sin(27cB)) 
yyYY,‘Yll’OY1 = i 
2 sin2(2*.) 
(1 - i sin(27$)) 1 + 2 sin2(27rj) 
P 1 
1 + 2 sin2(27$) 2p( 1 - i sin(2nfl)) 
y*=Y~‘YOY~‘l’OL= i 
2 sin2(2nJj) 
’ 
P 
(1 + i sin(27tjI)) 1 + 2 sin2(27$) 
I 
(3.25) 
where p is given in (3.21). 
3.26. PROPOSITION. For (M - fl) # $Z we have Y’Y* # Y*Y. 
Proof: As in the proof of Proposition 3.23, commutativity holds iff 
sin(27$) = 0. Q.E.D. 
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4. APPLICATIONS 
In all applications the symplectic manifold Z is an open subset of 
c4= {( x, x2, y, y2)} with symplectic form 
W=a-‘&-’ dx A dy + dx, A dyz, 1 <nEZ,O#aEC. (4.1) 
In particular, the vector field X, associated with a holomorphic 
Hamiltonian H: C + C is 
i=u(nx”-‘)-‘(cYH/iTy), j = -a(nx”-‘)-‘(aH/i?x) 
j2 = -aHlax,. 
(4.2) 
f, = aH/ay2, 
Notice that w  is the pull-back of the standard symplectic form 
6 = x:f= 1 dxj A dyj by the mapping 
(x,+x21 Y, Y2)+ (XI, x2, YI, 1’2)= (a-‘W--b), x2, Y, yz), (4.3) 
where be @ is arbitrary but fixed. Equation (4.2) is thus a global for- 
mulation of systems X, which in local coordinates (x,, x2, y,, y2) have 
Hamiltonians if(x,, x2, y,, y2) = H((ax, + b)‘ln, x2, y,, y2) and associated 
equations 
ij = a17/ayj, jj = - (az7/axj), j= 1, 2. (4.4) 
The Hamiltonians we consider have the general form 
H(x, x2, Y, ~2) = (l/2)( y2 + Y:, + Ux. ~2) + W, ~2, Y. ~21, (4.5) 
where 
(a) (aV’/ax,)(x, 0)-O, and 
K vanishes to order two on the plane x2 = y, = 0. 
(4.6) 
(b) 
The vector field X, (see (4.21)) thus becomes 
~==a(n?r”~l)~I(ll+(aK/ay)), j= -a(d-I)-l((av/ax)+ (aKjax)) 
i2 = y2 + (aK/ay2 ), j2 = -wwx,) + w/ax,)h (4.7) 
and is tangent to the x2 = y, = 0 plane, where it takes the form 
i=a(nx”-I)-‘y, j = -+x- *~-l(av/a~)(~, 0). (4.8) 
When A’, is tangent to some other plane, this context can often be 
achieved by rotating coordinates. If we give 
,f:=c2nz:=(@x{o}x@x{o})n~ (4.9) 
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the symplectic form CI ~ ‘n.Y ~ ’ tilt A dy, i.e., if we restrict w  to 2, then (4.8) 
becomes the one-degree of freedom system associated with 
B(x, y) = + y2 + V(x, O), (4.10) 
hence 
x,1 2=xX,. (4.11) 
For the solution cp = q(t) of Ziglin’s Theorem we use a non-equilibrium 
integral curve of X,, of non-zero energy h, contained within ,??. Thus 
cp = v(t) = (cp*(r), 0, cp3(t), Oh (4.12) 
and cp = (cpi, cps) may be regarded as a maximally continued integral curve 
of X,. 
Conservation of energy implies 
y2 = 2(h - V(x, O)), x = cp,(t), Y = cpAt)v (4.13) 
hence the image f of cp must be a subspace of the analytic set 
d c C’( z@ x (0) x @ x (0)) defined by (4.13). Let S denote the collection 
of singular points of -c4, and note that (x, J) E S implies 4’ = 0. 
4.14. PROPOSITION. r is a component of (d \S) n 2, hence equals d \S 
when this set is connected and contained within .f. 
As an example take n = a = 1 and b = 0 in (4.1) and (4.3), let C = C4, and 
suppose h - V(x, 0) is a separable polynomial of degree 2g + 1 or 2g + 2, 
1 < g E 2. Then ~4 is the alline part of a projective curve of genus g, and r 
is a Zariski open subset. The punctured tori encountered in the examples of 
Ziglin, Ito, and Rod (see the Introduction) are a special case (g = 1). 
Proof: XA vanishes at (x, )‘)E& nf iff (y, (aV/Jx)(x, 0)) =O, i.e., iff 
(x, y ) = (x, 0) E S. Thus XA 1 ((d\S) n 2) # 0, and if r is properly con- 
tained in some component it follows that cp can be analytically continued, 
contradicting maximality. Q.E.D. 
In view of (4.12) the normal bundle N of f can be identified with 
NdX@2={(p,(t)}xCx {cp,(t)fx@. (4.15) 
Moreover, using (4.6) and (4.7) one calculates the NVE along cp to be 
52 = v27 42 = - V22(cpl(r). 0) 529 (4.16) 
where V,, = kT2V/ax:, i.e., with r = t2 
4’+ V22(cp1(t), OK =a 
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Using (4.15) we see an obvious global frame for N, i.e., e’= {g,, z2}, where 
e”, = (0, 1, 0,O) N (1,0) E C2 and e’z = (0, 0, 0, 1) 3: (0, 1) E C2. 
4.17. PROPOSITION. In terms of the frame e’ the NVE has global 
holomorphic one-form representation 
A= 0 1 
- V22h 0) 0 > 
a-‘ny - lx” - ’ dx. (4.18) 
Proof. Equation (4.13) implies y dy = - (aV/ax)(x, 0) dx, showing that 
y-’ dx is globally defined on r. Since the first equation of (4.8) implies 
dt = a-‘ny-‘~“-~ dx, the result now follows from (4.16). Q.E.D. 
There is an obvious involution (hence Z,-action) on d, i.e., 
(x, y) + (x, -y). In each example Proposition 4.14 will allow us to restrict 
this action to r. We then proceed as follows. 
We use the specific form of (4.13) to identify a second action G x f + I-. 
The Z2 and G-actions are properly discontinuous, but not free. To remedy 
this defect we remove all fixed points from r, obtaining a new Riemann 
surface Xc r with two free and properly discontinuous actions, and we 
restrict N and the NVE to X, obtaining a new bundle rtE: E + X with 
induced connection (i.e., linear differential equation) V. 
4.19. Remark. It is important to realize that replacing f and the NVE 
by X and V has no effect on monodromy matrices, despite the change in 
homotopy. Since V is simply a restriction of the NVE, analytic con- 
tinuation of germs of solutions around (inverses of) loops in Xc r gives 
the same result for both V and the NVE. 
We next construct a symmetry frame common to both actions, and use 
Proposition 2.3 to lift these actions equivariantly to E, where they preserve 
the connection. Reduction by the Z,-action leads to diagram (2.1); thence 
by the G-action to diagram (2.2). In all cases Y/G ‘c P’\{O, 1, 00 >, and the 
induced connection corresponds to the hypergeometric equation. Ziglin’s 
Theorem, Proposition 1.1, and the technical results of Section 3 are then 
used to give non-integrability criteria for the particular V(x, x2) which 
occur. 
EXAMPLE A. Consider a holomorphic Hamiltonian H: Z + C of the 
form 
H(x, x2, y, y2) = (i)( y2 + y:) + clxm + c2a2xm-2”x: + K(x, x2, y, y2), 
where c,, c2 E C, c, # 0, m E Z\(O), Irnl # 2, and (m, n) = 1. Here L consists 
of all (x, x2, y, y2) E C4 with x # 0. This is (4.5) with 
V(x, x2) = clxm + c2a2xm-2”x~, 
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and in terms of the local coordinates (.Y, , -y2, y,, J.~) of (4.3) amounts to 
taking 
in (4.4). 
THEOREM A. Choose constants LX, /I E @ satisLving a + fl= (4) - (n/m) and 
a/3 = - (c2n2/clm2). Assume that 
(a) [ml 2 3 and c,, c2, m and n are such that 
12 cos(27r(n/m)) + 4 cos2(7c(a - /3))1 > 2 
or that 
(b) [ml = 1 and a - p q! Q, i.e., that a - #I is not a rational number. 
Then X, has no second meromorphic integral defined and independent of H 
in a neighborhood of the image r of a solution cp as described following 
(4.11). In particular, X, has no global meromorphic integral independent 
of H. 
Notice that a and B are not unique, but that the difference a-p is 
unique up to sign, since (a - /I)’ = (a + p)’ - 4aB. The conditions of (a) and 
(b) are therefore independent of the choice of these constants. 
The case Irnl = 2 and n = 1 of the theorem is discussed in [31, p. 141, and 
a remark as to why the general case [ml = 2, n 2 1 is not covered is given in 
the proof. 
Proof. Here (4.10) and (4.8) become 
t&K, y)=(f)y2+c,x” 
and 
i=a(nx”-‘)pL4,, i,= -a(nx”-L)-Lmqxm~‘, 
respectively, and it is obvious that this system has non-equilibrium 
solutions with non-zero energies. We choose any such (maximally con- 
tinued) cp, and use h and r to denote the corresponding energy and image. 
In this case (4.13) is 
y’=2(h-c,x”j. (1) 
We claim that the set of points (x, y) E C2 satisfying x # 0 and ( 1) is con- 
nected. For m >O this is clear, since in that case we are dealing with a 
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hyperelliptic curve minus the points over 0 and co, whereas for m < 0 the 
involution Z:(x, y) -+ (x-l, y) carries the set onto that corresponding to 
Irnl > 0. We obviously have invariance under the actions (x, y) -+ (x, -y) 
and g. (x, p) = (gx, y) of Z, and the group G of lmlth roots of unity. 
From Proposition 4.14 we see that the set A’, discussed prior to 
Remark 4.19, is obtained by removing the fixed points of these two actions. 
The matrix 2 in (4.18) is 
pi= 0 - 2c a2xm ~ 2n 2 1 > 0 a-‘nx”-’ dx/y 
0 a-‘ny-‘x” dx 
= 
2c, - ‘xm ~~ - any n 0 > -Y 
=: 
which gives no indication of the symmetries. To uncover these we switch 
from the frame e’ associated with A’ to the frame e = e’T-‘, where 
T= 
(Note that T does not have a holomorphic invertible extension to the 
above fixed point sets.) Then (e.g., see [5, p. 303) 2 transforms to 
A=(dT) T-1+TAT-‘=(u:2 ,“,,,>$ 
where in writing v’ = dv/dx = a-‘n[nx” - ‘y - x”(dy/dx)]/y2 we have used 
( 1) to locally define y as a function of x. But dy/dx = ( - c1 mx”’ - ’ )/y, and 
the right-hand side is globally defined; hence 
A= 
0 1 
> 
dx 
-y-‘2n2cZxm n + y-‘c,mxm X’ (2) 
The symmetries are now evident, and we conclude that e is a symmetry 
frame for the actions of Z2 and G. Using Proposition 2.3 we lift both these 
actions to E, equivariantly w.r.t. n E: E + A’, in the unique manner so as to 
preserve V and e. 
Now we reduce by the Z,-action. The quotient space Y = X/Z, can 
obviously be identified with 
y=@\({“} u {xj})Y h-c,x,“=o, j= 1, . . . . (ml, 
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and the quotient map with TC: (x, y) +x. The e,, matrix A,, of V,, (see 
Remark 2.4) is obtained from A simply by replacing $ with 2(h - c,im). 
The 7~~: E + X equivariant action of G obviously passes down to 
rrF: F+ Y, where F= E/Z,, and the situation in (2.1) obtains with V=Vzz. 
Since the G-action on Y is free and properly discontinuous we can reduce 
once again, arriving at (2.2). Moreover, we can achieve Y/G 2 C/(0, 1 > z 
P' \, (0, 1, zz } by identifying the quotient map q: Y + Y/G with q: x + z = 
h -‘c, ?, and the relevant one-form matrix B can be constructed from (2) 
simply by replacing yz with 2(h - c,xm) = 2h( 1 -h- ‘c,x”‘) and thence 
h~‘c,.?’ with z. The result is 
which is nothing but the standard hypergeometric equation 
(3) 
where y = 1 - (n/m) and, as in the theorem statement, 
a + P = ($1 - (n/m), aB= -(c2n2/c,m2). (4) 
For the relevant monodromy calculations we need to split (3) and (4) into 
the two cases given in the statement of the theorem. 
Case (a). Assume [ml 2 3, hence that 7 4 4Z. (This last condition is 
required for applying Proposition 3.14, and is the reason the case Irnl = 2 
has been omitted.) We use z,, = 4 as basepoint for homotopy calculations in 
@\{O, 1 }, and a preimage p0 E (q 0 K) -‘(z,,) c X as basepoint for homotopy 
calculations in X. 
We claim that the homotopy classes of the loops r~ and C* of (3.10) are 
in the image of (qon)*:a,(X, p0)+7r1(@\(0, l},;,). Indeed, for positive 
m the surface r has already been identified with a Zariski open subset of 
the Riemann surface of y2 = 2(h - c, xm), and we can view this latter sur- 
face in the classical way as having been constructed from two copies of P' 
by gluing along slits connecting paired roots of h - ci xm (with co adjoined 
if m is odd). The claim is then evident from Figs. 3 and 4. For negative m 
we take as loops the images of those for (ml under the involution 
I: (x, y) + (x-1, y), and observe that (qonoZ)(x, y)=h-lc,ximl. 
It follows from Proposition 1.1 and Remark 4.19 that computing the 
monodromy of (3) around inverses of these loops yields monodromy 
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pj&@A@ 
x me, for m even 
o- = uo-‘u, CT0 c, 
U’ 
QD for m odd 
FIGURE 3 
elements of the original NVE. But from (4) and (3.13) we see that for the 
associated monodromy matrices 6 and 6* we have 
tr(6) = tr(6*) = 2 cos[27r(n/m)] +4 cos2[7c(a - /?)I, 
where 
(a - /q2 = [c(t)- (n/m))2 + 4(c, n2/c,m2)]. (5) 
Hypothesis (a) of the theorem statement is thus equivalent to the assertion 
that Itr(J)l = ltr(6*)1 >2. This implies that both 6 and 6* are non- 
resonant, Proposition 3.14 implies non-commutativity, and Ziglin’s 
Theorem gives the result. 
Case (b). Assume Irnl = 1, hence that y E Z. Here we use z,, = (4) (+si) 
as basepoint for homotopy calculations in C\{O, 1 }, and a preimage 
p0 E (q 0 n)- ‘(x0) t X as basepoint for homotopy calculations in X, 
We claim that the homotopy classes of the loops 52 and T,, of Fig. 2 are 
in the image of (qoTc)*:7c1(X, ~~)+rr,(@\{O, l},z,). Indeed, form= 1 the 
surface X is a Zariski open subset of P’, and R can be extended to a 
mapping K: P’ + P’ branched with order two over co but not over 0, and 
for m = - 1 we use the involution I as above. The claim is then obvious. 
(ji$pGJ~@m;, 
-I X,-, for m even ’ - m for m odd 
FIGURE 4 
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By (3.19). (4), and (5) we have 
tr(&) = (e-4nra +e- 4nifij=2 COS(~~CC~)= 2 COS[~~C((+)+ (a-/?))], 
hence the hypothesis r - j?$ Q of (b) implies the non-resonancy of y:. 
Moreover, because (3.20) and (3.22) imply tr(llo) = 2, y0 cannot have f i as 
eigenvalues. Proposition 3.23 and Ziglin’s Theorem then give the result. 
Q.E.D. 
4.20. Remarks. (a) The case n = a = 1, b = 0 of Theorem A applies to 
the complex m-saddle Hamiltonian 
H= (t)( yf + y:) + Re(x, + h,)” 
=($)(y;+y;)+xy- ; xy-2x;+ ..’ 
0 
=(f)(y:+yf)+ V(x,,x,j+K 
and implies non-integrability in the sense of Ziglin for all m 2 3. As a con- 
sequence the restriction to R4 can have no real entire (e.g., polynomial) 
integral. For all odd m >, 3 this last fact was established using Smale 
horseshoe techniques in 17, Theorem 3.1, p. 301, and the case m = 4 was 
considered in [6, Section 5, pp. 96103; 24, p. 6071. 
(b) In [32] Yoshida applies a special case of Theorem A to certain per- 
turbations of the Kepler problem after a Levi-Civita regularization. In 
[34] he uses scaling techniques on the NVE to show that a Hamiltonian of 
theform H=($)(~~f+yj)tV,fV,+,+ ... +V,+,(whereeach V,,,+jis 
a homogeneous polynomial in (x, , x2) of degree m + j) is non-integrable in 
the sense of Ziglin’s Theorem whenever H, = (t)( yf + y:) + V, or H, = 
WY: + Y:, + Vm+k is non-integrable. Similar scaling techniques can be 
found in [28, pp. 397-3981, and essentially consider the relationship 
between H and H, at low positive energies (see [23, Section 6, p. 347]), 
and between H and H, at high positive energies (see [7, p. 351). As a con- 
sequence Yoshida has shown in [34] that each nth order truncation of the 
Taylor expansion of the three particle Toda lattice Hamiltonian (see [8, 
p. 3551) yields a non-integrable Hamiltonian. The third order truncation 
gives the classical H&on-Heiles Hamiltonian. A geometric proof of non- 
integrability in this latter problem is given for the real case in [7, 
Theorem 5.21. 
(c) The transformation T of frames in the proof of Theorem A induces 
an action on the principal frame bundle of E + X which can be formulated 
in the language of gauge transformations (e.g., see [3, pp. 26, 461). 
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EXAMPLE B. Take n = 1 in (4.1), L = C4, and let 
H(x, x2, y, y2) = (t)(y* + y:) + clex+ c,a*e”x:.+ K(x, x2, y, y2), (4.21) 
where c,, c,E@, c, #O. This is (4.5) with 
V(x, x2) = c,e’+ c2a2e~‘x~, (4.22) 
and generalizes the Hamiltonians 
@xl, x2, y,, y2)=(~)(y~+y~)+e-x~-rx*+e-x1+orxZ 
=(f)(yf+y:)+2e-“1+cr2e-“lx:+ ... (4.23) 
considered by Yoshida et al. in [35] (take ~2 = - 1 in (4.1), b = 0 in (4.3)). 
THEOREM B. Choose constants u, /?E C satisfying u + p = f and UP = 
- c2/c,, and suppose a - /I $4 Z as well as 
14 + 2 cos[2n(a - /?)]I > 2. 
Then X, has no second meromorphic integral defined and independent of H 
in a neighborhood of the image r of a solution cp as described following 
(4.11). 
The initial comment following the statement of Theorem A applies again. 
Notice that the condition 14 + 2 cos[27r(ol- /?)]I > 2 is automatic if a-/II is 
real and not in +Z. In [35, pp. 3, 151 Yoshida et al. discuss known 
integrable cases associated with (4.23). 
Proof: The proof follows the pattern established in Theorem A; hence is 
only sketched. We assume cp is in hand, of energy h # 0 and image r. 
Here (4.13) becomes 
y* = 2(h - c,ex) (1) 
hence the set d = r of Proposition 4.14 may be viewed as two copies of @ 
glued along slits connecting x 2k = x0 + 2xi(2k) to x2k + r = x0 + 2xi( 2k + 1 ), 
k E Z, where x,, is a fixed solution of c, ex = h. Notice from (1) that there is 
an obvious free and properly discontinuous Z-action on r, i.e., 
(n, (x, y)) + (x + 27cin, y). but that the involution (x, y) + (x, -y) admits 
the points (x,, 0) as fixed points. Thus X= r\{ (xi, O)}. 
The matrix A’ associated with the frame e’ (Proposition 4.17) is 
A= ( 
0 (W-’ dx 
-2czy-laex 0 > ’ 
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but does not reflect the Z,-symmetry. To correct this we switch to the 
frame e = CT- ‘, where 
and compute the associated matrix to be 
A= 
0 1 
--2c2y~‘e” c, y-‘e” > 
dx. 
Reducing by the Z,-action using 7~: (x, ~j) -+ x, and thence by the Z-action 
using q: x -+ z = h-‘c,e”, we arrive at 
B= 
0 l/z dz 
-(c2Ic,Ml -z) 1/(2(1 -z)) > . 
This is the hypergeometric equation z( 1 - z)t” + [y - (c( + j? + 1 )z] r’ - 
a/Is =0 where y = 1 and, as in the Theorem statement, 01+ /?= f, a/?= 
-C2IC,. 
Using our characterization of X we can see from the analogues of Figs. 3 
and 4 that the homotopy classes of the loops r and T* of Fig. 5 (see (3.24)) 
are in the image of (qon),: nr(X, pO)+nl(@\{O, l}, zO). But the 
monodromy matrices corresponding to these loops are the matrices Y and 
Y* of (3.25), from which one sees that 
tr( Y) = tr( Y*) = 2 + 4 sin2(27$) = 4 + 2 cos[27r(cr - /I)]. 
The final hypothesis of our theorem is thus )tr(Y)l = Itr(Y*)] > 2, hence 
both Y and Y* are non-resonant, and Proposition 3.26 and Ziglin’s 
Theorem now complete the proof. Q.E.D. 
EXAMPLE C. Here we examine the system on z with Hamiltonian 
wx, x2, YY Y2) = (fKY2 +y:, + ux, x2) + Nx, x2, y, y*), 
FIGURE 5 
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where at some energy h,, E C\(O) the holomorphic potential V satisfies 
(4 P-(x, 0) = h, + Ix’(x - cy 
(b) I’&, 0) = 26x’-‘(x - c)~- ’ 
(4.24) 
for constants 1,6, CEC\{O} an r, SEZ\{O}. The holomorphic function K d 
is required to vanish to order two on the x2 = y, = 0 plane. Here the sym- 
plectic structure is given by (4.1) with a = 1 = n, and b = 0 in (4.3). If r and 
s are positive, then ,Y = C4; otherwise we must exclude those points in C4 
with .u-coordinate 0 and/or c. 
THEOREM C. Let r be even and s odd in (4.24) and choose complex con- 
stants a, /II such that c1+ j? = ($)(r + s - 2) and I$ = -(o/A). If il and 6 are 
such that (a-/I)$ Q, then X, has no global meromorphic integral indepen- 
dent of H. More specifically, as in the discussion following (4.11), let cp 
denote the maximally continued integral curve of X, through a non- 
equilibrium point of Xn of energy ho, and let r denote the image. Then X, 
has no second meromorphic integral defined and independent of H in a 
neighborhood of IT 
The initial comment following the statement of Theorem A applies once 
more. The case r odd and s even can be converted to the case considered in 
Theorem C by the canonical transformation x+x + c (all other variables 
fixed). We will comment on the cases of r and s being both even or both 
odd in the remarks following the proof. 
Proof Let BP denote the Riemann surface associated with the 
irreducible polynomial P(T) = T2 - M(x - c)‘, and let np: Ye, + P’ denote 
the associated 2-sheeted covering. np is branched with order two over x = c 
and co, but unbranched otherwise. Since (4.13) in this case becomes 
y2 = - 21x’(x - cy, (1) 
the singular set S consists of at most two points. To avoid cases we recall 
Remark 4.19 and directly define X= B?ep\~p 1 (0, 1, co >. We let n = np 1 X, 
hence K: X+ C\(O, l}. 
The fixed points of the involution (x, y) + (x, -y) on r do not lie in the 
set X. For the second group action we use the trivial group G = {id}, and 
for the purposes of reduction regard the associated action id: X+ X as 
being free and properly discontinuous. In terms of the frame e’ of 
Proposition 4.17 the corresponding matrix A’ of V is 
a= 0 1 dx 
- V,,(x,O) 0 > U' 
505/76/l-8 
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where Vzz(.u, 0) is given by (4.24b). Setting e = P(h y) and Y, = (~V/?X) we 
then obtain 
I  
A= 
0 .1’? 
> 
d.x 
- Vp(x, 0) V,(x, 0) 7’ 
Reduction by Z, using n: (x, y) + x and (1) above, and thence by G = {id } 
using z = q(x) = c- ‘x, leads to 
! 
0 C 
B= 
-(6/A) -(r/2)+((r+s)/2)z dz’ 
cz(l-=) z(1 -z) i 
Once again we have the classical hypergeometric equation z( 1 - :)<” + 
[y-(a+fl+ l)z][‘-&=O, this time with y=(r/2), a+/3+ 1= (r+s)/2, 
and c$= -(6/L). 
Since r is even and s odd, using our characterization of X, together with 
the mapping qo(n[X):X+@\(O, l}, one can check that the homotopy 
classes of the loops r0 and r”, of Fig. 2 are in the image of the relevant 
homotopy mapping. One now argues as in the proof of Case (b) of 
Theorem A. Q.E.D. 
4.25. Remarks. (1) Suppose 6, A, and c in (4.24) are real, and r = 2, 
s = 1. Then k - V(x, 0) has a double root x = 0 when h = h, and our non- 
equilibrium solution cp with energy h, must be asymptotic in real time to 
the critical point (0, 0, 0,O). This contrasts with techniques in Ito [15] and 
Rod [24, 251 where orbits are used which are periodic in real time, and in 
Ito [ 161 where one finds orbits which are periodic in real or complex time. 
(2) In Theorem C we found that y = (r/2) and I’- (a +B) = 1 -(s/2). 
For r and s both even this implies y, = (A y) in (3.16), hence yO=yX, in 
(3.22), and the analogue of Proposition 3.23 does not hold. Similar failures 
result when attempting to adopt either the Case I or Case II analysis of 
Section 3 to the situation when r and s are both odd. 
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