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Abstract
Visual Effects (VFX) are a crucial component in a large proportion of feature films being pro-
duced today. The work done in producing VFX usually takes place after filming has happened,
and by a specialised VFX facility. The process of producing visually realistic, and compelling,
effects is complex and labour-intensive, requiring many skilled workers to complete different
stages of the VFX ‘pipeline’. One of these tasks is Camera Tracking, the goal of which is to
accurately calculate the movement of the camera used to film the original footage. Without
this solution for camera movement, it would not be possible to convincingly render Computer
Generated (CG) assets on to the original footage.
The VFX pipeline is so called because it can be thought of as a process through which the
original footage, output from digital artists, and other data produced, ‘flows’ towards producing
a final output. Camera Tracking is one of the processes that is performed first in the pipeline.
Therefore, as well as accuracy, timely completion of this stage is also essential in making sure
that the VFX facility operates efficiently and in a cost effective manner. Deadlines are strictly
enforced, and the cost of producing VFX is agreed and fixed at the start of the project - so
delays at any point of the pipeline can have dire consequences.
Camera Tracking is closely related to the field of research known as Structure From Motion
(SfM). Double Negative Ltd, a UK based VFX studio with facilities worldwide, partnered with
the University of Bath to establish a research project investigating how the latest work in the
SfM domain could be applied to the process of Camera Tracking, which in VFX is still a process
that involves a large amount of human interaction and hence cost.
Presented in this project is a detailed investigation into the process of Camera Tracking at a
VFX facility, utilising a large dataset of real shots from major Hollywood feature films. One
of the main conclusions from this investigation is that Camera Tracking for VFX work, due to
the nature of the work encountered in film production, is better regarded as a problem-solving
exercise rather than a pure SfM problem. The quantitative results obtained in this work strongly
suggest that having more data available about the scene being filmed and camera used is one
of the most effective ways to reduce the time spent on the Camera Tracking process. This
research project then investigates the use of additional on-set hardware to make obtaining this
information easier. It also develops new methods for determining information about changes
in parameters of the camera being used to film the scene using visual footage alone, under
conditions in which other traditional Computer Vision methods would likely fail. The impact
of this work has been a valuable contribution to the methods and tools available to artists
performing these tasks, allowing them to operate more efficiently in this competitive and global





This thesis describes several research projects in the area of Camera Tracking for use in the
production of Visual Effects (VFX) for feature film. Camera Tracking is an essential part of
the VFX pipeline, and one of the first tasks that must be completed by any VFX facility and
on almost all types of footage being worked on. It is important that it is done correctly as it is
fundamental to maintaining the illusion that the content created by VFX artists (that wasn’t
originally filmed in real-life) was in fact part of the scene being filmed. In short, it is the process
that ensures that the view of objects created by artists matches that of the camera’s view of
the scene, and that these assets can be ‘placed’ in the scene that has been filmed alongside
real-life actors and objects. Inaccuracies, even fairly small, are easily noticed by an audience,
and result in footage that looks as if the Computer Generated (CG) imagery has been ‘stuck
on’ to the real footage, and was obviously not part of the live scene.
Double Negative commissioned a research project with the University of Bath to investigate
new, and improve the effectiveness of existing, methods of camera tracking. This work has
focused on developing techniques for enhancing the current oﬄine camera tracking process,
with the main aims of increasing the speed and accuracy of this labor intensive and time-
consuming process.
With a turnover of over £77 million in 2015 [19] and major offices in Mumbai and Vancouver
alongside the head office in London, Double Negative are one of the world’s largest providers
of Visual Effects to feature film and high-end television productions. The company have a
large and active Research and Development (R&D) department - the main focus of which is on
improving the efficiency of artists working in the company. Tools are developed to allow artists
to effectively share and publish their work to others (pipeline tools and infrastructure) and
also to perform specific tasks for which there might not be a commercially available software
or hardware package, such as specific simulation and rendering applications (E.g. for the 2014
film Interstellar [36] [37]).
Determining the movement of a camera through 3D space, using both the 2D images from
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the camera, and additional hardware, is a very active area of research in the field of computer
vision. Applications such as augmented and virtual reality, autonomous vehicles, security and
medical imaging have driven the current research - alongside visual effects and entertainment.
This has produced a large and constantly evolving body of research, leading to a vast number of
new techniques and technologies for camera tracking. Due to the nature of Double Negative’s
business, there is only a small allowance in the R&D budget, in terms of time and financial
resources, to perform speculative research that does not have an immediately identifiable out-
come on a specific project (a film or television show). One of the main reasons, and benefits
for the company in taking on this research project, was the fact that the company would be
able to gain an in-depth understanding of the current state of camera tracking research, and an
assessment of how this might be applied effectively to their business - without a large financial
risk or committing staff for a long period of time.
The major outcomes and impact of this project are mainly split across contributions to
computer vision techniques and the use of camera mounted hardware to assist in determining
camera tracks, and also an analysis on the visual effects pipeline as a whole. In what we
believe to be an industry first, we have attempted to gather detailed statistics on the types of
‘shots’1 that make up a feature film VFX project. Using camera mounted hardware to assist in
camera tracking is an area in which current research is showing great promise. However, feature
film production poses unique challenges to the successful adoption of these techniques. This
project presents a thorough evaluation of the state of-the-art in this research and assesses it’s
potential for use in camera tracking for feature film production. The development of specialist
and bespoke timing hardware for use in footage alignment is also documented. This project has
also extended existing computer vision algorithms in order to exploit characteristics of blurred
footage, that would otherwise be unsuitable for use with classical computer vision methods, in
order to infer changes in camera parameters and align footage with data from other sources -
which can assist in the manual camera tracking process.
The contributions of this research project are summarised at the end of this chapter. How-
ever one of the most important and prolific themes of this work - and one of the unique aspects
of undertaking research with a parter company, has been the application of this research to
real industrial problems and challenges. Throughout the work, data has been collected from,
and algorithms implemented for, a live pipeline of feature films. In order to have the maxi-
mum impact, many of the techniques developed here have been implemented using industry
standard methods, often as toolsets or ‘plugins’ for commercial applications used throughout
the industry, or building upon in-house tools used at Double Negative by artists as part of the
VFX production process.
1A unit of visual effects work consisting of a period of consecutive frames of video and a description of the
work to be completed
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1.2 Background
1.2.1 The Visual Effects Industry
The visual effects (VFX) industry is a growing and highly competitive industry. Excluding
animated films, all of the top 20 grossing films of 2016 included a significant element of VFX
work[61]. The client for a VFX facility will typically be a film studio (examples are Disney,
Sony Pictures, Legendary, Dreamworks) who will award contracts to provide a visual effects
service to a particular project, which would normally be a feature film intended for cinematic
distribution. One of the most significant challenges facing VFX companies is that the value of
the bids for these contracts are usually fixed. Therefore, before work commences on a project -
the company must accurately estimate the cost and amount of time needed to fulfill the required
VFX briefing. Underestimating the cost of the work will be detrimental to the profitability of
the company. However, bids must be competitive with those from other VFX facilities. Before
the contract is awarded, the VFX company will typically have access to the script (or parts of
it) for the film, or footage that has already been shot by the film studio - and will use this to
produce a bid for the work. The work will typically be broken down into shots, which will be a
continuous sequence of frames over a short time period, which will require a specific VFX work
to be performed. VFX briefings can be vague - and there is a risk that a client will require
several iterations of a shot before it is approved. A project (at Double Negative) will typically
have several hundred shots, and the requirements for each one will vary considerably. At the
simplest level, a shot might consist mainly of live action footage and only require some colour
correction work, rig removal, or background replacement. More complex shots may be almost
completely computer generated (CG), and require large simulations (for example, fluids, smoke
or fire) or detailed CG characters to be inserted convincingly into the scene. The time taken
(and hence the cost) to complete each shot therefore will vary significantly. A shot is not the
equivalent of a scene, which is a progression of shots taking place in one location. The script of
a film will describe scenes, so it is the resposibility of the visual effects producer based at the
studio to determine the number of shots taking place in a project.
Many VFX facilities are ‘project based’, whereby a member of staff skilled in a particular
part of the VFX pipeline will work on several shots exclusively on a particular project, and
then move on to another project once the first one has been completed. Staff in supporting
(or ‘site based’ roles), such as technology, HR and finance are the exception to this and will
support operations in the company across all current projects simultaneously. Double Negative
has an extensive Research and Development (R&D) department that develops and supports
tools used in the multiple projects of the company and across the different pipeline stages. One
of its major limitations however is that given the project based nature of the company, without
an immediate and identified production need, there are few resources to spend on speculative
research. Staff in the department must give priority to supporting the day to day operations of
the company and the users of the tools (VFX artists) in order to ensure that the work can be
completed as quickly as possible in order to meet the deadline and reduce costs. This limitation
was one of the major motivations for the company in commisioning this research project with
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the university.
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Key: Entity with responsibility / control for stage
Figure 1-1: Diagram showing production stages of the VFX component of a feature film project
along with the visual effects pipeline. The entity responsible for each of these stages are also
shown.
1.2.2 The VFX Pipeline
Figure 1-1 is a diagram of the typical stages of a feature film’s production, along with the
various stages of the visual effects pipeline. Each stage in this process results in data being
produced and passed on to the next stage. One of the most important things to note is that
the VFX facility (in the case of this work, Double Negative) do not have control over much
of the production process, which includes the majority of on-set activity. Ideally, data such
as LiDAR scans, reference photography, lighting references, lens distortion models and other
camera information would be gathered for every VFX shot. However this is not guaranteed
and can sometimes be impossible in certain filming condtions (such as photography from an
aircraft). Production schedules are tightly controlled, and access to any on-set equipment and
facilities are granted entirely at the descretion of the film studio (unless explicity detailed in
the original VFX bid).
Much of the work performed by a VFX facility takes place in the post-production stage of
the film project. The various stages of VFX work at this point form what is commonly known as
the VFX Pipeline. Typically, the company will be structured into departments corresponding
to these tasks. A brief overview of the major stages of this pipleine (those referenced in Fig. 1-1)
follows below:
• Scan Ingestion
At this point, live action footage (a ‘scan’) from the studio is received at the VFX facility.
This footage will then be made available to other departments throughout the facility
and also made available to the necessary worldwide sites. The working image sizes and
resolutions must be decided at this stage.
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• Modelling
This can take place during pre production and before post-production starts. During
this stage, CG models, such as characters, creatures and virtual sets are developed and
drawn. This would usually be performed by a team of experienced artists and in close
collobaration with a director or producer based on the ideas established in the ‘pre-
visualistaion’ (previs) phase of the project.
• Rigging
During this process, an artist will take a completed 3D model and develop joints and the
movement constraints for this model so that it would be ready for animation. An example
could be creating a skeleton for a CG animal and defining how its anatomy will move.
• Animation
Using the models and rigs created previously, an artist will animate the model to the
desired movement.
• Matchmove
This pipeline stage is responsible for tracking camera movement and if required, objects
in the scene (reffered to as ‘body tracking’). The output of this stage would be animation
curves used to match the movement (hence the name matchmove) of virtual camera rigs
or objects to their real world counterparts. It is the camera tracking aspect of this stage
that this research project focusses on.2
• Rotoscoping
This stage is the production of mattes used to segment footage. For example, a forground
would be separated from the background of an image, in order for the background to
be replaced with another image. This is sometimes acheived through the use of chroma-
keying (commonly referred to as green or blue-screening) whereby any image areas of a
specific colour are segmented. Rotoscoping is also often a manual process with an artist
drawing arond and segmenting areas of the image at keyframes or at induvidual frames.
• Plate Preparation
At this stage, simple rig (such as cables, harnesses and lighting equipment) removal is
performed on the footage. Similarly to rotoscoping, this will usually be done manually -
with an artist painting out objects from frame to frame.
• Look Development & Lighting
These are the processes of designing how the the materials of the CG assets would appear,
and how the virtual lighting would make them correctly appear as if they were filmed in
the live-action scene. This work will involve the development of shaders, materials and
CG lighting.
2Throughout this project, unless otherwise stated, the term matchmove will always refer to the process of
producing a camera track, or a ‘solved’ (i.e the movement of the camera has been solved) camera. These are
terms of art - and although body tracking is an important part of the matchmove process, it is assumed in the
industry that unless specifically stated, matchmoving would typically refer to the process of camera tracking.
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• Effects
Artists in this department would be responsible for simulating specific phenomena in a
scene, such as smoke, fire or water - and developing renders specific to the scene that
would look plausible and match with the live-action footage.
• Compositing
This is the final stage of the visual effects pipeline, whereby computer generated renders
and live action footage is combined to form the final output image.
Clearly, the VFX pipeline consists of many stages, with a great number of people working both
simultaneously and consecutively on different aspects of a shot. Effectively managing data and
asset tracking throughout this process is an extremely important task. At Double Negative and
other large studios there will be a group within the R&D and Technology departments with
the responsibility for developing tools and processes to ensure that artists can efficiently access
this data and that versions of a particular asset are tracked throughout the process. This is
also important in order to enable revisions of a shot to be completed by allowing changes in
one particular pipeline stage to not require changes to all other assets. For example, it should
be possible for an animator to change the movement of a model and render a new version of
the shot whilst allowing for the lighting and texturing to remain the same.
1.3 Camera Tracking
The main focus of this work is on the process of camera tracking. The theoretical and practical
details of this process are described in more depth in the following chapters, however a brief
overview is shown in Fig.1-2. The main goal of this process is to ensure that a virtual camera
used to render Computer Generated (CG) footage matches the movement of the camera that
was used in the real world to film a scene. Once this CG footage has been rendered, it can
then be composited over the original footage convincingly. If this is not done correctly, the CG
content will appear to ‘slide’ around the screen of the resulting film - breaking the illusion that
the CG footage was actually in the shot along with the live action footage.
In Fig. 1-2 - the camera moves from left to right in the real world, whilst undergoing a
rotation, and the view of the scene is shown in the frames. The desired asset is produced in a
3D modeling package. In order to ‘place’ the asset in the scene, it is necessary to render the
asset at a viewpoint and scale in order to match the positions of the camera in the real world.
This is then composited onto the original imagery to give the impression that the object (the
dragon in this case) was actually in the scene along with the other objects (in this example
the trees). Naturally, for a completely realistic simulation of the placement of the CG asset
in the scene, it is necessary to consider other steps of the VFX pipeline, in particular lighting
(in order to match the light source in the live-action scene to the CG render), and also texture
development (in order to render the object in a material that would be believable in the scene).
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Camera Movement
Live Action Scene (Not to scale)
Camera View 1 Camera View 2
Virtual CG Asset
Render Camera Position1
Render Camera Position 2
Composited Output
Figure 1-2: An overview of the aims of the camera tracking process.
In this example, the movement of the camera between two frames of the same scene needs to be
calculated in order for the render camera for the CG scene to be placed in the correct position to
produce a matching view of the CG asset. The final composited output should show a view in which
the CG dragon would appear to have been in the actual live-action scene being filmed
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1.4 Motivation
Apart from the substantial business advantages that Double Negative could achieve should the
matchmove process be made more efficient, another significant motivation was the fact that
despite the huge amount of academic research being performed in the area of Computer Vision,
matchmoving is still very much a manual process, as our figures in Chap. 3 show. A cursory
search on the ACM Digital Library shows that from the year 2012 (the start of this project)
to the current date in late 2017; 75474 results are returned matching the keywords ‘structure
from motion’. Much of the computer vision research that has taken place in other fields,
such as Artificial Intelligence and robotics would suggest that automatic camera tracking and
positioning is a problem that is close to being ‘solved’. This is clearly not the case in modern
Visual Effects, where it is rare that a shot is fully automatically solved. Finding out how camera
tracking can be improved and how research may be applied, explicitly in the context of VFX
work and in a manner compatible with the working methods and types of footage received is the
main motivation for this project.
1.5 Thesis Structure
This thesis describes a research project that took place at Double Negative in conjunction
with the University of Bath over a period of four years from September 2012 to September
2016. Chapter 2 gives a comprehensive survey of the relevant areas of this research and an
overview of the theory of calculating camera movement in a sequence of frames. Presented in
Chapter 3 is a study on how camera tracking is performed by artists at Double Negative, and
measurements on the amount of time typically spent by the company on different parts of the
visual effects pipeline. This chapter also presents methods for describing the different types of
shots worked on by the company and quantifies the impact that different artefacts of footage
will have on the difficulty of solving the camera’s movement in a particular shot.
Prior to starting this project, Double Negative had acquired several Inertial Measurement
Units (IMUs) from an earlier project that aimed to develop a real-time preview system specific to
that project. The company was interested in evaluating their potential as a tool for improving
camera tracking across further projects. Chapter 4 details an evaluation of these different
IMUs along with a survey of the use of similar devices within the process of camera tracking.
Chapter 4 also discusses the use of other hardware on set to assist in camera tracking (in
particular additional ‘witness’ cameras) and describes a method for using footage from another
camera mounted on the main camera to track the main camera. This chapter then also presents
an implementation of an industry standard method for camera syncronisation for use on low-cost
bespoke embedded electronic hardware. Many of the methods for automatic camera tracking
currently described in the literature, and in use in the VFX industry, rely on being able to
accurately match features across consecutive frames of footage. Motion blur, amongst other
conditions discussed in Chap. 3, makes this process challenging. The use of hardware on set also
presents challenges with synchronisation between the camera and additional sensors. To address
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this, Chapter 5 presents a method for determining changes in certain camera parameters
from patterns of motion blur in footage - which would likely cause traditional camera tracking
(feature detection and matching) methods to fail. This method can also provide valuable
additional information to matchmove artists solving a camera track manually where no on-set
hardware is available. Finally, Chapter 6 discusses the main conclusions from this work and
identifies areas in which further work would be most effective, given the results obtained from
the research contained in this thesis.
In order to effectively research this subject, the project was split into three distinct areas,
the timelines of which are shown in Table 1.1.
Start End Research Project
Nov 2015 July 2016 Statistical analysis of the camera tracking process







Table 1.1: Research Project Timeline
1.6 Contributions
This work has produced an up-to-date overview of the matchmove process in a major VFX facil-
ity, based on interviews with matchmove professionals, and analysis of the facility’s scheduling
and budgeting processes. Furthermore, we identify some of the most prevalent shot charac-
teristics which lead to difficulty in the camera tracking process, and the methods currently
in use to overcome them. This research both develops novel computer vision techniques and
also assesses work in the camera-mounted hardware domain - along with describing industri-
ally relevant implementations, in order to increase the efficiency and accuracy of matchmove
professionals. Ultimately, it is envisaged that these potential improvements and efficiencies will
lead to reduced costs in the production of visual effects. The main contributions described in
this research are summarised below:
• Analysis of a large dataset of solved camera tracks from real productions to gauge the
impact of these on solve time.
• Suggestions and guidelines that could assist in the scheduling of the matchmove process
• Guidelines on the use and development of bespoke on-set hardware, derived from real
production experience
• A method for implementing an industry-standard camera synchronisation protocol on a
low cost embedded processor
• Analysis and empirical testing on the effectiveness of currently available auxiliary hard-
ware for use in producing a camera track - with a view to using motion data gathered
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from sensors in the hardware to assist in camera tracking and reducing the reliance on
feature matching across images
• Development of novel computer vision algorithms for determining the magnitude and
timings of changes in certain camera parameters on heavily motion-blurred footage in
which other methods would fail - thus allowing the solution for a camera track to be
constrained, and hence an artist would have to find fewer point tracks manually or could
produce a more accurate solution for camera movement when automatic methods fail.
• Using the motion blur detected from footage to temporally align camera footage with
data streams from other sensors and cameras, allowing for data gathered from on-set
hardware to be used effectively should synchronisation not be performed correctly.
• Defining a method for and evaluating the efficacy of using motion blur to determine these
parameters under various conditions.
1.7 Publications
The work presented in this document has formed part of the following publications.
• Camera Tracking in Visual Effects - An Industry Perspective of Structure
from Motion Alastair Barber, Darren Cosker, Oliver James, Ted Waine, Radhika Patel
Digital Production Symposium (DigiPro), July 2016, Anaheim CA. USA
• Inferring Changes in Intrinsic Parameters from Motion Blur Alastair Barber,
Matt Brown, Paul Hogbin, Darren Cosker Computers & Graphics Journal, Elsevier, 2015
• Estimating Camera Intrinsics from Motion Blur Alastair Barber, Matt Brown,
Paul Hogbin, Darren Cosker Proceedings of the 11th European Conference on Visual
Media Production (CVMP), November 2014, London UK.
1.8 Summary
• Throughout this work we aim to develop methods in order to increase the speed and
accuracy of which camera tracking is performed in the VFX industry.
• VFX work presents unique challenges for camera tracking, due to the diversity of footage
received, the timeframes for completing a camera track and the number of dependencies
on this stage.
• The nature of the industry means that the VFX facility does not have any control over
the camera movements for the film, the on-set workflow and the requirements of the visual
effects briefing. There is also no guarantee of getting any additional relevant information
from on-set, such as the type of lens and/or camera used and any settings such as focal
length and shutter speed used.
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• All aspects of VFX work are performed in a pipeline of several individual stages. Managing
this pipeline and the flow of assets throughout a VFX facility is central to the efficient
completion of VFX work.
• The main contributions of this work are:
An in-depth and up-to-date description of camera tracking for VFX production in a
busy facility.
Quantifiably describing the characteristics of VFX shots and ‘difficult’ to track shots,
gathered from a large dataset of real feature-film footage.
Assessing the contributions that on-set camera mounted hardware can have to the
matchmove process, and providing guidelines and recommendations for developing such
hardware, taking into account the economic realities and workflow of feature film produc-
tion.
Developing a technique for handling heavily motion blurred footage and extracting
useful information about changes in camera parameters from the patterns and magnitude
of the motion blur. This provides useful data to an matchmove artist who must manually
track features in such footage, and can constrain the problem of producing an accurate
solution for camera movement by estimating changes in parameters that would previously
be unknown using classical structure from motion methods.
• We are explicitly concerned with the application of Camera Tracking techniques to VFX
work and within the overall VFX pipeline. All the methods developed in a results obtained
from this work were produced as software that could be used within the pipeline using
industry standard techniques, and was tested with data either directly from or typical of
VFX Feature Film project work.
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Chapter 2
Structure From Motion -
Literature Review
2.1 Introduction
The overall domain of this research is in the area of camera tracking for use in visual effects for
feature film. A solution for the movement of a live action camera must consist of the camera’s
movements whilst filming (extrinsic parameters - detailed in Sec. 2.2.3) and must also include
values for changes in the focal length during filming, and also accurately model any distortion
introduced by the lens being used (intrinsic parameters - detailed in Sec. 2.2.2).
This information is essential to the process of Visual Effects production as without it, it
would be extremely difficult to composite computer generated imagery into a live action scene
convincingly, as the resulting view of the CG assets would not move around with the camera’s
movements (see Fig. 1-2). Currently, in order to gather this information, a significant amount of
work must be performed after the footage has been shot. This is referred to as ‘Matchmoving’
[81] and is an expensive process both in terms of time and complexity [25] [5] requiring a
large amount of user interaction. In difficult cases, such as in fast moving camera movements,
or where there is significant motion happening in the frame, it can sometimes be necessary
for a user to step through footage almost frame-by-frame to visually track points - even with
the latest and most advanced software available [81]. The matchmove process must also be
completed before work can begin further down the VFX ‘pipeline’, such as compositing and
lighting, and as such can be regarded as a bottleneck. The majority of methods for automatic
matchmoving in use currently rely on the process of structure from motion, a large and active
area of computer vision research. In order to perform this technique, many methods rely on
the accurate tracking of feature points in an image. There are often many situations where
this can become challenging, such as when there is little visual texture present in the frame,
or where the image has been heavily corrupted with motion blur. In these cases, the process
of matchmoving becomes significantly more complex and time consuming. This is a prevalent
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and relevant problem in the domain of Visual Effects. As cameras have become smaller, more
reliable and higher resolution - it is now commonplace for film scenes to contain fast movement,
unconstrained motion of cameras, and also to be filmed in places where additional tracking
infrastructure is either impossible or economically impractical to install, such as outdoors or
on vehicles. As described in the following sections, there are many computer vision techniques
that are used to determine accurate tracks of camera motion from feature matching across
multiple frames, however, all of these methods are susceptible to heavy motion blur, or cannot
be run accurately on scenes containing poor visual texture. Finding ways in which to increase
the robustness of these tracking methods would be of significant commercial benefit, allowing
accurate camera motion to be estimated quickly, using fewer man-hours and thus reducing the
cost of adding visual effects to a film, and is the motivation for this research project.
In this chapter, an overview of the computer vision methodologies used in the matchmove
process is presented. The goal of this procedure is to use multiple frames of 2D image data
from a scene captured by a moving camera in order to determine 3D structure and calculate
the trajectory of the camera over time. There exists a wide and varied number of approaches
for solving this problem. Classical methods such as those described in [70], [84] and [14] rely
on the approach of known correspondence - where a set of feature trajectories over time is used
to solve for their 3D positions and camera motion [16]. Other methods for determining the
camera’s motion require the use of a ‘known shape’ - for example a calibration target (e.g. in [52]
and more recently [101]) to be observed from a moving camera. In this work, we are mainly
interested in the known correspondence approach, and discussed in this chapter are various
methods for detecting and matching features, along with the mathematics behind how such
matches can be used to formulate an estimate for camera movement. Finally - methods that
make use of additional hardware along with an image sensor, especially inertial measurement
units (IMUs) have also been used to help determine the motion of a camera, and these can be
very useful in the case where the images recorded alone do not contain the necessary amount
of data for other structure from motion methods to work, and works describing their use in
camera tracking are also discussed here.
2.2 Camera Coordinate Systems & Image Formation
This section introduces the camera coordinate systems referred to in the literature and other
parts of this research, and describes how 3D objects present in a scene can be imaged on a
camera’s sensor or film.
2.2.1 The Perspective Camera Model
A camera creates a 2D representation of a 3D scene by way of imaging a ‘projection’ of the light
emitted or reflected from objects in the scene. The simplest of cameras can be described as a
pinhole camera. Such a camera is described by [98] as having a focal plane F at a fixed distance
f (the focal length) in front of an image plane I. A pinhole, referred to as the optical centre C,
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is made such that rays of light arriving at the camera from the scene form an inverted image
of the scene on the image plane. Thus, for each point on the object, there is a corresponding
point made on the image plane I. This manner of projection from 3D scene to the 2D image
plane is referred to as perspective projection. This arrangement is illustrated in Figure 2-1.
Figure 2-1: An illustration of a pinhole camera and the Perspective Projection of a 3D Scene
to a 2D image plane.
Planes F and I are parallel to one another and the point at which a line passing through
C, perpendicular to F (known as the optical axis) meets I is described as the principal point
c. It then follows that the coordinate system of I (the image coordinate system), (x, y) is
defined such that the origin lies at the point c. The 3D coordinate system of the scene being
photographed can be referred to as (X,Y, Z), with an origin of C and where the X and Y
axes are parallel (but in opposite directions - as the image is inverted) to those of the image
coordinate system, and the Z axis coinciding with the camera’s optical axis. The relationship










Throughout the literature, it is common for references to be made to several coordinate
systems when referencing captured images and scenes. In this work, the main system used will
be the Pixel Coordinate System - which usually represents the coordinate system of the image
as taken by the camera. For clarity, this and other coordinate systems are described here.
• World Coordinate System:
This is the 3D coordinate system of objects in a scene. It is not affected by movement of
the camera and the location of a point in the scene in this coordinate system is constant
regardless of movement of the camera. The origin of this system is arbitrary and is defined
by the extrinsic parameters of a camera
• Camera Coordinate System:
This coordinate system is used to represent 3D points (X,Y, Z) in a scene as viewed from
the camera. The origin of this system lies at C, the optical centre of the camera. In
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situations whereby two cameras are being used, a single point, M in space is represented
by the coordinates Ml and Mr, where Ml is the location of the point in the left camera
coordinate system, and Mr represents this same point but in the coordinate system of
the right camera.
• Image Coordinate System The image coordinate system is the 2D coordinate system
of points formed on the image plane I of a camera. The origin of this system lies at the
principal point c.
• Pixel Coordinate System:
The pixel coordinate system is the coordinate system of a digital image captured by
the camera. It is similar to the image coordinate system however is produced after
application of the intrinsic parameters of the camera have been factored in. The origin
of this coordinate system is usually at the upper left corner of the resulting image.
2.2.2 Intrinsic Parameters
Figure 2-2: Examples of lens distortion.
The left hand image shows a subtle distortion introduced by a 50mm spherical lens, and the
right hand image shows ‘barrel’ distortion introduced by a wide angle 4mm lens. The same
checkerboard is used in both images and the edges are straight and each square an identical
size.
Whilst the pinhole camera model is mathematically and theoretically convenient, cameras
used in production rarely exhibit their exact properties. In a real camera, a lens will focus the
rays of light arriving from a scene onto the image plane (I in Fig. 2-1). This lens will introduce
a distortion into the image. In Fig. 2-2 two examples of lens distortion are shown. The left
hand image has much more subtle distortion than the right hand image, with the effects only
being slightly noticeable at the edges of the board. The right hand image is an example of
‘barrel’ distortion, where the edges of the squares have become significantly warped.
In order to correctly determine the mapping of a point from 3D space to 2D image, the
distortion introduced by a lens must be accurately modelled. This problem is well researched.
Classical methods, such as [89] and [52] rely on a method of moving a known shape over a precise
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distance and tracking the points from frame to frame, or in the case of [95] two orthogonaly
mounted planes of known dimensions being used.
The mapping between 3D camera coordinate M = [X,Y, Z]T and 2D pixel coordinate
m = [x, y] in a pin-hole, as described in Eq. 2.1 can be expressed in matrix form, where Mˆ and
mˆ correspond to the homogeneous 1 vectors of M and m, as:
smˆ = KˆMˆ with Kˆ =

fx c u0 0
0 fy v0 0
0 0 1 0
0 0 0 1
 hence K =
fx c u00 fx v0
0 0 1
 (2.2)
where s is an arbitrary scale factor and K is reffered to as the camera intrinsic matrix
consisting of (u0, v0) - the coordinates of the the principal point, fx & fy the scale factors of
the image in the x and y directions (where f would typically be the focal length of the lens in
pixels), and c the pixel skew factor.2
In the case of the images shown in Fig. 2-2 - and indeed most images shot using most
cameras and lenses, Eq. 2.2 will not accurately describe the camera’s image projection. The
distortion introduced by lenses is usually modelled as a function of the radial distance of the
image point from the principal point. The distance between the observed (distorted) pixel




= (1 + k1(x







Where k1 and k2 are the coefficients that control the amount of lens distortion. If a set of
ideal coordinates is known, i.e. the true image coordinates of projected points in the camera
coordinate system using the pinhole camera model, then the solution for the ks can be found
from the following equation system, where each set of of points (x, y) and corresponding points
(xdist, ydist) will produce two equations in the two unknown ks:[
(x− x0)(x2 + y2) (x− x0)(x2 + y2)2











Given a sufficient number of point pairs, a solution for the radial distortion coefficients can
be found by using a linear or total (orthogonal) least-squares method.
It must be remembered however that the procedures shown for solving for projection and lens
distortion in Equations 2.2-2.4 use the known positions of 3D points in the camera coordinate
system, where the camera is located at the origin of the co-ordinate system. Throughout much
of this work, and the vast majority of applications in existing literature, we are interested in
1A Homogeneous vector refers to a vector Xˆ refers to a vector X = [x, y, z]T augmented with a 1 as the last
vector, i.e. Xˆ = [x, y, z, 1]T
2This factor is included to compensate for the fact that it is theoretically possible for a camera to have
non-square pixels, however this is extremely rare in modern digital cameras and in much of the literature c is
simply replaced by 0.
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how the camera is located in relation to the 3D ‘world space’. A major limitation of some of
the earlier methods for determining the distortion introduced by a lens (such as in [89] and
others mentioned in [20]) is that the axes of the camera’s coordinate system must be parallel
to that of the calibration object (i.e. the world coordinate system), or the exact translation
and rotation from the origin of the camera coordinate system to that of the world system must
be known. This is possible mechanically - however is a complex process, requiring expensive
and accurate measuring equipment. The authors of [87] and more lately [101] describe methods
of determining camera intrinsic and lens distortion values by viewing a calibration pattern (a
checkerboard plane) from an unknown orientation over a number of frames (5 or 2 respectively).
The method proposed by Zhang in [101] has become extremely popular ([45]) and produces
good results in most situations (although the authors of [45] find that the method presented by
Tsai in [89] produces more accurate results with less data acquisition than Zhang’s method).
At a basic level, [101] and other similar methods use a pinhole camera model to estimate for the
orientation of a camera and then a non-linear minimalisation method, such as the Levenberg-
Marquart [44] [55] algorithm to solve for the parameters for lens distortion as modelled in
Eq. 2.4.
2.2.3 Extrinsic Parameters
Figure 2-3: The Extrinsic Parameters of a camera system.
The origin of the Camera Coordinate system, C, is mapped to that of the World Coordinate
system through Rotation R and Translation t
In the previous section, brief mention is given to the rotation and translation needed to
transform the origin of the camera’s coordinate to that of the world coordinate system. These
parameters are often referred to as the extrinsic parameters of a camera system. Accurate
knowledge of these parameters is most important in the case of ensuring a common point
of reference in world space. Fig. 2-3 illustrates the relationship between world and camera
coordinates as expressed by R and t. Given known values for R & t we can update Eq. 2.2
to describe how points in the world coordinate system can be projected to a 2D point in the







The remainder of this chapter discusses methods for determining the camera’s extrinsic param-
eters automatically, as part of a process known as structure from motion and discusses these
applications in the field of matchmoving for visual effects.
2.3 Feature Detection & Matching
Throughout this work, we refer to a feature as a region in an image that can be reliably located
in another image of the same scene. The goal of a method for automatically detecting these
features is that it should reliably detect features which can be uniquely located in a different
frame - so should therefore be repeatable [72, p. 108]. One of the most basic features to search
for in an image is a corner point, as first described in [62]. By simply comparing a window of
pixels with adjacent blocks in the horizontal and vertical directions, it is possible to determine
if the region is a corner if there is a significant difference in windows in both directions. This is
expanded on by Harris and Stephens in [26] and Forstner in [24] - which has lead to the Harris
Corner Detector. This is a method that is widely used and considered to be one of the most
fundamental methods for detecting features in an image. In later works by Shi, Tomasi and
Kande in [85] and [78], they observed that a block of pixels W described by the Harris corner
detection algorithm as a feature in a frame t can be described as the same block of pixels in
t+ 1 as W translated by a vector (u, v). Given an image I(x, y, t):
I(x+ u, y + v, t+ 1) = I(x, y, t) ∀(x, y) ∈W
Therefore, in order to find the translation of a block of pixels from t to t+ 1, we minimize the
cost function:
F (u, v) =
∑
(x,y)
W (x, y)(I(x+ u, y + v, t+ 1)− I(x, y, t))2 (2.6)
Another method of extracting corners from an image is the FAST corner detector, described
in [74]. In it’s most basic sense, this feature detector samples a descretised circle around a
candidate pixel point p, and if all the pixels on a continuous arc of n pixels around the circle are
significantly lighter or darker than the pixel p then p is recorded as being a feature. This method
is notably faster than the Harris and Shi, Tomasi and Kanade corner detectors. Another method
for detecting features, often used in conjunction with the SIFT feature descriptor (described
in the following section) is by comparing the difference of Gaussians of the image at different
scale points. In this process, the (grayscale) image is blurred by convolving the image with a





2). The difference of these resulting two images is then taken, and maxima
of this difference image would then be used to locate features in the original image.
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2.3.1 Feature Matching
Once a potential feature has been located in a frame, it is necessary to formulate a description
of it so as it may be searched for in the following frame. Ideally, the descriptor must describe
the feature uniquely, and also be invarient to changes in scale and affine transformation. Some
early examples of feature description simply take into account the intensity values of a fixed-
size block of pixels surrounding the feature point. By comparing a vector of these intensity
values with that of a vector of an identically sized block taken from a candidate match in
the next frame, minimising the sum of squared differences should result in an estimate for a
correspondence of two points. In cases where the disparity between two images is small, such
as is typical between two frames of video where the camera is moving slowly - this method
can produce viable results and became the basis for early methods of feature matching in
video, such as in [54] and [102]. Whilst simple, this method produces poor results when there
has been a large change in camera location or orientation, and, importantly, in the case of a
change in scale of the image. More recent and popular methods of feature description can be
categorised as histogram based. Methods such as the Scale Invarient Feature Transform (SIFT)
descriptor [53], the Gradient Location and Orientation Histogram (GLOH) [58], and DAISY
[9] and [83], make use of a technique whereby the feature is described as a set of histograms of
pixel intensities or gradient values over a set of subregions surrounding a feature point and at
different scales and orientations. These methods, and in particular the SIFT feature descriptor,
have become very popular for feature matching [72, p. 131]. This is mainly due to the fact
that they are much more robust at producing a correspondence for a detected feature when
the camera has undergone a significant transformation between frames (i.e. a wide baseline) or
scale change (for example, the focal length has changed, or the camera has moved towards or
away from the scene). A full comparison of these methods is outside the scope of this document,
however [59] and [75] offer a good survey and comparison of the performance of various feature
descriptors and detectors, whilst [103] provides a comprehensive survey on the more general
topic of methods of image registration.
2.3.2 Camera Tracking from Correspondences
Once a sufficient number of point correspondences have been obtained, it is possible to calculate
the movement of the camera between frames. For this work, we assume that the camera has
been correctly calibrated for its intrinsic parameters at a particular frame, and these values are
encapsulated in the 3 × 3 matrix K. Given then a 3D point in a scene Z = [ x y z ]T , this is
projected onto a 2D image plane by the camera to a 2D point z = [ xˆ yˆ 1 ] by the relationship
z = KZ. This equation however assumes that the origin of the 2D image coordinates lies
coincidental to the origin of the world system. For a single frame and if no-reconstruction of
the scene is needed then this is acceptable - however for the purposes of matchmoving, we
want to determine the movement of the camera relative to the scene across more than one
frame. In order to achieve this, we must determine the extrinsic parameters of the camera, and
this is traditionally achieved using the a set of point correspondences - obtained using methods
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described in the previous subsection. A typical choice for describing the transformation between
camera and world frame is to use [88]:
• A 3D translation vector, T describing the relative positions of the origins of the two
reference frames, and
• A 3× 3 rotation matrix, R that brings the corresponding axis of frames onto each other.
Given a set of point correspondences and the camera calibration matrix, it is possible to compute
the fundamental matrix of a pair of images. The fundamental matrix, F was first defined in
[51], and encapsulates the translation t and rotation R between two corresponding 2D points
in an image pair, x and x′, such that x′TFx = 0, where F = K−TTxRK−1, and Tx is a 3× 3
matrix such that Txp = t × p for an arbitrary 3-vector p[65]. Calculating this matrix can be
performed in a number of ways. The simplest method is to use the original algorithm described
in [51] - the 8-point algorithm, which, as the name would suggest, requires 8 matching point
correspondences in order to produce a result. Given the constraint that x′TFx = 0 and writing
x = (y, y, 1)T and x′ = (x′, y′, 1)T - each point match will give rise to one linear equation
in the unknown entries of F . The coefficients of this equation are written in terms of known
coordinates x and x′, therefore the equation corresponding to a pair of points (x, y, 1) and
(x′, y′, 1) is:
x′xf11 + x′yf12 + x′f13 + y′xf21 + y′yf22 + y′yf23 + xf31 + yf32 + f33 = 0 (2.7)
Where f is the 9-vector made up of the entries of F in row-major order. Then the previous
equation can be expressed as a vector inner product
(x′x, x′y, x′, y′x, y′y, y′, x, y, 1)f = 0 (2.8)
and for a set of 8 point matches, we obtain a set of linear equations of the form
Af =










x′8x8 x′8y8 x′8 y′8x8 y′8y8 y′8 x8 y8
 f = 1 (2.9)
Where 1 is an 8-element vector of ones. If matrix A has a rank of exactly 8 then the solution is
unique and can be found by linear methods [28, pp. 279-281]. A significant challenge with this
approach is that the point matches must be exactly correct, as noise in the values will lead to
an incorrect estimation for F and therefore the values determined for R and T for the camera.
If these points have been manually and accurately selected then this is acceptable, and other
methods described in [28, pp.281-290] provide enhanced accuracy in calculating a value for F
given correct point matches. However, for the application of matchmoving - this is clearly not
a realistic expectation - as the goal is to be able to generate a track automatically over as many
frames as possible, with feature points being identified and matched automatically using the
methods previously described. It is therefore reasonable to expect that there will be a number
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of incorrect matches and a statistical method for eliminating incorrect matches and refining
the estimation for F will be necessary. One of the earliest and still commonly used methods
for determining the Fundamental Matrix from a pair of images and automatically detected
and matched feature is a method based on the Random Sample and Consensus process, first
described in [21]. Briefly, this algorithm works by iterating through n samples of 8 randomly
selected point matches (the hypothesis) in order to produce an estimate for F . Then for every
other point candidate correspondence pair (x and x′) in the image set the error from the
equation x′TFx is calculated and capped at a threshold (point matches which are above this
threshold are considered outliers - i.e. incorrect matches, for this hypothesis). The hypothesis
resulting in the lowest sum of errors is selected as the correct estimate for F .
Using the 8-point algorithm to determine the Fundamental matrix on data that is noisy can
lead to instability in the process of estimating a value for F . In [29], the author proposes a
method for determining the Fundamental Matrix using normalised coordinates. In this process,
the coordinates are normalised to have zero mean and an average distance from the origin of√
2. The justification for this process is that, should a set of point matches be relatively close
to one another, i.e. ux = [1001.5, 1005.6, 988.7,...], by translating these by 1000, these become
ux = [1.5, 5.6,−1.3] etc. Before this translation, the significant values of these coordinates are
obscured by a coordinate offset of 1000, and as such is only found in the 3rd or 4th significant
figure. This leads to, according to Eqn. 2.8, the terms x′x, x′y, y′y, y′x having magnitudes of
106 for un-normalised points, which would lead to the system being much more susceptible
to noise from incorrect matches than a normalised set of points. In [28, pp.285], the authors
further improve on this method by optimising the result obtained from the normalised-8-point
RANSAC algorithm by using the non-linear Levenberg-Marquardt optimisation algorithm, op-
erating under the assumption that the noise in point matching accuracy will have a Guassian
distribution.
Of course - there are many other methods for automatically determining F , and a more
detailed survey and description of these methods can be found in [28] and [103].
2.3.3 Dense Correspondence
Unlike in the process of feature detection and matching, where the goal is to identify and track
the location of specific feature points in an image, dense correspondence aims to produce a
mapping for the location of each pixel in one frame to the next. These methods, often described
as ‘optical flow’ aim to produce a value for the movement of each pixel (a displacement vector)
not limited to just movement brought about by the camera, so will also handle movement of
the objects in the scene. One common use for this produced vector field would be for ‘retiming’
footage. In this application, additional frames would be synthesized (simulating the appearance
of the scene between two frames)and inserted between the original frames (in the case of slowing
down the motion) or replacing a pair of frames (for speeding up the footage).
In order to determine camera movement from a motion vector field of an image, it would
still be necessary to select points of the image and produce a model for the camera’s movement
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using the techniques in Section. 2.3.2. However, as optical flow methods should produce a
much larger amount of potential feature matches (one for every pixel, baring occlusions), these
techniques can be very useful in the cases where it may be difficult to identify features reliably
and accurately - such as in the case of motion blur.
Much research has been done in the field of determining optical flow. Mathematically, the
goal of this method is to produce a motion vector (u, v) at every point (x1, y1) in an image I1
such that the corresponding point in image I2 can be determined as (x2, y2) = (x1 +u, x1 + v).
One of the earliest methods for determining optical flow between two images at different points
in time is proposed by Horn and Schunck in [32]. The main assumption in this work is that
image intensity of the corresponding pixels is preserved over time. Other assumptions that
are necessary for the method to perform correctly are that u and v are small values and that
flow field varies smoothly across the image. This requirement that changes in the flow field be




















also be small. This leads to the an energy function to be minimised over flow fields u(x, y) and



































where λ is a parameter that specifies the influence of the smoothness term, also known as a
regularisation parameter.
The main limitation of the Horn-Schunk method, apart from the brightness consistency
assumption, is that the method can only be reliably applied when u and v are very small (less
than a pixel), and as such would clearly fail if there was a large camera movement between
frames. In a later work in [6] the authors suggest using a multi-resolution approach, forming a
laplacian pyramid - starting at the coarsest level of the pyramid (such that u and v < 1 pixel)
and estimating the flow fields for the levels up the pyramid (by warping the image from one
level to the next using the estimated vector field) and summing the values for the flow fields to
create the final estimate.
Another classic method for determining optical flow is the Lucas-Kanade method, described





w(x, y)(I(x+ u, y + v, t+ 1)− I(x, y, t))2 (2.12)
where w(x, y) is a window function centered on (x0, y0) - which makes the assumption that
all pixels in a specific window will have the same motion vector. Clearly, using a large window
for this will produce inadequate results, but this method can be accurate for small locations
at particular parts of the image. However there is also the issue that choosing small square
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windows can be problematic, as a cameras transformation will mean that areas that were square
in one frame may no longer be square in the next.
Recent works have sought to address the problems of determining motion blur whilst re-
moving the limitations and assumptions of these earlier methods. A method presented in [10]
improves the accuracy of flow calculation for images with large motion vectors. The authors of
[47] aim to address the problem of tracking and reducing drift in non-rigid scenes over many
frame pairs. For scenes in which motion blur is present in the image, the authors of [73] propose
analysing the motion blur brought about in an image by fast movement to determine the direc-
tion and magnitude of movement at that location. The authors of [100] build on this approach.
In [46] the authors use a camera mounted motion sensor system to determine the movement of
the camera and use this to build an estimate for optical flow taking into account the camera’s
known movement and position.
2.4 Camera Mounted Inertial Measurement Units
In parallel with the developments in Structure From Motion techniques in the computer vi-
sion domain, recent advances in the field of micro-electronics have lead to the development of
cheaper, smaller and more accurate Inertial Measurement Units (IMUs). Inertial Sensors are
a type of device that can detect and measure movement. For an application such as camera
tracking, where the aim is to calculate the movement of a camera - they would seem like ideal
devices to investigate - and indeed much work has been done, particularly in the field of robotics
in making use of these devices along with a camera to track camera movement.
In this work, we are interested in two types of devices: Gyroscopes and Accelerometers. Gy-
roscopes measure rotational velocity around an axis, and accerlerometers measure acceleration
along an axis. These are usually packaged into an Inertial Measurement Unit that would consist
of three gyroscopes around the x,y and z axes and three accelerometers around these axis. An
good overview of inertial measurement technology is given in [66]. One of the major issues with
the use of IMUs to measure position is that as they only measure velocity or change in velocity,
calculating position from their reading will involve either integrating or double integrating (in
the case of accelerometers) the readings from the device. This makes the results for position
extremely susceptible to noise, especially over long periods of time. Further detail on this and
methods for correcting for this are discussed in [66]. One of the most common ways in which
this issue can be counteracted is through the use of a statistical filter such as the Kalman Filter,
or Extended Kalman Filter. The fundamental principle behind these filters is that the system
combines a model of movement, known inputs and a set of measurements from sensors to form
an estimate of the state of the system - as opposed to relying on measurements from a single
sensor alone. If a model of the movement can be fairly restrictive, the accuracy of IMU based
tracking can be reasonably high. IMU technology is popular in some other parts of the VFX
pipeline, in particular motion capture technologies (such as [97]) - where the movement models
of the system can be constrained to that of a human skeleton.
Many existing IMU-augmented camera tracking methods use the data from IMUs to assist
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in detecting and matching points (discussed in Sec. 2.3 & Sec. 2.3.1). Many works have shown
that using an IMU can assist in increasing the robustness of structure from motion methods,
for example [71], [1] and [56], and also in calculating the location of a camera and mapping its
environment [69]. In [40] the authors present a method for using a camera mounted inertial
sensor to modify an edge detection algorithm to account for the levels of motion blur expected
to be present in an image. Furthermore, the authors of [40] combine tracking data with inertial
data in an Extended Kalman Filter model to locate a camera within a known 3D model of the
environment. A similar method is given in [7], where the authors focus on registering detected
2D image features accurately to a simplified 3D model of the scene. In [65] the authors use a
device that fuses output from accelerometers and gyroscopes to calculate the orientation of a
camera in two frames. Using this information, their method is able to calculate a value for the
Fundamental Matrix (described in Sec. 2.3.2), and hence the relative camera transformation
between frames, by searching for only two 2D feature point matches in the frames. An important
stage in all of these algorithms for using inertial sensor data in conjunction with a camera is
that the rotation and translation between the principal point of the camera and the centre
of axis for the inertial sensor must be known. Another consideration is that the camera and
IMU must be synchronised, as typical IMUs record data at a much higher speed than film
cameras (100Hz vs. 24 frames/second for example). In [31] the authors propose a simple
method whereby a calibration target is filmed with the IMU-Camera rig. In a later work,
the authors of [68] describe a method for determining the transformation between an IMU
and camera automatically after footage has been recorded. This method does however rely on
finding accurate point correspondences over a pair of frames for initialisation. Whilst these
sensors have given promising results in the literature and in some commercial applications, the
challenges of developing and deploying on-set hardware for use on a feature film set may limit
their use in the process of matchmoving for VFX. Chapter 4 explores some of the commercially
available sensors and their potential for practical use on set.
2.5 Determining Motion Using Auxiliary Cameras
If an auxiliary camera is rigidly attached to the main camera, then once the value for rotation
and translation between the principal point (see Sec. 2.2) of both cameras is known, along with
each camera’s intrinsic parameters it should be possible to calculate the movement of the main
camera by calculating the position over time of the auxiliary camera and transforming this to
that of the main camera. One of the most widely used approaches to solving for the camera’s
position (extrinsic parameters) and intrinsic parameters is [101], in which a checkerboard of
known dimensions is viewed from a single camera. In [30] the author proposes using circular
control points instead of a checkerboard pattern. In both of these methods, an estimation for
camera intrinsic and extrinsic parameters can be produced from a single frame of a known
structure (the checkerboard or other pattern of known dimensions) A simple method for using
an auxiliary camera to track the movement of a main camera, would be to mount the auxiliary
camera on the main camera, viewing a scene that would be easier to track that is out of the view
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of the main camera. If the auxiliary camera is tracked, this track can be transformed to that
of the main camera. For this to be correct, it is necessary to know the transformation between
the principal point of the auxiliary camera and that of the main camera. An early work in [90]
describes a method for calibrating a camera mounted on a robot arm to the arm’s actuators,
and this method is used in [65] as method for determining the offset between a camera’s focal
point and the centre of the axis of a rigidly attached IMU. More recent methods building on
this approach are described in [15] and [13] A more recent method in [60] utilises a Kalman
Filter based approach for determining this calibration. None of these methods however would
be suited for use in a film set environment, as those described in [90, 15, 13] require for the
camera rig to be moved a known distance and thus requires accurate and expensive robotics
hardware. The work in [60] relies on the differences in sample rate between the IMU and
Camera to to build a model of a system and estimation for the devices’ relative orientation. As
has been described in 4.2, the sample rate of a inertial measurement unit is much greater than
that of a typical video camera, and therefore this method would not be suited to use with our
desired situation unless it were to be used with a very high framerate camera as the auxiliary
camera. Other works, such as [64], [91] and [43] have proposed using a network of cameras to
track multiple moving objects in a scene - which can be particularly useful when an object of
interest is occluded from a single camera. Although outside of the scope and application of this
work, systems based on this kind of methodology for tracking objects are used heavily in the
application of motion capture. In filmmaking, this term refers to the process of capturing the
position and movement of an actor giving a performance, and using this motion to drive the
animation of a digital character. [72, pp.255-300] gives a thorough overview of the applications
and mathematics behind this process.
2.6 Matchmoving
The previous sections of this chapter have described the theory behind automated point-
detection and matching with the goal of determining camera parameters, in particular the
extrinsic parameters (i.e. movement between two frames). Presented here is a short review on
matchmoving as a technique used in the visual effects process that makes use of the methods
described previously, concluding with a description of the problems that commonly occur in
this process - and hence potential areas for research.
Matchmoving is typically accomplished using specialist proprietary software that integrates
well with other applications used by other departments in the visual effects facility. Such an
example of this would be using the camera tracks to control a virtual camera in a rendering
tool, or extracting 3D structure from a set of images into a tool for modelling. One of the
earliest successful tools developed for this purpose was Boujou, based on the work described in
[22]. A more recent application which is heavily used at Double Negative is 3DEqualizer [77].
All matchmoving applications typically allow the user to select a set of feature points at various
keyframes throughout the image sequence - and then use automated methods to track these
points throughout the frames [18]. Typically, a matchmove application will have a proprietary
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implementation of an algorithm to produce camera tracks from these point matches. They will
also have a system built either by in house or as part of the software package for correcting for
lens distortion. Double Negative currently uses their own proprietary in-house algorithm for
correcting for lens distortion in most cases. After a shot has taken place, the lens serial numbers
are noted, and details of the film-back used are also recorded. If this lens has not previously
been encountered, then a separate ‘lens grid shoot’ is scheduled using the same lens. During
this process, a zoom encoder is used to ensure that the lens distortion is accurately known for
all focal lengths.
Some of the most common problems in the matchmove process occur when there are either
not enough points to track, or where the feature points are heavily distorted during the shot,
and one significant and common occurrence of this is motion blur in the frame. As described
in Sec. 2.3, it is clear that point detection and description will work well where there are
well defined points in a frame, such as sharp edges and corners. The authors of [8] specify
that ‘outlier situations’, that would cause many of the previously mentioned automatic feature
detection and tracking algorithms to fail, are common in visual effects work. In the software
described by [8], a user selects a region to track at key frames in order to train the algorithm,
with the software estimating in between morphs for these points in a method based on the
Active Appearance Models (AAM) approach (see [4] for a detailed description of the AAM
approach). Conversely, the software package Boujou [92] based on the works by [23] and [86],
aims to solve camera motion entirely automatically for any shot. In the following chapter, we
investigate the level of use of such automated tracking solutions in VFX work. In an image that
has been affected by heavy motion blur - good tracking points will be difficult to detect, and
in these cases much of a matchmove artist’s time will be spent trying to find suitable points
to track or to even estimate a sufficient track [18]. In this situation, a large amount of time is
spent on obtaining a result that is usually not of optimum standard. It is this problem that
will guide the research described in the remainder of this research project.
2.7 Summary
This chapter has given an overview of the theory behind the process of automatic camera
tracking. Almost all of the methods in this chapter rely on obtaining a number of point matches
from consecutive frames (the exceptions being those relying on inertial sensors to determine
the location of an attached camera). Table 2.1 gives an overview of the various advantages and
limitations of the methods discussed here.
The key stage of determining an estimate for camera movement is the computation of the
Fundamental Matrix along with a model for the camera’s intrinsic parameters (calibrating the
camera). In general, due to the nature of the mathematics behind producing a value for the
fundamental matrix - having a greater number of correct point matches will result in a more
accurate solution for the camera movement. In the cases where it is not possible for all points
to be matched accurately, statistical methods such as Levenberg-Marquardt optimisation can
produce a good result in a large dataset of point matches that contains erroneous tracks.
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The majority of the works discussed in the areas of automatic point detection and tracking
rely on the image containing clearly defined ‘features’ that can be located across multiple
frames. Such features are typically defined by edges, or contrasting areas in the image. These
properties of an image are often referred to as ‘visual texture’, and certain characteristics of
both camera movements (for example, fast movement causing motion blur) and the scenes being
filmed (sparse scenes such as sea or sky) can reduce the amount of visual texture available in
the image to be used by feature detection algorithms.
In the following chapters, we investigate how the methods discussed in this chapter are ap-
plied to Camera Tracking for VFX in feature film production. We also investigate how Inertial
Measurement Units similar to those used in the works discussed in this chapter may be used on
set, and how challenges around using multiple cameras to track movement may be addressed
with additional hardware methods. Finally, several new methods for determining camera pa-
rameters (essential for accurately determining the movement of a camera) are presented for use
where the levels of visual texture are poor and additional on-set hardware is either unavailable





• Produces accurate results from
sparse point matches
• Variety of robust methods for
feature detection, matching and
camera estimation
• Robust across wide baselines and
changes in scale
• Image must contain well defined
features
• Matching and camera movement
estimation procedure is
susceptible to occlusion
• Susceptible to motion blur
Dense Corre-
spondence
• Provides motion estimation for
every pixel in an image
• Methods exist that are robust
under motion blurred footage
• Can be used to produce highly
accurate camera tracks given the
quantity of potential point
matches.
• Susceptible to occlusion
• Can be computationally expensive
• Does not work across wide






• Baseline or scale change
• Occlusion
• Can be impractical to use -
requires additional equipment to
be mounted to the camera and
extra calibration
• Drift over time quickly results in
highly inaccurate camera position
estimate, unless data is heavily
processed using a robust
statistical method
• Requires accurate synchronisation
between camera and IMU
Auxiliary Cam-
era
• Can view a scene that is different
to the main camera, and so avoid
the problems brought about by
occlusion and lack of visual
texture in the main image
• Requires extra setup and
calibration
• Requires accurate synchranisation
between cameras
• Auxiliary camera is still
susceptible to the problems
featured in other vision-based
methods.
Table 2.1: Table summarising advantages and limitations of the main group of automated
camera tracking methods discussed in this chapter.
Chapter 3
Camera Tracking In Visual
Effects:
An Industry Perspective of
Structure From Motion
3.1 Introduction
As discussed in previous chapters, Camera tracking in visual effects (VFX) is an important
task. Errors in this stage can have drastic knock-on effects further down the pipeline (See
Fig. 1-1). In this chapter, we explore the camera tracking process in a major VFX facility
(Double Negative) - and analyse a large number (over 900) real VFX shots of varying lengths
and contents from feature film projects. We investigate how shots which would be challenging
for the computer vision based methods discussed in Chap. 2 are solved in production. We
also investigate the level of use of automated camera tracking technologies. We discuss the
typical matchmove workflow with experienced matchmove professionals and supervisors and
use their feedback to identify and quantify the characteristics of shots that can cause delays in
the matchmove process, and also characteristics that can make shots easier to solve.
The most common way of automatically determining the motion of a live-action camera is
through the use of structure from motion algorithms that use feature tracks over multiple frames
to calculate the movement of the camera (extrinsic parameters) and internal parameters (camera
intrinsics), described in Chapter 2. This is a very active field of computer vision research, with
much work being done on accurate 2D feature tracking and 3D scene reconstruction. In spite of
this, camera tracking still takes a significant amount of time in the visual effects pipeline, and is
a process that requires a large amount of human involvement. Figure 3-1 shows the percentage
of time dedicated to various tasks of VFX production over 6 feature film projects completed
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over the 2014-2016 time-frame. The duration and time measurements in this chapter refer to
‘man-hours’, i.e. the actual time taken by a single specialised and experienced visual effects
artist to complete the task. These measurements are recorded in a production management
system used for costing and scheduling.
Figure 3-1: Duration of various visual effects pipeline processes, with Camera Tracking, the
subject of this work, highlighted.
This data was taken from an aggregate of the total times taken over the production of 6
feature length films, with the company acting as either sole or a major Visual Effects vendor.
For a description of each of these stages see [25]. and Sec. 1.2.2
The term Matchmove encompasses camera tracking, body and object tracking. Depending
on the studio workflow, the time allocated to the matchmove process may include all of these
stages. At Double Negative, the times taken for camera, body, and object tracking are estimated
and recorded separately, and the times used in this work refer to ‘man-hours’ spent exclusively
on camera tracking. In this work we are concerned only with camera tracking as the process
of determining 3D orientation and movement of a camera using 2D image tracks along with
additional information such as set surveys, camera meta-data and on-set notes - and it is this
process that we refer to as Matchmoving. The time dedicated to the matchmove process varies
significantly from project to project1. The nature of these will vary greatly depending on
genre, the style of a particular director and the complexity of the effects required. Figure 3-2
shows the different amounts of time given to matchmoving across the feature films from Fig.
3-1. Also shown in Fig. 3-2 are details of two other stages, Rotoscoping and Prep. These
processes are often grouped with Matchmove to form ‘Roto., Prep. and Matchmove (RPM)’ as
a description for the initial stages of VFX production. These stages are always performed early
on in the VFX process, as the results obtained from them (Camera Tracks, Rotoscoped Mattes,
‘Cleaned’ Plates with rigging and markers removed) are crucial for almost all other processes
1A project refers to a feature film for which the company has been contracted to provide Visual Effects for.
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to be performed. It is therefore advantageous for these to be completed quickly and also their
duration estimated accurately as to enable efficient scheduling and cost control. Having to
correct these stages at a later point will have a drastic knock-on effect on the pipeline, as
typically the more complex and thus expensive stages such as animation and effects simulation
are performed later in the VFX pipeline. Re-doing these later stages because of an error in
camera tracking would have a high cost to the production. Figure 3-2 would also suggest
that there is little consistency in the amount of time taken for matchmove compared to other
processes, between projects.
VFX work on a particular project is broken down into a sequence of ‘shots’ of continuous
camera footage of a particular scene. The length and content of these shots is variable and
can range from a few frames (< 1 sec) up to thousands of frames of fast moving footage. Even
accounting for the variable lengths of these shots, the amount of time taken to perform a camera
track on a shot has a high variance even across a single project. Figure 3-3 illustrates this across
the previous 6 films. Figure 3-3(b) describes how much shots with differing levels of difficulty
contribute to the overall time taken for matchmoving.
Throughout this work we refer to a camera solve as the values for the camera’s Rotation
and Translation in world space, animated over the sequence.
Assumptions and Expected Limitations
The analysis and investigations in this work were conducted exclusively at Double Negative
Visual Effects Ltd.- a global visual effects facility dealing solely in Hollywood feature film and
high-end television VFX. We recognise that the processes and techniques may be different in
organisations dealing with other types of VFX work such as commercials. It is also assumed
that all of the shots that are analysed were completed by an experienced matchmover, with
levels of skills suited to the type of shot assigned to them. None of the shots analysed in this
work were shot in stereo.
All of the quantitative data reported was gathered from live production data. We acknowl-
edge that a significant limitation of this approach is that we are unable to control for all factors
which might make a shot difficult to solve. Likely impacts and examples of this are discussed
in the conclusions.
3.2 Background
A great deal of work has been performed in the area of Structure from Motion (SfM), and this
is a very active area of research. One common method for determining a camera’s motion is
the use of known correspondences between images. In this method, a set of image features is
tracked over time and their trajectories used to calculate their 3D positions and camera position.
Given a sufficient number of correct feature correspondences across two frames, it is possible
to calculate the translation and rotation of the camera between frames. Chapter 2 discusses
these methods in depth. Methods that make use of additional camera mounted hardware, such
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as inertial measurement units (IMUs), are also proposed as a method for determining scene
structure and camera motion in cases where reliable feature tracks are difficult to achieve, as
detailed in Sec. 2.4.
Figure 3-2: Chart showing variance in the duration of the Rotoscope, Prep and Matchmove
(RPM) Tasks across different film projects of a similar nature - with the type of film and main
tasks listed.
Another method for determining camera motion is using ‘known shape’, most commonly
used for camera calibration (Sec. 2.2.2). This makes use of real-world measurements taken of a
scene to assist in calculating the camera’s motion. These can be gathered using survey stations,
a LiDAR scanner or photogrammetry from reference cameras. In order to calculate camera
motion using this information 2D image points must be registered to these 3D measurements.
This will often be done manually on keyframes and camera movement curves interpolated
(should the intrinsic parameters of the camera, such as focal length, pixel size etc. be known)
and can give very accurate estimates for camera movement in the case of feature occlusion
or heavy motion blur. The advantage of this method is that the software need only calculate
camera position in 3D space as opposed to calculating 3D locations for a set of point tracks along
with camera position. This will also mean that fewer 2D tracks are necessary to solve the camera
motion. A disadvantage of this approach is that the calculation for camera movement relies
heavily on the values for 3D position being exactly correct and is therefore very susceptible
to noise. Furthermore, if the 2D image plane is not exactly aligned to the 3D model the
camera solution will not match the footage exactly. 3D information of a scene can be useful
in constraining candidate feature tracks, and for determining scale in a scene. [18, p.211-213]
describes how 3D measurements taken on set can be used to aid the process of obtaining an




Figure 3-3: Charts showing the occurrence of and amount of time spent tracking shots.
Chart 3-3(a) shows that most of the shots in the dataset took between 5 and 10 minutes per
frame to solve, followed by those taking 10 - 15 minutes per frame. After accounting for the
shot lengths, the highest proportion of time was spent solving shots taking 10 - 15 minutes per
frame to solve, followed by those taking 5 - 10 minutes, as shown in chart 3-3(b) The cumulative
percentage line in chart 3-3(b) shows that despite their lower levels of occurrence shown in chart
3-3(a), shots taking greater than 25 minutes per frame to solve account for approximately 50%
of all solve time.
3.3 Matchmove Techniques and Expert Feedback
Despite the use of advanced feature detection and matching algorithms in common matchmove
packages, matchmoving in a visual effects facility is still an inherently manual process, as
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indicated by the amount of man-hours spent tracking a shot shown in Fig. 3-2. Typically,
a matchmover will manually choose 2D feature points in a scene that would appear across
consecutive frames and remain at a constant location in world space. A package such as
such as 3DEqualizer[76], Autodesk Matchmover [3] or Boujou [92] would be used to to track
these features and use an algorithm such as those detailed in Sec. 3.2 to compute 3D camera
motion from these. Our discussions with matchmove supervisors indicate that automatic feature
detection functionality of the software based on computer vision methods is rarely used. One
of the main reasons cited for this was that these automatic methods tend to produce a high
number of erroneous feature tracks, leading to inaccurate solutions for a 3D camera track.
Correcting these would be a time consuming process and it is regarded as more efficient to
simply use the time to manually select good points.
Experienced matchmove artists, across both film and television departments at Double
Negative were surveyed as to what factors in their experience would cause a delay in creating
an acceptable 3D camera track. They were also asked about the stages of a typical matchmove
work-flow for a shot. These responses are detailed in the remainder of this section.
3.3.1 A Typical Matchmove Work-flow
Material Ingestion The first stage of the matchmove process (and all VFX work, after the
bidding and awarding processes have concluded) will be when the visual effects facility receives
turnover from the studio of live action footage from set. This will almost always be accompanied
by a ‘lineup sheet’ which gives information on the number of frames, frame rate and a short
VFX briefing. Of most relevance to the matchmove department will be a description of the
camera move and information regarding the lens used. Depending on the production, additional
on-set data may have been captured and made available to the VFX facility. This can include:
• ‘Witness Camera’ footage of the set and main camera during filming
• Lens Grids - Images of a checkerboard calibration target taken with the same lens and
camera type as that used in the shot
• Still reference photography of the filming location
• Drawings and measurements taken of the set
• LiDAR Scans of the set and props
• Camera Metadata - such as the focal length, focal distance and shutter angle, synchronised
to the footage.
The availability of this data is by no means guaranteed and can sometimes be impossible
to obtain (especially in the case of underwater or aerial shots). Recent advances in hardware
development have however lead to more data being available more frequently. On large scale
productions it is common for LiDAR scans to be gathered due to the relative speed at which
they can be acquired and their use in other parts of the production pipeline. Advances in
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camera technology (for example the Arri LDS System [2]), and auxiliary on set data recorders
mean that camera data is often also recorded - although care must be taken to ensure that this
is correctly synchronised and made available to matchmove artists.
Scheduling It is the responsibility of a matchmove supervisor to estimate the amount of
time that will be needed for an artist to track a shot. At this point the contents of the footage,
along with the VFX briefing and additional on-set data, is taken into consideration. Often a
template specific to a particular facility is used to create a consistent estimation and bidding
model. It is at this stage that the ‘difficulty’ of a shot can be thought to be assessed, with
harder shots taking longer for an artist to solve. Discussions with supervisors and artists have
identified the following factors that are commonly found to affect the solve time of a shot:
• Constraints on Camera Movement A camera that is locked off or moving along or around
a single axis will typically be easier to solve than one allowed free movement, or in the
worst case handheld or vehicle mounted with high frequency motion.
• Parallax The lack of significant parallax in a scene can cause difficulty in solving a scene.
It should be noted that the impact of this is often considered in relation to the camera
move and its known constraints. For example, a pure nodal movement will not exhibit
parallax in a scene. The most difficult types of shot with regards to the level of parallax
would be those with a camera movement around an off-nodal point close to the nodal
point of the camera. In this case the shot cannot be solved as a pure nodal rotation and
parallax is needed to determine the translation of the camera. If this translation is small
- the amount of parallax in the scene will be low and hence accurately solving camera
translation is challenging.
• Focus Pulls and Lens Type Changing focal distance will often result in tracked features
in parts of the image becoming blurred and difficult to track. Changes in focal distance
will cause a change in magnification of the lens. Specialist lenses, such as anamorphic
lenses, introduce complex lens distortions which vary with changing focus and zoom.
These changes are not symmetrical across both horizontal and vertical axes, and causes
an effect sometimes referred to as ‘anamorphic breathing’. This asymmetry can also
introduce other distortions into the image and is difficult to accurately model. For this
reason, along with other distortion introduced by anamorphic lenses, footage filmed with
anamorphic lenses will often be expected to take a longer time to solve than the same
shot filmed with a spherical lens would. Modern lenses are developed to have smaller
amounts of distortion. However lens distortion introduced by older lenses is sometimes
regarded as artistically satisfying and this is what the filmmaker will base their decision
on when selecting a lens for a shot.
• Availability of 2D Features The amount of trackable 2D features will depend on factors
such as illumination, the scene being filmed and any foreground objects or movement
causing occlusion. If features are well defined and present throughout the shot automatic
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tracking software can be used effectively to track features accurately and give a good
solution for a 3D camera motion based on 2D feature tracks.
• Motion Blur is common on many shots and is a function of the camera movement. Large
amounts of motion blur can add days on to the amount of time needed to solve a shot
due to the fact that blurred 2D features are much harder to track automatically.
• Availability of On Set Measurements and Meta Data Although the amount of data cap-
tured on set in the forms of survey measurements, LiDAR scans, and camera metadata
has increased, there is still a great variance in it’s availability from shot to shot. Filming
conditions, financial and time constraints mean that the availability of this data is never
guaranteed. Furthermore - it is often necessary to perform processing on this data prior
to its use in the matchmove work-flow, which can be time consuming and also prone to
the introduction of error. Usually lens grids are shot as a standard procedure for films
using visual effects. However they may sometimes be unavailable or shot incorrectly in
which case an approximation of the lens distortion must be estimated – adding time to
the process.
One of the most important pieces of information gathered from discussions with match-
movers was that each of these points are rarely taken in isolation, and that the general process
of matchmoving is often seen as a problem solving exercise as opposed to a pure computer
vision and structure from motion problem. It is rare that a shot will be solved using 2D feature
tracks alone. Knowledge of the scene, reference footage and any available meta data will all be
used if available and combined to produce a camera solve.
2D Tracking One of the first stages in solving a camera movement is 2D tracking, whereby
an artist selects important features in a start frame and tracks these over the footage or un-
til they disappear from view. Many works in the computer vision domain propose methods
for automatically detecting good candidate features to track (see section 3.2). From our dis-
cussions with matchmove professionals there was unanimous conclusion that these are almost
never used in the matchmove process, despite their inclusion in popular matchmove packages.
Matchmovers found that they usually produce poor candidate track points and there is little
time saving in having to check and correct automatically detected features tracks as opposed
to manually selecting features to be tracked. An experienced matchmover will be able to de-
termine parallax in a scene and select points at different depths in order to take advantage
of this. This is something that automatic methods will be unable to do although it may be
possible for these methods to determine this based on their 3D solve of the scene. Automatic
feature detection will also struggle to differentiate between items moving in the scene and static
features which is again something that an experienced matchmove artist can do quickly and
accurately.
The types of features selected for tracking will vary between shots and conditions of the
plate, and the software package being used. Often corners and prominent details are selected.
However, it was reported that with modern software packages good results can be obtained
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from tracking large surfaces as pattern areas, and these are often tracked more consistently and
accurately throughout a shot.
The presence of heavy motion blur in an image can cause difficulty in obtaining accurate
camera tracks. Motion blur is commonly present in footage as the shutter opening period in
motion pictures is traditionally almost always half of the frame duration. It was often felt
that with the availability of on-set survey data motion blur is easily overcome by using the 2D
to 3D registration technique (motion from known shape) described previously in Sec. 3.2. In
this case, lining up the 2D image at keyframes to the 3D model and solving 2D tracks as a
minimisation problem can produce good results. However, in the absence of this information
it is acknowledged that significant motion blur, particularly in the case of hand-held cameras
can contribute to a significant increase in the amount of time taken to solve a shot.
Modern matchmove software will also allow a user to input approximate 3D locations or 2D
distances in real world units between points and indicate that they lie on a shared plane, which
can be used by the 2D tracking algorithms to constrain the search for feature matches. For
this to be most effective accurate lens distortion and intrinsic camera parameters, including the
focal length at that frame, must be known. Ideally these parameters will be calculated from lens
grid footage using standard camera calibration algorithms. However, in the worst-case, when
these aren’t available, artists can use known or approximately known shapes in the footage to
determine approximate lens parameters.
3D Solve and Lineup It is increasingly common for camera movement and position to be
represented in real-world absolute coordinates and units relative to a set. Doing so allows for
other departments in the visual effects pipeline to work consistently, i.e. a virtual 3D model
can be drawn and scaled to an accurate size relative to the real set. For this to happen it is
necessary to take a survey of the set. In the best case a tool such as LiDAR, or laser surveying
systems, can be used to generate a highly accurate and dense point cloud of objects in the scene
and this 3D representation can be aligned with tracked 2D image points. Even if detailed scans
and measurements are not available artists will often search for clues as to the dimensions of
objects or locations in a scene online or from set and prop plans, if available. Most matchmove
packages will allow for simple 3D geometry to be either drawn or imported into the scene
and positioned on the 2D image plane for the artist to use as a reference for alignment and
checking the accuracy of a proposed 2D track. [33, p. 45-68] gives a good overview of a typical
process of using online resources and measurements to estimate the location and displacement
of a camera in a scene in real-world values. While LiDAR scans are often considered the most
useful form of 3D scene geometry available it was reported by more experienced matchmovers
that care must be taken in its use. LiDAR scans are often acquired at a very high resolution
which can be difficult to work with. They therefore must be down-sampled (decimated) and
processed for use in a studio’s production pipeline, which can introduce error. LiDAR scans
also exhibit occlusion, whereby objects closest to the scanner will cast a ‘shadow’ across the
scene. LiDAR scans cannot also locate 2D tracking markers placed on set. These high-contrast
features will be placed to assist 2D tracking and will be removed in the plate cleanup stage.
When used correctly they can be very easily tracked using computer vision methods. It was
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felt that, ideally, a matchmove supervisor from the VFX facility would be on set during filming
and have the ability to measure props, scenery, actors and the location of tracking markers
along with a LiDAR scan. Unfortunately, with filming schedules being strictly controlled it is
not always practical for this to happen. Advances in technology mean that LiDAR scans are
being obtained more regularly, at a lower cost and can be performed fast enough to fit in with
filming schedules.
In its simplest sense, the process of lining up a camera‘s tracked 2D points to known 3D
locations is often approached as a minimization problem. This formulates a solution for the
camera movement that will align 2D image points with 3D points in a scene by minimising
the error between 3D locations when projected by a candidate camera solve to 2D points and
the tracked 2D feature points in the scene. This process can also be used iteratively to assist
with establishing a good 2D point track in the case of motion blur or occlusion or to estimate
parameters that were not available originally - for example lens distortion. If the geometry
of objects in the scene is known, and in particular perpendicular or parallel edges, then the
distortion of a lens can be estimated for a single frame.
Solve Assessment Before a camera track is published for use in the next stages of the
VFX pipeline it must first be approved, usually by the matchmove supervisor for the particular
show or sequence. This would be performed manually and visually - most commonly through
the use of a ‘cone render’, where 3D cones are placed in the frame at 3D points around the
image (Fig. 3-4 ). This render is then played back and if the cones appear as if they were part
of the scene convincingly the matchmove can be approved. An error in the camera track will
cause the rendered cones to drift or ‘float’ over the image. Errors in the positions of the cones
at this stage would very likely be representative of a poor 2D track or errors in the camera
solve so it is expected that cones will (appear to) remain completely static in the scene prior
to the track being approved. Additionally the camera tracked footage will be lined up with the
3D scene drawing (a ‘wireframe’) of the set and this will be checked to ensure that objects in
the footage align accurately with the model. This process will take into account the nature of
the shot and the required VFX brief, so need not always be absolutely perfect if convincing
integration of CGI and photography allows.
A measure of the distance between 2D image points and 2D re-projections of solved 3D
points, commonly referred to as the deviation, can be also be used to assess the quality of a 2D
track and 3D calculation. However, all matchmovers interviewed agreed that whilst a useful
guide to determining the accuracy of a track, taken in isolation it is not a sufficient measure of
the accuracy of the overall camera matchmove.
3.3.2 Summary
From conversations with matchmove professionals, it has become clear that it is not correct
to think of matchmoving as purely a computer vision problem. It also became apparent that
the available fully automatic solutions are hardly used. One of the most important pieces of




Figure 3-4: ‘Cone Render’ for Evaluating a Camera Track.
Shown are two frames from the same sequence. For the 2D track to be considered successful -
the cones should appear as 3D objects in this scene and remain in the same scene location in
each frame.
the scene as not only can they be used to ensure that the camera movement is scaled correctly
but they can also be valuable tool in helping to determine 2D feature tracks when computer
vision based methods fail. In the following section an investigation into a large data set of
solved camera tracks is performed in order to assess the impact of having differing levels and
types of on set survey data.
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3.4 Quantitative Investigation
As previously mentioned in Sec. 3.3.1 the amount of time allocated to solve a shot will increase
with the estimated difficulty of the camera track. It has also been noted that, given appropriate
information about a set, shots which would typically be considered difficult to track from a
computer vision point of view can be solved with greater ease than those without this additional
information. In this section we perform an analysis on approved and published shots over six
shows with varying lens types and amounts of on-set data available with each containing a
variety of different camera moves. In total 939 shots were analysed, across 6 feature film show
projects for which Double Negative were a lead or major vendor, in the 2014-2016 timeframe.
For each shot to be assessed the approved animated 3D camera position was obtained from
the production asset database along with the lens distortion and camera intrinsic parameters.
Also gathered from the production management database was the time logged taken to track
each shot along with a list of assets available, such as LiDAR scans, prop scans or on set
measurements. The time taken to solve the shot, which is being used in this work as an
indication of difficulty, is normalised to minutes per frame for each shot to enable fair comparison
between shots of differing lengths. The 2D image size for each shot was also scaled to a common
resolution (2048 pixels across the longest edge, maintaining image aspect ratio) for each shot
in order to take into account the differing formats between projects. The attributes we intend
to assess the impact of in this work are:
• Camera Speed
• 3D Scene Data Availability
• Lens Type: Anamorphic or Spherical
• Camera Motion Constraints
• The estimated level of parallax in a shot
As the data is taken from real production footage it is not possible for each characteristic to
be tested in isolation in terms of its impact on the solve time per frame. There will not be
two shots that would be identical but with a single different camera attribute. For example,
although considered more difficult to solve for due to the distortion introduced by the lens, a
shot from an anamorphic camera moving at slow speed through a scene with full LiDAR 3D
scans would likely take less time to solve than a spherical, hand held shot in a scene with little
3D information available. In order to compensate for this, we test each factor by analysing its
effect on the relationship between point velocity and solve time per frame. We also group shots
by the level of scene data available for each test. For all the attributes we intend to measure,
camera velocity expressed as 2D point velocity (described below) is plotted against solve time
per frame and a first-order fit is calculated. The gradient of this fit plotted as a line would
be an indication of how the factors would contribute to the solving process, with a shallower
gradient representing an ‘easier’ solve. However, as shot solve difficulty can be influenced by a
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number of factors, we expect the fitted lines to indicate general trends as opposed to definitive
causal relationships.
3.4.1 Representing Camera Speed as Point Velocity
From discussions with matchmovers and knowledge of computer vision tracking methods we
reason that faster camera movements will take longer to solve than slower movements. Assuming
a constant shutter speed, motion blur will be more significant in faster camera movements, and
can make accurately tracking features difficult. Features will also be visible for fewer consecutive
frames, meaning more time will be needed to select features for tracking - resulting in a less
accurate estimation for camera movement.
In order to determine a general measure for the velocity of a camera for a particular shot
we calculate the projected 2D image coordinates of the 3D virtual cone assets used to assess
the shot (see Sec. 3.3.1 - Solve Assessment). Due to the method of asset publishing, and the
fact that 2D tracking work is completed across numerous sites worldwide it was not possible
to obtain the original 2D track points used to calculate the 3D camera movement. The mean
absolute velocity for these points over all frames is then calculated. This 2D Point Velocity is
then used as a measure of camera velocity in this work for comparing camera speeds. Figure
3-5 Shows the results for shot difficulty as a function of point velocity. It can be seen that for a
mean 2D point velocity of greater than 4 pixels / frame, there tend to be a greater proportion
of shots that have higher solve times, however there is a large variance in solve time for a given
point velocity, and neither a linear nor cubic fit to the data can be used to give an accurate
estimation of a shot solve time given the 2D point velocity alone, as evidenced by the small
values for R2 for these fits. Furthermore, the choice of linear or cubic fit does not meaningfully
affect the accuracy of these trend lines.
3.4.2 The Effect of 3D Survey Data Availability on Solve Time
Much discussion has been given to the use of 3D on set measurements, in the form of a LiDAR
scans or simpler measurements of objects in the scene, as a method for helping solve challenging
camera movements. In order to investigate this we group our shot dataset into three groups.
Those without any 3D on set data measured, those with simple measurements used to create
3D proxy geometry and those with full dense LiDAR scans available. The method in Sec. 3.4.1
is then repeated for each group and the fitting algorithm is applied to each dataset in order to
determine the trend between point velocity and solve time.
Figure. 3-6 shows solve time against average 2D point velocity for shots with differing
levels of 3D scene geometry data being available. These charts show that for all camera speeds
encountered, having a greater amount of 3D survey data of the scene will lower the per-frame
solve time of a shot, as shown by the smaller slope values for the trend lines that have been
created. As with the trend lines in 3-5, it is clear from the low values for R2 for these plots
that these trends cannot be used reliably to estimate the expected solve time for a shot given
the average 2D point velocity, even accounting for the differences in amount of 3D scene data
49
1 2 4 6 8 10 15 20 30 50 100 200 350























   Linear Fit
   Cubic Fit
Figure 3-5: Matchmove Solve Time and Mean Point Velocity.
Plotted on a logarithmic scale with both a linear and cubic fit line drawn.




3D Scene Data All Anamorphic Spherical
No Survey 16.66
Proxy Geo. 20.05 17.26 27.51
LiDAR Scan 27.08 11.29 39.77
Table 3.1: 75th Percentile 2D Point Velocities (pixels/frame) for each combination of lens and
level of survey data.
available. It would also appear that there is a tendency for shots with larger amounts of 3D
scene data to have a greater point velocity, as is shown by the increase in the 75th percentile
values and variance of 2D point velocity with the amount of scene data available (Table. 3.1).
3.4.3 Anamorphic and Spherical Lenses
As mentioned previously a ‘lineup sheet’ usually accompanies scanned footage with information
about the camera formats used. Notes from on set, such as a camera data sheet will also usually
include information on the lens used. As the choice of anamorphic or spherical lens will have
a fundamental effect on the look of the film and would be a decision taken by the filmmaker
early on in the process, this information is usually well communicated. In any case the aspect
ratio of scanned footage will clearly indicate the lens type. This information is stored as meta-
data in the published camera-solve and can therefore be reliably retrieved in an automated
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Trend for All Shots
R2 = 0.2125y
trend
 = 0.183x+ 13.70
(c)
Figure 3-6: Solve Time vs. Point Velocity for Different Levels of 3D Scene Data Availability
and different lenses.
If the availability of more scene data decreases the amount of time taken to solve a shot, the
gradient of the orange trend line for LIDAR would be shallower than that of Proxy Geometry,
which in turn should be shallower than that for no Survey Data. For ease of comparission, the
data in this figure are shown on a linear scale.
fashion across our dataset. Each shot in Fig. 3-6 is colour coded as shot with an anamorphic
or spherical lens, and it can be seen that there are very few anamorphic shots without any 3D
scene data, and these are all at a low velocity.
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Figure 3-7: Solve Time vs. Point Velocity for Different Types of Lenses at Different Levels of
3D Scene Data Availability.
If anamorphic shots take longer to solve for than spherical lenses at the same velocity, the
solid red line in each chart should have a steeper gradient than the blue line, and the slope
coefficients for anamorphic lenses should be higher than the spherical lenses.
Figure 3-7 Shows the relationship of point velocity to solve time, for scenes with proxy
geometry and LiDAR scans available, with samples split into those shot on an anamorphic lens
and those from a spherical lens. There is an insufficient number of shots at different velocities
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in the dataset with no 3D scene data to reliably estimate separate correlations between point
velocity and solve time for both anamorphic and spherical lenses. For each level of 3D data
availability the results of Fig. 3-7 would suggest that, in general, anamorphic lenses do increase
the amount of time taken to solve a shot. It can also be seen in Table. 3.1 that anamorphic
shots have a lower general velocity than spherical shots, indicated by their lower value for the
75th percentile velocity. By their nature, anamorphic lenses are physically large and heavy, high
cost, and usually add much more barrel distortion to the image and will therefore less likely
to be used in shots which require a fast camera movement (especially in the case of handheld
cameras). The difference in gradients of the line of fit for anamorphic and spherical lenses
is smaller for shots with LiDAR data, which would suggest that having a LiDAR scan could
mitigate the impact of anamorphic lenses on solve time. The range of values for solve times for
similar 2D point velocities in Fig. 3-7 is large, even after considering lens type and 3D scene
data available. This would suggest that there are further factors influencing the difficulty of a
shot.
3.4.4 Camera Constraints
In order to determine the constraints on the camera we analyse the absolute position curves
for the solved 3D camera. In the case of a pure rotation around the camera’s nodal point, we
would expect the cameras translation to remain constant over time. For this work, shots will
be characterised into the following 2 categories:
• Pure Rotation or a ’Nodal’ shot - a shot consisting solely of rotation around the camera’s
nodal point.
• Free Move A shot in which there are no constraints on the cameras movement
Due to the relatively rare occurrence of nodal shots in our dataset, 122 out of 939 shots, it
was not possible to split the dataset into Nodal vs. Non Nodal for each combination of lenses
and 3D survey data. Therefore, shown in Fig. 3-8 are the Solve Times vs. 2D Point Velocity
for all shots grouped into Nodal vs. Non-Nodal motion. It can be seen from the gradient and
the trend line that Nodal solves do tend to take a shorter amount of time to solve for, over
all speeds of camera movement. In the following section, we take into account the amount of
parallax present in a scene for shots consisting of an un-constrained camera move has on the
ease of estimating camera movement.
3.4.5 Levels of Parallax
If a camera movement involves a translation, it is necessary for a scene to contain parallax in
order to determine this translation. Some scenes, in which the camera rotates soley around
its optical centre - and is therfore undergoing a pure rotation, will not contain any parallax,
and this would not necessarily present a problem for producing a solution for the camera’s
movement. However, in the case where there is a small amount of translation coupled with a
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Figure 3-8: Solve Time Vs. Point Velocity for Nodal and Free Move.
Nodal Movement would be expected to take less time to solve for, and should lead to the blue
line having a shallower gradient than that of the red line.
rotation, a lack of parallax in the scene can be expected to increase the difficulty of calculating
a solution for the camera’s movement.
In this section, we compare the amount of parallax estimated to be in a scene with the time
taken to produce a solution for camera movement. The level of parallax depends not just on
camera movement, but also on the contents of the scene - therefore considering the movement
of the camera in 3D space alone would not provide a good indicator of the level of parallax.
Figure 3-9 gives a basic overview of the concept of parallax. In order to estimate the amount
of parallax available in each shot in our dataset, we use the following method - illustrated in
Fig 3-10: We assume that 2D track points from a shot correspond to static tracked feature
points in a scene. In our dataset, these will correspond to the 2D projected location of the
3D cone used for quality control of the shot (as discussed in Sec. 3.3.1 and used in Sec. 3.4.1).
For a pair of frames, the location of the camera in the first frame is set to be at the origin of
the world coordinate system. The movement of the camera between this and the next frame
is then calculated using projected 2D feature tracks and known camera intrinsic parameters -
however the movement of the camera is constricted to that of a pure rotation (Stage 1). This is
achieved by using the Levenberg-Marquardt algorithm to minimise for a solution of a rotation
matrix against the known projected 2D point locations in each frame.
The next stage of this process (Stage 2 in Fig. 3-10) uses the estimated position for the
camera - constricted as a pure rotation from the position in the previous frame, to project
the 3D locations from stage 1 to 2D positions. Finally, stage 3 calculates the RMS distance






3D Scene (Not to Scale)
Camera Image
 Tracked Point
Figure 3-9: An illustration of Parallax.
In the case of a pure translation, it can be seen that the view of the 3D scene from the camera
contains track points that move in relation to one another: The view red cube, located further
away from the camera than the other two cubes shifts so that the tracking points change
position in relation to one another (and in the left hand view one is occluded). In case of a
pure rotation, the tracking points remain at a constant location relative to one-another,
although move to new locations in the image plane. Image not to scale
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Camera Image
 Projected 2D track point
Free Movement




3D Scene (Not to Scale)
Location of 3D quality-control cone, 
assumed to represent a 3D feature point
in the scene.
Pure Rotation
‘Candidate’ Camera Position L - Normalised at the Origin ‘Candidate’ Camera Position R
Stage 2: Reproject 3D locations to 2D points using candidate camera extrinsic parameters from pure rotation
Re-projected point
Candidate Camera (R) image plane
Stage 3: Calculate RMS distance between actual tracked points and re-projected ‘candidate’ camera points
in pixel space per frame.
Figure 3-10: Illustration of how the level of parallax in a scene is determined using the locations
of 3D tracking Quality-Control markers (assumed to represent tracked 2D feature points).
See text for an explanation of each stage.
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position. In this system, a larger distance is taken to indicate a greater level of parallax in the
scene, the theory being that the closer a camera movement is to a pure rotation (and hence
resulting in a smaller amount of parallax being observed), the smaller the distance in rotation
only 2D projections to the actual camera point projections. Given that the shot durations in
this dataset are relatively short, and due to the nature of VFX work, almost always situated
in the same location - it was considered acceptable to take the mean value for RMS distances
across the shot as a representation for paralllax. Some shots in the dataset did consist of scenes
and camera movements that would not be suitable for this method - such as a long car chase
sequence. Given that in this particular set of shots, the amount of parallax visible would not
be a significant contributer (compared to other factors) in the amount of time taken to solve
the shot, it was removed from our dataset for this analysis.
Fig. 3-11 shows the results for this investigation. The shots used in this analysis were those
marked as ‘free-move’ in the dataset of shots used throughout this chapter. It can be seen from
these results that based on our measurement of parallax, for scenes with only minimal on-set
proxy geometry - a lack of parallax (indicated by a smaller point deviation) does tend to result
in a longer solve time. This is less pronounced for the cases where accurate on-set 3D data (the
LiDAR dataset) is available.
3.5 Discussion
In this chapter, we have attempted to statistically analyse the process of matchmoving us-
ing information drawn from experiences of members of the matchmove department at Double
Negative. Our quantitative data used was actual production data from recent Hollywood film
projects. One of the major limitations of this approach has been that we were unable to control
for individual factors in our analysis of the impact of various attributes on solve times. There
are also likely to be biases in our dataset. Shots we attempt to identify as ‘difficult’ will likely
have had steps taken to minimise their solve time prior to the solve being completed. Shots
that are deemed to be complex by the show supervisor will most likely be allocated to a more
experienced matchmove artists to solve, which would likely reduce the impact of difficulty on
the solve time. If it is known ahead of time what the shot will consist of, it is also more likely
to have had LiDAR or other on set data gathered. The generally higher point velocities found
in shots where more 3D scene data is available, as shown in Fig.3-6, would suggest that this
targeted data-collection is taking place.
Even after accounting for the impact of lens type, camera motion constraints and level
of survey data available it can be seen that the variance of solve times for shots with similar
velocity is large. For example, in figure 3-7 it can be seen that for a shot with a point velocity of
approximately 50 pixels / frame, with full LiDAR scan available, and shot with a spherical lens,
the solve time per frame varies from 10 minutes per frame to over 80 minutes per frame. This
variance is however lower for a nodal shot of the same velocity, with solve times ranging from
approximately 10 to 30 minutes per frame (shown in fig. 3-8). These values would therefore
suggest that these factors alone do not give an accurate prediction for the time taken to solve
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Figure 3-11: Results for the comparison between amount of parallax estimated to be present
in a shot, and solve time in minutes per frame.
Parallax is represented as ‘nomalised deviation in pixels’ - explained in text. If a lack of
parallax would indicate a more difficult shot to solve, it would be expected that for lower
values on the x axis, the data points would tend to higher values on the y axis.
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a camera track. Furthermore, in general and across all of our dataset, the majority of shots
analysed tend to cluster around the lower point velocities - suggesting slower camera movements
are more common. This is to be expected, as only a few shots in most films will contain fast
moving cameras (for example, during action sequences). This would also suggest that 2D point
velocity alone is not an accurate method for predicting solve time. The same clustering can
also be seen in the analysis of the levels of parallax in a scene. Fig. 3-11 show that the majority
of the shots cluster around small levels of parallax. This could also be explained by the speed
of the camera movement. For two shots of equal length and lens type, a lower point velocity
would correspond with a smaller amount of movement. As described in the model of parallax
in Sec. 3.4.5, and referenced by matchmovers, smaller, subtler camera movements would lead
to a lower amount of parallax available in the scene. In general, the variance in solve time
decreases as parallax increases (as shown by the spread of points in Fig. 3-11) as does the solve
time with the level of parallax if there is no or little 3D scene data available. However, as with
point velocity, we cannot use the level of parallax present alone as an indicator of likely solve
time for a shot.
This work does show that one of the most useful pieces of information available for speeding
up the process of matchmoving is accurate 3D scene information to register 2D features to. Our
quantitative results show this to be true over a large number of real shots, with a wide variety of
camera speeds, using anamorphic and spherical lenses, and with varying levels of parallax in the
scene. Despite being a very active area of research, fully automated camera tracking solutions
are not routinely used in the matchmove process. The results of our investigation would suggest
that for shots with the same velocity of 2D image points (brought about by camera speed)
having a LiDAR scan of a scene would allow for a solve to be completed approximately 10%
faster than proxy geometry, and 20% faster than using 2D tracks alone. This is calculated by
taking the mean solve time for the the 75th percentile of 2D point velocities for each group
of shots (no survey data, proxy survey data and LiDAR data).2 The dataset for shots with
a LiDAR scan available has the largest occurrence of the highest levels of 2D point velocity
(greater than 150 pixels / Frame), which would generally indicate a more difficult shot to solve.
It can be concluded from this that LiDAR scans are currently regularly taken if it is known
(from a script or VFX brief for example) that a shot might be challenging to solve. This would
imply that this is considered a cost effective and accurate way of dealing with difficult shots,
and more effective than the use of fully automated tracking methods.
This work has shown that the velocity of sparse 2D feature tracks do give some indication
of the amount of time likely to be required to solve a shot, irrespective of the lens used, or
camera motion constraint. We suggest that this could be a good use for automated 2D tracking
methods, as an estimate for 2D point velocity does not require the camera to be scaled or lined-
up to a 3D scene, which is a crucial part of the matchmove process.
At a more fundamental level, our experiences in producing this work have shown that there
2Mean solve time in minutes per frame (percentage change from no-proxy data) for point velocities up to
the 75th percentile - 23.08 pixels / frame: No Survey Data: 15.87 Proxy Survey: 14.47 (8.82%) LiDAR: 13.20
(17.10%)
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is value to the VFX industry in analysing production data to gain insights into processes in
different stages of the pipeline. By performing relatively simple and computationally cheap
analysis of solved shots - we have been able to determine the most common types of shot that
we encounter (based on lens type, motion constraint and speed of camera movement), and the
ways in which they can be solved quickly, along with causes for delays in the process.
3.6 Conclusions
Our discussions with matchmove artists have highlighted the diversity of the work handled
by matchmove departments in visual effects - and also the variety of methods used to solve
for camera movement in these conditions. As it stands, the state of the art in computer
vision methods for estimating camera movement fully automatically are not considered as
reliable and efficient as manually solving a camera’s motion using a combination of 2D tracking
and additional scene information. Our quantitative results suggest that gathering 3D scene
measurements is one of the most effective, and preferred, ways in reducing the amount of time
spent on the camera tracking process in VFX work. In this chapter, we have attempted to
gather and analyse quantitative data from from real production footage. We suggest the use
of 2D point velocity obtained from sparse 2D feature tracks as a method for indicating the
solve time of a shot. We also describe a method for inferring the amount of parallax present
in a shot from projected 3D points used for matchmove quality control. One of the biggest
challenges with this approach is normalising and controlling for various independent factors.
For example, we have been unable to control for levels of artist skill or experience for each
shot analysed. We know that it is likely, in order to meet production schedules, that certain
artists will be assigned shots that are more suited to their abilities and this will likely bias the
results we obtain here. Commercial pressures mean that it would be infeasible to eliminate this
bias from a live production for the purposes of statistical investigation. One potential method
to determine the likely impact of this could be to create a synthetic sequence with absolute
known camera movements, and examine the time taken to produce a solution over a group of
artists with varying levels of experience. Although velocity appears to give an indication of
shot solve time, the variance of shot times for 2D point velocities shown in Sec. 3.4 suggests
that other factors might exist which might also be good indicators. Finally, this work was the
first time in which quantitative analysis had been performed on live production data at Double
Negative. Much of this data had been collected and analysed shortly after either the matchmove
component of the VFX work, or the entire project, had been completed. Gathering information
that could be useful for the analysis performed in this chapter was not a priority (or even a
consideration) for the production. However, due to the advanced pipeline processes developed
and used at Double Negative, it was possible to reliably and accurately gather the data needed.
The following table (Table 3.2) describes how some of the information that was analysed in this
chapter was obtained, despite not always being directly labeled in the database of the assets
used. The intention being that this will be useful in re-producing, in an automated fashion, this
type of research at a live VFX production facility where data analysis has not been planned as
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part of the production pipeline. The following assumptions apply, and are also considered by
many to be pipeline development best-practices:
• Each shot has a unique name / identifier, which is consistently referred to throughout
each pipeline stage.
• The time spent on each part of the pipeline is scheduled and recorded. This is essential
for accurate bidding and resource allocation.
• Assets, such as published cameras, lens distortion information etc are saved in common
standardised formats, such that the use of an API or other scripting utility can be used
to open and interpret them correctly across multiple software packages. Examples could
be open source formats, such as Alembic being used for 3D scenes, but also proprietary
formats such as the Autodesk Maya binary format which are well supported with python
interfaces and scripting utilities - along with widely used software are also suitable.
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Data Method for obtaining from production data
Total Shot Matchmove
Man-Hours
Data is logged in the Shotgun production system (or another task
tracking system) for bidding and Enterprise Resource Planning
(ERP) purposes. These systems have an API which can be used
for querying the database and task times for individual shots.
2D Point Velocities In the case of this work, the raw 2D tracks themselves were not
published. It was however possible to obtain the published cam-
eras and also the locations of points in 3D used render virtual cones
used perform quality control on the camera track. Using this infor-
mation, it was possible to re-project the 3D points to 2D locations
for each camera. As the locations and cameras were stored in a
standard format (Alembic and Maya Binary respectively) it was
possible to produce this data using the Maya API, and export the
2D locations of points in a text file for further mathematical pro-
cessing.
Lens Type used Often the lens serial number or type was recorded in the shot meta-
data recorded in the task scheduling system. In order to determine
the type of lens used in each shot - it was possible to use the ‘pixel
aspect ratio’ that was stored on the published camera (as part
of the lens distortion model) to determine accurately the camera
being used - as a ratio larger than 1 would indicate that an a-
spherical lens was being used, and could therefore be assumed to
be anamorphic for this work.
Survey Data Available For much of this work, this had to be manually established by
looking at the production notes and inspecting if LiDAR scans
had been performed on the set on which the shot was filmed. For
future analysis it would have been valuable to have this information
marked in the shot database as meta data. If a strong link between
the LiDAR or proxy asset and shot could be established, it may
also be possible to perform analysis on the quality of the on-set
data (such as the level of detail used) and solve time.
Camera Constraints Similarly to the scene data, this was manually captured from pro-
duction notes. The decision as to whether to solve the shot as a
nodal shot or free shot is based both on the filming conditions (if
a ‘nodal head’ used) and also on the required usage of the cam-
era track. The matchmove supervisor may determine, based on
experience, that for the VFX shot briefing it would be acceptable
to assume that a camera movement could be considered nodal de-
spite the camera not necessarily having undergone strictly nodal
movement.




Camera Mounted Hardware for
Camera Tracking
4.1 Introduction
In Chapter 3, our conversations with matchmove artists and the results from the quantitative
analysis show that in general, having more information about the camera and scene alongside
the recorded footage will usually reduce the amount of time spent obtaining a solution for the
cameras movement and intrinsic parameters. As mentioned in Chapter 1, Double Negative
had acquired some Inertial Measurement Units (IMUs) from an earlier project that was a
rare occasion in which the film studio had collaborated with the company and its partners
in the development of new technology during production of a VFX-intensive film. Keen to
exploit this opportunity to further develop their on-set hardware capabilities, the company was
interested in exploring how they may be practically used to gather additional data on set for
use in the process of camera tracking. In this chapter, we present several areas of research
in using these sensors and other technologies for use on set in order to improve the camera
tracking process. Given the amount of work and resources required, and expense of developing
a bespoke hardware unit to the necessary specifications and robustness, we do not actually
develop or test a device that would be ready to use on set. However, the work in this chapter
has lead to the development of specifications for such a device that has been passed to a camera
manufacturer and other relevant stakeholders.
In Chapter 2, we give an overview of the two groups of parameters that must be calculated in
order to give a complete camera solve: Extrinsic Parameters - relating to the cameras position
in the world space, and Intrinsic Parameters, relating to the projection of 3D scene points onto
the 2D image plane. Most intrinsic parameters are fixed, however focal length (zoom) will
often vary throughout a shot. Double Negative have developed an in-house hardware solution
for tracking the rotation of a lens barrel used on the camera. This device is small and robust
enough to be accepted for use on production film sets and mounted on to a main camera and
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once a simple synchronisation routine has been performed with the attached camera can be left
unattended to record a data over a full day of filming. After calibration has been performed
with the device, the lens used and a calibration method as described in Sec. 2.2.2, it is possible
to accurately record the absolute value for the focal length and lens distortion for every frame
in the shot where the device was used. This device has received widespread use due to its
ease of use, robustness, and the value of the data produced. Crucially, it is accepted by on-set
film crew for use in their workflow. The intention of the work in this chapter is to explore
how additional sensors (IMUs or Auxiliary cameras) may be used in a similar way for tracking
camera extrinsic parameters (movement).
Inertial Sensors are a type of device that can detect and measure movement. For an ap-
plication such as camera tracking, where the aim is to calculate the movement of a camera -
they would seem like ideal devices to investigate. However, whilst theoretically there may be
great potential in their use in camera tracking, a major consideration for VFX, and film work
in general, is the practicalities of using such devices on set. A film set is a harsh environment
for any technology, both mechanically (i.e. large equipment being moved) and electronically -
with lighting equipment, vehicles, generators and radio transmitters producing large amounts
of interference. More significant though is the cost of having a large number of staff together
(some of which will likely be well-known actors) running to a strict schedule. A days filming
will be planned in advance, and whilst an integral part of many films, VFX does not enjoy a
high priority in the list of considerations given to scheduling. There is very little time given
to getting even basic reference photography or lighting reference for VFX work, and delaying
the filming in order to calibrate devices or correct faults with new technology would be simply
unacceptable. As the VFX work is completed to a fixed bid (see Chap. 1) there is no incentive
from the production crew and studio to incur additional delay and expense for the purpose of
setting up equipment VFX during filming, even if the costs saved by the VFX studio later in
production would potentially outweigh those incurred on set. Therefore it is imperative that
any hardware that is intended to be used on set can be done so with the absolute minimum
of setup time and with no intrusion into the working practices of camera operators, actors or
other on set personnel. In certain cases, there may be more flexibility and some potential for
developing and testing un-proven technology on a project, however this is only likely to happen
in the cases where there is a close working relationship between the VFX Supervisor, the VFX
Facility and the Director of a particular project. These projects will likely be very large and
will have been planned with all on-set teams from the outset to incorporate this development,
and this would be agreed contractually. These opportunities are reasonably rare however.
4.2 Inertial Sensors
Section 2.4 gives an overview of recent and classical works that make use of IMUs to determine
camera movement. In this section, a comparison between two inertial sensors is presented.
These devices represent two different classes of device available - one is a precision device
designed for use in aeronautical and military applications, and one is smaller and designed to
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Figure 4-1: Intersense IMU (Left) Gladiator Technologies IMU (Right) Coin shown for size
comparison
be used in OEM and entertainment applications. These devices are shown in Fig. 4-1.
4.2.1 Method
In order to evaluate how the different units behaved under identical conditions, and to produce
accurate ground-truth data, the IMUs were both mounted on a specially designed and man-
ufactured backing plate. This was designed so that the physical connection between the two
devices was rigid, and that the translation and rotation between the two was known. (Shown in
Fig. 4-2) As this plate was produced using CAD, it was therefore possible to model it exactly
in a 3D modeling package (Autodesk Maya). The techniques described in Secs. 2.3.1 & 2.3.2
to track markers on the rig were used to calculate the motion of the rig and IMUs from frame
to frame. This method would produce a value for the absolute location of the object in the
virtual world coordinates, these values were differentiated - and then converted to Euler angles
to match the coordinate system of both IMUs. For this experiment, there was no calibration
of the IMUs to deduce their relative locations to one another as discussed in Sec. 2.4, because
of this it is to be expected that the IMUs would have some fixed offset for the magnitude of
rotational velocity recorded.




Both IMUs supply readings at a significantly higher rate than the framerate of the camera. Both
the Gladiator and Intersense devices output a reading for angular velocity at 100Hz, whereas
the camera was recording at 24frames per second. Because of the software stack required to
interface with the Intersense device, it was also not possible to trigger measurements to be
reported from both IMUs at exactly the same time. In order to ensure that measurements
from both IMUS were synchronised as closely as possible to the video stream, a ‘clock’ in
milliseconds was displayed on a laptop computer to the camera throughout filming (an example
is shown in Fig. 4-3). When a reading was received from the IMU it was recorded against the
timestamp being displayed on screen. The readings were then aligned manually at keyframes
from the footage using the visible timecode. More advanced and automated possible solutions
to synchronisation are discussed and implemented in Sec. 4.4.
Recording Data
Both devices use variants of the RS232 serial protocol to stream data to the host computer.
An approximate calculation for the amount of data D transferred by the Gladiator device per
second would be D = b× s where b is the number of bytes per sample, and s is the number of
samples per second, which in this case b = 18 and s = 200, leading to D = 3.6KB/s which is
trivial for even a low performance modern PC to handle. However, the likely use scenario of
these sensors in a potential on-set application would be with embedded processors, which will
be much more restricted in their I/O and processing capability. Therefore it is important to
consider the amount of data that will be produced by an IMU and the amount of processing
needed to be performed on the data when designing a host device suitable for use on a film set,
or modifying an existing product for this purpose.
The data from the Gladiator device can be streamed to a host program using any software
or programming language capable of reading data from a serial port on the PC, whereas the
Intersense device only supports access via a proprietary API stack, which will limit its potential
applications.
Results
Shown in Figure 4-4 are the results of the comparison between the two inertial measurement
units of different specification and price points. It can be seen that the readings from the
‘Gladiator’ device more closely match the ground truth calculated from tracking the markers
on the rig with a camera. Qualitatively, a value for an overall correlation score is produced
using the following method:
• At each time point of the ground truth value (once per frame), the closest matching value











x 51 0.95 24 0.65
y 51 0.96 27 0.69
z 52 0.73 57 0.01
Mean 51.3 0.88 35 0.45
Mean
(-z)
51 0.95 25.5 0.67
Table 4.1: Correlation and Lag
• This new signal, for each IMU, is then compared to the ground truth a normalised Cross
Corellation Method [67] - which produces an estimate for lag and correlation coefficient.
Table 4.1 shows the calculated correlation score and lag results for each axis. For this experiment
we did not use any of the aforementioned methods for calibrating the devices transformations
relative to one another, as at this stage we were mainly concerned with exploring the feasibility
of implementing data recording from the IMUs and also in the relative quality of the data
returned. For this reason, it would be expected that there would be some fixed bias in the
data recorded from each gyroscope, which would be represented in the charts of Fig. 4-4 as
an offset in the position of the lines of results from the IMUs and ground truth on the y-axis.
It would also appear that the testing in the z axis seems to have produced poor results for
both gyroscopes - most likely due to the arbitrary rotation used to determine the movement
and tracking of the (relatively flat) object in 3 dimensions using a vision based method which
may have produced poor results for ground truth, hence the comparison for lag and correlation
should be performed ignoring this axis (i.e. the bottom row in Table: 4.1). It is highly unlikely
that both IMUs would have been manufactured with different (from the other axis in the same
unit) or defective gyroscopes around the same axis, thus these results suggest that determining
the movement of the rig itself using computer vision was faulty in this experiment.
4.2.2 Conclusions
Clearly, it can be seen that the larger and more expensive device is more suited to providing
accurate data for use in potential tracking algorithms. However, it is important to understand
that the intended use cases are different for the two devices. Whilst our results suggest that
the Intersense device is inaccurate, the scenario in which the test was performed is unlikely
to be the the ideal use-case for this device. Supplied with the hardware of the device is a
large software library that will likely implement several of the statistical filters discussed in
Sec. 2.4 and also proprietary methods of calculating the orientation of the device. Indeed, a
later, unconnected project at Double Negative which made use of the device found it to give
reliable measurements for its orientation in 3D space when used with the supplied API. Many
other competing devices at a similar price point and specification also appear to operate on a
similar principle, by using a software stack with statistical filters and known information about
the device from the manufacturing processes to offset correct for errors introduced by the lower
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Figure 4-3: The ‘timcode’ setup for synchronising IMU data with camera recording
cost and physically smaller inertial measurement hardware in order to produce an estimation
for the orientation of the device and a given time, rather than instantaneous measurement of
rotational velocity or acceleration.
For this work however, it was determined that it would be preferable to work with a high
quality known ‘raw’ values for instantaneous rotational velocity and acceleration, in order to
develop and verify potential new tracking algorithms. Relying on proprietary algorithms or
complex statistical filters in order to obtain good results from new tracking methods was con-
sidered to be disadvantageous, mainly due to the uncertainty in their operation or as sources
of potential error, but also out of commercial consideration. Designing a device and algorithms
robustly to work with one vendor of IMU or version of software is not commercially sensible
given the fast moving nature of the IMU market and the difficulty in sourcing the same exact
version of a particular device should production cease. Testing algorithms and in-house hard-
ware on multiple IMU devices and/or vendor software stacks would be time-consuming and
expensive, and is outside the scope of this research project.
4.3 Witness Cameras
In this section, we explore the potential for utilising an auxiliary camera-mounted camera to
assist in camera tracking. In the VFX industry, the term witness camera can be ambiguous
and refer to a variety of applications. In general, a witness camera is a camera whose purpose
is to record information from the set to assist in post-production, and the footage will not be
used in the final film (the camera that films footage that will be included in the final film is
referred to as the hero camera). Witness cameras are a useful tool and can have a variety
of uses. Typically multiple witness cameras would be placed around a set and would record
continuously independently of the main hero camera. An advantage of this approach is that it





Figure 4-4: Results from the comparison of angular velocities of two IMUs alongside a ground
truth value obtained from tracking the rig with computer vision.
The more accurately an IMU would measure the rotational velocity of the the test-rig, the more
similar to the red ‘ground truth’ line its readings should be, albeit with a fixed offset.
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from the position of the hero camera. Example uses might include; Motion Capture sessions
to assist in tracking multiple actors or objects, assisting with modeling and rigging of objects
and scenery, and in estimating hero camera movement. In the later case, the subject of this
research, witness cameras would typically be located around the set and should have a view of
the moving hero camera and static items on set.
The recent availability of smaller and higher resolution cameras, along with higher capacities
of storage medium have meant that mounting witness cameras on the main hero camera has
become a viable option. An example of one such camera is the GoPro [34]. One of the
advantages of using this type of camera as a witness camera mounted on the hero camera
(the witness camera in this configuration being referred to as an auxiliary camera), is that the
auxiliary camera would typically have a wide field of view, whereas the nature of the scene being
filmed may call for the hero camera to have a narrow field of view. As is discussed in Chap. 3,
this may mean that there would be fewer static feature points to track and hence increase the
difficulty of finding a solution for the camera movement. In this section, we propose a method
for tracking the main camera using an auxiliary camera and evaluate the performance of this
method when calibrated in such a way that would be acceptable to the feature film on-set
workflow. Sec. 2.5 gives an overview of the theory and recent research and applications of the
process of using multiple cameras to determine the motion of a camera rig.
4.3.1 Proposed Method
Figure 4-5: The main (large black Canon EOS device) camera and axillary camera (small
GoPro to the bottom right of the image) mounted on a rig as used for the experiment
Figure 4-5 shows the experimental rig of main ‘hero’ camera - a Canon EOS 5D mk. III,
and a smaller ‘witness’ camera, a GoPro Hero 4. Both of these cameras are mounted to a rigid
aluminum plate, such that their positions relative to one another should remain fixed whilst
the rig undergoes movement. The hero camera consists of a spherical lens with a focal length of
50mm and a ‘full frame’ 35mm image sensor. The GoPro camera has a wide angle 14mm lens
but the small size of its sensor in this configuration gives it an effective focal length of 4mm.
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The precise distance between the cameras is unknown, however in this experiment they are
both facing in the same direction, so objects that are visible in the frame of the main camera
would also be visible in the witness camera (albeit at a much lower magnification due to the
difference in focal length).
In order to determine the intrinsic parameters of the camera, a proprietary modified im-
plementation based on [101] was used. This method is found to generate results for camera
intrinsics that are suitable for use in VFX for feature film. In this experiment, this step was
performed prior to the cameras being mounted on the rig - as this allows for greater accuracy
of the intrinsic calculation and also matches the methodology used in production.
Both cameras were synchronised to one another using the method and hardware described
in 4.4 and set to record at the same framerate. For this experiment, a checkerboard was placed
in the scene being filmed. In order to calibrate the offset between cameras, the corner points
of the squares in the board were located in a single corresponding frame in each camera. The
size of the squares on the grid was known (10mm) and the grid placed at an oblique angle
to the camera’s axis. A Levenberg-Marquardt based algorithm was then used to determine
the cameras relative orientations by minimising the 2D reprojection error from the known 3D
points to the respective 2D projections of each point in the respective camera. The camera
rig was then moved in a simple, unconstrained motion around the checkerboard. In order to
test the effectiveness of tracking points visible from one camera, and calculating the movement
of that camera and applying it to the main camera, apart from one point, only points lying
outside of the field of view of the main camera (but visible in the witness camera) were tracked
during the rig’s movement. Fig. 4-6 shows a sample of frames from both cameras of the test
sequence and the frame and checkerboard used to calibrate the cameras’ offset.
4.3.2 Results
Figure 4-7 shows a selection of frames from the test footage. Ideally the red and blue points
would align, as they do in the top left frame of this figure, at which point the cameras’ relative
translation and rotation between one-another is calculated. Clearly, it can be seen that there
is significant deviation between the estimated position of the points obtained transforming the
estimated orientation of the witness camera to the main camera. This is also shown numerically
in Fig. 4-8.
4.3.3 Conclusions
This experiment shows that the method described in this section would be inadequate for
producing an accurate camera-track. It is acknowledged that the method for calibrating the
offset between hero and witness camera chosen in this experiment is likely to be inadequate
and that there exist far more accurate methods in the literature. Better results would likely
be obtained by using multiple frames with the camera rig in a number of poses around a
calibration target. However, given the pressures of working on-set, it would not be possible
for the VFX vendor to guarantee that the correct calibration process could always be followed
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after a witness camera is attached to the main camera and before shooting would start. Due
to space constraints or the nature of the scene and camera set-up (e.g. Aerial shots, vehicle
mounted cameras etc) it would also not always be practical to film a calibration target. For
these reasons, it was decided that investing time and resources into the use of a camera-
mounted witness camera (of unknown offset and orientation to the main camera) for camera
tracking in its own right would not be commercially viable, and could not be guaranteed to
produce worthwhile results. The difficulties in testing the potential designs on a live production
set were also considered. Filming for feature film often takes place worldwide and timing is
strictly controlled. Furthermore, on-set presence for the VFX facility is not guaranteed and is
negotiated as part of the project bid. Testing of un-proven technologies is rarely a consideration
for a competitive bid. Therefore, opportunities to test and hence refine the procedure of on-set
camera-mounted witness camera calibration were limited and would not practically fit with the
timeframe of this research project. These results however do not detract from the fact that
having witness cameras on set in general is a useful tool for matchmovers, as was discussed
in Chapter 3. Footage from these cameras is useful for understanding the layout of the set
and also for establishing an approximate movement of the camera in cases where tracking
feature points in the scene is difficult. Performing the experiment described in this section also
highlighted other aspects of working with multiple cameras on set that would be suitable for
future research which could be performed as part of this project. In particular, a method had
to be developed for ensuring that the cameras were synchronised in order for the footage to be
aligned temporally after filming with minimal manual intervention. This is a common problem
when using witness cameras and one that is discussed, along with a proposed solution, in the
following section.
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Figure 4-6: Sample frames from the sequence used to test the witness camera based camera
tracking method.
The left column shows frames recorded by the main ‘hero’ camera, whilst the right column
shows synchronised frames from the auxiliary ‘witness’ camera. The top frames were the frame
used for calibrating the rotation and translation between the two cameras on the rig.
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Figure 4-7: The sample frames from Fig. 4-6 corrected for lens distortion, and tracking points
shown.
In the right hand column, the tracked points used to calculate the movement of the camera are
shown. The left hand column shows the true location of the tracked points (red circles) and
the estimated location of the tracks from transforming the track of the witness camera to that
of the main camera (blue circles). The first upper left frame shows the points aligned at the
calibration frame. If the main camera were to be successfully tracked using the points tracked
in the witness camera (bottom row) the red and blue circles should closely align in all of the
frames as in the leftmost image.
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Figure 4-8: The deviation in pixels from the known locations of points in the hero camera
footage to the distance of the camera’s movement from the calibration frame
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4.4 Synchronising Cameras and On Set Data Recording
Many readily available professional and consumer level cameras consist of a single unit contain-
ing an image sensor, lens, processing circuitry and some form of storage medium for the recorded
footage. These cameras will almost always include audio circuitry for sampling analogue audio
signals from an internal or external microphone and recording this digitally along with the video
frames. Higher end professional cameras, such as those used as the main ‘hero’ camera on set
will typically split these functions out into discrete units . One example - the ARRI Alexa, a
camera commonly used in film production, includes outputs and inputs for timecode, genlock
and recording of the footage is done on a separate device with data supplied by a Serial Digital
Interface connection. These units will have a significantly higher cost than the devices that
contain all the the requisite parts in a single physical package. The advantage of these higher
end cameras (apart from their much higher build and image quality) is that they give much
more control over their operation - allowing for frames to be sampled and recorded at precise
timings, and as such can easily be synchronised with one-another. Due to their extremely high
price point and difficulty in recording and storing the large amount of high-resolution image
data they produce, these cameras would make a poor choice for use as witness cameras. Witness
cameras for use in matchmoving are often positioned around the set, and should ideally be able
to operate unattended for a long period of time (several hours). Having an operator employed
for each witness camera would be both expensive and impractical. Small consumer cameras,
such as the ones used in the previous section (a GoPro camera) are well suited for this use.
Conversations with matchmovers (discussed in Ch. 3) highlighted the importance of being able
to temporally align footage from multiple cameras quickly and with a minimum amount of time
needed to review footage manually before starting the process of tracking a camera. Therefore
- there is a strong case for being able to automatically align footage from such cameras to the
film footage from the hero camera that needs to be tracked. This section explores methods of
camera synchronisation currently available and standards surrounding these. The development
of a device that can be used to synchronise multiple cameras using low cost hardware is docu-
mented. This device was used during numerous internal recording sessions at Double Negative
- and the software developed is used as part of the matchmove toolbox available to artists at
the company. Much of the work in this section was performed in collaboration with others
at the company and built on work that had already taken place at the company. Table 4.2
summarises the contributions made in this work and clarifies pre-existing work and the items
developed at the company outside of this work.
4.4.1 Background & Related Work
Video cameras operate by exposing the sensor for a short amount of time, multiple times per
second. The amount of time for which the sensor is exposed (or more commonly in digital
cameras, sampled by a processor) is most commonly referred to as the shutter speed, and is
expressed as a fraction of a second. The number of times per second that the shutter is exposed
is referred to as the frame rate and is expressed as the number of frames per second - i.e.
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Item Development
1 Zoom Encoder (Fig. 4-10
Developed by Double Negative prior to the start
of this work
2 Hardware Guidelines (Sec. 4.4.2)
Gathered during this work from discussions
with employees at Double Negative and expe-
rience with supporting on-set working
3
Physical Circuit and Board Layout and
Fabrication of Device in Fig. 4-11
Developed by Double Negative prior to the start
of this work.
4
Embedded software for decoding timecode
and maintaining synchronisation of devices
listed in item 1 & 3 of this table
Developed by Double Negative prior to the start
of this work
5
Embedded software for Encoding and
Transmitting timecode from Device listed
in item 3 of this table
Developed by the author as part of this work
and forms part of the industrial contribution of
this work
6 Results Presented in Sec. 4.4.4 Produced by the author as part of this work
Table 4.2: Table summarising contributions of this subsection and when development of the
items discussed in this chapter took place
24fps. In this application, we are interested in ensuring that an frame from one camera can
be aligned to that of another camera, such that the time at which the shutter was opened1 in
one camera matches that of another camera. This is an active field of research in computer
vision and robotics, where multiple cameras with differing views are used to determine the
structure of a 3D scene from video footage. A video camera will consist of a signal generator,
that will generate the electronic signals at a specific time needed by the sensor to sample
rows of pixels and also to record the data generated to memory. In multiple cameras, these
signal generators are very unlikely to produce the same signal at exactly the same time, even if
they were to be set to the same intervals and started simultaneously. Temperature variations,
electronic characteristics and physical variations in the components used to produce the circuits
are among the many causes of this. In a recent experiment, the authors of [27] calculated that
over 120 hours in a high-end laser scanner with clock circuitry similar to that of a video camera,
and sampling at comparable rates, the signal generator drifted by over 90 seconds compared to
another similar source. Whilst this may seem a small amount based on the proposed application
of this work, it should be considered that we shall wish to use several cameras over a number
of hours, therefore the cumulative drift across all cameras would become unmanageable. One
of the simplest methods for synchronising a number of cameras accurately would simply be
to share the source from a single signal generator. In this arrangement, the cameras would
be referred to as genlocked. As previously mentioned, only high-end and high quality cameras
tend to have the option to both produce their own and source an external signal for electronic
1Historically, this term would refer to the physical shutter opening over the film. Despite the fact that many
of the cameras being referred to in this work are digital, the term shutter opening is still used to refer to the
start of the period in which the digital sensor is sampled, and the shutter being open refers to the amount of
time over which a sample is taken. This phraseology is a term of art common in the film and optoelectronics
industry.
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timings. Furthermore, a large amount of infrastructure, such as cabling and signal amplifiers
and distributors would be needed. This arrangement is often used on broadcast studios, where
an editor would want to switch between and mix the vision between several cameras live.
However, this is less often used on feature film sets, and would certainly be impractical for use
with witness cameras as discussed in previous sections. There are several works that propose
using visual methods for the synchronisation of multiple video streams. The simplest of these
methods involve showing all cameras a visual cue - such as triggering a flash bulb in the
scene and aligning the footage (usually manually) based on this. Naturally, it would be more
advantageous to automatically align footage without requiring any special action to be filmed.
Similarly to the methods discussed for camera motion tracking in 2, many of these methods
rely on detecting and matching features in the scenes from different cameras. Examples of these
methods are presented in (to name a small selection): [93], [96], [42], [94], [99]. Although robust
under many situations, these methods share similar issues to the automated methods discussed
previously in this research. Furthermore, they would also significantly increase the amount of
time spent processing footage as part of the matchmove process - and this would have to be
performed before any potential benefits from using witness cameras could be realised.
An alternative to ensuring that frames are recorded at exactly the same time (genlocking)
or using visual processing to temporally align footage, is embedding meta-data in the recoded
image with a timestamp for each frame. Defined in [80] is a standard for labeling individual
frames of video or film with a ‘time code’. One of the major advantages of this system is that it
is designed to be compatible with being recorded as an audio signal. Whilst the cameras used
as witness cameras do not commonly have an input for a genlock signal, they will almost always
have an external microphone connector for recording audio. Timecode information supplied at
the correct electrical signal level can be inputted into this, with the camera’s internal circuitry
ensuring that this audio will be synchronised to the video footage. Decoding this audio signal
in post production would therefore result in the correct timecode for each frame being available.
Naturally, this would require some way of ensuring all cameras are receiving the same timecode
signal into their microphone inputs, and initially this would seem to present the same challenge
as genlocking, i.e. running cables across a set. However, the nature of the timcode data format
and electrical characteristics mean that this is not necessary, as auxiliary devices attached to the
camera can synthesise an audio signal providing these devices have initially been synchronised
and agree on a common starting timecode and framerate. Unlike in the case of the signals used
to genlock a camera, whereby the signal is used to sample a individual row of pixels on a sensor,
a timecode is only supplied to the camera once per frame. This means that the frequency of
these signals is lower and can hence be produced by low-cost electronics. The drawback of this
method is that the image sequences can only be aligned to whole frames, and if the timecode is
not sent to the camera exactly the beginning of the frame (which is unlikely) then the timecode
and frame will drift over a long period of time.
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Figure 4-9: A Denecke Syncbox [17] for supplying timecode data to a camera.
Once synchronised to a source of timecode, the device outputs a timecode from the connectors
on the left into an audio input of a camera, eliminating the need to run signal cables across a
set to the individual cameras.
4.4.2 Previous Development at Double Negative
Fig. 4-9 shows a commercially available device which is capable of performing these features.
There are also many other similar options available in the marketplace. However, due to the
relatively high cost of these devices (particularly for the numbers needed for use on a set
with several witness cameras) and the potential for increased flexibility and functionality, it
was decided that it would be commercially beneficial to develop a custom device capable of
performing these features for use exclusively by Double Negative. This decision was taken based
on the experience that a small team of developers at Double Negative had already gained in
developing custom on-set hardware for the purposes of camera tracking. Despite the reluctance
to add additional hardware to the on-set process, this team had successfully been able to
develop and manufacture a camera-mounted device that has been, and continues to be used on
set, shown in Fig. 4-10.
This device (referred to as a zoom encoder) was refined over several iterations. Along with
the technical knowledge gained in the form of source code and electronic circuit design needed to
implement the functions of this device, the development team also produced a set of guidelines
for producing a successful on-set hardware product. The key points of which are:
Guidelines for Developing Hardware for On Set Use
General
• The device must not interfere with the operation of the filming crew and their equipment in
any way. This is regarded as the single most important rule, over and above functionality
of any device. Causing difficulty for a film crew will at best lead to costly delays in filming,
and at worst will be reputationaly and financially damaging to a VFX vendor and could
lead to future contracts with a particular studio or director being put in jeopardy.
• Unless it forms a binding part of a VFX vendors contract or bid with a client, data
gathered from on-set hardware should never be relied upon as the only way to complete a
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Figure 4-10: A device developed internally at Double Negative (prior to this work starting)
capable of being attached to a camera used on feature film production and used to measure
changes in the position of a lens focal-distance ring.
When calibrated (which can be done after filming has taken place) and synchronised to a
camera’s timecode, this can be used to determine the absolute value for focal length at a
specific frame. The gear on the arm (at the right-hand side of the photo) meshes with the lens
barrel, and has an industry standard universal tooth pitch. This gear drives a rotary encoder
which records the magnitude and direction of the rotation as a series of electrical pulses.
These are decoded and recorded by the black box, and are recorded along with the current
timecode onto an SD card inside the box. The lens position and timecode can also be
transmitted over bluetooth to a laptop or other compatible device.
particular VFX task. Even in this case, processes must be available in order to compensate
for technical failures, or if human error results in the data becoming unusable or lost.
• Any device must be mechanically robust and resistant to shock, moisture, dust and ex-
treme temperatures. Filming can take place in any environment, internal or external and
worldwide so equipment must be able to cope with all conditions that a film script might
call for.
• The device should be able to be operated by personnel who may be unfamiliar with it or
the processes surrounding it. Legislative or financial constraints may mean that it is not
always be possible to send a crew-member from the VFX facility to supervise operation
of the device. Therefore instructions on its operation should be clear (including to those
who may not speak English natively) and simple to follow.
• The device must be safe at all times. Components such as lithium batteries can be
unstable and pose a fire-hazard, and should be sourced from reputable suppliers with
established quality control mechanisms.
• The device must comply with any international legislation. This is particularly relevant to
devices that transmit radio signals, and also devices containing batteries - particularly if
they are intended to be transported by air. Equipment that is moved across international
borders is also subject to legislation regarding taxation. Paperwork regarding the value of
components, capacity of batteries and notices of regulatory compliance must be controlled
and filed in such a way as to be readily accessible on demand from any authority, transport
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operator or financial organisation (e.g. Insurers) involved in the course of their use during
production.
Functionality
• A device should be able to operate unsupervised over a long period of time, and preferably
from its own power source.
• The device should work as far as is possibly practical with industry standards for the
desired function. This should include both physical standards (i.e. the types of connector
used) and software based standards. One example of this would be implementing the
SMPTE timecode standard for timing control.
• The device should use easily available parts that can be replaced if needed from local
suppliers, for example using standard SD cards for Data Storage.
The device pictured in Fig. 4-10 is powered by a specialist type of embedded processor,
known as a PIC microcontroller[57]. As well as containing a reasonably powerful general pur-
pose CPU, these processors also contain specialised hardware as part of the silicon package
for performing specific tasks. Of most importance to the usage proposed in this section are
hardware timers. These are devices that can be configured in software to trigger an interrupt
to the CPU after counting to a certain value. The counter in these ‘peripherals2’ is advanced
by an input pulse from an oscillator - such as a quartz crystal similar to those found in a digital
clock. Until an interrupt is triggered, the CPU is free to carry out other instructions. The
hardware and software needed to interpret an incoming timecode from a source outputting a
SMPTE-compliant timecode [80] had been developed by developers at Double Negative as part
of the device shown in Fig. 4-10. Further development had led to the creation of the device
shown in Fig. 4-11, which was intended to be a much smaller version of the original device, with
functionality mainly focusing on camera synchronisation as opposed to on-set data-logging. A
simplified block-diagram of the main components of this device is shown in Fig. 4-12. A brief
description of each of these components is as follows:
• To Camera Mic Input & Audio Level Input From Timecode Source These are
the main inputs and outputs from the synchronisation device. These would both operate
at audio mic level, which would be an analogue signal, i.e. from 0.001 to 0.010 volts. This
is the weakest level of audio signals commonly used, meaning that any commonly available
timecode generating devices should be able to produce a signal that this proposed device
would be able to handle - although care should be taken if the attached device generates
a higher level signal than that specified here. In such a case a special cable with a ‘pad’
or attenuator should be used to connect the two devices. By also outputting at the lower
signal, our proposed device will be most compatible with the target camera hardware,
which will most likely be expecting microphone level input. If a higher input level was
supplied damage to the camera could occur, and the signal would likely become ‘clipped’
2Circuits fabricated onto the silicon chip along with the main CPU in the microcontroller package
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Figure 4-11: The development of an new device at Double Negative for use as a timecode
synchronising solution.
This is based on the same hardware and software stack as the device in Fig. 4-10 but omits
inputs for rotary encoder wheels in order to save space and lower power consumption. The
inputs and outputs for timecode are at the upper left corner and the underside of the circuit
board (‘OUT’ and ‘IN’ marked on the board). These are standard 3.5mm audio jacks,
meaning a simple and readily available cable can take the signal from the device to a
microphone input of an attached camera.
Figure 4-12: Block Diagram of the circuit for the Time Code synchronisation device shown in
Fig. 4-11. An overview of these components is given in the main text
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by the camera’s analogue to digital audio circuitry, which would mean that the recorded
audio would be unusable and unable to be decoded back to the correct value for timecode.
• Audio Level Conversion Circuitry As the audio input and outputs would be micro-
phone level analogue signals, and the inputs and outputs to the microcontroller are digital
signals operating at a higher voltage (3v), circuitry is necessary to convert these levels.
Typically, an analogue signal would be converted to digital signals with an Analogue to
Digital Convert (ADC) - which will give a digital representation of an analogue signal
incoming at a range of continuous levels. However, as the timecode can be simply encoded
as a digital signal, a simple ‘buffer’ circuit to threshold the incoming signal and pass it
to the microcontroller will suffice for the input. Likewise, attenuating the digital output
signal is sufficient for representing the timecode signal to an analogue camera microphone
input.
• High Frequency (HF) & Low Frequency (LF) Oscillators These are ‘tuned cir-
cuits’ that provide a stable and accurate electrical pulses to the CPU and its peripherals.
Contained within the microcontroller is a hardware Real Time Clock, that can keep track
of the date and time without having to have this overhead in software on the CPU. This
is convenient for this application, as it is common practice to use the time of day as a
timecode by default if a specific code is not being generated on set.
• On Board Peripherals A low level hardware interface, I2C (commonly stylised as
I2C, standing for Inter-Integrated Circuit) can be used to interface the main CPU with
additional microcontrollers. Whilst not used in this application, it is a convenient method
for developing future applications, and so access to the controller in the CPU and the
supporting circuitry is included in this board.
• UART & Programming Port These are the interfaces that allow the host computer
to upload the program to the CPU via a specialised programming device, and also for
the device to send and receive data directly to a computer or another module (i.e. a
bluetooth transmitter) via the Serial UART. This interface is a flexible and universal way
to send data to many devices and is useful for debugging.
4.4.3 Development of Timecode Generating Embedded Software
The Timecode Protocol
When a timecode defined by [80] is to be encoded onto an audio track, it is sometimes referred
to as a Linear Time Code (LTC)3, and its structure is defined in [35]. In this format, the
following pieces of information are encoded for each frame:
• Frame Timestamp As the name would suggest, this is the basic and fundamental piece
of information contained within a timecode, and is formed of:
3Another method for encoding the timecode into an analogue video signal is by using the Vertical Blanking
Interval, discussion of which is available in [35] and is outside the scope of this work, as analogue video recording






• Flag Bits These provide a flag to represent a number of configurations that relate to
colour and timing that may be in use. For our intended application, only the ‘Drop
Frame’4 flag is implemented.
• User Data User configurable bits not defined in the standard, but by convention are
used for storing information such as; Date of filming, Reel ID and Time Zone of filming.
Again, in order to maintain simplicity and compatibility, we do not make use of these in
our application.
In order represent these in binary - the standard calls for the use of ‘Binary Coded Decimal’
(BCD) to encode the values for these parameters into the 80 bit per frame packet that forms the
timecode. Briefly, this method involves splitting the values of a decimal number into hundreds,
tens, units, tenths, hundredths etc and encoding these individually. This is advantageous over
full decimal or floating point representation as it requires fewer bits to encode a number if the
maximum permissible range is known. Table 4.3 specifies the structure of the LTC and the
meaning of each bit in the signal.
Given the value of the timecode to be sent, a device must convert the digital values corre-
sponding to the current time into electronic pulses that can be received by the audio input of
the camera. As the camera’s audio circuitry and the timecode generation device will not be
operating from a common clock, a ‘self-clocking’ system must be used. The defined standard
for conveying the digital timecode data over an audio signal is the ‘Biphase Mark Code’. In this
format, the number of transitions over a period of time is measured by the receiver. Figure 4-13
gives an example of a pattern of bits and the corresponding electrical signal being sent over the
line.
The software and data-structures needed to represent and increment a timecode had already
been implemented by Double Negative as part of the existing zoom encoder device. Therefore,
the only new software development needed was to add transmit functionality to the device,
which would be a method for encoding the timecode structure into an output conforming to the
physical transmission protocol described in Fig. 4-13 (BMC). One of the major considerations
when designing the software was to ensure that the resources on the processor were utilised
efficiently. The entire protocol for transmitting and recording the timecode relies on accurately
timing the pulses. However, holding the processor whilst waiting for time to pass is an extremely
4Drop Frame is a method for compensating when the framerate being used for recording is not a whole
integer (29.97 FPS is sometimes used) and playback would be at 30FPS. In this case, the frame sequence would
drift over a long period of time. In order to compensate for this, a frame is periodically ‘dropped’ at a specific
interval - this flag indicating if this is the frame to be dropped. In the experience of working with footage during
this project, this configuration was rarely, if ever, encountered outside of experimental work, as modern digital
recording, editing and playback technology is able to work unimpeded with non-integer framerates
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Table 4.3: Table of bit positions and meaning in the LTC timecode standard, as defined in [35]
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Figure 4-13: An example of a pattern of bits being sent as an electrical signal.
In this encoding, the signal will always change level at the start and end of the Bit Period (‘P’
in the above image - only two are shown for clarity). This period is of a fixed duration
throughout the transmission. If the transmitted bit is a ‘0’, there will be no other transition
during the bit period, however for a ‘1’, the signal level transitions once at the midpoint of
the the period P . By measuring the times between the transitions, it is possible for a
receiving device to deduce the bit period (the longest transition) and therefore determine the
value of a bit without need for a clocking signal.
inefficient use of resources, particularly at the low speed (relative to the processor’s instruction
clock) at which the timecode pulses will be output. Using the hardware timers and an interrupt
driven approach ensures that timing is both accurate and an efficient use of the processor.
There are two main stages to the software developed to generate a valid output signal for
the timecode. The first stage is to ensure that the timecode data, as stored in memory on
the device, can be represented in the data structure described in Table 4.3. Secondly, the
program logic must then physically transmit the data as an electronic signal on one of the
output pins of the CPU using the protocol shown in Fig 4-13. In order to accomplish the first
stage, the software makes heavy use of the bitwise operations in order to allow for the data
to be represented and manipulated as standard datatypes (for example an integer) throughout
the software - and then converted into a binary representation of the number for transmission
over a physical output. Conveniently, the layout of the 80 bits of the timecode structure can
be broken into 5 16 bit words. Algorithm 1 describes the logic for producing the BMC signal
described in Fig. 4-13 corresponding to the value of these bits.
4.4.4 Testing and Results
The device was assembled as shown in Fig. 4-11, and the developed software programmed to the
CPU. In order to test the accuracy of the software and hardware, the device was synchronised
to a timecode source (‘DigiSlate’) that would display the current timecode. The source and
device were then detached and left to run, whilst a camera would film the timecode source
and record the audio input from our developed device. This set up is shown in Fig. 4-14. The
recorded audio was then used to produce a timecode using an in-house timecode decoding tool
(of which there are commercial equivalents) for each frame. This value was then composited
over the footage of the running DigiSlate, and manually cross referenced at time intervals (every
10 seconds, or 250 frames) over a period of 30 minutes to determine the error. Fig 4-15 shows an
example of the footage recorded with time code from our experimental device and the decoded
timecode value.
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Algorithm 1 Sending a stream of 80 bits using Biphase-Mark-Coding.
Assumes: FrameTimer is a hardware based interrupt timer that has been configured to trigger
a processor interrupt and call FrameTimerISR every frame period (e.g. 1/24th second)
Define: OSC FREQ: Frequency of the local HF Oscillator, which is twice the rate at which
instructions are executed on this particular processor
Define: InitHardwareTimer1 and StopHardwareTimer1: The routines used to configure and
start a hardware timer, and to stop the hardware timer, respectively
function InvertOutputState
if signal output pin is 1 then
SetPinValue(signal output pin, 0);
else




bit sent count = 0;
first half of bit period flag = 1;
half bit period ticks = (OSC FREQ/2/80/current framerate)/2;
InitHardwareTimer1(half bit period ticks);
end function
function HardwareTimer1ISR
if first half of bit period flag is 1 then
InvertOutputState();
else
bit to send = GetTimeCodeBit(bit sent count);





first half of bit period flag = !first half of bit period flag





Figure 4-14: The Timecode generating device being tested.
Shown in the background is a ‘DigiSlate’ timecode source. This was attached via a cable to
the Timecode device (green circuit board) until it was able to synchronise to the source. This
sync. cable was then detached (as is shown in the image), and a cable from the output socket
of the board connected to the mic. input of the video camera
Figure 4-15: An example frame from the timecode device test.
The text composited on to the lower part of the frame is derived from the decoded signal
produced from the timecode device that was originally synchronised to the digislate. There is
no connection between the DigiSlate and the camera. In this frame the numbers are the same,
which means that at this point the developed timecode device had maintained
synchronisation to the original timecode source (to within a frame’s accuracy)
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Figure 4-16: The results from the experiment to determine the accuracy of the developed device
and software.
Out of 45, 000 frames over 30 minutes, 180 were manually sampled, representing a sample
every 10 seconds at 25 fps. The above chart shows the temporal distribution and magnitude
of the error of sampled frames.
In Fig. 4-16 the results for this experiment are shown. Out of 45, 000 frames over 30
minutes, 180 were manually sampled, representing one frame every 10 seconds. Out of these,
53 (29% of the sample) were found to have deviated from the correct time, being up to a frame
behind the correct value. It is not possible to determine the value to a greater precision - as
there is no way to guarantee that the frame timing of the camera and timecode device can be
synchronised exactly at the beginning of the sequence. Even though the error of measurement
in this experiment is a frame, and the maximum reported deviation is also a single frame -
the results shown in the chart in Fig. 4-16 appear to show that there are fewer occurrences of
the device being out of sync with the original timecode source as time passes, visible by the
increased gaps between dots at -1 frame deviation as time increases. This would suggest that
there is some drift in the timing of the device, and that it is not running with a completely
constant offset.
4.4.5 Industrial Applications and Contributions
The device and software development described here has been used in a number of the exper-
iments throughout this research portfolio. Furthermore, as the intention throughout develop-
ment was to ensure the use of industry standard protocols, it was possible to easily create tools
for viewing timecode data from footage that form part of widely used pipeline packages and
processes. In house tools already existed for the purposes of aligning footage from multiple
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Figure 4-17: A simple timecode viewer implemented in the Nuke compositing package - an
industry standard piece of software used throughout the visual effects pipeline.
The timecode display in this example is retreiving the timecode from the audio track of the
viewed media.
witness cameras, and this device was able to be fully compatible with them. Software packages
such as 3DEqualizer and Nuke, heavily used throughout the industry for camera tracking and
compositing respectively, have extensive APIs that allow their functionality to be extended.
Fig. 4-17 shows a simple tool that was implemented as part of the development of this project
that interact with both the hardware device and the workflow of camera tracking and footage
review using Nuke. By developing user interfaces in this way, we are able to ensure that that
information obtained from footage, using both pre-existing devices and new ones developed in
house is available to artists as part of their existing workflow, and where the data would be most
useful. The importance of doing so is highlighted in the results and discussions of Chapter 3.
4.4.6 Conclusion
In order to be used on set, a suitable casing arrangement needs to be developed for this device,
however this would be relatively easy to achieve using off-the shelf components and readily
available connectors. The device is low-cost, and requires very little power: 3 AAA batteries
are capable of providing enough power to run the device continuously for over 12 hours. Aside
from the case - this devices is capable of meeting all of the requirements for operation originally
specified in Sec. 4.4.2. Furthermore, the software and hardware developed can be used as
a useful testbed for further applications. The accuracy at which the device can synchronise
cameras is sufficient for the use of synchronising witness cameras for matchmoving. Work
into expanding the capability of this device in other ways, such as adding inertial sensors (an
example being the smaller unit in Fig. 6-1), and utilising the software developed as part of this
work is currently ongoing at the company. Whilst the functionality of the device as it was at the
end of this investigation is not unique compared to readily available commercial units, gaining
an understanding and knowledge, and disseminating this knowledge, of the overall domain of
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camera synchronisation has been invaluable for the company. Towards the end of this research
project, the company was beginning to actively pursue investigations into the Virtual Reality
and 360◦ Video capture and editing area. There does not currently exist a device capable of
recording footage for this purpose to a sufficient level of quality without using multiple cameras,
and so as it stands investigating and developing methods for accurately synchronising multiple
cameras effectively and robustly is an import area of research and development at the company.
4.5 On Set Hardware for Camera Tracking: Discussion
and Conclusions
Throughout this chapter, we have explored the literature surrounding using additional camera-
mounted hardware and experimented with developing and evaluating potential applications for
such devices. Much of the work in this section has been guided by the practical and business
realities of working on a film set, and we have described how such a situation is often vastly
different from those that can be experienced or simulated in a laboratory or experimental set-
tings. Due to commercial and resource limitations, it was not possible to easily test devices and
developments on live production sets. Furthermore, in order for the data produced to be usable
in the production, it must be of extremely high quality - and form part of a robust workflow
that can be used by a worldwide company of artists. Hardware development is something that
requires a reasonably high (compared to other items typically in use in a VFX facility) level
of investment in equipment. Modern components, such as those used in the development of
the timecode generation device, require specialist soldering and circuit board preparation. As
physical components need to be sourced and assembled, the time taken to develop and obtain
results from new devices is longer than that of software development. Furthermore, in VFX,
requirements shift from project to project - and so hardware developed over a long period of
time must be designed with flexibility in mind, as re-manufacturing devices is an expensive task.
Hardware devices that produce data other than video footage must also be a consideration in
the development of the VFX pipeline and data-management processes, as it would be wasteful
to put energy and expense into developing devices, and transporting to and using them on set,
for the data to not be available at the point of use by the user - the matchmove artist.
Despite the challenges posed by hardware development however, the work in this chapter
- and the results available across the literature, indicate that the data gathered by additional
camera mounted hardware can be incredibly useful for the process of matchmoving. Whilst this
work was ongoing, we entered into discussions with a major feature film camera manufacturer
to share our findings and challenges in order to assist them in designing the next generation of
film cameras that can record additional data alongside video footage that would be most useful
for use in the VFX production.
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4.5.1 Summary
Regarding the experiments and investigations performed in this chapter, the main contributions
and conclusions are as follows:
• We define and present a set of requirements based on experience from developing hardware
for use in VFX that successful onset products must follow.
• Our work with Inertial Measurement Units highlights that there is a trade-off to be made
with unit size and cost, accuracy, and software stack complexity. For the experiments
performed in the remainder of this research project, it was preferred to use highly accurate
hardware with data that could be read with very simple software, however these devices
are prohibitively expensive for use in production - and are also physically large.
• The method used in this chapter for calibrating a camera-mounted witness camera to the
hero camera and using the transforming the tracked movement of the witness camera to
the hero camera did not produce satisfactory results. In order to produce better results,
a more complex calibration routine would need to be used on set or a pre-calibrated,
robust, camera rig used for filming.
• Using a SMTPE Timecode standard timecode for camera synchronisation is very useful
and easily and cheaply obtained and implemented on modern embedded hardware, or
available as an off-the-shelf commercial product. It works with low-cost consumer grade
cameras that are commonly used as witness cameras and is compatible with professional
feature film recording systems. The accompanying software stack is mature and can be




Parameters from Motion Blur
5.1 Introduction
In Chapter 3, we investigated the characteristics of shots that were difficult for matchmove
artists to solve. One of these characteristics was the presence of motion blur brought about by
fast camera movement. Much of the literature in computer vision research also makes reference
to this problem, as it is a fundamental issue for automatic feature detection and matching
algorithms. Motion blur removes much of the ‘visual texture’ in an image making it difficult
for edge based techniques to operate. As motion blur is often brought about by fast camera
moves, this would also imply that there would be large baselines between images, which would
also add to the difficulty of matching features and estimating camera movement (although the
amount of motion blur is also affected by the exposure time of the frame, which is another
factor we consider in this chapter).
In the previous chapter, we described a method for measuring changes in focal length using
camera mounted hardware (the ‘zoom encoder’, developed at Double Negative). This has been
found to be very useful to matchmove artists, as knowing the focal length of the camera and
the timing of changes in this allows for the camera solve to be constrained, and the process can
be faster and more accurate as there will be fewer unknown values to be calculated. Whilst
these devices are small and convenient, there are situations where their use isn’t practical, or
occasions where they may not be synchronised correctly to the camera.
Focal length is an intrinsic camera parameter (see Chap. 2). Many of the automated camera
tracking methods for determining changes in the camera position focus on determining changes
in the camera’s extrinsic parameters, and assume that an accurate solution for the camera’s
intrinsic parameters has been calculated by some other methods - despite the fact that an
accurate value for these intrinsic parameters is essential.
In this chapter, we present a method that exploits the characteristics of motion blur to
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produce an estimate for the changes in magnitude in two camera intrinsic parameters. We
also explore the use of motion blur in temporally aligning data from a camera mounted zoom
encoder with that of the camera. This was motivated by the fact that if data is collected by
the use of on set hardware, but was not properly synchronised (or issues with vendors and
clients before the footage reached the VFX facility meant that timing metadata was lost from
the footage) - then it would be difficult for this auxiliary data to be useful in the matchmove
process without a great amount of manual effort to establish which parts of the footage the data
refers to. This was found to be wasting significant amounts of time at the company, and not
providing a return on the costs associated with developing and putting the hardware into use.
Furthermore, for the reasons mentioned above, heavily motion blurred footage is some of the
hardest to produce a camera solve for, and therefore the type of footage for which constraining
the camera solution with either auxiliary data from hardware, or estimates based on the scale
and pattern of the motion blur, would have some of the greatest benefits from.
5.2 Background
As established in previous chapters, accurate estimation of changes to camera parameters
throughout a film sequence is an essential part of the matchmove process. It can often be
time-consuming (see Chap. 3), and require the input of a skilled operator in order to produce
an accurate camera track from even automatically detected and matched feature points. In
the case of using additional hardware, this presents challenges such as gaining acceptance on
set for installation, and the additional expense of equipment and operation (as discussed in
Chap. 4) There are also often many situations where such equipment would be impractical -
such as outdoors or at sea, due to the reliance on additional infrastructure. However, recent
developments in electromechanical sensors has allowed for the manufacture of gyroscopes and
accelerometers that are both low cost and small (Chap. 4 documents such devices). These
devices are now starting to be included within cameras and can easily be mounted to them
in order to provide information about their motion during filming. Examples of applications
of such camera mounted devices range from assisting determining scene geometry [65] to cor-
recting for distortions introduced by motion and camera rolling shutter [38]. One of the most
significant challenges with using inertial measurement sensors to measure motion of the camera
is that only changes in acceleration or rotational velocity are recorded. This can lead to signifi-
cant errors in determining absolute position by integrating this data [66], and as such are rarely
suitable for tracking camera motion when used alone. Devices which track physical changes in
lens parameters are now commonly used in production environments and have gained accep-
tance across the industry - however they must be accurately synchronised to the video captured
by the camera. Whilst this is now a quick process, occasionally it may not be completed cor-
rectly (if at all) for each shot, and manual alignment of the data in post-production is a time
consuming and hence expensive task.
Accurate feature tracking is a reliable method of determining accurate camera motion esti-
mations, and is an active area of research. However, there are several cases where it is difficult
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Original image Image with motion blur Image with motion blur
from Rotation from change in Focal Length
Figure 5-1: Images Blurred from Camera Rotation and Focal Length Changes with Resulting
Canny Edge Detection
to get an accurate track, most noticeably when there is a fast unpredictable motion of the cam-
era, which also often leads to a considerable amount of motion blur being present in a frame,
making features undetectable. Another common method for determining camera movements is
to make use of a method known as ‘Optical Flow’ across an image. In this process (described
in detail in Sec. 2.3.3), a dense correspondence for each pixel across two frames is calculated.
Assuming that there are a sufficient number of stationary objects in the scene, the camera’s
movement can be calculated using this correspondence information. Similarly to automatic
feature detection and matching, the process of calculating the optical flow across frames also
suffers from degradation in the presence of large quantities of motion blur.
In [100], the authors present a method for determining dense optical flow in the presence of
spatially-varying motion blur. This method produces good results, however calculating optical
flow over an entire image can be a computationally expensive process. In [41], the authors
present a method of determining in real-time and using a single motion-blurred frame, an
estimate for camera rotation - using characteristics of the motion blur directly, and without
selecting or matching any features from the image.
In this chapter, we use motion blur induced onto an image by changes in focal length and
camera rotation to track changes in two camera intrinsic parameters - namely focal length and
shutter angle. We use accurate hardware tracking of changes in camera parameters (the focal
length change of a lens and camera rotation) to gather ground truth datasets and validate
our algorithms. We demonstrate how, in a situation where unsynchronised data from certain
sensors was available alongside blurred footage, the blur patterns from frames in this footage
could be used to accurately synchronise the external data with camera frames. We also discuss
the accuracy of such results and describe situations in which the method may not produce good
results.
Motion blur is often present in footage, and it is not uncommon for it to be considered a
desirable artistic effect by directors in order to convey a sense of fast movement to the viewer
[25].
Using Motion blur directly to determine parameters of a scene is an area of current computer
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vision research. [50] presents a method of determining speed of a moving vehicle from a blurred
image, whilst then using this information to de-blur the resulting image. Other methods, such
as the one presented by Rekleitis [73] use the direction and magnitude of motion blur in the
process of estimating optical flow in an image. Later work, in [100], parameterises each frame
as a function of both pixel movement and motion-blur. In [100], the authors determine the
derivative of the blurred frame with respect to both the motion and the blur, where the blur
itself is a function of motion. Furthermore, if the exposure time is known as a fraction of
the frame (shutter angle), the result can be further optimised. Recent work in [46] makes use
of data captured from a 3D pose and position tracker attached to the camera to aid in the
calculation of optical flow in images affected by motion blur. As the level of motion blur in
an image is typically directly related to the exposure time of the frame, [63] and [82] use a
method with a hybrid camera capturing both high and low frame-rate images of the same scene
to correct images exhibiting motion blur.
Presented by Klein and Drummond in [41] is a method for determining the rotation of
a camera during a single-frame exposure resulting in motion blur. In this work, the axis of
rotation is derived by selecting a point through which the most normals to the edgels at a
set of ‘edgel’ (points along an edge) points coincide. This algorithm builds on the observation
that areas of motion blur will typically form edges in the image. Figure 5-1 shows a synthetic
animation that has undergone motion blur whilst the virtual camera has been rotated, and the
results of this image having undergone Canny edge detection.
In the case of the scene in figure 5-1, the algorithm described in [41] will estimate the centre
of rotation to be at the centre of the image plane - the Z axis. In order to handle rotations
around the X and Y axis, the normal line to the edge at each edgel site is expressed as the
intersection of the image plane with a plane passing through the origin and and edgel site. Once
the centre for rotation has been accurately determined using RANSAC (and optimised using
a Levenberg-Marquardt based algorithm), the magnitude of rotation can be determined from
analysing the blur along its direction, with the intensity of pixels in the image being sampled
in concentric circles centred at the estimated axis of rotation. In [41], rotation magnitude
is estimated under the assumption that the blur length cannot exceed the shortest intensity
ramp produced by an intensity step in the scene (i.e., the least blurred feature). Under the
further assumption that the largest intensity step in each scene will span approximately the
same intensity increase, the gradient of the steepest ramp to span this increase will therefore
be inversely proportional to the length of the motion blur, and thus the magnitude of rotation
from the camera. Their work highlights a number of important limitations in using motion
blur to determine changes in camera parameters, most notably that from a single frame alone,
it is not possible to determine the direction (or sign) of rotation. For this reason, it is only
possible to compare the results of this algorithm with normalised values of rotation from a
rate-gyroscope or other method for determining ground truth.
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Shutter Angle 18◦ Shutter Angle 90◦
Figure 5-2: Illustration of Shutter Angle and Motion Blur (25fps)
5.2.1 Intrinsic Parameters
The intrinsic parameters we consider in this chapter are focal length and shutter angle.
If the focal length of a lens were to change whilst the sensor or film is exposed, it could be
expected that the image will experience motion blur in a similar fashion to those described in
the previous section due to changes in the field of view. An example of such an image is also
shown in Fig. 5-1. Although the entire image has been scaled by a single value, it is apparent
that different parts of the image are blurred by differing amounts, specifically - towards the
centre of the image edges will still appear sharper, despite being scaled, than towards the
outside. It is also clear that the ‘edges’ introduced by this blur converge towards the centre of
the image, in a similar fashion to a translation of the camera originating from the centre of the
image.
When a frame is captured, the image sensor, or film, is exposed for a short amount of time.
Often, this amount of time is known and controlled by the camera operator - however there
are occasions where this would be an unknown value, such as in cameras with an automatically
controlled exposure. Fig. 5-2 shows two extracts from two video sequences of a ball falling
under gravity. The left hand panel is a frame from a sequence shot with an exposure time
of 1/500th of a second, whilst the right hand panel shows a similar scene captured with an
exposure time of 1/100th of a second. In both frames, the ball falls at an identical speed, and
in both cases the frame rate was set to 25 frames per second. Therefore, the left frame would
be exposed for 1500 ÷ 125 = 0.05 of the frame time and the right hand frame for 1100 ÷ 125 = 0.25.
It can be seen from Fig. 5-2, the frame with the longer exposure time as a fraction of the
frame exhibits the largest amount of motion blur. Historically, this fraction of time for which
the frame is exposed is determined by the shutter angle. This is so called as in cameras with
mechanical shutters consisting of a rotating disk with an adjustable sector with which to expose
the film, the shutter angle referred to the angle of opening of this sector. In the example from
Fig. 5-2, the shutter angle of the second frame would be 360◦ × 0.25 = 90◦, and a frame for
which the exposure time is half the frame time would be 180◦. Throughout this chapter, for
simplicity, we refer to the values for shutter angles as fractions of the frame time.
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5.3 Method
5.3.1 Measuring Focal Length Change from a Single Frame
In the case of a single motion-blurred frame undergoing rotation, we use Klein and Drummond‘s
original method to calculate the rotation, R around a 3D axis for that frame. We also extend
this method to determine a scale change brought about by a change in focal length without
other motion, with the principal point of the lens being at the centre of the image.
As shown in Fig. 5-1, the change in focal length (assuming the camera is not rotating or
translating) adds motion blur to the image in a fashion similar to a translation towards the
principal point of the image plane. Unlike the method used by Klein & Drummond to estimate
for rotation, there is no need to determine the centre of the transformation as we can assume
that the direction of the blur will always be towards the principal point of the image plane.
Therefore, in order to determine the magnitude of blur, the intensity I of the image along several
radial lines L, is sampled from the edge of the image inwards (Fig 5-4). The number of radial
lines depends on the size of the image, and are sampled starting at locations on the edges of the
image spaced 10 pixels apart. Therefore, for a 640× 480 image, there would be 2× 64 + 2× 48
lines sampled. This profile is then searched for the first occurrence of an intensity step change
greater than a threshold value - and the length of this change (and image position of the start
and end) is recorded. In a similar fasion to the authors of [41], we choose a threshold value in
order to avoid under-estimating the length of the blur, and only consider ramps which span a
large intensity change (over 50 grayscale levels) in order to detect large isolated intensity steps
(representing edges) in the image. The first occurrence of the step-change is selected because
edges are expected to be less blurred towards the centre of the image, and hence the shortest
intensity ramp will always correspond to a minimally blurred edge towards the centre of the
centre of the image. Unless the scale change is very large, the likelihood is that this edge
towards the centre of the image will not have been affected by the scale change or motion blur,
and will therefore represent a scale change of zero, regardless of the true change in scale. As
the origin of the scale change will be the centre of the image Eqn.5.1 describes this relationship













Where X is a scene point of distance Z from the front nodal point of a lens.
Figure 5-4 shows the location of a blur region as detected by this algorithm in a synthetically
blurred image, and Fig. 5-5 the locations of all blur regions over the image.
After a pair of points has been obtained for each radial line, a RANSAC based algorithm
is used in order to determine the geometric transformation between the sets of points. In this
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process, the start and end points of the maximum gradient ramps from the radial search lines
are represented as their respective image coordinates. The geometric transform brought about
by a change in scale is then estimated to produce an estimate of the scale transform, using the
points identified at each radial line. To achieve this, we adapt the standard RANSAC algorithm
to take into account the observation that measuring the magnitude of motion blur by searching
for the maximal gradient ramp will always produce an overestimate for the blur magnitude.
This would be because even in the case where there is no blur, the sharpest edge might be
several pixels in extent, and in practice, in an image with moderate motion blur, will extend
several pixels beyond the blurred region. Because of this, the error metric used in the RANSAC
based geometric estimation is weighted to apply a higher penalty to estimations that produce
an under-estimate of the scale magnitude. This is done by changing the model of our system
in order to achieve a result that matches with the assumption that measuring the length of a
blurred edge will result in an over-estimate of the true scale change. In this process, instead
of finding a hypothesis to maximise the number of start and end points for blur that comply
with ((r′ − r)2 < 2) where r′ and r are the measured and predicted radial displacements, we
maximise
∑
((r′ − (r+ ))2 < 2). By using this method, in order to be considered an inlier, r′
must be in the range r to r + 2, as opposed to r −  < r′ < r +  as in a traditional RANSAC
procedure. The upper limit of this range: r+ 2 was chosen as a limit arbitrarily and produces
good results, however it should be noted that other values, or the use of methods such as Least
Median Square estimate, or MLESAC could be used to determine this value, although these
are not evaluated here. Fig. 5-3 illustates examples of this process. This method provides an
accurate estimate of the transformation between the points - whilst also rejecting outliers in
the sets of points.
As described in Section 5.2.1, the shutter of the camera will only be open for a fraction of
the frame time depending on the shutter angle. The estimate for scale change from motion blur
will only take into account the time for which the shutter was open, and not the overall frame.
5.3.2 Measuring Rotation Between Two Frames
The optical flow of two motion-blurred images can be calculated using the baseline method
described in [100]. Then, a set of feature points in the first frame are sampled using [78], and
their flow vectors used to calculate corresponding points. As it is expected that there will be
some outliers, we use a RANSAC algorithm similar to that described in Klein & Drummond
to determine a consensus set of matching points, in order to determine rotation. Assuming a
correct pair of point matches, pˆ1 and pˆ2, where pˆ = [x, y, 1]
T is a homogeneous point in the
image coordinate system, the line joining these points will be described as Lp =
pˆ1×pˆ2
|pˆ1×pˆ2| . As pˆ1
and pˆ2 are homogeneous coordinates, the line L = (a, b, c)
T for which a point pˆ = (x, y, z) lies on
is specified by the equation ax+ by+ cz = 0. Assuming a further pair of correct point matches
is available, and the normal line to these can be calculated, the point of intersection of these
two normal lines (L1 and L2) should then be the centre of rotation. This is where using the
homogeneous coordinate system is useful, as if the camera is rotating around a point not in the
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Figure 5-3: Illustration of the process of determining image scale change from detected blur
sizes using RANSAC. In the top panel, the candidate detection for blurred edge results in an
overestimate for scale change r. Most of the blurred edges fall within the threshold of r − 2e.
In the lower panel, the value for r − 2e for the selected candidate underestimates for all the
other example points and so should be rejected as a possible value for scale change.
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Figure 5-4: A line sample location (left) and profile (right). The peak gradient has been
highlighted and location marked on the image.
image plane (for example, its x or y) axes, the centre of rotation can still be represented in the
image coordinate system. In this case, the two normal lines from point estimates would cross at
infinity, a point which can be represented in homogeneous image coordinates as pˆ = (x, y, 0)T .
Candidate point pairs and the best estimate for rotation are selected using RANSAC. In this
process, a pair of candidate points and their matches are selected, and the centre for rotation,
C is calculated based on the method described above. The connecting line for every other point
match is calculated, and the normal at the midpoint to this line LN , along with the line LC
from this midpoint to the centre estimate, is calculated for each point pair. This is illustrated
in Fig. 5-6. The angle between the line LN and LC , θ, is calculated for each point pair -
and capped at a threshold value . In this work the value for  is small, at 5 degrees, however
should be varied by the user depending on the amount of candidate points expected (which can
depend on the visual texture of a scene) and expected rotation magnitude.
The centre estimate producing the lowest sum of these angles is then selected as the rotation
centre. This point is then normalised, and its coordinates C = (x, y, z)T treated as a 3D point.
The Least Mean Squared value for the angle between this point and the centre points between
inlying point match pairs is then treated as the frame-to-frame rotation magnitude. Results
obtained using this method alongside Klein and Drummond’s single frame method - using
synthetic and real image sets are shown in the following sections.
5.3.3 Determining Shutter Angle
By combining the results for rotation obtained from a single frame, and those from a pair of
frames - it should be possible to calculate the exposure time of the frame as a fraction of the
framerate, simply by dividing the motion magnitude obtained from blur by that of the frame-
to-frame track. This calculation could further be simplified by using just the geometric distance
between points identified by searching along the radial or circular profiles. It is envisaged that
performing the extra stages of rotation estimation will provide a more robust estimation for
shutter angle. This is because both methods for determining rotation include the rejection of
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Figure 5-5: Blur length estimation along all radial lines
outliers as an important stage in the calculation of the magnitude.
5.3.4 Determining Amount of Blur in an Image
It is envisaged that the methods presented previously will only work well if there is a sufficient
amount of blur from motion present in the image. This is a limitation also highlighted by the
authors of [41]. In order to evaluate the effectiveness of the method for accurately determining
the scale change of different magnitudes across different sets of images, we propose a method
for quantifying the amount of blur present across the whole image. Furthermore, it is proposed
that this accuracy measure could be used to correct estimates over further footage of the same
scene, given a ground truth for some initial data. This could be useful in such a situation
where, for example, external hardware was being used to record the change in lens barrel
and hence focal length position - and this hardware becomes unsynchronised or uncalibrated
throughout the shot. Such situations are not uncommon and can require a large amount of
work post-production to rectify. We would also typically expect the methods described here to
be applied on a sequence of frames, some of which will not contain any change in focal length
or rotation. As part of the process for estimating shutter angle from rotation (a change in an
extrinsic parameter), it is possible to accurately deduce cases for which rotation and hence blur
is zero using the optical flow method which must be performed on each pair of frames. As
previously stated, it is not possible to identify an blurred edge of length zero, so in the case of
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Figure 5-6: Illustration of Estimating the Centre of Rotation from Point Match Pair Candidates
zero focal length change - the proposed algorithm will always return a result greater than zero.
Classifying the blur characteristics of a frame with zero scale change would therefore allow for
automatic identification of these frames
In the case of focal length from a single frame the following method is used to determine
the amount of blur present in an image. We define blur energy ratio rblur in an image as
the average ratio between the energy of a profile of pixel intensities along a set of radial lines
across an image, and the average energy of the same set of sample lines of the same image




4 − a2 , 14 , a, 14 , 14 − a2
]
where a = 0.375, and in order to produce a more significant result
for the difference in energies across a radial profile, the difference in energies across the same
radial line from the top and the 3rd level of the Gaussian reduction pyramid is calculated.
Similarly to the method used for determining scale change from motion blur, radial lines are
sampled from the outside edges of the image inward - initialised at 10 pixel intervals along the
edges of the image. The reasoning behind this is that an image that contains motion blur will
have a lower energy (lower frequency of changes in intensity) than a sharp, non-motion blurred
image - as described in earlier sections. However the ratio of energy between this motion
blurred image and its gaussian blurred equivalent should be larger than the ratio of profile
energy between a non motion-blurred image and its blurred equivalent. This is illustrated in
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Figure 5-7 and Figure 5-8, where it can be seen that for a non-motion blurred original image,
there is a much higher frequency (and hence greater energy) of intensity change for the original
image than the gaussian-blurred equivalent image. For the profiles shown in Figure 5-8, the
frequency of changes in intensity for the original image is much closer to that of the Gaussian-
blurred equivalent. We define energy as the sum of squared values of image intensity along the
profile line, and sample along multiple profile lines, taking the mean ratio of energies across all
lines over the image pair to be value for the difference in image energy.
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Original Image with No Motion Blur (Sharp im-
age)
Gaussian Blur of Sharp Image
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Pixel Intensity Profiles for Non-Motion Blurred Image and Corresponding Gaussian Image
Figure 5-7: Non-Blurred image and Gaussian Blurred Image with Corresponding Profile Lines
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Presented in this section are the results obtained from a variety of tests, both on synthetic and
real footage. In the case of synthetic images, a single static photograph had an animated scale
change applied using the Nuke compositing tool (a 2D image manipulation package well suited
to applying transforms, filters and animation and used widely in the post production industry).
Motion blur for this set of images was then simulated for the specified shutter opening time at
each frame.
Initially results are shown for the raw output produced from running the algorithms for
estimating changes in intrinsic values on a sequence of frames without first considering the
amount of blur present in each frame of the sequence using the method described in Sec. 5.3.4.
For real image sequences, an external electro-mechanical zoom encoder was attached to the
lens on the camera used to capture the footage (the same device as described in Chap. 4.
For the production of ground-truth values for camera rotation, the camera was rigidly
attached to a high-end rate-gyro capable of determining rotation up to a speed 175◦/sec with
a standard error of 0.0005◦/sec/
√
Hz. This was the same device evaluated in Sec. 4.2 and was
shown to be sufficiently accurate for use in these experiments.
The values obtained from both the ground truth and original estimates of a real data-set
for change in focal length are then used to calculate the expected error factor for each range of
blur magnitude present in the frame. The ground truth magnitude for scale change is also used
to validate that our measurement of blur present in a frame is effective. These error metrics
are then used to attempt to produce a more accurate estimate of scale change from blur, using
new footage of the same scene.
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Figure 5-9: Results for Estimating Change in Focal Length from Blur with a Synthetic Data
Set
Change in Focal Length Estimates from a Synthetic Dataset. Ideally, the dashed-blue and
solid-red lines in the left-hand chart should align, and the scatter plot should tend to an x = y
line.
Synthetic Sequence (Synthetic Box)
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Figure 5-10: Shutter Angle and Rotation Estimates from a Synthetic Dataset (Synthetic Box
Sequence)
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Rotation from Gyroscope (Ground Truth)
Rotation Estimation from Optical Flow
























Figure 5-11: Comparison of Results from Optical Flow based Rotation Estimation and Gyro-
scope Rotation (Ground Truth) and Gyroscope Readings
Performed on the ‘Poster’ Real Dataset This dataset was produced with a rigid camera-
gyroscope rig in order to validate that the estimates produced by the optical flow algorithm for
rotation in the presence of motion-blur were accurate when the rotation magnitude and axis of
the camera is arbitrary and otherwise unknown.
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Figure 5-12: Results for Estimating Rotation and Shutter Angle from Blur and Optical Flow
(‘Chairs’ Dataset)
109




















Estimated Scale Change (Corrected for Exposure Time)
Actual Scale Change
Estimated Scale Change
































Figure 5-13: Change in Focal Length Estimates from a Real Dataset (‘Zoom Boxes’ Sequence).
Ideally, the green and red lines in the left-hand chart should align, and the scatter plot should
tend to an x = y line.



















































Figure 5-14: Change in Focal Length Estimates from a Real Outdoor Dataset (‘Building’
Sequence).
Ideally, the blue and red lines in the left-hand chart should align, and the scatter plot should
tend to an x = y line.
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Figure 5-15: Change in Focal Length Estimates from a Real Outdoor Dataset with a Low Depth
of Field Set (approx. 1.5m) (‘Flower’ Sequence).
Ideally, the green and red lines in the left-hand chart should align, and the scatter plot should
tend to an x = y line.
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5.4.1 Synthetic Tests
To test the algorithms against a synthetic and known ground truth for a change in focal length,
shutter angle, and rotation, the Nuke compositing tool was used to create an animated series
of frames from a single image.
Focal length change from a Single Frame
Results for the motion estimates for a set of rotation changes and changes in focal length are
shown here. In both cases, as it is not possible to determine the direction of motion from a
single frame, all of the values for both focal length change and rotation are absolute values.
Fig. 5-9 shows a plot for results obtained for determining the change in scale induced by a
change in focal length. In chart (i) of Fig. 5-9, the dashed blue and red lines should ideally be
identical, and in the scatter chart in chart (ii) of Fig. 5-9, the points should lie in an x = y
line. In this result, chart (i) of Fig. 5-9 also shows the change in scale corrected for the known
shutter exposure time of the virtual camera, which should equal the frame to frame estimate
of scale (the true scale in this case). For most frames, it can be seen that the raw estimation
from blur overestimates the true scale value. This is to be expected, as if there is zero blur, the
sharpest edge in the blur profile to be found (as described in Sec. 5-4) will still be at least one
pixel (in practice on real photographs, this will likely be more) - which will therefore always
result in some scale change being estimated. This is the effect that we aim to compensate for
using the blur-information obtained using the method described in Sec. 5.3.4 to estimate the
expected error of results of a scene, and the results for this when applied to a real scene are
shown in Sec. 5.4.3.
Shutter Angle and Rotation Estimation from a pair of Frames
Figure 5-10 shows results from a synthetic sequence undergoing a series of varying rotations and
with an animated shutter angle. Chart (i) of Fig. 5-10 shows the estimates for the magnitude of
motion blur obtained from both the pair of frame method and single frame Klein and Drummond
method, the latter being un-corrected for the known shutter exposure time. From this result
it can be seen that in many cases where there is only a small amount of rotation, the single
frame method from motion blur will over-estimate the amount of rotation that has occurred.
However, the blur based system appears to consistently underestimate the value for rotation
when there is a significant change in rotation, and this behaviour is to be expected - as detailed
in Sec. 5.3.1, as the motion from blur will only represent a fraction of the frame time, whereas
the frame to frame track will represent the full movement between frames.
Due to the noise in measuring rotation from blur, the resulting estimate for shutter angle
is smoothed using a moving average filter (with a span of 4 frames) across the frame-set. This
filtering is necessary because whilst the RANSAC algorithm described in Sec. 5.3.1 is able
to reduce the effect of outlying estimates for rotation of the frame, certain conditions (further
described in Sec. 5.5) will always produce incorrect results. The most significant source of error
occurs when the magnitude of blur in the image is not sufficient for the accurate detection of
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the true change in focal length or rotation. By filtering these estimates we are able to reduce
the impact of these errors whilst still maintaining an acceptable level of accuracy over periods
where there is only a small amount of rotation present in the frame. A moving average filter
was selected as this is a simple to implement filter that will filter out high-frequency changes in
the estimate for shutter angle. We do not expect the shutter angle to change at every frame,
so this method allows for a single step change in shutter angle to be easily identified, whilst
filtering the noisy calculation. Furthermore, outlying estimates that predict the shutter angle
to be 1 or greater (i.e. the shutter was open longer than the frame time) are also automatically
discarded.
5.4.2 Real Footage
The algorithms described in this work were tested over a set of real images captured by a
Canon 700D SLR Camera along with a 70-200mm lens. The scenes shot were indoors and in
good lighting conditions, and outdoors with natural light and some movement of objects in the
scene (for example, trees moving in the wind and pedestrians walking through the frame). For
the case of focal length estimation, a rotary encoder was attached to the lens barrel to track
changes in rotation of the zoom wheel, and hence changes in the focal length. Each sequence
consists of approximately 300 frames. In the case of rotation - the camera was rotated quickly
and manually around an axis at various speeds and magnitudes, in order to produce a sequence
that would exhibit large amounts of motion blur. Likewise, for changes in focal length, the
zoom was also changed quickly and at varying speeds and magnitudes whilst filming. In all
cases, the shutter speed was set to a constant 1/30th of a second - apart from the Chairs dataset
where it was changed to 1/60th of a second after approximately 160 frames.
Shutter Angle and Rotation Estimation from a Pair of Frames
In order to validate the results produced using the 2 frame optical flow based method for
determining camera rotation, the estimates obtained using this method on real footage were
compared with the results obtained from a gyroscope rigidly attached to the camera during
rotations around an axis. Figure 5-11 shows the results of this test. Ideally, the line plot for
the angle estimated from optical flow against the gyroscope data should be identical, and the
scatter plot for this data tend to an x = y line.
Shown in Fig. 5-12 are the results obtained from rotating a camera around an axis over
various magnitudes, and estimating rotation from both optical flow and blur. During shooting,
the camera‘s shutter speed was changed from 1/30th of a second (0.83 of a frame at 25fps) to
1/60th of a second (0.415 of a frame at 25fps). Figure 5-12 also shows the estimated shutter
angle as a fraction of the frame from the difference in estimations. As with the results from
synthetic sequences, the value for shutter angle was calculated from a smoothed estimate for
rotation from blur at each location above a threshold value.
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Focal Length Change
Presented in Figures 5-13, 5-14 and 5-15 are the results for determining a change in focal length
using a single frame using the method described previously. As with rotation from blur, the
single frame method of determining focal length change is unable to determine the direction
of the change, hence data from the zoom encoder (taken as the ground truth) is converted to
an absolute change in value. The initial indoor footage - ‘Zoom Boxes’ sequence in Fig. 5-13
was shot with good lighting conditions, however it can be seen that there is a smaller amount
visual texture in the image, such as sharp edges and high contrast, when compared to the
outdoor ‘Building’ sequence in Fig. 5-14. The result set for the ‘Building’ sequence (Fig. 5-14)
is clearly of a higher quality, and would suggest that the presence of good visual texture and a
large number of sharp edges in the scene is important for achieving accurate results. Fig. 5-15
shows the results of the estimation method for images with a low depth of field. It can be seen
from this that at certain peaks of the scale change magnitude there is a large over-estimation
for the amount of focal length change present. This might suggest that at a high scale change
magnitude the algorithm is less accurate for determining the true scale change when there is
a large amount of blur present from the low depth of field, which is independent of the scale
change, and blur introduced by the scale change.
Alignment of Sensor Data with Video Footage
During capture of real data using both the gyroscope and zoom encoder equipment, it was
necessary to synchronise the recording equipment with the video frames. This is performed by
showing the camera a ‘digislate’ - a device which displays a time-code which refreshes at the
specified framerate at the start of recording, and synchronising electronically this time-code
with the data recording equipment. When the video is retrieved, the frames are manually
inspected to read the time-code displayed on the device and correlate with the frame number of
the sequence. Whilst this is a straightforward process to perform in a controlled environment, it
is not practical in every shooting environment, e.g. if shooting from an aircraft. In such cases,
manually aligning the data to the frame can be a difficult process. If an estimate can be found
from frames with motion blur present as to the change in either zoom or rotation, then it could
be used to assist in the alignment of the data in the case of failed synchronisation. One such
way of achieving this would be the use of cross-correlation over both signals (estimate from blur
and ground truth from sensors). Shown in figure 5-16 are the results from using the method
of focal length estimation described in this work to align data from the zoom encoder sensor,
compared to the actual synchronised values. In this case, the zoom encoder started recording
positions before the camera started recording frames (recording changes in zoom that were not
filmed) - shown in chart (i) of Fig. 5-16 and continued recording after the camera was stopped.
The algorithm for estimating the amount of blur was run on the captured footage the results
of which are shown in chart (ii) of the same figure and the data aligned using the results
from the algorithm and cross correlation with the unsynchronised stream of data, the predicted
alignment shown in chart (iii) of Fig. 5-16. This predicted synchronisation shift differs by 1
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frame from the actual known value of 908 frames.
5.4.3 Evaluating Algorithm Efficacy vs. Amount of Blur Present
Section 5.3.4 describes the method used for determining the amount of blur present in a scene,
and shown here are the results for determining this metric (rblur) along with the accuracy of
the zoom estimates from Sec. 5.4.2. In order to evaluate the amount of blur necessary in an
image to produce an accurate result, we calculate the amount of blur present in each frame
of the sequence of real images using the method described in Sec. 5.3.4, where each frame has
undergone a change in focal length of varying magnitude (including zero). This magnitude
of blur is then compared to the error between the estimate of scale change and the ground
truth values for scale change at that frame. Figures 5-17,5-18 and 5-19 show the results of this
analysis for each of the real datasets presented in Sec. 5.4. We would expect to see a higher
proportion of over-estimates for the magnitude of scale change in the image, particularly at a
low known scale change. The graphs for this analysis tend to support this conclusion - however,
in all three cases there appears to be a reasonable amount of error when the scale change is
greater than zero - but the amount of blur present in the image is not at its maximum. In the
graphs of figures 5-17,5-18 and 5-19, this can be seen as a reported under-estimate towards the
middle of the blur-ratio scale (the x axis) where the red true scale-change line rises. This result
would further support the conclusion that as a condition of a scale change being accurately
estimated, it must cause significant motion blur in the image. However, it would appear that
at the higher end of the scale change the method clearly over-estimates the true scale change
by a considerable amount, and can sometimes under-report it. This would appear to contradict
the theory that larger scale changes, resulting in larger amounts of blur present in the image
(reflected by the rise of rblur) should result in more accurate predictions using this method.
As can also be seen in the charts of Figs. 5-17- 5-19, the amount of blur measured in the
image using the method described in Sec. 5.3.4 does not always rise consistently with the scale
change. This could be due to the fact that Guassian Blur is isotropic wheras motion blur is not.
An improvement on this method for future work could be to design and use a Point Spread
Function more closely matched to that of the expected motion blur in the place of the Gaussian
blur kernel.
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Scale Change Calculated Using Focal Length from Blur Algorithm
(ii) Estimated Focal Length Change From
Blur for Captured Frames (Frames 908 - 1073)























Unsynchronised Value from Encoder
Estimated Synchronisation
(iii) Scale shift calculated from cross
correlation of zoom estimates and
unsynchronised stream.
Shift estimated as 907 frames
Figure 5-16: Results for Estimating the Synchronisation between Camera and Zoom Encoder
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Figure 5-17: Results for comparing amount of blur in a frame with scale change estimate
accuracy for the ‘Boxes’ Dataset. Negative values for estimate of the percentage error indicate
an underestimate for the scale change, positive values indicate an overestimate.
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Figure 5-18: Results for comparing amount of blur in a frame with scale change estimate accu-
racy for the ‘Building’ Dataset. Negative values for estimate of the percentage error indicate
an underestimate for the scale change, positive values indicate an overestimate.
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Figure 5-19: Results for comparing amount of blur in a frame with scale change estimate
accuracy for the ‘Flower’ Dataset. Negative values for estimate of the percentage error indicate
an underestimate for the scale change, positive values indicate an overestimate.
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Using these results, it is proposed that a ‘confidence’ value of the estimated result can be
predicted, in that for a images with a range of values calculated for rblur, the expected result
from using the original method for scale change from blur would be accurate to within a certain
percentage error. This value could then be used to increase the accuracy of further results
obtained from the same scene, in a situation where a ground truth would not be available. This
would be especially useful in order to be able to categorise frames in which the scale change is
likely to be zero, and hence saving the need to attempt to calculate a transform estimate for
this frame. Applying the error metrics determined for the ‘Building’ scene to further footage
of this scene (with the camera at a slightly different orientation) produces the results shown
in Fig. 5-20 and Fig.5-21. These results are obtained by calculating the blur ratio (rblur) from
each frame and producing a ‘corrected’ result for this frame by applying the error metric for
the range in which rblur for this frame sits to the initial estimate. That is, if the frame is judged
to have a value for rblur as 0.987, the corrected result will be the estimated result scaled up
by the error for this blur ratio from Fig. 5-18. If a value for rblur is encountered that is not
present within Fig. 5-18, then the value for scale change produced by the original algorithm
is used. Similarly, if the value for rblur is below a threshold indicating that no scale change is
taking place, the corrected value is clamped to 0. We find that the cross correlation coefficient
between the naive, raw estimates and the actual values to be 0.865, whereas the correlation
coefficient between the corrected set and true values to be slightly better at 0.879.

























Estimates Adjusted Based on Blur Accuracy
Data Obtained From Prior Footage of Same Scene
Naive Estimates from Original Algorithm
Figure 5-20: Comparison between the ‘Naive’ Focal Length from Blur Algorithm, and the ‘Blur
Aware’ Method that multiplies results from the Naive Method with Error Factors Determined
in Section 5.4.3.
Ideally, the green line should be identical to the red, and closer to this than the blue line.
Frames that are determined to have no scale change (a blur-ratio of less than 0.981) are capped
at zero.
118
5.4.4 Effects of Depth of Field
Figure 5-15 shows the result of a real scene with a low depth of field (the ‘Flower’ dataset).
The focal distance in this scene was set to approximately 1.5m, whereas in the other real scenes
used in this work, the focal distance is set to infinity. It can immediately be seen in charts
(i) and (ii) of Fig. 5-15 that the results are somewhat more inaccurate than those from other
images, with a tendency to greatly overestimate the true extent of scale change during large
changes in scale. Images with a low depth-of field would typically have more blur in the frame
regardless of motion blur introduced by scale change during shutter opening. This is something
that Fig. 5-19 would confirm - as the zero, or close to zero scale change extends further along
the blur ratio scale than in the results shown for other sequences. In theory, as long as part of
the image is in focus, and this part has enough visual texture - such as sharp lines, then these
would be blurred by the scale change and not from defocus - and could be used to calculate the
scale change. In practice however, it is often the case that the in-focus part of the image would
be at the centre of the image. As discussed in Sec.5.3.1, it is likely that points towards the
centre of the image will be minimally scaled - and therefore unlikely to give a reliable estimate
for the focal length change.
5.5 Limitations
The results obtained from using motion blur in this work do suffer from several of the limitations
discussed in the original Klein & Drummond paper. Notably, one of the most significant
problems encountered for the estimation of parameters using blur is the need for a reasonable
amount of blur to be present in order to be successfully detected. We have however presented
a viable method to overcome this limitation somewhat by using prior knowledge of the error of
the scale change estimate for a scene, and the amount of blur present in an image in order to
better predict the scale change.
Another significant issue with the use of a single motion-blurred frame to estimate param-
eters is the inability of the system to cope with frames that have undergone more than one
transformation - e.g. a rotation alongside a change in focal length. Another significant limita-
tion of this work is the inability of the system to cope with large movement of objects in the
scene. Our results suggest that a small amount of movement, such as pedestrians in a scene
or a tree blowing in the wind will still allow for accurate results to be obtained. However,
experimentation has shown that if the scene is completely obscured by movement, such as a
vehicle passing in front of the camera during a focal length change, will cause the algorithm to
fail.
Other limitations described in [41] for estimating parameters from blur are also present
in this system, such as the intolerance to strobing, over-saturation, the requirement for pure
rotation and a constant centre of rotation. However, when combined with the optical flow
method described in [100], it is possible to determine the ‘sign’ of the rotation estimates. The
method presented in [100], whilst extremely accurate (as shown by fig. 5-11), does have a
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significant limitation of requiring a large amount of resources to compute - often necessitating
frames to be re-scaled prior to calculation. On average, for each blurred pair of frames at at
size of 640×480 pixels, it would take approximately 30 seconds to compute an estimate for the
optical flow, whereas the methods from blur would compute a result in near real-time on the
same hardware (≈ 30 m/s), although this speed is highly dependent on the number of edgel
sites selected and also the size of the image. Recent works in [11] and [12] have attempted to
address this limitation.
Another factor that may have an effect on the result obtained for real footage would be the
differences in blur introduced into a frame by a camera’s rolling shutter (detailed in [49]). All
of the algorithms described and used in this paper operate under the assumption that when a
frame is blurred due to motion, the blur is always assumed to be constant across this frame. In
a camera with a rolling shutter, each line of the sensor in the camera is sampled sequentially
at different times. Therefore, during fast movement, in a camera with a rolling shutter, this
assumption that all parts of the image will be blurred by a constant amount cannot be true.
Investigating the impact and ways of minimising these effects in the algorithms using blur would
be an important next stage of research.
5.6 Conclusions
This chapter has described a method for determining changes in focal length during a single
motion blurred frame, and has produced promising results from this method that allows for the
estimates to be calculated quickly. We have also extended and combined two previous works
in order to estimate the shutter angle of a frame. Furthermore, we have examined how this
system might cope with an image sequence with a shallow depth of field - and have uncovered
potential limitations that this may present. An area of further research would be extending
this system to handle frames which have been blurred by more than one type of motion - such
as in the case of a translation and rotation. This would be an area of good potential for the
use of inertial measurement units.
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‘Blur Aware’ Scale Change from Blur
Figure 5-21: Comparison between the ‘Naive’ Focal Length from Blur Algorithm, and the ‘Blur
Aware’ Method.
Ideally, the points should tend to an x=y line, and the blur aware method should have points




The main theme and aim of this research project has been the development, and application of,
methods to enhance the camera tracking workflow within the VFX production pipeline. Unlike
much of the previous academic literature in the field of camera tracking and Structure from
Motion, the priority throughout this work has been how such methods and advances may be
applied in a practical sense to real world high end feature film production. This chapter reflects
on the findings of this work and also discusses late-breaking work in the domain of camera
tracking and how this might be relevant to the problem of camera tracking in VFX.
The State of the Matchmoving Process in the VFX Industry
In Chapter 3, we undertook the first study of its kind to evaluate and document how modern
day matchmovers produce high quality camera tracks for use in other parts of the VFX pipeline,
often from footage that would often be extremely challenging for automated methods to solve.
This work also highlighted the fact that matchmoving, of which camera tracking forms a large
part of, is still a labor intensive process, with a sizable amount of time (and hence expenditure)
of a VFX production being spent on it. Furthermore, the results of analysing this data show
that the time spent on various pipeline stages can vary significantly, based on the type of film
being produced. Coupled with the business model of much of the industry as described in
Chap. 1, this highlights the fact that accurately estimating the time taken for various stages of
the VFX production, and being able to perform them quickly, is imperative in the industry -
and is not a trivial problem to solve.
The technical and qualitative sections of Chap. 3 should provide interesting data for re-
searchers, and insights into the nature of the footage processed at a VFX facility. It also
represents an attempt at developing metrics to describe, quantitatively, camera movements,
and to determine what characteristics of a shot make it ‘difficult’ to produce a camera track
for. Taken in isolation, many of these results were not statistically significant, and this would
suggest that it is not possible to analyse individual characteristics (i.e. camera speed, type
of lens) on real production footage - and this should be taken into account when analysing
production based data. These experiments also did not take into account the visual content of
122
a scene, such as illumination and visual texture, which we know from computer vision research
and conversations with matchmovers will have a fundamental impact on the achieving a suc-
cessful solution for a camera track. Investigating methods for doing this would be a valuable
item for further work. The amount and type of data that would be processed in such an inves-
tigation could potentially be well suited for machine learning based algorithms and techniques
(discussed in the following section).
A clear conclusion from that can be drawn from the qualitative analysis of Chap. 3 is that
data additional data gathered from a set along with film footage, and in particular 3D scene
information is extremely valuable for increasing the speed and accuracy of the process of camera
tracking.
Additional On Set Hardware and Data Gathering for Use in Camera Tracking
In Chap. 4 several methods for improving camera tracking through the use of external sensors
are discussed. This chapter also references some of the challenges of performing research in an
industrial setting, along with some of the implementation details necessary for implementing
the discussed ideas in a production environment. One of the main findings from the experiences
of performing this work was that hardware used to gather data on set must conform to a very
high set of standards. Even if the device is purely experimental and the data gathered not
crucial for successful completion of VFX production work, the guidelines presented in Sec. 4.4
highlight the difficulties of doing research in a production environment. These challenges are
present even for projects with a substantial amount of funding and research resources available.
Nevertheless, useful developments had been produced at Double Negative prior to this work
taking place, and the knowledge and expertise gathered by staff at the company from this
experience was invaluable in guiding the research directions for this project.
A significant factor that is present throughout the investigations of this chapter, and in
the literature surrounding hardware-assisted Computer Vision, is the fact that advances in
hardware technology have lead to devices capable of recording a large amount of auxiliary data,
and that the cost and size of these devices is constantly dropping. The power of embedded
processors, such as those used in the development in Sec. 4.4 has also steadily been rising. These
factors have combined to make the use of additional camera mounted hardware an attractive
proposition for enhancing Structure from Motion algorithms. The investigations in Sec. 4.2
compare the characteristics of different Inertial Measurement Units at different price points
and, as to be expected, finds that larger and more costly precision-manufactured devices have a
higher level of accuracy than lower price consumer-application targeted devices. However, it is
important to note that much work has been done on using software and statistical methods to
enhance the accuracy of such devices - meaning that a compromise on cost and size vs accuracy
of a device need not have drastic implications for the usefulness of the device in Structure from
Motion techniques. This is an area that is not researched in detail in this project - however is
an active and ongoing area of research in the computer vision and robotics community. Given
that the types of devices that would be suitable for use in an on set application would tend
to fall into the later category of low-cost and small-size sensors, research into how these would
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best be used for the purposes of camera tracking in VFX would be a valuable area for future
work.
The method chosen for camera tracking using the motion estimated for an auxiliary camera
in Sec. 4.3 did not prove successful. It is clear that attempting to calibrate the offsets of
a pair of cameras using a single frame - and a planar calibration target (albeit held at an
oblique angle) is insufficient. One of the intentions of this experiment however was to show
that the necessary calibration steps for good camera tracking are both a) essential, and b) may
be difficult to perform on a live set with no previous preparation and an arbitrarily mounted
camera. It is very important to note though that the work in this section focused on using
camera tracks from an auxiliary camera to directly calculate the movement of the rig and then
the main camera. Previous discussions have highlighted how useful having a witness camera
is to gathering an overall understanding of the scene, and gives a matchmove artist a useful
resource for determining camera movement and scene geometry. This also supports a conclusion
that matchmoving itself can be viewed as an iterative problem-solving exercise, rather than a
pure computer vision and structure from motion problem. It is highly recommended that such
cameras are used whenever possible - given their small size, and ease of recording data, and the
fact that even without a calibration routine, they can provide useful information to an artist.
One of the biggest pitfalls of using such a device however is the need to synchronise both the
cameras, and this is a problem the following section aimed to address (Sec. 4.4). In this section,
the use of industry standard synchronisation methods was investigated, and an implementation
for use on certain low-cost and low-power embedded processors is presented. The main purpose
of this section was to investigate the ease at which such functionality might be implemented
on an already existing device developed in-house at Double Negative, and the accuracy of such
an implementation (along with the ability to use the data obtained in professional software
packages). There is a desire in the future to extend the devices further to record additional
data (such as IMU recordings) and hence having a framework in place to allow this to be readily
synchronised to any video camera capable of recording an audio track along with a video stream
is highly valuable to the company. The implementation described was successful, and has been
used in numerous projects within the company, where using a dedicated high-end film camera
and commercial timecode synchronisation hardware would have been costly and impractical.
Inferring Camera Changes using Blurred Images
The final chapter of this thesis aims to develop a novel method for camera tracking using
computer vision techniques. The aim of this work was to utilise the characteristics that would
be detrimental for many existing feature detection and tracking methods (such as those reviewed
in Chap. 2) - in particular motion blur, for determining changes in camera intrinsic parameters.
This work extended on an existing method for determining rotation (an extrinsic parameter),
and found that under the right conditions, the new method could be effective in determining
the magnitude of changes in focal length without the need for features to be identified, and
completely automatically. The process is quick to perform, with no supervision. This means
that footage could be quickly analysed as part of the ingestion process, and shots, and particular
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frames of shots, where there is a large change in focal length and the presence of motion blur
could quickly and automatically be flagged. If optical flow of the frames could be calculated -
changes in the shutter angle / speed can be identified in the case of the camera moving in a
known fashion (in this case, a rotation) causing motion blur. This work also highlights the fact
that the changes detected by the presence of motion blur can be extremely useful for aligning
footage recorded with that from additional sensors, such as zoom-recorders. Investigating how
this might be achieved with the use of an inertial sensor with a high sample rate would be a
promising area for future research.
6.1 Latest Developments
6.1.1 Inertial Measurement Units
Figure 6-1: A recently available embedded IMU (black square on red board) connected to
embedded processor and supporting circuitry
Owing to the large physical size, and expense of accurate IMUs - and the preference for
devices that do not rely on additional software or processing of the results it was decided
that, whilst promising, IMUs would not form part of new proposed camera tracking workflows
developed in this project. However they are still a useful tool in the development and verification
of new algorithms. Furthermore, since the initial investigation into IMUs described in Chap. 4
was concluded (in February 2013), there have been numerous advances in IMU technology.
Shown in Fig. 6-1 is an example of a recently available IMU that is suitable for use in embedded
applications. The cost of this device is low, and it has a maximum sample rate of 8kHz, with
hardware based filtering in order to give accurate raw data output. The methods for interfacing
this device are reasonably complex, and developing an embedded processor pipeline that will
reliably handle and record data at this rate would be challenging. However, due to the small
size and possibility of being integrated into existing on-set hardware tools, work in assessing
the potential of this particular device for use in on-set data gathering is ongoing.
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6.1.2 Structure From Motion Research
The Computer Vision research area is one of the fastest moving in current computing and
robotics research. In the period from the beginning of 2015 up until July 2016 over 19000
research papers were made available on the ACM Digital Library labeled with the keywords
‘Structure from Motion’. Since this research project began, there have been countless devel-
opments in this field, and one of the most prominent approaches has been the use of Machine
Learning, and related techniques such as ‘Deep’ learning to estimate camera motion and 3D
structure from 2D images. Recent research in this area has yielded impressive results have
been obtained in (to mention a small sample of works): [39] Describes a method for full 6-DOF
localisation of a camera from a single 2D RGB photograph. This method makes use of a convo-
lutional neural network in order to regress the pose of the camera within a dataset of existing
images. This algorithm is accurate and robust, performing well under poor lighting, motion
blur, variations in camera intrinsics, and other conditions which would lead to failures in SIFT
based approaches. In [79], the authors use a single image from an RGB-D camera to determine
the camera’s pose in a known 3D scene by making use of a regression forest to estimate each
pixel’s corresponding 3D location. This method does not require the use of feature descriptors,
and so similar to [39] is robust under a large number of conditions. Machine Learning methods
have also been shown to be very effective in the field of Rotoscoping, as can be seen from a
recent work in [48] - where the authors use shape manifolds to learn the shapes being roto-
scoped. In this work, when a rotoscope artist changes the location of splines in an roto-shape,
the system predicts where how the boundaries of the shape would change to most likely match
the scene and the item being segmented.
Throughout this research portfolio, machine learning based approaches have remained rel-
atively unmentioned - despite their stated stated goals of determining camera location and
motion matching closely with the goals of this project. On further investigation however, it
was found that at their current state, such methods are mainly unsuitable for use with the
nature of VFX shots and the level of camera tracking accuracy needed. Many of the current
machine learning algorithms require a vast amount of training data in order for the camera’s
location to be estimated. Given that many of the shots discussed in Chapter.3 are around 100
frames in length, VFX shots would not be suitable for training these algorithms. Given that
a huge number of the shots encountered in a typical feature film take place on purpose built
or otherwise unique locations and sets, it is not feasible to expect there to be a large body of
reference work available to use for algorithm training prior to the film being shot.1 Many of
these algorithms also still rely, at some level, on feature detection and description techniques
discussed in Chap.2 - which are susceptible to a variety of problems. Recent work is focusing on
solving some of these issues. However as it stands, the level of flexibility, and the iterative na-
ture of camera tracking and 3D modeling (and other parts of the VFX pipeline such as rigging
1Although, as mentioned in Chap. 3 and in conversations with matchmove professionals, if it is known that
a film shoot has happened in a specific location (a particular street in a city for example), using maps and
services such as Google Earth can be an extremely useful way of determining 3D scene geometry, scaling, and
for building proxy models
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and animation) described in Chapters 1 and 3 means that these methods are not regarded by
many professionals in the VFX industry as suitable for use as a solution for camera tracking.
Chapter 3 also mentions that the commercial realities of camera tracking in VFX mean that
unless a fully automated method of determining camera movement to the required quality can
always be guaranteed to produce correct results, the VFX facility will need to employ someone
to check the footage. As this is a mainly subjective process, it is considered that it is more
cost effective to employ a matchmover to ensure a correct track is obtained using traditional
methods in the first place. The knock on effects of correcting a faulty camera solution are
substantial, and the ability for camera tracking to be performed worldwide (in low-cost locales)
has meant that the commercial interest for improving machine learning based methods from
industry is not a priority. Time will tell if these methods will achieve widespread adoption in
the industry.
6.2 Industrial Relevance and Impact
Every chapter in this work has made reference to the challenges that VFX work poses to cam-
era tracking research. Much of the academic literature surrounding Structure from Motion and
Camera Tracking is performed under controlled laboratory conditions, and without the pres-
sures of production mandating that the results be of high enough quality and also compatible
with other stages of the production pipeline. Furthermore, whilst film production produces vast
quantities of interesting and varied footage, the opportunities to perform meaningful research
or experimentation on this data are limited, usually by financial and time pressures, but also
by commercial confidentiality of the footage, as sharing and access to footage is always at the
discretion of the client.
This project was an excellent opportunity to perform research work on live footage, and
also to investigate and document the challenges that are faced by the industry and how these
are currently overcome. Much of the motivation for the research came about from the fact
that in the camera tracking process, at least some part is still performed manually (although
with the use of sophisticated tools) despite the large amounts of research in the field currently
being undertaken by the Computer Vision community. This could imply that the research is
not readily applicable to the VFX industry, that there could he something inherently ‘difficult’
about the type of footage processed in VFX, or that there was little commercial benefit in
researching and implementing automatic camera tracking techniques. The work in this thesis
has found a combination of all these factors to be true - in particular the work performed as an
analysis of the current camera tracking process within the VFX pipeline (Chap. 3). The impact
of this work within Double Negative was that the company was able to justify and analyse their
current camera tracking procedures and costs. For example, the finding that LiDAR scans can
significantly reduce camera solve times has led to an emphasis on establishing the access to a
set and team of people to perform this work as part of the bidding stage in VFX production.
Within the company, figures produced for the work in Chap. 3 and the methods used to produce
them have lead to useful business intelligence in understanding the and evaluating the efficiency
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of processes and the accuracy of the bidding estimations. This is extremely important in this
highly competitive and rapidly growing industry. A central theme to the work conducted in this
project has been on how camera tracking in the VFX industry is currently seen to be a problem
solving exercise, and that there is no single ‘gold-standard’ solution that can automatically
handle the bulk of modern VFX feature film production footage. One of the most valuable
things that a matchmove artist can have is not only additional data about the set or camera,
but data that is well organised and readily accessible and synchronised to a particular piece
of footage. For developments in camera tracking research to have any commercial impact,
they must be readily usable and compatible with the existing pipeline and artist workflow,
and not require tedious and time consuming, set-up, calibration or synchronisation tasks to be
perfomed. This has been a major contribution of the technical developments of this work, as
not only do they provide valuable additional information from footage that may be difficult for
automated methods to solve (e.g. in the case of motion blur), but can also be used to align
footage with additional unsynchronised data sources. Many of the new techniques presented
in this work were developed as part of the live pipeline and to be compatible with the artists’
workflows and software packages, making them useful additions to the artists toolbox to be
used during difficult camera tracking tasks.
6.3 Final Conclusions and Summary
In summary, the main conclusions of this work are as follows:
• The VFX industry, and the nature of the business models, along with the type of work
performed presents unique and difficult challenges in the domain of camera tracking, and
determining structure from motion.
• Despite the large amount of research on automating camera tracking in areas such as
robotics, VFX camera tracking remains a relatively manual process for a number of
reasons, disucssed in Chap. 3.
• Camera tracking within visual effects is best thought of as a more general problem-solving
process and coupled to several other important parts of the VFX pipeline, instead of a
standalone and discrete Structure from Motion problem.
• The best way to increase the speed at which camera tracking is performed is to gather
as much additional information as practical from a shoot, such as by way of 3D scene
scanning, the use of additional ‘witness’ cameras and potentially through the use of on-set
and camera mounted hardware. This data must then be passed through a robust pipeline
that allows the information to be ready for an artists use - and reliably synchronised to
the footage being used for tracking.
• On set hardware has the potential to supply a good amount of this additional data,
however the commercial and practical realities of production mean that research in this
area can be difficult to perform, and so should be planned over the long-term.
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• Producing this work, and in particular the research in Chap. 3 highlighted that the large
amount of data gathered by VFX studios can be extremely valuable in determining the
efficiencies of the processes and could be commercially valuable in determining the quality
and success of biding and scheduling. This data is currently under-exploited across the
industry, and offers valuable business insights across the whole visual effects pipeline.
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