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ON THE OSCILLATION OF A LINEAR DIFFERENTIAL EQUATION 
OF SECOND ORDER 
JÁN OHRISKA, Košice 
(Received May 12, 1986) 
This paper is a continuation ofthe paper [ l ] . Here we shall supplement the results 
of the paper [ l ] with results concerning the linear differential equation 
(1) (r(t)y'(t))> + p(t)ytf = 0. 
The aim of this paper is to present oscillation and nonoscillation theorems for the 
equation (!) as well as to introduce necessary and sufficient conditions for (l) to be 
oscillatory. The technique used in the paper is established on the notion of the v-
derivative of a function. 
1. THE ^-DERIVATIVE AND THE ^-TRANSFORMATION 
Suppose throughout this section that / , g, v, q> are real-valued functions of one 
real variable. Let the interval (— oo, oo) be denoted by R. We introduce the following 
definitions, remarks and theorems from [ l ] . 
Definition 1.1. Let functions / and v be defined on some neighborhood 0(t) of 
a point t e R and let the conditions x є O(i), x Ф t imply v(x) Ф v(t). If the limit 
umA*)-A') 
x^t v(x) — v(t) 
is finite, then it is called the v-derivative ofthe function/at the point t and denoted 
by/;(i)ord/(i) /dt>. 
R e m a r k 1.1. It follows from Definition 1.1 that/^(i) = 1 for every t such t h a t / 
is defined on 0(t) and the conditions x є 0(i), x ф t imply f(x) Ф f(t). 
Theorem 1.1. Let thefollowing conditions be satisfied: 
(i) afunction v is continuous at a point t, 
(ii) afunction g has the v-derivative at the point t, 
(iii) afunctionf has the ordinary derivative at the point g{t). 
Then the compositefunctionf(g) has the v-derivative at the point t and 
тт-гшыъ. 
i6 
Theorem 1.2. Let there exist v'(t) Ф 0 on an interval I. Then for t e / the v-de-
rivativefv(t) exists if and only if the derivativef'(t) exists. At the same time, 
f'(t)=f^ 
U ) v'(t) 
In this paper we shall need the following simple form of Definition 1.2 from [1]. 
Definition 1.2. Let functions/and v be as in Definition 1.1. Let the function/ý be 
defined on some neighborhood 0(t) of a point t e R. If the limit 
iimm^m 
x^t V[x) — V[t) 
is finite, then it is called the second v-derivative of the function / at the point t and 
denoted by 
« 0 or ОЇЇ . 
dv2 
For the purposes of this paper we also simplify the notion of a ^-transformation of 
a differential equation, presented in [ l ] . Thus suppose that the following conditions 
are satisfied: 
a) I and It are intervals in R, 
b) v є C(I^, v is a strictly monotone function, v: It ^ I, 
c) ф is the inverse function to v, 
d) p:I^ R. 
Consider the differential equation 
(2) y"(t) + p(t)y(t) = 0, tel. 
If the independent variable t is replaced by the function v(t) in the coefficient p(t) 
of the equation (2) and y"(t) is replaced by y'ui(t) in the sense that v(t) replaces even 
the independent variable as the argument of the function with respect to which the 
derivatives of the unknown function are calculated (y'(t) = y'w(t), where w(i) = t), 
then the equation (2) is transformed into the equation 
(3) yUt) + p(v(t))y{t) = 0, tell9 
In the sequel we shall call the above mentioned process of obtaining (3) from (2) 
the v-transformation of the differential equation(2). 
It is useful to note that a ф-transformation of (3) leads again to (2). 
Now we can introduce the following result which is a special case of Theorem2.1 
proved in [1]. 
Theorem 1.3. Let the conditions a ) - d ) be satisfied. Afunction u(t) is a solution 
of the equation (2) on I if and only if thefunction w(i;(i)) is a solution of the equation 
(3 )onJ i . 
Note that by Theorem 1.1 and Remark 1.1 we can verify Theorem 1.3 directly. 
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2. ON THE OSCILLATION OF THE EQUATION (1) 
Consider the equation (l) on an interval [i0 , Г), where T й °°, and suppose 
throughout this section that the following conditions and notation hold: 
(ii) p e C ( [ i o , r ) ) , 
(iii) r є C([(0, T)), r(t) > 0, 
(iiijR(t)=ll(ds|r{s))foTte[to,T). 
Let Ф be the inverse function to R. 
In the sequel we shall restrict our attention to nontrivial solutions of the equations 
considered. In the case T = 00 such a solution is called oscillatory ifit has arbitrarily 
large zeros, and nonoscillatory otherwise. An equation is said to be oscillatory if 
all its solutions are oscillatory; otherwise it is said to be nonoscillatory. 
Theorem 2.1. Let (i1?), (iij), (ii^) be satisfied. Let there exist a positive number 
a є R such that 
r(t)p(t)^ a for te[t0,T). 
Then the number ofzero points ofeach solution o / ( l ) on the interval [ i c , T) equals 
at least 
Va Г d f 1 
* JfoKOJ' 
Proof. From Theorem 1.2 we know that the equation 
(4) (r(0/(0)' + - X O = o 
r(t) 
can be written in the form 
(40 ^ + й*) = °-
Q.R 
From Theorem 1.3 we see that the functions 
y,(t) = cos ( ( » R(t)), y2(t) = sin ((y/a) R(t)) 
are linearly independent solutions of ( 4 ^ and also of (4). Since p(t) ^ a|r^t) for 
t є [i0 , T) so the well known Sturm comparison theorem implies our assertion and 
the proof is complete. 
The following two results immediately follow from Theorem 2.1. 
Corollary 2.1. Let T = 00 and R(t) ~* 00 as t ~> 00. Let the assumptions of Theo­
rem 2.1 be satisfied. Then the equation (1) is oscillatory. 
Corollary 2.2. Let T = 00. Let (iA), (iij), (іііх) be satisfied, R(t) ~> 00 as f ~> 00 and 
lim inf r(t) p(t) > 0 . 
f^OO 
Then the equation (l) is oscillatory. 
Note that Corollary 2.2 extends part a) of Theorem 3.1 in [1] for n = 2. 
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Theorem 2.2. Let (ijJ, (iij), (iiij) be satisfied. Let there exist a number b є R such 
that 
r(t)p(t)u b for t e [ r o , T ) . 
Then the number of zero points of each solution of (l) on the interval [*0, T) 
equals at most 
ШґіП + i. 
L « J,.KoJ 
Proof. The equation 
(5) (K'M0)' + ^ X 0 = o 
r(t) 
can be written in the form 
(50 ^ + M0 = o. 
dRz 
Then by Theorem 1.3 we know that the functions 
y,(t) = cos({^b)R{t)), y2(t) = sm((y/b)R(t)) for b > 0 , 
yi(t) = 1 > J 2 (0 = A(i) for b = 0 , 
M O = e x p ( ( V - b ) R ( t ) ) , j 2 ( 0 = e x p ( ( - V - b ) K ( 0 ) for b < 0 
are iinearly independent solutions of(5i) and also of(5). 
Since p(t) S b|r(t) for t e [ i0 , T) so the Sturm comparison theorem implies our 
assertion and the proof is complete. 
Now we see that the following results hold true. 
Corollary 2.3. Let T = 00 and lim R(t) < 00. Let the assumptions of Theorem 2.2 
i ^ 0 0 
be satisfied. Then the equation (l) is nonoscillatory. 
Corollary 2.4. Let T = 00. Let (ix), (%), (iiii), be satisfied, lim R(t) < 00 and 
f^OO 
lim sup r(t) p(i) < 00 . 
f^OO 
Then the equation (1) is nonoscillatory. 
From the proof of Theorem 2.2 it is easy to see that the following extension of 
part b) of Theorem 3.1 in [1] for n = 2 holds true. 
Corollary 2.5. Let ( i J , (ii^, (iii±) be satisfiedfor T= 00. Let R(t) -^ 00 as t ~> 00 
and 
lim sup r(t) p(t) < 0 . 
f^co 
Then the equation (l) is nonoscillatory. 
Corollary 2.2 and Corollary 2.4 yield 
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Corollary 2i6.Let (ц), (iij^), (iiix) be satisfied for T = oo. Let 
lim inf r(t) p(t) > 0 
ř^oo 
аца 
lim sup r{t) p{t) < 00 . 
ř^oo 
Then the equation (1) is oscillatory if and only if 
Г dt 
= oo . 
J ко 
Now we will use the Sturm comparison theorem and the Euler equation to state 
other conditions for the equation (i) to be either oscillatory or nonoscillatory. 
Theorem 2.3. Let T = oo. Let {i^, (ііх), (ш^) be satisfied and R[t) ^ oo as t ̂  oo. 
Then the equation (1) is oscillatory if 
l iminfR2(ř)r(ř)p(ř) > 1/4 
ř^oo 
and the equation (1) is nonoscillatory ij 
lim sup R2(t) r(t) p(t) < 1/4 . 
i^oo 
Proof. Put 
a = lim inf R2(t) r(t) p(t) . 
• • -v f ^ o o 
Then for every al with the property 1/4 < ai < a there exists ti (i^t0) such that 
R2(t)r(t)p(t)^al if t ^ t x . 
The equation 
(6) (r(t) y'(t))' + ~~^ y(t) = 0 
(t) R2(t) V ' 
a 
rf 
can be written in the form 
(б,) 4 M 0 ^ _ 
y i ) dR2 R 2 ( i ) W 
By the ü-transformation of (6 t) with v = Ф we obtain the Euler equation 
y"(t) + ^y(t) = 0 
Г 
which is oscillatory because ai > 1/4. Hence, according to Theorem 1.3, the equation 
(6) is oscillatory. However, 
pM > ^ if ř > г 
PU-r(t)R2(t) 
and thus according to the Sturm comparison theorem the equation (l) is oscillatory. 
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Analogously, if we put j 
b = lim sup R2(t) r(t) p(t) , 
f^>oo 
then for every bx with the property b < bt < 1/4 there exists t2 ( z ' o ) s u c n t n a t 
R2(t) r(t) p(t) й i>i if t ^ t2 . 
The equation 
(7) w>'('»' + KôWw = 0 
can be written in the form 
(7l) *M + JL,yQ-0. 
V ' ' dR2 £ 2 ( í ) A ; 
The y-transformation of (7 t) with v = Ф gives the Euler equation 
/'« + т *(0 = ° 
r 
which is nonoscillatory because b t < 1/4. Hence, according to Theorem 1.3, the 
equation (7) is nonoscillatory. Since now 
r^ 
p(i) < î if t > U , 
R,-r(t)R*(t) 
the Sturm comparison theorem yields that the equation (1) is nonoscillatory. The 
proof is complete. 
Note that Theorem 2.3 extends a result of E. Hille (see [2], p. 194) concerning 
the differential equation y"(t) + p(t) y(t) = 0. 
Using Theorem 2.3 we can state the following improvement of Corollary 2.6. 
Corollary 2.7. Let (i^), (%), (iii1) be satisfied for T = oo. Let either 
liminfr(*)jp(i) > 0 
t^OO 
or 
l iminfK2(í)r(í)p(í) > 1/4 
ř^oo 
and let 
lim sup r(t) p(t) < oo . 
Í ̂  00 
Then the equation (l) is oscillatory if and only if 
dt 
= 00 . 
r{t) 
In the literature we can find several sufficient conditions for (l) to be oscillatory 
in the case j°° dt|r(t) = oo (see e.g. [2]). Other conditions of this kind may be 
obtained by applying the technique from Section 3 of [1] to such results for the 
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equation y"(t) 4- p{t) y{t) = 0. On the other hand, we have only a few sufficient 
conditions for (1) to be oscillatory in the case J00 dt|r(t) < oo. One of such results 
may be found in [2], p. 196. Now we present an other result ofthis kind. 
Theorem 2.4. Let (i1), (i^), (іііх) be satisfied for T = oo. Let 
Г dt v 
— = K < oo 
J.o<0 
and 
(8) lim r(t) p(t) = oo . 
t ^ 0 0 
\y large L > 0 
R(M) й К -
In addition,for every sufficiently large L > 0 let there exist M ^ f0 such that 
2тс 
7ь 
and r(t)p(t) ^ Lfor t ^ M. 
Then the equation (l) is oscillatory. 
Proof. Weknowthat 
R: [*o, oo) ^ [0, K) and Ф: [0, K) ^ [i0, oo). 
If we rewrite the equation (l) to the form 
(9) ^ + K')K0X0 = o, »ее».,»), 
then by the u-transformation of (9) with v = Ф we obtain 
(io) /'(0 + Кф(0)Кф(0Ы0 = о> ie[o,K). 
Since (8) holds true thus 
lim r(4>(r)) p(#(i)) = oo 
t^K-
and, in addition, for every sufficiently large L > 0 there exists s = R(M) such that 
r(<P(t))p(<P(t))^L if r e [ s ,K) . 
Now consider the equation 
y"(t) + Ly(t) = 0, te[s,K), 
the linearly independent solutions of which are 
y^t) = cos (t y/L) , y2(t) = sin (t y/L). 
The distance between neighbouring zeroes of these functions is n|^/L and thus we 
see that they have at least two zeros in the interval [s, K). By the Sturm comparison 
theorem we see that any solution of (10) has at least one zero in the interval [s, K). 
It means that the solutions of the equation (9) and also of (l) have arbitrarily large 
zeros, i.e. the equation (1) is oscillatory and the proof is complete. 
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