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Summary:  Voice control is one of the perspective areas of interdisciplinary field called Human Machine Interface (HMI). 
By the voice control of machines, we usually deal with the recognition of commands from previously defined set. There are 
many different techniques of speech recognition. At presence, Hidden Markov Models (HMM) are among the most 
frequently used. This article includes basic terms as well as required mathematical apparatus from stated area. 
 
 
1. INTRODUCTION  
Generally systems for voice recognition 
assume that processed signal is coded message. In 
case that we want to make a reverse operation 
original sequence has to be analog speech signal 
which is converted to a sequence of vectors of 
discrete parameters. Basic assumption is that the 
speech signal is stabile. In such a case the speech 
signal should be represented by the sequence of the 
vectors of the parameters. Sequences are sufficiently 
described by classical statistic methods, moments of 
first and second degree of power spectrum for 
approximation. In the work are the most frequently 
used spectrums or linear predicting coefficients, 
eventually derived representations.  
 
 
Fig. 1 Process of speech recognition  
The task of a recognizer is to create an assignment 
among the sequences of the speech vectors and basic 
sequences of symbols which we want to recognize. 
Described transaction is complicated by two factors 
[1]: 
• The assignment of the speech symbols is 
clearly defined because similar speeches 
can be generated by different symbols.  
• It is not possible to clearly establish a 
border among these symbols hence the 
speech signal can not be directly 
represented by a sequence of chained static 
data. 
 
2. HIDDEN MARKOV MODEL 
 
Considering huge variability of the speech signals 
we need to choose enough robust instruments for 
process of reorganization. Hidden Markov Model 
(HMM) meets this condition. HMM connects 
attributes of homogenous Markov chain therefore 
for its complete description is necessarily to know 
the vector of initial allocations 0 with the length N 
statuses which describes probability on the 
beginning of the modeling in chosen status as well 
as the transition matrix A. The transition matrix has 
dimension N x N and the item aij reflects to the 
probability of the transition from status i to status j. 
For calculation of the probability of the occurrence 
of arbitrary status in time t are determined 
Chapman-Kolmogorov’s formulas [3]: 
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In this way we can identify and describe stationary 
sectors which can be identified by vectors of speech 
attributes and also can be described by Probability 
Density Function (PDF). Generally for each hidden 
status exists different PDF (analog modeling) or 
more precisely, probability of generated vector of 
attributes (discreet modeling) [5]. For each word or 
other basic entity (phoneme) structure of the model 
is designed (count of hidden statuses and transitions 
among them) in advance and on the basis on training 
we can determine the exact probability of transitions 
among statuses and equivalent PDF. By this is the 
model determined and also we can assert that with 
recognition is understood finding of an already 
trained model which has the highest priority to 
generate a sequence of attributes corresponded to 
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searched signal. For problems with recognition of 
speech is used method of model linkage one after 
another. Moreover with definition of a suitable noise 
model we do not need to use detecting algorithm [2]. 
For huge values of SNR (Signal to noise ratio) that 
significantly improves process of recognition. 
 For discreet models is used exact probability. 
This model has to have restricted number of all 
possible vectors of attributes in uniquely determined 
collection with size L vectors. Quantization of 
vectors which uses correlation among vector items is 
used for this purpose. It divides the vector space into 
zones according to acoustical scales of distance to 
the vectors of code book (so called centroid) [3]. It is 
worthy to remark that this method does not have 
analytic solution and has to be done by iterations. 
Except the matrix A and vector V which were 
mentioned above yet is a discrete model described 
by the matrix B with dimension N x L (where N is 
number of status and L is number of centroids). Its 
item bij is also described like bi(Oj) and indicates 
the probability of generating of input vector j in 
status i. 
 
 
Fig. 2 Four statuses discreet HMM 
 
For analog HMM the probability of occurrence of 
input vector is modeled by probability density 
function [4]. Thus we lost duty of using of vector 
quantization because each observation can 
theoretically have infinite number of values. For 
density function is used Gaussian distribution 
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where d is size of the input vector, x is vector of 
average values for each item of the vector of 
attributes and U is covariance matrix. In practice is 
often assumed that covariance matrix is diagonal 
what causes significant decreasing of data and 
decreasing of computing severity. For better 
modeling is frequently used the mix of the Gaussian 
functions what better describes environments, type 
of speakers and so one. The probability of 
occurrence observed vector is then 
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where cji are weights of components. 
 
 
Fig. 3 The mix of two two-dimensional Gaussian PDFs 
 
During of the modeling with HMM are solved three 
problems: 
• How to calculate probability of occurrence 
of input sequence of vectors O= 
={o1,o2..} for model . 
• How to find out parameters of the model. 
• How to decode sequence of hidden statuses 
S={s1, s2..} which the best describes the 
input sequence O. 
 
3. ADAPTIVE HMM ALGORITHM  
 
In the next chapter, two HMM schemes will be 
described. The first is represented as HMM-EKF 
(Hidden Markov Model – Extended Kalman Filter) 
and contains only non-linear items for the 
information signal model [3]. The second scheme 
consists of HMM-KF (Hidden Markov Model – 
Kalman Filter) items and is made of simplified 
assumptions of the KF results for the channel 
approximation bound with the HMM filter for 
approximation of the signal state. 
 
 
3.1 Adaptive HMM with EKF 
 
First, let’s define ( )Tkkk xX ,α= . From this 
equation we can derive the following formulas: 
 
( ) 111 −  +−−= kkkkk RHkkHhkkK , (4) 
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( )   −+−−− − 111 1 kkHRHkkHHkk Tkkkkk , (5) 
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T
kkkkk GQGFkkFkk +=+  1 , (6) 
 
Equation (4) describes the Kalman’s gain and 
equations (5) and (6) are Riccati’s equations. 
 
 
 
Fig. 4 The EKF-HMM scheme for the adaptive HMM  
filter 
 
Figure 4 displays a block diagram for the adaptive 
HMM diagram if switch 1 is closed and switch 2 is 
in its upper state. If the switch 1 was in the open 
state, the diagram would work as a HMM-KM filter. 
Next, let’s think of a state for a maximum priority 
approximation of k which can be acquired by 
turning the switch 2 in the lower state. This 
approach will be similar to that of using matching 
filter which work on the principles of using the 
similarity of message symbols. 
 
3.2 Adaptive HMM-Filters with HMM-KF 
schemas  
The next diagram may seem to be derived from the 
HMM-EKF diagram assuming that the Kalman’s 
gain is zero. The logical meaning of this statement is 
confirmed by an example when the parameters 
describing the transmission channel are constant and 
asymptotically drop to zero. If the changes in the 
channel are slow, we expect the items of the 
Kalman’s filter to be asymptotically low. The final 
diagram may look as a composition of HMM filter 
with a Kalman’s filter.  
Figure 5 displays the block diagram. In fact, hybrid 
versions may be derived by entering low values of 
the input parameters. 
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Fig. 5 HMM-KF adaptive diagram with a MAP 
approximation 
4. CONCLUSION 
This article offers basic information from HMM 
theory. Matlab software seems to be the most 
appropriate way of simulation of HMM. Results of 
simulation of utilization of HMM for the purpose of 
automatic speech recognition will be published in a 
forthcoming article. 
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