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Capitolo 1
Introduzione
La tipologia di circuiti trattati nel presente lavoro riguarda gli alimentatori
switching o convertitori chopper,circuiti elettrici in grado di produrre ten-
sioni di uscita continue e regolate avendo in ingresso tensioni continue ma
non necessariamente costanti, come possono essere quelle provenienti da di-
namo o da accumulatori che perdono la carica nel tempo. Il controllo sulla
tensione prodotta si esegue usualmente mediante retroazione dell’uscita: si
confronta il segnale generato dal chopper con un livello di riferimento, ques-
ta differenza fornisce un segnale di controllo che forza l’uscita a riallinearsi
al riferimento. Nella progettazione di sistemi di controllo si preferisce agire
su modelli matematici piuttosto che su circuiti reali e, quanto più i modelli
ricavati sono fedeli alla realtà, tanto più i dispositivi di controllo saranno
accurati ed efficaci. L’approccio classico nella teoria del controllo è di ri-
cavare un modello lineare, valido in un intorno ristretto del punto di lavoro,
che funzioni quindi per piccoli scostamenti dai valori di regime, ma le forti
non linearità che caratterizzano i convertitori switching poco si addicono ad
essere modellate con sistemi puramente lineari. Un metodo alternativo è di
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ricorrere al modello Hammerstein che sostanzialmente è formato da un bloc-
co non lineare statico a monte di un secondo blocco lineare, con il vincolo
sulla prima parte, che nei dintorni del punto di lavoro deve essere assimilabile
ad una funzione lineare.
Un modello di tipo Hammerstein può ottenersi applicando la tecnica delle
funzioni modulanti, una modalità di identificazione che, a partire da un in-
gresso costante affetto da rumore e dalla risposta del sistema all’ingresso stes-
so genera un sistema di equazioni dalla cui soluzione scaturiscono i parametri
caratteristici del modello. Il processo di identificazione è semplificato dall’u-
so di una piattaforma software sviluppata al DSEA dell’Università di Pisa
che, grazie al risparmio di tempo nell’acquisizione dati e nella soluzione dei
sistemi di equazioni, facilita lo studio.
Scopo di questa tesi è di verificare la possibilità di applicare il software di
cui sopra al circuito illustrato in [18] e di ricavarne un modello Hammerstein
il più possibile accurato.
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Il convertitore in esame
Il capitolo presente, dopo una breve panoramica sui convertitori DC-DC
a commutazione, illustra le caratteristiche del convertitore in esame e si
conclude con un cenno alle possibili tecniche di controllo.
2.1 I convertitori DC-DC a commutazione
I convertitori a commutazione hanno ormai preso piede in numerose appli-
cazioni elettroniche grazie alla loro semplicità funzionale, il loro rendimento
e la loro economicità. Tipicamente essi sono in grado di generare tensioni
continue regolate e stabili avendo in ingresso tensioni irregolari come quelle
rettificate da raddrizzatori a diodi che forniscono livelli di tensione quasi con-
tinua a partire da forme d’onda sinusoidali1 di cui si selezionano frazioni del
periodo in cui l’onda assume valori positivi.
1Come la tensione di rete.
6
Capitolo 2. Il convertitore in esame
2.1.1 Alimentatori lineari
Il modo più semplice e intuitivo di regolare tensioni continue è quello di usare
alimentatori lineari il cui principio di funzionamento è mostrato in figura 2.1.
Figura 2.1: Schema di principio di un alimentatore lineare
Il trasformatore posto all’ingresso abbassa la tensione, oltre ad isolare il
circuito dalla sorgente di energia. Il blocco di rettifica e filtraggio esegue
il raddrizzamento e trattiene le componenti ad alta frequenza conseguenza
del raddrizzamento stesso, fornendo una tensione continua non regolata. La
regolazione avviene grazie all’inserimento di un elemento attivo (detto tran-
sistor di passo) in serie al carico che funge da resistenza variabile, comandata
dalla differenza Vo − Vref . Il grosso inconveniente è che il transistor lavo-
ra in regione attiva e, di conseguenza, la regolazione ha luogo con ingenti
dissipazioni di energia.
2.1.2 Alimentatori switching
Per superare le carenze di rendimento della precedente categoria si ricorre
agli alimentatori switching di cui è riportato il principio di funzionamento in
figura2.2. In questo caso gli elementi attivi vengono considerati come inter-
7
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Figura 2.2: Schema di principio di un alimentatore switching.
ruttori ideali che affettano la tensione di ingresso creando un’onda quadra
variando il cui duty cycle2 si riesce ad ottenere un controllo più funzionale
dei flussi di energia erogati al carico (vedi figura 2.3). L’energia giunge al
Figura 2.3: Onda quadra ottenuta tramite il tasto ideale.
carico passando attraverso elementi reattivi considerati ideali, quindi privi di
resistenza, i quali la immagazzinano temporaneamente all’interno del campo
2Si definisce duty cycle o duty ratio il rapporto D = ton/T , con ton= frazione del
periodo T in cui il tasto ideale conduce.
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elettrico, nel caso dei condensatori, o nel campo magnetico, nel caso degli in-
duttori. La regolazione della tensione di uscita avviene nuovamente portando
in retroazione la differenza tra l’uscita ed un valore di riferimento, segnale di
errore in base a cui si aggiusta la temporizzazione dei tasti.
I vantaggi nell’utilizzo di siffatti alimentatori si riassumono in un punto
essenziale:
• Gli elementi attivi operano, come già accennato, in saturazione (tas-
to chiuso) o in interdizione (tasto aperto) e mai in zona attiva: ciò
riduce le perdite dissipative aumentando il rendimento medio.
La frequenza di commutazione è di norma molto elevata, generalmente al
di sopra del KHz, così da attraversare la zona attiva dei transistor per periodi
brevissimi. Se da un lato ciò diminuisce la dissipazione di energia, dall’altro
introduce disturbi ad alta frequenza, che richiedono l’uso di filtri anti EMI
(ElectroMagnetic Interference). In base alle caratteristiche topoligiche, gli
alimentatori a commutazione possono essere controllati con tecnica PWM
(Pulse Width Modulation) o FM (Frequency Modulation).
2.1.3 Controllo di alimentatori DC-DC
Il controllo sulla tensione di uscita di un alimentatore permette di opporsi
alle variazioni dovute a disturbi elettromagnetici o variazioni sulla tensione di
ingresso. Lo schema generale del circuito di controllo con modulatore PWM è
mostrato in figura 2.4: la tensione di uscita Vo viene confrontata con un livello
di riferimento o set point Vo ref . Il controllore PWM, in base alla tensione di
controllo Vc, prodotta dall’amplificatore di errore, comanda opportunamente
la temporizzazione dei tasti della sezione di potenza in modo da minimizzare
9
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la differenza tra Vo e Vo ref .
Figura 2.4: Schema a blocchi del controllo in retroazione.
Modello alle variazioni
Il modello che descrive l’alimentatore chopper non può essere che fortemente
non lineare, data la presenza di componenti a semiconduttore e, soprattutto
degli interruttori. È comunque possibile, se si fa l’ipotesi di alta frequenza
di commutazione e di un buon filtraggio in uscita per limitare le oscillazioni
dovute alle commutazioni, ricavare un modello lineare funzionante per piccole
variazioni attorno ad un punto di lavoro, che approssima la dinamica dal
controllore.
In figura 2.5 è riportato lo schema di controllo a cui si riconduce lo schema
di figura 2.4 quando si considera il modello lineare in un intorno limitato del
punto di lavoro. Le grandezze che compaiono con ’˜’ vanno distinte da quelle3
col segno ’¯ ’ di cui rappresentano le variazioni attorno al valore di regime.
3Grandezze statiche
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Figura 2.5: Schema di controllo per piccoli segnali.
Nota che sia la funzione di trasferimento G(s) dell’insieme tratteggiato in
figura 2.5 è possibile implementare il controllore C(s) con una tecnica classica
di controllo a scelta.
Nella presente tesi verrà preso in esame un convertitore di tipo Cuk mod-
ificato [18] di cui verranno illustrate le caratteristiche nei prossimi paragrafi.
2.2 Il convertitore Cuk
Il convertitore Cuk4 è da diversi anni uno standard fra gli alimentatori a
commutazione, esso riunisce in sè caratteristiche di leggerezza e semplicità
circuitale, unite al pregio di assorbire ed erogare correnti continue[6].
Esso può funzionare sia da convertitore elevatore (step up) che da converti-
tore riduttore (step down), a seconda che il valore del duty ratio superi o
meno il 50%, rispettivamente. Nell’intervallo toff (vedi figura 2.3) il transis-
tor si comporta come un tasto aperto, il diodo è polarizzato direttamente e il
condensatore C1 si carica con la polarità di figura 2.2; nell’intervallo succes-
sivo (ton) il transistor si accende comportandosi da tasto chiuso, il diodo si
4Dal nome del suo ideatore, Slobodan Cuk.
11
Capitolo 2. Il convertitore in esame
Figura 2.6: Convertitore Cuk.
spegne a causa della tensione ai capi di C1 che scarica l’energia accumulata
sul carico, caricando parzialmente il condensatore C2 con polarità negativa.
La carica accumulata in C2 alimenta il carico nel periodo in cui il transistor
ritorna a spegnersi.
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Il convertitore Cuk modificato
Come accennato in precedenza il circuito oggetto della presente tesi è un
convertitore Cuk modificato nella sezione di uscita dove l’induttore L2 di
figura 2.2 viene sostituito con un diodo. Nell’articolo di presentazione l’al-
imentatore viene descritto come adatto per applicazioni che richiedono alti
voltaggi e correnti medio-basse. Le peculiarità sono la leggerezza, la facil-
ità di controllo, la robustezza alle interferenze elettromagnetiche e le ridotte
dispersioni, oltre ad un ingombro minimo e un risparmio di peso dovuto alla
sostituzione del voluminoso induttore con un minuscolo diodo.
La configurazione base può essere estesa a versioni a più stadi in cui la
coppia C2−D2 viene replicata fino ad ottenere convertitori a 2, 3 . . . , n stadi
accentuando le già ottime doti di amplificatore di tensione. Il generatore V1
di figura 3.1 comanda l’apertura e chiusura del tasto, in seguito si tratterà a
fondo di come è stato realizzato.
La presente sezione tratta nella prima parte dell’ assemblaggio del circuito
di potenza e del dimensionamento dei componenti, nella seconda della scelta
13
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Figura 3.1: Stadio di potenza del circuito.
del modulatore PWM.
3.1 Dimensionamento del circuito
Lo studio esposto nell’articolo [18] è stato effettuato con prove di laboratorio
sul circuito reale, quindi si sono confrontati dati sperimentali e teorici con
quelli del modello ricavato con tecnica SSA. Le dimensioni di ogni compo-
nente e le condizioni di funzionamento sono riportate fedelmente e sono di
seguito riassunte:
• L1 = 480µH
• C1 = C2 = 43µF
• R2 = 50Ω
• D1 = D2 : ERC88-009
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• Q1 : IRF540
• frequenza di commutazione= 100KHz
In mancanza del circuito reale si è simulato il circuito al calcolatore con
PSpice e subito è sorta una complicazione: le librerie PSpice del dipartimento
non contengono il modello circuitale del diodo ERC88-009 per cui si è dovuto
trovare un degno sostituto.
3.1.1 Diodi sostitutivi
Il diodo ERC88-009 è un diodo Schottky da 90V particolarmente adatto alle
commutazioni ad alta frequenza. Per sostituirlo si è provato una quantità di
diodi considerevole che poi è stata ridotta a quattro possibili candidati:
1. D1N4002 da 100.1V e 10A
2. D1N4448 da 100V e 10A
3. MPN3700 da 200V e 8A
4. 8ETH06 da 600V e 8A
Per eseguire una scelta si sono provati i diversi diodi nella sezione di
potenza del convertitore, dando in ingresso un duty cycle del 50%. Le figure
seguenti mostrano l’andamento delle correnti nei diodi D1 e D2 una volta
esaurito il transitorio iniziale.
Sebbene la totalità dei diodi rispettasse abbondantemente i tempi di com-
mutazione1 un rapido sguardo alle figure permette di motivare la bocciatura
1Con la frequenza di fissata a 100KHz si ha un periodo di 10µs e tutti i diodi testati
hanno mostrato tempi di commutazione al di sotto dei 100ns.
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Figura 3.2: Diodo D1N4002.
dei diodi 1 e 2, infatti il primo (D1N4002) lavora su tre livelli di corrente,
comportamento alquanto strano, il secondo presenta impulsi troppo elevati
in fase di spegnimento.
Figura 3.3: Diodo D1N4448.
Le figure 3.4 e 3.5 mostrano andamenti del tutto simili tra loro ma, dato
che l’alimentatore raggiunge al massimo tensioni di uscita sotto i 100V 2 e i
diodi sono sottoposti,in prossimità delle commutazioni, a tensioni di 1.5 volte
2Con una tensione di ingresso di 10V
16
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Figura 3.4: Diodo MPN3700.
Figura 3.5: Diodo 8ETH06.
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superiori, appare superfluo l’utilizzo di un diodo da 600V. Da ciò deriva che
il candidato ideale a sostituire il diodo mancante è l’MPN3700.
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3.2 Il modulatore PWM
3.2.1 Generalità sui modulatori PWM
Come accennato nelle precedenti sezioni il controllo sull’ alimentatore avviene
comandando attraverso il modulatore PWM i tempi di accensione dello switch.
Figura 3.6: Comparatore del PWM.
Figura 3.7: Forme d’onda, dall’alto: 1)Dente di sega in ingresso al comparatore 2)Segnale
modulante 3)Segnale modulato in uscita.
Il principio di funzionamento del PWM è molto semplice ed è illustrato
19
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in figura 3.6 . Il segnale modulante è confrontato con l’ingresso a dente di
sega, generato da un oscillatore a frequenza stabilita3, il segnale di uscita è
un’onda quadra di ampiezza costante ma con duty cycle funzione dei segnali
di ingresso (si veda figura 3.7).
In [5] è riportata un’analisi capillare sulla determinazione del contributo
del PWM alla funzione di trasferimento globale del convertitore.
3.2.2 Scelta del modulatore PWM
La scelta del modulatore PWM per comandare il tasto di commutazione è
stata lunga e laboriosa. Anche in questo caso si è trattato di lacune nelle
librerie di PSpice che hanno suggerito la ricerca e la prova di diversi modu-
latori. Il primo approccio è stato di implementare il modulatore su PSpice,
come modello teorico assemblato con componenti discreti, ma la carenza di
dispositivi non lineari nelle librerie PSpice ha consigliato altre vie. Un sec-
ondo tentativo è stato di implementare il PWM su Matlab che permette una
scelta più ampia di componenti circuitali. La fase saliente del presente lavoro
riguarda l’identificazione del modello matematico, eseguita con la tecnica
delle funzioni modulanti 4. Il processo di identificazione avviene sfruttando
un ambiente software sviluppato su Matlab al DSEA dell’università di Pisa,
che fornisce un segnale costante affetto da rumore, da inviare al PWM del
chopper. L’implementazione del modulatore non ha creato problemi ma ha
costretto a manipolare il software perché in queste condizioni si identifica
esclusivamente la sezione di potenza del convertitore, a cui va ora fornita
un’onda quadra con duty ratio variabile, al posto di una tensione rumorosa.
3La frequenza di commutazione
4Si veda il capitolo successivo.
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Questa soluzione ci libera dal problema sul modulatore ma ne crea un al-
tro di eguale portata: l’onda quadra è un segnale elettrico alternativo dai
fronti pressoché verticali, che una volta campionato uniformemente perde
di contenuto informativo. Si è infatti verificato che nel segnale campiona-
to non si distinguevano a sufficienza impulsi aventi duty cycle simili. Un
modo per ovviare al problema sarebbe di effettuare un campionamento non
uniforme[12], infittendo i campionamenti in prossimità dei fronti di salita e
discesa dell’onda quadra, ma lo stesso procedimento andrebbe replicato sul
segnale di uscita, badando a sincronizzare alla perfezione i due eventi. I prob-
lemi di campionamento hanno scoraggiato a proseguire, quindi si è cercato
un percorso alternativo.
I lavori svolti in precedenza sull’argomento [3][5] implicano l’utilizzo di un
modulatore PWM commerciale, nella fattispecie il modello SG1525A della
Linfinity Microelectronics il cui modello figura nelle librerie PSpice e di cui
si dispone di ampia documentazione. L’unico neo del suddetto modulatore è
che funziona, almeno nella sua configurazione standard, solo per duty ratio
inferiori al 50%, mentre il convertitore in esame raggiunge duty cycle prossimi
(teoricamente) all’unità, dato che funziona prevalentemente come innalzatore
di tensione.
3.2.3 Il modulatore SG1525A
Il circuito utilizzato nei lavori citati è il SG1525A che, fissato il periodo P
emette in uscita due onde quadre sfasate di P/2, aventi ciascuna periodo 2P ,
ed è particolarmente adatto a circuiti di tipo push-pull, in cui si pilotano due
interruttori che funzionano in maniera complementare. Come già anticipato,
21
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l’unico neo è che non si possono avere duty cycle oltre il 50%.
Il fatto di avere due onde quadre e un solo interruttore ha ispirato il tenta-
tivo di sommare le due uscite per averne una singola con duty ratio raddoppi-
ato ma una simile operazione non è corretta dal punto di vista circuitale, in
quanto gli stadi di uscita sono realizzati in configurazione totem-pole, e non si
prestano alla costituzione di porte logiche cablate. Dopo un attento esame del
data sheet del circuito si è trovato la via di uscita: nella sezione application
information si suggerisce, al fine di ottenere uscite con duty cycle maggiori di
1/2, di porre le due uscite a massa e collegare il piedino di alimentazione Vc
ad un pull-up attivo, prelevando l’uscita a valle del resistore di pull-up. Con
questa soluzione di ripiego si è creata la funzione logica NAND (questa volta
senza forzature); la tensione di uscita è di fatto il NAND tra le due uscite
Figura 3.8: Schema a blocchi del modulatore PWM.
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Figura 3.9: Collegamento dello stadio di uscita al pull-up attivo.
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OUTPUT A e OUTPUT B. Il difetto di questa soluzione è che quando le
singole uscite assumono il valore alto, forzano l’uscita globale ad assumere il
valore basso, per cui allungando il duty cycle delle singole uscite (A e B) si
accorcia quello di Vout. A supporto di tali affermazioni si riportano le durate
del duty ratio riscontrate in prove su PSpice.
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Figura 3.10: Valori del duty cycle sulla singola uscita.
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Figura 3.11: Valori del duty cycle dopo la modifica circuitale.
Una anomalia simile sarebbe di facile soluzione se si disponesse del SG1527A,
modello omologo al SG1525A ma con le uscite negate (si veda figura 3.12).
Sfortunatamente la versione con uscite negate non figura nelle librerie PSpice
a disposizione per cui si è trovato un espediente per poter proseguire nell’anal-
isi.
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Figura 3.12: Stadi di uscita a confronto.
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3.2.4 Modifiche e adattamenti
Le modifiche illustrate di seguito sono state fatte per continuare lo studio del
circuito in esame ma potrebbero essere utili nel caso si dovesse eseguire uno
studio sul circuito reale.
Figura 3.13: Tensione in ingresso al comparatore e onda quadra di uscita.
La figura 3.13 mostra la forma d’onda in ingresso al comparatore interno
unita ad una delle onde quadre di uscita. Come si nota, l’onda a dente di
sega Vr(t) ha una escursione di tensione tra 0.9V e 3.3V per cui, variando
l’ingresso Vc(t) fra questi estremi, il duty cycle della singola onda quadra
varia linearmente tra 0 e 0.48 ,secondo la relazione:
d =
0.48
3.3− 0.9
· (Vc − 0.9) (3.1)
La caratteristica statica di figura 3.11 corrisponde a prove effettuate sul
circuito modificato; in queste condizioni la quantità 1 − d soddisfa la 3.1 a
meno di piccoli errori. L’artificio consiste nel fornire, al momento di creare
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Figura 3.14: Forma d’onda intermedia.
l’ingresso rumoroso il punto di lavoro modificato da
nuovo_punto_di_lavoro = (4.3− punto_desiderato) (3.2)
Si riporta in tabella 3.1 il risultato dele prove statiche in cui si nota anche
la corrispondenza dei valori teorici con quelli derivanti dalle simulazioni5.
3.2.5 Nota sul pilotaggio del tasto
Nella fase di assemblaggio del circuito completo,il modulatore PWM ha
mostrato l’impossibilità di pilotare il transistor MOS. Dai risultati di prove
statiche del singolo stadio di potenza, si è appurato che durante le commu-
tazioni il transistor è percorso da correnti che raggiungono punte di 1−1.5A,
mentre il PWM SG1525A è in grado di fornire correnti massime di 200mA.
È riportato in [5] il possibile uso di un driver per disaccoppiare i due compo-
5Con Vrichiesta si intende la tensione da fornire al posto di Vcomp al fine di ottenere d
al posto di (1− d)
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Vcomp dteorico dsperim (1− d)teor Vrichiesta Vout/Vin
1 4 4.02 96 3.3 -0.73
1.2 12 12.3 88 3.1 -0.91
1.4 20 20.38 80 2.9 -1.02
1.6 28 28.74 72 2.7 -1.17
1.8 36 36.75 64 2.5 -1.33
2 44 44.8 56 2.3 -1.55
2.2 52 53.1 48 2.1 -1.84
2.4 60 61.17 40 1.9 -2.24
2.6 68 69.47 32 1.7 -2.83
2.8 76 77.52 24 1.5 -3.79
3 84 85.75 16 1.3 -5.62
3.2 92 93.9 8 1.1 -8.22
Tabella 3.1: Valori teorici e sperimentali del duty ratio in funzione di Vcomp
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nenti fornendo la corrente necessaria al transistor ma l’eccessiva complessità
circuitale del driver grava sulla già modesta velocità di simulazione su PSpice,
dovuta all’onda quadra che pilota il circuito e, con i suoi fronti ripidi mette
in crisi gli algoritmi risolutivi delle equazioni differenziali del circuito. Una
soluzione alternativa è stata quella di frapporre un generatore di tensione
controllato, che svolge appieno le funzionalità del driver.
L’ultimo intervento prima della fase di simulazione è stato di agire sui
parametri di simulazione di PSpice, che proprio a causa dell’introduzione
dell’onda quadra generata dal PWM presentava problemi di convergenza.
Diminuendo le tolleranze sull’errore si è potuto proseguire con le fasi succes-
sive.
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3.3 Caratteristica statica dell’intero sistema
Dopo aver scelto la conformazione definitiva dello stadio di potenza si sono es-
eguite prove statiche su di esso, per verificare la caratteristica statica ingresso-
uscita6, quindi si sono testate le funzionalità del modulatore PWM isolato,
riassunte in tabella 3.1.
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Uscita funzione del duty cycle di Vin
Valore teorico
Valore sperimentale
Figura 3.15: Rapporto Vout/Vin in funzione del duty cycle
L’ultimo passo è stato l’assemblaggio del circuito completo, che compare
in figura 3.16 e verrà identificato nella fase successiva.
6Riportata in figura 3.3
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Figura 3.16: Circuito completo di modulatore PWM
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duty Vout/Vin
cycle % RL = 50Ω RL = 150Ω
10 -0.887 -0.936
20 -1.04 -1.09
30 -1.23 -1.27
40 -1.46 -1.51
50 -1.78 -1.85
60 -2.24 -2.34
70 -2.97 -3.12
80 -4.26 -4.59
90 -5.23 -7.81
Tabella 3.2: Tensione di uscita in funzione del duty cycle
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4.1 La tecnica delle funzioni modulanti
La tecnica delle funzioni modulanti introdotta in precedenza è stata utilizza-
ta in questa tesi per ricavare dapprima un modello lineare, quindi un modello
di tipo Hammerstein del circuito studiato.
Dato un circuito comunque complesso descritto dalla funzione di trasferimen-
to:
G(s) =
Y (s)
X(s)
=
ams
m + am−1s
m−1 + ...+ a0
bnsn + bn−1sn−1 + ...+ b0
(4.1)
con n ≥ m.
che, una volta antitrasformata può essere riscritta come
n∑
i=0
bi
diy
dti
=
m∑
i=0
ai
dix
dti
(4.2)
e di cui si vuole ricavare un modello matematico, la tecnica delle funzioni
modulanti, dovuta a Shinbrot1 e rielaborata da L.Sani in[13] permette, molti-
1Si veda [14] e [15]
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plicando membro a membro l’equazione 4.2 per una funzione modulante2 di
ottenere, dopo varie integrazioni, una equazione lineare in x e y che non
contiene, cioè derivate ne’ della funzione di ingresso, ne’ della funzione di
uscita.
Supponendo di disporre i campioni dell’ingresso e dell’uscita su una linea
e facendo scorrere una finestra temporale di dimensioni opportune lungo tale
linea, si riesce ad ottenere un sistema sovradeterminato3 della forma
Az = b (4.3)
che, una volta risolto col calcolo della pseudoinversa fornisce il vettore z delle
incognite, definito come
z = [b1 . . . bn|c1 . . . cl|a1c1 . . . a1cl| . . . |amc1 . . . amcl]
T (4.4)
dove gli ai e i bi sono i coefficienti del numeratore e del denominatore della
4.2 mentre dei ci si tratterà più avanti.
Per eseguire una corretta identificazione del modello bisogna scegliere con
cura i parametri in gioco, tra questi ricordiamo, fra i più importanti, il segnale
d’ingresso e l’ampiezza della finestra di integrazione.
Il segnale di ingresso
L’ingresso deve stimolare il sistema da identificare su tutta la sua banda
caratteristica di frequenze; una scelta consolidata in tal senso è il rumore
bianco.
2Una funzione è detta modulante se è definita 6= 0 entro un intervallo [0, T ], detto
finestra di integrazione e se ammette derivate di ogni ordine, che si annullano in 0 e T ,
all’interno della finestra
3Con un numero di equazioni superiore al numero dele incognite
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Ampiezza della finestra di integrazione
Anche la finestra di integrazione va scelta con oculatezza: man mano che
essa si restringe aumenta il numero di equazioni che compongono la 4.3 e
di conseguenza il numero di variabili relative al sistema. Il processo di re-
stringimento va però limitato non tanto per l’elevato numero di equazioni da
risolvere che ne derivano, quanto per la perdita di efficacia del processo in
sè.
4.2 Il software utilizzato
Si è accennato in precedenza alla piattaforma software utilizzata per il proces-
so di identificazione ideata da L.Sani al DSEA e successivamente modificata
da D.Corsanini. Il software originale a disposizione permette:
• La creazione di files di ingresso rumoroso nel corretto formato da fornire
in ingresso al circuito simulato su PSpice
• L’acquisizione dei dati in uscita dal circuito
• La riaggregazione dei dati in una forma adatta al processo di identifi-
cazione
• L’identificazione dei parametri del modello lineare
• La validazione del modello identificato mediante risposta all’ingresso
rumoroso o risposta al gradino.
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La versione modificata identifica modelli non lineari di tipo Hammerstein
mediante la funzione Matlab
[num,den,cnl]=fun_mod_ham(T,np,nz,g,nomefile)
che ha come parametri
• T: dimensioni della finestra di integrazione (in secondi)
• np: numero di poli della f.d.t. lineare
• nz: numero di zeri della f.d.t. lineare
• g: grado della non linearità polinomiale
e restituisce
• num: vettore dei coefficienti [am, . . . , a0] del numeratore
• den: vettore dei coefficienti [bn, . . . , b0] del denominatore
• cnl: vettore dei coefficienti [cg, . . . , c1] del polinomio non lineare
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calcolati componendo l’equazione matriciale 4.3 e risolvendola mediante il
calcolo della pseudoinversa di A calcolata come
zˆ = (ATA)−1AT b = A†b (4.5)
4.3 Identificazione con modello lineare
La presente sezione tratta dell’identificazione di un modello puramente lin-
eare del convertitore eseguita con l’aiuto del software originale sviluppato al
DSEA di cui si è trattato in precedenza in sezione 4.2.
4.3.1 Punti di lavoro
I punti di lavoro scelti per l’identificazione intendono esplorare la gamma
dinamica dell’alimentatore e sono riportati nella tabella seguente. Essi sono
scelti sulla falsariga di quelli individuati in [5] e [3] ma data la differenza dei
circuiti trattati le differenze nei risultati sono prevedibili.
Vcomp d Variazione
1.5 24 ±0.30V (7%)
2.0 44 ±0.20V (9%)
2.5 64 ±0.15V (14%)
3.0 84 ±0.10V (17%)
2.2 52 ±0.15V (7%)
2.2 52 ±0.30V (14%)
Tabella 4.1: Punti di lavoro per l’identificazione.
I primi quattro coprono il campo di variazione dell’ingresso, gli ultimi due
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sono relativi allo stesso punto di lavoro ma avendo duty cycle prossimo al 50%
sono stati scelti con un campo di variazione che nel secondo caso raddoppia,
per testare la bontà dell’algoritmo di identificazione. Dando uno sguardo alla
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Figura 4.1: Tensione di uscita per duty cycle fissato al 50%
figura 4.3.1 si è scelto di eseguire simulazioni che durassero almeno il triplo
del tempo di assestamento iniziale, stimato in circa 15ms, per cui la scelta
finale è stata:
• Durata della simulazione: 65ms
• Durata del transitorio: 15ms
• Campionamento del segnale rumoroso: 4µs
• Campionamento del rumore 2.5ms
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• Pulsazione di taglio del filtro di ingresso 1000pi rad/s
con un livello di potenza di rumore tale da far ricadere il segnale rumoroso
nei limiti stabiliti per il punto di lavoro.
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Figura 4.2: Ingresso rumoroso usato
prevalentemente alla ricerca di sistemi con due poli e uno zero. Si ri-
porta nelle figure 4.4 e 4.5 il diagramma poli-zeri di sistemi di ordine diverso
che identificano lo stesso punto di lavoro nelle stesse condizioni. Il polo reale
negativo che compare nel secondo grafico assume posizioni lontanissime dai
poli dominanti: il suo contributo sulla dinamica complessiva del sistema4 è
esiguo, per cui si è preferito limitare la ricerca a sistemi del 2◦ ordine con
due poli e uno zero.
4Proporzionale all’inverso della pulsazione del polo
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Figura 4.3: Ingresso a gradino usato
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Figura 4.4: Diagramma poli-zeri per un sistema del 2◦ ordine
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Figura 4.5: Diagramma poli-zeri per un sistema del 3◦ ordine
Per ogni punto di lavoro descritto in tabella 4.1 si riportano i risultati
dell’identificazione ottenuta con due distinte finestre di integrazione: la prima
di 500µs e la seconda di 1ms. Verranno illustrate le coordinate di poli e zeri,
quindi i grafici della risposta all’ingresso rumoroso di figura 4.2 e al gradino
di figura 4.3.
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4.3.2 Vcomp = 1.5V (±0.30V )
T = 0.5ms
5 Con questa finestra di identificazione si ottengono i risultati di seguito
descritti.
poli: −806±j3538 rad/sec
ωn: 3628 rad/sec
ξ: 0.221
zero: 56781 rad/sec
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Figura 4.6: Risposta all’ingresso rumoroso.
5T è l’ampiezza della finestra di identificazione.
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Come si vede in figura 4.6 il modello segue l’ingresso rumoroso a meno
di un piccolo errore,mentre la risposta al gradino (figura 4.7) è affetta da un
difetto di allineamento non trascurabile.
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Figura 4.7: Risposta al gradino per T=500µs
T = 1ms
La finestra da 1ms permette l’identificazione del seguente sistema.
poli: −903±j3113 rad/sec
ωn: 3241 rad/sec
ξ: 0.279
zero: −138733 rad/sec
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Figura 4.8: Risposta all’ingresso rumoroso.
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Figura 4.9: Risposta al gradino per T=1ms
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Confrontando le risposte per T = 0.5ms e per T = 1ms si nota che la seconda
è lievemente più fedele all’ingresso; la risposta al gradino non mostra alcun
cambiamento. Resta da notare una stranezza: nel primo caso si identifica un
modello con zero positivo, nel secondo caso lo zero è più che raddoppiato in
valore assoluto, inoltre è di segno negativo. Questa particolarità si è verificata
una sola volta durante le simulazioni di prova e non trova riscontri nemmeno
cambiando punto di lavoro.
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4.3.3 Vcomp = 2V (±0.20V )
T = 0.5ms
Con la finestra più breve si ottengono i risultati riportati di seguito.
poli: −433±j2812 rad/sec
ωn: 2845 rad/sec
ξ: 0.151
zero: 262203 rad/sec
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Figura 4.10: Risposta all’ingresso rumoroso.
Con l’ingresso a 2V che, ricordiamo, comporta un duty cycle di circa il
44% per un livello di uscita statica prossimo a −15V , le risposte all’ingresso
rumoroso crescono in qualità e si nota un migliore assestamento anche nella
risposta al gradino.
47
Capitolo 4. Identificazione
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
Finestra di 500us
t(sec)
y(V
)
Risposta del sistema vero
Risposta del modello
Figura 4.11: Risposta al gradino.
La risposta al gradino di figura 4.11 presenta un lieve ritardo nel seguire
le oscillazioni che seguono all’impulso in ingresso.
T = 1ms
Con la finestra da 1ms si raggiunge il modello seguente
poli: −379±j2824 rad/sec
ωn: 2849 rad/sec
ξ: 0.132
zero: 20284 rad/sec
che differisce di poco da quello identificato con finestra da 500µs. La
risposta all’ingresso rumoroso riportata in figura 4.12 è la più precisa sinora
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vista, mentre non si riscontrano grosse anomalie nella risposta al gradino.
Concludendo si può affermare che per questo punto di lavoro la migliore
finestra di identificazione è quella di 1ms.
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Figura 4.12: Risposta all’ingresso rumoroso per T = 1ms.
4.3.4 Vcomp = 2.5V (±0.15V )
T = 0.5ms
Con la finestra di 0.5s i risultati sono i seguenti.
poli: −286±j1857 rad/sec
ωn: 1879 rad/sec
ξ: 0.151
zero: 9377 rad/sec
49
Capitolo 4. Identificazione
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
Finestra di 1ms
t(sec)
y(V
)
Risposta del sistema vero
Risposta del modello
Figura 4.13: Risposta al gradino per T=1ms
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−4
−3
−2
−1
0
1
2
3
4
Tempo(sec)
y(V
)
Finestra di 500us
Risposta del sistema vero
Risposta del modello
Figura 4.14: Risposta all’ingresso rumoroso.
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Figura 4.15: Risposta al gradino.
L’allontanarsi dalle condizioni di funzionamento nominali (quelle cioè con
duty ratio vicino al 50%) sembra in questo caso influire unicamente sul-
la risposta al gradino. È visibile in figura 4.15 un pronunciato divario tra
uscita simulata su PSpice (traccia blu) e quella del modello simulato con
Simulink. Nei primi istanti di simulazione è comunque visibile nella traccia
del sistema simulato un residuo di oscillazioni dovute al non completo esauri-
mento del transitorio iniziale. Potrebbe essere questa la causa del’errore di
allineamento.
T = 1ms
Con la finestra raddoppiata (1ms) si giunge al seguente modello.
poli: −296±j1840 rad/sec
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ωn: 1863 rad/sec
ξ: 0.158
zero: 12262 rad/sec
Anche in questo caso le differenze numeriche sono esigue: si nota un allon-
tanamento dello zero positivo dall’origine e poco altro. Seguendo l’andamen-
to dei punti di lavoro precedenti si è verificato un lieve miglioramento nel-
la risposta all’ingresso rumoroso nel passare dalla finestra di integrazione di
0.5ms a quella doppia, mentre le prestazioni in risposta al gradino rimangono
le stesse (quindi non del tutto soddisfacenti).
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Figura 4.16: Risposta all’ingresso rumoroso per T = 1ms.
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Figura 4.17: Risposta al gradino per T = 1ms.
4.3.5 Vcomp = 3V (±0.15V )
T = 0.5ms
Questo punto di lavoro sembrerebbe scelto leggermente al di fuori dalle possi-
biltà del circuito di funzionare con regolarità (almeno con le variazioni attorno
al punto di lavoro impostate).
La finestra di 0.5s identifica il sistema con i seguenti parametri.
poli: −249±j862 rad/sec
ωn: 897 rad/sec
ξ: 0.277
zero: 1781 rad/sec
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Il presente punto di lavoro corrisponde sulla caratteristica statica, ad un duty
cycle dell’84% circa, con tensioni di uscita che superano i −50V. In figura
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Figura 4.18: Risposta all’ingresso rumoroso.
4.18 si scorge in maniera marcata il residuo di transitorio che si ripercuote per
metà della simulazione. La risposta al gradino non presenta residui iniziali
ma va oltre la risposta del circuito simulato, laddove gli altri punti di lavoro
rimanevano al di sotto6. Le differenze sono cospicue ma dato l’alto livello di
tensione in uscita a cui si accennava in precedenza (in figura 4.18 si scorgono
oscillazioni attorno al valor medio di ±10V e la tensione continua in ingresso
è proprio di 10V !), potrebbero risultare in una percentuale sufficiente per
alcune applicazioni.
6Si fa notare che l’alimentatore è invertente
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Figura 4.19: Risposta al gradino.
T = 1ms
Modello ottenuto con la finestra di integrazione di 1ms.
poli: −237±j849 rad/sec
ωn: 881 rad/sec
ξ: 0.269
zero: 1983 rad/sec
Le variazioni rispetto alla finestra di 500µs sono basse, solo lo zero positivo
si sposta verso destra.
Come riscontrato nei punti precedenti la finestra di integrazione da 1ms
si dimostra migliore, soprattutto per quanto riguarda la risposta al gradino
che migliora in maniera minima.
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Figura 4.20: Risposta all’ingresso rumoroso.
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Figura 4.21: Risposta al gradino.
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Viste le risposte nel tempo di questo modello si sconsiglia di raggiun-
gere simili condizioni di lavoro che pagano il fatto di raggiungere un elevato
guadagno in tensione con una dinamica lenta e ardua da identificare.
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4.3.6 Vcomp = 2.2V (±0.15V )
Questo punto di lavoro è stato scelto, come già accennato, per mettere alla
prova la capacità dell’algoritmo di identificazione di apprezzare variazioni
dell’ingresso più consistenti. La risposta nel dominio del tempo è del tutto
simile a quella relativa al punto di lavoro 2V da cui il presente punto dista
pochissimo e le affinità si riscontrano nella posizione di poli e zeri dove si ha
in entrambi i casi una coppia di poli complessi coniugati molto schiacciati
verso l’asse immaginario e uno zero positivo a pulsazioni elevate.
T = 0.5ms
I seguenti parametri si sono trovati utilizzando una finestra di 0.5s.
poli: −421±j2306 rad/sec
ωn: 2344 rad/sec
ξ: 0.178
zero: 18230 rad/sec
La risposta all’ingresso rumoroso di figura 4.22 mostra la fatica nel-
l’inseguire i picchi di elevata intensità mentre la risposta al gradino può
considerarsi accettabile.
T = 1ms
Con la finestra di integrazione di 1ms si è identificato il seguente modello.
poli: −385±j2331 rad/sec
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Figura 4.22: Risposta all’ingresso rumoroso per T = 0.5ms.
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Figura 4.23: Risposta al gradino.
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ωn: 2362 rad/sec
ξ: 0.163
zero: 14550 rad/sec
Le variazioni degne di nota riguardano nuovamente lo zero positivo che
in questo caso si avvicina all’asse immaginario.
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Figura 4.24: Risposta all’ingresso rumoroso.
Contrariamente a quanto visto nei precedenti casi la risposta al gradino
risulta meno accurata se si sceglie la finestra di integrazione di 1ms. La
risposta all’ingresso rumoroso (vedi figura 4.28 non varia molto cambiando il
valore di T.
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Figura 4.25: Risposta al gradino.
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4.3.7 Vcomp = 2.2V (±0.30V )
T = 0.5ms
Dalla visione di queste figure si ha un quadro complessivo della situazione:le
risposte nel dominio del tempo a stimoli di diversa natura mostrano che le
variazioni intorno al punto di lavoro hanno in questo caso un’entità troppo
elevata per essere assecondata dal software di identificazione che fornisce
risposte approssimative specialmente nel caso di risposta al doppio gradino.
La finestra di 0.5s identifica i seguenti parametri.
poli: −767±j2250 rad/sec
ωn: 2377 rad/sec
ξ: 0.322
zero: 5445 rad/sec
T = 1ms
La finestra di integrazione di 1ms ha portato ad identificare il modello:
poli: −708±j2202 rad/sec
ωn: 2313 rad/sec
ξ: 0.305
zero: 6923 rad/sec
62
Capitolo 4. Identificazione
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−10
−8
−6
−4
−2
0
2
4
6
Tempo(sec)
y(V
)
Finestra di 500us
Risposta del sistema vero
Risposta del modello
Figura 4.26: Risposta all’ingresso rumoroso.
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Figura 4.27: Risposta all’ingresso a gradino.
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che assomiglia a quello identificato con T = 500µs. Va notato che con lo
stesso punto di lavoro ma con variazione dimezzata, i valori della pulsazione
naturale ωn sono del tutto simili; ciò che cambia è il valore di ξ dal cui valore
dipende l’ampiezza delle oscillazioni che seguono il fronte di salita.
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Figura 4.28: Risposta all’ingresso rumoroso.
4.3.8 Valutazione dei risultati
Le simulazioni condotte finora alla ricerca di un modello matematico del-
l’alimentatore hanno fornito risultati incerti. Sicuramente la finestra di inte-
grazione di 1ms ha identificato modelli più vicini alla realtà ma la validazione
con ingresso a gradino non sempre è risultata soddisfacente. I modelli trovati
nella sezione presente rispondono bene all’ingresso rumoroso ma si è già dis-
cusso circa la scarsa validità nel condurre il procedimento di identificazione
con un ingresso e riutilizzare lo stesso ingresso per la validazione. Di certo il
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Figura 4.29: Risposta al gradino.
test di validità con ingressi a gradino è preferibile e, nella prossima sezione gli
sarà dato maggior peso nel valutare i risultati ottenuti. Restando sull’argo-
mento la risposta al gradino ci da informazioni buone circa la parte dinamica
del sistema, infatti le curve di risposta hanno spesso la stessa forma del mod-
ello simulato ma spesso ci sono imperfezioni sul livello raggiunto, ovvero la
curva di risposta ha la forma giusta ma si assesta con un errore costante,
indice di una imperfetta identificazione del guadagno statico della funzione
di trasferimento.
La posizione delle singolarità cambia col punto di lavoro, per focaliz-
zare la variazione di poli e zeri si riportano su grafico gli andamenti (più o
meno regolari) dei punti singolari. Dato che i poli sono tutti complessi sono
stati ricavati dalle coppie di poli la pulsazione naturale ωn e il coefficiente di
smorzamento ξ calcolati come segue.
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Dato il polinomio di secondo grado che identifica il denominatore della
funzione di trasferimento G(s)
b2s
2 + b1s+ b0 (4.6)
riscrivendo la 4.6 in forma canonica
s2 + 2ξωns+ ω
2
n (4.7)
eguagliando la 4.6 con la 4.7 si ottengono la
ωn =
√
b0 (4.8)
e la
ξ =
b1
2ωn
(4.9)
Sono questi i parametri che dettano l’andamento della curva di risposta
al gradino, che stabiliscono, ad esempio il tempo di assestamento, o se vi è
o meno sovraelongazione. La pulsazione ωosc delle oscillazioni, ad esempio,
dipende dai valori dei parametri ricavati secondo la
ωosc = ωn
√
1− ξ2 (4.10)
mentre l’inviluppo dell’oscillazione è compreso tra le curve di equazione
1± e−ξωnt (4.11)
Come si può verificare dalle figure riportate, nei dati ottenuti tramite
identificazione lineare c’è riscontro oggettivo con la forma delle curve assunte
dal sistema simulato con PSpice, manca il conforto della precisione. Infatti
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Figura 4.30: ωn e ξ al variare del punto di lavoro.
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Figura 4.31: Pulsazione degli zeri al variare del punto di lavoro.
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Figura 4.32: Frequenza e inviluppo delle oscillazioni al variare del punto di lavoro.
nelle figure riportate nella sezione precedente si nota che, all’aumentare del
punto di lavoro, le oscillazioni in risposta ai fronti dell’ingresso a gradino
calano in numero e in intensità.
Riguardo la parte statica del sistema identificato si può dire che il guadag-
no statico della risposta al gradino manca di precisione. Il guadagno statico
di una generica funzione f(t) è dato, per il teorema del valore finale da
lim
t→+∞
f(x) = lim
s→0
sF (s) (4.12)
e, dato che la trasformata di Laplace del gradino è
L[grad(t)] =
1
s
, dalla 4.12 si giunge a
lim
s→0
G(s) =
a0
b0
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Il guadagno statico dipende, nella funzione di trasferimento di un sistema
lineare, dal rapporto a0
b0
. Nel nostro caso il sistema identificato ha sempre il
termine b0 unitario, da cui si deduce che l’errore sul guadagno statico dipende
dalla localizzazione degli zeri. Guardando la figura 4.31 si nota un andamento
poco regolare della posizione degli zeri al variare del punto di lavoro; questo,
unito al fatto di aver identificato in qualche caso zeri a pulsazione negativa,
imputa al cattivo posizionamento degli zeri gli errori di offset riscontrati nel-
la validazione con ingresso a gradino.
Le lacune dimostrate riguardo la parte statica del circuito (il buon insegui-
mento dell’ingresso rumoroso ma il non altrettanto buon comportamento in
risposta a sollecitazioni a gradino) hanno spinto al proseguimento dell’ anal-
isi usando segnali di ingresso campionati a velocità più alta per sollecitare
il circuito stesso con una maggiore gamma di componenti frequenziali. Un
aspetto secondario è di permettere il raffronto tra risultati ottenuti identifi-
cando il sistema con i punti di lavoro invariati ma variando le frequenze in
gioco.
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4.4 Identificazione con modello Hammerstein
I risultati riportati nella sezione precedente riguardano la modellazione del
circuito con sistemi lineari puri. Di seguito si illustrano i risultati delle espe-
rienze effettuate alla ricerca di modelli di tipo Hammerstein. per ogni punto
di lavoro si effettuano prove con grado della non linearità che va da 1 a 8,
quindi si riporta il grafico relativo all’errore quadratico medio (e.q.m.) in
funzione del grado stesso; fra le 8 identificazioni si sceglie quella che presenta
l’ e.q.m. minore e se ne visualizza la risposta gradino; stesso procedimento si
segue per la risposta al all’ingresso rumoroso. La finestra di identificazione
è, per ogni punto di lavoro, quella che minimizza l’errore quadratico medio.
4.4.1 Considerazioni preliminari sul processo di identi-
ficazione
Come si vedrà in seguito le simulazioni portano in tutti i casi ad identifi-
care modelli non lineari con guadagno statico positivo. Come è noto, nell’
identificazione di modelli di tipo Hammerstein, il sottosistema lineare ha
un guadagno statico unitario7, da cui deriva che il guadagno statico globale
dipende esclusivamente dal blocco non lineare. Il circuito studiato è, come
il convertitore Cuk da cui discende, un alimentatore invertente, nel senso
che fornisce sulla sua uscita livelli di tensione negativi. Il fatto che si sia
identificato un modello non invertente deriva dall’adattamento effettuato
in fase di assemblaggio del modulatore PWM che, come riportato in figura
7I coefficienti b0 e a0 della funzione di trasferimento lineare G(s) assumono valore
unitario
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3.3 e nella tabella relativa, comporta un’inversione della caratteristica. Si è
visto infatti che il PWM in questione ha nelle sue funzionalità standard una
caratteristica tensione Vcomp - duty cycle diretta, ovvero aumentando la ten-
sione di ingresso si aumenta il duty ratio. La modifica dovuta alla mancanza
del modello idoneo ha di fatto provocato l’inversione della caratteristica. A
questo punto le oscillazioni attorno al punto di lavoro provocate dal rumore
bianco vanno a ad assumere significato opposto a quello voluto: ad esempio
una crescita istantanea di tensione provoca un accorciamento del duty cy-
cle che causa una diminuzione in valore assoluto dell’uscita, ma essendo il
convertitore invertente, ciò si traduce in un innalzamento della tensione is-
tantanea. Guardando in un grafico l’evolvere di entrambi i segnali di ingresso
e uscita ci si potrebbe stupire nel non vedere risposte di segno opposto.
I risultati che saranno esposti in seguito si riferiscono a prove sui primi
quattro punti di lavoro della sezione precedente che riportiamo in tabella
4.2 in cui le variazioni percentuali sono calcolate rispetto al punto di lavoro
modificato.
Vin d Variazione
1.5V 24 ±0.30V (7%)
2.0V 44 ±0.20V (9%)
2.5V 64 ±0.15V (14%)
3.0V 84 ±0.10V (17%)
Tabella 4.2: Punti di lavoro per l’identificazione.
I segnali rumorosi creati per l’identificazione hanno le seguenti caratter-
istiche:
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• Campionamento del rumore: 200µs (5KHz)
• Pulsazione di taglio del filtro: 62832 rad/s (10KHz)
• Campionamento del segnale rumoroso: 4µs (250KHz)
• Durata simulazione 65ms (16250 campioni)
I valori relativi al livello di rumore sono stati tarati in modo da far ricadere
le variazioni entro i limiti stabiliti. Dato che la frequenza di funzionamento
del circuito è di 100KHz sarebbe stato più opportuno campionare il segnale
rumoroso a frequenze superiori, ma la lunghezza delle simulazioni dovuta
al lungo transitorio ha sconsigliato scelte in tale direzione, per non gravare
sui tempi di simulazione che si aggirano sui 40-50 minuti per ogni punto di
lavoro. La scelta della pulsazione del filtro è stata fatta per dare agli impulsi
rumorosi che compongono il segnale un andamento poco spigoloso.
I punti di lavoro di questa sezione non comprendono gli ultimi due della
sezione 4.3, a causa degli scarsi risultati che hanno fornito.
L’ingresso a gradino è un segnale composto dalla sequenza di quattro
gradini distanziati in modo da far esaurire i lunghi transitori, e di segni
opposti per verificare con la stessa simulazione la risposta a gradini positivi
e negativi. L’ampiezza delle sollecitazioni a gradino è stata scelta pari alla
metà dei campi di variazione attorno ad ogni punto di lavoro, come riassunto
in tabella 4.3.
I residui di transitorio trovati nelle risposte al gradino quando il duty
cycle si allunga oltre il 50% hanno indotto a scegliere ingressi a gradino con
i fronti maggiormente distanziati e, dato che in questa fase gli impulsi si
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Figura 4.33: Ingresso rumoroso usato
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Figura 4.34: Ingresso rumoroso, ingrandimento
73
Capitolo 4. Identificazione
Vcomp Ampiezza
1.5V ±150mV
2V ±100mV
2.5V ±75mV
3V ±50mV
Tabella 4.3: Ampiezza dei gradini
sono raddoppiati in numero le simulazioni su PSpice del circuito sottoposto
a ingresso a gradino sono risultate di estrema lunghezza.
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Figura 4.35: Ingresso a gradini multipli
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4.4.2 Vcomp = 1.5V
1 2 3 4 5 6 7 8
0.06
0.07
0.08
0.09
0.1
0.11
0.12
0.13
Grado della non linearità
Er
ro
re
 q
ua
dr
at
ico
 m
ed
io
Figura 4.36: Errore quadratico medio in risposta ai gradini.
La finestra di integrazione migliore per questo punto di lavoro è di 1ms,
con cui si identificano i due modelli di 5◦ e 6◦ grado. Anche i modelli di 7◦
e 8◦ grado hanno un errore paragonabile a quelli scelti ma si sono scartati a
causa della forma irregolare della loro parte non lineare.
5◦ grado
• poli: −1052±j3597 rad/sec
• ωn: 3748 rad/sec
• ξ: 0.28
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6◦ grado
• poli: −1068±j3553 rad/sec
• ωn: 3710 rad/sec
• ξ: 0.287
L’errore quadratico medio cala decisamente rispetto al caso lineare ma
rimane pur sempre ad un livello medio-alto.
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Figura 4.37: Risposta al gradino.
Dando uno sguardo alla figura 4.37 ci si rende conto che la risposta al
gradino migliore è quella del 6◦ grado.
La figura 4.38 spiega il motivo dell’errore che nella visione d’insieme non
è così evidente. Il grafico di figura 4.39 mostra l’andamento della non linear-
ità lungo il campo di variazione dell’errore; osservando si intuisce il motivo
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Figura 4.38: Risposta al gradino, particolare.
dell’errore sul primo gradino nel modello di grado 5. Sarebbe sufficiente con-
tenere le escursioni in un range più ristretto (ad esempio ±0.1V) per limitare
l’errore.
La risposta all’ingresso rumoroso comporta errori decisamente superiori
a quanto visto per la risposta al gradino; ciò dipende dall’aver scelto ingressi
rumorosi con variazioni ad alta frequenza che se da un lato aiutano nell’i-
dentificazione, dall’altro sono difficili da inseguire, data la lenta dinamica del
sistema.
Uno sguardo a figura 4.40 suggerisce la scelta di sistemi con basso grado
di non linearità, nella fattispecie di grado 1 e 2, di cui si riportano le risposte
con relativo ingrandimento (vedi figure 4.41 e 4.42). In special modo la figura
4.42 mostra come i modelli rispondano bene in alcuni tratti e in altri meno.
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Figura 4.39: Andamento della non linearità nei pressi dell’origine.
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Figura 4.40: Errore quadratico medio in risposta all’ingresso rumoroso.
78
Capitolo 4. Identificazione
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
−1.5
−1
−0.5
0
0.5
1
1.5
t(sec)
y(V
)
Valore simulato
Modello 1°g
Modello 2°g
Figura 4.41: Risposta all’ingresso rumoroso.
0.0125 0.013 0.0135 0.014 0.0145 0.015 0.0155 0.016
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
t(sec)
y(V
)
Valore simulato
Modello 1°g
Modello 2°g
Figura 4.42: Particolare de figura 4.41.
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4.4.3 Vcomp = 2V
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Figura 4.43: Errore quadratico medio in risposta al gradino.
Questo punto di lavoro viene identificato con una finestra di integrazione
di 2ms per cui si trovano le singolarità riportate di seguito per modelli con
non linearità del 1◦ e 4◦ grado.
1◦ grado
• poli: −552±j2746 rad/sec
• ωn: 2801 rad/sec
• ξ: 0.196
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4◦ grado
• poli: −556±j2681 rad/sec
• ω: 2738 rad/sec
• ξ: 0.203
Anche in questo caso è meglio rimanere su gradi bassi di non linearità,
come indica la figura 4.43, anche se la risposta al gradino non è del tutto
soddisfacente.
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Figura 4.44: Risposta al gradino multiplo.
L’accostamento della curva relativa alla non linearità del 4◦ grado con
quella del 1◦ grado mostra la bontà della stessa ma in un intorno inferiore a
quello usato; per valori negativi dell’ingresso la curva si sposta vistosamente
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Figura 4.45: Andamento della non linearità nei pressi dell’origine.
da un andamento lineare.
Come si è visto nel punto di lavoro precedente le prestazioni in risposta
degradano rapidamente al crescere del grado di non linearità.
Si notano, dalla vista delle figure 4.47 e 4.48 tratti in cui l’inseguimento
è ottimo e tratti con errori grossolani; valgono anche in questo caso i con-
cetti espressi in precedenza riguardo la dinamica lenta del sistema, si nota
comunque un lieve calo di prestazioni, nonostante le fluttuazioni intorno al
punto di lavoro siano state ridotte.
Il punto di lavoro appena visto è di certo quello più ostico incontrato
durante il processo di identificazione; al contrario ci si aspetterebbe di trovare
più difficoltà nel trattare punti agli estremi della caratteristica.
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Figura 4.46: Errore quadratico medio in risposta all’ingresso rumoroso.
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Figura 4.47: Risposta all’ingresso rumoroso.
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Figura 4.48: Risposta all’ingresso rumoroso.
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4.4.4 Vcomp = 2.5V
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Figura 4.49: Errore quadratico medio in risposta al gradino.
La finestra di integrazione che ha dato i migliori risultati è in questo caso
quella di durata 2ms con cui si identificano i modelli del 2◦ e 3◦ grado, di cui
si riportano le singolarità salienti.
2◦ grado
• poli: −293±j1784 rad/sec
• ωn: 1808 rad/sec
• ξ: 0.161
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3◦ grado
• poli: −293±j1782 rad/sec
• ωn: 1806 rad/sec
• ξ: 0.161
Al crescere del grado di non linearità oltre il 3◦, l’errore cresce improvvisa-
mente e si stabilizza su valori più alti.
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Figura 4.50: Risposta al gradino multiplo.
È interessante notare in figura 4.4.4 l’andamento quasi rettilineo delle
non linearità, in special modo quella di secondo grado; tuttavia ciò non ha
impedito il verificarsi del fastidioso difetto di allineamento sulle escursioni a
gradino.
86
Capitolo 4. Identificazione
−0.1 −0.05 0 0.05 0.1 0.15
−5
−4
−3
−2
−1
0
1
2
3
4
5
u
f(u
)
 2°g
 3°g
Figura 4.51: Andamento delle funzioni non lineari presso l’origine.
Come nei casi precedenti,in risposta all’ingresso rumoroso l’andamento
dell’e.q.m. in funzione del grado di non linearità riproduce quello visto in
risposta al gradino. La risposta all’ingresso rumoroso è, infatti, abbastanza
fedele, come si evidenzia in figura 4.4.4 in cui si rappresentano le risposte dei
modelli di grado 2 e 3 che inseguono l’ingresso con una fedeltà sicuramente
superiore a quanto messo in evidenza nei punti di lavoro precedenti8.
8Laddove possibile si preferisce riportare identificazioni di modelli non lineari, per i
modelli lineari riferirsi alla sezione 4.3.
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Figura 4.52: Errore quadratico medio in risposta all’ingresso rumoroso.
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Figura 4.53: Risposta all’ingresso rumoroso.
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4.4.5 Vcomp = 3V
L’ultimo punto di lavoro preso in considerazione è per Vcomp = 3V che equiv-
ale ad un duty cycle di circa 84%, dove si testerà il funzionamento del circuito
quasi agli estremi della caratteristica statica. A questi regimi di funziona-
mento il rapporto tra tensione di uscita e tensione di ingresso è circa 5.6.
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Figura 4.54: Errore quadratico medio in risposta all’ingresso a gradino.
La finestra di integrazione più idonea misura 2ms e con essa si identificano
i sistemi del 3◦ e 6◦ grado, con due poli e uno zero, riassunti di seguito.
3◦ grado
• poli: −281±j833 rad/sec
• ωn: 880 rad/sec
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• ξ: 0.319
6◦ grado
• poli: −298±j809 rad/sec
• ωn: 862 rad/sec
• ξ: 0.345
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Figura 4.55: Risposta al gradino.
Anche se l’errore quadratico medio visibile in figura 4.4.5 si attesta su
livelli alquanto alti, la risposta al gradino riportata nelle figure 4.4.5 e 4.4.5
può essere considerata accettabile, soprattutto se paragonata alle precedenti.
Le curve della non linearità (figura 4.4.5) possono essere assimilate ad una
retta passante per l’origine, con la funzione di 6◦ grado che, come era lecito
aspettarsi, devia prematuramente dall’andamento lineare.
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Figura 4.56: Risposta al gradino, particolare.
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Figura 4.57: Andamento della non linearità.
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Figura 4.58: Errore quadratico medio in risposta all’ingresso rumoroso.
L’errore in risposta all’ingresso rumoroso resta su livelli già visti in prece-
denza, a patto di rimanere con un grado di non linearità inferiore al quarto;
andando oltre si incorre in errori rilevanti.
La risposta all’ingresso rumoroso, dopo circa 5ms di simulazione, si allinea
bene all’ingresso. Questo ritardo risente probabilmente di residui di transi-
torio9 che non vengono comunque conteggiati nel calcolo dell’errore.Il calcolo
si esegue confrontando i valori simulati su PSpice con quelli provenienti dal
modello matematico simulato si Simulink, ma si taglino i primi 2500 di 12500
campioni: contando che un campione dura 4µs il taglio equivale a 1ms.rano
che la risposta al gradino non è soddisfacente né numericamente né visi-
vamente, anche se, assunto un errore considerevole sul primo gradino, la
9Durante le simulazioni iniziali per determinare i punti di lavoro si è notato che il tempo
di assestamento dell’uscita su valori stabili cresce all’aumentare del duty cycle
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Figura 4.59: Risposta alla sollecitazione rumorosa.
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Figura 4.60: Particolare di figura 4.4.5.
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risposta al secondo non è disastrosa.
4.5 Riassunto dei risultati
In conclusione si riporta un quadro riassuntivo dei risultati sperimentali
mostrati finora. Per vedere come le singolarità dei modelli matematici si
spostano a seconda dei punti di lavoro si sono riportati in due grafici sepa-
rati le entità degli zeri in rapporto al punto di lavoro, e altrettanto si è fatto
riguardo i poli ma, tenendo presente che i poli sono complessi in ogni modello
trovato, si sono trasformate le coppie di poli complessi in coppie pulsazione
naturale, coefficiente di smorzamento (ωn, ξ).
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Figura 4.61: ωn e ξ dei poli complessi.
Come si riscontra da figura 4.61 i poli hanno una ampiezza che decresce
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Figura 4.62: Pulsazione degli zeri.
pressoché linearmente coll’aumentare del punto de lavoro. Per quanto riguar-
da gli zeri non si riscontra un andamento altrettanto regolare. Lo stesso
metodo espositivo usato in sezione 4.3.8 a cui si rimanda per i dettagli del
calcolo dei parametri, sarà applicato in questa sede per esporre e commentare
i risultati sperimentali.
Le figure qui riportate hanno un andamento del tutto simile a quelle
relative ai modelli lineari puri, una ulteriore conferma dei risultati accettabili
riguardo la parte dinamica. Rimane da puntualizzare che nel descrivere il
sistema con un modello di tipo Hammerstein, la parte lineare del modello è
un sistema avente guadagno statico unitario10, e la non linearità polinomiale
decreta con la sua pendenza il guadagno statico globale. Si rimanda alle
conclusioni finali per un quadro generale sui risultati ottenuti.
10I coefficienti a0 e b0 del sottosistema lineare valgono 1
95
Capitolo 4. Identificazione
1.5 2 2.5 3
500
1000
1500
2000
2500
3000
3500
4000
Pulsazione delle oscillazioni
ω
o
sc
 
(ra
d/s
ec
)
1.5 2 2.5 3
200
400
600
800
1000
1200
Prodotto (ω
n
ξ)
V
comp
Figura 4.63: Frequenza e inviluppo delle oscillazioni.
96
Capitolo 4. Identificazione
4.6 Confronto fra risultati
L’analisi eseguita alla ricerca del modello lineare è stata eseguita per prima
ed ha portato risultati incoraggianti, specie nelle risposte a sollecitazioni
rumorose. La seconda analisi, di ricerca del modello Hammerstein, si basa
anche su esperienze accumulate durante la prima parte, che portano ad una
visione più critica nei confronti delle prime identificazioni.
Il modello lineare trovato nei due casi varia a seconda del punto di la-
voro scelto ma la via seguita per modellare l’alimentatore studiato merita un
approfondimento.
4.6.1 Scelta della finestra di integrazione
Sono state fatte considerazioni sulla scelta dei parametri nelle sezioni prece-
denti ma in questa sede si vuole puntualizzare sulla scelta della finestra di
integrazione; questa deve essere di dimensioni tali da poter suddividere l’in-
sieme di campioni di valori di ingresso u e di uscita y di cui si dispone in un
numero adeguato. Si supponga di avere a disposizione la misura di ingresso e
uscita per un intervallo pari a kT sarà allora possibile, traslando la finestra di
integrazione, ottenere almeno k equazioni algebriche indipendenti per poter
risolvere il problema. Tenuto presente che il valore di k dipende in maniera
proporzionale dal numero di parametri che si intende identificare, è preferi-
bile abbondare sulla misura di k per poter avere sistemi sovradeterminati da
risolvere col metodo dei minimi quadrati.
La misura di T va tenuta più stretta possibile
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in modo da avere molte equazioni che circoscrivono meglio il problema.
Da un altro punto di vista l’ampiezza di T deve essere tale da contenere
al suo interno un notevole numero di perturbazioni in ingresso e uscita, in tal
modo si evita il rischio di far lavorare l’algoritmo su dati piatti ovvero valori
che non stimolano variazioni significative delle grandezze in esame, da cui
T deve essere più ampia possibile
per poter apprezzare meglio i mutamenti dei campioni su cui si lavora. È
tra questi due estremi che va ponderata la misura di T .
Nella sezione 4.3, relativa al modello lineare, si è fatta una scelta in direzione
del primo dei due estremi citati, che ha portato ad un buon risultato nel-
l’inseguire l’ingresso rumoroso. Nella sezione relativa al modello non lineare
(paragrafo 4.4) si è privilegiato un ingresso più vario, che si traduce in un
elevato numero di campioni di rumore all’interno della singola finestra di inte-
grazione e quindi va in direzione opposta. Questa seconda scelta ha portato
risultati a prima vista poco entusiasmanti, specialmente nell’inseguimento
del segnale rumoroso ma va ricordato che la seconda scelta è risultata più
felice nel senso di risposta al gradino. Dal punto di vista del metodo la scelta
di un campionamento fitto11 è più corretta, anche perché nel primo caso si
sono usati campioni di rumore di durata paragonabile a T, e la finestra di in-
tegrazione poteva includere al massimo due (frazioni di) campioni di rumore;
nel secondo si è fatto in modo di abbracciare con T un numero di campioni
rumorosi che va da 10 per T = 2ms a 5 per T = 1ms.
11L’identificazione del sistema lineare è stata condotta con rumore campionato a 2.5ms,
l’identificazione non lineare con campionamento a 200µs
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Un secondo aspetto sulla rigorosità del metodo adottato riguarda il sis-
tema di validazione. Le simulazioni dei sistemi lineari identificati mostrano
di inseguire adeguatamente il segnale rumoroso, tuttavia si tratta di tensioni
che variano lentamente, quindi più semplici da assecondare, ma ciò che conta
è che il processo di validazione perde efficacia se nel testare il modello si riu-
tilizza il segnale usato per identificarlo. Da questo punto di vista è di gran
lunga più adeguato l’esame della risposta al gradino, senza contare la teoria
dei controlli di cui la risposta al gradino è un capitolo rilevante.
4.7 Conclusioni
Si riassumono ora i risultati ottenuti nell’identificazione del sistema non
lineare12. Nelle tabelle 4.4 e 4.5 si riportano per ogni punto di lavoro
• l’errore quadratico medio in risposta all’ingresso rumoroso / a gradino
• il campo di variazione del segnale di uscita
• l’errore percentuale rispetto al campo di variazione
Il conteggio dell’errore percentuale vuole tener conto dell’allargamento
del range di valori in risposta agli stimoli di ingresso, che si ha con l’aumento
del livello13 di tensione di uscita.
I valori contenuti nelle tabelle sono riportati nelle figure 4.64 e 4.65 dove
gli errori che saltavano all’occhio alla vista dei diagrammi temporali compar-
12Dato che l’identificazione lineare ha avuto risultati lacunosi con errori marcati nella
risposta al gradino se ne è omesso il conteggio.
13In valore assoluto
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Vcomp e.q.m. ∆y e.q.m(%)
1.5 0.062 3.2 1.94
2.0 0.07 4.2 1.66
2.5 0.138 7.1 2.7
3.0 0.225 13.8 1.63
Tabella 4.4: E.q.m. minimo in risposta all’ingresso a gradino
Vcomp e.q.m. ∆y e.q.m(%)
1.5 0.12 2.6 4.61
2.0 0.14 3.45 4.06
2.5 0.084 5.1 1.65
3.0 0.08 6.9 1.16
Tabella 4.5: E.q.m. minimo in risposta all’ingresso rumoroso
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ativi risultano ridimensionati.
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Figura 4.64: Errore quadratico medio in risposta all’ingresso a gradino.
Dalla visione di figura 4.64 e figura 4.65 si nota che l’ingresso rumoroso
è troppo vivace per la dinamica dell’alimentatore che risponde leggermente
meglio se stimolato con ingresso a gradino. Dal grafico relativo all’errore per-
centuale si evince che il punto di lavoro di Vcomp = 2.5V è stato identificato
con un errore superiore alla media dei restanti punti. I grafici riportati in
sezione 4.4 mostrano comunque un andamento che per certi aspetti lascia a
desiderare. Per quanto concerne il guadagno statico si suppone che gli errori
dipendano dalla scelta della finestra di integrazione, ma tale scelta è legata
al numero di campioni con cui si svolge l’identificazione. Un ruolo chiave in
queste simulazioni è senza dubbio la lentezza del circuito simulato nel portar-
si a condizioni di regime; da questo punto di vista, sommando i pro e i contro
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Figura 4.65: Errore quadratico medio in risposta all’ingresso rumoroso.
delle due identificazioni svolte, sarebbe stato opportuno eseguire una simu-
lazione che conservasse il tempo di campionamento del rumore della prima
(2.5ms) e il numero di campioni rumorosi della seconda (12500)14. Così facen-
do è lecito attendersi risultati superiori in qualità, ma il prodotto delle due
grandezze è dell’ordine delle decine di secondi (una trentina), decisamente
improponibile perché richiederebbe tempi di simulazione di giorni.
Dopo aver appurato le potenzialità del metodo di indagine scientifica delle
funzioni modulanti e del software sviluppato in tale direzione al DSEA, non
rimane che ribadire che la dinamica del circuito studiato è troppo lenta per
essere trattata con i mezzi software e hardware a disposizione.
14O almeno dello stesso ordine di grandezza
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4.8 Possibili utilizzi
Allo scopo di verificare un eventuale impiego del convertitore in esame per
alimentare un motore in continua si è sostituito il carico resistivo da 50Ω con
la serie di un resistore da 100Ω, un induttore da 200mH e un generatore di
tensione controllato in tensione. I primi due elementi simulano l’impedenza
dovuta agli avvolgimenti, il terzo simula la forza controelettromotrice indot-
ta dagli avvolgimenti in rotazione ed ha un valore pari al 20% della tensione
ai capi del carico sostitutivo. Pur non essendo presentato come un trasfor-
matore adatto ad alimentare motori in corrente continua 15, è interessante
notare come l’andamento della corrente nell’induttore non subisca variazioni
apprezzabili nella forma ma si dimezzi nell’ampiezza ( a causa dell’impeden-
za resistiva raddoppiata) e, soprattutto non si annulli mai, facendo sì che la
corrente fluisca sempre nello stesso verso. Proprio questo era uno degli obiet-
tivi della prova: verificare se l’alimentatore, una volta connesso ad un carico
diverso da quello di origine, continuasse a funzionare in modo continuo 16.
Di seguito si riportano le forme d’onda delle correnti nell’induttore e nei due
diodi in due condizioni di lavoro: con un carico resistivo (circuito originale) e
con carico che simuli il motore in corrente continua. Ogni condizione è stata
verificata per 3 punti di lavoro che si spera possano coprire un’ampia gamma
di condizioni di funzionamento, essi prevedono:
• duty cycle pari al 25%
• duty cycle pari al 50%
15In effetti gli ideatori del circuito indicano come impieghi tipici laser, tubi catodici,
sistemi a raggi X ecc.
16CICM:Continuous Inductor Current Mode, si veda [4]
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• duty cycle pari al 75%
4.8.1 d = 25%
In queste condizioni si nota un dimezzamento di tutte le grandezze in gioco,
non si riscontrano altri cambiamenti.
Figura 4.66: Carico misto con duty cycle del 25%
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Figura 4.67: carico resistivo con duty cycle del 25%
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4.8.2 d = 50%
Anche con duty ratio di 0.5 non si hanno malfunzionamenti.
Figura 4.68: Carico misto con duty cycle del 50%
Figura 4.69: carico resistivo con duty cycle del 50%
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4.8.3 d = 75%
Non si scorgono elementi che possano sconsigliare l’utilizzo del convertitore
nell’alimentazione di motori DC, a patto che le caratteristiche del carico
composito siano assimilabili a quelle di un motore.
Figura 4.70: Carico misto con duty cycle del 75%
Figura 4.71: carico resistivo con duty cycle del 75%
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