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Abstract
The Barendregt–Geuvers–Klop conjecture states that every weakly normalizing pure type sys-
tem is also strongly normalizing. We show that this is true for a uniform class of systems which
includes, e.g., the left-hand side of Barendregt’s -cube as well as the system U . This seems
to be the 7rst result giving a positive answer to the conjecture not merely for some concrete
systems for which strong normalization is known to hold, but for a uniform class of systems
in which not all systems are strongly normalizing. c© 2001 Elsevier Science B.V. All rights
reserved.
1. Introduction
One of the important questions concerning a pure type system is whether it is weakly
and strongly normalizing. The former means that from every legal expression there is
a 7nite reduction sequence ending in a normal form; the latter means that there is
no legal expression with an in7nite reduction sequence. The latter property trivially
implies the former, but the converse is not obvious. Indeed, Barendregt presented a
conjecture at Typed Lambda-Calculi and Applications 1995 stating that, for every pure
type system, weak normalization implies strong normalization. The conjecture is also
mentioned by Geuvers [12] and, in a less concrete form, by Klop.
Nederpelt [20], Klop [19], Khasidashvili [18], Karr [16], de Groote [10], and Kfoury
and Wells [17] present techniques to infer strong normalization from weak normaliza-
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tion. However, these techniques all infer strong normalization of -reduction in a typed
-calculus from weak normalization of a more complicated notion of reduction in the
typed -calculus. Therefore, they do not apply directly to the Barendregt–Geuvers–Klop
conjecture.
SHrensen [22] uses a variant of Plotkin’s [21] continuation passing style transla-
tion to modify Klop’s technique so as to infer strong normalization of -reduction
in a typed -calculus from weak normalization of the same notion of reduction – -
reduction – in the typed -calculus. Thus, SHrensen reduces strong normalization to
weak normalization in simply and second-order typed -calculus and in certain systems
with subtypes and recursive types. For a domain-free [6] version of higher-order typed
-calculus he also shows that strong normalization of all legal objects follows from
weak normalization of all legal objects, but states nothing about constructors. Xi [24]
independently uses the same technique to reduce strong normalization of simply and
second-order typed -calculus to weak normalization of the same systems extended
with certain pairing operators and type constants.
Each of the systems mentioned above is known to be strongly normalizing. Thus,
for these systems, weak normalization trivially implies strong normalization. In this
paper we generalize the technique to a class of non-dependent pure type systems –
including the left-hand side of the -cube as well as U – and show that, for any
system in the class, weak normalization implies strong normalization. This seems to be
the 7rst result stating that the Barendregt–Geuvers–Klop conjecture is true for a class
of systems. An interesting aspect of our class is that it includes both systems that are
strongly normalizing as well as systems that are not. This shows that the technique does
not implicitly use strong normalization of the systems in question. Moreover, for the
speci7c systems of simply, second-order; and higher-order-typed -calculus our results
improve those by SHrensen and Xi by not relying on any extra pairing operators, by
not requiring domain-free formulations of any of the systems, and by showing that
weak normalization of all legal expressions implies strong normalization of all legal
expressions in the system.
Section 2 reviews some fundamental de7nitions including the notion of a generalized
non-dependent pure type system and a classi7cation of legal expressions into terms,
types, and sorts. Section 3 presents a continuation passing style translation on types.
Section 4 presents a corresponding translation on terms, and Section 5 uses the trans-
lations to infer strong normalization from weak normalization. Section 6 assesses the
scope of the technique and reviews directions for further work.
2. Pure type systems
This section presents some fundamental de7nitions. Section 2.1 reviews pure type
systems, as presented by Barendregt, Geuvers, and Nederhof [2, 13, 12]. Section 2.2
introduces some notation regarding normalization. Section 2.3 presents the new class
of generalized non-dependent pure type systems, in which types do not depend on
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terms. The proof of this result is shown in Section 2.5, after a review in Section 2.4
of some well-known facts about pure type systems that are used throughout the paper.
2.1. Pure-type systems
In this section we introduce pure type systems.
Denition 2.1. A pure type system (PTS) is a triple (S;A;R) where
(i) S is a set of sorts;
(ii) A⊆S×S is a set of axioms;
(iii) R⊆S×S×S is a set of rules.
We write (s; s′)∈R for (s; s′; s′)∈R.
Denition 2.2. Let (S;A;R) be a PTS.
(i) For each s∈S, let Vs denote a countably in7nite set of variables such that
Vs ∩Vs′ = ∅ when s = s′, and let V=
⋃
s∈S Vs
(ii) The set E of expressions is given by the abstract syntax:
E =V |S |EE | V :E:E|V :E:E:
We assume familiarity with the subexpression relation ⊆, with the set FV(M) of
free variables of M , and with substitution M{x :=N} for x∈V and M;N ∈E.
We write A→B for d:A:B when d =∈FV(B). We use ≡ to denote syntactic
identity modulo -conversion and adopt the usual hygiene conventions, see [1].
(iii) The relation → on E is the compatible closure of the rule
(x :A : M)N  M{x := N}:
Also,  and = are the transitive, reKexive closure and the transitive, reKexive,
symmetric closure of →, respectively.
(iv) The set C of contexts is the set of all sequences
x1 :A1; : : : ; xn :An
where x1; : : : ; xn ∈V; A1; : : : ; An ∈E, and xi ≡ xj when i = j. The empty sequence is
[], and the concatenation of  and  is ; . We write x :A∈ if ≡1; x :A; 2,
for some 1, 2, and we write ⊆ if, for every x :A∈, also x :A∈. For
∈C, dom()= {x | x :A∈; for some A}.
(v) The relation  ⊆C×E×E is de7ned in Fig. 1. If  M :A, then  is legal and
M , A are legal (in ). We use the notation  A :B :C meaning that  A :B
and  B :C.
Convention 2.3. To save notation we often consider in the remainder a PTS S and
say, e.g., that s∈S or M ∈E with the understanding that S =(S;A;R) and that V,
E, C, → and  are de7ned as in De7nition 2.2.
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(axiom) [] s1 : s2 if (s1; s2) ∈
(start)
 A : s
; x :A x :A if x ∈Vs & x =∈ dom()
(weakening)
 A :B  C : s
; x :C A :B if x∈Vs & x ∈ dom()
(product)
 A : s1 ; x :AB : s2
  (x:A:B) : s3 if (s1; s2; s3)∈R
(application)
 F : (x:A:B)   a :A
 F a :B{x := a}
(abstraction)
; x :A b :B   (x:A:B) : s
  x :A : b :x:A:B
(conversion)
 A :B  B′ : s
 A :B′ if B= B′
Fig. 1. Pure-type systems.
Example 2.4. The -cube consists of the eight PTSs S, where
(i) S= {∗; };
(ii) A= {(∗; )};
(iii) {(∗; ∗)}⊆R⊆{(∗; ∗); ( ; ∗); (∗; ); ( ; )}.
The name of each system and its associated set of rules is given by the table:
→ (∗; ∗)
2 (∗; ∗) ( ; ∗)
! (∗; ∗) ( ; )
!= !2 (∗; ∗) ( ; ∗) ( ; )
P (∗; ∗) (∗; )
P2 (∗; ∗) ( ; ∗) (∗; )
P! (∗; ∗) ( ; ) (∗; )
C = P! (∗; ∗) ( ; ∗) ( ; ) (∗; )
The -cube is depicted diagrammatically in Fig. 2. That traditional formulations of
some of the systems in the -cube are equivalent with the formulations in terms of
pure type systems is explained in [7, 2, 12].
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Fig. 2. The -cube.
Example 2.5. The following systems extend ! with sort , axiom :, and some
rules for the new sort. The system HOL is de7ned by
(i) S= {∗; ;};
(ii) A= {(∗; ); ( ;)};
(iii) R= {(∗; ∗); ( ; ∗); ( ; )}.
The system U− is de7ned by
(i) S= {∗; ;};
(ii) A= {(∗; ); ( ;)};
(iii) R= {(∗; ∗); ( ; ∗); ( ; ); (; )}.
The system U is de7ned by
(i) S= {∗; ;};
(ii) A= {(∗; ); ( ;)};
(iii) R= {(∗; ∗); ( ; ∗); ( ; ); (;∗);(; )}.
Example 2.6. The system ∗ is de7ned by
(i) S= {∗};
(ii) A= {(∗; ∗)};
(iii) R= {(∗; ∗)}.
2.2. Normalization
In this section we introduce some notation pertaining to normalization.
Denition 2.7. Let S be a PTS. A -reduction path from an expression M0 is a
(possibly in7nite) sequence M0→ M1→ M2→ · · ·. If the sequence is 7nite, it ends
in the last expression Mn and has length n.
Denition 2.8. Let S be a PTS, and M an expression.
(i) M ∈∞ ⇔ there is an in7nite -reduction path from M ;
(ii) M ∈NF ⇔ there is no -reduction path of length 1 or more from M ;
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(iii) M ∈SN ⇔ all -reduction paths from M are 7nite;
(iv) M ∈WN ⇔ there is a -reduction from M ending in N ∈NF.
Elements of NF;SN;WN are -normal forms, -strongly normalizing, and
-weakly normalizing, respectively. We also write, e.g., ∞(M) for M ∈∞.
Denition 2.9. S is weakly normalizing if all legal expressions are weakly normaliz-
ing, and strongly normalizing if all legal expressions are strongly normalizing. In this
case we write S |=WN and S |=SN, respectively.
Example 2.10. All the systems of the -cube are strongly normalizing, see e.g.,
[7, 2, 13, 12]. The system ∗ is the simplest PTS which is not strongly normalizing. The
system U is a natural extension of ! which, surprisingly, is not strongly normaliz-
ing. This result shows that, apparently, the fact that ∗ fails to be strongly normalizing
is not merely a consequence of the cyclicity in its axiom.
Conjecture 2.11 (Geuvers [12]). For every PTS S:
S |= WN ⇒ S |= SN:
We shall prove the conjecture for a certain class of PTSs, see Theorem 5.21.
2.3. Generalized non-dependent pure type systems
This section presents the new notion of a generalized non-dependent PTS in which
types do not depend on terms, as explained in Section 2.5.
The following notion is from [2, 7, 13, 12].
Denition 2.12. A PTS S is functional i-
(i) For all (s1; s2); (s′1; s
′
2)∈A: s1≡ s′1⇒ s2≡ s′2;
(ii) For all (s1; s2; s3); (s′1; s
′
2; s
′
3)∈R: s1≡ s′1 & s2≡ s′2⇒ s3≡ s′3.
Example 2.13. All the systems of the cube are functional as are U , U−, HOL and
∗.
Denition 2.14. Let S be a functional PTS. S is persistent if
(i) For all (s1; s2); (s′1; s
′
2)∈A: s2≡ s′2⇒ s1≡ s′1;
(ii) For all (s1; s2; s3)∈R: s2≡ s3.
Example 2.15. All the systems of the cube are persistent as are U , U−, HOL
and ∗.
Remark 2.16. Condition (ii) together with functionality ensures that the legal expres-
sions can be classi7ed into mutually exclusive and together exhaustive categories which
do not depend on contexts, see Proposition 2.37. Condition (i) is useful for classifying
subexpressions, see Proposition 2.43.
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Remark 2.17. Berardi [7] studies classi7cation in functional systems satisfying (ii).
Geuvers and Nederhof [13] study classi7cation in functional systems satisfying both
(i) and the following condition implied by (ii)
(ii)′ For all (s1; s2; s3); (s′1; s
′
2; s
′
3)∈R: s1≡ s′1 & s3≡ s′3⇒ s2≡ s′2.
For the purposes of this paper, (ii) turns out to be the simplest condition to work with.
Most PTSs in the literature satisfy (i), and most of those which satisfy (ii′) also satisfy
(ii). Hence little generality is lost by our choice.
The following relation is also mentioned by Berardi [7].
Denition 2.18. Let S be a PTS.
(i) The relation ¡A is the transitive closure of A.
(ii) The relation 6A is the reKexive closure of ¡A.
We often omit A from ¡A and 6A to avoid clutter.
Denition 2.19. A PTS S is strati=ed if
(i) There is no in7nite sequence s1; s2; : : : ∈S such that s1¡s2¡ · · ·;
(ii) For all (s1; s2; s3)∈R: s1¿s2¿s3.
Remark 2.20. Condition (i) gives rise to a useful induction principle, see Remark 5.20,
which is used in the proof of Theorem 5.21. Condition (ii) ensures that types do not
depend on terms, see Remark 2.48.
Example 2.21. The systems in the left-hand side of the cube are strati7ed, those in
the right-hand side are not. U and HOL are strati7ed, ∗ is not.
Lemma 2.22. Let S be strati=ed. Then s¡s′⇒ s ≡ s′.
Proof. Assume s¡s′. If s≡ s′ then s; s; : : : would be an in7nite sequence with s¡s¡ · · ·
which is a contradiction.
Denition 2.23. A PTS is generalized non-dependent if it is both strati7ed and per-
sistent.
Example 2.24. The left-hand side of the cube as well as U and HOL are generalized
non-dependent.
Remark 2.25. Generalized non-dependent PTSs resemble Coquand and Herbelin’s
logical non-dependent PTSs [9]. A functional PTS S with distinguished sorts P; T ∈S
is logical if
(i) (P; T )∈A;
(ii) (s; P) =∈A for all s∈S;
(iii) (P; P)∈R.
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S is logical non-dependent if, in addition, the only rules concerning P have form
(s; P). With P= ∗ and T = , the systems in the left-hand side of the cube are logical
non-dependent, but those in the right-hand side are not. Whether or not a PTS is logical
non-dependent naturally depends on the choice of P and T , and the fact that a PTS is
logical non-dependent allows us to conclude something about expressions involving P
and T only. This is quite adequate in many situations, but if we wish to reason about
all the legal expression in a PTS we must require a notion of non-dependence that
concerns all sorts. This is what generalized non-dependence attempts.
2.4. Some properties of pure type systems
Throughout the paper we use some well-known facts about pure type systems, see
[2, 13]. These properties are listed in the present section to make the paper self-
contained.
Proposition 2.26 (Generation, Barendregt [2, Lemma 5:2:13]). Let S be a PTS.
  s :C
⇒ ∃s′ ∈S :C = s′ & (s; s′) ∈A
  x :C
⇒ ∃s ∈S; B = C :  B : s & x :B ∈ 
  x:A: B :C
⇒ ∃(s1; s2; s3) ∈ R :  A : s1 & ; x :A  B : s2 & C = s3
  x :A : b :C
⇒ ∃s ∈S; B :  x:A: B : s & ; x :A  b :B & C = x:A: B
  Fa :C
⇒ ∃A; B :  F :x:A: B &   a :A & C = B{x := a}:
A similar result in [13, Lemma 19] is called stripping.
Theorem 2.27 (Church–Rosser [13, Theorem 5]). Let  S be a PTS. For allM;N ∈E:
M = N ⇒ ∃K ∈ E :M  K & N  K:
Proposition 2.28 (Subject reduction, Barendregt [2, Theorem 5.2.15] and Geuvers and
Nederhof [13, Lemma 22(1)]). Let S be a PTS.
  A :B & A A′ ⇒   A′ :B:
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Proposition 2.29 (Correctness of types, Barendregt [2, Theorem 5:2:14(1)]). Let S be
a PTS.
  A :B⇒ ∃s :B ≡ s or   B : s:
The name is from [12, Lemma 4:4:28]. A similar property occurs in [13, Lemma
21].
Proposition 2.30 (Substitution, Barendregt [2, Theorem 5.2.11] and Geuvers and
Nederhof [13, Lemma 17]). Let S be a PTS. If
; x :A;   B :C
and
  D :A
then
; {x := D}  B{x := D} :C{x := D}:
Proposition 2.31 (Uniqueness of types, Barendregt [2, Theorem 5.2.21] and Geuvers
and Nederhof [13, Lemma 24]). Let S be a functional PTS. Then
  A :B1 &   A :B2 ⇒ B1 = B2:
Proposition 2.32 (Predicate reduction, Barendregt [2, Theorem 5.2.16 (1)] and Geuvers
and Nederhof [13, Corollary 23]). Let S be a PTS.
  A :B & B B′ ⇒   A :B′:
The name “predicate reduction” is not standard in the literature.
Proposition 2.33 (Thinning, Barendregt [2, Theorem 5.2.12] and Geuvers and Nederhof
[13, Lemma 18]). Let S be a PTS. Let  and  be legal. Then
  A :B & ⊆⇒   A :B:
Remark 2.34. When referring to thinning in the paper, we will in fact sometimes be
using the following version, which is a special case of [12, Lemma 4:4:25]. Let  and
 be legal contexts with 1
x ∈ dom()∩ dom()⇒ im(x) = im(x): (∗)
1 For = x1 :A1; : : : ; xn :An, we de7ne im(xi)=Ai . With  satisfying (∗), \= {xi :Ai | xi =∈ dom()}.
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Then
  A : B⇒ ; \  A : B:
In particular, ; \ is legal.
2.5. Classi=cation
Now we divide the set of legal expressions into certain terms, types, and sorts, and
show that in generalized non-dependent PTSs, types do not depend on terms.
Denition 2.35. Let S be a PTS and s∈S.
(i) s is a top-sort if there is no s′ ∈S with (s; s′)∈A.
(ii) s is a bot-sort if there is no s′ ∈S with (s′; s)∈A.
(iii) s is an isolated sort if s is both a bot-sort and a top-sort.
S, S⊥, S⊥ are the set of top-sorts, bot-sorts, and isolated sorts, respectively.
The following terminology is from [7].
Denition 2.36. Let S be a PTS, s∈S.
(i) Types = {M ∈E | M : s}; Types=
⋃
∈C Type
s
;
(ii) Terms = {M ∈E | ∃A∈E : M :A : s}; Terms=
⋃
∈C Term
s
.
The members of Types and Terms are s-types and s-terms, respectively.
The following fundamental property is proved by Berardi [7]. A related result is due
to Geuvers and Nederhof [13].
Proposition 2.37 (Classi7cation). Let S be persistent; M legal.
(i) M ∈ Terms for some s∈S; or
(ii) M ∈ Types for some s∈S; or
(iii) M ≡ s for some s∈S.
Moreover; (i)–(iii) are mutually exclusive and s is unique in (i)–(iii).
Example 2.38. The table in Fig. 3 shows the categories in C. Each legal expression
is an object, a constructor, a kind, or . Figuratively speaking, the mutually exclusive
and together exhaustive categories are obtained by taking the left-most column and the
top-most row in Fig. 3.
The rest of this section is devoted to classi7cation of subexpressions of a given
expression.
Remark 2.39. Let S be generalized non-dependent. For simplicity, assume S= {s1;
: : : ; sn} and A= {(s1; s2); (s2; s3); : : : ; (sn−1; sn)}. Consider Fig. 4, which is an abstract
version of Fig. 3. By Proposition 2.37, each legal expression M is in the left-most
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s-terms s-types Sorts
Terms Types s
Constructors Kinds
Objects Types ∗
Fig. 3. Categories in C.
Termsn Typesn sn∣∣ ∣∣
...
...
...∣∣ ∣∣
Terms1 Types1 s1
Fig. 4. Categories in S.
column or in the top-most row. In the former case one can show that every subexpres-
sion of M is
(i) in the same category as M ; or
(ii) in a category higher in the left-most column, or in the category at the top of the
middle column. 2
The following notion collects the cases in (ii) in a single set – and Corollary 2.46
expresses the above property using this set.
Denition 2.40.
Neus = {M ∈ E |M ∈ Terms
′
 & s ¡ s
′ or M ∈ Types′ & s6s′ ∈S}:
Also, Neus=
⋃
∈C Neu
s
. The members of Neu
s are called s-neutral.
All s-types are s-neutral, and s-neutral expressions are not s-terms.
Lemma 2.41. Let S be generalized non-dependent; s∈S.
(i) M ∈ Types′ & s′¿s⇒M ∈Neus;
(ii) M ∈Neus⇒M =∈ Terms.
2 In the case of an arbitrary generalized non-dependent PTS, S consists of a (possibly in7nite) set of
disjoint subsets S1;S2; : : : each of which is totally ordered and has a greatest (but not necessarily a least)
element with respect to 6A. That is, the diagram of categories consists of a (possibly in7nite) number of
copies of Fig. 4, each of which may be in7nite downwards, but not upwards. The preceding reasoning then
applies to each of the copies.
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Proof. (i) Suppose M ∈ Types′ , s′¿s. If s′ ∈S, then M ∈Neus, trivially. If s′ =∈S,
then (s′; s′′)∈A, for some s′′. Then  M : s′ : s′′, for some , i.e., M ∈ Terms′′ and
s′′¿s′¿s, so M ∈Neus again.
(ii) We show the contrapositive. Suppose M ∈ Terms. Suppose s′¿s. By
Lemma 2.22, s′ ≡ s. Thus, by Proposition 2.37, M =∈ Terms′ . Now suppose s′¿s and
s′ ∈S. By Propositions 2.37, M =∈ Types′ . Hence, M =∈Neus. .
Lemma 2.42. Let S be generalized non-dependent; M ∈ Types; s∈S.
(i) M ≡ x;
(ii) M ≡ s′⇒ (s′; s)∈A;
(iii) M ≡ x :A : B;
(iv) M ≡B A;
(v) M ≡x:A:B⇒A∈ Types & B∈ Types; x:A.
Proof. Assume  M : s, where s∈S.
(i) If M ≡ x, then by generation, x :A∈, for some A with A= s and  A : s′,
for some s′. By Church–Rosser and subject reduction,   s : s′. By generation,
(s; s′)∈A, contradicting s∈S.
(ii) By generation.
(iii) If M ≡ x :A : B, then by generation, s= x:E :F , for some E; F . By Church–
Rosser, this is impossible.
(iv) If M ≡B A, then by generation,  B :x:E :F and  A :E, where s= F{x :=
A}, for some E and F . By correctness of types,  x:E :F : s3, for some sort
s3. By generation again,  E : s1 and ; x :E F : s2, for some (s1; s2; s3)∈R.
By substitution,  F{x :=A} : s2. By Church–Rosser, F{x :=A} s. By subject
reduction,   s : s2. By generation, (s; s2)∈A, contradicting s∈S.
(v) If M ≡x:A:B, then by generation  A : s1 and ; x :AB : s2 for some (s1; s2; s)
∈R. Since S is generalized non-dependent, it holds that s1¿s2≡ s. Since s∈
S, we have s1≡ s2≡ s.
Proposition 2.43. Let S be generalized non-dependent; M ∈ Terms.
(i) M ≡ x⇒ x∈Vs;
(ii) M ≡ s′⇒ (s′; s′′); (s′′; s)∈A for some s′′;
(iii) M ≡ x :A : B⇒B∈ Terms; x:A & A∈Neus;
(iv) M ≡B A⇒B∈ Terms & A∈ Terms ∪ Neus;
(v) M ≡x:A:B⇒B∈ Terms; x:A & A∈ Terms ∪ Neus.
Proof. Assume  M :D : s.
(i) If M ≡ x, then by generation, x :B∈ for some B with  B : s′, x∈Vs′ , and
B= D. By Church–Rosser, D E and B E for some E. By subject reduc-
tion and uniqueness of types s≡ s′.
(ii) If M ≡ s′, then by generation, (s′; s′′)∈A for some s′′= D. By Church–Rosser,
D s′′. By subject reduction,   s′′ : s. By generation (s′′; s)∈A.
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(iii) If M ≡ x :A : B, by generation, ; x :AB :C and  x:A:C : s′ for some s′
and C with D= x:A:C. By Church–Rosser, D E and x:A:C E, for
some E. By subject reduction and uniqueness of types, s≡ s′. By generation,
 A : s1 and ; x :AC : s for some (s1; s)∈R with s1¿s. Then A∈ Types1 ⊆
Neus and B∈ Terms; x:A.
(iv) If M ≡B A, then by generation,  B :x:C :E and  A :C for some C; E
with D= E{x :=A}. Then, by correctness of types,  x:C :E : s3. By gener-
ation,  C : s1 and ; x :C E : s3 for some (s1; s3)∈R with s1¿s3. By substi-
tution,  E{x :=A} : s3. By Church–Rosser, E{x :=A} F and D F , for
some F . By subject reduction and uniqueness of types, s≡ s3. Hence B∈ Terms
and A∈ Terms1 ⊆ Terms ∪ Neus.
(v) If M ≡x:A:B, then, by generation,  A : s1 and ; x :AB : s3 for some (s1; s3)
∈R with s1¿s3 and s3 = D. By Church–Rosser, D s3. By subject and pred-
icate reduction,  x:A:B : s3 : s, so B∈ Terms; x:A. By generation, (s3; s)∈A.
Now, either s1≡ s3 and then A∈ Terms, or s1¿s3 and then A∈ Types1 , where by
persistence, s1¿s, so Type
s1
 ⊆Neus.
Proposition 2.44. Let S be generalized non-dependent; M ∈Neus.
(i) M ≡ x⇒ x∈Vs′ & s′¿s;
(ii) M ≡ s′⇒ (s′; s′′)∈A for some s′′¿s;
(iii) M ≡ x :A : B⇒B∈Neus; x:A & A∈Neus;
(iv) M ≡B A⇒B∈Neus & A∈Neus;
(v) M ≡x:A:B⇒B∈Neus; x:A & A∈Neus.
Proof. By Lemma 2.42 and Proposition 2.43.
Remark 2.45. Propositions 2.43 and 2.44 will be used to de7ne separate continuation
passing style translations on s-terms and s-neutral expressions.
Corollary 2.46. Let S be generalized non-dependent and s∈S.
(i) M ∈Neus & N ⊆M⇒N ∈Neus;
(ii) M ∈ Terms & N ⊆M⇒N ∈ Terms ∪Neus.
Proof. By induction on M using Propositions 2.44 and 2.43.
As a special case we have the following analysis of the sorts of variables that can
occur in s-neutral expressions and in s-terms.
Corollary 2.47. Let S be generalized non-dependent; s∈S.
(i) B∈Neus & x∈FV(B) & x∈Vs′ ⇒ s′¿s;
(ii) B∈ Terms & x∈FV(B) & x∈Vs′ ⇒ s′¿s.
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Proof. Suppose x∈FV(B) and x∈Vs′ .
(i) If B∈Neus, then, by Corollary 2.46, x∈Neus. By Lemma 2.42, x =∈ Types′′ if
s6s′′ ∈S, so x∈ Terms′′ for some s′′¿s. By Proposition 2.43, x∈Vs′′ , i.e.,
s′≡ s′′.
(ii) If B∈ Terms, then, by Corollary 2.46, x∈ Terms ∪Neus. If x∈ Terms, x∈Vs, by
Proposition 2.43. If x∈Neus, proceed as in (i).
Remark 2.48. Let S be generalized non-dependent, s∈S. Also, suppose M ∈ Types
and N ⊆M . By Lemma 2.41 and Corollary 2.46, N =∈ Terms. Thus s-types do not
depend on s-terms.
3. CPS translation of types
In this section we present a continuation passing style (CPS) tran-
slation on s-types. More precisely, we introduce a CPS translation on s-neutral ex-
pressions; this is more convenient than working with s-types, since the former are
closed under subexpressions. Section 3.1 introduces the CPS translation. Sections 3:2,
and 3:3 show that the translation preserves -equivalence and legality,
respectively.
The translation generalizes Coquand and Herbelin’s [9] translation for logical non-
dependent pure type systems, see Remark 2.25, and the results below are similar to
those of Coquand and Herbelin. The main problem involved with the generalization
has already been solved – to generalize Coquand and Herbelin’s notion of logical
non-dependence to deal with all sorts of a PTS. Another, smaller, problem is to 7nd
conditions ensuring that negation makes sense on s-types; this leads to the notions of
negatable sorts and negatable PTSs in Section 3.1.
3.1. Translation
This section introduces a CPS translation on s-neutral expressions. For the trans-
lation we need a notion of negation; more precisely, we would like to have an
expression ⊥s such that if A is an s-type, then so is A→⊥s. The following def-
inition expresses a requirement on the sort s that allows the construction of this
product.
Denition 3.1. Let S be PTS. An s∈S is negatable if
(i) s is not isolated;
(ii) (s; s; s)∈R.
An s∈S is relevant if (s1; s2; s)∈R, for some s1; s2 ∈S. A PTS is negatable if all
its relevant sorts are negatable.
The following then shows how to de7ne negation.
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Denition 3.2. Let S be generalized non-dependent, s∈S negatable. De7ne (⊥s;s)
by
(⊥s ; s)=
{
(s′ ; Is : s′ → s′) if (s′; s) ∈A;
(z ; z : s; Is : z → z) else; if (s; s′) ∈A
(the choice of s′ is unique) where z ∈Vs′ and Is ∈Vs. Let ¬sA≡A→⊥s.
Remark 3.3. The purpose of the variable Is will become clear in Section 4.
Lemma 3.4. Let S be generalized non-dependent; s∈S negatable. Then
(i) s is legal;
(ii) s  Is :⊥s→⊥s;
(iii) s ⊥s : s;
(iv)  A : s⇒s;  ¬sA : s.
Proof. We consider two cases.
1. (s′; s)∈A, where ⊥s≡ s′. Then []⊥s : s and so d :⊥s ⊥s : s, where d is a fresh
variable. Since s is negatable, (s; s; s)∈R. Thus []⊥s→⊥s : s and Is :⊥s→⊥s 
Is→⊥s→⊥s. Therefore s is legal and s  Is :⊥s→⊥s, and by weakening, s 
⊥s : s.
2. (s; s′)∈A, where ⊥s≡ z. Then z : s z : s and z : s; d : z  z : s. Hence z : s z→ z : s
and z : s; Is : z→ z  Is : z→ z. Therefore s is legal and s  Is :⊥s→⊥s, and by
weakening, s ⊥s : s.
Now suppose  A : s. By start and thinning, s; ; d :A⊥s : s. Hence, in both cases,
s;  ¬sA : s.
Denition 3.5. Let S be generalized non-dependent, s∈S negatable. De7ne 〈·〉s;
〈[·]〉s :Neus→E and 〈[·]〉s :C→C as in Fig. 5.
Remark 3.6. De7nition 3.5 can be seen as a generalization of •+ in [9] from non-
dependent logical pure type systems to generalized non-dependent pure type systems.
The central idea is that 〈[•]〉s behaves as a usual double-negation translation on s-types
and as the identity on all other expressions.
3.2. Preservation of equality on neutral expressions
In this section we show that if B1 = B2 for B1; B2 ∈Neus, then 〈B1〉s= 〈B2〉s and
〈[B1]〉s= 〈[B2]〉s, if the system is generalized non-dependent, and s is negatable.
First a couple of lemmas.
Lemma 3.7. Let S be generalized independent and M legal in .
(i) M ∈ Types⇒M ∈ Types for all s∈S;
(ii) M ∈ Terms⇒M ∈ Terms for all s∈S.
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〈x〉s = x
〈s′〉s = s′
〈x :A : M 〉s = x : 〈A〉s : 〈M 〉s
〈M N 〉s = 〈M 〉s 〈N 〉s
〈x:A:B〉s = x: 〈[A]〉s :〈[B]〉s
〈[M ]〉s =
{ ¬
s
¬
s 〈M 〉s if M ∈ Types
〈M 〉s otherwise
〈[[]]〉s = []
〈[; x :A]〉s =


〈[]〉s; x : 〈[A]〉s if A∈ Types′ for some s′¿s
〈[]〉s otherwise
Fig. 5. CPS Translation of types.
Proof. (i) Assume M ∈ Types, for some s∈S, i.e., M : s, for some . Since
M is legal in ,  M :B for some B (either that, or  C :M , for some C; and
since M is not a top-sort, correctness of types implies  M :B, for some B again). If
B =∈S, then, by correctness of types,  B : s′ for some s′, so M ∈ Terms′ , contradict-
ing Proposition 2.37. Hence, B∈S, and by Proposition 2.37, B≡ s, i.e., M ∈ Types.
(ii) Assume M ∈ Terms, for some s∈S, i.e., M :A : s, for some ; A. Since
M is legal in ,  M :B for some B as in (i). If B∈S, then, M ∈ Types for
an s∈S, contradicting Proposition 2.37. Hence B =∈S, and by correctness of types,
 B : s′ for some s′, so M ∈ Terms′ , and by Proposition 2.37, s′≡ s, i.e.,
M ∈ Terms.
Proposition 3.8. Let S be generalized non-dependent; M be legal in ; x :A; ; and
assume  N :A.
(i) M ∈S⇔M{x :=N}∈S;
(ii) M ∈ Types; x:A;⇔M{x :=N}∈ Types;{x :=N} for all s∈S;
(iii) M ∈ Terms; x:A;⇔M{x :=N}∈ Terms;{x :=N} for all s∈S.
Proof. (i)–(iii) “⇒”: by substitution.
(i)–(iii) “⇐”: we show (i); (ii)–(iii) are similar. Assume M{x :=N}∈S. Since M
is legal in ; x :A; , by Proposition 2.37 and Lemma 3.7, exactly one of the following
situations arise:
1. M ∈S;
2. M ∈ Types; x:A; for some s∈S;
3. M ∈ Terms; x:A; for some s∈S.
G. Barthe et al. / Theoretical Computer Science 269 (2001) 317–361 333
Suppose, for the sake of contradiction, that M ∈ Types; x:A;. By (ii) “⇒”, M{x :=N}∈
Types;{x :=N}. This contradicts M{x :=N}∈S, by Proposition 2.37. Thus M =∈
Types; x:A;. Similarly, M =∈ Terms; x:A;. Hence, M ∈S.
Lemma 3.9. Let S be generalized non-dependent; B1; B2 ∈Neus; and B1 = B2. Then
B1 ∈ Types ⇔ B2 ∈ Types:
Proof. Assume B1 ∈ Types. By Church–Rosser, B1 C and B2 C, for some C.
By subject reduction C ∈ Types. We consider two cases.
1. s∈S. If B2 =∈ Types, then by Proposition 2.37, B2 ∈S ∪ Terms′ , for some s′, and
then by subject reduction C ∈S ∪ Terms′ , contradicting Proposition 2.37. Hence
B2 ∈ Types.
2. s =∈S. Then (s; s′)∈A, for some s′, i.e., B1; C ∈ Terms′ . Now B2 =∈ Terms′ yields a
contradiction as in (i), so B2 ∈ Terms′ . By Lemma 3.7,  B1 : s : s′ and  B2 :D : s′.
By uniqueness of types, Church-Rosser, and subject reduction,  B2 : s : s′, so
B2 ∈ Types.
Lemma 3.10. Let S be generalized non-dependent; s∈S negatable. Assume M
∈Neus; x:A; and  N :A. Then
(i) 〈M 〉s{x := 〈N 〉s}≡ 〈M{x :=N}〉s;
(ii) 〈[M ]〉s{x := 〈N 〉s}≡ 〈[M{x :=N}]〉s;
Proof. Let K∗≡K{x :=N} for K ∈C∪E. M∗ ∈Neus;∗ , by substitution.
(i) By induction on M .
1. M ≡ x. Then,
〈x〉s{x := 〈N 〉s} ≡ 〈N 〉s
≡ 〈x∗〉s:
2. M ≡y ≡ x. Then
〈y〉s{x := 〈N 〉s} ≡ y
≡ 〈y〉s
≡ 〈y∗〉s:
3. M ≡ s′. Similar to Case 2.
4. M ≡ y :D : P. By Proposition 2.44, D∈Neus; x:A; and also
P ∈Neus; x:A;;y:D. Hence, by the induction hypothesis,
(〈y :D : P〉s){x := 〈N 〉s} ≡ y : 〈D∗〉s : 〈P∗〉s
≡ 〈y :D∗ : P∗〉s
≡ 〈(y :D : P)∗〉s:
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5. M ≡M1 M2. Similar to Case 4.
6. M ≡y:A1 :A2. Similar to Case 4, using Proposition 3.8. 3
(ii) By (i) and Proposition 3.8.
Lemma 3.11. Let S be generalized non-dependent; s∈S negatable; and B1 ∈Neus.
Then
B1 → B2 ⇒ 〈B1〉s → 〈B2〉s:
Proof. By induction on B1→ B2. By subject reduction, B2 ∈Neus.
1. B1≡ (x :A : M) N→ M{x :=N}≡B2. By assumption, B1 ∈Neus, for some . By
a few steps of generation,  N :E, where A= E and  A : s′, so by conversion
 N :A. By Proposition 2.44, M ∈Neus; x:A. Then, by Lemma 3.10,
〈(x :A : M) N 〉s ≡ (x : 〈A〉s : 〈M 〉s) 〈N 〉s
→ 〈M 〉s{x := 〈N 〉s}
≡ 〈M{x := N}〉s:
2. B1≡x:A:B→ x:A′ :B′≡B2, where A→ A′ and B≡B′, or vice versa. Then,
by the induction hypothesis and Proposition 2.44, 〈A〉s→ 〈A′〉s and 〈B〉s≡〈B′〉s,
or vice versa. Then, by Lemma 3.9, A∈ Types⇔A′ ∈ Types and B∈ Types⇔B′ ∈
Types. Therefore, 〈[A]〉s→ 〈[A′]〉s and 〈[B]〉s≡〈[B′]〉s, or vice versa. Thus,
〈x:A: B〉s ≡ x: 〈[A]〉s: 〈[B]〉s
→ x: 〈[A′]〉s: 〈[B′]〉s
≡ 〈x:A: B〉s:
3. B1≡ x :A : B→ x :A′ : B′≡B2, where A→ A′ and B≡B′, or vice versa. Similar
to Case 2.
4. B1≡A B→ A′ B′≡B2, where A→ A′ and B≡B′, or vice versa. Similar to Case 2.
Lemma 3.12. Let S be generalized non-dependent; s∈S negatable; and B1 ∈Neus.
Then
B1  B2 ⇒ 〈B1〉s  〈B2〉s:
Proof. By Lemma 3.11, using transitivity and subject reduction.
3 Whether 〈[Ai]〉s= ¬s¬s 〈Ai〉s or 〈[Ai]〉s = 〈Ai〉s is not signi7cant: in the former case, the substitution
{x := 〈N 〉s} just propagates below the double-negation.
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Proposition 3.13. Let S be generalized non-dependent; s∈S negatable; B1; B2 ∈
Neus; and B1 = B2. Then
(i) 〈B1〉s= 〈B2〉s;
(ii) 〈[B1]〉s= 〈[B2]〉s.
Proof. (i) By Church–Rosser, B1 C and B2 C, for some C. By Lemma 3.12,
〈B1〉s 〈C〉s and 〈B2〉s 〈C〉s. Hence, 〈B1〉s= 〈B2〉s.
(ii) By (i) and Lemma 3.9.
3.3. Embedding of types
In this section we show that, if M ∈Neus, then 〈M 〉s ∈Neus, provided the system
is generalized non-dependent and s is negatable.
Proposition 3.14. Let S be generalized non-dependent; and assume that s∈S is
negatable. Then
(i) For all s′¿s : A : s′⇒s; 〈[]〉s  〈A〉s : s′; if s′ ∈S;
(ii) For all s′¿s : M :A : s′⇒s; 〈[]〉s  〈M 〉s : 〈A〉s : s′.
Proof. We prove simultaneously by induction on  E :F that
(i) F ≡ s′ ∈S & s′¿s⇒s; 〈[]〉s  〈E〉s : s′;
(ii)  F : s′ & s′¿s⇒s; 〈[]〉s  〈E〉s : 〈F〉s : s′,
Note that E; F ∈Neus. We 7rst check the cases of (i).
1. The derivation is
 s1 : s′ (s1; s′) ∈A:
Since 〈s1〉s= s1, 〈[[]]〉s≡ [], and s is legal, start implies
s; 〈[[]]〉s  〈s1〉s : s′:
2. The derivation ends in
  s′ : s′′
; x : s′  x : s′ :
This contradicts Lemma 2.42.
3. The derivation ends in
  M : s′   C : s′′
; x :C  M : s′ :
By the induction hypothesis,
s; 〈[]〉s  〈M 〉s : s′:
We consider two cases.
3.1. s′′¿s. If s′′ ∈S then by the induction hypothesis
s; 〈[]〉s  〈C〉s : s′′: (*)
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If s′′ =∈S then (s′′; s′′′)∈A, for some s′′′. Then   s′′ : s′′′, where s′′′¿s′′
¿s, and 〈s′′〉s≡ s′′. Therefore, by the induction hypothesis (ii), (∗) holds
also in this case.
By Lemma 3.4 (if s′′≡ s) and Proposition 2.37 (if s′′¿s),
s; 〈[]〉s  〈[C]〉s : s′′:
Hence,
s; 〈[]〉s; x : 〈[C]〉s  〈M 〉s : s′:
Since s′′¿s, 〈[; x :C]〉s= 〈[]〉s; x : 〈[C]〉s. Thus,
s; 〈[; x :C]〉s  〈M 〉s : s′:
3.2. s′′s. By Proposition 2.37, 〈[; x :C]〉s= 〈[]〉s. Thus,
〈[; x :C]〉s  〈M 〉s : s′:
4. The derivation ends in
  A : s1 ; x :A  B : s′
  x:A: B : s′ (s1; s′) ∈ R;
where s1¿s′. Since s′ ∈S, s1≡ s′. By the induction hypothesis,
s; 〈[]〉s  〈A〉s : s1 & s; 〈[]〉s; x : 〈[A]〉s  〈B〉s : s′:
By Lemma 3.4 and Proposition 2.37,
s; 〈[]〉s  〈[A]〉s : s1 & s; 〈[]〉s; x : 〈[A]〉s  〈[B]〉s : s′:
Hence
s; 〈[]〉s  x: 〈[A]〉s: 〈[B]〉s : s′:
Thus,
s; 〈[]〉s  〈x:A: B〉s : s′:
5. The derivation ends in
  x :A : M : s′;
where s′≡x:A:B. This case is impossible.
6. The derivation ends in
  M :x:A: B   N :A
  M N : s′ ;
where s′≡B{x :=N}. This contradicts Lemma 2.42.
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7. The derivation ends in
  M :A   s′ : s′′
  M : s′ A = s′ :
By generation (s′; s′′)∈A, contradicting s′ ∈S.
This concludes the cases of (i). We proceed with the cases of (ii).
1. The derivation is
 s1 : s2 (s1; s2) ∈A:
Since 〈s2〉s= s2, 〈s1〉s= s1, 〈[[]]〉s= [], and s is legal,
s; 〈[[]]〉s  〈s1〉s : 〈s2〉s : s′:
2. The derivation ends in
  A : s′′
; x :A  x :A:
Then ; x :AA : s′′. By uniqueness of types s′≡ s′′. By the induction hypothesis
(i)–(ii),
s; 〈[]〉s  〈A〉s : s′:
By Proposition 2.37, 〈[A]〉s≡〈A〉s. Thus,
s; 〈[]〉s  〈[A]〉s : s′:
Hence
s; 〈[]〉s; x : 〈[A]〉s  x : 〈A〉s:
Also, 〈x〉s= x. Thus,
s; 〈[; x :A]〉s  〈x〉s : 〈A〉s : s′:
3. The derivation ends in
  M :A   C : s′′
; x :C  M :A :
Since  M :A, x =∈FV(M)∪FV(M). Hence, by strengthening,  A : s′. By the
induction hypothesis,
s; 〈[]〉s  〈M 〉s : 〈A〉s : s′:
Now proceed as in Case 3 in (i).
4. The derivation ends in
  A : s1 ; x :A  B : s3
  x:A: B : s3 (s1; s3) ∈ R ;
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where s1¿s3. By generation, (s3; s′)∈A, injectivity of A implies s3¿s. Hence, by
the induction hypothesis (i)–(ii),
s; 〈[]〉s  〈A〉s : s1 & s; 〈[]〉s; x : 〈[A]〉s  〈B〉s : s3:
By Lemma 3.4 and Proposition 2.37,
s; 〈[]〉s  〈[A]〉s : s1 & s; 〈[]〉s; x : 〈[A]〉s  〈[B]〉s : s3:
Hence
s; 〈[]〉s  x: 〈[A]〉s: 〈[B]〉s : s3:
Since 〈s3〉s≡ s3,
s; 〈[]〉s  〈x:A: B〉s : 〈s3〉s : s′:
5. The derivation ends in
; x :A  M :B   x:A: B : s′′
  x :A : M :x:A: B :
By functionality s′≡ s′′. By generation,
  A : s1 & ; x :A  B : s′ & (s1; s′) ∈ R:
where s1¿s′¿s. By the induction hypothesis (i)–(ii),
s; 〈[]〉s; x : 〈[A]〉s  〈M 〉s : 〈B〉s & s; 〈[]〉s  x: 〈[A]〉s: 〈[B]〉s : s′:
By Proposition 2.37, 〈[A]〉s≡〈A〉s and 〈[B]〉s≡〈B〉s. Therefore,
s; 〈[]〉s  x : 〈A〉s : 〈M 〉s :x: 〈[A]〉s: 〈[B]〉s : s′:
Thus,
s; 〈[]〉s  〈x :A : M 〉s : 〈x:A: B〉s : s′:
6. The derivation ends in
  M :x:A: B   N :A
  M N :B{x := N} :
By correctness of types,
  x:A: B : s3
for some s3 ∈S. By generation,
  A : s1 & ; x :A  B : s3 (s1; s3) ∈ R;
where s1¿s3. By substitution,
  B{x := N} : s3:
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By uniqueness of types, s3≡ s′. By the induction hypothesis,
s; 〈[]〉s  〈M 〉s :x: 〈[A]〉s: 〈[B]〉s : s′ & s; 〈[]〉s  〈N 〉s : 〈A〉s : s1:
By generation,
s; 〈[]〉s; x : 〈[A]〉s  〈[B]〉s : s′:
By Proposition 2.37, 〈[A]〉s≡〈A〉s and 〈[B]〉s≡〈B〉s. Then, by substitution,
s; 〈[]〉s  〈B〉s{x := 〈N 〉s} : s′:
Hence,
s; 〈[]〉s  〈M 〉s〈N 〉s : 〈B〉s{x := 〈N 〉s} : s′:
By Lemma 3.10, 〈B〉s{x := 〈N 〉s}≡ 〈B{x :=N}〉s. Thus,
s; 〈[]〉s  〈M N 〉s : 〈B{x := N}〉s : s′:
7. The derivation ends in
  M :A   B : s′′
  M :B A = B :
As usual,
  A : s′′:
By uniqueness of types s′≡ s′′. By the induction hypothesis (i)–(ii),
s; 〈[]〉s  〈M 〉s : 〈A〉s : s′ & s; 〈[]〉s  〈B〉s : s′:
By Proposition 3.13, 〈A〉s= 〈B〉s. Thus,
s; 〈[]〉s  〈M 〉s : 〈B〉s : s′:
This concludes the proof.
Corollary 3.15. Let S be generalized non-dependent; s∈S negatable.
  A : s′ & s′¿s⇒ s; 〈[]〉s  〈A〉s : s′:
Proof. Assume  A : s′. We consider two cases.
1. s′ ∈S. Then, by Proposition 3.14(i), s; 〈[]〉s  〈A〉s : s′.
2. s′ =∈S. Then (s′; s′′)∈A, for some s′′. By Proposition 3.14(ii), s; 〈[]〉  〈A〉s
: 〈s′〉s, i.e., s; 〈[]〉s  〈A〉s : s′.
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4. CPS translation of terms
This section presents a CPS translation on s-terms. Section 4.1 discusses certain
diSculties with the translation. Section 4.2 presents the translation, and Section 4.3
shows that the translation preserves legality.
The translation generalizes Coquand and Herbelin’s [9] translation for logical
non-dependent pure type systems, see Remark 2.25, and the results below are similar
to those of Coquand and Herbelin. The generalization involves mainly two problems.
First, for technical reasons our translation introduces some free variables which entail
certain typing problems. In fact, it turns out that we are able to translate s-terms only
when s has certain properties. The second problem, which is also encountered in the
case of logical non-dependent systems, concerns the typing of certain bound variables
introduced by the translation. These problems are discussed in Section 4.1.
4.1. Problems
This section discusses two problems involved with formulating a CPS translation on
s-terms.
Remark 4.1. A main diSculty with the CPS translation on s-terms, to be introduced
below, stems from the introduction of fresh variables. For instance, consider in 2 the
expression  : ∗ : x :  : x which is legal in the empty context. It will be translated
into the expression
':'  : ∗ : (: • {(k:k x : ¬¬∗∗  : h: •x ¬¬∗∗  [(l:x l) h] x) (} ;
where • and •x are fresh variables, and where we have left out domains on some
abstractions for brevity.
To show that the translation preserves legality we must type the translated expression
in a context with bindings for the fresh variables • and •x. Let us 7rst consider how
to type the subexpression (: · · ·. It turns out, ignoring the argument ¬∗¬∗  to •x for
the moment, that this expression is legal in the context
⊥∗ : ∗; • :⊥∗ → ∗ → ⊥∗;  : ∗; •x :⊥∗ → ¬¬∗∗ → ⊥∗
However, we cannot type  : ∗ : (: · · ·. The natural attempt to use the abstraction rule
fails because we cannot remove  : ∗ from the context. The problem is that the type ⊥∗
→ ¬∗¬∗ →⊥∗ makes sense only in context  : ∗.
The way out is to use instead the context
⊥∗ : ∗; • :⊥∗ → ∗ → ⊥∗;  : ∗; •x :∀ : ∗ :⊥∗ → → ⊥∗
and use an explicit type application •x ¬∗¬∗ . The generalized type for •x makes sense
also after removal of  : ∗ from the context.
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On the other hand, the correct type for • turns out to be ⊥∗→∗→⊥∗. The type
system is not powerful enough to abstract ∗ analogously to the way ¬∗¬∗  was ab-
stracted. Fortunately, ∗ contains no free variables, so there is no need to abstract it.
In the general case of CPS translation of an s-term in some PTS S, one must
distinguish between those abstractions x :A : · · · under which the fresh variable •x
must be accompanied by a type application, and those abstractions  :A : · · · under
which the variable • must not be accompanied by a type application.
Each fresh variable is introduced in the following situation
  A : s1 ; x : A  M : C : s
  x :A : M : x:A: C : s (s1; s) ∈ R:
The CPS translation will introduce a fresh variable •x under x :A. The type of this
variable should be B: s1 :⊥s→B→⊥s or ⊥s→〈[A]〉s→⊥s.
It is simplest to choose the former. This can be done whenever formation of the
product in question is allowed, i.e., when there is s2 ∈S with
(s1; s2) ∈A & (s2; s) ∈ R:
When the product is disallowed, we must choose the latter type and make sure that
no binding y :D for a free variable y of 〈[A]〉s can subsequently be removed from the
context. The free variables of 〈[A]〉s are the same as those of A, and
y ∈ FV(A)⇒ y ∈Vs′1 for some s′1 ¿ s1:
There are two ways such a variable y can be removed from the context:
; y :D : s′1  M : E : s
  y :D : M : y:D: E : s (s′1; s) ∈ R:
; y : D : s′1  M : s0 : s
  y:D: M : s0 : s (s0; s) ∈A & (s′1; s0) ∈ R:
These two situations can be prevented by assuming for all s′1¿s1:
(i) (s′1; s) =∈R; and
(ii) (s0; s)∈A⇒ (s′1; s0) =∈R.
This motivates the following de7nition.
Denition 4.2. Let S be generalized non-dependent, s∈S.
(i) s1 ∈S is generalizable in s, notation s1 ↑ s, if there is s2 ∈S such that (s1; s2)∈A
and (s2; s)∈R;
(ii) s1 ∈S is harmless in s, notation s1 ↓ s, if for all s′1¿s1 : (s′1; s) =∈R, and if (s0; s)∈
A then (s′1; s0) =∈R.
(iii) A rule (s1; s)∈R is clean if s1 ↑ s or s1 ↓ s.
(iv) S is clean if all (s1; s)∈R are clean.
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Remark 4.3. Let S be persistent, (s1; s)∈R. Each of the following conditions implies
that s1 ↓ s and therefore that (s1; s) is clean.
(i) s1 ∈S;
(ii) for all s′1¿s1: no rule has form (s
′
1; s
′);
(iii) s∈S⊥ and the only rule of form (s′; s) is (s1; s).
Consider the systems of the left-hand side of the cube. By (i), all rules of form
( ; s) are clean. By (iii) the rule (∗; ∗) is clean in → and !; in 2 and ! the rules
are clean since ∗ ↑ ∗.
In HOL, (∗; ∗) is clean since ∗ ↑ ∗, and ( ; ∗), ( ; ) are clean by (ii).
In U−, (∗; ∗) and ( ; ) are clean because ∗ ↑ ∗ and ↑ , ( ; ∗) is clean because
↓ ∗ (none of (i)–(iii) apply), and (; ) is clean by (i).
In U , (∗; ∗), ( ; ∗), and ( ; ) are clean because the 7rst sort is generalizable in the
second, and (;∗) and (; ) are clean by (i).
The following gives a supply of fresh variables.
Denition 4.4. Let S be a PTS.
(i) For each s∈S, let Us denote a countably in7nite set of variables such that
Us ∩Us′ = ∅ when s = s′ and U∩V= ∅, where U=
⋃
s∈SUs.
(ii) For each x∈Vs, let •x ∈Us be such that •x = •y when x ≡y.
The following shows how to choose fresh variables and typings for them.
Denition 4.5. Let S be generalized non-dependent and clean, and s∈S negatable.
For M ∈ Terms, de7ne s(M) as in Fig. 6.
The following lemma will be used to show that, indeed, free variables of the types
in s(M) cannot be discarded from context.
Lemma 4.6. Let S be generalized non-dependent and clean; s∈S negatable; and
M ∈ Terms. Let z ∈Vs′1 and x∈Vs1 . Then
•z :E ∈ s(M) & x ∈ FV(E)\{⊥s} ⇒ s1 ¿ s′1 & s′1 ↓ s:
Proof. By induction on M .
1. M ≡y. Then the property trivially holds.
2. M ≡ s′. Similar to Case 1.
3. M ≡ y :A : M , where y∈Vs′′1 . By generation, A∈Neu
s′′1
 .
3.1 s′′1 ↑ s. Then
s(y :A : M) ≡ •y :B: s1: ⊥s → B→ ⊥s; s(M):
Then •z :E ∈s(M). Now use the induction hypothesis.
3.2 s′′1 ↓ s. Then
s(y :A : M) ≡ •y :⊥s → 〈[A]〉s → ⊥s; s(M):
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s(x) = []
s(s′) = []
s(x :A : B) =
{ •x :B: s1 :⊥s→B→⊥s; s(B) if x∈Vs1 & s1 ↑ s
•x :⊥s→〈[A]〉s→⊥s; s(B) if x∈Vs1 & s1 ↓ s
s(B A) =
{
s(A); s(B) if A∈ Terms
s(B) else
s(x:A:B) =
{
s(A); s(B) if A∈ Terms
s(B) else
Fig. 6. Choice of fresh variables.
If •z :E ∈s(M) use the induction hypothesis. If •z is •y, then z≡y, so
s′′1 ≡ s′1. Since x∈FV(〈[A]〉s)=FV(A), Corollary 2.47 implies s1¿s′1.
4. M ≡B A. Similar to Case 3.1.
5. M ≡x:A:B. Similar to Case 3.1.
Remark 4.7. Another diSculty with our CPS translation on terms is that it introduces
some new bound variables whose types depend on the type of the term we are trans-
lating. For instance, consider again the term
 : ∗ : x :  : x:
If we supply the missing domains in the translated version
':'  : ∗ : (: • {(k:k x : ¬¬∗∗  : h: •x ¬¬∗∗ [(l:x l) h] x) (} ;
it turns out that the type of ' should be
¬∗〈D〉∗ where D is the type of  : ∗ : x :  : x.
Our solution to this problem, following Coquand and Herbelin [9], is to de7ne the CPS
translation of a term relative to the context in which the terms are considered. Another
possibility [15] is to de7ne the translation relative to derivations. These issues are
discussed further in [4, 5].
However, even in a 7xed context, the type of a term is unique only up to -equality.
This ambiguity is resolved by choosing types in normal form; this is possible since we
are working under the assumption that all terms are weakly normalizing.
This motivates the following lemma and de7nition.
Lemma 4.8. Let S be functional and weakly normalizing.
M ∈ Terms ⇒ there is exactly one D ∈ NF with   M :D : s:
Proof. Assume M ∈ Terms. We show that such a D exists. By assumption,  M :C : s
for some C. Since S is weakly normalizing, C D for some D∈NF. By subject
and predicate reduction,  M :D : s.
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[x]s = k :D : x k
[s′]s = k :D : k s
′
[x :A : B]s =
{
k :D : k x : 〈[A]〉s : h :E : •x 〈[A]〉s ([B]s(; x:A) h) x if s1↑s
k :D : k x : 〈[A]〉s : h :E : •x ([B]s(; x:A) h) x else
[B A]s =
{
k :D : [B]s j :F : j [A]
s
 k if A∈ Terms
k :D : [B]s j :F : j〈A〉s k else
[x:A:B]s =
{
k :D : k x: ([A]s Is) :([B]
s
; x:A Is) if A∈ Terms
k :D : k x: 〈[A]〉s :([B]s; x:A Is) else
where D≡¬s〈Types(M)〉s in each clause for [M ]s.
E≡¬s〈Types; x:A(B)〉s and x∈Vs1 in the clause for [x :A : B]s
F ≡〈Types(B)〉s in the clause for [B A]s.
Fig. 7. Non-standard CPS translation of terms.
To show uniqueness of D, suppose that also  M :D′ : s for some D′ ∈NF. By
uniqueness of types, D= D′. Since D, D′ ∈NF, Church–Rosser implies D≡D′.
Denition 4.9. Let S be functxional and weakly normalizing. For any M ∈ Terms,
Types(M) is the unique D∈NF with  M :D : s.
4.2. Translation
This section de7nes the translation on s-terms.
Denition 4.10. Let S be generalized non-dependent, clean, and weakly normalizing,
and s∈S negatable. For M ∈ Terms de7ne [M ]s ∈E as in Fig. 7.
Remark 4.11. De7nition 4.10 can be seen as a generalization of the translation •∗
in [9] from non-dependent logical pure type systems to generalized non-dependent
pure type systems. The central idea is that [•]s behaves as a usual CPS-translation on
s-terms and as 〈[•]〉s on subexpressions that are s-types.
Remark 4.12. [M ]s is de7ned by induction on M ∈ Terms. The expressions D, E,
and F which occur in the clauses for, e.g., x :A : B are not necessarily smaller than
x :A : B, but this does not matter since 〈·〉s, not [·]s, is applied to D, E, and F . The
idea of using two distinct translations in this way also appears in [9, 15].
4.3. Embedding of terms
Now we show that, if M ∈ Terms, then [M ]s ∈ Termss;〈[]〉s ; s(M).
First a lemma.
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Lemma 4.13. Let S be weakly normalizing; generalized non-dependent; and clean;
s∈S negatable. Let ⊆ both be legal; M ∈ Terms.
(i) Types(M)≡ Types(M);
(ii) [M ]s≡ [M ]s.
Proof. (i) Since M ∈ Terms, also M ∈ Terms by thinning. Let A≡ Types(M) and
A′≡ Types(M). Then  M :A : s and M :A′ : s. By thinning, M :A : s. By
uniqueness of types, A= A′. Since A; A′ ∈NF, Church–Rosser implies A≡A′.
(ii) Let D≡ ¬s〈Types(M)〉s, D′≡
¬
s〈Types(M)〉s. By (i), D≡D′. Now proceed by
induction on M .
1. M ≡ x. Then
[x]s ≡ k :D : x k ≡ [x]s;
2. M ≡ s′. Similar to Case 1.
3. M ≡ x :A : B. By Proposition 2.43, B∈ Terms; x:A and A∈Neus. Also, Types(M)∈
Neus and Types; x:A(B)∈Neus; x:A. Moreover, ; x :A⊆; x :A are both legal. Fi-
nally, let x∈Vs1 , and E≡
¬
s〈Types; x:A(B)〉s, F ≡
¬
s〈Types; x:A(B)〉s By (i), E≡F . We
consider two cases.
3.1 s1 ↑ s. Then, by the induction hypothesis,
[x :A : B]s = k :D : k x : 〈[A]〉s : h :E : •x 〈[A]〉s ([B]s(;x:A) h) x
= k :D′ : k x : 〈[A]〉s : h :F : •x 〈[A]〉s ([B]s(;x:A) h) x
= [x :A : B]s
3.2 s′ ↑ s. Similar to 3.1.
4. M ≡B A. Similar to Case 3.
5. M ≡x:A:B. Similar to Case 3.
Proposition 4.14. Let S be weakly normalizing; generalized non-dependent; and
clean; and s∈S negatable. Then
  M :A : s⇒ s; 〈[]〉s; s(M)  [M ]s : 〈[A]〉s : s:
Proof. By induction on  M :A. Before proceeding with the individual cases it is
useful to make some general observations.
Let D≡¬s〈Types(M)〉s. By de7nition, A Types(M). By Lemma 3.12,
¬
s〈A〉s D.
By Corollary 3.15 and Lemma 3.4 s; 〈[]〉s  ¬s 〈A〉s : s and s; 〈[]〉s  ¬s¬s 〈A〉s : s. By
subject reduction also s; 〈[]〉s D : s and s; 〈[]〉s ¬sD : s.
We now proceed with the individual cases.
1. The derivation is
 s1 : s2 (s1; s2) ∈A:
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By a few steps,
s  k :D : k s1 : ¬¬ss s2:
That is,
s; 〈[[]]〉s; s(s1)  [s1]s[] : 〈[s2]〉s:
2. The derivation ends in
  A : s′
; x :A  x :A:
Then ; x :AA : s′. By uniqueness of types s′≡ s. By a few steps,
s; 〈[]〉s; x : ¬¬ss 〈A〉s  k :D : x k : ¬¬ss 〈A〉s:
That is,
s; 〈[; x :A]〉s; s(x)  [x]s(;x:A) : 〈[A]〉s:
3. The derivation ends in
  M :A   C : s′
; x :C  M :A :
Since  M :A, x =∈FV(M)∪FV(A). Hence, by strengthening,  A : s. By the in-
duction hypothesis,
s; 〈[]〉s; s(M)  [M ]s : 〈[A]〉s:
By Lemma 4.13, [M ]s = [M ]
s
(; x:C). Hence
s; 〈[]〉s; s(M)  [M ]s(;x:C) : 〈[A]〉s:
We consider two cases.
3.1. s′¿s. By Corollary 3.15,
s; 〈[]〉s  〈C〉s : s′:
By Proposition 2.37 and Lemma 3.4,
s; 〈[]〉s  〈[C]〉s : s′:
By thinning
s; 〈[]〉s; s(M)  〈[C]〉s : s′:
Hence,
s; 〈[]〉s; s(M); x : 〈[C]〉s  [M ]s(;x:C) : 〈[A]〉s:
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Since 〈[C]〉s is legal in s; 〈[]〉s, it holds that z =∈FV(〈[C]〉s), for all z :E ∈
s(M). By permutation,
s; 〈[]〉s; x : 〈[C]〉s; s(M)  [M ]s(;x:C) : 〈[A]〉s:
Thus,
s; 〈[; x :C]〉s; s(M)  [M ]s(;x:C) : 〈[A]〉s:
3.2. s′s. By Proposition 2.37, 〈[; x :C]〉s= 〈[]〉s. Thus,
s; 〈[; x :C]〉s; s(M)  [M ]s(;x:C) : 〈[A]〉s:
4. The derivation ends in
  A : s1 ; x :A  B : s3
  x:A: B : s3 (s1; s3) ∈ R;
where s1¿s3 and x∈Vs1 . Since (s3; s)∈A, ⊥s≡ s3.
4.1. A∈ Terms, i.e.,  A :E : s, for some E. By uniqueness of types, Church–
Rosser, and subject reduction,   s1 : s. By injectivity of A, s1≡ s3≡⊥s.
By the induction hypothesis,
s; 〈[]〉s; s(A)  [A]s :
¬
s
¬
s s1 & s; 〈[]〉s; s(B)  [B]s(;x:A) :
¬
s
¬
s s3:
By convention, dom(s(A))∩ dom(s(B))= ∅. Therefore, we can replace
s(A) and s(B) by s(x:A:B). Therefore, in a few steps,
s; 〈[]〉s; s(x:A: B)  k :D : k x: ([A]sIs): ([B]s;x:AIs) :
¬
s
¬
s s3:
That is,
s; 〈[]〉s; s(x:A: B)  [x:A: B]s : 〈[s3]〉s:
4.2. A =∈ Terms. By injectivity ofA, s1≡ s3 or s1¿s. Since A =∈ Terms, the former
is impossible. By Corollary 3.15 and the induction hypothesis,
s; 〈[]〉s  〈[A]〉s : s1 & s; 〈[]〉s; x : 〈[A]〉s; s(B)  [B]s(;x:A) :
¬
s
¬
s s3:
We must now move x : 〈[A]〉s across s(B). Suppose x∈FV(E) for some
•z :E ∈s(B); x : A. By Lemma 4:6, z ∈Vs′1 , s1¿s′1, and s′1 ↓ s. This con-
tradicts (s3; s)∈A and (s1; s3)∈R.
Hence by permutation,
s; 〈[]〉s; s(B); x : 〈[A]〉s  [B]s(;x:A) :
¬
s
¬
s s2:
Therefore, in a few steps,
s; 〈[]〉s; s(B)  k :D : k x: 〈[A]〉s: ([B]s;x:AIs) :
¬
s
¬
s s3:
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That is,
s; 〈[]〉s; s(x:A: B)  [x:A: B]s : 〈[s3]〉s:
5. The derivation ends in
; x :A  M :B   x:A: B : s′
  x :A : M :x:A: B :
By functionality s′≡ s. By generation,
  A : s1 & ; x :A  B : s & (s1; s) ∈ R;
where s1¿s. Hence, by the induction hypothesis and thinning,
s; 〈[]〉s; x : 〈[A]〉s; s(M)  [M ]s(;x:A) : 〈[B]〉s:
We must now move x : 〈[A]〉s across s(M). Suppose x∈FV(E) for some •z :E
∈s(M). By Lemma 4.6, z ∈Vs′1 , s1¿s′1 and s′1 ↓ s. This contradicts (s1; s)∈R.
Hence by transitivity
s; 〈[]〉s; s(M); x : 〈[A]〉s  [M ]s(;x:A) : 〈[B]〉s:
We now consider two cases.
5.1. s1 ↑ s. In a few steps
s; 〈[]〉s; s(M)  〈[A]〉s : s1 & s; 〈[]〉s; s(M); x : 〈[A]〉s  ¬s〈B〉s :
Therefore, after a few more steps,
s; 〈[]〉s; •x :B: s1: ⊥s → B→ ⊥s; s(M)  [x :A : M ]s : 〈[x:A: B]〉s;
i.e.,
s; 〈[]〉s; s(x :A : M)  [x :A : M ]s : 〈[:A: B]〉s:
5.2 s1 ↓ s. Similar.
6. The derivation ends in
  M :x:A: B   N :A
  M N :B{x := N} :
By correctness of types,
  x:A: B : s3
for some s3 ∈S. By generation,
  A : s1 & ; x :A  B : s3 (s1; s3) ∈ R;
where s1¿s3. By substitution,
  B{x := N} : s3:
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By uniqueness of types s3≡ s. By the induction hypothesis,
s; 〈[]〉s; s(M)  〈M 〉s : ¬s ¬s x: 〈[A]〉s: 〈[B]〉s:
By generation,
s; 〈[]〉s; s(M)  x: 〈[A]〉s: 〈[B]〉s : s′′
for some s′′. We now consider two cases.
6.1 N ∈ Terms. By the induction hypothesis,
s; 〈[]〉s; s(N )  [N ]s : 〈[A]〉s
Therefore, by a few simple steps,
s; 〈[]〉s; s(M N )  〈M N 〉s : 〈[B]〉s{x := [N ]s}:
By Corollary 2.47, x ∈FV(B)=FV(〈[B]〉s). Thus,
s; 〈[]〉s; s(M N )  〈M N 〉s : 〈[B{x := N}]〉s:
6.2 N =∈ Terms. By Proposition 3.14,
s; 〈[]〉s  〈N 〉s : 〈[A]〉s:
Therefore, by a few simple steps,
s; 〈[]〉s; s(M N )  〈M N 〉s : 〈[B]〉s{x := 〈N 〉s}:
By Lemma 3.10,
s; 〈[]〉s; s(M N )  〈M N 〉s : 〈[B{x := N}]〉s:
7. The derivation ends in
  M :A   B : s′
  M :B A = B:
As usual,
  A : s′:
By uniqueness of types s′≡ s. By the induction hypothesis,
s; 〈[]〉s; s(M)  [M ]s : 〈[A]〉s:
By Corollary 3.15, Lemma 3.4 and thinning,
s; 〈[]〉s; s(M)  〈[A]〉s : s:
By Proposition 3.13, 〈[A]〉s= 〈[B]〉s. Thus,
s; 〈[]〉s;   [M ]s : 〈[B]〉s:
This concludes the proof.
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x : s K = x K
s′ : s K = K s
′
(x :A : B) : s K =
{
K x : 〈[A]〉s : h :E : •x 〈[A]〉s (B : s(; x:A) h) x if s1 ↑ s
K x : 〈[A]〉s : h :E : •x (B : s(; x:A) h) x if s1 ↓ s
(B A) : s K =
{
B : s j :F : j A;
s
 K if A ∈ Terms
B : s j :F : j 〈A〉s K else
(x:A:B) : s K =
{
K x: (A : s Is) :(B :
s
; x:A Is) if A∈ Terms
K x: 〈[A]〉s :(B : s; x:A Is) else
M ;s = h :D : M :
s
 h
where E≡ ¬s〈Types; x:A(B)〉s, x∈Vs1 in the clause for (x :A : B) : s K .
F ≡〈Types(B)〉s in the clause for (B A) : s K .
D≡ ¬s〈Types(M)〉s in the de7nition for M ;s.
Fig. 8. Colon translation of terms.
5. Strong normalization from weak normalization
In this section we use the CPS translations of the two preceding sections to show that
in all generalized non-dependent pure type systems – that are also negatable and clean
– weak normalization implies strong normalization. Section 5.1 shows that our CPS
translation on s-terms preserves in7nite reductions. Section 5.2 proves a conservation
result which is useful for relating weak and strong normalization, and Section 5.3 puts
all the pieces together.
5.1. Preservation of in=nite reductions
In this section we show that, for every M ∈ Terms,
[M ]s ∈ SN ⇒ M ∈ SN
when S is generalized non-dependent, weakly normalizing and clean, and s is negat-
able. The proof technique, due to Xi [24], uses a variant of Plotkin’s [21] colon
translation. Other proofs are discussed by STrensen [22].
Denition 5.1. Let S be generalized non-dependent, weakly normalizing, and clean,
and s∈S be negatable. For K ∈E and M ∈ Terms, de7ne M : s K ∈E and M ;s ∈E
as in Fig. 8.
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Remark 5.2. De7nition 5.1 is derived from De7nition 4.10 in the same way one usu-
ally obtains a colon-translation from a CPS-translation, see e.g. [21].
Lemma 5.3. Let S be generalized non-dependent; weakly normalizing; and clean;
and s∈S be negatable; and let ⊆ both be legal. For all K ∈E and M ∈ Terms:
M :s K ≡ M :s K:
Proof. By induction on M . Note that M ∈ Terms by thinning.
1. M ≡ x. Then
x :s K ≡ xK
≡ x :s K:
2. M ≡ s′. Similar to Case 1.
3. M ≡ x :A : B. Then B∈ Terms; x:A and A∈Neus. Suppose 7rst that s1 ↑ s, where
x∈Vs1 . Let E ≡
¬
s〈Types; x:A(B)〉s and also E≡
¬
s〈Types; x:A(B)〉s. By Lemma 4.13
and the induction hypothesis,
(x :A : B):s K ≡ K x : 〈[A]〉s : h :E : •x 〈[A]〉s (B :s(; x:A) h) x
≡ K x : 〈[A]〉s : h :E : •x 〈[A]〉s (B :s(; x:A) h) x
≡ (x :A : B):s K:
The case where s1 ↓ s is similar.
4. M ≡x:A:B. Similar to Case 3.
5. M ≡A B. Similar to Case 3.
Lemma 5.4. Let S be generalized non-dependent; weakly normalizing; and clean;
and s∈S be negatable. For all M ∈ Terms:
(i) k =∈ dom()⇒ (M : s K){k :=L}=M : s (K{k :=L}).
(ii) K L⇒M : s K M : s L.
Proof. By induction on M .
Lemma 5.5. Let S be generalized non-dependent; weakly normalizing; and clean;
and s∈S be negatable. Let M ∈ Terms; x:A; and  N :A. Let L∗≡L{x :=N} for
L∈C∪E.
(i) N ∈ Terms & L+≡L{x :=N ;s }⇒ (M : s; x:A; K)+ M∗ : s;∗ K+;
(ii) N ∈Neus & L#≡L{x := 〈N 〉s}⇒ (M : s; x:A; K)# M∗ : s;∗ K#.
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Proof. (i) is by induction on M .
1. M ≡ x. By substitution, ; ∗ is legal. Then, by Lemmas 5.4(i) and 5.3,
(x :s; x:A; K)
+ ≡ (x K)+
≡ N ;s K+
→ (N :s h){h := K+}
≡ N :s K+
≡ N :s;∗ K+
≡ x∗ :s;∗ K+:
2. M ≡y ≡ x. By substitution, y∈ Terms;∗ , and
(y :s; x:A; K)
+ ≡ (y K)+
≡ y K+
≡ y :s;∗ K+
≡ y∗ :s;∗ K+:
3. M ≡ s′. Similar to the previous case.
4. M ≡ y :B : C. Then C ∈ Terms; x:A;;y:B and B∈Neus. Since  N :A and N ∈
Terms, A∈ Types and x∈Vs.
Let T ≡ Types; x:A;;y:B(C) and E≡
¬
s 〈T 〉s. Also, T ′≡ Types;∗ ;y:B(C∗) and E′≡
¬
s
〈T ′〉s. Since T ∈ Types, Corollary 2.47 implies x ∈FV(T )=FV(¬s〈T 〉s). Since ; x :
A; ; y :BC :T , also ; ∗; y :BC∗ :T ∗. Therefore, T ∗ T ′. By Lemmas 3.12,
E+ ≡ ( ¬s〈T 〉s)+
≡ ¬s〈T 〉s
≡ ¬s〈T ∗〉s

¬
s〈T ′〉s
≡ E′:
If s ↑ s, then
((y :B : C):s;x:A; K)
+
≡ (Ky : 〈[B]〉s : h :E : •x 〈[B]〉s (C :s(; x:A;;y:B) h) y)+
 K+y : 〈[B∗]〉s : h :E′ : •x 〈[B]〉s (C∗ :s(;∗ ;y:B) h) y
≡ (y :B : C∗) :s;∗ K+
≡ (y :B : C)∗ :s;∗ K+:
The case where s ↓ s is similar.
5. M ≡B C. Similar to the preceding case.
6. M ≡y:B:C.
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This concludes the proof of (i). The proof of (ii) is by induction on M .
1. M ≡ x. This case is impossible: since x∈ Terms; x:A;, it follows that A∈
Types; x:A;, hence N ∈ Terms; x:A; contradicting N ∈Neus.
2. M ≡y ≡ x. Then, by substitution, y∈ Terms;∗ , and
(y :s; x:A; K)
# ≡ (y K)#
≡ y K#
≡ y :s;∗ K#
≡ y∗ :s;∗ K#:
3. M ≡ s′. Similar to the previous case.
4. M ≡ y :B : C. Then C ∈ Terms; x:A;;y:B and B∈Neus.
Let T ≡ Types; x:A;;y:B(C) and E≡
¬
s 〈T 〉s. Also, T ′≡ Types;∗ ;y:B(C∗) and E′≡
¬
s
〈T ′〉s. Since ; x :A; ; y :BC :T , it also follows that ; ∗; y :B∗ C∗ :T ∗. There-
fore, T ∗ T ′. By Lemmas 3.12 and 3.10,
E# ≡ (¬s〈T 〉s)#
≡ ¬s〈T ∗〉s

¬
s〈T ′〉s
≡ E′:
If s ↑ s, then
((y : B : C):s; x:A; K)
#
≡ (Ky : 〈[B]〉s : h : E : •x 〈[B]〉s (C :s(;x:A;;y:B) h) y)#
 K#y : 〈[B]〉s : h :E′ : •x 〈[B∗]〉s (C∗ :s(;∗ ;y:B∗) h) y
≡ (y :B∗ : C∗):s;∗ K#
≡ (y :B : C)∗; :s;∗ K#:
The case where s ↓ s is similar.
5. M ≡B C. Similar to the preceding case.
6. M ≡y:B:C. Similar to the preceding case.
This concludes the proof of (ii).
The following lemma, related to certain results in the theory of perpetual reductions
(see [1]), gives a suScient condition for strong normalization of terms of a certain
form.
Lemma 5.6. Let (x :A : M0) M1 : : : Mn ∈E for some n¿1.
A;M1; M0{x := M1} M2 : : : Mn ∈ SN ⇒ (x :A : M0)M1 : : : Mn ∈ SN:
Proof. Suppose A;M1; M0{x :=M1} M2 : : : Mn ∈SN. Clearly also M0; M2; : : : ; Mn ∈
SN. If (x :A : M0) M1 : : : Mn ∈∞, then any in7nite reduction must therefore have
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form
(x : A : M0)M1 : : : Mn  (x :A′ : M ′0)M
′
1 : : : M
′
n
→ M ′0{x := M ′1} M ′2 : : : M ′n
→ : : : :
But then also
M0{x := M1}M2 : : : Mn  M ′0{x := M ′1} M ′2 : : : M ′n
→ : : : ;
contradicting M0{x :=M1} M2 : : : Mn ∈SN.
The following lemma summarizes the syntactic form of legal expressions.
Lemma 5.7. Let S be a PTS. If M is legal; then
(i) M ≡ x M1 : : : Mn; where n¿0; or
(ii) M ≡ s; or
(iii) M ≡x:A:M0; or
(iv) M ≡ (x :A : M0) M1 : : : Mn; where n¿0.
Proof. Any M ∈E has form (i), (ii′), (iii′), or (iv), where (ii′); (iii′) are
(ii′) M ≡ s M1 : : : Mn, where n¿0;
(iii′) M ≡ (x:A:M0) M1 : : : Mn, where n¿0.
The job then is to show that n=0 in (ii′) and (iii′).
For (ii′) let s M1 : : : Mn be legal and assume n¿0. Then s M1 is legal and, by
correctness of types,   s M1 : s′, for some  and s′. By generation,   s :x:A:B,
for some x:A:B. By generation again, x:A:B= s′′, for some s′′, contradicting
Church–Rosser. Thus n=0.
For (iii′) let (x:A:M0) M1 : : : Mn be legal and assume n¿0. Then (x:A:B) M1 is
legal and, by correctness of types,   (x:A:M0) M1 : s′, for some  and s′. By gener-
ation  x:A:M0 :y:E :F , for some y:E :F . By generation again, y:E :F = s′′,
for some s′′, contradicting Church–Rosser. Thus n=0.
Lemma 5.8. Let S be generalized non-dependent; weakly normalizing; and clean;
and s∈S be negatable. For all k ∈V and M ∈ Terms:
M :s k ∈ SN ⇒ M ∈ SN:
Proof. By lexicographic induction on 〈i; j〉, where i is the length of the longest reduc-
tion from M : s k and j is the size of M . We split into cases according to the structure
of M .
1. M ≡ x M1 : : : Mn, where n¿0. If n=0; M ≡ x∈SN. If n¿1, let
M ′i =
{
Mi;s if Mi ∈ Terms;
〈Mi〉s if Mi ∈ Neus:
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Also, for certain F1; : : : ; Fn, let
Kn+1 ≡ k
Ki ≡ ji :Fi : jiM ′i Ki+1 16i6n:
Then
M :s k ≡ x K1:
Since M : s k ∈SN, also M ′i ∈SN for all i. By Lemma 3.12 and the induction
hypothesis, Mi ∈SN. Therefore M ∈SN.
2. M ≡ s′. Then s′ ∈SN.
3. M ≡x:A:B. Similar to Case 1.
4. M ≡ x :A : B. Similar to Case 1.
5. M ≡ (x :A : B) M1 : : : Mn, where n¿1. Let M ′i and Ki be as in
Case 1. Then
M :s k ≡ K1x : 〈[A]〉s : h :E : •x 〈[A]〉s(B :s(; x:A) h) x
 •x 〈[A]〉s (B :s(; x:A) K2){x := M ′1} M ′1
 •x 〈[A]〉s (B{x := M1} :s K2) M ′1
≡ •x 〈[A]〉s (B{x := M1} M2 : : : M2 :s k) M ′1:
By Lemma 3.12, A∈SN. Also, B{x :=M1} M2 : : : Mn : s k ∈SN and M ′1 ∈SN. More-
over, by Lemma 3.12 and the induction hypothesis B{x :=M1} M2 : : : Mn ∈SN and
M1 ∈SN. Therefore, (x :A : B) M1 : : : Mn ∈SN, by Lemma 5.6.
Lemma 5.9. Let S be generalized non-dependent; weakly normalizing; and clean;
and s∈S be negatable. For all M ∈ Terms:
[M ]s  M ;
s
 :
Proof. By induction on M using Lemma 5.4(i).
Proposition 5.10. Let S be generalized non-dependent; weakly normalizing; and
clean; and s∈S be negatable. For all M ∈ Terms:
[M ]s ∈ SN ⇒ M ∈ SN:
Proof. By Lemmas 5.8 and 5.9.
5.2. A conservation result
In this section we prove a version of Church’s [8] conservation theorem, see [1] for
expressions.
356 G. Barthe et al. / Theoretical Computer Science 269 (2001) 317–361
Denition 5.11. Let K→‘ L mean that K→ L by a left-most reduction.
Denition 5.12. Let S be generalized non-dependent. An s∈S is secure if, for all
N ∈Neus; N ∈SN.
Lemma 5.13. Let S be generalized non-dependent; s∈S be secure; and M ∈ Terms.
Then there is an N such that:
M ∈WN ⇒ M ‘ N ∈ NF:
Proof. Rather than derive the result by the usual technique for untyped -terms we
use erasing to infer the result from the one for untyped -terms.
Let L be the language generated by the grammar:
L ::=V |S | V: L |L L |V:L: L
and let | · | : E→L be the forgetful map:
|x| = x;
|s| = s;
|t u| = |t||u|;
|x :A : t| = x:|t|;
|x :A: B| = x : |A|: |B|:
In terms of reduction, L is isomorphic to the set of untyped -terms – we can view
x:A:B as x A B. The relation →∗ on L is the compatible closure of the rule
(x:b) a ∗ b{x := a}:
For every K ∈E show by induction on K that
K → K ′ ⇒ |K | →∗ |K ′|: ()
For every K ∈K ′, show by induction on K that
K ∈ NF ⇒ |K | ∈ NF∗ : (+)
In the converse direction, show for all N ∈ Terms, by induction on N ,
|N | ∈ NF∗ ⇒ N ∈ SN: (*)
We write K→‘∗ K ′ if K→∗ K ′ by a left-most reduction. Finally, prove for all N ∈
Terms,
|N | →‘∗ K ⇒ ∃N ′ : N ‘ N ′ & |N ′| ≡ K ( )
by induction on N using (∗), splitting into cases according to Lemma 5.7.
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Since M ∈WN, also |M | ∈WN∗ by () and (+). By a well-known result this
implies that left-most ∗-reduction of |M | terminates in a normal form, i.e., |M |‘∗N ∈
NF∗ . By ( ); M‘ M ′ & |M ′| ≡N for some M ′ ∈SN. Hence M‘M ′‘M ′′ ∈
NF, by (∗).
Remark 5.14. The idea in the proof of Lemma 5:1 of studying domain-free expressions
(elements of L) to prove properties about expressions (elements of E) appears also in
[12, 6]. In the latter paper, the so-called domain-free pure type systems are introduced,
allowing properties about legal expressions to be inferred from properties about legal
domain-free expressions.
Denition 5.15. Let S be generalized non-dependent and s∈S.
I -Terms = {M ∈ Terms ∪ Neus |M ⊇ x :A : B ∈ Terms ⇒ x ∈ FV(B)}:
Proposition 5.16. Let S be generalized non-dependent; s∈S secure. For all M ∈
I -Terms:
M ∈WN ⇒ M ∈ SN:
Proof. By Lemma 5.13 we may proceed by induction on lexicographically ordered
pairs 〈m;M 〉, where m is the length of the left-most reduction sequence to normal-
form of M .
1. M ≡ x M1 : : : Mn. Then M1; : : : ; Mn ∈WN. M1; : : : ; Mn ∈ I -Terms, so by the induction
hypothesis, M1; : : : ; Mn ∈SN, so M ∈SN.
2. M ≡ ′s. Then M ∈SN.
3. M ≡x:A:B. Similar to Case 1.
4. M ≡ (x :A : M0) M1 : : : Mn. If n=0, proceed as in Case 1. Now assume n¿0. If
M ∈Neus, then M ∈SN, so assume M ∈ Terms. Then, M→‘ M0{x :=M1} M2 : : :
Mn ∈ Terms ∩ I -Terms ∩WN. By the induction hypothesis, M0{x :=M1} M2 : : : Mn
∈SN. Also, since x :A : M0 ∈ Terms; x∈FV(M0), so M1 ∈SN. Then M ∈SN
by Lemma 5.6.
5.3. Strong normalization from weak normalization
In this section we 7nally show that
S |= WN ⇒ S |= SN;
provided S is generalized non-dependent, clean and negatable.
Lemma 5.17. Let S be generalized non-dependent; weakly normalizing and clean;
and s∈S secure and negatable. For M ∈ Terms:
[M ]s ∈WN ⇒ M ∈ SN:
Proof. By Propositions 5.16 and 5.10, noting that [M ]s ∈ I -Terms.
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Lemma 5.18. Let S be generalized non-dependent.
(i) For all s∈S; s∈SN;
(ii) For all s∈S; and M ∈ Types; M ∈SN.
Proof. (i) is trivial. (ii) is by induction on M using Lemma 2.42.
Lemma 5.19. Let S be generalized non-dependent and weakly normalizing; and
s∈S secure. If s∈S is irrelevant then
M ∈ Terms ⇒ M ∈ SN:
Proof. Assume that M ∈ Terms and s is irrelevant. We show that then M is not an
application. The result then follows by induction on M using Proposition 2.43.
So, suppose  K L :C : s for some K; L; C. Then, by generation  K :x:A:B : s
for some x:A:B. By generation again, there is some (s1; s)∈R, contradicting irrele-
vance of s.
Remark 5.20. Let S be generalized non-dependent, s∈S. There is no in7nite se-
quence s≡ s0 : s1 : s2 : : : with (s0; s1); (s1; s2); : : : ∈A since S is strati7ed. Moreover,
there is an n such that for any sequence
s ≡ s0 : s1 : : : : : sm−1 : sm (*)
with (s0; s1); (s1; s2); : : : ; (sm−1; sm)∈A; m6n. Indeed, suppose there were sequences
of form (∗) for arbitrary large m. By functionality, for each si there is at most one si+1
with (si; si+1)∈A. Hence, by KVonig’s lemma, there would also be an in7nite sequence,
a contradiction.
Let l(s) denote the least n such that for any sequence of form (∗); m6n.
Theorem 5.21. Let S be generalized non-dependent; clean; and negatable.
S |= WN ⇒ S |= SN:
Proof. Suppose S |= WN. We prove that for any legal expression M; M ∈SN. If
M ∈S or M ∈ Types for some s∈S, then M ∈SN, by Lemma 5.18. By Proposi-
tion 2.37 it suSces to show for all s∈S:
M ∈ Terms ⇒ M ∈ SN:
We proceed by induction on l(s).
1. l(s)= 0. Then s∈S. If N ∈Neus, then N ∈ Types, so N ∈SN, by Lemma 5.18.
Thus, s is secure. Now let M ∈ Terms, i.e., M ∈ Terms for some . If s is irrele-
vant, then M ∈SN, by Lemma 5.19. If s is relevant, then s is also negatable. By
Proposition 4.14, [M ]s ∈ Terms, so [M ]s ∈WN by assumption. Then M ∈SN, by
Lemma 5.17.
G. Barthe et al. / Theoretical Computer Science 269 (2001) 317–361 359
2. l(s)¿0. If N ∈Neus, then N ∈ Types′ for some s6s′ ∈S and then N ∈SN, or
N ∈ Terms′ where s¡s′, and then N ∈SN by the induction hypothesis. Thus s is
secure. Now proceed as in Case 1.
Corollary 5.22. If S is any of →; 2; !; !; HOL; U−; U; then
S |= WN ⇒ S |= SN:
6. Conclusion
We have shown that for any generalized non-dependent (see 2:23) PTS that is also
clean (see 4:2) and negatable (see 3:1), weak normalization implies strong normaliza-
tion.
It is possible to generalize further the notion of non-dependence. In this paper we
have considered the order 6A and made certain requirements relative to that. We
might consider an order 6 which extends 6A by relating sorts that are incomparable
with respect to 6A. For instance, Berardi’s [7] formulation of the logic cube consists
of the eight PTSs S, where
(i) S= {∗p; p; ∗s; s};
(ii) A= {(∗s; s); (∗p; p)};
(iii) R is given for each system in the table:
PROP (∗p; ∗p)
PROP2 (∗p; ∗p) ( p; ∗p)
PROP! (∗p; ∗p) ( p; p)
PROP! (∗p; ∗p) ( p; ∗p) ( p; p)
PRED (∗p; ∗p) (∗s; ∗p) (∗s; p)
PRED2 (∗p; ∗p) ( p; ∗p) (∗s; ∗p) (∗s; p)
PRED! (∗p; ∗p) ( p; p) (∗s; ∗p) (∗s; p)
PRED! (∗p; ∗p) ( p; ∗p) ( p; p) (∗s; ∗p) (∗s; p)
For these systems, one might de7ne s1¡s2 for s1 ∈{∗p; p}; s2 ∈{∗s; s}. Note that
with this understanding of the relation ¡, all of the above systems become strati7ed.
With a slight modi7cation of the notion of cleanliness and the associated technique
for choosing types for fresh variables, one can use this idea to show that weak nor-
malization implies strong normalization also for the systems PRED! and PRED!
of Berardi’s logic cube.
However, the extended technique does not work for the two systems PRED and
PRED2: the sort p is not negatable. Moreover, the extended technique does not
work in any of the systems in the right-hand side of Barendregt’s [2] or Geuvers’
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[12, 11] version of the logic cube. 4 Finally, the extended technique does not apply to
C or the other systems in the right-hand side of the -cube: strati7cation still fails.
Another way to extend the class of systems for which the Barendregt–Geuvers–Klop
conjecture is true is to attack the problem from the other side: instead of extending
our technique to prove
S |= WN ⇒ S |= SN (*)
for increasingly large systems, we can show that (∗) for some systems follows from
(∗) of smaller systems. Translations which eliminate dependent types, but preserve
reductions [14, 13], might be generalized to classes of pure type systems with such
applications in mind.
A problem related to the Barendregt–Geuvers–Klop conjecture is the so-called
K-conjecture [3]. It states that for any PTS S,
S |= SN ⇒ 'S |= SN';
where 'S is the system arising by addition of the rules
 K A :B  K C :D
 K KAC :B ;
 K A :B  K B′ : s
 K A :B′ if B =' B′;
where K is a constant and →' and =' are the obvious closures of the rule
K A B ' A:
It seems that the techniques in this paper can be used to solve the K-conjecture for
the generalized non-dependent systems which are also clean and negatable.
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