Abstract-Shape reconstruction with an optical diffuser has some significant advantages such as high-precision depth estimation with a small lens, depth estimation for distant objects, and less sensitivity to lens aberrations. However, no optical diffusion model has been proposed to relate depth information to the basic principle of intensity distribution during optical diffusion. In this paper, heat diffusion equation in physics is introduced into optical diffusion, and a mathematic model of intensity distribution during optical diffusion is constructed. A highprecision shape reconstruction method with optical diffusion is proposed based on heat diffusion equation. First, an optical diffusion model is introduced to explain the basic principle of diffusion imaging process. Second, a novel shape reconstruction method based on global heat diffusion is proposed within our optical diffusion model. Finally, simulation with synthetic images and experiment with five playing cards are conducted, and the result proves the effectiveness and feasibility of the proposed method.
INTRODUCTION
Shape reconstruction in computer vision is to construct a mapping function between depth and brightness information of 2D images. In recent years, there are various shape reconstruction methods , among which depth from defocus (DFD), introduced by Pentland in 1987 [1] , captures two images obtained with different camera parameters, measures the blurring degree of every point, and then estimates depth using a point spread function such as Gaussian function. Now DFD has proved to be an effective depth reconstruction method, because 1) Only two defocused images of a scene are necessary; 2) Matching and masking are not required; 3) it is effective both in the frequency domain and in the spatial domain [2] [3] [4] [5] .
However, DFD still has some problems when it uses in some real applications because of the following reasons: 1) In order to improve the reconstruction precision of DFD, increasing the aperture of a lens is normally the most direct way. However, producing a lens with a large aperture is time consuming and expensive in real application. Moreover, when the aperture of a lens increases, its depth of field decreases accordingly, and the blurred degree of a defocused image is difficult to be measured. In addition, due to the huge difference between a focused image and its defocused image, reality of a scene may lose when a large aperture is used.
2) Depth sensitivity of DFD is inversely proportional to the square of the object distance. It is unavoidable to lose depth sensitivity when we use a high resolution camera to improve the precision of depth estimation. However, in many scenarios, it is necessary to place objects far from the camera in order to achieve a reasonable field of view.
In order to solve these problems, a shape reconstruction method that can both assure depth reconstruction precision and depth sensitivity with a small aperture lens is very necessary in real applications. Therefore, optical diffusers have recently been considered in the optical imaging, and depth from diffusion was proposed to reconstruct the shape of a scene. A diffuser is an optical element that scatters light and is widely used to soften and shape light in illumination and display applications [6] [7] . Since a diffuser can convert an incident ray into a cluster of scattered rays, when it is placed in front of an object, the captured image is blurred which appears similarity to a defocused image, as shown in Fig.1 , which is a diffused image of an art decoration. A diffused image can be formulated as a convolution between a radiance image and a diffusion blur kernel with a locally constant diffusion angle, and the diffusion blur kernel is determined both by the diffusion function and the object-to-diffuser distance. If the diffusion function or diffusion angle is known, it is possible to calculate the object-to-diffuser distance. This is the principle of depth from diffusion.
Compared to traditional DFD, depth from diffusion has some significant advantages such as high-precision depth estimation with a small lens; depth estimation for distant object, and less sensitivity to lens aberrations [8] [9] [10] . However, since Zhou et. al. proposed the original idea of depth from diffusion, and mentioned that the basic principle of depth from diffusion is analogous to that of conventional DFD [10] , depth from diffusion has rarely been further researched, and rare mathematical model has been proposed to relate depth information to the basic principle of intensity distribution during optical diffusion. Therefore, in this paper, a mathematic model of optical diffusion is constructed, and a high-precision shape reconstruction method with optical diffusion is proposed based on the heat diffusion equation in physics. Our present approach is novel in several ways and provides a fast, noninvasive, and precise 3D measurement. We think of an image without an optical diffuser as being diffused versions of a diffused image when an optical diffuser is placed in front of the scene; by appropriately choosing the reference image at each spatial location, such an optical diffusion is always in the forward direction, and the amount of diffusion depends on the depth of the scene at that location. Such diffusion is independent of the variation of camera parameters, which relieves us from the need of changing the aperture size or the object distance.
II. OPTICAL DIFFUSION MODEL
In the typical configuration, the incident illumination hits an optical diffuser on the patterned side of the substrate, and it is reflected at the surface into the substrate. Upon exiting the substrate the light refracts at the planar surface achieving the designed energy distribution or light shape. Figure 2 is the geometry of a diffusion process where θ is the diffusion angular and the energy distribution of a simple circular diffuser with a laser source. Therefore, optical diffusers can precisely shape, control, and distribute light into a cone angle, which can be either symmetrical (circular) or asymmetrical (elliptical). This property is particularly important for the large angle diffusers to reduce the effects of total internal reflection and allows the diffuser to work as intended, and the scattering property of energy through an optical diffuser is called point spread function (PSF). Therefore, if an optical diffuser is parallel placed between a source point and a pinhole camera, the light from the source point is scattered and the captured image on the image plane is a round spot with a radius of b because of optical diffusion, as shown in Fig.3 , where u is the distance of the object from the principal; v is the distance of the focused image from the len's plane; U is the distance of the diffuser from the principal; Z is the distance of the object from the diffuser; AB is the diffusion size; α is the field angle; b is the radius of optical diffusion; θ is the diffusion angle of the optical diffuser. As shown in Fig.3 , the light from an arbitrary scene point P is scattered by the diffuser. Due to the limit of the diffusion angle θ, only the light scattered from a specific region AB can reach the pinhole O. From the viewpoint of the pinhole a line AB appears on the diffuser plane instead of the actual point P.
With the principle of diffusion, the radius of the diffused spot resulted from optical diffusion is [10] , 2 tan 2 cos
where θ is the diffusion angle and α is the field angle, shown in Fig.3 . From (1), it can be seen that for a given U, the diffusion size AB is uniquely determined by the object-todiffuser distance Z and the diffusion angle θ.
Consider a scene with a smooth Lambertian surface. We take the image of a scene from the same point of view and assume that scene and illumination are static with respect to the camera. Under these conditions, we can represent the surface of the scene with a depth map Z and the radiance with a function r. If we use a real aperture camera and a diffuser with a diffusion angle of θ, the irrandiance I measured on the image plane is a function I that can be approximated via the following equation,
where h is the PSF.
An important case that we will consider is that of a scene made of an equifocal plane, that is, a plane parallel to the image plane. In this case, the depth map satisfies Z(x, y)=Z, the PSF h is shift-invariant, that is, h(x, y, b)=h(x-x1, y-y1, b), and b is a constant. Hence, the image formation model in (2) becomes the following simple convolution, 
where x and y are the horizontal and the vertical axis respectively; σ denotes the spread parameter of the Gaussian kernel, and the standard deviation σ ≐ γb for a certain constant γ>0 to be determined via a calibration procedure. More in general, one can approximate the PSF with other functions, as long as they satisfy the following normalization property,
When the distance map Z is an equifocal plane, the PSF is approximated by a shift-invariant Gaussian, the image model in (2) can be formulated in terms of heat equation [11] [12] [13] ,
where r(x) is the radiance image without any diffusion, the solution u at a time τ plays the role of an image I(y)=u(t, τ) , captured with a certain setting that is related to τ. The "dot"
" D "denotes the Laplacian operator, and
It is also easy to verify that the variance s is related to the diffusion coefficient a via, 2 2ta s =
When the distance map Z is not an equifocal plane, the PSF is in general shift varying. The equivalence with the isotropic heat equation does not hold, and the diffusion process can be formulated in terms of the inhomogeneous diffusion equation as, 
By assuming the surface Z is smooth, we can relate again the diffusion coefficient a to the space-varying variance σ via,
x y ta x y s =
Therefore, the imaging process with an optical diffuser can be formulated in terms of heat equation, and the solution of the diffusion equation can be obtained in terms of convolution of the image with a temporally evolving Gaussian kernel. It is immediate to see that a(x) encodes the depth map Z of the scene via,
III. SHAPE RECONSTRUCTION FROM OPTICAL DIFFUSION
As we have seen in Section 2, when the surface Z is not an equifocal plane, the corresponding PSF is shift varying, and we can not use the homogeneous heat equation to model the diffused images. Therefore, we have introduced the inhomogeneous diffusion (8) by allowing the coefficient a to vary spatially as a function of the location on the image.
Suppose E 1 (x, y) is the image without an optical diffuser and E 2 (x, y) is the diffused image after an optical diffuser is placed before the scene, in this section, we will propose a global shape reconstruction from diffusion method with two images. First, based on the diffusion process in section 2, the following functions can be given, Recall that in Section 2, we required the diffusion coefficient a to be a smooth function that satisfies a number of properties in order to guarantee that energy is conserved in the imaging process. Since the second image is the diffusion result of the first image, the diffusion from the first image to the second image is a forward diffusion, therefore a(x) ≥ 0. 
Notice that a(x, y)=0,
So that when Z=0, or θ=0, there is no diffusion between E 1 (x, y) and E 2 (x, y). Therefore, we can rewrite here in a more compete form, including boundary conditions, as, 
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Normally in an optical diffusion, θ≤90°, so tanθ≥0, and the depth value between the diffuser and the scene point can be denoted as, 
This naturally suggests an iterative procedure to tackle the inverse problem of reconstructing shape from an image before diffusion and an image after diffusion. An intuitive description of the iteration is starting from an initial estimate of the depth map (for example, a flat plane such that a(x, y)=0) and the corresponding partition, find the amount of diffusion for each image in the region where it is more blurred than the other image so that the two are close. The amount of diffusion required to match the two images encodes information on the depth of the scene. More formally, we could pose the problem as the minimization of the following functional,
where the two terms in the cost functional take into account the discrepancy between the simulated image u and the measured images E1(x, y) and E2(x, y).
However, the optimization process above is ill posed, that is, the minimum may not exist, and even if it exists, it may not be stable with respect to data noise. A common way to regularize the problem is to add a Tikhonov Penalty, ( ) 
where the additional term imposes a smoothness constraint on the depth map. In practice, we use 0 a > ， 0 k > which are all very small, because this term has no practical influence on the cost energy denoted as,
Thus the solution process is equal to the following,
Equation (18) is a dynamic optimization which can be solved by the gradient flow, the algorithm can be divided into the following steps [11] [12] [13] , (1). Give camera parameters f, γ, v; set up the iteration parameters: a chosen threshold ε, regularization parameter α and step size β; (2) . Capture the first image without a diffuser E 1 ; place an optical diffuser with a pillbox diffusion function of degree θ in front of the camera and perpendicular to the optical axis, and capture the second image E 2 . The distance from the camera to the diffuser is U; Step (4) . If the cost energy is below ε, the algorithm stops; Otherwise compute the following equation with step size β,
(6). Compute (14), update the depth map, and return to Step (3).
IV. EXPERIMENT
In order to validate the new proposed algorithm, we use a number of synthetic images and real images of five playing cards to test it. In the simulation, first, the effect of the proposed algorithm is tested by using a cosine plane, and some basic parameters in the simulation are as follows: f =12 mm, v=12.2 mm, s0 = 850 mm, F= 2, D= f/2, γ=0.2, and θ=10 o . Then, the error maps for each plane are constructed and the mean square errors of the proposed method are calculated to test the precision of this algorithm. In the real experiment, the camera we use is Canon EOS 5D Mark III with a Canon EF 50 mm F/1.8 lens, and the optical diffuser with a diffusion angle of 10 o is from Edmund Optics.
A. Simulation with a Diffusion Angle of 10 o
In this subsection, the simulation with a cosine plan using the algorithm in section 3 was conducted. First, we synthesize the non-diffusion image when the focus-imaging-condition in geometrical optics coincides and no optical diffuser was placed in front of the cosine plane. Then, the diffused image was synthesized considering of a diffusion angle of 10 o .Finally, the global shape was reconstructed with the algorithm in this paper, and the simulation results are shown in Fig.4 to Fig.6 , where Fig.4 is the synthesized images in which the left is the image before optical diffusion and the right is that after diffusion; the depth maps of gray are shown in Fig.5 in which the left is the calculated depth map with our algorithm and the right is the true depth map; Fig.6 is the global surface shape in which the left is the estimated shape with our algorithm and the right is the true shape. Fig.4 The sample images of a consine plane Fig.5 The depth maps of gray From these figures, the following conclusion can be obtained, 1) Because the depth of field of our simulated camera is much longer than the depth variation of the surface shape, the image before optical diffusion is focused. After optical diffusion, the sample image is blurred and the blurred degree of different points is different due to their distance from the optical diffuser.
2) The estimated depth map of gray has same bright features compared to the true depth map of gray, and the reconstructed shape of our algorithm has the same waveform variation to the true shape. Fig.6 The reconstructed shape and the true shape
In order to investigate the precision of the new algorism, we construct the error map ζ between the true depth Z and the estimated depth Z e with the cosine plane, and calculate the mean square error φ of the whole image. The calculation formulas are shown in (20) and (21), Fig.7 The error map between the estimated shape and the true shape
The result map is shown in Fig.7 , where we can see that the maximum of error map is less than 0.012, and the average error is only 0.0057. Therefore, the average error is only 0.57%. The mean square error of the whole image is only 0.0058. At the edge of the image the error value is higher than that in the middle of the image, the reason is that the optimization method we use to estimate the global shape has some edge influence, and it is one of the future works.
B. Experiment with an Optical Diffuser
We used the images of five playing cards to validate our depth reconstruction method. Each card in our experiment is 0.29 mm in height, and the results are shown in Fig.8 to Fig.11 . Fig.8 is two experimental images, in which Fig. 8(a) is the image of the cards before optical diffusion and Fig. 8(b) is the diffused image by the diffuser; the global reconstructed shape of the arranged cards with our global shape reconstruction with an optical model is shown in Fig.9 . The unit of the depth axis is mm. In order to validate our method in this experiment, we also construct the true shape of our arranged cards because we already know the height of each card, and the true shape is shown in Fig.10 . The error shape between the true shape and the estimated shape is shown in Fig.11 , and the calculation formula is as same as (20). From Fig.9 , Fig.11 and our error calculation, we can obtain the following conclusion, (1) Our global shape reconstruction method can clearly reconstruct depth variation of the arranged cards. It coincides to the ground truth.
(2) At the edges of cards, the error is higher than at the other places. This is because that we use a global optimization method based on gradient flow, and it needs a long process to get a comparatively sharp edge. In addition, the estimated error is proportional to the true depth.
(3) From our calculation, the mean depth reconstruction error of our proposed algorithm is 0.052 mm and the mean square error is 0.0536. Fig.11 Error shape of our method V. CONCLUSION
In this paper, a novel shape from diffusion method based on heat diffusion equation is proposed. Our primary contribution is to introduce the imaging model and the diffusion equation, and the blurred image with optical diffusion is constructed with the relative blurring and the diffusion equation. The second contribution is to propose a global shape reconstruction algorithm based on the relationship between the reconstructed shape and the blurring degree of a diffused image. The third contribution is that we conduct simulations with synthetic images and experiment using five arranged cards to validate our new method. The results show that the proposed algorithm is effective to reconstruct shape using only a camera without changing camera parameters. Besides, since the proposed method needs only one fixed camera and an optical diffuser, the process is simple and the error analysis results show that it can attain depth with high precision. Therefore, it can be used to attain 3D information in one-eye vision, hand-eye system.
