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Abstract
The importance of user behavior analysis is becoming increasingly valuable to Software as a
Service (SaaS) businesses such as Kpler. Users of big data applications require attention in order
not to lose customer loyalty in a competitive business environment. With data analytics
techniques, knowledge can be extracted about the user behaviors, and that would be a beneficial
exercise to the business when it comes to improving services to the customers whether it’s a
tailored customer support, targeted marketing campaigns or enhanced product features. This
capstone project is focused on predicting user profiles through their web usage behavior. A data
mining approach was adopted to reach the objective of this project, and interesting patterns were
derived from the analysis of the usage data. The main profiles of Kpler users are as follows:
trader, operator and analyst. There are two different angles to the usage on the platform, Map and
Analytics. It was found that the map feature on the platform was the most frequently used by all
user profiles due to the richness of the information presented on the map. The analytics feature of
the platform is frequently being used by trader and analyst profiles since they are user-friendly
and can analyze trends fairly quickly. Because these patterns can change over time, predicting
user profiles can become interesting in evaluating their usage. We’ve selected Random Forest as
the classification model, which resulted with the following metrics: train accuracy 96.9%, test
accuracy 49.5%, precision: 97%, recall 96% and f-1 score 97%. These scores are considered to
be a good starting point for a promising future work on this topic for the company.
Keywords: User Behavior Analysis (UBA), SaaS, User profile, Data mining, Classification.
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Chapter 1
1.1

Introduction

About Kpler
Kpler is a pioneer in data intelligence and analytics in commodity markets. It was
founded in 2014 in Paris, France. Kpler employs more than 200 people globally across 9 offices.
Kpler serves energy companies with data on more than 40 commodities. It allows professionals
to understand impactful trends in the energy markets, drive new business opportunities and feed
their own data ecosystem models. Kpler provides unique datasets to its customers via webpage,
API and SDK.
Background Information
In the era of advanced technologies, SaaS companies are becoming increasingly wary of
their business. The need to analyze usage behavior of their customers has become more
prominent. Metrics in the industry such as Annual Recurring Revenue (ARR), Churn rates, and
Customer Lifetime Value (CLV) are widely considered to monitor the success of the company.
According to McKinsey & Company, about 92% of SaaS companies fail to sustain their growth
beyond $1 billion in revenues (Kutcher, Nottebohm, and Sprague 2014). One of the most
important drivers to success for SaaS companies is the understanding of their users’ interactions
in using their applications. When a company overlooks the customer needs, it would become
difficult for the stakeholders to relate to the service, which leads to a drop out. This is the reason
why the concept of User Behavior Analytics (UBA) has appeared in the 2000s, and that is to help
marketing teams analyze and predict customer buying patterns (Bacon 2017).
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What is User Behavior Analytics (UBA)?
The definition of UBA stems from tracking, collecting and then assessing the user data,
their actions on the platform using monitoring systems. Instead of guessing, UBA helps in
finding root causes for changes in a general behavior such as user engagement, conversion rates
and retention. It can also help in answering questions on what the user is struggling to achieve
when using an application. UBA is widely used in the cybersecurity industry where it can detect
threats or hacking attempts. One of the primary functions of UBA is the determination of a
baseline of normal activities that are specific to the users. Through big data technologies and
machine learning algorithms, user behaviors can be identified and assessed in near real-time
manner.
Why do we need UBA at Kpler?
The article written by Torsten Zube, the Vice President and Head of SAP Cloud Platform
Business Services at SAP SE, mentioned that in order to enhance the user experience, software
companies need to meet the following requirements:
-

The software must recognize the user

-

The software must understand the user based on the longevity of the service used
by the user

-

The software should be able to predict what the user wants to do next.

“We know that the way software developers design processes and the way people use
them is quite different. If we can capture the behavior and then use tools to translate that data
into understanding, we could intuit what a user wants to do. We can develop software that
9

matches user needs and automatically delivers a customized user experience — absent any bias
from the software vendor about the “right” way to perform a task” (Zube et al. 2020).
The benefits from tracking and analyzing user behaviors can vary depending on the
outcome needed. Generally, it brings insights on what consumers of the data are interested in,
and what they seem to ignore. It also helps in identifying pain points of the customer journey.
Furthermore, it enables the understanding of the product performance and how users tend to
become loyal and promoters of the product (Hotjar 2021).
At Kpler, we aim to understand our customers better through UBA technologies to
enhance customer satisfaction. It’s vital to run such analysis as it’s aligned and connected with
the business goals of the company. In this research, we aim to classify users based on their job
titles. When a user is heavily using a specific feature on the application, we tend to understand
what the user is trying to do when he/she is doing their job. UBA solutions tend to focus on what
the user is trying to do via a web application to establish a benchmark of behaviors among
different other users. Teams at Kpler, such as Customer success and product developers, would
benefit from such analysis to tailor the service to the customers. The design of the product can be
improved when using UBA, and that is by understanding how features and functionalities are
being used by the users. How frequent and how much do they explore those features can bring
insights to the weaknesses and strengths of the platform. Therefore, in this project, we will build
a model that will predict the user profile of almost 3000 active users based on their web usage
behavior. In addition, acquiring insights about the user behavior can increase the company’s
efficiency as well as financial performance. According to McKinsey (2017), companies that
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leverage user behavior knowledge can outperform their competitors by 85% in sales growth and
more than 25% in gross margins (Brown et al. 2017).
Business Problem Statement:
One of the business cases that Kpler is concerned about is the knowledge about its users.
Without having this knowledge, the lifetime value of the client would be damaged and could
cause churn in the future. Consequently, this would impact the revenue of the company. Through
User Behavior Analytics (UBA), it’s possible to gain actionable insights about the users of the
service. Through gathering data on user clicks, frequency of page views and their job titles, it
would be possible to understand their profiles. This will unlock more understanding of the user's
desired goals in using the Kpler application. Then, it becomes much clearer for the company to
enhance and tailor its customer support towards the clients of Kpler.
1.2

Project goals
With the company's growth, the number of users will increase; as a result, it will become

more complex to understand what each user is trying to do when using the application. This
research aims to bring insights to the teams in Kpler about the user profiles. The goal is to enhance
the company’s understanding of the users, improve customer satisfaction and develop a product
offering that suits the needs of the client. Through User Behavior Analytics (UBA), we will
analyze usage patterns of the users, and define a baseline of usage behaviors based on a user
profile. By applying a classification machine learning model, we will then be able to predict the
user profile based on his/her usage. Multiple models will be tested and validated by their accuracy
results.
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To define the user behavior, we need a set of definitions of the features that are on the webbased application. The following set of features will be analyzed through this paper.
-

Map: it’s a feature that allows users to track commodity shipments in real-time

-

Flows: it enables analytics of commodity trade trends by viewing exports and imports

-

Fleet Metrics: it provides analytics on commodity movements and storages

-

Freight: it’s a combination of using multiple analysis to provide indication on supply
and demand of shipping

-

Inventories: it facilitates the analysis of storage fluctuation of commodities

Besides these features, it’s also crucial to define the list of user profiles that need to be
predicted in this project. The following are the titles of users that commonly use the Kpler
web-based application:
-

Trader: a commodity trader looks at a combination of real-time tracking of shipments,
and tends to do market analysis of commodity trades with inventories. Our expectation
from the user profile (Trader) is that most trader type usage will show a combination
of frequency in viewing the map, flows, fleet metrics and inventories.

-

Operator: an operator is in charge of executing a trade. Therefore, he/she needs to
keep an eye on the real-time tracking of the shipments that carry the commodities. The
operator tends to view load and discharge operations around the ports, for example.
Therefore, the operator will most likely show a usage with high frequency in viewing
the map. Actions on the map feature can be searching for a particular ship name or a
location of interest. Also, the operator could be clicking on a ship by having a prior
knowledge of the ship coordinates on the map.
12

-

Analyst: an analyst tends to view the macro level information about the market. He/she
would use the analytical tools of the Kpler application to get a sense of the market
trend, and seasonality views. An analyst would most likely show a usage pattern of
Flows, Fleet Metrics, Inventories and Freight.

Research questions:
-

How can User Behavior Analysis be utilized in SaaS applications?

-

How can we leverage predicting the user profile to enhance customer experience?

-

What factors/features influence a certain usage pattern of the user?

-

What is a suitable method to discover knowledge about users of cloud-based
applications?

1.3

Aims and Objectives
The capstone project objective is to develop a methodology in predicting user profiles

based on their usage behaviors of the platform. That is collected data from clicks and events
done by the users on the application. This data will be preprocessed and analyzed to bring
knowledge about the behavioral characteristics of the users of the SaaS application.
Kpler serves thousands of users around the world. These users benefit from using the
web-based application to make informed decisions on their trading and operations. Therefore,
knowing their needs is a vital step to provide success to the users as well as to Kpler itself. The
main objectives of this project are to:
-

Apply the data analytics techniques learned throughout the program to help in
predicting user profiles.
13

-

Identify usage patterns of each user profile by analyzing feature usage and frequency
of pageviews.

-

Implement classification algorithms to predict user profile based on the usage
behavior

-

Create a dashboard that is accessible for the teams in Kpler (Customer success and
Product developers) to see the usage patterns of the users.

1.4

Research Methodology
To reach the objectives required in this project, it’s crucial to follow a step-by-step

methodology that ensures comprehensive and well-rounded research on the topic. This would
start from the data acquisition process until extracting knowledge from the data.

Figure 1: UBA Research Methodology
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Phase 1: Business Understanding
As an initial step of this project, it was important to understand what was needed from the
idea of predicting user profiles. From a business perspective, it would help solve problems
related to having better visibility on what the users are doing when using the Kpler application.
By spotting the usage patterns, Kpler would be able to identify business opportunities connected
to each client's usage behaviors. The business problem statement was discussed and shared with
the Vice President of Customer Success, and the Data Science Manager at Kpler. It was
confirmed by them that this is an important step for the company to build a wider system that
would give an accurate health score for each client contracted with Kpler. It will pave the way to
having an open-access system that allows various teams in the company to understand their
clients’ needs and their pain points, as well.
Phase 2: Data Acquisition
In this stage, the data gets collected via various methods through the clicks that the user
trigger on the web-based application, but also the page paths done by the user. Those are
collected in an internal database called workflow_analytics. This database contains all
information related to the users which contain information about the count of pageviews that the
users are making for each feature, and the frequency that the users are doing for each feature.
Besides, we have the user emails, their names, and their job titles. Through SQL written on
Python Jupyter Notebook, it was possible to retrieve the data that we are able to work with for
the rest of the project.
Phase 3: Data understanding (Feature Definition):
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In this phase, the dataset retrieved from the database (workflow_analytics) will be
explained thoroughly in chapter 3 with examples about each feature.
Phase 4: Data Preparation:
This section of the research will focus on preparing the data before applying any data
analysis. It’s crucial to prepare the dataset before feeding it to the model or even extract patterns
or knowledge from it without applying any cleaning steps such as removing null values. We will
also be merging two datasets extracted from the database to have a complete dataset that
combines the usage data plus the user profile data.
Phase 5: Classification modeling:
In this phase, we will be applying a model that will help us reach the business objectives.
Various models will be tested and evaluated to select an optimal model with results that fit the
needs of the project.
Phase 6: Results Evaluation and discussions:
In this stage, the results of each model will be discussed and validated by the data science
manager in Kpler. Also, the usage patterns and behavior analysis will be visualized and
communicated with the stakeholders of this project.
Phase 7: Deployment:
The findings of this project will be presented to the Customer Success team, as they are
the stakeholders for this project. Since this project will be continuous work, and there is a
roadmap for it to be deployed internally, a dashboard will be created in future to provide realtime reports on the Kpler users profiles and behaviors.
16

1.5

Limitations of the Study
The dataset available in this project contains private information related to the users of

Kpler. Their emails, their names and their company name. Neither Kpler nor the clients wish to
have this company shared in any external environments. Therefore, different measures have been
taken into account, such as encoding or removing the usernames and emails from the dataset.
The primary limitation for this study is that the number of users is not that many. Kpler is
fairly a new company in the energy industry, and approximately 3000 users may not provide us
with accurate user behaviors. However, the company is growing and the number of users is
expanding, which will lead to better analysis in the future.
Also, in the company, this project is considered to be a new one and was not done by any
other colleagues in the past. There is also a lack of content and literature about such projects in
external sources used in this research.
The last phase of deploying the results of the project into a dashboard would take time for
it to be implemented as it requires various connections and different teams to be involved.
Therefore, the analysis about the user behavior will be provided via Tableau for illustration
purposes. The engineering crew will then deploy the solution into the internal system to monitor
user behaviors.

17

Chapter 2 – Literature Review
2.1

Introduction
The literature review in this project focuses on previous studies done around the same

topic of user behavior analytics. The main topic analyzed was the use of machine learning
whether supervised or unsupervised learning have the ability to analyze user behaviors. These
methods in the previous studies were related to cybersecurity by detecting anomalies and change
of behaviors; besides, product customization and personalization for the user. Through this
research’s literature review, certain gaps were highlighted to provide a different angle in solving
a business problem.
2.2 What’s in the literature?
In the below section, we’re reviewing literature by three categories. Firstly, we want to
understand what is User Behavior Analysis and where is it usually applied. Secondly, we need to
know the techniques used in the industry in solving such business problems. Lastly, the impact
of UBA on organizational efficiency.
2.2.1: User Behavior Analysis
(Patil and Basit 2020, 1349) have researched the importance of user behavior analysis in
digital applications. UBA has the power to refine huge amounts of knowledge to spot skeptical
end-user behavioral profiles as well as spark off alerts in real-time. It’s also used to reinforce an
enterprise’s security framework. According to the authors, the UBA model can be implemented
to illustrate user patterns and detect user’s abnormal behaviors. Behaviors can vary from
18

detecting financial frauds and cyber-attacks. It was also highlighted that UBA technologies were
first evolved in the field of selling and marketing, which assist companies in predicting consumer
purchasing patterns, for example. They also suggested that machine learning can play a crucial
role in scaling the use of UBA on a wider scale in businesses. In one of the sub topics in this
paper, it mentioned that using UBA merged with business intelligence can optimize and scale
business processes.
To summarize, there are pros and cons of using UBA for companies. The advantages can be as
follows:
•

Great visibility on what the end-user of the application is doing by gathering relevant
data.

•

Increasing organization effectiveness by running A/B testing and increasing efficiency
within the employees.

•

Prediction of insider attacks

•

Anomaly detection to profile users and behavior anomalies

The cons of using UBA can vary and depending on the circumstances:
•

Black Swan event which refers to dealing with numerous alerts that are hard to filter
which ones should be actionable and not.

•

Having wrong models and systems in place would lead to wrong interpretation.

•

Stability of the machine learning algorithms

19

(Welch and May's 2010) stated that marketers can unlock huge potential when they know
more about their consumers and users. Understanding how a small change in an offering can
affect the user behavior is influential on people's reaction to the product. Cost and time can be
either optimized or exhausted if the behavior is not well understood by the organization.
Moreover, according to (Gregg et al. 2016), using behavioral data can pave the way to finding
the value in the product being used. Understanding how consumers' decisions take place when
using the product can help provide a personalization scheme and journey for the consumer. This
can happen if marketers integrate their data with other data sources to understand more about
their customers such as page viewing history, count of clicks on the application and number of
visits per day. Consequently, companies will be able to capture more value by unlocking the
understanding of their customer habits and patterns, which drives more productivity of the
company, then create new solutions. Research done by (Brown et al. 2017) has stated that
organizations that leverage behavior insights can outperform peers in the industry by 85% in
sales and 25% in gross margins.
(French-Owen and Goerzen 2020) has emphasized on the fact that digital applications
that serve multiple personas need to have a personalized approach to increase conversion rates.
The categorization of the personas and funneling them is a step to drive engagement with the
consumers of the application. Information such as demographics, lifecycle and behavior can
bring utmost categorization of the users.
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Figure 2: Persona identification and categorization

From the perspective of improving application via UBA, (Orlovska, Wickman, and
Söderberg 2018, 117-122) have introduced user behavior analysis in the automotive industry,
which has revealed limitations of existing methods and lack of objective in sources of
information. They have suggested that understanding user behavior patterns can lead to
improvement of their system. This also established a foundation for their business goals to
develop enhanced methodologies besides designs towards their Human Machine Interface
(HMI). The analysis of their end-users has given them the ability to deal with user interface
complexities, and allowed them to understand the common practices taken by the users. Also, it
enabled an accurate feedback loop. They depended on a block-scheme workflow that allowed
them to come up with an index of usability issues within their interface.
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Figure 3: Block-scheme workflow

(Russell 2014) has discussed three scales of looking at user behaviors for the users of the
google product “AGoogleADay” story, and divided them into three categories. The micro level
which refers to users who create events at a short time scale. The micro which indicates how
humans behave over days and on a large scale. Also, the meso level, which states how humans
behave minute by minute. He suggested that knowing such scales would help him understand
what is going on with at the user level, and how to improve the end-user experience for next step
design cycles.
According to (Kapusta et al. 2019, 21-33), utilizing web server data to focus on web visitor
behavior is a method that gives them the possibility to know more about the users than secondary
data sources. This method is called Web Usage Mining (WUM) where the information about the
users is stored as logs, files and cookies. Because WUM is subject to data noise where there
could be a lot of useless information, they needed to go through a data mining process:
•

Data acquisition: by obtaining data such as IP addresses and session timestamps.

•

Data preparation by cleaning any irrelevant data and duplicates, integrating data from
other logs, transforming the data to identify the users better, and data reduction by using
feature engineering.
22

•

Data analysis where they needed to discover usage patterns by using apriori algorithms.

•

Data understanding after the analysis by calculating the characteristics of the files such as
the access counts and length of sessions. Also, number of identified and frequent
sequences.

•

Comparison of acquired knowledge evaluate the quality of the data
(Ranjan, and Kumar 2022) applied user behavior analysis to detect malicious behavior

activities of users on an application. With the use of machine learning, they were able to list
down IP addresses or user identification tokens based on browsing behavior of the users. In our
research, our goal is to predict user profiles based on the web usage behavior rather than
detecting any malicious activity. However, what was learnt is that machine learning can help in
various ways. Contents that were retrieved from the application browsing were timestamp, IP
address, destination IP, domain name, path, protocol, response code, response time and host
name. Through the use of machine learning, they were able to have a range of accuracy between
80% and 90% with the dataset timeline.

23

Figure 4: Model Comparisons (Ranjan and Kumar 2022)

2.2.2: Techniques Used in the Industry
(Zhao, Xia, and Zhou 2010, 692-695) have focused on the implementation of User
behavior analysis structure. Knowledge on their users was derived by establishing data mining
techniques in analyzing their user interests. The actions done by the users are called ‘events’ and
are considered to be a factor to the user interest, and creates what the user actually requires from
the platform. The data acquisition stage was interesting because they collected web content
information such as search keywords. Then, the web structure acquisition which contains
hyperlinks and HTML structured queries. Also, the web logs were collected that provided data
such as the IP address. They’ve also traced the clicks and the operations done by the user on the
webpage. After the data mining and preprocessing steps, they’ve implemented the Support
Vector Machine (SVM) model. An optimal supervised learning technique that was used to
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separate dimensions and values via a decision line. It resulted in a user interest degree calculation
using the following formula:
Equation 1: User Interest Degree Formula

Figure 5: Framework of User Behavior Analysis (Zhao, et al. 2010)

(Li, Li, and Liu 2021) have proposed a gender prediction study for social media users.
Through the extraction of user profile features such as preferences, behavior habits and personal
attributes, the paper claims that these features can help the model in classifying the gender of the
users on social media. The value in predicting the gender of the users is bringing efficiency in
production applications. Various techniques were used to do such predictive analysis. Fused
sentiment, logistic regression, naive bayes, k-nearest neighbor, random forest and support vector
machine. The methods used in this paper are closely related to what our research is aiming to
achieve. (Ngatirin, Zainol, and Yoong 2016) have analyzed various classifiers on prediction of
personality for social media users. A nicely done analysis in characterizing the traits of the
25

person. They have extracted the data from the web servers, then went through feature extraction
and selection. Among the rest of the classifier models, OneR scored the highest (84%).
One of the main behaviors of users is the different searching behavior. (Vuong et al.
2019) have suggested that search activities are associated with the content seen by the user,
which triggers more searching about the topic. This raises the importance of knowing user
intentions to search for content on a web-platform.
In addition, industries such as bank telemarketing rely on user classification methods to
profile them. Telemarketing is considered to be a direct sales contact with the customer by phone
or email. Such logs of communication get stored in databases for further studies. (Palaniappan et
al. 2017) experimented a classification model for a retail bank in Portugal and explained how
they can predict a customer to accept a sales offer by understanding their personal
characteristics. Their objective was to increase the accuracy of predicting retention and
identifying potential groups of customers that are prone to be long-term subscribers with the
bank. Naive Bayes, Random Forest and Decision tree classifiers were used in this study. Age,
job, contact, marital status and call duration attributes were used in the data. Decision tree scored
the highest accuracy amongst the other classifiers. This has led the bank to achieve more sales
and more understanding of their customer profiles. As a takeaway, this paper has given us the
confidence to examine classification in estimating user attributes through using the web
interface.
For user behavior analysis, machine learning is not always the solution. Basic
Collaborative Filtering (CF) of the data can provide results and patterns over time that would
help reach the desired goals. For example, (Abel et al. 2011) have leveraged user modeling of
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Twitter users based on the type of tweets. The enrichment of semantics about the user profiles,
linking tweets with external web sources and user modeling has provided a framework for
generating hashtag-based, entity-based and topic-based profiles. Those were analyzed to
understand how each profile is influenced by personalized news recommendations without the
interference of machine learning algorithms. The results were validated by the Mean Reciprocal
Rank (MRR) to measure the quality of the news recommendations.
(Sundari and Subaji 2020) have proposed a work around product recommendation
enhancing through an improved mining of behavioral patterns of usage. It aimed to solve data
sparsity for the recommendation system in their application. Data sources such as user profiles,
tags, ratings and items used can be gathered to preprocess the information into clusters. With
classification machine learning models, such as association rules helped them analyze the user
interests and understand hidden patterns. Through the architecture they proposed to handle such
big data analysis, they were able to provide an understanding of a better recommendation system.
They have compared the results with already existing methods from previous literature, and their
accuracy scored on average 5% higher precision, 3% higher recall and 4% higher values when
compared to traditional collaborative filtering (CF) methods.

27

Figure 6: Recommendation System Architecture (Sunday and Subaji 2020)

Another technique studied on Google+ done by (Zhe et al. 2015) was the Behavioral
Factorization (BF) to construct user profile topic interests in social media. Their analysis showed
that each user's topic interest by one type of behavior is different from other types of behaviors.
They had a latent embedding model that predicts user topic preferences. BF has contributed to
increasing the model’s predictive power by up to 80%. Also, by using Weighted Profile Building
(WPB), they were able to improve coverage of profile consumption by 60%.
In the research paper of (Yang 2010), it claims that user identification through behavioral
patterns is a new and exciting area of research. The paper proposed a different approach in
identifying users through web usage patterns instead of using tracking techniques of web logs
such as cookies, logins and keys. This approach depends on data mining techniques which use
decision trees and Support Vector Machines (SVM). Although this approach suggests a data
mining technique, having external data linked with the user behaviors can provide a lot more
accuracy to the user identification.
2.2.3 Improving Organizational Efficiency with User Behavior Analytics
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(Mei et al. 2020) have studied the user behavior analytics in the financial industry.
They’ve utilized big data frameworks such as Hadoop, Spark and Eclipse to provide an
analytical system about the users. Their analysis architecture was organized in a way that it helps
them provide as much as accurate information about their users as possible.

Figure 7: UBA Architecture (Mei et al. 2020)

They used multiple techniques to come up with an accurate analysis about their users.
Firstly, they depended on apriori algorithms to associate between the users and their investment
levels. Also, this helped them establish a sales model. Secondly, they segmented their existing
users by groups by using centroid k-means clustering algorithm. Their analysis took various
angles in order to come up with a concrete conclusion about their users, such as the following:
•

Event Analysis: the collection of clicks, site visits, search keywords and paths has
enabled them to study the psychology of the user behavior. They claim that this is useful
in web page development, also attracting and retaining users. As a result, generating user
loyalty.
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•

Funnel Analysis: they created a conversion funnel to their users by comparing their
conversion rates of old registrants versus the new one.

•

Retention Analysis: this refers to the process of converting users who firstly visit a
website and then become active, stable and loyal users. Through this analysis, it’s
important to study the effectiveness of a product or feature change in the product which
would lead to a different retention rate.

•

Web Terminal Analysis: an essential study to see which parts of the web interface are
mostly used, clicked on or spent time on. This provides them with visibility on what the
user is doing on their webpage.

•

Terminal Analysis: this refers to the technical characteristics of the user login details such
as the type of browser he/she is using and the operating system.
To understand the importance of UBA, it’s necessary to know what Google has done in

behavioral analysis. From (Google, n.d.), the article gives a good understanding of the google
user behavior. It articulates that once a company knows about their users, they’re better equipped
in making smart decisions about their websites and platform. Especially in SaaS businesses, it’s
vital for them to invest in their application developments. This helps ensure customer
satisfaction. To do so, the company needs to focus on gathering more data about the users. Then,
define the data related to the business needs. Utilize the analysis of user interactions through
collecting the events of the usage. Therefore, it’s essential to segment users to better understand
what drives the success of the product. One of the business goals is measuring the conversion
rate of the user. From the login page to becoming a loyal user. This article suggests that using
clustering techniques can help in understanding the behavior of the users. It gauges the response
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towards short-term marketing campaigns, for instance. Also, in monitoring how individuals or
groups of users may change their usage patterns, which leads to reaching the business objectives
for the organization.
If an organization wants to improve their data decision making processes and their
visibility on their users, then big data frameworks are instrumental in their business. (Wang,
Wang, and Tao 2019) have proposed a user behavior analysis framework using distributed
machine learning to solve industrial scale problems. A framework that can handle large volumes
of data as it benefits the organization in extracting user needs by analyzing their characteristics
either individually or in batches. The architecture they’ve designed has comprehensively covered
the process of storing, processing and analyzing user behaviors. In storing the data, they’ve
relied on relational databases for raw data and Hadoop distributed File System (HDFS). To
process the data, they’ve relied on MapReduce. Then, through task configuration and
management, it’s possible to query the user information and visualize it in clustering,
showcasing group or individual user features. This kind of framework plays a big role in
developing an organization's efficient workflow to better understand their users.

Figure 8: Architecture of the User Profile Analysis (Wang, et al. 2019)
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Figure 9: User Profile Building Workflow
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Figure 10: Results of Clustering Analysis

2.2.4: Conclusion and Takeaways:
From the literature review, we understand that user behavior analysis is a widely used
technique in the industry. It’s advantageous in enabling user detection, identification and
personalization to solve problems that are related to not only malicious behaviors, but also
customer satisfaction. Big data frameworks were utilized and implemented with huge
investments to solve real-life problems. Therefore, the purpose of this research is to bring a new
perspective into how user behavior analytics can be beneficial in improving organizational
efficiency in acquiring deep knowledge about their users and customers. This capstone project
brings perspective of user profile prediction and how it affects the pattern of the usage.
The literature has covered areas of research that focused on different techniques used in
the industry. Techniques such as classification, clustering and traditional systems (Collaborative
Filtering) were studied in depth. Several papers studied the clustering algorithm to group users
by number of characteristics to those groups. Also, several other papers have introduced the
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power of classification algorithms to get an enhanced accuracy on identifying user behaviors.
Collaborative filtering was also studied, although it did not show strong results compared to the
supervised and unsupervised learning techniques. We learned from the literature that
classification can be a suitable technique for the purpose of the capstone project. The clustering
technique was evaluated for our capstone project; however, after discussing the business
outcome desired, we decided to go for classification instead.
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Chapter 3- Project Description
3.1 Project Overview
Predicting the user profiles of Kpler is an essential step to provide an important insight
about the client’s lifetime value (CLV). Therefore, this project aims to help Kpler understand
their users better through the user behavior analysis. The data used in this project was obtained
from the workflow analytics database. An internal respiratory that collects all the information
about the user’s interaction with Kpler web-based application. The data is stored in a structured
data type. For the sake of this project, we used the pageview and the job title datasets and queried
for it using SQL in Python. We’ve relied on libraries such as SQLAlchemy to connect and access
the database via the python application. Afterwards, through the database keys (port, host, URL,
username and password), it was possible to introduce the data using the create_engine function
on python (SQLAlchemy 2022). The code below exhibits the acquisition of the pageview and
job titles datasets from the workflow analytics database.
When the job title dataset was extracted, we needed to group the job titles into user
profiles based on three labels: Trader, Operator and Analyst. Those three profiles will be
explained in the following section of this chapter.
A data analytics methodology has been applied to obtain insightful patterns about the
user’s behaviors when using the platform. Then, to predict the user profiles, a machine learning
algorithm was implemented. Various algorithms were tested such as Random Forest, Decision
Tree, Gradient Boosting, Naïve Bayes and KNN in order to evaluate the results with best
outcomes that match the business goals of this project.
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The tools used for this project were python as the programming language to perform the
data acquisition and data modeling stages. Since it provides the capability in importing various
libraries that help in the modeling phase. For example, scikit learn.

3.2 Dataset Overview
The data understanding phase of the project was a crucial part because it involves the
knowledge needed to align with the business requirements. First of all, we needed to know what
data to extract from the database. Since our objective is to predict the user profile through their
web usage, then we need to extract information related to their pageviews, pageview types, their
emails and their job titles.
Via SQL, we were able to retrieve the count of the pageviews of each user per each
pageview type. However, we needed to understand the frequency of using these pageview types
from the rest of the pageviews done by the user. Therefore, we have also acquired another field
from the database called `Frequency`. It gives the fraction of the usage of the platform from the
rest of the features on the platform.
Afterwards, we needed to specify the profiles of the users via their job titles. In order to
do that, we’ve built SQL query that would group job titles under the user profile. For example,
we’ve put any user who’d input “Oil Trader” as a job title to be as a “Trader” in profile. This has
narrowed down the target label required to be predicted.
After getting the user profile data, we’ve merged it with the pageview dataset by using “Right
Join” method on “email”
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The dataset used in this project was retrieved from the workflow_analytics database. An
internal database where we used Structured Query Language to extract the data and work with it
in this project. First of all, we have extracted the data that contains the user details with the page
view types (pv_type) that are visited by the users. Secondly, from the same database, we
extracted user details but with their job titles that are registered when they first login to the
application. The below tables will explain each of the datasets separately.
-

Pageviews: it represents the count of views of the page done for each pv_type by the user

-

frequency: it is the fraction of a pageviews out of the total pageviews done by the user

-

user_id: it’s an ID that uniquely identify the user
Table 1: Kpler feature (pv_type) definitions

pv_type

Definition

Dashboard

A customizable webpage to gather widgets
that would include charts, for instance

Fixtures

A web page that includes data about ship
schedules

Fleet_metrics

A functionality that provides trend analysis on
ships

Flows_zone

A feature where a user can search by a
specific zone to get trade exports and imports
information.

Flows_zone_product

This allows users to combine their search
zone and product name filters. A zone can be
UAE, and a product can be Crude Oil, for
example.

Freight

An analytical function that allows users to get
information about congestion of ships and
other freight related analysis

Inventories

This function helps in tracking levels of a
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certain product (it works through a satellite
technology)
map_direct_click

With this feature, a user is clicking directly on
the map to know more about a certain ship

map_search_location

A user can search on the map by the name of
a location to know more about the ship
activities in the searched location

map_search_product

A user can search on the map by the name of
a product to know view product related
activities

map_search_vessel

A user searches for a ship name to know
Estimated Time of Arrival (ETA), Ship
coordinates, Ship tracks and more

map_search_player

A user can search by a company name to get a
list of shipping activities

map_search_all

This feature tells that a user can combine
location, player, product and vessel name
altogether

Below are snippets from the Kpler platform that shows each feature:
Dashboard: an example showing exports of OPEC members of crude oil
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Fixtures: brings a table view of scheduled line ups of ships to load from ports

Fleet_metrics:
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Flows_zone: filtering the flows by zones

Flows_zone_product: filtering the flows by zones and products at the same time
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Freight: this combines all features related to Freight analytics, such as Ballast Capacity,
Congestion, Fleet development, Fleet Utilization and Freight Metrics.

Inventories: it can be viewed from both the map and the analytics page
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Map_direct_click: direct click on the object on the map (vessel) to know more about the
movement of the vessel.
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Map_search_location: allows the view of vessels moving between regions

Map_search_product: allows the view of product movements on the map
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Map_search_vessel: looking at full vessel historical tracks by searching by the name

Map_search_player: searching by a company name to know their movements on the map
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Map_search_all: combining all search functions on the map to narrow down the search

For the second dataset that contains job titles of the users, it includes the following:
-

Email: login email of the user

-

job_title: the job title registered by the user when they first login to the application
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-

profile: same as job_title but common job_titles will be grouped under different
profiles. The below explains the personas or profiles where we will group the
users different job titles under:
Table 2: User Profile Description

User Profiles

Description

Trader

A type of user whose interest is to find
business opportunities

Operator

A type of user whose interest is to execute a
trade by tracking certain shipments

Analyst

A type of user whose interest is to analyze
markets
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Chapter 4- Data Analysis
In this chapter, we’ll be showcasing the steps that were taken to achieve the results for
this project. As explained before, we will be predicting the user profile through the usage of the
Kpler web-based application. After understanding the value needed in conducting this research,
we’ve decided to take the approach in acquiring the desired data and run the analysis. The work
was done on Python Jupyter Notebook for the programming part. However, most of the
visualization was done on the software Tableau. The results were communicated to the
stakeholders in the company, the Customer Success of Kpler. The below phases were considered
to carry this project forward:
4.1 Data Acquisition:
In order to retrieve the data needed for this project, a database access was required. A
URL with host and password were used to access the database. By using SQLAlchemy, we were
able to write SQL-like queries on Python Jupyter Notebook to retrieve the datasets needed. There
were two datasets that were acquired from the database. The first one had the users with their
pageview type (pv_type). The second dataset was for the job titles of the users labeled with their
email logins and their profiles. The steps in preparing this data will be explained in the below
sections.
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Figure 11: Data Acquisition Code (dummy URL for privacy purposes)

Figure 12: Code to extract users with pv_type

Figure 13: Data sample containing pv_type, pageviews and frequency (user names and emails were hidden due to privacy
reasons)
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The pv_type which defines the features of the Kpler application were extracted via a code
that used the pathways of the user accessed pages. The pageviews values are defined by the
number of times that the user has visited a particular pv_type. It’s defined by the last 120 days
from when the data is retrieved from the database. The following query was written via SQL to
acquire the data for pv_type and pageviews. The below code showcases how each pageview type
was extracted.

Figure 14: pageview type data extraction

For the job title dataset, a different query was written in order to retrieve the users’ job
titles and their profiles. The job titles are registered by the users themselves when they access the
web-based application. Sometimes we see human errors when the users input their job titles;
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therefore, we created the column `profile` in order to group several job titles under a particular
profile. Using the query in the code below, we were able to combine different job titles under
three different profiles. Those profiles are Trader, Operator and Analyst. The dataset is called
user_job.

Figure 15: Job title and Profile data extraction

Figure 16: Data sample of job title and profile of the users (usernames & emails were hidden due to privacy reasons)
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4.1 Data Preparation:
Since we now have access to the database, we are now able to retrieve the data into
python to run the analysis. By using the function pd.read_sql(), we were able to retrieve the first
dataset that provides the information about the pageview types for each user. We called this
dataframe as user_pv.
For the user_pv dataset, we have the count of pageviews representing the number of
times the user had accessed a certain feature in the last 120 days. It was thought that it would be
insightful to bring another metric into the dataset. Therefore, the frequency of accessing a certain
feature by each user was introduced by the below formula:

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑝𝑎𝑔𝑒𝑣𝑖𝑒𝑤𝑠 =

𝑝𝑎𝑔𝑒𝑣𝑖𝑒𝑤𝑠 𝑜𝑓 𝑎 𝑝𝑣_𝑡𝑦𝑝𝑒
𝑆𝑢𝑚𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑎𝑔𝑒𝑣𝑖𝑒𝑤𝑠 𝑑𝑜𝑛𝑒 𝑏𝑦 𝑡ℎ𝑒 𝑢𝑠𝑒𝑟

Table 3: Dummy example of calculating frequency of pageviews for a single user

Email

pv_type

pageviews

frequency

user_A@rit.edu

map_direct_click

40

40/122=0.327

user_A@rit.edu

flow_zone

67

67/122=0.549

user_A@rit.edu

freight

15

15/122=0.123

40+67+15 = 122

100%

Total

To better prepare the data, it’s needed to unify the profiles into three personas. Since our
target personas are trader, analyst and operator, we have combined various job title names and
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labeled them with profiles that are related to the job title. For example, a user with a job title
Crude Trader, we’ve assigned this to the profile Trader. This comes from the real experience in
dealing with users in the Customer Success team. As a result, we’ve funneled the different job
titles into three profiles (Trader, Analyst, Operator). The code in preparing such data is
illustrated in Figure 15.

Figure 17: User profiling

After obtaining the two datasets, we needed to merge them in order to work on complete
data. By using the right join method on the ‘email’ column, we were able to obtain a data frame
that has no missing records.

Figure 18: Code to merge user_pv & user_job
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The result is shown below:

Figure 19: Data sample after merging the two datasets

4.2 Data Exploration & Analysis
In this stage, we’ll explore the merged data with statistical analysis. Firstly, we need to
get a description of the values in the dataframe (pageviews which is an integer type, and the
frequency which is a float type) by running the below code:
To check the types of the data points we have, we ran the below code. We can see that all
of the fields are as objects except for pageviews and frequency. They are the two variables in this
data.

Figure 20: Data type check code
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The count of rows for the dataset is as below:

Figure 21: Count of rows

A summary about the two variables from count, mean, standard deviation, minimum,
maximum, mean, 1st and 3rd quartile values.

Figure 22: Summary of the variables

To get a description of the whole dataframe even with the categorical variables, we ran the below
code. As seen, we have 3645 unique values of email, which translates into the number of users.
1627 job titles were captured, while 321 unique profiles.
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Figure 23: Summary of the full dataframe (email of a user is hidden due to privacy concerns)

4.2.1 Exploratory Data Analysis (EDA)
To carry out the exploratory analysis of the data, we need to do data preparation. The
insights about the visuals that are shared below will be summarized by the end of this section.
Firstly, we needed to import the necessary libraries.

Figure 24: Importing libraries & modules into Python

Let’s see if the merged data has any null values
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Figure 25: Heat map code and visual

To explore the data further, we need to understand the distribution of it. With that, we have two
variables that are a float and an integer. Therefore, the below gives us their distribution curve of
the pageviews.

Figure 26: pageviews variable distribution
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Let’s see how the frequency of usage is distributed across all the users. From the graph below,
we can see that the distribution is skewed to the right, and most of the usage frequency is
between 0.0 and 0.3.

Figure 27: frequency variable distribution

To get the correlation between frequency and pageviews, we plot the following:
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Figure 28: Correlation between pageviews & frequency
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Figure 29: Heatmap correlation (frequency vs. pageviews)

The relationship between frequency and pageviews is not linear, and it can be seen that
the higher the pageviews count, the frequency increases. However, this does not provide the full
picture because we’re looking at multiple pageview types. Some users prefer to look at one type
of feature rather than the other. Therefore, it will be important for us to look at it from a different
perspective.
We would like to see the distribution of the users across the pageview types (pv_types).
As seen from the plot below, map_direct_click presents the highest feature being used by the
users of Kpler in the first place. In the second place, map_search_location and then
map_search_vessel.
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Figure 30: pv_type distribution across users

Now, let’s compare the pv_type with the total pageviews done by the users. We can see
that map_serach_vessel has the highest pageviews among all other pv_types.

Figure 31: Distribution of pv_type by the sum of pageviews
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When obtaining the average of pageviews for the pv_types, it’s observed that
flow_zone_product has the highest average pageviews out of the rest of the pv_types, while
searching for vessels is considered the 2nd highest pageview on average.

Figure 32: Distribution of pv_type basis average frequency

Similarly, the average frequency tells us that most users are frequently using
flows_zone_product.
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Figure 33: Average frequency of each pv_type

Since we now have a good understanding of the data, we now need to start preprocessing
the data towards the model. A couple of cleaning processes need to be done in order to create a
dataset that is ready to be fed to the model. As a reminder, we need to predict the profiles of the
users, by knowing their pv_type usage.
4.3 Data Preprocessing
First step is to check if there are any null values in the data. From the code below, we
observed six null values in the job title column.

Figure 34: Null values check
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Then we remove those null values from the merged dataset with the following code:

Figure 35: Removal of null values

The result of the removing null values from the job title is that we now have 21521 rows x 7
columns. Since we now have data with no missing values in the job_title field, we can focus on
the profile where we need to only filter to the three desired classes: trader, analyst and operator.

Figure 36: Filtering by profile

After this task, we are now left with 18049 rows x 7 columns, and since job_title is not needed
anymore, we will be dropping it from the dataset.

Figure 37: Dropping job_title field from the data

Then, in order to prepare the data for it to be in the modeling part, we need to pivot it so that we
have pv_type as features, frequency as values and profiles as a target label.

Figure 38: pivoting the data
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Since we have NaN values, the model won’t be able to pass these values for prediction.
Therefore, we need to convert them to zero values by using the following function:
df.replace(np.nan,0). Because profile is considered as an index in the above data, we’re going to
use reset.index(‘profile’) method to make the target label ‘profile’ - and then, since we don’t
require the email in the data. We can drop it from the dataset by reset.index(‘email)) and then
drop(‘email’,axis=1). The result of this is data with 3050 records and 14 columns. Note that with
time, the number of records will increase as we get new users to be added to the database.

Figure 39: The data after cleaning

64

As this is considered to be the cleaned dataset required for the model, let’s apply more
exploration data analysis on it with more visuals. From the clean data, we checked through a
heatmap visual that there are no missing values, as per the below.

Figure 40: heatmap for null values

We also checked the outliers in the data with boxplots between profile with the two features
map_direct_click and flows_zone_product
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Figure 41: Boxplot for outlier detection in map_direct_click

Figure 42: Boxplot for outlier detection in flows_zone_product

4.3.2: Data Visualization of Usage Patterns
To start with, let’s have a look at the total number of users per profile. It’s currently
obvious that there is a huge gap between users with operator profiles against trader and analyst.
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Figure 43: Number of users by profile

Using the summation of pageviews ordered from highest to lowest done by the users of the
application tells us that the feature map_search_vessel is the most used and viewed feature
among the others.

Figure 44: total of pageviews for each pv_type

Splitting that by each profile shows that the profile = analyst, has the highest pageviews of
map_search_vessel.
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Figure 45: total of pageviews by profile and by each pv_type

To understand the usage better, we have depended on the variable frequency that would
give us the fraction of using a particular feature in the application. After converting the
pageviews to frequency, the result is that flows_zone_product is among the highest frequently
used features among the users of Kpler. This indicates that almost each user in Kpler is
depending on the flows feature. There are potential reasons why flows_zone_product is
considered to have the highest share of usage. That’s because it’s considered to be the simplest
way to look for data on the platform within a few clicks. Also, it’s one of the most beneficial
features because it provides trends on the market with predictive views on the market.
map_search_vessel is at the lowest share in terms of usage frequency for reasons that could be
related to having more steps in its usage as it involves multiple layers of searching. For example,
with map_search_all, a user can include the layers of searching by location, player, product and
vessel to get the desired information from the map.
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Figure 46: Average frequency of each pv_type

Looking at frequency of usage by each profile would give us insight about how the users
are distributed across the different features of Kpler. The below graph shows the frequency of
usage for each pageview type split by profiles of the users. Let’s examine each profile separately
to understand better how each persona’s pattern of using the Kpler application.
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Figure 47: Frequency of pv_type split by profile

Firstly, we’ll study the pattern of the profile Trader. As seen from the below graph,
flows_zone_product is the highest frequency of usage by the trader profile. While we expect that
the trader to be having a combination of different features of the application. This brings us to
the conclusion that traders benefit from Kpler to extract knowledge about the market through
flows as it helps in getting the trends in the market. An example about this can be seeing the
UAE exports of crude oil in the month of April 2022. The trader has the ability to see the
destination of the crude oil. This would help him/her make better decisions when looking for
business opportunities. The trader also uses map_direct_click because he/she can see vessels on
the map that are potentially good candidates for making a trade when they want to call the vessel
for a load or a discharge at a certain port. For example, if a vessel is located at the vicinity of
Jebel ali ports in the UAE, then the trader would benefit from this information to initiate a trade
deal with companies involved in storing products in Jebel ali.
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Figure 48: Trader frequency of each pv_type

The second profile is Analyst where we expect this type of profile to use more of
analytical tools in Kpler, such as Flows, Freight and Inventories. An Analyst shows almost a
similar behavior of using the platform as the Trader; however, we can see map_direct_click is in
the third place after flows_zone and flows_zone_product. From a business perspective, an analyst
would be working side by side with the trader to bring insights about the market, look for
business opportunities, and report various trends about the market to the decision makers.

Figure 49: Analyst frequency of each pv_type

According to the graph below, an operator shows a different usage behavior from a trader
and analyst. map_search_vessel is the highest frequency of usage by the operator. Because an
operator’s workflow is to execute a trade or a deal that was initiated by the trader, in this case,
the operator would know the name of the vessel that was selected for the cargo lifting from a
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port. Therefore, he/she would be inclined to search for the vessel on the map to know her exact
position, her tracks, and the expected time of arrival (ETA) to a destination. The operator would
also have the ability to know the date of loading and discharge from a port. An interesting insight
about the below graph is that some operators show usage patterns of the feature Freight, and
that’s because Freight is considered to be a functionality in getting to know about vessel
congestion duration.

Figure 50: Operator frequency of each pv_type

To understand the difference between usage of the map features and the analytical tools in
the Kpler application, we’ve combined the map pv_types into one category and called it Map and combined flows, inventories and freight into one category called Analytics. The below figure
explains the frequency between using map against analytics by each profile.
-

An operator uses the map more often than trader and analyst

-

An analyst would use the analytics features more often than the rest of the profiles

-

The trader and analyst usage patterns are showing more frequency of map than analytics
on average
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Figure 51: Average frequency of Map vs. Analytics

Let’s break this down by looking at each category. To examine this effectively, we’ll
look at each profile separately. To start with, a trader is frequently using map_direct_click than
other map features. This refers to the same reason explained above, that the trader will need to
click on vessels or ports on the map to find out information directly.
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Figure 52: Map usage by Trader

When an analyst uses the map, he/she would be clicking on the map directly for the same
purpose as the trader. In other words, looking for business opportunities, and analyzing
seasonality trends in the markets.

Figure 53: Map usage by analyst

74

An operator, however, would benefit from the map by searching for vessels directly.
Also, an operator has the tendency to search for a product on the map more than an analyst or a
trader. That’s because an operator needs to check vessels that would carry similar products of
interest. For example, he/she would search on the map by the product gasoline to find all vessels
on the map carrying gasoline.

Figure 54: Map usage by operator

With regards to the analytics, we’ve also broken it down by different types. As flows
being the most used feature in Kpler application, it would be interesting to see the other
analytical tools, such as inventories, fleet metrics and freight. The trader shows a behavior of
using inventories alongside flows because it’s important to analyze the stocks of a certain
product in the market as that plays a big role in the prices of commodities. The analyst profile
shows an identical behavior of using analytics except that it’s more frequent. On the other hand,
an operator would use Freight alongside Flows. That’s because looking at a summary of port or
canal congestion is an important factor for the operator to plan for vessel voyages.
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Figure 55: Analytics usage by each of the profiles

4.4 Data Modeling
In this stage, we’re taking the cleaned dataset and feed to a model that will be chosen
based on the criteria below.
4.4.1 Introduction
This study will focus on predicting the profiles of the users of the Kpler application.
Therefore, the model that we’re trying to implement is a classification algorithm. From literature
76

review, we’ve seen that there are a couple of techniques that were used to utilize the technology
of user behavior analysis (UBA). Random Forest, Decision tree, Clustering and other algorithms
were used in various studies. For the purpose of this capstone project, through the web usage
behavior of the users of Kpler, we aim to predict their profile. Whether the user is a trader,
operator or an analyst. In order to effectively implement a prediction model. We are going to
train multiple models and evaluate their results after. Our dataset contains 3050 rows and 13
attributes with 1 target variable that contains 3 labels. The machine learning algorithms selected
for this project were the following:
-

Logistic Regression

It’s a statistical learning method that is mainly used to get the probability of an output. It defines
the relationship between attributes in the data and probability of a particular outcome to happen.
It’s usually used to predict binary outcomes such as positive or negative, zero or one. In our
project, we will depend on a multinomial logistic regression model where it can give an output of
more than two classes. Logistic regression can be good when it comes to implementing the
model. Easy and straightforward. Besides, Logistic regression has low probability to overfit,
except if we have high dimensional data. Our target label in the data is profile and it’s
categorical.
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Figure 56: Logistic Regression (Voxco, 2022)

-

Support Vector Machine (SVM)

SVM is a classification model that has the ability to solve linear and non-linear problems. It is
distinguished by separating observations in the data with a boundary or a hyperplane into classes.
It’s mainly used in applications such as cybersecurity to detect malicious activities. SVM is
considered to be a fast model, especially with linear kernel functions. It also has the ability to
find the maximum margin between the boundary and the data values. The difference between
SVM and Logistic regression is that it’s less prone to outliers and overfitting.

Figure 57: Support Vector Machine - Hyperplane (Saxena, 2021)

-

Random Forest
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A supervised learning model that is widely used in the industry of machine learning. It has the
ability to build decision trees on various data samples and takes the majority vote to classify the
data. One of the advantages that Random Forest has is its ability to deal with categorical
variables. Also, Random Forest is less prone to variance as it depends on multiple random
decision trees. Since our target label is categorical with three classes, we’d expect that Random
Forest would produce good results in classification.

Figure 58: Random Forest (Sruthi 2021)

-

Decision Tree

It’s also a supervised learning method where data gets continuously split depending on specific
parameters. The decision tree contains major components: root nodes, decision nodes and leaves.
Each node in the tree acts as a test for some of the attributes, and the child nodes are considered
possible predictions. Decision trees are prone to overfitting as it’s allowed to expand the tree
without any control. It’s not random in its classification, it rather has an input and applies rules to
do the prediction (Chauhan 2022).
-

Gradient Boosting

It’s considered to be one of the most powerful machine learning algorithms. The way it works is
by producing and combining decision trees. It helps in decreasing the bias errors with the
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increased number of iterations. It is generally used to predict continuous target variables but also
can classify categorical variables. It relies on ensemble techniques which collect weak predictors
combined with a decision tree to provide a final prediction. There are two types: i) Bagging: acts
similar to random forest algorithm as parallel classification. ii) Boosting: converts weak learners
into strong ones, and it works in sequences where a predictor learns from eros from previous
predictor.

Figure 59: Gradient Boosting (Pal 2020)

-

K-Nearest Neighbor (KNN)

A supervised learning algorithm that is simple and easy to implement. It assumes that all
observations are near to each other. It calculates the distance between two points in the data
using formulas as Euclidean distance or Manhattan, then votes for the most frequent class. For
this model, it depends on the tuning of the parameters (number of examples K) rather than
building a model. The issue with KNN is that processing it would get slower when independent
variables increase (Harrison 2018).
-

Naive Bayes
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It’s a probabilistic model that classifies labels based on Bayes theorem. There are three types of
Naive Bayes: i) Multinomial ii) Bernoulli which deals with Boolean variables. iii) Gaussian for
continuous values. Naive Bayes is fast and easy to implement, but one of the disadvantages is
that the predictors need to be independent as this could hinder the model accuracy (Gandhi
2018).
Equation 2: Naive Bayes Equation

4.4.2 Modeling
After the data mining steps, we are now confident to start with the modeling phase. In
this project, the modeling steps were taken using Python Jupyter Notebook. We have imported
the necessary libraries and packages.
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Figure 60: Libraries for modeling

4.4.3 Fitting the models
Firstly, we needed to define the input and output data to the model. The input data (x) contains
all the features in the dataset except for Profile which is the target variable (y). Afterwards, we
split the data between train and test with 70% and 30%.

Logistic Regression model:
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Random Forest model:

Decision Tree model:

K-Nearest Neighbor (KNN) model:
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Gradient Boosting classifier model:

Support Vector Machine (SVM) model:

Decision Tree model:

Naive Bayes model:

84

4.4.3 Performance Evaluation:
The models used will be evaluated based on a confusion matrix which showcases the actual
classes against the predicted ones. Since our target label comprises three classes, our confusion
matrix will consist of nine quadrants, which will represent True positive (TP) for each class,
while E represents the incorrectly classified samples.

Figure 61: Confusion Matrix for Multi-class (Tharwat 2018)

Because we’re going to predict the profiles of the users, it matters to us that we know not only
the accuracy of the model, but also the precision and recall. That’s because the accuracy can be
misleading as it does not take a class imbalance into account. This helps us enhance the
evaluation of the models:
-

Precision is the ratio between true positives and all positives. When our model gives us a
precision of 97%, then it’s basically correct 97% of the time.
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-

Recall quantifies the number of correct positive predictions. Unlike Precision which
brings true positives from all positive predictions. Recall indicates any missed true
positives. If 96%, the model would be correct most of the time.

-

Accuracy it’s a ratio of the total number of correct predictions and the total of all
predictions. Depending on Accuracy is not always a good practice. Therefore, calculating
precision and recall is recommended to evaluate the performance of the models.

-

F-1 score is an indicative measure of accuracy to harmonize between precision and
recall.

4.5 Results
In this phase of the project, we will be evaluation the models by measuring their
performance and then comparing their predictive power to select the most appropriate model for
this business case.
4.5.1 Performance Measurements
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With the modeling of the data, results evaluation needs to take place in order to select the
model that performs the best. Therefore, we’ve chosen to measure the accuracy of the models
besides each model’s precision and recall values. A confusion matrix with ROC curves will be
plotted to showcase how the models have performed. Then, a comparison table will illustrate the
model that scored the optimum scores that will benefit our business objective. To measure the
performance of each model, we’ve run codes that would provide us with the confusion matrices
and the ROC curves. The codes are present in the appendix of this report.
Logistics Regression:

Figure 62: Logistic Regression Confusion Matrix

Random Forest:
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Figure 63: Random Forest confusion matrix
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Decision Tree:

Figure 64: Decision Tree Confusion Matrix

SVM:

Figure 65: Support Vector Machine Confusion matrix
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Gradient Boosting:

Figure 66: Gradient Boosting Confusion Matrix

K-Nearest Neighbor:

Figure 67: KNN confusion matrix

Naive Bayes:
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Figure 68: Naive Bayes Confusion matrix

4.5.2 Predictive Model Comparison:
The results of the models implemented above will be evaluated to discuss and select the
one that works best for us in the company. By using confusion matrix and ROC curves, we will
be able to understand the performance of the model. We’ve also summarized the results of the
model by calculating the precision, recall and f-1 score values. The below is a table that
compares each of the models implemented in this project.
Table 4: Model performance analysis

Model Name

Macro
Average
Precision

Macro
Average
Recall

Macro
Average F-1
Score

Train
Accurac
y

Test
Accuracy

Logistic Regression

44%

41%

41%

49.5%

48.9%

Random Forest

97%

96%

97%

96.9%

49.5%

Decision Tree

97%

96%

97%

96.9%

44.5%

KNN

59%

56%

57%

70.5%

46.2%

Gradient Boosting

72%

68%

70%

72.1%

49.1%

Support Vector
Machine (SVM)

72%

68%

70%

72.1%

54.1%

Naive Bayes

72%

68%

70%

72.1%

54.1%
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4.5.3 Model Selection
After reviewing the results of each model, we’ve decided to select the model with the
highest f-1 score as it balances between precision and recall in one number. As per the business
needs, we aim to have a model that would predict profiles based on how frequently they use the
different pageviews in the Kpler application. Therefore, we see that the Random Forest classifier
has the most optimal results out of the other models, and that’s what we will select for this
project.
4.5.4 Deployment
The deployment stage is considered one of the limitations of this study because working
on user analytics of Kpler is a collective work by a specific crew in the company. Therefore, this
project will be taken into consideration for the deployment within the internal administrator
platform that provides all information about users and clients. This platform will provide a
dashboard to summarizes and filters the metrics about a client and even a user.
Since the model is now in place, and usage patterns have been identified, it’s now a good
way forward for the Customer Success and Product teams to leverage the usage type patterns.
When the deployment stage is completed, the customer success person would be able to search
by an email or a username and then be able to identify what’s the profile of a user based on their
usage. This would help the customer success team have a better preparation prior to
communicating with clients. The profiling of the users will enable better understanding on the
overall usage; additionally, will facilitate targeted training sessions with the users. This will
enhance the customer experience in using the application. As a result, the client would be more

92

loyal towards the platform, also become a promoter and an advocate to the service within his/her
surroundings.
Overall, the user identification will create more projects in future to enhance the
knowledge about their behaviors also their desired needs from the application, and what the user
is aiming to achieve when he/she subscribes to the service.

Chapter 5
5.1

Conclusion
To summarize, this work’s intention is to get knowledge about what the users of Kpler are

doing when they use the Kpler web-based application. User Behavior Analytics (UBA) is a concept
that aims to provide such knowledge by applying data analysis techniques such as machine
learning. In this project, we’ve implemented a data mining process that helped us reach the goal
of predicting user profiles through their web usage behavior. Through the use of Tableau, we were
able to visualize data and extract interesting usage behavior patterns from it. The takeaways were
that the map features on Kpler show the highest frequency of usage by all three profiles trader,
analyst and operator. While, the analytics features on Kpler was showing that mainly the profiles
analyst and trader are relying on such features in their line of work to look for business
opportunities and analyze seasonality of trades. Operators, on the other hand, are more
concentrated on the map due to the nature of their work in executing the trades. Because the usage
pattern keeps evolving for each user, predicting the profiles was thought to be a well-suited
solution to keep track of the user’s behaviors. The Customer Success as well as the product teams
in the company would benefit from such knowledge to effectively manage the client expectations
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and improve customer satisfaction. The data was sourced from the database of Kpler which gathers
all information about the user actions on the platform. Then, this data was acquired to obtain the
count of page views done by each user for each feature on the platform. The data went through
preprocessing and cleaning stages in order to prepare it for the model phase. The classifiers that
were nominated for this project were inspired by studies done in literature, and they were the
following: Logistic regression, Random Forest, Decision Tree, Gradient Boosting, Support Vector
Machine, K-nearest neighbor and Naive Bayes. The model that was selected for this project was
Random Forest because it provided us with optimal results that suit the needs in predicting the
profiles. It has scored 97% in precision, 96% in recall and 97% in f-1 score, even though its test
score was 49.5%. There could be ways to improve the model performance, which is increasing the
number of features in the study and/or increasing the number of users.

5.2

Recommendations and Future Work
As this project is considered to be one of the first projects to ever be done on the user

analytics side of the company, then there will be a roadmap for future developments and studies
to be done on this topic. Since this project aims to provide knowledge about the users of Kpler,
then it needs to be presented in a consumable manner by the end-users which are Customer
Success and Product teams. The colleagues from the developers will provide help in integrating
the information about the user behaviors to the centralized system. This system is going to be a
one stop shop for the business users to have knowledge about their users before initiating any
business conversations without being prepared for a meeting.
In this centralized system, there will be a section that brings the information about the
user profile estimation. Based on the user’s behavior, an estimation would be showing the
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confidence of the user’s profile. For example, a job title of the user is “market analyst”, but
his/her profile shows “operator”. This is a signal that the Customer Success Manager would need
to take an action to train the user better in using the platform, and this is where the value comes.
Correcting how the users can benefit more from the Kpler application to ensure customer
satisfaction and loyalty.
I also urge Kpler to do continuous studies on user behaviors as with the growth of the
company, more features are added and more profiles are becoming available to the list of Kpler
users. Therefore, the model in predicting users’ behavior would become more sophisticated.
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