This paper gives a characterization of all transfer functions that may be realized via regular static state feedback for a SISO nonlinear control system. It is shown that the question whether there exists a feedback realizable transfer function with a given number of zeros may be reduced to a well known problem from real algebraic geometry. As a byproduct, solvability conditions for the linear model matching problem via static state feedback, as well as conditions for the existence of linear subsystems of not necessarily maximal dimension are obtained.
Introduction
In this paper we consider an analytic 8180 control system~of the form
f(x)+g(x)u h(x)
,x E IRn, u E IR ,y E IR (1) around a point Xo E IR n . Let Le ., given v, the output y of~0 Qs satisfies the linear differential equation y(n) +2::2=1 bky(k-l) = 2::%~~CkV(k-1). It is the purpose of this paper to give a characterization of all static feedback realizable transfer functions for~.
The main motivation for studying this problem is in the areas of input-output linearization and linear model matching of nonlinear control systems. Input-output linearization methods are among the most commonly used methods in practical nonlinear control systems design. Conditions for the existence of input-output linearizing feedbacks are known for a relatively long time (see [13] ,[11D. A drawback of the static input-output linearizing feedback proposed ·Completely revised version of RANA-report 96-09. This paper is to appear in the International Journal of Robust and Nonlinear Control.
in [13] , [11] is that it always results in a closed loop system with transfer function g (8) = ;r, where r denotes the relative degree of~. When using input-output linearization techniques in practical nonlinear control systems design, however, the input-output linearization per se is not the only thing that counts. Indeed, it is equally important, or maybe even more important, to know whether linear input-output behaviors with desirable characteristics (e.g. stable poles, stable zeros, ...) may be realized. This automatically leads to the question whether, for a given nonlinear control system, a characterization of all feedback realizable transfer functions can be given. To the best of our knowledge, the results presented in this paper give a first complete answer to this question for the case of static state feedback.
The problem of linear model matching has received quite some attention in the literature (see [11] , [12] , [15] and the references therein). Roughly, this problem may be stated as follows:
given a transfer function g (8) , does there exist a static or dynamic state feedback for~such that the input-output behavior of~after feedback is described by g (8) . In [11] necessary and sufficient conditions for the solvability of the linear model matching problem via dynamic state feedback were given. However, the dimension of the dynamic feedbacks proposed in [11] to solve the linear model matching problem may be unnecessarily high. This is due to the fact that typically these dynamic state feedbacks contain, amongst others, a realization of g (8) .
This raises the question whether the minimal dimension of a dynamic state feedback solving the linear model matching problem may be characterized. The results in this paper may be used to give a partial answer to this question, in that an answer is given to the question whether there exists a static state feedback (or, alternatively, a dynamic state feedback of dimension zero) solving the linear model matching problem. An alternative approach to the linear model matching problem via static state feedback may be found in [16] .
The organization of the paper is as follows. In the next section we will introduce some notations, concepts and results that will be used in the rest of the paper. In Section 3 necessary and sufficient conditions for the existence of a static feedback realizable transfer function with a given number of zeros will be derived. In Section 4 it is shown that these conditions may be checked by reducing them to a well known problem from real algebraic geometry. In Section 5, some conclusions are drawn. Throughout, the different steps in the exposition will be illustrated by means of one example.
Preliminaries

Relative degree of one-forms
In this subsection we give a differential-geometric treatment of the relative degree of oneforms. The concept of relative degree of a one-form was introduced in [2] in an algebraic framework. Define the manifold M o := JRn with local coordinates x, and the manifolds Mk:= Mk-l X JR with local coordinates (x,u, ... ,u(k-l)) (k = 1,···,2n+ 1). Clearly, Mk is an embedded submanifold of Ml (k = 0"", 2nj f = k + 1, ... , 2n + 1), with the natural 
For a one-form w on Mk (
Then w(£) may be interpreted as a one-form on on MkH, in the sense that 
It may then be shown that 1lk may be identified with 1l~-l, in the sense that
We further define the codistribution 1l~on M n by
We then have the following properties (for a proof, see (mutatis mutandis) [2] ). (ii) 1l oo is integrable.
(iii)~is strongly accessible if and only if 1l oo = {O}.
(10) 
Thus, it follows from Lemma 2.1. (iii) that~is strongly accessible. Further, note that the codistribution 1t 4 is integrable. By [2] , [14] , this implies that~is feedback linearizable. However, we will see in the sequel that~is not static feedback equivalent to a linear system (i.e. a system that is linear both from a state space and an input-output point of view).
Parametrized post compensated system
In the sequel, the notion of a parametrized post compensated system will be of key importance. In this subsection we introduce this notion, and give some properties. Consider an analytic SISO system~of the form (1), and let d E IN be given. Let S},"', Sd be parameters that take their values in JR. We then define a parametrized post compensated system~P(s},·· ., Sd)
Zd-l 
and there exist <Pk£.
Proof Equality (23) follows straightforwardly from Lemma 2.1 and (18)", ,, (21) . It then follows from (19) , (21), (23) that there exist parametrized one-forms Wk(Sl,"', Sd) E (18), (20), (26) it then follows that Example (continued) Consider L; given by (13) . For L;P(8) we find
where w is defined in (14) . Considering the post compensated system L;P(8t, 82), we obtain
For the post compensated system L;P(81l 82, 83), we have
3 Necessary and sufficient conditions
In this section we derive necessary and sufficient conditions for the existence of a feedback realizable transfer function with a given number of zeros for a strongly accessible SISO system.
We consider an analytic SISO system L; of the form (1) around a point XQ E IRn. We assume throughout that the relative degree r := rh of h is well-defined around XQ, and that the
We start with some (rather trivial) observations. First note that it follows from [13] , [11] that g(8) = 8~is feedback realizable around XQ. Further, it follows from the fact that the relative degree is invariant under regular static state feedback (cf. [11] ), that any feedback realizable We next state and prove our main result. (ii) Note that in the necessity-part of the proof of Theorem 3.1, we did not use the assumption that E is strongly accessible. Thus, the existence of aI, ... , ad E JR such that (49) is satisfied is also a necessary condition for the existence of a feedback realizable transfer function with d zeros when E is not strongly accessible. However, it is not a sufficient condition. This raises the question what extra integrability conditions are needed in the case of not necessarily strongly accessible systems. This remains a topic for future research.
(iii) In the literature, a system E is said to have a linear subsystem if there exist a regular static state feedback and new coordinates x(x) = (Xl(X), X2(X)), such that E after feedback and coordinate transformation takes the form (50). Some results on the existence of linear subsystems have appeared, for SISO-systems as well as for MIMO-systems. In [3] , the question whether a MIMO system has a linear subsystem of dimension n was addressed. In [9] , SISO systems were considered, and sufficient conditions were given for the existence of a linear subsystem of dimension larger than the relative degree. In [20] , [21] a characterization of the maximal dimension of a linear subsystem was given.
The result of Theorem 3.1 may be used to check whether there exist linear subsystems of not necessarily maximal dimension.
Example (continued)
We continue our study of the system~defined in (13 
It is easily seen that this implies that either a = 1 or a == -1. Thus all transfer functions g (8) =~~;)' with deg(W2) == 2 are feedback realizable.
We next check whether there exist feedback realizable transfer functions with two zeros.
From (47) it follows that at, a2 E JR satisfy 1t~(at, a2) = Hfo (al' a2) if and only ifthey satisfy the equalities (59) 
Reduction to an algebro-geometric problem
In the example we treated in the foregoing sections, we could check condition (49) in a relatively easy way. Amongst others, this was due to the fact that nand d were small. In this section we present a method to check the conditions of Theorem 3.1 that may be used for all values of nand d. For reasons of clarity of exposition, we first restrict to the case d == 1. At the end of the section we make some remarks about the case d > 1. Let XQ E JRn be given, and assume that~is strongly accessible around xo. Further, assume that the codistributions 1ik (k = 1, ... , n) have constant dimension around (xo, 0, .. ,,0), and that the relative degree r := rh of h is well-defined around xo. Let A E 1i n -{O} be such that (12) , (22) hold. Then there exist ao, ... , a n -r E A such that a n -r i= 0 and dh = I:2':::-; alA(£) (a/a~i(p(~)))v== 0 (i = 1,···, 3n + 1) and equations obtained by taking higher-order partial derivatives. Consider the following algorithm that performs this extension in a controlled way. The algorithm was suggested by [19] , and is reminiscent of the Structure Algorithm ( [12] , [15] ).
Algorithm 4.2
Step 0 Define pI := n -r + 1, ql := v +1, pl(~) := P(O.
Step k Define Pk := rankpk(~). Thus, we have reduced our problem to the problem whether a monovariable polynomial has a real root. This is a well-known problem from real algebraic geometry, that has received attention since the times of Newton and Descartes. Obviously, there exists a real root when the polynomial p is of odd degree. When pis of even degree, one can check whether p has a real zero (in fact one can even determine the number of real zeros) using the so called Newton sums and Hankel forms associated with the polynomial. We refer to [6] for details on this topic. In case one is trying to answer the question whether there exists a feedback realizable transfer function with d E {2,"', n -r} zeros for~, one can proceed roughly in the same way as above. In this case, it may be shown that there exists a feedback realizable transfer function with d zeros if and only if a set of polynomials 'l/Jo,"', ' I/J-y E A[Sb"" Sd] has a common real zero. Applying the same kind of algorithm as indicated above, the problem may then reduced to the problem whether a set of polynomials Pb'" ,Pq E IR [SI,"" Sd] has a common real zero. This problem has first been solved by Tarski ([17] ). Later on, the problem has been considered by Collins ([4] , see also [:1], [5] ) by using the concept ofCylindri<:;al Algebraic Decomposition (CAD) of IRn. By now, MAPLE-implementations of the algorithm for Cylindrical Algebraic Decomposition are available. A drawback, however, is that the complexity of existing algorithms is doubly exponential. Further, with the method of CAD one can also tackle problems in which polynomial equalities as well as polynomial inequalities playa role. By using the polynomial inequalities obtained from the Routh-Hurwitz test, it follows that this also allows to check whether there exist feedback realizable transfer functions with a prescribed number of stable zeros.
Conclusions
In this paper we have characterized the feedback realizable transfer functions of a nonlinear SISO system. Further, it has been shown that the existence of a feedback realizable transfer function with a given number of zeros can be checked by reducing the problem to a well known problem from real algebraic geometry, that can be tackled by means of a so called Cylindrical Algebraic Decomposition (CAD) of IRn. A drawback of using CAD is that the complexity of existing algorithms is doubly exponential. This brings up the question whether the use of CAD could be circumvented. One way to do this might be to investigate whether or not the polynomial equations obtained have some special (preferably triangular) structure that can be employed. This remains a topic for future research.
In the paper, we have restricted ourselves on the one hand to SISO systems, and on the other hand to regular static state feedback. We expect that an extension of the results in the paper to MIMO systems (using regular static state feedback) is possible. Also an extension to the regular dynamic feedback case (at least for square systems having an invertible decoupling matrix) seems possible. These remain topics for future research. 
