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ABSTRACT. – The purpose of this paper is to prove long-time behaviour results for Hamilton–Jacobi
equations. For autonomous equations, we give an alternative proof of a convergence theorem obtained by
A. Fathi when the equations are posed on a manifold, then extend it to Dirichlet boundary conditions on an
open subset. When the equations are time-periodic we prove the convergence in several nontrivial special
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Introduction
Let M be a smooth compact N -dimensional manifold without boundary, and Ω an open
bounded subset ofRN . We study in this paper the viscosity solutions of two classes of Hamilton–
Jacobi equations, namely:
ut +H(x,Du)= 0, x ∈M, resp. x ∈Ω,(1)
and the time-periodic version of (1)
ut +H(t, x,Du)= 0, x ∈M, resp. x ∈Ω.(2)
When equation (1) – resp. (2) – is solved on Ω , it will be supplemented by the boundary
condition:
u(t, x)= ϕ(x) on ∂Ω, resp. u(t, x)= ϕ(t, x) on R× ∂Ω,(3)
where ϕ(x) – resp. ϕ(t, x) – is a continuous function from ∂Ω toR – resp. continuous, 1-periodic
in t function from R× ∂Ω to R.
As is now well-known [9], equation (1) admits travelling front solutions – i.e. solutions of the
form λt + φ(x), the real number λ being uniquely determined. The function φ satisfies:
λ+H(x,Dφ)= 0, x ∈M.(4)
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On the other hand, when solved in Ω , the steady problem for (1)–(3) has solutions only when
certain compatibility conditions are fulfilled; see [8].
In a series of important papers, Fathi [4–6] proves the convergence to travelling fronts of the
solutions of (1), provided that the Hamiltonian is smooth, strictly convex and super-linear. He
leaves the time-periodic case as an open problem. Two contributions are provided in his proof:
first, a local regularity property – that was already lurking around in [8], but not made that explicit
– is given; second, the relevance of the Aubry–Mather set in this context is made clear. From the
PDE point of view this set is, loosely speaking, the uniqueness set: two steady – or periodic –
solutions will coincide on their whole definition set provided that they coincide on the Aubry–
Mather set.
Another proof, treating cases not covered by [5], was recently provided by Barles and
Souganidis [3] in the autonomous case. In particular they manage to remove, to some extent,
the strict convexity assumption. Their techniques are based on considerations quite similar to
those allowing to prove instant time-smoothing for strictly convex Hamilton–Jacobi equations.
The purpose of this work is to give a different proof of the convergence in the autonomous
case (1), which will enable us to treat the case of Dirichlet conditions and several nontrivial
special cases in (2). The idea that we will exploit is a monotonicity property along the extremals
of the steady solutions, a prototype of which being noticed and proved in [12]. Thus we never
use the fact that the Hamiltonian is conserved along the extremals, a fact that is no more true
in the time-dependent case. The scheme of the proofs will always be the same: (i) convergence
on the Aubry–Mather set, which will usually be the delicate part; (ii) convergence on the rest
of the domain; in this second part we will use the Barles–Perthame relaxed semi-limits method
[2], which was indicated to us by G. Barles to simplify a dynamic Kruzhkov transform in [10].
This method is indispensable here, and one of the contributions of this paper is to show that this
method works in the time-dependent case.
Let us define, in all cases, the Lagrangian:
L(t, x, v)= sup
p∈T ∗xM
(〈p,v〉 − λ−H(t, x,p)),(5)
with trivial changes if H does not depend on t or if the equation is solved on an open subset of
RN . We will always make the two series of assumptions:
(H1) H(t, x,p) is smooth in all its variables, and strictly convex in p; the same is true for L.
(H2) The following growth conditions on L(t, x, v) are satisfied: there exist p > 1 and C > 0
such that:
C
(|v|p − 1)6 L(t, x, v)6 C(|v|p + 1),∣∣Lx(t, x, v)∣∣+ ∣∣Lt (t, x, v)∣∣6 C(1+ |v|p),(6) ∣∣Lv(t, x, v)∣∣6 C(1+ |v|p−1).
Assumption (6) may certainly be moderately relaxed. Its main purpose is to ensure a low-cost
existence proof for extremals. Under these assumptions, let us first assume that the Hamilton–
Jacobi equations that we are considering are defined onM.
THEOREM 1. – Let u(t, x) be a global viscosity solution of (1). Then there exists a solution
φ of (4) such that the function t 7→ u(t, x)− λt converges uniformly to φ.
The extremals of the Lagrangian associated to (2) define a semiflow for which, whenM is a
circle, a rotation number ρ may be defined.
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THEOREM 2. – Let u(t, x) be a global viscosity solution of (2). Then there exists a periodic
front λt + φ of (2), of period q ∈N, such that the function t 7→ u(t, x)− λt − φ(t, x) converges
uniformly to 0 in each of the the following two cases:
(A) H(t, x,p) = K(t, x,p)− f (x) with K > 0, K(t, x,0) = 0, f > 0 with nonempty zero
set; moreover q = 1.
(B) the manifoldM is the unit circle and
– either ρ = 0,
– or ρ is irrational and (2) has at least one smooth enough periodic solution.
In case (A), the assumptions on K may considerably be weakened. This will be made explicit
in Section 4. As for the assumptions of case (B) of Theorem 2, they are non-generic, but non
void. Moreover we think that they are almost optimal.
Similar statements are available for Dirichlet conditions, although their formulations are
different. Assume now equation (1) to be solved in Ω , with the Dirichlet condition (3).
THEOREM 3. – Let u(t, x) be a bounded global viscosity solution of (1)–(3). Then there
exists a solution φ of (4)–(3) such that the function t 7→ u(t, x) converges uniformly to φ.
THEOREM 4. – Let u(t, x) be a bounded global viscosity solution of (2)–(3). Then there
exists a 1-periodic solution of (2)–(3), such that the function t 7→ u(t, x)− φ(t, x) converges
uniformly to 0 in each of the the following two cases.
(A) H(t, x,p) = K(t, x,p)− f (x) with K > 0, K(t, x,0) = 0, f > 0 with nonempty zero
set.
(B) Ω =]0,1[.
Once again, in case (A), the assumptions on K may be relaxed.
The paper is organized as follows. Section 1 is devoted to the statement and consequences
of the semi-concavity properties of equations (1) and (2). Section 2 is devoted to gathering the
main facts about the steady and periodic solutions to (1)–(2); in Section 3, we will prove the
convergence of the solutions of (1); finally the non-autonomous problem (2) will be examined in
Section 4.
1. Regularity of the solutions
The purpose of this section is to collect the facts that will be useful to us in establishing the
convergence result. The results that are stated here are by no means original; what makes the
originality of this part is the brevity of the proofs presented. Given to us are the basic viscosity
solutions – existence, uniqueness, a priori estimates, and smoothness as stated, for example, in
Lions [8]. The semi-concavity of the solutions will play an important role.
We start from the Cauchy Problem and state the main results – existence and explicit formulae
– that will be used as blackboxes throughout the paper. We then give an existence result for
extremals – Tonelli’s Theorem –; then we state and prove a regularity result. We end this part
with some notations.
Cauchy problem
Let us consider the general equation:
ut +H(t, x,Du)= 0 (x ∈M – resp. x ∈Ω –),(1.1)
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whereM is either a smooth compact manifold without boundary and Ω a bounded open subset
of RN . In this last case, equation (1.1) is supplemented by the Dirichlet data
u(t, x)= ϕ(t, x) (x ∈ ∂Ω).(1.2)
A semi-concave function u defined on R ×Ω is a Lipschitz function for which there exists a
constant C > 0 such that:
utt 6 C, uxixi 6C in D′(R+ ×Ω).(1.3)
For T > 0, we will say a function defined on a manifold M is locally concave if, for every
atlas (ωi,Φi) onM, Φi mapping ωi onto the unit ball, every function ui(t, y)= u(t,Φ−1i (y))
is concave the unit ball. The main result that we will use is the following.
THEOREM 1.1 [8]. – Assume H to be smooth, locally uniformly strictly convex in t ∈R and
(x,p) ∈ T ∗M – resp. (x,p) ∈Ω ×RN .
(i) Let u(t, x) be a Lipschitz viscosity solution of (1.1) defined on [0, T ]. Then u is locally
semi-concave on ]0, T [×M – resp. semi-concave in ]0, T ] ×Ω . It is also the only one
coinciding with u(0, ·) at t = 0 – and assuming the datum (1.2) when (1.1) is solved on
Ω .
(ii) (Stability) Let v(t, x) be another Lipschitz viscosity solution of (1.1) defined on [0, T ].
Then we have ∥∥u(t, ·)− v(t, ·)∥∥∞ 6 ∥∥u(0, ·)− v(0, ·)∥∥∞.(1.4)
(iii) Assume u(0, ·) being only continuous and H to have a superlinear growth. Then u is
Lipschitz on ]0, T ] ×M – resp. ]0, T ] ×Ω . For any ε > 0, the Lipschitz constant of u
on ]ε,T ] only depends on ε, T , ‖u0‖∞ and the Hamiltonian.
When we deal with (1.1) on M, there is essentially no more conditions to be fulfilled for
having an existence result to (1.1) than the ones already stated. When it comes to dealing with
Ω , compatibility relations between the initial and boundary data are required, as will be seen –
but not detailed any further – below.
Remark 1.2. – We also notice that in part (i), we have not required H to have a super-linear
growth: what really matters here is the strict convexity of H . However, we will need to use
part (iii) to obtain some existence results for periodic solutions – namely, compactness – whereas
it will not be needed in the case of steady solutions. Therefore we will always assume that H
has a superlinear growth: when it is not needed, one may remember that, because of (1.4), one
is allowed to consider only Lipschitz initial data. In that case, we wil only have to change the
Hamiltonian outside a ball in p of radius larger than the Lipschitz constant of u.
As a consequence of this remark, Let u0 be a Lipschitz initial datum for (1.1), that we now
assume to be solved onM. Then we have – [8] again:
u(t, x)= inf
γ∈C0,1([0,t ],M) γ (t)=x
(
u0
(
γ (0)
)+ t∫
0
L
(
s, γ (s), γ˙ (s)
)
ds
)
.(1.5)
All the information that we will need on how the above infimum is achieved is contained in the
following:
THEOREM 1.3 (Tonelli’s Theorem). – Assume the growth assumptions (6) to hold.
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(i) Let u solve (1.1) on R+ ×M. For all t > 0 and x ∈M, there exists a curve γt,x such
that the infimum in (1.5) is achieved.
(ii) Any curve γt,x achieving the above infimum is a smooth curve.
(iii) For every T > 0 and δ > 0, the set Γδ,T := {γt,x, x ∈M, δ 6 t 6 T } is relatively
compact in C([0, T ],M).
Its proof will be postponed to the Appendix. Such a curve γt,x will be called an extremal,
and we will often forget the subscript (t, x). The important part of this section, made explicit in
Pierre and Rouy [11] for steady eikonal equations, and [4,6] for steady general equations, is the
following regularity result:
THEOREM 1.4. – Let u be as above and γt,x be an extremal. Then u is differentiable at every
point (s, γ (s)) with 0< s < t .
Proof. – Choose s ∈]0, t[ and a small h ∈ R; because u is locally semi-concave its super-
differential at (s, γ (s)), denoted by D+u(s, γ (s)) is non-void; choose (t,px) ∈D+u(s, γ (s)).
Because (1.5) is achieved, we have
pt + px.γ˙ (s)> L
(
s, γ (s), γ˙ (s)
)
= max
p∈T ∗
γ (s)
M
(
p.γ˙ (s)−H(s, γ (s),p)).
On the other hand, u is a viscosity solution of (1.1); hence we have pt + H(s, γ (s),px) 6 0.
Consequently, we have
px.γ˙ (s)−H
(
s, γ (s),px
)
> max
p∈T ∗
γ (s)
M
(
p.γ˙ (s)−H(s, γ (s),p));
this implies
px = Lv
(
s, γ (s), γ˙ (s)
)
,
thus
pt =−H
(
s, γ (s),px
)
.
Hence D+u(s, γ (s)) has only one element. Now, a concave function whose super-differential at
one point is reduced to one vector is differentiable at that point. 2
Assume now that (1.1) is solved in Ω . Let us set, as in [8]:
Q=]0, T [×Ω, ∂0Q= {0} × Ω¯ ∪]0, T [×∂Ω.(1.6)
Then we have [8]:
u(t, x)= inf
{
u
(
s, γ (s)
)+ t∫
s
L
(
σ,γ (σ ), γ˙ (σ )
)
ds,
(1.7)
(s, y) ∈ ∂0Q, γ ∈C0,1
([0, t],M), γ (s)= y, γ (t)= x}.
THEOREM 1.5. – Assume the growth assumptions (6) to hold, and let u solve (1.1) on
R+ ×M. Then points (i) and (iii) of Theorem 1.3 are true.
The proof is omitted. Notice that, due to the possible reflections of the curve γ on ∂Ω , it is
false that γ is smooth, although it is still Lipschitz.
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2. Steady and periodic solutions
Steady solutions
Let us first concentrate on the manifold case. Recall that we are studying the problem:
λ+H(x,Dφ)= 0, x ∈M.(2.1)
The following proposition is well-known. Its proof is so short that we may give it without making
the length of this paper increase too much. It will be given in Appendix.
PROPOSITION 2.1 (Lions, Papanicolaou, Varadhan [9]). – There exists a unique λ ∈R such
that Problem (2.1) has solutions.
From now on and until the end of the paper, we will assume, without loss of generality: λ= 0.
Let φ be a solution of (2.1); we have – Lions [8]:
∀t > 0, φ(x)= inf
γ∈C1([−t,0],M), γ (0)=x
(
φ
(
γ (−t))+ 0∫
−t
L(γ, γ˙ )ds
)
.(2.2)
Section 1 tells us three things, that are summarized in the following theorem:
THEOREM 2.2. – Let φ be a solution of (2.1).
(i) φ is locally semi-concave.
(ii) φ is differentiable at any point x through which an extremal γt,x passes.
(iii) Let x be a point through which an extremal γt,x passes. Then every extremal passing
through x coincides with γt,x in a vicinity of x .
Recall that such an extremal, defined on [−T ,0], satisfies
φ
(
γ (0)
)− φ(γ (−T ))= 0∫
−T
L(γ, γ˙ )ds.(2.3)
Let γ satisfy (2.3) on [−T ,0]. Due to the strict convexity and superlinearity of L(x, v), the
Legendre transform
(x, v) 7→L(x, v)= (x,Lv(x, v))(2.4)
is a global diffeomorphism from TM to T ∗M. Set (γ (t),p(t)) = L−1(γ (t), γ˙ (t)); it is a
solution of the Hamiltonian system: {
X˙ =Hp(X,p),
p˙ =−Hx(X,p).(2.5)
The flow generated by (2.5) will be called T˜φ .
A consequence of Theorem 1.4 and equality (2.3) is the following: for all t ∈]−T ,0[ there
holds p(t)=Dφ(γ (t)); furthermore γ (t) is a solution of the reduced system
X˙ =Hp
(
X,Dφ(X)
)
.(2.6)
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Let Eφ be the set of all extremals γ defined on ]−∞,0] satisfying equality (2.3) for all t 6 0. We
first claim that Eφ is nonempty; this is a trivial consequence of Theorem 1.3, points (ii) and (iii).
Let us set:
Mφ =
{
γ (−1), γ ∈ Eφ
}
.
Due to Theorem 1.3,Mφ is a nonempty closed subset ofM. Because of Theorems 1.4 and 2.2,
equation (2.6) generates a backward semiflow on Mφ , called Tφ(−t). For any x ∈Mφ , let
αTφ (x) be the α-limit set of x under the semi-flow Tφ ; it is connected and invariant under Tφ . On
αTφ (x) the semiflow Tφ is in fact a flow; this is a consequence of Theorem 2.2, point (iii). For
y ∈ αTφ (x) let ωTφ (y) be the ω-limit set of x under Tφ .
Let us now turn to the case of equation (1) on Ω ; we are therefore interested in
H(x,Dφ)= 0 (x ∈Ω),
(2.7)
u(x)= ϕ(x) (x ∈ ∂Ω).
The existence theorem is the following:
THEOREM 2.3 [8]. – Problem (2.7) has a solution if and only if the compatibility relation
∀(x, y) ∈ (∂Ω)2, ϕ(x)− ϕ(y)6 inf
{ 0∫
−t
L(γ, γ˙ )ds, γ (0)= x, γ (−t)= y
}
(2.8)
is satisfied.
This compatibility condition will not be used as such; therefore the proof of this theorem will
be omitted. When it is fulfilled, all the solutions of the Dirichlet problem (2.7) satisfy:
φ(x)= inf
{
φ
(
γ (s)
)+ 0∫
−s
L
(
s, γ (σ ), γ˙ (σ )
)
dσ,
(2.9)
(s, y) ∈ ∂0Qt, γ ∈ C0,1
([−t,0],M), γ (s)= y, γ (0)= x}.
Here we have set ∂0Qt = {−t} × Ω ∪ [−t,0] × ∂Ω . For every δ > 0, let Eδφ be the set of all
extremals γ defined on ]−∞,0] satisfying equality (2.3) for all t 6 0, and which remain in Ω ,
at distance greater than δ from ∂Ω at all time. The set ⋃δ>0Eδφ may well be empty, i.e. all
extremals reach the boundary in finite time. When nonempty, Eδφ generates the same definitions
as in the manifold case: the set Mφ , the backward semi-flow Tφ , and its α and ω-limit sets;
These notions will be used freely in the sequel.
Time-periodic solutions
Although the results will only be useful to us in the one-dimensional setting, there would be
no fundamental simplification if we restricted ourselves to the circle. Furthermore, it all amounts
to rephrasing the above paragraph in the time-periodic setting.
As before, let us first attack the case when (2) is posed onM. Recall that we are now studying
the problem
ut +H(t, x,Du)+ λ= 0, x ∈M,(2.10)
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and the time-periodic solutions of (2.10) are those solutions φ(t, x) of (2.10) that additionally
satisfy
∀t ∈R, u(t + 1, x)= u(t, x).(2.11)
There holds the exact analogue of Proposition 2.1, whose proof is also postponed to the
Appendix.
PROPOSITION 2.4. – There exists a unique λ ∈ R such that Problem (2.10)–(2.11) has
solutions.
Let φ be a solution of (2.10)–(2.11); we have – Lions [8]:
∀n ∈N, ∀t ∈R, φ(t, x)= inf
{
φ
(
t, γ (t − n))
(2.12)
+
t∫
t−n
L(s, γ, γ˙ )ds; γ ∈ C1([t − n, t],M), γ (t)= x}.
A theorem analogous to Theorem 2.2 holds.
THEOREM 2.5. – Let φ be a solution of (2.10)–(2.11).
(i) φ is locally semi-concave.
(ii) φ is differentiable at any point (t, x) through which an extremal γt,x passes.
(iii) Let x be a point through which an extremal γt,x passes. Then every extremal passing
through (t, x) coincides with γt,x in a vicinity of (t, x).
Let γ ∈ C1([−T ,0],M) such that
φ
(
0, γ (0)
)− φ(−T ,γ (−T ))= 0∫
−T
L(s, γ, γ˙ )ds.(2.13)
Then from Theorem 1.4, φ is differentiable at each point (s, γ (s)). Set (γ (t),p(t)) =
L−1t (γ (t), γ˙ (t)), where the Legendre transform Lt is given by:
(x, v) 7→Lt (x, v)=
(
x,Lv(t, x, v)
);(2.14)
it is a solution of the Hamiltonian system{
X˙ =Hp(t,X,p),
p˙ =−Hx(t,X,p).(2.15)
Similarly to the steady solutions part, there holds p(t) = Dφ(t, γ (t)); furthermore γ (t) is a
solution of the reduced system
X˙ =Hp
(
t,X,Dφ(t,X)
)
.(2.16)
Let Eφ be the set of all extremals γ defined on ]−∞,0] satisfying equality (2.13) for all t 6 0.
The set Eφ is nonempty; this once again is a trivial consequence of Theorem 1.3. Similarly to
the above paragraph, we may first define the closed setMφ , on which Problem (2.16) generates,
this time, a backwards evolution system that will be denoted by Tφ(−s,−t). It also generates a
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discrete backward semi-flow Tφ , defined as Tφx = Tφ(0,−1)x for all x ∈Mφ . The α-limit set
of x under the discrete semi-flow will be called αTφ (x). Because of Theorem 2.5, point (ii), For
all y ∈ αTφ (x), we will denote by ωTφ (x) the ω-limit set of x .
To end this section, let us turn to the Dirichlet conditions case. This time we are solving the
problem:
ut +H(x,Dφ)= 0 (x ∈Ω),
u(t + 1, x)= u(t, x) (x ∈Ω),(2.17)
u(t, x)= ϕ(t, x) (x ∈ ∂Ω).
The existence theorem is the following:
THEOREM 2.6. – Problem (2.17) has a solution if and only if the compatibility relation
∀(x, y) ∈ (∂Ω)2, ∀s < t,
(2.18)
ϕ(t, x)− ϕ(s, y)6 inf
{ t∫
s
L(σ, γ, γ˙ )dσ, γ (t)= x, γ (s)= y
}
.
The proof is the same as Proposition 2.4 and we have a formula completely similar to (2.9).
For δ > 0, let Eδφ be the set of all extremals γ defined on ]−∞,0] satisfying equality (2.13) for
all t 6 0, and which remain in Ω , at distance greater than δ from ∂Ω . The union of all Eδφ may
once again be empty, i.e. all extremals reach the boundary in finite time. When nonempty, Eδφ
generates the setMφ , the backwards discrete semi-flow Tφ , and its α-limit sets.
3. Convergence in the time-independent case
To prove the convergence we proceed in three steps: first we establish the basic monotonicity
identity; it will then be used to give an alternative proof of Fathi’s uniqueness result and to prove
the convergence on the Aubry–Mather set. Based on this result, we will employ the relaxed
semi-limits method, just as in [10].
When we deal with the manifold case, Problem (1) has a unique solution S(t)u0, which is
uniformly Lipschitz on R+ ×M. We define the ω-limit set of this trajectory as:
ωS (u0)=
{
ψ ∈C(M): ∃(tn)n, lim
n→+∞ tn =+∞, limn→+∞S(tn)u0 =ψ
}
.
Following the considerations of Section 1, this set is non-void, connected and relatively compact
in C(M) – or C(Ω¯).
When we solve (1) in Ω , we have to assume the existence of a bounded global solution to the
Cauchy problem for (1). Given this assumption, Theorem 1.1 tells us that the solution is globally
Lipschitz, provided the Hamiltonian is superlinear or the initial datum is Lipschitz. Hence we
may define the semigroup S(t) and the ω-limit set ωS (u0).
Monotonicity along the extremals
In this paragraph let φ be a solution of (4). In order to make the notations lighter, we will
denote by T the semiflow Tφ .
Let γ (t) be an extremal defined on [0, T ] satisfying (2.3).
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LEMMA 3.1. – Let u(t, x) be a solution of (1). Then t 7→ u(t, γ (t)) − φ(γ (t)) is a
nonincreasing function.
Proof. – For every t 6 t ′ we have:
u
(
t ′, γ (t ′)
)− u(t, γ (t))6 t ′∫
t
L
(
γ (s), γ˙ (s)
)
ds,
φ
(
γ (t ′)
)− φ(γ (t))= t ′∫
t
L
(
γ (s), γ˙ (s)
)
ds.
Hence we have (u− φ)(t ′, γ (t ′))6 (u− φ)(t, γ (t)) 2
An important consequence of Lemma 3.1 is the following:
COROLLARY 3.2. – (i) For any steady solutionψ , for any γ ∈ Eφ and for all y ∈ αT (γ (−1)),
the function t > 0 7→ ψ(T (t)x)− φ(T (t)x) is constant.
(ii) For a Lipschitz initial datum u0, choose ψ ∈ ωS (u0). For every γ ∈ Eφ defined on R and
for all x ∈ ωT (γ (0)), the function t > 0 7→ S(t)ψ(T (t)x)− φ(T (t)x) is constant.
Proof. – Point (i) is trivial by application of Lemma 3.1. Point (ii) is a little more involved:
choose t0 > 0. Let (sn)n be a sequence going to +∞ such that (T (sn)γ (0))n converges to x; we
may always assume that (S(sn)u0)n converges to ψ1 ∈ ωS (u0). Consider a sequence (tn)n going
to +∞ such that S(tn + sn)u0 converges uniformly to ψ .
An application of Lemma 3.1 tells us that, for all σ ∈R, the function
s > 0 7→ S(s + σ)u0
(T (s)γ (0))− φ(T (s)γ (0))
is nonincreasing, hence has a finite limit l(σ ) as s →+∞; in particular for every σ > 0 the
function
s 7→ S(σ + s + t)u0
(T (s + t)γ (0))− φ(T (s + t)γ (0))
has the same limit l(σ ) for all t ∈R; we set ln = l(tn). We may assume, up to the extraction of a
subsequence, that the sequence (ln)n has a limit.
On the other hand the stability property (1.4) implies, for all t ∈ [−t0, t0]:∥∥S(t + tn + sn)u0 − S(t + tn)ψ1∥∥∞ 6 ∥∥S(t + sn)u0 − S(t)ψ1∥∥∞;
hence (S(t + tn + sn)u0 − S(t + tn)ψ1)n converges to 0 uniformly on [−t0, t0] ×M. Therefore
we have, for all n:
S(tn + t)ψ1
(T (t)x)− φ(T (t)x)= ln;
letting n→ +∞ implies: S(t)ψ(T (t)x) − φ(T (t)x) = l. We conclude by saying that t0 is
arbitrary. 2
The next consequence of Lemma 3.1 is really where we use the strict convexity of H .
PROPOSITION 3.3. – Let u0, ψ and γ be as in the above corollary, point (ii). For every
x ∈ ωT (γ (0)), S(t)ψ(x) does not depend on t .
J.-M. ROQUEJOFFRE / J. Math. Pures Appl. 80 (2001) 85–104 95
Proof. – Set v(t) = S(t)ψ and γ¯ (t) = T (t)x . From Corollary 3.2, we have, for all s < t:
v(t, γ¯ (t))− v(s, γ¯ (s))= φ(γ¯ (t))− φ(γ (s)); hence we have
v
(
t, γ¯ (t)
)− v(s, γ¯ (s))= t∫
s
L(γ¯ , ˙¯γ )dσ.
This implies, by Theorem 1.1, the differentiability of v at any point (t, γ¯ (t)); this in turn implies
the following identity, valid at (t, γ¯ (t)):
(v − φ)t +H
(
γ (t),Dv
)−H (γ (t),Dφ)= 0.
Expanding aroundDφ we obtain
∂t (v − φ)+Hp
(
γ¯ (t),Dφ
)
.Dv
(3.1)
=−1
2
( 1∫
0
(1− σ)Hpp
(
γ¯ (t),Dφ + σDv) dσ).D(v − φ)(2).
Because of Corollary 3.2, the left-hand side of (3.1), which is ddt ((v − φ)(t, γ (t))), is exactly 0.
This implies |D(v − φ)| = 0 at the point (t, γ¯ (t)) for all t ; hence |D(v − φ)(0, x)| = 0. This
implies in turn vt (0, x)= 0, which concludes the proof. 2
Aubry–Mather set and uniqueness
We pause here to construct an Aubry–Mather set to prove Fathi’s uniqueness theorem. As
usual, we treat in detail the manifold setting, and give the necessary modifications when it comes
to dealing with open subsets and Dirichlet conditions.
The Aubry–Mather set is defined in [4] as the set piM˜0, where:
M˜0 =
⋃{
suppµ: µ invariant probability measure on TM,
∫
TM
Ldµ= 0
}
(3.2)
and pi is the canonical projection TM→M.
In this paragraph let, once again, φ be any solution of (4). We defineM0(φ) as:
M1(φ)=
⋃
x∈Mφ
αTφ (x), M0(φ)=
⋃
x∈M1(φ)
ωTφ (x).(3.3)
In other words, it represents the global attractor for the flow Tφ(t) restricted to the global attractor
of the semi-flow Tφ(−t).
Let H be the set of all solutions of the steady equation (4). We define our Aubry–Mather set
as
M0 =
⋂
φ∈H
M0(φ).(3.4)
Our set M0 coincides with piM˜0. To see this, one may look at Birkhoff sums of the form
1
t
∫ 0
−t θ(γ (t), γ˙ (t))dt , where θ ∈ C(TM,R). See [6] for more details. Also, chain recurrence
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properties should save us the above two-step construction (3.3), but these considerations are
beyond the scope of our paper – and may not even apply to the next section. The next proposition
will be of constant use in the sequel.
PROPOSITION 3.4. – If φ ∈H, choose x ∈M0(φ) and any y ∈ αTφ (x), z ∈ ωTφ (y). Then
z ∈M0.
Proof. – Choose x0 and x1 such that x ∈ ωTφ (x1), x1 ∈ αTφ (x0). Finally consider ψ ∈H; from
Corollary 3.2, point (i) we have ψ(Tφ(t)x1)= φ(Tφ(t)x1) – we always may subtract a constant
to φ. This means that, if we set γ1(t) = Tφ(t)x1, then γ1 is a global extremal for ψ , and this
property is transmitted to γ¯ (t) := Tφ(t)x by compactness. Therefore we have γ¯ (t) = Tψ(t)x ,
and the definition of y trivially implies y ∈M0(ψ). 2
We may now very easily derive Fathi’s uniqueness result.
THEOREM 3.5 (Fathi [6]). – Two solutions of (4) which coincide onM0 coincide onM.
Proof. – Let φ and ψ be two such solutions; choose x ∈M and let γ (t) be related to φ by
(2.3), defined onR−, with γ (0)= x . Choose any x¯ ∈ αT (γ (−1)); then y¯ ∈ ωTφ (x¯). Then choose
y ∈ αTφ (y¯), z ∈ ωTφ (y). From Proposition 3.4 we have on the other hand z ∈M0. Corollary 3.2,
point (i) implies:
ψ(x)− φ(x)6ψ(x¯)− φ(x¯)
=ψ(y¯)− φ(y¯)
=ψ(y)− φ(y)
=ψ(z)− φ(z)= 0.
Hence ψ(x)= φ(x) because the roles of φ and ψ are symmetric. 2
Turn now to the Dirichlet conditions case. For every δ > 0, let us set:
Mδ1(φ)=
⋃
x∈Mδφ
αTφ (x), Mδ0(φ)=
⋃
x∈Mδ1(φ)
ωTφ (x),(3.5)
Next letH be the set of all solutions of (4)–(3) and let us set:
Mδ0 =
⋂
φ∈H
Mδ0(φ), M0 =
⋃
δ>0
Mδ0.(3.6)
THEOREM 3.6. – Two solutions of (4)–(3) which coincide onM0 coincide onM.
Proof. – Let φ and ψ be two such solutions; choose x ∈ Ω and let γ (t) be related to φ by
(2.3), on ]−T ,0], with γ (0)= x . Assume T =−∞ and x ∈ Eδφ ; then ψ(x)− φ(x) > 0 by the
same argument as in Theorem 3.5. If x is in none of theMδφ , then γ hits ∂Ω in finite or infinite
time, and Lemma 3.1 and the Dirichlet condition takes care of that case. Assume that T cannot be
chosen to be infinite; this means that γ (−t) belongs to ∂Ω for some t ∈]0, T ], and the preceding
argument applies. Reverting the roles of φ and ψ we have φ =ψ on Ω . 2
Convergence
We now come back to the semigroup S(t), and we do not care now whether we are solving our
problem on a manifold or in an open subset. The considerations of the two preceding paragraphs
lead to the following:
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LEMMA 3.7. – Let u0 be a Lipschitz initial datum and ψ ∈ ωS (u0). Then S(t)ψ does not
depend on t onM0; moreover we have |D(S(t)ψ)| = 0 on M¯0.
Proof. – On the setM0, each flow Tφ coincide in a flow denoted by T , and M0 is invariant
under the action of T . ThereforeM0 can be partitioned into orbits of T , and Proposition 3.3 tells
us that S(t)ψ does not depend on t on such orbits. By continuity, this property extends toM0.
Proposition 3.3 also tells us that |D(S(t)ψ)| = 0 on those orbits, hence on M0. The property
extends to M¯0 by application of Theorem 1.3, point (iii). 2
Proof of Theorems 1 and 3. – Choose ψ ∈ ωS (u0) and let us set v(t) = S(t)ψ . The relaxed
semi-limits of v(t, ·) are given by:
v(x)= lim sup
s→+∞, σ→t, y→x
v(s + σ,y), v(x)= lim inf
s→+∞, σ→t, y→x v(s + σ,y).
We note that these two functions do not depend on t . Clearly, v 6 v; on the other hand they are
both Lipschitz functions and – see Barles [1] – v – resp. v is a viscosity sub- – resp. super- –
solution to (4). Hence S(t)v and S(t)v converge to steady solutions.
Let us prove that they S(t)v = S(t)v =ψ onM0. We have, for all t > 0, s > 0, (x, y) ∈M2,
and for all curve γ such that γ (t)= x and γ (s)= y:
u(s + t, x)6 u(s, y)+
s+t∫
s
L(γ, γ˙ )dσ.(3.7)
Consider a sequence (sn)n such that (u(sn, y))n converges to v(y) and take x ∈M0; then we
have, for all curve γ such that γ (0)= y and γ (t)= x:
ψ(x)= S(t)ψ(x)6 v(y)+
t∫
0
L(γ, γ˙ )dσ.
Because x ∈M0, there exists an extremal γ inM0 such that γ (t)= x and such that
ψ(x)= S(t)ψ(x)= S(0)ψ(γ (0))+ t∫
0
L(γ, γ˙ )dσ.
By the invariance ofM0 under the flow T , we have γ (0) ∈M0; henceψ(γ (0))= v(γ (0)). This
implies S(t)v(x)=ψ(x).
As for the equality S(t)v(x) = ψ(x), we deduce from (3.7) that, for all t > 0, s > 0,
(x, y) ∈M2, and for all curve γ such that γ (t)= x and γ (s)= y:
ψ(x)6 v(y)+
t∫
s
L(γ, γ˙ )ds.
However, we know that ψ > v; moreover, the function v being a super-solution to (4), we have
S(t)v 6 v. But then the definition (1.5) applied to S(t)v implies that S(t)v(x)=ψ(x).
Therefore S(t)v and S(t)v converge to the same limit ψ∞. But we also have S(t)v 6
S(t)ψ 6 S(t)v by the maximum principle. As a consequence, ψ∞ is in ωS (ψ), hence
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in ωS (u0). The convergence of S(t)u0 to ψ∞, follows, due to the L∞ stability of the
solutions (1.4). 2
As a conclusion to this part, we hope that the convergence proof presented here will help in
clarifying at least one point: although the dynamics of the extremals may be quite complicated,
the behaviour of the solutions of (1) is simple because the Aubry–Mather sets do not vary in time.
This will not be true in the next section: in the context of periodic Hamiltonians, the Aubry–
Mather sets are preserved only under discrete iterations. Hence we will really have to care about
the dynamics of the extremals, except when we specifically ask the Aubry–Mather set not to
depend on time.
4. Convergence to periodic solutions
It was necessary to go through the whole extremals theory in order to treat the one-dimensional
case – case (B); nevertheless we do not know how to do without it. Case (A) can be treated as in
Namah and Roquejoffre [10], this is what we will present first. Case (B) will be examined next.
Preliminary notations and results are in order. When the Cauchy Problem for (2) or (2)–(3) has
a global solution, we may define an evolution system S(s, t)u0, which is uniformly Lipschitz on
R+ ×M or R+ ×Ω . We define a discrete semigroup S as Su0 = S(0,1)u0. The ω-limit set of
a trajectory is:
ωS (u0)=
{
ψ ∈C(M): ∃(kn)n, lim
n→+∞ kn =+∞, limn→+∞S
knu0 =ψ
}
.
This set is non-void and relatively compact in C(M) – or C(Ω¯).
Let us say that a Lipschitz function u(x) – resp. u(x) – is a super- – resp. sub-solution to (2.10)
if and only if u¯> Su¯ – resp. u6 Su.
PROPOSITION 4.1. – Let u¯ be a super-solution to (2.10). The sequence (Snu¯)n decreases
uniformly to a fixed point of S . Similarly, let u be a sub-solution to (2.10). The sequence (Snu¯)n
increases uniformly to a fixed point of S .
Now we adapt the relaxed semi-limits methods to our setting. For all t > 0, let Ω ′t be an open
subset of M or Ω , such that Ω ′t+1 = Ω ′t . Let ϕ :
⋃{t} × Ω ′t → R be a Lipschitz function, 1-
periodic in t . Let H(t, x,p) satisfy the requirements of Theorem 2, and consider the generic
problem:
ut +H(t, x,Du)= 0
(
(t, x) ∈R+ ×Ω ′t
)
,
(4.1)
u(t, x)= ϕ(t, x) ((t, x) ∈R+ × ∂Ω ′t).
Let S be the discrete semiflow generated by (4.1) – if it exists.
PROPOSITION 4.2. – Assume that, for every Lipschitz initial datum u0, the semi-orbit
(Snu0)n is bounded, and that (4.1) has at most one fixed point. Then (4.1) has a unique fixed
point to which all semi-orbits will converge.
Proof. – Let u(t, x) be a global solution to (4.1) and set un(t, x)= u(t + n,x), for al (t, x) in,
say, [0,2] ×Ω ′. Set, as usual:
u¯(t, x)= lim inf
n→+∞, s→t,y→x un(s, y)= lim infn→+∞un(t, x),(4.2)
u(t, x)= lim sup
n→+∞, s→t,y→x
un(s, y)= lim sup
n→+∞
un(t, x).
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The last equality in each line of (4.2) holds because u is globally Lipschitz in t and x . As a
consequence, u¯ and u are also Lipschitz in t and x .
Obviously we have u¯(t + 1, x)= u¯(t, x).
The same holds for u; hence these two functions are 1-periodic in t . On the other hand – Barles
[1] – u¯ – resp. u – satisfy the viscosity inequalities
u¯t +H(t, x,Du¯)> 0, ut +H(t, x,Du)6 0
(
(t, x) ∈R+ ×Ω ′t
)
and u¯= u= ϕ on⋃{t}×Ω ′t →R. As a consequence, u¯ – resp. u is a super- – resp. sub-solution
to (4.1), to which Proposition 4.1 may be applied; this in particular yields the existence of a fixed
point to S . On the other hand if ψ ∈ ωS (u0), then there holds
Snu¯6ψ 6 Snu,
and a last application of Proposition 4.1 concludes the proof. 2
We now come back to our old notations. Theorems 2 and 4 will be proved as soon as we have
managed to find a family of open subsets Ω ′t on which the time-periodic Dirichlet problem has
at most one solution: this is the role of the Aubry–Mather set. The same argument as in the proof
of Theorems 1 and 3 – and that we will not repeat – would show that the Dirichlet problem with
suitably chosen data on the boundary of the Aubry–Mather set has solutions.
Convergence in case (A)
Recall that we now solve
ut +K(t, x,Du)− f (x)+ λ= 0 (M)(4.3)
and
ut +K(t, x,Du)− f (x)= 0 (Ω)
(4.4)
u(t, x)= ϕ(t, x) (∂Ω)
with K > 0, K(t, x,0)= 0, f > 0 with nonempty zero set. Let us denote Z the zero set of f .
The only assumption that we shall need is in fact:
(H)′. Assume K to be convex, nonnegative, and to satisfy lim|p|→+∞K(t, x,p) = +∞,
uniformly in t and x .
In particular, no strict convexity nor superlinearity is required. There is first the following:
LEMMA 4.3. – Problem (4.3) has periodic fronts if and only if λ= 0.
Proof. – It is enough to prove that (4.3) has solutions for λ = 0; therefore assume λ = 0 in
(4.3). Any constant is a subsolution; moreover set
K¯(x,p)= min
06t61
K(t, x,p).
This is a convex Hamiltonian, satisfying K¯ > 0, K¯(x,0)= 0. The equation
K¯(x,Dφ)− f (x)= 0, x ∈M,
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has solutions; see [10]. Let φ be such a solution; it is a super-solution to (2); application of
Proposition 4.1 to the orbit (Snφ)n yields the existence of a fixed point to S . 2
Proof of Theorem 2, Case (A). – For all x ∈Z , the function t 7→ S(0, t)u0(x) is nonincreasing;
this is intuitively obvious, see [10] for a rigorous proof. Hence there is a function ϕ(x), constant
on any connected component of Z , such that S(0, t)ψ = ϕ on Z , for every ψ ∈ ωS (u0). On the
other hand, the Dirichlet problem for (2.10)–(2.11) on Ω ′ =M\Z with fixed values on ∂Z has
at most one solution; one may see this by a standard Kruzhkov transform. 2
Proof of Theorem 4, Case (A). – Similarly to the autonomous case, we have to assume that
Snu0 is well defined and bounded; once this is known the proof is the same as above; we just
have to set, this time Ω ′ =Ω\Z . 2
Thus we see that, when the Aubry–Mather set – in this context, it is reduced to Z – does not
depend on time, we recover convergence for the Hamilton–Jacobi semiflow. When there is a true
time-dependence, we are only able to conclude in space dimension one – i.e. when the dynamics
of the extremals is known.
Monotonicity and Aubry–Mather sets
First we introduce the Aubry–Mather set. Then we carry out the proof in two steps: first, we
prove Theorem 4, then Theorem 2. In any case, we will assume, without loss of generality: λ= 0.
Consider first the manifold case. Choose φ(t, x) a periodic solution, and let γ (t) be an
extremal defined on [0, T ] satisfying (2.13). First we define our Aubry–Mather set: let P be
the set of all 1-periodic solutions to (2); for φ ∈P we defineM0(φ) as:
M1(φ)=
⋃
x∈Mφ
αTφ (x), M0(φ)=
⋃
x∈M1(φ)
ωTφ (x)(4.5)
and the Aubry–Mather setM0 as:
M0 =
⋂
φ∈P
M0(φ).(4.6)
Just as in the preceding section we have the:
LEMMA 4.4. – Let u(t, x) be a solution of (1). Then the function t 7→ u(t, γ (t))−φ(t, γ (t))
is nonincreasing.
Let ψ belong to ωS (u0) and u(t)= S(0, t)ψ . Unfortunately, not all the information that was
available in part 2 can be retrieved in the periodic setting, for the reason that we do not know
how Tφ(0, t)M0 looks like for 0 < t < 1 – in the preceding section it was simply M0; this is
why we may not conclude to the convergence as in Section 3. However we may still write the
two following propositions:
PROPOSITION 4.5. – On the setM0, all the flows Tφ coincide with a single flow T . The set
M0 is invariant under T , as well as M¯0.
PROPOSITION 4.6. – (i) For any x ∈ M0, the function t 7→ S(0, t)ψ(Tφ(0, t)x)−
φ(Tφ(0, t)x) is constant.
(ii) The function u is differentiable onM0, and ut = |D(u− φ)| = 0 onM0.
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The proof of the above results is a copy of the corresponding propositions of Section 3. It is to
be noticed here that they do not need the conservation of the Hamiltonian along the extremals;
what is used is the invariance of the equation under the transform t 7→ t + 1. We next have the
uniqueness result.
THEOREM 4.7. – Two solutions of (4) which coincide on N×M0 coincide onM.
Proof. – See the proof of Theorem 3.5. 2
Turn now to the Dirichlet conditions case. For every δ > 0, let us set:
Mδ1(φ)=
⋃
x∈Mδφ
αTφ (x), Mδ0(φ)=
⋃
x∈Mδ1(φ)
ωTφ (x).(4.7)
Next we set:
Mδ0 =
⋂
φ∈P
Mδ0(φ), M0 =
⋃
δ>0
Mδ0.(4.8)
THEOREM 4.8. – Two solutions of (2)–(3) which coincide onM0 coincide onM.
Proof. – Let φ and ψ be two such solutions; choose x ∈ Ω and let γ (t) be related to φ by
(2.3), on ]−T ,0], with γ (0) = x . Assume T = −∞ and x ∈Mδφ ; then just as above we have
ψ(−1, x)−φ(−1, x)6 0. If x belongs to none of theMδφ , but if γ never hits ∂Ω , this means the
existence (i) of a sequence (tn)n going to +∞, whose fractional part tends to a limit s ∈ [0,1[;
(ii) of y ∈ ∂Ω such that |T (0,−tn)x − y| tends to 0; Lemma 4.4 implies
ψ(−1, x)− φ(−1, x)6 lim
n→+∞
(
ψ
(−tn,T (0,−tn)x)− φ(−tn,T (0,−tn)x))
=ψ(s, y)− φ(s, y)= 0.
Assume finally that T cannot be chosen to be infinite or γ hits ∂Ω in finite time; this means the
existence of t ∈]0, T ] such that γ (−t) belongs to ∂Ω . But then Lemma 3.1 implies once again
φ(−1, x)6ψ(−1, x). Reverting the roles of φ and ψ we have φ(−1, ·)=ψ(−1, ·) on Ω . 2
Convergence in case (B)
Proof of Theorem 4 (end). – We have Ω =]0,1[. Recall that, on eachMδ0, we may construct
a flow T , deduced from all the flows Tφ which are the flows of the extremals which remain δ-
bounded away from the boundary points 0 and 1. For x ∈ Eδφ , the semigroup property of T implies
that (T −nx)n is a monotone sequence which, because it remains bounded, converges to a limit.
Hence eachMδ0 is only made up of fixed points of T , and we conclude from Proposition 3.3,
(i) that Snψ(x) is a constant sequence, hence u(t, ·) is 1-periodic on each T (0, t)Mδ0, hence on
each T (0, t)M0. 2
Let us end the proof of Theorem 2 and let us define the homeomorphism of M¯0: h(x)= T x .
It is not an homeomorphism of the circle but, because it leaves M¯0 invariant and because it is
order-preserving, the rotation number ρ(h) for it is well-defined as the common limit of h˜
n(x)
n
,
where h˜ is the usual lifting of h from R to R. See [7] for more details.
Proof of Theorem 2 (end). – If ρ(h)= 0, then h has fixed point that can be identified with 0;
hence the flow T is bounded onM0. The same argument as in the case of Dirichlet conditions
applies.
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Assume that ρ(h) is irrational. So far, we have worked with any periodic solution φ of (2); we
choose the smooth one that is assumed to exist. Then h is a diffeomorphism of the circle, and
Denjoy’s Theorem asserts that any orbit T nx is dense inM; therefore we have M¯0 =M. We
apply Proposition 4.6, (ii) to infer that ψ − φ is constant onM, hence S(t)ψ is 1-periodic on
M. This ensures the convergence of S(t)ψ to a solution which is 1-periodic in time. 2
To conclude, let us check that the assumptions of case B are non-void. It is straightforward
to build cases when ρ(h) = 0; see for example case A. To see that there exist smooth solutions
to (2) with irrational rotation numbers. Let us start with a Hamiltonian H(x,p) defined on the
circle such that there holds
λ > max
x∈M
min
P∈TM
H(x,p);
such a situation is indeed possible and in this case there exists a unique – up to a constant –
solution of −λ + H(x,φ′) = 0 on M; moreover φ is as smooth as the data – see [12]. The
rotation number for the discrete flow T is the harmonic mean of x 7→Hp(x,φ′(x)). To make it
irrational let us observe that we change λ into αλ if we change H into αH , and that φ′ does not
change. Finally, if we wish to have a true dependence in time, let us notice that λt + φ(x + t)
is a 1-periodic solution of ut + H(t + x,ux) − ux = 0 and that the rotation number remains
unchanged.
Appendix
A1. Proof of Theorem 1.3
Set
L(γ )= u(0, γ (0))+ T∫
0
L(s, γ, γ˙ )ds.
Let (γn)n be a minimizing sequence; because of (6) it is bounded in W1,p([0, T ],M), hence
converges uniformly, and weakly in W 1,p([0, T ],M) – up to a subsequence – to a function
γ . Because of (6) again the functions Lx(t, γ, γ˙ ) and Lt(t, γ, γ˙ ) belong to L1([0, T ],M); the
convexity of L with respect to p and the Lipschitz property of u then imply:
L(γn)>L(γ )+
T∫
0
Lv(s, γ, γ˙ ).(γ˙n − γ˙ )ds + o(1),
and the second term in the above inequality goes to 0, for Lv(s, γ, γ˙ ) belongs precisely
to Lp
∗
([0, T ],M). Hence we have L(γn)→ L(γ ). Finally, an extremal satisfies the Euler–
Lagrange equation
d
dt
Lv(t, γ, γ˙ )+Lx(t, γ, γ˙ )= 0;(A.1)
because Lv is coercive in v we have γ˙ ∈ L∞([0, T ],M), and we conclude by noticing that we
now have
Lvv.
d2γ
dt2
−Lxv.γ˙ −Ltv +Lx ∈ L∞
([0, T ],M),
which implies the smoothness of γ by an easy iteration argument.
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A2. Existence proofs for wave solutions
Proof of Proposition 2.1. – Let us consider the sequence of problems
H(x,Dφ)+ εφ = 0, x ∈M,(A.2)
which have unique Lipschitz solutions φε in W 1,∞(M). Comparing φε with the test function 0
we have εφε >−‖H(·,0)‖∞; because equation (A.2) holds almost everywhere we have:
εφε 6− inf
(x,p)∈T ∗MH(x,p);
thus the sequence (εφε)ε is bounded in L∞(M), hence (Dφε)ε is bounded in L∞(M).
Therefore the sequence (φε − 〈φε〉)ε is bounded in W 1,∞(M), thus relatively compact in
C(M). 2
Proof of Proposition 2.4. – Let us consider the sequence of problems
φt +H(t, x,Dφ)+ εφ = 0, x ∈M.(A.3)
Let φ0 be a Lipschitz initial datum for (A.3); then there exists – [8], Chapter 9 – a unique
solution to the Cauchy Problem, denoted by φ(t, x). From the maximum principle, there holds
|φ(t + 1, x)− φ(t, x)|6 ‖φ0‖∞e−εt ; therefore there exists a unique solution φε to (A.3) which
is 1-periodic in time, and to which all solutions of (A.3) converge. The maximum principle also
tells us that we have, for all solution φ to (2.10): ε|φ(t, x)|6 ‖H(·, ·,0)‖L∞R×M+ε‖φ0‖∞e−εt
thus the sequence (εφε)ε is uniformly bounded in L∞(R ×M), hence (Dφε)ε is bounded in
L∞(M).
We end the proof just as in Section 1: the sequence (φε −
∫ 1
0 〈φε〉dt)ε is bounded in
W 1,∞(R+ ×M), thus relatively compact in C([0,1] ×M). 2
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