We consider the Cauchy problem
Introduction and main results
In this paper we consider the following Cauchy problem:
x∈ R N , t ∈ (0, T ), u(x, 0) = u 0 (x), x ∈ R N , (1.1) where u = u(x, t), is the Laplace operator in x and u 0 belongs to the space of continuous functions C(R N ). It is well known that for any initial data u 0 , satisfying −ke c|x| 2 u 0 (x) c for c, k > 0 there exists T = T (u 0 ) > 0 such that (1.1) has a unique classical solution u(x, t; u 0 ) in C 2, 1 
(R N × (0, T )) ∩ C(R N × [0, T )).
In Section 2 we study the stationary states of (1.1) under the assumption of radial symmetry, i.e. u :=ũ |x| .
For simplicity we drop the tilde and denote |x| = r, then u satisfies the equation In that section we also study the number of intersections between the steady states. This result is enclosed in the following theorem: The singular solution to (1.2) for N > 2 is given by Φ * (r) := −2 log r + log(2N − 4). (1.3) For N 2, we denote by u α the regular solutions to 
(ii) If u 0 u α and u 0 = u α , then u blows up at finite time to ∞.
, the solution is global and
In Section 4 we study the stability of the radial steady states for N 10 with respect to the norms | · | and · s defined by
for s ∈ R. These results presented in Theorems 1.3-1.5 concern stability and weak stability. For readers convenience we give definitions of stability and weak asymptotic stability. 
Definition 1.2.
A stationary solution u α is weak asymptotically stable with respect the norm
Theorem 1.3. Let λ + and λ − be defined by
then: In this section we give the proof of Theorem 1.1 concerning the steady states and the number of intersections between them.
The proof for the cases N 10 and 3 N 9 follows the ideas of Joseph and Lundgren [4] developed to study the Dirichlet problem. See also [2, 3, 9] .
Proof of Theorem 1.1.
Case (N = 1). Explicit solutions of the problem are well known (see [1, 7] ):
To prove the non-existence of singular solutions, we multiply (1.4) by u and integrate over ( , 1) to obtain 1 2 (1) .
which proves the boundedness of u in every bounded sub-set of R and the non-existence of singular solutions.
To see that every two solutions intersect each other once, we consider u i , satisfying u i (0) = α i (for i = 1, 2 and α 1 > α 2 ), and define f by
Notice that
By continuity and monotonicity of f we obtain (i).
Case (N = 2). There exists a two parameters family of solutions defined by
for α ∈ R and β ∈ (0, ∞). The explicit solutions were already known for the unit ball with Dirichlet boundary conditions, see [5] . Notice that, if β = 2, u αβ is a regular solution and if β = 2, u αβ is singular and satisfies
For simplicity we will denote by u α the solution u αβ for β = 2.
To prove that every solution is of the form u αβ , we consider the Cauchy problem
for r 0 = 1. For every a, b ∈ R, u αβ is a solution to (2.2) for α and β defined by
where k satisfies
Notice that g(1) = −1 and
and lim
which guarantees the existence of k > 0. By uniqueness of (2.2) we obtain that every solution is given by (2.1).
To study the intersections between two solutions u α 1 β 1 and u α 2 β 2 we distinguish two cases:
We consider first the case
where
,
and there exists a unique r 0 0 such that ∂h(r 0 )/∂r = 0, we obtain that h has two zeros (for α i = log(2β 2 i )). By using the previous case and continuous dependence, we prove by contradiction the general case. We assume there existα 1 ,α 2 ∈ R such that the number of zeros of h is different from two. Let I i be the compact interval [log(
Since |∂h/∂α i | 1 and by (2.3), there exist r 0 , r 1 , satisfying
by uniqueness of (2.2), β 1 = β 2 , which contradicts β 1 > β 2 and proves (a). 
Case (3 N 9) . In order to prove (iii), we introduce s and w defined by s := log r and w :
Then, Eq. (1.2) is converted into the following one:
We now rewrite the above equation as a system of ODEs:
In the w-q plane, (0, 0) is the unique steady state. Since the general solution of the linearized system
is given by 8) we obtain that (0, 0) is a stable focus. Multiplying (2.6) by (2(N − 2)e w − 1, q) and adding both equations we get
Integrate (2.9) over (0, s) to obtain
which proves the boundedness of the solution. Notice that, from (2.9), we also deduce that there is no periodic solutions (apart of (0, 0)). Then, (w, q) → (0, 0) as s → ∞. Since (0, 0) is a focus we get that w has infinitely many zeros.
To see that there exist infinitely many intersections, we argue by contradiction. We consider two solutions w and w which satisfy:
10) In the w-q plane, we have:
(1) there is no steady state (apart of (0, 0)); (2) since (e w − 1)/w < 1 for w < 0 we have
Consequently, the region q < 0, w < 0 and q < − N −2 2 w is invariant, w → 0 as s → ∞ and the case N 10 is proven.
To see that there is no intersection, we consider two solutions, (w 1 , q 1 ) and (w 2 , q 2 ), satisfying
We define w := w 1 − w 2 , q := q 1 − q 2 which satisfies
14)
for somew ∈ (w 1 , w 2 ) if w 1 < w 2 andw ∈ (w 2 , w 1 ) if w 1 > w 2 (notice that in both cases w < 0). In the w-q plane, we have, as before:
• (0, 0) is the unique stationary state;
• at q = 0, w < 0 we have w = 0, q > 0;
• at the half-
As before, we deduce that the region q < 0, w < 0 and q < − N −2 2 w is invariant and w remains negative for s < ∞ which ends the proof of the theorem. (ii) If N > 10,
as r → ∞, and some constants a, b, c and d.
Proof. We start with the proof of (ii). We consider w, the solution to (2. Introducing the variables, r and u, we obtain u(r) = −2 log r + log(2N − 4) + ar λ + + br λ − + cr
In the same fashion we prove (i). 2
The parabolic problem
In this section we study the blow up of solutions under suitable assumptions. We present first a necessary and sufficient condition in order to obtain blow up in the sense
for T < ∞. The proof of Theorem 1.2, which follows the ideas of Gui, Ni and Wang [8] , is also enclosed in this section. See also [6, 11] . 
Proof. We consider the function
u(x, t) = −c 1 exp
After routine computations, we have 
If u 0 (x) = u α (|x|) at some point, we consider u 0 (x) = u(x, t 0 ) for t 0 > 0 that, by the strong maximum principle, satisfies (3.1). We consider u β , the solution to (1.2), and r 0 (β) defined as the first intersection point of u β and u α . Since u β → u α as β → α uniformly in any compact sub-set [0, k] and u 0 < u α , there exists β 0 < α such that the function ψ 1 defined by for some T ∞. To prove T < ∞, we consider first the case in which the blow up set contains a neighborhood "B" of the origin and use a standard Kaplan's argument. Let λ 1 be the first eigenvalue of − in H 1 0 (B) and w 1 the positive and normalized in L 1 ( ) associated eigenfunction. We define
for t 0 large, such that k is bigger than the larger root of the equation e s − λ 1 s = 0, we obtain finite time blow up for U , which proves T < ∞. If the blow-up set of u(x, t; ψ 2 ) is a single point, the radially symmetric function v defined by
is a singular steady state satisfying v > ψ 2 u α , which contradicts Theorem 1.1. In order to prove (iii) we argue as in (i) and assume, without loss of generality, that u 0 < u αβ . Consider now u αβ * for β * > β, and r 1 > 0 such that u αβ * (r + ) > u 0 (r) for r ∈ (0, r 1 ) and u αβ (r 1 + ) = u αβ * (r 1 ) for small enough, such that, the function
satisfies u 0 φ 3 . As in parts (i) and (ii), we can see that u(x, · ; ψ 3 ) is monotone decreasing and
Since u(x, t; u 0 ) u(x, t; ψ 3 ) and thanks to Lemma 3.1 we obtain (iii). 2
Stability of solutions for N 10
In this section we study the stability of solutions for N 10. Theorem 1.3 concerns the stability of steady states and the weak asymptotic stability, the proof follows the ideas of Gui, Ni and Wang [8] developed to study Then, if N > 10,
where A(α) is continuous and increasing in α. We choose R α such that
3)
we get 
The proposition may be proven in the same fashion that Theorem 4.1 in [8] , by using the auxiliary problem
where h is a non-negative and non-trivial regular function with compact support. In order to finish the proof of Theorem 1.3 we consider a sub-solution u := u k α and a supersolution u := u k α (which existence is shown in Proposition 4.1). From (4.5) we have that there exists δ > 0 such that Then, for λ < λ − and R > 0, we have
and taking limits, we obtain lim sup
Since R is arbitrary, we conclude the proof for N > 10. The case N = 10 can be proven in the same fashion. We next assume that (4.9) is satisfied, then, for any > 0 we can decompose v 0 as 
Proof.
(i) Since v 0 δ for δ small enough, we have
We consider the problems Then, thanks to (4.14) we obtain (ii). as long as the solution exists. Then, if the solution blows up at finite time, it has to be at x = 0. By maximum principle u remains strictly less than Φ * on the compact sub-set |x| = δ, T t T , for δ > 0 and 0 < T < T .
Since u α → Φ * as α → ∞ in every compact sub-set of (0, ∞), there exists α * large enough such that u(x, t; u 0 ) < u α * (x), |x| = δ, t ∈ [T , T ], u(x, T ; u 0 ) < u α * (x), |x| < δ.
By maximum principle the solution remains below u α * at t = T for |x| δ, which contradicts the assumption of blow up at finite time and proves the global existence. The proof ends following [10] . 2
