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A new class of parametric models that generalize the multivariate probit model and the errors-in-
variables model is developed to model and analyze ordinal data. A general model structure is assumed to
accommodate the information that is obtained via surrogate variables. A hybrid Gibbs sampler is devel-
oped to estimate the model parameters. To obtain a rapidly converged algorithm, the parameter expansion
technique is applied to the correlation structure of the multivariate probit models. The proposed model
and method of analysis are demonstrated with real data examples and simulation studies.
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1. Introduction
The multivariate probit model (Ashford & Sowden, 1970) is a popular tool for analyzing
several ordinal response variables. It allows the flexible modeling of the correlation structure
of response variables and the relationship between these variables and the covariates, and en-
ables the easy interpretation of the model parameters. In research studies in which information
on the variables of interest is difficult or expensive to obtain, surrogate variables that mimic
the variables of interest can be introduced to provide auxiliary information. The use of surro-
gate variables (Buonaccorsi, 1990; Chen, 2000; Chen, Cai, & Zhou, 2004; Wang & Rao, 2002;
Wang & Yu, 2007; Zhou, Chen, & Cai, 2002; among others), however, can lead to responses
being misclassified into a category that does not reflect the true state of the respondents. Ignoring
such misclassification and employing information from the surrogate variables in analysis will
produce results whose reliability is highly dependent on the quality of those variables. Surro-
gate variables are subject to error. When they are continuous, the errors-in-variables approach
is commonly used. In classical errors-in-variables models, the surrogate variables (or observable
variables that are subject to error) are expressed as linear combinations of the true variables and
the errors. This paper develops a new class of parametric models that generalize the multivariate
probit model and errors-in-variables model to allow analysis of discrete surrogate variables. The
relationships between surrogate variables and the true variables of interest can be ascertained by
modeling the misclassification structures.
Misclassification in ordinal data and the use of surrogate variables have been extensively
discussed (see, for example, Press, 1968; Tenenbein, 1970; Espeland & Odoroff, 1985; Palm-
gren, 1987; Pepe, 1992; Pepe, Reilly, & Fleming, 1994; and Bollinger & David, 1997). Recently,
Cheng and Hsueh (2003) applied logistic regression models to mis-measured binary data in
Requests for reprints should be sent to Wai-Yin Poon, Department of Statistics, The Chinese University of Hong
Kong, Shatin, Hong Kong, China. E-mail: wypoon@cuhk.edu.hk
© 2010 The Psychometric Society
498
WAI-YIN POON AND HAI-BIN WANG 499
virtue of double sampling and discussed some parametric and semiparametric estimation meth-
ods. Assuming a monotone misclassification pattern, Eickhoff and Amemiya (2005) used the
Expectation-Maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977) to estimate the
model parameters in a latent normal variable model. Yiu and Poon (2008) considered a two-
dimensional latent variable normal model and used a minimum chi-square approach to find the
correlation of the two variables. Poon and Wang (2010) established an analytic framework for
the multivariate structure of ordinal categorical variables with misclassified data, and provided a
unified EM algorithm to estimate the thresholds and the parameters in a latent normal model.
In the analysis of a multivariate probit model, the main difficulty in making statistical in-
ferences lies in the fact that the likelihood equation that involves high-dimensional numerical
integrations for the multivariate normal distribution functions has no closed form solution. To
address this difficulty, Ochi and Prentice (1984) derived the likelihood function for an equi-
correlated case and provided an approximate method to obtain the maximum likelihood esti-
mates. By assuming a common factor and integrating over the factor space, Bock and Gibbons
(1996) provided the maximum likelihood estimation of the parameters in the probit regression
model. Using a latent multivariate normal model, Chib and Greenberg (1998) used a Bayesian
approach with the Markov chain Monte Carlo (MCMC) technique and a maximum likelihood
approach with the Monte Carlo Expectation-Maximization (MCEM) algorithm (Wei & Tan-
ner, 1990), respectively, to estimate the model parameters. Song and Lee (2005) generalized
the approach of Bock and Gibbons by proposing a multivariate probit model that is defined by
a confirmatory factor analysis model and covariates, and provided a Monte Carlo EM (MCEM)
algorithm for obtaining the ML estimates of the unknown parameters. Lawrence, Bingham, Liu,
and Nair (2008) further developed a parameter expansion (PX) MCMC procedure to enable the
fast convergence of the Markov chain. However, these approaches cannot be used to address the
analysis of information that is collected by using surrogate variables.
In this paper, we develop a new class of parametric models that generalize the multivariate
probit models. This new class of models enables the analysis of the information that is obtained
via surrogate response variables and surrogate covariates, and the analysis of the misclassifica-
tion structure that results from the use of surrogate variables. A major consideration in modeling
is how the misclassification structure can be modeled and efficiently analyzed based on the avail-
able information. As a parametric structure that characterizes misclassification usually involves
too many parameters to be effectively handled, we make use of a Bayesian approach to ad-
dress the difficulty. Under the Bayesian framework, we have designed a hybrid Gibbs sampler
(Geman & Geman, 1984) to estimate the parameters in the models. We have also made use of PX
techniques (Liu & Daniels, 2006; Liu, Rubin, & Wu, 1998; Liu & Wu, 1999; Zhang, Boscardin,
& Belin, 2006; Lawrence et al., 2008) to accelerate the convergence of the algorithm to find the
parameter estimates.
In Section 2, we develop the general class of models, describe the probabilistic structure
of the model, and derive the complete data likelihood. In Section 3, we discuss the analysis of
the proposed model in a Bayesian framework. We specify the prior distribution, derive the full
conditional posteriors for the latent variables and the parameters, and provide details of the hybrid
Gibbs sampler. In Section 4, we present examples to illustrate the applicability and practicality of
the proposed model and estimation method, and the simulation results to review the performance
of the approach. Section 5 concludes the paper with a discussion.
2. Multivariate Probit Models with Misclassification
2.1. Probabilistic Structure
Let the multivariate response Y = (Y1, . . . , Yp)T be a vector of ordinal variables in which
each component Yi can take on one of the si ordered values coded 1, . . . , si (si ≥ 2), and the
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covariate vector X = (X1, . . . ,XJ )T be a vector of polytomous variables in which each compo-
nent Xj can take on one of the rj nominal values coded 1, . . . , rj . The classic multivariate probit
model for the ordinal classification data can be presented as
py|x















z − βT X (x)]T Ξ−1[z − βT X (x)]
}
dz1 · · ·dzp,
yi = 1, . . . , si , i = 1, . . . , p; xj = 1, . . . , rj , j = 1, . . . , J, (1)
where X (x) is a design vector of dimension q , which is determined as a function of the covariate
vector X, β is a q × p matrix whose ith column βi = (βi1, . . . , βiq)T corresponds to the re-
gression coefficients associated with the ith response variate Yi , and αi = (αi,1, . . . , αi,si−1)T
is a threshold vector with −∞ = αi,0 < αi,1 < · · · < αi,si = +∞, for each i = 1, . . . , p.
Model (1) means that response vector Y is derived from latent p-variate normal random vec-
tor Z = (Z1, . . . ,Zp)T with mean βT X (x) and covariance matrix Ξ , and
Y1 = y1 if α1,y1−1 < Z1 ≤ α1,y1 , y1 = 1, . . . , s1;
...
Yp = yp if αp,yp−1 < Zp ≤ αp,yp , yp = 1, . . . , sp.
(2)
It is obvious that model (1) is not identifiable without further restrictions. To address this
problem, it is common to assume that Ξ is a correlation matrix, rather than a covariance matrix,
and that αi,1 is fixed at a preassigned value, say 0, for i = 1, . . . , p. Due to the latter, we redefine
the threshold vector as αi = (αi,2, . . . , αi,si−1)T , and let α = (αT1 , . . . , αTp )T .
Model (1) is used to analyze a data set in which both the responses and the predictors are
classified correctly, and it has not adequately modeled the possible misclassifications. However,
in many situations, the misclassification of responses is common. For example, surrogate vari-
ables are used when it is expensive and difficult to collect information on the variables of interest,
and responses to the surrogate are fallible. Typical example is the use of student-reported data to
solicit information in relation to social status/behavior of their parents. Moreover, misclassifica-
tions are also commonly obtained in responses to sensitive questions, such as the level of drug
or alcohol consumption. In this paper, we develop a multivariate probit model that facilitates an
explicit modeling and analysis of the structure of misclassification.
We will use the symbols YT and XT to denote the actual random vectors for Y and X,
and use YF and XF to denote the surrogates, respectively. To form a multivariate probit model
with misclassification, we further let φ(u, v; θ) be the conditional probability that the observed
response YF falls into the cell v = (v1, . . . , vp)T , given that the true response YT is in the cell
u = (u1, . . . , up)T , that is,
φ(u, v; θ) = P {YF1 = v1, . . . , YFp = vp|YT 1 = u1, . . . , YTp = up},
ui, vi = 1, . . . , si; i = 1, . . . , p,
where θ is a parameter vector that characterizes the structure of misclassification of the re-
sponse Y . Moreover, let ψ(m,w;λ) be the conditional probability that the actual predictor
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XT is in the cell w = (w1, . . . ,wJ )T , given that the observed predictor XF falls into the cell
m = (m1, . . . ,mJ )T , that is,
ψ(m,w;λ) = P {XT 1 = w1, . . . ,XT J = wJ |XF1 = m1, . . . ,XFJ = mJ }
wj ,mj = 1, . . . , rj ; j = 1, . . . , J,
where λ is a parameter vector that characterizes the structure of misclassification of the covari-
ate X. It is clear that φ(u, v; θ)’s and ψ(m,w;λ)’s satisfy the constraints
φ(u, v; θ) ≥ 0,
∑
v




for each fixed u and m. For brevity, we transform the multiple index, say u = (u1, . . . , up)T ,
ui = 1, . . . , si , lexicographically into the single index iu, iu = 1, . . . , S, where S = ∏pi=1 si , and
use two matrices Φ(θ) with (iu, iv) component φ(u, v; θ) and Ψ (λ) with (im, iw) component
ψ(m,w;λ) to represent the misclassification probability structures.
Under the assumption that YT and XF are mutually independent given XT , and that YF
and (XT ,XF ) are mutually independent given YT , the joint distribution of (YF ,YT ,XT ), given
XF = m, is
P {YF = v,YT = u,XT = w|XF = m}
= P {YF = v|YT = u,XT = w,XF = m}
× P {YT = u|XT = w,XF = m} × P {XT = w|XF = m}
= φ(u, v; θ)pu|wψ(m,w;λ), (3)
where pu|w = P {YT = u|XT = w} is given in (1), and the marginal distribution of YF , given
XF = m, is




2.2. The Likelihood Function
Suppose that the observations {(Y (k)T , Y (k)F ,X(k)T ,X(k)F ) : k = 1, . . . , n} for both the variables
of interest (the true variables) and the surrogate variables (the fallible variables) are collected for a
total of n subjects, and {(Y (k)F ,X(k)F ) : k = n + 1, . . . ,N} for the surrogate variables are collected
for n∗ = N − n subjects. The data collection method is called double sampling (Espeland &
Odoroff, 1985). The entire sample of size N is called double sampling sample and the subsample
with size n is called the validation sample. Due to the complicated integral form of the expression
(1), it is necessary to introduce some latent variables to simplify the computation, as is done
in the EM and data augmentation (DA) algorithms (Tanner & Wong, 1987). Let {Z(k) : k =
1, . . . ,N} be the latent variables in (2) for {Y (k)T : k = 1, . . . ,N}. Consider {Z(k) : k = 1, . . . ,N}
and the unobservable true classifications {(Y (k)T ,X(k)T ) : k = n + 1, . . . ,N} as missing data; then




























T i −1 < Z
(k)
i ≤ αi,Y (k)T i
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T i −1 < Z
(k)
i ≤ αi,Y (k)T i
}




Ξ−1(Z − X β)T (Z − X β)
}
, (4)
where I {A} is an indicator function of the event A, nuv = ∑Nk=1 I {Y (k)T = u,Y (k)F = v}, Nmw =∑N
k=1 I {X(k)F = m,X(k)T = w}, Z is an N × p matrix with Z(k)T as its kth row, X is an N × q
matrix with [X (X(k)T )]T as its kth row, and etr{·} stands for exp{trace(·)}.
3. Bayesian Estimation
In this section, we develop a hybrid Gibbs sampler to analyze the proposed models in a
Bayesian framework. We first specify the prior distributions for the parameters and then derive
the full conditional posterior distributions for the latent variables and parameters in the model.
3.1. The Prior
The flat priors are specified for θ and λ, respectively, as
π(θ) ∝ 1 and (5)
π(λ) ∝ 1. (6)
A conjugate prior distribution











is put on (β,Ξ), where the hyper-parameter τ is a known positive constant. This prior consists
of a conditional normal prior










on β and a prior
π(Ξ) ∝ |Ξ |− p+12
on Ξ . The latter is derived from Jeffreys’ prior on an unrestricted covariance matrix and was
used by Lawrence et al. (2008).
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For i = 1, . . . , p, αi,1 is fixed at 0 for identification purpose. As all components of the thresh-
old vector αi = (αi,2, . . . , αi,si−1)T are then positive and can be treated as scale parameters, we




α−1i,ui I {0 < αi,2 < · · · < αi,si−1} (8)
for them. These priors are also the limits of gamma distributions as the hyper-parameters in
which tend to 0.
It is further assumed that the prior distributions in (5) to (8) are mutually independent. These
priors not only result in a proper posterior, but also permit us to generate the sample in a conve-
nient way that is described in Section 3.4.
3.2. The Conditional Posterior Distributions of the Latent Variables
We first focus on the conditional posterior distribution of the latent variables. For k =
1, . . . , n, the actual classification (Y (k)T ,X
(k)
T ) is observed, and the conditional posterior density
of the latent variable Z(k), given the parameters and the observation data, is simply a p-variate
normal density with mean βT X (X(k)T ) and covariance matrix Ξ truncated on the hyper-rectangle∏p
i=1 I {αi,Y (k)T i −1 < Z
k
i ≤ αi,Y (k)T i }. That is,
Z(k)
















T i −1 < Z
(k)
i ≤ αi,Y (k)T i
}
,
k = 1, . . . , n. (9)
Generating sample from the truncated multivariate normal density can be carried out by generat-
ing sample on a component-wise basis from a series of truncated univariate conditional normal
densities via a Gibbs sampler (see Chib & Greenberg, 1998; Lawrence et al., 2008, and the ref-
erences therein).
For k = n + 1, . . . ,N , the actual classifications Y (k)T and X(k)T as well as Z(k) are missing







∣∣Y (k)F ,X(k)F , θ, λ,α,β,Ξ
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The above expression is complicated and makes it difficult to draw samples directly. We pro-
pose an independent sampler (Tierney, 1994) of the Metropolis–Hastings algorithm (Metropo-
lis, Rosenbluth, Rosenbluth, Teller, & Teller, 1953; Hastings, 1970) to solve the problem. We
first draw a candidate XcT from the multinomial distribution Multi(1; (ψ(X(k)F ,w;λ) : w)), and
then draw a candidate Zc from the p-variate normal distribution N(βT X (XcT ),Ξ); a Y cT can
then be determined according to the hyper-rectangle that Zc falls in. The proposed latent vector
(XcT ,Z



















as a new state of (X(k)T ,Z
(k), Y
(k)
T ). In (11), the Y
c
T in the numerator is the candidate for the new
state, and the Y (k)T in the denominator is the one from the preceding state. It is worthy of noting
that the acceptance probability depends only on the misclassification for the response instead
of the whole of (10). This can be easily verified as the acceptance probability is the product of
posterior ratio and the proposed ratio.
3.3. The Conditional Posterior Distributions of the Parameters
In this section, we discuss the conditional posterior distribution of the parameters. From (4)
and (5), conditional on the complete data and the remaining parameters, the posterior density of




φ(u, v; θ)]nuv . (12)
This shows that, given {(Y (k)T , Y (k)F ) : k = 1, . . . ,N}, θ is independent of the other quantities.
Similarly, given {(X(k)T ,X(k)F ) : k = 1, . . . ,N}, or equivalently, given Nmw for all (m,w), the full





Generally speaking, for different forms of the functions φ(·) and ψ(·), we can design different
methods to update the parameters θ and λ. For some specific forms, it is possible to use very
simple methods. Please refer to the numerical examples presented in Section 4.
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α−1i,ui I {ai,ui ≤ αi,ui < bi,ui }, (14)
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where β̂ = (X T X )−1 X Z is the usual least square estimate of the regression coefficient β , and






i : Y (k)T i = ui
}





i : Y (k)T i = ui + 1
}
. (15)
Although it is possible to develop an algorithm to draw samples from the conditional posterior
(14), however, as Ξ is restricted as a correlation matrix for the identification purpose and the
thresholds have little room to move, such an algorithm is inconvenient and slow to achieve con-
vergence. To accelerate the estimation procedure, several techniques (Meng & van Dyk, 1999;
Lawrence et al., 2008; Liu & Daniels, 2006; van Dyk & Meng, 2001; Zhang et al., 2006) can be
applied. We make use of the parameter expansion technique (Liu & Wu, 1999) and the details
are given below.
3.4. Parameter Expansion
Let D = diag(d1, . . . , dp) be any p × p diagonal matrix with positive diagonal elements.
Consider the transformation group
Γ = {D : D(Z(k)) = D−1Z(k), k = 1, . . . ,N}.
By specifying the Haar measurement prior that was recommended by Liu and Wu (1999)
π(D) ∝ |D|−1
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d−1i ai,ui ≤ αi,ui < d−1i bi,ui
}
. (16)
Under the parameter transformations
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Clearly, (17) reduces to (14) when D = Ip , the p × p identify matrix. More importantly, there
are no longer any constraints on the new covariance matrix Ξ∗ in (17).
It follows from (17) that the new threshold vector α∗ is independent of the new parameter
(β∗,Ξ∗). Moreover, conditional on {(Z(k),X(k)T ) : k = 1, . . . ,N}, the joint posterior density of












Z T Z − 1



















1 + τ β̂
)}
∝ Inv-Wishart(N + p + 1,Ω) · Nq,p
(
1
1 + τ β̂,
(
X T X
)−1 ⊗ Ξ∗/(1 + τ)
)
, (18)
where Ω = Z T Z − 11+τ β̂T (X T X )β̂ and ⊗ is the Kronicker product of two matrices. This den-
sity is the usual posterior density for the regression parameter and covariance matrix in the mul-
tivariate normal linear model Z = X β∗ + ε, where ε ∼ N(0,Ξ∗ ⊗ In). The simplest way to
generate a sample from (16) may be the composition method. That is, we first draw Ξ∗ from the
inverse Wishart distribution with parameter Ω and degrees of freedom N +p + 1, and then draw
β∗ from the q × p matrix normal distribution with mean matrix 11+τ β̂ and covariance matrix
(X T X )−1 ⊗ Ξ∗/(1 + τ).
From (17), we also have that the conditional posterior of the new threshold vector α∗, given







ai,ui ≤ α∗i,ui < bi,ui
}
.











ai,ui ≤ α∗i,ui < bi,ui
}
,
ui = 2, . . . , si − 1; i = 1, . . . , p. (19)
With the current draw of (α∗, β∗,Ξ∗), the original parameters (α,β,Ξ) can be obtained by
using the following transformations
β = β∗D−1,
Ξ = D−1Ξ∗D−1, and (20)
αi = d−1i α∗i , for i = 1, . . . , p,
where D = diag(d1, . . . , dp) with di = √(Ξ∗)ii .
3.5. Gibbs Sampler
We outline the detailed sampling scheme as follows:
1. Draw {Z(k) : k = 1, . . . , n} from (9), and {(Z(k), Y (k)T ,X(k)T ) : k = n + 1, . . . ,N}
from (10).
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2. Draw θ from (12).
3. Draw λ from (13).
4. Draw (β∗,Ξ∗) from (18).
5. Draw α∗ from (19).
6. Apply the transformations (20) to obtain β , Ξ and α.
4. Numerical Illustrations
4.1. Simulation
We conduct simulation studies to evaluate the finite sample properties of the proposed model
and estimation approach. Two response variables, Y1 and Y2, each with three categories, and two
predictive variables, the first X1 with three levels and the second X2 with two levels, are used.
We set X (X1,X2) = (1, (X1(X1))T , X2(X2))T , where X1(X1) and X2(X2) are determined by




(1,0)T , X1 = 1,
(0,1)T , X1 = 2,
(−1,−1)T , X1 = 3,
X2(X2) =
{
1, X2 = 1,
−1, X2 = 2.
We consider two misclassification patterns. Pattern I is given by
φ(u, v; θ) =
{
θ, v = u,
(1 − θ)/(S − 1), v 
= u,
where S = ∏pi=1 si = 9 and θ = 0.7, and
ψ(m,w;λ) =
{
λ, w = m,
(1 − λ)/(R − 1), w 
= m,
where R = ∏Jj=1 rj = 6 and λ = 0.8. These structures represent that misclassifications are
equally likely in all cells other than the exact one. With these specific forms, the full conditional







(1 − θ)nuv = θ
∑










(1 − λ)Nmw = λ
∑
m Nmm(1 − λ)N−
∑
m Nmm,
respectively, which are the Beta distributions, but with different parameters, (
∑
u nuu + 1,N −∑
u nuu + 1) and (
∑
m Nmm + 1,N −
∑
m Nmm + 1).
The other pattern (Pattern II) is given by
Φ(θ) = Φ1(θ) ⊗ Φ2(θ) and Ψ (λ) = Ψ1(λ) ⊗ Ψ2(λ),
508 PSYCHOMETRIKA
where θ = (θ1, θ2, θ3, θ4, θ5)T and λ = (λ1, λ2, λ3)T are two parameter vectors, and we have
Φ1(θ) =
⎛
⎝ 1θ1 1 − θ1
θ2 θ3 1 − θ2 − θ3
⎞
⎠ , Φ2(θ) =
⎛
⎝ 1θ4 1 − θ4





⎝ 1λ1 1 − λ1
λ2 1 − λ2
⎞
⎠ , and Ψ2(λ) =
(
1
λ3 1 − λ3
)
.
The true values are θ = (0.3,0.1,0.2,0.3,0.2)T and λ = (0.2,0.2,0.2)T . The foregoing struc-
tures imply that the misclassified probabilities are independent of all the variables, and misclas-
sifications occur in only a single direction for each variable. Single direction here means that the
observed state can be placed in a category that is lower than that of the actual state. From (12)





2,1 + 1, n(1)2,2 + 1
)
,







































2,1 + 1,N(2)2,2 + 1
)
,
where n(i)ui ,vi =
∑N
k=1 I {Y (k)T i = ui, Y (k)F i = vi} and N(i)wi ,mi =
∑N
k=1 I {X(k)T i = wi,X(k)F i = mi} for
i = 1,2, ui, vi = 1,2,3, w1,m1 = 1,2,3 and w2,m2 = 1,2, and Dirichlet(·, ·, ·) stands for the
Dirichlet distribution.






, βT1 = (0.8,0.4,−0.6,−0.5), βT2 = (1.0,0.5,−0.7,0.6),
and α1,1 = α2,1 = 0, α1,2 = 1.0, and α2,2 = 1.5 for the thresholds. The fallible observations of
the covariates are generated randomly from the discrete uniform distribution.
For each of the two misclassification patterns, we conduct two simulations with different
sample sizes, each with 1,000 replications. These sample sizes are n = 200 and N = 1000, and
n = 400 and N = 1000, respectively. For all of the replications, the hyper-parameter τ in the prior
of (β,Ξ) in (7) is set to 1/N . The initial states of the Markov chain are chosen as follows: Ξ =
I2, the 2 × 2 identity matrix; all of the components of β are 1; α1,2 = α2,2 = 1.0; Y (k)T = Y (k)F ,
X
(k)
T = X(k)F for k = n + 1, . . . ,N ; and {Z(k) : k = 1, . . . ,N} are drawn on a component-wise
basis from the corresponding truncated univariate normal distributions. Moreover, in Pattern I,
θ and λ are chosen as 1/9 and 1/6, respectively. In Pattern II, θ1, θ4, θ5, λ1, λ2, and λ3 are
generated independently from uniform distributions, and (θ2, θ3,1 − θ2 − θ3)T is generated from
the Dirichlet (1,1,1) distribution.
For each replication, we run the proposed Gibbs sampler for 4,000 iterations, after 2,000
iterations as the burn-in period. We then compute the means, standard errors, and 2.5-th and
97.5-th percentiles of the posterior distributions for all of the parameters.
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TABLE 1.
Simulation results.
Para. True n = 200,N = 1000 n = 400,N = 1000
Value Mean SE SD 95% HPD Mean SE SD 95% HPD
Pattern I
Ξ21 0.3 0.308 0.067 0.066 (0.174,0.435) 0.304 0.056 0.055 (0.192,0.411)
α1,2 1.0 1.014 0.072 0.076 (0.879,1.160) 1.008 0.063 0.064 (0.889,1.134)
α2,2 1.5 1.524 0.095 0.097 (1.344,1.718) 1.514 0.081 0.080 (1.359,1.677)
β11 0.8 0.813 0.071 0.073 (0.678,0.956) 0.807 0.061 0.062 (0.688,0.928)
β12 1.0 1.015 0.080 0.081 (0.861,1.177) 1.008 0.068 0.068 (0.876,1.144)
β21 0.4 0.402 0.088 0.091 (0.233,0.576) 0.400 0.073 0.074 (0.258,0.545)
β22 0.5 0.511 0.090 0.092 (0.336,0.690) 0.505 0.074 0.074 (0.361,0.652)
β31 −0.6 −0.610 0.089 0.087 (−0.786,−0.438) −0.603 0.074 0.071 (−0.748,−0.459)
β32 −0.7 −0.714 0.093 0.091 (−0.899,−0.535) −0.708 0.076 0.075 (−0.858,−0.560)
β41 −0.5 −0.512 0.062 0.066 (−0.636,−0.390) −0.506 0.052 0.052 (−0.608,−0.405)
β42 0.6 0.607 0.065 0.066 (0.481,0.736) 0.602 0.054 0.054 (0.497,0.709)
θ 0.7 0.693 0.027 0.028 (0.639,0.746) 0.697 0.021 0.020 (0.655,0.738)
λ 0.8 0.797 0.026 0.026 (0.744,0.846) 0.799 0.019 0.020 (0.760,0.835)
Pattern II
Ξ21 0.3 0.306 0.067 0.068 (0.171,0.435) 0.303 0.056 0.056 (0.191,0.410)
α1,2 1.0 1.012 0.086 0.091 (0.848,1.186) 1.009 0.067 0.067 (0.880,1.144)
α2,2 1.5 1.514 0.111 0.114 (1.306,1.741) 1.508 0.087 0.087 (1.343,1.683)
β11 0.8 0.824 0.085 0.086 (0.663,0.995) 0.811 0.065 0.063 (0.685,0.941)
β12 1.0 1.013 0.096 0.100 (0.832,1.207) 1.007 0.073 0.076 (0.866,1.154)
β21 0.4 0.403 0.073 0.076 (0.262,0.548) 0.401 0.064 0.066 (0.277,0.527)
β22 0.5 0.504 0.077 0.078 (0.356,0.658) 0.500 0.067 0.068 (0.371,0.632)
β31 −0.6 −0.615 0.088 0.087 (−0.791,−0.447) −0.604 0.073 0.071 (−0.748,−0.463)
β32 −0.7 −0.713 0.093 0.092 (−0.899,−0.535) −0.703 0.076 0.076 (−0.853,−0.556)
β41 −0.5 −0.511 0.059 0.059 (−0.630,−0.397) −0.505 0.051 0.050 (−0.605,−0.407)
β42 0.6 0.607 0.063 0.063 (0.487,0.734) 0.602 0.053 0.053 (0.500,0.707)
θ1 0.3 0.302 0.046 0.046 (0.214,0.394) 0.303 0.035 0.035 (0.235,0.372)
θ2 0.1 0.105 0.028 0.027 (0.056,0.163) 0.103 0.021 0.020 (0.065,0.147)
θ3 0.2 0.202 0.033 0.032 (0.139,0.268) 0.201 0.026 0.025 (0.152,0.254)
θ4 0.3 0.298 0.034 0.035 (0.230,0.365) 0.300 0.028 0.029 (0.245,0.355)
θ5 0.2 0.206 0.035 0.034 (0.140,0.276) 0.204 0.027 0.027 (0.152,0.259)
λ1 0.2 0.209 0.043 0.044 (0.129,0.298) 0.205 0.033 0.034 (0.143,0.273)
λ2 0.2 0.206 0.042 0.041 (0.129,0.294) 0.202 0.032 0.032 (0.143,0.268)
λ3 0.2 0.204 0.034 0.035 (0.140,0.274) 0.202 0.026 0.027 (0.154,0.255)
To assess the performance of the proposed estimation method, we calculate the correspond-
ing means across 1,000 replications for the posterior mean (Mean), standard error (SE), and
the 2.5-th and 97.5-th percentiles, namely the 95% highest posterior density interval (the 95%
HPD) of the parameters. We also compute the standard deviations (SD) of the estimated posterior
means and compare the results with the means of the estimated posterior standard errors.
The simulation is implemented in C++ language on a Pentium 4 1.86 GHz PC. The CPU
time for each replication is less than 15 seconds. Computer code is available upon request from
the authors. For Pattern I, the average acceptance rates of the proposed independent sampler are
46.09% for n = 200 and N = 1000, and 45.60% for n = 400 and N = 1000. Those for Pattern II
are 32.23% for n = 200 and N = 1000, and 31.97% for n = 400 and N = 1000, respectively.
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TABLE 2.
Simulation results (ignoring misclassification).
Para. True Pattern I Pattern II
Value Mean SE SD 95% HPD Mean SE SD 95% HPD
Ξ21 0.3 0.117 0.040 0.040 (0.039,0.195) 0.145 0.041 0.040 (0.064,0.224)
α1,2 1.0 0.870 0.042 0.046 (0.788,0.955) 0.848 0.043 0.041 (0.766,0.933)
α2,2 1.5 1.103 0.047 0.047 (1.012,1.197) 0.935 0.045 0.043 (0.849,1.024)
β11 0.8 0.608 0.043 0.043 (0.524,0.693) 0.235 0.041 0.041 (0.154,0.315)
β12 1.0 0.684 0.044 0.045 (0.598,0.770) 0.417 0.042 0.041 (0.335,0.500)
β21 0.4 0.173 0.051 0.053 (0.073,0.274) 0.279 0.051 0.052 (0.178,0.380)
β22 0.5 0.205 0.051 0.052 (0.105,0.305) 0.328 0.052 0.053 (0.227,0.430)
β31 −0.6 −0.268 0.052 0.053 (−0.369,−0.167) −0.307 0.053 0.052 (−0.411,−0.204)
β32 −0.7 −0.291 0.051 0.050 (−0.391,−0.190) −0.333 0.052 0.054 (−0.436,−0.231)
β41 −0.5 −0.225 0.036 0.037 (−0.297,−0.154) −0.291 0.037 0.037 (−0.362,−0.219)
β42 0.6 0.248 0.036 0.036 (0.178,0.318) 0.332 0.036 0.038 (0.261,0.404)
The simulation results are reported in Table 1. It can be seen that all of the means of the
estimates are very close to the respective true values, and the average values of the standard errors
are close to the corresponding standard deviations, which indicate that the parameter estimates
and the standard errors are accurate. Moreover, the bigger the sample size, the more accurate the
estimates are.
Following the suggestion of a reviewer, we have ignored the misclassifications and instead
used the traditional multivariate probit model to analyze the data that have been generated for
the surrogate variables. The corresponding results are summarized in Table 2. Obviously, the
estimates of all of the parameters have large biases, even when misclassified probabilities are
equally likely in all cells (Pattern I). Moreover, none of the estimated 95% HPD covers the true
value of the corresponding parameter.
4.2. An Artificial Data Example
To better demonstrate the proposed model and estimation method, we consider an artifi-
cial dataset that is extracted at random out of the foregoing 1,000 replications with sample size
n = 200 and N = 1000 for Pattern I. Figures 1(a)–(m) display the sampled values of all of the
parameters for the corresponding Gibbs sampler. The autocorrelation functions (ACFs) of the
sampled values are plotted in Figure 1(n). It is clear that, the ACFs decay very quickly. To fur-
ther check the convergence of the proposed method, we also run the proposed Gibbs sampler for
this dataset with two additional sets of starting values:
λ = 0.3, θ = 0.4, βT = −2
(
1 1 1 1








α1,2 = α2,2 = 3.0;
and
λ = 0.9, θ = 0.9, βT = 4
(
1 1 1 1








α1,2 = α2,2 = 5.0.
The sampled values are also plotted in Figures 1(a)–(m). Based on the three parallel sequences,
we compute Gelman and Rubin’s (1992) “potential scale reduction” statistic
√
R̂ as a function
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FIGURE 1.
Convergence of the Gibbs sampler for the artificial data. (a)–(m) Trace plots of three parallel sequences corresponding
to different starting values of the parameters. (n) The autocorrelation functions of the sampled values. (o) Gelman and
Rubin’s “potential scale reduction” statistic
√
R̂.
of the iteration number, which is presented in Figure 1(o). The
√
R̂ statistic is a measure of
between-chain variance relative to within-chain variance. As Gelman and Rubin (1992) suggest,
the algorithm is said to have converged if all of the values of
√
R̂ are less than 1.2. It is evident that
the three sequences mix very well, and the Gibbs sampler has converged after 2,000 iterations.
The acceptance rates of the proposed independent sampler is 45.99% for this dataset.
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TABLE 3.
Parameter estimates for the artificial data.
Para. Double Sampling Complete Data Validation Sample Only
Mean SE 95% HPD Mean SE Mean SE
Ξ21 0.308 0.069 (0.177,0.443) 0.287 0.043 0.313 0.091
α1,2 0.999 0.076 (0.852,1.148) 1.012 0.051 1.086 0.115
α2,2 1.462 0.080 (1.304,1.622) 1.475 0.064 1.590 0.138
β11 0.859 0.075 (0.717,1.012) 0.803 0.048 0.909 0.108
β12 0.976 0.074 (0.835,1.122) 0.969 0.052 1.035 0.113
β21 0.496 0.090 (0.331,0.681) 0.447 0.054 0.540 0.123
β22 0.510 0.082 (0.355,0.671) 0.504 0.054 0.461 0.120
β31 −0.725 0.090 (−0.907,−0.558) −0.691 0.055 −0.663 0.121
β32 −0.620 0.084 (−0.781,−0.453) −0.678 0.055 −0.455 0.116
β41 −0.513 0.064 (−0.643,−0.392) −0.535 0.040 −0.458 0.086
β42 0.617 0.061 (0.496,0.739) 0.632 0.039 0.559 0.085
θ 0.705 0.027 (0.650,0.757) 0.705 0.014 0.713 0.031
λ 0.850 0.022 (0.803,0.891) 0.842 0.011 0.847 0.025
The estimates of all of the parameters, together with their standard errors and 95% HPDs,
are listed in Table 3 under the column headed ‘double sampling’.
For this example, as we know all 1,000 observations of the complete data, we also compute
the estimates of all of the parameters based on the complete data and the validation sample
only for comparison purposes. The results are presented in Table 3. Clearly, as the surrogate
data provide useful information, the estimates of all of the parameters obtained by the proposed
double-sampling method are much closer to those based on the complete data than those obtained
from the validation sample only. Moreover, the standard errors are also smaller.
4.3. GVHD Data Set
We apply the proposed model to analysis of two real data sets. The first data set is taken
from Pepe (1992), and involves the use of observations at the current time point as surrogate ob-
servations for a future time point. Many research studies in behavioral science are longitudinal in
nature, and future information concerning a subject is of primary interest. Once time has elapsed,
various difficulties are encountered in following up subjects. It is not uncommon in the face of
elapsed time that observations can only be obtained for a subset of subjects. If observations at
the current time point are available, then it is usually sensible to treat these observations as sur-
rogate outcomes for the future. This example demonstrates how the proposed model can be used
to analyze such data. The objective of Pepe’s (1992) study was to relate a patient’s age X to the
incidence of a chronic graft versus host disease (GVHD) Y . Information was obtained on 179
aplastic anemia patients who had undergone bone marrow transplants at the Fred Hutchinson
Cancer Research Center. As long-term follow-up is costly, information on chronic GVHD status
YT (1 for no, 2 for yes) was obtained for only 49 out of these 179 patients. However, information
on acute GVHD status YF was gathered for all 179 patients and used as a surrogate for chronic
GVHD status. To separate children from adults, patient age was dichotomized as X < 20 years
and X ≥ 20 years at the time of the transplant.
Pepe (1992) built a logistic regression model to analyze this data set, using patient age as
the covariate. There is only one response variable, and we consider a probit model with p = 1 to
analyze the data. The design vector is given by X (X) = (1, X1(X))T , where
X1(X) =
{
0, X < 20,
1, X ≥ 20.
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FIGURE 2.
Convergence of the Gibbs sampler for the GVHD data. (a)–(d) Trace plots of three parallel sequences corresponding to
different starting values of all of the parameters. (e) The autocorrelation functions of the sampled values. (f) Gelman and
Rubin’s “potential scale reduction” statistic
√
R̂.
As there is no misclassification in patient age, Ψ = I2. The misclassified probability structure for
the response Y is assumed to be
Φ(θ1, θ2) =
(
θ1 1 − θ1
1 − θ2 θ2
)
. (21)
The full conditional posterior (12) for θ = (θ1, θ2)T is thus equivalent to
θ
n11
1 (1 − θ1)n12θn222 (1 − θ2)n21 . (22)
It follows that
θ1
∣∣{Y (k)T , Y (k)F
} ∼ Beta(n11 + 1, n12 + 1), θ2∣∣{Y (k)T , Y (k)F
} ∼ Beta(n22 + 1, n21 + 1).
For this data set, a burn-in of 2,000 iterations was used to ensure that the Gibbs sampler con-
verged to the stationary distribution, after which the next 4,000 iterations were used for analysis.
The hyper-parameter τ = 1/179, which is the reciprocal of the sample size, was assigned. The
process took 2 seconds on a Pentium 4 1.86 GHz PC, and the acceptance rate of the proposed
independent sampler was 79.88%.
The entire set of outputs from the Gibbs sampler is plotted in Figures 2(a)–(d), the ACFs
of which are plotted in Figure 2(e). We also run the Gibbs sampler with two additional sets of
starting values, and these outputs are also plotted in Figures 2(a)–(d). Based on the three parallel
sequences, we compute Gelman and Rubin’s (1992) “potential scale reduction” statistics
√
R̂,
which are plotted as functions of the iteration numbers in Figure 2(f).
Table 4 reports the estimated means, standard errors, and 95% HPDs of the marginal poste-
rior distributions for all parameters. The estimated coefficient β12 = 0.608 suggests that patient
age has a positive effect on chronic GVHD.
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TABLE 4.
Parameter estimates for the GVHD data.
Parameter Mean SE 95% HPD
β11 −0.596 0.209 (−1.007,−0.209)
β12 0.608 0.293 (0.061,1.198)
θ1 0.879 0.044 (0.786,0.955)
θ2 0.582 0.085 (0.425,0.756)
4.4. The Job Characteristic Data Set
For illustration purposes, we use the proposed method to analyze a multivariate dataset that
was extracted from a large database that is the result of the 1989 Work Orientations module of
the International Social Science Program (ISSP, 1989). This ISSP module focuses on three main
topics: general attitudes toward work and leisure, work organization, and work content. Many
studies have been based on datasets extracted from this large dataset, including the organizational
study carried out by Au (1999) and the job satisfaction study carried out by Poon, Leung, and
Lee (2002). This program gathered data for many relevant variables from a number of countries.
We extracted a dataset with nine variables for our analysis.
We are interested in how the employees surveyed view the importance of three different
aspects of a job. Three questions that directly solicit the respondents’ importance ratings are the
variables of primary interest. They are:
(YT 1) How important is a job that allows someone to work independently?
(YT 2) How important is a job that is useful to society?
(YT 3) How important is a job with flexible working hours?
The respondents were asked to respond to these questions using five ordered categories rang-
ing from (1) very important, (2) important, (3) neither important nor unimportant, and (4) not
important to (5) not important at all.
An individual’s behavior is a reflection of how important he or she considers an issue to be.
For example, if a person exercises on a daily basis, then this would indicate that he or she con-
siders daily exercise to be very important for maintaining good health. Similarly, an individual’s
willingness to remain in a job with certain characteristics or to undertake a job after due consid-
eration reflects how he or she values these characteristics. Although other factors such as salary
contribute to such willingness, the three variables for the following questions can be treated as
surrogate variables for the three aforementioned variables of importance.
(YF1) How much do you agree or disagree with the statement that you can work indepen-
dently?
(YF2) How much do you agree or disagree with the statement that your job is useful to
society?
(YF3) How much do you agree or disagree with the statement that your job has flexible
working hours?
For these three questions, the respondents were asked to respond by using five ordered categories
ranging from (1) strongly agree, (2) agree, (3) neither agree nor disagree, and (4) disagree to
(5) strongly disagree.
As only a few of the respondents in our dataset chose categories (4) or (5) for response
variables YT 1 to YT 3, we combined the last three categories into a single category for each of the
true and surrogate response variables.
Two variables are used as the covariates: sex, XT 1 (coded 1 for male and 2 for female),
and subjective social class, XT 2, with its response categories combined into three levels (1 for
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working class, 2 for upper-working class, and 3 for middle or upper class). We assume no mis-
classification for XT 1 and consider education level, XF2, to be a surrogate variable for subjective
social class. The response categories are combined into three levels (1 stands for no secondary
qualification, 2 for O-levels (secondary education) and 3 for education beyond O-levels).
We used data from the United Kingdom. Having removed data points with missing entries
for any of the nine variables, the final dataset consists of 658 observations. We randomly selected
200 observations out of these 658 observations as our validation sample, and all nine variables
in this sample were used in the analysis. For the remaining 458 observations, the information for
variables XT 2, YT 1, YT 2, and YT 3 were considered to be missing.
The design vector is taken to be X (X1,X2) = (1, X1(XT 1), X2(XT 2)T )T , where
X1(XT 1) =
{
1, XT 1 = 1 (male),





(1,0)T , XT 2 = 1 (working class),
(0,1)T , XT 2 = 2 (upper-working class),
(0,0)T , XT 2 = 3 (middle or upper class).
In this example, as there are no misclassification errors with regard to the sex of the respon-







where Ψ1(λ) and Ψ2(λ) are 3 × 3 matrices with (m2,w2) entry λ(i)m2,w2 standing for conditional
probability P {XT 2 = w2,XT 1 = i|XF2 = m2,XT 1 = i}. We use an independent misclassifica-
tion probability pattern among the response variables, that is,
Φ(θ) = Φ1(θ) ⊗ Φ2(θ) ⊗ Φ3(θ),
where for i = 1,2,3, Φi(θ) is a 3 × 3 matrix with (ui, vi) entry θ(i)ui ,vi representing misclassifi-
cation probability P {YFi = vi |YT i = ui}. It follows from (12) and (13) that the fully conditional











) ∼ Dirichlet(n(i)ui ,1 + 1, n(i)ui ,2 + 1, n(i)ui ,3 + 1
)
,












) ∼ Dirichlet(N(i)m2,1 + 1,N(i)m2,2 + 1,N(i)m2,3 + 1
)
,


















T 2 = w2,X(k)F2 = m2,X(k)T 1 = i
}
.
For this dataset, 6,000 iterations were generated by the proposed Gibbs sampler after 2,000
burn-in iterations. The hyper-parameter τ = 1/658 was used, and was chosen according to the
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FIGURE 3.
Convergence of the Gibbs sampler for the job characteristic data. (a)–(r) Trace plots of three parallel sequences corre-
sponding to different starting values of parts of the parameters. (s) The autocorrelation functions of the sampled values.
(t) Gelman and Rubin’s “potential scale reduction” statistic
√
R̂.
sample size. The starting values were
Ξ = I3, βT =
⎛
⎝1 1 1 11 1 1 1
1 1 1 1
⎞
⎠ , α1,2 = α2,2 = α3,2 = 1.0,
XT 2 = XF2 and YT = YF if XT 2 and YT were missing, {Z(k) : k = 1, . . . ,N} were drawn on
a component-wise basis from the corresponding truncated univariate normal distributions, and












) were randomly generated from the Dirichlet
distribution with parameter (1,1,1). The entire process took only 22 seconds on a Pentium 4
1.86 GHz PC. The acceptance rate of the proposed independent sampler was 66.47%.
To show the convergence of the Gibbs sampler, we have plotted the sampled values for some
of the parameters in Figures 3(a)–(r). The ACFs of the sampled values are depicted in Figure 3(s).
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⎝ 1 −0.5 0.25−0.5 1 −0.5
0.25 −0.5 1
⎞
⎠ , βT = −2
⎛
⎝1 1 1 11 1 1 1
1 1 1 1
⎞
⎠ , α1,2 = α2,2 = α3,2 = 3.0,












) are randomly generated from the Dirichlet
distribution with parameter (20,20,20); and
Ξ =
⎛
⎝ 1 0.8 0.640.8 1 0.8
0.64 0.8 1
⎞
⎠ , βT = 4
⎛
⎝1 1 1 11 1 1 1
1 1 1 1
⎞
⎠ , α1,2 = α2,2 = α3,2 = 5.0,












) are randomly generated from the Dirichlet
distribution with parameter (40,40,40). The sampled values for some of the parameters are also
plotted in Figures 3(a)–(r). Furthermore, based on the three parallel sequences, we have computed
Gelman and Rubin’s (1992) “potential scale reduction” statistics
√
R̂. These statistics are plotted
as functions of the iteration numbers in Figure 3(t). Clearly, the three sequences mix very well,
and the Gibbs sampler converges after 2,000 iterations.
The estimated means, standard errors, and 95% HPDs of the marginal posterior distributions
for all of the parameters are presented in Table 5. These estimates can be interpreted in the same
way as the multivariate probit model parameters. For example, the positive β2is suggest that male
employees consider all three job aspects to be more important than do their female counterparts.
5. Discussion
We have developed a new class of parametric models in the multivariate probit model frame-
work to analyze the information that is obtained by surrogate variables. The structure of the
misclassification is quite general, and can be adapted to analyze different patterns of misclassifi-
cation. As useful knowledge is usually available for the surrogate variables, we make use of the
Bayesian approach to utilize this information in the analysis. We have designed a hybrid Gibbs
sampler to find the estimates of the model parameters and have applied the parameter expansion
technique to achieve an algorithm that can converge rapidly.
The proposed model and the estimation approach have been used to analyze examples based
on real data, and a small-scale simulation study has been completed. The results indicate that
the proposed approach is reliable for analyzing the information that is obtained via surrogate
variables.
Classical errors-in-variables models operate on the assumption that the surrogate variables
are linear combinations of the true variables and the errors. In the proposed model, we use
φ(u, v; θ) and ψ(m,w;λ) to model the misclassifications of discrete surrogate variables, which
enables the misclassification structures to be analyzed in a flexible manner. For illustration pur-
poses, we used various misclassification structures in both the simulation studies and in the real-
data examples. Other misclassification patterns can be employed in a flexible manner to suit the
needs of different research studies.
A multivariate probit model can be regarded as a special case of a generalized linear model
with the multivariate normal distribution used as the link function. The approach for analyzing
surrogate information that is proposed in this paper can be extended to a generalized linear model
by choosing other link functions that are appropriate for specific studies.
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TABLE 5.
Parameter estimates for the job characteristic data.
Para. Mean SE 95% HPD Para. Mean SE 95% HPD
Ξ21 0.460 0.073 (0.307,0.595) θ
(2)
1,1 0.401 0.065 (0.279,0.527)
Ξ31 0.429 0.080 (0.264,0.576) θ
(2)
1,2 0.315 0.065 (0.195,0.449)
Ξ32 0.361 0.083 (0.192,0.513) θ
(2)
2,1 0.179 0.035 (0.114,0.252)
α1,2 1.399 0.108 (1.196,1.620) θ
(2)
2,2 0.495 0.046 (0.404,0.585)
α2,2 1.109 0.100 (0.915,1.309) θ
(2)
3,1 0.079 0.024 (0.038,0.131)
α3,2 0.992 0.098 (0.806,1.198) θ
(2)
3,2 0.307 0.041 (0.228,0.392)
β11 0.785 0.159 (0.474,1.101) θ
(3)
1,1 0.321 0.071 (0.186,0.465)
β12 0.742 0.158 (0.432,1.054) θ
(3)
1,2 0.397 0.082 (0.241,0.558)
β13 0.767 0.157 (0.457,1.073) θ
(3)
2,1 0.085 0.029 (0.035,0.149)
β21 0.168 0.146 (−0.116,0.456) θ(3)2,2 0.321 0.052 (0.220,0.424)
β22 0.175 0.137 (−0.091,0.445) θ(3)3,1 0.039 0.015 (0.014,0.074)
β23 0.396 0.145 (0.115,0.685) θ
(3)
3,2 0.207 0.032 (0.146,0.271)
β31 −0.188 0.181 (−0.547,0.162) λ(1)1,1 0.580 0.084 (0.412,0.739)
β32 0.055 0.184 (−0.294,0.418) λ(1)1,2 0.211 0.071 (0.094,0.368)
β33 0.034 0.180 (−0.329,0.388) λ(1)2,1 0.544 0.091 (0.357,0.713)
β41 0.045 0.204 (−0.352,0.448) λ(1)2,2 0.383 0.086 (0.226,0.558)
β42 0.111 0.195 (−0.262,0.506) λ(1)3,1 0.131 0.044 (0.057,0.226)
β43 0.267 0.202 (−0.120,0.670) λ(1)3,2 0.259 0.055 (0.160,0.376)
θ
(1)
1,1 0.379 0.067 (0.253,0.517) λ
(2)
1,1 0.425 0.121 (0.206,0.671)
θ
(1)
1,2 0.491 0.067 (0.362,0.623) λ
(2)
1,2 0.201 0.100 (0.048,0.425)
θ
(1)
2,1 0.181 0.031 (0.123,0.245) λ
(2)
2,1 0.435 0.078 (0.287,0.587)
θ
(1)
2,2 0.692 0.037 (0.620,0.765) λ
(2)
2,2 0.307 0.072 (0.176,0.461)
θ
(1)
3,1 0.117 0.035 (0.056,0.193) λ
(2)
3,1 0.185 0.060 (0.083,0.318)
θ
(1)
3,2 0.524 0.056 (0.414,0.631) λ
(2)
3,2 0.277 0.071 (0.149,0.427)
In many research studies, the variables of interest are very difficult or expensive to obtain,
and a more feasible approach is to make use of closely related surrogate variables from which it
is easier and cheaper to elicit information. The availability of a model in the multivariate probit
framework that is compatible with the prevailing method of analyzing ordinal responses will
substantially improve the feasibility and flexibility of many research studies.
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