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Abstract
We discuss the concept of Lax-Darboux scheme and illustrate it on
well known examples associated with the Nonlinear Schro¨dinger (NLS)
equation. We explore the Darboux links of the NLS hierarchy with the
hierarchy of Heisenberg model, principal chiral field model as well as
with differential-difference integrable systems (including the Toda lat-
tice and differential-difference Heisenberg chain) and integrable partial
difference systems. We show that there exists a transformation which
formally diagonalises all elements of the Lax-Darboux scheme simulta-
neously. It provides us with generating functions of local conservation
laws for all integrable systems obtained. We discuss the relations be-
tween conservation laws for systems belonging to the Lax-Darboux
scheme.
1 introduction
Often, integrable partial differential, differential-difference and partial differ-
ence equations can be regarded as parts of an algebraic structure which we
call a Lax-Darboux scheme. In this context the Lax representations for the
integrable partial differential equation (PDE) and a hierarchy of its symme-
tries form a Lax structure. Darboux transformations for the corresponding
Lax operators are automorphisms of this Lax structure resulting in a chain of
Ba¨cklund transformations for the PDE and its symmetries. The latter rep-
resents an integrable system of differential-difference equations (D∆Es) and
its symmetries (often non-evolutionary). The Bianchi permutability condi-
tions for Darboux transformations represent a system of partial difference
equations (P∆Es). This system possesses an infinite hierarchy of commuting
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symmetries (the above mentioned D∆Es) and thus it is an integrable partial
difference system in its own right. There are many journal publications and
monographs focusing on certain aspects of this big picture [1, 2, 3, 4, 5]. In
particular, paper [4] contains a good collection of Lax-Darboux representa-
tions recursion operators for integrable differential-difference equations. In
this paper we discuss the ways in which PDEs, D∆Es and P∆Es belonging to
the same Lax-Darboux scheme share the same hierarchy of local conservation
laws.
The main idea standing behind our theory is a formal diagonalisation of
the Lax-Darboux scheme. We show that there exists a formal (i.e. in the
form of a formal series) gauge transformation which simultaneously diago-
nalises (or brings to a block-diagonal form) the Lax operators of the Lax
structure and Darboux matrices associated with Darboux transformations.
It provides us with a regular method for recursive derivation of a hierarchy of
local conservation laws for the nonlinear differential and difference systems
associated with the Lax-Darboux scheme.
The method of formal diagonalisation of differential operators can be
found in the classical literature concerning asymptotic expansion [6]. In
application to Lax representations for partial differential equations and re-
cursive derivation of the hierarchy of local conservation laws, there is a neat
and instructive exposition of the method [7]. It has been successfully used
in the Symmetry Approach to classify of integrable partial differential equa-
tions [8]. Here we extend the method to Darboux transformations and in this
way to differential-difference and partial difference integrable systems. We
shall explain the method using the Lax-Darboux scheme associated with the
Nonlinear Schro¨dinger equation. Its generalisations to other Lax-Darboux
schemes is rather straightforward. This paper is based on a lecture courses
given by the author in the Bashkir State University (Ufa, 2012) and as a part
of MAGIC course on Integrable systems (UK, 2014), a number of conference
talks (Ufa, October 2012; Moscow, November 2012 [9]; Cambridge, July 2013
[10]) where the concept of Lax-Darbiux scheme and formal diagonalisation
approach were originally presented. This method has proven to be useful in
a many applications(see for example [5, 11, 12]).
2 Lax-Darboux scheme for the Nonlinear
Schro¨dinger equation
In this paper we consider Lax integrable equations, i.e. equations which
can be integrated using the Inverse Spectral Transform method. For such
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equations we can build up a Lax-Darboux scheme with the following objects:
• the Lax structure, which is an infinite sequence of Lax operators whose
commutativity conditions are equivalent to the equation and a hierar-
chy of commuting symmetries;
• Darboux transformations, which are automorphisms of the Lax struc-
ture;
• Ba¨cklund transformations, which are follow from the compatibility con-
ditions of the Lax structure and Darboux transformation. They can be
regarded as integrable differential-difference systems;
• the conditions of Bianchi permutability for the Darboux transforma-
tions, which lead to systems of integrable partial difference equations;
• Ajacent Lax structures associated with a Darboux transformation
which lead to adjacent symmetries of these differential-difference and
partial difference equations and are integrable differential-difference
equations in their own right.
In this section we would like to give explicit representations of all listed above
objects in the case of the Nonlinear Schro¨dinger (NLS) equation.
2.1 Lax structure of the Nonlinear Schro¨dinger Equa-
tion.
The Nonlinear Schro¨dinger Equation is a system of two partial differential
equations
2pt = pxx − 8p
2q, 2qt = −qxx + 8q
2p (1)
where x, t are independent variables. In the literature the term Nonlinear
Schro¨dinger Equation usually stands for one complex equation of the form
iqt = qxx ± 2|q|
2q,
which can be obtained from (1) after a change of variables t→ 2it, x→ 2ix
and reduction p = ∓q∗. In this paper we shall use equation (1) to illus-
trate the method, since the reduction condition would add some inessential
technicalities.
It has been shown by Zakharov and Shabat [13] that the system of equa-
tions (1) is equivalent to the commutativity condition [L(p, q), A(p, q)] = 0
for two linear differential operators
L(p, q) = Dx − U, A(p, q) = Dt − V, (2)
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where Dx and Dt are operators of differentiation in x and t respectively,
U = λJ +
(
0 2p
2q 0
)
, J =
(
1 0
0 −1
)
, V = λU −
(
2pq −px
qx −2pq
)
, (3)
and λ is a spectral parameter. Linear operators L(p, q), A(p, q) form a Lax
pair (or a Lax representation) for equation (1).
The NLS system (1) admits an infinite hierarchy of commuting symme-
tries
ptk = f
k, qtk = g
k, k = 0, 1, 2, . . . (4)
where
f 0 = 2p, g0 = −2q,
f 1 = px, g
1 = qx,
f 2 =
1
2
pxx − 4p2q, g2 = −
1
2
qxx + 4q
2p NLS,
f 3 =
1
4
pxxx − 6pqpx, g3 =
1
4
qxx − 6qpqx,
f 4 =
1
8
pxxxx − 4pqpxx − 3qp
2
x − 2ppxqx − p
2qxx + 12p
3q2,
g4 =
1
8
qxxxx − 4qpqxx − 3pq
2
x − 2qqxpx − q
2pxx + 12q
3p2, . . .
All functions fk, gk ∈ [C, p, q;Dx] are differential polynomials over the field
C of variables p(0) = p, q(0) = q and their x-derivatives p(1) = px, q
(1) =
qx, p
(2) = pxx, q
(2) = qxx, . . . and
Dx =
∞∑
n=0
p(n+1)
∂
∂p(n)
+ q(n+1)
∂
∂q(n)
.
By (generalised) symmetries of the NLS equation (1) we understand deriva-
tions
Dtk =
∞∑
n=0
Dnx(f
k)
∂
∂p(n)
+Dnx(g
k)
∂
∂q(n)
commuting with Dt = Dt2 and Dx
[Dt2 , Dtk ] = 0, [Dx, Dtk ] = 0.
Symmetries are called commuting if the corresponding derivations commute.
It is sufficient to verify that Dtn(fm) = Dtm(fn) and Dtn(gm) = Dtm(gn).
Motivations and general definition of symmetries one can find in [14, 15].
Each symmetry from this hierarchy has a Lax representation
ptk = f
k, qtk = g
k ⇔ [L(p, q), Ak(p, q)] = 0 (5)
4
with the same operator L(p, q) = Dx − U and Ak(p, q) = Dtk − V
k where
matrices V k can be found recursively starting from V 0 = J and for k ≥ 1
V k+1 = λV k −
1
2
Dx(V
k)J −
1
2
[V k, U ]J −
1
2
D−1x Tr(UDx(V
k))J. (6)
Here D−1x stands for integration in x. It can be rigorously proven that
Tr(UDx(V
k)) ∈ ImDx for any k, thus the integral can be evaluated and the
result belongs to the differential ring [C; p, q;Dx]. The constants of integra-
tion can be chosen arbitrary, or fixed by the condition V k|p(x)=q(x)=0 = λ
kJ .
In the latter case
V 0 = J, V 1 = U, V 2 = V, V 3 = λV 2+
1
2
(
2pqx − 2qpx pxx − 8p2q
qxx − 8q2p 2qpx − 2pqx
)
, . . . .
Recursion relation (6) can be simplified and represented in the form
V 0 = J, V n+1 = λV n +Bn, n = 0, 1, . . .
where the λ–independent matrices Bn can be found recursively
B0 =
(
0 2p
2q 0
)
, Bk+1 =
J
2
(
Dx(Bk) + [Bk, B0]−D
−1
x Tr(B0Dx(Bk))
)
.
The set of Lax operators {L(p, q), Ak(p, q), k ∈ Z≥0} and corre-
sponding compatible partial differential equations (commuting symmetries)
{(fk, gk), k ∈ Z≥0} form the Lax structure for the Nonlinear Schro¨dinger
equation (1).
2.2 Darboux and Ba¨cklund transformations for NLS
Since all linear differential operators {L(p, q), Ak(p, q), k ∈ Z≥0} commute
with each other, there exists a common fundamental solution Ψ of the linear
problems
L(p, q)Ψ = 0, Ak(p, q)Ψ = 0. (7)
We shall study a transformation S of a fundamental solution
S : Ψ 7→ Ψ =MΨ, det M 6≡ 0 (8)
such that the matrix function Ψ is a fundamental solution of the linear prob-
lems
L(p¯, q¯)Ψ¯ = 0, Ak(p¯, q¯)Ψ¯ = 0. (9)
with new “updated potentials” p¯, q¯. In the literature this type of transfor-
mation is often referred to as a Darboux transformation and the matrix M
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is called the Darboux matrix. We shall assume that a Darboux matrix M
is a rational function of the spectral parameter λ, whose entry may depend
on p, q, p¯, q¯ and may also depend on some auxiliary function(s) h or constant
parameter(s) (examples will be given later in this section). The given de-
scription of a Darboux transformation can be cast into a rigorous definition
using elements of differential-difference ring theory. We wish to avoid the in-
troduction of these concepts at the present time to make the paper accessible
to a wider community.
It follows from (7), (8), (9) that transformation S can be extended to the
set of Lax operators:
S : L(p, q) 7→ L(p¯, q¯) =ML(p, q)M−1,
S : Ak(p, q) 7→ Ak(p¯, q¯) = MAk(p, q)M−1, k = 0, 1, . . . .
(10)
Let us show it for the first equation. Indeed, we have
DxΨ¯ = S(U)Ψ¯⇒ Dx(MΨ) = S(U)MΨ ⇒ Dx(M)− S(U)M +MU = 0
and thus L(p¯, q¯)M −ML(p, q) = 0. Here we use notation S(U) for matrix U
(3) in which variables p, q are replaced by p¯, q¯. Equations (10) are equivalent
to a compatible system of equations for M
Dx(M) = S(U)M −MU, (11)
Dtk(M) = S(V
k)M −MV k.. (12)
It follows from (10) that a Darboux transformation S can be regarded as
an automorphism of the Lax structure. It maps the set of commuting Lax
operators into another commuting set
S : {L(p, q), Ak(p, q); k ∈ Z≥0} 7→ {L(p¯, q¯), A
k(p¯, q¯); k ∈ Z≥0},
and results in a Ba¨cklund transformation which transforms a solution p, q of
the NLS hierarchy into a new solution
S : (p, q) 7→ (p¯, q¯).
Equations (11), (12) follow from the conditions that the map S and deriva-
tions Dx, Dtk commute
SL =MLM−1 := AdML, SA
k = MAkM−1 := AdMA
k, k = 0, 1, . . . .
Darboux transformations are obviously invertible and a composition of
two Darboux transformations S1,S2 with Darboux matrices M1,M2
S2 ◦ S1 : Ψ 7→ S1(M2)M1Ψ
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is a Darboux transformation. There is a problem to describe all elementary
Darboux transformations for a given Lax structure, such that any rational
Darboux transformation can be represented as a composition of the elemen-
tary ones. In the cases of the Lax structure corresponding to the Korteweg-de
Vries equation and the Nonlinear Schro¨dinger equation the solution of this
problem can be found in [16]. In particular, it has been shown that any Dar-
boux transformation of the Lax operators L,A (2) can be represented as a
composition of elementary Darboux transformations Jβ,Sα, Th with matrices
Jβ : Jβ = diag(β, β
−1), (13)
Sα : Mα =
(
λ+pSα(q)−α p
Sα(q) 1
)
, (14)
Th : Nh =
(
λ+h p
Th(q) 0
)
, (15)
and their inverse transformations with a certain choice of constant complex
parameters β, α.
It follows from (11) that
JβL = AdJβL ⇔ Jβ(p) = β
2p, Jβ(q) = β
−2q; (16)
SαL = AdMαL ⇔


px = 2Sα(p)− 2p2Sα(q) + 2αp,
Sα(qx) = −2q + 2pSα(q2)− 2αSα(q);
(17)
ThL = AdNhL ⇔


px = −2hp, hx = 2(Th − 1)(pq),
pTh(q) = 1.
(18)
The first map (16)
Tβ : (p, q) 7→ (β
2p, β−2q)
is nothing but a point symmetry of the NLS equation (1).
Equation (17) is a Ba¨cklund transformation (the x part of the Ba¨cklund
transformation) for the NLS equation (1). Starting from a solution p, q of
the NLS we can find a new solution (p1, q1) = (Sα(p),Sα(q)) by solving a
Riccati equation for q1
q1,x = −2q + 2pq
2
1 − 2αq1
and then p1 = p
2q1 − 2αp − px. Equations (17) can be regarded as an
integrable system of differential–difference equations (D∆Es). In variables
pn = S
n
α(p), qn = S
n
α(q), αn = S
n
α(α) (19)
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it takes the form [17]
pn,x = 2pn+1 − 2p2nqn+1 + 2αnpn,
qn,x = −2qn−1 + 2pn−1q
2
n − 2αn−1qn,
n ∈ Z, αn ∈ C. (20)
In order to simplify notations we often shall omit n in the lower index for
functions depending on the point of the lattice replacing pn±1 by p±1, etc.
System (20) has a Lax-Darboux representation (often called a semi-discrete
Lax representation)
LΨ = 0, Sα(Ψ) = MαΨ.
Its compatibility condition (11) is equivalent to (20). It has an infinite hierar-
chy of commuting symmetries following from the conditions SαAk = AdMαA
k
and local conservation laws. The latter will be shown in the next section.
Automorphism Th gives the explicit map for solutions of the NLS:
Th(p) = p
2q −
p
4
(
px
p
)
x
, Th(q) =
1
p
. (21)
In variables p = expφ, φk = T kh (φ), hk = T
k
h (h) it can be written as
φx = −2h, hx = 2 exp(φ1 − φ)− 2 exp(φ− φ−1) (22)
and after elimination of h it takes the form of the Toda lattice:
φxx = 4 exp(φ− φ−1)− 4 exp(φ1 − φ).
The D∆Es which follow from ThAk = AdNhA
k are symmetries of (22). For
example for k = 0, 1, 2, 3 we obtain{
φt0 = 2,
ht0 = 0;
{
φt1 = −2h,
ht1 = 2(Th − 1) exp(φ− φ−1);{
φt2 = 2h
2 − 2(Th + 1) exp(φ− φ−1),
ht2 = −2(Th − 1)(exp(φ− φ−1)(h−1 + h));

φt3 = 2 exp(φ− φ−1)(2h+ h−1) + 2 exp(φ1 − φ)(2h+ h1)− 2h
3,
ht3 = 2(Th − 1)((h
2
−1 + h−1h+ h
2) exp(φ− φ−1)+
exp(2φ− 2φ−1) + (Th + 1) exp(φ− φ−2)).
To define the explicit map (21) we have to consider the localisation of the
ring with respect to the element p−1. Then we introduced the exponential
function in order to transform the system in the standard well known form
of the Toda lattice.
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2.3 Bianchi commutativity of Darboux maps and in-
tegrable P∆Es
Let us impose the condition that automorphisms corresponding to two Dar-
boux maps Sα and Sβ commute
[Sα,Sβ] = 0 ⇒ Sα(Mβ)Mα − Sβ(Mα)Mβ = 0. (23)
It leads to the Bianchi lattice which can be regarded as a system of partial
difference equations (P∆E) on Z2.

(Sβ(p)− Sα(p))(1 + pSβSα(q))− (α− β)p = 0
(Sβ(q)− Sα(q))(1 + pSβSα(q)) + (α− β)SβSα(q) = 0
Denoting pnm = SnαS
m
β (p), qnm = S
n
αS
m
β (q) we get a quadrilateral system of
equations:
p01 = p10 +
α− β
1 + p q11
p , q01 = q10 −
α− β
1 + p q11
q11 . (24)
D∆Es, which follow from conditions
SαL = AdMαL, SαA
k = AdMαA
k (25)
are generalised symmetries of (24). Symmetries corresponding to conditions
SβL = AdMβL, SβA
k = AdMβA
k are equivalent to (25) modulo system (24).
Similarly, the condition [Sα, Th] = 0 leads to
Th(Mα)Nh = Sα(Nh)Mα, (26)
which is equivalent to the fully discrete Toda lattice
eφ10−φ − eφ−φ−10 + eφ−11−φ − eφ−φ1,−1 + α− α−1 = 0, (27)
and
h = eφ−φ1,−1 − eφ10−φ − α,
in the variables φpq = T
p
h S
q
α log p and T
k
h α = α,S
kα = αk, αk ∈ C. The
discrete Toda lattice is a difference equation which is defined on a 5–points
stencil.
Equations which follow from conditions
SαL = AdMαL, SαA
k = AdMαA
k (28)
are symmetries of the discrete Toda lattice. For example SαL = AdMαL
results in
φx = −2(e
φ−φ1,−1 − eφ10−φ − α).
Symmetries corresponding to conditions ThL = AdNhL, ThA
k = AdNhA
k are
equivalent to (28) modulo system (27).
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2.4 Adjacent Lax structure
In Section 2.2 we discussed the problem to find all elementary Darboux ma-
trices corresponding to a given Lax structure. There is another interesting
and important problem to find all possible Lax structures associated with a
given Darboux matrix. In this section we show that the Darboux matrix Mα
(14) corresponding to Lax operators (2) admits an alternative Lax structure
with operators Bk = Dyk −W
k. We shall assume that Sα(α) = α, i.e. the
constant α does not depend on the vertex of the lattice.
We notice that the determinant of the Darboux matrix
Mα =
(
λ+pSα(q)−α p
Sα(q) 1
)
is λ − α. Thus at λ = α M0α = Mα|λ=α has rank 1 and can be represented
by a bi-vector
M0α =
(
p
1
)
· (Sα(q), 1) .
Let us search for a Lax operator B1α = Dy−W
1
α with a matrix W
1
α having
a simple pole with a residue of rank 1 at λ = α and vanishing at λ =∞
W 1α =
W1α
λ− α
.
It follows from SαB1α = AdMαB
1
α that
Dy(Mα) = Sα(W
1
α)Mα −MαW
1
α. (29)
Taking the residue at λ = α we get equation
Sα(W
1
α)M
0
α = M
0
αW
1
α
which has a unique (up to a scalar constant factor γ) solution
W1α =
γ
1 + S−1α (p)Sα(q)
(
S−1α (p)
1
)
· (Sα(q), 1) .
In what follows we set γ = 1. Thus
W 1α =
1
(λ− α)(1 + S−1α (p)Sα(q))
(
S−1α (p)Sα(q) S
−1
α (p)
Sα(q) 1
)
.
Entries of W 1α are not from the differential-difference polynomial ring and
localisation of the ring by the element (1 + S−1α (p)Sα(q))
−1 is required.
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With this W 1α equation (29) is equivalent to the following evolutionary
system of integrable differential-difference equations
py = −
p−1
1 + p−1q1
, qy =
q1
1 + p−1(p)q1
. (30)
Here we use notations introduced in (19). System (30) is a new symmetry
of differential-difference system (20) as well as of partial-difference systems
(24),(27).
It can be shown that there is an infinite hierarchy of commuting operators
Bkα = Dyk −W
k
α , W
k+1
α =
1
λ− α
(W kα + C
k) (31)
and Ck is a λ-independent matrix. Using condition [B1α, B
2
α] = 0 we can find
that
C1 =
1
(1 + p−1q1)2
(
p−1q1,y − p−1,yq1 −p−1,y − p2−1q1,y
q1,y + q
2
−1p−1,y p−1,yq1 − p−1q1,y
)
.
For matrices W kα there exists a recursion (similar to (6)) which enables one
to find the infinite hierarchy of operators Bkα recursively. Operators B
k
α, k =
1, 2, . . . form the adjacent Lax structure.
The partial differential equation which is equivalent to the condition
[B1α, B
2
α] = 0 is of the form
(p−1)y2 = −(p−1)yy +
2q1((p−1)y)
2
1 + p−1q1
,
(q1)y2 = (q1)yy −
2p−1((q1)y)
2
1 + p−1q1
.
(32)
System (30) is a Ba¨cklund transformation for (32). Equation (32) is well
known, it is a Heisenberg model for ferromagnets [18]
Sτ = S× Syy, S
2 = 1
after the change of variable y2 = iτ and stereographic projection
S =
(
p−1 + q1
1 + p−1q1
, i
q1 − p−1
1 + p−1q1
,
p−1q1 − 1
1 + p−1q1
)
.
We can use equation (30) to eliminate y derivatives from the Lax operator
B2α and partial differential equation (32). The latter will take the form of a
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differential-difference system
py2 =
p2−1q2(1 + p−2q)− p−2(1 + pq2)
(1 + p−2q)(1 + p−1q1)2(1 + pq2)
,
qy2 =
q2(1 + p−2q)− q21p−2(1 + pq2)
(1 + p−2q)(1 + p−1q1)2(1 + pq2)
.
(33)
Equation (33) is a Ba¨cklund transformation for (32) and a symmetry of
systems (30), (20), (24), (27).
The system of partial difference equations (24) is equivalent to the com-
mutativity of Darboux transformations [Sα,Sβ] = 0, corresponding to Dar-
boux matrices Mα and Mβ , with distinct values of the parameters α and β.
With these matrices we associate two Lax operators
Bα = Dy −
W 1α
λ− α
, Bβ = Dz −
W 1β
λ− β
, α 6= β, (34)
which coincide with the Lax pair for the principal chiral field model [19]. The
compatibility condition [Bα, Bβ] = 0 leads to the system
(W 1β )y =
[W 1α,W
1
β ]
β − α
, (W 1α)z =
[W 1α,W
1
β ]
β − α
,
which in variables pnm = SnαS
m
β (p), qnm = S
n
αS
m
β (q)can be written as
(p−1,0)z =
(p0,−1 − p−1,0)(1 + p−1,0q0,1)
(α− β)(1 + p0,−1q0,1)
,
(q1,0)z =
(q1,0 − q0,1)(1 + p0,−1q1,0)
(α− β)(1 + p0,−1q0,1)
,
(p0,−1)y = (p−1,0)z, (q0,1)y = (q1,0)z.
(35)
Finally, let us consider the compatibility condition [L,Bα] = 0 for two
linear problems
LΨ = 0, BαΨ = 0
with the original Lax operator L (2) and operator Bα(34). Vanishing of the
commutator at infinity in λ is equivalent to equations (30). Using equations
(30) we can express p−1 and q1 as
p−1 =
1 +
√
1 + 4(p)y(q)y
2(q)y
, q1 = −
1 +
√
1 + 4(p)y(q)y
2(p)y
.
12
Of course there is also the second solution with the negative sign at the
square root, it can be treated similarly. Then the compatibility conditions
are equivalent to the system of partial differential equations
(p)xy = 2α(p)y + 2p
√
1 + 4(p)y(q)y, (q)xy = −2α(q)y + 2q
√
1 + 4(p)y(q)y.
(36)
The constant α can be removed by a simple change of variables P =
pe−2αx, Q = qe2αx. Then the system admits an obvious reduction P = Q to
a single hyperbolic equation
(P )xy = P
√
1 + 4((P )y)2.
The latter equation is well known in the literature. It can be reduced to
the sine-Gordon equation by a differential substitution [20]. The above con-
struction provides us with the Lax representation for the system (36) with
the Lax operators L (2) and the second operator
B = Dy −
1
2(λ− α)
( √
1 + 4(p)y(q)y −2(p)y
2(q)y −
√
1 + 4(p)y(q)y
)
. (37)
Similarly one can eliminate shifts from operators Bkα to build up the Lax
structure correponding to (36), (37).
3 Formal diagonalisation of the Lax-Darboux
Scheme
In this section we show that the Lax operators and corresponding Darboux
matrices can be simultaneously formally diagonalised. The resulting objects
will be presented by formal Laurent expansions at poles of the chosen Lax
operator. It will enable us to find recursively local conservation laws for
corresponding partial differential, differential-difference and partial difference
equations simultaneously. Our aim is to show that for evolutionary equations
from the same Lax-Darboux scheme with Lax operators L,Ak, k = 0, 1, ...
and Darboux maps Si, i = 1, 2, ... there is an infinite sequence of common
local conservation laws with densities ρn, r
i
n and fluxes σ
k
n. That is,
1. PDE’s corresponding to the Lax structure [L,Ak] = 0 possess conser-
vation lows
Dtkρn = Dxσ
k
n, k = 0, 1, . . . .
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2. For differential-difference equations originating from the conditions
SiL = AdMiL and SiA
k = AdMiA
k there are conservation laws of the
form
Dxr
i
n = (Si − 1)ρn, Dtkr
i
n = (Si − 1)σ
k
n
with the same ρn and σ
k
n as above, modulo equation SiL = AdMiL.
3. For partial difference equations, corresponding to the Bianchi lattice
[Si,Sj] = 0 the corresponding sequence of the conservation laws are:
(Sj − 1)r
i
n = (Si − 1)r
j
n.
We shall demonstrate it on the examples described in the previous sec-
tion, associated with the Lax-Darboux scheme for the nonlinear Schro¨dinger
equation as well as with the adjacent Lax structures considered in Section
2.4. A generalisation of this approach to other Lax-Darboux schemes (or
their parts) often is rather straightforward and it will be discussed at the
end of this Section.
3.1 Formal diagonalisation of the Lax structure for
NLS (L,Ak).
In the Lax operator L (2) matrix U has a simple pole in λ at infinity with
the coefficient J which is diagonal (3). The matrices V k in operators Ak =
Dtk − V
k are differential polynomials in variables p, q and their x derivatives
with complex coefficients. The leading (in λ) coefficient is also diagonal and
is equal to λkJ . By local functions (in this case) we shall understand elements
of the differential polynomial ring Rx = [C; p, q;Dx].
Let us consider endomorphism adJ of the linear space M = Mat2×2(Rx)
of 2× 2 matrices with entries from Rx
adJ : M 7→M, adJ(a) = Ja− aJ, a ∈M.
The kernel of adJ is the subspace of diagonal matrices, the image space of
adJ is a subspace of off-diagonal matrices. Thus
M = M‖ ⊕M⊥, M‖ = Ker adJ , M⊥ = ImadJ .
In M⊥ the endomorphism adJ is invertible
ad−1J : M⊥ 7→M⊥, ad
−1
J a =
1
4
adJa, ∀a ∈M⊥.
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In the space M it is convenient to introduce two projectors
π⊥ =
1
4
ad2J , π‖ = id− π⊥
where id is the identity map. They are projectors on the off-diagonal and
diagonal part of a matrix respectively
π⊥M = M⊥, π‖M = M‖.
We shall use a simplified version of the Drinfeld-Sokolov Lemma, which
they have formulated and proved in a rather general setting [7].
Lemma 1 For linear operator L (2) there exists a unique formal series
Q = I + λ−1Q1 + λ
−2Q2 + λ
−3Q3 + · · · , Qk ∈M⊥ (38)
such that
L = Q−1LQ = Dx − λJ − U0 − λ
−1U1 − λ
−2U2 − · · · , Uk ∈M‖. (39)
The coefficients Qk can be found recursively
Q1 = −
1
4
adJU, Qk+1 =
1
4
adJ
(
Dx(Qk) +
p+q=k∑
p=1,q=1
QpUQq
)
, (40)
and
U0 = 0, Uk = UQk .
Proof. Let us substitute L,L and Q in
C = LQ−QL = C0 + λ
−1C1 + λ
−2C2 + · · · .
The condition that the formal series C should vanish provides us with a
sequence of equations to determine the coefficients Uk, Qk. The linear in λ
term vanishes automatically. The coefficient at λ0 is
C0 = [J,Q1] + U − U0.
Applying projectors π‖ and π⊥ to C0 we find that
π‖([J,Q1] +U −U0) = −U0 = 0, π⊥([J,Q1] + U −U0) = [J,Q1] +U = 0.
Thus U0 = 0 and Q1 = −
1
4
adJU . The coefficient at λ
−k is
Ck = adJQk+1 −Dx(Qk) + UQk − Uk −
p+q=k∑
p=1,q=1
QpUq.
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Therefore
π‖(Ck) = UQk − Uk = 0 ⇒ Uk = UQk,
π⊥(Ck) = adJQk+1 −Dx(Qk)−
p+q=k∑
p=1,q=1
QpUq = 0 .
Thus the coefficients Qn,Un can be found recursively:
Q1 = −
1
4
adJU, Qk+1 =
1
4
adJ
(
Dx(Qk) +
p+q=k∑
p=1,q=1
QpUQq
)
, Uk = UQk.
Note that Qk and Uk are all local, i.e. expressed in terms of differential
polynomials. 
We are going to show that Q diagonalises the whole Lax-Darboux scheme,
i.e. diagonalises the operators Ak and the Darboux matricesMα (correspond-
ing to Sα). It is well known that all operators Ak in the Lax structure become
diagonal and lead to local conservation laws for the corresponding partial dif-
ferential equations and their symmetries.
Proposition 1 Let [L,Ak] = 0, where
Ak = Dtk − λ
kJ − λk−1V k1−k − λ
k−2V k2−k − · · · .
Then
Ak = Q−1AkQ = Dtk − λ
kJ − λk−1Vk1−k − λ
k−2Vk2−k + · · · (41)
has diagonal coefficients Vks ∈M‖, s = k − 1, k − 2, . . . .
Proof. If [L,Ak] = 0, then [L,Ak] = 0 where L = Q−1LQ (39) and Ak =
Q−1AkQ (41). Using induction we show that all coefficients of the formal
series Ak are diagonal. The leading coefficient of the series λkJ is diagonal.
Let us assume that coefficients Vk1−k,V
k
2−k, . . . ,V
k
n−k are diagonal. Then the
leading term of π⊥[L,A
k] is equal to λk−nadJV
k
n+1−k. It should vanish and
thus Vkn+1−k ∈M‖. 
Corollary 1 The following ystems of partial differential equations
(ptk = f
k, qtk = g
k) ⇔ [L,Ak] = 0
have an infinite hierarchy of common conservation laws
(Un)tk = Dx(V
k
n), n = 1, 2, . . . ,
Moreover, DxVkm = 0, for m = 1− k, 2− k, . . . , 1, 0.
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Proof. From [L,Ak] = 0 it follows that [L,Ak] = 0 which leads to
∞∑
n=1
λ−n(Un)tk −
∞∑
n=1−k
λ−n(Vkn)x = 0.
Vanishing the coefficients at each power λn proves the statement. 
It is easy to show that differential polynomials TrUn ∈ ImDx and
thus they correspond to trivial densities. Let us take the matrix entry
(Un)2,2, (Vkn)2,2 to define
ρn = (Un)2,2, σ
k
n = (V
k
n)2,2.
It can be shown that the corresponding densities are all non-trivial.
Example. Taking L corresponding to the NLS (2) we find that
Q1 =
(
0 −p
q 0
)
, U1 = 2pq
(
1 0
0 −1
)
,
Q2 = −
1
2
(
0 px
qx 0
)
, U2 = −
(
pqx 0
0 qpx
)
,
Q3 =
1
4
(
0 −pxx + 4p
2q
qxx − q2p 0
)
, U3 =
1
2
(
pqxx − 4p
2q2 0
0 4p2q2 − qpxx
)
, . . .
and
ρ1 = −2pq, σ21 = qxp− pxq, σ
3
1 =
1
2
(pxqx − pqxx − qpxx) + 6p2q2 . . . ,
ρ2 = −qpx, σ22 =
1
2
(pxqx − qpxx) + 2p2q2, σ32 =
1
4
(pxxqx − qpxxx) + 4pq2px . . . ,
ρ3 = 2p
2q2 − 1
2
qpxx, ρ4 = pq(pqx + 4qpx))−
1
4
qpxxx . . . .
3.2 Formal diagonalisation of the Darboux matrices
Mα, Nh.
The diagonalising transformationQ can be extended to the Darboux matrices
Mα,Mβ and Nh. We substitute L = QLQ−1 in Sα(L) =MαLM−1α to obtain
Sα(L) =MαLM
−1
α , Mα = Sα(Q)
−1MαQ. (42)
Similarly we obtain
Th(L) = NhLN
−1
h , Nh = Th(Q)
−1NQ.
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These equations can be rewritten in the form
Dx(Mα) = Sα(L)Mα −MαL , (43)
Dx(Nh) = Th(L)Nh −NhL . (44)
Proposition 2 The coefficients Mkα, N
k
h of the formal series
Mα = Sα(Q)
−1MαQ = λM
−1
α +M
0
α + λ
−1M1α + λ
−2M2α + · · ·
and
Nh = Th(Q)
−1NQ = λN−1h +N
0
h + λ
−1N 1h + λ
−2N 2h + · · ·
are diagonal matrices.
Proof. We prove it by induction. The leading coefficients M−1α = Nh−1
are diagonal matrices with (1, 0) on the diagonal. Let us assume that the
coefficients M0α, . . . ,M
n
α are diagonal. Taking the coefficient cn at λ
−n in
Dx(Mα)− Sα(L)Mα +MαL we obtain
cn = Dx(M
n
α)− [J,M
n+1
α ]−
n∑
k=−1
Sα(Un−k)M
k
α +M
k
αUn−k = 0.
Projection π⊥(cn) = −[J,Mn+1α ] = 0, which implies that M
n+1
α is diagonal.
The proof is similar for the coefficients of Nh. 
Equation (43) can be written in the form
Dx(logMα) = (Sα − I)L ,
since all matrices in (43) are diagonal. Thus logMα is a generating function
for local conservation laws for the differential-difference equation (20):
log(Mα)2,2 =
r1α
λ
+
r2α
λ2
+
r3α
λ3
+ · · ·
Dx(r
k
α) = Sα(ρk)− ρk.
It follows from (12) and Proposition 1 that
Dtk(r
n
α) = Sα(σ
n
k )− σ
n
k .
Moreover, it follows from (23) that
Sα(Mβ)Mα = Sβ(Mα)Mβ.
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Therefore
(Sα − I) logMβ = (Sβ − I) logMα
and thus
(Sα − I)r
k
β = (Sβ − I)r
k
α, k = 1, 2, . . . .
Similarly, from (26) it follows that Th(Mα)Nh = Sα(Nh)Mα and thus
(Sα − I)r
k = (Th − I)r
k
α, log(Nh)2,2 =
r1
λ
+
r2
λ2
+
r3
λ3
+ · · · .
Example. Using equations (17), (18) corresponding to SαL =
AdMαL, ThL = AdNL for elimination of all x-derivatives we get
Q = I+λ−1
(
0 −p
q 0
)
+λ−2
(
0 −αp− Sα(p) + p2Sα(q)
S−1α (q) + αq − S
−1
α (p)q
2 0
)
+· · · =
I+λ−1
(
0 −p
q 0
)
+λ−2
(
0 hp
−T −1h (hp
−1) 0
)
+λ−3
(
0 −h2p− Th(p)
T −1h (h
2p−1)− T −2h (p
−1) 0
)
+· · ·
and
Mα = λ
(
1 0
0 0
)
+
(
pSα(q)− α 0
0 1
)
+ λ−1
(
pq 0
0 −pSα(q)
)
+ · · ·
Nh = λ
(
1 0
0 0
)
+
(
h 0
0 0
)
+λ−1
(
pT −1h (p
−1) 0
0 −1
)
+λ−2
(
−pT −1h (hp
−1) 0
0 h
)
+· · ·
Thus
ρ1 = −2pq = −2 exp(φ− T
−1
h φ), (45)
ρ2 = −qpx = −2
(
αpq + Sα(p)q − p
2qSα(q)
)
= 2 exp(φ− T −1h φ)h (46)
σ12 = pqx − qpx, σ
2
2 = 4p
2q2 +
1
2
(pxqx − qpxx), (47)
r1α = −pSα(q), r
2
α =
1
2
p2q2 − αpSα(q)− Sα(pq), (48)
r1 = −h, r2 =
1
2
h2 − exp(Th(φ)− φ), r
3 = −
1
3
h3 + exp(Th(φ)− φ)(h+ Th(h)), . . .
In applications to differential-difference equations one also need to eliminate
x–derivatives from σ12 , σ
2
2 using equations (17), (18).
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3.3 Diagonalisation of adjacent Lax structure
It is easy to justify that the transformation (38), which formally diagonalises
the Lax operator L (Lemma 1) and operators Ak, also diagonalises the op-
erators Bkα (31) associated with the adjacent Lax structure. For example,
Q−1B1αQ =
λ−1
1 + p−1q1
(
p−1q1 0
0 1
)
+
λ−2
1 + p−1q1
(
p−1(q + αq1) 0
0 α− pq1
)
+· · · .
Thus, the coefficients σˆkα
σˆ1α =
1
1 + p−1q1
= 1−
√
1 + 4pyqy,
σˆ2α =
α+ pq1
1 + p−1q1
= α(1−
√
1 + 4pyqy) + pqy, . . .
in the expansion(
Q−1B1αQ
)
2,2
= σˆ1αλ
−1 + σˆ2αλ
−2 + σˆ3αλ
−3 + · · ·
are fluxes for the local conservation laws of (30)
Dy(r
1
α) = (Sα − 1)σˆ
1
α, Dy(r
2
α) = (Sα − 1)σˆ
2
α, . . .
andfor (36)
Dy(ρ1) = Dx(σˆ
1
α), Dy(ρ2) = Dx(σˆ
2
α), . . .
where r1α, r
2
α and ρ1, ρ1 are given in (48) and (45),(46) respectively.
Lax operator B1α has a pole at λ = α and we can diagonalise it around
this pole. It is convenient to introduce a local parameter µ = (λ− α)−1 and
diagonalise the coefficient at the pole by the gauge transformation
Bˆ1α = T
−1
0 B
1
αT0 = Dy − µJ1 + Wˆ , (49)
where
T0 =
(
p−1 −1
1 q1
)
, J1 =
1
2
(I+J) =
(
1 0
0 0
)
, Wˆ =
(
−q1p−1,y −q1,y
p−1,y p−1q1,y
)
.
Proposition 3 Transformation T−1BˆT := B brings operator Bˆ (49) to a
diagonal form
B = Dy − µJ1 −W0 − µ
−1W1 − µ
−2W2 + · · · , Wk = π‖(Wk),
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Where
W0 = π‖(Wˆ ), Wk = π⊥(Wˆ )Tk
T = I + µ−1T1 + µ
−2T2 + · · ·
and off–diagonal coefficients Tk can be found recursively
T1 = −
1
2
adJ(Wˆ ),
Tk+1 =
1
2
adJ
(
Tk,y − π‖(Wˆ )Tk + Tkπ‖(Wˆ ) +
k−1∑
s=1
Tk−sπ⊥(Wˆ )Ts
)
.
We omit the proof since it is very similar to the proof of Lemma 1.
The same transformation L = (T0T )−1LT0T brings the Lax operator L
to a diagonal form (this diagonalisation is different from the one given in
Lemma 1). The coefficients ̺k = (Wk)2,2 of the expansion
̺0 = −
p−1q1,y
1 + p−1q1
, ̺1 = −
p−1,yq1,y
(1 + p−1q1)2
, . . .
are densities of the conservation laws for the Heisenberg hierarchy (32), prin-
cipal chiral field model (35) and system (36).
It can be easily shown that transformation Mα = Sα(T0T )−1MαT0T
brings the Darboux matrix Mα in a diagonal form Mα. To apply the trans-
formation to Mα we need to eliminate the y–derivatives from the coefficients
Tk using equation (30).
There is a direct way to diagonalise the Darboux matrix Mα. Matrix
Mα has two points on the Riemann sphere, where the leading coefficient (in
the local parameter) is singular. Indeed, at λ = ∞ and λ = α the leading
coefficients are
λ
(
1 0
0 0
)
and
(
pq1 p
q1 1
)
respectively. Let us diagonalise the Darboux matrix at λ = α without using
the result Proposition 3. Namely, we can find coefficients of a formal series
T = I + µ−1T1 + µ
−2T2 + µ
−3T3 + · · · , Tk = π⊥(Tk)
such that the coefficients M˜k in
M˜α = Sα(T )
−1M˜αT = M˜0 + µ
−1M˜1 + µ
−2M˜2 + · · · , M˜k = π‖(M˜k)
(50)
where
M˜α = Sα(T0)
−1MαT0 = M˜0 + µ
−1M˜1,
M˜0 =
(
1 + p−1q1 0
0 0
)
, M˜1 =
1
1 + pq2
(
p−1q2 −q2
−p−1 1
)
.
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Proposition 4 T The coefficients Tk, Tk = π⊥(Tk) such that the coefficients
M˜0 = M˜0, M˜k+1 = π⊥(M˜1)Tk are diagonal can be found recursively
T1 =
1
(1 + p−1q1)(1 + pq2)
(
0 q2
−p−1 0
)
,
M˜0Tk+1 − Sα(Tk+1)M˜0 + π‖(M˜1)Tk −
k∑
s=1
Sα(Ts)π⊥(M˜1)Tk−s = 0.
The proof is straightforward. What is important here is that in the re-
cursion we do not need to solve difference equations since rankM˜0 = 1 and
KerM˜0
⊕
ImM˜0 = C2. Therefore all entries of Tk and M˜k are elements of
the difference ring [C; p, q, (1+p−1q1)
1;Sα], i.e difference polynomials of vari-
ables p, q, (1 + p−1q1)
−1 and their Skα, k ∈ Z shifts with complex coefficients.
It follows from Proposition 4 that
M˜α =
(
1 + p−1q1 0
0 0
)
+
µ−1
1 + pq2
(
p−1q2 0
0 1
)
+
µ−2
1 + p−1q1
(
p
−2q2
1+p
−1q
0
0 − p−1q2
1+pq2
)
+· · ·
and thus the coefficients r˜kα
r˜0α = − log(1 + pq2), r˜1α =
p−1q2
(1 + pq2)(1 + p−1q1)
, . . .
in the expansion of (M˜α)2,2 = − log(µ)+ r˜0α+µ
−1r˜1α+ · · · are new densities
of local conservation laws for differential difference equations (20), (30) and
partial difference equations (24), (27).
It is obvious that the transformation constructed in Proposition 3 and in
Proposition 4 coincide modulo equation (30) and these two approaches are
equivalent.
3.4 Summary
In this paper we have presented the concept of Lax-Darboux scheme and
illustrated it on the example of the NLS equation. From the differential-
difference algebra point of view the scheme can be described as fol-
lows. The base object is a differential-difference ring polynomials R =
[C;u;Dx1 , Dx2, . . . ;S1,S2, . . .] of a (vector) variable u = u
1, . . . , uM , its
derivatives and shifts Dn1x1 · · ·D
nm
xm
Ss11 . . .S
sp
p u, equipped with a set of com-
muting derivations Dxk , k = 1, 2, . . . and commuting automorphisms Si, i =
1, 2 . . .. To each Dxk we associate a Lax operator of the form L
k = Dxk−U
k,
where Uk is N × N matrix with entries belonging to R(λ), i.e. are ratio-
nal functions of a spectral parameter λ with coefficients from R. With each
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automorphism Si we associate a Darboux N × N matrix M i with entries
from R(λ). Then the system of Lax-Darboux equations we identify with the
differential-difference ideal
I = 〈[Li, Lj ], Si(L
j)−AdM i(L
j), Si(M
j)M i − Sj(M
j)M j〉 ⊂ R
and consider a quotient ring RI = RupslopeI. In this setup a statement that
two expressions are equal modulo equations simply means that these two
expressions are equal as elements of RI .
We can formally diagonalise (or bring to a block-diagonal form) simulta-
neously all matrices U i,M j near singular points in λ and generate infinite
sequences ρik, r
j
k, k = 1, 2, . . . such that in RI they satisfy relations
Dxnρ
j
k = Dxjρ
n
k ,
Dxnr
j
k = (Sj − 1)ρ
n
k ,
(Si − 1)r
j
k = (Sj − 1)r
i
k.
These relations can be regarded as a sequences of local conservation laws
for partial differential, differential difference and partial difference equations.
The Lax-Darboux scheme can be generalised to the case when the derivations
are not commuting, but such generalisatins are beyond of the scope of this
paper.
In the case of the NLS equation the elements of the Lax-Darboux scheme
are:
• The Lax structure, i.e. Lax operators L,Ak such that the commuta-
tivity conditions [L,Ak] = [Ak, Ap] = 0 are equivalent to a system of
integrable partial differential equations and its symmetries (5).
• Darboux transformations Sα, Th with Darboux matrices Mα (14)
and Nh (15) respectively. The compatibility conditions SαL =
AdMαL, ThL = AdNhL and SαA
k = AdMαA
k, ThAk = AdNhA
k re-
sult in Ba¨cklund transformations of the above integrable system and
its symmetries (20), (21). Ba¨cklund transformations also can be re-
garded as integrable differential-difference equations in their own right.
• The Bianchi lattices, which follow from the commutativity conditions
for pairs of Darboux transformations result in integrable systems of par-
tial difference equations (24), (27). The mentioned above differential-
difference equations (20), (21) are symmetries of these systems.
• There is an adjacent Lax structure (corresponding to operators Bkα
(31)) sharing the same Darboux matrix Mα and resulting in the
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differential-difference integrable system (30). The commutativity con-
dition [B1α, B
k
α] = 0 results in the hierarchy of the Heisenberg model
(32). The commutativity condition [B1α, B
1
β] = 0 is equivalent to the
principal chiral field model (35), so that the hierarchy of the Heisenberg
equation is a hierarchy of symmetries for (35). Equation [L,Bkα] = 0
provide us with a hierarchy of symmetries for system (36). Integrable
differential-difference systems of equations arising from the conditions
Sα(B
k
α) = AdMα(B
k
α) (such as (30) and (33)) are Ba¨cklund transforma-
tions for the above listed hierarchies and symmetries for differential-
difference equations (20), (21) and partial difference equations (24),
(27).
We have shown that there is a formal diagonalistaion of the Lax-Darboux
scheme, i.e. a transformation (in the form of a formal series in the spectral
parameter) which diagonalises simultaneously the Lax structure, associated
Darboux transformations and adjacent Lax structures. The diagonalised
Lax (and adjacent Lax) operators and logarithms of the diagonalised Dar-
boux matrices are generating functions of local conservation laws (both the
densities and fluxes) for related partial differential, differential-difference and
partial difference equations, which are neatly related to each other. More-
over, there may exist several different diagonalisations, which lead to adja-
cent hierarchies of local conservation laws for equations corresponding to the
Lax-Darboux scheme.
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