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HYPERSURFACES OF PRESCRIBED CURVATURE MEASURE
PENGFEI GUAN, JUNFANG LI, AND YANYAN LI
Abstract. We consider the corresponding Christoffel-Minkowski problem for
curvature measures. The existence of star-shaped (n − k)-convex bodies with
prescribed k-th curvature measures (k > 0) has been a longstanding problem.
This is settled in this paper through the establishment of a crucial C2 a priori
estimate for the corresponding curvature equation on Sn.
1. Introduction
This paper concerns the general prescribing curvature measures problem. Cur-
vature measures and area measures are two main subjects in convex geometry.
They are the local versions of quermassintegrals in the Brunn-Minkowski theory.
The Minkowski problem is a problem of prescribing a given n-th area measure. The
general Christoffel-Minkowski problem is a problem of prescribing a given k-th area
measure. There is a vast literature devoted to the study of this type of problems,
and we refer to [1, 17, 15, 3, 6, 8, 14, 19, 10, 12] and references therein. We consider
the corresponding Christoffel-Minkowski problem for the curvature measures, that
is, the problem of prescribing curvature measures.
We first recall the definition of curvature measures and area measures, more
detailed study can be found in literatures in convex geometry, e.g. Chapter 4 in
[20]. Classically, curvature and area measures were introduced for convex bodies
(nonempty, compact, convex subsets of Rn+1). Suppose K is a convex body in
R
n+1. There are two notions of local parallel sets: given any Borel set β ∈ B(Rn+1),
consider
Aρ(K,β) := {x ∈ Rn+1|0 < d(K,x) ≤ ρ and p(K,x) ∈ β}
which is the set of all points x ∈ Rn+1 for which the distance d(K,x) ≤ ρ and for
which the nearest point p(K,x) belongs to β. Alternatively, one may prescribe a
Borel set β ⊂ Sn of unit vectors and then consider
Bρ(K,ω) := {x ∈ Rn+1|0 < d(K,x) ≤ ρ and u(K,x) ∈ ω}
which is the set of all x ∈ Rn+1 for which d(K,x) ≤ ρ and for which the unit vector
u(K,x) pointing from p(K,x) to x belongs to β.
By the theory of convex geometry (e.g., page 203 in [20]), the measures of the
above local parallel sets are polynomials in the parameter ρ. More precisely,
1991 Mathematics Subject Classification. 53C23, 35J60, 53C42.
Key words and phrases. curvature measures, the Christoffel-Minkowski problem, k-convex star-
shaped domains, fully nonlinear elliptic equations.
Research of the first author was supported in part by NSERC Discovery Grant. Research of
the second author was supported in part by NSF DMS-1007223. Research of the third author was
supported in part by NSF DMS-0701545.
1
2 PENGFEI GUAN, JUNFANG LI, AND YANYAN LI
(1.1)
Hn+1(Aρ(K,β)) = 1
n+ 1
n∑
m=0
ρn+1−m
(
n+ 1
m
)
Cm(K,β),
Hn+1(Bρ(K,ω)) = 1
n+ 1
n∑
m=0
ρn+1−m
(
n+ 1
m
)
Sm(K,ω),
for β ∈ B(Rn+1), ω ∈ B(Sn), and ρ > 0. The coefficients in the polynomi-
als (1.1) are defined as generalized curvature measures. Moreover, the measure
C0(K, ·), · · · , Cn(K, ·) are called curvature measures of the convex body K, and
S0(K, ·), · · · , Sn(K, ·) are called area measures of K.
It is possible to study curvature measures for more general sets. For example,
Federer [7] introduced the curvature measure for sets of positive reach. Sets of
positive reach are generalization of convex sets and smooth submanifolds, for which
local parallel sets can be defined in such a way that their measure has a polynomial
expansion, yielding a Steiner formula. There has been extensive study on the sets
of positive reach and its further generalizations, see the literature in the notes and
references of the book [20]. The basic techniques rely on the geometric measure
theory.
The problem of prescribing area measures is called the Christoffel-Minkowski
problem. This problem has been extensively studied, we refer to [12] for an updated
account. Similar to area measures, the problem of prescribing curvature measures
has been discussed in the literature ( e.g. see note 8 on page 396 of [20]). The
problem of prescribing 0-th curvature measure is the Alexandrov problem which
is the counterpart of the Minkowski problem. This problem amounts to solving
a Monge-Ampe´re type equation on Sn. The existence and uniqueness of solutions
were obtained by A.D. Alexandrov [2]. For n = 2 the regularity of solutions of
the Alexandrov problem in the elliptic case was proved by Pogorelov [18] and for
higher dimensional cases, it was solved by Oliker [16]. The general regularity results
(degenerate case) of the problem were obtained in [10]. The general problem of
prescribing k-th curvature measure for k ≥ 0 is an interesting counterpart of the
Christoffel-Minkowski problem. The existence theorem for k-th curvature measures
(k > 0) has been open up to now. The main objective of this paper is to settle this
problem.
Let us start from an equivalent definition of the generalized curvature measures
for convex bodies with smooth boundaries. Suppose that there is a bounded convex
domain Ω ⊂ Rn+1 with C2 boundary M . Let κ = (κ1, · · · , κn) be the principal
curvatures of M at point x, r = (r1, · · · , rn) be the principal curvature radii, and
σk be the k-th elementary symmetric function. Then the m-th curvature measure
and area measure of Ω have the following equivalent form
Cm(Ω, β) :=
(
n
n−m
)−1 ∫
β∩M
σn−m(κ)dµg
Sm(Ω, ω) :=
(
n
m
)−1 ∫
ω
σm(r)dS
n,
(1.2)
for β ∈ Rn+1 and ω ∈ Sn, where dµg is the volume element with respect to the
induced metric g of M in Rn+1, and dSn is the volume element of the standard
spherical metric.
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Note that the classical Christoffel-Minkowski problem for area measures is always
confined to convex bodies, as the area measures are defined through Gauss map
on Sn. For the curvature measure Cm defined in (1.2), Ω is not necessarily convex
if m > 0. In the work of Alexandrov [2], the curvature measures is prescribed on
S
n via radial map. With the radial parameterization of Ω, the natural class is the
star-shaped domains. In the rest of this paper, we treat the prescribing curvature
measure problem for bounded star-shaped domains, including the convex bodies as
a special case. In short, we prove the existence theorems of prescribing general k-th
curvature measure problem with k > 0 on bounded C2 star-shaped domains.
Let Ω ⊂ Rn+1 be a bounded star-shaped domain with respect to the origin.
Assume the boundary M of Ω is C2. Since M is star-shaped, it can be viewed as
a radial graph of Sn, i.e.
RM : S
n −→M
z 7−→ ρ(z)z
Following [2], up to a normalization constant, for each star-shaped domain Ω with
M = ∂Ω, the m-th curvature measure on each Borel set β in Sn can be defined as
Cm(M,β) :=
∫
RM (β)
σn−m(κ)dµg.
In order that the curvature measure is a regular measure on Sn, some geometric
conditions on M are necessary. Recall that the Garding’s cone is defined as
Γk = {λ ∈ Rn|σi(λ) > 0, ∀i ≤ k.}.
A domain Ω ⊂ Rn+1 is called k-convex if its principal curvature vector κ(x) =
(κ1, · · · , κn) ∈ Γk at every point x ∈ ∂Ω. As the density of the k-th curvature mea-
sure is nonnegative,M is (n−k)-convex. The corresponding Christoffel-Minkowski
problem for curvature measures can be formulated as follows.
Q: For each 1 ≤ k ≤ n and each given positive function f ∈ C2(Sn), find a closed
hypersurface M as a radial graph over Sn, such that Cn−k(M,β) =
∫
β fdµ for every
Borel set β in Sn, where dµ is the standard volume element on Sn.
As the case k = n is the Alexandrov problem which was completely settled,
we are mainly interested in the cases k < n. The study of the problem Q was
initiated by the first and third authors in [9]. Recently, with certain assumptions
on f , Guan-Lin-Ma obtained the existence and regularity of convex solutions in
[11]. The curvature measure problem is equivalent to solving a fully nonlinear
partial differential equation on Sn [9, 11]. For the C2 graph M on Sn, denote the
induced metric to be g and the density function is
√
det g. Then
(1.3) Cn−k(M,β) =
∫
RM (β)
σkdµg =
∫
β
σk
√
det gdSn.
The above density function can be computed as (see computations in the next
section (2.5)) √
det g = ρn−1
√
ρ+ |∇ρ|2,
where the covariant derivative ∇ is with respect to the standard spherical metric.
Therefore, we can reduce the prescribing (n− k)-th curvature measure problem to
the following curvature equation on Sn:
(1.4) σk(κ1, · · · , κn) = f
ρn−1
√
ρ+ |∇ρ|2 ,
4 PENGFEI GUAN, JUNFANG LI, AND YANYAN LI
where f > 0 is the given function on Sn. A solution of (1.4) is called admissible if
κ(X) ∈ Γk at each point X ∈ M . We note that any positive C2 function ρ on Sn
satisfying equation (1.4) is automatically an admissible solution since f > 0 and
principal curvatures at a maximum point of ρ are non-negative. Equation (1.4) is
a special type of fully nonlinear partial differential equations studied in the pioneer
work by Caffarelli-Nirenberg-Spruck [4, 5].
C0 and C1 estimates for admissible solutions along with the uniqueness of ad-
missible solutions for equation (1.4) were proved in the unpublished notes [9] by
the first and third authors. For the existence of admissible solutions, the case k = 1
follows from theories of quasi-linear elliptic equations [9]. When k = n, admissible
solutions are convex and they were dealt with in [18, 16, 10]. The existence of
admissible solutions for the remaining cases, i.e., 1 < k < n, has been open due to
the lack of C2 a priori estimate for admissible solutions of (1.4).
We now state the main results. Our first theorem establishes the existence of
admissible solutions for 1 ≤ k < n.
Theorem 1.1. Let n ≥ 2 and 1 ≤ k ≤ n − 1. Suppose f ∈ C2(Sn) and f > 0.
Then there exists a unique k-convex star-shaped hypersurface M ∈ C3,α, ∀α ∈ (0, 1)
such that it satisfies (1.4). Moreover, there is a constant C depending only on
k, n, ‖f‖C1,1, ‖1/f‖C0, and α such that,
(1.5) ‖ρ‖C3,α ≤ C.
It is of interest to find convex solutions to (1.4), namely, to prove existence
results for the prescribing curvature measure problem for convex bodies. From
the uniqueness of admissible solutions, solutions to equation (1.4) are not convex
in general, except for the case k = n. For k < n, there has been some progress
recently. In [11], Guan-Lin-Ma proved C2 estimates and existence theorems for
convex solutions of equation (1.4) for 1 ≤ k < n under suitable convexity conditions
of f . More specifically, they proved
Theorem A. (Curvature measure problem under strict convexity condition [11])
Suppose f ∈ C2(Sn), f > 0, n ≥ 2, 1 ≤ k ≤ n− 1. If f satisfies that
(1.6) |X |n+1k f( X|X |
)− 1
k is a strictly convex function in Rn+1\{0},
then there exists a unique strictly convex hypersurface M ∈ C3,α, α ∈ (0, 1) such
that it satisfies (1.4).
Moreover, if k = 1, or 2, i.e., the cases of mean curvature measure and scalar
curvature measure, condition (1.6) can be weakened as below.
Theorem B. (Mean curvature measure and scalar curvature measure under con-
vexity condition [11]) Suppose k = 1, or 2, and k < n. Suppose f ∈ C2(Sn) is a
positive function. If f satisfies that
(1.7) |X |n+1k f( X|X |
)− 1
k is a convex function in Rn+1\{0},
then there exists a unique strictly convex hypersurface M ∈ C3,α, α ∈ (0, 1) such
that it satisfies (1.4).
With the a priori estimates for admissible solutions of equation (1.4) in Theorem
1.1, we obtain the existence of convex bodies under weaker condition (1.7) for all
1 ≤ k < n.
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Theorem 1.2. Suppose 1 ≤ k < n and f ∈ C2(Sn) is a positive function. If f
satisfies
(1.8) |X |n+1k f( X|X |
)− 1
k is a convex function in Rn+1\{0},
then there exists a unique strictly convex hypersurface M ∈ C3,α, α ∈ (0, 1) such
that it satisfies (1.4).
The rest of this paper is organized as follows. In Section 2, we fix notations and
list necessary formulas we need. In Section 3, we establish the crucial C2 estimate
and prove Theorem 1.1 and Theorem 1.2.
2. Preliminaries
We first recall the relevant geometric quantities for a smooth closed hypersurface
in Rn+1 we may need. Throughout the paper, repeated indices denote summation
and we assume the origin is inside the domain enclosed by M .
LetMn be an immersed hypersurface in Rn+1. For X ∈M ⊂ Rn+1, choose local
normal coordinates in Rn+1, such that { ∂∂x1 , · · · , ∂∂xn } are tangent to M and ∂n+1
is the unit outer normal of the hypersurface. We sometimes denote ∂i :=
∂
∂xi
and
also use ν to denote the unit outer normal ∂n+1. We use lower indices to denote
covariant derivatives with respect to the induced metric.
For the immersionX , the second fundamental form is the symmetric (2, 0)-tensor
given by the matrix {hij},
(2.1) hij = 〈∂iX, ∂jν〉.
Recall the following identities:
(2.2)
Xij = −hijν (Gauss formula)
(ν)i = hij∂j (Weigarten equation)
hijk = hikj (Codazzi formula)
Rijkl = hikhjl − hilhjk (Gauss equation),
where Rijkl is the (4, 0)-Riemannian curvature tensor. We also have
(2.3)
hijkl = hijlk + hmjRimlk + himRjmlk
= hklij + (hmjhil − hmlhij)hmk + (hmjhkl − hmlhkj)hmi.
In certain cases of this article, we need to carry out calculations in a neighborhood
of the standard sphere Sn. Since M is star-shaped with respect to the origin, the
position vectorX can be written asX(x) = ρ(x)x, x ∈ Sn for some smooth function
ρ on Sn. In this case, suppose {∂1, · · · , ∂n} is some local normal coordinates on Sn
and ∇ is the covariant differentiation with respect to the standard metric on Sn.
Then the induced metric gij of M is given by
(2.4) gij = ρ
2δij + ρiρj ,
and the area density function
(2.5)
√
det g = ρn−1
√
ρ2 + |∇ρ|2.
The second fundamental form of M can be calculated as
(2.6) hij = (ρ
2 + |∇ρ|2) 12 (ρ2δij + 2ρiρj − ρρij)
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and the unit outer normal vector is
(2.7) ν =
ρx−∇ρ√
ρ2 + |∇ρ|2 .
The support function of a hypersurface is defined as u(X) = 〈X, ν〉. We can also
compute it as
(2.8) u = ρ2(ρ2 + |∇ρ|2)− 12 .
The principal curvatures (κ1, · · · , κn) are the eigenvalues of the second funda-
mental form with respect to the metric which satisfy
det(hij − κgij) = 0.
The curvature equation (1.4) on Sn can also be equivalently expressed as an equation
of the position vector X . Using (2.7), we have
(2.9) σk(κ1, · · · , κn)(X) = u(X)|X |n+1 f
( X
|X |
)
, ∀X ∈M.
The uniqueness results, C0, C1 estimates for solutions of equation (1.4) were
proved in [9] (see also [11]). For completeness, we state the results here. The first
lemma concerns the uniqueness of solutions.
Lemma 2.1. Let 1 ≤ k < n. Suppose ρ1, ρ2 are two solutions of equation (1.4)
and λ(ρi) ∈ Γk, for i = 1, 2. Then ρ1 ≡ ρ2.
The following lemma will be useful later in this paper. Set F (λ) = σk(λ)
1
k . F (λ)
is homogeneous of degree one. Equation (1.4) can be written as
F (λ) ≡ F (λ1, · · · , λn) = f 1k ρ
(1−n)
k (ρ2 + |∇ρ|2)−1/(2k) ≡ K(x, ρ,∇ρ).
Lemma 2.2. Let L denote the linearized operator of F (λ) −K(x, ρ,∇ρ) at a so-
lution ρ of (1.4). If ω satisfies Lω = 0 on Sn, then ω ≡ 0 on Sn.
Next is the C0, C1 estimates.
Lemma 2.3. If M satisfies (2.9), then
(minSn f
Ckn
) 1
n−k ≤ min
Sn
|X | ≤ max
Sn
|X | ≤
(maxSn f
Ckn
) 1
n−k
.
Moreover, there exits a constant C depending only on n, k, minSn f , |f |C1 such
that
max
Sn
|∇ρ| ≤ C.
3. the C2 a priori estimates and the proof of main results
The major step of this paper is to establish the a priori C2-estimates. Equation
(1.4) is similar to the prescribing curvature equation treated in [5]. There, C2
estimates were proved for a general type of curvature equations using the concavity
of σ
1
k . Equation (1.4) differs from the equations treated in [5], as the right hand side
of (1.4) depends on ∇ρ too. We do not see how to apply the arguments in [5] to deal
with equation (1.4). Under certain structural convexity conditions, C2-estimates
were obtained for convex solutions of (1.4) in [11]. For admissible solutions, this
has been a missing piece for a while. In this section, we prove a key Lemma 3.2 to
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overcome the main difficulty in the proof of C2 estimate for admissible solutions.
We believe that Lemma 3.2 will be useful to treat other curvature problems as well.
Proposition 3.1. For 1 < k < n, let F ≡ σk = φu and denote H ≡ σ1, then at a
maximum point of Hu ,
(3.1)
F ij
(
H
u
)
ij
= 1u [φssu+ 2φsus]−
(
H
u
)
φl〈X,Xl〉 − (k − 1)
(
H
u
)
φ
+(k − 1)φ|A|2 − 1uF ij;mlhij;shml;s,
where A denotes the second fundamental form.
Proof. We will need the following formulas.
(3.2)
us = hsl〈X,Xl〉
uij = hij;l〈X,Xl〉+ hij − (h2)iju
hij;kl = hkl;ij + (hlkhim − hlmhik)hmj + (hljhim − hlmhij)hmk
F ijhij;st = Fst − F ij;mlhml;shij;t.
Assume that Hu achieves the maximal value at some point P ∈Mn which implies(
H
u
)
i
(P ) = 0. In the rest of the proof, all calculations will be performed at the
maximum point P . First, since
(
H
u
)
i
= 0, we have
(3.3)
F ij
(
H
u
)
ij
= F ij
[
Hij
u −
uj
u
(
H
u
)
i
− uiu
(
H
u
)
j
− (Hu )uiju
]
= 1uF
ijHij − 1u
(
H
u
)
F ijuij .
On the other hand, applying formulas in (3.2), we have
(3.4)
1
uF
ijHij =
1
uF
ijhss;ij
= 1uF
ij
[
hij;ss + (hijhsm − hjmhsi)hms + (hjshsm − hjmhss)hmi
]
= 1uF
ijhij;ss + kφ|A|2 − 1uF ij(h2)ijH
= 1uFss − 1uF ij;mlhij;shml;s + kφ|A|2 −
(
H
u
)
F ij(h2)ij
= 1u [φssu+ 2φsus + φuss]− 1uF ij;mlhij;shml;s + kφ|A|2
−(Hu )F ij(h2)ij
= 1u [φssu+ 2φsus] +
φ
u
[
Hl〈X,Xl〉+H − |A|2u
]
− 1uF ij;mlhij;shml;s + kφ|A|2 −
(
H
u
)
F ij(h2)ij
= 1u [φssu+ 2φsus] +
φ
uHl〈X,Xl〉+
(
H
u
)
φ
− 1uF ij;mlhij;shml;s + (k − 1)φ|A|2 −
(
H
u
)
F ij(h2)ij .
We also compute the following
(3.5)
− 1u
(
H
u
)
F ijuij = − 1u
(
H
u
)
F ij
[
hij;l〈X,Xl〉+ hij − (h2)iju
]
= − 1u
(
H
u
)
Fl〈X,Xl〉 − kφ
(
H
u
)
+
(
H
u
)
F ij(h2)ij
= −φu
(
H
u
)
ul〈X,Xl〉 −
(
H
u
)
φl〈X,Xl〉 − kφ
(
H
u
)
+
(
H
u
)
F ij(h2)ij ,
where (h2)ij = hikhkj .
Adding up (3.4) and (3.5), and using the critical point condition, we obtain
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(3.6)
F ij
(
H
u
)
ij
= 1u [φssu+ 2φsus] + φ
(
H
u
)
l
〈X,Xl〉 −
(
H
u
)
φl〈X,Xl〉
−(k − 1)(Hu )φ− 1uF ij;mlhij;shml;s + (k − 1)φ|A|2
= 1u [φssu+ 2φsus]−
(
H
u
)
φl〈X,Xl〉 − (k − 1)
(
H
u
)
φ
− 1uF ij;mlhij;shml;s + (k − 1)φ|A|2,
which finishes the proof. 
The following lemma is the key for C2-estimates.
Lemma 3.2. Let α = 1k−1 , if (hij) ∈ Γk, then
(3.7) (σk)
ij,lmhij;shij;s ≤ −σk
[
(σk)s
σk
− (σ1)s
σ1
][
(α− 1)(σk)s
σk
− (α + 1)(σ1)s
σ1
]
.
Proof. By the concavity of
(
σk
σ1
) 1
k−1
(hij), we have
(3.8) 0 ≥ ∂
2
∂hij∂hlm
((σk
σ1
) 1
k−1 )
hij;shlm;s.
To simplify notations, we denote α = 1k−1 . Direct computations yield,
(3.9)
0 ≥ ∂
2
∂hij∂hlm
(
σk
σ1
)α
· hij;shlm;s
= α
(
σk
σ1
)α[
(σk)
ij,lm
σk
+ (α−1)(σk)
ij(σk)
lm
σ2
k
− 2α(σk)ij(σ1)lmσkσ1 +
(α+1)(σ1)
ij(σ1)
lm
σ21
]
hij;shlm;s
Equivalently,
(3.10)
(σk)
ij,lmhij;shlm;s
σk
≤ −
[
(α−1)(σk)
ij(σk)
lm
σ2
k
− 2α(σk)ij(σ1)lmσkσ1
+ (α+1)(σ1)
ij(σ1)
lm
σ21
]
hij;shlm;s
≤ −
[
(σk)s
σk
− (σ1)sσ1
][
(α − 1) (σk)sσk − (α + 1)
(σ1)s
σ1
]

Note in Lemma 3.2, one may replace σk by any positive function F with the
property that ( Fσ1 )
α is concave for some α > 0. The following is a corollary of
Lemma 3.2.
Corollary 3.3. If (σ1)sσ1 =
(σk)s
σk
− r for some r,
(3.11) (σk)
ij,lmhij;shij;s ≤ max
{
2r(σk)s − k
k − 1r
2σk, 0
}
.
Combining Proposition 3.1 and Corollary 3.3, we obtain the following C2 esti-
mates.
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Lemma 3.4. If M satisfies equation (2.9) and 2 ≤ k ≤ n, then there exists a
constant C depending only on n, k, minSn f , |f |C1 , and |f |C2 , such that
max
M
σ1 ≤ C, ∇2ρ ≤ C.(3.12)
Proof. We have already obtained the C0 and C1 estimates for ρ. Therefore, to
bound ∇2ρ, one only need to obtain an estimate for σ1(hij) = gijhij in view of
σ21 = |A|2 + 2σ2 and σ2 > 0, where hij = gikhkj is the Weingarten tensor.
If we denote H
.
= σ1, then at a point P where
H
u achieves its maximum, we have
shown in (3.1)
(3.13)
0 ≥ F ij(Hu )ij
= 1u [φssu+ 2φsus]−
(
H
u
)
φl〈X,Xl〉 − (k − 1)
(
H
u
)
φ
− 1uF ij;mlhij;shml;s + (k − 1)φ|A|2.
Recall that φ(X) ∈ C2(M) is defined as φ(X) = |X |−(n+1)f( X|X| ) and C0, C1
estimates of ρ = |X | are already known. We have the following estimates.
|φi|(P ) ≤ C(n, k,minSn f, |f |C1)
|φii|(P ) ≤ C(n, k,minSn f, |f |C1 , |f |C2)
(
1 + |A|(P ))
On the other hand, |ui| = |hijρρj | ≤ c3|A|. Observe that by equation (2.9),
σ1
u =
σ1φ
σk
. At a maximum point of the test function σ1u , one has
(σ1)s
σ1
= (σk)sσk −
φs
φ .
In Corollary 3.3, let r = φsφ (P ), then
F ij;mlhij;shml;s ≤ 2r(uφ)s − kk−1r2uφ
≤ C1(n, k,minSn f, |f |C1)|A|+ C2(n, k,minSn f, |f |C1).
With the above estimates, we simplify (3.13) to be
(3.14) |A|2(P ) + c4|A|(P ) + c5 ≤ 0,
where c4 and c5 are constants depending only on n, k, minSn φ, |f |C1 , and |f |C2 .
Hence at P , |A|(P ) ≤ C. In turn σ1(X) ≤ u(X)σ1(P )u(P ) ≤ C for any X ∈ M . This
implies (3.12). 
Remark 3.5. At this point, we would like to raise a question regarding global C2
estimates for general curvature equations. To be precise, suppose M ⊂ Rn+1 is a
compact smooth hypersurface satisfying equation
(3.15) σk(κ(X)) = f(X, ν), κ(X) ∈ Γk, ∀X ∈M,
where f ∈ C2(Rn+1 × Sn) is a general positive function. Suppose there is a priori
C1 bound of M , can one conclude a C2 a priori bound of M in terms of C1 norm
of M , f , n, k? When k = 1, the answer is affirmative. It follows from theories of
quasilinear elliptic equations, in particular that of the mean curvature type equation.
When k = n, this is also true (e.g., Theorem 5.1 in [11]), it is parallel to a well
known fact for Monge-Ampe`re equation.
A similar question can also be asked for Hessian equations (1 < k < n). Suppose
that u is an admissible solution of equation
(3.16) σk(∇2u) = f(x, u,∇u), ∀x ∈ Ω ⊂ Rn,
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where f ∈ C2(Ω× R× Rn) is a general positive function, is it true that there is C
depending only on n, k, ‖f‖C1,1, ‖1/f‖C0, ‖u‖C0,1(Ω¯) such that
(3.17) max
x∈Ω
|∇2u(x)| ≤ C(1 + max
x∈∂Ω
|∇2u(x)|)?
Now we are ready to prove the main theorems of this paper.
Proof of Theorem 1.1. For any positive function f ∈ C2(Sn), for 0 ≤ t ≤ 1 and
1 < k < n− 1, set ft(x) = [1− t+ tf− 1k (x)]−k. We consider the following family of
equations for 0 ≤ t ≤ 1:
(3.18) σk(κ1, · · · , κn)(x) = ft(x)ρ1−n(ρ2 + |∇ρ|2)−1/2, on Sn,
where n ≥ 2. We want to find admissible solutions in the class of star-shaped
hypersurfaces. Let I = {t ∈ [0, 1] : such that (3.18) is solvable}. I is nonempty
because ρ = [Ckn ]
− 1
n−2 is a solution for t = 0. By the a priori estimates of lemmas
2.3 and 3.4, the Evans-Krylov theorem and the Schauder theorem, ρ ∈ C3,α(Sn)
and
‖ρ‖C3,α(Sn) ≤ C,
where C depends only on only on n, k, minSn f , maxSn f , |f |C1 , |f |C2 and α. The
a priori estimates guarantee that I is closed. The openness comes from Lemma 2.2
and the implicit function theorem. This proves the existence part of the theorem.
The uniqueness part of the theorem follows from Lemma 2.1. The proof of Theorem
1.1 is completed. 
To prove Theorem 1.2, we need the following Constant Rank Theorem in [11].
Theorem 3.6. [11] Suppose M is a convex hypersurface and satisfies equation
(2.9) for k < n with the second fundamental form W = {hij} and |X |n+1n f( X|X|) is
convex in Rn+1\{0}, then W is positive definite.
Proof of Theorem 1.2. By the proof of Theorem 1.1, there exits a unique
admissible solution to (2.9). We need to prove the strict convexity of solutions
under the weak convexity condition (1.8) of |X |n+1k f( X|X|)−
1
k . Using the same
deformation path as in the proof of Theorem 1.1, we start from the sphere solution
with ρ = [Ckn ]
1
n−2 and prove the theorem by contradiction. Suppose that the strict
convexity is not true. By continuity, there must exist a first t0 ∈ [0, 1] such that
the second fundamental form W (x, t) > 0 for all x ∈ M , t ∈ [0, t0). Moreover, at
t = t0,W (x, t0) ≥ 0 for all x ∈M and there exists x0 ∈M such thatW (x0, t0) = 0.
However, since the hypersurface M(t0) is convex, by Theorem 3.6, M(x, t0) must
be strictly convex for any x ∈M(t0) which contradicts W (x0, t0) = 0. This proves
that the solution hypersurface to (2.9) must be strictly convex. 
The condition in Theorem 1.2 can be weakened further following the same com-
pactness argument in the proof of Theorem 5 in [13].
Theorem 3.7. Suppose 1 ≤ k < n and f ∈ C2(Sn) is a positive function. There
is δ > 0 depending only on n, k, ‖f‖C1,1, ‖1/f‖C0 such that, if f satisfies
(3.19) |X |n+1k f( X|X |
)− 1
k + δ|X |2 is a convex function in Rn+1\{0},
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then there exists a unique strictly convex hypersurface M ∈ C3,α, α ∈ (0, 1) such
that it satisfies (1.4).
Proof. Suppose it is not true. In view of Theorem 1.1, there is a constant C > 0
and a sequence of positive functions fl on S
n with
‖fl‖C1,1 ≤ C, ‖
1
fl
‖C0 ≤ C,
|X |n+1k fl
( X
|X |
)− 1
k +
1
l
|X |2 convex in Rn+1\{0},
and a sequence of admissible solutions Ml = {X = ρl( X|X|)X} with principal cur-
vature vector κl satisfying
σk(κ
l
1, · · · , κln) =
fl
ρn−1l
√
ρl + |∇ρl|2
,
and a sequence of points xl ∈ Sn such that
(3.20) κlj(l)(xl) ≤ 0.
Again by Theorem 1.1, there is some C˜ depending on on k, n, ‖fl‖, ‖ 1fl ‖C0, α such
that
‖ρ‖C3,α ≤ C˜.
By the compactness, there exist subsequences which we still denote xl, fl, ρl such
that
xl → x0 ∈ Sn, fl → f ∈ C1,α, ρl → ρ ∈ C3,α
with ρ satisfying equation (1.4). Clearly, f ∈ C1,1 and it satisfies condition (1.8).
By Theorem 1.2, M is strictly convex. But from (3.20), M is not strictly convex
at x0. This is a contradiction. 
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