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5B E V E Z E T É S
A feltétel nélküli függvényminimalizálások az alkalma­
zott matematika számos területén, az irányitáselméletben, op­
timalizálási kérdéseknél, stb. fordulnak elő. A SUMT módszer 
révén az operációkutatással is szoros kapcsolatban áll [19] .
A feltétel nélküli függvényminimalizálásokkal az ötve­
nes évek végén kezdtek el behatóan foglalkozni. 1959-ben je­
lent meg Dávidon [13] cikke, amelynek továbbfejlesztése az 
eddig ismert leghatásosabb módszer, az úgynevezett Fletcher- 
Powell-Davidon [15] módszer (1963). 196o-ban Rosenbrock [4o] 
cikkével kezdődik meg a grádienst nem használó módszerek ki­
dolgozása. 1961-ben Hooke és Jeeves [22] közölnek egy gradienst 
nem használó módszert. 1964-ben jelenik meg Powell [34] mód­
szere, amelyet a gradienst nem használó módszerek között azóta 
is a legjobbnak tartanak. 1967-ben Broyden [7] már a Quasi- 
Newton módszerek egy osztályát határozta meg, és igazolta 
azok kvadratikus befejezését. Az első nem-szimmetrikus Quasi- 
Newton módszerek 1969-ben jelentek meg Pearson [32] cikkében.
A jelenlegi kutatások főként a Quasi-Newton módszerekkel fog­
lalkoznak. Ez indokolta, hogy kidolgozzunk egy olyan általá­
nos két paraméteres iterációs sémát, amelyből az ismert szimmet­
rikus és nem szimmetrikus Quasi-Newton módszerek a paraméterek 
alkalmas megválasztásával adódnak. Minthogy a megjelent mód­
szerek száma igen nagy, ebben a dolgozatban csupán néhány un. 
kvadratikus befejezésü módszerrel foglalkozunk. Az ilyen
6módszerek használatát az indokolja, hogy ha egy minimalizá­
landó f(x) , X 6 Rn valós értékű, konvex függvénynek ismer­
jük egy a minimumhelyhez elég közel eső x q e Rn kiinduló 
pontját, akkor az f(x) függvény a minimum közelében kvadra­
tikus függvénnyel jól közelíthető.
Ebben a dolgozatban nem foglalkozunk azzal, hogy milyen felte­
véseket kell tenni az f(x) konvex függvényre ahhoz, hogy az 
egyes módszerek a minimum helyét meg tudják határozni.
A dolgozatban ismertnek tételezzük fel az egyváltozós 
vonalmenti minimalizáló módszereket. Az arany-metszés módszere 
[Зо] , Fibonacci módszere [3l] , stb. [б] .
Az értekezés 3 fejezetből áll. Az I. fejezetben olyan 
két, gradiens mentes kvadratikus befejezésü módszert ismerte­
tünk, amely a kvadratikus függvény konjugált irányainak megha­
tározásán alapul. Az I. fejezet önálló eredménye az, hogy be­
bizonyítjuk, hogy a Smith módszer [42] ekvivalens a Fox- 
Wilkinson módszerrel (1.9 tétel). Ezenkívül az I. fejezetben 
bevezetjük a költségfüggvény fogalmát. A költségfüggvény kvad­
ratikus függvényekre vonatkozóan jól jellemzi az egyes módsze­
rek jóságának mértékét.
A II. fejezetben a Quasi-Newton módszerekkel foglalkozunk 
A II. fejezet önálló eredménye az, hogy megadunk egy általános 
iterációs sémát (3.23) - (3.27), amely két tetszőleges para­
métert tartalmaz, és bebizonyítjuk ennek az 1.2 definíció ér­
telmében vett kvadratikus befejezését. (3.4 tétel) Az általá­
nos iterációs sémából levezethetők az ismert szimmetrikus és
7nemszimmetrikus Quasi-Newton módszerek, továbbá tartalmazza 
a Broyden által meghatározott szimmetrikus Quasi-Newton mód­
szer osztályt és azonos a Huang féle 4 paraméteres osztállyal.
A III. fejezetben számítási eredményeket közlünk. Az is­
mertetett módszereket az MTA CDC 33oo-as számitógépre FORTRAN 
nyelven beprogramoztuk és azokat próbafüggvényeken lefuttattuk. 
A III. fejezet önálló eredménye a Quasi-Newton módszerek egy 
gyorsítási lehetősége, amely a gyakorlatban jól bevált.
(2. pont).
81. fejezet
Gradiensmentes kvadratikusán konvergens módszerek.
Ebben a fejezetben olyan módszerekkel foglalkozunk, amelyek 
nem használják a minimalizálandó
(1.1) f(x) = ^xTAx + xTb + c b,x б Rn , с в R1, A nxn-es
pozitiv definit szimmetrikus mátrix (a kvadratikus alak Hesse 
mátrixa), gradiensét. Az ilyen eljárásokra azért van szükség, mert 
általában a gradiens kiszámítása nehéz, illetve numerikusán insta­
bil, lásd Tyihonov [45]. Ebben a fejezetben két módszert tárgya­
lunk, Smith [42] módszerét és Powell [34] algoritmusát. A Smith 
módszerről igazoljuk, hogy ekvivalens a lineáris algebrában hasz­
nálatos Fox-Wilkinson módszerrel.
1.1 Definíció
A äi * 0 , 2i e Rn , 
ha
T *2i A2j
i=l,2,. .. ,n irányok
J * ° ha i * j
1° ha •nII-H
A-konjugált irányok,
(1 ,j 1,2,...,n)
1.2 Definíció
Azt mondjuk, hogy egy függvényminimalizáló séma kvadratikus be- 
fejezésü, ha egy n-változós pozitiv definit szimmetrikus mátrix­
szal rendelkező kvadratikus alak minimumát legfeljebb n-iterációs 
lépésben megadja.
Egy iterációs lépésen egy konjugált irány és a konjugált irány 
menti minimum meghatározását értjük.
9A kvadratikus befejezésü szóhasználatot az irodalomban használa­
tos, nem túl szerencsés, kvadratikusán konvergens kifejezés 
helyett használjuk.
Bevezetjük a költségfüggvény fogalmát.
1.3 Definíció
A M függvényminimalizáló módszer költségfüggvénye az (1.1) 
kvadratikus alakra vonatkozóan:
m
1.2 K^Cí^íe), w^Ce)) = Z (£^(e) + n ок(е)) (m < n)
i=l
ahol az iterációs-lépésenkénti függvényértékek kiszámí­
tásának a száma, ü k í e ) pedig az iterációs-lépésenkénti gradiens 
irány kiszámításának száma. Nyilván mind és ük függ e-tól,
a lineáris minimalizálás kilépési feltételétől. Az m a szüksé­
ges iterációs lépések számát jelöli.
A költségfüggvénynek ez a definíciója természetes. Ugyanis álta­
lában nem a függvényminimalizáló módszer, hanem a benne előfor­
duló függvényértékek kiszámítása igényel sok műveletet, különö­
sen bonyolult függvények esetén.
A függvényminimalizálás irodalmában a gradiens vektor ki­
számítását azonosnak tekintik n függvényérték kiszámításával, 
mert a függvény gradiens egyetlen komponensének kiszámítása kö­
zelítőleg azonos műveleti igényű a függvény helyettesitési érté­
kének kiszámításával.
A költségfüggvény fenti definíciója ugyanakkor a vonalmenti 
minimalizálások számára vonatkozóan is ad információt. Példaként 
tekintsük a következőt.
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Legyen a M módszer olyan, amely nem használja (1.1) gradiensét. 
(ак(е) s 0). Legyen az iterációs-lépésenkénti vonalmenti mini­
malizálások száma V és egy vonalmenti minimalizálás átlagosan 
s függvényérték kiszámítását (adott e > О pontosságon belül) 
igényelje. Ekkor £Ле) = V.s , és
n
K,,(A., Ш.) = E V.s = n.V.s = V-..S M i i  . - M1=1
ahol V„ = nV a M módszerbeli vonalmenti minimalizálások száma, M
azaz Км(£^, tartalmazza a vonalmenti minimalizálások számát.
1.4 Definició
Az A C  Rn altér (dim A = m) és a e Rn vektor által megha­
tározott lineáris sokaságon (hipersik) a
Mm = (x + a I X e A}
halmazt értjük.
A Smith módszer kvadratikus befejezésének bizonyításához szük­
ségünk van a következő lemmákra.
1.5 Lemma
Ha í 0, i = 1,2,...,m m < n (l.l)-re vonatkozó A-konjugált
irányok Mm-ben, akkor az M®, m dimenziós sokaságban (1.1) mini­
mumát úgy is megkaphatjuk, hogy minden g;^  ^ 0, i = l,2,...,m 
irány mentén csak egyszer számítunk vonalmenti minimumot.
Bizonyítás.
ni m +Ha XQ e M tetszőleges, akkor az xm e M minimum helyét
(l.l)-nek, a következőképpen fejezhetjük ki a з2 » •••  ^ 2^
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irányok segítségével:
m
(1.3) x =  X + E a. q.—m —о . . í -*ii=l
ahol az e R1 számokat úgy kell meghatároznunk, hogy
xm e M™ minimumhelye legyen (l.l)-nek. Felhasználva (1.3)-at 
a következőt Írhatjuk, kihasználva a c[^ , i = l,2,...,m vekto­
rok А-konjugáltságát.
m
(1.4) f(V  = f<2o + Llx “i 2i>
-  [  1 / 2  “ i  %  A  2 j .  +  “ i  S i  < A  ï o  + '  b ) j  +  fix^ )
amiből következik, hogy az ou, i=l,2,...,m konstansok egymás­
tól függetlenül meghatározhatók a ф 0, i=l,2,...,m vonal­
menti minimalizálások segítségével.
1.6 Lemma
Ha a ф 0, i=l,2,...,k A-konjugált irányok két különböző
lineáris sokaságban (MS, Mfc, n > s, t £ k > 0 ,  MS <°)Mt = 0) 
és x q e M illetve e M • (1/D minimumhelyei a megfelelő
lineáris sokaságban, akkor
T _ , 42i A <*i - - 0 ( i—1 / 2 j> • •. ,k)
0 f 1=1 / és az £i - 2o * 2 irányok
nA-konjugált irányok R -ben.
Bizonyítás.
A lineáris sokaság 1.4 definíciójából következik, hogy
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Ms C  Rn , C  Rn tehát 4 O, 1=1,2,... ,111 A-konjugált 
irányok Rn -ben. Mivel MS, két különböző lineáris soka­
ság, azaz Ms П  = 0 ,  következik x, - x 4 0  és x, - x e Rn
—1 —о — — 1 —оsMinthogy xQ e M minimumhely
-5- f(x + da —0 a £j) = 0 és a = 0 minden j=l,2,...,k -ra
és hasonlóan x± e M fc -re
4- f(x1 + da — 1 a c[j) = 0 és a = 0 minden j=l,2,...,k-ra
Felhasználva (l.l)-et a következő 2k egyenletet kapjuk
T *a q . A q . + (A x + b) = 0 
—0 — (j-1* 2,•••/к)
T *a 2j A £j + Sj <A xx + b) = 0 ( =1 / 2 / • • fk)
Minthogy a = 0 kivonva a , j=l,2,...,k irányra vonatko­
zó azonos indexű egyenleteket egymásból a következő к egyenle­
tet kapjuk:
qT A(x - x ) = О (j=l,2,...,k)J "“-L — О
amivel állításunkat bebizonyítottuk.
Smith módszere
Legyen v ^  v2, . . . , vn az Rn egy bázisa, ^  = v 1 és ^  e Rn 
tetszőleges.
Határozzuk meg az xQ pontból kiindulva а irány mentén
f(x) minimumát Ez azt jelenti, hogy a által defi­
niált S1 C- Rn egydimenziós altérben meghatároztuk (1.1) minimu­
mát (1 vonalmenti minimalizálás).
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m, 1Lépjünk az x 1' pontból a v2 irányban egy tetszőleges nem
zérus lépést. Az igy kapott x1 (x^ ф x™'1) pontból a g 1 
irány mentén határozzuk meg f(x) minimumát (х™*1)*
Az m, 1 , m * — 2
/1 -es az 1.1
T
Sí Aíx^'1 -
m
azaz a a 2 = x” '1 -
m
£i
) = О
ф 0 irány A-konjugált g -re 
és g 1, g 2 lineárisan függetlenek.
2 nA g , g 2 irányok definiálják az S C  R kétdimenziós alte­
ret. Ebben az altérben az 1.5 Lemma alapján megkapjuk f(x)
m, 1minimumát úgy, hogy a g^, g 2 irány mentén meghatározzuk az x2 ' , 
rn 2x2 minimumhelyeket (2 vonalmenti minimalizálás).
Az általános lépést a következőképpen Írjuk le.
Tegyük fe.l, hogy már meghatároztuk a g 1, g2, ..., 3>i_1 
san független páronként konjugált irányokat, az általuk defini-
g ] lineári-
ált S1 C  S 2C  S3 C  . . . C. S1 1 altereket és az x™_^ 1 pontot, 
amely f(x) minimumhelye az S1 1 CL Rn altérben. A g^ A-konju 
gált irányt a következőképpen határozzuk meg.
Tegyünk az х ^ ^  pontból egy nem nulla lépést a v\ irány­
ban. Az igy kapott x^ pontból a g 1 irány mentén határozzuk 
meg f(x) minimumát (х™'1) / majd az igy kapott x™'1 pontból 
a g 2 irány mentén határozzuk meg f(x) minimumát (x?'2)stb. 
Utolsó lépésként az x™'1 2 pontból а g ^ ^  irány mentén 
meghatározva a minimumot az х™*1 1 pontot kapjuk. Minthogy
X * - -  és x ^ 1"1 különböző lineáris sokaságbeli minimumhelyek
m,i-l , m,i-l 
-i-1 * -i.
T m,i-l m,x-l. ~ q . A(x.' -X. ) = 0-*j -1-1 — 1 (j=l,2,...,i—1)
„ m, i-1 m, i-1Ez azt jelenti, hogy a = £ ± - i  ~ 2£j/ irány a
£ 2'* * * ' 2i_i irányokra A-konjugált és 2X; 22m .., 2±
lineárisan függetlenek. Ezek az irányok kifeszitik az Rn
i-dimenziós alteret, amelyben f(x) minimumhelyét az 1.5 lemma
rn j__2.alapján úgy kapjuk meg, hogy az x t ' pontból kiindulva a
irány mentén meghatározzuk f(x) minimumát (i vonalmenti mini­
malizálás ).
Az eljárás n-edik lépése után kapott x™'n pont f(x) minimum­
helye az Rn térben, minthogy a , 32'* * *f2n A-konjugált vek­
torok kifeszitik az n-dimenziós teret és az x™'n Pontot az 
1.5 lemma segítségével határoztuk meg.
Bebizonyítottuk tehát a következő tételt.
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1.7 Tétel
Legyen v , v2, ..., Xn az Rn egy bázisa. Az f(x) kvadratikus 
függvény minimumhelyét (х™,П  ^ n lépésben meghatározhatjuk a 
következőképpen :
(1.5) 1/ = v x
(1.6)
(1.7) 2/
(1 .8 )
(1.9)
(1.10)
(1.11)
X e Rn tetsz. —о
fix“ '1 ) = min f(x + “ )1 1 aeR
xi = x ™ ^ _1 + ßi -i ' ei ^ 0 tetsz
m,0X . ' = X .
—1 —1
f ( X1?' 3 > = mini - '-i a6R
m,i-l m,i-lq . = X . - X . .-=*•1 —1 -1-1
f(xm 'j_1 + a q.)(jsl,2,...,i—1
f(xm,:L) = min fix"1'1 1 + 
1 ot6R
a a±)
[( i=2,3,n)
JAz eljárás költségfüggvénye a tétel alapján
Ï5
т, _ n(n+l) .
KS " ~ 2  fc
ahol t a vonalmenti minimalizálásnál kiszámított függvényértékek 
száma.
Háromdimenziós esetben az eljárást az alábbi ábrával szemléltet­
hetjük :
m, 3 1
1. ábra
Kimutatjuk, hogy az (1.1) kvadratikus alak minimumának a Smith 
módszer szerinti meghatározása a Fox-Wilkinson féle he] lineá­
ris egyenletrendszerekre vonatkozó konjugált irányok módszerével 
ekvivalens. A Fox-Wilkinson módszerben egy tetszőleges bázisból
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kiindulva a konjugált irányok meghatározása és a lineáris egyen 
letrendszer megoldása  ^ érték kiszámítását igényli. A
Fox-Wilkinson szimmetrikus lineáris egyenletrendszert megoldó 
módszer a következő.
Legyen a megoldandó lineáris egyenletrendszer 
(1.12) A x = - b ,  X e Rn , A n x n  -es
pozitiv definit szimmetrikus mátrix és legyen
az egységkoordináta irányokból képezett bázis Rn -ben.
Az A mátrixnak megfelelő konjugált irányokat a következő­
képpen kapjuk:
t i
(1.13)
ahol
(1.14)
i-1
E
j = l
A
A s . -3
(X—2 /3/...* n )
(i=2,3,...,n)
(j=l,2,.../i—1)
A konjugált irányok segítségével az (1.12) x^ megoldása a 
következőképpen fejezhető ki
(1.15) X—m
.Tn b s . 
i=l st A s±
s .—1
ugyanis
(1.16) a± (í—1/2 f•••/П)
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Először is megállapítjuk, hogy a Fox-Wilkinson módszer valóban 
r^ -^+1 ^ érték kiszámítását igényli, ugyanis a y. . együttha- 
tók száma (1.14)-bol és az ai száma (1.16)-ból
n(n-l) . n(n+l)--- 2----- + n = --- 2-----
Legyen a Smith módszer induló bázisa szintén
Ennek megfelelően a (1.5) - (1.11) kifejezésekben
(1.17) Xi = (i=l,2,...,n)
Legyen az f(x) kvadratikus alak minimumhelye x^ .
Mivel (l.l)-ben A pozitív definit mátrix az f(x) függvény
gradiens iránya akkor és csak akkor 0, ha x = x^
azaz
grad f(x) = A x + b = 0 <=> ha x = x^
Innen A x' = - b , azaz x' megoldása (1.12)-nek, és forditva —m — —m
ha x megoldása (1.12)-nek akkor —m
grad f(x) —m = О
Tehát x ' = x—m —m
Megmutatjuk, hogy ha (1.17) szerint választjuk a Smith módszer 
bázisát, x' = О az induló pont, akkor
Hi E s .— í (í—1,2,...,n)
Legyen
(1.18) H í - - Si
Az (1.6) szerint az x^ = О pontból a irány mentén kell
a minimumot meghatározni
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fix?'1) = min fix' + a £ ) = min f(a q ).
1 1 о i 1 1
aeR aeR
Kihasználva az A mátrix pozitiv definitségét és szimmetrikus 
voltát
d f(x + а а )
(Í.Í9) ----J-J------ = X A a± + a а± A a ± + ь a± = 0
(i=l, 2,...,n)
A a^ ^ — i=l,2,...,n irány mentén (1.19) pontosan akkor
teljesül, ha
(1.2o) a =
T T-b - X A 2 .
T  AA SLi
( 1  1,2,...,n)
Az (1.2o) relációt felhasználva
a = -
ь ai
T  ASLi A S í
, Tb B±
T A—! A Ä!
= a1 '
azaz az első vonalmenti minimalizálás, ami jelen esetben csak 
egy konstans kiszámítását jelenti (mivel az A matrix és b 
ismeretes), adja az (1.15) kifejezés első tagjának konstansát. 
Az (1.6) szerint tehát az
(1.21) -.1 = .  оT , a l3-1 A
pontból tetszőleges nem nulla eltolást kell végrehajtanunk 
az e2 irányban. Legyen most ß2 = 1 igy
m,о , m,1 , лV  “ 2=2 = 2 , + s 2
Ebből a pontból elvégezve az (1.9 ) szerinti minimalizálást, 
az (1.2o), (1.18) miatt
19
-b
a = £ Ei “ £ 2
m, о A Si
3i A Si
T ,
—2 A A]
T  7\El A Ex
T 7\
£ 2 A Si 
t .Si A Si
= - y2,1
Tehát az (1.9) minimalizálásból megkaptuk a у konstanst ^î 1
Tes az
£ 2 A Sxm , 1 m , о
*2 = £ 2 " "T-----  SiT »El A Ei
pontot.
Az eljárást tovább folytatva kapjuk, hogy (l.lo) szerint
T д
,, m,l m,l m,o — 2 ^i m,i(1.22) a 2 = 2 2 ~ -1 = - 2 ---- ф------  Sí " x- =T _ a l -1Ei A Ei
m, 1 ,= *i' + £ 2
S 2 A Si m, 1
- “T— ----  Sí - * 1  “Ei A Ei S 2
Tehát a £ 2 irány valóban egybeesik £ -vei. A minimumhely a 
3 2 irány mentén az x™'1 pontból (1.2o) szerint, felhasználva 
(1.22)-t, a következő
m,2 m,1y ' = y f —zz. 2 --2 T
,T , m,lb e 2 + *2 A a 2 . m, 1
t г---------------- a 2 - e 2 + £ 1
e 2 a e 2
t .Eo A Ec£ E2 -^ 2 ** -l2 _ —1
a 2 „T , a2 ~T
m, 1 .X- A Ec
T .e 2 a  e 2
Eo =
Eo A Ec Eo A Ec
. T£ E,
= - ai Ei - - T — ---  *2 = ai »1 + a2 —2
e 2 a e 2
ahol kihasználtuk, hogy c^, £ 2 A-konjugált irányok. Tehát az 
X™'2 pont az (1.15) kifejezés első két tagját adja, azaz ha a 
feladat egy 2x2 -es szimmetrikus, pozitiv definit mátrixszal 
rendelkező lineáris egyenletrendszer megoldása, akkor x™'2 
a lineáris egyenletrendszer megoldását adja, és egyben a megfe-
20
lelő f(x) kvadratikus alak minimumhelyét. Vegyük észre, hogy
az 1.7 kifejezésben a 6^ = 1 (i=l,2,...,n) választást kell
tenni, továbbá az (1.9) kifejezés adja az y. . együtthatókat,1 / 3
az (1.11) minimalizálási feladat pedig az a^ együtthatókat. 
Tegyük fel, hogy a k-adik lépésig eljutottunk, azaz
(1.23) q . = s . *3 —3 (j=l,2,...,k)
(1.24)
T .e . A s . V = _ZÍ__ Zl
i ' j ^  a
(j 1,2,«••,i 1 ), ( 1 1/2 , » • •/к)
(1.25) x” 'k = j  a± s, = I a. a . , a.
1=1 1=1
. T^ Sj
sT A s . —1 —1
és lássuk be, hogy 
(1-26) ^k+l = —k+1
(i=l,2,...,k)
(1.27) k+1, j
^k+1 A S-j
eT A s,-3 -3
(3 1,2,...,k) ,
valamint
(1.28) Xm,k+l;k+l
k+1 
= E 
i= 1
a . s . , 1 — л ‘k+1
KT
£ ^k+i 
-k+1 A Sk+1
А в = 1 választással (1.7) -bői kapjuk, hogyKi X
(1.29) m,o _ , = m,k-k-í i -k+1 -k -k+1
Végezzük el rendre az (1.9) szerinti minimalizálást (1.2o)
szerint
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(1 Зо) xm 'j = xm 'j_1 -ii.j o; —k+! -k+1
,T , m,j-l
b ^  + *k+l A
T , a a.
äj (j=lf2,--,k)
L3 -*3
Minthogy az (1.13) kifejezés az (1.23) indukciós feltevés miatt 
érvényes -re (j=l,2,...,k) igy az А-konjugáltságukat ki­
használva kapjuk, hogy
(1.31) T Tq . A q . = e . A q . *3 *3 -3 *3 (j= l,2, . . . ,k)
Az (1.29), (1.31) kifejezés és az (1.3o) rekurziv képlet alap-
ш кján х^+^ -ra a következőt kapjuk (lásd 1.8 lemma)
1 л к e, . . A q .
(1 32) xm 'k = xm 'k + e - E ~k+1__=1 a2£k+i —к + —k + i . t SL-i+ sk+i- £j=l e . A q . J -3 *3
Az (l.lo) kifejezés és (1.32) alapján 3Lk+1 -re a következő 
adódik
m,k m,k
ak+1 = *k+i " ^k =
k ^k+i A 3j
—k+1 Л .  _T , a jj=l e . A q . -3 *3
-k+1 A  Yk+l,j -j -k+1j_l J
Az (1.26), (1.27) kifejezés érvényességét tehát beláttuk, fel­
téve az (1.32) kifejezés igaz voltát, amelyet a következő 
lemmában látunk be.
1.8 Lemma
Az (1.3o) rekurziv képlet a következő alakban irható fel.
(1 33) x™'1; -k+l
m,k
V  + ^k+1
3E1=1 ^k+1 A 3*T -
ÊA A S £
( 3 1,2,. • • ,к )
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Bizonyítás
(1.16), (1.31) szerint (1.3o) a következőképpen irható
(1.34) m, j-1 -k+l
, Tb a .
.T m, 1
ík+1 A 5 l a  -
дТ A £. *3 *3 ^  2T A £■ *3 *3
- vm ^ _1
.T m, 1X. ' i A q . -k+! ^3 „ (j=l,2,..' -k+l + cl . Q . “D j T _ Hj e . A q . J -3 *3
A lemmát az ( 1. 34)-re vonatkozó teljes indukcióval látjuk be.
Első lépésként (1.33)-at látjuk be j=l -re. (1.34) alapján
a következőket Írhatjuk
m, 1 
-K+l
m,o 
' -k+l
Felhasználva az m,o-k+l
(1.35) = m, кük ■
T
Hk+i
T , Hí A
+ a
m, о
—k+l A
l 2i T
A 2i
2k+l
A 2 ,
+ »! 3!
m,k *—к A SLi
T * e, A 2i-1
2i
Hí
Az (1.25) alapján viszont a a . , i=l,2,...,k irányok
А-konjugáltsága miatt
T
(1.36)
m,k ük A 2j
T „-1 k 2X 2i - ai 2i
Ennek alapján (1.35) valóban (1.33) alakú, ugyanis
m,l m,k X, ' = X. + e, . .-k+l —к —k+l
Hk+1 A Hí
T *Hí A Sí
Hí
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Tegyük fel, hogy (1.33) j=j < к-l -ig igaz. Belátjuk, hogy 
(1.33) j=jQ+l-re is igaz. Ennek érdekében Írjuk fel (1.34)-et
a j=j +1 esetben. J Jo .T m, ]
2£k+1° A äj +1• ,1 m,n, . __. m , 1 +1 о  , w
(1-37) ïk+l° * —k+1 + aj +1 äj +1 - — г---;------  3j +i° ° Sj +1 A 2j +1 J°Jo Jo
Az indukciós feltevés alapján (1.37)-re a következőt kapjuk
m,j +1 ,, . л n N О П1 / .K(1 .3 8 ) x,_. „ = X,.' + e—k+1 —k+1 “ л T
j T ° e-k+l A
« + л + aj +1 a j +11=1 А о о
m, 1-
3
V a äj +1 о
T л 2 j + 1 A äj +1 J°Jo
e . + 11
^o
E
T 2LT -k+i A % a n
T T£=1 -a a  a* áj
e,.,, A 5k+1 " *j +1 ________  о
T a j +1
— i +1 -1] +1
Lj +1
J o
L3 +1о
И +1 Jo
Az (1.38) kifejezés utolsó tagja 0, minthogy
2 a A 2j +i = О (£=1,2,.. . , j )
Az (1.38) kifejezés jobboldalának 5. tagja (1.36)-hoz hasonlóan
m, кX A c[j + 1Jo
t *j +i aj +1 *j +1e . л A q . Jo Jo Jo— a +1 -И +1Jo Jo
Végül pedig (1.38) jobboldalának 3. és 6. tagját összevonva
m' V X m,k
= Sk + Sk+1-k+1
i +1 TjO °
E° "  ek+1 A ^
Í=1 ег A 3i 3£
Az 1.8 lemma segítségével tehát az (1.26) és (1.27) kifejezé­
seket beláttuk.
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Az (1.28) kifejezés belátásához az (1.11) kifejezést használ­
juk fel. (1.2o) alapján “re a következőt kapjuk
(1.39) m,k+l —k+l -k+l
, T£ ak+1 
2k+ i A ak+1
^k+1
m,k„
£ A gk-n
2k+lA 2k+i
2k+l
Az (l.lo) egyenlőségből viszont
m,k , m,k
íkll = 2k+i + — к
ш кAz X]c/ -ra vonatkozó (1.25) indukciós feltevést az
Ь 2k+1
k+l
3k+l A 2k+i
jelölést alkalmazva kapjuk, hogy
m,k+l , m,k , _-k+i sk+1 + *k + ak+1 ak+1 ak+1 ai £i
k+l
= £ a. s ,
i=l
amivel az indukciós lépést teljes egészében beláttuk. 
Bebizonyítottuk tehát a következő tételt.
1.9 Tétel
A Fox-Wilkinson módszer ekvivalens az (1.5)-(1.11) által 
definiált módszerrel kvadratikus függvények minimalizálásának 
esetén.
Powell módszer
Legyen + О , e Rn , i=l,2,...,n , Rn -beli bázis és
legyen x q e Rn tetszőleges.
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(1.40) f(xi_1 + a, =
min fix-., + a £. )
aeR 1 1
(1.41) X. = x .  . + a . £ .— 1 -1-1 í
(1-42, 1 А - £ 1+1
(1.43) ln = £n - x o = aj
(1.44) f ( X + ß (x - X )) =—n n —n —о
= min f(x + ß(x„ - x )) ßeRi -n -n -о
(1.45) x' = x + ß (x - x )—о —о n —n —о /
(1.46) x = x'—о —о
A következő ábra szemlélteti a Powell módszert, amelyen feltün­
tettük az iterációs lépéseket is.
1. iterációs lépés 2. iterációs lépés 3. iterációs lépés
N
(i 1/2,...,n)
(i—l,2,...,n 1)
(3 lf2,...,n)
A irányok az A-konjugált irányok.
Állapítsuk meg a Powell módszer К költségfüggvényének értékét.P
Legyen a vonalmenti minimalizálásnál kiszámított függvényérté­
kek száma fi-^ (e) = s , i=l,2,...,n adott e > 0 esetén.
(1.4o)-(1.46)-ból következik, hogy iterációs lépésenként (n+1)
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vonalmenti minimalizálásra van szükség. Minthogy a Powell mód­
szerre üb(e) = 0, i=l,2,...,n а К ( w^) költségfüggvény
kapjuk :
re
n n
(1.47) К ( Я . , а). ) = Z (Я.(е) + п.ш.(е)) = Е (n+l)s = n(n+l)s 
Р i= i=l
azaz
(1.48) V = n(n+1) P
A Powell módszer nem minden kiindulópont esetén kvadratikus 
befejezésü (lásd [44]). Az alábbiakban leirjuk a Powell módszer 
Zangwill-tol eredő módosítását is, amely már kvadratikus befe­
jezésü ([44] ).
Legyenek e^ , i=l,2,...,n Rn egység koordináta irányai és 
, i=l,2,...,n Rn -b(
tetszőleges induló pont.
eli normált bázis. Legyen x° 0 Rn
о о , 0 pl
—n+1 = 2n + “n in
f<2n+1) - mi"! £‘2n + “l n>aöR
t=l , k=l
к— 11./ Számítsuk ki min f(x + a e. ) -t, legyen
aeR
t =
t+1 ha 1 < t < n
1 ha t = n
к к “ha a ï 0 akkor = x + а e' —о —n+1 — t
ha а = О ugrás 1-re. Ha ezt a lépést n-szer egymásután
к- ]_kell elvégezni, akkor £п+1 minimum pontja f(x)-nek.
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2./ r=l,2,...,n -ig számítsuk ki a kővetkezőket
к кX = X .—г — r-1
к. rk + а E r
ahol c*r a következő minimalizálással van meghatározva
f(x^) = min f ( x1^ + a £*)_r aeR1 “ r_1 r
к k-11 X - X , ,_k — n —n+1
hn+l I к к-l I 
n —n+l
к к к »кx = x + а ... £ ...—n+l —n n+l -^ n+l
ahol az ап+1 paramétert a
к„ x . —n+l = min f(x + a Ç . ) aeR1 “n n+1 - n+1
minimalizálás definiálja.
.k+1 = I r=l, 2 , ... ,n—r -*r+l
к = k+1 ugrás 1-re.
Minthogy a fenti extremális eset csak igen ritkán fordul elő, 
azért a sokkal müveletigényesebb Zangwill módszert a gyakorlat­
ban nem igen használják. A feladatok többségére az eredeti 
Powell módszer eredményesebb. Ezért a III. fejezetben a Powell 
módszert vizsgáljuk.
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II. fejezet 
Quasi-Newton módszerek
Ebben a fejezetben adunk egy kétparaméteres általános iterációs 
sémát, amelyről bebizonyítjuk, hogy tetszőleges paraméterválasz 
tás mellett kvadratikus befejezésü. Ebből az általános iteráci­
ós sémából vezetjük le az eddig ismert Quasi-Newton módszereket 
megfelelő paraméterek megválasztásával.
A fejezetben ismertetendő uj , kvadratikus befejezésü általános 
iterációs séma, amely tehát a Quasi-Newton módszerek egy osztá­
lyát határozza meg tartalmazza a szimmetrikus és nem szimmetri­
kus módszereket egyaránt. Tulajdonképpen ezzel az általános sé­
mával a Quasi-Newton módszerek egy osztályát határoztuk meg, 
amely olyan, hogy minden tagja egy pozitiv definit mátrixszal 
rendelkező kvadratikus alak minimumát legfeljebb n iterációs 
lépésben (ahol egy iterációs lépésen egy konjugált irány megha­
tározását értjük) megadja, és az n-edik lépésben a kvadratikus 
alak Hesse mátrixának inverzét határozza meg.
Mielőtt az uj általános iterációs sémát megadjuk, és annak ax 
1.2. definíció szerinti kvadratikus befejezését bebizonyítjuk, 
tekintsük az
(2 .1 ) f ( X ) = I  x T A X + b T X + c x 6 Rn ,
(A n X n-es szimmetrikus pozitiv definit mátrix) 
kvadratikus alakot, amelynek gradiens vektora az x helyen 
д(х) = grad f(x) = A x + b 
Az f(x ) kvadratikus alak minimumhelyét az
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(2.2) A X = - b
lineáris egyenletrendszer megoldása adja meg.
Ez azt jelenti, hogy ha £(x) = A x + b irány mentén minimali­
záljuk az f(x) kvadratikus alakot, akkor egy lépésben megkapjuk 
a minimumhelyét. Minthogy az A mátrix inverzére van szükségünk,
(2.2)-bol ugyanis
x = -A 1 b
A 1 -et kell meghatároznunk. Ehhez segítségünkre van a követ­
kező lemma.
(2.1) Lemma
На а ф 0 i=l,2,.
-1dimenziós terben akkor A 
(2.3) Z =
nl
j=l
T
3i i iT . q . A q .
..,n irányok А-konjugáltak az 
előáll a következő alakban
n
Bizonyítás
Képezzük az (I - Z A) 2j_ vektorokat minden i=l,2,...,n -re. 
Kihasználva A pozitiv definitségét és a -k А-konjugáltsá- 
gát, kapjuk:
(I
n £Ц A 2±
Z A) 2 ± = Ei - Д  -----  = 3i " Sí О
minden i=l,2,...,n esetén, ami viszont azt jelenti, hogy
I - Z A = 0
ahonnan
Z = A-1
Amennyiben tehát ismerjük а 2j_ ' Я 2 ' • • • • £n A-konjugált irányo­
kat, a 2.1 lemma alapján eljuthatunk A 1 meghatározásához.
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össze kell kapcsolnunk tehát a függvényminimalizáló eljárásokat 
az A-konjugált irányok meghatározásával. Ehhez fel kell használ­
nunk a Newton módszert, amelyben a Jacobi mátrix a mi esetünk­
ben a kvadratikus alak Hesse mátrixa lesz. Ennek inverzét, a 
konjugált vektorok meghatározásával párhuzamosan, tehát n ite­
rációs lépésben határozzuk meg. Az igy kapott módszerek kvadra­
tikus befejezésüek. Nem kvadratikus függvények esetére alkalmaz­
va n lépés után nem állunk meg, hanem tovább folytatjuk az el­
járást, egész addig, amig az általunk előre megadott kilépési 
feltételek nem teljesülnek.
H- II
T- H.1 2i (i=l,2
-i+1 •H
xiи + aj 2l (i=l,2
Legyen
(2.4)
(2.5)
ahol n X n -es pozitiv definit mátrix (n a változók száma)
az f(x) , X e Rn minimalizálandó függvény gradiens vektora 
az x.^  helyen, skalár. A vektorok lesznek a kvadratikus
alak A-konjugált irányai.
Válasszuk meg -t úgy (egyváltozós minimalizálás), hogy
a irány mentén az J£i+1 hely az f(x) minimumhelye legyen.
Minthogy a mátrix pozitiv definitségét megköveteltük, a
c[^  irány mindenképpen a függvény csökkenésének irányába mutat 
(ugyanis nem tudja a gradiens vektort 9o°-kal, vagy többel 
elforgatni), a± > 0 mindig választható. (Ez az észrevétel tu­
lajdonképpen programozás technikai szempontból érdekes).
Teljesüljön a következő feltétel:
(2.6) Hj + 1 £i = <*i з ± (0 < j < n) , (1 < i < j)
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ahol
(2.7) Zi = £i+i - 2i (1=1,2,...)
A (2.6) feltétel és a (2.7) definíció jelentése a következő: 
a (2.1), (2.5) kifejezést felhasználva a (2.7)-re kapjuk
(2 .8 ) Zi = A ai £i
azaz a (2.3) kifejezésben szereplő nevezők értékét az A felhasz­
nálása nélkül kiszámíthatjuk (2.7) segítségével, amennyiben a 
irányok A-konjugáltak.
A (2.6) feltételt azért kell megkövetelnünk, mert ennek n-edik 
tagja az A mátrix inverzét adja, ugyanis (2.8)-at az helyébe 
beirva a
(2.9) Hj+1 A ai 2i = ai £i (1 £ i £ j, О < j < n)
egyenlőséget kapjuk, ami az i = n esetében azt jelenti, hogy 
az ai <ji vektorok a Hn + 1 A mátrix sajátvektorai az 1 saját­
értékkel, azaz Hn+i A = I ahonnan Hn + 1 = A 1 adódik.
A (2.6) feltétel a Hi mátrixsorozatot nem határozza meg egyér­
telműen /még akkor sem, ha a pozitiv definitségen kivül a 
mátrix szimmetricitását is feltesszük/. Ezért a mátrixsoro­
zatra további megszorításokat is kell tennünk.
Legyen H1 tetszőleges pozitiv definit szimmetrikus mátrix, és
(2.10) H±+1 = H± + С± (i=l,2,...)
Megszorozva (2.10)-et -vei és a (2.6) feltételt felhasz­
nálva kapjuk
(2.11) C± y± = a. 3 . - H± y± (1=1,2,...)
Ha zi e Rn , (z± ф 0) olyan vektor, amelyre
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(2 .1 2 ) £ ± = 1 (i=l,2 ,...)
akkor a
(2.13) ci = (“i 2i ' Hí ii ( i=l f 2 ,. . . )
egyenletből a (2.11) következik. A (2.13) kifejezés további 
általánositása a következő
(2.14) Ci = “i 2i ii ‘ H i Zi zT (i=l/2,. . . )
amelyben -re hasonló egyenlőséget követelünk meg mint a
z. vektorra:— í
'2.15) s j i i  = i
Az eddigi meggondolások alapján a következő általános iterációs 
sémát adhatjuk meg:
Legyen tetszőleges pozitiv definit mátrix, x^ e Rn tetsző-
leges kiinduló pont, továbbá
(2.16) *i =
T- h : 1 2.3.
(2.17)
2 i+! = X . —1 + a. 2± (i=l,2 ,...,n)
(2.18) *i = a1+i - 2 L
(2.19) Hi+ 1 = H. 1 + a i
Tq . s . - 
^ 1  —1
TH. y. zT 
1 ■*-! —1
amelyben ou > О mindig választható és su -re, -re a (2.12) 
és (2.15) feltételek teljesülnek.
Stabilitási definiciót a fenti iterációs sémára a következő­
képpen adhatunk:
2 . 2  JDef inició
Azt mondjuk, hogy a fenti általános iterációs séma stabil, ha
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а/ pozitiv definit mátrix, bármely i=l,2 ,..., esetén
Ъ/
(2 .2 0 ) s^ y i = 1 és Y-i = 1 ( i=l, 2 ,. . . )
A 2.2 stabilitási definició választása természetes, mert egy­
részt a (2.16), (2.17) miatt igy > 0 minden i=l,2,...,n
esetben teljesül, másrészt célszerű a (2.1)-ben szereplő A 
szimmetrikus pozitiv definit mátrix inverzét, amely szintén 
szimmetrikus pozitiv definit mátrix, egy pozitiv definit mátrix­
sorozaton keresztül meghatározni. A (2.20) feltételek a (2.12),
(2.15) feltételekből adódnak.
Nem következik a 2.2 definicióból viszont az, hogy csak stabil 
módszerek lehetnek kvadratikusán konvergensek.
Az z± vektorokat a következőképpen határozzuk meg:
Legyen
(2.22) z± =
1 - ßi .
i 2i T H i*i
Ta . 6 . 1 1 2i Z ± + 1
T __
*i H . у . 1 ■**!
H.í ■iLi (í 1 ,2 ,•••,n)
Hi Y.i “ ai 6i äi (i=l,2, . . . ,n)
ahol 3  ^ , 6  ^ tetszőlegesen választható konstansok.
Az z± vektorok ilyen megválasztásából azonnal adódik
az alábbi következmény:
2.3 Következmény
A 2.2 stabilitási definició (2.20) feltételei tetszőleges 
3 .^ , 6 i választás mellett teljesülnek.
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Bizonyítás
т т  ^ aA z± TSi ïi - e± Sl z± + -T---—  z± H Zi = 1
Zi H± Hi
TSi Xi
a . 6iôi2i Zi + 1 T T
---  Zi H. Zi - а± 6 . a± Zi - 1
ZÏ Hi Xi
A (2.21), (2.22) kifejezéseket (2.19)-be helyettesítve kapjuk 
a következő, kétparaméteres (3^, 6 )^ általános iterációs sémát,
Legyen H1 tetszőleges pozitiv definit mátrix, e Rn
tetszőleges, továbbá
(2.23) ai = - Hi %
(2.24) xi+1 = x± + ai a±
(2.25) f(x,,.) = min f(x, + а q . 
- 1 + 1  aeR1 _Í ±
(i-1 ,2 ,...,n)
(2.26) Zi - Si+i " 2i
(2.27) Hi+ 1 = Hi
ai 6i Si Xi + 1
TXi Hi Xi
Hi Xi Zi н±h . +
+ ai »i Si aï + ai 6i Hi Zi aï +
ahol
+ а 1 - »1 3i Zj 
1 x l H i Z i
3i Zi
= grad fíx.^ ) ( i=l, 2 ,... ,n).
2.4 Tétel
Ha H tetszőleges pozitiv definit mátrix, x± e Rn egy tetsző­
leges kiinduló pont, akkor a (2.23) - (2.27)-ban meghatározott
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iterációs séma tetszőleges ß ^  6 i ( i=l, 2  ,. . . ,n) paraméter 
választás mellett kvadratikus befejezésü.
Bizonyitás
Be kell látnunk, hogy egy (2.1) alakú pozitiv definit Hesse 
mátrixszal rendelkező kvadratikus alak minimumát legfeljebb n 
iterációs lépésben megkapjuk. Egy iterációs lépés nyilván a 
(2.23) - (2.27) képletek egyszeri kiszámítását jelenti.
A bizonyítást teljes indukcióval végezzük el. Feltesszük, hogy
(2.28) H. A a . q . = a . q . к í ^ a  1 ^ 1 (1< i < k)
(2.29) Tq. A q. = 0 (1< i < j <
és belátjuk, hogy к + 1 <n -re is igazak a feltételek.
Az indukciós bizonyitás első lépéseként (2.28)-ban legyen 
к = 2. Felhasználva (2.8)-at és (2.27)-et kapjuk:
(2.30)
H 2 A “l ^ 1£ = H9 = H
*1 6i 3i + 1
2Ï Hl
H1 2i zï H1 Ï1 + “1 »i 2Î jg ax +
+ T  ^ »1 -^ 1^ 1 T6! H £ а У. + ^  — T— -------- aj Zj. я z =
* 1  £l
“l 61 3i Z^j. Zi - »! Ï1 * «! »! 2j aï Zj. + 
+ »! »! H, 2l aï Zi + “i 2 ! - »! »! aj aï z x = ai
(2.28)-ban első lépésként legyen к = 3, (2.8)-at, (2.23)-at 
és (2.28)-at к = 2 -re alkalmazva kapjuk:
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T T T *-l T
з 2 A 3.1 ~~32 H 2 A a x = - a 2 H 2 —  = ~ 32 âi = °,
ugyanis a irány mentén (2.25) szerint meghatároztuk az
^ 2  e кп minimumhelyét, igy szükségképpen a £ 2 = grad f(x2  ^
a -re ortogonális.
Az indukciós bizonyítás általános lépéseként először belátjuk
(2.28)-at k + 1 -re.
Teljesen hasonlóan (2.30)-hoz, a 2-es index helyébe k + 1-et, 
az 1-es indexek helyébe pedig k-t irva kapjuk
Hk+i A “k %  = Hk + 1 Zk = «k 2 k •
Feltehetjük tehát /k helyébe k+ 1-et irva/, hogy
1 < i < k
A (2.8), (2.27) és a (2.28) indukciós feltevést újból felhasz­
nálva (2.28) a következőképpen alakul
(2.31) H A a . q. = H. A a .  q. - k+1 1 -1! k 1 ^ 1
°k 6k ak xk
£  Hk ^k
+ 1
Hk ïk Zk Hk Д 3i +
+ “k ek ak ak A “i ai + «k 6k Hk *k з-k A “i +
1 - e+ a k 2 k 2 kk T „
ïk Hk *k
2 k ük Hk A “i 3i - “i 3i k)
ugyanis (2.31) jobb oldalának első tagja az indukciós feltevés 
miatt 0^  c[i . A 2. és 5. tagra vonatkozóan pedig vizsgáljuk 
az A mennyiségeket. A (2.8) és а (2.27) indukciós
feltevés miatt
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(2.52) Hk А а. 3 . = £  а± 2± - ак ä£ А с± 2 .
amelyben felhasználtuk az A Hesse mátrix szimmetricitását.
Azt kaptuk tehát, hogy (2.31) jobb oldalának első tagját kivé­
ve, minden további tagban megjelenik a
(2.33) A ä i (1 < i < k)
T vmennyiség. 2 ^ A ha belátjuk a (2.29) feltevést k+ 1 -re.
Ekkor ugyanis (2.29)-ben j = к -t Írhatunk.
Ezt a következőképpen láthatjuk be (2.24) alapján
k- 1
—к = -к-l + “к-l 3k-i - * i + 1  +^ +i “í 3* <i+l <k)-ra. 
Megszorozva balról az A mátrixszal
k - 1
A xk = A x 1 + 1 + J i + i “ 4 A 2jl
mindkét oldalhoz a b vektort hozzáadva
k - 12k = ai+1 +^ +1°ч A a* •
A fentiek alapján
aк äi - ai+1 aA + Ji+i al a 2l
tetszőleges i < к -ra
de az indukciós feltevés miatt
hiszen
Tehát
k - 1
E
£.=i+l
(2.25)
T
miatt
A a i = 0, T2 i+l % o
£ i + 1  ortogonális -re.
T
2 k 3i(2.34) = О tetszőleges i < к -ra.
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Mármost (2.33) a következőképpen irható:
Sk A 3i = - Hk A 3i = - 2 k 3i - 0 ( 1  £ i < k)
(2.34) miatt, tehát (2.31) helyességét és a (2.29) indukciós 
feltételt is beláttuk.
Az n-edik lépés után а ф O (i=l,2,...,n) vektorok kife-
szitik Rn -t. /Amennyiben valamelyik c[_. = О fennállna, úgy a 
megoldást már a j-edik lépésben megkapnánk/. Ennek alapján
(2.28)-ra a következőt mondhatjuk
(2.35) Hn+i A Wj = -j (j=l,2,...,n)
ahol Wj = ct^ сц ( j=l, 2 ,. . . ,n ) . Viszont (2.35) azt jelenti, 
hogy a , (j=l,2 ,...,n) vektorok sajátvektorai a Hn + 1 A
mátrixnak az 1 sajátértékkel.
Ebből következik
H , „ A = I és innen n+1
Hn+1=A 1 minthogy A pozitiv definit.
Az 1.5 lemma miatt viszont x az f(x) kvadratikus alak
minimumhelye Rn -ben.
Ezzel a 2.4 tételt bebizonyítottuk.
A Quasi-Newton módszerek költségfüggvénye (Kq ) tehát
n
K = Z (1+ n) = n(n + 1)
Q i=l
A továbbiakban megmutatjuk azt, hogy az eddig ismert Quasi- 
-Newton módszerek a (2.23)-( 2.27) sémából hogyan nyerhetők.
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А/ Szimmetrikus Quasi-Newton módszerek.
1/ Fletcher-Powell-Davidon algoritmus [ló]
Válasszuk meg a ß^, paramétereket 2.27 -ben a következő 
módon
a .
ß . = ^ , 6 , — 0 (i=l ,2 ,...,n )
a . q . y .
1 **-1
Látható, hogy a (i=l,2,...,n) mátrixsorozat szimmetrikus,
amennyiben a is az. A Fletcher-Powell-Davidon módszer ennek
megfelelően a következő:
(2.36) Si = - H. 1 S í
(2.37) -i+1 = X . —1 + a .í Si
(í 1 , 2 ,.. . ,n)
(2.38) í<2 i+i> = minaeR1
f ( X . 
—1 + ai 2 i>
(2.39) = si+1 " S í
(2.40 )
Hi+ 1 = H . 1
a ., 1 q . a . ^ 1  1
T
2 i H. y. £T H. 1 **-1 1
“i
TSi Zi
TУ 7 H. V.
2/ Broyden szimmetrikus Quasi-Newton osztálya [7] 
Válasszuk meg a ß^, 6  ^ paramétereket (2.27)-ben a következő
módon :
(2.41) ß± =
1 + Ô. y T H. y ._____ i 1
T
2 i Zi
6 . = - $ . ( i=l, 2 , . . . ,n )
1 1
ahol (i=l,2 ,...,n) tetszőleges konstans, akkor a
Broyden osztályt kapjuk. Ebből következően Broyden szimmetrikus 
Quasi-Newton osztálya, az általános iterációs séma által megha­
tározott módszerosztály része. Behelyettesitve ßi , 6  ^ -t 
(2.27)-be kapjuk a következőt:
/
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Az első négy egyenlet egybeesik (2.36)-(2.39)-cel majd
T
H. = H. - í+l í
1 - %± a± a± t
Hi +
1 + si * 1  Hi
“i 2 i al' T
Si *i
és
T
természetesen H 1 -et szimmetrikus pozitiv definitnek kell 
választani.
2.5 Következmény
A (2.23)-(2.27) által definiált módszerosztályban a szimmetri­
kus módszerek részosztályát a Broyden osztály teljesen lefedi.
Bizonyitás
Ahhoz, hogy szimmetrikus mátrixsorozatot kapjunk (2.27) alapján 
a következő egyenletnek kell fennállnia
(2.42) 1 - 6i 2 i Zi
a± 1 " “ 1 *T H. z . ' ■^1 1 +-1
(i—1 ,2 ,.•»,n)
s ez valóban equivalens a (2.41) feltételekkel.
Megjegyzés.
1. Következésképpen a Fletcher-Powell-Davidon módszer eleme 
a Broyden osztálynak. Valóban, ha = О (i=l,2,...,n)
akkor éppen a (2.40) kifejezést kapjuk.
2. Az uj általános iterációs sémának, lényeges tulajdonsága 
az, hogy az n-edik lépés után
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Amennyiben ezt a feltételt feladjuk, úgy megfogalmazható egy 
még általánosabb módszerosztály, amelyben a Broyden osztály már 
nem fedi le az összes szimmetrikus Quasi-Newton módszert.
Lásd Abaffy [l].
B'/ Nem szimmetrikus Quasi-Newton módszerek:
Amennyiben a (2.42) egyenlet nem áll fenn ß^ és (i=l,2,...,r
között, akkor a (i=l,2 ,...,n) mátrixsorozat nem lesz szim­
metrikus, függetlenül a H.^  induló mátrix megválasztásától. 
Minthogy ezeknek a módszereknek első 4 egyenlete egybeesik 
( 2.23) — ( 2.26)-tal, a továbbiakban csak a (2.27) egyenlet megfe­
lelő módosítását Írjuk le. A következő módszerek ismeretesek.
1/ Mc Cormick módszere [32]
Válasszuk meg a ß± , 5^ (i=l,2,...,n) paramétereket (2.27)-ben 
a következő módon:
ßi -
a . 
1 6 . =  - l Tai Si Z±
( i—1 ,2 , . . • ,n )
a . g . y .
Akkor (2.27) helyébe a következő kifejezés lép:
H. .. = H. +í + l í
T Ta . q . a . q . H . y . a, q .
1 ^ 1  1 ^ 1  1 ■*-! 1
a . q . у .1 ^í Х 1
(i 1 ,2 ,...,n)
ai Si Zi
2/ Pearson módszere [32]
Legyen ß± = О, 6 ± = О (i=l,2____,n) (2.27)-ben. Akkor (2.27)
a következőképpen alakul;
Hi+ 1 - Hi+
a . q . yT H . H . y . y T H .i -1! x i i i x i ■*-! i
yt H. y. 
■*-1 i x l
J.y. H. y. xi i м
(i=l,2 ,..,n)
42
III. fejezet 
Gyakorlati eredmények
Ebben a fejezetben az előbbiekben ismertetett módszerek 
próbafüggvényeken való lefuttatásán /amelyeket az MTA CDC 3300- 
as gépén végeztünk el/ és az ezzel kapcsolatos eredmények elem­
zésén kivül egy, a Quasi-Newton módszerek osztályára vonatkozó 
gyorsítási lehetőséget is ismertetünk.
1. A függvényminimalizálás módszereit általában nem kvadratikus 
függvények minimumhelyének és értékének megkeresésére használják. 
Innen rögtön adódik az /és ezt a próbafüggvényeken való futtatá­
saink is igazolják/, hogy bár a Quasi-Newton módszerek költség- 
függvénye azonos minden módszerre, maguk a módszerek viszont na­
gyon különbözőképpen viselkednek a nem kvadratikus függvényekre 
történő alkalmazásuk során. Mostanáig sem ismeretes olyan tétel, 
vagy módszer, amely egy adott függvényosztályra optimális. Ezért 
alakultak ki a függvényminimalizálás irodalmában az úgynevezett 
próbafüggvények, amelyeken minden uj módszert "illik" kipróbál­
ni. Az általunk adott költségfüggvény az első próbálkozás az 
egyes módszerek "jóságának" meghatározására. A költségfüggvény 
alapján /amint ezt a későbbiekben látni fogjuk/ a Quasi-Newton 
módszerek egy bizonyos "jósági" sorrendbe állíthatók. Ez a kije­
lentés természetesen csak statisztikai jellegű. A kapott sorren­
det egyébként nem csak az 5 próbafüggvényen történt futtatásaink 
igazolják, hanem egyéb, itt hely hiánya miatt nem közölhető 
futtatásaink, valamint a nemzetközi irodalomban közölt vizsgá­
latok is /pl. Himmelblau könyvében [20]/.
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Úgy tűnik, hogy a módszerek közti eltérések elsősorban a 
számítások során fellépő, és az egyes módszereknél különbözőkép­
pen halmozódó hibákból erednek.
A fenti észrevételek igazak az I. fejezetben ismertetett 
Smith és Powell módszerre is. A költségfüggvény alapján a Smith 
módszer jobb, mint a Powell módszer, hiszen a vonalmenti mini­
malizálások száma /és általában ez a műveletigényes/ fele a 
Powell módszerénél, azonban egy hátránya azonnal láthatóvá vá­
lik. Ez pedig az, hogy amig az első 3  konjugált irány mentén 
n vonalmenti minimalizálást végzünk, addig az utolsó c[n konju­
gált irány mentén csupán egyet. A konjugált irány kitünte- 
tettsége nem indokolt. Az ebből adódó hátrány kvadratikus függ­
vények esetén is érezteti hatását a számítások során fellépő 
hibák miatt.
A futtatásokat a következő próbafüggvényekre végeztük el:
(A) f(x) = 100(x2 - x2 ) 2 + (1 - x i >2 , induló pont (-1.2,1) 
a minimum helye (1 ,1 ), a minimum értéke 0
(B) f(x) = (x2 - X2 ) 2 + (1 - x ^ 2 / induló pont (-1.2,1)
a minimum helye (1 ,1 ), a minimum értéke 0
(C) f(x) = (xl + 10x2 ) 2 + 5(x3 - x4 ) 2 + (x2 - 2x3 ) 4 +
4+ 10(х.^ - x^) , induló pont (-3,-1,0,1), a minimum
helye (0 ,0 ,0 ,0 ) a minimum értéke 0
(D) f(X ) = (exptx^ - x2 ) 4 + 100(x2 - x 3 ) 6 + tan4 (x3 - x4) +
+ X® + (x4 -l ) 2 induló pont (1 ,2 ,2 ,2 ), a minimum helye
(0 ,1 ,1 ,1 ,-птт) a minimum értéke 0
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(E) f(x) = x.(2x. - X- + 1) + x_(x_ - 3) + x-,(2x.. + x, + 1) + — 1 1 3  2 2  3 3 4
+ x4 ^ x 4 “ 1 ) induló pont (2 0 ,2 0 ,2 0 ,2 0 ), a minimum helye 
(  ^/17. 3 /2, -^/13, 9 /13) a minimum értéke - 2.86538...
Az alábbi 1. táblázatban közöljük a Smith és a Powell 
módszerre kapott számitógépes eredményeket. A Smith módszer 
esetén a ß^ ф О , i=l,2,... tetszőleges konstans meghatáro­
zására a következő feltételt szabtuk ki. Válasszuk a ß . -ti
(ß^ ф 0 ) úgy, hogy az
f(xp < fix“!*-1 + 3± e±>
feltétel teljesüljön minden i-re.
A költségfüggvény rovatba a tényleges függvényértékek kiszá­
mításának a számát irtuk be. Jelen esetben gradiens vektort 
ugyanis nem kell kiszámítanunk.
Vonalmenti minimalizálásra az aranymetszési módszert hasz­
náltuk. Ennek kilépési feltételeként a következő két feltételt 
állítottuk logikai "és" kapcsolatba
(3.1) f(xk > - 
£(Xk >
10-5
(3.2) I I xk
valamilyen k-ra.
—k+1 < 10
-5
A Smith módszer és a Powell módszer kilépési feltételeként 
pedig az alábbi két feltétel egyszerre való teljesülését hatá­
roztuk meg:
(3.3)
f ( X-к
min
< 10-5
f ( Xmin )-к
két eavmásutáni minimum értékre, illetve
(3.4) min min < 10-5-k “ —k+l £2
két egymásutáni minimumhelyre.
Ezenkívül az egyes számításokra a következő korlátozásokat 
vezettük még be:
a/ leállás, amennyiben az iterációk száma meghaladja 
az 1500-at;
b/ leállás, amennyiben a feladat számára felhasznált 
gépidő több 3 percnél.
Az alábbi 1. táblázat mutatja a számítási eredményeket 
A kapott tényleges költségfüggvények alapján megállapítható 
hogy a Powell módszer jobb a Smith módszernél. A módszer 
rovatban P0-val Powell, S-sel Smith módszerét jelöljük.
Próba módszer Induló Min. érték Minimum hely Költség
fv. pont X 1 1 X3 fv.
- - —j X 2 — 4 X4
A
P0
-1 ,2 ,1 ) !
0.3506.10"10 1.0000031.000006 532
S í 0.4622.10~3 0.9785010.957489.. . - •.. •— - ... - • 1075
В
PO
- 1 ,2 ,1 ) !
0.1744.IO-9 0.9999860.999973 148
j S
10.5460.10-11 0.9999970.999995 294
c PO (-
S
■3,-, 1 . ,
0 ,1 )
0.2166.10~25 
0.4372.10-6
0.303733.10"8 
-0.303733.10"b
0.216767.10"^
-0.216258.10
0.104447.10
-0.104447.10
0.896170.10
0.901644.10
- 6
- 6  2669 
- 2
-2 82491
D
PO
S
(1 ,2 ,
2 ,2 )
0.3457.10~ 2 0  
0.7021.10-8
0.915312.Ю " 4 
1.000092
-0.498368.10"4 
0.999955
0.999998 
1 . 0 0 0 0 0 0
0.999955
0.999916
2065
32858
PO -2.8654 0.1538451.500002
-0.384612
0.692303 825
E s 2 0 ,2 0 ,2 0 ,2 0 ) -2.8654 0.1538451.500000 -0.384616 0.692306 1 1 1 2
Iteráció
szám
0.251
5.322
159.862
142.345
133.420
2.548
1.404
25
36
3
6
107
1500
76
498
25
18
1 . táblázat
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A II. fejezetben ismertetett módszereket ugyancsak az 
(A) - (E) próbafüggvényekkel futtattuk le. A futtatási ered­
ményeket a 2. táblázat tartalmazza. A módszerek rovatban 
F - P -vei a Fletcher-Powell-Davidon módszert, P-vel a 
Pearson módszert, C-vel pedig az Mc Cormick módszert jelöl­
tük. A vonalmenti minimalizáláshoz ismét az aranymetszési 
módszert használtuk a (3.1) és a (3.2) kilépési feltételek­
kel. Az egyes módszerek kilépési feltételeként a programba 
a (3.3) és a (3.4) feltételeken kivül a következő feltételt 
építettük be "és" kapcsolattal
(3.5) II 2 ( í O l | n 2 S 1 ° ' 5
A tényleges költségfüggvényértékbe most a gradiens irány 
kiszámítását is beleszámítottuk.
Próba
fv.
Módsze
F-P
P
C
F-P
P
C
F-P
P
C
F-P
P
C
F-P
P
C
r|
pont
[-1.2 ,1)
-3,-1,
0 ,1)
1,2,
2 ,2 )
(20,20,
20,20)
Min. érték Minimum hely ÍKöltség Futt.idő 1--------iteráció
X1
X2
3E3_
X4
fv. /sec/ 1 szám
0.6231.10-15 1 .OOOOO91.OOOOOO 146 0.254 12
0.2076.10-14 1 .0 0 0 0 0 01 .0 0 0 0 0 0 806 1.149 64
0.19461 1.4408852.077677 51826 44.482 1500
0.7428.10-18 1 .0 0 0 0 0 01 .0 0 0 0 0 0 84 0.125 7
0.1694.10-18 1 .0 0 0 0 0 0  1 .OOOOOO 121 0.224 10
0.0140 1 .1 0 0 1 1 21.273486 83086 12.871 1500
0.2235.10-17 0.149775.10“7 0.149775.10
0.100661.10-7 
0.107346.10 3900 8.185 391
-2 00.4309.10 0.666475.10-"5 0.66475.10
0.342274.10~f 
0.342274.10 28054 63.444 1500
3.3519 -0.348852-0.052567
-0.411017 
-0.910009 65165 122.907 1500L.
0.1250.10-32 -0.Í44911-10"50.999998
1.000000
1.000000 4878 15.218 ! 552!
0.1091.10-5 0.0279841.017882
0.994168
0.998969 45075 142.326 1500 í
0.1491 0.5307691.480850
1.645115
1.362611 58971 161.783 1500 1i
-2.8654 0.153846 1.500000
-0.384615
0.692307 139 0.306 6
-2.8654 0.153846 1.500000
-0.384615
0.692307 162 0.358 9
-2.8654 0.1538461.500000
-0.384615
0.692307 249 0.428 13
2 . táblázat
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A táblázatból a költségfüggvény alapján megállapítható, 
hogy a Fletcher-Powell-Davidon módszer lényegesen "jobb" a 
többi módszernél.
2. Quasi-Newton módszerek egy gyorsítási lehetősége.
Tegyük fel, hogy a mátrixsorozat, amellyel a Quasi- 
-Newton módszerekben egy kvadratikus alak Hesse mátrixának 
inverzét közelitjük a pozitiv definitségen kivül szigorúan 
diagonálisan domináns, azaz
n
|h J  > E |h J  , (i=l,2 ,...,n)
j = l J
j*i
Ha a diagonális elem valóban sokkal nagyobb mint a sor többi
eleme abszolút értékének összege, akkor ez azt jelenti,hogy
n
E 1 h . . 1
j-i 13
^ c \J"Xi ' (1-1 f2,m••/П)
Legyen
n
max E lh« l = Ml<i<n j = l
n
min E 'hijl I
I 3 V О
l<i<n j = l
ebből
M ^ c1T Sm cК К
/
és s a maximális, к a minimális sajátértékhez tartozó index.
Végezzük el a következő transzformációt:
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1 0 . . . 0 0 0 . . ,. . . 0
0 1 0 0 0 •
L =
0 О 
0 О 
0 О
1 0  0
м
0 - 0ш
0 0 1
о
о
о
k-adik sor
\ О О . . . 0 0 0\».
H ' = L H. LT 
1 1
Szemléletesen ez azt jelenti kétváltozós esetben, hogy az 
ellipsziseket igyekeztünk körösiteni, és igy a következő pont­
ban a gradiens már határozottabban a minimumhely felé mutat.
/ _= L- 1 X
A Fletcher-Powell-Davidon módszer esetén kipróbáltuk ezt 
a gyorsítási lehetőséget ugyancsak az (A) -(E) próbafüggvények­
re. A 3. táblázat ezeket az eredményeket mutatja.
—
Próba 1 Induló Min. érték Minimum hely Költség Futt.idő Iteráció
fv. pont X1
X2
X3
X4
fv. /sec/ szám
A (-1,2,1) 0.000 1.000000 1.000000 123 0.250 22
В (-1.2,1) 0.0000 1.000000 1.000000 58 0.251 11
C (-3,-1,
0,1)
0.4135.10~8 0.006826-0.000682
0.002970
0.002971 203 0.905 23
D (1,2
2,2)
0.6889.10-13 -0.0025090.997827
1.000000 
1.000001 342 2.487 35
E (20,20,
20,20)
-2.8654 0.153846 1.500000
-0.384615
0.692307 63 0.283 9
3. táblázat
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A 2. és a 3. táblázat megfelelő költségfüggvényeinek 
összehasonlításából látható, hogy ezzel a gyorsítási lehető­
séggel a Quasi-Newton módszerek valóban gyorsíthatok. A 
fentiekben leirt gyorsítási lehetőségből következik, hogy 
az eljárás olyan próbafüggvényekre kevésbé hatásos, amelyek­
re pl. kétváltozós esetben a függvényérték szintvonalak kör, 
illetve közel kör alakúak.
Végül megjegyezzük, hogy az egyes módszerekre a költség 
függvény nagyjából egyenesen arányos a felhasznált gépidővel 
tehát a költségfüggvény a tényleges költségek mértékeként
használható.
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J e l ö l é s e k
A, H±
X
T
(X, Y)
f(x)
£( X)
a, 3, y
mátrix 
oszlopvektor 
transzponálás 
skalársorozat 
norma
abszolút érték 
minimalizálandó függvény 
f(x) deriváltja 
skalárok
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