Let L 0 be a closed densely defined symmetric semi-bounded operator with nonzero defect indexes in a separable Hilbert space H. It determines a Green system {H, B; L 0 , Γ 1 , Γ 2 }, where B is a Hilbert space, and Γ i : H → B are the operators related through the Green formula
The boundary operators Γ i are chosen canonically in the framework of the Vishik theory.
With the Green system one associates a dynamical system with boundary control (DSBC) u tt + L * 0 u = 0 in H, t > 0
We show that this system is controllable if and only if the operator L 0 is completely non-self-adjoint. A version of the notion of a wave spectrum of L 0 is introduced. It is a topological space determined by L 0 and constructed from reachable sets of the DSBC.
Introduction

About the paper
We develop ideas and results of the papers [2] and [5] . The future prospect and goal is a functional model of a symmetric semi-bounded operator outlined in [5] . Our paper is a step towards this model, which prepares two of the model basic elements: DSBC and wave spectrum.
Motivation comes from inverse problems. Namely, the inspiring role is played by the problem of reconstruction of a Riemannian manifold via its boundary inverse data [1] , [3] , [4] . In accordance with the program, which we promote, to solve the latter problem (and a class of closely related problems) is to construct a certain functional model of a relevant symmetric operator. The operator codes information about the manifold and is determined by inverse data. Its wave spectrum turns out to be isometric to the manifold. By the latter, to decode the information one can find the wave spectrum [5] .
The main subjects of the paper are the following.
Operator L 0
Let H be a (separable) Hilbert space, L 0 a closed operator in H such that clos Dom L 0 = H, L 0 ⊂ L 1. Note that such an operator is necessarily unbounded. No more assumptions on L 0 are imposed. It is a class of operators, for which we plan to construct the above-mentioned functional model.
Green system
Let L be the Friedrichs extension
, and (L 0 y, y) κ y 2 holds (see, e.g., [7] ). The inverse L −1 is bounded and defined on H.
The well-known decomposition by Vishik [13] is
+ Ker L * 0 (direct sums). By this, for a y ∈ Dom L * 0 one has y = y 0 + L −1 g + h with y 0 ∈ Dom L 0 and g, h ∈ Ker L * 0 . Denote h = Γ 1 y and g = Γ 2 y. We derive the Green formula
which is in fact a partial case of more general relation established in [13] . Hence, a collection {H, Ker L * 0 ; L 0 , Γ 1 , Γ 2 } constitutes a Green system determined by the operator L 0 .
DSBC
The Green system, in turn, determines a dynamical system with boundary control
we denote the (generalized) solution, which is well defined for a class M of smooth enough controls f .
A set
is called reachable (at the moment t), whereas
We prove that this relation holds if and only if L 0 is completely non-selfadjoint operator. The latter means that there is no nonzero subspace in H, in which L 0 has a self-adjoint part.
Wave spectrum
This notion is introduced in a few steps. First, we define a so-called inflation I L 0 , which is an operation on the lattice L(H) of subspaces in H. Inflation extends subspaces and is determined by the operator L 0 (more precisely, by its Friedrichs extension L).
Second, we define L L 0 as the minimal sublattice of L(H), which contains all reachable subspaces clos U t , t 0 and is invariant with respect to the inflation
0 provided with standard lattice topology. This family is a partially ordered set. As such, it may content a set At I L 0 L L 0 of minimal nonzero elements (atoms) .
At last, At I L 0 L L 0 is endowed with a relevant (ball -) topology β, and we arrive at a topological space (Ω L 0 , β). It is the space, which we call a wave spectrum of the operator L 0 .
Reconstruction of manifolds
As was noted in 0.1, our program is motivated by inverse problems. As is shown in [5] , to recover a Riemannian manifold Ω from the boundary inverse data one can
• determine a unitary copyL 0 of the minimal Laplacian L 0 = −∆ in Ω from the data
• find the wave spectrum ΩL 0 .
For a generic class of manifolds, the space ΩL 0 turns out to be isometric to Ω. By this, the wave spectrum provides a representative of the class of manifolds, which possess the given inverse data. Thus, ΩL 0 solves the reconstruction problem.
Let us specify the class of operators, which we deal with.
Let H be a (separable) Hilbert space, L 0 an operator in H. We assume that 1. L 0 is closed and densely defined: clos Dom
Note that by 3. such an operator is necessarily unbounded.
and (Ly, y) κ y 2 hold for all y ∈ Dom L (see, e.g., [7] ). Its inverse L −1 is a bounded operator defined on H.
Green system
We begin with basic definitions, which go back to the pioneer paper by A.N.Kochubei [10] (see also [11] ). Let H and B be the Hilbert spaces, A : H → H and Γ i : H → B (i = 1, 2) the operators such that clos Dom
A collection Gr = {H, B; A, Γ 1 , Γ 2 } is said to be a Green system, if its elements are related via the Green formula In a Green system with the given H, B, A, there is a freedom of choice of the boundary operators. For instance, taking an S = S * , Dom S ⊃ Ran Γ 1 and putting Γ 2 := Γ 2 + SΓ 1 , one gets a collection Gr = {H, B; A, Γ 1 , Γ 2 }, which is also a Green system.
System
Here we associate with L 0 a Green system with the canonically chosen boundary operators.
Denote
K := Ker L * 0 and recall that dim K 1. Let P be the (orthogonal) projection in H onto K, O and I the zero and unit operators. Also, introduce the operators
Recall the Vishik decomposition [13]
Numbering by [...] the terms in the r.h.s. of the latter equality from the beginning, we have
and arrive at
( 1.4) 3. Take a y ∈ Dom L * 0 and represent by (1.3)
Let us check that
where
Thus, the summands in the r.h.s. of (1.5) belong to Dom L 0 , L −1 K, and K respectively.
In the mean time, we have
4. Return to (1.4). By (1.5) and (1.6), we have
Thus, the operator L 0 determines the Green system Gr L 0 in a canonical way.
System α L 0
In its turn, Gr L 0 determines an evolutionary dynamical system of the form
where h = h(t) is a K-valued function of time, u = u h (t) is a solution. In control theory, problem (1.7)-(1.9) is referred to as a dynamical system with boundary control (DSBC), h is a boundary control, u h (·) is a trajectory, u h (t) is a state at the moment t. As is clear, the system (1.7)-(1.9) is determined by the operator L 0 and we denote it by
is said to be a weak solution to (1.7)-(1.9). This definition is motivated by the following fact. Introduce a class of smooth controls
Assuming h ∈ M, let us derive a relevant representation for the weak solution. Take a y ∈ H. Representing L = ∞ 0 λ dE λ via the spectral measure E λ of L and integrating by parts, one has
By arbitrariness of y, we get
Therefore, for h ∈ M one can write (1.10) in the form
with h ∈ K and L Differentiation in (1.11) implies
so that (1.7) does hold.
As is seen from (1.11),(1.12), u h (0) = u h t (0) = 0, i.e., the initial conditions (1.8) are fulfilled.
Applying Γ 1 in (1.11), we have
Hence, the 'boundary condition' (1.9) is fulfilled. Note in addition, that one can prove a uniqueness of the classical u h .
Controllability
A set of all possible states of the system α L 0
is said to be reachable (at the moment t 0). Representing (1.10) in the convolution form
one can easily see that U t extends as t grows. Also, define a total reachable set
The system α L 0 is said to be controllable, if the relation
is valid or, equivalently, if D = {0}. Below we establish the necessary and sufficient conditions on the operator L 0 , which provide controllability of the system α L 0 . Taking into account the well-known similar results and general principles of system theory [8] , these conditions are quite expectable: L 0 has to be a completely non-self-adjoint (c.n.s.a.) operator.
Recall the definitions. We say that a symmetric operator A has a selfadjoint part in a (nonzero) subspace N ⊂ H if
A symmetric operator A is said to be c.n.s.a. if it has a self-adjoint part in no nonzero subspace in H.
Theorem 1 The system α L 0 is controllable if and only if L 0 is a c.n.s.a. operator.
Proof
Necessity Let L 0 have a self-adjoint part in N ⊂ H. Fix an h ∈ K. Take a g ∈ N and represent g = L 0 g with g ∈ N ∩ Dom L 0 . The latter is possible because L 0 | N is a positive definite boundedly invertible operator in N . In view of
The latter leads to
By (1.16), in the r.h.s. of (1.10), one has h(t), h ′′ (s) ∈ K ⊂ N ⊥ . By (1.17), the integral in (1.10) belongs to N ⊥ . As a result, u h (t) ∈ N ⊥ holds for all t 0, i.e., trajectories u h of the system α L 0 do not leave the subspace
Sufficiency Assume that α L 0 is not controllable, i.e., D = {0}. It will be shown that L 0 has to have a self-adjoint part in D and, hence, is not a c.n.s.a. operator. 1. Take a nonzero y ∈ D. For any (admissible) h ∈ C 2 loc ([0, ∞); K) and t > 0, we have 0 = (y, u h (t)) = see (1.10), (1.14) = y, By arbitrariness of k, we conclude that
Converting these considerations, we easily obtain the following result.
Proposition 1 The embedding y ∈ D holds if and only if (1.19) is valid.
Denote −ty + w y (t) =: p(t) ∈ K ⊥ and represent
The operator L is bounded. By the latter, tending t → ∞ we get y = − lim t −1 p(t) ∈ K ⊥ . Returning to (1.19), we conclude that
Consider an auxiliary dynamical system
with y ∈ D chosen above. Its solution is of the well-known form
y (see, e.g., [7] ). Denote J := t 0 (·) ds. Applying J 2 in (1.21) with regard to (1.22), we have w
This implies
in view of (1.20). In the mean time, we have
Hence, (1.23) implies
In accordance with Proposition 1, the latter is equivalent to L −1 y ∈ D. Thus, beginning with y ∈ D, we arrive at L −1 y ∈ D, i.e., the defect space reduces the operator L −1 :
Hence, the operator L has the part L| D , which is a (densely defined) self-adjoint operator in D.
Show that L| D = L 0 . Indeed, by (1.20) one has
Thus, if the system α L 0 is not controllable then L 0 has a self-adjoint part in D, i.e., is not a c.n.s.a. operator.
Inflation
We use the term 'lattice' in its general meaning [6] : a lattice is a partially ordered set provided with the operations x ∨ y = sup {x, y}, x ∧ y = inf {x, y}. However, we deal with the concrete lattices endowed with additional structures (complement, topology, ets).
Definition Let L(H) be the lattice of the (closed) subspaces of H with the partial order ⊆ and operations A ∧ B = A ∩ B, A ∨ B = clos {a + b | a ∈ A, b ∈ B}, A → A ⊥ . Also, it possesses the least and greatest elements {0} and H.
By P A we denote the (orthogonal) projection in H onto A. Topology on L(H) is determined by convergence of the projections on the corresponding subspaces. Namely, we write
An inflation is a family of maps
with the properties
• A ⊆ B and s t imply I s A ⊆ I t B.
Inflation I L 0 As is shown in [5] , with each operator L 0 of the class under consideration one associates an inflation I L 0 in the following way. Fix a subspace A ∈ L(H) and consider a dynamical system
is a solution. By the well-known Duhamel formula, one has
The reachable sets of the system are
As is easy to see, V t A extends as A extends and/or t grows. Define the family
Proposition 2 The family I L 0 is an inflation.
Proof see in [5] . Actually, I L 0 is determined not by L 0 but its extension L. As such, an inflation is well-defined for any bounded from bellow self-adjoint operator.
Set
Lattice L L 0 Recall that a sublattice is a subset of L(H), which is invariant with respect to all the lattice operations. Each sublattice necessarily contains {0} and H.
We
By L L 0 we denote the minimal sublattice in L, which
• contains all reachable subspaces clos U t , t 0
• is invariant with respect to the inflation I L 0
• is closed in the above-mentioned topology on L(H).
This set is also a lattice w.r.t. the point-wise order, operations, and topology:
The least and greatest elements of F are the functions equal {0} and H identically. We denote them by 0 F and 1 F respectively. An inflation I can be regarded as a map from L(H) to F acting by the rule (IA)(t) := I t A, t 0. If L is invariant w.r.t. I then the image IL, as well as its closure IL are sublattices in F . Both of them contain 0 F .
The operator
Atoms Let P be a partially ordered set with the least element 0. An element a ∈ P is said to be an atom if a = 0 and b a implies b = a [6] . By AtP we denote the set of atoms.
The key object of the paper is the set
. There is L 0 such that its wave spectrum consists of a single point. A conjecture is that Ω L 0 = ∅ does hold ever.
Space (Ω L 0 , β)
Here the wave spectrum is endowed with relevant structures.
is said to be a ball, a and r are its center and radius.
Lemma 3
The system of balls {B r [a] | a ∈ Ω L 0 , r > 0} is a base of topology.
Proof One has to check the characteristic properties of a base:
1. for any a ∈ Ω L 0 , there is a ball B ∋ a 2. for an atom a ∈ Ω L 0 and the balls B 1 , B 2 such that a ∈ B 1 ∩ B 2 , there is a ball B such that a ∈ B ⊂ B 1 ∩ B 2 (see, e.g., [9] ).
1. Take an a = a(·) ∈ Ω L 0 . For any r > t 0 := inf {t > 0 | a(t) = {0}} and t ∈ (t 0 , r], one has {0} = a(t) ≤ a(r), i.e., a ∈ B r [a].
, so that both of B r i [a i ] are nonempty. Choose t i such that {0} = a(t i ) a i (r i ) and denote r := min{t 1 , t 2 }. By the choice, one has {0} = a(r) a i (r i ) that implies B r [a] = ∅.
For any b ∈ B r [a], there is a t > 0 such that {0} = b(t) a(r) a i (r i ). By the latter inequality, one has
The base {B r [a] | a ∈ Ω L 0 , r > 0} determines the (unique) topology, in which an open set is a sum of balls [9] . We call it a ball topology and denote by β. So, we get a topological space (Ω L 0 , β).
Boundary Return to the DSBC α L 0 . The family of reachable subspaces
can be regarded as an L L 0 -valued function of time. As such, u L 0 is an element of the lattice I L 0 L L 0 ⊂ F and can be compared with its atoms. Thus, the set
is well defined and said to be a boundary of the wave spectrum.
Illustration
Manifold
Let Ω be a C ∞ -smooth compact Riemannian manifold of dimension n 2 with the boundary ∂Ω, g the metric tensor, −∆ the scalar Beltrami-Laplace operator. Recall that in local coordinates one has
By ν we denote an outward normal to ∂Ω; ∂ ν is differentiation w.r.t. the normal. The manifold is endowed with volume form dv, so that the (real) Hilbert space H := L 2 (Ω) with the inner product
The boundary ∂Ω is endowed with canonical (induced by the tensor g| ∂Ω ) metric and volume (surface) element dσ. In the space B := L 2 (∂Ω), the inner product is (f, g) B = ∂Ω f g dσ.
Operators
Our basic operator is the minimal Laplacian
is the Sobolev class. Operator L 0 is positive definite and symmetric, its defect indexes are
The operator L * 0 is the maximal Laplacian, which is defined on Dom L * 0 = {y ∈ H | ∆y ∈ H} (here ∆y is understood in the sense of distributions) and acts by L * 0 y = −∆y. Its null subspace consists of harmonic functions:
(Ω) | y = 0 on ∂Ω} and acts by Ly = −∆y.
One more operator associated with the manifold is the harmonic continuation Π : B → H defined by the relations ∆Πf = 0 in Ω, and (Πf ) | ∂Ω = f . As is well-known in elliptic PDE theory, Π is a compact injective operator; its adjoint Π
Green system
As one can check, for a y ∈ Dom L * 0 , the decomposition (1.3) is Note that the right hand sides in (3.1) have to be understood properly; they are well defined for smooth enough y's and then extended on all y ∈ Dom L * 0 by relevant continuity [13] , [11] .
where γ i : H → B,
are the canonical (by Vishik) boundary operators: see [13] , sec 6. As a result, the canonical Green system associated with the manifold is
Gr Ω = {L 2 (Ω), L 2 (∂Ω); −∆ max , γ 1 , γ 2 }. 
where f ∈ L loc 2 (∂Ω × (0, ∞)) is a boundary control, u = u f (x, t) is a solution. The solution describes a wave, which is initiated by the boundary source and propagates into the manifold. The speed of propagation is finite (equal 1).
The system α Ω is controllable [5] . Moreover, for a compact Ω one has clos U t = H , t > min x∈Ω dist (x, ∂Ω) (see [3] ).
Wave spectrum
In [5] a class of the so-called simple manifolds is introduced. Roughly speaking, simplicity means that the group of symmetries (isometries) of Ω is trivial.
This property is generic: any smooth compact manifold can be made simple by arbitrarily small variations of its boundary.
As is shown in [5] , if Ω is simple then there is a canonical bijection Ω −∆ min ∋ a x ↔ x a ∈ Ω between atoms and points, which relates the balls and boundaries:
Thus, a simple manifold is identical (isometric) to its wave spectrum. It is the fact, which is used in inverse problems for reconstruction. Namely, each kind of traditional inverse data (response operator [3] , Weyl function [11] , characteristic function [12] ) determines the operator L 0 = −∆ min up to unitary equivalence. By this, given the inverse data of a simple manifold, one can determine a unitary copy L 0 , find its wave spectrum Ω L 0 and thus recover the manifold up to isometry.
Note that a reconstruction up to isometry is the most that we can hope for. Assume that we are given with the boundary inverse data of a certain manifold Ω. Assume that another Ω ′ is isometric to Ω and has the same boundary: ∂Ω ′ = ∂Ω. As is easy to recognize, the boundary data of Ω ′ and Ω are identical. Therefore, in principle, these data do not determine the original Ω uniquely. In such a situation, the only relevant understanding of 'to recover' is to provide a representative of the class of manifolds with the given data. The wave spectrum Ω L 0 does provide such a representative.
