ABSTRACT The non-orthogonal multiple access (NOMA) has the potential to improve the spectrum efficiency and the user connectivity compared to the orthogonal schemes. The codebook design is crucial for the the performance of the NOMA system. In this paper, we comprehensively investigate the NOMA codebook design involving the characteristics from multiple signal domains. The minimizing of the pairwise error probability is considered as the target of the optimization. The neural network framework is explored for the optimization, and the mapping functions on the edges are considered as weights. The method of batch gradient descent is applied for optimizing the weights and correspondingly the codebook. The simulation results reveal that with the optimized codebook the error performance is significantly improved compared to the schemes in the literature.
I. INTRODUCTION
The evolution of wireless communications has triggered the rapid development of Internet of things and mobile Internet. In turn, these mobile applications pose new challenges to future communication technologies, such as high system capacity, high spectrum efficiency, low power consumption, massive connection, etc.. The non-orthogonal multiple access (NOMA) has attracted considerable attention as a candidate for future wireless communications. By allowing multiple signals from different user equipments (UEs) superimposed on the same resource element (RE), NOMA improves the spectrum efficiency and the user connectivity compared to the traditional orthogonal multiple access (OMA). Many NOMA schemes have been proposed in the literature, including sparse code multiple access (SCMA), low density spreading (LDS), pattern division multiple access (PDMA), etc..
The NOMA systems have been investigated from different theoretical perspectives. In [1] , [2] , the capacity or the sum rate of the system has been derived based on the information theory. In [3] and [4] , the pairwise error probability (PEP) is provided for the additive white Gaussian noise (AWGN) channel and Rayleigh fading channel. With the target of The associate editor coordinating the review of this article and approving it for publication was Guan Gui. maximizing the sum rate or minimizing the error probability, codebook optimizations have been carried out in various signal domains. For example, the optimizations can be realized by means of power allocation [5] , phase rotation [6] , superposition matrix [7] , [8] , constellation rearrangement [9] , and so on. Each optimization focuses on one aspect of the signal design. Nevertheless, these optimization problems still cannot be solved by traditional convex methods. Therefore, we have proposed to employ heuristic algorithms in the optimizations, such as the genetic algorithm in [6] and [8] and the simulated annealing in [9] .
For these complicated system designs and optimizations, artificial intelligence (AI) provides feasible solutions. AI approaches are widely used in computer science disciplines. Recently, the AI related methods have been first applied in the upper layer of communication framework and then extended to the physical-layer. For example, the machine-learning (ML) algorithms have been utilized in channel estimation and prediction [10] , multiuser detection [11] , precoding [12] and decoding [13] , etc.. Recently, ML methods have been used in the design of NOMA systems. For example, the power allocation of NOMA has been studied in [14] , [15] , and [16] by using ML approaches. The constellation design has been investigated in [17] and [18] , where the similarity between the NOMA factor graph and the neural network was exploited. By utilizing the auto-encoders, the superimposed transmission and the multiuser detection have been both improved by the training.
In the existing work in the literature, the research object is the entire NOMA transmission including channel encoding, modulation and mapping, detection and decoding. On the one hand, the training of the neural network is performed by a large number of simulations since the analytical expression cannot be given for this case. On the other hand, the pure NOMA module has not been sufficiently investigated. In this paper, we investigate the NOMA codebook design involving the characteristics from multiple signal domains but excluding the channel encoding and decoding. The minimizing of the pairwise error probability is considered as the target of the optimization. The PEP has a closed form for the AWGN channel, and the derivative exists. This property is beneficial for the optimization. A general NOMA model is refined with a mapping function on each edge based on the given superposition matrix. The neural network framework is explored for the optimization, and the mapping functions on the edges are considered as weights. The method of batch gradient descent is applied for optimizing the weights and correspondingly the codebook. The simulation results reveal that with the optimized codebook the error performance is significantly improved compared to the schemes in the literature.
In particular, we want to point out that our proposed method only considers single-layer neural network compared to the deep-learning schemes in the literature. First, our optimization is based on the given factor graph, which has the similar form to the single-layer neural network. Second, the multi-layer neural network is approximately equivalent to the single-layer network if no non-linear activation function is applied on the outputs of the hidden layers and no restriction is set on the values of the weights. Thirdly, the optimization result may be improved if we utilize the multi-layer neural network and the non-linear activation function, but it also increases the complexity of the system. Therefore, we restrict to the single-layer model in this paper.
The contribution of the paper is summarized as follows.
• The paper studies the joint design of constellation based on the given superposition matrix. The objective function is analytical and derivative in this paper, so that the training through large data volume in the simulations can be avoided.
• The paper employs the neural network with only one layer. The complexity of the optimization is lower than the deep learning algorithms in the literature, but a satisfactory performance has been obtained still.
• By setting constraints, the model is simplified to the traditional form with the scaling amplitude and phase rotation. The optimization of parameters can also be solved by using the proposed method and outperforms the existing SCMA schemes. The rest of the paper is organized as follows. The system model is described in Section II, and the performance metric is provided in Section III. In Section IV, we propose the optimization through the gradient descent method with the forward and backward propagation processes. To compare with the existing schemes, we modify the algorithm by adding constraints in Section V. Numerical results are presented in Section VI, which demonstrate the advantages of the optimized schemes. Section VII concludes the paper.
II. THE SYSTEM MODEL
Without loss of generality, an uplink model of NOMA transmission is considered as illustrated in Fig.1 . A number of J UEs' modulated symbols are superimposed onto K REs with a specific mapping pattern. The REs can be in the dimension of time, frequency and/or space, which are orthogonal to each other. The load of the transmission is presented by λ = J /K . We assume AWGN channels for all the UE-RE pairs. The above model can also be described by a factor graph as shown in Fig.2 . We define
The edge connections of the factor graph can be described by a binary matrix H of size K × J . If the j-th UE and the k-th RE are connected, h kj = 1; otherwise, h kj = 0. Meanwhile, we define a complex matrix G of size K × J , whose element describes the mapping function on the corresponding edge. The transmitted symbol from the j-th UE multiplies with g kj before it is superimposed on the k-th RE. Then the superimposed signal vector R is given by:
where denotes element-wise product.
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The superimposed symbols R are normalized to satisfy the power constraints. Therefore, we havē
The received signals at the receivers are written as:
where
III. THE PERFORMANCE METRIC
In general, the performance analysis of the NOMA transmission can be carried out from two perspectives: sum-rate analysis based on information theory and error-probability analysis based on modulation theory. The sum-rate analysis is often carried out through the mutual information between the transmitted symbols and the received signals. The error performance can be evaluated by the pairwise error probability which is an upper bound for the average symbol error rate. This bound is tight in the high SNR regions for both AWGN channels and Rayleigh fading channels. In this paper we adopt the PEP as the performance metric for the evaluation of the NOMA transmission. The closed-form expression of the PEP with the joint maximum likelihood detection for AWGN channels was derived in [4] . It is assumed that all the UEs employ the same modulation of the constellation size M . We define {X} as the set of all M J possible symbol vectors of J UEs and obtain the corresponding set {R} of the superimposed vectors on REs. Let X a be one vector from {X}, i.e., X a ∈ {X}, and X a j is the j-th UE's transmitted symbol of X a . Similarly, X b is also from {X}, but X b j is different from X a j . Then, the error probability of the j-th UE is given by
where P{X a → X b } is the joint PEP of J UEs. Assuming that the noises on all the channels are i.
|| is the Euclidean distance between these two vectors. Substituting (5) into (4), we can calculate the PEP for each UE and then get the upper bound of the SER by taking average over all UEs.
The expression of PEP has one important property: the Q-function is differentiable, i.e., Q (
2 ). This is the key for the proposed optimization in the following.
IV. OPTIMIZATION THROUGH THE GRADIENT DESCENT
In the literature, exhaustive search or heuristic algorithms such as simulated annealing or genetic algorithm has been employed in the codebook optimization to maximize the mutual information or minimize the PEP. This may result in a high computational complexity, especially when taking the mutual information as the optimization target. In addition, the optimized results are still characterized by randomness and cannot guarantee a global optimum.
In this paper, we propose to apply the gradient descent algorithm to optimize the NOMA codebook. For a given H, we take the PEP in the AWGN channel as our objective function and find an optimal G to minimize it, i.e.,
The gradient descent algorithm is a first-order optimization algorithm that can reach a local minimum or global minimum of a function. The NOMA transmission model can be seen as a single-layer neural network. The element in G can be regarded as the weight of the neural network, the UEs' modulated symbols are the input, and the PEP is the loss function. The process of the codebook optimization is equivalent to a training process of the neural network. By using gradient descent, the weights of the neural network update iteratively while the value of the loss function decreases gradually. The training can be divided into the forward propagation process and the backward propagation process.
A. THE FORWARD PROPAGATION PROCESS
The forward propagation process is to calculate the PEP. Supposing that each UE's modulation order of the transmitted symbol is M , then the size of all possible symbol vectors of J UEs is N = M J . To be specific, since we employ the batch gradient descent, the input of the neural network should be the set of all the possible UE symbol vectors. The UEs' transmitted symbols might be real or complex according to the modulation. For a generalized representation and a clear illustration, we use two matrices X R B and X I B of size J × N to represent the real and imaginary parts of the input, respectively. The (j, n)-th element in X R B is denoted as x R jn , and the (j, n)-th element in X I B is denoted as x I jn . Similarly, we use two matrices G R and G I of size K × J to represent the real and imaginary parts of the matrix G, respectively. The (k, j)-th element in G R is denoted as g R kj and the (k, j)-th element in G I is denoted as g I kj . Recalling equation (1), we have
The (k, n)-th element in R R B is denoted as r R kn , and the (k, n)-th element in R I B is denoted as r I kn .
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We write the (k, n)-th element inR R B asr R kn and the (k, n)-th element inR I B asr I kn . Then the average PEP over all UEs can be computed as:
That is, for all the cases x R jn = x R ji or x I jn = x I ji , we calculate the corresponding Q-functions and average among the pairs.
B. THE BACKWARD PROPAGATION PROCESS
The backward propagation process is to update the weights of the network by using the gradient descent algorithm. In order to get the gradient of G R and G I at each iteration, the chain rule of derivation is employed in our proposed method. For the ease of representation, we define the following two auxiliary functions:
and
The loss function in (11) is related toR R B andR I B . We first take a derivative with respect to each element inR R B andR I B ,
. (16) Then we obtain two gradient matrices (15) and (16), so that f (a, b) should not be 0. Therefore, we need to ensure that no identical columns exist inR B =R R B + j ·R I B when initializing G R and G I . Similarly, we take a derivative with respect to each element in R R B and R I B according to (9) and (10) as
and ∂r I
kn
Two gradient matrices With the gradient of G R and G I , we set a learning rate η to control the update procedure. Then G R and G I are updated in each iteration as:
V. GRADIENT DESCENT ALGORITHM UNDER CONSTRAINTS
In the previous section, we did not set any constraints on the mapping function from the UEs to the REs. That is, both elements in G R and G I are eligible to take any value from the real field. However, in the traditional codebook design of NOMA, G R and G I are not isolated. In general, the mapping on the connected edge has the form αe jθ , where α is the scaling amplitude of power and θ is the rotation angle of phase. Then we have the following matrices to be optimized:
Correspondingly, G R and G I can be rewritten as:
The proposed gradient descent algorithm is also applicable for this case. The gradient of the parameters α and θ can be calculated as follows:
Substituting (23) and (24), ∂L ∂G R and ∂L ∂G I can be obtained. According to the chain rule of derivation again, we have:
Here we have to point out that sin(·) and cos(·) are periodic functions. As a result, it is difficult for the loss function to converge if the element in θ is not restricted. To solve this problem, we set θ ∈ [0, b]. We define a non-linear function for scaling the element in θ to [0, b] as
and the derivation of s(x) is:
We define a matrix W of size K × J and each element w kj in W is unrestricted. Then θ is rewritten as:
After getting ∂L ∂θ , the gradient of W is obtained as:
Finally, α and W are updated in each iteration as:
VI. NUMERICAL RESULTS AND DISCUSSIONS A. IMPLEMENTATION PARAMETERS
In the following, we present the optimized codebook based on the proposed batch gradient descent algorithm, and the optimization goal is the PEP in AWGN channels. We first optimize G R and G I without constraints. Then we conduct the joint optimization on α and W. In addition, α and W are also optimized separately in our experiments. The weights of the neural network are initialized by a standard normal distribution, the learning rate is set to be 1, and the iteration number is 50. For the NOMA structure, without loss of generality, we set J = 6 and K = 4. We choose the following two matrices which represent two typical connection patterns between the UEs and the REs. The matrix H 1 is fully connected, and the matrix H 2 was optimized for the SCMA system in [19] and [20] . 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 1  1 1 1 1 1 (40)
B. OPTIMIZATION RESULTS WITHOUT CONSTRAINTS
We first suppose that each UE's symbols are BPSK modulated. The matrices H 1 and H 2 are employed and optimized at SNR = 10dB. The training loss is illustrated in Fig.3 . We can see that the loss continues decreasing and converges to a constant value, which verifies that the gradient descent algorithm is suitable for optimizing the codebook. In addition, the loss starts to converge from around the 5th epoch which shows the high effectiveness of the gradient descent algorithm. In the following we provide the comparison between the codebook from the proposed optimization and from the literature. The authors in [19] provided a codebook based on H 2 for 4-order modulation. Therefore we first employ 4PAM modulated symbols and optimize H 1 and H 2 at SNR = 15dB respectively. The resulted PEPs are depicted in Fig.4 . Obviously, the codebooks optimized by the gradient descent algorithm perform better than the existing SCMA codebook in the high SNR region. The corresponding G * 1 and G * 2 are provided in the appendix. Similarly, we carry out the optimization based on QPSK modulated symbols and present the Fig.4 as well. We can see that the performance has been further improved in the high SNR region compared to the 4PAM case. The optimized codebooks are represented by G * 3 and G * 4 in the appendix.
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C. OPTIMIZATION RESULTS UNDER CONSTRAINTS
In the following we compare the optimized codebooks under constraints and from the literature. The authors in [20] provided a codebook based on H 2 through the rotation of the phase, i.e.,
where ϕ k = exp (i · k · ∇) and ∇ is equal to π/5 or π/6. We modulate each UE's symbol by QPSK and apply the gradient descent algorithm under different constraints. We first optimize α and W individually, and then we jointly optimize both α and W. We set the scale factor b as π/2. The resulting PEPs are plotted in Fig.5 . We can see that all the newly proposed codeboooks outperform the existing SCMA . schemes in [20] . If the optimization is carried out through one parameter solely, the cookbook with optimized phase rotation has advantages over the one with optimized scaling amplitude. This is because that the former makes a better use of the signal space. Not surprising, the jointly optimized codebook performs the best due to a higher freedom in the optimization. The corresponding codebooks are provided as G * 5 , G * 6 and G * 7 in the appendix.
VII. CONCLUSION
In this paper we have investigated the optimization of NOMA codebook through a machine-learning method. The neural network framework is explored due to its similarity to the symbol superposition structure. The mapping functions on the edges are considered as weights, and the pairwise error probability is treated as the loss function. The method of batch gradient descent is applied for optimizing the weights and correspondingly the codebook. Based on the numerical results, the optimized codebooks clearly outperform the SCMA schemes in the literature.
