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ABSTRACT
The thesis is composed of three independent projects: (i) analyzing transposon-sequencing
data to infer functions of genes on bacteria growth (chapter 2), (ii) developing semi-parametric
Bayesian method method for differential gene expression analysis with RNA-sequencing data
(chapter 3), (iii) solving group selection problem for survival data (chapter 4). All projects are
motivated by statistical challenges raised in biological research.
The first project is motivated by the need to develop statistical models to accommodate the
transposon insertion sequencing (Tn-Seq) data, Tn-Seq data consist of sequence reads around
each transposon insertion site. The detection of transposon insertion at a given site indicates
that the disruption of genomic sequence at this site does not cause essential function loss and
the bacteria can still grow. Hence, such measurements have been used to infer the functions
of each gene on bacteria growth. We propose a zero-inflated Poisson regression method for
analyzing the Tn-Seq count data, and derive an Expectation-Maximization (EM) algorithm
to obtain parameter estimates. We also propose a multiple testing procedure that categorizes
genes into each of the three states, hypo-tolerant, tolerant, and hyper-tolerant, while controlling
false discovery rate. Simulation studies show our method provides good estimation of model
parameters and inference on gene functions.
In the second project, we model the count data from RNA-sequencing experiment for each
gene using a Poisson-Gamma hierarchical model, or equivalently, a negative binomial (NB)
model. We derive a full semi-parametric Bayesian approach with Dirichlet process as the
prior for the fold changes between two treatment means. An inference strategy using Gibbs
algorithm is developed for differential expression analysis. We evaluate our method with several
simulation studies, and the results demonstrate that our method outperforms other methods
including the popularly applied ones such as edgeR and DESeq.
In the third project, we develop a new semi-parametric Bayesian method to address the
xiii
group variable selection problem and study the dependence of survival outcomes on the grouped
predictors using the Cox proportional hazard model. We use indicators for groups to induce
sparseness and obtain the posterior inclusion probability for each group. Bayes factors are used
to evaluate whether the groups should be selected or not. We compare our method with one
frequentist method (HPCox) based on several simulation studies and show that our method
performs better than HPCox method.
In summary, this dissertation tackles several statistical problems raised in biological re-
search, including high-dimensional genomic data analysis and survival analysis. All proposed
methods are evaluated with simulation studies and show satisfactory performances. We also
apply the proposed methods to real data analysis.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
This dissertation reports on three independent research projects in which statistical prob-
lems are all raised in biological research, including high-dimensional genomic data analysis and
survival analysis. There are some similarities or connections in the background or statistical
methods in some way. In the first and second project, data set we analyzed are both derived
based on the next-generation sequencing technology and we use multiple testing procedure
to solve our research questions in these two projects. In addition, semi-parametric Bayesian
approaches are developed in both the second and third project. In the second project, we
assume Poisson-Gamma mixture model for the RNA-seq count data but model the parameters
corresponding to fold changes of two treatment means non-parametrically. In the third project,
we use proportional hazard models in solving the group selection problems. We assign some
specific parametric distributions as the prior for all the parameters while Gamma process is
used as the prior for cumulative hazard function.
In this chapter we first briefly introduces the background knowledge in genomics, and then
statistical method to help clarify the statistical research presented in this dissertation. The
four following sections are mainly related to the following topics: next-generation sequencing
technology, false discovery rate, non-parametric Bayesian method, and dissertation organiza-
tion.
1.2 Next-Generation Sequencing Technology
Transcriptome analysis is important for characterization of the molecular basis of phenotypic
variation in biology. During the past two decades, microarrays have been the most important
2and widely used approach for such analyses. Recently, the advent of next-generation sequenc-
ing (NGS) technologies has revolutionized the way genomic study is progressing, and NGS
technology is quickly replacing microarray technology. Next-generation sequencing refers to
non-Sanger-based high-throughput DNA sequencing technologies. Millions or billions of DNA
fragments can be sequenced in parallel, yielding substantially more throughput and minimizing
the need for the fragment-cloning methods that are often used in Sanger sequencing of genomes.
Many important applications arise based on the modern NGS technology. Two of the main
applications are RNA-sequencing (RNA-seq) and transposon insertion sequencing (Tn-seq).
1.2.1 RNA-seq
One important application of NGS technology is to study transcriptome through the se-
quencing of RNA molecules. In a typical RNA-seq experiment, a sample of RNA molecules
is converted to a library of complementary DNA fragments and then sequenced on a high-
throughput sequencing platform, such as Illumina HiSeq, SOLiD or Roche 454. Millions of
short sequences, or namely reads, are obtained from this sequencing and can be mapped to a
reference genome or transcriptome, and the count of reads mapped to a given gene measures
the expression level for gene.
RNA-seq technologies have several advantages over microarray technologies, including a
wider range of expression levels, higher resolution, a lower background level, higher throughput
and so forth (Wang et al., 2010; Oshlack et al., 2010). For these reasons, RNA-seq has become
a popular platform to study gene expression in the recent years.
1.2.2 Tn-seq
Transposon insertion sequencing (Tn-seq) is a modern technology that relies on the NGS
technology. Creation of genome-wide random transposon mutant libraries followed by NGS
results in high-throughput data in Tn-seq experiments.
The Tn-seq approach has been developed that made analysis of transposon insertion li-
braries much more efficient. Using this approach, short reads are obtained from the genome on
either side of each transposon insertion site via amplification with a transposon-specific primer,
3Table 1.1 Outcomes when testing m null hypotheses.
Null accepted Null rejected Total
Null true U V m0
Null false T S m1
Total m−R R m
and then sequenced using NGS. After mapping the reads to the genome of the organism, the
number of reads per transposon insertion site is obtained.
Tn-seq data consist of sequence reads around each potential transposon insertion sites.
The detection of transposon insertion at a given site indicates that the disruption of genomic
sequence at this site does not cause essential function loss and the bacteria can still grow.
Hence, such measurements are used to infer the functions of each gene on bacteria growth.
Identification of genes essential to the survival of bacteria is very important for understanding
the function of genes and detecting potential drug targets for antimicrobial treatment.
1.3 False Discovery Rate
Both RNA-seq and Tn-seq data provide measurement of tens of thousands of variables
(genes in RNA-seq and transposon insertion sites in Tn-seq). Multiple testing procedures that
controls the number of false significant results while simultaneously testing a large number
of hypothesis is essential in RNA-seq and Tn-seq data analysis. In a typical multiple testing
setting, m p-values are obtained from testing each of the m hypotheses. Let H01, H02, ...,H0m
denote the null hypotheses corresponding to each of the m tests we are interested in. Let
p1, p2, ..., pm denote the p-values corresponding to the m tests. Suppose m0 of the null hy-
potheses are true and m1 of the null hypotheses are false. Table 1.1 presents the frequencies
associated with the four possible outcomes when testing m hypotheses in an experiment.
The cutoff of p-values is chosen in order to control some type of error rate. Let c denote a
value between 0 and 1 that will serve as a cutoff for the p-values. We reject H0i if pi ≤ c and
fail to reject (or accept) H0i if pi > c . Traditionally, statisticians have focused on controlling
Familywise Error Rate (FWER) when conducting multiple tests. FWER is defined as the
probability of having one or more false positive results. Common ways to achieve control of
4the FWER at any desired level α include the Bonferroni’s method and Holm’s method. Both
the Bonferroni’s method and the Holm’s method provide strong control of the FWER for any
family of m tests. Storey and Tibshirani (2003) argued that FWER is too conservative of an
error rate to control when m is large and that false discovery rate (FDR) is a more reasonable
measure that accounts for the balance between the number of false discoveries (V ) and the
number of true discoveries(S).
The FDR is defined as the expected proportion of falsely rejected null hypotheses among
all rejected null hypotheses. In formula using the random variables defined in Table 1.1,
FDR =
(V
R
∣∣∣R > 0)Pr(R > 0)
Controlling FDR amounts to choosing the significance cutoff c so that FDR is less than or
equal to some desired level α.
1.3.1 Benjamini and Hochberg Method
The Benjamini and Hochberg procedure (Benjamini and Hochberg, 1995) that controls the
FDR at a desired level α works as follows:
1. Let p(1), p(2), ..., p(m) denote the m p-values ordered from smallest to largest.
2. Find the largest integer k so that
p(k) ≤ kα/m. (1.1)
3. If no such k exists, set c = 0 (declare nothing significant).
4. Otherwise set c = p(k) (reject the nulls corresponding to the smallest k p-values).
1.3.2 The q-value Method
An improved method for controlling FDR at level would be to replace the quantity m in
(1.1) with m0. But m0 needs to be estimated since it is unknown. Storey (2002) proposed an
approach to obtain the estimator of m0 to replace m and also defined the q-value as
q(j) = min
{p(r)mˆ0
r
: r = j, ...,m
}
,
5where q(j) is the q-value that corresponds to the j
th smallest p-value, and qj corresponds to
the q-value for the jth hypothesis testing. Storey (2002) mentioned that q-value is the FDR
analogue of the p-value and could be used to do a family of m hypothesis tests directly.
1.3.3 BFDR
The Bayesian version of FDR is an alternative way to estimate the true FDR for full
Bayesian methods, and it has been proposed and discussed by several authors including Newton
et al. (2004). The Bayesian FDR can be obtained by using the estimated posterior probabilities
that the null hypothesis is true given the data. For each r (1 ≤ r ≤ m), we assume 1−vr is the
estimated posterior probability that rth null hypothesis is true. Very often 1− vr is calculated
by the proportion of the posterior samples for some parameter or some function of parameters
that is within the null set ∆0. For example, in the second project we conduct, for each gene g
(1 ≤ g ≤ G), the hypothesis testing we are interested in is whether the fold change between two
treatment means is 1 or not, so we obtain the estimated posterior probability by calculating
the proportion of the posterior samples for the parameter corresponding to the fold change of
each gene that are equal to 1. We reject H0m if the posterior probability vr is greater than the
threshold c. The choice of optimal threshold c will be based upon controlling the false discovery
rate (FDR) below a target level α, say, 0.05,
c = sup
{
c : F̂DR(c) < α
}
(1.2)
where the Bayesian FDR F̂DR(c) is
F̂DR(c) =
∑
r(1− vr)Dr∑
rDr
, (1.3)
Dr = I(vr > c) is the decision on the r
th hypothesis testing at cutoff c and
∑
rDr is the total
number of rejections.
The BFDR can be interpreted as the posterior proportion of false positives in the list of
positives. The straightforward interpretation and easy computation based on vr have brought
popularity for the BFDR.
61.4 Non-parametric Bayesian method
Here we explore two different ways of Bayesian modeling for non-parametric parts that we
used in our projects. Dirichlet process is the random process used in the second project as
the prior for the parameters corresponding to the fold change between means of two treatment
conditions, and Gamma process is used in the third project to model the cumulative hazard
function in the proportional hazard model. For the other different prior random processes,
please check Muller and Fernando (2004) as reference.
1.4.1 Dirichlet Process
So far the most popular non-parametric Bayesian method is the Dirichlet process. The
definition of Dirichlet process is as follows. A random probability distribution F is called a
Dirichlet process if for any partition A1, ..., Ak of some sample space, the vector of random
probabilities F (Ai) follows a Dirichlet distribution
(F (A1), ..., F (Ak)) ∼ D(M · F0(A1), ....,M · F0(Ak)).
We denote this by F ∼ D(M,F0), i.e., F is a random distribution generated by a Dirichlet
process with base measure F0 and total mass parameter M . The base measure F0 defines the
expectation E{F (B)} = F0(B) and M defines the variance. Note that, the realization of a
Dirichlet process F ∼ DP (M, F0) could also be represented as
F (.) =
∞∑
h=1
whδ{µh}(.),
with stick breaking priors
µh
iid∼ F0, wh = Uh
∏
j<h
(1− Uj) with Uh iid∼ Beta(1,M).
The locations µh of the point masses are a sample from F0, and the random weights wh
are generated as rescale independent beta draws. In words, realizations of the DP could be
represented as infinite mixtures of point masses, so the DP is an almost surely discrete random
probability measure.
71.4.2 Gamma Process
Gamma process is another random process used in our research project. In fact, Gamma
process is a special case of Levy process. A stochastic process X = {Xt : t ≥ 0} is said to be a
Levy process if it satisfies the following properties:
1. X0 = 0 almost surely holds.
2. The increments are independent, that is, for any 0 ≤ t1 < t2 < · · · < tn < ∞, Xt2 −
Xt1 , Xt3 −Xt2 , . . . , Xtn −Xtn−1 are independent.
3. The increments are stationary, that is, for any s < t, Xt −Xs, is equal in distribution to
Xt−s.
4. Continuity in probability holds, in other words, for any  > 0 and t ≥ 0 it holds that
limh→0 P (|Xt+h −Xt| > ) = 0.
Levy process is often used in survival analysis when the survival data is modeled with the
proportional hazard model and covariates incorporated into the model. The most commonly
used Levy process for modeling the cumulative hazard function (assumed Λ0(t)) in the Cox
model is the gamma process (Kalbfleisch, 1978) . In this case, the increments of Λ0(t) in disjoint
intervals are positive and mutually independent and Λ0(t2)−Λ0(t1) has a gamma distribution
with mean Λ∗0(t2)− Λ∗0(t1) and variance {Λ∗0(t2)− Λ∗0(t1)}/c, i.e.,
Λ0(t2)− Λ0(t1) ∼ Gamma(Λ∗0(t2)− Λ∗0(t1), c),
where t2 > t1 > 0 and c > 0. Here the nondecreasing positive function, Λ
∗
0(·), is the mean
function of the random prior process and Λ∗0(t2) − Λ∗0(t1) can be thought of as a prior guess
at the unknown hazard function. c is interpreted as a measure of confidence attached to the
initial guess Λ∗0(·) of Λ0(·). Small values of c correspond to weak prior beliefs.
1.5 Dissertation Organization
This dissertation consists of three main chapters (chapters 2, 3 and 4). Chapter 2 develops
statistical model to accommodate specific features of Tn-Seq data and categorizes genes into
8each of the three states, hypo-tolerant, tolerant, and hyper-tolerant based on Tn-Seq data.
Chapter 3 presents our semi-parametric Bayesian method for detecting differentially expressed
genes. Chapter 4 presents a semi-parametric Bayesian group selection method to proportional
hazard models. These three chapters can be read independently. A summary about our work
and possible directions for future research are briefly discussed in Chapter 5.
9Bibliography
Benjamini, Y. and Hochberg, Y. (1995) Controlling the False Discovery Rate: a Practical and
Powerful Approach to Multiple Testing. J. Roy. Statist. Soc. Ser. B, 57, 289-300.
Kalbfleisch, J. (1978). Non-parametric Bayesian Analysis of Survival Time Data. Journal of
the Royal Statistical Society, Series B, 40 (2), 214-221.
Muller, P. and Fernando A.Q. (2004), Nonparametric Bayesian Data Analysis. Statistical Sci-
ence, 19 (1), 95-110.
Newton, M. A., Noueiry, A., Sarkar, D., and Ahlquist, P. (2004). Detecting Differential Gene
Expression with a Semiparametric Hierarchical Mixture Method. Biostatistics, 5, 155-176.
Oshlack, A., Robinson M. D., Young M. D. (2010). From RNA-seq reads to differential expres-
sion results. Genome Biology, 11:220.
Storey, J. D. (2002). A Direct Approach to False Discovery Rates. Journal of the Royal Statis-
tical Society, Series B, 64, 479-498.
Wang, L., Li P., Brutnel T.P. (2010). Exploring plant transcriptomes using ultra high-
throughput sequencing. Breifings in Functional Genomics, 9, 118-128.
10
CHAPTER 2. ZERO-INFLATED POISSON MODEL FOR INSERTION
TOLERANCE ANALYSIS OF GENES BASED ON TN-SEQ DATA
Abstract
Transposon insertion sequencing (Tn-seq) is an emerging technology that combines transposon
mutagenesis with next-generation sequencing technologies for the identification of genes related
to bacterial survival, which is a key to detecting potential drug targets for antimicrobial treat-
ment. The resulting data from Tn-seq experiments consist of sequence reads mapped to millions
of potential transposon insertion sites and a large portion of insertion sites have zero mapped
reads. There is a need to develop statistical models to accommodate the specific features of
Tn-seq data and to infer the functions of each gene on bacterial growth. In this paper we
propose a zero-inflated Poisson model for analyzing the Tn-seq data that are high-dimensional
and with excess of zeros. Maximum likelihood estimates of model parameters are obtained
using an expectation-maximization (EM) algorithm, and pseudogenes are utilized to construct
appropriate statistical tests for the transposon insertion tolerance of other genes. We propose
a multiple testing procedure that categorizes genes into each of the three states, hypo-tolerant,
tolerant, and hyper-tolerant, while controlling the false discovery rate. We discuss applications
of the proposed method to a simulation study and a real Tn-seq data from an experiment that
studied the bacterial pathogen, Campylobacter jejuni.
2.1 Introduction
Transposons are genetic elements that can be inserted into genomes mediated by an enzyme
called transponsase. An application of transposons in genomic studies is insertional mutage-
nesis which refers to the construction of a library of bacterial strains, each being a mutant
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generated by random insertion of a transposon. Transposon mutagenesis has facilitated our
understanding of gene functions through identifying the phenotypes of the corresponding mu-
tants. With the recent advent of next-generation sequencing (NGS) technologies, it is possible
to sequence many transposon insertional mutants simultaneously, and the resulting technique
that combines transposon mutagenesis with NGS technologies has been referred to as trans-
poson sequencing (Tn-seq). The Tn-seq technique generates huge amount of data and allows
genome-wide analysis of gene functions through mutagenesis. More specifically, Tn-seq exper-
iments have been employed to identify genes related to the survival of bacteria, which is a key
to discovering potential drug targets for antimicrobial treatment.
Four different transposon sequencing technologies were proposed independently in 2009
and have been reviewed in van Opijnen and Camilli (2014). They all share similar ideas
of sequencing the DNA sequences flanking the transposon insertion site. Our collaborators
conducted a Tn-seq experiment to identify genes involved in the growth of a highly virulent
strain (IA3902) of the bacteria Campylobacter jejuni, which has been reported to be the major
cause of sheep abortion and implicated in human gastroenteritis in the United States (Sahin
et al., 2012, 2008). By randomly inserting Tn5 transposons into locations within the genome,
we generated a library of mutant bacterial strains. Because the chance of transposon insertion
is really low, having two or more transposons inserted to the same genome is very unlikely
and we expect that each mutant was generated by random inserting only one transposon into
the genome. The genomic DNA was extracted from the library of mutants after growth in
a liquid medium. After shearing the DNA into fragments and amplifying the fragments with
transposon-specific primers, we applied Illumina sequencing to obtain sequence reads flanking
the transposon insertion sites. By mapping the sequence reads to the genome of Campylobacter
jejuni IA3902, we can identify the location of the transposon insertion and measure the relative
abundance of mutants containing a transposon at each possible insertion site by enumerating
the sequence reads mapped to the corresponding site. The transposon used in our experiment,
Tn5, was reported to insert at the 3’ end of the consensus sequence A-GNTYWRANC-T,
although it may insert to other locations as well (Goryshin et al. (1998)). Different transposons
have different sequence preferences of the insertion sites. For example, EZ::TN Transposon
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(Gerdes et al., 2003; Langridege, 2009) could randomly insert into any locations of the target
DNA, whereas the Himar1 transposon (Lampe et al., 1996) inserts randomly between T and A
in TA dinucleotides.
An important research objective in a Tn-seq experiment such as ours is to classify genes ac-
cording to their tolerance to transposon insertion mutagenesis, or equivalently, to classify genes
with respect to their effects on bacteria fitness/growth. A gene can be tolerant of disruption
if the transposon insertion into the gene does not affect the growth of bacteria. On the other
hand, a gene is hypo-tolerant of transposon insertion if the inactivation of the gene by transpo-
son insertion suppresses the growth of bacteria. Such a gene provides an ”‘essential”’ or ”‘core”’
function in bacteria survival, and is a potential drug target for antimicrobial treatments. A
gene can also be hyper-tolerant of transposon insertion, suggesting that the inactivation of the
gene may provide a growth advantage. A successful antimicrobial treatment needs to avoid
inactivation of such hyper-tolerant genes. The above classification has been discussed in Wiles
et al. (2013) and is adopted throughout our paper.
In Tn-seq data, the count of reads corresponding to each possible insertion site provides a
measurement of the abundance of mutants containing a transposon at that location. A gene
may have zero counts of sequence reads either because the gene is hypo-tolerant to transposon
insertion and essential in bacteria survival, or because no transposons were inserted into any
location in this gene just by chance. An appropriate statistical model should take into consid-
eration of both the probability of transposon insertion and the bacterial growth in case that a
transposon insertion happens. Another challenge in Tn-seq data analysis is the need to handle
a large amount of data simultaneously. Thousands of genes are usually studied in one Tn-seq
experiment, whereas each gene contains up to thousands of locations for potential transposon
insertions. The outcomes of Tn-seq experiments, the read counts, are measured at the level
of insertion locations, which suggests the development of statistical models at the same level
to avoid loss of information. Besides, the statistical model need to take into account of the
variation among insertion locations within a gene, as well as variation among genes.
There have been a few statistical methods proposed for the analysis of Tn-seq data and
they deal with different levels of data summary. Some researchers proposed to first reduce
13
the data from the level of locations to the level of genes using the count of locations with
zero mapped reads for each gene, and then model such counts using discrete distributions
such as Poisson distributions (Deng et al., 2013) or negative-binomial distributions (Zomer
et al., 2012). Such models ignores the magnitudes of the read counts for locations with non-
zero counts, which measures the abundance of the corresponding mutants and hence contains
important information about gene tolerance status. Zhang et al. (2012) divided the genome
into contiguous overlapping windows (with width 400-600 base pair) and then employed a non-
parametric test to assess tolerance status (referred to essentiality in their paper) to bacterial
growth for each of these windows. Dejesus and Loerger (2013) described a four-state hidden
Markov model and used geometric distributions for the count data at each location to model the
conditional distribution of read counts given different states, and then each gene was assigned
to a tolerance state according to the most frequent state found within the boundaries of the
gene sequence. Both of these two methods (Zhang et al., 2012; Dejesus and Loerger, 2013) are
applicable to Tn-seq data with transposons inserted only into specific target locations (such
as transposon Himar1 that only inserts into TA dinucleotides). When using transposons (say,
EZ::TN) that could insert into any genome locations, the resulting Tn-seq dataset typically
contains excess zeros. Neither of the two methods could deal with such Tn-seq datasets because
they might wrongly take genes as essential (extremely hypo-tolerant) to bacterial growth when
the transposons missed most of the locations of that gene during the construction of transposon
mutant library.
In this paper we propose a zero-inflated Poisson (ZIP) model to deal with the excess of zeros
for the analysis of Tn-seq data at the level of locations. To account for the two possible reasons
that give rise to zero read counts at a given location, we apply a mixture model with a point
mass at zero and a Poisson distribution for the count data from Tn-seq. The component of
point mass at zero corresponds to the case when there is no transposon inserted at the location,
and hence there should be zero reads mapped to the corresponding location. This component
is associated with a mixing probability that models the chance of not having a transposon
insertion at a location, and this probability may vary across different locations depending on
the genomic sequence or potentially other covariates that may affect the chance of insertion.
14
The component of the Poisson distribution models the count of reads mapped to the given
location when a transposon is inserted there, and the mean of the Poisson distribution provides
a measurement of the abundance of mutants for the corresponding gene. This model reflects
how the count data of Tn-seq were generated at the location level, and allows us to estimate the
chance of having transposon insertion and the abundance of mutants corresponding to different
genes, and the latter allows us to identify genes involved in bacterial growth.
Our Tn-seq experiment only studied one growth condition of the mutant library. To classify
genes with respect to their effects on bacterial growth, we utilize data for pseudogenes observed
in the same experiment. Pseudogenes are dysfunctional relatives of genes that have lost their
protein-coding abilities. Pseudogenes are still important in genomic studies because they pro-
vide a record of how the genomic DNA has been changed without evolutionary pressure and can
be used as a model for determining the underlying rates of nucleotide substitution, insertion
and deletion in the genome. In our model, we consider pseudogenes to be tolerant of disruption
as they have already lost their protein coding abilities before mutagenesis. Thus comparing the
normal (non-pseudo) genes with pseudogenes provides information about the tolerance status
of the normal genes. More specifically, the genes with mean abundance of mutants equal to
the mean abundance for pseudogenes’ mutants will be classified as tolerant, and those genes
with mean abundance of mutants significantly above (below) the mean abundance of mutants
for pseudogenes are hypo-tolerant (hyper-tolerant).
We apply an Expectation-Maximazation (EM) algorithm to estimate parameters of the
ZIP model, including the mixing probability and mean abundance of mutants for thousands
of genes and pseudogenes. Then we estimate the asymptotic variance-covariance matrix of
all estimated parameters and perform a Wald test for each gene to test whether each gene is
tolerant of transposon insertion or not by comparing the mean abundance of mutants for this
gene with that of the pseudogenes. The method by Benjamini and Hochberg (1995) is applied
to control the false discovery rate (FDR) as an error criterion in the multiple testing problem.
At the end, we classify all normal genes into three different classes: “hypo-tolerant”, “tolerant”,
and “hyper-tolerant”, which reflects their tolerance to transposon insertion.
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The remainder of the paper is organized as follows. Section 2 presents our ZIP model for
Tn-seq data, our method to estimate model parameters and our procedure for the multiple
hypothesis testing to identify the tolerance status for genes. In Section 3 and Section 4, we
present a simulation study and a real data analysis, respectively. Section 5 concludes the paper.
2.2 Method
2.2.1 Tn-seq data at the level of locations
To study the gene functions on bacterial growth using Tn-seq experiments, we analyze the
count of reads at each possible insertion site within all gene-coding regions. A read is mapped to
a location if the corresponding transposon is inserted right before the 5’-end of the nucleotide at
that location along the genome. Suppose there are G genes in total, without loss of generality,
the genes are ordered so that the first N(N < G) genes are normal genes, the last (G−N) genes
are pseudogenes. For the g-th gene, g = 1, ..., G, the number of possible transposon insertion
sites is ng, and the gene length is lg. For transposons without specific recognition of target
sequences, such as the EZ::TN transposon, any location within the genome can be a potential
transposon insertion site, and thus ng = lg. For transposons that recognize specific sequences,
only locations satisfying the sequence requirement would be potential insertion sites and hence
ng < lg. Let Ygi denote the count of sequence reads mapped to the i-th location in gene g
where i = 1, ..., ng.
2.2.2 The ZIP Model
The transposon mutagenesis is viewed as a process that transposons are randomly inserted
into the genome. Let Zgi denote whether there is a transposon inserted for the i-th location
within gene g for g = 1, ..., G and i = 1, ..., ng. That is, Zgi = 1 if there is transposon inserted at
the ith location of the gth gene, and Zgi = 0 if no transposons insert at this location. Obviously,
when Zgi = 0, Ygi = 0, and we refer to this state as the perfect zero state as in Lambert (1992).
When Zgi = 1, i.e., when transposon insertion occurs at the corresponding location, we model
the count of reads mapped to the location with a Poisson distribution with mean µg where µg
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can be interpreted as the mean abundance of the mutants for gene g. The state of Zgi = 1 will
be referred to as the Poisson state.
The transposon mutagenesis can be roughly viewed as a process that transposons are ran-
domly inserted into the genome. Hence, we model the variables Zgi’s with Bernoulli distribution
with probability of insertion pgi. The parameter pgi models the chance of having a transposon
insertion at the i-th location of g-th gene, and this probability may vary across different loca-
tions depending on the genomic sequence or potentially other covariates that may affect the
chance of insertion. Let x′gi = (xgi0, ..., xgi(m−1))
′ denote the covariates for the i-th location of
g-th gene that may affectpgi and β = (β0, β1, ..., βm−1)′ denote the corresponding coefficients,
we apply a logistic regression to model pgi through x
′
gi. In summary, our hierarchical model is:
logit(pgi) = x
′
giβ, (2.1)
Zgi ∼ Bernoulli(pgi), (2.2)
and
Ygi|Zgi ∼ (1− Zgi) · δ{0} + Zgi · Poisson(µg), (2.3)
where δ{0} denotes the point mass at 0. Although Zgi = 0 implies Ygi = 0, the reverse statement
is not true. When we observe Ygi = 0, it could be the result of no transposon insertion (Zgi = 0),
or, it is also possible that the gene is essential to bacterial growth and disruption of this gene
by having a transposon insertion is not tolerated and such bacteria cannot grow. Hence, the
probability mass function of Ygi can be written as:
f(Ygi; pgi, µg) =

1− pgi + pgi exp(−µg) Ygi = 0,
pgi · fpois(Ygi;µg) Ygi > 0.
(2.4)
where fpois(·;µg) denotes the probability mass function for Poisson distribution with the mean
parameter µg.
Because pseudogenes are not functional and we expect their disruption have no effect on
bacterial growth, i.e., they are tolerant of transposon insertion. Hence we expect the same level
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of growth for mutants of pseudogenes, and the same level of abundance for all pseudogenes.
We denote the common mean abundance of pseudogene mutants with µ0, that is,
µN+1 = · · · = µG 4= µ0. (2.5)
Therefore we have (N + 1) mean parameters µ = (µ1, ..., µN , µ0)
′ in total.
The goal of our experiment is to determine the status of tolerance of each normal gene, and
we compare the mean abundance of mutants for each normal gene with that of the pseudogenes.
So after our estimation of model parameters, we will test the following hypotheses for each gene
g:
H0g : µg = µ0 v.s. H1g : µg 6= µ0. (2.6)
2.2.3 The EM Algorithm for Maximum Likelihood Estimation
In this subsection, we describe how we obtain the maximum likelihood estimates for the
parameters β = (β0, β1, . . . , βm−1)′ and µ = (µ1, . . . , µN , µ0)′. For notational convenience, we
have Y = (Y11, ..., Y1n1 , ..., YG1, ..., YGnG)
′, and Z = (Z11, ..., Z1n1 , ..., ZG1, ..., ZGnG)
′. Based on
(2.4) and assuming independence between locations and genes, the log-likelihood function with
observable data Y is given by
L(β,µ|Y ) =
G∑
g=1
ng∑
i=1
log f(Ygi; pgi, µg)
=
G∑
g=1
∑
i∈Sg
log [1− pgi + pgi exp(−µg)]

+
G∑
g=1
∑
i/∈Sg
log [pgi · fPois(Ygi;µg)]
 , (2.7)
where the set Sg = {i : Ygi = 0} is defined as the set of indices corresponding to those locations
with zero read count for gene g.
For our ZIP model, we have N + 1 mean parameters corresponding to N normal genes
and all pseudogenes, and m coefficients in the logistic regression for pgi. In total, there are
(N + m + 1) parameters to be estimated. For Tn-seq data, N is in thousands and hence, it
is a high-dimensional estimation problem. Commonly used numerical optimization procedures
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such as Newton-Raphson and gradient conjugate method can be computationally complicated
and burdensome to maximize the log-likelihood L(β,µ|Y ) in terms of the high-dimensional
parameter space. Instead, we apply the Expectation-Maximization (EM) algorithm (Dempster,
Laird and Rubin, 1977) the complete data given by (Y ,Z), where Z is an unobserved vector
of latent variables that store the transposon insertion states. As explained below, given Z, the
likelihood function can be written into two parts and then allows separate maximization with
respect to β and µ which result in an efficient way to estimate the MLEs.
The distribution of Ygi conditional on Zgi is
f(Ygi|Zgi) =
[
δ{0}(Ygi)
]1−Zgi[fpois(Ygi;µg)]Zgi .
And the joint distribution of (Ygi, Zgi) is
f(Ygi, Zgi|pgi, µg) =
[
(1− pgi)δ{0}(Ygi)
]1−Zgi[pgifpois(Ygi;µg)]Zgi , (2.8)
where Zgi|pgi ∼ Bernoulli(pgi), and logit(pgi) = x′giβ.
Suppose we know which zeros came from the perfect zero state and which came from the
Poisson state. In other words, we could observe Zgi = 0 when Ygi is from the perfect zero state
and Zgi = 1 when Ygi is from the Poisson state. Then the log-likelihood with the complete
data (Y ,Z) would be
Lc(β,µ|Y ,Z) =
G∑
g=1
ng∑
i=1
(
log f(Zgi|pgi) + log f(Ygi|Zgi, µg)), (2.9)
where
log f(Zgi|pgi) = Zgix′giβ − log(1 + exp(x′giβ)),
log f(Ygi|Zgi, µg)) = Zgi(Ygi logµg − µg)− Zgi log(Ygi!).
This implies that
Lc(β,µ|Y ,Z) = Lc(β|Y ,Z) + Lc(µ|Y ,Z), (2.10)
where
Lc(β|Y ,Z) =
G∑
g=1
ng∑
i=1
(
Zgix
′
giβ − log(1 + exp(x′giβ))
)
,
Lc(µ|Y ,Z) =
G∑
g=1
ng∑
i=1
(
Zgi(Ygi logµg − µg)− Zgi log(Ygi!)
)
.
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The complete log-likelihood function in (2.10) can be written into two parts, Lc(β|Y ,Z)
and Lc(µ|Y ,Z) that could be maximized separately. Therefore the complete log-likelihood is
easier to maximize than simultaneously maximize all model parameters with marginal likelihood
based on Y .
We will describe our EM algorithm that is used to maximize L(β,µ|Y ) by alternating
between an expectation (E) step in which the latent variables Z are estimated by their ex-
pectations under the current estimates of parameters (β,µ), and a maximization (M) step in
which the complete log-likelihood Lc(β,µ|Y ,Z) at values of Z from the E step is maximized
with respect to both β and µ. The EM algorithm begins with starting values (β0,µ0) and
proceeds iteratively between the E step and the M step. At the (k+ 1)-th iteration, the E step
and M step are as follows.
(1) The E step
Compute the conditional expectation of Zgi
z
(k+1)
gi = E(Zgi|Y ,βk,µk)
= P (Zgi = 1|Ygi,βk,µk)
=

1 Ygi > 0
(1 + exp(µkg − βk′xgi))−1 Ygi = 0,
This indicates that the conditional distribution of Zgi|Ygi,βk,µk is
Zgi|Ygi,βk,µk ∼

δ{1} Ygi > 0
Bernoulli(zk+1gi ) Ygi = 0,
where δ{1} denotes the point mass at 1.
(2) The M step
The βk+1 that maximizes Lc(β|Y ,Zk+1),
Lc(β|Y ,Z) =
G∑
g=1
ng∑
i=1
(
Zgix
′
giβ − log(1 + exp(x′giβ))
)
,
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can be obtained by performing an unweighted binomial logistic regression of Zk+1 on the design
matrix X using a binomial denominator of one for each observation, where the column vectors
of X from left to right are x11, ...,x1n1 , ...,xG1, ...,xGnG respectively.
The µk+1 that maximizes Lc(µ|Y ,Zk+1),
Lc(µ|Y ,Z) =
G∑
g=1
ng∑
i=1
(
Zgi(Ygi logµg − µg)− Zgi log(Ygi!)
)
,
has closed-form expression. By solving the following equation
∂
∂µg
Lc(µ|Y ,Z) =
ng∑
i=1
Zgi(Ygi/µg − 1) , 0,
The estimate for µg where g = 1, 2, · · · , N , is obtained to be
µk+1g =
∑ng
g=1 Ygiz
k+1
gi∑ng
g z
k+1
gi
.
Similarly, we get the estimate
µk+10 =
∑G
g=N+1
∑ng
i=1 Ygiz
k+1
gi∑G
g=N+1
∑ng
i=1 z
k+1
gi
.
As shown in Lambert (1992), the EM algorithm converges for the ZIP model. Good initial
values for the EM algorithm can make its convergence quickly. In this paper, we use the MLE
for the positive Poisson log-likelihood as the initial value for parameters µ. The positive Poisson
distribution is the ordinary Poisson distribution with zero truncated from the support. The
log-likelihood of positive Poisson model for the Tn-seq data is
L+ ∝
G∑
g=1
∑
i:Ygi>0
[
Ygi logµg − µg − log(1− exp(−µg))
]
,
For each g = 1, ..., N, the score equation is
∂L+/∂µg =
∑
i:Ygi>0
(
Ygi
µg
− 1)−
∑
Ygi>0
exp(−µg)
1− exp(−µg) , 0.
Equivalently, the equation can be written as∑
i:Ygi>0
Ygi
µg
− (1 + 1
exp(µg)− 1
) · ng∑
i=1
I(Ygi > 0) = 0,
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where I(·) denotes the indicator function. Solving this equation (using “uniroot” function in R)
leads to the MLE for the positive Poisson log-likelihood and our initial value for µg. Similarly,
solving the following equation gives the initial value for µ0.
µ0 exp(µ0)
exp(µ0)− 1 ·
G∑
g=N+1
ng∑
i=1
I(Ygi > 0) =
G∑
g=N+1
∑
i:Ygi>0
Ygi.
The initial values of elements in β are set to be zero except the intercept. The intercept
is initialized by the estimated log odds of transposon insertion. The probability of having a
transposon insertion is calculated by considering the two possible reasons to have locations
with zero reads counts:
pˆ0 = 1−
∑G
g=1
∑ng
i=1 I(Ygi = 0)−
∑G
g=1
∑ng
i=1 exp(−µg)∑G
g=1 ng
.
And then the estimated log odds is calculated by
log(
pˆ0
1− pˆ0 ).
2.2.4 Hypothesis Testing to Classify the Tolerance Status of Bacterial Genes
We apply multiple testing procedure to classify genes into different groups of transposon
insertion tolerance. Let dg = µg − µ0. For each g = 1, ..., N , we test the null hypothesis
H0g : dg = 0. For notational convenience, set θ
′ = (β′,µ′)′. In large samples, the distribution
of the MLE θˆ is approximately normal with means θ and variance-covariance matrix equal
to the inverse of the observed Fisher information matrix Iˆ(Y ,θ)−1. The observed Fisher
information matrix directly can be computed by
Iˆ(Y ,θ)|θ=θˆ = −
∂2
∂θθT
L(β,µ|Y )|θ=θˆ, (2.11)
and the derivation of this the second derivative matrix is given in the Appendix.
For large enough samples as in Tn-seq data at the level of locations, the MLE’s and regular
functions of the MLE’s are consistent. Hence, the estimate for dg is dˆg = µˆg − µˆ0 and the
estimated variance is
v̂ar(dˆg) = v̂ar(µˆg) + v̂ar(µˆ0)− 2ĉov(µˆg, µˆ0).
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Then, for each g = 1, .., N , we apply the Wald test to test the null hypothesis, and calculate
the p-value by
pg = 2Φ
(∣∣∣ dˆg√
(v̂ar(dˆg))
∣∣∣), (2.12)
where Φ(.) denotes the cumulative distribution function for the standard normal distribution.
A Tn-seq experiment simultaneously examines thousands of genes. Hence, we need to
control the multiple testing error. The false discovery rate (FDR) proposed by Benjamini
and Hochberg (1995) has been argued to be a reasonable error to control in different genomic
studies (Storey and Tibshirani, 2003). In this paper, we apply the procedure of Benjamini and
Hochberg (1995) to the set of p-values to control FDR. Other FDR controlling procedures such
as the q-value method (Storey and Tibshirani, 2003) can also be applied.
We use a two-step procedure to identify the transposon tolerance status of genes. The
first step is to perform multiple testing procedure while controlling FDR as described above.
Genes whose corresponding null hypotheses are not rejected are classified to the group of genes
tolerant to transposon insertion. In the second step, we examine the estimates of dˆg for genes
whose corresponding null hypotheses are rejected. If the estimate of dˆg is smaller than zero
for gene g, it is classified as hypo-tolerant to transposon insertion. That is, the impairment of
such genes negatively impact the bacterial growth and may serve as anti-bacterial target. If
the estimate of dˆg is larger than zero for gene g, it is classified as hyper-tolerant.
2.3 A Simulation Study
A simulation study is conducted to evaluate the performance of our proposed method as
described in Section 4.4. In this simulation study, we set the transposon insertion rate p to
0.01 and not affected by covariates. There were a total 1820 genes, among which 20 were
pseudogenes. The number of possible insertion sites ng was simulated from discrete Uniform
distribution U(500, 2000) for each gene g. The mean abundance of mutants for pseudogene is set
be to µ0 = 8, and the means (µg’s) for the 1800 normal genes are set as follows: µ1,...,200 = 0.5,
µ201,...,400 = 1, µ401,...,600 = 2, µ601,...,800 = 4, µ801,...,1000 = 8, µ1001,...,1200 = 16, µ1201,...,1400 =
32, µ1401,...,1600 = 64, and µ1601,...,1800 = 128. The response Y was obtained by first generating
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a Uniform(0, 1) random vector U and then assigning Ygi = 0 if Ugi ≤ p and Ygi was simulated
from Poisson(µg) otherwise. A total of 100 datasets were simulated.
After applying our method with one β = β0 while controlling FDR at 5%, we categorized
each simulated normal gene into the three groups: tolerant, hypo-tolerant, and hyper-tolerant.
Percentages of genes classified into each of the three different groups were averaged over the
100 repeated simulations and plotted against the true values of µg for normal genes in Figure
2.1. This figure demonstrates that our proposed method in Section 4.4 correctly identified the
tolerance status for most genes. The estimation of dg = µg − µ0, the mean difference between
normal genes and pseudogenes, is evaluated in in Table 2.1. The estimates are very close to
the corresponding true values.
2.4 Analysis of a Real Dataset
Our collaborators conducted a Tn-seq experiment that studied a highly virulent strain
(IA3902) of Campylobacter jejuni, which was reported to be the major cause of sheep abortion
in the United States and could zoonotically transmit to humans (Sahin et al., 2012, 2008). The
strain IA3902 is resistant to tetracyclines, the only antibiotic currently approved in the United
States for the treatment of Campylobacter abortion in sheep (Delong et al., 1996). The rise
of antibiotic resistance calls for knowledge-led approaches to identify new interventions and
prevention strategies. A library of Tn5 transposon insertion mutagenesis was prepared using
the growth medium with MH broth, at temperature 42 degree Celsius, and on the shaker at
140rpm. The sequence data obtained from the transposon mutagenesis experiment consists of
a list of read counts mapped to all possible locations within the genome. There are 1632 genes
in total, among which 18 are known pseudogenes. In total, we have data for 1,544,034 possible
locations within the gene-coding regions. Summary statistics are presented in Table 2.2 for the
TN-seq dataset in terms of (1) gene length (lg, and for Tn5, the number of possible transposon
insertion locations ng = lg) and (2) the proportion of locations with zero read count in a gene.
Averaged over all genes, the proportion of locations with zero read count is 97.03%, which
indicates that zero-inflation is common among genes. The summary statistics also indicates
large variability of gene length among the genes.
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Although Tn5 transposon can be inserted into any location, as seen in our dataset, it is
also reported that Tn5 has a target consensus sequence, A-GNTYWRANC-T (Goryshin et al.
(1998)). This suggests that the transposon insertion rate is higher for sites matching the se-
quence A-GNTYWRANC-T. We thus include one covariate “MATCHING”, which takes value
1 if the site matches the target sequence A-GNTYWRANC-T, and takes value 0 otherwise,
in the logistic regression model for the insertion rate pgi. Table 2.3 presents the MLE’s and
their standard errors of the β parameter involved in the logistic regression model for the inser-
tion rate, and p-values for testing the inclusion of the corresponding coefficient in the model.
Based on our results from the IA3902 Tn-seq dataset Table 2.3, covariate “MATCHING” is
an important factor that influences the probability of insertions. The estimated probability of
insertion for sites with ”matching” = 1 is 0.11565, while the estimated probability of insertion
for sites with ”matching” = 0 is 0.02884, which indicates that although Tn5 inserts into loca-
tions not matching the target sequence, the insertion rate is much lower than that for the sites
matching the target sequence. Such quantification of insertion rate is useful in understanding
the performance of transposons and the Tn-seq experiment.
The major goal of our Tn-seq experiment is to identify genes involved in bacterial growth.
Applying the method we describe in Section 4.4 results in estimates of the mean abundances
for all genes, and the p-values for testing gene tolerance of transposon insertion. The volcano
plot in Figure 2.2 shows the relationship between the p-values the estimated mean abundance
difference from pseudogenes dˆg. As expected, the larger the absolute value of the estimated
mean abundance difference from pseudogenes dˆg, the more significant the test (the larger value
of -log(p-value+220) as plotted on the y-axis). We categorized all normal genes into three
different states: hypo-tolerant, tolerant, and hyper-tolerant while controlling FDR, and the
results at different levels of FDR are presented in Table 2.4. When FDR was controlled at
5%, about 22% of the normal genes were classified as hypo-tolerant, and about 46% of genes
were classified as hyper-tolerant. Figure 2.3 shows the estimated mean abundance of mutants
for all normal genes (µˆg’s). As the reference to classify genes, the estimated mean abundance
of mutants for pseudogenes is µˆ0 = 7.0552. The classification of genes are presented with
the results when FDR was controlled at 5%. Functionally the hypo-tolerant genes are mainly
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involved in metabolic enzymes or cell wall synthesis. (Data from our collaborators and not
shown here.) The hypo-tolerant genes identified in this study could provide candidates for the
identification of new antibiotic targets.
To test the performance of our method, we treated one of the pseudogenes as normal and
classified this pseudogene as we did for all normal genes while using the remaining pseudogenes
to estimate µ0. And we repeated such leave-one-out analysis for each of the 18 pseudogenes.
Table 2.5 shows that in the 18 leave-one-out analyses, 12 pseudogenes were categorized as
tolerant when FDR level was controlled at 10% and the other six pseudogenes may be classified
into hypo- or hyper-tolerant classes. In all the leave-one-out analyses, the estimated common
mean abundance of mutants for pseudogenes ranges from 6.9075 to 7.1829. This result indicates
that maybe some of the pseudogenes can still be affected by the transposon insertion and maybe
their functions are not totally irrelevant to bacterial growth.
2.5 Discussion
The ZIP model is proposed in this paper to model the excess of zeros observed in the Tn-seq
data. The mixture model of point mass at zero and a Poisson distribution reasonably describes
the way Tn-seq data are generated. And the multiple testing procedures classify genes into
different categories with respect to transposon insertion tolerance, hence identify genes whose
functions are closely related to bacterial growth. We discuss an application our proposed model
to the Tn-seq data with the Tn5 transposons which could be inserted possibly into every site
within the genome. Our model can also be used in the analysis of Tn-seq data from experiments
where transposon insertions are restricted, for example, experiments using Himar 1 transposons
that insert into TA dinucleotides only.
Our proposed method allows incorporation of covariates into the ZIP model and accommo-
dates factors that might affect the insertion rate. In the real data analysis, we quantified the
increased insertion probability for the insertion sites matching the target sequence of the Tn5
transposon. Such quantification provides insights to the properties of transposons. Other than
matching with target sequence, other factors that may potentially affect the transposon inser-
tion rate can also be fit into the ZIP model and tested for significance. Factors that may affect
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the mean abundance (µg) may also be incorporated into the model through Poisson regression.
The estimated values of mean abundance have been used to classify normal genes into the
three tolerance groups. In addition, the magnitude of the estimated values of mean abundance
measures how important the corresponding genes are with respect to bacterial growth. If the
estimated mean mutants abundance of a normal gene is far above that of pseudogenes, this
suggests that the inactivation of this normal gene by transposon insertion provide an obvious
growth advantage. On the other hand, if the estimated mean mutants abundance of a normal
gene is far below that of pseudogenes or even close to zero, this normal gene may have essential
function on bacterial growth.
The real data we obtained only studied one growth condition, and we propose to use pseu-
dogenes as reference tolerant genes and the normal genes are classified into different categories
by testing if the normal genes have similar patterns (mean abundance of mutants for locations
with transposon inserted) to the pseudogenes. This method is widely applicable because of
the existence of pseudogenes in almost every genome. In experiments where several growth
conditions are included, and comparison between conditions are of more interest, there have
been some methods proposed (van Opijnen and Camilli , 2014), and we can also extend our
method to those applications.
We evaluated the proposed method using both simulation studies and analysis of the real
dataset. Simulation studies in Section 3 demonstrates that our proposed method performs well
in terms of both the estimation of parameters and the classification of genes. We also used leave-
one-pseudogene-out analysis with the real data to examine the proposed method in Section 4.
The leave-one-pseudogene-out analysis confirms that our method behaves well in that most
pseudogenes were correctly classified. For some pseudogenes whose mutant abundances seem
to differ more from the majority of other pseduogenes, more investigation might be carried out
to detect undiscovered functions of such pseudogenes.
Large sample theory is implemented in our method while applying the Wald test. In our
Tn-seq data, we have more than one million locations, and the large sample requirement is
satisfied. To test for finite sample behavior of our method, we also tried a simulation study
in which only several genes were simulated and we varied the number of possible insertion
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locations for each gene to check when our method is applicable, and it turns out that the result
is good enough as long as the number of possible insertion locations is 50 or more.
In summary, we propose a tool that analyzes Tn-seq data. Simulation studies and real data
analysis all indicate our method perform well, and it can be used to identifying genes related
to bacterial growth and to studying properties of transposons.
2.6 APPENDIX: DERIVATION OF THE SECOND DERIVATIVE
MATRIX
In this Appendix, we use the same notation as defined in the main text. The log-likelihood
function is given as
L(β,µ|Y ) =
G∑
g=1
ng∑
i=1
lgi,
where lgi =
∑G
g=1
{∑
i∈Sg log [(1− pgi) + pgi exp(−µg)]
}
+
∑G
g=1
{∑
i/∈Sg log(pgifpois(Ygi;µg))
}
.
So the first partial derivative of the log-likelihood function with respect to β is
∂L
∂β
=
G∑
g=1
ng∑
i=1
∂lgi
∂pgi
∂pgi
∂β
,
where
∂lgi
∂pgi
=

−1+exp(−µg)
(1−pgi)+pgi exp(−µg) Ygi = 0
1
pgi
Ygi 6= 0,
and
∂pgi
∂β =
exp(x′giβ))
(1+exp(x′giβ))2
xgi.
The first partial derivative of the log-likelihood function with respect to µ is
∂L
∂µ
=
( G∑
g=N+1
ng∑
i=1
∂lgi
∂µ0
,
n1∑
i=1
∂l1i
∂µ1
, ...,
nN∑
i=1
∂lNi
∂µN
)
,
where
∂lgi
∂µg
=

−pgi exp(−µg)
(1−pgi)+pgi exp(−µg) Ygi = 0
Ygi/µg − 1 Ygi 6= 0
(g = 1, ..., N),
and
∂lgi
∂µ0
=

−pgi exp(−µ0)
(1−pgi)+pgi exp(−µ0) Ygi = 0
Ygi/µ0 − 1 Ygi 6= 0
(g = N + 1, ..., G).
The second partial derivative of the log-likelihood function with respect to β is
∂2L
∂β∂βT
=
G∑
g=1
ng∑
i=1
∂lgi
∂pgi
∂2pgi
∂β∂βT
+
G∑
g=1
ng∑
i=1
∂2lgi
∂p2gi
∂pgi
∂β
∂pgi
∂β
,
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where
∂2lgi
∂p2gi
=

−(exp(−µg)−1)2
((1−pgi)+pgi exp(−µg))2 Ygi = 0
− 1
pgi2
Ygi 6= 0,
and
∂2pgi
∂β∂βT
=
exp(x′giβ))−exp(2x′giβ))
(1+exp(x′giβ)))3
xgix
T
gi.
The second partial derivative of the log-likelihood function with respect to β and µ is
∂2L
∂β∂µT
=
( ∂2L
∂β∂µ0
,
∂2L
∂β∂µ1
, ...,
∂2L
∂β∂µN
)
,
where ∂
2L
∂β∂µg
=
∑ng
i=1
∂2lgi
∂pgi∂µg
∂pgi
∂β (g = 1, ..., N),
∂2L
∂β∂µ0
=
∑G
g=N+1
∑ng
i=1
∂2lgi
∂pgi∂µ0
∂pgi
∂β ,
∂2lgi
∂pgi∂µ0
=

− exp(−µ0)
((1−pgi)+pgi exp(−µ0))2 Ygi = 0
0 Ygi 6= 0,
(g = N + 1, ..., G)
and
∂2lgi
∂pgi∂µg
=

− exp(−µg)
((1−pgi)+pgi exp(−µg))2 Ygi = 0
0 Ygi 6= 0.
(g = 1, ..., N)
The second derivative of the log-likelihood function with respect to µ is
∂2L
∂µ∂µT
= diag
{ G∑
g=N+1
ng∑
i=1
∂2lgi
∂µ20
,
n1∑
i=1
∂2l1i
∂µ21
, ...,
nN∑
i=1
∂2lNi
∂µ2N
}
,
where
∂2lgi
∂µ2g
=

pgi(1−pgi) exp(−µg)
((1−pgi)+pgi exp(−µg))2 Ygi = 0
−Ygi
µ2g
Ygi 6= 0,
(g = 1, ..., N)
and
∂2lgi
∂µ20
=

pgi(1−pgi) exp(−µ0)
((1−pgi)+pgi exp(−µ0))2 Ygi = 0
−Ygi
µ20
Ygi 6= 0.
(g = N + 1, ..., G)
So the matrix ∂
2
∂θθT
L(β,µ|Y ) satisfies
∂2
∂θθT
L(β,µ|Y ) =
( ∂2L
∂β∂βT
∂2L
∂β∂µT
∂2L
∂βT ∂µ
∂2L
∂µ∂µT
)
.
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Figure 2.1 Percentages of genes being classified into each of the three different status (tolerant;
hypo-tolerant and hyper-tolerant) for simulated data plotted against true values
of mean abundance (µg). The mean for pesudogenes µ0 was set to be 8 (indicated
by the solid vertical bar).
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Table 2.1 Summary statistics for the simulation study. ”True Diff” is the true difference
between mean abundance of normal genes and pseudogenes (dg = µg − µ0). ”Est
Diff” is the estimated difference averaged over the 100 repeated simulations, and
”SE” is the corresponding standard error.
True Diff Est Diff SE
-7.5 -7.5123 0.3031
-7 -7.0363 0.4314
-6 -6.0588 0.5824
-4 -4.0279 0.7353
0 -0.0155 0.9634
8 7.9988 1.3635
24 23.9986 1.9623
56 55.9530 2.9852
120 119.9082 4.3193
Table 2.2 Summary of the IA3902 Tn-seq data.
Gene Length (lg) Proportion of locations with zero counts
Min 93 0.6000
1st Quartile 528 0.9709
Median 808.5 0.9804
3rd Quartile 1209 0.9865
Mean 946.1 0.9703
Max 4554 1.0000
Table 2.3 Statistical results for the regression coefficients (β’s) in the logistic regression model
for the insertion rate. P-values were obtained by testing the null hypothesis that
the corresponding regression coefficient equals zero.
Variable MLE SD P-value 95% CI
Intercept (β0) -3.5166 0.00546 0.000 (-3.5229,-3.5015)
Matching (β1) 1.4823 0.2844 1.8649e-7 (0.9249,2.0397)
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Figure 2.2 Volcano plot. The y axis corresponds to − log(pval + 2−20) while the x axis corre-
sponds to estimated dg’s.
Table 2.4 The number of genes in each tolerance class at different FDR levels.
FDR level α hypo-tolerant tolerant hyper-tolerant Total
0.001 194 763 656 1613
0.01 270 647 696 1613
0.05 360 508 745 1613
0.1 395 454 764 1613
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Figure 2.3 The left panel is histogram of the estimated µg’s for the normal genes, the right
panel is for the subset of normal genes with estimated mean less than 20. The
vertical dotted line in both plots denotes the estimated mean for pseudogenes
(7.0552).
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Table 2.5 Leave-one-out analysis for the pseudogenes. We treated each one of the pseudo-
genes as normal and classify this gene’s tolerance status while using the remaining
pseudogenes to estimate µ0. Each row corresponds to the result of a pseudogene
when it was treated as a normal gene.
Pseudogene p-value q-value µˆg µˆ0
CJSA 0046 0.8944 0.9236 6.9551 7.0657
CJSA 0191-1 0.1520 0.2101 5.2851 7.0650
CJSA 0191-2 0.2795 0.3604 9.3082 7.0950
CJSA 0200 0.3476 0.4379 7.7374 6.9271
CJSA 0266 0.0694 0.1022 5.1466 7.1829
CJSA 0416 0.6942 0.7637 7.2539 7.0366
CJSA 0472 0.2519 0.3274 8.0426 6.9648
CJSA 0532 0 0 6.6007 7.0664
CJSA 0533 0 0 4.3120 7.0925
CJSA 0637 0.4547 0.5349 6.5707 7.0898
CJSA 0706 0.7881 0.8306 6.4272 7.0974
CJSA 0709 2.24E-05 4.90E-05 4.7648 7.1370
CJSA 0820 1.03E-36 0 8.7912 6.9562
CJSA 0912 2.87E-05 6.30E-05 13.5000 6.9075
CJSA 1323 0.1379 0.1808 5.8250 7.1196
CJSA 1327 0.0050 0.0087 10.1804 6.9901
CJSA 1444 0.1841 0.2340 6.2119 7.0977
CJSA 1543 0.9451 0.9529 6.3976 7.0899
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CHAPTER 3. A SEMI-PARAMETRIC BAYESIAN APPROACH FOR
DIFFERENTIAL EXPRESSION ANALYSIS OF RNA-SEQ DATA
Abstract
RNA-sequencing (RNA-seq) technologies have revolutionized the way agricultural biologists
study gene expression as well as generated tremendous amount of data waiting for analysis. De-
tecting differentially expressed genes is one of the fundamental steps in RNA-seq data analysis.
In this paper, we model the count data from RNA-seq experiments with a Poisson-Gamma hier-
archical model, or equivalently, a negative binomial (NB) model. We derive a semi-parametric
Bayesian approach with Dirichlet process as the prior models for the fold changes between the
two treatment means. An inference strategy using Gibbs algorithm is developed for differential
expression analysis. The proposed method is evaluated with several simulation studies, and
the results show that our proposed method outperforms other methods including the popularly
applied edgeR and DESeq methods. We also apply our method to a dataset that compares
gene expression between bundle sheath and mesophyll cells in maize leaves.
Keywords: Bayesian; Differential expression; Dirichlet process; Posterior probability;
RNA-seq.
3.1 Introduction
In recent years, next-generation sequencing (NGS) technologies have become widely ap-
plied in genomic studies. The application of NGS technologies to studying the abundance
of messenger RNA (mRNA) molecules is called the RNA sequencing (RNA-seq) technology.
Since the first set of RNA-seq papers published in 2008, this technology has revolutionized the
way agricultural biologists study gene expression as well as generated tremendous amount of
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data waiting for analysis. In a typical RNA-seq experiment, all the messenger RNA molecules
of each sample are extracted, converted to a library of complementary DNA fragments, and
then sequenced with a highthroughput sequencing platform, such as Illuminas HiSeq. Millions
of short sequences, or reads, are obtained from each sample and then mapped to a reference
genome or transcriptome. The count of reads mapped to a given gene measures the expression
level of this gene. Detecting differentially expressed (DE) genes, genes whose expression levels
change across treatments/conditions, is a fundamental step and often the major goal of the
analysis of RNA-seq data. Because RNA-seq experiments generate count data rather than con-
tinuous data, RNA-seq data require different analysis methods from that of microarray data
that are usually assumed to follow Gaussian distributions after appropriate transformations
and normalizations. Poisson distribution is a common choice to model the RNA-seq count
data directly, and it has been reported that Poisson model fits data well when there are only
technical replicates (Bullard et al., 2010). However, the presence of biological replicates are
required to draw meaningful conclusions and the biological variation in addition to technical
variation existing in data with biological replicates results in the over-dispersion problem, e.g.
the count data show variation greater than expected from Poisson random variables. Then
negative binomial (NB) model has been proposed to deal with the over-dispersed data. Several
methods for differential expression have been proposed based on NB models and popularly
applied for the analysis of RNA-seq data, including methods by Robinson and Smyth (2007),
Anders and Huber (2010) and Hardcastle and Kelly (2010).
In the literature of RNA-seq data analysis, the negative binomial model has been parame-
terized using a parameter (µ) for the mean and a dispersion parameter (φ) so that the variance
is modeled as µ+ φµ2. Robinson and Smyth (2007) proposed the edgeR method, in which an
estimator for the dispersion parameter is derived that shrinks the dispersion parameter for each
individual gene toward a common value using a weighted likelihood approach. DESeq method
(Anders and Huber, 2010) is proposed by using a local regression model for the variance on the
mean and giving a fitted relationship useful for estimating dispersion parameters. DESeq and
edgeR take a classical frequentist hypothesis testing approach, while baySeq (Hardcastle and
Kelly, 2010) and AMAP (Si and Liu, 2013) instead are developed within a Bayesian framework.
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The approach used by baySeq is similar to the two previously mentioned methods in terms of
the underlying NB model, but differs in terms of the inference procedure. For baySeq, the
user defines a collection of models, which partition the samples into groups, where samples in
the same group are assumed to share the same parameters of the underlying distribution. An
empirical prior distribution for the parameters in the NB model is obtained using data from
the entire set of genes. BaySeq then estimates the posterior probability of each model for each
of the genes in the data set.
Although there have been simulation studies that compared the above-mentioned popular
methods for RNA-seq data analysis (Kvam, Liu, and Si , 2012; Soneson and Delorenzi, 2013),
the optimality of these testing procedures was not studied until Si and Liu (2013). Si and
Liu (2013) provided a theoretical framework to derive optimal tests, introduced an optimal
test that achieves the maximum of average power among those that control FDR at the same
level using their framework, and proposed an approximation to the optimal test. The test they
proposed is called the AMAP (approximated most average powerful) test, and was derived
through an empirical Bayesian method under parametric priors for the mean parameters in
the NB model. Si and Liu (2013) used a K-component mixture distribution to model the joint
distribution of parameters corresponding to the log fold change and the geometric mean across
conditions. Mixture modeling is an effective and widely practiced density estimation method,
capable of representing mixture of populations that underlie many real-world datasets. It is,
however, quite tricky to pick the number of components in the mixture. Besides, the empirical
distribution of all genes could be very irregular that can hardly be modeled by a finite mixture
of parametric models. Nonparametric Bayesion modeling is a sound alternative for density
estimation and is often applied to avoid critical dependence on parametric assumptions. Several
nonparametric Bayesian methods have been developed (Muller and Fernando, 2004), as well
as consistency theories of nonparametric Bayes density estimation (Wu and Ghosal, 2010).
By far the most popular nonparametric Bayesian method is the Dirichlet process, and it has
been adopted for the analyses of differential expressed genes. For example, Kim et al. (2009)
construct a Dirichlet Process mixture models for the distribution of gene intensities under two
conditions and discussed an application to a microarray dataset.
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In this paper we use Dirichlet Process as the nonparametric prior to model the parameters
related to the fold changes between two treatment conditions. And we model the RNA-seq
count data using a Poisson-Gamma hierarchical model, or equivalently, a negative binomial
(NB) model. This paper shows how our semi-parametric modeling framework can be adapted
to provide meaningful posterior probabilities of sharp hypothesis. The resulting posterior prob-
abilities have a very natural interpretation and are used to estimate false discovery rate. We
also show that the calculated posterior probabilities can be viewed as a different approximation
of test statistic for the optimal test in Si and Liu (2013). Hence, similar to the AMAP test,
our procedure is also an approximated optimal test.
The remainder of the paper is organized as follows. Section 2 describes our proposed
modeling framework and the prior model. In Section 3 we discuss the MCMC algorithm for
the posterior inference and FDR estimation. Using several simulated studies, in Section 4, we
compare our proposed method to some existing methods and demonstrate that our proposed
method improves detection of differentially expressed genes under some simulation settings. In
Section 5, we apply our method to a dataset that compares gene expression between bundle
sheath and mesophyll cells in maize leaves. In section 6 we discuss possible extensions of our
method and conclude the paper.
3.2 A Semi-parametric Bayesian Model
3.2.1 A Poisson-Gamma Mixture model
We consider data analysis from a general RNA-seq experiment with independent biological
replicates for each treatment condition. The negative binomial distribution has been the most
popular model for such data analysis, due to its ability to accommodate over-dispersion. In
our development of a Bayesian framework, we use a Poisson-Gamma mixture model which is
marginally equivalent to the negative binomial model. We use the Poisson-Gamma mixture
because it is much easier to obtain conjugate priors in this form than a direct negative binomial
parametrization. The Gamma-Poisson mixture model provides a natural hierarchy for inter-
preting the generation of sequencing counts. The Gamma distribution models the unobserved
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true expression levels in each biological sample, and conditioning on the true expression level,
the count of reads obtained from the RNA-seq experiment follows a Poisson distribution.
Suppose an RNA-seq experiment is conducted to compare gene expression levels among
T treatment conditions and there are ni biological replicates for the i-th condition, i =
1, . . . , T . The resulting RNA-seq dataset include count data for G genes. For i = 1, . . . , T,
j = 1, . . . , ni, g = 1, . . . , G, let Ygij denote the number of reads mapped to gene g from
replicate j of condition i. We use the following Poisson-Gamma mixture model to model Ygij ,
Ygij |λgij ∼ Poisson( Sijλgij), (3.1)
λgij |αg, βg, ρgi ∼ Gamma(αg, βgρgi). (3.2)
Here the first treatment is set as a reference treatment, i.e., ρg1 = 1. The relationship between
the variance of Ygij and expectation of Ygij is given by
var(Ygij) = E(Ygij) + [E(Ygij)]
2/αg (3.3)
In this model, αg is the shape parameter, and the dispersion parameter φg for gene g is the
reciprocal of the shape parameter αg, i.e., φg = 1/αg . Sij is a normalization factor that adjusts
for varying sequencing depth and potentially other technical effects across the replicates. There
are several proposed methods used to normalize RNA-seq data by obtaining the estimates of the
normalization factor in different ways. For example, we could estimate Sij for the ij-th sample
using the median count ratio to a pseudoreference (Anders and Huber, 2010), the trimmed
mean of M-values (TMM) (Robinson and Oshlack, 2010), or the 75th percentile of the non-zero
counts (Bullard et al., 2010).
In the simplest setting where there are only two groups, the goal of detection for differential
expressed genes is to test, for each gene, whether the mean expressions are identical in both
groups. The model above could be simplified as,
Ygij |λgij ∼ Poisson(Sijλgij),
λg1j |αg, βg ∼ Gamma(αg, βg), (3.4)
λg2j |αg, βg, ρg ∼ Gamma(αg, βgρg),
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In this model, ρg is the fold change between the two treatment means. In our paper, we consider
the case when there are two groups. But the model can be easily generalized to accommodate
more than two groups.
3.2.2 Hypothesis Testing
As mentioned in the last paragraph in Section 2.1, for each g = 1, ..., G, we are interested
in testing the following hypothesis regarding the fold change parameter ρg for each of the G
genes :
Hg0 : ρg ∈ ∆0 v.s. Hg1 : ρg ∈ ∆1, (3.5)
where ∆0 and ∆1 correspond to the null and alternative sets of values for ρg, respectively, and
they represent a partition of the positive real line R+. The null space ∆0 can be defined in
different ways depending on the biological questions of interest. For example, we set ∆0 = {1}
for Hg0 if we are interested in knowing whether the mean expression levels in the two treatments
are equal. If we are interested in whether the mean expression is higher in the second treatment
than in the first, we set ∆0 = (0, 1].
3.2.3 Prior Specification
Because our main interest is in performing hypothesis testing corresponding to the fold
change for each gene, it is very important to specify an appropriate prior distribution for the
fold change parameter ρg. The empirical distribution of the fold change varies from study to
study and can be of very irregular shapes. Figure 3.1 shows the histogram of the empirically
estimated fold change (ρˆg) from a maize dataset (Tausta et al., 2014). The shape of the
displayed empirical distribution of log(ρˆg) is roughly symmetric, but many local modes with
high frequencies spike out of the overall pattern which makes the whole distribution hard to be
modeled by parametric distributions.
As mentioned in Section 4.1, nonparametric Bayesian modeling is an alternative method for
density estimation and is often used to avoid critical dependence on parametric assumptions.
There are several nonparametric Bayesian methods, see Muller and Fernando (2004) for an
introduction. By far the most popular nonparametric Bayesian method is the Dirichlet process
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Figure 3.1 Histogram of the empirical estimated fold change (ρˆg) from one maize data set
(Tausta et al., 2014).
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(DP). The definition of the Dirichlet process is as follows, a random probability distribution
F is generated by a Dirichlet process if for any partition A1, ..., Ak of some sample space, the
vector of random probabilities F (Ai) follows a Dirichlet distribution
(F (A1), .., F (Ak)) ∼ D(M · F0(A1), ....,M · F0(Ak)).
We denote this by F ∼ DP (M,F0), i.e., F is a random distribution generated by a Dirichlet
process with base measure F0 and total mass parameter M . The base measure defines the
expectation E{F (B)} = F0(B) and M defines the variance. The properties of the Dirichlet
process can be found in Ferguson (1973) and Antoniak (1974). Note that the realization of a
Dirichlet process F ∼ DP (M, F0) could also be represented as
F (.) =
∞∑
h=1
whδ{µh}(.), (3.6)
with stick breaking priors
µh
iid∼ F0, wh = Uh
∏
j<h
(1− Uj) with Uh iid∼ Beta(1,M),
where δ{x}(.) denotes a point mass at x, the location parameters µh in the point masses are
samples from F0, and the random weights wh are generated as rescaled independent beta draws.
In words, realizations of the DP could be represented as infinite mixture of point masses, so
DP are almost surely discrete.
To provide maximal flexibility, we take a nonparametric Bayesian approach to model the
uncertainty on the distribution of ρg. More specifically, we apply a Dirichlet process to the fold
change parameters ρ′gs. For our Poisson-Gamma mixture model, using the Gamma distribution
as the base distribution ensures the conjugacy of the base distribution with respect to the
likelihood for λ′g2js. Besides, to readily accommodate sharp null hypotheses that we might
interested in (say, Hg0 : ρg ∈ {2}), we use mixtures of a point-mass and continuous distributions
as the base distribution in the DP priors for ρg’s. In our paper, the sharp null hypothesis we
are most interested in is ρg’s is H
g
0 : ρg = 1, so a mixture of a point-mass at 1 and Gamma
distributions is used as the base distribution in the DP prior for the fold change parameters
ρg’s. Therefore, for each g = 1, . . . , G, the DP prior for the fold change ρg could be expressed
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as,
ρg|F ∼ F i.i.d,
F ∼ DP (M, F0), (3.7)
F0 ∼ p0δ{1} + (1− p0)Gamma(α0, β0),
As a default choice that is widely-used in applications, we let M = 1. Using properties as in
the above stick breaking formulation of DP, we could write the model for λg2j ’s equivalently as
λg2j ∼
∞∑
h=1
whGamma(αg, βgρgh), (3.8)
where ρgh
iid∼ F0. So theoretically we use infinite mixture of Poisson Gamma models for the
distribution of Yg2j .
We use Gamma distribution as the prior distribution for βg again because of its conjugacy.
There is no conjugate prior for αg, however. To reduce the complexity of computation of the
posterior distribution, we use an exponential distribution as the prior for αg.
αg ∼ Exp(r), (3.9)
βg ∼ Gamma(a0, b0), (3.10)
where r, a0, b0 and α0, β0 are hyperparameters. We use fixed hyperparameters and set r = 0.01,
a0 = 0.1, b0 = 0.1 , α0 = 0.1, β0 = 0.1. For computational convenience, we set the priors for
αg’s, βg’s and ρg’s to be independent.
3.3 Posterior Inference
3.3.1 Markov Chain Monte Carlo Simulation
After specifying the prior distributions, data will be used to update these prior distribu-
tions to obtain the posterior distributions for inference. Markov chain Monte Carlo (MCMC)
methods (Tierney, 1994) allow Bayesian inference for highly complex models in which realistic
distributional assumptions can be made. We use a MCMC-based full Bayesian approach, which
has the advantage of providing joint posterior distributions. Posterior inference in the proposed
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model is carried out by using MCMC simulations of the posterior distribution. Gibbs algorithm
is the most common tool used to perform MCMC simulations for Bayesian hierarchical models.
Gibbs algorithm is originally developed by Geman and Geman (1984) and its applicability to
statistical modeling has been demonstrated by Gelfand and Smith (1990). The application
of Gibbs sampling is quite convenient and straightforward for fully conditional distributions
especially for fully conjugate Bayesian models. The algorithm proceeds by alternately sampling
from each of the full conditional distributions, which are essential for obtaining the posterior
samples using the Gibbs sampler.
For Dirichlet Process mixture models, typical MCMC schemes are based on integrating out
the Dirichlet Process via convenient Polya urn representations within a Gibbs sampler to obtain
posterior samples (Blackwell and MacQueen, 1973; Escobar, 1994). Based on this approach, we
could use the generalized Polya urn scheme to obtain posterior samples for ρg by integrating
unknown F in (3.7) out. In this way, the prior of ρg’s could be expressed as:
ρg|α0, β0 ∼ PU(M,F0),
F0 ∼ p0δ{1} + (1− p0)Gamma(α0, β0),
where PU is short for the Polya urn representation, the successive conditional distribution of
PU could be written as below,
ρg|ρ−g ∼ 1
G− 1 +M
∑
k 6=g
δ{ρk} +
M
G− 1 +MF0,
here δ{ρ} is the distribution concentrated at the single point ρ and ρ−g is the vector of
(ρ1, . . . , ρG)
T after deleting ρg. However, the algorithm based on PU may not be very effi-
cient since ρg’s change only when they are reallocated to new components and the convergence
to the posterior distribution may be very slow (Neal, 2000).
In order to ease the computational burden and improve the efficiency of the MCMC algo-
rithm, a second Gibbs sampling method has been proposed by Neal (2000). In this algorithm
configuration indicators are defined and used. Let K denote the number of distinct values or
clusters in the vector (ρ1, . . . , ρG)
T and assume the distinct values are ρ∗1, . . . , ρ∗K respectively.
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ξ = (ξ1, . . . , ξG)
T denotes the configuration indicators and is defined by
ξg = k iff ρg = ρ
∗
k = ρ
∗
ξg . (3.11)
Therefore, the prior model for ρg’s is reparameterized with ρ
∗
k ’s and ξg’s, and the priors for
parameters ρ∗k ’s and ξg’s are
ρ∗k ∼ F0 i.i.d,
F0 ∼ p0δ{1} + (1− p0)Gamma(α0, β0),
(ξ1, . . . , ξG)|M ∼ CRP (M),
where priors for ρ∗k ’s and ξg’s are independent and CRP is short for Chinese Restaurant Process.
CRP is a random distribution and the full conditional urn for ξg’s can be written as
ξg|ξl,M ∼
K−g∑
k=1
n−gk
G− 1 +M δ{k} +
M
G− 1 +M δ{K−g+1}, (3.12)
where K−g denotes the number of distinct values in the vector (ρ1, . . . , ρG)T after deleting ρg,
n−gk denotes the size of the k
th cluster after removing ρg.
The MCMC procedure using Gibbs algorithm is elucidated as below after repameterization.
For notational convenience, we write “.” in the conditioning set to indicate the data and all
other parameters except the parameter(s) before the conditioning bar. Given starting values
for the parameters, our MCMC sampling scheme updates each of the following parameters,
one at a time and iterates between the following steps. Details on how we generate the full
conditionals for all parameters are available in the Appendix.
(1) Obtain draws of λ′gijs from its full conditional distribution,
p(λg1j |.) ∼ Gamma(Yg1j + αg, βg + S1j),
p(λg2j |.) ∼ Gamma(Yg2j + αg, βgρg + S2j).
(2) Draw samples of β′gs from their full conditional distributions,
p(βg|.) ∼ Gamma(αg(n1 + n2) + a0,
n1∑
j=1
λg1j + ρg
n2∑
j=2
λg2j + b0).
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(3) A closed-form full conditional for α′gs is not available. Since the conditional posterior
distributions for α′gs is a logConcave function with respect to αg’s, we draw samples of
αg’s using the adaptive rejection algorithm.
(4) Obtain posterior samples for ρ′gs by getting the Markov chain for (ξ1, . . . , ξG) and (ρ∗1, . . . , ρ∗K)
as follows:
(i) update the configuration vector (ξ1, . . . , ξG)
• If ξ = ξl for some l 6= g,
P (ξg = ξ|ξ−g, rest) = cn−gξ Πn2j=1
β
αg
g (ρ∗ξ)
αg
Γ(αg)
λ
αg−1
g2j exp(−βgρ∗ξλg2j), (3.13)
• otherwise
P (ξg 6= ξl for all l 6= g|ξ−g, rest)
= cM(1− p0) β
α0
0
Γ(α0)
β
n2αg
g
[Γ(αg)]n2
Πn2j=1λ
αg−1
g2j
Γ(n2αg + α0)
(β0 + βg
∑n2
j=1 λg2j)
n2αg+α0
+cMp0Π
n2
j=1{
β
αg
g
Γ(αg)
λ
αg−1
g2j exp(−βgλg2j)}.
Here c is the common proportionality constant to ensure that the probabilities add
up to 1. K is the number of distinct values of the configuration vector (ξ1, . . . , ξG).
As a result, K is automatically updated.
(ii) update (ρ∗1, . . . , ρ∗K) using the mixture of point mass and Gamma distributions as
follows,
p(ρ∗k|.) ∝ p0 exp{−(
∑
{g:ξg=k}
n2∑
j=1
βgλg2j)}δ{1}
+c0Gamma(n2
∑
{g:ξg=k}
αg + α0, β0 +
∑
{g:ξg=k}
n2∑
j=1
βgλg2j),
where c0 = (1− p0) β
α0
0
Γ(α0)
Γ(n2
∑
{g:ξg=k} αg+α0)
(β0+
∑
{g:ξg=k}
∑n2
j=1 βgλg2j)
n2
∑
{g:ξg=k} αg+α0
.
3.3.2 Bayesian FDR for Multiple Hypothesis Testing
Multiple testing procedures are primarily about controlling the number of false significant
results obtained while simultaneously testing a large number of hypotheses. Benjamini and
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Hochberg (1995) introduced the false discovery rate (FDR) as an error criterion in multiple
testing and described a procedure to control it. The FDR is defined as the expected proportion
of falsely rejected null hypotheses among all rejected null hypotheses. Many multiple testing
procedures seek to control some type of the FDR at a desired value. Traditionally one considers
the frequentist expectation E(FDR), taking an expectation over repeated experiments.
The Bayesian version of FDR is an alternative way to estimate the FDR, and it has been
proposed and discussed by several authors including Genovese and Wasserman (2003) and
Newton et al. (2004). The Bayesian FDR can be obtained by using posterior probabilities
of the null hypothesis. The estimated posterior probabilities of differential expression could
be used to carry out the multiple comparison procedure to classify genes into differentially
and non-differentially expressed genes. We burn in the MCMC sampler for 3000 iterations,
followed by another 5000 iterations to calculate the estimated posterior probabilities. For each
g (1 ≤ g ≤ G), we assume 1 − vg is the estimated posterior probability that the gth null
hypothesis is true (which is denoted by P (ρg ∈ ∆0|Yg)). When the null hypothesis of interest
is Hg0 : ρg ∈ {1}, 1 − vg is in fact the estimated posterior probability that gth gene is not
differentially expressed. The quantity 1 − vg could be calculated by the proportion of the
posterior samples for ρg that is within the null set ∆0, i.e., the number of times when the
posterior samples for ρg fall within the null set ∆0 divided by the length of the simulation run.
Therefore,
vg = 1− P (ρg ∈ ∆0|Yg) = 1− 1
N
N∑
m=1
I(ρmg ∈ ∆0|Yg), (3.14)
where N is the number of posterior samples we used. We reject H0g if the posterior probability
vg is greater than a threshold c. The choice of the optimal threshold c will be based upon
controlling the false discovery rate (FDR) below a target level γ, say, 0.05,
c = sup
{
c : F̂DR(c) < γ
}
. (3.15)
So the Bayesian FDR is calculated by
F̂DR(c) =
∑G
g=1(1− vg)Dg∑G
g=1Dg
, (3.16)
where Dg = I(vg > c) is the decision on the g
th hypothesis testing at cut off c and
∑G
g=1Dg is
the total number of rejections.
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3.4 Simulation Study
In this section, we examine the effectiveness of our proposed semi-parametric Bayesian
(SBA) approach and compare its performance with the performance of other popularly applied
tests for differential expression analysis of RNA-seq data. The RNA-seq data were simulated
from negative binomial (NB) distributions based on which the methods of edgeR (Robinson
and Oshlack, 2010), DESeq (Anders and Huber, 2010), and baySeq (Hardcastle and Kelly,
2010) were derived. To mimic the distributions of real datasets, the parameters of the NB
distributions used to simulate data were obtained from the estimates of a maize dataset (Li
et al., 2010). Two sets of simulation studies (A and B) were conducted, and they differ by how
the fold-change parameters were generated. Within each set, we have a couple of simulation
settings by changing the number of replicates per treatment group. For each simulation setting,
30 independent RNA-seq datasets were simulated with each dataset containing 10,000 genes,
2 treatment groups, and n replicates for each treatment group, where n is either 3 or 6. Using
simulated datasets, the performance of our proposed test and other tests are evaluated in terms
of the effectiveness of ranking DE genes and FDR estimation.
3.4.1 Simulation A
To obtain the parameter values of the NB distributions, we first estimated the means of
one treatment group and the dispersion parameters for the maize dataset analyzed in Li et al.
(2010). The “tagwise” option in edgeR package was used to estimate dispersion parameters for
each gene. Given the number of replicates per group (n), the procedure we used to simulate
one dataset is as follows.
1. Randomly sample 10,000 genes out of all (25426) genes in the maize dataset without
replacement. Each of the corresponding 10,000 pairs of mean and dispersion parameters
will be used as the true mean expression level for the control group (µg) and the true
dispersion parameter (φg), respectively, for simulated gene g.
2. The RNA-seq count data for the hypothetical control group are drawn from NB(µg, φg)
for simulated gene g.
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3. Randomly select 5,000 genes out of the 10,000 to be equivalently expressed (EE). And the
RNA-seq count data for the hypothetical treatment group are also drawn from NB(µg,
φg).
4. The remaining 5,000 genes are simulated to be DE genes. The fold-change (ρg) is set to
be 4, 8, 0.25, or 0.125, so that we have 1250 genes for each ρg value. Then the RNA-seq
count data for the hypothetical treatment group are drawn from NB(µgρg, φg).
3.4.2 Simulation B
The procedure to generate a simulated dataset in Simulation B is the same as that in
simulation A except the simulation process for ρg’s in step 4. Instead of setting ρg to be one of
the values 4, 8, 0.25, and 0.125, we simulated ρg for the 5000 DE genes from a two-component
mixture of lognormal distributions, log(ρg) ∼ 0.5Normal(log(4), 1) + 0.5Normal(−log(4), 1).
The distribution of these simulated ρ′gs values are shown in Figure 3.2.
Note that our simulation method partially reserves the empirical dispersion-mean relation-
ship in the simulated data for both simulation studies.
3.4.3 Simulation Results
To evaluate the test performance without the influence of different normalization methods,
we use the same normalization factors for all the five tests. Specifically, we set all normalization
factors to be 1. The performances of different methods in terms of ranking DE genes are
evaluated in two types of plots. First, the receiver operating characteristic (ROC) curve, i.e.,
the plot of the true positive rate versus false positive rate, is generated based on either the
posterior probabilities or p-values for each method, and the area under curve (AUC) is also
calculated. A better performing method would have a higher ROC curve and a larger value
of AUC compared with a worse performing method. Second, the number of false discoveries
are plotted against the number of top ranked genes selected as DE, and we call such plots
the false discovery (FD) plots. The ranking was obtained based on either either the posterior
probabilities or p-values for each method. For a given number of DE genes, the fewer FD on
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Figure 3.2 Histogram for the logarithm of the simulated fold change ρg’s. The dashed line
denotes the estimated density from the simulated log fold changes and the sold
line denotes the density plot for the mixtures of the lognormal distributions with
mean − log(4) and standard deviation 1 and the lognormal distributions with mean
log(4) and standard deviation 1.
the list, the better the performance of the method.
ROC curves that plot the TPR versus the FPR are shown in Figure (3.3). These curves
are results of averaging over 30 datasets. We plotted the curves over the FPR values between
0 and 0.1 because the range of small FPR values are of the most practical importance. In
addition, we calculated the AUC values for the same range of FPR. The average values and
standard errors of the AUC from the 30 simulated datasets are reported in the legends in
Figure (3.3). The AUC values presented in all ROC plots are the percentages of 0.1, where 0.1
is the total area for the plotted range of FPR. The AUC value provides an overall measure of
the ability to rank truly DE genes ahead of truly non-DE genes. Figure (3.3) shows that the
SBA method generated the highest ROC curve and largest AUC value among all tests as we
expected in simulation A. For simulation B, the SBA method and baySeq method are similar
and they perform better than others when n = 3. When n = 6, the SBA method and the
AMAP method perform better than others.
Figure (3.4) presents the false discovery plots. When sample size increases from 3 to 6, the
number of false positives decreases for all method, as expected. Comparing different methods,
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Figure 3.3 ROC curves resulting from simulations A and B. For each level of FPR, the TPRs
were averaged across the 30 simulated datasets. The percentage annotated for
each method is the average AUC, represented as the percentage of the total area
0.1 in the range of FPR< 0.1, and the percentage in each set of parentheses is the
standard error of the estimated AUC.
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Figure 3.4 False discovery curves, depicting the average number of false positives encountered
among the top-ranked genes by the five evaluated methods. Genes are ranked ac-
cording to their P-value or posterior probabilities, and the number of false positives
are averaged over 30 simulated datasets.
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Figure 3.5 Plot of the actual FDR versus the nominal level of FDR. Given a method, the
proportion of false discoveries among the declared DE genes was calculated for each
dataset when we control FDR at a nominal level, and the actual FDR is calculated
by averaging such proportions over 30 simulated datasets at each nominal FDR
level.
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Figure 3.6 Using the second simulated data set for simulation B (n = 3) to check the effect of
estimating FDR using different treatment conditions as the baseline. The x axis is
the estimated FDR using the first treatment condition as the baseline while y axis
denotes the estimated FDR using the second one as the baseline. “Circle” denotes
the corresponding truly non-DE genes while “rectangle” denotes the corresponding
truly DE genes.
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it is obvious the the list of DE genes given by SBA would provide fewer false positives if we
declare the same number of genes as DE for all methods in simulation A. The difference in
terms of the number of false positives can be big between SBA and others. For simulation
B, the SBA method is always among the methods that provide the smallest number of false
positives for both sample size settings. Overall, the proposed SBA method performs either the
best or among the best in all simulation settings.
We also evaluated the estimation of FDR using the posterior probabilities as introduced
in Section 3.3.2. Figure (3.5) shows that in most cases, our estimate can be conservative,
especially in the range of FDR smaller than 0.05, a level often being controlled in practice. It
has been reported that FDR may not be controlled for the currently popularly applied method
such has edgeR and DESeq (Si and Liu, 2013; Soneson and Delorenzi, 2013), generating more
false positives in the results than desired. Compared with liberal FDR control, a conservative
control generates more reliable list of DE genes.
Base on all the results, we conclude that the proposed SBA method generates better rank-
ings of genes in most simulation settings and provides conservative estimation for FDR, and
hence provide reliable lists of DE genes at a desired level of FDR.
3.5 Real Maize Data Analysis
In this section, we analyze a real RNA-seq dataset published by Tausta et al. (2014) for
a maize study. Bundle sheath and mesophyll are two cell types in maize leaves, and they
have different functions in the C4 photosynthesis mechanism utilized by corn plants. Tausta
et al. (2014) applied the laser microdissection technique to capture each type of cells from
the tip of the maize leaf and conducted an RNA-seq experiment to identify genes that are
DE between the two types of cells. Data from two independent biological replicates were
obtained for each cell type. The dataset is available online at NCBI Gene Expression Omnibus
(www.ncbi.nim.nih.gov/geo) with accession number GSE 54272.
The goal of the analysis is to identify genes that are differentially expressed between bundle
sheath and mesophyll cells. Because there are biological replications, we assume NB models for
the expression counts observed for each gene. We perform our proposed method and control
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Figure 3.7 The Venn diagram on the left shows the results of detected differentially expressed
genes from the Bayseq method, the AMAP test and our proposed method when
the FDR was controlled at 0.1%, the Venn diagram on the right shows the corre-
sponding results when FDR was controlled at 1%.
Bayesian FDR as described in Section 2. Two other methods (BaySeq, AMAP) that utilize
Bayesian FDR are applied to analyze the data as well. The numbers of detected DE genes
at different FDR levels are shown in Figure (3.7). When the FDR is controlled at 0.1%, the
AMAP test detected the most DE genes among all the three testing methods, while when the
FDR is controlled at 1%, our proposed method detected the most DE genes. Moreover, the
majority of genes detected by other methods were also identified by our proposed method. For
example, as shown in Figure (3.7), when the FDR is controlled at 1%, the SBA test detected
2363 of the 3760 genes detected by AMAP.
3.6 Discussion
In this paper, we use the Poisson-Gamma hierarchical structure to model the over-dispersed
read counts from RNA-seq experiments. We set the first treatment condition as the reference
condition (i.e., baseline) and impose Dirichlet process as the prior for the fold changes between
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two treatment conditions for each gene. In a typical study design involving one treatment and
one control group, the control group can be selected as reference so that the estimated fold
change can be interpreted as effects of applied treatments. To extend our proposed nonpara-
metric Bayesian method to more complex experimental designs, say, more than two groups of
comparisons, we could use Dirichlet process as the prior for the fold change ratio between each
of the treatment groups and the baseline group. In case there is no obvious choice of a refer-
ence group based on the experimental design, the analysis results may vary depending on which
group is used as the baseline. One concern about our proposed method is whether the testing
results will be very different if the two different treatment conditions are used as the baseline.
From our simulation studies, we find that when the FDR is controlled at levels between 1%
and 5%, the testing results for more than 90% percent genes remain the same regardless of the
choice of baseline. An alternative method to avoid this potential problem is to use Dirichlet
process as the prior for the logarithm of the fold change and use NB distribution directly. In
this case, it is impossible to use Gibbs algorithm to generate MCMC posterior samples. Neal
(2000) introduced some methods to obtain posterior samples for such non-conjugacy situation.
However, it becomes much more computationally complicated than using our proposed method.
Most existing methods in the current literature for DE analysis are focusing on the sharp
null hypothesis that the fold change between two groups equals to 1. It is easy to use our method
to test other sharp null hypothesis, for example, to check whether the treatment means for the
1st condition is twice as large as the treatment means for the 2nd condition. Furthermore,
our method provides the flexibility to deal with other kinds of hypothesis testing, say, testing
whether the fold change is within a certain interval or not.
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3.7 APPENDIX: GENERATE POSTERIOR CONDITIONAL
DISTRIBUTIONS
Details on how to generate full conditional distributions for the Gibbs sampling are shown
below.
(1) Obtain full conditionals for λ′gijs:
p(λg1j |.) ∝ p(Yg1j |λg1j)p(λg1j |αg, βg)
∝ exp(−S1jλg1j)
λ
Yg1j
g1j
Yg1j !
λ
αg−1
g1j exp(−βgλg1j)
∝ λYg1j+αg−1g1j exp(−S1jλg1j − βgλg1j),
so the conditional distribution for λ′gijs is,
p(λg1j |.) ∼ Gamma(Yg1j + αg, βg + S1j). (3.17)
Similarly, the conditional distribution for λ′g2js is
p(λg2j |.) ∼ Gamma(Yg2j + αg, βgρg + S2j). (3.18)
(2) Obtain full joint conditional for β′gs:
p(βg|.) ∝ pi(βg)Πn1j=1p(λg1j |αg, βg)Πn2j=1p(λg2j |αg, βg, ρg)
∝ pi(βg)βαg(n1+n2)g exp(−βg
∑
λg1j − βgρg
∑
λg2j),
(3) Obtain full joint conditional for α′gs:
p(αg|.) ∝ pi(αg)Πn1j=1p(λg1j |αg, βg)Πn2j=1p(λg2j |αg, βg, ρg)
∝ pi(αg)
Π2i=1Π
n1
j=1λ
αg−1
gij
Γ(αg)n1+n2β
−αg(n1+n2)
g ρ
−n2αg
g
,
∝ Π
2
i=1Π
n1
j=1λ
αg−1
gij
Γ(αg)n1+n2β
−αg(n1+n2)
g ρ
−n2αg
g
exp(−rαg).
Since a closed-form for full conditional distribution for αg is not available, we update αg us-
ing an adaptive rejection sampling method, which is one convenient ‘black box’ random variate
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generation technique. We could prove that p(αg|.) is a logConcave function since Gamma func-
tion is logConvex function, so we could use adaptive rejection sampling method (Gilks, 1992) to
obtain the posterior samples. The adaptive rejection sampling is a generalization of standard
non-adaptive rejection sampling method, which needs only one condition that the conditional
posterior distribution is a logConcave function with respect to the parameter. So it is good
to be use this sampling strategy to deal with non-conjugacy that might cause complicated
computation in applications of Gibbs sampling.
log p(αg|.) = αg
2∑
i=1
ni∑
j=1
log(λgij)− rαg − (n1 + n2) log Γ(αg)
+(n1 + n2)(log βg)αg + n2αg log ρg + const,
Thus
∂ log p(αg|.)
∂αg
=
2∑
i=1
ni∑
j=1
log(λgij) + (n1 + n2)(log βg) + n2 log ρg − r − (n1 + n2)d log Γ(αg)
dαg
.
The second derivative of log p(αg|.) is
∂2 log p(αg|.)
∂2αg
= −(n1 + n2)d
2 log Γ(αg)
d2αg
.
And we could derive the following expansion series for the 2nd derivative of Gamma function,
d2 log Γ(x)
d2x
=
∞∑
k=0
1
(x+ k)2
,
the equation above implies that the second derivative of log Γ(x) is positive for all real and
positive x, that is, the Gamma function is log-convex for positive values of x.
(4) Update ρ′gs by obtaining posterior samples for configuration vector (ξ1, . . . , ξG) and (ρ∗1, . . . , ρ∗K).
(i) Update configuration vector (ξ1, . . . , ξG).
• If ξ = ξl for some l 6= g:
P (ξg = ξ|ξ−g, rest) = c · n−gξ Πn2j=1p(λg2j |αg, βg, ρ∗ξ)
= c · n−gξ Πn2j=1
β
αg
g (ρ∗ξ)
αg
Γ(αg)
λ
αg−1
g2j exp(−βgρ∗ξλg2j).
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• otherwise
P (ξg 6= ξl for all l 6= g|ξ−g, rest)
= cM
∫
Πn2j=1p(λg2j |αg, βg, ρ)F0(ρ)dρ
= cM(1− p0)
∫ ∞
0
Πn2j=1{
β
αg
g ραg
Γ(αg)
λ
αg−1
g2j exp(−βgρλg2j)}
βα00
Γ(α0)
ρα0−1 exp(−β0ρ)dρ
+cMp0
∫ ∞
0
Πn2j=1{
β
αg
g ραg
Γ(αg)
λ
αg−1
g2j exp(−βgρλg2j)}δ{1}dρ
= cM(1− p0) β
α0
0
Γ(α0)
β
n2αg
g
[Γ(αg)]n2
Πn2j=1λ
αg−1
g2j
Γ(n2αg + α0)
(β0 + βg
∑n2
j=1 λg2j)
n2αg+α0
+cMp0Π
n2
j=1{
β
αg
g
Γ(αg)
λ
αg−1
g2j exp(−βgλg2j)}.
Here c is the common proportionality constant to ensure that the probability add up to 1.
K is the number of distinct values of the configuration vector (ξ1, . . . , ξG), as a result K is
automatically updated.
(ii) Update (ρ∗1, . . . , ρ∗K).
p(ρ∗k|.) ∝ Π{g:ξg=k}Πn2j=1p(λg2j |αg, βg, ρg)× F0(ρ∗k)
∝ Π{g:ξg=k}Πn2j=1p(λg2j |αg, βg, ρ∗k)× F0(ρ∗k)
∝ Π{g:ξg=k}Πn2j=1
β
αg
g (ρ∗k)
αg
Γ(αg)
λ
αg−1
g2j exp(−βgρ∗kλg2j)
×{p01{ρ∗k=1}+(1− p0)
βα00
Γ(α0)
(ρ∗k)
α0−1 exp(−β0ρ∗k)}
∝ p0 exp{−(
∑
{g:ξg=k}
n2∑
j=1
βgλg2j)}δ{1}
+(1− p0)(ρ∗k)α0−1+
∑
{g:ξg=k}
∑n2
j=1 αg
βα00
Γ(α0)
exp{−(β0 +
∑
{g:ξg=k}
n2∑
j=1
βgλg2j)ρ
∗
k)}
∝ p0 exp{−(
∑
{g:ξg=k}
n2∑
j=1
βgλg2j)}δ{1}
+c0Gamma(n2
∑
{g:ξg=k}
αg + α0, β0 +
∑
{g:ξg=k}
n2∑
j=1
βgλg2j),
where c0 = (1− p0) β
α0
0
Γ(α0)
Γ(n2
∑
{g:ξg=k} αg+α0)
(β0+
∑
{g:ξg=k}
∑n2
j=1 βgλg2j)
n2
∑
{g:ξg=k} αg+α0
.
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When ρg = ρ
∗
k has multiplicity just 1 (i.e., if n
−g
k = n
−g
ξg
= 0 ), for simplicity, the posterior
conditional distribution for ρ∗k’s is
p(ρ∗k|.) ∼ p0 exp{−(
n2∑
j=1
βgλg2j)}δ{1} + (1− p0)c1 ·Gamma(n2αg + α0, β0 +
n2∑
j=1
βgλg2j),
where c1 =
β
α0
0
Γ(α0)
Γ(n2αg+α0)
(β0+
∑n2
j=1 βgλg2j)
n2αg+α0
.
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CHAPTER 4. A BAYESIAN METHOD FOR GROUP SELECTION IN
THE COX MODEL
Abstract
In this paper, we develop a new Bayesian method to address the group selection problem in
the Cox proportional hazards model. This work is motivated by the need to select potential
significant risk factors from survey data for porcine reproductive and respiratory syndrome
(PRRS), which is a major disease, production and financial problem for swine producers in
many countries. The majority of risk factors are categorical variables which are usually ana-
lyzed in the form of dummy variables. These dummy variables are naturally grouped by the
categorical risk factors. In this situation, it is desirable to select variables at the group (risk
factor) level when studying the dependence of survival outcome on the grouped predictors.
In fact, grouping structure for predictors arises naturally in many other biological and other
scientific applications. In our proposed method, we use indicators for groups to induce sparse-
ness and obtain the posterior inclusion probability for each group. Bayes factors are used to
evaluate whether the groups should be selected or not. We then study the application of the
method to both real and simulated data.
Key Words: Cox model, Gamma process, MCMC, Posterior inclusion probability, Bayes
factor, Semi-parametric Bayesian
4.1 Introduction
In medical and epidemiological studies many researchers are interested in the investigation
of the relationship between the survival time (time to a particular event of interest, say, death
or occurrence of some disease) and explanatory variables which might potentially influence the
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response. The proportional hazards model (Cox, 1972) is one of the most popular models used
for modeling the censored survival data and studying the dependence of survival time on a
p-dimensional vector of predictors (explanatory variables). In practice, not all predictors are
significantly important. In many analyses, this reduces to the search of a parsimonious model
within which a subset of all risk factors are included into the proportional hazard model.
In some situations, grouping structures for the predictors can arise naturally for many
reasons. As introduced in the paper by Huang et al. (2012), common examples include the
representation of multi-level categorical covariates in a regression model by a group of dummy
variables used to represent different levels, and the representation of the effect of a continuous
variable by a set of basis functions. In these situations, the individual variables in the groups
is not scientifically meaningful, and the research question is more likely to be the selection
of important groups rather than the individual predictors. Therefore it is desirable to treat
each group of variables as a unit and take into account the grouping structure present in
these models when estimating regression coefficients. Several frequentist methods have been
proposed for group selection that respect grouping structure in variables. For example, Wang
and Nan (2009) propose a hierarchically penalized Cox regression model based on the lasso
criterion, Simon et al. (2012) fit the sparse-group lasso for Cox models using clockwise descent
algorithm. Using these methods, the selected group variables are included in the model and
other groups of variables are omitted, and then inference and decisions are made based on this
selected model assuming the selected model is correct. As introduced in Volinsky et al. (1997),
p-values from the selected model doesn’t consider model uncertainty and tend to overstate the
evidence for the predictive value of a variable, thus resulting to over-confident inferences and
risky decisions.
As a motivating example to our proposed Bayesian method, we need to select the potential
significant risk factors from survey data for porcine reproductive and respiratory syndrome
(PRRS). PRRS is a disease with major impact on pork production and can be a serious financial
problem for swine producers. In details, surveys from 192 PRRS virus-free swine sow breeding
herd sites enrolled in 2006 and 2007 in the United States were included in the analysis for the
investigation of clinical PRRS outbreaks in swine herds. There are 33 risk factors (questions)
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of interest which are either categorical or continuous. If a question is categorical, dummy
variables are used to represent different levels, which defines a natural grouping. Our goal is
to use survey data that has been collected to identify the possible questions that are related to
survival time in the sow farms. This is a group selection problem.
In this paper we propose a semi-parametric Bayesian approach to solve group selection
problems in Cox models when predictors could be naturally grouped. We embed indicator
variables for groups in the Cox model to induce sparseness, i.e., we introduce indicators to
our models and use them to separate the groups into those to be included in the model, and
those to be excluded. Similar approaches that add indicator variables as parameters have
been well developed for linear models used in variable selection problems (Kuo and Mallick,
1998; Hara and Sillanpaa, 2009). Our method directly provides a marginal posterior inclusion
probability for each group to be in the model, a more directly interpretable measure of the
importance of a group than a p-value. In addition, based on the posterior inclusion probability
we could generate the Bayes factor corresponding to the hypothesis testing we are interested
in, for example, whether each of the group should be included in the Cox model or not. An
advantage of the use of Bayes factors is that a penalty is automatically included to measure
model complexity (Kass and Raftery, 1995), thus guarding against overfitting.
The remainder of the paper is organized as follows. Section 4.2 describes the Cox pro-
portional hazard model. In Section 4.3 we introduce the non-parametric prior for cumulative
hazard function and parametric prior distribution for all the other parameters. In Section 4.4,
we propose our Bayesian group selection method. In Section 4.5 extension of our model to the
overlap case is introduced. In Section 4.6 we use a simulation study to verify our method. In
Section 4.7 we analyze the PRRS survey data set using our proposed model. In Section 4.8 we
present a brief discussion of our method and results.
4.2 Model
Suppose that a random sample of n subjects is observed. For the ith subject, we record the
observed survival time ti, the right censoring indicator δi (= 1 if censored, 0 for failure), and
also a p-dimensional vector of predictors. Suppose the predictors could be naturally divided
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into K non-overlapping groups. Let the kth group have pk variables (
∑K
k=1 pk = p). We use
xi,(k) = (xi,k1, ..., xi,kpk)
′ to denote the pk variables in the kth group for the ith subject, and
xi = (xi,(1), ...,xi,(K))
′ to denote the total p variables for the ith subject. We denote the survival
times from all n subjects by (t1, ..., tn)
′ and the n ∗ p covariate matrix by X = (x1, ...,xn)′.
We assume that the true survival times for all subjects and δi’s are conditionally independent
given xi and that the censoring mechanism is non-informative. The observed data then can be
represented by {(ti,xi, δi), i = 1, ..., n}.
In this paper we consider the Cox proportional hazard model. The conditional hazard
function of subject i at time t given the fixed observed covariate xi is given by
λ(t|xi) = λ0(t) exp(β′xi), (4.1)
λ0(t) is the unknown baseline hazard function common to every subject. Here β is the unknown
regression parameter , let βk = (βk1, ..., βkpk)
′ represent the regression coefficients correspond-
ing to the kth group and β = (β′1, ...,β′K)
′.
The regression coefficient vector β plays a significantly important role in selecting the group
variables in (4.1) . If some group k is excluded in the model, then the corresponding regression
coefficient parameters βk = (βk1, ..., βkpk)
′ will all set to be zero. To make use of the group
structure of predictors, therefore we re-parameterize β. We introduce the indicator variables
γk’s to denote whether the corresponding group is included in the model or not. We set
βkj = γkθkj . (4.2)
If the kth group is important and included in the model, γk = 1 and βkj = θkj , otherwise,
γk = 0 and βkj = 0.
This re-parameterization method is similar to the one introduced by Wang and Nan (2009)
except that the constraints they impose on γk’s are γk ≥ 0. As mentioned by Wang and
Nan (2009), this re-parameterization strategy in (4.2) reflects the information that all βkj ’s
(k = 1, ...,K ; j = 1, ..., pk ) belong to the k
th group by treating each βkj hierarchically. After
re-parameterization, the model (4.1) could be expressed as
λ(t|xi) = λ0(t) exp(
∑
k:γk=1
θ′kxi,(k)), (4.3)
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We wish to perform group selection for the model (4.3). In other words, for each k (1 ≤
k ≤ K), the hypothesis testing we are interested in is
H0 : γk = 0 H1 : γk 6= 0. (4.4)
We use Bayesian approach to estimate the parameters γk’s and do this hypothesis testing. The
first thing we want to obtain is the joint likelihood for the data {(ti,xi, δi), i = 1, ..., n}. In
order to construct the joint likelihood, we utilize the counting process framework for the survival
data. Anderson and Gill (1982) extended proportional hazard modeling to the counting process
framework for survival data. The analysis of counting process data, including survival data,
is usually based on the modeling of the intensity. For subjects i = 1, ..., n, we use processes
Ni(t)’s to count the number of failures which have occurred in the interval [0, t]. This process
is constant and equal to zero between intervals formed by two neighborhood failure times, and
jumps one unit at each failure time. The corresponding intensity process Ii(t) is defined as
Ii(t) = lim
dt→0
E(dNi(t)|Ft−)
dt
, (4.5)
where dNi(t) is the increment of Ni(t) over the small time interval [t, t+dt), and Ft− represents
the available data set just before time t. If subject i is observed to fail during the time interval
[t, t + dt), dNi(t) will take the value 1; otherwise dNi(t) = 0. So Ii(t) is in terms of the
probability of subject i failing within the small interval [t, t+ dt) and we have
Ii(t) = lim
dt→0
P (dNi(t) = 1|Ft−)
dt
, (4.6)
As dt → 0, the limitation on the right side of the above formula becomes the instantaneous
hazard at time t for subject i, i.e., Ii(t) is assumed to have the form
Ii(t) = Yi(t)λ(t|xi), (4.7)
where Yi(t) is an observed process that takes the value 1 when subject i is observed at time t
and otherwise takes the value 0. Then based on (4.1) and (4.7)
Ii(t) = Yi(t)λ0(t) exp(
∑
k:γk=1
θ′kxi,(k)) (4.8)
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We may rewrite (4.8) as
Ii(t)dt = Yi(t) exp(
∑
k:γk=1
θ′kxi,(k))dΛ0(t), (4.9)
where Λ0(t) is the baseline cumulative hazard rate which is defined as
Λ0(t) =
∫ t
0
λ0(u)du.
As mentioned in Clayton (1991), under non-informative censoring, the likelihood of the
data D = {Ni(t), Yi(t),xi; i = 1, 2, . . . , n} satisfies that
Li(θ,γ, λ0(·)|D) ∝
[∏
t≥0
Ii(t)
dNi(t)
]
exp
(
−
∫
t≥0
Ii(t)dt
)
.
Therefore the joint distribution L(β,Λ0(t)|D) for data D could be expressed as
L(θ,γ, λ0(·)|D) ∝
n∏
i=1
{[∏
t≥0
Ii(t)
dNi(t)
]
exp
(
−
∫
t≥0
Ii(t)dt
)}
.
So we could assume the counting process increments dNi(t) in the time interval [t, t + dt)
independently follow from Poisson distributions with means Ii(t)dt,
dNi(t) ∼ Poisson(Ii(t)dt). (4.10)
Based on the model (4.9) and (4.10),
dNi(t) ∼ Poisson(Yi(t) exp(
∑
k:γk=1
θ′kxi,(k))dΛ0(t)), (4.11)
where dΛ0(t) = λ0(t)dt is the increment or jump in the cumulative baseline hazard function
occurring during the time interval [t, t + dt). Parameters θ, γ and the hazard rate λ0(t)
(or baseline cumulative hazard function λ0(t)) are unknown. It is difficult to estimate the
baseline hazard function λ0(t) directly with good precision as an arbitrary function of time
t. Instead, when the cumulative distribution function (CDF) F (·) for the survival times is
absolutely continuous, the baseline cumulative hazard Λ0(t) may be considered, which is easier
to estimate.
We consider the real problem of estimating θ, γ on the basis of the data D = {Ii(t), Yi(t),xi;
i = 1, 2, . . . , n}. Since dNi(t) (the number of failures which have occurred in the small interval
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[t, t + dt)) is equal to zero when t is not one of the failure time, for simplicity, we only need
to consider the time intervals formed by failure times. Suppose the number of unique failure
times is T , the failure times are t∗1, ..., t∗T and t
∗
1 < ... < t
∗
T , so the time axis [0,∞) is parti-
tioned into a finite number of disjoint intervals [t∗0 = 0, t∗1), [t∗1, t∗2), ..., [t∗T , t
∗
T+1 = ∞), and we
only consider these time intervals. Thus we have observed data D = {Ni(t∗j ), Yi(t∗j ),xi; i =
1, 2, . . . , n, j = 1, 2, . . . , T} and unknown parameters θ, γ and Λ0(t) =
∫ t
0 λ0(u)du, which is
the baseline cumulative hazard function and will be estimated non-parametrically.
4.3 Prior Specification
In this section we impose proper priors for the cumulative hazard function Λ0(·) and the
parameters γ and θ.
4.3.1 Prior for Λ0(·)
There are several types of non-parametric prior processes we can consider for the cumula-
tive hazard function in the Cox model. Burridge (1981) and Kalbfleisch (1978) used a Levy
process to model the prior process of the cumulative hazard function for Bayesian inference.
The approach is modeling Λ0(t) as the realization of a positive nondecreasing independent in-
crement process. That is, the increments of Λ0(t) in disjoint intervals are positive and mutually
independent. The most commonly used Levy process for modeling Λ0(t) is the gamma process
(Kalbfleisch, 1978).
We use a Gamma process as the random prior process for Λ0(t). Because the counting
process increments dNi(t) follows from Poisson distribution as discussed in Section 2, and the
conjugate prior for the mean parameter in Poisson distribution is the gamma distribution, it
would be convenient if a process in which the increments of Λ0(·) are distributed according to
Gamma distributions. Assume the nondecreasing positive function Λ∗0(·), is the mean function
of the random prior process. For each j = 1, ..., T , Λ0(t
∗
j+1)−Λ0(t∗j ) has a gamma distribution
with mean Λ∗0(t∗j+1)− Λ∗0(t∗j ) and variance {Λ∗0(t∗j+1)− Λ∗0(t∗j )}/c, i.e.,
Λ0(t
∗
j+1)− Λ0(t∗j ) ∼ Gamma(cΛ∗0(t∗j+1)− cΛ∗0(t∗j ), c), (4.12)
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where Λ∗0(t∗j+1)− Λ∗0(t∗j ) can be thought of as a prior guess of the unknown Λ0(t∗j+1)− Λ0(t∗j ),
and c is interpreted as a measure of belief attached to the initial guess Λ∗0(·) of Λ0(·), and when
the value of c is small, the confidence in the prior guess is weak.
Let dΛ∗(t∗j ) = Λ
∗
0(t
∗
j+1) − Λ∗0(t∗j ) denote the increment of the cumulative baseline hazard
function and let dt∗j = (t
∗
j+1−t∗j ) denote the size of the time interval. Assume Λ∗0(·) is completely
specified except possibly for one unknown parameter by setting dΛ∗0(t∗j ) = rdt
∗
j , where r is a
guess at the failure rate per unit time. We could set c to be a small value (say, 0.001) and let
r be empirically estimated as the number of failures divided by the largest value of all failure
times.
4.3.2 Prior for γ and θ
Throughout this paper, we index each of the possible 2K subset choices for groups by the
dichotomous vector
γ = (γ1, ..., γK)
′.
We interpret pi(γk = 1) = 1 − pi(γk = 0) := wk as the prior probability of including the kth
group in the model. A reasonable simple choice could have the γk’s independent with Bernoulli
distribution as the marginal distribution and the mean parameter in the Bernoulli distribution
is the same. In other words, the prior for γ could be specified as
P (γ) =
∏
piγk(1− pi)1−γk , (4.13)
where pi is the mean parameter from the Bernoulli distribution for γk’s. This prior substantially
reduces computational requirements. The prior with small values of pi can be used to increase
the weight on parsimonious models (George and McCulloch, 1997).
Assume the prior for the indicators γk’s and effects θkj ’s are all independent. The priors
for θkj ’s are
θkj ∼ Normal(0, σ2), (4.14)
We add a diffuse inverse Gamma distribution as the hyperprior on the hyperparameter σ2, in
other words,
σ2 ∼ Inv-Gamma(0.001, 0.001). (4.15)
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4.3.3 Criteria to Choose Parameter pi
The parameter pi in the prior model in (4.13) for γ = (γ1, ..., γK)
′ could be chosen by
empirical Bayes, more specifically, by deviance information criterion (DIC). DIC is very useful
in Bayesian model selection problems where the posterior distributions of the models have
been obtained by Markov chain Monte Carlo (MCMC) simulation. We try a grid of possible
values for the parameter pi in (4.13) and treat the models with different possible values for pi
as different, and calculate the corresponding DIC using different models. We find the smallest
DIC and then the value of parameter pi corresponding to the smallest DIC is used for the prior
of γ = (γ1, ..., γK)
′.
To calculate DIC, during an MCMC run we monitor the deviance which could be expressed
as
D(θ,γ, λ0(·)) = −2log-likelihood = −2
n∑
i=1
{[∑
t≥0
dNi(t) log Ii(t)
]
−
∫
t≥0
Ii(t)dt
}
,
where the expression of Ii(t) is shown in formula (4.8). Then the DIC is calculated as
DIC = D¯ + pD,
where D¯ is the posterior mean of deviance D(θ,γ, λ0(·)) over the posterior samples, which
is a useful measure of how well the model fits the data. pD is interpreted as the effective
number of parameters, which is a useful measure of model complexity. The larger the effective
number of parameters is, the easier it is for the model to fit the data, and so the deviance
needs to be penalized. There are two calculations in common usage for the effective number
of parameters of the model. We use the one as described in Gelman et al. (2004), which is
pD =
1
2 v̂ar (D(θ,γ, λ0(·))), i.e., simply compute pD as the half of the approximated posterior
variance of D(θ,γ, λ0(·)).
4.4 Bayesian Group Selection Method
At present, the computational method most commonly used for fitting Bayesian models is
the Markov Chain Monte Carlo (MCMC) technique and our method could be implemented
easily in the MCMC framework using Rjags. We obtain a large number of draws from the joint
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posterior distribution of all the parameters using MCMC methods. The posterior estimates of
the parameters are calculated using two independent MCMC chains to avoid any problem with
multi-modality. Each chain ran for 15000 iterations with the first 5000 iterations as burn-in.
The posterior inclusion probability (i.e., the posterior probability that a group is “in” the
model), can simply be calculated as the posterior mean value of the indicator γk. The full data
are examined to see how well the methods worked. In particular, how efficiently they separated
the groups into those to be included in the model, and those to be excluded.
The hypothesis testing we are interested in is shown in (4.4), instead of using frequentist
hypothesis testing method, we use Bayes factors as a Bayesian alternative to the frequentist
method. Based on the definition of Bayes factors (Kass and Raftery, 1995), the Bayes factor
is the ratio of the posterior odds of H1 to its prior odds. In other words,
BF =
P (D|H1)
P (D|H0) =
P (H1|D)
P (H0|D)
P (H0)
P (H1)
.
The priori probability P (H1) equals to pi since the prior distribution for γk is a Bernoulli
distribution with mean pi as shown in Section 3.2. Therefore the Bayes factor corresponding to
the hypothesis testing in (4.4) could be expressed as
BF =
P (γk = 1|D)
P (γk = 0|D)
1− pi
pi
.
And the approximated Bayes factor is
B̂F =
Pˆ (γk = 1|D)
Pˆ (γk = 0|D)
1− pi
pi
, (4.16)
where Pˆ (γk = 1|D) is the approximated posterior inclusion probability for the kth group.
The categories of Bayes factors can be used to judge the strength of evidence that a group
should be included in a model. Table (4.1) shows the scale for interpretation of Bayes factor
introduced by Kass and Raftery (1995). When B̂F is greater than 20, the evidence against the
null hypothesis H0 in (4.4) is quite decisive.
4.5 Extension to the overlap case
The overlap case that a variable can belong to several groups is not considered in the
group structure in previous sections. In this section we allow some variables to belong to
77
Table 4.1 A scale for interpretation of Bayes factor K introduced by Kass and Raftery (1995).
2 log(K) K Strength of evidence
0 to 2 1 to 3 Not worth more than a bare mention
2 to 6 3 to 20 Positive
6 to 10 20 to 150 Strong
> 10 > 150 Very strong
multiple groups. Similar to Wang and Nan (2009), we generalize the decomposition strategy
in (4.2) for the non-overlap case to the overlap case. We slightly change the notations when
re-parameterizing each βjk as
βjk = θj
∑
k∈Gj
γk, γk ≥ 0 (k = 1, ...,K; j = 1, ..., pk),
where Gj is the index set of groups to which variable xj belongs. Then the Bayesian group
selection method described in Section 4.4 could be used similarly for the overlap case after
imposing the same prior for all the parameters.
4.6 Numerical Simulation
In this section, we use simulations to demonstrate the effectiveness of our proposed method.
We compare the performance of our proposed group selection method (“BaySel”) with the
method (“HPCox”) provided by Wang and Nan (2009).
4.6.1 Description of the Models for Simulating the Data
We design three different simulation settings in which the non-zero regression coefficients
have different sizes. We randomly generate data under each simulation setting 20 times. We
describe our simulation settings in details as follows.
4.6.1.1 Simulation A
We simulated 200 subjects (i.e. n = 200) and 30 groups (i.e. K = 30) in each data
set. There were three possible members for each group. Variables are generated from N(0, 1)
independently of one another.
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• Simulation I
The corresponding coefficients are
β′ = c(0.6, 0,−0.6︸ ︷︷ ︸
5
, 0.6, 0, 0︸ ︷︷ ︸
5
,−0.6, 0, 0︸ ︷︷ ︸
5
, 0, 0, 0︸ ︷︷ ︸
15
),
The survival time is generated from the exponential distribution with the hazard function
λ(t|xi) = exp(β′xi), and the censoring time is generated from the uniform distribution
U(0, c), where c is chosen to yield a 50% censoring rate or so.
• Simulation II
The second scenario is the same as the first one except the absolute values of non-zero
regression coefficients have different size which are randomly selected from the interval
(0.5, 1).
• Simulation III
The third scenario is the same as the first one except that
β′ = c(1, 0,−1︸ ︷︷ ︸
5
, 1, 0, 0︸ ︷︷ ︸
5
,−1, 0, 0︸ ︷︷ ︸
5
, 0, 0, 0︸ ︷︷ ︸
15
).
4.6.1.2 Simulation B
We simulated 200 subjects or sow farms (i.e. n = 200) and 30 categorical questions (i.e. K
= 30) in each data set, the data structure is similar to that of the real data which motivates
this paper. There were four possible answers to each question, and we randomly and uniformly
simulate each of the answers for each subject and set the last answer as the baseline.
• Simulation I
The corresponding coefficients are
β′ = (0.6, 0,−0.6︸ ︷︷ ︸
3
, 0.6, 0, 0︸ ︷︷ ︸
3
,−0.6, 0, 0︸ ︷︷ ︸
3
, 0, 0, 0︸ ︷︷ ︸
21
),
The survival time is generated from the exponential distribution with the hazard function
λ(t|xi) = exp(β′xi), and the censoring time is generated from the uniform distribution
U(0, c), where c is chosen to yield a 50% censoring rate or so.
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• Simulation II
The second scenario is the same as the first one except that
β′ = (1, 0,−1︸ ︷︷ ︸
3
, 1, 0, 0︸ ︷︷ ︸
3
,−1, 0, 0︸ ︷︷ ︸
3
, 0, 0, 0︸ ︷︷ ︸
21
).
• Simulation III
The third scenario is the same as the first one except that
β′ = (2, 0,−2︸ ︷︷ ︸
3
, 2, 0, 0︸ ︷︷ ︸
3
,−2, 0, 0︸ ︷︷ ︸
3
, 0, 0, 0︸ ︷︷ ︸
21
).
Based on the MCMC results four operating characteristics are computed to judge the group
selection capability of a model . They are true positive rate (TPR or sensitivity), true negative
rate (TNR or specificity), positive predictive value (PPV), and negative predictive value (NPV).
TPR =
TP
TP + FN
,
TNR =
TN
TN + FP
,
PPV =
TP
TP + FP
, (4.17)
NPV =
TN
TN + FN
.
In (4.17) the TP (true positive) denotes the number of significant groups correctly entered into
a model, the TN (true negative) denotes the number of insignificant groups correctly excluded
from the model. On the other hand, the FP (false positive) and the FN (false negative) rep-
resent the number of insignificant groups mistakenly entered into the model and the number
of significant groups mistakenly excluded from the model respectively. All these four measure-
ments should be ideally 100%, indicating only the truly significant groups are included in the
model.
Model error is a very effective way to evaluate model adequacy versus model complexity.
Therefore, we use the model error (Tibshirani, 1997) to measure the prediction accuracy, where
model error is defined as
ME = (βˆ − β0)′Σ(βˆ − β0),
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where Σ is the covariance matrix of predictors, β0 and βˆ are respectively the true value and
the posterior estimate for the vector of regression coefficients. We repeat the simulation 20
times and compute the average of all model errors and their corresponding standard errors.
4.6.2 Simulation Results
In Table 4.2 and Table 4.4, we report the overall averages and standard deviations of the
four operating characteristics for our method (“BaySel”) and “HPCox” for simulation A and B.
We also include the number of groups selected in Table 4.2 and Table 4.4. For both Simulation
A and Simulation B, in almost all the three simulation settings, our proposed method gives
higher TNR, PPV, while the values of TPR and NPV in the simulation scenarios with smaller
effect size for both simulation settings using “HPCox” is slightly higher than those using our
proposed method. When the effect size of regression coefficients is large enough, both methods
perform very well with averaged operating characteristics close to 1. We also check the results
of model error in Table 4.3 and Table 4.5, the performance of the averaged model errors for
our method under all simulation settings are quite similar to the method “HPCox”. The result
for model errors using the posterior mean as the estimated parameter βˆ is close to that when
the posterior median is used.
4.7 PRRS Survey Data Analysis
4.7.1 Data Description
In this section, we present a survival data set related to a questionnaire for swine to demon-
strate the application of the proposed method in identifying groups of predictor variables for
survival data. Surveys from 196 PRRS virus-free swine sow farms enrolled in 2006 and 2007
in the United States were candidates to be included in the analysis. If the current PRRSV
status of animal population in a farm is positive stable (positive by ELISA but producing non-
infected weaned pigs), then it is excluded in order to meet the inclusion requirement for the
study. Afterwards there are 192 swine sow herd sites remained in the analysis.
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Table 4.2 Results from Simulation A based on 20 replications: Overall average of operating
characteristics (standard deviations in parentheses).
#of
groups
selected
TPR TNR PPV NPV
Simulation I
BaySel 14.45
(1.0990)
0.9333
(0.0612)
0.9700
(0.0506)
0.9708
(0.0484)
0.9382
(0.0555)
HPCox 16.00
(2.3842)
0.9467
(0.1094)
0.8800
(0.0881)
0.8936
(0.0687)
0.9552
(0.0899)
Simulation II
BaySel 15.15
(0.4894)
1.0000
(0.0000)
0.9900
(0.0326)
0.9910
(0.0291)
1.0000
(0.0000)
HPCox 16.20
(1.2397)
1.0000
(0.0000)
0.9200
(0.0826)
0.9309
(0.0685)
1.0000
(0.0000)
Simulation III
BaySel 14.85
(0.7452)
0.9700
(0.0458)
0.9800
(0.0381)
0.9806
(0.0366)
0.9716
(0.0427)
HPCox 15.70
(1.7800)
0.9733
(0.0821)
0.9267
(0.0714)
0.9344
(0.0604)
0.9784
(0.0666)
Table 4.3 Model error comparison for different methods under the simulation A. The numbers
before the parentheses are the average of model errors, the numbers in the paren-
theses are the standard errors corresponding to the model errors. The columns
denoted with “Median” are results when the posterior median is used as the esti-
mated parameter βˆ , while the columns denoted with “Mean” are results when the
posterior mean is used as the estimated parameter βˆ.
Simulation BaySel HPCox
Median Mean
I 1.2043 (0.0991) 1.2301 (0.0986) 1.3252 (0.1331)
II 2.0267 (0.1241) 2.0349 (0.1196) 1.6815 (0.1230)
III 1.0545 (0.0912) 1.0859 (0.0909) 1.1953 (0.2100)
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Table 4.4 Results from Simulation B based on 20 replications: Overall average of operating
characteristics (standard deviations in parentheses).
#of
groups
selected
TPR TNR PPV NPV
Simulation I
BaySel 3.7
(1.78)
0.4000
(0.1921)
0.9952
(0.0147)
0.9762
(0.0795)
0.8129
(0.0641)
HPCox 6 (2.772) 0.5611
(0.2458)
0.9548
(0.0450)
0.8684
(0.1105)
0.8575
(0.0701)
Simulation II
BaySel 7.45
(1.1459)
0.8167
(0.1156)
0.9952
(0.0147)
0.9889
(0.0342)
0.9288
(0.0419)
HPCox 9.45
(2.1637)
0.9500
(0.0672)
0.9571
(0.0900)
0.9318
(0.1298)
0.9796
(0.0271)
Simulation III
BaySel 9.05
(0.2236)
1.0000
(0.0000)
0.9976
(0.0106)
0.9950
(0.0224)
1.0000
(0.0000)
HPCox 9.4
(0.6806)
1.0000
(0.0000)
0.9810
(0.0324)
0.9618
(0.0636)
1.0000
(0.0000)
Table 4.5 Model error comparison for different methods under the Simulation B. The numbers
before the parentheses are the average of model errors, the numbers in the paren-
theses are the standard errors corresponding to the model errors. The columns
denoted with “Median” are results when the posterior median is used as the esti-
mated parameter βˆ , while the columns denoted with “Mean” are results when the
posterior mean is used as the estimated parameter βˆ.
Simulation BaySel HPCox
Median Mean
I 0.5094 (0.0508) 0.4185 (0.0400) 0.4891 (0.0524)
II 0.4762 (0.0409) 0.4720 (0.0341) 0.4205 (0.0461)
III 0.4698 (0.0404) 0.4890 (0.0430) 0.5568 (0.0621)
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Survival status is defined as whether sow farms remained PRRS virus-free. When a sow
farm was confirmed by the collaborating veterinarian to be PRRS virus-infected at some time
point, this time was reported as a failure for the corresponding sow farm. For the sow farms
identified as infected, the survival time was computed as the difference between the data the
sow farm was enrolled and the confirmation of positive data, rounded to the nearest number
of weeks. For the other sow farms, the survival time is the time from the enrollment date
to the nearest census, rounded to the nearest number of weeks. There are 33 questions (risk
factors) of interest. The information of these questions is shown in Table 4.6. Among them,
four questions are continuous and the other 29 questions are categorical. Our goal is to identify
the questions that are related to the survival time in the sow farms.
4.7.2 Results
We examine this data set with our proposed method. We first select the final model based
on DIC criterion. The plot of DIC with different values of pi is shown in Figure 4.1. When pi is
0.125, the DIC is the smallest, which is 528.2374 as shown in Table 4.7, so the value of p we used
is 0.125. The posterior inclusion probability for each of the 33 questions is shown in Figure 4.3.
We could see that the posterior inclusion probability of only four questions out of 33 questions
are greater than 0.5. These four questions are X 37 Frequency of se,X 125 Sanitation proc,
X 181 Topography at t and X 157 Pig density sw. After we obtain the posterior inclusion
probabilities, we calculate the Bayes factors corresponding to the hypothesis testing (4.4) us-
ing the formula (4.16). From Figure 4.2 we could find that the Bayes factors of five questions
(X 24 Most recent PRR, X 37 Frequency of se,X 125 Sanitation proc, X 181 Topography at t
and X 157 Pig density sw) are greater than 3, so we could conclude that we have positive evi-
dence that these five questions are important. The Bayes factor corresponding to the question
“X 181 Topography at t” is greater than 150, therefore we have very strong evidence that this
question is significantly important. As shown in Table 4.8, the marginal posterior estimates of
parameters corresponding to the the selected five questions is obtained.
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Table 4.6 Thirty-three questions considered and their descriptions in the data analysis.
Question Name description
1 X 187 Type of breedin Type of breeding herd (commercial vs. genetic)
2 X 188 Stages of produ Stages of production at site
3 X 13 Location of rep Location of replacement animal isolation housing relative to this site
4 X 16 Serum testing o Serum testing of replacement animals for PRRS virus or antibodies by
PCR or ELISA upon exit from acclimation / isolation site(s)
5 X 21 Source of semen Source of semen
6 X 24 Most recent PRR Most recent PRRS clinical break at site(s) from which semen is sourced
7 X 37 Frequency of se Frequency of serum PCR testing of boars for PRRS virus
8 X 39 Timing of semen Timing of semen use relative to acquisition of serum PCR test results
9 X 60 Washing frequen Washing frequency of vehicles used to transport animals to market or
collection points
10 X 63 Disinfectant us Disinfectant use on vehicles used to transport animals to market or
collection points
11 X 64 Drying time fol Drying time following wash of vehicles used to transport animals to
market or collection points
12 X 74 Washing frequen Washing frequency of vehicles used to transport non-genetic animals to
and from other sites within the production system
13 X 77 Disinfectant us Disinfectant use on vehicles used to transport non-genetic animals to
and from other sites within the production system
14 X 78 Drying time fol Drying time following wash of vehicles used to transport non-genetic
animals to and from other sites within the production system
15 X 88 Washing frequen Washing frequency of vehicles used to transport genetic animals
16 X 91 Disinfectant us Disinfectant use on vehicles used to transport genetic animals
17 X 92 Drying time fol Drying time following wash of vehicles used to transport genetic animals
18 X 117 Dead animals di Dead animals disposed of on-site (e.g. buried, composted or inciner-
ated)
19 X 123 Management of m Management of manure disposal
20 X 125 Sanitation proc Sanitation procedure for employees and visitors entering site
21 X 129 Employee restri Employee restrictions on visits to other swine production facilities
22 X 133 Written biosecu Written biosecurity protocols
23 X 135 New employees r New employees receive formal training on biosecurity procedures
24 X 181 Topography at t Topography at the site
25 X 160 Distance miles dum Distance (miles) to nearest swine farm
26 X 130 Average annual dum X 130 Average annual
27 X 1 Number of breed dum Number of breeding herd sources from which replacements have been
obtained in last two years
28 X 22 Number of sites dum Number of sites from which semen is sourced in last two years
29 X 18 Frequency of re dum Frequency of replacement deliveries to this site (days between deliver-
ies)
30 X 157 Pig density sw Pig density (swine sites) within 1 mile radius of this site
31 X 184 Size of breedin Size of breeding herd (number of breeding age animals)
32 X 186 Average parity Average parity of the breeding herd
33 X 7 Isolation . ac Isolation / acclimation period (days)
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Figure 4.1 The scatter plot of DIC v.s. different values of parameter pi in the prior model
(4.13) for γ.
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Table 4.7 Use different priors for the indicator parameters γk’s when different pi is chosen.
Compare the selected questions and DIC using different values of pi.
pi Dbar pD DIC Questions selected
0.025 448.3154 115.1147 563.4302 6,7,20,24,25,30
0.050 443.6240 103.5655 547.1894 6,7,20,24,30
0.075 439.3533 93.7542 533.1075 6,7,20,24,30
0.100 438.6566 90.2896 528.9462 6,7,20,24,30
0.125 437.0926 91.1448 528.2374 6,7,20,24,30
0.150 435.5600 93.9430 529.5030 6,20,24,30
0.175 435.4582 94.7082 530.1664 6,20,24,30
0.200 434.7811 97.1527 531.9338 6,20,24,30
0.225 434.5028 97.0553 531.5581 6,20,24,30
0.250 433.6553 97.5267 531.1820 6,20,24,30
0.275 433.0010 101.4738 534.4749 6,20,24,30
0.300 432.8777 97.2592 530.1369 7,20,24,27,30
0.325 433.9601 102.2827 536.2428 7,20,24,27,30
0.350 432.8957 102.3680 535.2637 7,20,24,27,30
0.375 433.1963 101.9838 535.1801 7,20,24,27,30
0.400 433.2344 103.8136 537.0480 7,24,27,30
0.425 432.4896 106.8269 539.3165 7,24,27,30
0.450 432.5183 105.9469 538.4652 7,24,27,30
0.475 432.6151 106.0538 538.6689 7,24,27,30
0.500 433.2793 105.9679 539.2472 24, 27, 30
0.525 432.1576 106.6840 538.8416 24,27
0.550 432.7135 105.8502 538.5638 24,27
0.575 432.5702 106.9245 539.4946 24, 27, 30
0.600 432.2055 108.6668 540.8723 24, 27
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Figure 4.2 The logarithm of Bayes factor for the 33 questions. Different colors denote the
analysis when different pi is used. The black points correspond to the analy-
sis when pi = 0.125 and the numbers within the plot denote the indices for the
five most important questions we select. The three horizontal lines divide the
whole region into four separated regions from top down: Bayes Factor > 150,
20 < Bayes Factor < 150, 3 < Bayes Factor < 20, Bayes Factor < 3.
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Figure 4.3 Posterior inclusion probability for the 33 risk factors (questions). x axis denotes
the indices corresponding to the questions shown in Table 4.6. The horizontal
dotted line denotes h = 0.5. The horizontal dashed line denotes h = 0.125.
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Table 4.8 Marginal posterior mean and standard deviation for variables within the selected
groups.
Question Baseline Answer Mean Sd Med
X 24 Most recent PRR 5 Never
1 Unknown 0.5709 1.0445 0.5092
2 Less.than.12.mo -0.1661 1.2482 -0.1219
3 12.24.months 1.2973 0.7184 1.2843
4 more.than.24.mo 0.4808 0.4050 0.4866
6 Not.Applicable -1.2481 1.1653 -1.0976
X 37 Frequency of se 5 Every.collectio
1 No.serum.testin -1.2155 0.9940 -1.0903
2 Approximately.q 0.6848 0.7908 0.6958
3 Approximately.m -1.6162 0.8895 -1.5108
4 .Approximately -0.5954 0.4170 -0.5876
6 Not.Applicable -1.6882 1.3515 -1.5167
X 125 Sanitation proc 4 Shower.in.and.c
1 Unrestricted.en 1.5245 1.5039 1.3330
3 Coverall.and.bo -1.5276 0.8979 -1.4071
X 181 Topography at t 4 Mountains
1 Flat 1.4255 0.9295 1.3290
2 Gentle.rolling 0.0890 0.9169 0.0033
3 Steep.hills -1.2449 1.2612 -1.0748
X 157 Pig density - - 0.4534 0.1450 0.4513
4.8 Discussion
In this paper, we have introduced the semi-parametric Bayesian method to perform group
selection for Cox models. We utilize indicators for groups to induce sparseness. We use the
posterior inclusion probability to quantify the importance of groups, this is a very straight-
forward quantification of group importance.
Our proposed method is applicable to the selection of important groups. For the special
case when a group only has one regressor it is degenerated to the variable selection problem
without grouping. Therefore, our group selection method could be used for the general variable
selection without grouping as well.
We only consider the applicability of our proposed method for the Cox model. An important
assumption for the Cox proportional hazards model is that the survival times of subjects are
independent. This assumption might be violated in some situations. One popular approach to
model correlated survival times is to add frailty to the Cox model. In fact, the proposed method
could be used for frailty models when frailty is added. We could use normal distribution or
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Gamma distribution to model the frailties and use the inverse Gamma distribution as the prior
for the corresponding variance parameters. The method to choose the important groups could
be similar to our proposed method for Cox model.
In our paper, we use Gamma process as the prior for the cumulative hazard function.
We could also try other non-parametric Bayesian priors for the cumulative hazard functions,
say, Dirichlet Process prior, correlated prior process, random finite-mixture process prior as
mentioned in Sinha and Dey (1997).
Our proposed method focus on dealing with the group selection problem and we are not
interested in selecting individual members. However, if individual variables within groups are
meaningful, then we are interested in selecting important groups as well as important variables
within groups. This type of problem is called bi-level selection (Huang et al., 2012). If we want
to select variables at both the group level and within-group level, we could use Bayesian lasso
(Park and Casella , 2008) for θkj ’s. In other words, conditional Laplace prior specification is
used for the parameters θkj ’s. The Bayesian lasso provides Bayesian credible intervals that can
guide variable selection within each group if the group is important.
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CHAPTER 5. GENERAL CONCLUSIONS
In this dissertation, we mainly developed statistical methods for analyzing three different
types of data set in the biological and genomic area, (i) Tn-Seq data, (ii) RNA-seq data,
(iii) survival data, and the corresponding research questions we have dealt with are: (i) infer
functions of genes on bacteria growth by classifying genes to three different categories related to
transposon insertion tolerance, (ii) detect differentially expressed genes, (iii) select significant
groups for survival data. The summary and the possible future work for all three projects are
discussed below.
5.1 Summary
In Chapter 2, we employ ZIP model to the Tn-seq data which has the excess of zeros and
propose a method to categorize genes into three different categories related to transposon inser-
tion tolerance. We apply our proposed method to one Tn-seq data with the Tn5 transposons
could be inserted possibly into every site within the genome. Our model could also be used to
the Tn-seq data from an experiment that transposons randomly inserted only into sites with
TA dinucleotides, say, using Himar 1 transposon. Worth to mention, our proposed method
needs the information of pseudogenes. We treat pseudogenes as tolerant genes and check if
each of the normal genes has similar pattern to the pseudogenes.
In Chapter 3, we use the Poisson-Gamma hierarchical structure to model the over-dispersed
read counts and then a semi-parametric Bayesian method is proposed to solve the multiple
testing problems. Most existing tests are testing the sharp null hypothesis that the fold change
between two groups equals to 1 or the two treatment means are the same. Our method provides
the flexibility to deal with the other kinds of hypothesis testing, say, testing whether the fold
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change is within some interval or not.
In Chapter 4, we have introduced the semi-parametric Bayesian method to perform group
selection for cox models. We utilize indicators for groups to induce sparseness and the posterior
inclusion probability to quantify the importance of groups. And our proposed method could
also be used for general variable selection for the special case that each group only contains
one regressor. Furthermore, the proposed method could be used for frailty models when frailty
is added for the correlated survival times. We could use normal distribution or Gamma dis-
tribution to model the frailties and use the inverse Gamma distribution as the prior for the
corresponding variance parameters. The method to choose the important groups for frailty
model is similar to our proposed method for cox model.
5.2 Future Work
In chapter 2, we use the number of read counts mapping to each possible inserting location,
this information might be subject to variability resulting from phenomena such as PCR bias.
In this case, it is unknown whether the zero inflated Poisson regression model suffices to the
complicated data set. In the future we will assess goodness of fit test for the zero inflated
Poisson model.
In chapter 3, so far we focus on comparing the mean read counts under only two treatment
conditions for each of the genes. However, most of the evaluated methods (say, edgeR, DESeq)
support also more complex experimental designs. To extend our proposed semi-parametric
Bayesian method to more complex experimental designs, say, more than two groups of com-
parisons, we could first set a group as baseline and use Dirichlet process as the prior for the
fold change between each of the treatment groups and the baseline group.
In chapter 4, we use Gamma process as the random prior process for the baseline cumulative
hazard function. We could also try other non-parametric Bayesian priors,say, Dirichlet Process
prior, correlated prior process. In addition, we only applied our proposed method to the case
when the covariance matrix X has full column rank and p < n. We will further check the
effectiveness of our method to other situations, say, the column rank of the covariance matrix
X is smaller than p. Besides, in this paper the research question we are interested in is group
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selection and we are not interested in selecting individual members. When individual variables
within groups are meaningful and the research question turns to select variables at both the
group level and within-group level, we could use conditional Laplace prior specification for θkj ’s,
then utilize Bayesian credible intervals that can guide variable selection within each group.
