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Abstract
In speaker transformation, the speaker dependent spectral parameters are generally characterized by single scale features. These
features approximate the vocal tract, but produce artifacts during speech signal reconstruction. In this paper, multi-resolution
wavelet based feature set is proposed, which finely tunes the speaker specific characteristics of the speech signal. The Radial
Basis Function is used to propose the mapping function for modifying these characteristics. The performance of the proposed 
system is evaluated using different objective and subjective measures. Evaluation results illustrate that the proposed algorithm 
maintains target voice individuality while maintaining the quality and naturalness of the speech signal.
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1. Introduction
A Speaker Transformation (ST) adapts the utterance of the source speaker so that it imitated as if uttered by a
specified target speaker. ST has many applications in speaker dubbing, health care, personification of text to speech 
synthesis, karaoke, broadcasting, multimedia and entertainment, educations [1][2]. ST encompasses four phases:  (i)
pre-processing and feature extraction of the source and target speaker's utterances, ii) alignment of source and target 
features, (iii) estimation of source to target transformation, iv) transformation of source parameters and v) re-
synthesis of speech signal from transformed parameters. In the preprocessing phase, the DC level is removed and
amplification is done. In the subsequent feature extraction, speech signals are analyzed and parameters from source
and target speakers are extracted.
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As the lengths of the source and target speaker's utterances are different, Dynamic Time Warping (DTW) [4] is used 
to align these features. After alignment suitable mapping function is developed between source and target features. 
In the transformation phase, the mapping function developed in training mode is used to transform the source 
speaker parameters into target speaker parameters and re-synthesis of the speech is done from transformed   
parameters [3][5]. 
Speech signal comprises of speech message and speaker identity. In order to design the ST system, two issues 
need to be addressed.  First is the extraction of speaker dependent parameters from the speech signal and second is 
incorporating these extracted parameters according to the target speaker for speech synthesis [6]. The speaker 
dependent parameters are characterized at different levels such as shape of vocal tract, the shape of glottal excitation 
and long term prosodic features. The shape of vocal tract is the key parameter to capture the voice individuality of 
the speech signal. Various techniques have been used for modeling the vocal tract, such as formant frequency, 
format bandwidth [7], Linear Predictive Coefficient (LPC) [8], reflection coefficient [9], log area ratio (LAR) [10], 
Line Spectral Frequency (LSF) [11], Mel Cepstrum Envelope (MCEP) [12] and cepstrum coefficient [13]. For 
transformation of the speaker specific features, various techniques have been proposed in the literature namely, 
Vector Quantization (VQ) [8], Gaussian Mixture Model (GMM) [13][14], Hidden Markov model (HMM) [15], 
Dynamic Frequency Warping [14], Artificial Neural Network[4][6][11][17] and partial least square regression [16]. 
Most of the source-filter techniques, listed above lack detailed information during the extraction of formant 
coefficients and the excitation signal. This limits the ability to estimate parameters accurately during the target 
speaker speech re-synthesis. These single scale methods are good for speech classification, whereas the 
requirements of speaker identity and voice conversion are different 9].  The speaker specific information is non-
uniformly distributed in high frequency bands produced by different articulatory speech organs. The glottis 
information is encoded in low frequency band (between 100-400 Hz) [18] and the information of piriform fossa is 
available in the high frequency band (about 4 kHz).  The constriction of the consonants is another factor in the high 
frequency band around 7 kHz. The most phonemic discriminative formants are encoded in the 200 Hz-3 kHz range 
[19]. 
In this paper, wavelet based multi scale filter bank is derived. While proposing the filter bank, the speech signal 
is analyzed in different frequency bands using coiflet5 discrete wavelet transform [4], which isolates speaker 
specific characteristics 0-4 kHz and 6-7 kHz. It includes most phonemic discriminative formants, Piriform fossa and 
constriction of the consonants. The radial basis function is used to capture the nonlinear relationship between source 
and target speaker. 
The outline of the paper is as follows: Section two explains the wavelet based feature extraction. Section three 
explains the proposed multi scale speaker transformation algorithm. RBF is enlightened in Section four. Section five 
describes the experimental results and discussion. Finally, conclusions are derived in Section six. 
2. Feature Extraction  
The single scale methods provide a good representation of the vocal tract source filter model. They also encode 
good quality of speech at low bit rate, however artifacts are produced at the frame boundaries in the converted 
speech signal [4]. Standard Linear Prediction related spectrum gives information about the formants (peaks) but not 
the valleys in the spectrum, whereas, Mel Frequency Cepstrum Coefficients (MFCC) are most widely used features 
for speaker identification. But in speaker transformation, MFCC synthesis loses pitch and phase related information 
[20]. Further, the high frequency vocal tract component like piriform fossa is not taken into consideration by single 
scale methods. All these limitations can be overcome by proposing a new filter structure based on multi scale feature 
extraction. The filter is finely tuned to the frequency bands, which are more important for speaker identity. 
For isolating speaker dependent parameters of the speech signal, the frequency analysis of 8 kHz bandwidth 
speech signal is performed using wavelet transform. Energy of each wavelet band at each level is calculated and 
each band is further decomposed till noticeable energy is found in the last decomposed level. Several experiments 
have confirmed that the band in the range of 0-4 kHz and 6-7 kHz carries speaker dependent parameters computed 
with 99.76% energy. Proposed filter structure with optimum energy bands is shown in figure 1. For our 
experimentation we have used utterances from the ARCTIC database, recorded at 16 KHz. Firstly, two level wavelet 
packet decomposition divides the input speech signal into four sub bands 0-2 kHz, 2-4 kHz, 4-6 kHz, and 6-8 kHz, 
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each of 2 kHz.  Then the band of 6-8 kHz among the first four frequency bands is further decomposed into 6-7 kHz 
and 7-8 kHz bands.  After decomposing a 24ms speech frame, energy in each of the frequency bands is computed.
Figure 1: Proposed wavelet based filter structure
Energy normalization is accomplished by the number of wavelet coefficients in individual band which is
calculated as [20],
ܧ௞ = 10ܮ݋ ଵ݃଴ ቊ
σ [ௐೖು௫(௝)]మ
ಾೖ
ೕసభ
ெೖ
ቋ , ݇ = 1,2, … … . . ,ܰ (1)
where, ௞ܹ௉ݔ(݆) is ݆௧௛ wavelet packet coefficient of speech signal ݔ at  ܹ௉  node of wavelet packet tree, of signal 
ݔ, ݅ is the sub band frequency index. ܰ is the total number of nodes andܯ௞ is number of wavelet coefficients at ݇௧௛
node.
3. THE PROPOSED ALGORITHM.
The ST is carried out in two modes: i) training ii) transformation, as depicted in figure 2.  In the training phase, 
the beginning and ending silence of input speech samples are removed using Voice Activity Detection (VAD) [16]
of the phonetically balanced utterances of the source and target speaker speech followed by the preprocessing stages,
such as: framing and windowing. Each 24ms frame with 50 % overlapping is decomposed using wavelet transform
to get 0-4 kHz and 6-7 kHz frequency bands, which are denoted as A, B and C respectively as shown in figure 1.
The selected frequency bands of the source and target speaker are normalized, generally the length of source and
target speaker's utterances are different and hence their alignment is accomplished through dynamic frequency 
warping [12]. Aligned features are used as the training set for developing the appropriate mapping function,
capturing the nonlinear relationship between source and target speaker. In our proposed algorithm, we have made
use of a RBF network for mapping the relationship for ST in the training phase. In transformation phase, the parallel
utterance of the test speaker speech is pre-processed to obtain wavelet feature set and projected to the trained RBF,
in order to obtain the transformed wavelet coefficients. These coefficients are de-normalized and combined with
zero vectors of other remaining frequency to reconstruct the speech frame. Finally, the speech frame is obtained
using inverse wavelet transform. Overlap and add method is used to reconstruct the synthesized speech. The
converted speech signal passes through the post filtering block. The similar process is adapted for all remaining
samples. The proposed algorithm is shown in figure 2, which depicts the training phase and the testing phase 
respectively.
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Figure 2: Speaker transformation using Artificial Neural Network
4. Radial Basis Function for Mapping (RBF)
The RBF Neural Network is a special case of feed forward network which maps input space nonlinearly to
hidden space followed by linear mapping from hidden space to output space. The network represents a map from 
ܯ଴ dimensional input space to ଴ܰ dimensional output space written as, ܵ: ܴெబ ՜ ܴேబ. When a training dataset of 
input output pairs[ݔ௞,݀௞]; ݇ = 1, 2 … … . .ܯ଴ is presented to the RBFNN model the mapping function F is computed 
as,
ܨ (ݔ) = σ ݓ௝௞௠௝ୀଵ ߔ൫ฮݔ െ ௝݀ฮ൯ (2)
where, ԡ . ԡ is a norm usually computes the Euclidean distance between applied input ݔ and training data 
point ௝݀ .Above equation can also be written in matrix form as [4] ,
ܨ(ݔ) = ܹ ߔ (3)
where,  ߔ൫ฮݔ െ ௝݀ฮ൯ , ݆ = 1, 2, … . ,݉ is the set of m arbitrary functions known as Radial Basis Functions. The
FRPPRQO\FRQVLGHUHGIRUPRIĭLV*DXVVLDQIXQFWLRQGHILQHGDV>@
ߔ(ݔ) = ݁ݔ݌(ԡݔ െ ߤԡଶ 2ߪଶΤ ) (4)
The RBF learning process includes training and generalized phase. The training phase constitutes the 
optimization of basis function parameters using only input data set with k-means algorithm in an unsupervised
manner. In the second phase, hidden-output neuron’s weights are optimized in a least square sense by minimizing
the squared error function,
ܧ = ଵ
ଶ
σ σ [ ௞݂(ݔ௡)െ (݀௞)௡)]ଶ௞௡ (5)
where, (݀௞)௡ is desired value for ݇௧௛ output unit when the input to the network is ݔ௡ . The weight vector is
determined as,
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ܹ =  ߔ்  ܦ  (6) 
where, ߔ: matrix of size (݊ ×  ݆), 
        ܦ: matrix of size (݊ ×  ݇), 
 ߔ்: transpose of matrix ߔ. 
(ߔ்  ߔ )  ܹ =  ߔ்  ܦ  (7) 
ܹ =  (ߔ்ߔ )ିଵ ߔ் ܦ   (8) 
where, (ߔ்  ߔ )ିଵߔ் is pseudo inverse of matrix ߔand ܦ is matrix of ݀௡௞. The weight matrix ܹ can be calculated 
by linear inverse matrix technique and used for mapping between the source and target acoustic feature vector. The 
performance of RBFNN can be tuned by optimizing the kernel parameters like kernel centers and spread factors 
which results in high quality voice conversion. In our work, we have calculated spectral distortion [14] for different 
kernel spread factors and hidden neurons and selected the spread factor of 0.01 with lowest spectral distortion. 
5. Experimental results and discussions 
For experimentation, CMU-ARCTIC parallel database, recorded by 7 different speakers at 16 kHz sampling 
frequency is used. Each speaker recorded a set of 1132 phonetically balanced parallel utterances.  This corpus 
included two females i.e. CLB (US Female) and SLT (US Female) and five different Males such as AWB (Scottish 
Male), BDL (US Male), JMK (Canadian Male), RMS (US Male) and KSP (Indian Male) [21]. The performance of 
the proposed system is evaluated using objective measures. In order to evaluate the voice individuality and quality 
of the synthesized speech, subjective listening tests are also conducted. 
5.1. Objective Evaluation 
In this section, different objective measures, such as: Mel Cepstrum Distortion (MCD) [12], LSF performance 
index [5] and formant distortion [11] between target and synthesized speech are considered to evaluate the 
performance of the system.  
5.1.1. Mel Cepstrum Distortion : 
The MCD is an objective error measure having correlation with subjective test results. The MCD between the 
converted speech and target speech is calculated as [12], 
ܯܥܦ[݀ܤ] = ଵ଴
௟௢௚భబ
ඥσ ݉ܿݐ௧௜ െ஽௜ୀଵ ݉ܿݏ௖௜  (9) 
where, ݉ܿݐ௧௜  and ݉ܿݏ௖௜  are the ݅௧௛  Mel Cepstrum Coefficients (MCC) of the target and synthesized speech 
respectively. The 0௧௛ MCC term is not considered in eq.(9) since it describes the energy of the frame and is usually 
copied from the source. 
In order to determine the effect of the number of parallel training utterances these were varied from 2-500 
samples of transformation results.  Figure 3 shows the MCD score for different trained transformation models for 
AWB to BDL (AWB as a source speaker and BDL as a target speaker).  Similarly, the transformation models for 
AWB to CLB, SLT to AWB, and SLT to CLB for different numbers of parallel utterances (ranging from 2 to 500) 
of respective source and target speakers are developed. From figure 3, we can analyze the speaker transformation 
from male (AWB) to female (CLB) and female (CLB) to male (AWB) i.e. inter-gender speaker transformation is 
better than the male (AWB) to male (BDL) and female (SLT) to female (CLB) i.e. intra-gender speaker conversion, 
as the vocal tract shape of the male is larger than the female. We also observe from figure 3 that MCD values of 
RBF network decrease with an increase in the number of training samples. 
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Figure 3: Performance of RBF model for different source and target transforming pairs 
5.1.2. Formant Distortion :  
The scatter plots are used to evaluate the prediction performance of different voice conversion models. The 
scatter plots of first four formant frequencies for AWB to CLB (M to F) and CLB to AWB (F to M) models are 
shown in Figure 4 and 5 respectively. The scatter plots obtained for F to M reveals that the predicted formants 
closely orient towards the desired speech frames formants as compared to M to F based predicted formants. Ideally, 
for zero prediction error, all the data points are expected to lie on the diagonal, oriented in right side. 
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conversion 
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Figure 5: Formant distortion of a) first b) second c) third and d) forth formant for CLB to AWB conversion 
5.1.3. P-LSF :  
 
For objective evaluation, we have used performance index (PLSF), which is formulated as follows, 
௅ܲௌி = ቂ1 െ
஽ಽೄಷ(ௗ(௡),ௗ෠(௡))
஽ಽೄಷ(ௗ(௡),௦(௡))
ቃ                                (10) 
where, d(n) and s(n) represent the utterances of desired speaker and source speaker respectively,  d෠(n) is the 
transformed utterance. The numerator, D୐ୗ୊(d(n), d෠(n))is the spectral distortion between desired and transformed 
utterances and the denominator, D୐ୗ୊൫d(n), s(n)൯ is the inter speaker spectral distortion [5]. 
Table 1: Comparative performance index for different converted samples for  M1 to F1 and F2 to M2 voice conversion 
 
Type of conversion 
LSF performance index 
Sample 1 Sample 2 Sample 3 
AWB-CLB 0.7148 0.7065 0.6936 
SLT-BDL 0.7709 0.7803 0.7135 
 
In the computation of this performance index, four different converted samples from male (M1) to female (F1), 
female (F2) to male (M2) are considered and the results are shown in Table 1. These results specify that the 
performance of the female to male model is better than that of male to female. 
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5.2. Subjective Evaluation 
The effectiveness of the algorithm can be evaluated using different subjective listening tests. The subjective tests 
are used to determine the closeness between the transformed and target speech sample. Inter gender and intra gender 
conversion is performed, for which the speech utterances are taken from the publicly available ARCTIC database. 
The system is trained for 2-500 samples for the conversion from male-to-male, male-to-female, female-to-female 
and female-to-male. Ten synthesized speech utterances for each of the above mentioned cases and the corresponding 
target utterances are presented to twelve listeners. They are asked to judge their comparative performance with 
corresponding source and target on a scale of 1 to 5; where rating 5 specifies an excellent match between the 
transformed and target utterances, rating 1 indicates a poor match between the original target utterance and the 
transformed utterance and the other ratings indicate different levels of variation between 1 and 5. The ratings given 
to each set of utterances are used to calculate the mean opinion scores (MOS) for the four cases and the results are 
shown in figure 6. The obtained MOS results show that the conversion is effective, if the source and target are from 
different genders, i.e. the conversion is more efficient for male-to-female and female-to-male conversion as 
compared to male-to-male and female-to-female. The dissimilarity in the length of the vocal tract and the intonation 
patterns of different genders is the main reason for variation in the MOS results for source and target utterances of 
different genders. The ABX (A: Source, B: Target, X: Transformed speech signal) test is also performed using the 
same set of utterances and speakers. In the ABX test, the listeners are asked to judge whether the unknown speech 
sample X sounds closer to the reference sample A or B. The ABX is a measure of identity transformation. The 
higher the value of ABX, the more is the closeness of the transformed speech to the target utterance. The results of 
the ABX test are shown in figure 6. 
 
Figure 6: Results of the subjective evaluations 
6. Conclusions: 
In this paper, a new multi scale wavelet based filter structure is obtained, which is finely tuned to capture the 
speaker specific characteristics of the speech signal. After testing many wavelet filters, coiflet5 is chosen for 
implementing the proposed filter structure, carrying voice individuality (speaker identity) of the speech signal. The 
nonlinear relation between source and target speakers features is captured through the RBF network for 
implementing the VC system. The objective evaluation, such as: MCD, formant distortion and performance index 
verified that synthesized speech possesses the characteristics of target speaker. The subjective evaluation convinced 
that the quality and naturalness of the transformed speech can be attained with the proposed algorithm. The voice 
conversion quality can be improved through the properly aligned at the syllable level. 
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