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ABSTRACT
We present a method for combining the data retrieved by multiple coils of a Magnetic Resonance
Imaging (MRI) system with the a priori assumption of compressed sensing to reconstruct a single
image. The final image is the result of an optimization problem that only includes constraints based
on fundamental physics (Maxwell’s equations and the Biot-Savart law) and accepted phenomena
(e.g. sparsity in the Wavelet domain). The problem is solved using an alternating minimization ap-
proach: two convex optimization problems are alternately solved, one with the Fast Iterative Shrink-
age Threshold Algorithm (FISTA) and the other with the Primal-Dual Hybrid Gradient (PDHG)
method. We show results on simulated data as well as data of the knee, brain, and ankle. In all cases
studied, results from the new algorithm show higher quality and increased detail when compared to
conventional reconstruction algorithms.
Keywords Parallel Imaging · Compressed Sensing · optimization
1 Introduction
Multi-coil imaging (commonly called parallel imaging2) and compressed sensing are two methods that have dra-
matically reduced the scan time required for Magnetic Resonance Imaging (MRI). Multiple receive coils (antennas)
∗www.nicholasdwork.com, nicholas.dwork@ucsf.edu
2The method for combining information from multiple coils to synthesize unknown k-space values was first described as parallel
imaging because it was thought that multiple k-space values were collected simultaneously [1]. This, however, gives the impression
that the net spin state of each isochromat is in two measurable states at the same time; this is not the case. Additionally, multi-
coil imaging requires B−1 sensitivity maps that have significant orthogonal components. Thus, we feel that the parallel imaging
nomenclature is confusing and elect to call it multi-coil imaging instead.
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provide improved results in signal-to-noise ratio (SNR) by using smaller coil elements closer to the subject, and im-
provements in scan time by providing additional spatial encoding [2]. Multiple coils are now routinely used in clinical
MRI machines.
Compressed sensing incorporates an a priori belief that there exists a linear transformation such that the result of a
transform is sparse (e.g. the Wavelet transform of the image is sparse). This belief takes the form of a regularization
function in an inverse problem [3]. By exploiting this a priori knowledge, fewer samples are required for image
reconstruction and the missing information is filled in accurately.
For many existing multi-coil imaging methods, the sensitivity maps are estimated and used in an optimization algo-
rithm. Then, for all ensuing processing, it is as if the estimate of the sensitivity maps are considered perfect, even
though this is not the case. Thus, any mismatch between the true sensitivity maps and the estimates are absorbed into
the resulting reconstruction, corrupting the desired result.
Most multi-coil imaging algorithms require a fully sampled calibration region [4], which limits the overall acceleration.
The state of the art in using both multi-coil imaging and compressed sensing without a calibration region is SAKE
combined with L1-ESPIRiT (SAKE+L1-ESPIRiT) [5, 6, 3]. This algorithm permits a high undersampling rate for it
does not require a fully sampled calibration region. Moreover, it is computationally efficient and produces anatomically
accurate images. It is a central algorithm of the Berkeley Advanced Reconstruction Toolbox [7, 8, 9], a popular
software package used in MRI research.
Nevertheless, the SAKE+L1-ESPIRiT algorithm is largely based on heuristics rather than fundamental physics (as
we will discuss in the sections that follow). Thus, there is an opportunity to improve upon the quality of results
generated by this algorithm. The first step in doing so would be to develop a physics based algorithm that, though
computationally inefficient, is able to reliably generate imagery of superior quality to that of SAKE+L1-ESPIRiT.
That is what we hope we have achieved in this work.
Throughout the document we refer to several appendices which are included in the supplemental document of this
work.
2 Background
A thorough review of multi-coil imaging and compressed sensing is presented in appendix A. In summary, there
are three types of multi-coil imagining algorithms: so-called SENSE techniques that assume knowledge of the coil
sensitivity maps to estimate the image in an inverse problem [10], algorithms that interpolate missing values in the
Fourier domain with an interpolation algorithm, and combinations of the two. K-space interpolation algorithms assume
that the sensitivity maps can be expressed as the sum of a small number of low-frequency complex exponentials
[11, 12]. The SENSE problem is
minimize
x∈CMN
‖FSx− b‖N−1 , (1)
where F is a block diagonal matrix of downsampled Fourier Transform matrices, S is a block column matrix of diag-
onal matrices where each diagonal matrix has the coil sensitivity values, and N is the covariance matrix of the noise.
The difference between different SENSE based algorithm is in how the individual sensitivity maps are determined.
Algorithms that combine the two techniques (such as L1-ESPIRiT [13] or PRUNO [14]) make the k-space assumption
of how the sensitivity maps can be represented, use an auto-calibration region to determine those maps, and then use
those determined maps in a SENSE inverse problem.
Compressed sensing incorporates the a priori belief that the image is sparse after a Wavelet transform by adding a
regularization function into the optimization problem as follows [15]:
minimize
x∈CMN
‖FSx− b‖N−1 + λ‖Wx‖1, (2)
where λ > 0 is a user-defined regularization parameter.
3 Methods
In this section, we present a method for simultaneous estimation of the sensitivity maps and the reconstructed image.
It is a generalization of the methods presented in [16] and [17]. Additionally, this paper presents a new instance of this
generalization that imposes additional physical constraints on the coil sensitivity maps.
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3.1 Generalized multi-coil imaging with compressed sensing
Our approach will be to treat both the image and the sensitivity maps as optimization variables of the following
optimization problem:
minimize
S,x
(1/2) ‖FSx− b‖2N−1 + λxRx(x) + λS RS(S)
subject to constraints on x and constraints on S,
(3)
where Rx : RMN → R and RS : RMN×C → R are regularization functions with regularization parameters λx and
λS , respectively. The constraints imposed on x and S may be inequality constraints. Note that this problem is not
generally a convex optimization problem due to the multiplication of S and x, the forms ofRx andRS , and the types
of constraints imposed. We solve it by alternating between two convex problems: 1) solve for the sensitivity maps
using the current estimate of the image, and 2) solve for the image with the current estimate of the sensitivity maps.
We first describe the method for estimating the sensitivity maps. Let diag(·) be the isomorphism that creates a diagonal
matrix from the elements of a vector and diag−1 denote the inverse operation that creates a vector from the diagonal
elements of a matrix. Note that S(c)x = s(c)  x = Xs(c), where X = diag(x), s(c) = diag−1(S(c)), and  denotes
the Hadamard (or point-wise) product. Therefore, to solve for the sensitivity maps with the current estimate of the
image, one can solve the following optimization problem:
minimize
s
(1/2) ‖FXs− b‖2N−1 + λS RS
(
diag−1(s)
)
subject to constraints on s ,
(4)
whereX = diag(X,X, . . . ,X) and s = (s(1), s(2), . . . , s(C)).
Note that the support of the sensitivity maps is necessarily much larger than that of the image. Therefore, in order to
prevent aliasing when estimating the sensitivity maps, one must increase the field of view of the estimates. For the
results presented in this work, we assumed that the field of view of the sensitivity maps was less than twice that of the
field of view of the image: FOVs < 2FOVx.
To solve for the image with the current estimate of S, one solves the following problem
minimize
x
(1/2) ‖FSx− b‖2N−1 + λxRx(x). (5)
A special case of problem (5), when it is assumed that the noise between coils is uncorrelated, is the compressed
sensing problem of (18). WhenRx is convex with a simple proximal operator, as in the case of (18), this problem can
be solved with the Fast Iterative Shrinkage Threshold Algorithm (FISTA) [18].
For the multi-coil imaging with compressed sensing, initialize x(0) so that each pixel’s value is equal to 1. Then, de-
termine S and x through the alternating minimization method [19, 20] presented in Alg. 1. (Alternating minimization
is a special case block coordinate descent where there are two blocks.)
Algorithm 1: Alternating Minimization Framework for Multi-coil Imaging with Compressed Sensing
Inputs: b
Initialize: Set x(0) = 1. Set K > 0.
For k = 1, 2, . . . ,K
Determine the sensitivity maps using the current estimate of the image by solving (4).
Determine the image using the current estimate of the sensitivity maps by solving (5).
End For
Outputs: x
Notably, for many convex Rx and RS , (4) and (5) are both convex optimization problems that can be solved with
existing algorithms.
Several existing multi-coil reconstruction algorithms are instances problem (3) and solved with Alg. 1. In JSENSE,
Rx = 0,RS = 0, and the coil sensitivity maps must be represented by a low order polynomial [16]. In [17], Majumdar
et al. present iSENSE. The first rendition, iSENSE-CS, sets Rx to be the sum of compressed-sensing regularization
and total-variation regularization (Rx = ‖Wx‖1 + γ TV (x), where γ > 0), and it sets RS to be sum of the nuclear
norms of the sensitivity maps from each coil (RS =
∑
c ‖S(c)‖∗). The second rendition, iSENSE-NN, uses the sameRS but sets Rx to be the nuclear norm of the image Rx = ‖X‖∗. The JSENSE, iSENSE-CS, and iSENSE-NN
algorithms assume that the noise from different coils is uncorrelated (i.e., N = I).
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3.2 Proposed algorithm
In this subsection, we propose a specific instance of problem (3) that incorporates many of the ideas discussed so far.
As previously stated, the coil sensitivity maps can be estimated with the Biot-Savart law. From this law, one can
show that the bulk of the energy of the sensitivity map functions {S(c) : c = 1, . . . , C} is contained with a small
bandwidth. This can be incorporated into the optimization problem with ‖Dc F s‖22 as a regularization term, where
Dc is a diagonal matrix with 0s and 1s on the diagonal; the value is 0 for any diagonal component corresponding to a
spatial frequency lower than a cutoff frequency kc, a user specified parameter, and 1 otherwise.
Prior to processing, the collected data is scaled so that the 0 frequency value has a magnitude of 1. Thus, the total
integral over the volume is 1. After doing so, we impose the requirement that the sensitivity coils do not amplify the
signal by restricting the magnitude of each value in the sensitivity map to 1. Furthermore, the coils generate sensitivity
maps with a small number of significant eigenmodes [21, 22]. This fact is used with success by coil compression
algorithms [23, 22]. It indicates that the nuclear norm of a matrix comprised of columns of sensitivity map vectors
should be small.
Thus, we propose the following instance of (4) which includes the compressed sensing regularization term presented
in (17):
minimize
S,x
(1/2) ‖FSx− b‖2N−1 + λx ‖W x‖1 + λs ‖S‖∗ + λ˜s/2‖Dc F s‖22
subject to |si| ≤ 1 for all i.
(6)
Here, S is a matrix defined as the horizontal concatenation of individual sensitivity map vectors as follows: S =
concat(s) = [s(1) s(2) · · · s(C)], where concat is the isomorphism that concatenates the vectors {s(1), s(2), . . . , s(C)}.
The sparsifying operator W is the discrete Daubechies-4 Wavelet transform [24] (with the wavelet transform applied
recursively to the lowest frequency bin to increase sparsity). For the proposed algorithm, the noise correlation matrix
N is determined either with 1) a scan without any excitation so that all of the signals received are only noise, or
2) a region of the imagery without any sample (containing predominantly noise). The regularization functions are
Rx(x) = ‖W x‖1, andRS(s) = ‖concat(s)‖∗ + λ˜s/(2λs)‖Dc F s‖22.
For this instance, problem (5) becomes
minimize
x
(1/2) ‖FSx− b‖2N−1 + λx ‖W x‖1. (7)
Since S x =
(
(x s(1)), (x s(2)), . . . , (x s(C))) = X s, problem (4) becomes
minimize
s
(1/2) ‖FXs− b‖2N−1 + λs‖concat(s)‖∗ + (λ˜s/2) ‖Dc F s‖22
subject to |si| ≤ 1 for all i,
(8)
We now discuss how to solve problems (7) and (8). Let the Cholesky decomposition of N−1 = LL∗. Note that, with
reasonable assumptions of the noise correlation in MRI, the matrixN is block diagonal and L can be determined with
a Cholesky decomposition of a C × C matrix [25].
With this decomposition, the sensitivity maps are found by solving
minimize
s
(1/2) ‖L∗FXs− L∗ b‖22 + λs‖concat(s)‖∗ + (λ˜s/2) ‖Dc F diag(s)‖22
subject to |si| ≤ 1 for all i,
(9)
This can be solved with the Primal-Dual Hybrid Gradient algorithm (detailed in Appendix B.1) [26, 27, 28, 29]. We
initialize the optimization with the last estimate of the sensitivity maps.
Using the same technique, problem (7) becomes
minimize
x
(1/2) ‖L∗ F S x− L∗ b‖22 + λx ‖W x‖1. (10)
This problem can be solved with FISTA. For the results presented in this paper, we used FISTA with line search and
restart for convergence in fewer iterations (detailed in appendix B.2) [30, 31, 32].
Let sˆ(c) = F s(c). Let sˆ(c)bw be the sub-vector of sˆ(c) only with elements corresponding to spatial frequencies less
than kc. Note that FX s = D
(
F(x s(1)),F(x s(2)), . . . ,F(x s(C))). That is, the data consistency term is the
concatenation of DFTs of Hadamard products of the image and the sensitivity maps. By the convolution theorem,
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F(xs(c)) = (Fx)~ sˆ(c), where~ denotes discrete circular convolution. But, since we know that most of the energy
of sˆ(c) is limited to small frequencies, (F x)~ sˆ(c) ≈ (F x)~ sˆ(c)bw . This shows that, like GRAPPA, the interpolation
done in the Fourier domain is local in spatial extent. Unlike GRAPPA, though, the imposition does not require the
sensitivity maps to be linear combinations of specific sinusoids. Thus, this technique retains the benefits of GRAPPA,
SPIRIT, and ESPIRiT without placing overly restrictive constraints on the sensitivity maps.
For each dataset, the data was preprocessed by performing an inverse Fourier transform along the readout direction.
This placed the data into a hybrid domain [33]: two dimensions of k-space with one dimension of image space
(the readout direction). Image reconstruction was then performed for individual slices. The proposed multi-coil
compressed sensing reconstruction algorithm for a slice is summarized in Alg. 2. The sensitivity maps are initialized
by dividing the zero-filled reconstruction with the sum-of-squares estimate and filtering the results with a low-pass
filter.
Algorithm 2: Multi-coil Compressed Sensing Reconstruction
Inputs: b, kc, λx, λs, λ˜s
Initialize: Set x(0) = 1. Initialize s(0). Set K > 0.
For k = 1, 2, . . . ,K
Determine the sensitivity maps using the current estimate of the image by solving (9) with the
PDHG algorithm.
The problem is initialized with s(k−1).
Determine the image using the current estimate of the sensitivity maps by solving (10) using
FISTA with line search and restarting.
The problem is initialized with x(k−1).
End For
Outputs: x
4 Experiments
We attain results with various algorithms for simulated data as well as data of the knee, brain, and ankle. Data of the
knee was acquired from mridata.org [34]. Data of the brain and ankle were acquired from a healthy volunteer on
a 3T MR scanner (MR750, GE Healthcare) equipped with clinical imaging gradients (5 G/cm maximum strength, 20
G/cm/ms maximum slew-rate). All data were collected with 8 channel coils. All data collected was fully sampled and
then retrospectively downsampled for processing. MR data of humans was gathered with Institutional Review Board
(IRB) approval and Health Insurance Portability and Accountability Act (HIPAA) compliance. Informed consent was
obtained from all individual participants included in the study.
4.1 Simulation
Simulated multi-coil data were generated from simulations of an axial slice of a brain created with the BrainWeb
simulation software [35, 36]. 8 coils were used in the simulation evenly spaced around the brain with a distance of 0.5
meters between opposite coils. The Biot-Savart law was used to simulate the sensitivity maps for each coil [37]. Coil
coupling was simulated by constructing the sensitivity matrix S of the known sensitivity maps and projecting it onto
the closest matrix of rank 5 (its lowest three eigenvalues were set to 0). The image and sensitivity maps are shown in
appendix C.
Knee data were acquired with an 8-channel extremity coil in a 3 Tesla system using a Spin Echo acquisition in an axial
orientation. Scan parameters were FOV = 16.0× 16.0× 15.4 mm3, matrix size = 320× 320× 256 with 2× 2× 0.6
mm3 resolution, and TR / TE = 1550 / 25 ms.
Brain data were acquired with an 8-channel dedicated head array in a 3 Telsa system using a 3D IR-SPGR acquisition
in an axial orientation. Scan parameters were FOV = 25.6× 25.6× 12.8 cm3, matrix size = 256× 256× 128 with 1
mm3 isotropic resolution, TR / TE = 6.7 / 2.5 ms, and a 450 ms inversion time.
Ankle data were acquired with an 8-channel foot and ankle coil using a 3D SPGR acquisition in a sagittal orientation.
Scan parameters were FOV = 25.6×25.6×10.4 cm3, matrix size = 256×256×104 with 1 mm3 isotropic resolution,
and TR / TE = 14.0 / 3.0 ms.
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MSE ·102 10% 15% 20% 25% 30% 35%
iSENSE-NN 7.6 5.5 2.6 2.9 0.7 1.4
MCCS 2.6 0.9 0.5 0.6 0.7 0.5
NN-SENSE 6.0 4.8 1.9 2.6 0.6 1.3
SAKE+ESPIRIT 4.2 3.0 1.2 1.8 0.4 1.0
Sparse-SENSE 4.9 4.5 1.8 2.5 0.6 1.4
SoS 8.1 5.1 2.6 3.0 0.8 1.4
SAKE+L1-ESPIRiT 4.8 3.1 1.3 1.9 0.4 1.1
Table 1: Mean Square Error of each algorithm for the results shown in Fig. 8.
5 Results
Results were generated using zero-filled sum-of-squares, SparseSENSE, NN-SENSE, SAKE+ESPIRiT, iSENSE-NN,
SAKE+L1-ESPIRiT, and MCCS. Sampling patterns were generated using a two-dimensional separable Laplacian
distribution (for improved spatial resolution [38]) where each marginal distribution had a standard deviation of 0.3.
The implementations of SAKE+ESPIRiT and SAKE+L1-ESPIRiT were acquired from [39].
5.1 Simulation Results
Appendix C shows the reconstructions and the error magnitudes for both SAKE+L1-ESPIRiT and MCCS. Table 1
shows the mean square error (MSE) for various algorithms used to reconstruct the simulated data from Fig. 7. In
all cases, MCCS either achieves the lowest MSE or attains a reconstruction within 0.001 of the lowest MSE. Note
that the MSE for some algorithms can increase with increasing sampling percentage; e.g., the MSE for both MCCS
and SAKE+L1-ESPIRiT increases when the sampling percentage increases from 20% to 25%. This is due to the
randomness of the sampling patterns.
5.2 Experiment Results
For all results, the number of iterations of the outer loop of Alg. 2 was set to K = 50. The number of iterations
used with PDHG to estimate the sensitivity maps was 90 and the number of iterations used with FISTA to reconstruct
the image with a given set of sensitivity maps was 30. Note that FISTA is solving for a variable with MN complex
elements while PDHG is solving for a variable with CMN complex elements. Additionally, the error of FISTA
reduces according toO(1/k2), where k is the iteration number, while the error of PDHG reduces according toO(1/k).
Therefore we would expect PDHG to require more iterations than FISTA in the MCCS algorithm. The number of
iterations for MCCS and the internal PDHG and FISTA were all chosen empirically by hand to generate high quality
images.
Figure 1 shows a comparison of images of a knee reconstructed with SAKE+L1-ESPIRiT and MCCS with 25% of
fully sampled data. The image quality of MCCS is higher than that of SAKE+L1-ESPIRiT. The cyan box in the
image, encompassing the most anterior portion of the knee, highlights an area where the noise of the SAKE+L1-
ESPIRiT image is higher than that of the MCCS image. The gray boxes show areas where the signal intensity in the
MCCS image is much more accurate than that of the SAKE+L1-ESPIRiT image.
Figure 2 shows reconstructions of the four different datasets (two knees, a brain, and an ankle) with zero-filled sum-
of-squares, SparseSENSE, NN-SENSE, SAKE+ESPIRiT, iSENSE-NN, SAKE+L1-ESPIRiT, and MCCS. For those
algorithms that require regularization parameters (i.e. SparseSENSE, NN-SENSE, iSENSE-NN, and MCCS), the
parameters were chosen empirically to generate high quality results. We present the fully sampled sum-of-squares
reconstruction as an anatomical reference. Note that the sum-of-squares image should not be taken as truth; for
example, it has been shown that this reconstruction is inappropriate for quantification [40]. For all four cases, the
quality of the MCCS result is either the highest or tied for the highest (by inspection).
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Figure 1: A comparison of SAKE+L1-ESPIRiT and MCCS reconstructions for data with a sampling percentage of
25%. The cyan box encompasses an area where there is a noisy haze present in the SAKE+L1-ESPIRiT algorithm; this
haze is absent in the MCCS algorithm. The gray boxes encompasses areas where the MCCS image is of significantly
higher quality than the SAKE+L1-ESPIRiT image.
Figure 2: The left column shows the sum-of-squares image reconstruction with fully sampled data for anatomical
reference. The columns from left to right show reconstructions made with zero-filled sum-of-squares, SparseSENSE,
NN-SENSE, SAKE+ESPIRiT, iSENSE-NN, SAKE+L1-ESPIRiT, and MCCS. From top to bottom, the images were
reconstructed with 25%, 25%, 20%, and 10% of the fully sampled data. Zoom-ins of the white boxes are shown in
figure 3.
Figure 3 zooms into the white boxes shown in figure 2. Here, we see the improvement that MCCS makes over other
state-of-the-art algorithms. In all cases, MCCS better represents the anatomy (as depicted in the fully sampled sum-
of-squares reference) with less blurring and less noise than the other algorithms. Note that all reconstructions are
windowed the same.
7
A PREPRINT - JULY 3, 2020
Figure 3: Zoom-ins of sub-images from figure 2 indicated with white squares.
Figure 4 shows the image reconstructions of the brain from Fig. 2 with SAKE+L1-EPSIRiT and MCCS; the window
level has been linearly altered so that the noise becomes prevalent. In these images, it can be seen that the spatial
distribution of noise with SAKE+L1-ESPIRiT is unnatural. This is a side effect of the algorithm. MCCS distributes
noise in a way that is consistent with the physics of the imaging system.
Figure 4: Noise pattern of SAKE+L1-ESPIRiT and MCCS. The noise pattern of MCCS is representative of the
imaged noise; the noise pattern of SAKE+L1-ESPIRiT is affected by the reconstruction algorithm.
Figure 5 shows how the MCCS image reconstructions differ as the sampling percentage increases. For the data
presented, MCCS presents gross anatomical features accurately with only a 10% sampling rate, and finer detail at a
sampling rate of 15− 20%.
8
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Figure 5: MCCS reconstructions of the four images of figure 2 with sampling percentages of (from left to right) 5%,
10%, 15%, 20%, 30%, 40%, and 50%. This corresponds to acceleration factors of (from left to right) R = 20, 10, 6.7,
5, 3.3, 2.5, and 2. An 8-channel coil array was used for each of these experiments.
6 Discussion
MCCS generates results of higher quality that other state-of-the art algorithms. This comes at the expense of manually
tuning four parameters and a much higher computational cost. The code is currently implemented in Matlab without
parallelization. It takes over an hour to generate a single image on a 2019 Mac Pro.
Future work will focus on increasing the speed of the reconstructions. The MCCS algorithm can be altered to in-
corporate coil compression in order to reduce the number of computations [23]. Additionally, rather than a Matlab
implementation, the code an be implemented in C and take advantage of GPU hardware for increased speed. We expect
these modification to yield images within a few minutes, which would make the algorithm clinically applicable.
Although regularization parameters must currently be determined by hand, we expect that once these parameters are
chosen for a specific coil configuration and body part, those same parameters will work on additional data of the same
type. In future work, we would like to adapt existing techniques for automatically determining the regularization
parameter to the MCCS algorithm [41, 42].
There are several natural algorithmic extensions of MCCS. Currently, we are treating each two dimensional slice of
the data independently and working in a hybrid space (the data is preprocessed with an inverse Fourier transform in the
temporal dimension, but not in the spatial dimensions). However, the limited bandwidth constraint and small nuclear
norm assumption for the sensitivity maps are valid in three-dimensions. This could be taken into account during the
optimization. Additionally, the reconstruction algorithm can be adapted to accept data collected with non-Cartesian
trajectories. The difference with the current research is that the matrix F changes, which will depend on the locations
of the samples collected. If any of the values of b were not located on a Cartesian grid, then F = GI , an inverse
gridding transformation [43, 44]. This would allow reconstruction of ultra-short echo time sequences (e.g. radial or
spiral trajectories). And finally, the algorithm can be used to reconstruct spectroscopic imagery, perhaps by combining
it with the SPICE algorithm of [45], or with dynamic contrast enhanced imagery [46, 42].
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7 Conclusion
The work presented in this paper builds off a long history of innovations in MR image reconstruction. We present
three main contributions. 1) We provide a theoretical explanation for GRAPPA and its successors. We use this theory
to describe the drawbacks of GRAPPA (specifically, GRAPPA assumes that linear combinations of the coil sensitivity
profiles can form complex sinusoids). 2) We formulate an optimization problem that generalizes several existing
model based reconstruction algorithms with multiple coils. 3) We provide a new instance of this problem based on
SENSE that performs a local interpolation for missing data in the Fourier domain like SMASH based techniques. The
new algorithm, MCCS, incorporates physics and accepted phenomena (sparsity in the Wavelet domain) to yield results
of high quality. This new instance is shown to yield images of superior quality to other established techniques. We
presented improved results on simulated data as well as data of the knee, brain, and ankle. For all cases studied, MCCS
achieves the highest quality results for any sampling percentage of 15% or higher.
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A Review of Multi-coil Imaging Methods
In this section, we review multi-coil and compressed sensing imaging methods, and describe several existing tech-
niques for combining the two methods. In an MR system, the signal received from the cth coil is modeled as [47]
ρ(c)(t) =
∫∫∫ ∞
−∞
ζ(c)(r)M(r) exp (−i 2pi r · k(t)) dx dy dz + η(c)(t), (11)
where · represents the dot product; r = (x, y, z) ∈ R3 is a spatial coordinate vector; k(t) = (γ/2pi) ∫ t
0
G(τ)dτ ;
G : R→ R3 such thatG(t) = (Gx(t), Gy(t), Gz(t)) is a vector of the x, y, and z gradient waveforms; and η(c)(t) ∈ C
is random complex Gaussian noise. The function ζ(c) : R3 → C is the sensitivity map of the of the cth coil. The
function M : R3 → C is the transverse component of the magnetization density vector at location r. Here, for
simplicity, we are making the approximation thatM is not a function of time (i.e. we are ignoring relaxation, recovery,
and excitation). It is a sampled version of the function M that we hope to reconstruct (i.e. estimate well).
By definition, the value ρ(c)(t) is the Fourier transform of the function ζ(c)M evaluated at k(t) plus noise:
ρ(c)(t) = F
{
ζ(c)M
}
(k(t)) + η(c)(t). We let b(c) denote the vector of values measured by the cth coil.
For clinical setups (1.5T - 3.5T with human sized coils) the noise is mostly due to the random thermal motion of
charged particles within the body [48]. Electronics noise is also present but is significantly less in magnitude. If coils
are inductively coupled or pick up the same body noise then the noise in the coil measurements is correlated [10].
Several algorithms have been developed to take advantage of multiple coils; they can be divided into two main classes:
1. those that use linear combinations of the coil sensitivity maps to synthesize missing k-space values, and
2. those that explicitly determine the sensitivity maps and use them for a model based reconstruction [49].
A.1 Synthesizing k-space values
Algorithms of the first class, those that synthesize missing k-space values, include SMASH [1], AUTO-SMASH [11],
GRAPPA [12], SPIRiT [50], and PRUNO [14]. These algorithms assume each k-space value is a linear combination
of nearby values (with the same linear coefficients throughout k-space). They then use these linear coefficients to fill
in unknown k-space values.
Consider SMASH [1] which collects data with a spin warp [51] (or 2DFT) trajectory where the spacing between phase
encode lines is equal to an integer P > 1 times the inverse of the field-of-view (∆kpe = P/FOV ). That is, the
distance (in k-space) between phase encode lines is P times the distance required for reconstruction without aliasing,
according to the Nyquist theorem. The method then makes two assumptions: 1) summing the coils sensitivity maps
approximates a constant function horizontally over the FOV (i.e.
∑C
c=1 ζ
(c)(x, ·, z) is approximately constant over
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the FOV), and 2) the coil sensitivities can be combined to simulate a vertical sinusoid with frequency ∆kpe p/P for
all p ∈ {1, 2, . . . , P − 1} (i.e. there exists a(p) ∈ CC such that∑Cc=1 a(p) ζ(c)(x, y, z) ≈ exp(i∆kpe y p/P ) ). With
these assumptions (and ignoring noise),
C∑
c=1
ρ(c)(t) =
∫∫∫ ∞
−∞
M(r) exp (−i 2pi r · k(t)) dV
= F {M} (k(t)) , and
C∑
c=1
ac ρ
(c)(t) =
∫∫∫ ∞
−∞
M(r) exp
(
−i 2pi r ·
(
kx(t), ky(t) + ∆kpe
p
P
, kz(t)
))
dV
= F {M}
(
kx(t), ky(t) + ∆kpe
p
P
, kz(t)
)
. (12)
The coefficients for the missing k-space lines are synthesized from the known coefficients.
In [1], a(p) was determined using a separate scan to measure the sensitivity profiles. The method of [11], called
Auto-SMASH, determines the coefficients directly from the data. It collects additional phase encode lines, called
auto-calibration lines, with an offset of ∆kpe p/P for p = 1, 2, . . . , P − 1. Auto-SMASH forms a linear system with
the measured values of the calibration lines and the linear system of (12). For each unknown k-space coordinate,
Auto-SMASH makes a linear system of the closest measured kpe values, as depicted in Fig. 6a for the special case
where P = 2.
Figure 6: a) A depiction of a subset of k-space for Auto-SMASH with P = 2. The solid black dots depict those
values collected with SMASH. The solid gray dots depict the autocalibration data of Auto-SMASH. The white dots
show those values that must be synthesized. The red and blue arrows represent the a(1) ∈ CC and a(−1) ∈ CC linear
coefficients, respectively. b) A depiction of a 5× 5 SPIRIT kernel. The solid black dots depict those values collected.
The solid gray dots depict the autocalibration data. The white dots show those values that must be synthesized. Each
arrows represents a set of linear coefficients a(t) ∈ CC for some frequency specified by the direction and size of the
arrow.
Note that exp (i∆kpe y p/P ) = exp (−i∆kpe y (P − p)/P ). Therefore, if the coil sensitivities are able to approx-
imate complex sinusoids of positive frequencies to determine the missing coefficients, they can also approximate
complex sinusoids of negative frequencies. Thus, the Auto-SMASH algorithm not only uses the collected data from
the SMASH line below the undetermined line, depicted with red arrows in Fig. 6a, it also computes linear coefficients
for the collected line from the SMASH line above the undetermined line. These linear coefficients are depicted with
blue arrows in Fig. 6a.
A natural extension of the Auto-SMASH algorithm would be to suppose that the coil sensitivity maps could simulate
diagonal complex sinusoids and off diagonal complex sinusoids. And the result of these thoughts is an algorithm that
finds linear coefficients for many nearby collected k-space values. This motivates the GRAPPA algorithm, which we
discuss next.
Extensions of the SMASH and Auto-SMASH algorithms attempted to do away with the previous assumption that the
coil sensitivities sum to a constant. Instead, the k-space values for each coil are individually synthesized. Once the
k-space values are completely filled in, the individual coil images are reconstructed and combined into a single image
(perhaps by taking the square root of the sum of squared images). Rather than assuming linear coefficients exist to
simulate a complex sinusoid, it is assumed that linear coefficients exist that approximate a complex sinusoid multiplied
by the coil’s sensitivity map. Consider the synthesization of values for coil of index t (the target coil). Suppose there
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exists a(t)(p) ∈ CC such that∑Cc=1 a(t)c (p) ζ(c)(x, y, z) ≈ ζ(t) exp(i∆kpe y p/P ). Then
C∑
c=1
a(t)c ρ
(c)(t) =
∫∫∫ ∞
−∞
ζ(t)(r)M(r) exp
(
−i 2pi r ·
(
kx(t), ky(t) + ∆kpe
p
P
, kz(t)
))
dx dy dz
= F
{
ζ(t)M
}(
kx(t), ky(t) + ∆kpe
p
P
, kz(t)
)
. (13)
Note that there is nothing inherently special about the vertical direction. Instead of assuming that the coils can be
combined into vertical sinusoids, perhaps the coils form a diagonal sinusoid. In this case, one should use k-space
values on the diagonal to synthesize an unknown value. And perhaps off-diagonal sinusoids could be synthesized.
Furthermore, perhaps all of these estimates could be combined into a single estimate for an unknown k-space value.
This is the idea behind GRAPPA, which was further extended by SPIRiT and PRUNO. SPIRiT estimates a given
k-space value using all nearby k-space coordinates as depicted in Fig. 6b according to
ρ
(c)
kx,ky
=
b(K−1)/2c∑
κx−bK/2c
κ1 6=0
b(K−1)/2c∑
κy−bK/2c
κ2 6=0
C∑
c=1
a(c)κx,κy ρ
(c)
kx−κx,ky−κy ,
where ρ(c)kx,ky is the signal value for the c
th coil corresponding to k-space coordinate (kx, ky), and b·c represents the
floor function (rounds down to the nearest integer). The linear coefficients a are determined using an auto-calibration
region that includes the 0 frequency.
From this discussion, we hope that the limitation of these techniques is evident. The missing k-space values can only
be synthesized as well as linear combinations of the coil sensitivity maps are able approximate a complex sinusoids
[1, 52, 53]. To compensate for the errors in this approximation, [54] suggests measuring a large auto-calibration region
since that is where the bulk of the energy of the image lies. In this way, only those values in outer k-space need to
be synthesized and the quality of the reconstruction is more tolerant to errors in these values. This additional data
collection of a large auto-calibration region is a staple of the methods that synthesize k-space values [4]. This, of
course, comes at the cost of additional scan time.
The SAKE algorithm, a pre-processing step, does away with the requirement of an autocalibration region [5]. SAKE
assumes that the spatial bandwidths of the sensitivity maps are low. This assumption implies that the autocalibration
matrix (a Hankel matrix made from a shifting window that extracts values from autocalibration data) is low rank. It uses
this assumption to fill in the missing entries of the autocalibration region with values that are consistent with the data
collected. Once an autocalibration region is created, a k-space synthesization technique can proceed as before. Thus,
SAKE uses synthesized k-space values to determine linear coefficients which are then used to synthesize additional
k-space values; this has the propensity to propagate errors. Additionally, SAKE requires prior knowledge of the
appropriate size of the synthesized autocalibration region and the rank of the Hankel matrix, which are not typically
known. Finally, the rank of the Hankel matrix is necessarily an integer number. Thus, the incorporation of the low
bandwidth of the sensitivity maps into the reconstruction is restricted to discrete values. The method presented in this
paper, like SAKE, takes advantage of the low bandwidth assumption; however, it will do so in a manner that permits
finer control of the process.
The methods that synthesize k-space values are difficult to apply when data is collected along non-Cartesian trajecto-
ries [55]. Ideally, the coil sensitivity maps could synthesize complex sinusoids of all small frequencies; this assumption
is almost certainly not met well. Non-Cartesian GRAPPA either relies on the same pattern in the autocalibration region
that is needed to fill in data, or it approximates samples that lie off the grid as samples on the grid [56, 57] and then
applies GRAPPA as before. SPIRiT requires an auto-calibration region dense enough that the kernel can be deter-
mined for all remaining kernel patterns in k-space [50]. This increases the complexity of SPIRiT’s implementation,
for it either requires an auto-calibration region that is extremely dense (which increases the scan time) or requires an
approximation similar to non-Cartesian GRAPPA.
Smaller coils with reduced FOVs are better able to linearly combine into any arbitrary function. Thus, the methods
that synthesize k-space values may benefit from coil arrays of larger number, even when model based reconstruction
methods with accurate sensitivity may not require so many coils to reconstruct imagery of comparable quality. (Coil
arrays of larger numbers will have higher SNR near the edges of the imagery; but they do not improve the SNR in the
center of the imagery [58, 21, 22].)
The power of the k-space synthesization methods is in the constraint that interpolation be restricted locally in k-space.
By the Heinsenberg Uncertainty Principle, these methods are implicitly assuming that the sensitivity maps of the coils
are broad. This accomplishes a similar task as the regularizations imposed by some of the methods that determine the
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sensitivity maps explicitly (discussed in the next subsection). In the technique presented in this paper, we attempt to
incorporate the benefits of this assumption explicitly (in a manner based on physics).
A.2 Explicitly using sensitivity maps
Algorithms of the second class (those that explicitly estimate the sensitivity maps in a model based reconstruction)
include SENSE [10], POCSENSE [59], ESPIRiT [13], JSENSE [16], iSENSE [17], and extensions of these algorithms
[60]. They involve two steps: 1) determine the sensitivity maps, and 2) use the sensitivity maps to reconstruct the
imagery through an inversion process. Once the sensitivity maps are determined, the SENSE algorithm solves the
following inverse problem:
minimize
x∈CMN
∥∥∥∥∥∥∥∥∥

F
F
. . .
F


S(1)
S(2)
...
S(C)
x−

b(1)
b(2)
...
b(C)

∥∥∥∥∥∥∥∥∥
N−1
. (14)
Here, S(c) is a diagonal matrix with the discretized values of ζ(c). The function ‖ · ‖N−1 represents the norm3 of
the inner product space CN induced by the inverse of the receiver noise covariance matrix N = Cov(η, η); here,
Cov denotes covariance and η =
(
η(1), η(2), . . . , η(C)
)
. (We are using the notation where a concatenation of matrices
with parentheses generates a vertical block matrix. Specifically, (M1,M2, . . . ,MN ) = [MT1 M
T
2 . . .M
T
N ]
T , where ·T
represents transpose.)
For this work, we restrict our attention to datasets of samples collected on a Cartesian grid; in this case, F = D F
where F is a discrete Fourier transform (DFT) and D is the data sampling mask (a diagonal matrix of 1s and 0s that
isolates those values of the grid that were collected). In (14), the reconstructed image x is multiplied by the sensitivity
matrix of each coil, Fourier transformed, masked, and then compared to the data. Let b =
(
b(1), b(2), · · · , b(C)),
S =
(
S(1), S(2), . . . , S(C)
)
, and F = diag (F, F, . . . , F ). Then (14) can be written succinctly as
minimize
x∈CMN
‖FSx− b‖N−1 . (15)
This problem can be solved analytically with the pseudo-inverse.
One may approximate coil sensitivity maps for unloaded coils (assuming the wavelength emitted from the coils is
large compared to the receiver coil size [61]) from knowledge of coil placement and geometry with the Biot-Savart law
[62, 63, 64]. However, the coil sensitivities change based on coil loading. For the most accurate image reconstruction,
one would need to determine the coil sensitivity maps when the subject is loading the coils [65]. Determination of the
sensitivity maps from data is an ill-conditioned problem. To address this, several authors have added constraints to the
problem. In [10], Pruessman et al. require the sensitivity maps be represented locally by a low order polynomial. In
[16], Ying et al. require the sensitivity maps to be represented globally by a low order polynomial. In [17], Majumdar
et al. added the nuclear norm as a regularization function to the determination of the sensitivity maps. In [66], Allison
et al. realize the sensitivity maps as the result of an optimization problem with a form of Tikhonov regularization.
A.3 Compressed Sensing
Compressed sensing relies on an ability to transform the MR image so that the result is sparse (meaning most of the
values are approximately 0). For an image of size M ×N , assuming the sensitivity maps are known, one could solve
the following sparse signal recovery optimization problem [67, 68]:
minimize
x∈CMN
(1/2) ‖Fx− b‖22 + λ ‖Ψx‖0 , (16)
where Ψ is the sparsifying transform, and ‖ · ‖0 is the number of non-zero entries in its argument.
Unfortunately, (16) is a combinatorial optimization problem and infeasible to solve with modern computers for prob-
lems of the size of MR image reconstruction (which may be between 10, 000 – 1, 000, 000 pixels in two dimensions).
To make the problem tractable, the L0 penalty is replaced with the L1 norm [69, 70], which converts the problem into
the following related Basis Pursuit Denoising problem [71, 3, 72]:
minimize
x∈CMN
(1/2) ‖Fx− b‖22 + λ ‖Ψx‖1 . (17)
3A norm induced on CN by a matrix M is defined as ‖x‖M = (〈M x, x〉)(1/2) = (x∗Mx)(1/2), where 〈·, ·〉 is the complex
dot product. If the noise of the coils is uncorrelated, thenN = I (the identity matrix) and ‖ · ‖N−1 = ‖ · ‖2, the L2 norm.
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Problem (17) is a convex optimization problem [73] and can be solved with known algorithms [74]. And though
this problem is not equivalent to (16), most amazingly, the solution to this problem is a minimizer of (16) when
the system matrix A = Ψ−1 F satisfies the theorems of compressed sensing (e.g. when A satisfies the Restricted
Isometry Property in Levels) [75, 76, 77, 78]. Effective choices for Ψ include the Daubechies wavelet transform and
the Complex Dualtree wavelet transform [79].
A.4 Combinations of Multi-coil Imaging and Compressed Sensing
The SparseSENSE [15], CS-SENSE [80], and L1-ESPIRiT [81, 13] algorithms alter the SENSE problem of (1) by
adding the sparsifying regularization function of compressed sensing (and assuming the noise between coils is uncor-
related):
minimize
x∈CMN
(1/2) ‖F Sx− b‖22 + λ ‖Ψx‖1 . (18)
The methods differ in how the sensitivity maps are determined and how the problem is solved. SparseSENSE de-
termines the sensitivity maps in the same way as SENSE and then solves problem (18) using the lagged diffusivity
fixed-point algorithm [82, 83]. CS-SENSE first reconstructs aliased images with a sparsity assumption and then recov-
ers the unaliased image using the unfolding matrix of [10]. The L1-ESPIRiT algorithm makes the assumptions of the
techniques of subsection A.1 that synthesize k-space values. It formulates a linear system to identify the interpolating
values. The first set of singular vectors of the corresponding linear transformation (those that correspond to singular
values approximately equal to 1) are used as the sensitivity maps in problem (18).
B Optimization Algorithms
B.1 Primal-Dual Hybrid Gradient
The Primal-Dual Hybrid Gradient (PDHG) method solves problems of the form
minimize
x∈RN
f(x) + g(Ax),
where f and g are both Closed Convex Proper (CCP) and have simple proximal operators, and A is a matrix [26, 27,
28]. PDHG is especially useful when the matrix A is too large to be stored in memory and the user has an efficient
implementations of multiplication by A and multiplication by A∗ (where A∗ is the adjoint of A).
The Primal-Dual Hybrid Gradient algorithm is presented in Alg. 3. An alternate name for Primal-Dual Hybrid
Gradient is Linearized Alternating Direction Method of Multipliers [84]4. The algorithm is initialized by setting x(0)
and y(0) to be vectors of the the appropriate sizes. The values τ > 0, µ ∈ (0, 1), δ ∈ (0, 1), β > 0, and θ0 = 1.
Algorithm 3: Primal-Dual Hybrid Gradient
For k = 1, 2, . . . ,K
x(k+1) = proxτkf
(
x(k) − τkA∗y(k)
)
Set τk+1 ∈
[
τk, τk
√
1 + θk
]
While true
θk+1 = τk+1/τk
x¯(k+1) = x(k+1) + θk+1
(
x(k+1) − x(k))
y(k+1) = proxβ τk+1 g∗
(
y(k) + β τk+1A x¯
(k+1)
)
If τk+1
√
β
∥∥A∗y(k+1) −A∗y(k)∥∥ ≤ δ ∥∥y(k+1) − y(k)∥∥
break
End If
τk+1 := µ τk+1
End While
End For
4The algorithms were invented independently but were shown to be equivalent by O’Connor et al. in [84].
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B.2 Fast Iterative Shrinkage Threshold Algorithm
The Fast Iterative Shrinkage Threshold Algorithm (FISTA) solves problems of the form
minimize
x∈RN
f(x) + g(x),
where f is CCP and differentiable, and g is CCP with a simple proximal operator [30, 18]. The FISTA algorithm with
line search and restarting is described in algorithm 4. Note that 〈·, ·〉 represents an inner product. To initialize the
algorithm, set v(0) = x(0), where x(0) is the initial guess and can be any value. Select a t0 > 0. Select a maximum
number of iterations K. Select a backtracking line search parameter r ∈ (0, 1) (a common choice of r is 0.9) and
select a step size scaling parameter s > 1 (a common choice of s is 1.25).
Algorithm 4: FISTA with line search and restarting
Initialize γ = true
For k = 1, 2, . . . ,K
tk = s tk−1
While true
If γ == true
θk = 1
γ = false
Else
θk = positive root of tk−1 θ2 = tk θ2k−1(1− θ)
End If
y(k) = (1− θk)x(k−1) + θkv(k−1)
x(k) = proxtk g
(
y(k) − tk∇f(y(k))
)
If f(x(k)) ≤ f(y(k)) + 〈∇f(y(k)), x(k) − y(k)〉+ 12t‖x(k) − y(k)‖22
break
End If
tk := r tk
End While
If
〈∇f(y(k)), x(k) − y(k)〉 > 0
γ = true
v = x
Else
v(k) = x(k−1) + 1θk
(
x(k) − x(k−1))
End If
End For
C Simulation Data and Reconstructions
Figure 7 shows the simulated image and the sensitivity maps of the simulated data. Figure 8 shows the reconstructions
and the error magnitudes for both SAKE+L1-ESPIRiT and MCCS.
Figure 7: Simulation of a eight channel receiver system. a) Shows the original image and b) shows the coil sensitivity
maps.
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Figure 8: The first row shows the masks with sampling percentages of 10%, 15%, 20%, 25%, 30%, and 35%. The
second and third rows show the image reconstructions of the simulated data for SAKE+L1-ESPIRiT and MCCS,
respectively. The third and fourth rows show the magnitude of the error images for SAKE+L1-ESPIRiT and MCCS,
respectively.
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