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Abstrat
We investigate quantum dynamial systems dened on a nite dimensional Hilbert spae and subjeted to
an interation with an environment. The rate of deoherene of initially pure states, measured by the inrease
of their von Neumann entropy, averaged over an ensemble of random pure states, is proved to be bounded from
above by the partial entropy used to dene the ALF dynamial entropy. The rate of deoherene indued by
the sequene of the von Neumann projetors measurements is shown to be maximal, if the measurements are
performed in a randomly hosen basis. The numerially observed linear inrease of entropies is attributed to
free-independene of the measured observable and the unitary dynamial map.
PACS numbers: 03.65.Yz, 05.45.Mt
Keywords: quantum 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oherene
1 Introdution
The notion of haos in lassial mehanis is well established, and any dynamial system haraterized by positive
KolmogorovSinai entropy is alled haoti [1℄. On the other hand it is not at all easy to generalize the denition
of haos for quantum theory [2, 3℄. There exist numerous attempts to dene the quantum ounterpart of the
Kolmogorov-Sinai entropy both for nite and innite quantum systems (see [4℄ and referenes therein). However,
only two of them: CNTentropy [5℄ and ALF-entropy [6℄ provide nonequivalent notions of quantum dynamial
entropy whih satisfy the following onditions:
1) an be formulated in an abstrat algebrai framework valid for general ommutative (lassial) and nonom-
mutative (quantum) dynamial systems,
2) oinide with the Kolmogorov-Sinai entropy when applied to lassial systems,
3) an be rigorously omputed for several examples on nonommutative dynamial systems (dierent types of
quantum shifts, automorphisms of quantum tori, fermioni quasi-free systems).
In ontrast to the oherent-states quantum entropy dened in [4, 7℄, both CNT and ALF entropies are always
equal to zero for quantum systems with nite-dimensional Hilbert spaes. In partiular this onerns the systems
being quantizations of lassially haoti dynamial systems dened on a ompat phase-spae, we are going to
analyze in this work. For the ase of ALF entropy we an easily understand the mehanism leading to the apparent
lak of "orrespondene priniple" for the K-S entropy. In fat we an see that lassial-quantum orrespondene
exists provided the proper order of limit proedures is used. Reently this problem has been studied rigorously for
both CNT and ALF entropies in the ase of quantized Arnold at maps [8℄.
A typial quantum state oupled with an environment suers deoherene, i.e. a generi pure state beomes
mixed as a result of the non-unitary dynamis. As shown by Zurek and Paz [9℄, the initial rate of deoherene is
governed by the lassial dynamial entropy h. Vaguely speaking, any lassial density evolving in a 2-dimensional
phase spae of a disrete invertible haoti map T , is squeezed along the stable manifold and simultaneously strethed
along the unstable manifold with the rate determined by the lassial Lyapunov exponent λ. In a similar way the
orresponding quantum wave paket is strethed. So in a generi ase, it beomes oupled with exponentially
inreasing number of states loalized in the phase spae. A natural assumption that these states are distinguishable
by the environment implies the initially linear growth of the von Neumann entropy of a typial pure state, with the
slope given by h[T ].
Detailed investigation of the rate of deoherene in various setups is a subjet of a onsiderable reent interest
[10, 11, 12, 13℄. The main aim of this work is to nd a more preise bound for the inrease of the average von
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Neumann entropy in time. We analyze the deoherene in nite quantum haoti systems subjeted to the sequene
of periodial measurement proess and establish a link between the rate of deoherene and the partial entropy
used for the denition of the ALFentropy.
The paper is organized as follows. In setion 2 we reall the denition of the ALF quantum dynamial entropy.
In setion 3 we disuss semilassial limit of quantum maps and in setion 4 analyze lassial limit of the ALF
entropy. In setion 5 we analyze the rate of deoherene and provide the upper bound (34) for the time evolution of
the mean von Neumann entropy, averaged over the set of random initial pure states. These general results are used
in setion 6 by studying the deoherene in a model system: periodially measured quantum baker map. Disussion
of the results obtained in the ontext of the free-independent variables is provided in hapter 7.
2 ALF-dynamial entropy
We desribe an abstrat, disrete-time reversible dynamial system in terms of the Hilbert spae H, the unitary
dynamial map U and the normalized vetor |Ω〉 ∈ H. The relevant (generally omplex) physial observables form
a ∗-algebra A (i.e. a linear spae with multipliation and adjoint operation) of bounded operators ating on H
losed under the dynamis governed by U , i.e A ∋ X 7→ UXU−1 ≡ U(X) ∈ A. We assume also that the state
given by |Ω〉 restrited to the algebra A is time invariant, i.e. 〈Ω|U(X)|Ω〉 = 〈Ω|X |Ω〉. In partiular for the lassial
system (Γ, T, dγ) with the redued phase-spae Γ, dynamial map γ 7→ T (γ), and the invariant probability measure
dγ, we obtain the Koopman's formalism with H = L2(Γ, dγ), (Uψ)(γ) = ψ(T (γ)), |Ω〉 = (function ≡ 1) and A the
algebra of all measurable bounded funtions on the phase-spae Γ treated as multipliation operators on L2(Γ, dγ).
For a nite quantum mehanial prinipal system S the Hilbert spae H = HS ⊗ HA desribes the omposite
"system + anilla" (S+A) with dimHS = dimHA = d, and the algebra A onsists of elements of the produt form
X = XS ⊗ 1A. The state |Ω〉 is the puriation of a generally mixed time invariant referene state of S. We have
ertain freedom in the hoie of operator U . The simplest one is U = US ⊗1, but it is sometimes onvenient to put
U = US ⊗ UˆS , where UˆS is a properly dened transposition of US suh that U |Ω〉 = |Ω〉. This seond hoie is
natural in the theory of innite quantum dynamial systems usually formulated in terms of C∗-algebras for whih
the present framework orresponds to the GNS-representation.
ALF-entropy is dened in several steps using the notion of partition of unity X = {X1, X2, . . . , Xk; Xj ∈ A,∑k
j=1X
†
jXj = 1}. The partition of HS generates a orresponding tensor-produt partition of the omposed spae
H, namely X⊗ 1 = {X1 ⊗ 1, . . . , Xk ⊗ 1}. To shorten the notation we will write in the sequel X instead of X⊗ 1.
Partitions of unity an be omposed, X ◦Y = {XjYm} and evolved U(X) = {UXjU †} to produe ner partitions,
X








U † . . .X†jtXit . . . UXi2UXi1Ω〉 . (1)
Here σ[Xt] is a positively dened, kt × kt omplex-valued matrix with a trae equals one. By St[X, U ] we denote
its von Neumann entropy




= −tr(Ω[Xt] lnΩ[Xt]), (2)




|UXjt . . . UXj2UXj1Ω〉〈UXjt . . . UXj2UXj1Ω| . (3)
Equality (2) follows from the fat that the spetrum of the operator
∑k
j=1 |j〉〈j| is idential (inluding degeneraies)
to the spetrum of the k × k matrix [〈i|j〉] exept the eigenvalues equal to zero.
For any partition of unityX, one may introdue the orresponding dynamial map ΦX in the Shrödinger piture






This map sends an arbitrary density operator ρ in the set of density operators. Iterating the state |Ω〉〈Ω| t-times




where UX = {UX1, UX2, . . . , UXk}.
The formula of above suggests a new interpretation of St[X, U ] as the entropy of the density matrix obtained
by repeated measurements performed on the evolving system plus anilla with the initial pure entangled state |Ω〉.
The dynamial entropy of partition h[X, U ] is dened as a limit




St[X, U ] . (6)
Finally, the dynamial entropy of U is a supremum over a given lass {X} of physially admissible partitions [6℄
h[U ] = sup
{X}
h[X, U ] , (7)
i.e. over all generalized measurement proesses. One an hoose as {X} all partitions in the algebra A or restrit




j = 1), or even partitions with Xj proportional to unitary
Uj , namely Xj = pjUj , pj ≥ 0,
∑
j pj = 1. Although in general one obtains dierent types of ALF-entropies they
all oinide in the lassial ase and for all known examples of nonommutative dynamial systems.
Sine for any nite quantum system the entropy St[X, U ] is limited
St[X, U ] ≤ min{t lnk, d} , (8)
the asymptoti rate (6) of the entropy prodution gives zero, independently of the investigated unitary dynamis
U . On the other hand, one may analyze the initial rate of the entropy St, whih at small times was shown [14℄ to
be determined by the lassial entropy h.
3 Classial limit of quantum maps
Consider a lassial dynamial system with a ompat (redued) phase-spae Γ equipped with the probability
measure dγ. This measure is assumed to be invariant with respet to the dynamial map γ 7→ T (γ). We say that
this system (Γ, T, dγ) is a lassial limit of the sequene of quantum systems if:
a) there exists a sequene (Cd(n), Un;n = 1, 2, . . . ) of d(n)- dimensional Hilbert spaes and d × d- unitary
matries,
b) there exist a quantization proedure whih to any real funtion f(γ) (usually satisfying some smoothness
properties) assoiates the sequene of self adjoint operators F (n) ating on Cd.

























t2(γ)) · · · fk(T tk(γ)) . (9)
Both, the quantization proedure fj 7→ Fj and the hoie of Un are not unique. The maximally mixed states
ρ⋆ = 1/d orrespond to the uniform normalized measure dγ.
The example of suh struture has been rigorously studied for the Arnold at maps in the reent paper [8℄.
To present an example of a family of quantum maps, orresponding to ertain lassial system, we are going
to reall the onstrution of quantum baker map, originally due to Balazs and Voros [15℄ and modied later in
[16, 17, 18℄. Classial baker map is dened as a transformation of a unit square  the ompat phase spae Γ with
the oordinates q (position) and p (momentum),
Γ ∋ γ = (q, p)→ TB(γ) = (2q − [2q], (p+ [2q])/2) ∈ Γ, (10)
where [2q] denotes the integer part of 2q. This map is hyperboli and its Kolmogorov-Sinai entropy is equal to
ln 2. Suh a transformation may be quantized in a nite Hilbert spae Cd. In an ordered orthonormal basis named
position eigenbasis {ej} we introdue a periodi translation operator
Uej = ej+1 , j = 1, . . . , d− 1 , Ued = e1 . (11)
Diagonalization of U leads to the onjugated basis  momentum eigenbasis {e˜k},
Ue˜k = exp(2πik/d)e˜k . (12)
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Analogously to (11) the translation operator in the momentum eigenbasis is introdued,
V e˜k = e˜k+1 , V e˜d = e˜1 , k = 1, . . . , d− 1 . (13)
This operator is diagonal in the position eigenbasis,
V ej = exp(−2πij/d)ej , (14)









e−2πikj/d ej . (15)
Having dened the group of translation operators orresponding to a lassial torus it is possible [15, 16, 17℄ to link
the unitary operator







, where d is even integer (e.g. d = 2n), to the lassial transformation dened by (10). The translation
operators allow one also to dene a nite dimensional operator orresponding to any lassial observable desribed





−2πijq/d e2πikp/d . (17)





j Uk . (18)
As it was mentioned above the quantization proedure is not unique. Another set of operators F (n) may be obtained
if we use dierent ordering of translation operators, sine they do not ommute, UV = V Ue2πi/d. It is also possible
to generalize whole quantization proedure by introduing translation operators whih are not exatly periodi, but
periodi up to a phase fator (e.g. Ud = e2πiχp/d 1, V d = e2πiχq/d 1) [16, 18℄.
Dierent properties of suh a quantum baker map were studied in [15, 16, 17, 18℄, and the orrespondene with
the lassial system (10) was established. Although we annot provide a formal proof that the quantization (16)
satises the property (9), we are going to use this model in further numerial investigations.
4 Correspondene priniple for dynamial entropy
For any nite dimensional quantum system inequality (8) holds, so the quantum dynamial entropy h[U ] = 0. This
fat is sometimes interpreted as the lak of orrespondene priniple for dynamial entropy. In setion 3 we dened
a family of quantum maps, parametrized by an integer index n, suh that in the semilassial limit n 7→ ∞ the
dimension d(n) beomes innite. Taking a sequene of quantum systems (Cd, Un) with the lassial limit (Γ, T, dγ)
in the sense dened above (9), we may start with a funtional partition of unity f = {f1, f2, . . . , fk;
∑
j |fj(γ)|2 = 1}
and onstrut its quantum ounterparts Fn = {F (n)1 , F (n)2 , . . . , F (n)k } using a suitable quantization proedure. The
entropy St[Fn, Un] is omputed using Eq. (2),
Ω[Ftn] = [ΦUnFn ]






|em〉 ⊗ |e′m〉 , {|em〉}, {|e′m〉} − basis in Cd (20)
is the puriation of the traial state 1/d of the system given in terms of the maximally entangled vetor in Cd⊗Cd.
Then aording to the Eq. (9)
St[f , T ] = lim
n→∞
St[fn, Un] , (21)
4
the lassial dynamial entropy of the partition an be reovered by taking rst the lassial limit n→∞ and then
long time limit t → ∞. Usually, for a given lassial system with the K-S entropy h[T ] there exist many "optimal
partitions" f with ln k ≥ h[T ] for whih St[f , T ] ≈ t · h[T ] with a given auray or even exatly ( generating
partitions, Markovian partitions [6℄). Therefore we an expet that for large enough n and the optimal hoie of the
partition f the entropy St[Fn, Un] displays linear growth with the rate given by the K-S entropy h[T ] for t below
tmax = 2 ln d/h[T ] and then saturates at the maximal value 2 ln d. For the regular dynamis T with h[T ] = 0 we
expet a slower (logarithmi) inrease of St[Fn, Un] up to the maximal value.
In formula (19) any puriation of the traial state an be used while for onrete omputations some hoies
ould be better than the others. The set E of pure states {|α〉 : 〈α|α〉 = 1} in Cd equipped with the probability
measure dα and satisfying ∫
E
dα |α〉〈α| = 1
d
1 , (22)
will be alled omplete set of vetors. The natural examples of E are orthonormal basis or oherent states generated
by the irreduible representations of ertain ompat Lie groups on C
d
. The distinguished example is the set of
all pure states Pd = CP d−1with the natural unitary invariant probability measure (FubiniStudy measure). The
following theorem provides the most general representation of maximally entangled vetors in terms of omplete
sets.
Theorem 1





|em〉 ⊗ |e′m〉 , {|em〉}, {|e′m〉} − basis in Cd . (23)










dα|α〉 ⊗ |Gα〉 . (24)
Proof
1) Follows diretly from the Shmidt deomposition.




dβ|β〉 ⊗ |G′β〉 and ompute the salar produt










From (25) it follows that ‖ΨG′‖ = ‖ΨG‖ = 1 and ΨG′ = ΨG if and only if G = G′. Obviously, for any vetor of the
form (23) we an hoose the unique antiunitary matrix satisfying Gej = e
′
j .
5 Entropy prodution as a measure of deoherene
For a generi quantum system S interating with an environment (e.g. measuring apparatus) its initial pure state
beomes mixed due to the inreasing system-environment entanglement. Assuming that the redued dynamis is
given by a ompletely positive map (4), to measure the deoherene we may use the von Neumann entropy




= S(σα[X]) , (26)
where |α〉 ∈ HS is an initial pure state of the system and σα[X] is k × k orrelation matrix with (ij)- element
〈α|X†jXi|α〉. We extend this onstrution to the ase of disrete time nite quantum dynamial system with the
unitary evolution U interrupted by a measuring proess (or generally interation with an environment) desribed
by the partition of unity X or equivalently by the
Et[X, U, α] = S
(
[ΦUX]
t(|α〉〈α|)) = S(σα[Xt]) . (27)
The quantity of above, bounded by ln(dimHS) an be strongly dependent on the initial state of the system.
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Assume now that the system S is nite i.e. HS = Cd. In order to obtain a more universal measure we an
average the entropy over a omplete set E of pure states {|α〉} . The entropy averaged with respet to E is equal to
Et[X, U, E ] =
∫
E
dαEt[X, U, α] ≤ ln d , (28)
and its inrease (entropy prodution) haraterizes the magnitude of the deoherene proess.
Sine the entropy Et is bounded from above, its asymptoti prodution rate, Et/t tends to zero for t→∞. On
the other hand, we will be interested in the initial prodution rate. Studying a disrete dynamis we annot dene
the derivative dEt/dt, but we may for instane study the entropy produed after eah initial time step. Analyzing
the trivial dynamis, U = 1, and measurement proess governed by projetion operators, Xj = Pj = (Pj)
2
, the
entropy is produed only one, and Et = E1 for all t > 0. Therefore, to haraterize in this situation the unitary
dynamis, and not the measurement proess itself, we are going to use the quantity ∆E = E2−E1 as a measure of
the deoherene. For omparison we dene the initial prodution of the partial ALF-entropy, ∆S = S2 − S1.
Dening the ALF entropy, whih haraterizes the unitary evolution U one uses the supremum (7) over all
operational partitions of unity. Let us emphasize that there is no point in performing suh a step by studying the
initial deoherene rate ∆E. Sine the set of transformed operators, Pj → P ′j = PjV (P = {P1, . . . , Pk}) with
arbitrary unitary V is also a valid identity resolution, then Et[P, U, E ] = Et[P′, V U, E ] so the supremum over all
possible measurements will be independent of the unitary dynamis U studied.
It follows from Eq. (2) and Eq. (5) that the time dependent entropy St[X, U ], whih appears in the denition
of the ALF-entropy and in the semilassial regime is related to the KS entropy, desribes also the magnitude of
a ertain deoherene proess. However, this proess involves maximally entangled state of the system plus anilla
while the natural deoherene measure should be dened in terms of the system alone, like Et[X, U, α] or Et[X, U, E ].
In order to ompare both entropies Et[X, U, E ] and St[X, U ] we need the following tehnial result.
Take the dynamial map ΦY dened by the k-elements partition of unity Y = {Y1, Y2, . . . , Yk} as in (4) and
an arbitrary omplete set of vetors E . We use the notation σα[Y] and σ[Y] for the k × k orrelation (density)









for a matrix or an operator A and the entropy
funtion η(x) = −x lnx.
Theorem 2
A ≥ S(σ[Y]) −
∫
E

























Proof. We use the inequalities for the relative entropy [2, 21, 3℄
S(ρ|ω) = Tr(ρ ln ρ− ρ lnω) ≥ 1
2
max{‖ρ− ω‖21, ‖ρ− ω‖22} . (32)
Putting ρ = σα[Y] and ω = σ[Y] =
∫
E dασ
α[Y] and averaging over dα we obtain the lower bound (31). The upper
bound (30) follows diretly from the Fannes inequality [5, 3℄,
|S(ρ)− S(ω)| ≤ (‖ρ− ω‖1 ln(dimH) + η(‖ρ− ω‖1) . (33)
A basi onsequene of the Theorem 2 is the inequality
2 lnd ≥ St[X⊗ 1d, U ] ≥ Et[X, U, E ] ≤ ln d , (34)
and the fat that St[X, U ] = Et[X, U, E ] if and only if σα[Xt] = σ[Xt] for almost all α (exept of a set of measure
zero). Numerial results show that for small times both quantities are omparable St[X, U ] ≃ Et[X, U, E ]. We an
provide some arguments in favour of this behavior in the ase of the omplete set Pd of all pure states.
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Consider the utuations of the matrix elements of the k × k matrix σα[Y] treated as random variables with
respet of the uniform measure over the set of all pure states Pd. Deviation of a matrix element from its average is
given by
δ = |〈ξ|σα[Y]− σ[Y]|ξ〉| , (35)






j Yi|α〉 . (36)




i Yj < 1, i.e. for any normalized vetor |φ〉 ∈ Cd, 〈φ|Bφ〉 ≤ 1. So, it an be
written in the form of onvex sum of projetors into its eigenvetors |Ψ〉, i.e. B =∑l bl|Ψl〉〈Ψl| (0 ≤ bl ≤ 1). Let αl









The numbers (|αl|2 − d−1) take positive and negative values of the order d−1 but sum up to zero. However, when
multiplied by another random variables bl ∈ [0, 1] they behave like steps of the random walk yielding a sum of the
order
√





Therefore the utuations of the norm ‖σ[Y] − σα[Y]‖1 behaves like k/
√
d .
In the time-dependent ase it means that for kt ≪ d we have St[X, U ] ≃ Et[X, U, E ]. Moreover, a random hoie
of |α〉 ∈ Pd gives typially S(σα[Xt]) ≃ Et[X, U, E ] .
6 Deoherene in periodially measured baker map
To illustrate the results presented in previous setion on a onrete example we analyze the quantum baker map (16)
subjeted to periodi sequene of measurement performed in the momentum basis. Entire, non-unitary dynamis












j = 1, sine the measurement proess
orresponds to the partition of phase spae into k equal intervals in momentum,
P =







where e˜i are the momentum eigenstates dened by (12) in C
d
, and the size d of the Hilbert spae is an integer
multiple of k.
Iterating numerially quantum map (39) we ompute how both entropies St[X, U ] (5) and Et[X, U, E ] (28) vary
in time. Fig. 1 presents the initial growth of the entropy St[P
P, U ] and Et[P
P, U,Pd], where we have averaged
the entropy over the entire set of pure states with the natural measure, E = Pd. As the evolution operator U we
took the quantum baker map UB dened by (16) part (a), () and (e), and its square UB
2
(b), (d) and (f). The
partition P
P
is omposed of k = 2, 4, 8 projetion operators. Entropy Et is averaged over a sample of 32 randomly
hosen pure initial states. To guide the eye we plotted solid lines orresponding to growth with the rate of lassial
KS entropy, whih is equal ln 2 in the ase (a), () and (e) and 2 ln 2 in (b), (d) and (f). The slope of the dashed
lines is equal to the maximal allowed growth of entropies, equal to ln k. Aiming for the semialssial regime, we
have taken the maximal dimensionality of the Hilbert spae, whih was allowed by the omputer resoures at our
disposal. In order to ompute entropy St one has to diagonalize matries of size d
2
, so we ould work with matries
size d = 64 = 26. To obtain the entropy Et one needs to study the time evolution of density operators ating on
Hd, so we sueed to work with systems of the size d = 512 = 29. Entropy Et obtained for d = 64 is smaller than
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St aording to the analytial bound (34). As disussed in [20℄ the size d of the Hilbert spae determines only the
saturation level (Et(t→∞)), but does not inuenes the initial entropy rate. If the measurement sheme is tuned
to the lassial dynamis, i.e. ase (a) and (d), the rate of the initial growth of both entropies oinides with the
lassial dynamial entropy h[T ] of the map whih is equal ln 2 for the baker map, and 2 ln 2 for its square. If the
resolution of the measurement is not suient  (b) the lassial haos annot fully manifest itself and ∆E and
∆S are smaller than h[T ] and equal to ln k. In the opposite ase, panel (), (e) and (f), a ner resolution of the
measurement (ln k > h[T ]) allows for the deoherene with the rate faster than it an be expeted from the lassial
entropy. Hene suh a measurement an be responsible for entropy prodution faster then it may be predited





























































Figure 1: Initial growth of entropies St[P
P, U ] (◦) and Et[PP, U,Pd] (×) omputed for baker map U = UB (a), )
and e)) and its square U = UB
2
(b), d) and f)) where partition P
P
orresponds to division of lassial phase spae
into k = 2(a) and b)), k = 4(() and d)), k = 8((e) and f)) equal intervals in momentum oordinate.
To demonstrate other features of the measurement proess we investigated the time dependene of both entropies
St[P
R, U ] and Et[P
R, U,Pd] for dierent hoies of the partitions PR. Fig. 2 shows the initial growth of both
entropies alulated with the same evolution operators as in Fig. 1. However, the partition P
R
was obtained by
rotating the projetive partition P
P




, for all j = 1, . . . , k.
The label
R
deorating the symbol P
R
of the partition emphasizes the fat that the measurement is performed in a
random basis. Suh a measurement will give k dierent results with equal probabilities tr(PRj )/d = 1/k. In Fig. 2
both entropies initially inrease with a nearly maximal slope whih is equal to ln k = ln 8 (dashed line). Unitary
evolution operator U does not inuene the behavior of both entropies, and the data presented in both plots (a)
and (b) hardly dier.
The fat that the rotated partitions leads to an almost maximal allowed growth of both entropies may be
explained by the following argument. Both St[X, U ] and Et[X, U,Pd] may be expressed as the von Neumann
entropy of a mixed state obtained by the operator [ΦUX]
t
applied to a pure state (see Eqs. (5) and (27)). Let
us denote the rotated partition by Y = VXV †, where V is an arbitrary unitary matrix. From denition of the
operator ΦX (4) we have
[ΦUY]
t(ρ) = [ΦUVXV † ]
t(ρ) = V [ΦV †UVX]
t(V †ρV )V † = V [ΦU ′X]
t(ρ′)V †, (41)
where the initial state ρ beomes rotated, ρ′ = V †ρV , and the evolution U is replaed by U ′ = V †UV . The von
Neumann entropy depends only on the spetrum of density matrix, so S([ΦUY]
t(ρ)) = S([ΦU ′X]
























Figure 2: As in the Fig. 1 (e) and f) with k = 8 for the measurement in a random basis PR.
of the entropy St the evolution operator is a tensor produt U = US ⊗ UA, so are the partition X = XS ⊗ 1, and
the matrix V = VS ⊗ 1. Sine we hoose randomly only VS , the state of the anilla is not important. When ρ
is a maximally entangled state so is ρ′, sine those state are invariant under loal operations. Hene we obtain
St[Y, U ] = St[X, U
′]. The ase of the entropy Et is simple, sine here the averaging over all initial pure states |α〉
automatially anels the dierene between ρ and ρ′. Therefore the equality Et[Y, U,Pd] = Et[X, U ′,Pd] holds.
As we an see in both ases the randomly rotated partition Y is equivalent to model with original partition X
and the evolution operator rotated into U ′ = V †UV , where V is a random unitary matrix, generated aording to
the Haar measure on U(N). Although the spetra of U and U ′ are equal, the eigenvetors of U ′ are random, and
the operator ΦU ′X generates the maximal growth of the von Neumann entropy ∆E ≈ min{ln d, ln k}. Here ln d
represents the maximal von Neumann entropy of the mixed state, while the measurement X transforms any pure
state into a mixture with entropy bounded by ln k.
This argument shows that for nite systems taking the supremum over all possible partitions of unity leads to
the maximal allowed growth of both entropies irrespetively of the analyzed unitary dynamis U . Note that the
upper bound ln d is only slightly larger that the average quantum dynamial entropy of a random unitary matrix
U distributed aording to the Haar measure on U(d) [7℄.
On the other hand, one may pose a question, how to restrit the set of possible partitions, suh that the rate
of growth of von Neumann entropy ould orrespond to the dynamial entropy of the lassial system. To analyze
this problem ompare the properties of the momentum partition P
P
and the random partition P
R
in the phase
spae. To represent the partition member we make use of the Husimi-like representation,
xj(q, p) ≡ 〈q, p|X†jXj|q, p〉. (42)
Here |q, p〉 denotes the Gaussian states loalized on torus, the same as in Ref. [19, 20℄. In Fig. 3 we show the
phase-spae representation of two partitions of unity P
P = {P1, P2}, and PR = {V P1V †, V P2V †}, eah onsisting
of k = 2 operators. PP denotes the partition into equal intervals in momentum oordinates and PR is a partition
into two subspaes of equal size determined by a random unitary matrix V . As may be seen in the piture, the
operators PP1 and P
P






These results suggest that in order to predit the deoherene rate ∆E (and ∆S) one should onsider only these
partitions P
C
, whih have a well-dened lassial limit. This is the ase if eah of the operator Xj is loalized on
a subset ǫj ⊂ Γ of phase spae, so in the lassial limit Xj(q, p) → χǫj(q, p), where χǫj denotes the harateristi
funtion of ǫj .
The disussion of above has some important onsequenes for the deoherene proesses in quantum systems
having haoti lassial limits with the K-S entropy h[T ] > 0. Namely, if only the interation with the environment
an be desribed by a partition of unity having a well dened lassial limit (and ln k ≥ h[T ]) we expet that
the deoherene eets give the entropy prodution per single time step of the order h[T ] for the generi initial
onditions. The linear entropy inrease has to break down for times t of the order of ln d/h[T ] [9℄. On the ontrary,
if the partition of unity is hosen randomly and has no well-dened lassial limit we do not expet any restritions





































Figure 3: Phase-spae representations of partitions P
P = {PP1 , PP2 } and PR = {PR1 , PR2 } onsisting of k = 2 opera-
tors. The real funtion xj(q, p) = 〈q, p|X†jXj |q, p〉 is plotted in dark sale, where Xj denotes one of PP1 , PP2 , PR1 , PR2 .
The partition P
P
orresponds to partition on upper and lower half in momentum oordinate while P
R
is partition
orresponding to the projetions in a a randomly seleted basis. Note that the oherent states representations of
PR1 and P
R
2 are deloalized in the phase spae.
7 Ourrene of free-independent variables
Semilassial arguments of the previous setions do not explain the striking phenomenon observed in numerial
omputations of St[X, U ] and Et[X, U,Pd] as presented in Fig. 1 (a) and (d) and Fig. 2. Namely for the two
situations:
a) the quantum system with haoti lassial limit and the semilassial, projetion valued hoie of the partition
P = {P1, P2, . . . , Pk}, trPj = d/k satisfying ln k ≤ h[T ],
b) nontrivial U and the random hoie of the partition P.
St[X, U ] grows almost exatly linearly like t ln k and then rapidly saturates at the maximal value 2 lnd. The
entropy Et[X, U, α] with a random hoie of |α〉 follows the same plot up to its maximal value ln d. This means







† . . . PjtPit . . . UPi2UPi1
) ≃ 1
kt
δi1j1 · · · δitjt , (43)





† . . . PjtPit . . . UPi2UPi1
)|α〉 ≃ 1
kt
δi1j1 · · · δitjt , (44)
under the ondition of kt ≪ d.
The simple form of the orrelation funtions (43) and (44) suggests the existene of a ertain statistial law
satised by the nonommutative variables {Pj , U} with respet to the traial state or a typial pure state |α〉. This
law should be stritly obeyed in the limit d → ∞ but even for relatively low dimensions reprodues the data with
very good auray. Suh situations are ommon in Nature. Gaussian and Poisson probability distribution are
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very suessful in desribing experimental data while their rigorous derivations involve limit theorems with strong
statistial independene assumptions.
We advane the following statistial hypothesis:
For both ases a) and b) and large Hilbert spae dimensions d the operators {A,U} behave asymptotially like
free-independent random variables with respet to the traial state or a typial pure state.
Here A is an arbitrary observable with the spetral measure (P1, P2, . . . Pk).
We have to explain now the notion of free-independene. In the lassial probability theory (omplex) random
variables form a ommutative ∗-algebra and the probability measure denes a positive normalized funtional f 7→ 〈f〉
- the average value. The random variables f1, f2, . . . , fn are alled statistially independent if
〈f1f2 . . . fn〉 = 〈f1〉〈f2〉 · · · 〈fn〉 . (45)
In nonommutative probability the basi objet is a unital generally nonommutative ∗-algebra A with a state
(positive normalized funtional) φ. Due to the nonommutativity the average φ(x1x2 · · ·xm);xj ∈ A depends on
the order of random variables. Hene, the diret extension of the denition (45) is not very interesting and essentially
orresponds to produt states on tensor produt algebras. Instead, in nonommutative probability we have dierent
notions of independene whih take into aount possible algebrai relations between random variables (e.g. CCR,
CAR, et [22℄). In the last deade the so-alled free families of random variables (or free-independene) introdued
by Voiulesu [23, 24℄ attrated attention of physiists mainly due to the relations with random matries theory.
Denote by w(x) an arbitrary polynomial in variables x, x† ∈ A. The olletion of nonommutative random
variables x1, x2, . . . , xk is alled free-independent if
φ(w1(xp(1))w2(xp(2)) · · ·wm(xp(m)) = 0 , (46)
whenever φ(wj(xp(j)) = 0 and p(j) 6= p(j + 1) for all j = 1, 2, . . . ,m, p(j) ∈ {1, 2, . . . , k}.
It has been proved that the Wigner semiirular probability distribution is a onsequene of the entral limit
theorem for free-independent random variables similarly to the origin of Gaussian probability distribution in the
ontext of statistially independent ommutative variables. Moreover, the free-independent variables naturally arise
as limits of large random matries [23, 24℄. The onsequenes of free independene are illustrated by the following
example.
Example. Take a family of orthogonal projetions P1, P2, . . . , Pk and a unitary U , all from the algebra A with
the state φ. Assume that for any A =
∑




, j = 1, 2, . . . , k , φ(Un) = φ(U †
n











δi1j1 · · · δinjn . (48)
Proof. Put Qj = Pj − 1/k, then
QiQj = δijQi − k−1(Qi +Qj) + δijk−1 − k−2 , φ(Qj) = 0 . (49)






†n2 · · ·Um1Qk1Um2 · · ·
)
, (50)
whih due to the freeness and Eqs. (47, 48) are all equal to zero exept the terms whih do not ontain nontrivial
powers of U and U †. This an happen, however, for n = m only. In this ase we an easily prove (48) by indution.
The relation (48) orresponds to the phenomenon observed in the numerial omputations of St[X, U ] and
Et[X, U,Pd] and desribed by (43) and (44). This justies our hypothesis formulated above. In the ase b) this
hypothesis is not surprising due to the random hoie of the partition and the generi relations between free random
variables and random matries. Similarly, we would expet the same phenomenon for the xed partition and the
random hoie of the unitary matrix. On the other hand, for the ase a) it seems to be a new haraterization of




We have analyzed the deoherene in an open quantum system, the lassial analogue of whih is haoti. The
deoherene may be quantied by the rate of inrease of the von Neumann entropy of the initially pure states.
We have found an expliit upper bound for the rate of the von Neumann entropy given by the partial entropy
used to dene the ALF dynamial entropy. The later quantity is related to the KolmogorovSinai entropy of the
orresponding lassial system. Hene our ndings allow us to established a further relation between the speed of
deoherene in open quantum systems and the degree of lassial haos.
Suh a relation, demonstrated in several earlier works [9, 10, 11℄ holds if some additional assumptions onerning
the oupling of the system investigated with an environment (the measurement proess) are made. In partiular,
we proposed to study the sheme of random measurements, in whih the usual Kraus operators Xi, whih represent
projetors on some well dened fragments of lassial phase spae, are replaed by operators obtained by random
matries, X ′i = V XiV
†
. In suh a ase the rate of von Neumann entropy beomes maximal (with probability one,
with respet to the hoie of random matrix V ). Thus the deoherene depends only on the kind of the measurement
performed (the number of the Kraus operators or the dimensionality of the system), and is independent of the
quantum unitary dynamis U , and of the degree of haos (Lyapunov exponent, KS dynamial entropy) of the
orresponding lassial system.
From a pratial point of view it is therefore natural to ask, for whih lass of measurement proedures the
relation between lassial haos and the degree of quantum deoherene is still valid. Although we are not in
position to formulate mathematially rigorous suient onditions, whih would imply suh a relation, our numerial
evidene allows us to advane the following onjeture. The interation with an environment indues deoherene
related to the degree of the lassial haos, if the measurement (Kraus) operators have a well dened lassial limit.
In other words, the oherent states representation of eah of Kraus operators needs to be well loalized in ertain
fragments of the lassial phase spae.
More formally, the maximal entropy growth, and its independene of the unitary dynamis, may be analytially
derived from an assumption that unitary operator U and an arbitrary ombination of the projetor operators Pi
are free independent. Obviously this statement is of a statistial nature, and does not allow one to draw rigorous
onlusion for a onrete set of projetion and evolution operators. The free random variables approah onerns
entire ensembles of operators and enables us to formulate exat statements onerning the deoherene rate in the
limit of large Hilbert spae dimension. Nevertheless, for pratial purposes one may hoose a set of arbitrary test
states φ and hek whether property (48) is approximately fullled for the analyzed unitary map U and measurement
P. It is worth to emphasize that the freeindependene ondition an be formulated as a ondition for a pair of
genuinely quantum objets  an observable and an unitary quantum map  without any referene to the lassial
notions. Therefore the idea of quantum haos may be extended to systems without obvious lassial ounterparts
or to dynamis whih do not satisfy standard assumptions onerning the spetral utuations.
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