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1 Note that disparity can be introduced and measure
the retinas, especially with a use of dichoptic stimuli. In
the stereo system can use vertical disparity to generate
1994).Mitsudo [Mitsudo, H. (2007). Illusory depth induced by binocular torsional misalignment. Vision Research,
47, 1303–1314] reported a new depth illusion in which a static ﬂat pattern consisting of curved lines
appears stereoscopically stratiﬁed when viewed with eccentric elevated gaze. He proposed a hypothesis
that the illusory depth produced with the curved-line stereogram might originate in a failure to counter-
act the effect of cyclovergence (i.e., the binocular misalignment of the eyes about the lines of sight). To
test this hypothesis, we measured observers’ cyclovergence with a video-based eye tracker while they
were making a depth judgment of the curved-line stereogram. The observers’ cyclovergence was induced
by the elevation of gaze (Experiment 1) and by cyclorotated random dots (Experiment 2). The results
showed that the magnitude of perceived depth correlated well with the measured cyclovergence for
the curved-line stereogram. In contrast, when similar stimuli contained more dot-like elements, per-
ceived depth was relatively independent of cyclovergence. These results support Mitsudo’s hypothesis
and are consistent with the notion that the stereo system requires unambiguous image cues—e.g., spa-
tially distributed dot-like elements—to counteract the retinal cyclodisparity and produce perceived
depth. A computational model was proposed to account for the results.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
Stereo vision refers to the process of matching the visual images
projected onto the two-dimensional (2D) retinas of both eyes,
thereby producing a perceived three-dimensional (3D) structure.
One of the retinal cues for a vivid 3D percept is binocular disparity,
that is, the difference between the two retinal images of the objects
at different distances from the observer. When the eyes’ gaze is
straight ahead, retinal horizontal disparity—the component of ret-
inal disparity parallel to the retinal horizontal meridian—provides
precise and quantitative information about the 3D structure of the
scene. The amount of horizontal disparity between the points at
different depths is almost proportional to the relative distance be-
tween the points in the scene. Numerous psychophysical measure-
ments have conﬁrmed this framework1 (Howard & Rogers, 1995).
In addition to the disparity related to depth, retinal disparities
can be created by the rotation of the eyes themselves. In this pa-
per, we focus on a case in which the two eyes rotate in oppositell rights reserved.
ychology, Faculty of Human-
kozaki, Higashi-ku, Fukuoka
jp (H. Mitsudo).
d in various 2D directions on
addition, it is also known that
depth (e.g., Howard & Kaneko,directions about the lines of sight. The counter-rotation is called
the torsional misalignment of the eyes, or simply cyclovergence
(Howard, Ohmi, & Sun, 1993; Ogle & Ellerbrock, 1946). The retinal
disparity created by cyclovergence or a counter-rotation of dich-
optic images about the lines of sight (i.e., cyclorotation) is called
cyclodisparity. From a geometrical point of view, because cyclo-
disparity is irrelevant to the 3D structure of the scene, the stereo
system is expected to counteract retinal cyclodisparity (see Fig. 2
of Banks, Hooge, & Backus, 2001 for a graphical explanation of
this point).
Previous studies using random-dot stereograms have demon-
strated that the stereo system does counteract the cyclodisparity
when generating depth from retinal disparities. There are two lines
of study according to the type of disparity manipulated. First, Ju-
lesz (1964) and Schreiber, Crawford, Fetter, and Tweed (2001) used
cyclorotated stereograms and found that, even when the retinal
cyclodisparity was approximately 5, observers could report a cor-
rect shape deﬁned by the stereogram with straight-ahead gaze. In
addition, Schreiber et al. presented the cyclorotated stereograms at
various angles of gaze elevation and measured the range of cyclo-
disparity in which observers could detect a correct stereo-deﬁned
shape. It is known that the two eyes cycloverge inward and out-
ward with downward and upward gaze, respectively (e.g., Mok,
Ro, Cadera, Crawford, & Vilis, 1992). Schreiber et al. found (a) that
the mean of the fusional range of retinal cyclodisparity was always
close to 0 regardless of the angle of gaze elevation (which argued
Fig. 1. Stimuli and the setting for Experiment 1. (A) The solid-line stimulus. (B) The dashed-line stimulus. (C) A schematic description of the gaze elevations used in the
experiment. The upper panel represents straight-ahead gaze; the lower panel represents upward eccentric gaze (approximately 30). (D) The matching stimulus used. The
arrow represents the adjustable part for reporting perceived depth.
H. Mitsudo et al. / Vision Research 49 (2009) 348–361 349against a possibility that the stereo system counteracts the effect of
cyclodisparity by changing the fusional range of cyclodisparity
according to extra-retinal signals, such as efference or afferent sig-
nals for eye muscles) and (b) that the fusional range of cyclodispar-
ity was consistently wide (±5) for each gaze elevation. These
results indicate that the stereo system counteracts the retinal
cyclodisparity (within the range of ±5 approximately) when gen-
erating depth by ﬁnding binocularly matched elements across a
wide 2D retinal area. Second, Howard and Kaneko (1994) and
Banks et al. (2001) used stereograms presented with a vertical-
shear disparity and measured the perceived slant. They found (a)
that a slant about a horizontal axis was perceived when the stim-
ulus size was large (P30 of visual angle) and (b) that the amount
of cyclovergence was almost irrelevant to the perceived slant,
although cyclovergence produces retinal horizontal-shear dispar-
ity and vertical-shear disparity. Based on these data, they proposed
that the stereo system uses the vertical-shear disparity extracted
from a large visual ﬁeld (rather than extra-retinal signals for cyclo-
vergence) to interpret horizontal-shear disparity.
However, perceiveddepth is not always independent of cyclover-
gence. Mitsudo (2007) recently reported a new depth illusion in
which the magnitude of depth depends on cyclovergence.2 The ste-
reogram he devised was a physically ﬂat pattern that comprised solid
curved lines. More speciﬁcally, the pattern comprised arcs that were
aligned vertically and connected to each other with T-shaped junc-
tions (e.g., Fig. 1A). The pattern appears ﬂat when viewed with
straight-aheadgaze, aspredictedby the conventionaldisparity theory.
However, when viewed binocularly with elevated gaze, the ﬂat pat-
terns produce volumetric and stratiﬁed shapes depending on the
curved lines drawn (Mitsudo, 2007). For example, with an upward
gaze of approximately 30, the arcs in Fig. 1A appear to be a dome-like
3D shape that contains a vertical dot array. The depth illusion is novel
because neither a stereoscopic device nor free fusion is required in or-
der to obtain a vivid 3D percept. In this paperwe refer to the stimuli as
curved-line stereograms. Bymeasuringperceived depth and cyclover-
gence, Mitsudo (2007) reported that the magnitude of illusory depth
was correlated with the amount of cyclovergence. His data suggest
(a) that the cyclodisparity is not counteracted in the curved-line stere-
ograms and (b) that perceived depth is determined by the retinal hor-
izontal disparity. When the same patterns were drawn with dashed
lines (Fig. 1B), they appeared veridically ﬂat, irrespective of the mag-
nitude of cyclodisparity, suggesting that cyclodisparity is counter-
acted in this case. These results support the idea that the stereo
system somehow counteracts the cyclodisparity by using image cues2 This is not the ﬁrst study to report that cyclovergence modiﬁed perceived depth
Earlier studies reported that cyclovergence modiﬁed the perceived depth of smal
random-dot stereograms (5 of visual angle, Banks et al., 2001) and that of an isolated
long oblique line (van Ee & van Dam, 2003)..
l(e.g., vertical-shear disparity: Banks et al., 2001; Howard & Kaneko,
1994). However, it is not clear how the stereo system codes and pro-
cesses such image cues because cyclodisparity and vertical-shear dis-
parity are present at least on the retinas in both the solid-line and
dashed-line stimuli (see Section 4.3).
The primary purpose of this study was to strengthen Mitsudo’s
(2007) claim that the depth produced with the curved-line stereo-
gram results from cyclovergence. One might argue that the exper-
imental results reported by Mitsudo (2007) were not sufﬁciently
convincing for two reasons. First, to estimate cyclovergence, Mit-
sudo (2007) used a Nonius method, where the misalignment of
dichoptic lines was used to estimate the relative angular positions
of the two eyes. Nonius methods are easily available but subjective.
Indeed, a few studies have pointed out that the perceived misalign-
ment of Nonius lines sometimes provides inaccurate estimates of
convergence (Shimono, Ono, Saida, & Mapp, 1998) and cyclover-
gence (Howard et al., 1993). In particular, Howard et al. (1993) re-
ported that the magnitude of cyclovergence measured by the
Nonius method was overestimated with respect to that measured
by the coil method, especially for dynamic stimuli. Second, since
Mitsudo (2007) induced a cyclovergence response solely by using
gaze elevations, it remains unclear whether the illusory depth orig-
inates from cyclovergence in general, or elevation-induced cyclo-
vergence speciﬁcally. Another technique to induce cyclovergence
is to present cyclorotated stimuli with straight-ahead gaze (i.e., vi-
sual-driven cyclovergence). If similar results are obtained in the
case of visual-driven cyclovergence, it will strengthen Mitsudo’s
(2007) claim.
In the two experiments presented here, we measured both
cyclovergence and perceived depth for the curved-line stereogram.
We modiﬁed Mitsudo’s (2007) experiment in two ways. First, to
measure cyclovergence, we used video-based oculography in
which eye images were recorded under infrared illumination. In
this technique, the rotation of the radial iris signature was used
to estimate cyclovergence (e.g., Hatamian & Anderson, 1983; Ukai,
Saida, & Ishikawa, 2001; Zhu, Moore, & Raphan, 2004). Video-based
oculography is an objective, non-invasive method to measure
cyclovergence and makes it possible for the time-course of cyclo-
vergence to be measured. Second, we tried to induce cyclovergence
by presenting cyclorotated images (Experiment 2) in addition to
the elevation of gaze (Experiment 1). Perceived depth was mea-
sured in these conditions and compared with the depth predicted
with measured cyclovergence.
In Section 4, we proposed a computational model to account for
the experimental results reported below—in the presence of cyclo-
vergence, the illusory depth was produced with the curved-line
stereogram and was not produced with stimuli that contained spa-
tially distributed dot-like elements. In the present model, the dif-
ferent percepts were assumed to derive from different estimates
350 H. Mitsudo et al. / Vision Research 49 (2009) 348–361of cyclovergence. In particular, we adopted a Bayesian framework
(a) to estimate the value of cyclovergence from stereo images
(and not from extra-retinal signals) and (b) to output a depth
map calculated with the estimated value of cyclovergence.
Although psychophysical measurements indicated that the stereo
system processes lines and dots in a different manner (Mitsudo,
2007; van Ee & Schor, 2000), there was no computational frame-
work to account for how the system provides different estimates
of cyclovergence from such stereo images. Our model successfully
simulated perceived 3D shapes reported in the present experi-
ments. We discussed this model in relation to the vertical-shear
model (Banks et al., 2001; Howard & Kaneko, 1994) and the 2D-
matching model (e.g., Stevenson & Schor, 1997).
2. Experiment 1
Observers binocularly viewed the curved-line stereogram,
which consisted of continuous lines drawn on a physically ﬂat
plane, with straight-ahead gaze and upward eccentric gaze. When
viewed with cyclovergence, a ﬂat stimulus produces a non-zero
cyclodisparity at the retinas. The curved-line stereogram was
drawn with solid lines or dashed lines (Figs. 1A and B, respec-
tively). The solid-line stimulus did not contain spatially distributed
dot-like elements; the dashed-line stimulus did. The observers’
task was to report perceived depth for each test stimulus. During
stimulus presentation, the images of both eyes were recorded to
measure cyclovergence.
Mitsudo (2007) reported that the solid-line stimulus produces a
dome-like illusory structure at elevated gaze positions (Fig. 1). If
this percept is correlated with cyclovergence, perceived depth
should increase with an increase in cyclovergence. Mitsudo
(2007) also reported that the dashed-line stimulus does not pro-
duce the illusory structure even at elevated gaze positions. To con-
ﬁrm this, we also examined the relation between perceived depth
and cyclovergence for the dashed-line stimulus.
To quantitatively analyze the relation between cyclovergence
and perceived depth, we calculated predicted depth from cyclover-
gence and compared it with perceived depths. In particular, we
adopted a simple, straightforward assumption that a quantitative
depth is calculated from the disparity along the direction parallel
to the retinal horizontal meridian.3 We conducted a linear regres-
sion of perceived depth to predicted depth and assessed the slope.
Based on this assumption, we could quantitatively assess whether
perceived depth depends on cyclovergence. The slope will be close
to one if perceived depth completely depends on cyclovergence,




Six observers (ranging from 23 to 30 years old) participated in
the experiment. All observers, except for one, were able to view
the stimuli even with elevated gaze at the viewing distance used
(17 cm). Eye images were obtained from four of the ﬁve observers.
The reason that eye images were not obtained from one observer
was that her eyelids covered most of her iris.
2.1.2. Apparatus and stimuli
Stimuli were presented on one of two 7-inch ﬂat LCD monitors
(Quixun QT701AV, 800  480 pixels, 60 Hz). One monitor was3 The retinal horizontal meridian deﬁned here was empirically determined by the
torsional position in which the observers binocularly viewed the blank screen with
straight-ahead gaze. See Section 2.1.5 for the details.placed straight ahead relative to the head; the other was placed
at a slant with respect to the head in an upward gaze direction
of approximately 30 (Fig. 1C). Each monitor was perpendicular
to the cyclopean visual line when viewed. Observers binocularly
viewed one of the two monitors at a viewing distance of 17 cm.
This viewing distance produced a convergence angle of 22 with
an assumed inter-ocular distance of 6.5 cm. The observers’ heads
were stabilized with bite bars. The room was dark apart from the
stimulus.
The test stimulus was a 2D pattern that consisted of vertically
aligned arcs drawn with solid lines or dashed lines (Figs. 1A and
B; see also Mitsudo, 2007). All stimuli had a zero disparity in screen
coordinates. The matching stimulus was a half-ellipse whose width
was adjustable (Fig. 1D). Observers were required to regard the
vertical line segment as representing the dot array in the test stim-
ulus, and the arc as representing the depth of the arc-shaped lines
in the test stimulus. The height of the ellipse was the same as that
of the test stimulus. Each test stimulus subtended 13  13 in vi-
sual angle; the height of the matching stimulus was 13. All the
test and matching stimuli were drawn in black (luminance,
0.2 cd/m2) within a white circular area (diameter, 15.5 of visual
angle; luminance, 127 cd/m2). The background region was black
(luminance, 0.2 cd/m2).
2.1.3. Procedure
The observers’ task was to report the perceived relative depth
by the matching method after viewing each test pattern. In partic-
ular, the observers were required to report the perceived relative
depth between the curved lines and the vertical dot array in the
test patterns. The observers were instructed to regard the match-
ing stimulus as representing the cross-section of the test stimulus
with respect to the mid-sagittal plane; the maximum width of the
matching stimulus was regarded as perceived depth (in mm). Two
line types, solid and dashed, were tested at various gaze elevations
(approximately straight ahead and upward). One experimental
block comprised 12 trials, namely 6 repetitions of two line types.
Each test stimulus was viewed for at least 3 s. Two observers were
tested at two gaze elevations (2.7 and 30.0), and the other two
were tested at four gaze elevations (approximately 2.7, 6.0,
26.8, and 30.0). An eccentric elevation angle of 30 was also used
in Mitsudo (2007) and in Schreiber et al. (2001). The block order
was randomized, and the order of the stimuli was randomized
within each block.
2.1.4. Eye-movement recording
During each trial, the images of both eyes were obtained with
two infrared CCD cameras mounted on a custom goggle (SensoMo-
toric Instruments, SMI) and recorded with two Hi8 video recorders
(Sony Videocassette Recorder Evo-9800a) at a 60 Hz (interlaced).
Because the SMI software available to us could not measure torsion
at a gaze elevation of 30, we developed and used custom software.
In particular, the 3D eye position (horizontal, vertical, and torsional
in Helmholtz coordinates; see Howard & Rogers, 1995) was calcu-
lated for each frame in an off-line manner. The horizontal and ver-
tical position was calculated with the shift of the pupil center; the
torsional position was calculated by the polar cross-correlation
method (Hatamian & Anderson, 1983). The step size of calculation
was 0.01 for horizontal and vertical position and 0.2 for torsional
position. To compensate for the optical distortion of the iris image
on the camera screen at elevated gaze positions (typically over
20), the shape of the iris-sampling arc was deformed according
to the gaze position (Haslwanter & Moore, 1995).
Each test frame was compared to the image obtained at the ref-
erence position (straight ahead relative to the head) for each eye.
The horizontal and vertical eye position and the radius of the pupil
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Fig. 2. Obtained cyclovergence in Experiment 1. Cyclovergence as a function of gaze elevation, averaged for each trial. Different columns represent data obtained from
individual observers. The ‘‘x” and ‘‘+” symbols represent data obtained with straight-ahead gaze and with elevated gaze, respectively.
H. Mitsudo et al. / Vision Research 49 (2009) 348–361 351method. The iris signature was sampled with four concentric arcs;
the radius and the inter-arc gap were adjusted for the pupil size.
The sector of the arc was adjusted manually for the eye’s position
in the images obtained from each trial. The radius of the signature
path was compensated for by a linear deformation with the
assumption that the outer radius of the iris was constant. Because
the visible area was limited by the goggle’s frame, the goggle’s po-
sition was adjusted for each gaze position so that the observers
were able to view the whole circular area binocularly. Both camera
translation and the (small) rotation about a horizontal axis with re-
spect to the reference image were compensated for by obtaining
images for viewing another position (see Appendix A). The iris
paths were sampled with the linear interpolation of nearby 2  2
pixels. Before calculating cross-correlation, the sampled values
were normalized (z-transformed) and then smoothed. To obtain
the measurement accuracy of our system (the absolute value of
mean of the angle difference between the true value and obtained
values), video images were recorded and analyzed for a human eye
model in various gaze positions. Consequently, the measurement
accuracy for torsion of one eye was found to be 0.15.
To compute cyclovergence, the video frames of the two eyes
were linked. This was achieved by using the audio-line channel
of the video recorder, through which the signal was synchronized
with the onset and offset of each trial. The signal was not given
to observers.
2.1.5. Data analysis
Cyclovergence W were calculated from the 3D position of both
eyes for each frame (1/30 s),
w ¼ wl  wr ð1Þ
wherewl andwr represent the left eye’s and the right eye’s torsional
positions, respectively. In this study, the value of torsion w was cal-
culated as the deviation from that obtained at the convergence an-
gle (22) with straight-ahead gaze. The reference torsion was
computed from the images obtained from the period of approxi-
mately 1-s before the entire trial sequence. For each trial, outliers
(assumed to arise from blinks, saccades, or video noise) were ex-cluded from the data analysis. (see Appendix A). According to these
criteria, 88.0% (36,096 frames) of all frames (41,025 frames) were
used for the data analysis. Each value of convergence, elevation,
and cyclovergence was averaged across the frames obtained from
a trial.
The value of cyclovergence was used to calculate predicted
depth. In particular, the predicted depth deﬁned here was com-
puted by assuming that the direction of matching is exactly paral-
lel to the retinal horizontal meridian irrespective of cyclovergence.
The calculation consisted of the following two steps. First, the va-
lue of cyclovergence was used to calculate a relative horizontal dis-
parity; the value was computed with respect to the vertical cross-
section of the test stimulus through the center, expressed in terms
of the maximum relative disparity with respect to the ﬁxation
plane. [The cross-section was geometrically a half-ellipse; see Mit-
sudo (2007), for the derivation.] Second, the predicted horizontal
disparity was converted into the matched depth obtained with
the same magnitude of horizontal disparity of random dots. Specif-
ically, each observer’s mapping function between horizontal dis-
parity and his/her response to the matching stimulus (Fig. 1D)
was determined in a supplementary experiment (Appendix B).
2.2. Results and discussion
Fig. 2 shows the measured cyclovergence as a function of gaze
elevation. The data are presented separately for the solid-line
and dashed-line stimuli and for the four observers. Each point rep-
resents the data obtained from one trial. Cyclovergence increased
at the large gaze elevations, although there was a large individual
difference. A positive value of cyclovergence indicates ex-cyclover-
gence (the right eye rotates counterclockwise, and the left clock-
wise when viewed from straight ahead). A signiﬁcant amount of
cyclovergence observed at the large gaze elevations was consistent
with earlier studies (Mitsudo, 2007; Schreiber et al., 2001).
Before analyzing perceived depth, we examined the effect of
line type on the magnitude of cyclovergence. It is possible that
visually driven cyclovergence could cancel out or reduce the retinal
cyclodisparity at elevated gaze positions. We tested whether the
352 H. Mitsudo et al. / Vision Research 49 (2009) 348–361mean of the vertical and torsional eye position (elevation and
cyclovergence) obtained with the solid-line stimulus was different
from that of the dashed-line stimulus at the eccentric gaze posi-
tions. For each observer’s data, we conducted a multivariate anal-
ysis of variance (MANOVA) on elevation and cyclovergence with
the factor of line type. We did not obtain a statistically signiﬁcant
difference (Table 1), suggesting that line type had no reliable effect
on visually driven cyclovergence at eccentric gaze positions. The
absence of visual-driven cyclovergence with the dashed-line stim-
ulus is probably due to the elevated gaze position or the static
presentation.
Fig. 3 shows perceived depth as a function of measured cyclo-
vergence; Fig. 4 shows perceived depth as a function of predicted
depth. The data are presented separately for the solid-line and
dashed-line stimuli and for the four observers. See Section 2.1.5
for the calculation of predicted depth. In this paper, we will focus
on and discuss the results of the linear regression analysis for ob-
tained and predicted depths (Fig. 4), rather than those for per-
ceived depth and cyclovergence. There are two reasons for this.
First, the slope value is easy to interpret because predicted and per-
ceived depths have the same unit. Second, the slope can be com-
pared with a reference value of 1 calculated on a simple
assumption that the direction of stereo matching is parallel to
the retinal horizontal meridian.
If perceived depth is independent of cyclovergence, no correla-
tion would be found, and the slope would be 0; if perceived depth
depends on cyclovergence, a positive correlation will be found, andTable 1
Summary of MANOVA on 2D eye positions for Experiment 1.
Observer F Value p Value
HM F(2,42) = 0.22 0.80
RU F(2,18) = 0.34 0.72
SO F(2,18) = 0.10 0.90
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Fig. 3. Perceived depth as a function of cyclovergence in Experiment 1. The upper- an
respectively. Different columns represent data obtained from individual observers. Obliq
and ‘‘+” symbols represent data obtained with straight-ahead gaze and with elevated gathe slope will be 1. For the solid-line stimulus, the correlation coef-
ﬁcient between predicted and perceived depths was positive and
signiﬁcantly differed from 0 for all observers (ps < 0.05). See Table
2 and the upper-row panels in Fig. 4. On the other hand, for the
dashed-line stimulus, correlation was not signiﬁcant for all observ-
ers; perceived depth was close to zero irrespective of the magni-
tude of cyclovergence. See the lower-row panels in Fig. 4. The
mean slope of linear regression (averaged over the four observers)
was 0.66 for the solid-line stimulus and 0.11 for the dashed-line
stimulus. These results are summarized as follows: when the stim-
ulus was the curved-line stereogram (Fig. 1A), illusory depth in-
creased as predicted by the magnitude of cyclovergence. On the
other hand, when the stimulus contained spatially distributed
dot-like elements (Fig. 1B), depth was almost veridical irrespective
of the magnitude of cyclovergence. These results conﬁrmed Mit-
sudo’s (2007) ﬁndings.
3. Experiment 2
The aim of Experiment 2 was to examine whether the results of
Experiment 1 could be replicated even when cyclovergence was in-
duced while keeping the observer’s gaze direction straight ahead.
One might suspect that the illusory depth effect reported by Mit-
sudo (2007) is speciﬁc to the cyclovergence coupled with elevated
gaze. That is, the stereo system might not be able to appropriately
process the induced retinal cyclodisparity, simply because observ-
ers rarely take such elevated gaze positions in daily life. Therefore,
if cyclovergence were induced with straight-ahead gaze, the stereo
system might be able to correctly counteract the effect of retinal
cyclodisparity.
In the experiment, we measured the magnitude of the depth
produced with the curved-line stereogram while varying cyclover-
gence with straight-ahead gaze. To induce cyclovergence, we pre-
sented a cyclorotated random-dot pattern superimposed on a
cyclorotated curved-line stimulus for 30 s during an adapting per-
iod. It is known that, when stimuli such as random dots are pre-
sented with a non-zero cyclorotation for more than severalgence (°)
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Fig. 4. Main results for Experiment 1: perceived relative depth as a function of predicted depth. Predicted depth was calculated with the mean of cyclovergence calculated for
each trial (see the text for details). Different columns represent data obtained from individual observers. The oblique line with a slope of 45 in each panel represents the
situation where perceived depth is consistent with predicted depth. The other oblique lines represent the linear regression of perceived depth to predicted depth. The ‘‘x” and
‘‘+” symbols represent data obtained with straight-ahead gaze and with elevated gaze, respectively.
Table 2
Statistical summary for Experiment 1.
Observer Solid Dashed
Correlation Slope Correlation Slope
HM 0.85** 0.60 – 0.00
RU 0.70* 0.39 0.35 0.02
SO 0.98** 1.53 0.62* 0.25
YK 0.44* 0.12 0.21 0.06
Note: we were not able to calculate the value of correlation for the dashed-line
condition for observer HM, because perceived depth was zero in all trials.
* p < 0.05.
** p < 0.0001.
H. Mitsudo et al. / Vision Research 49 (2009) 348–361 353seconds, the two eyes slowly cycloverge to cancel out or reduce the
retinal cyclodisparity (e.g., Kertesz & Sullivan, 1978). During a sub-
sequent test period, we presented the curved-line stereogram in
isolation for 20 s (Fig. 5). During this period, cyclovergence was ex-
pected to decrease with time because no effective stimulus to in-
duce cyclovergence was presented. The random-dot pattern and
the curved-line stereogram were presented with a cyclorotation
of 6 (in headcentric coordinates). The observer’s task was to re-
port the perceived depth of the curved lines by adjusting a depth
probe presented with a variable horizontal disparity throughout
the periods. The stimulus presented during the test period was
comparable to the solid-line stimulus in Experiment 1.
If the depth produced with the curved-line stereogram results
from cyclovergence, the magnitude of depth will increase with
cyclovergence. To examine this prediction, we adopted a similar
strategy to that of Experiment 1. First, we calculated predicted
depth based on the amount of cyclovergence with the assumption
that the direction of stereo matching for curved lines is parallel to
the retinal horizontal meridian. Second, we compared it with per-
ceived depths. If our view is correct, (a) the perceived depth will be
close to the predicted depth, and (b) a positive correlation will be
found between predicted and perceived depths during the test
period.3.1. Method
3.1.1. Observers, apparatus and stimuli
The observers were the same four whose eye movements were
obtained in Experiment 1. The apparatus and stimuli were the
same as those used in Experiment 1 with the following exceptions.
All stimuli were presented on a monitor placed in front of the head.
The test stimulus was an arc-shaped pattern presented with a
cyclorotation of 6 (in-cyclorotation). In the absence of cyclover-
gence, a cyclorotated stereogram of the solid-line stimulus pro-
duces a dome-like structure (See Fig. 2 in Mitsudo, 2007). In the
adapting period, random dots with a cyclorotation of 6 were
superimposed on the test pattern (Fig. 5A). The number of random
dots was approximately 100. To induce cyclovergence effectively,
the horizontal and vertical positions of all dots were updated every
2 s. In the test period, only the test stimulus was presented
(Fig. 5B). The stereoscopic depth probe was a dot presented at
the center of the pattern throughout a trial. During each trial, the
horizontal disparity of the probe was adjustable by moving the
mouse device forward or backward. The depth probe was used to
measure perceived depth as a function of time because the magni-
tude of cyclovergence was expected to vary within each trial in
Experiment 2, in addition to across trials as in Experiment 1. The
anaglyph method was used to present the stereoscopic stimuli.
More speciﬁcally, the stimuli were drawn in red and blue on a pur-
ple background for the left and right eyes, respectively (55 cd/m2
without red–blue ﬁlms). The observers viewed the stimuli through
red and blue ﬁlms from the right and left eyes, respectively.
3.1.2. Procedure
In each trial, the observers were required to ﬁx their gaze on the
center of the screen. The duration of the adapting period was 30 s;
that of the test period was 20 s. The observers’ task was to keep the
depth probe at the same depth as that of the neighboring arcs
throughout the adapting and test periods. The disparity of the
depth probe was updated every 100 ms based on adjustment by




















Fig. 5. Stimuli and obtained cyclovergence for Experiment 2. (A) An example of the anaglyph stimulus, which contained random dots, presented in the adapting period. (B) An
example of the stimulus presented in the test period. (C) Cyclovergence as a function of time, averaged across trials for each observer. The adapting period was from 0 to 30 s;
the test period was from 30 to 50 s. The cyclorotation of the stimuli was 6 for all observers. Curved lines represent best-ﬁtting exponential functions for individual
observers.
Table 3
Summary for cyclovergence in Experiment 2.
Observer Adapting period Test period
Coefﬁcient Constant Coefﬁcient Constant
HM 0.33** 4.7** 0.21** 9.6**
RU 0.96** 3.5** 0.39** 18.6**
SO 0.16** 0.3* 0.65 52.8
YK 0.63** 5.8** 0.21** 4.5**
* p < 0.01.
** p < 0.0001.
354 H. Mitsudo et al. / Vision Research 49 (2009) 348–361the observer. The observers were required to set back the magni-
tude of disparity approximately to zero relative to the display dur-
ing an inter-trial interval of 20 s. Each observer repeated this
sequence at least six times.
3.1.3. Data analysis
We used the same criteria as those used in Experiment 1 to re-
move outlier data. Consequently, 87.8% (31,532 frames) of all
frames (35,923 frames) were used for the data analysis.
We used an exponential function to analyze the time-course of
cyclovergence. Cyclovergence W was ﬁtted as a function of time t
(s),
W ¼ 6cadaptð1 expðt=TadaptÞÞ for t 6 30;
W30  6ctest½1 expððt  30Þ=TtestÞ for t > 30;

ð2Þ
where c was the coefﬁcient of cyclovergence (with respect to a
stimulus cyclorotation of 6), and T was a time constant. Subscript
symbols ‘‘adapt” and ‘‘test” represent the parameters for the adapt-
ing and test periods, respectively. W30 was the predicted value of
cyclovergence at t = 30, deﬁned by W30 = 6cadapt(1  exp(30/
Tadapt)). Based on the data pooled across all the trials for each obser-
ver, we determined the four free parameters, cadapt, ctest, Tadapt, and
Ttest, by using the least-squares method.
3.2. Results and discussion
The typical percept of the stimulus was that the curved lines
constituted a convex, dome-like 3D shape, in front of the vertical
dot array in the test period. Before analyzing perceived depthand cyclovergence together, we will present the analysis of the
time-course data of cyclovergence.
Fig. 5C shows measured cyclovergence as a function of time
(averaged across each 200 ms interval) for each observer. We
found a large individual difference in the coefﬁcient of visually dri-
ven cyclovergence, as reported in earlier studies (Hooge & van den
Berg, 2000; Howard et al., 1993). The main result of the time-
course data was that the coefﬁcient of visually driven cyclover-
gence was positive for the adapting period and negative for the test
period for all observers (Table 3). These results conﬁrmed that
cyclorotated random dots induced cyclovergence in our display.
More importantly, cyclovergence decreased in the test period even
though a cyclorotated test stimulus was presented. This result sug-
gests that cyclorotated random dots, but not the curved-line ste-
reogram, induce a cyclovergence response; when cyclorotated
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Fig. 6. Perceived depth as a function of cyclovergence obtained in the test period in Experiment 2. Perceived depth and cyclovergence were calculated for each 1-s interval.
Different panels represent data obtained from individual observers. Oblique lines represent the linear regression of perceived depth to cyclovergence.
Table 4






* p < 0.01.
** p < 0.0001.
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dicted depth averaged across each 1-s interval. In particular, pre-
dicted depth (horizontal disparity, in visual angle) was calculated
by Eq. (B2) with r = 6.5 (visual angle). We analyzed the data ob-
tained from all 20 s of the test period.
Fig. 6 shows perceived depth as a function of cyclovergence;
Fig. 7 shows perceived depth as a function of predicted depth in
the test period. The data are presented separately for each obser-
ver. As in Experiment 1, we calculated (a) the correlation coefﬁ-
cient between the predicted and perceived depths and (b) the
slope of the linear regression of perceived depth to predicted depth
for each observer (Table 4). We found that the slope was positive
and less than 1 for all observers (the mean slope was 0.45). These
values were comparable to those of the solid-line stimulus in
Experiment 1. In addition, the value of perceived depth was close
to that of predicted depth (oblique lines with a slope of 45 in
Fig. 7). These results support Mitsudo’s (2007) claim that the depth
produced with the curved-line stereogram results from
cyclovergence.
4. Model
The results of the two experiments generally conﬁrmed Mit-
sudo’s (2007) claims (a) that the depth produced with the
curved-line stereogram results from cyclovergence and (b) that
the illusory depth disappears when the stimuli contain spatially
distributed dot-like elements. These ﬁndings imply that the stereo
system counteracts the effect of cyclovergence correctly for the
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Fig. 7. Main results for Experiment 2: perceived relative depth as a function of predicte
cyclovergence for each 1-s interval. Different panels represent data obtained from indiv
situation where perceived depth is consistent with predicted depth. The other oblique lthe curved-line stereogram, although both stimuli contain the
same amount of retinal cyclodisparity. An intuitive explanation
for this would be that the curved-line stereogram does not contain
sufﬁcient visual cues for rotational stereo matching (i.e., cyclofu-
sion, Kertesz & Sullivan, 1978). We consider that this explanation
contains some truth but is not a satisfactory quantitative explana-
tion since it is not difﬁcult for a simple rotational matching algo-
rithm to ﬁnd the correct angle of retinal cyclodisparity for the
curved-line stereogram, as it does for stimuli that contain dot-like
elements (as shown in Section 4.3). To construct a quantitative
model to account for the present results, we take two additional
factors into account. One is that the stereo system should search
for matching elements within a limited range of cyclodisparity
and prefer a matching solution with a smaller magnitude of cyclo-
disparity. The other is that, when counteracting the effect of cyclo-
vergence, the stereo system should take into account the
constraint that retinal disparities can arise not only from cyclover-
gence but also from the 3D structure of the scene. A unique point ofSO
—1 0 1 2
YK
th (° visual angle)
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d depth obtained in the test period. Predicted depth was calculated with obtained
idual observers. The oblique line with a slope of 45 in each panel represents the
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Fig. 8. Schematic representation of the calibration model. See text for the details.
356 H. Mitsudo et al. / Vision Research 49 (2009) 348–361the curved-line stereogram is that the cyclodisparity introduced in
the stereogram can also be interpreted as the horizontal disparity
created by depth changes. We included these two factors in a
Bayesian model.
The model we propose is a variant of 2D stereo-matching mod-
els, where the system searches a 2D retinal area for binocularly
corresponding elements at each retinal position. Our model con-
sists of two steps. First, the stereo system is assumed to estimate
the cyclovergence state by assessing the posterior probability of
cyclovergence for a given stereo image presented with a cyclodis-
parity. Second, the system is assumed to determine a 3D structure
by computing disparity along the one-dimensional direction spec-
iﬁed by the estimated value of cyclovergence. In the present pa-
per, the process of adjusting the direction of stereo matching
with respect to the retinal horizontal meridian is called
calibration.
4.1. Background and assumptions
The primary goal of the model is to provide different estimates
of cyclovergence depending on the stimulus without categorizing
explicitly by using the terms such as ‘‘line” and ‘‘dot”. A Bayesian
framework is used to choose the angle that corresponds to the best
estimation of cyclovergence4 (Fig. 8). Because visual information is
considered to be important to counteract the effect of cyclovergence
(e.g., Banks et al., 2001), we assume that the value of cyclovergence
is estimated from a given stereo pair and not from extra-retinal
signals.
The estimation is based on the maximum of the posterior prob-
ability, which is given by a product of the prior probability and the
likelihood of cyclovergence. First, the prior probability of cyclover-
gence, Ppri(W), is assumed to be proportional to a Gaussian distri-
bution deﬁned by




; ð3Þ4 In this model, we regard eye position as a property of the physical world rather
than as an input signal or a parameter for the system because the system in question
is assumed to receive retinal images. Thus, this formulation does not contradict the
standard Bayesian framework, in which prior probability is regarded as a property of
the physical world.whereW is cyclovergence and r is the standard deviation of the dis-
tribution.5 The mean of the prior distribution is deﬁned as zero,
implying that the direction of matching is parallel to the retinal hor-
izontal meridian if there is no information from input images. This
assumption is supported by psychophysical experiments (Mitsudo,
2007; van Ee & Schor, 2000). If the value of r is small, estimated
cyclovergence will be close to zero regardless of the likelihood of
cyclovergence, leading to an under-calibration when an image cyclo-
disparity is large.
Second, the likelihood distribution for an input stereo pair is
calculated from the value of binocular cross-correlation for each
retinal position as a function of cyclovergence. The basic idea is
that the higher the cross correlation for a given value of cyclo-
vergence, the more likely it is that the value is the actual value
of cyclovergence. In the present model, the value of binocular
cross-correlation is affected by two factors: (a) local horizontal
disparity caused by depth changes and (b) cyclovergence. To take
the effect of local horizontal disparity into account, the horizon-
tal disparity that maximizes the value of local cross-correlation
(Banks, Gepshtein, & Landy, 2004) is calculated at each spatial
position (x,y). To take the effect of cyclovergence into account,
the spatial position of each local window is rotated in opposite
directions between the two eyes’ images. In particular, given that
cyclovergence W is symmetric about the mid-sagittal plane, the
position of each window is rotated about the center of each im-
age by W/2 clockwise for the right eye and W/2 counterclockwise
for the left eye. The value of horizontal disparity that yields the
highest value of cross-correlation is used to construct a ﬁnal 3D
shape. Let Limg(W|x,y) represent the likelihood of cyclovergence
when the cross-correlation value cxy at the position (x,y) of a ste-
reo pair is given. Because cxy is the normalized value of local
maximum cross-correlation (i.e., 1 < cxy 6 1), the likelihood of
cyclovergence is calculated by Limg(W|x,y) = (cxy + 1)/2. The linear
relationship between cross-correlation and probability assumed
here is a ﬁrst-order approximation of the likelihood function,
based on the idea that a greater value of cross-correlation corre-
sponds to a more likely solution to the binocular correspondence
problem. The posterior probability is then proportional to
Ppri(W)PLimg(W|x,y). The cyclovergence value that yields the5 Strictly speaking, the direction of cyclovergence (i.e., in- and ex-cyclovergence) is
nown to be asymmetrical (Kertesz & Sullivan, 1978).k
H. Mitsudo et al. / Vision Research 49 (2009) 348–361 357maximum of the posterior probability is considered as the esti-
mated cyclovergence. Our model has only one free parameter,
the standard deviation r of the prior distribution. A reason for
introducing this parameter is that we wanted to incorporate a
retina-horizontal bias into the model. That is, the calculated peak
of the likelihood function of cyclovergence was always close to
the true value of cyclodisparity irrespective of stereo images
used. If we did not assume the prior distribution or assumed a
uniform prior distribution, we would obtain a ﬂat shape irrespec-
tive of line type.
4.2. Methods and results
Input stereo images were based on those used in the experi-
ments. The size of images was 280  280 pixels. The diameter of
each test stimulus was 200 pixels. The center of rotational calibra-
tion was the same as that of the stimulus analyzed. For Experiment
1, cyclodisparities of 2, 4, and 6 were introduced—each test
stimulus was rotated about the center, in opposite directions for
the images of the right and left eyes, by half of the cyclodisparities.
The stimuli used in Experiment 2 (with a cyclodisparity of 6)
were also analyzed. Images were blurred with a 2D Gaussian ﬁlter
(kernel size, 5  5 pixels) before the analysis.6 To counteract the
estimated cyclovergence, the gray-scale values within each window
were sampled at the location rotated byW/2 clockwise for the right
eye and byW/2 counterclockwise for the left eye about the center of
the stimulus in screen coordinates. Gray-scale values were sampled
from the images by 2  2 linear interpolation. A window of 9  9
pixels was used to calculate local cross-correlation and to determine
the value of disparity; the gray-scale values of all sampled points
within each window had equal weight. For every window, the high-
est value of cross-correlation was searched by displacing the posi-
tion of the window for the left eye’s image by ±50 pixels in the
matching direction7 speciﬁed by W (corresponding to a horizontal
disparity of approximately ±3 of visual angle in the experimental
setting).
Figs. 9A and B show estimated cyclovergence as a function of
standard deviation r. We found that when the value of r was
approximately 0.5, calibration operated appropriately for the
stimuli containing dot-like elements (i.e., the dashed-line stimulus
in Experiment 1 and the adapting one in Experiment 2) but not (or
partially) for the curved-line stereogram (i.e., the solid-line stimu-
lus). Using the estimated values of cyclovergence, we calculated
the depth map of the stimuli used in Experiment 1 (a cyclodispar-
ity of 6; r = 0.5; Figs. 9C and D). These outputs were consistent
with the perceived shape of the stimuli. That is, the model output a
3D structure for the solid-line stimulus, and a ﬂat structure for the
dashed-line stimulus.
4.3. Alternative calculations for the likelihood of cyclovergence
One would think that the calculation of the likelihood based on
1D matching along a speciﬁed direction is somewhat arbitrary. In
this section, we considered two alternative algorithms for calculat-6 The amount of blur was determined by considering (a) the optical properties of
the eye (e.g., van Nes & Bouman, 1967) and (b) the lower visual acuity in the
periphery (e.g., Millodot & Lamont, 1974). In an additional analysis (see Appendix C),
we conﬁrmed that the results of our simulation were insensitive to the parameter
within the range of blur magnitudes varied. We also conﬁrmed that the results were
relatively insensitive to the size of the correlation window (Appendix C).
7 Here we assumed ‘‘one-dimensional (1D)” matching, where binocular correspon-
dence was made for one direction estimated for each image. However, it was possible
to assume that human stereo vision searches a 2D region for corresponding elements
(Stevenson & Schor, 1997). We implemented such a 2D-matching algorithm and
obtained similar results as those obtained with the assumption of 1D horizontal
matching.ing the likelihood of cyclovergence, while keeping the prior distri-
bution and all stimulus parameters identical. In particular, we
analyzed the stimuli used for the simulation for Experiment 1 and
estimated cyclovergence as a function of r of prior cyclovergence.
First, we considered a simple cross-correlation of rotational
transformation. In this analysis, the value of cross-correlation
was calculated with a large sampling window covering the whole
test stimulus, instead of a set of local windows. The sampling win-
dow was cyclorotated to calculate the likelihood of cyclovergence.
We found little difference in estimated cyclovergence between the
solid-line stimuli and the dashed-line stimuli across a wide range
of r (Fig. 9E).
Second, we considered the cross-correlation of vertical-shear
deformation.8 In this analysis, cross-correlation was calculated in
the manner identical to that for rotational transformation, except
for the following. Instead of the cyclorotation of the sampling win-
dow, the vertical component of cyclorotation—global vertical
shear—was used. Consequently, we found that the estimated value
of cyclovergence was only slightly closer to the true values for the
dashed-line stimulus than for the solid-line stimulus (Fig. 9F). Simi-
lar results were obtained for the stimuli used in Experiment 2. It is
debatable whether such a small difference can account for the large
difference found in the experiments.
The two alternative algorithms are different from the one we
proposed in Section 4.1 in that they do not consider potential ef-
fects of depth-produced horizontal disparity when estimating
cyclovergence. The success of the present model supports the
assumption that cyclodisparity is not processed independently of
horizontal disparity. If this assumption is somehow incorporated
into another 2D matching model or the vertical shear model, we
may be able to obtain promising alternative accounts for the pres-
ent ﬁndings. We are here presenting an ideal computation and will
accept a simpler algorithm that would be implemented in the hu-
man brain.
5. General discussion
Both experiments provided experimental support for Mit-
sudo’s (2007) claim that the illusory depth produced with the
curved-line stereogram results from cyclovergence. In addition,
we successfully simulated the results by using a model that as-
sessed the posterior probability of cyclovergence for a given ste-
reo image. These results are generally consistent with the view
that the stereo system counteracts retinal cyclodisparity when
generating depth by analyzing the stereo images presented,
rather than extra-retinal signals (Banks et al., 2001; Howard &
Kaneko, 1994).
The results of the present experiments were consistent with
those of Mitsudo (2007) despite a methodological difference
(i.e., the torsional Nonius method in Mitsudo, 2007 versus vi-
deo-based oculography in the present study). Therefore, it can
be said that the torsional Nonius method is reliable in measuring
cyclovergence. However, a merit of using video-based oculogra-
phy is that it is capable of measuring time-course data for
cyclovergence.
Our model (Section 4) provided a quantitative account for the
present results. Previous studies have pointed out that different
mechanisms are required to process stereoscopic line and dot
stimuli (Mitsudo, 2007; van Ee & Schor, 2000; van Ee & van Dam,8 As described in Section 1, Howard and Kaneko (1994) and Banks et al. (2001)
proposed the idea of using vertical-shear disparity to estimate the state of
cyclovergence and to interpret horizontal-shear disparity for a surface slant about a
horizontal axis. The method using cross-correlation is one of the possible algorithms
for extracting vertical-shear disparity whereas the notion in the previous studies
seems different from the present method.
 Experiment 1 Experiment 2 














0.0 0.5 1.0 1.5 
SD of prior cyclovergence (°) 
0 5 10 15 20 25 30 














0 5 10 15 20 25 30 
 Rotation Vertical shear 
 Solid line  Dashed line 
   —6°
   —4°








   
  —
6 
   
 —
4 
   
  —
2 
   
   
0 
   
   
2 
—8
   
  —
6 
   
   —
4 
   
   —
2 
   
   
0 
   









Fig. 9. Results of the calibration model. (A and B) The estimated cyclovergence as a function of the standard deviation of the prior distribution for cyclovergence. Solid lines
represent results obtained with the solid-lines stimulus in Experiment 1 (A) and those obtained in the test period in Experiment 2 (B). Dashed lines represent results obtained
with the dashed-line stimulus in Experiment 1 (A) and those in the adapting period in Experiment 2 (B). (C and D) Depth maps calculated with the solid-line stimulus (C) and
with the dashed-line stimulus (D). The value of standard deviation for the prior distribution of cyclovergence was 0.5. The background gray represents the position where
horizontal disparity is zero; the level of gray represents disparities (white, a crossed disparity of 50 pixels; black, an uncrossed disparity of 50 pixels). (E and F) The results of
alternative algorithms to estimate the likelihood of cyclovergence for the three variations of the stimuli used in Experiment 1. In (E), the cross-correlation of rotational
transformation was used; in (F), the cross-correlation of vertical-shear deformation was used.
358 H. Mitsudo et al. / Vision Research 49 (2009) 348–3612003). Our model provides a single computational framework that
uses the likelihood function based on 1D matching—different
mechanisms are not assumed.
As explained in Section 4, the present model assumes that the
stereo system estimates cyclovergence by assessing the value of
binocular cross-correlation for local elements, rather than by
explicitly assessing the value of vertical-shear disparity. This is dif-
ferent from the assumption in the previous models based on the
measurement of the perceived slant of random-dot stimuli (Banks
et al., 2001; Howard & Kaneko, 1994; Kaneko & Howard, 1997).
Particularly, the basic framework of the vertical-shear theory isthat the stereo system determines the value of retinal cyclodispar-
ity to be counteracted after stereo matching seems to be estab-
lished; the vertical-shear model did not consider the situation
created by the curved-line stereogram. Therefore, if one tries to ap-
ply the vertical-shear model to account for the present results, an
additional assumption is required about how the stereo system
matches binocular images depending on the features contained
(i.e., dots and lines). Such an assumption is incorporated in the
present model because its framework is that the stereo system
determines the value of retinal cyclodisparity by assessing the de-
gree of local stereo matching.
H. Mitsudo et al. / Vision Research 49 (2009) 348–361 359Whereas the data obtained from individual observers were
qualitatively consistent with each other in each of Figs. 3, 4, 6,
and 7, they showed a quantitative difference in the magnitude of
slope. Our model can also explain this individual difference by con-
sidering different values of the standard deviation r of the prior
distribution for different observers. As shown in Figs. 9A and B,
our model indicated that the magnitude of calibration gradually
changes as a function of standard deviation r especially for the
curved-line stereogram (solid lines in each ﬁgure). We can there-
fore argue that the individual difference in the slope corresponds
to the reliability of the observer’s prior probability of cyclover-
gence. For example, the data with a shallow slope in the upper-
row panels in Fig. 4 can be explained by a large value of r of the
prior distribution. Given that a natural scene usually contains
dot-like elements, each observer may construct a speciﬁc value
of r of the prior probability by using the images of a natural scene
in daily situations. If so, we must consider why cyclovergence var-
ies considerably across observers. Although we have no clear
explanation for this, Howard et al. (1993) have pointed out that
the variability of cyclovergence may be related to observers’ age.
The model presented here is computational and can provide a
quantitative account for how the stereo system generates depth
from disparities in the presence of cyclovergence. Whereas neuro-
nal mechanisms that encode horizontal disparity have been inves-
tigated extensively (e.g., DeAngelis, Ohzawa, & Freeman, 1995),
those for cyclodisparity and cyclovergence are little known. For
example, no study has reported on neurons that modify the shape
of their receptive ﬁeld according to cyclovergence. Further studies
will be necessary to reveal the psychophysical and physiological
mechanisms in detail.
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Appendix A. Calculation of 3D eye position in Helmholtz
coordinates
Three-dimensional eye position was calculated with the follow-
ing assumptions: (a) the eye is a perfect sphere that rotates about
the center without translation; (b) the optical axis is identical to
that of the visual axis; (c) the eye is projected orthogonally to
the camera plane; (d) the inner edge of the iris is a perfect circle;
(e) the signature of the iris is linearly deformable in the radial
direction. In the Helmholtz coordinates used here, positive direc-
tion is right, upward, and clockwise with respect to the image
plane.
Each eye’s 3D position, speciﬁed by h, /, and w (horizontal, ver-
tical, and torsional, respectively), was calculated with the following
procedure. We used a Helmholtz coordinate system to calculate
the 3D eye position, as used in Mitsudo (2007) and in Schreiber
et al. (2001). As a ﬁrst step, we determined the horizontal and ver-
tical position of the eye with respect to the reference position (hp
and /p, respectively) by using the following formulae:








where reye is the radius of the eye, and xp and yp are the horizontal
and vertical shifts of the pupil center in the test image with respect
to that of the reference image, respectively (see also Haslwanter &Moore, 1995). In this study, xp and yp were calculated with a con-
centric template where the radius of the pupil was also variable.
To determine the torsional eye positionw, we need to deﬁne the
sampled iris signature. Let L(r, i) represent a 2D array sampled at
the rth radial position and at the ith annual position with respect
to the pupil center. w was calculated from the shift k measured
along the annual position so that the sum of cross-correlation be-




rLref ðr; iÞLtestðr; iþ kÞ,
was maximal for a test image. Given that the annual shift k that
yields the maximum value of cross-correlation is kmax, torsional








where N is the number of sample points for the full annulus














where n is the number of iris-sampling points (6N), i, istart, k, n, and
m are integer, Ds is the sampling interval for the iris signature along
the radial direction, and r0 and r1 are the radius of the pupil in the
reference and test images, respectively. L(r, i) was deﬁned by
Lðr; iÞ ¼ lðx0 þ reyefxðr; iÞ; y0 þ reyefyðr; iÞÞ; ðA5Þ
where l(x,y) refers to the (normalized) gray-scale value of the pixel
(x,y). (x0,y0) is the center of the pupil in the reference image, and
fx(r, i) and fy(r, i) are used to determine the horizontal and vertical
shift from the reference, respectively. Because we assume Helm-
holtz coordinates, fx(r, i) and fy(r, i) are represented by
fxðr; iÞ ¼ sinhp cos ha cos/a þ cos hpsinha and ðA6Þ
fyðr; iÞ ¼ sin/p cos hp cos ha cos/a þ sinhpsin/psinha
 cos/p cos hasin/a; ðA7Þ
where













In Eq. (A4), fs() is used to compensate for the deformation of the
iris signature of the test image obtained at eccentric eye positions.
Let s0 denote the distance of the sampling path from the edge of the
pupil in the reference image. Here we assume that, in the test im-
age, the inner edge of the iris (i.e., the radius of the pupil) is vari-
able, and the annular region deﬁned by the inner edge of the iris
and the outer edge of the iris (radius, R) is linearly deformable.
Then, fs(), the radial position of the sampled iris signature from
the inner edge of the iris, is calculated by the formula used in Ivins,
Porrill, and Frisby (1998) and Zhu et al. (2004)
fsðr0; r1; s0Þ ¼ s0ðr1  RÞ þ Rðr0  r1Þr0  R : ðA10ÞA.1. Compensation for camera inclination
Because of a large translation of the pupil center in the eccentric
gaze with respect to the straight-ahead gaze in the eye images, we
used different camera positions depending on gaze positions.
Because the forehead is round, the camera position was assumed
to incline with respect to the reference camera position, in addition
to the horizontal and vertical translation of the image. We
360 H. Mitsudo et al. / Vision Research 49 (2009) 348–361compensated for this camera inclination by the following proce-
dure. (A positional change of the goggle might produce a rotation
of the goggle about a mid-sagittal axis. Such a rotation would pro-
duce ‘‘false” torsion in video images for each eye. We argue, how-
ever, that the torsion produced by camera rotation was cancelled
out in estimated cyclovergence because the two cameras were
ﬁxed with the single goggle.) We obtained eye images where the
eye gazed at an upward mark (h = 0; / = /p1) at each of the test
and reference camera positions. The angle of camera inclination
sc was also determined from the video images (see below). We as-
sumed that camera inclination produces a rotational deformation
of the iris signature about the horizontal axis. Eq. (A2) is then re-
placed by
/p ¼ sin1




where y0p is the shift of the pupil center with respect to the marker
position in the test camera position. Eqs. (A5) and (A7) are replaced
by
L0ðr; iÞ ¼ lðx0 þ reyefxðr; iÞ; y0p þ reyef 0yðr; iÞÞ and ðA12Þ
f 0yðr; iÞ ¼ reye
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ






þðFy þ cos hpsin/pÞ cos sc

; ðA13Þ
where Fx = fx(r, i) and Fy = fy(r, i).
A.2. Estimation of camera inclination sc
To correct the shape of the iris-sampling path in the test image
obtained at different gaze elevations, the camera inclination with
respect to the head was estimated with the images obtained at a
ﬁxed position. The camera inclination sc was determined by the
difference between the straight-ahead and eccentric gaze angles,
s1  s01. The angle of inclination was calculated by solving these
equations,
P coss1 ¼ p1
P coss01 ¼ p01
; ðA14Þ
where P is the height of the pupil and p1 and p01 are the projected
height of the pupil with respect to the camera for the straight-ahead
and eccentric camera positions, respectively (Fig. A). Note that the
height of the pupil (P, p1, and p01) was normalized with the width.
P was calculated by solving these equations,
P cosð/p1  /p0Þ ¼ p1
P cos/p0 ¼ p0
; ðA15ÞFig. A. A schematic illustration of the relation between eye position and camera
position.where p0 was the projected height of the pupil at the reference po-
sition, /p1 was the elevation angle of the (upward) marker position,
and /p0 was the gaze elevation at the reference position. P was esti-
mated by the best-ﬁtting ellipse for the pupil. sc was calculated by
the mean of |s1  s01| averaged over approximately 20 frames for
each eccentric gaze position for each observer. Note that the ellipses
were geometrically insufﬁcient to determine the direction of incli-
nation (with respect to the camera). Because the magnitude of slant
was assumed to be small due to the shape of the forehead, we used
the smallest value of |s1  s01|. In all cases tested here, the value was
consistent with |s1  s01|.
A.3. Removal of outliers
Outlier data were removed with the following two criteria: (a)
the value of cross-correlation (per sample point) was smaller than
cmean  2csd, and (b) the values of h, /, and w were not within
hmedian ± 2hsd, /median ± 2/sd, and wmedian ± 2wsd, respectively. The
subscripts ‘‘median,” ‘‘mean”, and ‘‘sd” refer to the median, mean,
and standard deviation of the obtained values for each trial,
respectively.Appendix B. Calculation of cyclovergence-induced predicted
depth
Because it is known that there are individual differences in per-
ceiving depth from binocular disparity and in responding to a
matching stimulus, a mapping function was calculated for each ob-
server. Speciﬁcally, a supplementary depth-matching experiment
was conducted to determine the gain g of converting horizontal
disparity into perceived depth (ideally 1.0) and the upper limit of
disparity k for perceiving depth.
In the supplementary experiment, observers were presented
with the dome-shaped stimuli deﬁned by horizontal disparity.
The test patterns consisted of random dots ﬁlled within the same
region as the test stimuli used in Experiment 1. The observers’ task
was the same as that of Experiment 1: after viewing each pattern,
the observers reported the perceived depth of the dome-shaped
pattern by adjusting the matching stimulus identical to that used
in Experiment 1. The maximum horizontal disparity on the screen
was chosen from 0.0, 1.0, 1.9, 2.9, 3.9, 7.7, 11.6, and 15.4 mm. Each
value of disparity was repeated three times in randomized order.
The anaglyph method was used to present the stereoscopic stimuli.
The same four observers participated in the experiment. Perceived
depth d as a function of disparity d was ﬁtted with the following
equation:






where b was the slope of the logit function (b = 2 in this study),
I = 65, and D = 170 mm. Note that disparity d and depth d are repre-
sented in terms of the length in a 3D space (mm) for mathematical
convenience. In this model, perceived depth d is almost a linear
function of disparity d when the value of d is smaller than the value
of limit k, and close to zero when the value of d > k. The two free
parameters, g and k, were calculated with the least-squares method
for each observer. Fig. B shows the results and ﬁtting lines for each
observer.
To compute predicted depth from cyclovergence, the value of d
was calculated by
d ¼ 2rsinðW=2Þ 1 h
2
h2 þ ð1 2h2Þsin2ðW=2Þ
" #1=2
; ðB2Þ
























Fig. B. Results for the supplementary experiment. The parameters of the ﬁtting
curves were used to determine each observer’s mapping function between
perceived depth and his/her response to the stimuli.
Table C1
Effects of the size of correlation window and the amount of image blur on estimated
cyclovergence (r = 0.5).
Stimulus Window size (pixels) Blur size (pixels)
5  5 9  9 13  13 3  3 5  5 7  7
Solid () 0.8 1.6 3.0 2.2 1.6 2.0
Dashed () 3.9 3.9 3.9 4.0 3.9 4.0
H. Mitsudo et al. / Vision Research 49 (2009) 348–361 361where h was the vertical/horizontal ratio of the ellipse for each
component arc (0.4), and r was the radius of the outer circle
(19.25 mm) in this study. See Mitsudo (2007) for the derivation.
Appendix C. Effects of correlation-window size and image blur
on estimated cyclovergence
We considered some potential free-parameters that might af-
fect estimated cyclovergence. In particular, the purpose of these
analyses was to examine whether (a) the size of the cross-correla-
tion window and (b) the amount of image blur have a signiﬁcant
effect on image-based calibration. We used the solid-line and
dashed-line stimuli with a cyclorotation of 4 and then estimated
cyclovergence as a function of standard deviation (r) of prior
cyclovergence.
First, to examine the effect of the size of the cross-correlation
window on estimated cyclovergence, we varied the size of the cor-
relation window (5  5, 9  9, 13  13). We consequently found
that estimated curves were similar in shape for the three sizes of
the correlation window. That is, the estimation curves for the
two stimuli approached the true value (4) as the standard devi-
ation of the prior function increased, but had different approaching
speeds. Table C1 shows estimated values of cyclovergence when
r = 0.5. Second, to examine the effect of the amount of image blur
on estimated cyclovergence, we varied the size of the Gaussian
blur kernel (3  3, 5  5, 7  7). We found that the estimation
curves were almost identical to each other. Therefore, we conclude
that the size of the correlation window and the amount of image
blur had little effect on estimated cyclovergence.References
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