The goal of metabolic association networks is to identify topology of a metabolic network for a better understanding of molecular mechanisms. An accurate metabolic association network enables investigation of the functional behavior of metabolites in a cell or tissue. Gaussian Graphical model (GGM)-based methods have been widely used in genomics to infer biological networks. However, the performance of various GGM-based methods for the construction of metabolic association networks remains unknown in metabolomics. The performance of principal component regression (PCR), independent component regression (ICR), shrinkage covariance estimate (SCE), partial least squares regression (PLSR), and extrinsic similarity (ES) methods in constructing metabolic association networks was compared by estimating partial correlation coefficient matrices when the number of variables is larger than the sample size. To do this, the sample size and the network density (complexity) were considered as variables for network construction. Simulation studies show that PCR and ICR are more stable to the sample size and the network density than SCE and PLSR in terms of F1 scores. These methods were further applied to the analysis of experimental metabolomics data acquired from metabolite extract of mouse liver. For the simulated data, the proposed methods PCR and ICR outperform other methods when the network density is large, while PLSR and SCE perform better when the network density is small. As for the experimental metabolomics data, PCR and ICR discover more significant edges and perform better than PLSR and SCE when the discovered edges are evaluated using KEGG pathway. These results suggest that the metabolic network might be more complex and therefore, PCR and ICR have the advantage over PLSR and SCE in constructing the metabolic association networks.
Introduction
Metabolomics is a rapidly emerging field to systemically analyze small-molecule metabolites, which are the end products of cellular processes in a biological organism [1] . Construction of metabolic association networks is a critical data analysis step in systems biology. The metabolic association network is a collection of metabolite relations during cellular processes. In this work, we focus on methods of constructing metabolic networks that represent biochemical transformations among metabolites.
A relatively smaller number of studies have been reported for metabolic network construction. Arkin et al. [2] predicted interactions within reaction networks over time for the glycolytic pathway. Steuer et al. [3] examined the relationship between data generated from networks and biochemical pathways using potato plant metabolism. Ursem et al. [4] constructed the metabolic networks from metabolite abundance in different tomato genotypes. All of these studies used the Pearson's correlation coefficients to construct the metabolic networks. A major drawback of Pearson's correlation-based networks is unable to distinguish between the direct and the indirect associations. On the other hand, Gaussian graphical models (GGMs) reveal direct associations with conditional independence/dependence among variables, using partial correlation coefficients that are calculated by the correlation of two variables after removing the effect of other variables [5, 6] . GGMs have been employed in metabolomics for several studies. Greenberg et al. [7] used the pseudo-inverse method to estimate the partial correlation (PC) for the study of the influence of enzyme evolution on Drosophila metabolic pathway. Chan et al. [8] also constructed the metabolic network to quantify metabolites present in Arabidopsis thaliana using the first-order correlation in which the effects of only one variable are removed. Theis et al. [9] used GGMs for reconstructing pathway reactions from human population cohort when the size of samples (experiments) was larger than the number of variables (metabolites). None of these studies, however, used dimensionreduced regression to construct the network.
Reconstructing GGMs using high-dimensional data remains as a difficult task, especially when the number of variables is larger than the sample size. The standard estimation of PCs includes either inversion of sample covariance matrices or estimation of p least squares regression problems, where p is the number of variables. If the number of samples (observations) n is much smaller than p, these approaches are inappropriate. One alternative is to use dimension-reduced regression such as the partial least squares regression (PLSR) [10] [11] [12] . Its goal is to discover orthogonal components (score matrix) to maximize the covariance of dependent (response) and independent (predictor) variables.
Independent component and principal component regression analyses (ICR and PCR, respectively) were considered in this study, and their performance for the construction of metabolic network was compared with the performance of PLSR, shrinkage covariance estimator (SCE) [13] , and extrinsic similarity (ES) [14, 15] . Note that PLSR and SCE were included in this comparison based on the previous studies [10, 11] . Although some studies have been performed to compare the performance among different GGM-based methods including PLSR and SCE [10, 12] , none of these studies included PCR and ICR for network construction. PCR finds a score matrix to maximize variance of independent variables, while ICR finds it to maximize independence. It is known that these two methods will produce the same results if a normal distribution is assumed [16] . The main difference between ICR/PCR and PLSR is that ICR and PCR reduce the dimensions of data without using dependent (response) variables.
Several studies compared the performances between PCR/ICR and PLSR but not in metabolomics. For example, Dupret et al. [17] showed that PLSR performs better than ICR, while Funatsu et al. [18] verified that ICR is superior to PLSR when it was applied to a quantitative structure-property relationship analysis. Also, Wentzull and Montoto [19] reported that no significant difference is shown between PLSR and PCR in terms of prediction errors although Yeniay and Göktas [20] urged that PLSR outperforms PCR. It still remains unclear which of these methods provides the precise output for network construction in metabolomics.
Methods

PC
The PC ρ XY\Z between X and Y given a set of n variables Z = {Z 1 , …, Z n } is the correlation between the residuals R X and R Y resulting from the linear regression of X and Y on Z, respectively. PC can be interpreted as the association between two random variables after eliminating the effect of a set of random variable. Consider x i , y i and z i = (z 1 i , …, z n i ) as samples of a joint probability distribution over X and Y on Z, and assume that the multiple regression problems are
where i = 1, ⋯, N. Then the least square solutionsŵ X ,ŵ Y of the regressions find the vectors to minimize the mean squared error of estimatorŝ x i andŷ i with respect to x and y, respectively. The residuals then are
and the sample PC iŝ
where Corr(⋅,⋅) denotes the Pearson's correlation coefficient of two random variables, R X = (r X,1 , ⋯ r X,N ) and
The problem often is that X Τ X is singular or ill-posed because the sample size is smaller than the number of variables. An alternative solution of this problem is to use dimension reduction methods for linear regression, which transforms the high-dimensional space into a space spanned by fewer components. Also, those methods can be applied to linear regression and machine learning approaches to increase performance [21, 22] . It is desirable that the dimension-reduced data (p≤ n) can make X T X well-posed as well as increase the performance. As mentioned before, we employ five methods to resolve this difficulty in this study, which are shrinkage covariance estimation (SCE) [13] , PCR, PLSR [23] , ICR [24] , and ES [15] . Here SCE is a regularized approach with shrinkage intensity, while ES uses mutual information. PCR, ICR, and PLSR are dimension reduction methods with feature extraction. The differences among PCR, ICR, and PLSR are as follows: PLSR uses both dependent and independent variables to reduce data dimension, while PCR/ICR uses only independent variables, and PCR/PLSR finds orthogonal features based on the normality assumption, while ICR finds independent features based on non-normality. Several studies considered PLSR to see the performance on biological network construction [10, 11] . However, there is no study to see the effect of differences among these three approaches on network construction. For this reason, we consider PCR, ICR, and PLSR in this comparison study. Furthermore, we employ SCE as a reference based on the previous comparison study [10] , and ES is also included to see the effect of mutual information.
SCE
Schäfer and Strimmer [13] proposed SCE to estimate the PC when the covariance matrix Σ is singular. Under singularity of covariance matrix, an alternative method is to trade off the unbiased sample covariance Σ and low dimensional shrinkage target matrix T;
where λ ∈ (0, 1] is shrinkage intensity. The optimal value of the tuning parameter λ is analytically determined and estimated from the data. For a more detailed description, refer to Schäfer and Strimmer [13] .
PCR and PLSR
PCR and PLSR [23] circumvent high-dimensional problem by decomposing a data matrix X into orthogonal scores T and loadings P
and regressing dependent variable Y on the first r important columns {t 1 , t 2 , …, t r } of the scores T, where X R is the remains of decomposition. In PCR, the orthogonal scores T(n × r) and loadings P(p × r) matrices can be calculated by applying the singular value decomposition (SVD) method to a centered data matrix X as follows:
where U(n × r) and P(p × r) are orthogonal matrices corresponding to r singular values. And the scores matrix T is defined by
After choosing the optimal or suitable number of components, the first r important components of X are preserved by T. Since the matrix T is orthogonal, T T T is diagonal and nonsingular matrix. Then the coefficient β T for a linear regression Y on the score matrix T is estimated bŷ
Thus the coefficient of the original multiple linear regression Y = Xβ + ε can be expressed bŷ
The residual of the model for a new sample z is then calculated by
where y and x are the sample averages.
In the case of PLSR, scores and loadings are chosen in such a way to describe the covariance between X and Y as much as possible. The standard algorithm for computing score and loading matrices T and P is nonlinear iterative partial least squares (NIPALS) as follows:
Let X 1 = X and y 1 = y, for each j = 1, ⋯, r, where r is a given number satisfying r ≤ n,
T y j =jjX j T y j jj, and store w j into W as a column.
2. Let t j = X j w j , and store t j into a matrix T as a column.
, and store p j into a matrix P as a column 5. Let X j + 1 = X j − t j p j T and y jþ1 ¼ y j −t jβ j .
Then we havê
and the residual is written by
For both PLSR and PCR using p linear regression models,
the method described in Pihur et al. [11] is used for the estimation of the partial correlation coefficients in this work, rather than the residualbased method as expressed in the Eq. (5).
ICR
ICR finds linear regression coefficients using both linear least squares method and a linear transformation of latent variables to minimize the statistical dependence of components in representation data [24, 25] . In ICR, latent variables are assumed to be non-Gaussian or mutually independent and therefore, are called independent components of observed data.
The observation data matrix X is considered to be a linear combination of independent components, i.e. X = AS, where columns of S contain independent components and A is a linear mixing matrix. Several methods were introduced to estimate an un-mixing matrix W and independent source signal S satisfying an equation S = WX. In this study, we employed fastICA [25] to obtain un-mixing matrix W and independent component S.
To extract independent component S, the fastICA searches for an unmixing matrix W that maximizes the non-Gaussian property of sources. Non-Gaussianity for the fastICA is measured using approximation to neg-entropy (J) which is more robust than kurtosis-based measures and fast to compute. The approximation of neg-entropy of y = w T x takes the form
where v is a random variable following a normal distribution N(0, 1), and w and x are the column vectors of matrices W and X, respectively. The following two choices are available for the function G:
where cosh(·) denotes the hyperbolic cosine function, and 1 ≤ α ≤ 2 is a constant. Consider the following fastICA algorithm, whose goal is to find a direction, i.e., a unit vector w that maximizes the neg-entropy J(w T x). The basic form of the fastICA algorithm is as follows:
1. Choose an initial weight vector w.
where the function g is a derivative of the function G in either Eqs. (17) or (18 Note that if the dot-product of the old and the new values of w is (almost) equal to 1, it is considered as converged.
The fastICA algorithm corresponding to unit vectors w 1 , w 2 , ⋯, w n is performed for each unit vector to estimate several independent components w 1 T x, w 2 T x, ⋯, w n T x. Furthermore, to avoid different vectors to converge the same maxima of non-Gaussianity, Gram-Schmidt method for the unit vectors w 1 , w 2 , ⋯, w n is performed for iteration as follows:
To calculate partial correlation coefficients, the following linear regression models are considered:
where ϵ i , ϵ k are measurement errors and
Once the mixing matricesÂ i ,Â k and the independent component matricesŜ i ,Ŝ k are estimated by fastICA, i.e. X / i ¼Â iŜi and X / k ¼Â kŜk , the regression coefficients β S,i , β S,k fromŜ i ,Ŝ k are calculated by the multiple linear regression (MLR) method as follows [18] :
Since X / i ¼Â iŜi and X / k ¼Â kŜk , the coefficients c lj
where these values are contributions of variable j-th factor of X \i , X \k to the l-th factor ofŜ i ,Ŝ k . Then, the partial correlation coefficientsρ ik are estimated by a method proposed by [11] using the estimated regression coefficientsβ i ,β k in Eq. (21) and the coefficients c lk
, c li (k) in Eq. (22) 2.5. ES ES between two variables, i and j, can be defined as
where f(i, j, k) denotes a function that signifies the association between variables i and j with respect to the third variable k, a set A consists of variables that contribute to ES A of variables i and j [14, 15] . To calculate ES A , a variable set A and an association function f must be determined.
In this study, a quantile approach was used instead of a constant cutoff value for a variable set A as used in Ucar et al. [15] .
Choice of a variable set (A)
An effective variable set N i is defined as the neighborhood list of variables i by
where κ α is a quantile value satisfying Pr(X ≥ κ α ) = α; a set G denotes the set of all variables in data; |r ij | refers to the absolute value of the Pearson's correlation coefficient between i and j. Note that the value α in this study was set to 0.05 based on our examination for finding an optimal value. The variable set A then is designated as the intersection of their neighborhood lists, i.e. A = N i ∩ N j .
Choice of an association function (f)
We followed the specific mutual information suggested by Ucar et al. [15] and defined two probabilities P(i, j) and P(i) as
where # (⋅) is the number of variables. The specific mutual information is a measure of association commonly used in the information theory to infer mutual dependency. Specific mutual information of two variables X and Y is defined as P(X, Y)/P(X)P(Y), given their joint probability distribution P(X, Y) and marginal distributions P(X) and P(Y). Based on this analysis, we used the following ES measure with the association function f(i, j, k), which is the absolute difference in specific mutual information of linked variables, to quantify dissimilarity of two variables (i and j):
This definition ensures that two variables having the same co-occurrence relations with their common neighbors are closely related to each other (ES A value close to 0).
Optimal number of components and false discovery rate
In order for PLSR, PCR, and ICR to select the optimal number p 1≤p≤15 ð Þof components, 5-fold cross-validation for simulated data was used, while the leave-one-out was used for experimental data since the sample size of experimental data is too small as shown in Table 1 . As for experimental data, the range of the optimal number of components was bounded by the sample size.
Once the numerical partial correlation coefficient scoresρ ij for SCE, PLSR, PCR, and ICR are obtained to measure the strength of the relationship between any two variables i and j, we need to determine which of these are statistically significant. In other words, we are faced with testing multiple hypotheses [26] given by
where ρ ij ¼ Eρ ij are the population scores [11] . To do this, we used the q-values [27, 28] using the R package q-value for all the methods except for ES method. The cutoff value of q-value was set to 0.2 as in Kramer et al. [10] .
Data
Two data sets were used in this study to compare the performance of each method on metabolic network construction. One is simulated data and the other is a set of real experimental data.
Simulated data
The simulated data were generated by varying two parameters, sample size and network density. The number of variables p was always set to 100. We then used nine different densities, 2.5%, 4%, 5%, 6%, 7.5%, 10%, 12.5%, 15%, and 25%, to describe the network density, where the network density is defined as the ratio of the number of true significant edges to the number of total possible edges. Given each density, the simulated data were generated using five different sample sizes, 25, 50, 100, 150, and 200. As a result, a total of 45 cases were considered in the simulation. For each case, we generated 100 data sets and then compared the performances of each method with the averages. The R package GeneNet was used to generate the simulated data [29] . Note that since GeneNet constructs the network under a normal distribution and therefore, the simulated networks become the random network. In fact, this was verified by fitting the histograms of the degrees (number of edges for each node) as shown in Supplementary Information Fig. S-16(A) and (B) . Because the real biological networks generally follow a scale-free network other than a random network [30] , we further considered two more packages, iGraph [31] and Pajek [32] , to generate scale-free networks. Note that the random network [33] has a degree which follows a binomial distribution, while the scale-free network [34] , of which the degree is dominated by power distribution. iGraph requires the users to set two parameters, the number of growth of the next step and the power of Barabasi-Albert model. In this study, we used 3 and 5 for the number of growth and 0.5 and 1 for the power, respectively. To use Pajek, the user needs to determine two parameters, the maximum number of true edges and the average degree of vertices, to generate the scale-free networks. The maximum number of true edges was set as 200 and 500, and the average degree of vertices was assumed as 10 and 5. Table 1 lists the experimental data of metabolites extracted from a mouse liver. The experimental data consist of all compounds detected from 12 mouse samples on a linear trap quadruple-Fourier transform ion cyclotron resonance mass spectrometer (LTQ-FTICR-MS) via direct infusion. For the association network study, we used 94 compound peaks that were detected in all 12 samples [35] .
Experimental data
The log-transformation of peak intensities and normalization were conducted for data preprocessing. As for normalization, the L2-normbased approach was applied [36, 37] . Table 1 The information of experimental data. The value in paraphrases describes for the number of nodes and full edges used in Fig. 2 
Evaluation measures
The true positive (TP) is the number of elements whose true value and predicted outcome are positive, the false negative (FN) is the number of elements whose true value is positive but predicted outcome is negative, and the false positive (FP) is the number of elements whose true value is negative but predicted outcome is positive. The performances of all methods were then evaluated using the following four criteria:
(1) The true positive rate (TPR): TPR is the proportion of the actual positives which are correctly predicted
(2) The positive predictive value (PPV): PPV is the proportion of subjects with positive output results which are correctly predicted
It is a measure of accuracy, which is the harmonic average of TPR and PPV
(4) The number of significant edges.
Note that since the true edges of simulated data are known, we could calculate the above measures directly. However, as for the real experimental data, the true edges are unknown. Therefore, each constructed network of the real data is validated using Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway database (www.genome.jp/ kegg) to see if the discovered edge is present in the KEGG pathway database.
Results
Simulated data
The PC matrix was estimated from PLSR, PCR, ICR, SCE and ES methods using the two types of simulated data for network construction. We generated simulated data as changing sample size from 25 to 200, and true network densities from 2.5% to 25%. Fig. 1 displays the F1 scores of each method according to the four selected network densities: 2.5%, 5%, 10%, and 25% and the five sample sizes: 25, 50, 100, 150, and 200 (see the Supplementary Information Fig. S-1 for all other network densities). The comparative performance of each method is dependent on the density of the true network. In the sparse network of 2.5% density, SCE and PLSR perform better than others through all sample sizes. In the complex networks from 12.5% to 25% density, PCR and ICR perform better than SCE, PLSR and ES across all sample sizes. Interestingly, if the sample size is small (25 or 50) and the network is moderate complex (4% to 10%), PCR and ICR outperform SCE and PLSR; otherwise SCE and PLSR are better than PCR and ICR in Fig. 1 . Plots of F1 score, TPR, PPV with respect to the sample size and the network densities of 2.5%, 5%, 10%, and 25%. Each column stands for a density of 2.5%, 5%, 10%, and 25%, respectively. Row plots are related to the performance measures of F1 score, TPR, and PPV. Each horizontal-axis represents the sample size of 25, 50, 100, 150, and 200.
terms of F1 score. Furthermore, F1 scores of SCE, PLSR, PCR and ICR increase as the sample size increases, as expected.
Supplementary Information Figs. S-2, S-3, and S-4 give the number of significant edges, TPR and PPV related to all network densities, respectively. PCR and ICR tend to have the larger numbers of significant edges, while SCE and PLSR tend to have the least complex networks. For example, in the case of 5% network density, ICR and PCR construct more complex networks than PLSR and SCE do. As the sample size increases, the number of significant edges of ICR and PCR decreases, but these of PLSR and SCE increase. Compared with PCR and ICR, SCE and PLSR have much wider variation in TPR as the sample size and the network density are varied (Supplementary Information Fig. S-3) . Furthermore, PCR and ICR have consistently much larger TPR than SCE and PLSR when the network density is larger than or equal to 10%. However, the PPV has the opposite trend compared to TPR, as shown in Supplementary Information Fig. S-4 . That is, both SCE and PLSR outperform PCR and ICR across all network densities. Interestingly, SCE performs the best in terms of PPV if SCE generates no empty network.
The precision-recall (PPV-TPR), receiver operating characteristic (ROC), and areas under the curve (AUC) plots are further investigated with network density of 2.5%, 5%, 10%, 12.5%, 15% and 25% as shown in Supplementary Information Figs. S-5 (A) and (B) and S-6, respectively. In the PPV-TPR plot, PCR and ICR have better recall (TPR) values than those of other methods when the sample size is small, while SCE has the largest precision (PPV) values across all the densities, as can be seen in Fig. S-5 (A) . Fig. S-5 (B) shows that PCR and ICR have larger FPR values than other methods. This might be because significant edges are more observed with PCR and ICR. In the case of AUC as depicted in Fig. S-6 , its value becomes less than 0.6 when the network density is more than or equal to 10%, so the performance of all the methods becomes slightly better than the case corresponding to random chance (AUC = 0.5). Overall, it can be seen that AUC has the similar trends to F1 scores.
It is noteworthy that, in this study, we used the Pihur et al. [11] approach to estimate the PC for PLSR, PCR and ICR while Eq. (5) was used for SCE using the R package GeneNet [29] . Note that this method is not suitable for SCE and so SCE still uses Eq. (5). Supplementary Information Table S-1 shows the number of empty networks generated from PLSR and SCE out of 100 replications for each case, respectively. SCE has much more empty networks especially when the sample size is small. As for Fig. 1 , the empty networks were excluded for the calculation of the averages of each of the four evaluating criteria. If all the 100 replications were resulted in empty networks, we obtained no value including F1 scores. Therefore, there are no point and line in Fig. 1 for SCE and PLSR in some cases.
In Table 2 , we calculated the mean squared error (MSE) between the true and the estimated partial correlation coefficients for SCE, PLSR, PCR, and ICR only when the sample size was 25 since it is more practical for real-world application. The MSE of PLSR increases as the network density increases and is worse than that of SCE and PCR/ICA. The MSEs of PCR and ICR are stable than these of PLSR, indicating that PCR and ICR are less sensitive to the network density. The MSE of SCE is much smaller than these of other methods. This is because the PC of SCE was calculated based on Eq. (5), while those of PLSR and PCR were computed by Pihur et al. [11] approach. We will discuss the more important details of this consideration in Section 4.
The structure of the constructed networks was further evaluated by fitting to the power-law functions. The residual sum of squares for each method is shown in Supplementary Information Table S-2. Interestingly, although the simulated networks belong to the random network, the estimated networks are well fit to the scale-free network. However, it is well known that the real biological networks follow a scale-free network other than a random network [30] . For this reason, iGraph and Pajek packages were also considered to generate the scale-free networks and then each method was implemented on these simulated scale-free networks. Supplementary Information Fig. S-7 shows the F1 scores of each method for the reconstruction of the scale-free networks generated by iGraph and Pajek. Because each package has its own approach to generating the network, it was unmanageable to generate the networks that have the same conditions as these of GeneNet. Therefore, we first generated the networks using certain configurations of each package and then checked the network density. By doing so, we obtained four cases for iGraph and two cases for Pajek, respectively, which are similar to the networks with density of 5% or 10% generated by GeneNet. Supplementary Information Fig. S-7 depicts the results of iGraph and Pajek. From this additional simulation, no difference between the random networks and the scale-free networks is observed in terms of F1 scores.
In summary, SCE and PLSR have the similar performance in the reconstruction of networks, while PCR and ICR have almost identical performance with the simulation data. In terms of F1 scores, SCE and PLSR outperform others when the network is less complex, while PCR and ICR perform better than others as the network is more complex. PCR and ICR estimate the closer partial correlation coefficients to the true partial correlation coefficients than PLSR in regard to MSE.
Experimental data
The true networks in the experimental data are unknown. For this reason, we compared the performance of each method in terms of the number of significant edges and the number of overlapped edges, followed by verifying the reconstructed networks using a public metabolic pathway database.
In Table 3 , the values in diagonal are the numbers of significant edges for each method, and the values in the upper diagonal are the numbers of overlapped significant edges in two corresponding methods. The trend of the number of significant edges of each method is similar to the simulated data with a network density of 5%, where PCR and ICR construct the largest network but ES has the smallest one, although the densities of the constructed networks range from 0.47% to 2.8%. As expected, ES constructed the smallest network. There are 38 edges in common between SCE and PCR/ICR, 54 edges in common between PLSR and PCR/ICR, and 43 edges in common between SCE and PLSR. These indicate that each method constructed the different networks from each other except for the networks constructed by PCR and ICR. Table 3 The number of significant edges and the intersection between two methods calculated using the experimental data. Since the whole network is large, we considered the sub-networks of each method with all the nodes that have one or more edges for each constructed network. Note that PCR and ICR constructed the exactly identical networks. These sub-networks are displayed in Fig. 2 . Their whole networks can be found in Supplementary Information Fig. S-8 for the experimental data sets identified by MetSign [35] . As observed in Fig. 2 , PCR and ICR constructed the most complex network, while ES constructed the least complex network, which is consistent with the simulated data. In addition, the network topology of the estimated networks for each method was investigated. Similar to the simulated data, the estimated networks are the scale-free network as depicted in Supplementary Information Fig. S-9 .
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Each constructed network was further evaluated using Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway database (www.genome.jp/kegg). In this case, all the edges of each constructed network were verified to see if the discovered edge is present in the KEGG pathway database. SCE, PLSR, PCR/ICR and ES discovered 34, 39, 67 and 9 edges present in the KEGG pathway database, respectively. Fig. 3 shows the Venn diagram for the edges among the four constructed networks that present in the KEGG pathway database. Among all the edges discovered by the 5 algorithms (164 unique edges), 32 (47.8%) edges are discovered by only PCR/ICR, while 5 (14.7%) and 3 (7.7%) edges by SCE and PLSR, respectively. As a consequence, the PPVs for SCE, PLSR and PCR/ICR are 50.0% (=34/68), 55.7% (=39/70), and 54.6% (=67/123), respectively, assuming that the edges found in the KEGG pathway database are true. The network constructed using the edges present the KEGG pathway database is displayed in Fig. 4 . The compound names and edges discovered in the KEGG pathway database are listed in Supplementary Information Tables S-3 and S-4. Interestingly, most of the edges found by ES are related to fat digestion and absorption pathway. Fig. 2 . Comparison of estimated metabolic association network using FT-MS data. Each plot just depicts the metabolites with significant edges constructed by each method using the 92 experimentally measured metabolites. Full name of each node is shown in Supplementary Information Table S-5. This plot was generated with the Cytoscape application.
Discussion and conclusions
We compared the performance of PCA, ICA, PLSR, SCE, and ES for the construction of metabolic association networks using both the simulated and real biological data. As for the simulated data, the performance of each method depends on network density and sample size. In a sparse network, F1 scores of SCE and PLSR are better than those of PCR, ICR and ES. In a moderate network, PCR and ICR are superior to SCE and PLSR when the sample size is small while SCE and PLSR outperform PCR and ICR in the case of large sample size. PCR and ICR perform the best in all sample sizes when the network is complex.
For PCR and ICR, all the performance measures are very similar to each other regardless of the sample size and the network density in the simulated data. This observation agrees with the literature reported results [16, 38] . The main difference between PCR and ICR is that PCR maximizes variance of data, while ICR maximizes the independence of latent variables. However, under the Gaussian normal distribution, the components of PCR are mutually uncorrelated so that these components become independent. For this reason, it is natural that these two methods have the same performance with the simulated data. One interesting trend is that PCR and ICR generate exactly the same network even for the experimental data. It might be because of the logtransformation of the data to make the data look like a symmetric distribution.
In this study, the estimation method of partial correlation coefficient for PLSR, PCR, and ICR was replaced with Pihur et al. [11] approach. The estimates using the Pihur's approach are two or more times larger than those using the Eq. (5), resulting in larger difference from the true coefficients. For this reason, the MSEs of PLSR and PCR/ICR in this study are much greater than that of SCE in Table 2 .
Supplementary Information Fig. S-10 depicts the variation between the true and the estimated PCs for a network with density of 5% and sample size of 25, which has a total of 248 true nonzero PCs. Compared with the other approaches, the estimated PCs with a true correlation value of zero (i.e., no correlation) have much narrower variation in the case of SCE, indicating that the zero true PCs are better estimated by SCE (Fig. S-10a) . However, the nonzero true PCs are better estimated by the other approaches ( Fig. S-10b , S-10c, S-10d). 95% of the true PCs have true correlation values of zero, which generate a very small MSE value for the SCE approach. On the other hand, the F1 score of SCE becomes worse because the true PCs close to either −1 or 1 are much worse estimated by SCE. For these reasons, SCE has a much smaller value of MSE but a small value of F1 score.
The effect of FDR on the number of empty networks was investigated by employing the Benjamini-Hochberg FDR method (BH-FDR) [26] , as shown in Supplementary Information Table S-3. We can see that the trend of BH-FDR method is generally similar to that of the q-value method used in this paper, meaning that the number of empty networks of SCE decreases as the sample size increases. It should be noted that the number of empty networks of PLSR is zero in the case of BH-FDR method. The reason is that the BH-FDR method generally constructs about ten empty networks less than the q-value method, but the number of empty networks of PLSR in Table S-1 is less than ten. Overall, there is no difference between the BH-FDR and q-value method in terms of the number of empty networks.
In analyzing the simulated data, PLSR and SCE outperform PCR and ICR when the network density is small (d = 2.5%), while PCR and ICR perform better when the network density is large (d N 5%) as shown in Fig. 1 . Such different performance might be that PCR and ICR use only predictor (independent) variables while PLSR use both predictor (independent) and response (dependent) variables for dimension reduction. Therefore, PLSR can be considered as supervised learningbased methods, while PCR and ICR as unsupervised learning-based method [39] .
In this study, the random network was mainly used to compare the performance of each method for reconstructing the networks. However, since the real biological networks follow a scale-free network other than a random network, we further considered the scale-free networks using two existing packages, iGraph and Pajek, when the network density is near 5%. The results demonstrate that there is no difference in analyzing the performance of SCE, PLSR, PCR and ICR by either using a random network or a scale-free network. SCE and PLSR perform better than PCR and ICR when the sample size is large, while PCR and ICR outperform others when the sample size is small (Supplementary Information Fig. S-7) . The main reason why no difference was found in using a random network and a scale-free network is that the number of significant edges does not depend on the structure (or topology) of the network but on the strength of association. In other words, no matter what the topology of a network looks like, the FDR performs the calculation or estimation only based on the estimated PC.
In order to detect the significant edges, FDR is employed to each method except for the ES method. FDR requires either a statistic, such as z-, t-statistic, or p-value. However, it is difficult for ES method to infer a statistic due to its complicated expression as described in Eq. (26) . Moreover, when comparing the distributions of the estimated PCs of SCE, PLSR, PCR, and ES methods as depicted in Supplementary Information Figs. S-11 (a)-(c) and S-12, respectively, we found that the distribution of ES method is essentially different from these of the other methods. The majority of the estimated ES values are near to zero, while other methods have the majority of the estimated values near to zero. A zero value of the ES method represents a strong association while a zero value in other methods represents no association. Therefore, we implemented the ES method with two more thresholds, ES = 0.001 and ES = 0.1, along with ES = 0, to see the effect of the cut-off value on the performance. These results are displayed in Supplementary Information Figs. S-1, S-2, S-3, S-4, and S-7. It can be seen that the overall F1 value increases as the threshold increases, but its performance is still worse than the other methods. On the other hand, it often happens that the denominator of the fractions in Eq. (26) is zero, causing that the value of ES method becomes infinity. In this study, we considered the edges having the value of ES method of infinity as nonsignificant edges and removed them for further analysis. To circumvent this difficulty, we investigated the performance of ES method by adding a small number 10 −10 into the probability of P(i, j) in Eq. (25) and the results with a small number are shown in Supplementary Information Figs. S-13, S-14, and S-15. However, in terms of F1 value, we found that the ES method without adding the small number is better than the method with the small number. The method of finding a statistic for FDR and how to deal with infinity are left as future work.
The area under the ROC curve (AUC) was further evaluated for each method as shown in Supplementary Information Fig. S-6 . Except for the density of 2.5%, the AUCs of all the methods become less than 60% when the sample size is less than or equal to 50. Moreover, when the density is 25%, the AUCs of the sample size of 25 and 50 are close to 50%, which is the case corresponding to random chance. In other words, this fact addresses that the current state of reverse engineering in network reconstruction is slightly better than the random chance in terms of AUC.
As for the experimental data, PCR and ICR discovered more significant edges than SCE and PLSR so that PCR and ICR constructed more complex network than others. This is consistent with the results from the simulated data. In fact, although F1 score of PCR and ICR is larger than that of SCE and PLSR, the PPVs of SCE and PLSR are in general larger than that of PCR and ICR in the simulated data analysis as seen in Fig. 1 . Therefore, if the objective of the network construction is to discover individual pathways rather than to investigate the global systems of pathways, SCE and PLSR can be of a choice. However, the performance with the experimental data shows that there are more edges present in the KEGG pathway database in the network constructed by PCR and ICR than SCE and PLSR, and the predicted PPV of PCR and ICR is very similar to that of SCE and PLSR (54.57% for PCR/ICR, 50.00% for SCE, and 55.71% for PLSR), assuming that the edges found in the KEGG pathway database are true. This indicates that the density of the true metabolic network of this experimental data might be suited to PCR and ICR considered as density of 5% with small sample size. However, further research is needed to better understand and fully answer how complex the metabolite network is.
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