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Abstract
Datasets provide open and accessible benchmarks for
the refinement of existing algorithms and the testing of
new techniques. Notably, recent advances in computer vi-
sion, particularly in convolutional and deep neural net-
works, have been enabled by the availability of appropri-
ate datasets. Though datasets have evolved to contain ever
more data, the focus has remained on static and passive
information. We propose that in emerging application ar-
eas such as augmented reality and robotics, a more active
and dynamic approach to datasets is required. We review
key limitations of existing datasets, and propose directions
for discussion and creation of deeper dataset capabilities,
including accommodating shifts in camera pose, scene be-
haviour and affordances, and variations in camera config-
uration.
1. Introduction
Over the last decade datasets have played a vital role
in a range of research fields, including computer vision,
robotics, biology and medicine. Common benchmarks have
provided the foundation for the empirical analysis and re-
finement of techniques. In machine learning, in particu-
lar, datasets have enabled not only the basis for learning,
but also for the direct comparison of algorithmic perfor-
mance, allowing the steady refinement and improvement of
machine learning techniques.
A wide variety of computer vision datasets are presently
available, and several websites exist that curate comprehen-
sive lists of datasets tailored to specific tasks, including im-
age labelling, object classification, and stereo processing
[2, 10, 17]. Due to the widespread availability of an ever-
increasing amount of data, a recent move to larger datasets
is evident. This trend to ‘big data’ is also visible in indus-
try, where machine learning is increasingly used to provide
business intelligence.
While the number and size of datasets is ever increasing,
they are still limited in terms of the domains to which they
apply, and are prone to bias [20]. In this work we argue
that rather than indefinitely increasing the size of datasets,
yielding incremental improvements to the functionality they
offer, there is a call for increasing the capabilities offered by
datasets. Particularly in fields involving active or dynamic
vision and interaction with the environment, e.g. robotics
and augmented reality, there is a call for datasets to provide
richer information.
We argue that it would be of great benefit to these
fields to pursue datasets that capture deeper information,
for example by allowing changes in camera pose or in-
teraction with the scene. We further argue that, using
well-established methods from image-based rendering, the
dataset could abstract itself away from the camera that cap-
tured it, allowing simulated changes to key camera specifi-
cations such as field of view or depth of field, point of view
and multiple-camera configurations.
2. Current Datasets and Their Limitations
Current computer vision datasets are enabling a more ob-
jective means for comparing a wide variety of algorithms,
focusing on specific tasks, such as scene segmentation, ob-
ject detection and classification. Figure 1 shows a selection
of images taken from a few of the commonly known com-
puter vision datasets. By providing a set of pre-recorded
images these sets can help overcome commonly occurring
problems, when trying to reproduce, verify and compare re-
Figure 1. Pictures from commonly known vision datasets.
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sults of different algorithms. In a way these datasets abstract
the camera-related parameters, lighting and other variables
when taking images.
In computer vision, the classification of objects in im-
ages is one of the main tasks where datasets have provided
benchmarks. Certain images are in fact so commonly used
that the researchers themselves can identify the datasets by
just looking at a few samples [20]. It has been argued
though that such datasets contain bias, and efforts have been
made to measure this bias. Furthermore, recent publica-
tions have shown how easily current state of the art systems
can be “fooled” into misclassification through slight image
modification, for example by adding noise [14].
To overcome these biases and to test scalability to larger
sizes, artificially created synthetic datasets have been pro-
posed. The ability to provide objective ground truth is an-
other advantage with generated data. Synthetic light field
datasets have been used to validate techniques in challeng-
ing conditions, including transparencies, occlusions and re-
flections [21]. Computer games and game engines have
been used to create vision datasets. For robotic applications,
for example, a synthetic dataset based on 3D models and
renderers was created to provided information to find grasp
points. This techniques enabled to learn grasping for real
objects that are similar in shape to the ones rendered [18].
A limitation of these datasets is generally the lack of texture
information, seen in Figure 2.
Over the last years more datasets have been released
that contain video data. The difference is that the tempo-
ral information can be exploited by the classification algo-
rithm, to detect human actions [5]. Vision datasets have
also extended the use of depth information, in e.g. action
recognition [15], as the availability of RGB-D cameras has
increased. In other areas of research the use of cameras
has increased as well, leading to a number of applications
in which the camera is in motion during sensing. Aug-
mented reality applications, for example, depend on feature
extraction and 3D reconstruction.In robotics, visual SLAM
datasets are available [7], providing a joint dataset which
contains the sensory input to the agent as well as the ac-
tion taken – represented in the current state. Recent robotic
datasets focus on 3D point clouds and the integration of a
Figure 2. Synthetic pictures from a dataset for grasp learning [18].
wide range of sensors [7, 16]. The recordings are usually
taken from pre-defined traverses of mobile robots (or mo-
bile sensors suites). While these provide a way of testing
how to perform certain tasks, they are currently not provid-
ing a benchmark for how the choice of a specific action can
yield change in the sensory input. Especially in robotic vi-
sion, where the agent is able to change its environment (or
at least the position of the camera), a different kind of com-
parison needs to be done. Previously, robotics algorithms
were evaluated by loading them onto a standard platform
running in the same environment, providing realism and
some ability to compare their performance [1]. The pro-
cess was not fully repeatable due to variation in initial robot
position and changes in the environment and lighting con-
ditions. At Berkeley the BigBIRD dataset is collected using
multiple RGB and depth cameras. The object is placed on
a turntable, which is moved in small increments to record
different viewpoints (Figure 4). The large dataset contains
not just textures but also 3D point clouds.
3. Propositions
We propose that datasets can be made more useful in a
range of applications by combining techniques from image
synthesis, augmented reality, and image-based rendering.
An appropriate approach has the potential to bolster exist-
ing datasets, exploiting recent improvements in sensing and
rendering to yield very realistic synthetic data.
3.1. Augmented Reality for Virtual Visualization
For robotic vision datasets, it is desirable that each
dataset include spatial and temporal representations along
with raw imagery. Generally speaking, datasets should at-
tempt to capture the behaviour of real objects under a wide
variety of conditions. The combination of synthetic data
and the physical surrounding environment would add valu-
able insight into the targeted task as well as a uniform vali-
dation scenario.
We propose that methods from augmented reality lend
themselves well to this need. This technology provides an
Figure 3. A snapshot from the Robotic 3D Scan Repository pro-
viding a point-cloud, which can arbitrarily rotated.
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interactive interface for various applications including com-
puter vision and robotics and etc. Besides, this framework
provides an opportunity to use the same set up and formu-
late hypotheses for different robotic vision tasks, interact
with the synthetic environment based on the desired task
(e.g. adding challenges such as occlusion, illumination vari-
ation and etc.) and perform the tests with a clearly repeat-
able experimental set up. AR seems to decrease the gap
of what we can generate or collect and what we can prop-
erly and fairly evaluate and analyse. In addition, to cover a
broader range of tasks and simulate their challenges, there
is a need for a robust multimodal system including multiple
sensory channels and a proper sensor fusion algorithm.
3.2. Image-Based Datasets
An evident means by which a dataset might better serve
applications employing mobile cameras is in supporting the
synthesis of novel views. This might be carried out by
estimating 3D textured representations of scenes and ob-
jects [11, 12, 13], such that each example in a dataset be-
comes an interactive object from which arbitrary views can
be rendered. A key limitation of this approach, though, is
that it stores derived quantities rather than directly measured
data. This means that limitations in the 3D modelling al-
gorithm, e.g. in dealing with specular reflection or trans-
parency, become a permanent limitation of the dataset.
It is desirable, then, to store the raw source imagery
along with the 3D model, to allow improvements in mod-
elling algorithms to benefit the dataset. This approach was
taken by [4], for example. The further possibility arises of
foregoing model formation altogether by employing image-
based rendering techniques [19, 9]. In such an approach,
a scene or object is represented only as a set of images,
with no explicit geometric model, and rendering is posed
as the inference of the values of rays captured by the virtual
camera. Image-based models can be unstructured, allowing
cameras to exist at arbitrary locations in the scene [6, 3], or
they can be structured as in the case of the light field, which
captures a regular grid of camera poses [8]. The advantage
of the light field approach is that rendering becomes com-
putationally efficient, requiring only a 4D linear interpola-
tion per pixel, but with the drawback of increased redun-
dancy, ultimately requiring more storage than unstructured
light fields.
In addition to rendering from novel poses, both 3D mod-
elling and image-based rendering approaches present the
possibility of rendering from novel camera configurations.
This includes the ability to simulate cameras with different
depths of field, fields of view and resolutions, as well as
allowing for stereo, multi-camera rigs, and plenoptic cam-
eras. This powerful capability frees the dataset from the
parameters of the camera used to measure it, and allows the
evaluation of hardware as well as algorithms.
3.3. Synthetic Datasets for Robotic Vision
Controlling where to place the sensors in the environ-
ment to better classify and detect objects is one of the main
advantages that robotic vision has over standard computer
vision. Building on BigBIRD style datasets we propose to
include a standardized viewpoint control capability. A mo-
tion input can be used to move the camera virtually in the
scene. The new view of the scene can be rendered using
state-of-the-art computer game 3D engines. By interpolat-
ing from the existing data in the dataset this can be used to
create new realistic images for classification.
Furthermore, one approach is to synthesise more com-
plex scenes with multiple objects rendered into the environ-
ment. In these cases occlusions occur based on the known
objects’ geometries and the viewpoint of the camera. By
modelling sufficiently accurate representations of the ob-
jects offline and allowing the camera position to be exter-
nally specified, a more applicable dataset for robotic vision
can be created.
4. Discussion
Current datasets provide a standardized testing of com-
puter vision techniques. Such benchmarks though are not
yet available for scenarios where the choice of a specific
action can yield change in the sensory input. Especially in
robotic vision, where the agent is able to change its environ-
ment (or at least the position of the camera) a different kind
of dataset is needed to allow for an objective comparison.
We propose more dynamic and active datasets, where
based on data collected, additional views can be synthet-
ically generated. Datasets like these allow for better re-
producibility of results gained with, for example, robotic
platforms, in which the camera motion can be controlled.
They also provide a more systematic way of comparing
techniques, by abstracting specifics of the hardware.
Figure 4. The BigBIRD dataset collection setup.
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