In order to accelerate the Multi-Relaxation-Time Lattice Boltzmann Method (MRT-LBM), it was parallelized on multi-GPUs located in one computer. Lattices of the MRT-LBM were distributed to the different GPUs and they were operated on the GPU threads concurrently. In the step streaming, in order to get the neighbour lattice information, all lattices were combined and operated on the master GPU. Three-dimensional (3D) groundwater flow was simulated by using the parallelized MRT-LBM and the experimental results showed that almost 95 times acceleration was attained on a six GPUs computer. The parallelized MRT-LBM based on the multi-GPUs located in one computer is efficient in terms of both time and energy.
1.Introduction
As an intermediate mesoscopic method connecting the macroscopic method with the microcosmic method, Lattice Boltzmann Method (LBM) features the advantages of simple algorithm steps, easy lattice partitions, good parallelism and tractable boundary conditions [1] [2] . In LBM, Multi-Relaxation-Time (MRT) model is popular because it highlights high precision, good convergence, high stability, short computation time and many manageable parameters [3] [4] [5] [6] [7] . So MRT-LBM has been applied to many 3D flow problems [3] [4] [5] [6] [7] .
The more lattices the MRT-LBM has, the higher precision it can provide and needs more calculation time. To accelerate the computation, the parallel computing has been used to simulate various flows based on MRT-LBM [8] [9] [10] [11] [12] [13] [14] . Most of the current researches either focus on the single GPU [8] [9] [10] or on the GPU clusters [11] [12] [13] [14] . In this paper, we parallelize the MRT-LBM on multi-GPUs located on one computer, which can make MRT-LBM efficient in terms of both time and energy. A 3D groundwater flow was simulated in the experiments to test the correctness and the efficiency.
The structure of this paper is as follows: in Section 2, we describe the MRT-LBM model and the two parallel architectures. In Section 3, we parallelize the MRT-LBM model on GPUs. In Section 4, a 3D groundwater flow is simulated to test our parallelized MRT-LBM model.
2.Background
The MRT-LBM model and the two parallel architectures adopted herein are introduced in this section.
2.1MRT Lattice Boltzmann Method
The process of solving partial differential equation (PDE) by using MRT-LBM is divided into seven steps as follows. In this paper, D3Q19 model was used [15] .
1. Discretization. The 3D area is discretized into lattices. Each lattice owns 19 distribution functions in different directions.
2. Initialization. The initial distribution functions are usually set to its equilibrium distribution function (EDF) which is described as
where c s is regarded as the sound velocity, ω i is the weighting factor, c is lattice velocity and ρ is the macroscopic value.
3. Collision. Collision is executed based on Lattice Boltzmann Equation(LBE) which is formulated as that in Equation (2).
In Equation (2) 
6. Boundary condition. The boundary condition directly influences the results of MRT-LBM and it deals with the distribution functions that are not achieved after collision and streaming.
7. Convergence judgment. If the errors between the current macroscopic values and the previous ones are small enough, we judge the system achieves a stable condition.
2.2Parallel Architecture
Many parallel architectures like CUDA [16] , MPI [17] and OpenMP [18] have been applied to accelerate the calculations. In this paper, CUDA and OpenMP made use of the powerful calculating capabilities of the GPUs.
2.2.1CUDA Architecture
CUDA published by NVIDIA can implement calculations on computational General Purpose GPUs. After copying data from CPU (host) to GPU (device), the kernel functions implement the primary algorithms run on devices.
A kernel function maps to a grid (__global__ function) on a GPU. A grid can access the global memory of a GPU. When a kernel function is called, CUDA allocates a lot of blocks and each block has many threads. A thread owns a register and the local memory, and the threads in the same block have a shared memory.
2.2.2OpenMP Architecture
OpenMP supports the shared memory parallel programming in a computer. It can be used to start the CPUs working concurrently first and then each CPU core starts with each GPU. The multi-GPUs in a computer can work concurrently.
3.GPU Parallelism of MRT-LBM
To accelerate the MRT Lattice Boltzmann Method, we parallelize it on GPUs by using CUDA and OpenMP.
Parallelism of MRT-LBM on a GPU
Our method for parallelizing MRT-LBM on a GPU is shown in Figure1. Seven steps of each MRT-LBM lattice shown in 2.1 are operated on each GPU thread. So all the lattices can be computed concurrently. According to the number of lattices, the number of blocks and threads in a GPU were set as follows, dim3 threads(num_threads, 1, 1) dim3 blocks(Nx*Nz/num_threads, Ny) as that of Jonas Tolke [19] . Here num_threads means the number of threads in one block, 16 was set in the paper, and Nx, Ny and Nz mean the number of lattices in x, y and z directions.
On the GPU, the lattice data are all stored in the global memory to make all threads access the data. When lattices start to stream in Step 4, the current lattices need to read all neighbour lattices, even the neighbour lattices may be in different blocks. Other data like the constant data are stored in the shared memory to accelerate the read speed for threads in the same blocks because the threads in the same blocks can access the data in the shared memory in a faster speed.
Figure 1: Pallelism of MRT-LBM on a GPU
Some basic linear algebraic operations like the matrix vector product were implemented by using the CUBLAS library provided by CUDA.
3.2Parallelism of MRT-LBM on Multi-GPUs
With the growth of the number of lattices, the number of threads in a GPU is not enough to compute all the lattices concurrently; so we compute all the lattices on multi-GPUs. In this paper, OpenMP is used to implement collaboration and communication on multi-GPUs. First, the CPUs starte to work concurrently by using OpenMP and then each CPU core starts each GPU. The parallelism of MRT-LBM on multi-GPUs are shown in Figure 2 . The lattices are equally divided into the GPUs. For the number of lattices Nx×Ny×Nz, the number of GPUs num_GPU, each GPU will compute Nx×Ny×Nz/num_GPU lattices, and the number of threads in each GPU will decrease to num_threads/num_GPU from num_threads compared with that by using one GPU only.
As described in 3.1, in Step 4 streaming, the current lattices need to read all neighbour lattices, even the neighbour lattices may be in different GPUs. So in step 4, lattices in different GPUs are combined together and the streaming is implemented in the master GPU as shown in Figure 2 . After streaming, the updated distribution functions are broadcasted to other GPUs.
Experiments on 3D Groundwater Flow Simulation
To test the correctness and the efficiency of our methods, a 3D groundwater flow was simulated. The experiments are conducted on the server with 2 x Intel Xeon CPU E5-2695 v2@2.40GHz and 6 x Nvidia Tesla GPU K40m.
Under the condition of not considering the variation in water density, the 3D groundwater flow in porous media can be described as We simulated a 3D groundwater field with the size of 700*600*120 and whose hydraulic values are listed in Table 1 . The water heads h in the left boundary and the right boundary are constant 30 and 10 initially. (5) The experimental results are shown in Figure 3 and 4. In Figure 3 , values in (x, y/2, z/2) were output to verify the correctness. The water heads decline from 30 to 10 linearly under the influence of left boundary and right boundary. The simulation results are consistent with the theoretical values (TRUE in Figure 3) . Figure 4 shows the speedups of the parallelism of MRT-LBM on multi-GPUs. We can see that the more of the number of lattices, the larger speedups can be achieved. Because a MRT-LBM model with more lattices needs more iterations to become stable than the model with less lattices. From Figure 1 and Figure 2 , we can see that the parallelism of the MRT-LBM on GPUs save the computation time in each iteration. With the iterations grow, the time saved grows too. The speedup of using the same number of GPUs has an increasing trend with the number of lattices grow. For the same number of lattices, the more the GPUs are used, the larger speedups can be achieved because the more number of GPU threads can be used. The speedup gets a maximum about 95 for the number of lattices 896*768*4 by using 6 GPUs.
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5.Conclusion
The parallelism method of MRT-LBM on multi-GPUs located on one computer was given in the paper and the experiments on a 3D groundwater flow simulation were made. The experimental results indicate that the more the GPUs are used and the bigger the lattice number will be and the more speedups can be achieved. The maximum speedup for the number of lattices 896*768*4 on 6 GPUs is 95.
