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Abstract
The study of interactions between different types of molecules on, or near, surfaces and
their subsequent self-assembly into patterns is an exciting and challenging area of research
in chemical engineering. In particular, a self-assembled monolayer (SAM), formed by the
adsorption of molecules on a surface, is an attractive system to model, modify and study
surface properties. SAMs allow scientists to engineer surface properties by varying several
independent parameters such as number, composition, length and arrangement of molecules
on the surface. Research in this field has gained momentum due to an increased interest
in nanostructured surfaces like nanoparticles, nanotubes, nanopores and more recently
nanotetrapods, tetrahedrons, cones etc. Use of SAMs to coat these complicated nanoscale
polyhedra provides a pathway to manipulate interparticle interactions via the surroundings.
Phase-separated domains in SAMs can act as attractive, repulsive or reactive patches that
influence interactions between particles and can act as precursors or catalytic sites during
reactions. The ability to control the placement of attractive patches with directional interac-
tions can help arrange the particles into higher order structures. The use of phase-separating
SAMs to arrange sticky patches on a nanoscale particle is therefore a powerful method for
assembling hierarchical structures from the bottom-up.
Using computer simulations we try to understand the factors that drive molecular self-
assembly and phase separation on surfaces, and more specifically how the curvature of the
surface at nanometer length scales affects the self-assembly. In this thesis, we describe
results from dissipative particle dynamics simulations used to simulate phase separation
and pattern formation in SAMs comprising of two incompatible species. We describe an
entropic driving force, resulting from length or bulkiness difference between the co-adsorbed
molecules, which leads to the formation of striped patterns and two-dimensional micelles in
SAMs on nanospheres, nanocylinders and flat surfaces. We describe why Janus particles
will form if the substrate has a sharp curvature. We explain how surface stress, arising from
curvature, is important for formation of ordered stripes. We predict that phase separation in
SAMs can be used as a useful tool to obtain ordered stripes on nanorods, and that the stripes
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will always be rings around that circumference rather than form along the length of the
cylinder. Our results on flat surfaces explain why kinetically arrested patches might form in
experiments on flat surfaces. Our understanding of patterned substrates allows us to explain
an unexpected, non-monotonic dependence of work of adhesion of striped nanoparticles on
the compositions of surfactants on their surface.
In general, we study pattern formation in SAMs on nanospherical, nanocylindrical and
flat surfaces as a function of substrate curvature, surface coverage, composition, immis-
cibility and length/bulkiness of adsorbed molecules. Results from these simulations have





Due to their stability and ease of preparation, self-assembled monolayers (SAMs) (1; 2)
have been studied extensively to engineer surface properties and to control and modify
surface interactions (3–5). They have served as model systems to study a variety of surface
phenomena including corrosion prevention, molecular recognition, electrode modification,
and protein resistance (6–10). Mixed SAMs have applications in fields as diverse as nano-
electronics, catalysis and sensing (11–15). Most of the available literature and results are for
studies of SAMs on flat surfaces (7; 8; 10; 16–23). With the aid of powerful visualization
techniques like scanning tunneling microscopy (STM) (24) and atomic force microscopy
(AFM) (25), scientists can probe deeper and study properties of SAMs on an molecular level.
Because of such advanced tools and techniques, we are now able to study SAMs formed on
a variety of nanoscale surface geometries viz. spheres, tubes, cylinders and faceted shapes
like cubes, tetrahedrons and tetrapods (26).
When SAMs on flat surfaces or nanoobjects are composed of only one type of molecules
(homoligand SAMs), aspects of interest are the properties of the ligand-coated surface, as
well as those of the ligand molecules themselves. Properties of the ligand-coated surface
include contact angle, hydrophobicity or hydrophilicity and interactions with biomolecules
(1; 2). Properties of ligand molecules include surface coverage, tilt angle and molecular
orientation. When a SAM is comprised of more than one type of molecules (mixed SAM),
especially molecules that are incompatible with each other, there are additional aspects
that need to be addressed and characterized. These include phase separation and pattern
formation within the SAM as a function of time, domain sizes and stability (7; 8; 10; 16–21).
Interesting and unexpected trends have been revealed in recent years regarding properties
of mixed SAMs on nanoobjects (11; 14; 27–30). For example, SAMs comprised of two
incompatible ligands, e.g. mercaptopropionic acid and octanethiol on gold nanospheres, are
expected to completely phase separate into macroscopic domains each containing one ligand
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Figure 1.1 Schematic representation of striped phase separation of octanethiol (yellow) and mer-
captopropionic acid (red) surfactants on the surface of a gold nanoparticle (11).
only. Instead, they microphase-separate into domains comprised of alternating stripes of the
two ligands as shown in Figure 1.1 (11). Computer simulations of phase separation in SAMs
on nanospheres can provide useful insight into the formation of these stripes. Providing
explanations for recently observed phenomena using computer simulations is one of the
primary motivating factors for our work.
Phase separated patterns in SAMs on nanoobjects are also important in the context of
bottom-up, hierarchical self-assembly of novel materials (26; 31). Nanometer-scale domains
formed by phase-separating, incompatible ligands on the surface of a nanoobject can act as
attractive (sticky), repulsive or reactive patches that govern interactions of the nanoobject
with its surroundings. These patchy nanoparticles (32) can act as nanobuilding blocks
for formation of higher order structures as predicted by simulations earlier and recently
confirmed by experiments. Domains on nanoobject surfaces can also act as precursors or cat-
alytic sites for reactions (33). For example, phase separation in SAMs of two incompatible
ligands (mercaptosuccinic acid and 3-mercaptopropyl trimethoxylane) on CdTe nanowires,
leads to formation of 3-mercaptopropyl trimethoxylane nanoscale patches on the nanowires
(14). When these patched nanowires are subsequently coated with SiO2, the patches act as
preferred sites for deposition of SiO2 and its subsequent growth into spikes. The resulting
nanowires resemble nanocentipedes (Fig. 1.2). The key again lies in phase separation of
ligands on a nanoobject surface. Studying mixed SAMs on nanoobjects is therefore an
exciting and challenging area of research. The lack of information regarding general trends
in pattern formation on nanospherical and nanocylindrical objects and their comparison with
pattern formation on flat surfaces is another factor motivating our work.
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Figure 1.2 A CdTe nanowire covered by SiO2 spikes giving it the appearance of a nanocentipede
(14).
1.2 Objectives
Specific objectives of this work are
1. Adapting existing mesoscale models and methods to perform computer simulations of
phase separation in grafted monolayers on simple surfaces such as spheres, cylinders
and flat surfaces; developing simulation and analysis codes for the same.
2. Performing the simulations and obtaining and analyzing phase separated patterns
on nanostructured and flat surfaces. Providing guidelines and design rules to obtain
desired patterns in experiments.
3. Using simulation results to provide insight into unexplained phenomena observed in
experiments. Collaborating with experimental groups to verify the guidelines provided
through simulations and making qualitative comparisons with experimental results.
1.3 Thesis organization
This thesis is organized as follows.
Chapter 1 describes the motivation for and objectives of this work.
Chapter 2 provides the background and a detailed literature review of experimental
and simulational studies performed on SAMs. This chapter includes a short description of
homoligand SAMs followed by a detailed discussion of phase separation in mixed SAMs.
Chapter 3 provides the details of the simulation models and methods used in this work.
The description includes polymer models, mesoscale dissipative particle dynamics (DPD)
and constrained dynamics. A brief review of literature of successful use of these methods in
studying phase separation in similar systems like block copolymers and polymer blends is
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also included.
Chapter 4 describes the entropic driving force for phase separation in mixed monolayers
containing surfactants with mismatched length and/or bulkiness. This chapter describes our
results and predictions for SAMs on spherical surfaces. Corroborating experimental results
are also provided.
Chapter 5 addresses long-standing issues regarding phase separation in mixed SAMs
observed on flat surfaces. In this chapter we present simulation results that explain when
and why disordered patches, ordered micelles and striped phases may be expected in experi-
ments on mixed SAMs. This chapter includes a detailed discussion of kinetically-arrested
patchy patterns that are often observed in experiments. Old and new experimental results
for mixed SAMs on flat surfaces are also discussed in the light of these simulations. We
describe pattern formation in symmetric as well as asymmetric mixtures. Finally we provide
a comparison of patterns formed in mixed SAMs with those formed in similar systems like
block copolymer melts and mixtures of incompatible point charges.
Chapter 6 discusses simulation results on cylindrical surfaces. Patterns on cylinders
differ from those on flat and spherical surfaces in a variety of ways. Specifically, the patterns
on cylinders are found to be abundant in stripes that were more ordered than those on flat
surfaces and spheres. In this chapter we discuss the reasons behind these differences and
show how curvature is essential to the formation of ordered stripes.
Chapter 7 describes our work on one of the properties of striped nanoparticles - their
work of adhesion in water. The work of adhesion shows an unexpected, non-monotonic
dependence on increase in the hydrophilic component of the SAM on its surface. Such
behavior is against the traditional view of SAMs comprising of more than one component.
We describe two molecular-level effects that compete with each other and combine to result
in the non-monotonicity in work of adhesion, thus explaining the unusual behavior.
Chapter 8 summarizes the key observations and predictions from our work and provides




This chapter gives an introduction to surfactant systems in general and self-assembled
monolayers (SAMs) in particular. Vast simulation and experimental literature is available
on the formation and properties of SAMs. For the purpose of our discussion in this chapter,
we have divided SAMs into two broad categories homoligand SAMs and mixed SAMs. We
are most interested in studies of phase separation in mixed SAMs on nanoparticle surfaces.
To understand the role of curvature in the phase separation process, we have extensively
reviewed phase separation in mixed SAMs on flat surfaces as well. Also, since most of the
experimental studies have been performed on flat surfaces, it is useful to keep flat surface
observations in mind while studying phase separation on nanostructured surfaces.
2.1 Surfactants and their self-assembly
Surfactants (34; 35) are amphiphilic molecules that have solvent-loving and solvent-hating
segments bonded to each other. In most surfactants, one of these sections is a long linear
segment called the tail which is usually an 8-20 carbon atom hydrocarbon chain. The
other is a bulky, globular part called the head. In solution, amphiphilic molecules form
structures like spherical and cylindrical micelles, bilayers and vesicles (34; 35). All of these
phases are formed by phase separation, wherein solvent-loving and solvent-hating parts
of a molecule prefer to aggregate with their counterparts in neighboring molecules. More
recently, it has been shown that novel patterns can be formed by surfactants aggregating near
nanotubes by virtue of geometrical confinement alone. For example, the surfactant sodium
dodecyl sulfate (SDS) is known to form hemicylindrical aggregates on flat graphite surfaces
(36). However, when instead of a flat graphite surface, carbon nanotubes (CNTs) are used,
the SDS molecules can arrange into rings, helices or double helices on the CNT surface
depending on geometrical parameters (diameter and symmetry) of the CNT (37). Surfactants
are also called ligands and stabilizers, when used in the preparation of nanoparticles to limit
their growth and stabilize the nanoparticles in solution.
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Figure 2.1 A drawing of a typical homoligand SAM describing surfactants adsorbed on a metal
substrate (2).
2.2 Homoligand SAMs
Surfactant SAMs are formed when a surface is immersed in a solution of surfactant molecules
and the solvent-hating segments of the amphiphiles adsorb to the surface through physisorp-
tion or chemisorption (1; 2). The first layer of adsorbed molecules then shields the surface
from further adsorption thus forming a monolayer of molecules. The monolayers can be
functionalized to allow for chemisorption of more layers on top of the monolayer forming
a multilayer of molecules on the substrate (38; 39). SAMs and multilayers are dynamic
systems in equilibrium with the surrounding solvent. When SAMs are composed of a
single type of surfactant molecules, they are called homoligand SAMs. A simple cartoon
describing homoligand SAMs is shown in Fig. 2.1 (2).
2.2.1 Experimental studies of homoligand SAMs
Recently, SAMs, specifically those comprised of thiols on coinage metals like gold, silver,
copper etc., have been studied extensively due to their stability and the ease in which they
can be used to modify surface properties (1; 2). They are also used as model systems for a
variety of studies such as biomolecules-surface interactions, protein resistance, molecular
recognition, corrosion prevention, catalysis, and electrode modification (6–10). Some of
the important properties of homoligand SAMs are tilt and twist angles, surface coverage,
solvent affinity and reactivity. Surfactant molecules in SAMs are known to tilt with respect
to the surface normal. For example, monolayers of CH3(CH2)15SH on flat gold surfaces
show a tilt angle of 28 to 40 degrees with the surface normal (4). This tilting occurs so
as to maximize the van der Waals interactions between adjacent chains while maintaining
the head lattice structure (40). For similar reasons, the surfactant chains also twist on the
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surface. Surface coverage refers to the density of adsorbed ligands on the substrate. Factors
that lead to increased surface coverage include greater affinity of the surfactant head or tail
for the surface, lattice structure of the substrate and ability of the chains to tilt on the surface.
For example, chemisorption leads to larger surface coverage as compared to physisorption
(41). Chain length is also known to affect tilt angles and coverage of surfactants on a surface
(5; 42). Tail-end groups of the surfactant chains determine key properties and functionality
of a SAM e.g. its hydrophobicity or -philicity and the ability to form multilayers and interact
with biomolecules, to name a few. Most other studies on flat surface SAMs have focused on
the adsorption and arrangement of the surfactant heads on the surface (43–47). Experimental






2.2.2 Simulation studies of homoligand SAMs
Several simulation studies have been conducted on homoligand SAMs. Most of these were
performed using atomistic molecular dynamic simulations and focused on obtaining tilt
angles and chain conformations for comparison with experimental results (48–50). They
have reported that the substrate-thiol interactions are important in replicating the correct
tilt angles (48). The tilt angles obtained in molecular dynamics simulations were found to
be in good agreement with experimentally observed tilt angles (48–50). Schmid et al have
obtained phase diagrams for tilt angles as a function of temperature and molecular footprint
using a simple idealized model in Monte Carlo simulations (40). Ghorai and Glotzer have
recently studied homoligand SAMs of alkanethiols on the surface of a gold nanoparticle
(50). In quantitative agreement with experimental observations, they found that the tilt angle
for molecules on flat surfaces decreases with an increase in the temperature. They predicted
that the crystallographic (51) and continuous (52) models are valid for arrangement of
surfactants on a nanosphere at low and high temperatures respectively. They also found that
longer thiol chains form more ordered coronas around a gold nanoparticle as compared to
shorter thiols.
2.3 Mixed SAMs
SAMs comprised of more than one type of surfactant molecules are called mixed SAMs;
binary, ternary, quaternary SAMs are, for example, comprised of two, three and four types
of surfactant molecules, respectively. To date, the largest number of ligands that has been
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Figure 2.2 Some of the mechanisms that have been proposed for phase separation in SAMs. The
open and closed circles indicate the two different components adsorbing or adsorbed onto the surface
(17).
co-adsorbed on to a substrate is five (53). Phase separation in the co-adsorbed components
is responsible for the wide range of applications of mixed SAMs. Most commonly studied
mixed SAMs are binary SAMs comprised of two incompatible surfactants and these are the
focus of this thesis. Binary mixed SAMs are often made by a one-step method in which the
surface is immersed in a solution containing both surfactants. Both species simultaneously
adsorb on the substrate and therefore compete with each other (16). The surfactants in a
SAM immersed in a solution are always in dynamic equilibrium with the surfactants in the
solution. If the substrate is left in the solution for a sufficiently long time, the competition
between the two surfactants will finally result in the presence of only one surfactant on the
surface forming a homoligand SAM. The surfactant that is less soluble in the SAM is the
one that will form the SAM. Alternatively, a two-step method can be used in which the
substrate is first immersed in a solution of the relatively more soluble surfactant, forming
a homoligand SAM. This homoligand SAM is then immersed in a solution of the other
surfactant, which has a relatively lower affinity for the solvent (therefore higher tendency to
adsorb) and can place-exchange the previously adsorbed surfactants. Again, if the substrate
is left in the solution sufficiently long (17), all of the more soluble surfactant will be replaced
by the less soluble surfactant and again, a homoligand SAM will be obtained. Therefore,
in order to obtain a mixed SAM with sufficient presence of both species, it is important to
keep the immersion time short. The immersion time required to obtain a mixed SAM of the
desired relative composition from a solution of a given composition has to be determined by
trial and error.
Several mechanisms have been proposed for phase separation in SAMs, some of which
are shown in Fig. 2.2. There is still disagreement over which mechanism best explains the
8
Figure 2.3 Three possible scenarios that can arise in mixed SAMs with respect to phase separation
of its components (8).
phase separation process. As in any phase separation process, one of the three scenarios
shown in Fig. 2.3 can occur. Macrophase separation is expected to occur in systems that
are comprised of highly incompatible components, e.g. highly hydrophilic and highly
hydrophobic components will macrophase separate in water. Macrophase separation is
alternately called complete or bulk phase separation. Microphase separation occurs when
there is a tendency to phase separate but incompatibility between the components is not
large enough to result in complete phase separation. In this case, the two components phase
separate into equilibrium, nanoscale or microscale domains. The third scenario is that the
components are either barely incompatible or not incompatible at al, in which case they do
not phase separate at all but instead stay well-mixed.
2.3.1 Experimental studies of mixed SAMs
On flat surfaces
The Whitesides and Weiss groups performed extensive experimental studies of binary mixed
SAMs of surfactants on flat surfaces in the 1990s (7; 8; 10; 16–21). Some of the most
important observations from these studies are
• The composition of the binary mixed SAM formed on a substrate often differs from
their composition in solution (16). This happens because of the differences in affini-
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ties of the surfactants for the solvent and substrate. The less soluble surfactant is
preferentially adsorbed to the substrate relative to the more soluble surfactant. To
compensate for this effect, if a SAM comprised of equal numbers of both surfactants
is desired, experimentalists use a solution with a lower concentration of the high
substrate-affinity surfactant. Through trial-and-error, one can determine the starting
solution concentration and the dipping time required to obtain the desired composition
of surfactants in the mixed SAM.
• If left in the solution for a sufficiently long time, only one surfactant will be present in
the monolayer (17). As discussed earlier in the section, this effect is due to the fact
that no two surfactants have the same solubility in the solvent. If the terminal tail-end
group of the surfactant is the same, the longer molecule has a lower solubility in the
solvent.
• If the mixed SAM is imaged out of equilibrium with the solvent, nanoscale phase-
separated domains are usually obtained (17; 19–21). Using height differences in
scanning tunneling microscopy images, one can obtain the domain map of the SAM
(20). The nanoscale domains are either striped (20; 21) or consist of nanoscale
islands/patches of one component in a pool of the other (8; 17; 19).
• In the case where nanoscale patches were formed, they were seen to merge and elon-
gate over time (19; 20). The merging process was so slow that the final shape and
size of the domains were difficult to predict. It is generally agreed that the process of
domain growth is kinetically controlled (8).
Patchy and striped domains have both been observed in experimental images of binary
mixed monolayers (22; 23; 54). Despite the large number of experimental studies, there are
many open questions such as why patches or stripes are imaged in certain conditions and
not in others, which of the two is the equilibrium pattern, and is it possible to accelerate the
phase separation process to access the equilibrium state, etc. We will try to address all of
these questions in this dissertation.
Polymer brushes grafted onto surfaces are similar to surfactant monolayers. Our survey
of grafted polymer brush literature (55–60) indicates numerous examples of long, flexible
polymers that that can form loops and knots and show not only lateral but also perpendicular
phase separation. We are interested in much smaller flexible molecules, but not those flexible
enough to form loops, bend to the surface, or stretch enough to form a density gradient
perpendicular to the surface.
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On nanoparticles
Even though relatively few available studies discuss phase separation in monolayers on
nanoparticle surfaces, the importance of such studies in terms of engineering applications is
demonstrated by recent experiments from the Kotov group at the University of Michigan
and the Stellacci group at MIT (11; 14). In the work from the Kotov group, a change in the
stabilizer used for producing CdTe nanowires (to be subsequently coated with SiO2), from
thioglycolic acid (TGA) to mercaptosuccinic acid (MSA), drastically changes the appear-
ance of the final SiO2-coated CdTe nanowire from uniformly-coated to bristled (14). It was
shown that when TGA is used, the silane coupling agent mercaptopropyl trimethoxysilane
(MPS) uniformly displaces the TGA molecules covering the CdTe nanowire and there is no
phase separation of MPS and TGA on the nanowire surface. Hence SiO2 gets uniformly
coated over the nanowire surface. However, when MSA is used and MPS displaces its
molecules, the phase separation of MPS and MSA leads to the formation of patches of MPS
on the surface of the nanowire. These patches act as a template for the growth of SiO2
bristles on the surface leading to a centipede-like appearance.
Another example is the striped nanoparticle from the Stellacci group (11) produced
when octanethiol (OT) and mercaptopropionic acid (MPA) adsorb and diffuse on the surface
of a highly curved gold nanoparticle. It was proposed that curvature of the nanoparticle,
which was comparable to the size of the surfactant molecules, is the main factor responsible
for formation of these microphase-separated domains. This was based on the fact that such
an arrangement of surfactant molecules was not observed when similar experiments were
carried out on larger nanospheres (i.e. nanospheres with radius of curvature large compared
to size of the surfactant molecules), and on flat gold surfaces. Another aspect of this study
(28) was that the striped microphase separation resulted in two singularities (at the poles)
that are highly reactive. The group exploited this reactivity to attach functional groups to the
nanoparticles at the poles. The attached groups act as attractive patches placed diametrically
opposite to each other on the nanoparticle surface, similar to the set-up in earlier computer
simulation studies (31; 32). These patchy nanoparticles can be easily assembled into chains,
triangles and rings.
These studies demonstrate that the possibilities of using phase separated mixed SAMs to
synthesize precisely patterned nanobuilding blocks are compelling and not yet fully tapped.
Computer simulations focused at understanding phase separation in SAMs on nanoparticles
can provide useful guidelines for obtaining desired nanoscale patterns for the design of
patchy particles and are the focus of this thesis.
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2.3.2 Simulation studies of mixed SAMs
Surprisingly few simulation studies are available for phase separation in mixed SAMs on
flat surfaces, and none exist for phase separation on nanoparticles. All of the studies for
flat surfaces used lattice-based Monte Carlo methods (61–64). The focus of these studies
was mostly to understand whether or not phase separation would occur in mixed alkanethiol
monolayers on gold/silver surfaces and not so much on shapes and sizes of the separated
domains. Unlike the disagreements in the experimental community, all simulation studies
agree that phase separation would occur. Simulations for specific systems have predicted
macrophase-separated (61), striped (64) and patchy (63) domains. Shevade et al systemati-
cally studied the role of length difference in phase separation. Key observations from this
study are
• For fixed SAM composition, chain length difference is an important factor in deter-
mining whether phase separation occurs or not (61). If the tail end groups of the thiols
are the same, phase separation in seen only when length difference is greater than
three carbon atoms.
• For variable SAM composition, where adsorbed surfactants are in contact with the
solution and are allowed to adsorb and desorb, given sufficient time, only the long
surfactants would be present in the SAM.
Since very few simulations have been performed to study phase separation in monolayers
and due to the presence of many outstanding questions in this area, we expect to contribute
to the understanding of monolayer phase separation with a systematic study investigat-
ing the effect of substrate curvature, length/bulkiness difference between the surfactants,
immiscibility, etc. using an off-lattice particle-based method detailed in this thesis.
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Chapter 3
Simulation model and method
In this chapter we describe the development of simulation models and methods used in
this dissertation work to simulate phase separation in surfactant monolayers. We describe
dissipative particle dynamics (DPD), an off-lattice, particle-based method that has become
a popular choice for soft matter simulations in recent years. We also discuss constrained
dynamics, which is used to constrain the surfactants to the surface in our study. It allows
the surfactant head groups to move on the surface but limits them from coming off the
surface. Equations used for constrained dynamics on spherical, cylindrical and flat surfaces
are provided. A survey of the types of systems that have been simulated using DPD is also
provided.
3.1 Dissipative particle dynamics method
Dissipative particle dynamics (DPD) (65–73) is a mesoscale simulation technique in which
groups of atoms are modeled by a single particle (coarse-grained (74; 75)) termed as a DPD
bead and the interatomic forces are replaced by net forces acting on this bead. In DPD, just
as in other particle-based methods (76; 77) like molecular dynamics (MD) and Brownian
dynamics (BD), particle displacements are calculated over short, equal intervals of time
called time steps. In each time step, the net force on a particle due to neighboring particles is
calculated and then Newton’s equations of motion are solved to determine the displacement
and the final position of the particle at the end of the time step (76; 77). It has been shown
that DPD is valid for simulating hydrodynamic systems (65) and reproduces the canonical
(NVT) ensemble (66). A brief discussion on the essential elements of the DPD model and
method is provided here.
In DPD, the total force, Fi, on any particle i, is comprised of a conservative force, a
dissipative force and a random force and is given by Equation 3.1. Force Fi is calculated





[fC(ri j)+ fD(ri j,vi j)+ fR(ri j)] (3.1)
These three forces are discussed in detail below along with the advantages they impart
to the DPD method.
3.1.1 Soft and repulsive pair potential
The conservative force, fC(ri j), given by Equation 3.2, is the pair potential acting between
particles i and j. Here, ri j = r j− ri (ri and r j being being position vectors of particles i and
j respectively), r̂i j is the unit vector in the direction of ri j and rc is the cutoff distance of the
potential. The conservative force depends only on the relative positions of the two particles
and not on their velocities. A plot of the magnitude of the conservative force versus distance
ri j between particles i and j is shown in Figure 3.1.
fC(ri j) =
{
ai j(1− ri j)r̂i j ri j < rc
0 ri j ≥ rc
(3.2)
In Equation 3.2, ai j is a measure of interactions between the particles i and j, and
is referred to as the interaction parameter. ai j is always positive. For a binary mixture
containing molecules of two different types, say A and B, the interaction parameters aAA,
aBB and aAB for interactions between two particles of type A, two particles of type B and a
particle of type A and other of type B, respectively, are in general different.
As seen from Equation 3.2, the conservative force is finite even when r j = 0, i.e. even
if two DPD beads completely overlap with each other, the repulsion between them is not
infinite. Such potentials where overlap between particles is allowed, are termed soft poten-
tials. The nature of this conservative force therefore makes DPD a soft-potential simulation
method in which the DPD beads act more like fluid elements capable of diffusing through
each other. Such a soft-potential conservative force renders DPD an ideal method to study
phase separation in high density systems where the governing phenomenon is diffusion.
Another advantage of the DPD conservative force is that it is purely repulsive. Integrat-
ing Equation 3.2 with respect to ri j yields the potential energy which is always positive
irrespective of ri j and the types of particles interacting. Positive potential energy implies
that all particles in DPD, whether of the same type or different types, are repulsive. Phase
separation occurs in DPD because a particle of one type repels a particle of another type
more than it repels a particle of its own type. Due to its functional form, there are no
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attractive energy wells in the DPD conservative force. The interaction parameter has two
parts, one that is independent of the types of interacting particles, a, and another, ∆a, that
does depend on the types. For example, the interaction parameter for a particle of type
A interacting with a particle of type B is given as aAB = a+∆aAB. A large ∆aAB implies
a large repulsion between particles of type A and B. To model incompatibility between
two species A and B, we choose ∆aAA = ∆aBB = 0 while ∆aAB > 0. Therefore, repulsion
between dissimilar particles is greater than that between similar particles. The parameter
∆aAB is a direct indication of the degree of incompatibility between the two surfactants and
is an important parameter in our simulations. It is reported, in short, as ∆a in this thesis.
A combined advantage of both these factors, i.e. softness and repulsiveness of the
conservative force, is that there is a significant improvement in size of the time step that
can be used. In commonly-used particle-based methods like MD and BD, the conservative
force is of the Lennard-Jones type (76; 77). This potential has an attractive energy well at
the equilibrium particle separation and if the separation is reduced further, the conservative
force sharply approaches infinity. When using such potentials, a small time step has to be
chosen so that the particle displacements in a given time step are small and the interparticle
distances are never small enough to produce large conservative forces. If the chosen time
step is not small enough, the simulation will become unstable as the particles will shoot
out of the box under the influence of large forces. In DPD, since the conservative force is
always finite, large time steps can be chosen.
3.1.2 Built-in Langevin Thermostat
The dissipative and random forces together act as a built-in Langevin thermostat in DPD
simulations. The dissipative force, fD(ri j,vi j), given by Equation 3.3, represents the fric-
tional force on a particle i due to another particle j. It depends on the positions and relative
velocities of the particles i and j. Here, vi j = v j−vi (vi and v j being being position vectors
of particles i and j respectively).
fD(ri j,vi j) =−γωD(ri j)(vi j.ri j)r̂i j (3.3)
The parameter γ in Equation 3.3, is a coefficient controlling the strength of the frictional
force between the particles. The term ωD(ri j) is a weight function describing variation of
the friction coefficient with distance. ωD(ri j) also links the dissipative force to the random
force as described later.
The random force, fR(ri j), in DPD is given by Equation 3.4. As the name suggests, the
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Figure 3.1 Left: A plot of the conservative force as a function of distance ri j between particles i
and j. Right: Definition of ri j.
random force represents the random forces applied to particles in DPD to help conserve
momentum and temperature. The random force is applied to simulate the effect of the
random collisions of a particle with the surrounding solvent molecules. Here, σN is the
magnitude of the pairwise random force between the DPD particles; εi j is a random variable
with uniform distribution and unit variance and εi j = ε ji. Similar to ωD(ri j), ωR(ri j) is a
weight function.
fR(ri j) = σNωR(ri j)ε jir̂i j (3.4)
The dissipative and the random forces are tightly coupled and depend strongly on the
temperature. Their magnitudes can therefore be manipulated to control the temperature of
the system. It has been shown (65; 66) that the dissipative and random forces together, con-
serve thermodynamics and momentum when ωD(ri j) and ωR(ri j) are related by Equation
3.5 and γ and σN are related to the temperature, T by σ2 = 2kBT γ .
ω
D(ri j) = [ωR(ri j)]2 (3.5)
In terms of the use of dissipative and random forces to control temperature, DPD is
similar to the well-established BD method, except that in DPD these forces are applied
pairwise to the particles in the system. Therefore, dissipative and random forces act in an
equal and opposite manner on a pair of particles in DPD. As a result, unlike BD, DPD
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conserves linear as well as angular momentums and can be used to simulate hydrodynamic
phenomena (65).
3.1.3 Integration method
We use the modified velocity Verlet algorithm (68; 76) to solve the Newtons equations of
motion in our simulations. The algorithm is described by the following set of equations
(Equation 3.6).
ri(t +∆t) = ri(t)+∆tvi(t)+ 12∆t
2fi(t),
ṽi(t +λ∆t) = vi(t)+λ∆tfi(t),
fi(t +∆t) = fi(ri(t +∆t), ṽi(t +λ∆t)),
vi(t +∆t) = vi(t)+ 12∆t(fi(t)+ fi(t +∆t))
(3.6)
Here, ri(t), and fi(t) are the position and force, respectively, for particle i at time t.
∆t is the integration time step. ṽi(t) and vi(t) are the predicted and corrected velocities,
respectively, at time t. γ is a constant that can be fine-tuned to enable larger time steps. For
standard Verlet algorithm, γ = 0.5.
3.2 Simulation model
A two-dimensional cartoon describing the basic set-up of our simulations is shown in Fig.
3.2A. As shown in the figure, the surfactant chains are comprised of several beads and are
grafted by one end to the spherical nanoparticle surface. The entire set-up is enclosed in
a cubic (for spherical surfaces) or non-cubic (for cylindrical and flat surfaces) simulation
box. For cylindrical surfaces, periodic boundary conditions are applied along the length
of the cylinder while for flat surfaces they are applied in the plane of the surface. The
two types of surfactants usually have a length difference or bulkiness difference between
them. Length and bulkiness differences are measured in terms of the number of extra beads
present in the bead-spring chain of the long/bulky surfactants as compared to those present
on the short/less bulky ones. The two surfactants are denoted by different colors; in all
the snapshots from DPD simulations shown in this thesis the longer/bulkier surfactants are
shown in yellow while the shorter/less bulky surfactants are shown in red. The red and
yellow beads are identical in all respects except that they are incompatible with each other.
17
Figure 3.2 A. A two-dimensional cartoon of the simulation set-up. The orange circle in the center
represents a gold nanoparticle. Red and yellow circles make up the short and the long surfactant
chains respectively. The entire set-up is simulated in a cubic or non-cubic box. B. A single surfactant
chain on a spherical nanoparticle.
All beads interact with the DPD forces described by Equations 3.1 to 3.5. Additional forces
are applied to certain beads as described below.
3.2.1 Surfactants
In our study the surfactants are modeled as bead-spring chains as shown in Fig. 3.2B. The
springs connecting consecutive beads in a chain are simple harmonic springs. For particles
i and j connected by a spring, the force on particle i due to this single spring is given by
Equation 3.7.
fspringi =Cri j (3.7)
One of the end beads of the surfactant chain is constrained to the nanoparticle surface
using constrained dynamics (Section 3.2.2). This bead is called the head group of the surfac-
tant. The rest of the chain is called the tail. The end of the surfactant tail that is farthest from
the nanoparticle surface is referred to as the tail end group. The experimental systems that
we are simulating, use short surfactants (less than 20 carbon atoms in length), with limited
bending ability and unable to form loops. Use of bead-spring chains for surfactants in
simulations, allows them to be flexible enough to bend and tilt but the short length prevents
them from forming loops, similar to experiments.
The assumption that the two surfactants are incompatible with each other is derived from
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the fact that they are soluble to different degrees in the solvent. The solvent itself, is treated
implicitly in the DPD model. We therefore do not have any beads representing the solvent
molecules in our simulations. Incompatibility between the two surfactants is enhanced if
incompatible tail-end groups, e.g. -CH3 and -OH are present on them.
3.2.2 Substrate
In our minimal model the substrate is modeled as a virtual surface. The head groups of
the surfactant molecules are constrained to move in the two dimensional surface of the
substrate using constrained dynamics. The idea behind constrained dynamics is to first
move the particle unrestricted according to the net forces on it due to the other particles.
Next, depending on the constrain, back-calculate the force that should have been applied
to the particle so that the constraint is exactly satisfied. Finally, use the estimated force
to determine the position of the constrained particle. The step-by-step derivation of the
equations for the spherical surface is provided in reference (76) in Chapter 15. The final
equations that are used to determine the corrected force Fconstrained(t) and the corrected
position r(t) are given below. In these equations, f(t) and ru(t +∆t) are the uncorrected or
unconstrained force and position, respectively. r(t) is the position of the particle at time
t, m is the mass of the particle and ∆t is the integration time step. The section of the code
to be implemented in the verlet integration scheme to incorporate constrained dynamics is
provided in Appendix A.
Constrained dynamics on spherical surfaces
If R is the radius of the sphere to which the particle has to be constrained, the corrected
















Equations 3.8 and 3.9 have to be applied in all (x, y and z) directions. The derivation of
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these equations is available in Chapter 15 of reference (76).
Constrained dynamics on cylindrical surfaces
The equations for constraining a particle on the surface of a cylinder of radius R, are the same
as those for constraining it on a sphere of radius R. The only difference is that the equations
are not applied in the direction along the length of the cylinder which is the direction in
which the periodic boundary conditions are applied. The equations are only used to correct
the forces and positions in the other two directions. The solution for λ remains unchanged
as given by Equation 3.10.
Constrained dynamics on flat surfaces
For constraining a particle to a flat plane defined by, say, z = R, equations that determine
the corrected force and position are still the same as those for the spherical and cylindrical





which is obtained by applying Equation 3.9 for the z component only and substituting
z(t+∆t) = R. In Equation 3.11, z(t) and zu(t+∆t) are the scalar z components of the old (at
time t) position vector r(t) and the new (at time t +∆t), corrected position vector ru(t +∆t),
respectively.
3.2.3 Bulkiness
We have implemented two methods in order to model the bulkiness of the tail end groups of
our polymers. In the first, illustrated in Fig. 3.3A, we increase the radius of the tail end bead.
As seen from Equation 3.7, the equilibrium length for the harmonic springs connecting
consecutive beads in a polymer is zero. For implementing bulkiness using the model shown
in Fig. 3.3A, we need to increase this equilibrium length and also adjust the spring constants
to prevent the smaller beads from going inside the larger bead. This is a tedious, trial and
error process and we found that the system was difficult to stabilize using this model.
In the second method, illustrated in Fig. 3.3B, we attach additional beads to the tail end
group to make it bulky. These additional beads are attached using simple harmonic springs
(Equation 3.7). This method is also time consuming because in order to achieve the desired
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Figure 3.3 Two separate models implemented and tested to make one of the surfactants (yellow)
bulkier than the other (red). A. The size of the tail end bead is increased to make it bulky. B.
Additional beads are attached to the tail end bead to make it bulky.
overlap between beads, the spring constants for the springs between the tail end bead and
the additional beads need to be fine-tuned. However, this method was found to be more
robust than the first method and was stable for several, though not all, values of surfactant
lengths and bulkinesses. All the simulation results for bulky surfactants reported in this
thesis were obtained using this second method with additional beads.
3.3 Validation
We have validated our model, parameters and code by reproducing two known, expected
results. These are discussed below.
3.3.1 Phase separation in simple incompatible mixtures on cylindrical
surfaces
First, we tested our code by simulating a system of simple, incompatible single-bead surfac-
tants (without the tails) on a cylindrical surface. Since incompatible mixtures completely
phase separate into their two components into minimum interface configurations, we expect
that as the circumference to length ratio of the cylinder is changed, there should be a change
in the direction of the interface. Specifically, if R and L are the radius and length of the
cylinder, respectively, the interface should form along the length of the cylinder when
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Figure 3.4 Interface direction switches from A. horizontal to B. vertical, when length of a radius =
3σ(2πR = 18.8) is changed from 22.0 to 15.0, where R is the radius of the cylinder
2πR > 2L and along the circumference of the cylinder when 2πR < 2L. Results from our
simulations on cylinders with 2πR' 18.8 and lengths 22.0 and 15.0 confirm this behavior
as shown in Fig. 3.4
3.3.2 Phase separation in block copolymers on spherical surfaces
Tang et al. (78) have performed theoretical studies of phase separation in diblock copolymers
constrained to the surface of a sphere. They found that the block copolymers phase separate
into striped patterns on the sphere as shown in Fig. 3.5. Fig. 3.5 shows evolution of the
patterns in time.
The system studied by Tang et al, is the best system to verify and validate our code and
parameters against. We can test, the constrained dynamics, as well as bead-spring polymer
parameters by using our code to simulate phase separation in block copolymers on spherical
surfaces. Fig. 3.6 shows the modified DPD model that we use. In the system of surfactants
grafted on a sphere, we have two types of bead-spring chains that are separate from each
other and only one bead in each chain is constrained to move on the sphere surface. In the
system of block copolymers constrained to the sphere, both the two types of bead-spring
chains are tied together and all beads are constrained to the spherical surface.
Fig. 3.7 shows the results of our test simulation for block copolymers. Using a surface
density ρ of 4.0 and a repulsion parameter of ∆a of 15, we were able to obtain stripes
resembling the stripes obtained by Tang et al. (78) shown in 3.5. The simulation was very
stable with respect to temperature control and took three hours to complete. Each segment of
the block copolymer chain was comprised of three DPD beads and the radius of the sphere
was five.
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Figure 3.5 Phase separation of block copolymers in which two immiscible segments are bonded
together. Different images show evolution of the pattern in time leading to the formation of a striped
phase in the end (78).
Figure 3.6 A. A two-dimensional cartoon of the set-up for simulating phase separation in block
copolymers constrained to spherical surfaces. Red and yellow circles make up the immiscible
segments of the block copolymer chains that are tied to each other. The simulation is carried out in a
cubic box. B. A single block copolymer chain on a spherical surface. Each of the beads in the chain
is tied to its neighbors by simple harmonic springs.
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Figure 3.7 Two different views of the same simulated system showing striped patterns formed by
phase separation in block copolymers constrained on a sphere.
3.4 Caveats
Despite the fact that DPD is a fast and efficient method for soft matter simulations, there are
some issues that are important to bear in mind while using DPD.
3.4.1 Temperature control
Unlike other particle-based methods where an additional thermostat like the Nosé-Hoover
or Berendsen thermostats is used to control the temperature, DPD has its own built-in
thermostat (Section 3.1.2). This means that the degree and accuracy of temperature control
depends on parameters that the user chooses. While steady increase or decrease, i.e. drifting,
of the temperature is unacceptable, we find that the DPD thermostat has a tendency to
stabilize the temperature at a slightly higher temperature than the set and the desired value.
It is possible, though often time-consuming, to adjust the parameters to obtain the desired
control. The parameters that help control the temperature are the noise amplitude, σN and
the friction coefficient, γ . If the temperature is still difficult to control, the time step ∆t
has to be reduced. Since this is a trial and error procedure which has to be reapplied every
time one simulates a new surfactant system, it is tedious and time consuming. However,
once a set of parameters has been obtained, the DPD simulations are robust and much faster
than simulations using other off-lattice, particle-based methods. We also notice that up
to a 3% difference between the desired and the achieved temperature does not affect the
final equilibrated pattern. In simulations of phase separating mixtures, this can be used
as a practical tolerance for temperature in DPD. A variation in temperature in the first
few hundred time steps is acceptable, as in many other systems. The temperature profile
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Figure 3.8 The temperature profile of a DPD simulation showing a situation in which excellent
temperature control was obtained by fine-tuning several parameters. The figure also shows the
zoomed-in region of the temperature profile at the beginning of the simulation.
from one of our simulations is shown in Fig. 3.8. The figure also shows the zoomed-in
temperature profile during the first few time steps of the simulation, in which the temperature
fluctuations are large.
3.4.2 Three-dimensional density
Since the cutoff distance for the soft pair potential is equal to the diameter of a single
bead in DPD, the beads in DPD need to overlap in order to interact. While the number
density in other particle based methods is a number between 0 and 1, the recommended (68)
three-dimensional number density in DPD to enforce sufficient overlaps between particles
is 3.0. The 3D surface density is relatively easier to control than the temperature, since it
only requires tuning the surface coverage and polymer spring constants. Using a density
much larger than 3.0 is acceptable but not recommended because it makes the simulations
computationally expensive. It should also be noted that the 2D surface density required
to simulate phase separation in SAMs on spheres is higher than that required on cylinders
which is further higher than the 2D density on flat surfaces. This is because volume available
to chains on a curved surface increases as we move away from the surface.
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3.4.3 Parameter limitations
We are simulating bead-spring chains that are not in bulk but are attached by one end to a
surface. Therefore, when the chains are very long, the overlap between consecutive beads on
the chain is no longer the same. The beads closer to the surface are farther apart than beads
away from the surface. The problem can be solved by using variable spring constants C in
Equation 3.7 i.e. by using decreasing spring constants as we move away from the surface.
This fix was not required for the short chains that we used in our simulations discussed in
this thesis. There are also limitations on the values of bulkiness that we can simulate with
the current model, as discussed in Section 3.2.3.
We now discuss the computational resource requirement for our simulations. We have
used a serial code which typically takes 10 CPU hours on a 2.3GHz quad-core AMD Opteron
processor to simulate 20000 particles for 1 million time steps of size 0.01 each. Even though
this code is fast as compared to molecular dynamics codes, faster options are now available.
An efficient and parallel DPD code is now available in the simulation software LAMMPS
which can be modified to include constrained dynamics not currently provided with the
package. Another option is to use graphic processing units (GPUs). Efforts are underway
in the Glotzer group to incorporate DPD potential and thermostat into HOOMD-Blue, a
fast, molecular dynamics software which runs on GPUs as well as CPUs. Finally, much
simpler Monte Carlo models have also been developed recently to simulate these systems
even faster (Section 8.2.1)
3.5 DPD in soft matter simulations
Here we provide a short review of the types of systems that have been successfully simulated
and studied using DPD. Since its introduction in 1992 by Hoogerbrugge and Koelman (72),
DPD has proved its versatility and usefulness by being the method of choice for simulating
a wide range of systems and phenomena (69) . Starting out as a method to simulate hydro-
dynamic phenomena (65; 71; 72; 79), DPD is now widely used to simulate phase separation
and properties of polymeric systems such as surfactant systems (80–82), polymer solutions
(83–85), homopolymer melts (68; 85; 86), block copolymer melts (70) and polymer brushes
(87). It has also been used to study properties of colloidal systems (73; 88–90) including
colloidal adsorption (91; 92).
In recent times, DPD has been used to study a variety of complex and interesting sys-
tems (67). For example, it has been used to simulate aggregation of gold atoms to form
nanoparticles in the presence of ethers and organic solvents (93). It has been used to study
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flow and rheological properties of solvent flow near polymer-coated walls (94) and chan-
nels (95). Other interesting problems studied with DPD include interfacial phenomena at
solid-liquid interfaces (96) and packing in nanoparticle-polymer composites (97). Over
the years, a variety of hybrid methods based on DPD have also been developed, some
of them incorporating only the soft pair potential or the thermostat, others improving the
potentials and/or integration schemes (67; 97–100). With such a wide range of applications,
improved algorithms and hybrid models available, DPD is currently a very attractive method
for simulating mesoscale systems and phenomena that are difficult or time consuming to




In this chapter we first present an entropy-based argument to explain the unexpected stripe
formation on spherical nanoparticles coated with mixed SAMs. We find that the stripes are
stabilized in systems in which the surfactant molecules are incompatible with each other and
have a sufficient length and/or bulkiness difference. This microphase separation is explained
by the interplay between energetic driving forces that tend to minimize the interface between
the incompatible components and entropic driving forces that tend to maximize the interface.
Next, we explore the effects of substrate curvature, surfactant length/bulkiness difference
and surface coverage on the phase separated patterns. Our simulations predict a size range
for nanoparticles on which ordered stripes are expected to form. Finally, we provide corrob-
orating results from atomistic molecular dynamics simulations and experiments performed
on mixed SAMs. The results presented in this chapter have resulted in publications (101)
and (33). Part of the text and figures presented in this chapter have been taken from these
publications.
4.1 Introduction
As discussed briefly in Section 1.1, unusual stripe-like domains were observed in experi-
ments imaging surfactant-coated spherical nanoparticles. The first question we address in
this chapter is whether stripes can indeed form in these systems and why. It is important to
understand the driving forces behind phase separation in these systems because the striped
nanoparticles have important applications due to their unusual molecular recognition proper-
ties (11) and their ability to penetrate cell membranes (30). These striped nanoparticles are
also known to assemble into higher order structures like chains, triangles and rings (28) due
to their unique surface morphology. Based on these observations, the second question that
we want to address in this chapter is whether computer simulations can provide guidelines
for tailoring surface patterns to design nanobuilding blocks.
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Figure 4.1 A. Completely separated configuration for a system of strongly immiscible surfactants
with six beads each. B. and C. Free volume (shaded grey areas), available to long (yellow, six-bead)
surfactant chains when arranged with short (red, four-bead) chains in B. completely separated and C.
microphase separated striped states. The bead in the chain that is constrained to the surface is the
head group and the rest of the chain is the tail of the surfactant. (142)
4.2 Energy and entropy in mixed SAMs
A mixture of two incompatible species is expected to undergo complete phase separation
into its two components as shown for a flat surface in Fig. 4.1A and B. By macrophase
separating in this way, the interface between the two components is minimized and the
energetic gains are maximized. At low temperatures and when the degree of incompatibility
is large, entropic contribution is negligible and energetic considerations dominate the phase
separation process. Hence, for mixtures of highly incompatible species, complete phase
separation minimizes the overall free energy of the system and is always preferred.
In mixed SAMs prepared by the one-step method in which the substrate is dipped in a
solution of the two surfactants it is difficult to adsorb two highly incompatible surfactants.
This is because the two highly incompatible surfactants, for example one hydrophobic and
the other hydrophilic cannot both be soluble in the same solvent, e.g. water, thus making it
difficult to create such a solution. Experimentalists therefore use moderately incompatible
surfactants to obtain phase separating SAMs. We use moderately incompatible bead-spring
chains, that don’t always completely phase separate, in our simulations as well.
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Figure 4.2 Free volume (grey region) available to a long (yellow) surfactant chain surrounded by
A. two chains of the same length as itself. B. Two shorter (red) chains. The shaded area is larger
when the neighbors are shorter.
We expect that these moderately incompatible surfactants would still show complete
separation in the absence of any symmetry breaking parameters. Well-known symmetry-
breaking parameters include anisotropic surface stress (102), external fields (103) and
presence of chemical reactions (104–106). In mixed SAMs of incompatible species, we
propose that a difference in length or bulkiness between the two species can break the
symmetry and lead to pattern formation. If one of the surfactants is sufficiently longer or
bulkier than the other, the longer chains gain considerable free volume and entropic freedom
by placing themselves next to shorter/less bulky chains. This is demonstrated in Fig. 4.1B
and C. The free volume associated with demixed or macrophase separated configurations
is much smaller than that for microphase separated configurations. We hypothesize that
with microphase separation, the entropic gain in terms of the conformational entropy of the
long chains might outweigh the energetic cost of forming interfaces. Our hypothesis can be
directly extended to curved surfaces as demonstrated in Fig. 4.2.
On spherical or curved surfaces, the entropic gain depends not only on the length/bulk-
iness difference but also on the curvature of the surface. As demonstrated in Fig. 4.3, a
surfactant chain on a spherical surface has a larger available free volume when the radius of
curvature of the substrate is small. We propose the interplay between energy and entropy as
a possible reason for the formation of striped patterns on spherical nanoparticles in experi-
ments. Traditionally in the context of binary mixtures, entropy versus energy arguments are
based on the configurational entropy of the two species. In mixed SAMs, we argue that it is
predominantly the conformational entropy, of the long polymer chains, which gives rise to
competing interactions and leads to microphase separation. The competing energetic and
entropic forces effectively act as short-range attractive and long-range repulsive interactions,
respectively. Some other similar, and better-known, competing interactions that mediate
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Figure 4.3 Free volume (grey region) available to a surfactant chain on surfaces of different
curvatures. A. small nanoparticle, B. large nanoparticle, C. flat surface. (143)
immiscibility and produce stripes or patches are magnetic attraction in ferromagnetic films
(107), electrostatic attraction in mixtures of charged species (108; 109), auto-catalytic reac-
tions in reaction-diffusion systems (104–106) and chemical bonding constraints in block
copolymer systems (110).
4.3 Simulations of SAMs on nanospheres
In this section we present our results from DPD simulations of mixed SAMs on nanospheres.
We investigate the effect of length difference, bulkiness difference, surface coverage and
degree of curvature.
4.3.1 Effect of increasing chain length difference
As discussed in Section 4.2, we expect equal-length, incompatible surfactants to completely
separate from each other spatially. We observe this phenomenon in simulations, an example
of which is shown in Fig. 4.4A. On increasing the length difference by one or two beads, we
still see complete phase separation (Fig. 4.4B). On increasing the length difference further to
three or more beads, we start observing striped patterns as shown in Fig. 4.4C, D and E. Note
that only the positions of the head groups are shown in Fig. 4.4 and in all other simulation
snapshots in this thesis. Tails have been removed for clarity and better visualization of the
patterns. We do not see microphase separation for small length differences because the
gain in conformational entropy of long chains placed next to short chains is significant only
when sufficiently many beads from the long chains are free to explore the volume available
over the short chains. Therefore, only for large length differences between surfactants, is
the entropy gain large enough to compete with the energetic penalty of a larger interface
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Figure 4.4 Effect of length difference on phase separated patterns formed in mixtures of incompati-
ble long (yellow) and short (red) surfactant chains on the surface of a sphere. The radius of the sphere
is 5σ where diameter of one bead is σ . The red and yellow chains on top of each simulation snapshot
indicate the number of beads in the surfactants used for that simulation. The systems simulated
from left to right are denoted by m n where m and n are the number of beads in the short and long
surfactants respectively. A. 4 4, B. 4 6, C. 4 7, D. 4 8, E. 4 13. Some of the images have been taken
from reference (101).
between immiscible domains. For small differences in length, the gain in entropy is not
sufficient to outweigh this energetic penalty of mixing. Although the observation that striped
patterns occur only for length differences larger than a critical value is independent of the
absolute lengths of the surfactants, the value of this critical length difference does depend
on the absolute lengths of the surfactants as well as the curvature of the substrate.
4.4 Effect of increasing bulkiness difference
As discussed in Chapter 3, our models for bulky surfactants are tedious if we want to simu-
late all values of bulkinesses and lengths because of the need to fine-tune several different
spring constants. Nevertheless, we are able to employ this model to simulate the systems
needed to verify our hypothesis regarding bulkiness difference and stripe formation. We
find that similar to the critical length difference, there is a critical difference in bulkiness
that must be present in order to achieve microphase separation. Surfactant mixtures with
small bulkiness differences show complete separation. As shown in Fig. 4.5A, B and C, this
critical bulkiness difference (in terms of the number of extra beads on the bulky surfactant)
determined from our simulations for 4-bead long short surfactants, is three. This is the same
as the critical length difference required in simulations of 4-bead long short surfactants for
microphase separation 4.4.
We also simulate systems in which one of the surfactants is long and the second is bulky.
These differ from the other simulations we perform wherein only one surfactant is either
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Figure 4.5 Effect of bulkiness difference on phase separated patterns formed in mixtures of incom-
patible surfactant chains on the surface of a sphere. The radius of the sphere is 5σ where diameter of
one bead is σ . The red and yellow chains on top of each simulation snapshot indicate the number of
beads in the surfactants used for that simulation. Some of the images have been taken from reference
(101).
long or bulky relative to the second. In the simulations where one surfactant is long/bulky
relative to the second, the long/bulky one prefers to microphase separate while the other
(short/less bulky) prefers to macrophase separate. The system with one long and one bulky
surfactant is interesting because both surfactants benefit from microphase separation. In
Fig. 4.5D we show the case where only length difference is present between the surfactants.
Since this length difference is equal to the critical length difference, the system microphase
separates into stripes, as expected. On making the shorter surfactant bulky, we continue to
obtain striped patterns. This shows that when one surfactant is long and the other bulky both
prefer to microphase separate, causing the formation of stripes.
Comparing the system of Fig. 4.5A with that shown in Fig. 4.5E we note that the number
of beads in the two surfactants in both systems are the same. Despite having the same num-
ber of beads, one (Fig. 4.5A) demonstrates complete phase separation while the other (Fig.
4.5E) forms stripes. This further emphasizes the role of entropy in stripe formation. Based
on these simulations investigating bulkiness, we expect to observe microphase separation in
systems for which the same surfactant is longer as well as bulkier than the other.
4.5 Effect of increasing surface coverage
In experiments it is also possible to control the surface coverage or number density of
surfactant molecules on the substrate. One common way to achieve a small but uniform
surface coverage is to use bulkier surfactants like adamantanethiols and carboranethiols
(111–113). We have studied the effect of surface number density through DPD simulations.
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Figure 4.6 Effect of surface coverage on phase separated patterns formed in mixtures of incom-
patible long (yellow) and short (red) surfactant chains on the surface of a sphere. The radius of the
sphere is 5σ where diameter of one bead is σ . Surface densities in number of beads per σ2 are A.
4.0, B. 5.0, C. 6.0.
While lower surface densities like 4.0 beads/σ2 easily produce stripes (Fig. 4.6A), systems
with higher surface coverage such as 5.0 and 6.0 beads/σ2 (Fig. 4.6B and C, respectively),
become kinetically arrested in a patchy phase. We discuss this kinetically arrested phase in
detail in Chapter 5 in the context of flat surfaces.
4.6 Effect of substrate curvature
We also investigate the effect of substrate curvature using DPD. As shown in Fig. 4.6A,
we find that macrophase separation occurs on nanoparticles smaller than a critical size.
Stripe-like domains are seen on nanoparticles larger than the critical size all the way up to
the infinitely curved (flat) surfaces (Fig. 4.7B to E). The two important observations from
these simulations are discussed below.
Prediction of Janus particles
On convex surfaces, the volume of a spherical shell at a given distance from the surface
increases as we move away from the surface. For small nanoparticles that have a high degree
of curvature, this increase in volume is significantly greater than that for a large nanoparticle.
Hence any given surfactant chain on a small nanoparticle, like the one shown in Fig. 4.7A,
will have a very large free volume (also see Fig. 4.3A) available to it for movement. A long
chain therefore has sufficient entropic freedom on a small nanoparticle even without short
surfactants for neighbors. Since the system already has maximum possible entropy, the
energetic cost again becomes the deciding factor and macrophase separation occurs. This is
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Figure 4.7 Effect of nanoparticle size on phase separated patterns formed in mixtures of incom-
patible long (yellow) and short (red) surfactant chains on a surface. The short and long surfactants
are four and seven beads in length respectively. The radii of curvature for the surfaces shown are A.
3σ , B. 5σ , C. 8σ , D. 10σ and E. infinite. σ is the diameter of a single bead. The snapshots are not
shown to scale. Some of the images have been taken from reference (101).
the first prediction of Janus nanoparticles formed using phase separating SAMs.
Prediction of a size range for formation of ordered stripes
Among the particles larger than the critical size, we see that the striped patterns form and are
more aligned on smaller particles (Fig. 4.7B and C) than on larger ones (Fig. 4.7D). Defects,
in the form of patches and disordered stripes, start appearing as the nanoparticles become
large (Fig. 4.7D). This indicates an approximate size range in which ordered stripes might
form. The lower and upper bounds for this size range are the Janus particles and patch-rich
large particles, respectively.
These predictions were tested by experiments in the Stellacci group using an elegant
method. They noticed that as a consequence of the ordered stripes on the nanoparticle,
two poles get clearly defined. These poles were found to be highly reactive and can be
functionalized using linkers such as mercaptoundecanoic acid as illustrated in Fig. 4.8
(28; 33). Once functionalized, the nanoparticles are easy to polymerize into chains that can
be imaged using transmission electron microscopy (TEM). The images of such chains are
shown in 4.9 taken from reference (28).
The formation of chains therefore indicates the presence of ordered stripes on nanoparti-
cle surfaces. The absence of chains, on the other hand, indicates that either the particles were
not striped or the stripes were disordered so that no clear poles were present. An analysis of
experiments using nanoparticles of various sizes, performed by Carney et al. (33) revealed
that chains are seen only in a certain size range of nanoparticle diameters. As shown in Fig.
4.10B the experimental range for nanoparticle diameters in which stripes form is 2nm to
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Figure 4.8 Functionalization and polymerization of striped nanoparticles into chains (33).
Figure 4.9 Transmission electron microscopy (TEM) images of gold nanoparticles linked through
mercaptoundecanoic acid linkers into chains (28).
8nm. These experiments provide an indirect confirmation of our simulational predictions.
4.7 Comparison with atomistic simulations and experi-
ments
Dr. Pradip Ghorai from the Glotzer group has performed atomistic molecular dynamics
(MD) simulations of several equimolar mixtures of surfactants adsorbed on the surface of
a nanoparticle 7.0 nm in diameter. These simulations were carried out using DL POLY
simulation software (114) with a fully flexible united atom model (115–117). Non-bonded
interactions between atoms or groups of atoms on the same type of surfactants were mod-
eled via a 6-12 Lennard-Jones (LJ) potential with a cutoff of 0.1 nm. The LJ potential
parameters for the surfactants used in this study are available in references (115) and (117).
Non-bonded interactions between unlike atoms or groups of atoms are modeled via the
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Figure 4.10 Size distributions before and after chaining for three different sets of nanoparticles.
Chains form only for nanoparticles in a certain size range. Bars represent actual data; lines are
Gaussian fits. Simulation images at the bottom show the patterns expected in the different size
regimes. (33)
Buckingham potential without the attractive component (U(r) = 500e−r/0.4), where r is the
distance between unlike atoms/groups) and a cutoff given by the collision diameter σs. The
simulations were carried out in the NVT ensemble using a Nosé-Hoover thermostat (77) at a
temperature of 360 K. The NP surface was modeled as a sphere and the SHAKE algorithm
(118) was employed to confine the surfactant head groups on the surface at a density of
0.07 chains/Å2. The surfactants were initialized in a mixed state at high temperature and the
system was subsequently cooled to room temperature and allowed to evolve until no further
change in structure was observed.
The simulations correspond to experimental systems selected from those studied by
Jackson et al. (11). For the experiments, the synthesis of mixed ligand NPs and study of
the morphology of the SAMs that comprise their ligand shell were performed according to
procedures described in references (11) and (27). All the chemicals were purchased from
Sigma-Aldrich and used as received. Flame annealed Au(111) on mica substrates were ob-
tained from Molecular Imaging. SAMs were formed by immersing gold on mica substrates
into a 1 mM ethanol solution (equimolar in SH-(CH2)3-CH3 and SH-(CH2)5-CH3), for nine
days at 50◦C. Substrates were removed from solution, rinsed with toluene, absolute ethanol
and acetonitrile, and then air-dried. Scanning tunneling microscopy (STM) images were
recorded in air using a Digital Instruments Multimode Nanoscope IIIa using an E scanner
with mechanically cut platinum-iridium tips. The tip bias was between 900 to 1400 mV with
set currents of 350 to 700 pA, and with tip speeds between 0.3 and 1 µm/s. The integral gain
used to obtain images was in the range of 0.3 to 0.65 with the proportional from 0.3 to 1.4.
Figs. 4.11(a) and (b) show the simulation results and experimental images, respectively,
37
of phase separated domains formed by a mixture of HS-(CH2)3-CH3 (C4) and HS-(CH2)5-
CH3 (C6). Likewise, Fig. 4.11(c) and (d) show the simulation results and experimental
images, respectively, of phase separated domains formed by a mixture of HS-(CH2)10-
COOH (C11) and HS-(CH2)11-CH3 (C12). Simulations and experiments demonstrate that
stripe-like patterns form in both cases. These stripes persist, are not simply frozen patterns
of intermediate or late-stage spinodal decomposition (119), and are independent of the
cooling rate. In Fig. 4.11(a) and (b), the surfactants differ only in length, and in 4.11(c)
and (d) they differ only in the tail-end group. For mixtures of short surfactants, e.g. HS-
(CH2)2-COOH and HS-(CH2)2-CH3, atomistic simulations show bulk phase separation
despite the difference in bulkiness of the tail-end group (Fig. 4.11(e)). This demonstrates
that for small enough molecular lengths, adsorbed surfactant mixtures behave as simple
incompatible binary mixtures, in which contribution from the tail lengths is negligible. These
short surfactants are equivalent to single-bead surfactants in DPD which, in the absence
of conformational entropy considerations, will completely phase separate. Therefore, in
both atomistic and DPD simulations, short surfactant mixtures undergo complete phase
separation while for longer molecular lengths, microphase separation occurs. Stripe widths
measured from several other experimental and corresponding simulational results are in
good quantitative agreement (Fig. 4.11(f)).
Images from atomistic simulations and experiments showing phase separated domains
in a mixture of HS-(CH2)3-CH3 (C4) and HS-(CH2)5-CH3 (C6) on flat surfaces also show
good quantitative agreement (Fig. 4.12). These images are qualitatively the same as the
images obtained from DPD simulations on flat surfaces shown in Fig. 4.7E. Therefore both,
atomistic and experimental results, support our hypothesis that a difference in bulkiness and
length can lead to formation of striped domains in SAMs on surfaces.
4.8 Geometric scaling relation for stripe width
Because stripe spacing depends on relative tail lengths and the radius of curvature of the
substrate, it is physically intuitive to expect a geometric scaling relation for stripe spacing
as a function of these parameters. We find that although it is straightforward to establish
general trends (e.g. stripe thickness decreases with increase in surfactant length difference),
it is not trivial to predict the stripe width for an arbitrary system. Our simulations appear to
be in a cross-over regime between weak and strong segregation, where a purely geometric
scaling relation is not possible. Nevertheless, it is useful to construct simulation-based
phase diagrams describing regions in which stripes will form, and also plots estimating
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Figure 4.11 (a) and (b) C4:C6 SAMs from atomistic simulations and experiment, respectively. The
tail-end groups are identical, but the lengths differ. (c) and (d) Dodecanethiol/ Mercaptoundecanoic
acid (C11:C12) SAMs from atomistic simulations and experiment, respectively. Here the tail-end
groups differ somewhat in size and the tail lengths are nearly identical. (e) Atomistic simulation of
mixture of equal-length (C3:C3) surfactants, with different tail-end groups. For atomistic snapshots,
blue (dark) and yellow (light) beads are head groups of surfactants that are short (or contain -COOH)
and long (or contain -CH3), respectively. In all cases, the head groups (-SH) are identical. (f)
Variation of stripe width with the length of long surfactant in number of carbon atoms. The same
trend is seen when stripe width is plotted against short surfactant length. The atomistic simulation
data points are for equal-length surfactants. (101)
Figure 4.12 Images from atomistic simulations (left) and experiments (right) showing phase
separated stripe-like patterns in SAMs on flat surfaces (101).
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stripe width as a function of absolute surfactant lengths, length differences and substrate
curvature. We have developed an Ising-type model that can be used to estimate and compare
the conformational entropies and free energies of different arrangements of surfactants on a
surface (120). This model is described in detail in Section 8.2.1. Since lattice Monte Carlo
simulations using this model are much faster computationally than DPD, we are currently
using it to generate phase diagrams and stripe-width plots.
4.9 Summary
Using simulations, we verified the formation of unusual and unexplained, nanoscale striped
patterns in surfactant-coated gold nanoparticles. Based on our results discussed in this chap-
ter, we were also able to provide an explanation for the formation of striped patterns based
on an entropic argument. Traditionally, a discussion of energetic and entropic contributions
in phase separation refers to configurational entropy of the two components. Our entropic
explanation is however, is based on the conformation entropy of polymer chains, which is
a new idea in the context of phase separating SAMs. Our minimal model, based only on
incompatibility and length/bulkiness difference between grafted surfactant chains, predicts
that a minimum length/bulkiness difference is required for formation of stripes. Below this
critical difference in length or bulkiness, the surfactants would macrophase separate, as
expected for simple incompatible mixtures.
In terms of design rules for obtaining desired patterns on nanoparticle surfaces, we have
made several important predictions. These are summarized below.
Janus particles
We predict that Janus particles can form due to phase separation in SAMs on nanoparticle
surfaces. Apart from the obvious case of SAMs comprised of highly immiscible surfactants,
we predict that Janus particles can form in three cases: when nanoparticles are very small so
that microphase separation is not required for long chains to gain conformational entropy;
when length/bulkiness difference between the surfactants is small and conformational en-
tropy gain is not large enough to overcome energetic penalty for microphase separation; and




We predict that stripes will form when a sufficient length or bulkiness difference is present
between the surfactants to make microphase separation entropically favored. If ordered
stripes are desired, nanoparticles in a certain size range should be used. Experimentally, this
size range was found to be 2nm to 8nm diameter nanoparticles. In this range of nanoparticle
diameters, the microphase separated stripes have a high tendency to align parallel to each
other clearly defining two poles which can act as attractive, repulsive or reactive patches
on nanoparticle surfaces. On large nanoparticles (> 10 nm in diameter), patches form
along with stripes resulting in disordered stripes. However, if allowed sufficiently long
time to evolve these defects should disappear and ordered stripes should form. Such large
equilibration times are difficult to achieve in experiments as well as simulations.
Patches
Patches will form in SAMs on nanospherical surfaces when the surface coverage i.e. number
of surfactants per unit surface area, is high. They will also form as defects when the nanopar-
ticles are large. In both cases, patches form because the system requires large equilibration
times to form the equilibrium striped phase.
Our simulations therefore provide useful guidelines for tailoring surface patterns to
design desired patchy particles or nanobuilding blocks to be used in self-assembling higher
order structures from the bottom-up.
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Chapter 5
Striped versus patchy pattern formation
in phase-separating mixed SAMs on flat
surfaces
In this chapter we report the results from our DPD simulations for phase separation in mixed
SAMs on flat surfaces. We investigate a long-standing controversy regarding nanoscale
striped vs. patchy phase separation in mixed self-assembled monolayers on flat substrates.
We provide simulation evidence to show that for symmetric mixtures of immiscible surfac-
tants of different lengths, stripes are always the favored equilibrium phase while patches are
a kinetically arrested, non-equilibrium phase. We further analyze how the phase-separated
patterns depend on the composition of the two surfactants, measured in terms of the fraction
φ = (number of long surfactants)/(total number of surfactants). In this thesis, we refer
to kinetically-arrested, disordered islands of one species in a matrix of the other species
as patches while equilibrium, ordered islands are called two-dimensional (2D) micelles.
We show that depending on the surfactant lengths either aligned stripes or ordered, two-
dimensional micelles can form in asymmetric mixtures. We show here that phase separating
mixed SAMs can potentially be used to create nanoscale periodic patterns less than 5nm
wide on flat surfaces as on nanoparticle surfaces. In terms of ordering of patterns, both
aligned stripes and hexagonally-ordered two-dimensional (2D) micelles, can be obtained
by changing the relative composition of the co-adsorbed surfactants. Preliminary experi-
mental results confirm our simulation predictions and show that less than 5nm 2D micelles
can be obtained using phase separating SAMs on flat surfaces. These micelles are more
monodisperse in size and circular in shape than the irregularly shaped patches of various
sizes reported in prior experimental studies. Finally, we discuss a novel interfacial instability
that spontaneously occurs in simulations of initially de-mixed symmetric mixtures and




Phase-separating mixed SAMs, in which more than one type of surfactants are co-adsorbed
on the substrate, have important applications in the areas of catalysis, nanoelectronics and
sensing (11–15). Further, mixed SAMs are important because they form patterns that are
similar to those formed in cell membranes and proteins (122) and also because the shapes
and dimensions of phase-separated patterns strongly affect the wetting behavior and other
properties of the substrate (12; 29). While for these applications, the most important at-
tribute of the surfactant-coated surface is the domain size, for several other applications
ordering of domains on the surface is an additional requirement. These include fabrication
of high-density and high-speed storage media, nanoporous filters, nanoscale transistors and
capacitors, ceramic membranes, photonic crystals and electrophoresis media (123–130).
Block copolymer thin films are currently the preferred material for creating nanoscale
patterned templates for such applications (131–133). The feature size of patterns in block
copolymer thin films ranges between 5nm and 50nm (131). It was recently shown that
phase separation in mixed SAMs creates ordered stripes less than 5nm wide, when present
on nanoparticle surfaces (11). Studies investigating the size and periodicity of domains in
SAMs on flat surfaces have not demonstrated such feature sizes and ordering (8; 16–21).
The smallest feature sizes observed in mixed SAMs on flat surfaces are ∼ 5nm, similar
to block copolymer feature sizes. The domain shapes that have been reported vary from
irregular patches with highly non-uniform size distributions to disordered stripes (8; 16–21).
In this chapter, we investigate the possibility of using phase-separating SAMs to pattern
substrates on a nanometer scale.
5.2 Contradicting experimental observations
As described briefly in Section 2.3.1, different nanoscale striped and patchy patterns have
been observed in SAMs on flat surfaces. STM images of some of these patterns are shown
in 5.1. Figs. 5.1A and B show stripe-like patterns from (21) and (20), respectively. Figs.
5.1C and D show elongated patches and merging patchy patterns from reference (19). As
illustrated by these images, all experimental studies agree that nanoscale phase separated
patterns form in mixed SAMs on flat surfaces. However, there is a disagreement on the shape
of the domains. In a survey of available experimental literature, we found that stripe-like
domains have been observed in SAMs on flat surfaces in some but not all experiments
(20; 21; 101). Several other experiments (8; 17; 19) report presence of only patchy do-
mains. It was also concluded that the patterns are not equilibrium patterns since images
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Figure 5.1 Experimental, STM images of striped and patchy phase separated patterns imaged in
mixed SAMs on flat surfaces taken from references (19-21).
at progressing times show that small patches merge into big patches to form even bigger
domains. Since the phase separation in SAMs is a slow, kinetically-controlled process (17),
equilibrium configurations are often difficult to access in experiments. In this chapter, we
revisit mixed SAMs on flat surface and address the question of whether patches or stripes
are the equilibrium pattern in symmetric mixtures on flat surfaces.
Based on our discussion in Section 4.2, we expect that the entropic argument is valid on
flat as well as nanoparticle surfaces and therefore, microphase separated domains should be
observed in experiments on flat surfaces. The entropic argument we presented in Section
4.2, explains the formation of microphase separated domains but does not predict whether
the domains will be stripe-like or patchy. We therefore use our newly developed simulation
model and code to investigate the controversy of striped vs. patchy phase separation in
mixed monolayers.
5.3 Simulations of symmetric mixtures
We use the term ”symmetric mixtures” to refer to mixtures in which both surfactants are in
equal numbers. We define an asymmetry fraction φ = (number of long surfactants)/(total
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number of surfactants) to measure degree of ”asymmetry”. For symmetric mixtures, φ =
0.5. In this section we describe our simulation results for symmetric mixtures. Results for
asymmetric mixtures are described in Section 5.4.
5.3.1 Effect of length difference, surface coverage and degree of im-
miscibility
Figure 5.2A shows the temporal progression of phase separation in immiscible surfactants
of equal lengths. As expected, they undergo complete thermodynamic phase separation via
spinodal decomposition (134; 135). On increasing the length difference ∆l (Fig.5.2B and
C), we see that the mixtures no longer completely phase separate, but instead microphase-
separate into a striped phase. We see that the evolution of phase separation in equal-length
(Fig. 5.2A) and unequal-length (Fig. 5.2B and 5.2C) surfactant mixtures appears similar
during the initial stages, in that, small patches of the long species are formed early-on in
both cases. Beyond this point, for equal-length mixtures, the islands continue merging until
complete phase separation occurs. In contrast, for surfactants with sufficient difference in
length, the merging of patches is accompanied by elongation of the domains and continues
until a stable striped phase is obtained. All our simulations of surfactant mixtures with a
length mismatch of five or more beads evolve to a stable striped phase. This conclusion is
based on multiple runs for each surfactant system and a variety of initial configurations. In
all these simulations patches may form as an intermediate phase but the equilibrium pattern
is always striped. Even on varying surface coverage ρ (Fig. 5.2D) and ∆a (Fig. 5.2E) over a
fairly wide range, we always observe a predominantly striped phase. All the striped phases
appear to evolve towards a perfect lamellar (aligned stripe) configuration, which exceeds
the time scale of our simulations when ρ or ∆a is high. (We note that defect-free parallel
lamellae are formed in 12 million time steps for ρ = 3.0 while for ρ = 4.0, it would take
more than 30 million time steps to form them, equivalent to 400 CPU hours on a 2.3GHz
AMD Opteron processor). Similarly, for ∆a = 5, perfect parallel lamellae are formed in as
few as 2 million time steps while lamellae formed for ∆a = 10 and 20 are not defect-free
even at 14 million and 32 million time steps, respectively. Based on simulations spanning
over a wide range of ∆a from 5 to 80 (results not shown), we find that narrower domains are
formed for small ∆a (weakly immiscible surfactants or weak segregation) as compared to
domains formed for larger ∆a (strongly immiscible surfactants or strong segregation).
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Figure 5.2 A. to C. Simulation snapshots of phase separation in symmetric (φ = 0.5) mixtures
at surface density of ρ = 4.0 of immiscible (∆a = 15) surfactants of various lengths of short and
long surfactants, respectively. A. 4 and 4 (equal-length mixture), B. 4 and 9, C. 4 and 14. Snapshots
from left to right show progression of phase separation in time. The number in the top right corner
indicates the time step at which the snapshot was taken, where K refers to thousands and M refers to
millions of time steps, D. Simulation snapshots of equilibrium patterns formed for unequal length
surfactants (4, 13 beads long) with ρ of 3, 3.5 and 4, respectively, from left to right. E. Simulation
snapshots of patterns formed for unequal length surfactants (4, 13 beads long) with ∆a of 5, 10 and
20, respectively, from left to right. Red (dark) and yellow (light) beads represent short and long
surfactant head groups, respectively. Surfactant tails have been removed for clarity. (121)
5.3.2 Effect of different starting configurations
Based on the results shown in Fig. 5.2, a possible explanation for the frequent imaging
of patchy structures in experimental setups is that after patches are formed, the process of
merging and elongation is so slow that the equilibrium, striped phase is never reached. To
test this hypothesis, we simulate phase separation in a system that is likely to form patches
and is also likely to become kinetically arrested once they form. Comparing results shown
in Fig. 5.2, we find that surfactants with smaller ∆l (Fig. 5.2B) form more patchy domains
than those with larger ∆l (Fig. 5.2C). From Figures 5.2D and 5.2E, we find that systems
with a large ∆a or a large ρ require more time to form the perfect lamellar configuration
because both factors hinder diffusion of the head groups. We therefore simulated a system
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with a small length difference of ∆l = 3, strong segregation ∆a = 15 and high density
ρ = 4.0. This combination of parameters has a strong likelihood of causing the system to
become kinetically arrested. We find that, unlike the mixtures with large length differences
(Figs. 5.2B and 5.2C) that evolve into the same final striped pattern irrespective of the
starting configuration, simulations of this system lead to different patterns when started from
different initial configurations. The time evolution snapshots of the phase separation process
in this system starting from two extreme configurations - uniformly mixed and completely
separated, are shown in Figures 5.3A and 5.3B, respectively. Other initial configurations
and their corresponding final patterns are shown in Figures 5.3C to 5.3J. The initial con-
figuration closest to the initial state in an experiment is the uniformly mixed configuration
(Fig. 5.3B). This is one of the configurations that evolves into patches, which is also the
pattern seen in several experiments (8; 17; 19). Further, we observe that patches in Figure
5.2B continuously merge to form fewer and larger patches as the simulation progresses,
which is also consistent with observations in experiments (8; 17; 19). On the other hand,
stripes (Fig. 5.3A) never break up to form patches and consistently evolve towards parallel
lamellae. Thus although our simulations demonstrate that stripes are the equilibrium pattern,
kinetically trapped, slowly merging patches may arise in experiments and simulations under
certain conditions.
To further establish that patches are kinetically arrested intermediate structures, we intro-
duce local perturbations by merging neighboring patches into larger patches, to test whether
the system returns to a state of smaller patches or evolves away from it. Computationally
this is done by choosing a large patch and moving all the surfactants from 2-3 neighboring
patches into this larger patch. This is possible in DPD since the beads are soft and are
allowed to overlap each other. After moving the small patches into the larger patch, holes
are left in the places where the small patches were present and the large patch becomes
denser in the number of surfactants. The simulation is started from this non-uniformly
dense configuration. The density becomes uniform again in a few hundred time steps. On
continuing the simulation we find that instead of breaking up into smaller patches, these
large patches elongate into stripe-like domains (Fig. 5.3K). This further demonstrates that
patches are only an intermediate, kinetically arrested pattern.
Next, we compare the pairwise potential energies, U, and the interface lengths, L, in
terms of percentage of long surfactants at the interface, to understand why stripes are
preferred over patches in symmetric mixtures of immiscible surfactants with sufficiently
mismatched lengths. Both configurational and conformational entropies in these systems
are large when long surfactants are next to short ones (101). Therefore, the percentage of
long surfactants at the interface between the long and short surfactants can be used as an
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Figure 5.3 Simulation images of phase separation in symmetric mixtures (φ = 0.5) of 4-bead (red)
and 7-bead (yellow) surfactants starting from different initial patterns. A. and B.: Evolution starting
from completely separated and uniformly mixed configurations, respectively. The number in the top
right corner is the time step at which the snapshot was taken, where K refers to thousands and M
to millions of time steps. C. to J.: Initial (left) and final (right) patterns. K. Phase separation in the
system shown in B, continued after locally perturbing the system after 30 million time steps. The
blue square indicates the perturbed configuration. Snapshots to the right of the blue square show
evolution of the perturbed state. (121)
estimate of entropy of these systems. Patterns with smaller U are energetically favored,
while patterns with larger L are entropically favored. Bar graphs of U and L for the final
patterns shown in Figure 5.3A to 5.3J are plotted in Figure 5.4. We find that the values
of U for different patterns are nearly the same (standard deviation = 0.006). L values for
different patterns are fairly different especially that of parallel lamellae (Fig. 5.3D). Parallel
lamellae have significantly higher L ( 50 % higher than the average L). This is an indication
that the potential energies of all patterns are roughly the same but the entropy of parallel
lamellae is significantly greater than that of any other pattern. Based on these observations,
we infer that the tendency towards stripes is strongly entropy-driven and the equilibrium
pattern for symmetric mixtures of immiscible surfactants of sufficient length mismatch is
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Figure 5.4 U (blue) and L (red) for different final patterns shown in Figs. 5.3A to J. (121)
parallel lamellae.
5.4 Simulations of asymmetric mixtures
In this section we report our results for asymmetric mixtures with asymmetry fraction φ
varying between 0.20 and 0.80. We also show the results for φ = 0.5 (symmetric mixtures)
for comparison.
5.4.1 Varying relative composition and degree of immiscibility
After determining the effect of length difference, immiscibility, density and initial config-
uration on phase-separated patterns in mixed SAMs, we now study the patterns formed
by mixtures of varying compositions (0.17 ≤ φ ≤ 0.83). Figure 5.5 shows the simulated
patterns formed by mixtures of varying compositions and immiscibilities but with identical
surfactant lengths and densities.
For weakly immiscible mixtures (Fig. 5.5A), irregular domains are formed and both
patchy and elongated domains are observed. As we increase the immiscibility, the interfaces
become more regular and the domains elongate and become larger and fewer (Figs. 5.5B to
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Figure 5.5 Simulation snapshots of microphase separation in asymmetric mixtures of 4 bead (red)
and 13 bead (yellow) surfactants for increasing fraction of long surfactants φ = 0.17, 0.20, 0.25,
0.33, 0.50, 0.67, 0.75, 0.80, 0.83 (from left to right). A. ∆a = 5; B. ∆a = 10; C. ∆a = 15; D. ∆a =
20. (121)
5.5D). For all asymmetric mixtures with a majority of short surfactants (φ < 0.5), we find
that 2D micelles are the equilibrium phase. Note that we refer to these domains as ”micelles”
in the spirit of 3D micelles in surfactant and block copolymer systems. As discussed later in
this section, these 2D micelles are an ordered (Section 5.4.3), equilibrium phase (Section
5.4.2) as opposed to the patches discussed in Section 5.3. There is a sharp transition to the
expected striped phase for symmetric mixtures (φ = 0.5). Striped domains are present up to
φ = 0.67 beyond symmetric mixtures, and disappear as the ratio is increased further.
5.4.2 Two-dimensional micelles as the equilibrium phase
It is evident from the results shown in Fig. 5.5 that the patterns are not completely sym-
metric about φ = 0.5, as they would be for binary mixtures with no symmetry-breaking
parameter(s), e.g. mixtures of unlike point charges (109), or diblock copolymer melts (78).
This is because the short surfactants always prefer to completely phase separate while long
surfactants prefer to create interfaces, depending on entropic and energetic considerations.
We calculate the interface lengths for all the patterns shown in Fig. 5.5, similar to the
analysis done in Section 5.3.2 and shown in Fig. 5.4. A plot of L for patterns from Figure
5.5D shows that there is a continuous decrease in the percentage of long surfactants at the
interface as φ increases (Fig. 5.6). The values of L for mixtures with 0.17 ≤ φ ≤ 0.50 are
comparable with the L value of perfect lamellae (Fig. 5.3D). Therefore, 2D micelles are
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Figure 5.6 L for patterns from Fig. 5.3D and an arbitrary striped pattern at φ = 0.83 (enclosed in
blue square). (121)
expected to be entropically stabilized. The L values for the other patterns (φ > 0.5) are
small but comparison with the L for an arbitrary striped configuration with φ = 0.83 (Fig.
5.3) shows that stripes, if formed, would have an even lower percentage of long surfactants
at the interface and hence are entropically less favored than micelles for this composition.
The L for these ratios (φ > 0.5) can only be increased by phase separating into smaller
domains and is maximized when the two species are uniformly mixed. However, those
patterns will have very high values of U and are therefore not formed. This analysis explains
why symmetric mixtures prefer to form stripes while sufficiently asymmetric mixtures form
micelles. In experiments it is difficult to control the composition of the surfactants on the flat
surface. This is probably why close-to-symmetric mixtures and perfect stripes are difficult
to obtain in experiments. This is likely another reason for frequent imaging of the patchy or
micellar phase in experiments.
5.4.3 Micelle ordering
An analysis of the radial distribution functions and micelle coordination numbers of the
micellar patterns of Figure 5.5D shows that the local order of the micelles is hexagonal
(Fig. 5.7), similar to mixtures of unlike point charges and diblock copolymer melts. The
coordination number for the micelles (number of micelles nearest to any given micelle) is
equal to 6.0 (within 4% error), predicting hexagonal packing (Fig. 5.7). The coordination
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Figure 5.7 The figure shows, in tabular form, plots of the radial distribution functions (RDF), g(r)
of centers of mass of micelles shown in Fig. 5.5D and patches shown in Fig. 5.3B. The nearest
neighbor micelle/patch coordination numbers were calculated by integrating over the first peak in
g(r) plots. The table also lists the average domain (patch/patch) size and the standard deviation in the
domain size. The large standard deviation of the patch size distribution relative to standard devia-
tions of the micelles indicates that the patches are non-equilibrium while micelles are equilibrium
patterns. Note that the terms patch and micelle have been selected to mean kinetically-arrested,
non-equilibrium islands versus equilibrium islands, respectively. Since the number of patches/system
is small, we were only able to study order up to second nearest neighbors. Simulating larger systems
is computationally expensive and was not undertaken. (121)
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number corresponding to hexagonal order and a highly uniform size distribution of the
micelles (as determined from standard deviations of micelle sizes; Fig. 5.7) together suggest
that the micellar phase is the equilibrium phase. Similar analysis for the patches formed in
Fig. 5.3B yields a coordination number of 5.46 and a large standard deviation of 34.04 in
the average patch size of 87.50 (Fig. 5.7), further confirming that the patches formed for
symmetric systems are non-equilibrium and kinetically-arrested.
5.4.4 Varying relative composition and length difference
We have also performed simulations for asymmetric mixtures of different surfactant length
differences. Figure 5.8 shows the results of these simulations for 0 ≤ ∆l ≤ 9. We find that
for ∆l < 3 (Fig. 5.8A to C), complete phase separation is seen for all values of φ . Also, all
asymmetric mixtures with ∆l ≥ 3 and φ < 0.5 (i.e. majority short surfactants) form micelles
(Fig. 5.8D to H). For highly asymmetric mixtures with majority long surfactants, stripes
are formed in a very narrow range of 3 ≤ ∆l ≤ 5. In this range, the length difference is
sufficient for microphase separation (∆l > 3) but not large enough to favor the high-entropy
micellar phase as per the discussion of Section 5.4.2 and the analysis shown in Fig. 5.6. For
∆l > 3, the behavior is as shown in Fig. 5.5.
5.4.5 Comparison of DPD results with experiments
Experiments have also been performed on asymmetric SAMs on flat surfaces in the Stellacci
group. For these experimental studies, the substrates used were commercially available,
thermally evaporated Au(111) films on freshly cleaved mica (Molecular Imaging). To obtain
a homogenous monolayer in which the lying down phase (136) was absent (as confirmed by
extensive imaging), the as-received substrates were cleaned by immersing them in Piranha
solution for five minutes, followed by cleaning with deionized water and drying through a
nitrogen flow. SAMs comprised of varying combinations and compositions of octanethiol,
mercaptopropionic acid, butanethiol, nonanethiol, pentanethiol and 3-mercapto-1-propane
sulfonic acid were investigated. All SAMs were prepared by immersion in ethanol for five
days followed by a thorough rinse with ethanol and acetonitrile and were imaged using
a Digital Instrument Multimode Nanoscope IIIa scanning tunneling microscope (STM).
Additional experimental details are available in reference (137).
Figure 5.9 shows the STM images obtained for symmetric and asymmetric SAMs on
flat surfaces. Striped domains that are less than 5nm wide, imaged for a symmetric mixture
of hexanethiol and dodecanethiol, are shown in Fig. 5.9A and B. Comparison with prior
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Figure 5.8 A. to H.: Equilibrium patterns formed by asymmetric and symmetric mixtures of
surfactants with increasing length differences. A. to C.: ∆l < 3. Complete phase separation is seen
for all values of φ ; D. to H.: ∆l ≥ 3. All asymmetric mixtures with φ < 0.5 form patches. Stripes are
formed by all symmetric and asymmetric mixtures when 0.5 ≤ φ ≤ 0.67. For highly asymmetric
mixtures with a majority of long surfactants (φ > 0.67), stripes are formed for a very small range
of 2 < ∆l < 5 while patches are formed for all larger values of ∆l. As shown in Fig. 5.6, ordered,
2D micelles are entropically preferred over stripes for highly asymmetric mixtures with a majority
of long surfactants. When ∆l is large (> 4 beads), the gain in conformational entropy for long
surfactants by forming patches is large. However when ∆l is just sufficient for microphase separation
(2 < ∆l < 5), the conformational entropy gain for the long surfactants by forming micelles is small
and stripes are energetically and entropically favored. (121)
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experimental studies of patchy domains (8; 17; 19) in flat SAMs demonstrates that the
images shown in Figure 5.9 are considerably more monodisperse and regular in shape. All
images shown in Figure 5.9, are comprised of domains smaller than 7 nm and some, smaller
than 5 nm. The ordering of domains, as predicted by simulations, is however, is not seen
in these experiments. One of the reasons is the presence of etch pits in the substrate, seen
as the dark regions in the STM images. The etch pits disrupt the surface continuity and
reduce the possibility of ordering. Other possible reasons include long equilibration times,
presence of anisotropic stress in the substrate prior to adsorption and presence of defects in
the form of single molecules or smaller clusters that, if given sufficient time, would merge
into the larger domains. More images, including some showing patches of short surfactant
in a matrix of longer ones will appear in a forthcoming publication (121). Analysis of all
these images confirms the presence of order and relative monodispersity in size and shape
of the domains as compared to all previously published studies (8; 17; 19).
5.4.6 Comparison with other phase-separating mixtures confined to
flat surfaces
As discussed earlier, block copolymer thin films are commonly used to pattern substrates.
Block copolymers are made up of two immiscible polymeric segments chemically bonded to
each other. The immiscibility between the two segments provides the short-range attraction
while the chemical bond provides the long-range repulsion. Patterns vary depending on
whether the block copolymers are symmetric, i.e. the two immiscible segments are of the
same length, or asymmetric i.e. the segments are of different lengths. Symmetric block
copolymers are known to form lamellae (131–133; 138) while asymmetric block copoly-
mers form hexagonally-ordered dots (132; 133; 139) when confined to flat surfaces. A
similar behavior is seen in mixtures of incompatible, unlike point charges confined to flat
surfaces (109; 140; 141). In this system, the immiscibility between the two species provides
the short-range attraction while the electrostatic repulsion between similar charges is the
long-range repulsion. The charge ratio between the two species can be varied to obtain
symmetric (charge ratio = 1) and asymmetric (charge ratio 6= 1) mixtures. In asymmetric
mixtures, the number of point charges of each type and the charge on each species are
different while the electroneutrality of the system is maintained. Similar to block copolymer
thin films, mixtures of charged particles also form lamellae or ordered dots depending on
whether the mixture is symmetric or asymmetric, respectively (109; 140; 141).
Patterns formed in our system of phase-separating SAMs on flat surfaces are therefore
very similar to the patterns formed in block copolymer and unlike point charge systems
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Figure 5.9 STM images showing nanoscale domains in SAMs on flat surfaces. Surfactant combina-
tions and approximate relative compositions obtained by image analysis are: A. and B. Hexanethiol
and dodecanethiol, φ = 0.50, B is the contrast image of the original STM image shown in A, C. Oc-
tanethiol and mercaptopropionic acid, φ =0.26, average domain size = 3.4 ± 0.4 nm, D. Butanethiol
and nonanethiol, φ =0.15, average domain size = 6.1± 1.4 nm, E. Butanethiol and pentanethiol,
φ =0.22, average domain size = 6.5 ± 1.5 nm, F. Octanethiol and 3-mercapto-1-propane sulfonic
acid, φ =0.24, average domain size = 4.0 ± 0.9 nm. In the STM image, bright spots, dark/black
spots and the background represent locations of long surfactants, etch pits and short surfactants,
respectively. In the contrast image shown in B, blue, black and grey regions represent locations of
the long surfactants, short surfactants and etch pits, respectively. (121)
56
confined to flat surfaces. We also observe formation of lamellar or micellar domains de-
pending on whether the system is symmetric or asymmetric. The domains formed for
asymmetric SAMs are also hexagonally ordered and circular in shape like patterns formed
in the corresponding asymmetric mixtures of block copolymers (132; 133; 139) and unlike
charges (140; 141). There is however, one difference in the patterns formed in our system
versus the patterns formed in these other microphase-separating systems. In our system, the
patterns are not the same about the asymmetry fraction φ , i.e. the patterns formed for φ <
0.5 are not the same as the patterns formed for φ > 0.5. This is because the long surfactants
prefer to microphase separate while the short surfactants prefer to macrophase separate. In
both the block copolymer and unlike charge system, this is not the case since both blocks
of the block copolymer or both types of point charges are indistinguishable except for the
mutual incompatibility.
Mixed SAMs and mixtures of unlike point charges are also different from the block
copolymer system in that if the incompatibility between the immiscible segments/species is
high, complete phase separation will occur in mixed SAMs as also in mixtures of unlike
charges (109). Such macrophase separation is not possible in block copolymers, even when
the two blocks are highly immiscible, since the two blocks are bonded together and hence
are inseparable from each other.
5.5 Summary
We study phase separation in mixed SAMs on flat surfaces using a minimal model that
employs only the immiscibility and length difference between the co-adsorbed surfactants.
We demonstrate that in SAMs comprising of symmetric mixtures of immiscible surfactants
(equal numbers of both surfactants), on flat surfaces, stripes are the equilibrium phase. Even
though the surfactants are immiscible, they do not completely phase separate due to entropic
factors as discussed in Section 4.2. Due to the absence of substrate curvature, the same
mixture of surfactants has an effectively higher density on a flat surface as compared to a
spherical surface. This slows down the phase separation process and makes the equilibrium
striped phase difficult to access in experiments as well as simulations. Due to an overall
lower density on spherical surfaces, the striped phase readily forms on spherical surfaces
and is often imaged in experiments (discussed in detail in the previous chapter on spherical
surfaces). On flat surfaces, an intermediate, kinetically-arrested patchy phase is imaged
instead.
In our simulations, we obtained the equilibrium striped phase by reducing the surface
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coverage and the degree of immiscibility between surfactants, both of which speed up
the phase separation process. We also designed systems that had a high potential to get
kinetically-trapped in the patchy phase and demonstrated that such systems indeed form a
slowly-evolving patchy phase. We confirmed by several methods that the patchy phase is
kinetically-arrested while stripes are the equilibrium phase.
Similar to block copolymers and mixtures of incompatible point charges, SAMs com-
prised of asymmetric mixtures of surfactants phase separate into ordered, equilibrium, 2D
micelles. This has been confirmed by our DPD simulations as well as experiments performed
on several different sets of surfactants. We have ascertained that these 2D micelles formed
for asymmetric mixtures are equilibrium structures while patches formed for symmetric
mixtures are kinetically-trapped patterns.
Our studies and analyses in this chapter provide key insights into the phase separation
process in mixed SAMs. We show that patches will be imaged in experiments only when:
the number density of surfactants on the surface is large; when the length difference or
immiscibility between the surfactants is high; and/or when asymmetric mixtures are ad-
sorbed. There is another important factor, which we have not investigated, that controls the
phase separated patterns. The total as well as relative number of surfactants adsorbed from a
solution onto a surface depends strongly on the length of time that the substrate is left in
the solution. In our simulations, the composition of the SAM remains fixed. Experimental
studies show that if the substrate is left in solution for long enough times, only one surfactant
- the one with a relatively lower solubility in the solvent, will be adsorbed. Simulations of
adsorption and simultaneous phase separation can be performed in a grand or semi-grand
canonical ensemble but have not been performed in this thesis work. Such studies can





In this chapter we discuss self-assembly in SAMs on cylindrical surfaces that describe
nanotubes and nanowires. The patterns formed by phase separation in long and short im-
miscible surfactant mixtures on cylindrical surfaces are similar in many respects to those
seen on spherical (Chapter 4) and flat (Chapter 5) surfaces. The key difference is that the
unidirectional nature of the cylindrical curvature helps in preferably aligning the stripes
along the circumference of the cylinder rather than the length. Therefore, stripes on cylinders
are more ordered than those on spherical or flat surfaces. We also describe how imparting
a curvature to the flat surface can help relax kinetically arrested patterns, discussed in
Chapter 5, into equilibrium patterns. This is a novel method to modify patterns on a surface,
post-adsorption. We have performed simulations that verify the use of this technique to
modify patches formed on flat surfaces into stripes, and recent experiments confirm our
predictions. The results provided in this chapter have resulted in the publication (142) and a
manuscript being prepared for submission (143). Part of the text and figures presented in
this chapter have been taken from these manuscripts.
6.1 Dependence on cylinder dimensions
6.1.1 Effect of cylinder radius
Similar to the results on spherical surfaces, we find that there is a critical cylinder radius
below which complete phase separation occurs (Fig. 6.1A). The reason is also the same: on
narrow cylinders, the long surfactant chains have sufficient free volume for movement and
do not need to have shorter neighboring chains to gain conformational entropy. However,
unlike spherical surfaces, an upper bound on formation of ordered stripes is not present.
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Figure 6.1 Effect of cylinder radius on phase-separated pattern formed in mixtures of long (7-bead,
yellow) and short (4-bead, red) surfactants grafted on a cylinder surface. The radii of the cylinders
are A. 2σ , B. 3σ , C. 4σ , D. 5σ , E. 7σ , F. 9σ , G. 11σ , H. 13σ . (143)
Very ordered stripes are formed even on wide cylinders. This is because the unidirectional
curvature of the cylinder helps align the stripes. The direction in which stripes are aligned
is perpendicular to the axis of the cylinder. The preferred direction of stripe alignment is
discussed in more detail in Section 6.1.3.
6.1.2 Effect of cylinder length
As described in Chapter 3, the periodic boundary conditions for our simulations on cylin-
drical surfaces are applied along the length of the cylinder. This raises concerns that the
boundary conditions might promote ordering of the stripes. For sufficiently long cylinders
however, such finite-size effects are expected to disappear. Fig. 6.2 shows the results of our
simulations on cylinders with a wide range of lengths. Since cylinders of all lengths form
stripes, and the stripe width is uniform across the lengths, we conclude that our system does
not suffer from finite size effects.
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Figure 6.2 Effect of cylinder length on phase-separated pattern formed in mixtures of long (7-bead,
yellow) and short (4-bead, red) surfactants grafted on the cylinder surface. The lengths of the
cylinders are A. 10σ , B. 15σ , C. 20σ , D. 25σ , E. 30σ , F. 35σ , G. 40σ , H. 45σ , I. 50σ . Radius of
the cylinder is 5σ in all cases. (143)
6.1.3 Effect of aspect ratio
The aspect ratio of a nanocylinder (cylinder diameter/cylinder length) is an important param-
eter that needs to be considered when dealing with most incompatible mixtures. For example,
for single-bead (tail-less) surfactants or equal-length surfactants, conformational entropy
does not play a role in phase separation. The driving force for these mixtures is simply
to minimize the interface. Therefore, for an immiscible mixture of single-bead species,
the interface may switch directions from being horizontal to vertical just by changing the
cylinder length as shown in Fig. 6.3, and/or the changing cylinder radius.
In length-mismatched systems, however, such switching of interface or change in direc-
tion of stripes is not observed. In the results shown in Fig. 6.2, the aspect ratio of the cylinder
changes from 1.0 (in Fig. 6.2A) to 5.0 (in Fig. 6.2I) and the circumference to length ratio
changes from 3.14 to 0.63. Despite such a large change in circumference-to-length ratio, the
direction of the stripes is always horizontal. In all of the simulation results discussed in this
chapter, whenever stripes form, they are always along the circumference and never along
the length of the cylinder. The reason for such preference for formation of horizontal stripes
over vertical stripes is also entropic in nature and is illustrated in Fig. 6.4.
If vertical stripes form (Fig. 6.4A), the long surfactants can bend only along the circum-
ference of the cylinder and feel a crowding effect along the length of the cylinder. However,
when horizontal stripes form (Fig. 6.4B), the long surfactants have free volume around
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Figure 6.3 Interface direction switches from A. horizontal to B. vertical, when length of a radius
= 3σ (2π*radius = 18.8) is changed from 22.0 to 15.0, for simple, incompatible binary mixtures
guided by incompatibility alone rather than competing interactions.
Figure 6.4 Entropic considerations in A. vertical versus B. horizontal stripes. Red and yellow beads
represent short and long surfactants respectively. The tails of the short surfactants have been removed
for clarity. In the central stripe comprised of long surfactants, blue and black arrows represent the
direction(s) in which the long surfactants can bend to take advantage of the cylinder curvature and
neighboring short chains, respectively. The red arrow in A. represents the direction in which the long
surfactants are crowded. (143)
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the circumference (due to the cylinder curvature) and they have additional free volume
available along the length because of neighboring short surfactants. Therefore, for two
configurations with the same interface width, the horizontal stripes are always preferred
over vertical stripes.
6.2 Dependence on the properties of the surfactant mix-
ture
6.2.1 Effect of increasing immiscibility
In our simulations, we can make the two surfactants more (less) immiscible by increasing
(decreasing) the repulsion parameter ∆a. As expected for small values of ∆a (i.e. barely
immiscible surfactants) the phase separated domains are fast-changing, small domains of
irregular shapes and sizes (Fig. 6.5A). On slightly increasing the immiscibility, stripe
like domains start appearing (Fig. 6.5B). Even though the surfactants are only slightly
immiscible at this point, preference for horizontal stripes is already evident. On further
increasing the immiscibility clear, ordered horizontal stripes form (Fig. 6.5C to E). These
stripes are perfect rings of nearly uniform width. The stripe width is a strong function of
the immiscibility. As expected, the stripe width increases as the immiscibility is increased
until the point at which the two surfactants become so immiscible (Fig. 6.5F) that energetic
penalty for microphase separation outweighs any possible conformational entropy gain,
and complete phase separation occurs. We see that at this point, defects start to appear in
the system because high degree of immiscibility hinders diffusion of the molecules on the
surface and slows down the phase separation process. For example, it would take a very
long time for the few red molecules in the middle of the yellow domain in Fig. 6.5F to cross
the wide section of yellow molecules and reach the closest red domain.
6.2.2 Effect of increasing length difference
The critical length difference ∆l that the surfactants should have to microphase separate into
stripes is the same on a cylinder as on the sphere and the flat surface, and it is equal to three
beads (Fig. 6.6). Complete phase separation occurs for ∆a < 3 (Fig. 6.6A and B). Then
there is a transition to forming stripes at ∆l = 3 (Fig. 6.6C) beyond which stripes always
form.
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Figure 6.5 Effect of surfactant immiscibility on phase-separated pattern formed in mixtures of
long (7-bead, yellow) and short (4-bead, red) surfactants grafted on a cylindrical surface. The values
of the repulsion parameter, ∆a (larger ∆a implies higher immiscibility) are: A. 3, B. 5, C. 10, D. 15,
E. 20, F. 25. (143)
Figure 6.6 Effect of surfactant length difference on phase-separated pattern formed in mixtures
of long (7-bead, yellow) and short (4-bead, red) surfactants grafted on a cylindrical surface. The
systems simulated from left to right are denoted by m n where m and n are the number of beads in
the short and long surfactants respectively. A. 4 4, B. 4 6, C. 4 7, D. 4 9, E. 4 11, F. 4 13. (143)
6.2.3 Effect of increasing surface coverage
Similar to the effect of increasing surface coverage i.e. the number of surfactants per unit
area of the surface, on a spherical surface, kinetically-arrested patchy patterns form on
cylinders as well. Fig. 6.7A shows the patchy pattern formed on cylinders for a large
surface density of 5.0. The unrolled pattern is shown in Fig. 6.7B. High surface density is a
likely reason for the formation of patches in the experiments by Wang et al. (14) discussed
in Section 1.1. The non-uniform size distribution of the patches confirms that they are
kinetically-arrested, similar to the analysis for flat surfaces (Section 5.4.3).
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Figure 6.7 A. Patchy pattern formed on a cylinder of radius 5σ and surface coverage of 5.0
particles per σ2. B. Unrolled view of the result shown in A.
Figure 6.8 Helical pattern formed by phase separation in SAMs.
6.2.4 Helices
Helices with a small pitch are sometimes formed in our simulations. There are no specific
conditions under which helices form in our systems. Out of several simulations starting
from slightly different initial conditions or using different random number seeds, one run
might yield a helix. We believe that helices are kinetically trapped structures that are not
able to relax into the equilibrium horizontal stripes since their free energy is close to that
of horizontal stripes. Once helices form, it is very difficult for them to relax into stripes
because that will require breaking and rearrangement of stripes, both of which are expected
to have high kinetic barriers. By an extension of the discussion in Section 6.1.3 and the
illustration in Fig. 6.3, horizontal stripes will have a higher conformational entropy than
helices and therefore will be preferred over helices. Fig. 6.8 shows images of a helix formed
in our simulation which is formed for the same surfactants and conditions as the horizontal
stripes shown in Fig. 6.1H, starting from different initial configurations.
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6.3 Exploiting substrate stress to modify nanoscale sur-
face patterns
6.3.1 Introduction
There is evidence to show that substrate stress can affect adsorption of molecules on surfaces
(102; 144; 145). Recent theoretical studies have further shown that phase-separated patterns
formed on unstressed substrates differ from those formed on substrates that are stressed prior
to adsorption (146–148). In this section we demonstrate that stress applied post-adsorption
affects the diffusion of adsorbed molecules on the surface and can thus be used to modify
surface patterns formed by phase separation in SAMs. We also show how stress can be
used to relax non-equilibrium, kinetically arrested patterns formed on flat substrates towards
equilibrium. Specifically, using computer simulations we predict that a kinetically arrested
pattern of phase-separated patches formed in a mixed SAM of surfactants on a flat substrate
can be progressed to form the equilibrium, striped pattern by stressing the substrate through
induction of curvature. The motivation for this work comes from observations that a mixed
SAM of surfactants of unequal length and/or bulkiness readily organizes into stripes on
highly curved substrates like small nanoparticles (Chapter 4, references (11; 28; 149)),
while patchy domains are often formed on substrates with a low degree of curvature or
no curvature (flat substrates) (8; 17; 19), even when stripes are the equilibrium phase in
both cases, as discussed in Chapter 5. Highly curved substrates therefore appear to aid in
the progression of the metastable patchy phase into the equilibrium striped phase but no
systematic studies have been conducted to test this. Using a simple method, we show that
curvature indeed speeds up the separation process substantially. The results of this section
were published in reference (142).
6.3.2 Curvature induction in simulations
The simulation is first performed on a flat surface until we obtain a pattern that is stable
over a long period of time. Next, we roll the flat surface into a cylinder and continue the
simulation on the cylindrical surface to understand the role of substrate curvature and stress.
The head groups of the surfactants are now constrained to move on the cylinder, instead
of a flat surface, and the tails spread out radially from the cylinder surface. To roll the flat
substrate into a cylinder, we map the positions of the head groups of the surfactants onto a
cylinder of radius R = Lx/(2π) and length L = Ly, where Lx and Ly are the dimensions of
the flat substrate in the x and y directions, respectively (Fig. 6.9). The total area occupied by
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Figure 6.9 Transfer of an arbitrary pattern from a flat surface onto a cylinder. A. Starting pattern
on flat surface. B. Intermediate curved surface. C. Final pattern on cylindrical surface. (142)
the head groups therefore remains unchanged.
The time evolution of the pattern on the flat surface starting from a uniformly mixed
state is shown in Fig. 6.10. The resulting patchy pattern is found to be stable over long
timescales (tens of millions of DPD time steps of 0.01 unit each). On induction of cylindrical
curvature, this patchy pattern, which had previously arrested, now evolves quickly, with
patches merging and elongating to form stripes. Patches that are stable and stay nearly
unchanged on flat substrates for millions of time steps start merging to form elongated
domains in as few as 50,000 time steps when transferred to the cylindrical surface, and
all patches merge into stripe-like domains within 5 million time steps. Calculations of the
diffusion constant of molecules in the kinetically-arrested patchy pattern on the flat surface
and in the equilibrium, striped pattern on the cylinder show that they indeed diffuse faster
on the cylinder than on the flat surface. Diffusion constants of the head groups on the flat
and cylindrical surfaces are 0.0432 ± 1.9E-5 and 0.0535 ±1.9E-5 bead diameter2 time−1,
respectively. Figure 6.10 shows the complete process of curvature induction; starting from
formation of the arrested patchy pattern, transfer to a cylindrical surface, and subsequent
evolution of the pattern on the cylindrical surface. The snapshots taken post curvature
induction are taken by un-rolling the cylinder back into a flat surface only for visualization
while the simulation progresses on the cylinder. The fast pattern change that we observe
serves not only to establish the role of curvature in formation of striped patterns on small
nanoparticles, but also to demonstrate how surface patterns can be modified post-adsorption.
In terms of applications, it should be possible to use this method experimentally to modify
surface patterns post-adsorption as well as to speed up the change from kinetically arrested
to equilibrium patterns. The unidirectional curvature of the cylinder aids in the formation of
defect-free parallel stripes.
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Figure 6.10 Simulational procedure for curving a flat, surfactant-coated substrate. Snapshots, from
left to right: phase separation of long (yellow) and short (red) surfactants on a flat substrate leading
to the formation of the patchy pattern which is stable over many time steps (tails removed for clarity);
a patch-covered cylinder obtained by rolling the patch-covered flat substrate; the remaining four
snapshots show evolution of the patchy pattern on the surface of the cylinder - the cylinder has been
un-rolled for better visualization of the changing pattern - the simulation is conducted on a cylindrical
surface (tails removed for clarity). t and t? indicate time for the simulations on flat and cylindrical
substrates respectively. τ is the time step used in both simulations (0.01 unit each). (142)
6.3.3 Curvature induction in experiments
To test the procedure experimentally, our colleagues in the Stellacci group at MIT prepared
SAMs of octanethiol (CH3-(CH2)7-SH) mixed with mercaptopropionic acid (COOH-(CH2)2-
SH) and of octanethiol (CH3-(CH2)7-SH) mixed with methyl benzenethiol (CH3-(C6H4-SH).
The substrates obtained were imaged using STM. These mixtures of surfactants form patches
on flat substrates (Fig. 6.11A); specifically it was found that the longer surfactant forms
patches in a matrix of the shorter surfactant, as in the simulations. The patchy phase stayed
unchanged even after a long equilibration time of two weeks when it was imaged to obtain
the pre-stressed image. To induce curvature and stress, the surfactant-coated substrate was
wrapped around a cylindrical vial (radius 1.5 cm), and then incubated. This process in-
duced a slight curvature and generated a mild stress in the substrate. The substrate was then
flattened out and reimaged to compare with the pre-stressed image and to record the change
in pattern. Figure 6.11A shows the STM images of the octanethiol and mercaptopropionic
acid coated substrate taken before and after induction of curvature. The post-stressed image
showed presence of string-like sequences of patches that were starting to merge. These
sequences were absent in the pre-stressed image, which only showed separate and unaligned
patches. Images of patches aligning and merging were obtained using the other surfactant
combination (octanethiol and methyl benzenethiol) as well (Fig. 6.11B).
The string-like domains seen in Fig. 6.11 resemble intermediate stages from our DPD
simulations (Fig. 6.10), observed before the patches merge to form a stripes-only phase.
The experimental and simulational results are, therefore, in good agreement.
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Figure 6.11 Experimental images, from left to right: A. STM image of a patchy pattern on flat
substrate formed by octanethiol and mercaptopropionic acid surfactants; cartoon showing application
of stress; and alignment and merging of patches after stressing. Dark and light regions indicate short
and long surfactants respectively. B. STM image of aligning and merging patches obtained after
stressing another surfactant system: octanethiol and methyl benzenethiol. (142)
6.3.4 Discussion
It is interesting to note that in our simulation study, patches always merge in the direction of
the curvature, i.e. along the circumference, and never along the length of the cylinder. Our
results closely resemble the patterns obtained by He and Huang (148) for phase separation
on a flat substrate that is stretched pre-adsorption. Their theoretical results show that the
domains formed on stressed substrates are larger, fewer and more elongated compared
to those formed on unstressed substrates. They compare equilibrium patterns formed on
un-stressed and pre-stressed substrates while our starting patchy pattern prior to stressing
is non-equilibrium. Although it is not possible to stretch the substrate in our method, we
can and have tested (Sections 6.1 and 6.2) whether the patterns formed on pre-stressed and
post-stressed substrates are essentially the same. Our simulations starting with randomly
distributed surfactants on the cylinder itself show that in these simulations also, stripes
always form along the circumference of the cylinder rather than along the length. We
therefore conclude that patterns formed by applying stress prior to and post adsorption are
similar and that the specific direction of the stripes is an outcome of the unidirectional nature
of the substrate curvature.
Another important fact is that although both substrate-stretching and curvature-induction
are methods to induce stress in the substrate, and patterns formed by both appear to be
similar (148), the mechanisms for pattern formation are likely different. This is because the
free volume available to a surfactant chain in a stretched substrate is different from that on a
curved surface. Our method does not allow us to compare the two methods.
In related studies on flat and curved substrates, researchers have shown analytically
that in mixtures of immiscible cationic-anionic co-assembled amphiphiles stripes are the
equilibrium pattern on cylinders while patches are the equilibrium pattern on flat substrates
(146). This is not the case in our SAMs of immiscible, length-mismatched surfactants. In
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our system stripes are the equilibrium pattern on both cylinders and flat surfaces.
6.4 Unique alignment of stripes in experiments
There are very few experimental studies focusing on phase separated SAMs on nanocylin-
ders. Our collaborators in the Stellacci group have performed several experiments testing the
validity of our predictions (Section 6.1.3; Fig. 6.4) that for length mismatched immiscible
surfactants, horizontal stripes are preferred over vertical ones. For the experimental studies,
gold nanorods capped with surfactant hexadecyltrimethylammonium bromide were synthe-
sized following standard methods. A 2:1 (molar ratio) mixture of mercaptopropionic acid
and octanethiol was then introduced onto the nanorods through a place exchange reaction.
The nanostructures were then extensively washed to remove the excess residue. STM images
were obtained using a Veeco Multimode IIIa Scanning Probe Microscope. The STM samples
were prepared by dropping a concentrated solution onto Au (111) thermally evaporated on
mica substrates (Molecular Imaging, AZ). Pt-Ir mechanically cut tips were used (Veeco,
CA). The imaging approaches are described in detail in references (11; 27; 137; 150). The
bias voltage was varied from 500 mV to 1000 mV and the current varied from 400pA to 700
pA. Imaging gains varied from 0.4 to 0.7 for the integral and proportional. The rods were
imaged in various directions relative to the slow axis of scanning. Some of the STM images
are shown in Fig. 6.12. In the case shown in Figure 6.12, a nanorod captured in a series of
21 images at different tip speeds, varying from 0.17 µm / s to 2.2 µm / s, is shown. Similar
to simulation predictions, experiments also show formation of horizontal stripes only. None
of the experimental systems formed stripes along the length of the cylinder.
6.5 Comparison with other phase-separating mixtures con-
fined to cylindrical surfaces
Among phase separating mixtures with competing interactions confined to cylindrical
surfaces, the system of unlike point charges has been most extensively studied (146; 151–
156). Phase separation in this system is governed by competing short-range attraction
and long-range coulombic repulsion, similar to the effective interactions in our system of
phase-separating SAMs. Comparison of phase-separated patterns formed by this system
and our results for phase-separating SAMs, reveals several differences. For example, in the
system of unlike point charges, stripes perpendicular or parallel to the cylinder axis, as well
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Figure 6.12 STM current images of phase separating octanethiol and mercaptopropionic acid
SAMs on gold nanorods showing an average stripe width of 0.85 nm. The images have been obtained
at different scanning speeds varying from 0.17 µm/s to 2.2 µm/s. (143)
as zig-zag stripes may form while in our system only rings perpendicular to the axis form
(152). Defect-mediated stripes are also seen in this system (152) while defects in our system
appear only when the surfactants are highly immiscible or the surface coverage is very high,
both of which slow down the phase separation process so that the equilibrium structures
are difficult to access in the time scale of the simulation. Another important difference
is that in the charged particle system, all kinds of patterns varying from helices to rings
might form on very narrow cylinders (151) while in our system, only macrophase separation
occurs on narrow cylinders. In general, the wide variety of patterns formed in the system of
charged particles is not seen in phase separating SAMs on cylindrical surfaces (151; 152).
As discussed in Section 6.2.4, helices with a short pitch might form in phase-separating
forms but are likely kinetically-trapped structures unable to relax into stripes due to the
small free energy difference between stripes and helices and hence, a small driving force
for the transition from trapped helices to equilibrium stripes. This is yet another difference
between phase-separating SAMs and mixtures of unlike point charges in which helices are
often formed and are the equilibrium structures (151–154).
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6.6 Summary
The important contributions from this chapter are the prediction of ordered stripes always
oriented perpendicular to the cylindrical axis, and the description of a novel method that
can be used for relaxing kinetically-arrested patchy patterns formed on flat surfaces into
the equilibrium striped patterns. We explain how long surfactant chains gain more free
volume and conformational entropy when SAMs phase separate into horizontal stripes
(perpendicular to the axis of the cylinder), as compared to entropic gain by forming vertical
stripes. Helices are sometimes formed in our system because their free energy is expected to
be close to that of the horizontal stripes. However they are very likely kinetically trapped
structures with a large kinetic barrier to forming horizontal stripes. In this chapter, we
also describe how cylindrical curvature can be used to relax the kinetically-arrested patchy
patterns formed in symmetric mixtures on flat surfaces, into the equiibrium striped patterns.
This is a novel method for modifying surface patterns post-adsorption.
Our key results in this chapter have also been confirmed by recent experimental studies
of phase separation in surfactant-coated nanorods. Experimental studies of phase separation
(Fig. 6.12), as well as stress induction on kinetically arrested patches formed on flat surfaces
(Fig. 6.11), support our predictions that horizontal striped patterns form on nanocylindri-




Interfacial properties of striped
nanoparticles
In this chapter we describe our completed and on-going studies of interfacial properties
of striped nanoparticles. We explain the unusual non-monotonic dependence of work of
adhesion of striped nanoparticles on the composition of the hydrophilic surfactant on their
surface. This non-monotonicity is unusual because it opposes the traditional thermody-
namic view that properties of surfaces coated with more than one components are weighted
averages of the properties of the individual components. We propose that two molecular-
level phenomena - cavitation and confinement compete with each other to result in the
non-monotonicity in work of adhesion. The results provided in this chapter have resulted in
the publication (12) and a manuscript being prepared for submission (157). Part of the text
and figures presented in this chapter have been taken from these manuscripts.
7.1 Introduction
It is traditionally believed that surfaces coated with more than one type of species can be
treated as either uniformly coated with the different species or comprised of sufficient large
domains of each so that the different components can be assumed to interact with the solvent
independent of each other (158). As a first approximation, the properties of surfaces coated
with two or more surfactants can be considered to be weighted averages of the properties of
surfaces coated with one surfactant only (159). Since, the interactions between surfactants
affects surface properties, this is not always true and non-linear, monotonic dependence of
the properties on surface composition has also been reported (160). Recently, it has been
shown that presence of confined spaces or nanoscale domains can affect the molecular-level
organization and behavior of the nearby solvent molecules (161; 162), which can in turn
affect the surface properties in complex ways. This is certainly the case for striped nanoparti-
cles surrounded by solvent molecules. Domain sizes, measured as the average striped width,
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Figure 7.1 Non-monotonic behavior of wok of adhesion of striped nanoparticles coated with
octanethiol (OT) and mercaptohexanol (MHol) with water solvent, obtained using contact angle
measurements (blue) and AFM (red). (12)
on these nanoparticles are often of the order of 5Å and always less than 2 nm (11), small
enough to affect the organization of surrounding solvent molecules. Recently, Centrone et al.
(29) demonstrated that the solubility of striped nanoparticles depends not only on the relative
composition of the two surfactants in the SAM coating these nanoparticles, but also on the
stripe widths of each of the two components. Additionally, out of the two components, one
might be solvophobic and the other solvophilic, further disrupting any possible, uniform
distribution of solvent molecules around the surface. It is therefore interesting to study
the interfacial properties of striped nanoparticles and to investigate how domain sizes on
nanometer and Angstrom scales might affect them.
Recent experiments by Jeffrey Kuna and Kislon Voitchovsky in the Stellacci group
present a surprising finding that the work of adhesion, WSL of the striped nanoparticles in a
variety of solvents varies not only non-linearly but also non-monotonically as a function
of the surface composition. This is clearly an unusual and unprecedented behavior and
suggests that interactions of solvent with nanopatterned substrates are much more complex
than previously believed. The experimental plot is shown in Fig. 7.1 where the work of
adhesion WSL of striped nanoparticles coated with octanethiol (OT) and mercaptohexanol
(MHol), determined using contact angle measurements and AFM is shown to be a non-
monotonic function of the composition of the hydrophilic component MHol. Specifically,
the nanoparticles covered by 33% and 67% MHol were found to have an unexpectedly large
work of adhesion relative to the 50% MHol coated nanoparticle. The ligand shells of these
nanoparticles were comprised of stripes less than 2nm in width.
74
Figure 7.2 Linear and monotonic behavior of wok of adhesion WSL of flat surfaces coated with
> 5 nm stripes of octanethiol (OT) and mercaptohexanol (MHol) with water solvent. The measured
values of WSL were obtained using contact angle measurements (blue) and AFM (red). (12)
In contrast, work of adhesion of flat surfaces coated with SAMs comprised of domains
wider than 5 nm in size, was a non-monotonic and even linear function of the composition
of the hydrophilic component, as shown in Fig. 7.2. The simulation results, analyses and
reasoning presented in this chapter is aimed at providing a possible explanation for the
non-monotonic behavior or WSL on composition and at improving our understanding of the
interfacial phenomena near substrates with nanoscale patterning.
7.2 Experiments
The surfactants used in the experiments are octanethiol (OT) and mercaptohexanol (MHol).
On flat surfaces, > 5 nm domains of OT and MHol were obtained by immersing the flat gold
surfaces in dilute ethanol solutions with varying ratios of OT and MH, for a week at room
temperature. The work of adhesion of these surfaces was then determined using contact
angle and atomic force microscopy (AFM) measurements. Details of the measurement
procedure are available in (12). For measuring work of adhesion of the striped nanoparticles,
striped nanoparticles were first prepared by known methods (11) and then nanoparticle
films were prepared by layer-by-layer assembly of five layers of nanoparticles. Since the
nanoparticles are covered with < 2 nm domains of OT and MHol, this procedure resulted
in reasonably flat, extended surfaces with < 2 nm domains. A schematic showing surface
preparation is provided in 7.3. Detailed statistical analyses were performed to characterize
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Figure 7.3 Procedure for substrate preparation. For domains > 5nm, flat gold surfaces are im-
mersed in a solution of the two surfactants. For domains < 2nm, striped gold nanoparticles are first
prepared and then deposited layer-by-layer to form an extended flat surface. OT and MHol are shown
in yellow and red, respectively. (12)
the nanoparticle films as well as for the measurements of WSL to quantify all possible errors.
As mentioned in Section 7.1, the largest deviation from the linear behavior of Fig. 7.2
was found for 33% and 67% MHol coated nanoparticles and both had much larger WSL’s than
the 50% MHol coated nanoparticle, leading to the non-monotonicity. The experimentally
measured MHol (OT) stripe widths for 33%, 50% and 67% nanoparticles, in nanometers are
0.6 (1.2), 0.7 (0.7) and 1.2 (0.6), respectively. These widths are quite narrow which is why
the surface morphologies of these nanoparticles are expected to have a strong effect on their
WSL.
Although the set of surfactants used (OT and MHol) was not changed, two solvents
- water and glycerol were tried. Both solvents showed similar trends with respect to the
non-monotonicity in WSL. WSL plots for glycerol are available in (12). Since most of the
studies and analyses, including the simulation studies were performed using water, the
remaining discussions in this chapter will focus on water only.
7.3 Simulations
All-atom molecular dynamics (MD) simulations were performed by Dr. Hao Jiang in the
Glotzer group with explicit solvent (water) molecules. I performed part of the analysis and
helped design the simulations and interpret the results. The details of the MD simulations
are as follows. The simulations were carried out in the NVT ensemble at 300 K for a striped
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nanoparticle of core diameter 40.6 Å. The nanoparticle was coated with MHol and OT.
We simulated three different compositions of MHol and OT keeping the total number of
surfactants (362) constant with a surface density of 14.3 Å2/molecule. We used a cubic
simulation cell with periodic boundary conditions applied in all three dimensions. For each
of the three compositions of MHol and OT, the length of the box sides were determined
using separate equilibrium NPT (P = 0) simulations. Our simulations contained 12944 water
molecules modeled with the SPC/E force field (118). The coated NP was placed at the center
of the simulation box. The surfactants were modeled using the OPLS all-atom force field
(116), with the thiol groups held fixed throughout the simulations. The Lorentz-Berthelot
combination rule (77) was used to determine the parameters for the Lennard-Jones (LJ)
interactions between unlike molecules. The electrostatic interactions were treated with
Wolf’s method (163). A cut-off radius of 10 and 14 Å was used for the LJ and electrostatic
interactions, respectively. We employed an integration time-step of 1 fs. Equilibration was
performed for 50 ps. Post-equilibration production runs were carried out for 500 ps for all
the cases investigated, and the data stored at intervals of 0.5 ps for subsequent analysis.
We simulated nanoparticles with six different surface patterns shown in Fig. 7.4. The
Janus particles (Fig. 7.4A to C) were simulated as control cases for the striped nanoparticles
(Fig. 7.4D to F). The experimental stripe widths for the different compositions was used
in simulations as well, for the striped nanoparticles. The surface pattern, i.e. the positions
of the head groups were kept fixed while the surfactant tails and the surrounding 12944
water molecules were allowed to move. The equilibrated number density profiles of water
molecules around the striped nanoparticles are shown in 7.5.
7.4 Two competing, molecular-level phenomena lead to
non-monotonicity in the work of adhesion, WSL
We hypothesize that the non-monotonicity in WSL arises from a competition between two
molecular-level phenomena, both of which depend on the hydrophilic and hydrophobic
stripe widths and effect number densities of water molecules above the hydrophobic and hy-
drophilic domains and therefore affect WSL. These phenomena are described in detail below.
The number density of water molecules immediately over the hydrophilic and hydrophobic




Figure 7.4 Surface patterns (head group positions) simulated with MD. The surfactant tails and
surrounding water molecules have been removed. Grey and yellow beads are the headgroups of the
hydrophobic (OT) and the hydrophilic (MHol) surfactants, respectively. A. to C. Janus particles
with 33%, 50% and 67% MHol, respectively. D. to F. Striped nanoparticles with 33%, 50% and
67% MHol, respectively. Stripe widths of MHol (OT) for the striped nanoparticles are same as the
experimental stripe widths: D. 0.6 (1.2) nm, E. 0.7 (0.7) nm, F. 1.2 (0.6) nm. (12)
Figure 7.5 Water number density near the striped nanoparticle surface as a function of the radial
coordinate along the direction perpendicular to the stripes. Peaks and troughs represent the regions
over OT and MHol, respectively. The white regions represent the depletion layer over OT domains,
including the tail-end groups of the OT molecules. (12)
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7.4.1 Cavitation
The idea of cavitation comes from the theory of solvation of hydrophobic solutes (164). The
theory states that for large hydrophobic solutes surrounded by water molecules, dewetting
of the solute occurs and the hydrogen-bond network of the water molecules near the solute
surface breaks up. However, if the solute is small enough, the surrounding hydrogen-bonded
water network does not need to break but can instead strain itself slightly to accommodate
the solute. This happens when the diameter of the solute is of the order of 1.0 nm. Since
the widths of the hydrophobic domains in the striped nanoparticle is of the order of 1.0 nm,
this idea of intact hydrogen-bonded water network or cage surrounding the hydrophobic
domains can be extended to our system as well. In our case, surface-bound half cavities
(SBHCs) or bridges form that are anchored at the neighboring hydrophilic domains. Fig. 7.6
illustrates this idea. The figure shows three bridges highlighted for very narrow hydrophobic
and hydrophilic stripes. These bridges allow the surrounding water molecules to come
closer to the hydrophobic surface than they would if there was dewetting, as in the case of
purely hydrophobic nanoparticle. Cavitation leads to an increase in the number density of
water molecules over the hydrophobic domains (nWOT ) and to a corresponding decrease in
the number density over the hydrophilic domains nWMHol . The degree of cavitation strongly
depends on the stripe width and increases as the hydrophobic stripe width decreases. Since
cavitation allows the water molecules to come closer to the surface, it enables enhanced
van der Waals interactions between the waters and the nanoparticle and therefore increases
WSL. We now refer to the formation of SBHCs as bridging and effots to further quantify the
bridging effect are underway (157).
7.4.2 Confinement
While cavitation depends mainly on the width of the hydrophobic domains, confinement
depends on the width of the hydrophilic domains. Since in our simulations and experiments,
the hydrophilic molecules (MHol) are slightly shorter than the hydrophobic molecules (OT),
a molecular pocket is created bounded on two sides by the hydrophobic domains with the
hydrophilic domains as the base. This pocket is shown in 7.6. When the pocket is large,
there is no restriction on water molecule to reside in the pocket. However, when the pocket
becomes narrow, i.e. the hydrophilic stripes become narrow, there is a loss of entropic
freedom for the water molecules going into the pocket. Confinement therefore reduces
the number density of water molecules over the hydrophilic domains nWMHol and decreases
WSL. The degree of confinement is also a strong function of the stripe width and increases
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Figure 7.6 Striped nanoparticle coated with narrow hydrophobic (grey) and hydrophilic (yellow)
stripes. Three bridge-like structures have been highlighted showing the participating hydrophilic
chains that act as anchors and the water molecules that form the hydrogen-bonded network to
complete the bridge. Rest of the water molecules have been removed for clarity. (12)
as the hydrophilic stripe width decreases. We note that recent results (157) may indicate
that confinement is a much weaker phenomena than bridging and also that studying the
dependence of density fluctuations and pair correlation functions of water molecules on
the surface structure provides additional, important insights into the interfacial behavior of
solvent molecules near nanostructured surfaces.
Since both phenomena, cavitation and confinement depend on the stripe widths and have
opposing effects on WSL, they might combine to have a net non-monotonic effect on WSL as
a function of the stripe widths. Through our simulations and the measurement of the number
density of water molecules in the interfacial region (< 1.3 nm away from the nanoparticle
surface), we are able to confirm the presence of both cavitation and confinement. Fig. 7.8
shows nWMHol and n
W
OT as a function of the composition of MHol obtained from simulations.
From 33% to 50% MHol, when the hydrophilic stripe width stays almost unchanged while
the hydrophobic stripe width decreases significantly, we expect that many more bridges
will form on 50% MHol nanoparticle, leading to a decrease in nWMHol and an increase in
nWOT . This is confirmed by 7.8. On moving from 50% to 67% MHol, the hydrophobic stripe
width is nearly unchanged but the hydrophilic stripe width increases significantly. Therefore,
from 50% to 67% MHol, confinement is significantly reduced and nWMHol should increase.
This is what we see in 7.8. Since, the hydrophobic stripe width does not change much, nWOT
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Figure 7.7 A water molecule shown confined in three directions in a molecular pocket formed over
a hydrophilic domain (yellow) bordered by hydrophobic domains (grey). (12)
Figure 7.8 Local number densities nWMHol and n
W
OT of water molecules immediately above the
hydrophilic (Left) and hydrophobic (Right) domains, respectively. The open and closed symbols
indicate striped and Janus particles, respectively. (12)
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stays almost constant from 50% to 67% MHol. The number densities over hydrophilic and
hydrophobic domains for the control case of Janus particles of varying compositions, stay
nearly constant further confirming that the local number densities nWMHol and n
W
OT depend
strongly on the hydrophobic and hydrophilic stripe widths.
7.5 Summary
Through experimental and simulation results discussed in this chapter, we showed that
cavitation (bridging) and confinement are both molecular-level phenomena present in sur-
faces coated with nanoscale hydrophobic and hydrophilic domains. Calculations of number
densities immediately above the hydrophobic and hydrophilic domains demonstrate not
only the presence of these effects but also the relative increase/decrease in their strength
as a function of MHol concentration. Since total work of adhesion is certainly related to
the number densities over hydrophobic and hydrophilic domains, we can conclude that
these two phenomena that affect the number densities will also affect the work of adhesion.
Further, since the phenomena have opposing influences on WSL, it is likely that they combine
to make the WSL a non-monotonic function of the surface composition. We were therefore
able to explain the unusual non-monotonic dependence of the work of adhesion of striped




We conclude by summarizing the key contributions of this dissertation work on self-assembly
of surfactants on nanostructured surfaces. There are several related projects that have been
inspired by this study. Some of them have been published or have been submitted for
publication, while manuscripts are being prepared for others for submission. We briefly
discuss each of these projects and the progress made so far. We also discuss the outstanding
question not addressed in this thesis. Finally, we provide directions for future research can
that can be carried out in continuation of this work.
8.1 Contributions
In this dissertation work, we used dissipative particle dynamics computer simulations to
understand the patterning of self-assembled monolayers on nanostructured surfaces, specifi-
cally on spherical nanoparticles, nanowires and nanorods. We focused on understanding
how factors like (i) nanoscale substrate curvature, (ii) surfactant length and/or bulkiness
difference, (iii) degree of immiscibility, (iv) surface coverage, (v) starting configuration,
and (v) asymmetry affect phase-separated patterns on surfaces. Most of these parameters
can be easily varied experimentally. For example, by using a longer hydrocarbon chain in
a thiol, the length of the surfactant molecule adsorbed on a gold surface can be changed.
Replacing a small tail end group, like -CH3, by a larger group, like -COOH, can change the
surfactant bulkiness. Immiscibility between surfactants can be tuned by changing the solvent
or the tail end group. Surface coverage can be varied by using highly bulky surfactants
like admantanethiols (165; 166) and carboranethiols (167) that form scarce but uniform
SAMs. Our work can therefore provide useful guidelines for designing experiments to
obtain desired nanoscale patterns on flat and nanoparticle surfaces. The ability to tailor
and design patterns on such a small scale has important implications in the broad areas of
nanoscience and nanotechnology.
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Our simulations on spherical nanoparticles explain the unexpected formation of striped
patterns on surfaces of gold nanoparticles coated with a binary mixture of immiscible surfac-
tants. In most immiscible systems, such stripe formation would be energetically disfavored
due to the high energetic costs of interface formation. However, if there is sufficient length
difference between the surfactants, the gain in conformational entropy of the long chains
by microphase separation can outweigh the energetic costs of mixing so that the overall
free energy of the system is decreased by forming nanoscale patterns. Striped nanoparticles
can further be functionalized to behave as nanobuilding blocks for novel materials. The
understanding of the formation of stripes provides experimentalists with useful insights into
pattern control and might help to design different types of building blocks in the future.
An important feature of our study was the prediction of formation of Janus nanoparticles
- particles that have different properties when viewed from diametrically opposite directions.
Due to this unique surface morphology, Janus particles are interesting for potential appli-
cations in a broad range of fields including medicine, colloidal chemistry and hierarchical
assembly. From our simulations we conclude that Janus particles define the lower bound
of an effective size range of nanoparticle sizes in which ordered striped patterns can be
obtained experimentally. When the spheres become very large, defects start appearing in the
form of patches and misaligned stripes. Such a size range was also observed in experiments
and is an important contribution in understanding how to design precisely patterned patchy
particles.
Moving from spherical nanoparticles to flat substrates we expected that stripe-like pat-
terns should form on flat surfaces as well. However, in practice, kinetically arrested patches
are frequently obtained in simulations and experiments. These patches are slowly evolving
patterns that, if given sufficient time, will merge and elongate into the equilibrium striped
phase. Due to the slow dynamics, the equilibrium phase is difficult to access in simulations
as well as experiments. Our work demonstrates that for symmetric mixtures i.e. mixtures
with equal numbers of both surfactants, the patchy phase is indeed a kinetically arrested
phase while stripes are equilibrium. The curvature of the spherical nanoparticle helps to
speed-up the phase separation process which is why the patchy phase in not seen on spherical
surfaces.
In asymmetric mixtures, i.e. mixtures with an unequal number of both surfactants, either
ordered 2D micelles or stripes form depending on the length difference and the asymmetric
fraction φ = (number of long surfactants)/(total number of surfactants). 2D micelles are an
equilibrium phase as inferred from the fact that their coordination number is close to 6.0
which corresponds to hexagonal ordering and also that they have a uniform size distribution.
This is why we refer to them as 2D micelles in the spirit of 3D micelles in surfactant and
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block copolymer systems, while we refer to the kinetically arrested islands as patches. In
summary, patches or micelles might form in experiments due to either of the following rea-
sons: (i) Surface coverage is very high, surfactant length difference is small, or immiscibility
between the surfactants is high. These factors will lead to the formation of patches. (ii) The
adsorbed composition on the surface is far from symmetric. This will lead to the formation
of micelles.
For flat surfaces we described an interface instability that spontaneously occurs in ini-
tially demixed configurations and ultimately leads to the striped phase. Efforts to characterize
this instability are continuing.
We developed a novel, experimentally feasible way to relax the arrested patchy phase
into striped patterns. The method involves imparting a slight curvature to the flat substrate.
The curvature not only speeds up the process of patch merging and elongation, but also
helps to align stripes. The procedure was validated experimentally and was found to be
effective. This is the first example of using substrate stress or curvature to modify surface
patterns post-adsorption.
The cylindrical surfaces were found to aid in the formation of perfect parallel rings
around the circumference of the cylinder. We demonstrated that there is a clear preference
for formation of horizontal stripes as opposed to vertical ones in length-mismatched sur-
factant systems on cylindrical surfaces. The reason for this preference is entropic in nature
stemming from the fact that the long chains are able to utilize the available volume better
when the stripes are horizontal than when they are vertical. Helices with a short might form
since they are close in free energy to the equilibrium rings but are kinetically trapped, rather
than equilibrium patterns.
We have explained the unusual non-monotonic dependence of work of adhesion of
striped nanoparticles on the relative composition of the surfactants on their surface. Two
molecular-level phenomena - cavitation (bridging) and confinement - combine in a complex
way to result in the non-monotonicity of work of adhesion. Cavitation appears when the
hydrophobic stripe width is narrow while confinement occurs for narrow hydrophilic stripe
widths. Both affect work of adhesion and compete with each other. We propose ways
to quantify both effects in order to obtain a better molecular-level understanding of the
interfacial phenomena on the nanoparticle surfaces.
Besides being able to predict phase separation patterns and surface behavior, we have
validated our predictions through collaborations with experimentalists. We hope that our
work will help in tailoring surface patterns on flat as well as nanoparticle surfaces and help in
the design of precisely patterned patchy particles to serve as building blocks for hierarchical
assembly.
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Figure 8.1 A. A snapshot showing one of the several possible conformations for surfactants i and
j when the head groups of the surfactants are separated by a distance ri j. B. Plot of the avoidance
probability p(i⊗ j). Red circles denote measured probabilities while the solid black line shows the
fitted function given by Equation 8.1, where m = 0.56442 and φ = 0.97332. (120)
8.2 Related projects
8.2.1 Ising-type model simulations as an alternative to DPD simula-
tions
In order to reduce the time needed to obtain the phase separating patterns using DPD, an
Ising-type model has recently been developed by Dr. Aaron Santos (120) in the Glotzer
group, for flat surfaces and facetted nanoparticles. This model can be used in Monte
Carlo simulations as an alternative to the DPD simulations. In this model, an approximate
functional form for the entropy of a surfactant i at a distance ri j from another surfactant
j is calculated as follows: First, the head groups of the two surfactants are placed at ri j
distance from each other. Next, several independent conformations of the tails are generated.
Fig.8.1A shows one such set of surfactant i and surfactant j conformations. The number
of times that at least one of the beads in i and j overlaps, is counted. The probability of
avoidance is calculated as p(i⊗ j)= (number of times no bead in surfactant i overlaps a
bead in surfactant j)/(total number of configurations generated). The typical number of
configurations generated is 1000. This data is shown in Fig. 8.1B and was seen to fit well to
the functional form given by Equation 8.1 where m and φ are parameters that change on
changing the surfactant lengths.
p(i⊗ j) = 0.5tanh[mri j +φ ] (8.1)
Once the avoidance probability is available, an approximate measure of the entropy of
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surfactant i in the presence of surfactant j, Si j is given by Equation 8.2.
Si j = kBln[p(i⊗ j)] (8.2)
When several surfactants are present, we need to consider all surfactants in the vicinity
of surfactant i to calculate its entropy. The cutoff distance to define vicinity is the distance
ri j in Fig. 8.1B beyond which p(i⊗ j) is always unity. If {k} is the set of all surfactants in
the vicinity of surfactant i, the entropy of surfactant i, Si is calculated using Equation 8.3
and the total entropy of the system can be obtained using Equation 8.4, where N is the total
number of surfactants in the system.








The energy E, of the system can be obtained by summing over the interaction energies
of all surfactants with their first near neighbors. For a pair of surfactants i and j, the pair
interaction energy Ei j =−ε if i and j are of the same type and Ei j = 0 if they are of different
types. All such Ei j’s can be summed without double counting to obtain the total energy
E of the system. Using this approximation we now have the free energy of the system
F = E−T S, where T is the temperature. By calculating , the surfactant tails have effectively
been coarse-grained and both E and S and hence F , only depend on the 2D configuration
of the head groups alone. Metropolis Monte Carlo can then be used to obtain free energy
minimizing configurations.
We have used this model to obtain the phase-separated patterns in flat surface SAMs
as a function of length difference and degree of immiscibility (Fig. 8.2). We find that the
patterns are in good qualitative agreement with the DPD results (120). Efforts to develop a
Ginzburg-Landau theory for length-mismatched surfactant SAMs are also underway.
8.2.2 Quantifying cavitation (bridging) across hydrophobic domains
We are currently working on a follow-up of the interfacial phenomena study (Chapter 7).
We are trying to use more quantitative measures to estimate the degree of cavitation and
confinement in striped nanoparticles. We have developed a code that identifies the hydrogen-
bonded water bridges present between hydrophilic stripes on striped nanoparticles. This
code is provided in Appendix B. The algorithm for bridge identification is as follows: we
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Figure 8.2 System configurations obtained as a function of tether length difference dL and strength
of attraction ε . As observed in DPD and atomistic simulations, stripes are observed for sufficiently
large dL provided ε is not too large. (120)
first create a list of hydrogen-bonded neighbors for each molecule. This list is created for
both hydrophilic and water molecules. Next, we iterate over all hydrophilic molecules and
trace all hydrogen-bonded networks that end in a neighboring stripe. All bridges, some of
them branched, are stored. Various kinds of analyses can then be performed on the bridges,
for example their height above the surface, defined as the coordinate of the highest water
molecule in the bridge, can be calculated; histogram of bridge lengths can be prepared;
average number of bridges per hydrophilic molecule can be determined, etc. Such analysis
is a useful method to quantify the cavitation (bridging) effect and will be included in a
forthcoming publication (157).
Other, related atomistic molecular dynamics simulation studies being undertaken include
studies of ion-entrapment and catalytic properties of striped nanoparticles in the presence of
explicit solvent.
8.2.3 Ternary mixtures
We have modified our code for binary mixtures to simulate ternary mixtures of surfactants
on surfaces. Addition of just one more component to a SAM, expands the phase space
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Figure 8.3 Output of the bridge identification code showing several hydrogen-bonded water bridges
anchored at the hydrophilic (violet, green, blue and yellow) stripes and over the hydrophobic domains
(removed for clarity). All other water molecules and surfactant chains have been removed for clarity.
Different hydrophilic stripes are shown in different colors. Hydrogen bonds are shown by dashed
lines.
Figure 8.4 Preliminary results for patterns formed in ternary SAMs. Both striped and patchy
patterns are seen. Dark blue, red and light blue beads indicate head groups of longest, interme-
diate length and shortest surfactants, respectively. The patterns are preliminary and possibly not
equilibrated.
considerably and a much richer variety of patterns, some of which are impossible to obtain
with binary mixtures can be obtained. Some of the preliminary results that we have obtained
using this code are shown in Fig. 8.4.
Graduate student Ines C. Pons is currently using the code to study phase-separated
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Figure 8.5 A. Snapshots of time evolution of highly immiscible (∆a = 30) surfactants showing
complete separation. B. Snapshots of time evolution of slightly immiscible (∆a = 5) surfactants
showing formation of jagged stripe-like and patchy domains. Yellow and red beads represent long (7
beads) and short (4 beads) surfactants respectively. The number in the top right corner is the time
step at which the snapshot was taken, where K refers to thousands of time steps. (121)
patterns in ternary SAMs on spherical nanoparticles. Since the parameter space for ternary
mixtures is much larger than that for binary SAMs, the focus of this study is on predicting
design rules rather than entire phase diagrams. A less computationally expensive model like
the Ising-type model discussed in Section 8.2.1 is better suited to obtain phase diagrams, if
desired.
8.2.4 Characterization of interface instability
Our simulations show that when domains of immiscible surfactants of different lengths meet
at an interface in a thermodynamically unstable configuration, the entropic forces sponta-
neously destabilize the interface (Fig. 5.3A). Random motion of the surfactant tails induces
small perturbations in the interface that grow with time and lead to fingering (168) and
ultimately form stripes of fairly uniform thickness. If the surfactants are highly immiscible,
the instability is no longer seen and the surfactants stay completely separated (Fig. 8.5A),
indicating the dominance of energetic forces over entropic ones. If the surfactants are only
slightly immiscible, fingers form and subsequently break into droplets (Fig. 8.5B). Both
these effects, fingering and breaking out of fingers into droplets are reminiscent of patterns
formed by well-known hydrodynamic instabilities (168).
The interface instability seen in initially-demixed systems is an interesting finding in
the context of phase separating SAMs and we are interested in characterizing it in terms of
universality classes for instabilities. The first steps are to obtaining scaling relations and
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critical exponents for the interface length and width as a function of time, and also as a
function of system parameters like surfactant length and immiscibility. These can then be
compared with the scaling relations and exponents for some well-known hydrodynamic
instabilities like Hele-Shaw, Rayleigh-Taylor and Richtmyer-Meshkov (169–171).
8.3 Directions for future research
There are two outstanding questions that were not addressed in this dissertation. The first is
based on the need to obtain phase diagrams and stripe-width plots for the several parameters
in the system - absolute lengths of the surfactants, length difference, degree of immisci-
bility, radius of curvature of the substrate relative to the surfactant lengths and surface
coverage. It is difficult to obtain phase diagrams since DPD although faster compared to
other particle-based methods is not fast enough to be used to generate phase diagrams,
unless now-available parallel and commercial DPD codes like LAMMPS-DPD are used.
Using lattice-based models like the one described in Section 8.2.1 are therefore more suited
to generating phase diagrams. With regard to stripe widths as a function of the various
parameters also, lattice based models are better suited as compared to DPD. As shown in Fig.
8.6, the difference between stripe widths for two systems with different surfactant length
differences might be very small. The errors in the DPD method due to particle overlap and
surface density fluctuations is expected to be larger than this small difference in stripe widths
for two given systems which makes it an unreliable method to determine stripe widths.
Efforts to adapt the Ising-type model (Section 8.2.1) to perform Monte Carlo simulations of
surfactants on spherical and cylindrical surface are underway. Subsequently, phase diagrams
and dependence of stripe width on various system parameters will be obtained using the
adapted models.
The second unanswered question is related to the effect of curvature on patterns formed
in asymmetric SAMs. Preliminary results shown in Fig. 8.7 demonstrate that, unlike the
behavior on flat surfaces (Section 5.4), asymmetric mixtures with majority long surfactants
form predominantly stripe-like domains even when the asymmetry ratio, φ is close to unity.
On flat surfaces, stripes were seen to form only in a narrow range of φ values. Such a large
difference in phase separation seen in mixtures with majority long and majority short sur-
factants is unusual and has not been observed for in any other phase-separating mixture. A
detailed study further investigating the reasons behind such behavior are therefore required.
There are several other studies can be performed in continuation of the work discussed
in this dissertation. We have developed the tools and computer code needed to simulate
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Figure 8.6 Plots of stripe widths as a function of the degree of immiscibility between the two
surfactants for A. 4-bead and 9-bead surfactants and B. 4-bead and 12-bead surfactants. The short
and long surfactants are shown in red and yellow respectively. The stripe widths for ε = 0.3 for the
two systems are 4.83 and 4.95 respectively. The plots have been obtained using the Ising-type model
described in Section 8.2.1. Such a small difference in stripe width is difficult to capture using DPD.
Figure 8.7 Phase separated patterns formed in mixtures of 4-bead (red) and 13-bead (yellow)
surfactants on cylinders of radius 5σ . A. φ = 0.20 and B. φ = 0.80.
assembly of molecules on simple surfaces. The code can be modified to perform sim-
ulations on surfaces of variable curvature e.g. surfaces with convex as well as concave
sections. Additionally, it would be instructive to consider more complicated surfaces like
cones, tetrapods etc. to determine if the emerging patterns are different from those seen
on spheres, cylinders and flat surfaces. The code can be used with minor changes to study
phase separation in vesicles and also cylindrical and spherical pores. In the case of pores,
the surfactant tails need to be constrained inside the sphere rather than outside as done
for SAMs. Since restricting the tails to a smaller volume inside the sphere increases the
overall density, the effective surface density required to simulate these systems with DPD is
smaller than the density needed for SAMs. Therefore, pore simulations will run much faster
than SAM simulations. Another interesting study could be performing grand canonical
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ensemble simulations to study adsorption of surfactants from the solution onto the surface
and simulataneous phase separtion of the adsorbed components. Flexible substrates are
also expected to influence phase separation and lead to patterns different from those formed
on rigid substrates. Using the Ising-type model discussed in Section 8.2.1 to study ternary







f o r ( i =0 ; i<N; i ++)
{
f o r ( k =0; k<3; k ++)
{
o l d p o s i t i o n [ k ] = x [ i ] [ k ] ;
x [ i ] [ k ] += v [ i ] [ k ]∗ d t + d t 2 ∗ f o l d [ i ] [ k ] / mass ;
v temp [ i ] [ k ] = v [ i ] [ k ] + d t 1 ∗ f o l d [ i ] [ k ] / mass ;
}
s w i t c h ( t y p e [ i ] ) / / p a r t i c l e s t o c o n s t r a i n
{
c a s e 1 :
c a s e 5 :
d o t p r o d = o l d p o s i t i o n [ 0 ]∗ x [ i ] [ 0 ] + o l d p o s i t i o n [ 1 ]∗ x [ i ] [ 1 ] +
o l d p o s i t i o n [ 2 ]∗ x [ i ] [ 2 ] ;
n e w d i s t a n c e f r o m c e n t e r s q = x [ i ] [ 0 ] ∗ x [ i ] [ 0 ] + x [ i ] [ 1 ] ∗ x [ i ] [ 1 ]
+ x [ i ] [ 2 ] ∗ x [ i ] [ 2 ] ;
lambda = ( d o t p r o d − s q r t ( d o t p r o d ∗ d o t p r o d −
d s q ∗ ( n e w d i s t a n c e f r o m c e n t e r s q − d s q ) ) ) / d s q ;
f o r ( k =0; k<3; k ++)
{
f o l d [ i ] [ k ] = f o l d [ i ] [ k ] − lambda ∗ o l d p o s i t i o n [ k ] / d t / d t ;






f o r ( i =0 ; i<N; i ++)
{
f o r ( k =0; k<3; k ++)
{
o l d p o s i t i o n [ k ] = x [ i ] [ k ] ;
x [ i ] [ k ] += v [ i ] [ k ]∗ d t + d t 2 ∗ f o l d [ i ] [ k ] / mass ;
v temp [ i ] [ k ] = v [ i ] [ k ] + d t 1 ∗ f o l d [ i ] [ k ] / mass ;
}
s w i t c h ( t y p e [ i ] )
{
c a s e 1 :
c a s e 5 :
d o t p r o d u c t = o l d p o s i t i o n [ 0 ]∗ x [ i ] [ 0 ] + o l d p o s i t i o n [ 2 ]∗ x [ i ] [ 2 ] ;
n e w d i s t a n c e f r o m c e n t e r s q =x [ i ] [ 0 ] ∗ x [ i ] [ 0 ] +x [ i ] [ 2 ] ∗ x [ i ] [ 2 ] ;
lambda = ( d o t p r o d u c t − s q r t ( d o t p r o d u c t ∗ d o t p r o d u c t −
d s q ∗ ( n e w d i s t a n c e f r o m c e n t e r s q − d s q ) ) ) / d s q ;
f o l d [ i ] [ 0 ] = f o l d [ i ] [ 0 ] − lambda∗ o l d p o s i t i o n [ 0 ] / d t / d t ;
f o l d [ i ] [ 2 ] = f o l d [ i ] [ 2 ] − lambda∗ o l d p o s i t i o n [ 2 ] / d t / d t ;
x [ i ] [ 0 ] = x [ i ] [ 0 ] − lambda∗ o l d p o s i t i o n [ 0 ] ;
x [ i ] [ 2 ] = x [ i ] [ 2 ] − lambda∗ o l d p o s i t i o n [ 2 ] ;
b r e a k ;
d e f a u l t : ;
}




f o r ( i =0 ; i<N; i ++)
{
f o r ( k =0; k<3; k ++)
{
o l d p o s i t i o n [ k ] = x [ i ] [ k ] ;
x [ i ] [ k ] += v [ i ] [ k ]∗ d t + d t 2 ∗ f o l d [ i ] [ k ] / mass ;
v temp [ i ] [ k ] = v [ i ] [ k ] + d t 1 ∗ f o l d [ i ] [ k ] / mass ;
}
s w i t c h ( t y p e [ i ] )
{
c a s e 1 :
c a s e 5 :
lambda = ( x [ i ] [ 2 ] − f l a t p l a n e d e p t h ) / o l d p o s i t i o n [ 2 ] ;
f o l d [ i ] [ 2 ] = f o l d [ i ] [ 2 ] − lambda ∗ o l d p o s i t i o n [ 2 ] / d t / d t ;
x [ i ] [ 2 ] = x [ i ] [ 2 ] − lambda∗ o l d p o s i t i o n [ 2 ] ;
b r e a k ;
}
f o r ( k =0; k<2; k ++)
{








# i n c l u d e <new>
# i n c l u d e <c s t d l i b >
# i n c l u d e <i o s t r e a m >
# i n c l u d e <s t r i n g >
# i n c l u d e ” b r i d g e s . h ”
# i n c l u d e ” d e f i n i t i o n s . h ”
vo id q u i t ( vo id )
{
e x i t ( 1 ) ;
}
vo id b r i d g e i d e n t i f i c a t i o n ( do ub l e i n t e r f a c e r 1 , d oub l e i n t e r f a c e r 2 ,
i n t n s t r i p e s , d ou b l e S t r i p e a n g l e 1 [ ] , dou b l e S t r i p e a n g l e 2 [ ] ,
do ub l e d a n g l e , i n t n mols , MOL ∗Molecules , i n t& n b r i d g e s ,
BRIDGE ∗Br idges , d ou b l e LBox [ 3 ] , dou b l e NPC [ 3 ] , i n t f r ID ,
boo l w r i t e b r i d g e , i n t mode )
{
s t a t i c boo l f i r s t t i m e = t r u e ;
i n t i , j ;
s t a t i c w a t e r M o l e c u l e ∗waterMols ;
s t a t i c c e l l ∗ c e l l s ;
s t a t i c l i s t ∗ n l i s t ;
98
s t a t i c l i s t ∗ g l o b a l n l i s t ;
s t a t i c i n t numWaters ;
s t a t i c boo l g l o b a l L i s t G e n e r a t e d = f a l s e ;
i f ( f i r s t t i m e == t r u e )
{
f i r s t t i m e = f a l s e ;
wate rMols = ( w a t e r M o l e c u l e ∗ ) c a l l o c (
MAX NUM MOLECULES, s i z e o f ( w a t e r M o l e c u l e ) ) ;
I n i t i a l i z e W a t e r M o l s ( waterMols ) ;
/∗ a l l o c a t e c e l l s & g i v e them c a p a c i t y ∗ /
c e l l s = ( c e l l ∗ ) c a l l o c (NCELL TOTAL , s i z e o f ( c e l l ) ) ;
f o r ( i = 0 ; i < NCELL TOTAL ; i ++)
{
c e l l s [ i ] . l a s t = 0 ;
c e l l s [ i ] . w a t e r s I n T h i s C e l l = ( i n t ∗ ) c a l l o c (
MAX WATERS PER CELL , s i z e o f ( i n t ) ) ;
f o r ( j = 0 ; j < MAX WATERS PER CELL ; j ++)
{
c e l l s [ i ] . w a t e r s I n T h i s C e l l [ j ] = 0 ;
}
}
/∗ a l l o c a t e n e i g h b o r l i s t s p a c e ∗ /
n l i s t = ( l i s t ∗ ) c a l l o c (MAX NUM MOLECULES,
s i z e o f ( l i s t ) ) ;
g l o b a l n l i s t = ( l i s t ∗ ) c a l l o c (MAX NUM MOLECULES,
s i z e o f ( l i s t ) ) ;
f o r ( i = 0 ; i < MAX NUM MOLECULES; i ++)
{
n l i s t [ i ] . l a s t = 0 ;
n l i s t [ i ] . n e i g h b o r s = ( i n t ∗ ) c a l l o c (
MAX NEIGHBORS PER WATER, s i z e o f ( i n t ) ) ;
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g l o b a l n l i s t [ i ] . l a s t = 0 ;
g l o b a l n l i s t [ i ] . n e i g h b o r s = ( i n t ∗ ) c a l l o c (
MAX NEIGHBORS PER WATER GLOBAL,
s i z e o f ( i n t ) ) ;
}
i n i t c e l l s ( c e l l s ) ;
}
Popu la t eWate rMol s ( waterMols , &numWaters , n s t r i p e s ,
S t r i p e a n g l e 1 , S t r i p e a n g l e 2 , d a n g l e , n mols , Molecu les ,
LBox , NPC ) ;
i f ( f r I D == FIRST FRAME | | w r i t e b r i d g e ){
c h a r name [ 2 0 ] ;
s p r i n t f ( name , ” s t r i p e s \%04d . xyz ” , f r I D ) ;
P r i n t W a t e r M o l s ( waterMols , numWaters , name ) ;
}
l o a d ( waterMols , numWaters , c e l l s , LBox ) ;
i f ( mode == APPEND NLIST MODE)
{
i f ( f r I D == FIRST FRAME )
{
n e i g h b o r l i s t ( g l o b a l n l i s t , waterMols ,
numWaters , c e l l s , i n t e r f a c e r 1 , i n t e r f a c e r 2 ,
LBox , NPC ) ;
g l o b a l L i s t G e n e r a t e d = t r u e ;
m a k e b r i d g e s ( g l o b a l n l i s t , waterMols ,
numWaters , n b r i d g e s , Br idges , n mols ,
Molecu les , n s t r i p e s , f r ID , w r i t e b r i d g e ) ;
}
e l s e
{
n e i g h b o r l i s t ( n l i s t , waterMols , numWaters ,
c e l l s , i n t e r f a c e r 1 , i n t e r f a c e r 2 , LBox , NPC ) ;
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a p p e n d t o g l o b a l n l i s t ( g l o b a l n l i s t ,
n l i s t , numWaters ) ;
m a k e b r i d g e s ( g l o b a l n l i s t , waterMols ,
numWaters , n b r i d g e s , Br idges , n mols ,
Molecu les , n s t r i p e s , f r ID , w r i t e b r i d g e ) ;
}
}
e l s e / / i . e . i f mode == GENERATE BRIDGE MODE
{
i f ( g l o b a l L i s t G e n e r a t e d == t r u e )
{
n e i g h b o r l i s t ( n l i s t , waterMols , numWaters ,
c e l l s , i n t e r f a c e r 1 , i n t e r f a c e r 2 , LBox , NPC ) ;
a p p e n d t o g l o b a l n l i s t ( g l o b a l n l i s t ,
n l i s t , numWaters ) ;
m a k e b r i d g e s ( g l o b a l n l i s t , waterMols ,
numWaters , n b r i d g e s , Br idges , n mols ,
Molecu les , n s t r i p e s , f r ID , w r i t e b r i d g e ) ;
}
e l s e
{
n e i g h b o r l i s t ( n l i s t , waterMols , numWaters ,
c e l l s , i n t e r f a c e r 1 , i n t e r f a c e r 2 , LBox , NPC ) ;
m a k e b r i d g e s ( n l i s t , waterMols , numWaters ,
n b r i d g e s , Br idges , n mols , Molecu les ,




/ / i n t t e s t ( )
i n t main ( )
{
c o n s t i n t NUM ATOMS MH = 2 1 ;
c o n s t i n t NUM ATOMS OT = 2 6 ;
i n t t ;
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i n t num frames = 2 0 ;
i n t i , j , num atoms , num molecules , d ;
ATOM ∗ a l l A to m s ;
MOL ∗ a l l M o l e c u l e s ;
BRIDGE ∗ a l l B r i d g e s ;
do ub l e LBox [ 3 ] , invL [ 3 ] ;
do ub l e NPC [ 3 ] ;
LBox [ 0 ] = 7 9 . 2 0 8 6 3 5 ;
LBox [ 1 ] = 7 9 . 2 0 8 6 3 5 ;
LBox [ 2 ] = 7 9 . 2 0 8 6 3 5 ;
f o r ( d = 0 ; d < 3 ; d ++)
{
invL [ d ] = 1 . 0 / LBox [ d ] ;
}
a l l M o l e c u l e s = new MOL [MAX NUM MOLECULES ] ;
a l l B r i d g e s = new BRIDGE [MAX NUM BRIDGES ] ;
/ / a l l B r i d g e s =NULL;
FILE ∗ f p I n p u t ;
FILE ∗ f p O u t p u t ;
f p I n p u t = fopen ( ” HISTORY GOOD WITH NPC” , ” r ” ) ;
f o r ( t = 1 ; t <= num frames ; t ++)
{
f s c a n f ( f p I n p u t , ”\%d ” , &num atoms ) ;
a l l A to m s = new ATOM [ num atoms ] ;
num molecu les = 0 ;
f o r ( i = 0 ; i < num atoms ; i ++)
{
a l l A to m s [ i ] . atomID = i ;
a l l A to m s [ i ] . molID = num molecu les ;
f s c a n f ( f p I n p u t , ”\%s \ t l f \ t\% l f \ t\% l f \n ” ,
&a l l A t o m s [ i ] . atomName ,
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&a l l A t o m s [ i ] . Coor [ 0 ] , &a l l A to m s [ i ] . Coor [ 1 ] ,
&a l l A t o m s [ i ] . Coor [ 2 ] ) ;
f o r ( d = 0 ; d < 3 ; d ++)
{
a l l A to m s [ i ] . Coor [ d ] −= LBox [ d ]∗ a n i n t (
a l l A to m s [ i ] . Coor [ d ]∗ invL [ d ] ) ;
}
i f ( ( s t r c mp ( a l l A t o m s [ i ] . atomName , ” S1 ” ) == 0) | |
( s t r c mp ( a l l A t o m s [ i ] . atomName , ” S2 ” ) == 0) | |
( s t r c mp ( a l l A t o m s [ i ] . atomName , ”O2 ” ) == 0) )
{
a l l M o l e c u l e s [ num molecu les ] . molID =
num molecu les ;
i f ( s t r c mp ( a l l A t o m s [ i ] . atomName , ” S1 ” )
== 0)
{
s t r c p y ( a l l M o l e c u l e s [ num molecu les ] .
molName , ”MH” ) ;
a l l M o l e c u l e s [ num molecu les ] .
n a toms = 1 ;
a l l M o l e c u l e s [ num molecu les ] .
Atoms = new ATOM [NUM ATOMS MH] ;
}
e l s e i f ( s t r cm p ( a l l A to m s [ i ] . atomName ,
” S2 ” ) == 0)
{
s t r c p y ( a l l M o l e c u l e s [ num molecu les ]
. molName , ”OT ” ) ;
a l l M o l e c u l e s [ num molecu les ] .
n a toms = 1 ;
a l l M o l e c u l e s [ num molecu les ] .
Atoms = new ATOM [
NUM ATOMS OT ] ;
}
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e l s e i f ( s t r cm p ( a l l A to m s [ i ] . atomName ,
”O2 ” ) == 0)
{
s t r c p y ( a l l M o l e c u l e s [ num molecu les ] .
molName , ” w a t e r ” ) ;
a l l M o l e c u l e s [ num molecu les ] .
n a toms = 1 ;
a l l M o l e c u l e s [ num molecu les ] .
Atoms = new ATOM [
NUM ATOMS WATER ] ;
}
a l l M o l e c u l e s [ num molecu les ] .
n b r i d g e s = 0 ;
a l l M o l e c u l e s [ num molecu les ] .
Br idgeID = new
i n t [MAX NUM BRIDGES PER MOL ] ;
a l l M o l e c u l e s [ num molecu les ] . Atoms [ 0 ]
= a l l A t o m s [ i ] ;
}
e l s e i f ( s t r cm p ( a l l A to m s [ i ] . atomName , ”NPC” )
== 0)
{
NPC[ 0 ] = a l l A t o ms [ i ] . Coor [ 0 ] ;
NPC[ 1 ] = a l l A t o ms [ i ] . Coor [ 1 ] ;
NPC[ 2 ] = a l l A t o ms [ i ] . Coor [ 2 ] ;
f o r ( d = 0 ; d < 3 ; d ++)
{
NPC[ d ] −= LBox [ d ]∗ a n i n t (NPC[ d ]
∗ invL [ d ] ) ;
}
}
e l s e
{
a l l M o l e c u l e s [ num molecu les ] . Atoms
[ a l l M o l e c u l e s [ num molecu les ] .
n a toms ]= a l l A t o m s [ i ] ;
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a l l M o l e c u l e s [ num molecu les ] . n a toms ++;
i f ( ( ( s t r c mp ( a l l M o l e c u l e s [ num molecu les ]
. molName , ”OT” ) == 0) && (
a l l M o l e c u l e s [ num molecu les ] . n a toms ==
NUM ATOMS OT) ) | | ( ( s t r c mp ( a l l M o l e c u l e s
[ num molecu les ] . molName , ”MH” ) == 0) &&
( a l l M o l e c u l e s [ num molecu les ] . n a toms ==
NUM ATOMS MH) ) | | ( ( s t r c mp ( a l l M o l e c u l e s
[ num molecu les ] . molName , ” w a t e r ” ) == 0) &&
( a l l M o l e c u l e s [ num molecu les ] . n a toms ==
NUM ATOMS WATER) ) )
{




do ub l e i n t e r f a c e r 1 = 2 6 . 7 0 ;
do ub l e i n t e r f a c e r 2 = 3 3 . 2 5 ;
i n t n b r i d g e s = 0 ;
i n t n s t r i p e s = 4 ;
do ub l e S t r i p e a n g l e 1 [ 4 ] = {0 . 0 0 , 4 6 . 5 8 9 6 7 , 9 8 . 3 1 9 3 5 ,
1 5 0 . 1 6 7 3 9} ;
do ub l e S t r i p e a n g l e 2 [ 4 ] = {29 .83238 , 8 1 . 4 6 2 2 4 ,
133 .41094 , 1 8 0 . 0 0} ;
do ub l e d a n g l e = 1 0 . 0 ;
i f ( t == num frames )
{
b r i d g e i d e n t i f i c a t i o n ( i n t e r f a c e r 1 , i n t e r f a c e r 2 ,
n s t r i p e s , S t r i p e a n g l e 1 , S t r i p e a n g l e 2 ,
d a n g l e , num molecules , a l l M o l e c u l e s ,
n b r i d g e s , a l l B r i d g e s , LBox , NPC, t , t r u e ,
GENERATE BRIDGE MODE ) ;
}
e l s e
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{
/ / f o r c u m u l a t i v e
b r i d g e i d e n t i f i c a t i o n ( i n t e r f a c e r 1 , i n t e r f a c e r 2 ,
n s t r i p e s , S t r i p e a n g l e 1 , S t r i p e a n g l e 2 ,
d a n g l e , num molecules , a l l M o l e c u l e s ,
n b r i d g e s , a l l B r i d g e s , LBox , NPC, t , t r u e ,
APPEND NLIST MODE ) ;
/ / f o r non−c u m u l a t i v e
/ / b r i d g e i d e n t i f i c a t i o n ( i n t e r f a c e r 1 , i n t e r f a c e r 2 ,
n s t r i p e s , S t r i p e a n g l e 1 , S t r i p e a n g l e 2 ,
d a n g l e , num molecules , a l l M o l e c u l e s ,
n b r i d g e s , a l l B r i d g e s , LBox , NPC, t , t r u e ,
GENERATE BRIDGE MODE ) ;
}
}
f c l o s e ( f p I n p u t ) ;
d e l e t e [ ] a l lA t o m s ;
d e l e t e [ ] a l l M o l e c u l e s ;
d e l e t e [ ] a l l B r i d g e s ;




# i f n d e f BRIDGES
# d e f i n e BRIDGES
# d e f i n e MAX NUM BRIDGES 50000
# d e f i n e MAX BRIDGE LEN 10
# d e f i n e MIN BRIDGE LEN 3
# d e f i n e MAX NUM BRIDGES PER MOL 5800
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s t r u c t ATOM {
i n t atomID ;
i n t molID ;
c h a r atomName [ 1 0 ] ; / / S1 f o r t h e s u l f u r o f MH
/ / O1 and H1 f o r t h e oxygen and hydrogen of MH
/ / O2 f o r t h e oxygen of w a t e r
/ / H2 and H3 f o r t h e hydrogen of w a t e r
do ub l e Coor [ 3 ] ;
} ;
s t r u c t MOL {
i n t molID ;
c h a r molName [ 1 0 ] ;
boo l a l c o h o l ;
i n t n a toms ;
ATOM ∗Atoms ;
i n t n b r i d g e s ;
i n t ∗BridgeID ;
} ;
s t r u c t BRIDGE {
i n t b r i d g e I D ;
i n t Br idgeEnds mol IDs [ 2 ] ; / / molID of t h e MH;
/ / make s u r e b r i d g e E n d s m o l I D s [0]< b r i d g e E n d s m o l I D s [ 1 ]
i n t n b r i d g e W a t e r ;
i n t ∗BridgeWater MolID ;
/ / Br idgeWater MolID c o n t a i n s t h e molIDs of WATERs on ly
/ / a r r a n g e d i n o r d e r s t a r t i n g wi th t h e one c o n n e c t i n g
/ / t o Br idgeEnds mol IDs [ 0 ]
/ / and en d in g wi th t h e one c o n n e c t i n g t o
/ / Br idgeEnds mol IDs [ 1 ]
} ;
do ub l e LBox [ 3 ] ) ;
vo id b r i d g e i d e n t i f i c a t i o n ( do ub l e i n t e r f a c e r 1 ,
do ub l e i n t e r f a c e r 2 , i n t n s t r i p e s ,
107
do ub l e S t r i p e a n g l e 1 [ ] , do ub l e S t r i p e a n g l e 2 [ ] ,
do ub l e d a n g l e , i n t n mols , MOL ∗Molecules ,
i n t& n b r i d g e s , BRIDGE ∗Br idges ,
do ub l e LBox [ 3 ] , d oub l e NPC [ 3 ] , i n t f r ID ,
boo l w r i t e b r i d g e , i n t mode ) ;
i n t t e s t ( ) ;




# i f n d e f DEFN
# d e f i n e DEFN
# i n c l u d e < s t d i o . h>
# i n c l u d e <math . h>
# i n c l u d e < s t d l i b . h>
# i n c l u d e < s t r i n g . h>
# d e f i n e NBRS 27
# d e f i n e NCELLX 8
# d e f i n e NCELLY 8
# d e f i n e NCELLZ 8
# d e f i n e NCELL TOTAL (NCELLX ∗ NCELLY ∗ NCELLZ)
# d e f i n e PI 3 .14159265359
# d e f i n e PRINT WATER 5000
# d e f i n e MAX STACK LENGTH 10000
# d e f i n e MAX NEIGHBORS PER WATER 10
# d e f i n e MAX NEIGHBORS PER WATER GLOBAL 50
# d e f i n e MAX WATERS PER CELL (1000∗MAX NUM MOLECULES/ NCELL TOTAL)
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# d e f i n e MAX NUM MOLECULES 14000
# d e f i n e NUM ATOMS WATER 3
# d e f i n e HBOND ANGLE 145
# d e f i n e HBOND DIST 3 . 5
# d e f i n e APPEND NLIST MODE 0
# d e f i n e GENERATE BRIDGE MODE 1
# d e f i n e FIRST FRAME 1
# d e f i n e a n i n t ( x ) ( ( x >= 0 . 5 ) ? ( 1 . 0 ) : ( x < −0.5) ? (−1 .0) : ( 0 . 0 ) )
t y p e d e f s t r u c t c e l l
{
i n t ∗w a t e r s I n T h i s C e l l ; /∗ a r r a y o f w a t e r i n d i c e s i n t h e c e l l ∗ /
i n t l a s t ; /∗ a r r a y e l e m e n t c o n t a i n i n g t h e l a s t m o l e c u l e ∗ /
i n t n e i g h b o r s [NBRS ] ; /∗ n e a r e s t n e i g h b o r i d e n t i t i e s ∗ /
i n t n e i g h b o r c o u n t e r ;
} c e l l ;
t y p e d e f s t r u c t l i s t
{
i n t ∗ n e i g h b o r s ; /∗ a r r a y o f n e i g h b o r i n g atoms / m o l e c u l e s ∗ /
i n t l a s t ; /∗ l a s t m o l e c u l e on t h e l i s t ∗ /
} l i s t ;
t y p e d e f s t r u c t w a t e r M o l e c u l e
{
i n t t y p e ;
i n t sub typeA ; / / f o r OH gr ou ps on ly
i n t s u b t y p e B ; / / f o r OH gro up s on ly
i n t molID ;
do ub l e oxygen [ 3 ] ;
do ub l e f i r s t h y d r o g e n [ 3 ] ;
do ub l e s e c o n d h y d r o g e n [ 3 ] ;
} w a t e r M o l e c u l e ;
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t y p e d e f s t r u c t b r i d g e
{
i n t b r i d g e l e n g t h ;
i n t b r i d g e b o d y [MAX BRIDGE LEN ] ;
} b r i d g e ;
t y p e d e f s t r u c t s t a c k
{
i n t l e n g t h ;
i n t ∗∗ s t a c k l i s t ;
} s t a c k ;
vo id I n i t i a l i z e W a t e r M o l s ( w a t e r M o l e c u l e ∗waterMols ) ;
vo id Popu la t eWate rMol s ( w a t e r M o l e c u l e ∗waterMols , i n t ∗numWaters ,
i n t n s t r i p e s , d ou b l e S t r i p e a n g l e 1 [ ] , dou b l e S t r i p e a n g l e 2 [ ] ,
do ub l e d a n g l e , i n t n mols , MOL ∗Molecules ,
do ub l e LBox [ 3 ] , d oub l e NPC [ 3 ] ) ;
vo id P r i n t W a t e r M o l s ( w a t e r M o l e c u l e ∗waterMols ,
i n t numWaters , c h a r ∗ o u t p u t F i l e N a m e ) ;
vo id i n i t c e l l s ( c e l l ∗ c e l l s ) ;
vo id l o a d ( w a t e r M o l e c u l e ∗waterMols , i n t numWaters ,
c e l l ∗ c e l l s , do ub l e LBox [ 3 ] ) ;
vo id n e i g h b o r l i s t ( l i s t ∗ n l i s t , w a t e r M o l e c u l e ∗waterMols ,
i n t numWaters , c e l l ∗ c e l l s , do ub l e i n t e r f a c e r 1 ,
do ub l e i n t e r f a c e r 2 , d oub l e LBox [ 3 ] , d oub l e NPC [ 3 ] ) ;
i n t HBond ( d ou b l e oxy1 [ 3 ] , dou b l e oxy2 [ 3 ] , dou b l e hyd [ 3 ] ,
do ub l e LBox [ 3 ] ) ;
vo id m a k e b r i d g e s ( l i s t ∗ n l i s t , w a t e r M o l e c u l e ∗waterMols ,
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i n t numWaters , i n t& n b r i d g e s , BRIDGE ∗Br idges ,
i n t n mols , MOL ∗Molecules , i n t n s t r i p e s ,
i n t f r ID , boo l w r t b r i d g e ) ;
i n t c h e c k b r i d g e ( b r i d g e c u r r e n t b r i d g e , i n t e n d t y p e ,
b r i d g e ∗ a l l b r i d g e s , i n t b r i d g e c o u n t , i n t sub typeA1 ,
i n t sub typeA2 , i n t sub typeB1 , i n t sub typeB2 ,
i n t n s t r i p e s ) ;
i n t AreHBondedWaters ( w a t e r M o l e c u l e f i r s t w a t e r ,
w a t e r M o l e c u l e s e c o n d w a t e r , do ub l e LBox [ 3 ] ) ;
/ / vo id g e t F l i p p e d B r i d g e ( b r i d g e c u r r e n t b r i d g e , b r i d g e f l i p p e d b r i d g e ) ;
vo id b r i d g e i d e n t i f i c a t i o n ( do ub l e i n t e r f a c e r 1 , d oub l e i n t e r f a c e r 2 ,
i n t n s t r i p e s , d ou b l e S t r i p e a n g l e 1 [ ] , dou b l e S t r i p e a n g l e 2 [ ] ,
do ub l e d a n g l e , i n t n mols , MOL ∗Molecules ,
i n t& n b r i d g e s , BRIDGE ∗Br idges ,
do ub l e LBox [ 3 ] , d oub l e NPC [ 3 ] ,
i n t f r ID , boo l w r i t e b r i d g e , i n t mode ) ;
vo id a p p e n d t o g l o b a l n l i s t ( l i s t ∗ g l o b a l n l i s t , l i s t ∗ n l i s t ,
i n t numWaters ) ;
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