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Abstract
The full-potential linearized augmented-plane-wave (FLAPW) electronic structure method,
a precise relativistic all-electron method enabling the description of the electronic structure
and ground-state properties of multi-component complex bulk solids and low-dimensional
systems from the first principles of quantum mechanics, has been extended along two
research lines:
(A) An efficient order-N implementation of the FLAPW method was developed to per-
form ab initio calculations of electronic transport properties in magnetic tunnel junctions
(MTJs) and all-metallic spin-valves within the spin-density and vector spin-density formu-
lations of the local density approximation (LDA) and the generalized gradient approxima-
tion (GGA) to the density functional theory (DFT), whose computational effort scales not
proportionally to the conventional cubic power (N3), but linearly with the number of layers
N of the system. The method is based on the Green-function embedding technique, which
allows to treat open systems and to solve the scattering problem of electronic transport.
In order to achieve the order-N scaling behavior, the system is partitioned into layers,
which are calculated separately. Due to its order-N scaling, the implementation allows to
profit from the high precision of the FLAPW method at a low computational cost. Com-
putational efficiency is an important aspect in calculations of electronic transport as the
scattering region often exceeds 2-5 nm in thickness and may contain several hundreds of
atoms per unit cell. The applicability of the order-N FLAPW electronic structure method
is much more general and allows the efficient investigation of quantities based on the self-
consistent solution of the electron charge and vector magnetization densities such as the
electronic structure, the total energy and other ground state properties. The method is
ideally suited to heterostructures and has been extended to treat surfaces and thin films.
A particular asset is the possibility to investigate quantities slowly varying in space such as
a charge or spin-density wave. The implementation was validated for the electronic, mag-
netic and structural properties of films and surfaces as well as their electronic transport
properties.
The method was applied to the investigation of the spin-transfer torque (STT), an
alternative to the conventionally used Oersted field to switch the magnetization in spin-
valves and tunnel junctions, whose strength scales favorably with the increasing integration
density of the actual devices. Within the order-N Green function embedding method, two
formulations of the spin torque were implemented: The spin torque is calculated (i) from
the variation of the spin current and (ii) directly as the torque, which the exchange field
exerts on the non-equilibrium spin density. The second formulation allows the calculation
of the spin-torque in the presence of spin-orbit coupling. Calculations of the spin-torque
were performed for Co/Cu/Co and Fe/Ag/Fe spin-valves and for the Fe/MgO/Fe MTJ.
For the all-metallic spin-valves the asymmetries of the torque per current were determined
and found to be in good agreement with the theory of Slonczewski and in the case of the
Fe/Ag/Fe spin-valve also in good agreement with experiments. In contrast to Slonczewski’s
model, the out-of-plane torque is available from the ab initio calculations of the spin-torque.
It is found to be negligible for thick free layers. In the case of the Fe/MgO/Fe MTJ good
quantitative agreement with experiments is found.
(B) For the description of many properties in condensed matter physics, the Wannier
function is superior over the Bloch function, which is the underlying concept of most elec-
tronic structure methods describing periodic solids, including the FLAPW method. The
Wannier function approach to electronic structure provides a real-space description of solid-
state properties and enables for example a very intuitive picture on bonding properties. In
the context of electronic transport, Wannier functions have advantages in several respects:
(i) They may be used to set up realistic single particle or many-body model Hamiltonians
with parameters as determined from ab initio calculations. (ii) They are intimately related
to the Berry phase, a quantity entering the modern theory of ferroelectric polarization,
orbital magnetism and the Hall conductivities. (iii) They provide an efficient basis set
of localized functions, which is optimal for the study of local correlation effects on elec-
tronic transport. Within the FLAPW formalism, maximally localized Wannier functions
were implemented. The implementation was validated for bulk, films and one-dimensional
systems, with and without spin-orbit coupling. The ferroelectric polarization was com-
puted from the Wannier functions for several ferroelectric and multiferroic materials (e.g.
HoMnO3) and found to be in good agreement with experimental data, where available.
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Chapter 1
Introduction
With the discovery of the giant magnetoresistance (GMR) effect by Peter Gru¨nberg et
al. [1] and Albert Fert et al. [2] in 1988, spintronics was born as a new, exciting and very
active research field. In these experiments it was found that an electrical current passing
through ferromagnetic films separated by non-magnetic metallic spacer layers is subject
to a resistivity, which changes unexpectedly largely (gigantically at those days) with the
change of the relative alignment of the magnetization in these films from ferromagnetic to
antiferromagnetic. Obviously GMR made it possible to turn the information of a two-state
magnetic configuration (parallel or anti-parallel associated with bit 0 or 1) into an electrical
one, or in a more abstract sense, turn spin information into charge current information.
Already 8 years after the discovery, this effect was used for example in sensors embodied in
read heads of hard disks of common PCs. Thus, in contrast to standard electronics, which
makes use of the charge of the electron, spintronic devices exploit also the electron spin
degree of freedom. The most widely used spintronic effect – the GMR – has revolutionized
the computer hard drive technology, as it allowed to achieve much higher data storage
densities, which currently approach 1 Tbit/in2. In 2007 Albert Fert and Peter Gru¨nberg
were awarded the Nobel Prize in physics for this discovery.
Soon after this discovery, experiments have been carried out in which the non-magnetic
metallic spacer layer was replaced by a non-magnetic semiconductor and insulator. In
this set-up spin-polarized electrons tunnel from one ferromagnetic layer through an insu-
lating barrier film into the second ferromagnetic layer, and again a strong dependence of
the resistance upon the relative orientation of the magnetization was found. The effect is
called the tunneling magnetoresistance (TMR) and the set-up is called a magnetic tunnel
junction (MTJ). In difference to previous GMR systems, TMR systems exhibit a large
voltage drop across the MTJ in a geometry, where the current flows perpendicular to the
plane of the device and operates with small electrical currents. This allows high integration
densities and is the origin of device concepts for the nonvolatile magnetic random access
memories (MRAM) that are made from an array of MTJs. Although the TMR effect
was first observed by Jullie`re in 1975 [3] at low temperatures, its rediscovery with much
higher TMR ratio (an important figure of merit) by Miyazaki and Tekuza [4], and Moodera
and co-workers [5] opened the prospect of realizing the MRAM. Today, the most success-
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ful MTJs are made of MgO insulators sandwiched between ferromagnetic electrodes, e.g.
Co2FeAl/MgO/CoFe, that show extremely large TMR ratios that approach 400% at room
temperature with record-breaking output voltage of 425 mV [6].
The MRAM has the prospective to become the mainstream memory technology as it
has the potential to achieve the high integration density of the Dynamical Random Access
Memory (DRAM), the operation speed of the Static Random Access Memory (SRAM)
combined with the non-volatility of the Flash memory by high endurance and low-voltage
operations. An important issue, which remains to be resolved is the reliable, memory-cell
selective writing process at high speed and low power consumption. The writing of such a
cell is traditionally done by applying an electrical current to create a magnetic field, which
reverses one of the magnetizations of the two electrodes. This type of writing is a very
energy inefficient and slow process, with writing currents that increase unfavorably with
the reduction of the memory cell size, which has limited the use of this type of memory
in today’s electronics. A much more elegant and efficient way relies on the transfer of
electronic spins between the two layers. Currents sent through an MRAM device create a
torque on the magnetization of the individual layers which is called spin transfer torque
(STT). If this spin transfer torque is strong enough it can switch the magnetization direc-
tion. The resulting memory element is called a spin transfer torque MRAM or, in short,
STT-MRAM. It promises to greatly reduce the current needed to switch these memory el-
ements, which should reduce the size of these elements, and to increase their speed. Much
scientific and engineering effort is geared towards reducing the threshold current density
for switching and increasing switching speed and theory can assist to optimize the design of
the cell by understanding which materials combination leads to a large torque by low cur-
rent density. The concept of spin-transfer torque goes back to two theoretical predictions
of Berger [7] and Slonczewski[8] in 1996 and was confirmed by early experiments [9, 10, 11].
It may be interpreted as inverse of the GMR effect: In the GMR effect, at a given voltage,
the strength of the electron current depends on the magnetic configuration. In the STT
effect, due to the exchange interaction between the spin current and the localized magnetic
moments, a magnetic torque on the localized magnetic moments is produced. This spin
torque can oppose the intrinsic damping of the magnetic layer exciting spin waves and,
for sufficient current strengths, reverses the direction of the magnetization. Besides the
practical importance, spin-transfer effects provide a probe of the interactions between spins
and magnetism and strengthen our fundamental understanding of magnetic materials. Not
only do these effects arise from spin interactions at interfaces but they also occur from cur-
rent flowing through non-uniformities of the magnetization (such are domain walls, vortices
or skyrmions). Thus, spin transfer links the physical phenomena of magnetic excitations,
damping, reversal and micromagnetic configurations with spin transport and may open a
path to high frequency non-linear oscillators.
Intrigued by the success of metal-based tunnel junctions such as Fe/MgO/Fe, currently
it is aimed at the advancement of a new field named nanoferronics, in which ferroelectric,
multiferroic or in general electronically active, hysteretic oxides replace electronically pas-
sive binary oxide barriers in conventional tunneling elements. This may open up the way
to multifunctional tunneling contacts, providing an electric field control of spin-dependent
3transport properties. Interesting transport concepts such as the tunneling electroresistance
(TER) and the tunneling electro-magnetic resistance (TEMR) [12] have been suggested.
The ferromagnetic lead may be a conventional transition metal or a ferromagnetic oxide
leading to all-oxide tunnel junctions entering the realm of oxide heterostructures and oxide
electronics. Due to the fact that these are mostly oxide compounds including transition
elements, a number of challenges arise in their study, both experimentally and theoretically.
Thus, in the past and even more so in the future, we deal with devices made of arti-
ficial multicomponent heterostructures, whose functionality derives from the modification
of (spin-dependent) transport properties by external parameters such as electric and mag-
netic fields, strain, pressure or light as well as the inverse processes where spin-dependent
electrical currents modify quantities characterizing the state of a device such as the fer-
roelectric polarization or the magnetization. In the future we will deal with materials,
which support the response by the intrinsic electronic properties, for example materials
exhibiting strong electron correlation.
The aim of this thesis is to develop and apply electronic structure methods that lay
the foundations to realistically describe the physical properties and processes in these
junctions from the first-principles of quantum mechanics of the many-electron system.
This is a difficult task due to the underlying non-equilibrium quantum mechanical many-
body problem, the complexity and the diversity of the chemical elements, the structural
geometry and the size of the systems.
The quantum mechanical many particle problem cannot be solved exactly for large
systems due to the exponential increase of the size of the Hilbert space. Density-functional
theory (DFT) developed by Hohenberg and Kohn [13] and Kohn and Sham [14] circum-
vents the exponential growth of the size of the Hilbert space by using charge density and
spin density as fundamental variables of a universal yet unknown exchange-correlation
functional. The quantum mechanical many-particle problem is mapped onto an effective
single-particle one. Unfortunately, the exact exchange-correlation functional is not known,
but the success of the density-functional theory lies in the practical observation that the
exchange correlation functional approximated by the one of the homogeneous electron gas
gives encouraging if not excellent results on the level of predictive power. Since the intro-
duction of the density-functional theory, the quantitative description of the properties of
solids has made great advances. Systems that are so large and complex that they cannot be
treated anymore with any correlated quantum chemistry method (e.g. Hartree-Fock) may
still be amenable to DFT. Moreover, owing to the development of ever better exchange cor-
relation potentials the quantitative reliability of predictions based on parameter-free DFT
has for some properties reached the level that computer-aided material design substantially
supports the experimental quest for materials exhibiting a desired functionality. The Nobel
prize in chemistry of 1998 awarded to Walter Kohn and John A. Pople acknowledged the
large success of density functional theory. Today we deal with a highly developed array
of different first-principles DFT implementations, which all have their right on their own
mostly geared addressing particular properties or material classes most efficiently. The
full-potential linearized augmented-plane-wave (FLAPW) method [15, 16, 17, 18], which is
used in this work, is known to be an all-electron method avoiding the construction of pseu-
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dopotentials, and is applicable to all elements in the periodic table even in open structures,
low-symmetries such as surfaces or thin films, with complex magnetic structures including
spin-orbit interaction allowing structural optimizations on the basis of forces exerted on
the atoms. It is known for its high precision, but also for its methodological complexity
and numerical expense.
While DFT allows to calculate ground state properties for many solids quantitatively
correct in a parameter free way, it also has limitations. The excited states are usually not
well described by the effective single-particle eigenstates, e.g. the gap of semiconductors or
insulators is often underestimated. Where electronic transport is concerned it has to be
stressed that even at zero applied bias voltage the electronic transport properties are not
ground state properties. One option to overcome these limitations is to perform a many-
body calculation for a correlated subspace of the full Hilbert space. Such calculations are
motivated or guided by realistic many-body Hamiltonians. The link between these models
and the density-functional approach is given by the Wannier functions, which are a natural
basis for model Hamiltonians. However, such a localized basis set is not available intrinsi-
cally within most electronic structure methods for periodic solids and this holds also for the
FLAPW method. Most methods are based on Bloch functions. In recent years, maximally
localized Wannier functions [19, 20], optimally spatially localized functions related to the
Bloch functions by a unitary transformation, have become the preferred basis set to study
local correlations [21, 22, 23]. A second asset of the Wannier function is closely related to
the modern theory of the ferroelectric polarization [24] in which quantities that depend on
the quantum mechanical position operator in an infinite periodic solid, can be formulated
by means of the Berry phase. In this theory the ferroelectric polarization is connected to
the centers of the Wannier functions. At last the Wannier function is an efficient basis
set to express quantities in real space, which provides frequently a new look on physical
properties. For all those and more reasons Wannier functions were implemented within
the FLAPW method suitable for bulk, film and one-dimensional geometries. As exam-
ples results are provided for the metallic SrVO3, ferroelectric BaTiO3 grown on SrTiO3,
multiferroic HoMnO3, ferroelectric PbTiO3, diamond, covalently bonded graphene, a one-
dimensional Pt-chain, and a double layer of Bi(111). Tight-binding parameters for the
topological insulator Bi(111) and SrVO3 were determined. The effect of spin-orbit cou-
pling on the Wannier functions for the cases of SrVO3 and platinum is discussed. The
dependency of the Wannier functions on the choice of the localized trial orbitals as well
as the difference between the maximally localized and first-guess Wannier functions are
discussed. Our results are compared to results published elsewhere, where available, and
found to be in excellent agreement.
A non-trivial problem is the calculation of the electronic structure and the derived
properties within the DFT applying the appropriate approximations to the unknown ex-
change correlation functional for the actual device geometry of spin-valves and magnetic or
nanoferroic tunnel junctions. In many instances the thickness of the active devices is in the
order of a few nanometers and can involve hundreds of atoms per unit cell. As said above
the FLAPW method is comparatively demanding concerning the required computational
resources. The computational time obeys a cubic scaling law with system size. In the
5present thesis an implementation of the FLAPW method was developed which exhibits an
order-N scaling behavior with the number of layers N and which is particularly well-suited
for determining the ground state properties of systems in the geometry of junctions for
calculations of electronic and spin transport properties. By order-N scaling it is meant
that the computational time needed for N ·M layers is larger than the time needed for
M layers by a factor of N provided all layers are of the same size. The order-N scaling
is obtained on the basis of the Green function embedding method [25, 26, 27, 28, 29] by
partitioning the system into layers, which are computed separately. A central quantity of
the embedding method is the embedding potential. The embedding potential contains the
information on the boundary condition, which the Green function satisfies. It can be inter-
preted as a generalized logarithmic derivative. The embedding method allows to calculate
the Green function of a finite region of space, which is embedded into an environment,
by adding the embedding potential of the environment to the Hamiltonian of the finite
region. In order to calculate the layers individually within the order-N implementation the
embedding potentials of the individual layers are needed. They are obtained in a preceding
step by layer-wise propagation through the system. The partitioning of the system into
N layers reduces the computational cost by roughly a factor of N2/8 when compared to
an embedding calculation of the system as a whole. A difficult technical issue is how to
optimally define the embedding surface, on which the embedding potential is defined. In
this respect, a technical breakthrough, which made the order-N scaling possible, was the
development of surface projectors on a curvy surface originating from muffin-tin spheres
embedded in an interstitial region. The efficiency of the method relies also on the Dyson
equation and the spectral representation of the Hamiltonian, which allow e.g. to implement
the energy-contour integration more efficiently.
The Landauer formula is the most widely applied tool to study electronic transport. It
solves the electronic transport problem by mapping it onto a scattering problem. In the
present work the scattering problem is solved within the effective single particle description
of DFT using the Green function embedding technique. Strictly speaking, out of equilib-
rium it is incorrect to calculate the many-body current from the effective single-particle
eigenstates of static DFT: Electronic transport is a non-equilibrium problem, which is very
difficult to solve for interacting electrons. Nevertheless, evaluating the Landauer formula
for the effective single particle channels of DFT often allows to predict qualitative trends
correctly, while a quantitative agreement cannot be expected and is not found in general.
Using the ballistic Landauer formulation electronic transport in MgO-based MTJs with
Fe, FeCo, and Co as metallic leads was calculated.
In the case of strongly correlated materials the applicability of the ballistic Landauer
formulation is particularly questionable. In contrast to static DFT, in time-dependent ver-
sions of density functional theory, e.g. time-dependent density functional theory (TDDFT)
and time-dependent current density-functional theory (TDCDFT) the calculated single-
particle total current is equal to the many-body total current [30]. However, finding ap-
propriate dynamical exchange correlation potentials for TDDFT and TDCDFT is difficult
and a current research topic. With the implementation of Wannier functions within the
FLAPW method the foundation was laid to describe the electronic transport properties of
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interacting electrons within a realistic many-body model-Hamiltonian approach.
Understanding the switching of the magnetization in magnetic tunneljunctions in par-
ticular requires the understanding of the spin-transport. In contrast to the charge-transport,
for which the conservation of the charge current is fundamental, the spin-current is not
conserved in non-collinear magnetic configurations and in the presence of spin-orbit cou-
pling. The spatial dependence of the spin-current gives rise to the spin torque. In order to
calculate the spin torque the scattering states are evaluated using the Green function em-
bedding method. From the scattering states the spin-current is obtained. The spin-torque
exerted on a region is given by the net flow of spin-current into that region. In addition
to the spin-current based implementation of the spin-torque a second way of calculating
the spin-torque was implemented: From the scattering states the non-equilibrium charge
and spin densities are available. The spin-torque is calculated from the exchange field and
the non-equilibrium spin density. In contrast to the spin-current based implementation
the second method is also valid in the presence of spin-orbit coupling: In the presence
of spin-orbit coupling the spin-current is not even conserved in a collinear magnetic sys-
tem, suggesting that the exchange field is not the only source of spatial dependence of
the spin-current in this case. We calculated the spin-torque in the all-metallic spin-valves
Co/Cu/Co, Fe/Ag/Fe and Fe/Au/Fe as well as in MgO-based MTJs. Where possible, we
compared our results to existing calculations of these systems, which were carried out using
the Korringa-Kohn-Rostocker (KKR) method. In the case of the Co/Cu/Co spin-valve very
good agreement was found between our results and those of the KKR-calculations. In the
case of the MgO-based MTJs differences are found especially for the out-of-plane torque.
The results for the Fe/Ag/Fe and Fe/Au/Fe spin-valves are compared to Slonczewski’s
model.
The present thesis is organized as follows. In chapter two a brief introduction into
density functional theory and the full-potential linearized augmented-plane-wave method
is given. The limitations of density functional theory are discussed and dynamical mean
field theory is presented as a way to go beyond density functional theory. The third chapter
discusses the electronic transport problem. For the case of non-interacting electrons the
Landauer formulation is presented. How to calculate transport properties of interacting
electron systems is discussed in the framework of the NEGF formalism. Chapter four
introduces the embedding method. The main equations of the embedding method are
derived, the embedding potential is defined and the surface projector is introduced. In
chapter five the basic concepts of self-consistent embedding are introduced. Self-consistent
embedding opens the way to calculate electronic transport in the presence of a finite bias.
Additionally, it is a major ingredient of the order-N embedding implementation. In chapter
six the formal structure of the embedding method is investigated with the purpose of
finding equations which allow to perform the calculations within the embedding method
particularly efficiently. Chapter seven deals with order-N embedding. The parallelization
of the order-N implementation is discussed in detail. Several applications of the embedding
method in surface and transport calculations will be presented in chapter eight. The spin-
torque is the topic of chapter nine. The theory of the spin-torque and its calculation within
the embedding method are discussed and applications are shown. Chapter ten is devoted
7to the Wannier functions. The details of the implementation are discussed and applications
are shown. The thesis is summarized in chapter eleven.
8 1 Introduction
Chapter 2
Density Functional Theory and
Beyond
For a complete and satisfactory theoretical investigation of solids a quantum mechani-
cal treatment is indispensable. This amounts to formulating and solving the many-body
Schro¨dinger equation for the nucleons and electrons comprising the solid. In order to sim-
plify this complex problem, one may consider the nucleons to be static at first and dealing
with the electrons only. If necessary, the effect of the nuclear degrees of freedom may
be considered in a second step. This simplification is known as the Born-Oppenheimer
approximation and justified by the fact that the characteristic time scale of the nuclear
motion is much longer than its electronic counterpart. Consequently, we are left with the
electronic Schro¨dinger equation
[
−1
2
N∑
i=1
∆i +
N∑
i,j=1
e2
|ri − rj| −
N∑
i=1
M∑
µ=1
e2Zµ
|ri − τ µ|
]
Ψ(r1, . . . , rN) = EΨ(r1, . . . , rN) (2.1)
for N electrons with position vectors ri, where we denote the number of nucleons byM and
their charge and position by Zµ and τ µ, respectively. Unfortunately, the direct solution of
this equation is only possible for small values of N as the dimension of the Hilbert space of
Ψ(r1, . . . , rN) grows like V
N with the system size V and the number N of electrons. Very
often V ∝ N and the dimension of the Hilbert space grows like NN .
2.1 Density Functional Theory
Density functional theory has been developed by Hohenberg and Kohn [13] and Kohn
and Sham [14]. It avoids the dramatic increase of the Hilbert space with system size
by replacing the complex many-body wave function Ψ(r1, . . . , rN) by the simpler charge
density as basic object of the theory.
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2.1.1 The Hohenberg-Kohn Theorems
As outlined above, the standard procedure of treating a quantum mechanical system is
to set up its Hamiltonian and to find the wave functions that solve the corresponding
Schro¨dinger equation. Any measurable quantity of this system may then be calculated
from the expectation values of a corresponding operator for these wave functions. It can
be shown that the knowledge of the ground state wave function alone suffices to identify
the quantum mechanical system to which it belongs, i.e., it determines the Hamiltonian
up to a constant. To put it another way, any measurable quantity is a unique functional
of the ground state wave function.
The first Hohenberg-Kohn theorem states that the knowledge of the ground state den-
sity alone is sufficient to determine the Hamiltonian up to a constant. Consequently, any
measurable quantity is a unique functional of the ground state density. For example, there
is a unique energy functional E[n(r)], which allows to compute the ground state energy
from the density n(r). As the kinetic energy and the Coulomb interaction between electrons
are universal functionals, we may write for the energy functional
E[n(r)] = F [n(r)] +
∫
v(r)n(r)d3r, (2.2)
where the external potential
v(r) = −
M∑
µ=1
e2Zµ
|r− τ µ| (2.3)
is generated by the nucleons and F [n(r)] is the unique functional of kinetic energy plus
Coulomb interaction energy between electrons. Combining this result with the Ritz varia-
tional principle leads to the second Hohenberg-Kohn theorem: Given the external potential
v(r), the corresponding ground state density n(r) minimizes the functional
Ev[n(r)] = F [n(r)] +
∫
v(r)n(r)d3r, (2.4)
under the constraint that the total number of electrons is kept fixed. Thus, the second
Hohenberg-Kohn theorem provides a recipe for the calculation of the ground state density.
It is convenient to separate out the classical Coulomb energy from F [n(r)] and to write
F [n(r)] =
1
2
∫
n(r)n(r′)
|r− r′| d
3 r′ d3 r +G[n(r)], (2.5)
where G[n(r)] is likewise a universal functional. Then, the expression for the energy func-
tional (2.2) becomes
Ev[n(r)] = G[n(r)] +
∫
v(r)n(r)d3r +
1
2
∫
n(r)n(r′)
|r− r′| d
3 r′ d3 r. (2.6)
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2.1.2 The Kohn-Sham Equations
Unfortunately, the functional G[n(r)] is not known exactly and has to be approximated.
In order to construct such an approximation, it has been proposed by Kohn and Sham [14]
to introduce a reference system of N non-interacting electrons moving in an effective po-
tential Veff, where the electron density n(r) agrees with the one of the interacting system.
The ground state wave function of this reference system is simply given by the Slater de-
terminant of a set of N single-particle wave functions, {ψi(r)}, which satisfy the set of
Schro¨dinger-like equations
[−1
2
∇2 + Veff(r)]ψi(r) = ǫiψi(r), (2.7)
which are called Kohn-Sham equations. The wave functions ψi are called Kohn-Sham wave
functions. Clearly, the ground-state density of this system is calculated in the following
way:
n(r) =
N∑
i=1
|ψi(r)|2. (2.8)
The expression for the energy functional of the non-interacting reference system is
Es[n] = Ts[n] +
∫
Veff(r)n(r)d
3r, (2.9)
where the subscript “s” stands for “single particle”. According to the second Hohenberg-
Kohn theorem, the ground state of the reference system minimizes the energy functional
Es[n] under the constraint of fixed electron number. Using Lagrange-multipliers ǫi to take
these constraints into account the minimization of the energy functional Es[n] reproduces
the set of differential equations (2.7).
For the energy functional of the interacting system we may write
Ev[n] = Ts[n] +
1
2
∫
n(r)n(r′)
|r− r′| d
3 r′ d3 r +
∫
v(r)n(r)d3r + Exc[n], (2.10)
where we introduced the exchange-correlation functional
Exc[n] = G[n]− Ts[n]. (2.11)
The exact exchange-correlation functional is unknown like G[n] is unknown, but in fact
very reliable approximations have been developed for Exc[n]. Minimization of the energy
functional Eq. (2.10) under the constraint of fixed electron number yields a second set of
Schro¨dinger-like equations. If the effective potential is chosen according to
Veff(r) =
∫
n(r′)
|r− r′|d
3 r′ + v(r) +
δExc[n]
δn(r)
, (2.12)
the first set of equations, Eq. (2.7), becomes equivalent to this second set of Schro¨dinger-
like equations, and the ground-state density of the non-interacting reference system is
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identical to the ground-state density of the interacting system. The equation for the
effective potential, Eq. (2.12), has to be solved self-consistently together with Eq. (2.7) and
Eq. (2.8): For a given density n(r) one sets up the effective potential according to Eq. (2.12)
and solves the Kohn-Sham equations, Eq. (2.7), which provides the wave functions φi
needed to calculate a new density n(r) according to Eq. (2.8), which is used to calculate
the effective potential again. When self-consistency is reached, the input density, which is
used to calculate the effective potential, is equal to the output density, which is calculated
from the Kohn-Sham wave functions ψi. The ground-state energy of the interacting system
is given by
E =
∑
i
niǫi−
∫
n(r)Veff(r)d
3 r+
1
2
∫
n(r)n(r′)
|r− r′| d
3 r′ d3 r+
∫
v(r)n(r)d3r+Exc[n], (2.13)
where ni specifies the occupation of state i.
2.1.3 Spin Density Functional Theory
For magnetic systems the preceding discussion has to be extended. Instead of the electron
density alone we now use electron density n(r) and spin density m(r) as fundamental
variables of the theory. If the occupied states are given in terms of the two component
spinor wave functions
ψi(r) =
(
ψ↑,i(r)
ψ↓,i(r)
)
, (2.14)
electron and spin-density are given by
n(r) =
∑
i,σ=↑,↓
|ψσ,i(r)|2,
m(r) =
∑
i
(ψi(r))
†σψi(r).
(2.15)
The exchange-correlation functional Exc[n,m] depends on both electron density and spin
density. As Kohn-Sham equations we now obtain the set of Pauli-like equations[
−1
2
∆ + Veff(r) + σ ·Bxc(r)
]
ψi(r) = Eiψi(r), (2.16)
where Bxc(r) is the exchange field
Bxc(r) =
δExc[n,m]
δm(r)
. (2.17)
In this general form, Eq. (2.16) may be used to treat noncollinear magnetism. If Bxc(r) has
a fixed direction in space, e.g. Bxc(r) = Bxc(r)eˆz, Eq. (2.16) describes collinear magnetism
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and may be written as two equations, one for each spinor component:[
−1
2
∆ + Veff(r) +B
xc(r)
]
ψ↑,i(r) = E↑,iψ↑,i(r),[
−1
2
∆ + Veff(r)−Bxc(r)
]
ψ↓,i(r) = E↓,iψ↓,i(r).
(2.18)
2.1.4 The Local Spin Density Approximation
While the density functional theory provides an exact theoretical framework for the treat-
ment of many-body systems, practical applications suffer from the lack of knowledge of
the exact exchange-correlation functional, for which approximations have to be developed.
Despite this drawback many solids may be described surprisingly well by these approxima-
tions to density functional theory. One widely used approximation is the local spin density
approximation (LSDA). Within LSDA the exchange correlation energy is approximated as
follows:
Exc[n,m] =
∫
n(r)ǫxc(n(r), m(r))d
3r, (2.19)
where ǫxc(n(r), m(r)) is the exchange correlation density of the free electron gas with pa-
rameters n(r) and m(r).
Within LSDA the exchange field is parallel to the magnetization:
Bxc(r) =
δExc[n,m]
δm(r)
= n(r)
∂ǫxc(n(r), m(r))
∂m(r)
mˆ, (2.20)
i.e., we may write
Bxc(r) = Bxc(n(r), m(r))mˆ(r). (2.21)
2.1.5 The full-potential linearized augmented-plane-wave method
In order to solve the Kohn-Sham equations, Eq. (2.7), numerically, one needs to calculate
matrix elements of the Hamilton operator for a given basis set. While the choice of plane
waves as basis functions is very appealing, describing the rapid oscillations of the wave
function close to the nucleus in a plane wave basis set is inefficient. It is natural to
distinguish between the region of space where plane waves provide a good description of
the wave functions and the regions of space around the atoms, where the wave functions
are atom-like. We denote the former by interstitial region (INT) and the latter by muffin-
tin regions (MT). The augmented plane wave (APW) approach, originally proposed by
Slater [15, 31], uses a mixed basis set for INT and MT regions: In the interstitial region
plane waves are used to represent the wave functions, while inside the MT-spheres the wave
functions are expanded in terms of the solutions of the scalar relativistic Dirac equation,
which is solved for a set of energy parameters and for the spherically symmetric component
of the potential. The basis functions are labeled by the interstitial plane wave indices.
Inside the MT-spheres the plane waves are replaced by a linear combination of the radial
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solutions of the scalar relativistic Dirac equation in such a way that the basis function is
continuous at the MT-sphere boundary. Hence, the APW basis functions are
φ(k)g (r) =
{ 1√
V
ei(k+g)·r r ∈ INT∑
L a
µg
L u
µ
1,l(r
′)YL(r′) r ∈ MTµ , (2.22)
where we denoted the radial solutions of the scalar relativistic Dirac equation for atom
µ by uµ1,l(r), r
′ = (r − τ µ) is the position vector with respect to the center τ µ of atom
µ, and L = (l,m) is a compact notation for angular momentum. To keep the notation
simple, we do not explicitly write the k-dependence of the coefficient aµgL . However, an
energy-independent APW basis set like in Eq. (2.22) does not provide sufficient variational
freedom. The use of an energy-dependent APW-basis set is possible but entails a non-
linear energy dependence of the Hamiltonian operator, which dramatically increases the
complexity of the eigenvalue problem. Andersen proposed [16] to linearize this non-linear
eigenvalue problem by using linear combinations of both the radial functions uµ1,l(r) and
their derivatives u˙µ1,l(r) with respect to energy in such a way that the basis function and its
first derivative are continuous at the MT-sphere boundary. The resulting basis functions
are called linearized augmented plane waves (LAPW) and are given by
φ(k)g (r) =
{ 1√
V
ei(k+g)·r r ∈ INT∑
L[a
µg
L u
µ
1,l(r
′) + bµgL u˙
µ
1,l(r
′)]YL(rˆ′) r ∈ MTµ . (2.23)
The radial function uµ1,l(r) is a solution of the scalar relativistic Dirac equation at the
energy Eµ1,l, which may be computed from eigenvalues and corresponding partial charges
(see e.g. Ref. [32]).
In order to describe semi-core states, the LAPW basis set may be supplemented with
local orbitals (LOs) [33]. In contrast to the LAPW basis functions defined in Eq. (2.23)
a local orbital is zero everywhere in space with the exception of the interior of the MT-
sphere of that atom the semi-core states of which it describes. Within the FLAPWmethod,
local orbitals for a given angular momentum l are constructed as a linear combination of a
solution uµ2,l of the scalar relativistic wave equation at the energy E
µ
2,l of the semi-core state
and the radial solutions u1,l and u˙2,l used to describe the valence window. The coefficients
of this linear combination are determined in such a way that the resulting basis functions
and their radial derivative are zero at the muffin-tin boundary:
φ
(k)
LO(r) =
{
0 r ∈ INT∑
L[a
µ,LO
L u
µ
1,l(r
′) + bµ,LOL u˙
µ
1,l(r
′) + cµ,LOL u
µ
2,l(r
′)]YL(rˆ′) r ∈ MTµ . (2.24)
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The radial solutions uµ1,l(r) and their energy derivatives u˙
µ
1,l(r) solve the equations
1
[
Hˆµ,sph − E1,l
]
ru1,l(r) =
[
−1
2
∂2
∂r2
+
l(l + 1)
2r2
+ V µ,sph(r)−E1,l
]
ruµ1,l(r) = 0,[
Hˆµ,sph − E1,l
]
ru˙1,l(r) =
[
−1
2
∂2
∂r2
+
l(l + 1)
2r2
+ V µ,sph(r)−E1,l
]
ru˙1,l(r) = ru
µ
1,l(r).
(2.25)
The energy derivative u˙µ1,l(r) and the radial function u
µ
1,l(r) are orthogonal and u
µ
1,l(r) is
normalized: ∫
r2uµ1,l(r)u
µ
1,l(r)d r = 1,∫
r2uµ1,l(r)u˙
µ
1,l(r)d r = 0,∫
r2u˙µ1,l(r)u˙
µ
1,l(r)d r = N
µ
l .
(2.26)
The Hamilton operator Hˆµ,sph in Eq. (2.25) contains the term −1/2∆, which acts as opera-
tor for the kinetic energy. When we compute matrix elements we use instead a symmetrized
form of the kinetic energy operator in order to obtain a Hermitian Hamiltonian matrix:
− 1
2
⇒
∆→ −1
4
⇐
∆− 1
4
⇒
∆, (2.27)
where the double-arrow indicates whether the Laplace operator differentiates objects to its
left or to its right. Consequently, the spherical part of Hamiltonian matrix is given by
Hµ,sphg,g′ =
∑
L
∫
d rr2
[
aµ,gL u
µ
1,l + b
µ,g
L u
µ
1,l
]∗
Hˆµ,sph
[
aµ,g
′
L u
µ
1,l + b
µ,g′
L u
µ
1,l
]
=
∑
L
[
(aµ,gL )
∗aµ,g
′
L E1,l +
1
2
(aµ,gL )
∗bµ,g
′
L +
1
2
(bµ,gL )
∗aµ,g
′
L + (b
µ,g
L )
∗bµ,g
′
L E1,lN
µ
l
] (2.28)
The non-spherical part of the potential is expanded into a product of radial functions and
spherical harmonics:
V µ,NS(r) =
∑
L
V µL (r)YL (rˆ) (2.29)
1For simplicity we discuss here only the non-relativistic Schro¨dinger equation. In practice the radial
functions are obtained as solutions of the scalar relativistic Dirac equation.
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Defining the matrix elements
Iµ,u,ul′,l,L′′ =
∫
d r r2uµ1,l′u
µ
1,lV
µ
L′′(r),
Iµ,u,u˙l′,l,L′′ =
∫
d r r2uµ1,l′u˙
µ
1,lV
µ
L′′(r),
Iµ,u˙,ul′,l,L′′ =
∫
d r r2u˙µ1,l′u
µ
1,lV
µ
L′′(r),
Iµ,u˙,u˙l′,l,L′′ =
∫
d r r2u˙µ1,l′u˙
µ
1,lV
µ
L′′(r)
(2.30)
and their contractions with the Gaunt coefficients (see App. A)
tµ,u,uL′,L =
∑
L′′
Iµ,u,ul′,l,L′′G(L
′, L, L′′),
tµ,u,u˙L′,L =
∑
L′′
Iµ,u,u˙l′,l,L′′G(L
′, L, L′′),
tµ,u˙,uL′,L =
∑
L′′
Iµ,u˙,ul′,l,L′′G(L
′, L, L′′),
tµ,u˙,u˙L′,L =
∑
L′′
Iµ,u˙,u˙l′,l,L′′G(L
′, L, L′′),
(2.31)
we may write the non-spherical contribution to the Hamiltonian as follows:
Hµ,NSg,g′ =
∑
L,L′
[
(aµ,gL′ )
∗tµ,u,uL′,L a
µ,g′
L + (b
µ,g
L′ )
∗tµ,u˙,u˙L′,L b
µ,g′
L +
+(aµ,gL′ )
∗tµ,u,u˙L′,L b
µ,g′
L + (b
µ,g
L′ )
∗tµ,u˙,uL′,L a
µ,g′
L
]
.
(2.32)
In Eq. (2.28) and Eq. (2.32) we specified the MT-contributions to the LAPW-LAPW
matrix elements. The local orbitals lead to additional LO-LO, LO-LAPW and LAPW-LO
matrix elements, which are obtained analogously to the LAPW-LAPW matrix elements.
The interstitial contribution to the Hamiltonian matrix is given by
H INTg,g′ =
1
V
∫
INT
d r3 e−i(g+k)·r
(
−1
4
⇐
∆− 1
4
⇒
∆+ V (r)
)
ei(g
′+k)·r. (2.33)
The LAPW basis functions are not orthogonal and hence the overlap matrix S needs to
be computed. The MT contributions to the overlap matrix run
Sµg,g′ =
∑
L
[
(aµ,gL )
∗aµ,g
′
L + (b
µ,g
L )
∗bµ,g
′
L N
µ
l
]
(2.34)
and the interstitial contribution is
SINTg,g′ =
1
V
∫
INT
d r3 ei(g
′−g)·r. (2.35)
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2.1.6 The APW+lo method
An obvious advantage of the APW basis set, Eq. (2.22), over the LAPW basis set, Eq. (2.23),
is that the APW basis set does not suffer from the rigidity due to imposing the constraint
of continuity on the first derivative of the LAPW basis functions. Local orbitals may be
used to substitute the missing variational freedom of the APW basis. The resulting basis
set is called APW+lo [34]. In contrast to the local orbitals described above (and abbrevi-
ated LOs), which serve to describe semi-core states, the local orbitals for APW+lo (which
are abbreviated los), are generated from the radial wave function and its energy derivative,
evaluated at the same energy parameters as the APWs:
RloL (r) = a
lo
Lu1,l(r) + b
lo
L u˙1,l(r), (2.36)
where the coefficient aloL is set to one and b
lo
L is chosen such that R
lo
L = 0 at the MT
boundary. The resulting basis function
φ
(k)
lo (r) =
{
0 r ∈ INT∑
L[a
lo
L u
µ
1,l(r
′) + bloL u˙
µ
1,l(r
′)]YL(rˆ′) r ∈ MTµ (2.37)
exhibits a kink at the MT-boundary like the APWs. This kink contributes the term∫
∂MT
1
2
(φG(r))
∗
(
∂φMTG′
∂r
− ∂φ
INT
G′
∂r
)
d S (2.38)
to the kinetic energy, where the superscripts MT and INT mean that the derivatives are
evaluated using the muffin-tin and the interstitial form of the basis functions, respectively,
and the integration is performed on the muffin-tin surface. Using the nabla operator instead
of the laplacian to express the kinetic energy in the interstitial, the interstitial contribution
to the surface integral drops out:
− 1
2
[∫
INT
(φG(r))
∗∆φG′(r)d3 r +
∫
(φG(r))
∗∂φ
INT
G′
∂r
d S
]
=
1
2
∫
INT
(∇φG(r))∗∇φG′(r)d3 r.
(2.39)
In order to calculate the MT-contribution to the kinetic energy, it is more convenient to
use the laplacian. In this case the surface term from Eq. (2.38) has to be added:
− 1
2
[∫
MT
(φG(r))
∗∆φG′(r)d3 r +
∫
∂MT
(φG(r))
∗∂φG(r)
∂r
d S
]
. (2.40)
2.1.7 Non-Collinear Magnetism
The density matrix ρ(r) corresponding to the density n(r) and the vector spin-density
m(r) is given by
ρ(r) =
1
2
(
n(r) +mz(r) mx(r)− imy(r)
mx(r) + imy(r) n(r)−mz(r)
)
=
1
2
[n(r)σ0 +m(r) · σ]. (2.41)
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Accordingly, the charge density and the components of the spin-density are obtained from
the density matrix as follows:
n(r) = Tr [σ0ρ(r)] ,
m1(r) = Tr [σ1ρ(r)] ,
m2(r) = Tr [σ2ρ(r)] ,
m3(r) = Tr [σ3ρ(r)] .
(2.42)
Similarly, the potential of a non-collinear magnetic system may be written as a 2×2 matrix:
V(r) =
(
V (r) + µBBz(r) µB(Bx(r)− iBy(r))
µB(Bx(r) + iBy(r)) V (r)− µBBz(r)
)
. (2.43)
Within the FLAPW program FLEUR [35] non-collinear magnetism is implemented [36]
using an approximation, which neglects the intra-atomic non-collinearity within the MT-
spheres, i.e., only in the interstitial region the full matrix Eq. (2.43) is used and for each
MT-sphere a fixed direction eˆµz of the exchange field is assumed. Ideally, this fixed direction
eˆµz points in the direction of the magnetic moment of atom µ. The exchange field inside the
MT-spheres is calculated assuming a collinear spin-density mµ(r′), which is obtained from
the non-collinear spin-density m(r) by projection onto the direction eˆµz of the magnetic
moment:
mµ(r′) = m(r′ + τ µ) · eˆµz . (2.44)
Clearly, this approximation has the consequence that the potential is not continuous at the
MT-sphere boundary in general. In each MT-sphere a local coordinate system (see App. B)
is introduced with the z-axis pointing in the direction eˆµz of the magnetic moment. The
local coordinate system is used for the representation of the spin degrees of freedom in
the MT-sphere. Concerning the position degrees of freedom only one coordinate system is
used everywhere in space.
2.2 Dynamical Mean-Field Theory
Predictions of spectral properties, e.g. the gap of insulating materials, derived from den-
sity functional theory are usually much less satisfactory than predictions of e.g. structural
properties. For weakly correlated materials spectral properties may be improved to a satis-
factory level by using the GW approximation, which is based on many-body perturbation
theory. For strongly localized electrons, such as d− and f− electrons, the ratio of the
Coulomb-repulsion to the band width may be so large, that perturbation theory fails.
For these strongly correlated materials, spectral properties are predicted satisfactorily by
dynamical mean-field theory [37, 38, 39, 40, 41, 42].
The Hubbard model constitutes a very simple formulation of the physics of strongly
correlated fermions. Despite its simplicity, the Hubbard model can only be solved ex-
actly in one dimension and in infinite dimensions. In infinite dimensions the many-body
diagrammatics simplifies considerably leading to a local self-energy. This locality of the
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self-energy allows to map the lattice problem onto a single-impurity Anderson model, which
can be solved exactly. Dynamical mean-field theory is based on the assumption that a local
self-energy is an accurate approximation for finite dimensional systems.
2.2.1 Perturbation Theory in Infinite Dimensions
In the following we consider the one-band Hubbard model on a d-dimensional hypercubic
lattice with nearest neighbor hopping tij and on-site interaction U . The Hamiltonian of
this model is given by
Hˆ =
∑
i,j,σ
tij cˆ
†
iσ cˆjσ + U
∑
i
nˆi↑nˆi↓. (2.45)
While taking the limit d→∞, the hoppings tij have to be scaled as 1/
√
d in order to keep
the energy per site finite. [37] This can be seen from the behavior of the density of states
Dσ(E) =
∫
ddk
(2π)d
δ(E − ǫk) (2.46)
in the limit d→∞: Assume the hoppings to be given explicitly by the expression
tij =
t√
2d
, (2.47)
for example. In this case, the kinetic energy is given by
ǫk =
2t√
2d
d∑
i=1
cos ki, (2.48)
and according to the central limit theorem, the density of states, Eq. (2.46), assumes the
form of a normal distribution with the mean value 〈ǫk〉 = 0 and the variance 〈ǫ2k〉 = t2 in
the limit d→∞:
Dσ(E) =
1√
2πt2
e−E
2/2t2 . (2.49)
Hence, the scaling, Eq. (2.47), ensures that the density of states remains finite as d→∞.
With this scaling, Eq. (2.47), the nearest-neighbor matrix elements of the non-interacting
Green function
G0(E) = (E − t)−1 (2.50)
behave like
G0ij ∝ 1/
√
d (2.51)
in the limit d → ∞ . It can be shown that the same is true for the interacting Green
function, i.e., Gij ∝ 1/
√
d . Figure 2.1 shows a self-energy diagram that has three propa-
gating lines. If i and j are nearest neighbors, this diagram scales like d−
3
2 . Consider, for
example, the contribution of this kind of diagram to the nearest-neighbor matrix elements
of the Green function. It scales like d−
3
2 , which is smaller by a factor of 1/d compared to
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Figure 2.1: Self-energy diagram that is irrelevant in the limit d→∞ for i 6= j.
Eq. (2.51). Consequently, this kind of diagram is irrelevant in the limit d → ∞ for i 6= j
. The above argument can be extended to include all self-energy diagrams, and hence the
self-energy is local in the limit d→∞, i.e.,
Σij = δijΣ, (2.52)
where translational invariance was assumed in addition.
2.2.2 Mapping onto the Anderson Impurity Model
Within dynamical mean-field theory the self-energy of the lattice model (e.g. the Hubbard
model) is approximated by a local self-energy Σlat,σ(E) . Consequently, the interacting
Green function Gσ(E) of the lattice model is related to the non-interacting one G
0
σ(E) by
the Dyson equation
Gij,σ(E) = G
0
ij,σ(E) +
∑
l
G0il,σ(E)Σσ(E)Glj,σ(E), (2.53)
which runs in k-space:
Gσ(k, E) = [E − ǫk,σ − Σlat,σ(E)]−1. (2.54)
A model system, which is easier to solve than the Hubbard model, and the self-energy
of which is local, is the Anderson impurity model. Mapping the Hubbard model onto
the Anderson impurity model allows to determine the self-energy of the Hubbard model
(within the DMFT approximation). The Hamiltonian of the Anderson impurity model is
given by
HˆAnd = Hˆ0 + Hˆimp + Hˆhyb + Hˆint, (2.55)
where
Hˆ0 =
∑
ν,σ
ξν,σcˆ
†
ν,σ cˆν,σ (2.56)
describes a non-interacting fermionic bath,
Hˆimp =
∑
σ
ξ0,σdˆ
†
σdˆσ (2.57)
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Figure 2.2: Self-energy diagrams of first and second order of the Anderson impurity model.
describes the localized level,
Hˆhyb =
∑
ν,σ
(V ∗ν,σcˆ
†
ν,σdˆσ + Vν,σdˆ
†
σcˆν,σ) (2.58)
describes the hybridization between the localized level and the bath, and
Hˆint = Unˆ0,↑nˆ0,↓ (2.59)
describes the interaction at the impurity site, where nˆ0,σ = d
†
σdσ measures the occupation
at the impurity site. For zero interaction the Green function of the impurity site may be
calculated from the coupled system of equations of motion
(E − ξ0,σ)G000,σ(E)−
∑
ν
Vν,σG0ν0,σ(E) = 1
(E − ξν,σ)G0ν0,σ(E)− V ∗ν,σG000,σ(E) = 0
(2.60)
and is given by
G0σ(E) := G000,σ(E) =
1
E − ξ0,σ −
∑
ν
|Vν,σ|2
E−ξν,σ
. (2.61)
It is related to the interacting Green function Gσ(E) by the Dyson equation
(Gσ(E))−1 = (G0σ(E))−1 − ΣAnd,σ(E), (2.62)
where ΣAnd,σ(E) is the self-energy of the impurity model. To simplify the notation we as-
sume the Green functions and self-energies to be spin-independent in the following. Figure
2.2 shows the self-energy diagrams of the Anderson impurity model up to second order.
Note that all interaction vertices in these diagrams correspond to the impurity site. Inter-
preting the propagating lines in the diagrams of Figure 2.2 to be given by the site-diagonal
element of the non-interacting Green function of the lattice model, G000(E) , these diagrams
constitute a part of the self-energy of the lattice model. Obviously, the diagrams of the
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Figure 2.3: Self-energy diagrams of the lattice model, which are not contained in Figure 2.2
for i 6= j . Since the self-energy is assumed local the outer vertices correspond to the same
lattice site. The green boxes contain self-energy diagrams occurring also in figure 2.2. Hence,
these diagrams can be generated from the first-order diagrams in figure 2.2 by adding the term
G0ij(E)Σ(E)G
0
ji(E) to the propagator of the diagrams in figure 2.2.
Hubbard model and the diagrams of the Anderson impurity model differ by the fact that
in the latter case all vertices always correspond to the same site. This is why there are self-
energy diagrams of the lattice model, which are not contained in figure 2.2. A few of them
are shown in figure 2.3. However, by choosing an appropriate propagator for the propagat-
ing lines of the diagrams of the Anderson impurity model one can generate these missing
diagrams: The diagrams in figure 2.3 can be constructed from the first order diagrams in
figure 2.2 by adding the term G0ij(E)Σ(E)G
0
ji(E) to the propagating line. For i = j the
diagrams in figure 2.3 already occur in figure 2.2. Consequently, to avoid overcounting of
these diagrams the correct term to add to the propagating line is
∑
j 6=iG
0
ij(E)Σ(E)G
0
ji(E)
. Considering all orders, one finds [38]:
Σ(E) := Σlat[G
0](E) = ΣAnd[G0](E), (2.63)
where the propagator G0 of the Anderson impurity model is connected to the non-interacting
Green function G0 of the Hubbard model by the Dyson equation
G′ij(E) = G
0
ij(E) +
∑
k
G0ik(E)Σ(E)(1− δ0k)G′kj (2.64)
and
G0(E) = G′00(E). (2.65)
The above equations allow to calculate Σ(E) self-consistently: One starts with a guess for
Σ(E) and calculates G0(E) from Eqns. (2.64,2.65). Then, one solves the Anderson impurity
model for this G0(E) , which yields a new Σ(E) . From the new Σ(E) a new G0(E) is
calculated using again Eqns. (2.64,2.65). These steps are repeated until convergence of
2.2 Dynamical Mean-Field Theory 23
the self-energy Σ(E) is reached. The factor (1 − δ0k) in Eq. (2.64) is needed to avoid
overcounting of diagrams, as explained above.
The DMFT selfconsistency condition Eqns. (2.64, 2.65) may be cast into a form more
suitable for efficient numerical computations: Defining the matrix
Σ˜(E) := Σ(E)− σ(E), (2.66)
where Σij(E) = δijΣ(E) and σij(E) = δ0iδijΣ(E) , the Dyson equation, Eq. (2.64), runs in
matrix notation:
G′(E) = G0(E)[1− Σ˜(E)G0]−1
= G0(E)[1 + [1−Σ(E)G0(E)]−1σ(E)G0(E)]−1[1−Σ(E)G0(E)]−1. (2.67)
Using the identity
[1−Σ(E)G0(E)]−1 = (G0(E))−1G(E) (2.68)
and expanding the second factor in a power series yields
G′(E) = G0(E)[1 + (G0(E))−1G(E)σ(E)G0(E)]−1(G0(E))−1G(E)
= G(E)−G(E)σ(E)G(E) +G(E)σ(E)G(E)σ(E)G(E)− . . . , (2.69)
and hence
G0(E) =G00(E)−G00(E)Σ(E)G00(E) +G00(E)Σ(E)G00(E)Σ(E)G00(E)− · · ·
=G00(E)[1 + Σ(E)G00(E)]
−1.
(2.70)
This is equivalent to
(G0(E))−1 = (G00(E))−1 + Σ(E). (2.71)
Comparing this formulation of the DMFT self-consistency condition with Eq. (2.62) one
finds that its meaning is
G(E) = G00(E), (2.72)
i.e., equality between the interacting Green function of the Anderson impurity model and
the site diagonal elements of the interacting Green function of the lattice model. In this case
the self-consistency cycle could be chosen as follows: Calculate the site-diagonal element
of the interacting Green function with the help of Eq. (2.54) and the (old) self-energy, i.e.,
G00(E) =
∑
k
[E − ǫk − Σ(E)]−1. (2.73)
Calculate G0(E) according to Eq. (2.71). Solve the Anderson impurity model for this Green
function G0(E) and obtain the (new) self-energy. Iterate these steps until convergence of
the self-energy is achieved.
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2.2.3 Exact Diagonalization
The quantum impurity problem may be solved in various ways: Density matrix renormal-
ization group (DMRG), iterated perturbation theory (IPT), non-crossing approximation
(NCA), exact diagonalization (ED), numerical renormalization group (NRG) and quantum
Monte Carlo (QMC) are the most popular methods. In the following we discuss the use
of exact diagonalization to solve the quantum impurity problem, which is conceptually a
particularly simple way to do this. To simplify the notation, we discuss only the one-band
case. Within the ED approach, the impurity site is coupled to a finite cluster of bath sites.
The non-interacting Green function of the impurity site coupled to the cluster is given by
G0cl(iωn) =
(
iωn + µ−
∑
j
|tj |2
iωn + µ− ǫj
)−1
(2.74)
on the Matsubara axis, where tj is the hopping from the bath site j to the impurity site
and ǫj is the energy of the bath level j. The hoppings tj and the bath site energies ǫj are
chosen such that the deviation ∆,
∆ =
∑
n
|G0(iωn)− G0cl(iωn)|2, (2.75)
from G0(iωn), as obtained from Eq. (2.71), is minimized. The hoppings tj , the bath site
energies ǫj and the Coulomb interaction U on the impurity site define the many-body
Hamiltonian. This Hamiltonian conserves the number of particles with spin up, n↑, and
the number of particles with spin down, n↓. Consequently, it may be diagonalized for given
particle numbers n↑ and n↓. The thermal Green function of the impurity is defined by
Gσ(τ, τ
′) = −〈Tτ dˆσ(τ)dˆ†σ(τ ′)〉, (2.76)
where dˆσ and dˆ
†
σ denote annihilation and creation operators at the impurity site in the
imaginary-time Heisenberg representation, respectively:
dˆσ(τ) = e
(Hˆ−µNˆ)τ dˆσe−(Hˆ−µNˆ)τ ,
dˆ†σ(τ) = e
(Hˆ−µNˆ)τ dˆ†σe
−(Hˆ−µNˆ)τ .
(2.77)
Defining the partion function Ξ as
Ξ = Tr[e−β(Hˆ−µNˆ)], (2.78)
the thermal average 〈Oˆ〉 of any operator Oˆ is given by
〈Oˆ〉 = 1
Ξ
Tr[e−β(Hˆ−µNˆ)Oˆ]. (2.79)
The above traces are performed in Fock space. The thermal Green function Gσ(τ, τ
′)
depends only on the difference between times τ and τ ′:
Gσ(τ, τ
′) = Gσ(τ − τ ′, 0) = Gσ(0, τ ′ − τ) =: Gσ(τ − τ ′). (2.80)
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Denoting the i-th eigenvector of Hˆ−µNˆ that has n↑ electrons with spin up and n↓ electrons
with spin down by |n↑, n↓, i〉 and the corresponding eigenvalue by En↑,n↓,i one may write
G↑(τ) = −
∑
n↑,n↓
∑
i,j
e−βEn↑,n↓,ie(En↑,n↓,i−En↑+1,n↓,j)τ×
× 〈n↑, n↓, i|d↑|n↑+1, n↓, j〉〈n↑+1, n↓, j|d†↑|n↑, n↓, i〉
(2.81)
for the spin-up component of the thermal Green function of the impurity site. The expres-
sion for the spin-down component is analogous. The occupancies are given by
nσ = 1 +Gσ(0). (2.82)
The solution of the many-body cluster Hamiltonian yields the self-energy
Σσ(E) = (G0cl,σ(E))−1 − (Gσ(E))−1. (2.83)
This self-energy may be used to obtain a new lattice Green function according to Eq. (2.73).
From the new lattice Green function a new non-interacting Green function is obtained using
Eq. (2.71). Minimizing the deviation ∆, Eq. (2.75), yields a new set of parameters of the
cluster many-body Hamiltonian, which closes the self-consistency cycle.
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Chapter 3
Ballistic Transport and Beyond
A typical setup of a transport junction is shown in Fig. 3.1: By means of a voltage source
a voltage difference is established between the left reservoir L and the right reservoir R.
The left and right reservoirs are connected by the central scattering region Ω, which gives
rise to a current flow. In reality, this setup can be used to model a tunnel junction in order
to investigate the TMR-effect theoretically. Also, it may be used to investigate the GMR-
effect in an all-metallic junction. We assume that the system is periodic in the X- and
Y -directions everywhere. Additionally, we assume a local periodicity also in Z-direction in
the left and right reservoirs, L and R. The latter assumption can be justified as follows
for idealized homogeneous reservoirs L and R: As L and R are far away from the central
scattering region Ω and the regions where the device is connected to the voltage supply,
LSR and RSR, the charge density in L and R is almost identical to the one of perfect
crystals of the respective reservoir materials. Consequently, also the Kohn-Sham effective
potential is almost perfectly bulk-like everywhere in L and R. The local periodicity of
the reservoirs greatly simplifies the calculation of the transport properties of the system,
because the incident wave function of an electron incident from left (right) in L (R) may
be determined from a single unit cell of L (R). Likewise the channels accessible to the
transmitted and reflected electrons may be calculated from a single unit cell each. In
chapter 4 we will see that this means that the embedding potential may be calculated from
a single unit cell.
In order to calculate the electronic transport properties for this example, usually one
more step of idealization is performed: The reservoirs L and R are assumed to be semi-
infinite and periodic and the voltage difference between the left and right reservoirs is
taken into account by using two different Fermi energies, EF,l and EF,r, for left- and right-
going scattering states, respectively, as shown in Fig. 3.2. In contrast to the setup of
Fig. 3.1, where a stationary current is only possible in the presence of dissipation, this
latter description has the advantage that there is no conceptual need to include dissipation
explicitly in the calculation.
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Figure 3.1: Typical setup to measure elec-
tronic transport. An electron current I flows
from the left reservoir L to the right reservoir
R through the central scattering region Ω. A
voltage difference U between the reservoirs is
associated with the current flow.
Figure 3.2: Typical setup to calculate elec-
tronic transport: The reservoirs L and R are
semi-infinite periodic and the Fermi energy
EF,l in the left reservoir is higher than the
Fermi energy ER,r in the right reservoir. In
the energy window [ER,r, EF,l] only scatter-
ing states going from L to R are occupied.
3.1 Ballistic Transport
In the following we discuss general properties regarding the transport of non-interacting
electrons moving subject to a potential, which is constant in time. We describe the electrons
by single-particle wave functions with well-defined energies. The usefulness of this strongly
simplified picture for realistic electron transport, where the interaction of the electrons
cannot be neglected, is discussed at the end of this section.
3.1.1 The Conductance Quantum
Consider the case where LR, RR and CSR all consist of the same metal and where CSR
is an atomic wire with a cross-section of a few or even only one bulk unit cells. We would
like to calculate the conductance per unit cell through the atomic wire. At first we assume
that there is only a single band, with dispersion E(k). The current dI per unit cell due to
the infinitesimal voltage dU between the left and right reservoirs is given by
dI =
1
L
dN
dE
vGdU, (3.1)
where L is the length of one unit cell in the direction of current flow. dN/dE and vG are
the density of states and the group velocity, respectively, associated with the single band.
Consequently, the conductance per unit cell of the atomic wire is
Γ(E) =
dI
dU
=
1
L
dN
dE
vG. (3.2)
Inserting the definition of the group velocity,
vG =
dE(k)
dk
, (3.3)
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and the following identity for the density of states
dN
dE
=
L
2π
dk
dE
(3.4)
one obtains
Γ(E) =
1
2π
(3.5)
as the conductance of a single band. If ν(E) is the number of bands at the energy E, the
conductance Γ(E) of the atomic wire is simply an integer multiple of 1/(2π):
Γ(E) =
ν(E)
2π
, (3.6)
Assuming spin-degeneracy, the conductance is an integer multiple of 1/π = 2e2/h. The
quantity 2e2/h is known as the conductance quantum. Its value in SI-units is 2e2/h ≈
77.5µS ≈ 1/(12.9kΩ). At first glance it might appear surprising that the conductance
of an atomic wire at zero temperature is not infinite, as one would expect for a perfect
crystal at absolute zero. The solution to this puzzle is that the resistance is generated by
the contacts of the wire with the reservoirs. Thus, the origin of the resistance is not the
volume of the atomic wire but the interfaces to the reservoirs. In fact, for Eq. (3.6) to
hold, it is crucial to measure the voltage drop between the reservoirs and not along the
atomic wire itself.
3.1.2 Landauer Formulation of Ballistic Transport
We now consider the case of a general scattering region SRC in Fig. 3.2 and also the
reservoirs L and Rmay be composed of different metals. The assumption of local periodicity
in Z-direction in L and R allows us to use bulk states ψ
(k)
L,ν(E) and ψ
(k)
R,ν(E) as basis sets in
L and R, respectively. We label the bulk states at energy E by a two-dimensional k-vector
and the band-index ν. In general the Bloch state ψ
(k)
L,ν(E) incident from the left reservoir
L is transmitted as follows into the right reservoir R:
Ψ(k)ν (E, r) =
∑
ν′
tν,ν′ψ
(k)
R,ν′(E, r), (3.7)
where tν,ν′ are the transmission coefficients and the ν
′-summation includes both right-
going Bloch and right-decaying evanescent states of R. The state Ψ
(k)
ν (E, r) contributes
the following conductance per unit cell:
Γ(k)ν (E) =
e2
h
∑
ν′
|tν,ν′|2θB,Rν′ , (3.8)
where θB,Rν′ is equal to one for a right-going Bloch state in R and zero otherwise. Summing
over the incident Bloch states of the left reservoir we obtain
Γ(k)(E) =
e2
h
∑
ν,ν′
|tν,ν′|2θB,Rν′ θB,Lν , (3.9)
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where θB,Lν is equal to one for a right-going Bloch state in L and zero otherwise. In order to
obtain the transmission coefficients tν,ν′ one has to solve the quantum mechanical scattering
problem for the system composed of left lead L, scattering region Ω and right lead R.
3.1.3 Calculation of electronic transport within ground-state DFT
If the exact exchange-correlation potential was known, ground-state density-functional
theory would allow to calculate the density of the ground state exactly. In practice, very
good approximations of the exchange-correlation potential are available. Thus, it is tempt-
ing to apply the single-particle picture of electronic transport described in the preceding
subsections to the Kohn-Sham reference system of non-interacting particles. However, in
contrast to the charge-density, there is no theorem relating the current in the interacting
many-particle system to the current calculated in the Kohn-Sham reference system. Nev-
ertheless, the vast majority of electronic transport calculations of realistic junctions have
been performed exactly this way, despite the lack of a solid theoretical foundation. Even if
the exact exchange-correlation potential was known and even in the limit of zero bias this
procedure is an approximation. Unfortunately, it is very difficult to estimate the error due
to this approximation. However, one finds empirically, that qualitative predictions based
on ground-state DFT of trends in transport junctions are often correct, while quantitative
agreement between theory and experiment cannot be expected in general.
In order to improve the description of electronic transport beyond DFT, one may choose
between two rather different routes. The first way is to replace static DFT by a dynamical
DFT, i.e., time-dependent density-functional theory (TDDFT) or time-dependent current
density-functional theory (TDCDFT). It can be shown [30] that within the dynamical
versions of DFT the many-body total current is equal to the calculated one-electron total
current. Thus, the dynamical DFTs offer a solid theoretical framework to tackle the
problem of electron transport. Like in the case of static DFT, the major difficulties concern
finding a powerful exchange correlation potential. However, this is more difficult in the case
of dynamical DFTs. Very often simply the exchange correlation potential of static DFT is
used, which in many cases does not lead to significant improvements in comparison to static
DFT calculations. The second way is to give up the single particle picture of transport
and to perform a many-body calculation. This is usually done within the framework of the
non-equilibrium Green function (NEGF) formalism to be presented in the next section.
3.2 NEGF Formalism
At zero temperature the Green function is defined as
G(t1, t2) = −i〈T [Aˆ(t1)Bˆ(t2)]〉, (3.10)
where Aˆ(t1) and Bˆ(t2) are Heisenberg operators and T is the time-ordering operator.
Suppose the Hamilton operator of the system is
Hˆ(t) = Hˆ0 + Vˆ (t), (3.11)
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(a) t1 < t2 and t1 <c t2 (b) t1 < t2 and t1 >c t2
(c) t1 > t2 and t1 <c t2 (d) t1 < t2 and t1 <c t2
Figure 3.3: “Closed time path” contour of the NEGF formalism. Each point on the contour
belongs either to the upper branch or the lower branch. (a) For two points on the upper branch
contour-ordering <c is equivalent to time-ordering <. (b) For both points on the lower branch
contour-ordering is equivalent to anti-time-ordering. (c),(d) For one point on the upper branch
and one point on the lower branch the point on the lower branch is always ahead with respect to
contour-ordering irrespective of time-order.
where Vˆ (t) is a perturbation and the exact eigenstates of Hˆ0 are known. In order to
calculate the Green function perturbatively, it is convenient to use the interaction picture.
Within the interaction picture, the operators are
AˆI(t) = exp
(
iHˆ0(t− t0)
)
Aˆexp
(
−iHˆ0(t− t0)
)
|t0=−∞,
BˆI(t) = exp
(
iHˆ0(t− t0)
)
Bˆexp
(
−iHˆ0(t− t0)
)
|t0=−∞
(3.12)
and the Green function is
G(t1, t2) = −i〈Sˆ†T [AˆI(t1)BˆI(t2)Sˆ]〉, (3.13)
where the Sˆ-operator is defined as follows:
Sˆ = T exp
(
−i
∫ ∞
−∞
VˆI(t
′)d t′
)
. (3.14)
We first consider the case of an interacting many-body system in equilibrium, i.e., a static
perturbation Vˆ , which we switch on adiabatically:
VˆI(t) = Vˆ0e
−|t|η, (3.15)
where η is a small positive quantity, and the limit η → 0 is considered at the end of the
calculation. Denoting the ground state of Hˆ0 as |0〉 we know that
Sˆ|0〉 = eiϕ|0〉,
〈0|Sˆ† = 〈0|e−iϕ,
(3.16)
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i.e., the ground state |0〉 develops into a state, which differs only by a phase factor. Def-
initely, this is only true because the interaction is switched on and off adiabatically in
Eq. (3.15). This allows to rewrite Eq. (3.13) as
G(t1, t2) = −i〈0|T [AˆI(t1)BˆI(t2)Sˆ]|0〉〈0|Sˆ|0〉 . (3.17)
In the diagrammatic representation of Eq. (3.17) the denominator cancels exactly the
disconnected diagrams of the numerator and we finally obtain the well-known result [43]:
G(t1, t2) = −i〈0|T [AˆI(t1)BˆI(t2)Sˆ]|0〉connected. (3.18)
Clearly, in non-equilibrium situations Eq. (3.16) does not hold. Consider for example
the transport setup in Fig. 3.1. Imagine an additional switch in the circuit: At times t < t0
the battery is disconnected and no current flows. At times t ≥ t0 the battery is connected
and a current flows. Even if we disconnect the battery again at a later time, the system will
not return into its initial state. As a second example consider the excitation of a system
by light. In this case the perturbation is given by a time-dependent electromagnetic field.
In order for the system to reach again the state of the remote past in the remote future
it would be necessary that the perturbation is ramped down in a special way. While this
might be possible in special cases, in the general case it is not. However, Eq. (3.16) was
used to obtain Eq. (3.17,3.18), on which the diagrammatic expansion is based. In order
to arrive at a formulation of perturbation theory for non-equilibrium systems analogous
to the equilibrium case, on introduces a time-contour which starts at time −∞, goes to
time ∞, and then goes back to time −∞. This idea dates back to Schwinger [44] and the
time-contour is illustrated in Fig. 3.3. Introducing the contour order operator Tc we define
the contour Green function of the complex field ψ(r, t) as follows:
Gc(r1, t1; r2, t2) = −i〈Tc[ψ(r1, t1)ψ†(r2, t2)]〉. (3.19)
It can be shown that the contour Green function may be obtained from
Gc(r1, t1; r2, t2) =
−i〈Tc[Sˆ ′Sˆiψ(r1, t1)ψ†(r2, t2)]〉
〈Tc[Sˆ ′Sˆi]〉
, (3.20)
which has the same structure as Eq. (3.17). Consequently, a diagrammatic representation
of the contour Green function is possible, which is formally analogous to the diagram-
matic representation of the equilibrium Green function. The operators Sˆ ′ and Sˆi are time
evolution operators on the time-contour.
For given physical times t1 and t2 there are four corresponding situations on the time-
contour:
• Both times are on the upper time contour. In this case the contour Green function
is equal to the time ordered Green function:
GT (r1, t1; r2, t2) = −i〈T [ψ(r1, t1)ψ†(r2, t2)]〉. (3.21)
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• Both times are on the lower time contour. In this case the contour Green function is
equal to the anti time ordered Green function:
GT˜ (r1, t1; r2, t2) = −i〈T˜ [ψ(r1, t1)ψ†(r2, t2)]〉. (3.22)
• The first time is on the lower time contour and the second time is on the upper time
contour:
G+(r1, t1; r2, t2) = i〈[ψ†(r2, t2)ψ(r1, t1)]〉. (3.23)
• The first time is on the upper time contour and the second time is on the lower time
contour:
G−(r1, t1; r2, t2) = −i〈[ψ(r1, t1)ψ†(r2, t2)]〉. (3.24)
The contour Green function Gc or, equivalently, the set of Green functions GT , GT˜ , G+, G−
are needed for the calculations within the NEGF formalism. The connection to the physical
Green functions, which are needed to obtain measurable quantities, is provided by the
following identities:
Gr = G− −GT˜ ,
Ga = G+ −GT˜ ,
G = G+ +G−,
(3.25)
where Gr is the retarded Green function, Ga is the advanced Green function and G is the
causal Green function.
In order to evaluate the Dyson equation on the time contour,
G(τ1, τ2) = G
0(τ1, τ2) +
∫
d τ
∫
d τ ′G0(τ1, τ)Σ(τ, τ ′)G0(τ ′, τ2), (3.26)
one may use the so-called Langreth’s rules. The Langreth’s rules for the convolution
A(τ1, τ2) =
∫
d τB(τ1, τ)C(τ, τ2) (3.27)
on the time contour are:
A−(t1, t2) =
∫
d t [Br(t1, t)C−(t, t2) +B−(t1, t)Ca(t, t2)] ,
Ar(t1, t2) =
∫
d tBr(t1, t)Cr(t, t2).
(3.28)
3.2.1 The Meir-Wingreen formula
Using the NEGF formalism presented above one obtains the following expression for the
current through an interacting region at equilibrium:
I =
4
π
∫
dETr [(fL(E)ℑΣL(E)− fR(E)ℑΣR(E))A(E) + i (ΣL(E)−ΣR(E))G−(E)] ,
(3.29)
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where fL(E) and fR(E) are the Fermi distribution functions of the left and right leads,
respectively, A(E) is the spectral function of the scattering region and ΣL,R(E) are the
lead self energies, which describe the coupling of the scattering region to the leads. This
expression is called Meir-Wingreen formula [45].
In general, the lesser Green function G−(E) in the Meir-Wingreen formula cannot
be obtained easily by considering only the stationary situation which evolves after the
current has been switched on in the past: In the general case time propagations along
the NEGF time contour are needed to obtain G−(E) even when we are only interested
in the stationary current. In Ref. [46] an approximation is proposed which allows to set
up a closed system of equations involving only quantities of the stationary system. The
approximation is based on the ansatz
Σ−(E) = Σ0,−(E)Λ(E),
Σ+(E) = Σ0,+(E)Λ(E),
(3.30)
where Λ(E) is determined from the requirement of current conservation and found to be
Λ(E) = 1 +
ℑΣcorr
ℑΣ0,R + ℑΣ0,L , (3.31)
where Σcorr is the self-energy of the scattering region in equilibrium in the presence of
the many-body interaction and Σ0,R/L are the lead self-energies needed to describe non-
equilibrium in the absence of many-body interactions.
Using this approximation one obtains a Landauer-like expression for the current [47]:
I =
e
h
∫
dE (fL(E)− fR(E))Tr
[
G†(E)ΓL(E)G(E)ΓR(E)Λ(E)
]
. (3.32)
An efficient basis-set to implement the many-body transport formalism described above
is provided by maximally localized Wannier functions, which will be discussed in chapter 10.
Chapter 4
The embedding method
In condensed matter theory one frequently encounters the problem of calculating the prop-
erties of open systems, i.e., systems which are in touch with an outside world, which one
does not want to include explicitly in the calculation. Clearly, an open system can in gen-
eral interchange particles, energy, angular momentum, etc. with its environment. This has
the consequence that particles, energy, etc. may be transported through the open system,
if one can distinguish between different boundaries of the open system.
In chapter 3 we started already the discussion on one important class of open systems:
The calculation of the transport setup shown in Fig. 3.2 requires techniques to tackle open
systems, since the scattering states, which carry the current, cannot be determined from
the knowledge of the finite scattering region alone, but depend on the properties of the
infinite system. The need to consider the infinite system is a consequence of the absence of
periodicity in the present scattering problem, which prohibits to impose periodic boundary
conditions. In order to clarify this point we consider a one-dimensional model, where an
electron with energy E > 0 moves in the potential
V (x) =


0 x < 0
V0 0 ≤ x ≤ a
0 x > a
. (4.1)
In order to find the scattering state corresponding to an electron coming from the left we
have to determine the coefficients c1, c2, r and t in
Ψ(x) =


eik1x + re−ik1x x < 0
c1e
ik2x + c2e
−ik2x 0 ≤ x ≤ a
teik1x x > a
(4.2)
such that the resulting wave function Ψ(x) and its derivative are continuous at x = 0 and
x = a. Definitely, we only need to evaluate Ψ(x) and its derivative at x = 0− ǫ, x = 0+ ǫ,
x = a − ǫ and x = a + ǫ in order to establish the system of linear equations for the
unknown coefficients c1, c2, r and t. Nevertheless, information about the infinite system is
present already in our ansatz: The incoming wave eik1x, the reflected wave re−ik1x and the
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transmitted wave teik1x correspond to the potential V (x), Eq. (4.1). If the potential is not
V (x), but instead e.g.
V1(x) =


− sin2(x) x < 0
V0 0 ≤ x ≤ a
− sin2(x− a) x > a
, (4.3)
the ansatz Eq. (4.2) is not appropriate. Even though the regions x < 0 and x > a are
semi-infinite, one can nevertheless take their effect on the wave function in the region
0 ≤ x ≤ a into account rather easily, as we will now discuss. Let us consider again the
potential V (x), Eq. (4.1). We first consider bound states, i.e., we assume 0 > E > V0 at
first. The wave function is now
Ψ(x) =


c0e
κ1x x < 0
c1e
ik2x + c2e
−ik2x 0 ≤ x ≤ a
c3e
−κ1x x > a
(4.4)
instead of Eq. (4.2). At x = 0− ǫ the logarithmic normal derivative is
− d
dx
log Ψ(x)|x=0−ǫ = − 1
Ψ(x)
d
dx
Ψ(x)|x=0−ǫ = −κ1 (4.5)
and at x = a+ ǫ it is likewise
d
dx
logΨ(x)|x=a+ǫ = −κ1. (4.6)
We define the embedding potentials Σl(E) and Σr(E) of the left and right sides of the
central region 0 ≤ x ≤ a as -1/2 times the respective logarithmic normal derivatives, i.e.,
Σr(E) = Σl(E) =
κ1
2
(E) =
√
2|E|
2
. (4.7)
In section 4.1 it will be proven that with the help of the embedding potentials one can set
up a Schro¨dinger equation for the wave function involving only the central region 0 ≤ x ≤ a:
The properties of the environment, which consists of the semi-infinite regions x < 0 and
x > a, enter this effective Schro¨dinger equation via the embedding potentials. Using
heuristic arguments we will now set up this effective Schro¨dinger equation for our one-
dimensional model. The wave function and its derivative have to be continuous at x = 0
and x = a. Let us assume that we can enforce this by using the delta function to introduce
a penalty for wave functions that violate the smoothness requirement. Concretely, we
enforce smoothness on the left boundary of the central region by adding the term
1
2
δ(x)[2Σl(E)− d
dx
] (4.8)
to the Hamiltonian. Likewise, on the right boundary smoothness is enforced by the term
1
2
δ(x− a)[2Σr(E) + d
dx
]. (4.9)
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Now, the complete effective Schro¨dinger equation for the wave function in the central region
is [
−1
2
d2
dx2
+ V0 +
1
2
δ(x)[2Σl(E)− d
dx
] +
1
2
δ(x− a)[2Σr(E) + d
dx
]
]
Ψ(x) = EΨ(x). (4.10)
Next, we consider the case of scattering states, E > 0. From the ansatz in Eq. (4.2) is is
clear that we cannot proceed in the same way as for the bound states: While we know the
logarithmic derivative on the right boundary of the central region, we do not know it for
the left boundary, because in the left region (x < 0) the scattering state is a superposition
of an in-coming and an out-going wave and the logarithmic derivative depends on the
ratio of the amplitudes of the in-coming and out-going waves, which is not known a priori.
Clearly, for the retarded Green function, which satisfies out-going boundary conditions, this
problem does not occur and we can formulate an effective equation for the Green function
of the central region:[
−1
2
d2
dx2
+ V0 +
1
2
δ(x)[2Σl(E)− d
dx
] +
1
2
δ(x− a)[2Σr(E) + d
dx
]
]
G(x, x′) = δ(x− x′).
(4.11)
This is an important finding, because for a realistic three dimensional scattering setup it
is much easier to determine the Green function in the central region only than to solve
the complete scattering problem in a single step. From now on the central region will be
referred to as embedded region.
However, there is still one problem left: The determination of the embedding potentials
is expected to be more complicated for a realistic system than for our simple model. Our
model potentials, V (x) and V1(x), are periodic within the semi-infinite regions x < 0 and
x > a, which greatly simplifies the task of setting up the ansatz for the scattering wave
function. We argued in our discussion of Fig. 3.1 at the beginning of chapter 3 that the
assumption of a local periodicity within the reservoirs may be fulfilled also by realistic
systems. If this is the case the embedding potentials may be calculated from the complex
band structure of the reservoir materials, as will be explained below. We will see that
the procedure in the general case is similar in spirit to the above treatment of our one
dimensional model system.
Clearly, electronic transport is not the only case, where one encounters an open system.
One more important example is the surface of a semi-infinite slab: We wish to compute
the properties of the surface region and need to eliminate the semi-infinite substrate of the
surface for this purpose in order to be able to tackle the problem numerically.
4.1 Derivation of the Embedding Method
Based on the variational principle Inglesfield [25, 48] has derived a set of equations which
allow to embed a limited region of space (region I in Fig. 4.1) into an environment (region II
in Fig. 4.1). The environment is taken into account implicitly via an energy-dependent non-
local embedding potential, which is defined on the embedding surface S. We illustrated the
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Figure 4.1: Region I is embedded into region II. The embedding surface S separates both.
principle of this method already in our discussion of the one-dimensional model of quantum
transport in Eq. (4.10) and Eq. (4.11) and sketch now the derivation. In contrast to the
derivations given by Inglesfield [25, 48] we pay attention to the order of operators. Thereby,
we implicitly treat also the case of spin-orbit coupling and non-collinear magnetism. While
we formulate the equations for a scalar potential V (r) to keep the notation simple, the
derivation remains valid when we perform the generalization to the noncollinear case.
Consequently, in order to obtain the equations in the noncollinear case, we only need to
replace as follows:
V (r)→ Vσ,σ′(r),
G(r, r′;E)→ Gσ,σ′(r, r′;E),
Σ(r, r′;E)→ Σσ,σ′(r, r′;E).
(4.12)
4.1.1 The embedding potential
Consider the wave function ψ(r), which satisfies the Schro¨dinger equation[
−1
2
∆r + V (r)− E
]
ψ(r) = 0 (4.13)
at energy E in regions I and II. We attempt to express ψ(r) in region II in terms of its
boundary values on S with the help of the Green function. The Green function G0(r, r
′)
is a solution of [
−1
2
∆r + V (r)− E
]
G0(r, r
′) = −δ(r− r′) (4.14)
and of
G0(r
′, r)
[
−1
2
⇐
∆r + V (r)−E
]
= −δ(r− r′), (4.15)
where the arrow indicates that the Laplace operator differentiates the functions to its left
side. Multiplying Eq. (4.13) from the left by G0(r
′, r) and Eq. (4.15) from the right by
ψ(r) and integrating over region II and subtracting both we obtain
ψ(r′) =
1
2
∫
I
d3rG0(r
′, r)
[⇐
∆r −
⇒
∆r
]
ψ(r). (4.16)
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Using Green’s theorem it is now straightforward to express the wave function Ψ(r) in II
in terms of the Green function in II and the boundary values of the wave function on the
embedding surface S:
ψ(r) =
1
2
∫
S
d2rS
[
G0(r, rS)
∂ψ(rS)
∂nS
− ∂G0(r, rS)
∂nS
ψ(rS)
]
, (4.17)
where rS is a point on S and we denoted the surface normal derivative by ∂/∂nS :
∂ψ(rS)
∂nS
= nˆ(rS) · ∇Ψ(r)|r=rS , (4.18)
where nˆ(rS) points outward from I into II. If we construct G0(r, r
′) to have zero normal
derivative on S, Eq. (4.17) simplifies as follows:
ψ(r) =
1
2
∫
S
d2rSG0(r, rS)
∂ψ(rS)
∂nS
. (4.19)
In particular, we can use the Green function to calculate the wave function on the surface
from the surface derivative of the wave function:
ψ(rS) =
1
2
∫
S
d2r′SG0(rS, r
′
S)
∂ψ(r′S)
∂nS
. (4.20)
The inverse of the integration kernel in Eq. (4.20) is the embedding potential multiplied by
(-1):
Σ(rS, r
′
S) = −G−10 (rS, r′S). (4.21)
The embedding potential allows to calculate the normal derivative of the wave function
from its values on S as follows
nˆ(rS) · ∇Ψ(r)|r=rS = −2
∫
S
d2 r′SΣS(rS, r
′
S)Ψ(r
′
S). (4.22)
As we did not explicitly write out the energy dependence of the Green function in this
section, we point out here, that the embedding potential is energy-dependent like the
Green function. We may choose ΣS(rS, r
′
S) to correspond either to incoming or outgoing
boundary conditions on S. We choose outgoing boundary conditions with respect to region
I.
In the next section we will need the following identity, which involves the derivative of
the embedding potential with respect to energy:∫
II
d3r|ψ(r)|2 = −
∫
S
d2rS
∫
S
d2r′S(ψ(rS))
∗Σ(rS, r
′
S, E)
∂E
ψ(r′S). (4.23)
The volume integral on the left hand side is over the region II. Eq. (4.23) allows to calculate
the overlap in region II from the boundary values on S.
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4.1.2 Variational principle for the embedded region
We consider a wave function ψ(r), which is an exact eigenfunction of the Schro¨dinger
equation in region II with eigenvalue EII and a trial function in region I. It is assumed that
ψ(r) is continuous on the embedding surface S, however its first derivative may exhibit a
discontinuity. Denoting the outward normal of region I as nˆ(rS) and the overlap integrals
of ψ(r) in region I and II as SI and SII,
SI =
∫
I
d3rψ∗(r)ψ(r),
SII =
∫
II
d3rψ∗(r)ψ(r),
(4.24)
the expectation value of the energy, E, of the wave function ψ(r) is given by
E =
∫
d3rψ∗(r)Hˆψ(r)∫
d3rψ∗(r)ψ(r)
=
∫
I
d3rψ∗(r)Hˆψ(r) + EIISII + 12
∫
S
d2rSψ
∗(rS)nˆ(rS) · [∇ψ(rS)|I −∇ψ(rS)|II]
SI + SII
,
(4.25)
where rS is a point on the embedding surface S and the surface integral in the numerator
is the kinetic energy associated with kinks of the wave function on S. In order to formulate
the variational principle only in terms of the wave function inside the embedded region I,
two terms have to reformulated: The normal derivative nˆ(rS) · ∇ψ(rS)|II in region II and
the overlap SII. Using Eq. (4.22) we may express the normal derivative in terms of the
embedding potential according to
nˆ(rS) · ∇ψ(rS)|II = −2
∫
S
d2 r′SΣS(rS, r
′
S;E)ψ(r
′
S). (4.26)
Furthermore, we use Eq. (4.23) to eliminate the overlap SII. We finally obtain a formulation
of the variational principle which only involves ψ(r) in region I:
ESI − (E −EII)
∫
S
d2rS
∫
S
d2r′S(ψ(rS))
∗Σ(rS, r
′
S;EII)
∂EII
ψ(r′S)
=
∫
I
d3rψ∗(r)Hˆψ(r)+
+
1
2
∫
S
d2rSψ
∗(rS)
[
nˆ(rS) · ∇ψ(rS)|I + 2
∫
S
d2 r′SΣS(rS, r
′
S;EII)ψ(r
′
S)
]
.
(4.27)
In order to derive an effective Schro¨dinger equation for ψ(r), we require the energy E to
be constant under small variations of ψ(r). The effective Schro¨dinger equation runs
[E +
1
2
∆− V (r)]ψ(r)− 1
2
∑
S=SL,SR
∫
S
d2 rSδ(r− rS)×
× [2
∫
S
d2 r′SΣS(rS, r
′
S;E)ψ(r
′
S) + n(rS) · ∇r′′ψ(r′′)|r′′=rS ] = 0.
(4.28)
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Likewise, the Green function G(r, r′;E) of the scattering region at energy E is the solution
of the integro-differential equation
[E +
1
2
∆− V (r)]G(r, r′;E)− 1
2
∑
S=SL,SR
∫
S
d2 rSδ(r− rS)×
×
[
2
∫
S
d2 r′SΣS(rS, r
′
S;E)G(r
′
S, r
′;E) + n(rS) · ∇r′′G(r′′, r′;E)|r′′=rS
]
= δ(r− r′),
(4.29)
which has a simple interpretation: The condition
2
∫
S
d2 r′SΣS(rS, r
′
S)G(r
′
S, r
′;E) + n(rS) · ∇r′′G(r′′, r′;E)|r′′=rS = 0 (4.30)
ensures that the Green function satisfies the correct boundary condition on the embedding
surface S. This condition is enforced in Eq. (4.29) by the delta function δ(r − rS), which
is a prefactor of this condition. As is well known [49, 50] the permutation symmetry
G(r, r′) = G(r′, r) is in general not a property of the Green function and the question
of the symmetries of the Green function requires additional investigation. Clearly, the
following is equivalent to Eq. (4.29):
G(r′, r;E)[E +
1
2
⇐
∆r − V (r)]− 1
2
∑
S=SL,SR
∫
S
d2 rSδ(r− rS)×
×
[
2
∫
S
d2 r′SG(r
′, r′S;E)ΣS(r
′
S, rS;E) + n(rS) · ∇r′′G(r′, r′′;E)|r′′=rS
]
= δ(r− r′).
(4.31)
Interpreting the boundary term in brackets in the same fashion as Eq. (4.30) completes
our knowledge on the boundary values of the Green function:
n(rS) · ∇r′′G(r′′, r′;E)|r′′=rS = −2
∫
S
d2 r′SΣS(rS, r
′
S;E)G(r
′
S, r
′;E),
n(rS) · ∇r′′G(r′, r′′;E)|r′′=rS = −2
∫
S
d2 r′SG(r
′, r′S;E)ΣS(r
′
S, rS;E).
(4.32)
We now consider the case where an incident wave Ψin(r) is scattered by region I. The
full wave function is
Ψ(r) = Ψin(r) + Ψout(r). (4.33)
Using Eq. (4.17) we may express the wave function in region I in terms of the values of the
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incident wave on the embedding surface, Ψin(rS):
ψ(r) =− 1
2
∫
S
d2rS
[
G(r, rS)
∂ψ(rS)
∂nS
− ∂G(r, rS)
∂nS
ψ(rS)
]
=
=− 1
2
∫
S
d2rS
[
G(r, rS)
∂ψin(rS)
∂nS
− ∂G(r, rS)
∂nS
ψin(rS)
]
− 1
2
∫
S
d2rS
[
G(r, rS)
∂ψout(rS)
∂nS
− ∂G(r, rS)
∂nS
ψout(rS)
]
=
=− 1
2
∫
S
d2rS
[
G(r, rS)
∂ψin(rS)
∂nS
− ∂G(r, rS)
∂nS
ψin(rS)
]
=
=− 2i
∫
S
d2rSd
2r′SG(r, rS)ℑ [ΣS(rS, r′S;E)]ψin(r′S),
(4.34)
where we made use of
Ψ′in(rS) = −2
∫
S
d2 r′SΣ
∗
S(r
′
S, rS;E)Ψin(r
′
S). (4.35)
Note that the sign in Eq. (4.34) differs from the sign in Eq. (4.17) because r is lying now
inside region I and nˆ(rS) is pointing out of region I. When writing the third equality in
Eq. (4.34) we made use of
∫
S
d2rS
[
G(r, rS)
∂ψout(rS)
∂nS
− ∂G(r, rS)
∂nS
ψout(rS)
]
=
=
∫
S
d2rSd
2r′S [G(r, rS)(Σ(rS, r
′
S)ψout(r
′
S))− (G(r, rS)Σ(rS, r′S))ψout(r′S)] = 0.
(4.36)
Summarizing, the value of Eq. (4.29) is that we may compute the Green function of
the embedded region Ω without including the environment, region II, explicitly in the
calculation. However, the boundary conditions of the Green function are needed on the
embedding surface S. These boundary conditions are provided indirectly by the embedding
potential ΣS(E), an energy dependent non-local potential, which allows to obtain the
normal derivative Ψ′(rS) := nˆ(rS) · ∇Ψ(r)|r=rS of a wave function Ψ(r) on the embedding
surface S with surface normal nˆ(rS) according to
Ψ′(rS) = −2
∫
S
d2 r′SΣS(rS, r
′
S;E)Ψ(r
′
S), (4.37)
where rS is a point on the embedding surface S. The surface normal is chosen to point out
of the embedded region Ω. Evidently, the embedding potential is a generalized logarithmic
derivative and a Dirichlet-to-Neumann operator. If the scattered wave function is needed
in region I, it may be obtained from Eq. (4.34).
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Figure 4.2: Two semi-infinite metallic leads L and R are separated by a scattering region Ω. If
a bias is applied between R and L, a current flows through the system, and transport properties
may be studied. The scattering region Ω contacts the leads at the left and the right boundaries,
SL and SR. Translational invariance is lost in the horizontal z direction, but persists in the x
and y directions. The thickness of the central scattering region is denoted d. For the expansion
of wave functions and Green functions of the scattering region, plane waves are used, which are
periodic in d˜.
4.2 Embedding within the FLAPW method
We now express the equations of the embedding formalism in terms of the FLAPW basis
functions and continue the discussion of the embedding method in this basis set. To be
concrete we consider the transport setup illustrated in Fig. 4.2 and work out the embedding
method for this kind of system. Fig. 4.2 shows a typical transport geometry: A central
scattering region Ω sandwiched between two semi-infinite metallic leads L and R. If a bias
voltage is applied between the left and right leads, a current flows through the system,
and the transport properties of the system may be investigated. In-plane translational
invariance is assumed. Later on we will exploit the fact that the central scattering region
Ω may be chosen to contain also several buffer layers of lead material, so that the electron
density distribution in the leads, L and R, can be approximated by the corresponding bulk
distribution, and the potential in the leads may be approximated by the unperturbed bulk
potential.
In the present transport setup, two embedding potentials, ΣSL(E) and ΣSR(E), are
needed to impose boundary conditions on the Green function on the left and right embed-
ding surfaces. We now recast Eq. (4.29) into a matrix equation in the space of the LAPW
basis functions. In the interstitial region, the LAPW basis function φ
(k)
g (r) is given by
φ(k)g (r) =
1√
d˜A
ei(g+k)·r (4.38)
for the present transport setup, which exhibits in-plane translational invariance. Here, A
is the area of the in-plane unit cell, k is a point in the two-dimensional Brillouin zone,
and d˜ is the length of the normalization volume in z direction. The in-plane component of
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g, which labels the LAPW basis functions, is a two-dimensional reciprocal lattice vector
and the out of plane component of g is given by g⊥ = 2πm/d˜, with m an integer. As
illustrated in Fig. (4.2), d˜ is larger than the length of the central region d, to enable an
efficient expansion of the Green function, which is nonperiodic in z-direction. Frequently,
we will refer to the volume between −d˜/2 and d˜/2 as Ω˜. Clearly, the size of Ω˜ is d˜A. We
expand the Green function in terms of the LAPW basis functions as follows:
G(r, r′;E) =
1
N
∑
k
∑
g,g′
Φ(k)g (r)(Φ
(k)
g′ (r
′))∗G(k)g,g′(E), (4.39)
where N is the number of k-points. Inserting this expansion into Eq. (4.29), multiplying
with (Φ
(k)
g (r))∗ and Φ
(k)
g′ (r
′), integrating r and r′ over the volume of the scattering region,
and simplifying, yields the following expression for the Green function matrix:
G(k)(E) = [ES(k) −H(k) −Σ(k)SL (E)−Σ
(k)
SR
(E)]−1, (4.40)
where the matrix elements of the overlap matrix S(k), the Hamiltonian matrix H(k), and
the embedding potential matrix Σ
(k)
S are given by
S
(k)
g,g′ =
∫
Ω
d3 r(Φ(k)g (r))
∗Φ(k)g′ (r)
H
(k)
g,g′ =
∫
Ω
d3 r
[
1
2
(∇Φ(k)g (r))∗∇Φ(k)g′ (r) + (Φ(k)g (r))∗V (r)Φ(k)g′ (r)
]
Σ
(k)
S,g,g′(E) =
∫
S
d2 rS
∫
S
d2 r′S(Φ
(k)
g (rS))
∗ΣS(rS, r′S;E)Φ
(k)
g′ (r
′
S).
(4.41)
Calculating the Green function according to Eq. (4.40) using the matrices defined in
Eq. (4.41) allows to obtain for example the equilibrium charge density within the scat-
tering volume from the density matrix
ρ(k) = −1
π
ℑ
∫ ∞
−∞
f(E)G(k)(E + i0+)dE, (4.42)
where f(E) denotes the Fermi-Dirac distribution at given Fermi energy and temperature.
4.3 The surface projector
We now discuss quantities defined on the embedding surface S, such as the embedding
potential ΣS(rS, r
′
S;E). For this purpose, it is convenient, to introduce a set of basis
functions φ
(k)
g (rS) defined on this surface. Specification of the explicit form of the surface
basis functions φ
(k)
g (rS) is postponed to section 4.7. For a nonorthonormal set of functions
φ
(k)
g (rS), their overlap matrix elements
SS,g,g′ =
∫
S
d2 rS(φ
(k)
g (rS))
∗φ(k)
g′
(rS) (4.43)
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will be needed in the following. Introducing the overlap P˜S of the surface projection of the
LAPW basis function φ
(k)
g (rS) with the surface basis function φ
(k)
g (rS)
P˜S,g,g =
∫
S
(φ
(k)
g (rS))
∗φ(k)g (rS)d
2 rS, (4.44)
we define the surface projector PS onto the embedding surface S:
PS = (SS)
−1P˜S. (4.45)
The surface projector PS is used to obtain the expansion coefficients of the surface projec-
tion Ψ(k)(rS) of a wave function
Ψ(k)(r) =
∑
g
Ψ(k)g φ
(k)
g (r) (4.46)
with respect to the surface basis functions φ
(k)
g (rS) according to
Ψ(k)(rS) =
∑
g,g
PS,g,gΨ
(k)
g φ
(k)
g (rS). (4.47)
Using the matrix elements
Σ
(k)
S,g,g′(E) =
∫
S
∫
S
(φ
(k)
g (rS))
∗Σ(k)S (rS, r
′
S;E)φ
(k)
g′
(r′S)d
2 rSd
2 r′S (4.48)
of the embedding potential in the basis set of the surface wave functions φ
(k)
g (rS), we recast
the expression for the matrix elements of the embedding potential given in Eq. (4.41) as
Σ
(k)
S,g,g′(E) =
∑
g,g′
(PS,g,g)
∗Σ
(k)
S,g,g′(E)PS,g′,g′. (4.49)
4.4 Scattering States and Conductance
For a given wave function Ψ(k)(r) the current density is given by
J(r) =
1
2i
[
(Ψ(k)(r))∗∇Ψ(k)(r)−Ψ(k)(r)∇(Ψ(k)(r))∗
]
(4.50)
and the resulting currents through the embedding surfaces S = SL, SR are:
IS =
∫
S
nˆ(rS) · J(rS)d2rS, (4.51)
where our convention for nˆ(rS) (pointing outward from Ω) implies that currents are pos-
itive, when electrons flow from Ω into the lead contacting Ω on S. We now assume that
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the wave function Ψ(k)(r) satisfies out-going boundary conditions on S. This allows us to
rewrite Eq. (4.51) as follows:
IS = i
∫
S
d2 rS
∫
S
d2 r′S
[
(Ψ(k)(rS))
∗ΣS(rS, r′S)Ψ
(k)(r′S)−Ψ(k)(rS)(ΣS(rS, r′S))∗(Ψ(k)(r′S))∗
]
= i
∫
d2 rS
∫
d2 r′S(Ψ
(k)(rS))
∗ [ΣS(rS, r′S)− (ΣS(r′S, rS))∗] Ψ(k)(r′S),
(4.52)
where we made use of Eq. (4.37). As we assume both the embedding potential ΣS(rS, r
′
S)
and the wave function Ψ(k)(r) to satisfy out-going boundary conditions, IS as given by
Eq. (4.52) is positive. We may use Eq. (4.46, 4.47, 4.48) to express Eq. (4.52) in terms of
the APW basis functions:
IS = i(Ψ
(k))†P†S
[
Σ
(k)
S −
(
Σ
(k)
S
)†]
PSΨ
(k) =
= −2(Ψ(k))†P†Sℑ
[
Σ
(k)
S
]
PSΨ
(k),
(4.53)
where Ψ(k) is the vector of expansion coefficients of the wave function Ψ(k)(r) in the APW
basis set (see Eq. (4.46)). Thus, the current through the embedding surface S may be
expressed in terms of the imaginary part of the embedding potential.
Clearly, the imaginary part of the embedding potential, ℑΣ(k)S (E), is a Hermitian op-
erator and as such it may be diagonalized and all its eigenvalues are real-valued. Hence,
we may write:
ℑΣ(k)S (E) =
∑
j
α
(k)
S,j (E)v
(k)
S,j (E)
(
v
(k)
S,j (E)
)†
, (4.54)
where v
(k)
S,j (E) are the normalized eigenvectors and α
(k)
S,j (E) are the eigenvalues. If we choose
the projected wave function PSΨ
(k) in Eq. (4.53) to be equal to the eigenvector v
(k)
S,j (E) of
ℑΣ(k)S (E), we obtain a condition on the eigenvalue α(k)S,j(E):
0 ≤ IS = −2α(k)S,j (E). (4.55)
Consequently, the imaginary part of the embedding potential is a Hermitian negative semi-
definite operator [51]. The normalized eigenvectors v
(k)
S,j (E) serve as a natural definition of
the lead channel states. Negative eigenvalues α
(k)
S,j (E) correspond to open channels while
zero eigenvalues correspond to closed channels.
The scattering state due to the open channel state j with energy E incident from the
left is given by [51] (see also Eq. (4.34))
Ψ
(k)
L,j(E) = 2iα
(k)
SL,j
(E)G(k)(E)P†SLv
(k)
SL,j
(E). (4.56)
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Clearly, the scattering state Eq. (4.56) is a solution of the Schro¨dinger equation inside Ω:[
ES(k) −H(k) −Σ(k)L (E)−Σ(k)R (E)
]
Ψ
(k)
L,j(E) = 0. (4.57)
Using Eq. (4.55) and the result that each open channel contributes 1/(2π) = e2/h (one
half of the conductance quantum) to the conductance of the lead (see section 3.1.1) we
may conclude that the density of states of the j-th channel, D
(k)
SLj
(E), is given by
D
(k)
SLj
(E) =
1
4π|α(k)SLj(E)|
=
e2
2h|α(k)SLj(E)|
. (4.58)
Starting from Eq. (4.53) one finds that the k-resolved conductance through the scattering
region due to states going from left to right is
Γ(k)(E) = −2
∑
j
D
(k)
SLj
(E)(Ψ
(k)
Lj (E))
†P†SRℑ
[
Σ
(k)
SR
(E)
]
PSRΨ
(k)
Lj (E) =
=
e2
h
∑
j
1
α
(k)
SLj
(E)
(Ψ
(k)
Lj (E))
†P†SRℑ
[
Σ
(k)
SR
(E)
]
PSRΨ
(k)
Lj (E) =
= 4
e2
h
∑
j
α
(k)
SLj
(E)(v
(k)
SL,j
(E))†PSL(G
(k)(E))†P†SRℑ
[
Σ
(k)
SR
(E)
]
PSRG
(k)(E)P†SLv
(k)
SL,j
(E) =
= 4
e2
h
Tr
[
ℑ
[
Σ
(k)
SL
(E)
]
PSL(G
(k)(E))†P†SRℑ
[
Σ
(k)
SR
(E)
]
PSRG
(k)(E)P†SL
]
.
(4.59)
In the last equality we used Eq. (4.54) to replace the spectral representation of the imag-
inary part of the embedding potential by the imaginary part of the embedding potential
itself. Defining the surface projections of the Green function
G
(k)
S,S′(E) = PSG
(k)(E)P†S′ (4.60)
we finally obtain the following result for the conductance:
Γ(k)(E) = 4
e2
h
Tr
[
G
(k)
SL,SR
(E)ℑΣ(k)SR (E)(G
(k)
SL,SR
(E))†ℑΣ(k)SL (E)
]
. (4.61)
Various different derivations of Eq. (4.61) can be found in Refs [28, 51].
4.5 Transfer Matrix and Embedding Potential
The transfer matrix T(k)(E) allows to calculate the value and the normal derivative of the
wave function on the right boundary of the scattering region from the corresponding values
on the left boundary of the scattering region according to(
ψSR
SSRψ
′
SR
)
= T(k)(E)
(
ψSL
−SSLψ′SL
)
, (4.62)
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where the vectors ψS and ψ
′
S are the coefficient vectors of the expansion of the surface
projected wave function and its normal derivative in the basis of the surface wave functions
on the embedding surface S. The minus sign occurs because the surface normal on the left
embedding surface points to the left and not to the right. By applying Green’s theorem
on the scattering region, it is straightforward to show that from the Green function of the
scattering region with von Neumann’s boundary conditions,G0(k)(E), the four components
of the transfer matrix of the scattering region,
T(k)(E) =
(
T
(k)
11 (E) T
(k)
12 (E)
T
(k)
21 (E) T
(k)
22 (E)
)
, (4.63)
are calculated as follows [29, 27]:
T
(k)
11 = G
0(k)
SRSR
(
G
0(k)
SLSR
)−1
T
(k)
12 =
1
2
[
G
0(k)
SRSL
−G0(k)SRSR
(
G
0(k)
SLSR
)−1
G
0(k)
SLSL
]
T
(k)
21 = −2
(
G
0(k)
SLSR
)−1
T
(k)
22 =
(
G
0(k)
SLSR
)−1
G
0(k)
SLSL
.
(4.64)
Setting the embedding potentials equal to zero in Eq. (4.40) yields the Green function with
von Neumann’s boundary conditions, which we denote by G0(k)(E).
From the transfer matrix T(k)(E) of a principal layer of a periodic system, the complex
band structure (CBS) and the embedding potential may be calculated [27]: Let b be the
translation that moves a principal layer into the position of its neighboring principal layer
on its right side, and U(k)(b‖) the matrix of phase shifts due to the translation in xy-
direction. Then, a Bloch wave of the crystal with energy E and wave vector k = (k‖, kz)
corresponds to an eigenvalue λ = eibzkz of the eigenvalue equation
λ(ψ, ψ′) = T˜(k)(ψ, ψ′), (4.65)
where
T˜(k)(E) = U(k)(b‖)T
(k)(E). (4.66)
Likewise, an evanescent wave with complex wave vector k = (k‖, kz + iκz) corresponds to
an eigenvalue λ = eibzkz−bzκz . If N2D denotes the number of basis functions on the two-
dimensional embedding surface, then the number of eigenvectors of the matrix T˜(k)(E) is
2N2D. Out of these 2N2D eigenvectors, N2D correspond to outgoing states with respect to
the left side of the principal layer. From these eigenvectors the left embedding potential is
calculated as
ΣL(E) = Ψ(Ψ
′)−1, (4.67)
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Figure 4.3: The embedded region Ω is divided
into two parts, Ω1 and Ω2. The embedding
surfaces of Ω2 are SL,2 (on the left) and SR,2
(on the right).
where
Ψ = [ψ1, · · · , ψN2D ],
Ψ′ = [ψ′1, · · · , ψ′N2D ]
(4.68)
are matrices composed of the eigenvectors. Analogously, the right embedding potential is
calculated from the remaining N2D eigenvectors, which are outgoing with respect to the
right side of the principal layer. In section 6.3.1 we will describe an alternative calcula-
tional scheme for the embedding potential, which is due to Inglesfield [25], and prove the
equivalence with the scheme described above.
4.6 The embedding-based order-N concept
In the transport setup of Fig. 4.2, the embedding surfaces SL and SR may be chosen
arbitrarily. Positioning them in the left and right leads, respectively, is only one possible
choice. If this choice is made, the embedding potentials, Σ
(k)
SL
(E) and Σ
(k)
SR
(E), may be
calculated from a principal layer of bulk lead material, as described following Eq. (4.62).
The computational effort needed to evaluate the conductance, Eq. (4.61), scales with the
third power of the thickness of the region which is bounded by the embedding surfaces SL
and SR, because the Green function has to be calculated for this region. Consequently,
it is an intriguing idea to reduce the distance of the surfaces SL and SR, e.g. by moving
the left embedding surface SL towards the right one. As soon as the surface SL enters the
scattering region, the embedding potential Σ
(k)
SL
(E) starts to deviate from its value in the
left lead and has to be propagated. We divide the embedding region Ω into two parts, Ω1
and Ω2, as shown in Fig. 4.3. The propagation of the left embedding potential through
the region Ω1 may be performed using the transfer matrix, Eq. (4.62), of region Ω1: On
the initial embedding surface SL,1 = SL, the normal derivative, with the surface normal
pointing to the left, is given by −2Σ(k)SL,1(E)Ψ
(k)
SL,1
, while it is given by −2Σ(k)SL,2(E)Ψ
(k)
SL,2
on
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the left embedding surface SL,2 of region Ω2. Entering this into Eq. (4.62) yields(
ψSL,2
2Σ
(k)
SL,2
ψSL,2
)
= T
(k)
Ω1
(E)
(
ψSL,1
2Σ
(k)
SL,1
ψSL,1
)
. (4.69)
Eliminating Ψ
(k)
SL,1
and Ψ
(k)
SL,2
, one obtains the following relationship between the left em-
bedding potential on the initial surface SL,1 and the left embedding potential on the new
surface SL,2:
Σ
(k)
SL,2
(E) =
1
2
(
T
(k)
21 (E) + 2T
(k)
22 (E)Σ
(k)
SL,1
(E)
)(
T
(k)
11 (E) + 2T
(k)
12 (E)Σ
(k)
SL,1
(E)
)−1
. (4.70)
Using the embedding potentials Σ
(k)
SL,2
(E) and Σ
(k)
SR,2
(E) of region Ω2 we may compute the
Green function of region Ω2 and from the Green function and the embedding potentials
also the conductance by applying Eq. (4.61) to region Ω2. As the regions Ω1 and Ω2 are
smaller than the region Ω the computational effort to calculate the conductance is generally
smaller, if Ω is divided into pieces as described above.
As an alternative to calculating the conductance by applying Eq. (4.61) to a region
of finite thickness, it is also possible to propagate the left embedding potential further
through Ω2, so that the left and right embedding surfaces coincide. In this case, the Green
function in Eq. (4.61) is given by [52]
G(k)(E) = −
[
Σ
(k)
SL,3
(E) +Σ
(k)
SR,2
(E)
]−1
, (4.71)
where Σ
(k)
SL,3
(E) is the left embedding potential of the embedding surface SL,3, which lies
on top of SR,2.
Instead of dividing Ω into only two pieces, we may divide it into M layers. Using
Eq. (4.70) the embedding potential Σ
(k)
SL
(E) may be propagated layer by layer towards the
right lead until the distance to the right embedding surface SR is only one layer. Then, the
computational cost for the calculation of the conductance, Eq. (4.61), is that for a single
layer. Alternatively, we may propagate the left embedding potential one layer further so
that it is defined on the right embedding surface SR of Ω. The computational cost for the
propagation of the embedding potential scales linearly with the number of layers, if the
embedding potential is propagated layer by layer.
Similarly, for the self consistent calculation of the charge density a computational
scheme may be devised, the computational burden of which scales linearly with the number
of layers [26]. In this case, the left embedding potential is propagated layer by layer to
the right side and the right embedding potential is propagated layer by layer to the left
side. After this preparative step, a pair of suitable embedding potentials is available for
each layer, and the charge density of each layer is evaluated using Eq. (4.42). This order-N
scheme for self-consistent embedding will be described in detail in chapter 7.
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4.7 The surface projector for a curvy surface
The embedding potential and the transfer-matrix are defined on the two-dimensional em-
bedding surface. As illustrated in Fig. 4.4, any planar embedding surface will cut MT-
spheres in the general case. However, cut MT-spheres cannot be treated easily, due to the
expansion of basis functions, charge density and potential in terms of spherical harmonics,
as common within FLAPW. Besides these technical difficulties, one might anticipate also
numerical ones due to the rapidly oscillating behavior of the wave function close to the
nuclear cores. Consequently, if cutting through muffin-tins is to be avoided, the physical
embedding surface is curvy in the general case.
In order to circumvent the use of curvy physical embedding planes, planar effective
embedding planes have been proposed. This idea is illustrated in Fig. 4.4: Auxiliary
volumes are added on both sides of the embedded region to generate planar effective
boundaries. A formalism that allows to calculate effective embedding potentials, defined
on the effective embedding planes, has been proposed by Ishida [53, 54]. For a planar
embedding surface S, we define basis functions as follows:
φ
p(k)
g (rS) =
1√
A
ei(g+k)·rS , (4.72)
where A is the area of the two-dimensional unit cell, rS is a point on the surface S, k is
a point in the two dimensional Brillouin zone, and g, which labels the basis functions, is
a reciprocal lattice vector of the two-dimensional unit cell. These two-dimensional basis
functions are orthonormal: ∫
S
(φ
p(k)
g (rS))
∗φp(k)
g′
(rS)d
2 rS = δg,g′, (4.73)
where the integration is over the two dimensional embedding surface S, the area of which
is A. Consequently, the overlap matrix SS defined in Eq. (4.43) is given by the unit matrix
in the case of planar embedding surfaces and the choice Eq. (4.72) for the basis set. In
accordance with Eq. (4.45), the projection of the LAPW basis function Φ
(k)
g (r), defined in
Eq. (4.38), onto the embedding surface S has the expansion coefficients
P pS,g,g =
∫
S
(φ
p(k)
g (rS))
∗Φ(k)g (rS)d
2 rS =
1√
d˜
eig⊥zSδg,g‖, (4.74)
where zS is the z-coordinate of the embedding plane S, g⊥ is the component of g normal
to S, and g‖ is the component of g parallel to S. The matrix P
p
S is the surface projector
Eq. (4.45) in the case of planar embedding surfaces.
Fig. 4.4 illustrates how we choose the curvy surface: Away from MT-spheres, the curvy
surface is given by a plane. Where the plane cuts the MT-spheres, it is replaced by a
cup, which forms part of the surface of the MT-sphere which is cut. Concerning the set of
basis functions, we opt again for plane waves, with their wave vector in the xy-plane. The
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Figure 4.4: The left embedding surface SL
divides the left lead, L, from the left side of
the scattering region, Ω. a) The curvy sur-
face (solid line) winds between the muffin-tin
spheres (dotted circles) of the scattering re-
gion and those of the left lead. A planar em-
bedding surface (dotted line) cuts the muffin-
tin spheres. b) An auxiliary unphysical vol-
ume, ∆, is added to the physical scattering
region. The left boundary of the auxiliary
volume is planar, which allows to use a very
simple basis set for the definition of surface
operators on this effective embedding plane.
Figure 4.5: Three dimensional illustration of
a curvy surface (red dividing surface). To be
concrete, we chose a compound composed of
two atomic species, A (green, large MT ra-
dius) and B (blue, small MT radius). Both
species, A and B, are located on a bcc sub-
lattice. The sublattices are displaced with re-
spect to each other by half a lattice constant.
The atom in the center belongs to species A.
In the situation of the figure the curvy sur-
face may be avoided if it is moved into the
middle between adjacent atomic planes. If
the radius of species A exceeds a quarter of
the lattice constant, this is not possible any
more. If species B is absent, we are left with
a bcc structure. Usually the radius of species
A exceeds a quarter of the lattice constant in
this case.
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mathematical expression for this curvy surface basis function
φ
c(k)
g (rS) =
1√
A
ei(g+k)·rS,‖ (4.75)
resembles Eq. (4.72). The only difference is that rS is now defined on the curvy surface,
i.e., it has in general both a component rS,‖ parallel to the xy plane and a component rS,⊥
in z direction. In order to calculate the surface projector for the curvy embedding surface
according to Eq. (4.45), we split up the surface integrations into three parts. First, we
integrate over a plane. Second, we subtract the integrals over the disks, which are inside
the MT-spheres cutting the plane. Third, we add the surface integrals over parts of the
MT-spheres. The first contribution is given by Eq. (4.74). For the second contribution one
obtains
I2(g, g) = − 2π
A
√
d˜
eig⊥zS
∑
µ
eiv·pµ
rµ
v
J1(rµv), (4.76)
where the position of the center of the MT-sphere of atom µ is given by pµ, and v = g‖−g
is a two-dimensional reciprocal lattice vector. J1 is a cylindrical Bessel function. If we
denote the radius of the MT-sphere of atom µ by Rµ, the radius of the disk that the MT-
sphere cuts out of the plane is given by rµ =
√
R2µ − (zS − pµ,3)2. The expression for the
third contribution is
I3(g, g) =
2π
A
√
d˜
∑
µ
∫ rµ
0
Rµ√
R2µ − r2
eiv·pµrJ0(vr)e
ig⊥sig(zS−p3,µ)
√
R2µ−r2d r, (4.77)
where v = g−g, and a one dimensional integration is left over. Summing the contributions
Eq. (4.74), Eq. (4.76), and Eq. (4.77), the complete expression for the overlap defined in
Eq. (4.44) is given by
P˜ cg,g = P
p
g,g + I2(g, g) + I3(g, g), (4.78)
where the g and the g label the basis functions on the embedding surface and the LAPW
basis functions, respectively. Applying the overlap matrix P˜ cg,g given in Eq. (4.78) onto
a wave function Ψ(k)(r), one obtains the matrix elements between the surface projection
Ψ
(k)
S (rS) of the wave function and the basis functions on the curvy surface:∫
S
(φcg(rS))
∗Ψ(k)S (rS)d
2 rS =
∑
g
P˜g,gΨ
(k)
g , (4.79)
where Ψ
(k)
g are the components of the wave function Ψ(k)(r) with respect to the LAPW
basis set. In order to obtain an expression for the coefficients of the surface projection
Ψ
(k)
S (rS) of the wave function in terms of the basis functions on the embedding surface,
one has to take account of the fact that the basis functions of the embedding surface are
not orthonormal. Their overlap matrix Eq. (4.43) is given by
Scg,g′ =
√
d˜ P˜ cg,g′ = δg,g′ +
√
d˜I2(g, g
′) +
√
d˜I3(g, g
′). (4.80)
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Consequently, the surface projector, which yields the coefficients of the surface projection
Ψ
(k)
S (rS) when applied to the wave function Ψ
(k)(r) is given by
Pc = (Sc)−1P˜c. (4.81)
4.8 An alternative expression for the curvy surface
projector
In the following we discuss an alternative way to calculate the surface projector for the
curvy surface. The present formulation uses the MT-representation of the wave function.
We assume that the surface projector is used to calculate a current. The current densities
are integrated on the curvy surface which divides the unit cell. We write the surface integral
as a sum of two terms: The contribution of the MT-cups and the interstitial contribution.
In order to evaluate the contribution of the MT-cup of atom µ we use the expansion of the
scattering state on the muffin-tin boundary in terms of spherical harmonics, F
(k)
µ (j, E, L, s),
where j labels the channel, s is the spin component, L = (l,m) is the angular momentum
and E is the energy. The analogous expansion of the radial derivative of the scattering
state on the muffin-tin surface is denoted G
(k)
µ (j, E, L, s). We assume in the following that
the expansion with respect to spherical harmonics is done in a coordinate frame the z-axis
of which is oriented parallel to the direction of current-flow. If this is not the case, the
expansions of the scattering state on the MT-sphere boundary are transformed into the
coordinate frame whose z-axis points into the direction of current-flow by means of the
Wigner rotation (see Appendix A):
F (k)µ (j, E, L, s)→
∑
L′
D(R)L,L′F
(k)
µ (j, E, L
′, s)
G(k)µ (j, E, L, s)→
∑
L′
D(R)L,L′G
(k)
µ (j, E, L
′, s).
(4.82)
The radial components of the vector fields of the current (j0) and spin-current (jm, m =
1, 2, 3) density due to channel j on the muffin-tin boundary are given by
∂jγµ(j, E, rˆ)
∂E
=
1
2i
∑
k
wk
∑
L,L′,L′′
∑
s′,s
G(L′, L, L′′)D(k)j (E)×
× [(F (k)µ (j, E, L′′, s))∗σγs,s′G(k)µ (j, E, L′, s′)− F (k)µ (j, E, L′, s)σγs,s′(G(k)µ (j, E, L′′, s′))∗]YL(rˆ),
(4.83)
where G(L′, L, L′′) are the Gaunt coefficients (see Appendix A). Due to the relations∫ π
0
d θ sin(θ)
∫ 2π
0
d φYlm(θ, φ) = δ0,mδ0,l
√
4π (4.84)
and
G(L′, 0, L′′) =
1√
4π
δl′,l′′δm′,m′′ (4.85)
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the complete radial currents through the muffin-tin boundary are found to be
∂Iγµ(j, E)
∂E
=
∫
R2µ
∂jγµ(j, E, rˆ)
∂E
dΩ
=
∑
k
wk
∑
L,s,s′
D
(k)
j (E)R
2
µℑ[(F (k)µ (j, E, L, s))∗σγs,s′G(k)µ (j, E, L, s′)].
(4.86)
For the present purpose of calculating the current through the MT-cup of atom µ the polar
angle θ is not integrated from 0 to π like in Eq. (4.84), but only from 0 to θcut. If the plane
cuts the MT-sphere of atom µ at zµ, then the polar angle θ, which describes the MT-cup,
is restricted to lie within the interval [0, θcut,µ = arccos((zµ − τ3,µ)/Rµ)], and instead of
Eq. (4.84) we have to evaluate
Hµ(L) =
∫ θcut,µ
0
d θ sin(θ)
∫ 2π
0
d φYlm(θ, φ)
= δ0,mhl(θcut,µ),
(4.87)
where
hl(θcut,µ) =
√
(2l + 1)π
∫ θcut,µ
0
d θ sin(θ)Pl(cos(θ))
=
√
(2l + 1)π
∫ cos(θcut,µ)
0
d xPl(x).
(4.88)
In the case of many simple bulk materials on can choose the dividing plane in such a way
that it cuts the MT-sphere in the middle. For this situation one may easily obtain an
analytic expression for hl(π/2):
hl(π/2) =
√
(2l + 1)π
∫ π/2
0
d θ sin(θ)Pl(cos(θ))
=
√
(2l + 1)π
∫ 1
0
d xPl(x)
=
√
(2l + 1)π ×


1 (l = 0)
0 (l 6= 0 and l even)
(−1)(l−1)/2l!
2l−1l(l+1)(( 1
2
(l−1))!)2 (l odd)

 .
(4.89)
Clearly, the hl(π/2) are the coefficients of the expansion of the Heaviside step function
H(θ) in terms of spherical harmonics:
H(θ) =
√
π[Y0,0(θ) +
√
3
2
Y1,0(θ)−
√
7
8
Y3,0(θ) +
√
11
16
Y5,0(θ) + . . . ]. (4.90)
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Using Eq. (4.83,4.87,4.88) we obtain the following MT-contribution of atom µ to the current
Iγµ(j, E) of channel j at energy E:
∂Iγµ(j, E)
∂E
=
∫ θcut,µ
0
d θ sin(θ)
∫ 2π
0
d φR2µ
∂jγµ(j, E, rˆ)
∂E
=
∑
k
wk
∑
L′,L′′,l
∑
s,s′
D
(k)
j (E)G
m′,0,m′′
l′,l,l′′ R
2
µℑ[(F (k)µ (j, E, L′′, s))∗σγs,s′G(k)µ (j, E, L′, s′)]hl(θcut,µ),
(4.91)
where we now switched to the notation Gm
′,m,m′′
l′,l,l′′ for the Gaunt coefficients (see Ap-
pendix A). We now turn to the interstitial contribution. In the interstitial it is straight-
forward to expand the scattering state and its normal derivative on a real space mesh.
Denoting the resulting expansions F (k)(j, E,xS, s) and G
(k)(j, E,xS, s), respectively, we
may write the interstitial contribution as follows:
∂IγINT,m(j, E)
∂E
=
∑
k
wk
∑
s,s′
D
(k)
j (E)
∫
MT
ℑ[(F (k)(j, E,xS, s))∗σγs,s′G(k)(j, E,xS, s′)]d x2S.
(4.92)
4.9 Step Functions
For the interstitial contributions to the overlap and Hamiltonian matrices given in Eq. (4.41)
we need step functions, which cut out everything but the interstitial inside Ω. The fourier
transform of the step function which cuts out the MT-spheres is given by [36, 32]:
θG = δG,0 −
∑
µ∈Ω
e−iG·τµ
4πR3µ
Ω˜
j1(GRµ)
GRµ
. (4.93)
This step function does not yet subtract that part of Ω˜, which lies outside of the region
−d/2 ≤ z ≤ d/2. Consequently, we subtract
DG =
(
d˜− d
d˜
δ0,G − 2(1− δ0,G)sin(G⊥d/2)
G⊥d˜
)
δ0,G‖ (4.94)
from Eq. (4.93). The complications due to the curvy embedding surface S (see Fig. 4.4)
do not only affect the surface projector (section 4.7), but also the step functions: We need
the step functions for the caps of the MT-spheres, which either stick out of the region
−d/2 ≤ z ≤ d/2 or which atoms in the leads cut out of Ω. We have to add the step
functions of the caps of the MT-spheres, which stick out of the region −d/2 ≤ z ≤ d/2,
because they are subtracted in Eq. (4.93) and Eq. (4.94). We have to subtract the step
functions of the caps of the MT-spheres, which lie outside of Ω, because these regions do not
belong to the interstitial of Ω. If the MT of atom µ sticks out of the region −d/2 ≤ z ≤ d/2
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by Rµ − |zS − τ3,µ| and the radius of the disk cut out of the plane at zS = ±d/2 by the
MT-sphere is r¯µ =
√
R2µ − (zS − τ3,µ)2 the required integral is given by
Kµg =
1
Ω
e−ig⊥τ3,µ
∫ Rµ
|zS−τ3,µ|
d z
∫ √R2µ−z2
0
rd r
∫ 2π
0
d φe−ig⊥zsig(zS−τ3,µ)eig‖r cosφ =
=
2π
Ω
e−ig⊥τ3,µ
∫ Rµ
|zS−τ3,µ|
d z
∫ √R2µ−z2
0
rd re−ig⊥zsig(zS−τ3,µ)J0(g‖r) =
=
2π
Ω
e−ig⊥τ3,µ
∫ Rµ
|zS−τ3,µ|
d z e−ig⊥zsig(zS−τ3,µ)
√
R2µ − z2
g‖
J1
(
g‖
√
R2µ − z2
)
,
(4.95)
where J0(z) and J1(z) are cylindrical Bessel functions. The complete step function is given
by
Ξg = θg −DG −
∑
µ/∈Ω
Kµg +
∑
µ∈∂Ω
Kµg . (4.96)
For the overlap matrix and in the kinetic energy term of the Hamiltonian matrix we need
the overlap integrals between plane waves. The integration region is exactly the interstitial
region inside Ω and consequently these overlap integrals are given by Ξg of Eq. (4.96).
For the potential energy term of the Hamiltonian matrix we need the convolution of the
Kohn-Sham potential with the step function Ξg. The convolution is performed efficiently
by the fast-fourier-transform (FFT) [36, 32].
4.10 Transformation of the Potential and the Charge
Density
From Eq. (4.42) one may obtain the charge density within the scattering region self-
consistently. This self-consistent embedding will be discussed in detail in chapter 5. How-
ever, for some applications it is easier or necessary to take the potential or the charge
density from a standard FLAPW calculation. For example, the potential of a principal
layer of bulk lead material is needed to calculate the transfer matrix of the lead according
to section 4.5, which allows to obtain the embedding potential of the lead and its complex
band structure. In these cases it is necessary to transform the potential or the charge
density from the standard FLAPW calculation to the embedding geometry. Clearly, this
transformation does not concern the MT-spheres since the radial grid and the point group
symmetry operations of the atoms may be chosen identical in standard FLAPW and the
embedding setup. However, as Ω and Ω˜ differ within the embedding setup (see Fig. 4.2),
the expansions of potential and charge density in the interstitial are different for the two
geometries. In the interstitial region potential and charge density are expanded in terms
of two-dimensional stars (5.4), i.e., symmetrized plane waves. As the symmetrization of
two-dimensional stars involves only the x and y directions while the transformation from
standard FLAPW to the embedding geometry concerns the out-of-plane direction, we are
58 4 The embedding method
left with the problem of transforming one-dimensional plane-waves between the two ge-
ometries. Consider the function f(z) expanded in terms of the bulk FLAPW interstitial
plane-wave basis:
f(z) =
∑
n
c˜ne
ig˜nz,
g˜n =
2πn
L
.
(4.97)
We seek the coefficients cm of the expansion of f(z) in terms of the plane-wave basis used
within the embedding setup:
f(z) =
∑
m
cme
igmz,
gm =
2πm
d˜
.
(4.98)
In general the transformation to the embedding geometry can only be exact if an infinite
number of plane waves are used. However, in practice we impose a cutoff on the range
of the wave vector gm and the transformation is approximate. As we need the potential
and the charge density only in the physical region Ω and not in the larger normalization
volume Ω˜, we determine the coefficients cm in such a way, that the deviation between f(z)
and its approximate expansion is minimal over the region z ∈ [−d/2, d/2]. The quadratic
deviation is
∆({cm}) =
∫ d/2
−d/2
|f(z)−
∑
m
cme
igmz|2d z
=
∫ d/2
−d/2
|f(z)|2d z −
∑
m
c∗mfm −
∑
m
cmf
∗
m +
∑
m,n
cnOn,mc∗m,
(4.99)
where we defined the integrals
fm =
∫ d/2
−d/2
f(z)e−igmzd z,
On,m =
∫ d/2
−d/2
eignze−igmzd z.
(4.100)
The minimum is characterized by the condition of zero partial derivatives ∂∆({cm})/∂cm =
0, which leads to the following system of coupled linear equations:
fm =
∑
n
cnOn,m. (4.101)
The unique solution of these equations provides the expansion coefficients cm corresponding
to that transformation which is best in the sense of minimal deviation ∆.
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4.11 Computation of Surfaces within the embedding
method
There are two ways to treat the vacuum in an embedding calculation of a surface. One
way is to calculate the embedding potential of the vacuum and to embed the surface
with two embedding potentials, one from the substrate and one from the vacuum. The
second way is to include the vacuum into the surface and to embed the surface only by the
substrate. We describe here the second way. The inclusion of the vacuum is done in the
same way as in a standard FLAPW film calculation, the only difference being that only one
vacuum is present in a surface calculation. Like in a film calculation, basis functions are
introduced by which the wave function may be represented not only inside the interstitial
and the MT-spheres (like in a bulk calculation) but also inside the vacuum region [36, 32].
Inside the vacuum region the APW basis function is a linear combination of the solutions
of the Schro¨dinger equation for the vacuum region at an energy Evac and of the energy
derivatives of the Schro¨dinger equation. The coefficients of this linear combination are
uniquely determined by the requirement that the APW basis function be continuous at
the interstitial-vacuum boundary. The Kohn-Sham effective potential of the vacuum region
is calculated from the charge density in the vacuum region. The embedding potential of
the substrate is calculated from a principal layer of substrate material.
4.12 Flow chart: Non-Self-Consistent Embedding
In the following we summarize the steps needed to perform a non-self-consistent embedding
calculation, which is the main topic of the present chapter. Self-consistent embedding will
be discussed in chapter 5. In a non-self-consistent embedding calculation the Kohn-Sham
effective potential from a standard FLAPW calculation is taken. Usually this effective po-
tential is obtained self-consistently within standard FLAPW. Due to the different boundary
conditions (e.g. periodic in standard FLAPW in contrast to embedded) this potential is
not a selfconsistent one of the embedding calculation. A basis transformation has to be
performed (see section 4.10) to obtain the effective Kohn-Sham potential in the basis set
of the embedding method. The Kohn-Sham effective potential is not only needed for the
embedded region, but also for the leads (or, in case of a surface calculation, the substrate).
If the Kohn-Sham effective potential of the leads (or the substrate) is not taken from the
same super-cell calculation as the effective potential of the embedded region, a shift of the
potential zeros is needed in general to match the Fermi energy of the embedded region with
the Fermi energy of the lead (or substrate). In order to compute the embedding potentials
of the leads (or the substrate) from the transfer-matrix one calculates the Green function
with von Neumann boundary conditions. Using the effective Kohn-Sham potential of the
embedded region and the embedding potentials the Green function of the embedded re-
gion is calculated. In the case of an electronic transport calculation the conductance is
computed from this Green function. In the case of a surface calculation the Bloch spectral
function may be calculated.
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Chapter 5
Self-Consistent Embedding
In chapter 4 we discussed the construction of the Green function for a given Kohn-Sham
potential in the embedded region Ω and explained how electronic transport properties may
be evaluated from the Green function. If the scattering region Ω is small, one may use
the Kohn-Sham potential of a standard FLAPW calculation for this purpose. However,
with increasing size of the scattering-region, the computational effort of standard FLAPW
becomes prohibitively large. In chapter 7 we will describe an order-N scheme for the em-
bedding method, which allows to keep the computational cost small even for relatively large
transport junctions. Clearly, this order-N scheme requires the self-consistent computation
of the charge density and the potential of the embedded region Ω, which is the main topic
of this chapter. A second application of self-consistent embedding concerns the descrip-
tion of non-equilibrium, e.g. the computation of the current beyond linear response in the
presence of a finite bias. While within the standard FLAPW method the non-equilibrium
charge density cannot be calculated, this is possible using the embedding method and re-
quires a self-consistency scheme like the equilibrium charge density. The present chapter
also discusses questions intimately related with self-consistency, namely the computation
of total energy and atomic forces.
5.1 Generation of the charge density
The equilibrium charge density within the scattering volume Ω may be calculated from the
density matrix
ρ(k) = −1
π
ℑ
∫ ∞
−∞
f(E)G(k)(E + i0+)dE, (5.1)
where f(E) denotes the Fermi-Dirac distribution at given Fermi energy and temperature.
Owing to the analyticity of G(k)(E + i0+) the energy integration may be performed using
a contour in the upper half of the complex plane. As the Green function is much smoother
deep in the complex plane than close to the real axis, the energy integration is facilitated
this way. In practice, the energy integration is replaced by a summation over discrete
61
62 5 Self-Consistent Embedding
energy points with weights wi:
ρ(k) = −1
π
ℑ
[∑
i
wiG
(k)(Ei + i0
+)
]
. (5.2)
If the integration is along a complex contour, both energies and weights are complex. How
an efficient set of weights wi may be constructed is discussed in Ref. [55].
In real space the density matrix is given by
ρ(k)(r, r′) =
∑
g,g′
φ(k)g (r)ρ
(k)
g,g′(φ
(k)
g′ (r
′))∗, (5.3)
where φ
(k)
g (r) are the (L)APW-basis functions defined in Eq. (2.22,2.23). Within the in-
terstitial the charge density is expanded in terms of symmetrized plane waves,
Φs(r) =
∑
g∈Gs
eig·r, (5.4)
the so-called stars [32], where each set of distinct reciprocal vectors Gs is generated by
applying the 2D lattice space group operations on a representative gs ∈ Gs and keeping
only distinct vectors. The stars are orthogonal:∫
Ω˜
(Φs(r))
∗Φs′(r)d3 r = δs,s′Ω˜Ns, (5.5)
where Ns is the number of members (i.e., the number of g-vectors) in the star. The
expansion of the interstitial charge density in terms of the stars is then
ρ(r) =
∑
s
ρsΦs(r), (5.6)
where the coefficients ρs are given by
ρs =
1
Ω˜
1
Ns
∑
k
wk
∫
Ω˜
ρ(k)(r, r)(Φs(r))
∗d3r =
1
Ω˜
1
Ns
∑
k
wk
∑
g∈Gs
∫
Ω˜
ρ(k)(r, r)e−ig·rd3r
=
1
Ω˜
1
Ns
∑
k
wk
∑
g∈Gs
ρ
(k)
g′′,g′δ(g′′−g′),g.
(5.7)
Within the MT-spheres symmetrized spherical harmonics (so called lattice harmonics)
are used as basis set to express the charge density [32]. They are defined as follows:
Kαν (rˆ) =
∑
L∈Hν,α
cαν,LYL(rˆ), (5.8)
where α is the index of the atom and ν labels the lattice harmonics. The lattice harmonics
Kαν (rˆ) are invariant with respect to the symmetry operations of the point group of atom
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α. The coefficients cαν,L are chosen such that the K
α
ν (r) form an orthonormal basis set of
real-valued functions. Denoting the expansion coefficients of the charge density by ραν (r)
we may write the charge density within the MT-sphere of atom α as
ρα(r) =
∑
ν
ραν (|r|)Kαν (rˆ). (5.9)
The expansion coefficients are given by
ραν (r) =
∑
k
wk
∫
ρ(k)(r, r)Kαν (rˆ)dΩ. (5.10)
Instead of computing the density directly from the density matrix as described above,
it is also possible to diagonalize the density matrix and to use its eigenvectors as effective
states. This latter procedure is computationally slower, but much easier to implement,
as the existing implementation of a charge density generator from the standard FLAPW
method may be taken over without any modifications: The only difference between stan-
dard FLAPW and the Green function based variant concerning charge generation is that
instead of physical Bloch states the eigenstates of the density matrix are used. A de-
tailed description of the calculation of the charge density from Bloch states is given in
Ref. [36, 32]. The availability of both methods, the direct computation of the charge den-
sity from the density matrix and the use of effective states, is very helpful, when existing
features, e.g. spin-orbit coupling, noncollinear magnetism, LDA+U, etc. are ported from
standard FLAPW to the Green function based variant, because the results of both methods
have to agree perfectly, which makes testing and debugging a simple matter.
5.2 Construction of the Coulomb Potential
In contrast to the exchange-correlation contribution to the Kohn-Sham potential the Coulomb
potential is highly non-local: The electrostatic potential due to a unit charge measured at
a distance r decays only like 1/r with distance. As a consequence, there are several dif-
ferences regarding its construction between the standard FLAPW method and the Green
function based version used in this work. For a detailed discussion of the potential setup
as implemented in standard FLAPW see eg. Refs. [36, 56, 32].
5.2.1 The Pseudocharge Method
Obviously, it is a simple matter to calculate the electrostatic potential if the charge density
is provided as an expansion in terms of plane waves, i.e.,
ρ(r) =
∑
g
ρge
−ig·r, (5.11)
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since the Fourier components of the potential are then simply given by
Vg =
{
0 g = 0
4πρg
g2
g 6= 0 . (5.12)
However, within FLAPW different representations for the charge (and likewise for the
potential) are used inside the MT-spheres on the one hand and the interstitial region on
the other hand. As it is numerically difficult to express the MT-charge density in terms
of plane waves due to its strong variation close to the nuclei we use the pseudocharge
method [57] instead. The concept of this approach is based on the observation that one
cannot determine the MT-charge density uniquely from the potential it generates in the
interstitial. This is pretty obvious: If we add any charge-neutral spherically symmetric
charge-density to the actual charge density inside the MT-sphere, the potential outside the
MT-sphere is not altered in any way. This ambiguity is now exploited as follows: Inside
the MT-spheres the charge density is replaced by a pseudocharge, which has a rapidly
converging Fourier expansion, Eq. (5.11), and the same multipole moments as the actual
charge density. From this pseudocharge ρpsq(r) we may now calculate the interstitial charge
density. In the simplest case of a periodic crystal, the interstitial Coulomb potential is
simply provided by Eq. (5.12). Once the electrostatic potential is known in the interstitial
it can be constructed inside the MT-spheres from the boundary values on the MT-sphere
surfaces and the true MT-sphere charge density. In summary, the construction of the
Coulomb potential involves the following three steps:
1 Generate Fourier coefficients of the pseudocharge ρpseug .
2 Calculate interstitial potential.
3 Obtain boundary values of the Coulomb potential on the MT-sphere boundaries.
Calculate Coulomb potential inside the MT-spheres.
As both the generation of the pseudocharge (step 1) and the calculation of the Coulomb
potential in the muffin-tin spheres (step 3) involve essentially only the MTs, there are no
substantial differences between the standard FLAPW method and the Green function vari-
ant of FLAPW regarding the details of the pseudocharge method. The only modifications
needed to adapt the scheme for the Green function variant concern the interstitial (step
2), which is the content of the next subsection.
5.2.2 Construction of the Coulomb Potential in the Interstitial
The construction of the interstitial Coulomb potential of the embedded region Ω constitutes
a boundary value problem for the Poisson equation. We proceed in two steps to find the
Coulomb potential. First, we find some solution to the inhomogeneous Poisson equation.
Second, we add a solution of the homogeneous Poisson equation such that the Coulomb
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potential has the correct value on the boundary of Ω. The solution of the inhomogeneous
Poisson equation is given by
V inhomg =
{
0 g = 0
4πρ˜g
g2
g 6= 0, (5.13)
if the inhomogeneity ρ˜g satisfies ρ˜0 = 0. As the length of Ω˜ in Z-direction is d˜, while the
length of the actual physical region Ω is d < d˜, the requirement ρ˜0 = 0 does not mean
that the physical region is charge neutral. In the basis set used for the expansion of the
interstitial charge density and potential we can expand any function, which is periodic in
Ω˜. Consequently, we have to determine ρ˜g in such a way that its Fourier transform satisfies
ρ˜(r) = ρpsq(r) for r ∈ Ω and ∫
Ω˜
ρ˜(r)d3r = 0. (5.14)
In order to achieve this one adds a smooth correction charge ρcorr(r) to the pseudocharge.
The correction charge has to be zero in Ω, it has to be periodic in Ω˜ and it has to compensate
the total charge of ρpsq(r) to yield zero total charge in Ω˜:
ρcorr(r) = 0, r ∈ Ω∫
Ω˜
ρcorr(r)d3r +
∫
Ω˜
ρpsq(r)d3r = 0
ρ˜(r) = ρpsq(r) + ρcorr(r).
(5.15)
This correction affects only the Fourier components with g‖ = 0 and may be done conve-
niently in real space, after performing a one-dimensional FFT of the g‖ = 0 components
of the pseudocharge. The boundary values of the solution V inhomg to the inhomogeneous
Poisson equation, Eq. (5.13), on the curvy planes SL and SR may be expressed elegantly
in terms of the projection onto the curvy planes:
V inhom,Sg =
∑
g
PS,g,gV
inhom
g , S = SL, SR. (5.16)
Likewise, the projections of the bulk Coulomb potentials of the left and right leads, V B,Lg
and V B,Rg , are given by
V B,SLg =
∑
g
PSL,g,gV
B,L
g ,
V B,SRg =
∑
g
PSR,g,gV
B,R
g .
(5.17)
In the preparative step, in which the embedding potentials are calculated for the principal
layers of the left and right leads, these boundary values, V B,SLg and V
B,SR
g , are also calcu-
lated. Ultimately, we have to find the solution of the Poisson equation, which has the same
boundary values, V B,SLg and V
B,SR
g , on the embedding surfaces SL and SR. Thus, we have
66 5 Self-Consistent Embedding
to compute the solution of the homogeneous Poisson equation, which has the following
projection on the curvy plane:
V hom,Sg¯ = V
B,S
g¯ − V inhom,Sg¯ , S = SL, SR. (5.18)
A complete set of independent solutions of the homogeneous Poisson equation is provided
by
V hom,lg‖ (r) =


eig‖·r, l = 1 ∧ g‖ = 0
eig‖·re−|g‖|z, l = 1 ∧ g‖ 6= 0
eig‖·rz, l = 2 ∧ g‖ = 0
eig‖·re|g‖|z, l = 2 ∧ g‖ 6= 0
. (5.19)
Clearly, there are two independent solutions at each g‖. Obviously, we have to determine
the coefficient vector clg‖ of the expansion
V hom(r) =
∑
g‖,l
clg‖V
hom,l
g‖
(r) (5.20)
such that Eq. (5.18) is satisfied. The projections onto the curvy planes of the solutions
V hom,lg‖ (r) to the homogeneous Poisson equation are given by
V hom,S,lg‖,g¯ =
∑
g
PS,g,gV
hom,l
g‖,g
, S = SL, SR, l = 1, 2, (5.21)
where the coefficients V hom,lg‖,g are the Fourier components of V
hom,l
g‖
(r) defined in Eq. (5.19).
With N‖ denoting the number of in-plane modes, the size of the square matrix V
hom,S,l
g‖,g¯
is 2N‖ × 2N‖. We are now able to rewrite Eq. (5.18, 5.20) as a coupled system of linear
equations,
V hom,Sg¯ =
∑
g‖,l
clg‖V
hom,S,l
g‖,g¯
, (5.22)
which possesses a well-determined solution clg‖ . Finally, we may write the special solution
of the inhomogeneous Poisson equation as follows:
V (r) = V inhom(r) +
∑
g‖,l
clg‖V
hom,l
g‖
(r) (5.23)
5.2.3 Construction of the Coulomb potential (Surface Calcula-
tions)
Regarding the construction of the Coulomb potential the case of a surface calculation
is very similar to the case of a film calculation, the only difference being that only one
vacuum region is present. Similar to a film calculation the Coulomb potential V (r) inside
the vacuum region is first constructed in such a way that V (r) → 0 in the limit z → 0.
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In a second step a solution of the homogeneous Poisson equation is added to match the
Coulomb potential to the boundary condition on the left embedding surface. The set of
solutions of the homogeneous Poisson equation is now restricted to those which are either
constant or which decay in positive z-direction, i.e. only the set with l = 1 in Eq. (5.19) is
relevant in the case of a surface calculation. Thus, Eq. (5.19) is adapted to the case of a
surface as follows:
V hom(r) =
∑
g‖
cg‖V
hom,1
g‖
(r). (5.24)
The coefficients cg‖ satisfy the coupled system of linear equations
V hom,SLg¯ =
∑
g‖
cg‖V
hom,SL,1
g‖,g¯
, (5.25)
where V hom,SLg¯ is the boundary value of the Coulomb potential on the left embedding plane.
The matrix of the system of equations, V hom,SL,1g‖,g¯ , is now a N‖ ×N‖ square matrix, where
N‖ is the number of in-plane modes.
5.3 Self-Consistency scheme
In order to prepare a self-consistent calculation within the embedding method, the embed-
ding potentials and the boundary values of the Coulomb potential on the embedding planes
have to be evaluated and a starting density is needed. For this purpose, FLAPW bulk
calculations are performed for the lead materials. The self-consistent Coulomb potential
is then projected onto the curvy embedding planes, as prescribed by Eq. (5.17). Using the
self-consistent Kohn-Sham potentials of the leads, the corresponding embedding potentials
are computed according to Eq. (4.67). In analogy to the transformation Eq. (4.98) of the
potentials from a standard FLAPW calculation into the geometry used in the Green func-
tion variant, the starting density of a standard FLAPW calculation may be transformed
and used as starting density for the self-consistency within the embedding method.
After these preparative steps the self-consistent calculation of the charge density in
the embedding region Ω may be performed. One self-consistency iteration involves the
following steps:
• Use the boundary values of the Coulomb potential and the input charge density
in order to calculate the Coulomb potential as described in section 5.2. Add the
exchange-correlation potential in order to obtain the complete Kohn-Sham effective
potential.
• Use the Kohn-Sham effective potential and the embedding potentials to calculate the
embedded Green function, as prescribed in Eq. (4.40).
• Obtain the output charge density as described in section 5.1.
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5.4 Evaluation of total energy
In the total energy expression Eq. (2.13) all terms but the eigenvalue sum are given in
terms of the density and the potentials. Within the Green function embedding method the
analogue to the eigenvalue sum is the trace of the energy density matrix
ǫ(k) = −1
π
ℑ
∫ ∞
−∞
Ef(E)G(k)(E + i0+)dE. (5.26)
Consequently, we perform the replacement
∑
i
niǫi → Tr
[
ǫ(k)
]
(5.27)
in Eq. (2.13) in order to adapt it for the use within our Green function scheme. Like the
density matrix also the energy density matrix is computed most efficiently using a complex
energy contour, which is possible as EG(k)(E + i0+) is analytical in the upper half of the
complex plane.
5.5 Evaluation of atomic forces
5.5.1 Atomic Forces within standard FLAPW
The atomic force on atom α may be obtained as the derivative of the total energy with
respect to the position of this atom:
Fα =
∂E
∂τ α
. (5.28)
In the context of the FLAPW method expressions for this derivative have been derived in
several ways [58, 59, 60]. Various strategies for the evaluation of Eq. (5.28) are compared
in Ref. [61]. We shortly sketch the derivation given by Yu, Singh and Krakauer in Ref. [59]
for the standard wave-function based FLAPW-method. This will form the starting point
for finding the expression for the atomic force within the Green-function based formulation
of FLAPW used in this work. Differentiation of the total energy expression Eq. (2.13)
yields
Fα = FαHF −
[∑
k,i
nk,i
∂ǫk,i
∂τ α
−
∫
ρ(r)
∂Veff(r)
∂τ α
d3 r
]
, (5.29)
where the Hellman-Feynman force, which is equal to the electrostatic force on the nucleus
of atom α, is given by
FαHF = Zα
∂
∂τ α
[
∫
ρ(r)
|τα − r|d
3 r −
∑
β 6=α
∑
R
Zβ
|τα − τ β +R| ]. (5.30)
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From the electrostatic potential V es(r) and the charge density inside the muffin-tin the
Hellman-Feynman force may be calculated as follows:
FαHF = Zα
1∑
m=−1
{
4π
3
∫ Rα
0
ρ1m(r)
[
1−
(
r
Rα
)3]
d r +
V es1m(Rα)
Rα
}
∇[rY1m(rˆ)]. (5.31)
Both core and valence states contribute to the term given in brackets in Eq. (5.29), which
is a correction to the Hellman-Feynman force. Under the condition that the core states are
well localized inside the muffin-tins, the core contribution to this correction is given by
Fαcore = −
∫
ραcore(r)∇Veff(r)d3 r, (5.32)
where the integration region is the muffin-tin sphere of atom α, and ραcore(r) the core-charge.
Performing the angular integrations we obtain:
Fαcore = −
8π
3
1∑
m=−1
∇[rY1m(rˆ)]
∫ Rα
0
ραcore(r)
[
rV eff1m(r) +
1
2
r2
∂V eff1m(r)
∂r
]
d r. (5.33)
As for the correction due to the valence states, we have to take into account that the
LAPW-basis functions and consequently also the overlap and Hamiltonian matrices will
change if the atoms’ positions change. The variation of the i-th eigenvalue, ǫk,i, is related
to the variations of the Hamiltonian matrix H
(k)
G,G′ and the overlap matrix S
(k)
G,G′ like
δǫk,i =
∑
G,G′
(Ck,i(G))
∗[δH(k)G,G′ − ǫk,iδS(k)G,G′]Ck,i(G′), (5.34)
where the Ci(G) are the expansion coefficients of the i-th eigenstate, Ψki, in terms of the
LAPW-basis functions φk,G(r):
Ψk,i(r) =
∑
G
Ck,i(G)φk,G(r). (5.35)
Introducing the variation of the i-th eigenfunction due to a change of the LAPW-basis
functions,
δΨk,i(r) =
∑
G
Ck,i(G)δφk,G(r), (5.36)
we may cast Eq. (5.34) into the compact form
δǫk,i = δ〈Ψk,i|(Hˆ − ǫk,i)|Ψk,i〉. (5.37)
As the second derivatives of the basis-functions (within the APW+lo scheme also the
first derivatives) are discontinuous at the muffin-tin boundaries, there is a finite change in
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the kinetic energy of eigenstate i in the non-overlapping regions of the original and the
displaced muffin-tin spheres of atom α:
δTk,i = Dk,i · δτ α, (5.38)
where
Dk,i =
∫
[(Ψk,i(r))
∗TˆΨk,i(r)|MT − (Ψk,i(r))∗TˆΨk,i(r)|INT]dSα (5.39)
is a surface integral on the muffin-tin boundary of atom α and Tˆ is the operator of kinetic
energy. The complete expression for the correction to the Hellman-Feynman force due to
the valence states is then
FαIBS = −
[∑
k,i
nk,i
∂ǫk,i
∂τ α
−
∫
ρ(r)
∂Veff(r)
∂τ α
d3 r
]
= −
∑
k,i
nk,i
[
〈∂Ψk,i
∂τ α
|(Hˆ − ǫk,i)|Ψk,i〉+ 〈Ψk,i|(Hˆ − ǫk,i)|∂Ψk,i
∂τ α
〉+Dk,i
]
,
(5.40)
which is non-vanishing only because of the use of an incomplete basis set (IBS). The deriva-
tive of the basis functions with respect to the atomic displacement is given by
∂φk,G(r)
∂τ α
= i(k +G)φk,G(r)−∇φk,G(r), (5.41)
where variations in ul and u˙l are neglected. It is non-vanishing only inside the MT-sphere
of the displaced atom. Substitution into Eq. (5.40) yields
FαIBS = −
∑
k,i
nk,i
[
i
∑
G,G′
(G′ −G)(Ck,i(G))∗Ck,i(G′)〈φk,G|(Hˆ − ǫk,i)|φk,G′〉MT
− 〈∇Ψk,i|(Hˆ − ǫk,i)|Ψk,i〉MT − 〈Ψk,i|(Hˆ − ǫk,i)|∇Ψk,i〉MT +Di
]
,
(5.42)
where the integration is over the MT-sphere only, as indicated by the subscript MT. In order
to evaluate the first term, it is convenient to separate the Hamiltonian into its spherical
and its non-spherical parts,
Hˆ = Hˆsph + Vˆ
NS
eff , (5.43)
and to treat the spherical and non-spherical parts separately. For the spherical part we
obtain
Fα,sphIBS = −i
∑
k,i
nk,i
∑
G,G′
(G′ −G)(Ck,i(G))∗Ck,i(G′)〈φk,G|(Hˆsph − ǫk,i)|φk,G′〉MT
=
∑
k,i
∑
l,m
ℑ{Ailm[2Ailm(ǫl − ǫk,i) +Bilm]∗ +Bilm[2Bilm(ǫl − ǫk,i)Nl + Ailm]∗},
(5.44)
where
Ailm =
∑
G
GCk,i(G)a
α
lm(G). (5.45)
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The contribution of the nonspherical potential is given by
Fα,NSIBS =− i
∑
k,i
nk,i
∑
G,G′
(G′ −G)(Ck,i(G))∗Ck,i(G′)〈φk,G|Vˆ NSeff |φk,G′〉MT
= 2
∑
k,i
nk,i
∑
l,m
∑
l′,m′
∑
ν,M
ℑ[CνLν ,M
∫
(Yl′,m′)
∗YLν ,MYl,mdΩ×
×
∫
(Ail′m′ul′ +B
i
l′,m′ u˙l′)
∗Vν(Ailmul +B
i
lmu˙l′)r
2d r].
(5.46)
5.5.2 Atomic Forces within the Embedding Method
Clearly, the Hellman-Feynman force, as given in Eq. (5.31) depends only on the charge
density and on the electrostatic potential, and consequently it may be used within the
embedding method without any modifications. Likewise, we may simply take over the core
correction to the force, Eq. (5.33), into the embedding method, as it depends only on the
core charge and the effective potential. What cannot be taken over easily is the incomplete
basis set correction, Eq. (5.40), because a formulation in terms of the Green function is
needed. In the expression for the nonspherical contribution to the IBS, Eq. (5.46), we can
easily identify the density matrix
ρkG,G′ =
∑
i
nk,i(Ck,i(G))
∗Ck,i(G
′), (5.47)
so that Eq. (5.46) becomes
Fα,NSIBS = −i
∑
k
∑
G,G′
(G′ −G)ρkG,G′〈φk,G|Vˆ NSeff |φk,G′〉MT. (5.48)
Analogously, we may write Eq. (5.44) in terms of the density matrix ρkG,G′ and the energy
density matrix
ǫkG,G′ =
∑
i
nk,iǫk,i(Ck,i(G))
∗Ck,i(G
′) (5.49)
as follows:
Fα,sphIBS =− i
∑
k,i
nk,i
∑
G,G′
(G′ −G)(Ck,i(G))∗Ck,i(G′)〈φk,G|Hˆsph|φk,G′〉MT+
+ i
∑
k,i
nk,i
∑
G,G′
(G′ −G)(Ck,i(G))∗Ck,i(G′)〈φk,G|ǫk,i|φk,G′〉MT
=− i
∑
k
∑
G,G′
(G′ −G)ρkG,G′〈φk,G|Hˆsph|φk,G′〉MT+
+ i
∑
k
∑
G,G′
(G′ −G)ǫkG,G′〈φk,G|φk,G′〉MT.
(5.50)
72 5 Self-Consistent Embedding
Clearly, two ways are possible to implement the IBS correction force within the embedding
method. The obvious way is to calculate the density and energy density matrices and to
obtain the IBS correction by evaluating Eq. (5.48) and Eq. (5.50) directly. Alternatively,
one may also diagonalize the density and energy density matrices in order to obtain effective
eigenstates Ck,i(G), which one may then use to evaluate Eq. (5.44) and Eq. (5.46) directly.
The latter approach has the advantage, that only minor modifications are needed with
respect to the existing wave-function based implementation of the IBS correction. However,
in the former approach no diagonalization and no summation over eigenstates are needed,
what saves computational time. We note that two different sets of eigenstates Ck,i(G) are
needed for the latter approach: The set of eigenstates of the density matrix and the set of
eigenstates of the energy density matrix. All terms in Eq. (5.44) which involve the Bloch
eigenvalue ǫk,i have to be evaluated using the eigenstates of the energy density matrix,
while the remaining terms are evaluated from the eigenstates of the density matrix.
Chapter 6
Efficient Embedding
In the present chapter we discuss how the efficiency of the embedding method may be
optimized by exploiting the fact that the embedding potential is a surface potential defined
on the embedding planes. While it is possible to obtain the Green function from a matrix
inversion as prescribed by Eq. (4.40), this is usually not the most efficient way to do it,
especially if not the full Green function is needed, but only its surface projections Eq. (4.60).
The surface projections are matrices of the size N2D ×N2D, while the Green function has
the dimension of the LAPW basis set, which we denote NLAPW. What is the most efficient
way to do the computations depends on the quantities that are supposed to be calculated.
Various schemes are presented in the following.
6.1 Solution of a linear system of equations
For the calculation of the complex band structure or the conductance, only the surface
projections of the Green function are needed. In case of the complex band structure we
need the Green function with von Neumann boundary conditions, while the physical Green
function is needed for the conductance. Both Green functions are given by Eq. (4.40).
Multiplying Eq. (4.40) by [PSL,PSR]
† from the right we see that the incomplete surface
projection of the Green function G(k)(E), which is given by
Y := G(k)(E)[PSL,PSR]
†, (6.1)
is a solution of
[ES(k) −H(k) −Σ(k)(E)]Y = [PSL,PSR]†. (6.2)
The fully surface-projected Green function is obtained in a subsequent step as(
G
(k)
SL,SL
(E) G
(k)
SL,SR
(E)
G
(k)
SR,SL
(E) G
(k)
SR,SR
(E)
)
= [PSL,PSR]Y. (6.3)
Clearly, solving the linear system of equations, Eq. (6.2), for Y is more efficient than
calculating first the NLAPW × NLAPW matrix G(k)(E) by matrix inversion according to
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Eq. (4.40) and then performing the surface projection Eq. (4.60) to obtain the N2D ×
N2D matrices G
(k)
S,S′(E). This scheme is the most efficient one, whenever the number of
energy points for which the surface-projected Green function is needed at each k-point is
small. However, if the number of energy points is large one may benefit from the spectral
representation and solving a linear system of equations as described here is no longer
the method of choice. How to profit from the spectral representation is discussed in the
following sections.
6.2 Spectral representation of the Green function
For the calculation of the complex band structure following the procedure described after
Eq. (4.64) or the embedding potential according to Eq. (4.67) the transfer matrix Eq. (4.64)
is needed, which is calculated from the Green function with von Neumann’s boundary
conditions. For the calculation of the Green function satisfying von Neumann’s boundary
conditions, the embedding potentials are set to zero, and Eq. (4.40) simplifies:
G0(k)(E) = [ES(k) −H(k)]−1. (6.4)
Due to this simple energy dependence, it is efficient to calculate the Green function from
the spectral representation of the Hamiltonian: The spectral representation has to be
calculated only once for a given k point, while the inversion would have to be performed
at each energy. Denoting the eigenvectors and eigenvalues of the generalized eigenvalue
problem by vj and ǫj , respectively, we have
H(k)vj = ǫjS
(k)vj . (6.5)
Introducing the matrix of eigenvectors
V := [v1, ...,vNLAPW] (6.6)
and the diagonal matrix of eigenvalues
Eij = ǫiδij , (6.7)
and making use of the identities
V
†S(k)V = 1 (6.8)
and
V
†H(k)V = E (6.9)
we obtain
G0(k)(E) = [ES(k) −H(k)]−1 = V [E − E]−1V†. (6.10)
Hence, the calculation of the Green function has been reduced to the inversion of a diagonal
matrix and matrix multiplications. According to Eq. (4.64), only the surface projections
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of the Green function, Eq. (4.60), are needed. Thus, the size of the matrices that have
to be multiplied at each energy point and consequently the computational burden may be
further reduced by introducing the projected matrix of eigenvectors
V = [PSL,PSR]V (6.11)
in terms of which the surface projected Green function runs(
G
0(k)
SL,SL
(E) G
0(k)
SL,SR
(E)
G
0(k)
SR,SL
(E) G
0(k)
SR,SR
(E)
)
= V [E − E]−1V†. (6.12)
6.3 Dyson equation
The calculation of the surface projected Green function in the presence of an embedding
potential is more complicated due to the energy dependence of the embedding potential.
Consequently, one can no longer straightforwardly profit from the spectral representation,
as in the previous section. However, combining the spectral representation of the Green
function with von Neumann boundary conditions with the Dyson equation and the surface
projector, it becomes possible to devise an efficient computational scheme. From the Green
function with von Neumann boundary conditions, the Green function in the presence of
an embedding potential may be obtained by iterating the corresponding Dyson equation:
G(k)(E) = G0(k)(E) +G0(k)(E)Σ(k)(E)G0(k)(E)+
+G0(k)(E)Σ(k)(E)G0(k)(E)Σ(k)(E)G0(k)(E) + . . . ,
(6.13)
where Σ(k)(E) is the sum of the left and right embedding potentials, Σ
(k)
SL
(E) and Σ
(k)
SR
(E),
respectively. Inserting Eq. (4.49) for Σ(k)(E) into the previous equation and calculating its
surface projection, Eq. (4.60), the surface projectors may be rearranged to yield a Dyson
equation formulated entirely in terms of surface quantities:
G
(k)
(E) = PG0(k)(E)P† +PG0(k)(E)P†Σ
(k)
(E)PG0(k)(E)P† + . . .
= G
0(k)
(E) +G
0(k)
(E)Σ
(k)
(E)G
0(k)
(E) + . . .
= [1−G0(k)(E)Σ(k)(E)]−1G0(k)(E),
(6.14)
where we introduced the notation
G
(k)
(E) =
(
G
(k)
SL,SL
(E) G
(k)
SL,SR
(E)
G
(k)
SR,SL
(E) G
(k)
SR,SR
(E)
)
, (6.15)
Σ
(k)
(E) =
(
Σ
(k)
SL
(E) 0
0 Σ
(k)
SR
(E)
)
, (6.16)
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and
P = [PSL,PSR]. (6.17)
Writing the last equation in Eq. (6.14) in a more familiar form of the Dyson equation, we
finally obtain
G
(k)
(E) = G
0(k)
(E) +G
0(k)
(E)Σ
(k)
(E)G
(k)
(E). (6.18)
This result is of great usefulness both for practical calculations and for theoretical inves-
tigations. Where numerical applications are concerned, it shows that inverting a large
NLAPW × NLAPW matrix according to Eq. (4.40) and performing the surface projections
Eq. (4.60) afterwards, is essentially equivalent to inverting a small matrix of size N2D×N2D,
namely [1−G0(k)(E)Σ(k)(E)], which is a much smaller computational burden. Furthermore,
we will use this result, Eq. (6.18), to prove the equivalence between several computational
schemes for the embedding potential in the next section.
We formulated the Dyson equation for the complete surface projected Green function in
Eq. (6.18), which involves matrices of size 2N2D×2N2D. However, according to Eq. (4.61),
only the projection G
(k)
SL,SR
(E) is needed for the calculation of the conductance. Using
Equations (6.15) and (6.16), the compact formulation of the Dyson equation given in
Eq. (6.15) may be recast as a coupled set of four equations involving matrices of size
N2D × N2D. Solving this set of coupled equations for G(k)SL,SR(E), one obtains an efficient
formula for the computation of G
(k)
SL,SR
(E):
G
(k)
SL,SR
(E) =
=
[
1−
(
G
0(k)
SLSL
(E) +AG
0(k)
SRSL
(E)
)
Σ
(k)
SL
(E)
]−1 (
G
0(k)
SLSR
(E) +AG
0(k)
SRSR
(E)
)
,
(6.19)
where the matrix A is defined as follows:
A = G
0(k)
SLSR
(E)Σ
(k)
SR
(E)
(
1−G0(k)SRSR(E)Σ
(k)
SR
(E)
)−1
(6.20)
6.3.1 Propagation of the embedding potential
There exist several applications of the embedding method, where it is of interest to know
how the embedding potential evolves, when the embedding surface is moved. Besides the
use for the development of computational schemes exhibiting an order-N scaling behavior,
which has been sketched in section 4.6 and will be discussed in detail in chapter 7, an
iterative method for the determination of the embedding potential has been proposed [25]:
Considering a principal layer of a bulk system, the left embedding potential Σ
(k)
SL
(E) on
the left embedding surface SL of the principal layer is propagated to the right embedding
surface S ′L, where it is given by Σ
(k)
S′L
(E). Apart from a phase factor, the propagated
embedding potential Σ
(k)
S′L
(E) has to coincide with the left embedding potential Σ
(k)
SL
(E),
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which leads to the equation
Σ
(k)
SL
(E) = U
(k)
‖ Σ
(k)
S′L
(E)(U
(k)
‖ )
−1. (6.21)
Consequently, the embedding potential may be identified as a fix point of the propagation
operation from the left to the right side of a principal layer. The fix point of Eq. (6.21) may
be determined iteratively. In the following, we prove, that this scheme for the calculation
of the embedding potential is mathematically equivalent to Eq. (4.67). Decomposing the
eigenvalue Eq. (4.65) into its components, we obtain
Ψλ = T˜
(k)
11 (E)Ψ− T˜(k)12 SSLΨ′,
−SSLΨ′λ = T˜(k)21 Ψ− T˜(k)22 SSLΨ′,
(6.22)
where Ψ and Ψ′ are the eigenvector matrices defined in Eq. (4.68) and λ is the correspond-
ing diagonal matrix of eigenvalues. Using Eq. (6.22), we may evaluate Eq. (4.67) for the
embedding potential:
Σ
(k)
SL
(E) = −1
2
(SSLΨ
′)(Ψ)−1 = −1
2
(SSLΨ
′λ)(Ψλ)−1 =
=
1
2
(
T˜
(k)
21 (E)Ψ− T˜(k)22 (E)SSLΨ′
)(
T˜
(k)
11 (E)Ψ− T˜(k)12 (E)SSLΨ′
)−1
=
=
1
2
(T˜
(k)
21 (E) + 2T˜
(k)
22 (E)Σ
(k)
SL
(E))(T˜
(k)
11 (E) + 2T˜
(k)
12 (E)Σ
(k)
SL
(E))−1
=
1
2
U(k)(b‖)(T
(k)
21 (E) + 2T
(k)
22 (E)Σ
(k)
SL
(E))×
× (T(k)11 (E) + 2T(k)12 (E)Σ
(k)
SL
(E))−1(U(k)(b‖))
−1.
(6.23)
Thus, the embedding potentialΣ
(k)
SL
(E) calculated according to Eq. (4.67) satisfies Eq. (6.21).
Obviously, any combination of N2D eigenvectors of Eq. (4.65) used to construct an embed-
ding potential according to Eq. (4.67) leads to a solution of Eq. (6.21).
We derived the Eq. (4.70) for the propagation of the embedding potential based on the
transfer-matrix technique. An alternative formula for the propagation of the embedding
potential may be obtained directly from Green’s theorem [25]: On the left embedding
surface SL of the propagation volume A boundary conditions are imposed via the left
embedding potential, while on the right embedding surface S ′L, von Neumann boundary
conditions are imposed. Denoting the corresponding Green function of the propagation
volume A byGt(k)(E), the propagated embedding potential on the right embedding surface
S ′L is given by the surface inverse of the surface projection G
t(k)
S′L,S
′
L
(E):
Σ
(k)
S′L
(E) = −(Gt(k)S′L,S′L(E))
−1. (6.24)
We now use the Dyson equation for the surface projected Green function, Eq. (6.14), to
cast Eq. (6.24) into a form that can be evaluated numerically efficiently. As we impose von
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Neumann boundary conditions, Eq. (6.14) simplifies:
G
t(k)
(E) = D−1G
0(k)
(E), (6.25)
where we defined the matrix D as follows:
D =


(
1−G0(k)SL,SL(E)Σ
(k)
SL
(E)
)
0
−G0(k)SR,SL(E)Σ
(k)
SL
(E) 1

 . (6.26)
Using the expression
D−1 =
(
(D11)
−1 0
−(D22)−1D12(D11)−1 (D22)−1
)
(6.27)
for the inverse of a lower triangular 2 × 2-matrix with square-matrix valued entries, we
obtain the formula
Σ
(k)
S′L
(E) = −(G0(k)S′L,S′L(E) +G0(k)S′L,SL(E)FG0(k)SL,S′L(E))−1 (6.28)
for the propagated embedding potential Σ, where we used the abbreviation F for the
following matrix:
F = Σ
(k)
SL
(E)
(
1−G0(k)SL,SL(E)Σ
(k)
SL
(E)
)−1
. (6.29)
Compared to Eq. (4.70), the Eq. (6.28) for the propagation of the embedding potential
allows for a faster numerical evaluation, because the transfer matrix does not have to be
computed. Inserting the Eq. (4.64) into Eq. (4.70), it is straightforward to prove that
Eq. (6.28) is equivalent to Eq. (4.70).
6.3.2 Calculation of the full Green function
When the full Green function (and not only its surface projection) is needed, one can still
benefit from the spectral representation if the Green function has to be calculated for many
energies. In this case one calculates the series Eq. (6.13) as follows:
G(k)(E) = G0(k)(E) +G0(k)(E)Σ(k)(E)G0(k)(E) + · · · =
= G0(k)(E) +G0(k)(E)P†Σ
(k)
(E)PG0(k)(E) + · · · =
= G0(k)(E) +G0(k)(E)P†H
(k)
(E)PG0(k)(E),
(6.30)
where we introduced the matrix H
(k)
(E):
H
(k)
(E) = Σ
(k)
(E) +Σ
(k)
(E)G
0(k)
(E)Σ
(k)
(E) + · · · =
= Σ
(k)
(E)
[
1−G0(k)(E)Σ(k)(E)
]−1
.
(6.31)
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The first term in Eq. (6.30), which is the Green function without embedding potential,
G0(k)(E), may be efficiently computed according to Eq. (6.10), which involves a matrix-
matrix product with matrices of size NLAPW×NLAPW. The numerical effort for this scales
with the third power of NLAPW, but is cheaper than the inversion needed for the evaluation
of Eq. (4.40). The second term in Eq. (6.30) is less expensive to evaluate than the first
term. Its numerical effort is roughly proportional to (NLAPW)
2N2D.
6.3.3 Charge density (Equilibrium case)
For the calculation of the equilibrium density matrix, Eq. (4.42), the energy integration is
performed in the complex plane, where the Green function is smoother than on the real
axis. The integration is approximated by a sum of Green functions at appropriate energy
points Ei:
ρ = − 1
N
1
π
∑
k
ℑ
∑
i
wiG
(k)(Ei), (6.32)
where wi is an integration weight. Inserting Eq. (6.10) into Eq. (6.30), one obtains∑
i
w
(k)
i G
(k)(Ei) =
V
(k)
∑
i
w
(k)
i
(
Ei − E (k)
)−1 [
1+
(
V
(k)
)†
H
(k)
(E)V
(k)
(
Ei − E (k)
)−1](
V
(k)
)†
.
(6.33)
An efficient way to calculate this is to first evaluate the sum
Z(k) =
∑
i
w
(k)
i
(
Ei − E (k)
)−1 [
1+
(
V
(k)
)†
H
(k)
(E)V
(k)
(
Ei − E (k)
)−1]
(6.34)
and then to perform the final matrix multiplications:∑
i
w
(k)
i G
(k)(Ei) = V
(k)Z(k)
(
V
(k)
)†
. (6.35)
At each energy point, the computational cost to evaluate the contribution to the sum in
Eq. (6.34) scales like (NLAPW)
2N2D.
6.3.4 Charge density (Nonequilibrium case)
In the present section we discuss the issue of calculating the density matrix of the scattering
region of a transport setup as shown in Fig. 4.2, when a finite bias is applied. It has been
shown that the imaginary part of the embedding potential is a negative semi-definite
operator [51]. Its eigenstates constitute the lead channel states. Negative eigenvalues
correspond to open channels and zero eigenvalues to closed channels. The scattering state
due to an open channel state with energy E incident from the left is given by [51]
Ψ
(k)
j (E) = 2iα
(k)
j (E)G
(k)(E)P†SLv
(k)
j (E), (6.36)
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where the index j numerates the open channels at given energy E, α
(k)
j (E) is the corre-
sponding eigenvalue of the embedding potential and v
(k)
j (E) the normalized eigenvector.
If a bias is applied to the tunneling setup of Fig. 4.2, this gives rise to a nonequilibrium
situation. If the right Fermi energy EF,R is higher than the left Fermi energy EF,L, the
density matrix due to the unoccupied channels of the left lead in the energy window be-
tween EF,L and EF,R has to be subtracted from the equilibrium density matrix calculated
for an occupation of the system up to the energy EF,R. The density matrix due to the
channels of the left lead may be calculated from Eq. (6.36) as follows:
ρ =
1
N
∑
k
∫ EF,R
EF,L
dE
∑
j
D
(k)
j (E)Ψ
(k)
j (E)(Ψ
(k)
j (E))
†, (6.37)
where the density of states of the j-th channel, Dj(E), is given by
Dj(E) =
1
4π|αj(E)| , (6.38)
which follows from the requirement, that each open channel gives rise to one conductance
quantum e2/h = 1/(2π). Inserting Eq. (6.36) into Eq. (6.37) and approximating the energy
integration by a summation, one obtains
ρ
(k)
SL
= −1
π
∑
i
wiG
(k)(Ei)P
†
SL
ℑΣ(k)SL (Ei)PSL(G(k)(Ei))†, (6.39)
as contribution of point k, where wi is a weight connected to the energy integration.
Compared to the equilibrium case discussed in section 6.3.3, the energy integration in
Eq. (6.37) is performed on the real axis. Consequently, the weights wi are real-valued. Due
to the fact that ℑΣ(k)SL (E) and (G(k)(E))† are non-analytic functions, it is not possible to
replace the integration along the real axis by an integration along a contour in the complex
plane. It is straightforward to show that the sum of ρ
(k)
SL
and the analogous expression for
the density matrix due to states incident from the right, ρ
(k)
SR
, reduces to the expression for
the equilibrium density:
ρ
(k)
SL
+ ρ
(k)
SR
= −1
π
ℑ
∑
i
wiG
(k)(Ei). (6.40)
We note that the expression for the density matrix due to channels in the left lead,
Eq. (6.39), is of the same formal structure as the analogous expressions within trans-
port theories formulated for tight-binding approaches and approaches based on a localized
basis set [62], where the imaginary part of the so-called lead self-energy plays the role of
the term P†SLℑΣ
(k)
SL
(Ei)PSL of our embedding-based formulation. Defining the rectangular
matrix
A(k)(E) = [v
(k)
1 (E)
√
|α(k)1 (E)|,v(k)2 (E)
√
|α(k)2 (E)|, . . . ], (6.41)
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which is composed of the open channel states scaled with their eigenvalues, we can write
ℑΣ(k)SL (E) = −A(k)(E)A(k)(E)† (6.42)
for the imaginary part of the embedding potential. Employing this factorization of the
imaginary part of the embedding potential and Eq. (6.30) for the Green function we may
write
ρ
(k)
SL
=
1
π
V
(k)Z(k)
(
V
(k)
)†
, (6.43)
where
Z(k) =
∑
i
wiX
(k)(Ei)
(
X(k)(Ei)
)†
(6.44)
and
X(k)(E) =
(
Ei − E (k)
)−1
V
†[
1+H
(k)
(E)G
0(k)
(E)
]
A(k)(E). (6.45)
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Chapter 7
Order-N Embedding
Density functional theory codes based on the Full-potential Linearized Augmented-Plane-
Wave method have been highly successful due to their generality and wide applicability.
In particular, in the field of surfaces, open structures and complex magnetic materials with
many chemical elements, the FLAPW method sets the standard for precision among the
ab initio methods. On the other hand, the computational effort of the FLAPW method is
relatively high, obeying a cubic scaling law with system size, making the applicability to
larger systems increasingly more difficult. In section 4.6 we have already introduced basic
concepts of an order-N implementation of the embedding method: Given the Kohn-Sham
potential of the embedding region Ω the conductance may be calculated with a linear de-
pendence of the computational time on the length of Ω. In the present chapter we give a
detailed description of an order-N implementation of the embedding method, which is par-
ticularly suitable for the calculation of transport properties and the self-consistent charge
density in and out of equilibrium. Additionally, the method may also be applied to films
and surfaces. In the case of the film geometry the order-N Green-function implementation
of the FLAPW method is able to fully replace the standard implementation of the FLAPW
method, which is based on the calculation of the Bloch-functions of the entire system.
7.1 Order-N Self-Consistency Scheme
Usually, the MTJs and spin-valves calculated by first-principles DFT methods exhibit a
layered structure. For example, the famous Fe/MgO/Fe MTJ is often modeled assuming
in-plane translational invariance, with only one Fe-atom per Fe-layer and only one Mg-
and one O-atom per MgO-layer. In order to calculate such layered systems, the scattering
region Ω may be divided into M layers, labeled Ω1, . . . ,ΩM , as illustrated in Fig. 7.1.
In order to calculate the charge density of all layers for a given Kohn-Sham potential,
we need the Green functions with correct boundary conditions in all layers. Thus, for
each layer l the two embedding potentials ΣL,l and ΣR,l are needed. The two embedding
potentials ΣL,1 and ΣR,M are obtained from bulk calculations of the left and right leads,
respectively. The unknown left embedding potentials are calculated by propagating the
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Figure 7.1: The scattering region Ω is divided into M sub-regions, Ω1 to ΩM . For each sub-
region Ωl two embedding potentials are needed: ΣL,l and ΣR,l. The left embedding potentials
ΣL,l are obtained by propagating ΣL,1 layer by layer to the right. Likewise, the right embedding
potentials ΣR,l are obtained by propagating ΣR,M to the left.
first left embedding potential ΣL,1 layer by layer to the right side, as discussed already
in section 4.6. In section 6.3.1 we described an efficient method based on the Dyson
equation for this propagation of the embedding potential. Analogously, the unknown
right embedding potentials ΣR,l are obtained by propagating ΣL,M to the left. For the
propagation of the embedding potentials the surface projected Green functions with von-
Neumann boundary conditions are needed. In order to compute them, one sets up the
Hamiltonian and overlap matrices for all layers and uses the spectral representation as
described in section 6.2. After computing the left and right embedding potentials for
all layers the physical Green functions satisfying out-going boundary conditions may be
calculated for all layers by employing the efficient scheme given in Eq. (6.3.3). As the next
step, following the description given in section 5.1, the charge densities in all layers are
calculated from the Green functions. The final step needed to complete the self-consistency
cycle is the generation of the effective potential from the charge density. In Fig. 7.2 we
show the flow-chart of the order-N self-consistency.
7.2 Order-N for films and surfaces
In the case of a surface calculation, the first left embedding potential is obtained from a bulk
calculation of a principal layer of substrate material. However, a right embedding potential
of layer N does not exist, because the vacuum region is included explicitly in the last
layer. Nevertheless, for all other layers right embedding potentials are needed. The right
embedding potential for layer N − 1 is obtained as surface inverse of the Green function of
the last layer calculated with von Neumann boundary conditions on the embedding surface
between layers N−1 and N . The left embedding potential for layer N is obtained as usual
by propagating the left embedding potential of layer 1 to the right side.
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Figure 7.2: Flow-Chart of the Order-N Self-Consistency Scheme.
7.2.1 An order-N implementation for the film geometry
Definitely, calculating a film with the Green-function formulation of FLAPW is not prof-
itable, because there is no need for embedding surfaces: The Green function is simply the
inverse of ES −H , where S and H are the overlap and Hamiltonian matrices, which are
identical to the ones of the standard implementation of FLAPW in this case. This Green
function has poles at all eigenvalues of the Bloch states of the film. However, in order to
treat thick films computationally efficiently, one may modify the order-N implementation
for surfaces by including a second vacuum on the left side. In the case of a film calcula-
tion, the first left embedding potential does not exist. Likewise, the last right embedding
potential does not exist. The left embedding potential of the second layer is obtained
as surface inverse of the Green function of the first layer calculated with von Neumann
boundary conditions on the embedding surface between layers 1 and 2. Like for the surface
calculation, the right embedding potential for layer N − 1 is obtained as surface inverse of
the Green function of the last layer calculated with von Neumann boundary conditions on
the embedding surface between layers N − 1 and N .
In contrast to the other geometries discussed so far in this work in the context of
the embedding method, which are the transport geometry and the surface geometry, the
treatment of a film within the embedding method requires to calculate also the Fermi
energy self-consistently. Two ways to do this are thinkable: One may either obtain the
Fermi energy self-consistently for each self-consistency cycle or determine it on the fly. One
may expect, that the latter option helps to save computational time. It is crucial that the
output charge of each self-consistency iteration is neutral. Moreover, the requirement of
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charge neutrality may be exploited to refine the Fermi energy for the next cycle. In order
to do this one divides the total charge (for a charge neutral system the total charge is
zero) by the density of states at the Fermi energy. This ratio may be interpreted as an
approximation for the deviation from the true Fermi energy in the present self-consistency
cycle. Hence, one adds this ratio to the Fermi energy to obtain a new Fermi energy for the
next self-consistency cycle. If one multiplies the spectral function at the Fermi energy with
this ratio and adds the result to the charge determined in the present self-consistency run,
one obtains an output charge, which is neutral. In this way one may obtain the refinement
of the Fermi energy and the neutral output charge from one common calculation. In
practice, we found that this scheme usually converges only if a mixing scheme is used to
update the Fermi energy. For example, one may calculate the correction of the Fermi
energy as described above, add it to the Fermi energy to obtain a new Fermi energy, and
then mix this new Fermi energy with the old Fermi energy. This way, strong fluctuations
of the Fermi energy are avoided, which stabilizes the self-consistency.
7.3 Parallelization
Within the FLAPWmethod the largest share of computational effort within a self-consistency
cycle is devoted to the construction and the subsequent diagonalization of the Hamiltonian
matrix. As both the construction and the diagonalization of the Hamiltonian have to be
performed for each k-point, k-point parallelization is a very natural concept for parallelizing
the FLAPW method. However, with increasing system size the computational burden at
a given k-point may easily attain a level, where it becomes desirable to have additional
options of parallelization besides the one over k-points. Apart from the k-points the only
additional natural parallelization option is given by the spin-loop. However, parallelizing
the spin-loop only increases the number of processors by which a given calculation may be
tackled by a factor of two and is not straightforward if the two spin-channels are coupled,
like in calculations of non-collinear magnetism and calculations including spin-orbit cou-
pling. Using a group of processors to speed up the computations performed for a given spin
and k-point is possible and is usually called eigenvector parallelization, as the paralleliza-
tion of the computation of eigenvalues and eigenvectors is the most difficult part at this
level of parallelization. However, the diagonalization of a general Hermitian matrix cannot
be split up into independent computations of equal computational cost and consequently
eigenvector parallelization has poor scaling properties.
However, within the order-N Green function embedding method, a parallelization over
layers becomes possible. If parallelization is done over layers and k-points, it becomes
attractive to parallelize also such parts of the program as the setup of the potential. Paral-
lelization over the energies is an additional option within our Green function based method.
We implemented the various parallelization strategies in such a way that either a single
parallelization strategy (e.g. only k-point parallelization) may be used or that various par-
allelization strategies may be combined. If only a small number of processors is available to
parallelize the calculation, then k-point parallelization exhibits the best scaling properties.
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However, without parallelization over the layers, the data of all layers has to be kept in
memory or written to disk, because the propagation of the embedding potential and the
calculation of the Coulomb potential require the data of all layers. Keeping the data of all
layers in memory is generally not possible for the systems of our interest. For example,
the supercomputer Ju¨licher Blue Gene/P (JUGENE), has a memory limitation of 2GB per
node (1 node has 4 cores) and 256MB per core (see App. D). Consequently, a paralleliza-
tion over layers is usually necessary in calculations on the JUGENE supercomputer. This
is why the following sections on the details of the parallelization of the order-N embedding
method are written from a perspective that assumes that parallelization over the layers is
always present as a basis parallelization, which may be supplemented by e.g. k-point par-
allelization. Also, in order to keep the following sections readable, a focus is made on the
parallelization of the self-consistency mode, and in particular the self-consistent calculation
of the charge density.
For a given layer l we denote the group of processors that do the computations pertinent
to it by Pl. We use the letter Q as a symbol for all parallelization strategies that are used
besides parallelization over layers, e.g. k-points, spin, energies.
7.3.1 Parallelization of the Potential Generation
The charge density and the potential of layer l are available to the group Pl of processes.
To construct the Coulomb potential we proceed similarly as in section 5.2, i.e. we first
construct the pseudocharge. For each layer the pseudocharge is calculated as explained
in section 5.2.1 and expressed in terms of the stars of the corresponding layer. For a
given layer l the pseudocharge is calculated by the group Pl of processes, leading to a
parallelization in terms of layers and Q.
As discussed in section 5.2 the calculation of the Coulomb potential from the charge
density constitutes a non-local problem, i.e. it is not possible to construct the Coulomb
potential for a given layer without using information about the other layers. Consequently,
we have to expand the pseudocharge in an appropriate basis set of the composed system.
By putting together the pseudocharge densities of the individual layers in real space, the
pseudocharge density of the composed system is constructed on a real space grid. For this
purpose a mapping function is set up which maps each grid point of the real space grid of
the composed system – called the global grid from now on – onto a layer and a point in
it. Using this mapping the pseudocharge on the global grid is obtained by collecting the
pseudocharge from the individual layers. From the mapping function it is known for which
points of each layer the pseudocharge is needed. For this set of points the pseudocharge is
explicitly obtained in each layer by evaluating the stars, Eq. (5.4), analytically.
In order to obtain the pseudocharge density ρpseug in reciprocal space, as needed to
evaluate Eq. (5.15), one 3D-FFT could be performed after collecting the pseudocharge
data from the layers. However, due to the linearity of the FFT transformation, a simple
layer parallelization of the 3D-FFT may be implemented by performing 2D-FFTs in all
layers for all those planes perpendicular to the stacking direction which contain points for
which the pseudocharge is needed. After gathering the pseudocharge data on the global
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grid, only 1D-FFTs have to be performed on the large grid to obtain ρpseug . Using ρ˜g
from Eq. (5.15) the solution to the inhomogeneous Poisson equation, V inhomg , is constructed
according to Eq. 5.13.
In the next step we add a solution of the homogeneous Poisson equation to the solution
of the inhomogeneous one in order to satisfy the correct boundary conditions of the Coulomb
potential on the embedding planes.
Ultimately, the Coulomb potential is needed expressed in terms of the stars of the
individual layers. In order to achieve this, the z-dependent factor of the stars of the
composed system is evaluated at the grid points zli of a given layer. Alternatively, one
may replace the analytic evaluation of the z-dependent part of the potential by a 1D-FFT.
As the grid points of the global grid and the grid points of the local grid of a given layer
do not match in general, an interpolation from the global grid to the local grid is needed.
Both methods lead to an expression of the potential, where the spatial dependence in the
stacking direction is given in terms of values on a real space grid, while the in-plane spatial
dependence is given in terms of Fourier coefficients. Performing in all layers 1D-FFTs of
this potential V lg‖(z
l
i) completes the transformation.
The next step after the calculation of the Coulomb potential inside the interstitial
region is the calculation of the Coulomb potential inside the MT spheres. This is done as
described in section 5.2.1. For each layer the group Pl of processors performs this job, i.e.
a Q-parallelization of the computationally expensive parts of the potential generation is
performed.
In order to obtain the Kohn-Sham potential, we have to add the exchange-correlation
potential to the Coulomb potential. As the exchange correlation potential is local in the
charge (and the gradient of the charge) for LDA (GGA), no communication between the
layers is needed: Using the charge density of layer l, the group Pl computes the exchange-
correlation potential of layer l. Q-parallelization of the computation of the exchange cor-
relation potential pays out especially if the GGA is used. Concerning the muffin-tin part,
we parallelized the loop over radial grid points.
The final operation that has to be performed on the interstitial potential before it can
be used in the Hamiltonian setup is the convolution with the step function. For each layer
the processes Pl are used to perform this convolution.
7.3.2 Parallelization of the Embedding potential propagation
After the group Pl of processes has set up and diagonalized the Hamiltonian matrix, the
transfer matrix Tl(E) is calculated according to Eq. (4.64) and the efficient scheme de-
scribed in section 6.2. In order to obtain the left embedding potentials Σ2,L(E), Σ3,L(E),...,
ΣN,L(E) for layers 2,3,...,N , one has to propagate the left embedding potential Σ1,L(E)
layer by layer to the right side of the system. Likewise, the rightmost right embedding
potential ΣN,R(E) is propagated to the left side of the system to obtain the embedding
potentials ΣN−1,R(E), ΣN−2,R(E),...,Σ1,R(E). The propagation steps are not independent
of each other, e.g. for the left embedding potential, the propagation step from layer l to
layer l+1 is dependent on the previous propagation steps involving layers 1,2,...,l− 1 and
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their transfer matrices T1(E), T2(E),...,Tl−1(E). Consequently, all propagation steps at a
given energy E, k-point k and spin σ are done by the group Rl(E),k,σ of processes, where we
introduced a mapping l(E) of energies onto layers. As the number of layers is usually differ-
ent from the number of energy points, an outer energy-loop is introduced to save memory
in the case where the number of energy points is larger than the number of layers: The
outer energy loop is used to form [NE/NL]+Θ(NE− [NE/NL]NL) groups of energy points,
each of which contains maximally NL energy points. The mapping l(E) is then given by
l(E) = mod(E − 1, NL) + 1. For each group Rl(E),k,σ of processes storage for NL transfer
matrices is allocated. At a given point E2 of the outer energy loop, the transfer matrices
Tl((E2−1)∗ [NE/NL]+1), ..., Tl((E2−1)∗ [NE/NL]+NL) are computed. Then the transfer
matrices of all layers at energy E = (E2− 1) ∗ [NE/NL] + l are communicated to the group
Rl(E),k,σ of processes. The collective communication mpi subroutine mpi alltoall is designed
exactly for this purpose (see App. C) and its use allows for a highly efficient communication
when compared with alternative solutions based on point to point communication. Now,
the propagation of the embedding potential at energy E = (E2 − 1) ∗ [NE/NL] + l may be
performed by the group Rl(E),k,σ of processes. For the calculation of the embedded Green
function at the energy points (E2−1)∗[NE/NL]+1, . . . , max((E2−1)∗[NE/NL]+1, EN), the
group Rl,k,σ of processors needs the embedding potentials of layer l for this set of energies,
which need to be communicated from the processors which calculated them. Again, the
collective communication mpi subroutine mpi alltoall fits exactly to this communication
problem (see App. C).
7.4 A simple test case: Cu/Vacuum/Cu
As a simple test case to verify the implementation we calculated the conductance at Γ¯
through a Cu/Vacuum/Cu junction. We used 6.82 a.u. as lattice constant of fcc Cu. In
order to obtain a vacuum layer in the system, we left out one layer of Cu. The scattering
region is embedded on both sides with the embedding potential of semi-infinite Cu. The
number of Copper layers that are explicitly included into the scattering region was varied:
Four calculations with 6, 20, 30 and 50 layers of Cu in the scattering region were performed.
To perform the order-N calculations we chose the layers such that each layer contains
only one Cu atom. Hence, the system was divided into 6, 20, 30 and 50 layers. The
charge density was calculated self-consistently for the four systems and the conductance was
computed for this self-consistent charge density. As the perturbation due to the vacuum
layer is expected to affect only the copper layers that are very close it is reasonable to
predict that the four results for the conductance should be very similar. Indeed this is the
case, as seen in Fig. 7.3.
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Figure 7.3: Conductance (in units of e2/h) of the Copper/Vacuum/Copper junction at Γ¯ for
different numbers of copper layers in the scattering region.
Chapter 8
Applications of the Embedding
Method
The purpose of the present chapter is to give illustrative examples of applications of the
order-N embedding method described in chapters 4-7. Additionally, in order to investigate
how well the order-N embedding method compares to standard FLAPW regarding the
reliability of force and total energy calculations, comparisons are made for a set of test
cases.
8.1 (001) Surface of bct Cobalt
Under ambient conditions, cobalt crystallizes into a ferromagnetic hcp structure. It has
been shown experimentally [63] that thin films of bct Co may be grown on Fe up to a
critical thickness of 10 monolayers of Co. The spectral properties of thin films of Co grown
on Fe are interesting, e.g. in the context of using Co-interlayers in MgO-based tunnel
junctions. If bulk bct Co is constrained to have the Fe (2.867 A˚) in-plane lattice constant,
the interlayer distance in cobalt is given by c/2 =1.333 A˚, corresponding to a c/a-ratio
of 0.93, as determined from the energy minimum of a bulk FLAPW calculation using
GGA [64]. We used a MT-radius of 1.11 A˚ for cobalt and a plane-wave cutoff of 7.6 A˚−1.
In order to determine the surface relaxations of the (001) surface of ferromagnetic bct Co we
embedded 11 layers of cobalt, terminated by vacuum on the top, with a semi-infinite cobalt
substrate from below. The embedding potential of the cobalt substrate was obtained from
the transfer-matrix of a principal layer of bulk bct cobalt. For the geometry optimization
we used the pbe [64] exchange correlation potential and supplemented the FLAPW basis
set with local orbitals for the 3p-states of cobalt. We calculated the charge density within
the embedded region self-consistently and determined the relaxed positions of the atoms
with the help of the atomic forces calculated as described in section 5.5.2. The system
was decomposed into 11 layers and treated with the order-N method. In Fig. 8.1 we show
the structure of the relaxed cobalt surface. The surface relaxations affect mainly the top
two layers, where the topmost layer is torn towards the second layer, while the second
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Figure 8.1: Relaxed bct Co surface.
The in-plane lattice constant is con-
strained to be a = 2.867 A˚. Under this
constraint the bulk interlayer distance
in Cobalt is given by c/2 = 1.333 A˚,
corresponding to the c/a-ratio of 0.93.
For the topmost layers we list the in-
terlayer distances and their deviations
from the bulk interlayer distance.
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Figure 8.2: Minority DOS of layers 1 to 4 of
the Cobalt surface at Γ¯. Layer 1 is at the
surface. The shaded area illustrates the pro-
jected bulk density of states of ∆1 symmetry
for bct Co (a = 2.867 A˚ and c/a = 0.93).
layer is pushed away from the third layer. The surface relaxations as calculated with the
embedding method agree very well with the surface relaxations found in a corresponding
film calculation. Within GGA we find enhanced magnetic moments for the cobalt atoms
at the surface of 1.93 µB for the topmost layer and 1.83 µB for the second layer, which are
larger than the bulk value of the magnetic moment of bct cobalt of 1.78 µB by 0.15 µB
and 0.04 µB, respectively.
In Fig. 8.3 we show the minority DOS of ∆1 symmetry of the surface layer, as obtained
within LDA [65]. We identify the region of high spectral intensity close to the Γ¯ point as
a surface state. At Γ¯ it is located at a binding energy of −0.25eV . The minority DOS of
∆1 symmetry at Γ¯ for layers 1 (at surface) to 4 is shown in Fig. 8.2. The spectral intensity
due to the surface state decreases rapidly with increasing distance from the surface.
In Fig. 8.4 we plot the minority DOS of ∆1 symmetry of layer number four (counting
starts at the surface layer). In comparison with Fig. 8.3, which shows the surface layer, we
find that the weight of the surface state is reduced in the fourth layer and additionally to
the surface state the bulk state has become visible. While the dispersion of the ∆1 surface
state is concave, it is is convex for the ∆1 bulk state, which might allow a clear distinction
between bulk and surface ∆1 states in experiments using angular resolved photo emission.
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Figure 8.3: Minority DOS of the surface layer
of the Cobalt(001) surface.
Figure 8.4: Minority DOS of layer number 4
of the Cobalt(001) surface.
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Figure 8.5: Complex band structure of Sb(111) at the M¯-point. A very slowly decaying evanescent
state is located slightly below the Fermi energy between -0.303eV and -0.168eV.
94 8 Applications of the Embedding Method
8.2 Surface State of Antimony
Experimentally, the band dispersion and the Fermi surface of Sb(111) have been mea-
sured [66]. The Sb(111) surface is found to be metallic. The existence of two spin-split
surface bands is attributed to spin-orbit coupling and the broken space-inversion symmetry
at the surface. The surface states of Sb are interesting in the context of the prediction that
the alloy Bi1−xSbx is a strong topological insulator [67].
We performed bulk and surface calculations of Sb. A MT-radius of 2.5 a.u. and a
plane-wave cutoff of 3.8 a.u. were used. Exchange and correlation were treated within
LDA using the parameterization of Moruzzi, Janak and Williams [65]. A principal layer
of bulk Sb with the normal in (111)-direction corresponds to 6 atoms in a hexagonal unit
cell. The complex band structure of bulk Sb at the M¯-point is shown in Fig. 8.5. Bulk Sb
is a semimetal. At kz = π there is a small gap, 0.14 eV in size. Interestingly, there is a
very slowly decaying evanescent state at kz = π, which connects the Bloch bands between
which the gap is located. The imaginary part of the complex wave vector is κz ≤ 0.006 a.u..
Experimentally, at the M¯-point a surface state is observed, which extends far into the bulk.
We attribute the observed slow decay of the surface state to this slowly decaying evanescent
state.
A self consistent calculation of the (111)-surface of Sb was performed within the em-
bedding method including spin-orbit coupling. In Fig. 8.6 we show the spin-split surface
bands along the line Γ¯ to M¯ . These surface bands are obtained as positions of the maxima
of the Bloch-spectral function. The calculated spin-split surface band is in good agreement
to experiment [66].
In Fig. 8.7 we show the spin-split surface bands for the Bi0.4Sb0.6 alloy. The alloy is
modeled by tuning the spin-orbit coupling parameters between the values for Sb and Bi.
The spin-split bands cross at Γ¯ and on the line Γ¯-M¯ . The position of the crossing depends
on the doping. Close to the M¯ point one of the surface bands runs into the upper bulk
continuum and the other surface band into the lower bulk continuum. As a consequence
the number of bands that cross the Fermi level is odd. One of the bands crosses the Fermi
level by an odd number of times. This situation cannot be destroyed by the presence of
impurities. The circulating edge states are said to be topologically protected. Bi1−xSbx
is said to be a topological insulator [67]. It is insulating in the bulk, but metallic at the
surface and in contrast to ordinary insulators with surface metallicity the surface metallicity
is robust.
8.3 Electronic Transport in Fe/MgO/Fe
The lattice constants of bcc-Fe and MgO are 2.867 A˚ and 4.21 A˚, respectively. Rotated
by 45◦ the MgO lattice matches on to the Fe lattice: 4.21 A˚/
√
2 ≈ 2.98 A˚. Due to the
nearly perfect lattice match Fe/MgO/Fe junctions may be grown fully epitaxially. Based on
first-principles theories an extremely high MR ratio of over 1000% has been predicted [68]
for fully epitaxial Fe(001)/MgO(001)/Fe(001) MTJs. This giant TMR effect originates
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Figure 8.6: Spin-split surface bands of Sb.
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Figure 8.7: Spin-split surface bands of the
Bi-Sb alloy Bi0.4Sb0.6.
from the coherent spin-dependent tunneling of highly spin-polarized ∆1 Bloch states of
Fe at Γ¯. The ∆1 states in MgO are characterized by a slow decay when compared to
the ∆2, ∆
′
2 and ∆5 states. This leads to a strong suppression of the tunneling current
for the antiparallel alignment of magnetizations of the electrodes, as ∆1 states are not
available at the Fermi energy in the minority band. Indeed, very large MR ratios of
about 200% at room temperature have been observed experimentally in fully epitaxial
Fe(001)/MgO(001)/Fe(001) MTJs [69, 70].
The geometry of the relaxed Fe/MgO interface has been discussed in Ref. [29]. Using
the order-N method we calculated the transport properties of the Fe/MgO/Fe MTJ for 3
and 5 layers of MgO. 7 layers of Fe are included in the scattering region on both sides of
the barrier. Exchange and correlation were treated within LDA [65]. In Fig. 8.8 we show
the k-resolved conductance for majority spin and in Fig. 8.9 for minority spin for a barrier
thickness of 3 layers of MgO. In agreement with the discussion above the conductance of
the majority spin channel is characterized by a maximum around Γ¯, which is due to the
slow decay of the ∆1 states in MgO. In contrast, the conductance of the minority spin
channel is strongly suppressed around Γ¯ due to the absence of minority ∆1 states at the
Fermi level. Figures 8.10 and 8.11 show the corresponding plots for a barrier thickness of 5
layers of MgO. The maximum at Γ¯ decreases by roughly a factor of 15 due to the increase
of the barrier thickness of 2 layers. For the majority spin the integrated conductances are
1.17 · 10−2e2/h (3 layers of MgO) and 3.97 · 10−4e2/h (5 layers of MgO), resulting in a
decrease of the conductance by roughly a factor of 30. As the area of the peak around
Γ¯ shrinks, the integrated conductance is reduced stronger than the peak height, when
increasing the barrier thickness.
8.4 Electronic Transport in Co/MgO/Co
It has been theoretically predicted [71], that a higher TMR than the one measured in
Fe/MgO/Fe MTJs may be realized by using bcc cobalt instead of bcc iron as lead material.
The reason for the higher TMR value is the absence of states of ∆1 symmetry at the Fermi
level in the minority density of states of bcc cobalt accompanied by the fact that in the
majority channel only states of ∆1 symmetry are present at the Fermi level. This leads to
96 8 Applications of the Embedding Method
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
-0.5-0.4-0.3-0.2-0.1  0  0.1  0.2  0.3 0.4  0.5
-0.5
-0.4
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
Figure 8.8: k-resolved conductance of the
majority spin channel (in units of e2/h) for a
Fe/MgO/Fe MTJ with a barrier thickness of
3 layers.
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Figure 8.9: k-resolved conductance of the
minority spin channel (in units of e2/h) for a
Fe/MgO/Fe MTJ with a barrier thickness of
3 layers.
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Figure 8.10: k-resolved conductance of the
majority spin channel (in units of e2/h) for a
Fe/MgO/Fe MTJ with a barrier thickness of
5 layers.
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Figure 8.11: k-resolved conductance of the
minority spin channel (in units of e2/h) for a
Fe/MgO/Fe MTJ with a barrier thickness of
5 layers.
Table 8.1: Geometry of the relaxed Co/MgO/Co interface (atomic units). dCo: Out-of-plane
interlayer distance of Co. dCo(I): Interplanar distance of first layer close to MgO. dCo-O: First
Co-O distance. dcorr: First Mg-O distance. dO-O(I): First O-O distance. dMgO: Out-of-plane
interlayer distance of MgO.
dCo dCo(I) dCo-O dcorr dO-O(I) dMgO
2.52 2.42 4.19 0.12 4.34 4.38
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(a) majority spin (parallel
alignment)
(b) minority spin (parallel
alignment)
(c) majority/minority spin
(antiparallel alignment)
Figure 8.12: 2BZ plot of the conductance Γ per unit cell (in units of e2/h) for the Co/MgO/Co
MTJ with 3 layers of MgO as barrier.
a stronger attenuation of the conductance for the antiparallel alignment of the magnetic
leads of the MTJ than in the case of iron, where the minority and majority densities of
states overlap at the Fermi energy for states with ∆2 and ∆5 symmetry. Unfortunately,
bcc cobalt is unstable. However, it may be grown on an appropriate substrate. In the
experiment of Ref. [72] bcc iron was used as substrate to stabilize bcc cobalt. Strictly
speaking, due to the lattice mismatch between iron and cobalt, thin films of cobalt on
iron are tetragonally distorted and do not exhibit a perfect bcc structure. Because of
this tetragonal distortion the ∆1 minority state is pulled below the Fermi energy, which
is expected to reduce the TMR dramatically. In the present section we investigate the
electronic transport properties of Co/MgO/Co MTJs assuming a bct structure of Co. For
the calculation of the electronic transport properties of the Co/MgO/Co magnetic tunnel
junction we embedded a stack of 7 Co-layers, 3 MgO-layers and again 7 Co-layers between
semi-infinite Co-leads. Geometry optimization has been performed within GGA, using the
pbe [64] exchange-correlation functional. The relaxed interface is described in Table 8.1.
Transport properties of the Co/MgO/Co interface were calculated using the LDA exchange
correlation potential [65]. The charge density of the embedded region was calculated self-
consistently using the embedding method once for the parallel and once for the anti-
parallel alignment of the magnetization of the semi-infinite Co-leads. In Fig. 8.12(a) we
show the k-resolved conductance of the majority spin at the Fermi energy for the parallel
alignment of the magnetizations of the two Co leads. Like in the Fe/MgO/Fe MTJ, a
broad peak around Γ¯ characterizes the conductance of the majority spin channel. For
the corresponding conductance of the minority spin, shown in Fig. 8.12(b), the magnitude
of the conductance at Γ¯ is comparable in size to the conductance of the majority spin
channel. This is in marked difference to the Fe/MgO/Fe MTJ, where the conductance at
Γ¯ is strongly attenuated due to the absence of ∆1 minority states at the Fermi energy. We
show the k-resolved conductance of one spin-channel (the conductances of the two spin-
channels are identical) for the antiparallel alignment in Fig. 8.12(c). As expected, there is
an appreciable conductance in the antiparallel configuration, which is due to the coupling
between ∆1 majority states of one lead with ∆1 minority states of the other lead.
For the present setup we calculated ΓP
ΓAP
= 4.7.
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Table 8.2: Conductances and TMR-values of the Fe/Co/MgO/Co/Fe MTJ for three different
thicknesses (∆ =3, 5, and 7) of the barrier.
∆ ΓP↑[e2/h] ΓP↓[e2/h] ΓP[e2/h] ΓAP[e2/h] TMR
3 2.06 · 10−2 6.10 · 10−3 2.67 · 10−2 3.63 · 10−3 6.36
5 7.51 · 10−4 9.29 · 10−4 1.67 · 10−3 1.55 · 10−4 9.81
7 4.19 · 10−5 4.38 · 10−4 4.80 · 10−4 1.36 · 10−5 34.31
(a) majority spin (parallel
alignment)
(b) minority spin (parallel
alignment)
(c) majority/minority spin
(antiparallel alignment)
Figure 8.13: 2BZ plot of the conductance for the Fe/Co/MgO/Co/Fe tunnel junction with 3
layers of MgO.
8.5 Electronic Transport in Fe/Co/MgO/Co/Fe
At first glance, the results of the previous section might let one expect that MTJs based
on bct Cobalt as lead material are not competitive with Fe/MgO/Fe MTJs due to the
reduction of the TMR by the presence of minority ∆1 states at the Fermi energy. However,
by introducing a few interlayers of Co between Fe and the MgO barrier one may in fact
achieve a higher TMR ratio than without the Co interlayers: As only ∆1 states are available
in Cobalt at the Fermi energy in the majority channel, the ∆2 and ∆5 majority bands of
Fe decay as soon as they enter Cobalt. Consequently, for the antiparallel alignment of
the electrodes, the conductance is reduced when compared to the Fe/MgO/Fe junction.
In figures 8.13, 8.14 and 8.15 the spin and k-resolved conductances are shown for three
different thicknesses of the barrier: 3 layers, 5 layers and 7 layers. In contrast to the
Co/MgO/Co junction, at Γ¯ the conductance is strongly reduced for the Fe/Co/MgO/Co/Fe
junction in the case of antiparallel alignment of the two magnetizations. Consequently the
achieved TMR-values are higher. Table 8.2 lists the conductances and TMR-values.
8.6 Anisotropy of a surface layer of EuO
As an example for total energy calculations within the embedding method we consider a
surface layer of EuO (composed of two atomic layers) on a BaO substrate. The substrate
(deep in the bulk of the substrate) is assumed to exhibit cubic in-plane symmetry. The
cubic in-plane configuration is not a stable one for the EuO surface layers [73]. The oxygen
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(a) majority spin (parallel
alignment)
(b) minority spin (parallel
alignment)
(c) majority/minority spin
(antiparallel alignment)
Figure 8.14: 2BZ plot of the conductance for the Fe/Co/MgO/Co/Fe tunnel junction with 5
layers of MgO.
(a) majority spin (parallel
alignment)
(b) minority spin (parallel
alignment)
(c) majority/minority spin
(antiparallel alignment)
Figure 8.15: 2BZ plot of the conductance for the Fe/Co/MgO/Co/Fe tunnel junction with 7
layers of MgO.
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is displaced from the symmetric position. Due to the broken symmetry at the surface the
symmetry is also broken in the first few layers of the BaO substrate. We label the direction
of the displacement x, the direction of the surface normal z and the remaining direction y.
The EuO surface layers are magnetic. We calculate the anisotropy (only the contribution
due to spin-orbit coupling) within the embedding method. The calculation is performed
using GGA+U. The value of U was chosen to be 8.3 eV and the value of J to be 0.77 eV.
All atomic coordinates are relaxed. Due to spin-orbit coupling the total energy depends on
the orientation of the magnetization of the EuO surface layer. 8 layers of BaO are explicitly
included in the surface calculation, which is embedded with the embedding potential of
the semi-infinite BaO substrate. As the system is insulating, a 7 × 7 k-mesh is found
to be sufficient to obtain converged results for the anisotropy. With the magnetization
pointing in x-direction the total energy is lower by 8.94 µeV than the configuration with
magnetization pointing in y-direction. Our order-N implementation allows to compute a
layer-decomposition of the total energy. From this layer-decomposition we find that the
anisotropy energy is strongly concentrated in the EuO surface layers.
Chapter 9
Spin-Transfer Torque
Magnetization control of magnetic nanoparticles is a highly important issue in the fields
of spintronics and magnetic data storage technology. Using the conventional approach of
switching the magnetization of nano-sized objects via application of magnetic fields has
several drawbacks. First, the potential for down-scaling of devices is rather limited in this
approach, as magnetic fields are long-ranged due to their dipolar nature and hence difficult
to focus on the nano-scale. Second, regarding the aspect of power consumption, it turns out
that the manipulation of magnetic nanoparticles by application of magnetic fields is not
the most efficient way, as the electric currents needed for the generation of the magnetic
fields are relatively high.
One promising alternative to the use of magnetic fields to induce magnetization dy-
namics is the current induced switching of the magnetization, which has been proposed
by Slonczewski [8] and Berger [7]. The mechanism behind the current induced magneti-
zation switching is the so called spin-transfer torque, which arises in FM1/NM/FM2 and
FM1/NI/FM2 trilayer structures traversed by an electric current, where a non-magnetic
metal (NM) or a non-magnetic insulator (NI) is sandwiched between two ferromagnetic
metals (FM1 and FM2), as shown in Fig. 9.1. This effect occurs both for a current
flowing perpendicular to the planes (CPP-geometry) and for a current flowing in-plane
(CIP-geometry). Only the CPP-geometry will be discussed in the following.
Electrons entering NM via the FM1/NM interface are spin-polarized according to the
magnetization in FM1. We assume that the magnetization direction of the polarizer FM1
is pinned. Denoting the angle between the total spin moments of FM1 and FM2 by θ and
choosing the spin-quantization axis to be given by the direction of the total spin in FM2,
the wave function of the electrons impinging on the NM/FM2 interface is given by
Ψin(x) =

 cos ( θ2)
i sin
(
θ
2
)

 eikxx, (9.1)
where kx > 0 is the component of the wave vector in x-direction. At the NM/FM2
interface a spin-dependent scattering takes place. In the idealized case that FM2 reflects
the minority component of the spinor Ψin while transmitting the majority component, the
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Figure 9.1: Schematic of a CPP-GMR/STT device. The heart of the device is the trilayer system
FM1/NM/FM2 composed of two ferromagnetic metals (FM1 and FM2) and a non-magnetic metal
(NM). The device is terminated by two buffer layers of a non-magnetic metal. The axes (XY Z)
define the global coordinate frame. Within the MT-spheres a local coordinate frame (xyz) is
used, with the local z-axis parallel to the local spin moment. The local frames are obtained from
the global frame by two rotations around the Euler angles α and β. For FM1 the Euler angles
are α1 = 0
◦ and β1 = 90◦. For FM2 they are α2 = θ and β2 = 90◦. See Appendix B for the
definition of Euler angles. With this choice of axes, the XY -plane is parallel to the yz-planes
and the x-axes of the local frames are parallel. The magnetization of FM1 is pinned while the
magnetization of FM2 is free. The relative angle between the total spin moments S1 and S2 of
FM1 and FM2 is θ. A current flowing perpendicular to the planes exerts a torque on S2, which
can be used to switch the magnetization of FM2 between the parallel and antiparallel alignment
with respect to the magnetization of FM1.
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reflected wave function is
Ψr(x) =
(
0
−i sin (θ
2
) ) e−ikxx (9.2)
while the transmitted wave function is
Ψt(x) =
(
cos
(
θ
2
)
0
)
eikxx, (9.3)
where we assumed the NM/FM2 interface to be located at x = 0. Within the region NM
the charge current density J and the spin current density (JSx , J
S
y , J
S
z ) are given by
J = kx cos
2
(
θ
2
)
JSx = 0
JSy =
1
2
kx sin (θ)
JSz =
1
2
kx cos
2
(
θ
2
)
.
(9.4)
The current density of the electron spin in y-direction, JSy , is discontinuous at the NM/FM2
interface, while the remaining current densities are continuous. In FM2 we have JSy = 0
as the transverse spin component is completely absorbed at the NM/FM2 interface. This
discontinuity in the transverse component of the spin current density corresponds to a net
flow of angular momentum into the NM/FM2 interface, which is given by 1
2
kx sin(θ) per
unit area. Assuming conservation of total angular momentum one concludes that the flow of
angular momentum into the NM/FM2 interface due to the electron current is accompanied
by a corresponding change of the magnetization of the analyzing ferromagnetic metal FM2.
Interpreting the discontinuity in JSy as the effect of a torque which the ferromagnetic metal
FM2 exerts on the current, the accompanying change of the magnetization of FM2 may
be seen as the effect of an equal but opposite torque which the current exerts on the
ferromagnetic metal FM2 due to the principle of actio equals reactio. The torque on
FM2 may be used to induce magnetization dynamics in FM2, especially it may be used
to switch the magnetization in FM2 into the configuration where it is aligned parallel to
the magnetization in FM1. When the reflected wave Ψr(x) hits the NM/FM1 interface
spin-dependent scattering takes place again, giving rise to a torque on the polarizer FM1.
However, as we assume the magnetization of the polarizer to be pinned, no magnetization
dynamics is induced in FM1.
We now consider the situation of reversed current, where the electrons flow in negative
Z-direction. In this case the electrons enter NM via the FM2/NM interface. The wave
back-scattered from the FM1/NM interface exerts then a torque on FM2, which may be
used to switch the magnetization into the antiparallel alignment.
Besides the simple switching there is a second way how the magnetization in the free-
layer may react to an applied DC current: It may undergo a steady state precession, which
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might be interesting for high-frequency applications such as nanometer-scale microwave
sources, detectors and mixers. Additionally, spin-transfer torque driven domain wall mo-
tion is investigated for potential memory and logic applications [74, 75].
Our introductory toy-model discussion of the spin torque given above includes only
one source of net spin-current flow, namely the spin-dependent transmission. Additional
sources are spin precession and rotation of reflected and transmitted spins [76]. In sec-
tion 9.2.1 we will extend our toy-model to include the effect of spin-precession. In the
above toy-model discussion we calculated the net spin-current flow into the free layer and
exploited the equivalence between the torque exerted on a volume and the net spin-current
flow into that volume. In the following section we will discuss how the torque may be
calculated directly.
9.1 Calculation of the spin-transfer torque from first
principles
We consider the free magnetic layer FM2, as sketched in Fig. 9.1. As the current traverses
the free layer, its magnetization direction may change unless the exchange field Bxc(r, t) is
parallel to the magnetization direction of the current. This change of the magnetization
mcurr(r, t) of the current is due to the torque Ncurr(t) which the slab exerts on the current
and which is given by
Ncurr(t) =
∫
VFL
d3rmcurr(r, t)×Bxc(r, t), (9.5)
where the integration volume VFL is the free layer. Conversely, as a consequence of the
law actio equals reactio the current exerts an equal but opposite torque NFL(t) on the free
layer:
NFL(t) = −
∫
VFL
d3rmcurr(r, t)×Bxc(r, t). (9.6)
This torque may change and ultimately switch the magnetization of the free layer. However,
in a realistic system, the magnetization within the slab may not change freely due to
anisotropies. Consequently, part of the torque or even the complete torque might be
transferred to the lattice, e.g. if a given torque is too small to switch the magnetization
because of large anisotropies. The equation governing the magnetization dynamics induced
by the torque is the subject of section 9.2.3.
As the exchange field of the slab exerts a torque on the spins of the electrons composing
the current which traverses the slab the spins change their orientations and the associated
spin current acquires a dependence on the position within the slab. In the following we
derive the relation between the torque acting on the magnetization of the current and the
accompanying change of spin current. The rate of change of the magnetization density
mcurr(r, t) contributed by an electron with the wave function Ψ(r, t) is given by
m˙curr(r, t) =
∂
∂t
[(Ψ(r, t))∗σΨ(r, t)]. (9.7)
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Using the Schro¨dinger equation for noncollinear systems without spin-orbit coupling (the
time-dependent generalization of Eq. (2.16))
i
∂
∂t
Ψ(r, t) = [−1
2
∆ + Veff(r, t) + σ ·Bxc(r, t)]Ψ(r, t) (9.8)
to express the time derivative of the wave function, we obtain for the i-th component of
the magnetization
m˙curri (r, t) = −∇ · ℑ[(Ψ(r, t))∗σi∇Ψ(r, t)]− i(Ψ(r, t))∗
∑
j
Bxcj (r, t)[σi, σj]Ψ(r, t). (9.9)
Defining the spin-current density JSi for the i-th component of the spin as
JSi (x, t) =
1
2i
[(Ψ(x, t))∗
σi
2
∇Ψ(x, t)− (∇Ψ(x, t))∗σi
2
Ψ(x, t)]
= ℑ[Ψ(x, t))∗σi
2
∇Ψ(x, t)]
(9.10)
and making use of the identity
[σi, σj] = 2iǫijkσk (9.11)
we finally obtain
m˙curri (r, t) + 2∇ · JSi (x, t) = −2[mcurr(r, t)×Bxc(r, t)]i. (9.12)
In the case of Bxc(r, t) = 0 Eq. (9.12) turns into the continuity equation for the magneti-
zation density: Any change of the magnetization density mcurr(r, t) at the point r is due to
a net flow of magnetic moment into or out of that point r. However, for Bxc(r, t) 6= 0 the
continuity equation is modified by the right hand side of Eq. (9.12), which describes the
change of the magnetization density due to the torque exerted on it. Assuming that the
magnetization of the free layer changes slowly compared to the time needed by the elec-
trons to traverse the free layer, we are dealing with a quasi-stationary situation when we
try to describe the current propagating through the free layer. For such a quasi-stationary
system we have approximately m˙curr(r, t) = 0, and consequently Eq. (9.12) may be used
to relate spin-current density and torque:
∇ · JSi (r) = −[mcurr(r)×Bxc(r)]i. (9.13)
Thus, as an alternative to Eq. (9.6), the torque on the free layer may also be calculated
from the equation
NFLi =
∫
VFL
d3r∇ · JSi (r) = nˆ · [
∫
SR
d2rJSi (r)−
∫
SL
d2rJSi (r)], (9.14)
where SR and SL are the right and left boundary surfaces of the free layer, respectively,
and the surface normal vector nˆ points to the right. The second equality holds due to
Gauss’s theorem.
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A realistic simulation of the magnetization dynamics of the free layer during the current-
induced magnetization switching process requires to solve two coupled problems: First, the
evaluation of the torque for a given magnetic configuration of the free layer. Second, the
time evolution of the magnetic configuration of the free layer in the presence of a given
torque. The problem of the time evolution of the magnetization of the free layer may
be solved in several ways, differing in the level of approximation involved. An accurate
treatment requires the solution of the Heisenberg-model, which treats magnetism on the
atomic scale. In the micromagnetic approximation magnetism is resolved on the scale of
a few nanometers. A rather crude approximation is given by the macrospin model (see
section 9.2.3), where all magnetic moments of the free layer are assumed to be aligned in
parallel and the direction of the magnetization is the only degree of freedom of the free
layer. The calculation of the total torque exerted on the free layer, according to Eq. (9.6)
or Eq. (9.14), is sufficient for the treatment of the magnetization dynamics within the
macrospin model. However, for the refined approaches of the Heisenberg-model or the
micromagnetic approximation a spatially resolved torque is desirable as input. In order to
modify Eq. (9.14) for this purpose the free layer is divided into several slabs confined by
boundary surfaces Sl and the torque N
l on slab l is calculated from the net flow of spin
angular momentum into the slab through its boundaries Sl and Sl+1:
N li = nˆ · [
∫
Sl+1
d2rJSi (r)−
∫
Sl
d2rJSi (r)]. (9.15)
Expressed in terms of the current of spin angular momentum per unit cell through boundary
Sl,
ISl,i = nˆ ·
∫
Sl
d2rJSi (r), (9.16)
Eq. (9.15) becomes
N li = (I
S
l,i − ISl+1,i). (9.17)
Conceptionally, the layer-wise evaluation of the torque fits nicely into the framework of the
embedding-based order-N Green function method, which is applied in this work.
The formulation of the torque given in Eq. (9.6) lends itself to a generalization leading
to a slightly different definition of a local torque: As interstitial and MT-spheres are treated
separately within the FLAPW framework, and the contribution of the interstitial to the
torque is expected to be small, it is convenient to define the torque Nµ on the MT-sphere
of atom µ as:
Nµ = −
∫
MTµ
d3rmcurr(r)×Bxc(r), (9.18)
where the integration volume is given by the MT-sphere of atom µ. Obviously, this latter
picture of local torques acting on local magnetic moments corresponds well to the treatment
of magnetization dynamics within the Heisenberg model. Making use of Eq. (9.13) we may
again express the torque in terms of the accompanying spin current flow out of the volume
of the MT-sphere of atom µ:
Nµi =
∫
MTµ
JSi · dS. (9.19)
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Especially in the limit of zero bias it is convenient to consider the torkance Tµ(E)
instead of the torque Nµ, which may be obtained from the energy resolved magnetization
mcurr(r, E) as follows:
Tµ(E) = −|e|
∫
MTµ
d3rmcurr(r, E)×Bxc(r). (9.20)
The torkance Tµ(E) describes how much the scattering states at energy E contribute to the
torque Nµ. Consequently, the torque is the bias-voltage window integral of the torkance
and the torkance is the differential torque per voltage.
9.1.1 Current induced torques in the presence of spin orbit cou-
pling
In Eq. (9.6,9.18) we gave a general formulation of the torque, which may also be applied
in the presence of spin-orbit coupling [77, 78]. In justifying Eq. (9.6,9.18) we called in
Newton’s law of actio equals reactio, which allowed us to calculate the torque on the free
magnetic layer from the torque exerted on the electrons as they traverse the free magnetic
layer. At this point it is reassuring to verify that invoking Newton’s law leads to the
same result as a thorough investigation of the very mechanism behind the torque on the
free magnetic layer. The presence of a stationary current due to the infinitesimal bias
δU = δE/e modifies the equilibrium magnetization m(r) by δm(r) = ∂mcurr(r)/∂E δE
and the equilibrium exchange field Bxc(r) by δBxc(r) = ∂Bxc(r)/∂m(r) δm(r). Due to the
change of the exchange field the free layer experiences a local torkance, which is given by
T(r, E) = |e|m(r)× δB
xc(r)
δE
= |e|m(r)× [ 1
m(r)
∂mcurr(r)
∂E
Bxc(n(r), m(r))] =
= −|e|∂m
curr(r)
∂E
×Bxc(r) = −|e|mcurr(r, E)×Bxc(r),
(9.21)
where we made use of Eq. (2.21) for the exchange field:
Bxc(r) = Bxc(n(r), m(r))mˆ(r). (9.22)
Obviously, Eq. (9.21) justifies Eq. (9.20).
The equivalence of Eq. (9.6) to Eq. (9.14) and of Eq. (9.18) to Eq. (9.19) follows from
Eq. (9.13). As Eq. (9.13) does not hold in the presence of spin-orbit coupling, we cannot
use Eq. (9.14,9.19) in this case.
According to our introductory discussion, Eq. (9.4), the requirements for the occurrence
of a spin-torque are that two ferromagnets (a polarizer and an analyzer, FM1 and FM2
in Fig. 9.1) have to be present and that the magnetizations in FM1 and FM2 have to
enclose the angle 0◦ 6= θ 6= 180◦. However, that discussion did not take spin-orbit coupling
into account. In fact, in the presence of spin-orbit coupling, the torques are not zero for
perfect parallel or antiparallel alignment of the magnetizations, i.e., for the configurations
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characterized by angles θ = 0◦ or θ = 180◦. It can also be shown that the magnetization of
a uniformly magnetized single domain experiences a torque in the presence of a current due
to spin-orbit coupling [79, 80, 81], i.e., theoretically there is no need for the typical trilayer
structure involving both a polarizer and an analyzer if spin-orbit coupling is sufficiently
strong. However, the spin-orbit induced torque is a field-like torque and consequently a
steady state magnetization precession cannot be sustained only based on this torque (see
also section 9.2.3).
9.2 Current induced Torques and magnetization Dy-
namics in Model systems
9.2.1 The interface between a normal metal and a ferromagnetic
metal
Our introductory discussion of the spin transfer torque, Eq. (9.1-9.4), was based on the
assumption that the magnetic layers completely reflect impinging electrons and that the
Fermi wave vector within the nonmagnetic spacer is identical to the Fermi wave vector of
the majority channel in the magnetic layers. A more realistic description of the behavior
of electrons close to interfaces between nonmagnetic metals and ferromagnetic metals has
been given by Berger [82, 7]. A similar analysis has been performed by Slonczewski [83]
for ferromagnets separated by a tunneling barrier. Our following simplified discussion is
similar to the one of Ref. [7]. While the wave function of the electrons impinging on the
NM/FM2 interface is still given by Eq. (9.1) with respect to the reference frame of FM2
(see Fig. 9.1), the reflected wave is now assumed to be
Ψr(x) =
(
A
B
)
e−ikxx (9.23)
instead of Eq. (9.2). Analogously, the transmitted wave is
Ψt(x) =
(
Ceik
↑
xx
Deik
↓
xx
)
, (9.24)
where we introduced Fermi wave vectors k↑x and k
↓
x for majority and minority, respectively.
The coefficients A, B, C, andD are determined from the boundary conditions for continuity
of the wave function and its derivative at the N/FM2 interface:
A = kx−k
↑
x
kx+k
↑
x
cos
(
θ
2
)
B = ikx−k
↓
x
kx+k
↓
x
sin
(
θ
2
)
C = 2 kx
kx+k
↑
x
cos
(
θ
2
)
D = 2i kx
kx+k
↓
x
sin
(
θ
2
)
.
(9.25)
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From the transmitted wave, Eq. (9.24), we obtain the following components of the magne-
tization:
mx(x) = −4 sin(θ)
(1 + k↑x/kx)(1 + k
↓
x/kx)
sin((k↑x − k↓x)x)
my(x) = 4
sin(θ)
(1 + k↑x/kx)(1 + k
↓
x/kx)
cos((k↑x − k↓x)x)
mz(x) = 2k
2
x
(−1 + cos(θ)
(kx + k
↓
x)2
+
1 + cos(θ)
(kx + k
↑
x)2
)
.
(9.26)
Obviously, Eq. (9.26) describes a precession of the magnetic moment around the z-axis
with the wave-vector (k↑x − k↓x). One expects that the precessional motion decays as the
electron moves through the free magnetic layer due to scattering with impurities and
phonons and due to dephasing effects not present in this simple model. In Ref. [7] these
effects are included phenomenologically through a damping factor exp(−αx) by which the
components of the magnetization, mx(x) and my(x), are multiplied. This damping factor
ensures that the magnetization of the current will ultimately align with the magnetization
of the free layer for a sufficiently thick free layer. Due to mx(0) = 0 the magnetization
of the electron lies in the yz-plane when it enters the free magnetic layer and forms an
angle θm = arctan(my(0)/mz(0)) with its magnetization. If the free magnetic layer is
sufficiently thick, the combined net effect of the precessional motion and the damping is
that the magnetization of the current is rotated by the angle θm in the yz-plane. The
corresponding torque, which the free layer experiences, points in y-direction, and is given
by
Ny(θ) =
∫ ∞
0
d xmx(x)Bz(x) = − 4Bz
(1 + k↑x/kx)(1 + k
↓
x/kx)(k
↑
x − k↓x)
, (9.27)
where we made use of
lim
α→0
∫ ∞
0
e−αx sin(βx)d x = lim
α→0
β
β2 + α2
=
1
β
, (9.28)
which holds for real-valued α and β and α > 0. As this torque lies in the plane defined
by the magnetizations of the free and fixed layers, we denote it in-plane torque in the
following. Very often spin-transfer torque and in-plane torque are used synonymous. Due
to the relation
lim
α→0
∫ ∞
0
e−αx cos(βx)d x = lim
α→0
α
β2 + α2
= 0 (9.29)
we find Nx(θ) = 0, as expected on the basis of the preceding discussion. However, for thin
free layers the model predicts a finite value for Nx(θ), because the magnetic moment of
the electron has not yet aligned its magnetic moment with the magnetic moment of the
free layer. In the following we will refer to Nx(θ) as out-of-plane torque. Since the out-of-
plane torque is perpendicular to the magnetization direction of the free magnetic layer as
if its origin were the reaction of the magnetization to a magnetic field, it is often called
field-like torque. There are several reasons why the field-like torque can be much smaller
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Figure 9.2: Four-layer structure: Two non-magnetic regions I and III (green) and two magnetic
regions II and IV (red). The wave vectors in the non-magnetic regions are k1 and k3. The wave
vectors in the magnetic regions are k↑2 , k
↓
2 (region II) and k
↑
4 , k
↓
4 (region IV).
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Figure 9.3: Conductance Γ(θ) of the model
of a four-layer structure as a function of the
relative angle θ.
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Figure 9.4: Torque per current and exchange
bias T (θ)/(Γ(θ)Bxcz ) of the model of a four-
layer structure as a function of the relative
angle θ.
than the spin-transfer torque. One reason already mentioned concerns those cases where
the free magnetic layer is so thick that the magnetic moment of the electron traversing
it is parallel to the magnetization of the free magnetic layer when the electron leaves it.
A second reason is related to the oscillatory dependence of the magnetization and hence
the torque on (k↑x − k↓x) in Eq. (9.26): In the Fermi-surface integral of the k-dependent
torkance contributions of different sign compensate one another. A third reason concerns
the question of how ideal a realistic spin-valve can be manufactured: The out-of-plane
torque is an oscillating function of layer-thickness and due to thickness variations of the
free magnetic layer over the cross section of the sample the local torques may differ in sign
and compensate each other.
9.2.2 Modeling a complete four-layer structure
The discussion of the simple model on the interface between a normal metal and a magnetic
metal in the previous section 9.2.1 helped us to understand the origin of the spin-transfer-
torque, but was missing aspects such as multiple scattering. In the following we discuss
the extension of the model of section 9.2.1 to a structure containing three normal-metal
magnetic-metal interfaces, as sketched in Fig. 9.2. Regions I and III constitute normal
metals with wave vectors k1 and k3, respectively. Regions II and IV represent the magnetic
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metals. Region two is described by wave vectors k↑2 and k
↓
2 for majority and minority,
respectively. Analogously, wave vectors k↑4 and k
↓
4 characterize region four. For states
incident from the left and due to the spin-up channel the wave functions are given by
ψ
↑
l (x) =


(
eik1x + a↑11e
−ik1x
a↑21e
−ik1x
)
x ≤ 0(
a↑12e
−ik↑2x + b↑12e
ik↑2x
a↑22e
−ik↓2x + b↑22e
ik↓2x
)
0 ≤ x ≤ a1(
a↑13e
−ik3x + b↑13e
ik3x
a↑23e
−ik3x + b↑23e
ik3x
)
a1 ≤ x ≤ a2(
b↑14 cos
(
θ
2
)
eik
↑
4x + ib↑24 sin
(
θ
2
)
eik
↓
4x
ib↑14 sin
(
θ
2
)
eik
↑
4x + b↑24 cos
(
θ
2
)
eik
↓
4x
)
a2 ≤ x
(9.30)
while those due to the spin-down channel are
ψ
↓
l (x) =


(
a↓11e
−ik1x
eik1x + a↓21e
−ik1x
)
x ≤ 0(
a↓12e
−ik↑2x + b↓12e
ik↑2x
a↓22e
−ik↓2x + b↓22e
ik↓2x
)
0 ≤ x ≤ a1(
a↓13e
−ik3x + b↓13e
ik3x
a↓23e
−ik3x + b↓23e
ik3x
)
a1 ≤ x ≤ a2(
b↓14 cos
(
θ
2
)
eik
↑
4x + ib↓24 sin
(
θ
2
)
eik
↓
4x
ib↓14 sin
(
θ
2
)
eik
↑
4x + b↓24 cos
(
θ
2
)
eik
↓
4x
)
a2 ≤ x.
(9.31)
Analogously, scattering states incident from the right due to the spin-up channel are given
by
ψ↑r(x) =


(
a↑11e
−ik1x
a↑21e
−ik1x
)
x ≤ 0(
a↑12e
−ik↑2x + b↑12e
ik↑2x
a↑22e
−ik↓2x + b↑22e
ik↓2x
)
0 ≤ x ≤ a1(
a↑13e
−ik3x + b↑13e
ik3x
a↑23e
−ik3x + b↑23e
ik3x
)
a1 ≤ x ≤ a2(
b↑14 cos
(
θ
2
)
eik
↑
4x + ib↑24 sin
(
θ
2
)
eik
↓
4x + cos
(
θ
2
)
e−ik
↑
4x
ib↑14 sin
(
θ
2
)
eik
↑
4x + b↑24 cos
(
θ
2
)
eik
↓
4x + i sin
(
θ
2
)
e−ik
↑
4x
)
a2 ≤ x
(9.32)
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while those due to the spin-down channel are:
ψ↓r(x) =


(
a↓11e
−ik1x
a↓21e
−ik1x
)
x ≤ 0(
a↓12e
−ik↑2x + b↓12e
ik↑2x
a↓22e
−ik↓2x + b↓22e
ik↓2x
)
0 ≤ x ≤ a1(
a↓13e
−ik3x + b↓13e
ik3x
a↓23e
−ik3x + b↓23e
ik3x
)
a1 ≤ x ≤ a2(
b↓14 cos
(
θ
2
)
eik
↑
4x + ib↓24 sin
(
θ
2
)
eik
↓
4x + i sin
(
θ
2
)
e−ik
↓
4x
ib↓14 sin
(
θ
2
)
eik
↑
4x + b↓24 cos
(
θ
2
)
eik
↓
4x + cos
(
θ
2
)
e−ik
↓
4x
)
a2 ≤ x.
(9.33)
Requiring continuity of the wave function and its first derivative at x = 0, x = a1, and
x = a2 one obtains two sets of linear equations for the unknown coefficients a
s
ij and b
s
ij ,
one set characterizing ψsl (x) and a second set characterizing ψ
s
r(x). As the expressions
which one obtains for asij and b
s
ij as solution to this system of linear equations are rather
lengthy, we do not explicitly write them here. From the coefficients asij and b
s
ij one obtains
the conductance as follows:
Γl =
1
2π
(
k↑4
k1
|b↑14|2 +
k↓4
k1
|b↑24|2 +
k↑4
k1
|b↓14|2 +
k↓4
k1
|b↓24|2
)
(9.34)
for states incident from the left and
Γr =
1
2π
(
k1
k↑4
|a↑11|2 +
k1
k↑4
|a↑21|2 +
k1
k↓4
|a↓11|2 +
k1
k↓4
|a↓21|2
)
(9.35)
for states incident from the right. Of course, the conductance exhibits the symmetry
property
Γl = Γr. (9.36)
The in-plane torkance T‖ and the out-of-plane torkance T⊥ on the free layer, i.e., the region
0 ≤ x ≤ a1, are given by
Tl,‖ = Tl,y = 2k1
∫ a1
0
ml,x(x)B
xc
z (x)d x =
4
k1
∫ a1
0
ℜ[(ψ↑l (x))∗ψ↓l (x)]Bxcz (x)d x,
Tl,⊥ = Tl,x = − 2k1
∫ a1
0
ml,y(x)B
xc
z (x)d x =
4
k1
∫ a1
0
ℑ[(ψ↑l (x))∗ψ↓l (x)]Bxcz (x)d x
(9.37)
in the case of states incident from the left and by analogous expressions for the states
incident from the right.
It is straightforward to solve the system of linear equations mentioned above numer-
ically. In Fig. 9.3 and Fig. 9.4 we show the results which one obtains for the following
parameters: k1 = 4, k
↑
2 = 4, k
↓
2 = 1, k3 = 4, k
↑
4 = 4, k
↓
4 = 10, a1 = 2, a2 = 4. The
conductance of the model is shown in Fig. 9.3. In Fig. 9.4 we compare the torkances due
to states incident from the left to the torkances due to states incident from the right.
We adjusted the signs of the torkances so that all of them are positive in order to make
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comparison easier. Generally, we find that while the in-plane torkance is antisymmetric
with respect to inversion of the direction of current-flow, the out-of-plane torkance exhibits
neither symmetry nor antisymmetry with respect to inversion of current-flow:
Tl,‖ = −Tr,‖,
|Tl,⊥| 6= |Tr,⊥|, (9.38)
which is a remarkable difference to the relation Eq. 9.36 for the conductance.
9.2.3 Macrospin model of current induced magnetization switch-
ing
We assume the total spin moment S1 of the fixed magnetic layer (FM1; see Fig. 9.1) to
be constant and to point in the direction Sˆ1, and consider only the dynamics of the free
magnetic layer (FM2). Within the macrospin model [84] the magnetization of the free
magnetic layer is assumed to be spatially uniform. Consequently, the macrospin model is
not able to describe magnetic excitations within the free layer (e.g. spin-wave excitations);
only the collective motion of all magnetic moments in parallel is considered. The dynamics
of the direction of the free-layer spin moment Sˆ2(t) is described by the generalized Landau-
Lifshitz-Gilbert equation:
dSˆ2(t)
dt
= −|γ|Sˆ2(t)×Heff + αGSˆ2(t)× dSˆ2(t)
dt
+
|γ|
M
(N‖ +N⊥), (9.39)
where γ is the gyromagnetic ratio, the effective field Heff is related to the total energy of
the free layer, EFL, by
Heff = − 1
VFL
∂EFL
∂m
, (9.40)
the Gilbert damping term αGSˆ2 × ˙ˆS2 describes the energy dissipation, e.g. through lattice
vibrations and spin-flip scattering, in a phenomenological way, the spin-transfer term is
given by
N‖ = g(θ)ISˆ2 × [Sˆ1 × Sˆ2], (9.41)
where the spin-transfer efficiency g(θ) describes both the deviation of the angular depen-
dence ofN‖ from sine-behavior and the size of the spin-transfer torque. For transition-metal
ferromagnets γ lies typically in the range from -2.1 to -2.2, where the small orbital moment
due to spin-orbit coupling explains the deviation of γ from the ge-factor of the electron,
ge = −2(1 + α
2π
+ . . . ) ≈ −2.0023. (9.42)
In general the effective field Heff is the sum of the external magnetic field (associated with
the Zeeman energy), the magnetostatic field (leading e.g. to the shape anisotropy energy),
and the field associated with the magnetocrystalline anisotropy energy. If the current-
induced torques are absent the Gilbert damping term aligns the magnetization of the free
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layer with the effective magnetic field. Consequently, steady magnetization precessions are
only possible if a torque is present which can compete with the damping, which is the case
for the in-plane torque, N‖, but not for the out-of-plane torque, N⊥. If the in-plane torque
is zero, any magnetization precession will be extinguished by the damping and the out-
of-plane torque will simply contribute to the effective field, i.e., rotate the magnetization
direction away from the direction it would take for zero out-of-plane torque.
The precession of the magnetization of a ferromagnet may influence the spin current in
an adjacent nonmagnet, which is not surprising when viewing it as the inverse effect to the
current-induced magnetization dynamics. This so called spin pumping may be included as
an additional damping term in Eq. (9.39) [84].
9.2.4 Slonczewski’s model
Slonczewski proposed a model for GMR and STT in the CPP-geometry, which relies on
effective-circuit theory and an approximate form of the statistical operator in the non-
magnetic interlayer (NM). As the involved approximations turn out to be rather good for
many systems and as the model requires only a small set of well-known material properties,
Slonczewski’s model is widely used for the unified description of GMR and STT. We
shortly describe the model here. Following Slonczewski [85] we denote the eigenstates of
Sz as |L, σ〉 for the polarizer (FM1) and |R, σ〉 for the analyzer (FM2). The spin rotation
transformation 〈L, σ|R, σ′〉 = Uσ,σ′ is given by
U =

 cos ( θ2) i sin ( θ2)
i sin
(
θ
2
)
cos
(
θ
2
)

 , (9.43)
where we defined the coordinate frames in (FM1) and (FM2) and the angle θ like in Fig. 9.1.
If (FM1) and (FM2) have the property that they nearly perfectly transmit incident majority
spin electrons any reflected left-moving electron in NM has polarization |R,−〉 and any
reflected right-moving electron in NM has polarization |L,−〉. In this case one may use the
approximation that electrons in NM which move rightward (v > 0) have either the spin-
polarization |L,+〉 or |L,−〉 and that electrons in NM which move leftward (v < 0) have
either the spin-polarization |R,+〉 or |R,−〉, which leads to the following density matrix
in NM:
ρNM =
∑
σ=±1
|L, σ〉
∑
k
|k〉f→σ (k)〈k|〈L, σ|+
+
∑
σ=±1
|R, σ〉
∑
k
|k〉f←σ (k)〈k|〈R, σ|,
(9.44)
where we introduced two Fermi-distribution functions f→σ (k) for right-moving electrons and
likewise two Fermi-distribution functions f←σ (k) for left-moving electrons. Approximating
the Fermi distribution functions, the following expressions are obtained from the density
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matrix Eq. (9.44) for the densities and currents:
ni,σ =
1
4
∂n
∂E
∣∣∣∣
EF
∑
σ′
{
µ→σ′ |〈i, σ|L, σ′〉|2 + µ←σ′ |〈i, σ|R, σ′〉|2
}
+
n0
2
Ji,σ =
vF
4
∂n
∂E
∣∣∣∣
EF
∑
σ′
{−µ→σ′ |〈i, σ|L, σ′〉|2 + µ←σ′ |〈i, σ|R, σ′〉|2}
(9.45)
Eliminating the four chemical potentials, one gets the set of relations
∆JR =
∆JL(1 + cos
2(θ))−G∆WL sin2(θ)
2 cos(θ)
∆WR =
−G−1∆JL sin2(θ) + ∆WL(1 + cos2(θ))
2 cos(θ)
,
(9.46)
where
G = e2nF v0/2 (9.47)
is a parameter of the interlayer, ∆Ji are spin-currents, and ∆Wi =
2
enF
(ni,− − ni,+). Ap-
plying effective-circuit theory one obtains the following expression for the areal resistivity
of a symmetric trilayer:
R(θ) =
(R+ +R−) sin2
(
θ
2
)
+ 2AGR+R− cos2
(
θ
2
)
2 sin2
(
θ
2
)
+ AG(R+ +R−) cos2
(
θ
2
) , (9.48)
where R+ and R− are the interface resistances of majority and minority, respectively. For
a symmetric NM/FM/NM/FM/NM five-layer structure, the interface resistances R+ and
R− are two times the respective interface resistances of NM/FM. Resistances of FM due to
bulk scattering, e.g. caused by impurities, have to be added to R+ and R−, respectively.
Clearly, the areal resistivities of the parallel and the antiparallel alignments are given by
R↑ =
2R−R+
R− +R+
,
R↓ = R(180◦) = (R+ +R−)/2.
(9.49)
For the torque per current one obtains
N
I
=
R− −R+
R+ +R−
Λ
4
~
e
sin(θ)
Λ cos2(θ/2) + Λ−1 sin2(θ/2)
, (9.50)
with Λ = [AG(R+ +R−)/2]
1/2.
9.2.5 Interpretation of GMR and STT data
Experimental data on the angular variation of the GMR signal are usually reduced to the
normalized resistance
r(θ) =
R(θ)− R(0◦)
R(180◦)− R(0◦) . (9.51)
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Expressing the resistance R(θ) in terms of the conductance Γ(θ) we obtain for the normal-
ized resistance:
r(θ) =
Γ(0◦)− Γ(θ)
Γ(0◦)− Γ(180◦)
Γ(180◦)
Γ(θ)
. (9.52)
Typically, the resistance of a GMR-junction shows the following angular dependency:
R(θ) = c sin2
(
θ
2
)
+R(0). (9.53)
The normalized resistance of such a system is then symmetric with respect to the relative
angle θ = 90◦ and given by
r(θ) = sin2
(
θ
2
)
= 1− cos2
(
θ
2
)
. (9.54)
A measure of the deviation of a realistic GMR device from this idealized behavior is
provided by the parameter χGMR, which may be obtained by fitting the GMR data with
the expression
r(θ) =
1− cos2 ( θ
2
)
1 + χGMR cos2
(
θ
2
) . (9.55)
Within the model of Slonczewski the parameter χGMR is given by:
χGMR =
1
2
AG(R+ +R−)− 1. (9.56)
From Eq. (9.4) we saw that for an ideal spin filtering system the torque has the following
angular dependence:
N(θ) = N0 sin(θ). (9.57)
Deviations from this ideal behavior are expressed in terms of the asymmetry parameter
ΛSTT within the expression
N(θ)
I(θ)
= a
sin(θ)
ΛSTT cos2
(
θ
2
)
+ Λ−1STT sin
2
(
θ
2
) (9.58)
From the model of Slonczewski the following result for the asymmetry parameter ΛSTT can
be obtained:
ΛSTT =
√
1 + χSTT , (9.59)
where we have χSTT = χGMR within Slonczewski’s model. An ideal spin filtering system
is characterized by an asymmetry parameter ΛSTT = 1. Consequently, the spin-torque
efficiency g(θ) discussed in Eq. (9.41) is given by
g(θ) =
1
ΛSTT cos2
(
θ
2
)
+ Λ−1STT sin
2
(
θ
2
) (9.60)
for the Slonczewski model.
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9.3 Calculation of the spin-transfer torque within the
Embedding method
In order to evaluate the spin transfer torque acting on the magnetic moment of atom µ
according to Eq. (9.18) we need to evaluate the magnetization density associated with the
non-equilibrium current for noncollinear systems. According to our discussion of scattering
states given in section 6.3.4, a noncollinear scattering state incident from the left at energy
E is given by
Ψ
(k)
j,s (E) = 2iα
(k)
j (E)
∑
s′
G
(k)
s,s′(E)P
†
SL
v
(k)
j,s′(E), (9.61)
and the corresponding expression for the spectral function due to states incident from the
left at energy E is
As,s′(E) =
∑
k
wk
∑
j
D
(k)
j (E)Ψ
(k)
j,s (E)(Ψ
(k)
j,s′(E))
†, (9.62)
where D
(k)
j (E) is the density of states of the j-th channel, Eq. (6.38), and Ψ
(k)
j,s (E) is the
spinor component s of the state incident from the left associated with channel j at energy
E, as given in Eq. (6.36). After insertion of D
(k)
j (E) and Ψ
(k)
j,s (E) into Eq. (9.62) we obtain
the generalization of Eq. (6.39) for the noncollinear case:
As,s′(E) = −1
π
∑
k,s′′,s′′′
wkG
(k)
s,s′′(E)[P
†
SL
ℑΣ(k)SL (E)PSL]s′′,s′′′(G(k)(E))†s′′′,s′, (9.63)
where wk is a weight associated with the integration over k-points. Expanding the LAPW-
basis functions inside the MT-sphere of atom µ according to Eq. (2.23), we obtain for the
coefficient of the lattice harmonic λ of the nonequilibrium spectral function of atom µ at
radial grid point r:
Aµs,s′(r, λ, E) =
∑
L′′,L′,L,i,j
cλ,LG(L
′′, L′, L)Rµi,s(r, L
′)As,s′(i, j, E)(R
µ
j,s′(r, L
′′))∗. (9.64)
In section 9.1 we discussed the torque Nµ given by Eq. (9.18), which arises due to the
action of the exchange field Bxc(r) on the magnetization mcurr(r) of the current. At finite
bias this magnetization mcurr(r) may be obtained from the energy integral of the spectral
function over the interval [µR, µL], where µR and µL are the Fermi energies of the right and
left leads, respectively. In the local frame of atom µ the magnetization density is given by
mcurr,µx (r, E) =
∑
λ
2ℜAµ2,1(r, λ, E),
mcurr,µy (r, E) =
∑
λ
2ℑAµ2,1(r, λ, E),
mcurr,µz (r, E) =
∑
λ
(Aµ1,1(r, λ, E)− Aµ2,2(r, λ, E)).
(9.65)
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Using the analog expansion of the exchange field Bxc(r) inside the MT-sphere of atom µ
in terms of lattice harmonics
Bxc(r)|MTµ =
∑
λ,L
Bxcµ (r, λ)cλ,LYL(rˆ) (9.66)
we define the radial integrals nµ(λ, s, s′, E) of the exchange field with the nonequilibrium
spectral function:
nµ(λ, s, s′, E) =
∫
r2Aµs,s′(r, λ, E)B
xc
µ (r, λ)d r. (9.67)
As outlined in section 2.1.7 the implementation of noncollinear magnetism used in the
present work assumes the exchange field to be collinear in each MT-sphere: The non-
collinearity is present solely in the freedom that the exchange fields in different MT-spheres
may point into different directions and in the noncollinear exchange field used in the in-
terstitial region. Consequently, the exchange field inside the MT-sphere of atom µ points
in the z-direction of the local coordinate frame. Thus, the components of the torkance in
the local frame of atom µ are given by
T˜ µx (E) = −
∫
MTµ
mcurry (r, E)B
xc(r)d3r = −
∑
λ
2ℑnµ(λ, 2, 1, E),
T˜ µy (E) =
∫
MTµ
mcurrx (r, E)B
xc(r)d3r =
∑
λ
2ℜnµ(λ, 2, 1, E),
T˜ µz (E) = 0.
(9.68)
The matrix R(mˆµ) that provides the transformation of the torkance T˜µ(E) from the local
frame to the global frame according to
Tµ(E) = R(mˆµ)T˜µ(E) (9.69)
is given in Appendix B. An alternative expression for the torkance acting on the magnetic
moment within a given MT-sphere may be obtained by using Eq. (9.19) as a starting point
instead of Eq. (9.18). In order to evaluate the spin-current through the MT-boundary the
spinor component Ψ
(k)
j,s (E) of the scattering state incident from the left associated with
channel j at energy E, as given in Eq. (6.36), is evaluated on the MT-sphere boundary
of atom µ in terms of spherical harmonics. Likewise the radial derivative is evaluated on
the MT-sphere boundary in terms of spherical harmonics. Denoting the coefficients of the
expansion in terms of spherical harmonics F
(k)
µ (j, E, L, s) in case of the scattering state
and G
(k)
µ (j, E, L, s) in case of its radial derivative the torkance at energy E on atom µ is
given by
T˜ µk (E) =
∑
k
wk
∑
s,s′,j,L
ℑ[(F (k)µ (j, E, L, s))∗σk,s,s′G(k)µ (j, E, L, s′)]D(k)j (E). (9.70)
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In order to evaluate the current of spin angular momentum ISl,i, Eq. (9.16), through
plane Sl, which is needed for the evaluation of the torque according to Eq. (9.17), we sum
the contributions of all scattering states associated with channels incident from the left:
ISl,i =
1
2
∫
dE
∑
k
wk
∑
j
Dkj (E)
∫
Sl
ℑ[(Ψ(k)j (r, E))∗σi∇Ψ(k)j (r, E)]d2r. (9.71)
The corresponding spin conductance is given by
ΓSl,i(E) =
1
2
∑
k
wk
∑
j
Dkj (E)(Ψ
(k)
j (E))
†ℑ[σiΣ(k)R,l(E)]Ψ(k)j (E), (9.72)
where we made use of Eq. (4.37) to express the normal derivative of the wave function in
terms of the embedding potential and the wave function. Using Eq. (9.61) for the scattering
states we finally obtain
ΓSl,i(E) =
1
2
∑
k
wkTr[(G
(k)
R,L(E))
†ℑ[σiΣ(k)R,l(E)]G(k)R,L(E)ℑ[Σ(k)L,l (E)]]. (9.73)
The torkance on layer l is calculated from the spin conductances as follows:
Tl,i(E) = Γ
S
l,i(E)− ΓSl+1,i(E). (9.74)
9.4 Computational procedure
In the following we describe the computational procedure which we employed for the cal-
culation of the GMR and STT in the Cu-Co-Cu and Ag-Fe-Ag nanopillars to be discussed
in the following sections. We performed the calculations using the order-N embedding
technique described in chapter 7 choosing the layers such that each layer contains one
atom. We calculated the charge density self-consistently within the non-collinear mode of
the program using a 14×14 k-point grid and a complex energy contour of 45 energy-points
with a Fermi smearing corresponding to a temperature of 315 K. In order to calculate the
charge density in a computationally efficient way we used the formulation based on the
Dyson equation, Eq. (6.35). Defining the z-axis to point in the direction of stacking, we
chose all magnetization directions to lie in the xy-plane. While the magnetization direction
of the free iron layer was varied in 18 steps of 10◦ from 0◦ (parallel to the x-axis) to 180◦
(parallel to the y-axis) the magnetization directions of all remaining layers were chosen
to point in x-direction. For each of these 18 magnetic configurations the charge density
was calculated self-consistently. In order to minimize the number of self-consistency steps
required for the calculation of the configuration with the relative angle n×10◦ between the
magnetization directions we generated the starting density from the converged spin density
of the configuration with the relative angle (n − 1) × 10◦ by rotating the magnetization
direction within all layers corresponding to the free magnetic layer.
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In order to ensure convergence of the k-point integration with respect to the number
of k-points in the calculations of the GMR and STT we used two k-point sets, the first
one a 98× 98 k-point mesh corresponding to 9604 (1225) k-points in the full (irreducible
part of the) 2BZ, the second one a 296×296 k-point mesh corresponding to 87616 (11026)
k-points in the full (irreducible part of the) 2BZ.
9.5 GMR and STT in Co-Cu-Co nanopillars
The GMR effect and current induced switching of the magnetization in Co-Cu-Co trilayer
systems have been studied intensively in several experiments [86, 11, 87].
One major aspect of our following ab initio calculation of the GMR and STT in Co-
Cu-Co trilayer systems is to benchmark our computational method, which we described in
section 9.4, against existing ab-initio calculations of this system [78, 88]. Consequently, we
chose the setup used in Ref. [78] for our calculation: Between a semi-infinite left Co-lead
and a semi-infinite right Cu-lead we sandwich 9 monolayers of Cu acting as interlayer and
15 monolayers of Co acting as free magnetic layer. Both Co and Cu are treated as fcc
materials with a lattice constant of 3.54 A˚. The stacking direction is the (001) direction of
Co and Cu. Viewing the fcc structure as a bct structure with a c/a-ratio of
√
2, one realizes
that the optimal in-plane unit cell for the present system is obtained by rotating the cubic
fcc unit cell by 45◦ about the (001) direction and identifying the bct unit cell with lattice
parameter a = 2.50 A˚. Accordingly, everywhere in the system the distance of adjacent
atomic planes is set to 1.77 A˚. The semi-infinite left lead we model by 9 monolayers of Co,
which are embedded from the left with an embedding potential of bulk Co and analogously
we model the semi-infinite right lead by 9 monolayers of Cu, which are embedded from
the right with an embedding potential of bulk Cu. Thus, the embedded region contains 42
atoms in total per in-plane unit cell.
In agreement with the description of the computational procedure given in section 9.4
we decompose the system into 42 layers, where each layer contains one atom per in-plane
unit cell. We set the Cu and Co MT-radii to 1.22 A˚, and used a planewave cutoff of 7.4 A˚−1.
Our calculations were performed within LDA, using the parameterization of Moruzzi, Janak
and Williams [65] for the exchange correlation potential. For the self-consistent calculation
of the charge density we used a 14 × 14 k-point mesh. Defining the x- and y-axes to be
rotated by 45◦ with respect to the axes of the cubic fcc lattice of Co and Cu about the
(001) direction, the magnetization directions of both the free and the fixed magnetic layer
are parallel to the x-axis for the configuration with zero relative angle in our calculation.
We varied the relative angle between the magnetization directions in 18 steps of 10◦ from
0◦ to 180◦. For the relative angles of 0◦ and 180◦ we show the k-dependent conductances
in Fig. 9.5 and 9.6.
In Fig. 9.7 we show the integrated conductance of the Co-Cu-Co trilayer system as a
function of the relative angle between the magnetization directions. For the 2BZ integration
meshes of 96 × 96 and 296 × 296 k-points were used. It is seen from the figure that
already 96 × 96 k-points suffice to give accurate results for the integrated conductance.
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Figure 9.5: k-dependent conductance per
unit cell (in units of e2/h) of the Co-Cu-Co
nanopillar in the 2BZ at a relative angle of
0◦ between the magnetization directions.
Figure 9.6: k-dependent conductance per
unit cell (in units of e2/h) of the Co-Cu-Co
nanopillar in the 2BZ at a relative angle of
180◦ between the magnetization directions.
From the integrated conductance at 0◦ and 180◦ relative angle we obtain a GMR ratio
GMR=(ΓP − ΓAP )/ΓAP of 49.7% in very good agreement with the theoretical result of
Ref. [78], which is 48%. Experimentally, much smaller values for the GMR of Co-Cu-Co
trilayers are reported. The conductances per unit cell are ΓP = 0.995e
2/h and ΓAP =
0.665e2/h, corresponding to areal conductivities of 6.2 · 1014S/m2 and 4.1 · 1014S/m2 in
good agreement with Ref. [78]. The respective areal resistivities are RP = 1.62fΩm
2 and
RAP = 2.43fΩm
2. Using similar expressions like those given in Eq. (9.49) we may compare
our results to those of circuit theory. According to Ref. [89] the interface resistances of the
Cu/Co(100) interface are given by R↑ =0.31fΩm2 for the majority spin and R↓ =2.31fΩm2
for the minority spin. The corresponding areal resistances of the spin valve are then
RP = 3R−R+/(R− + R+) =0.82fΩm2 and RAP =3.68fΩm2, corresponding to an even
higher GMR ratio. The differences to our results are probably due to the neglection of
coherent multiple interface scattering within circuit theory.
At 90◦ relative angle, the integrated conductance is 0.438, which is slightly larger than
the value expected for a symmetric GMR. In order to quantify this asymmetry of the
angular variation of the GMR we calculated the asymmetry parameter χGMR by fitting
Eq. (9.51) to the normalized resistance obtained from our conductance data. We show the
normalized resistance in Fig. 9.8. At 90◦ relative angle we find a normalized resistance of
0.277, which is smaller than the value of 0.5 which one would obtain for a system with
symmetric angular dependency of the GMR ratio by roughly a factor of two. For the
asymmetry χGMR we extract a value of 1.92 from the fit of our GMR curve to Eq. (9.55).
While our GMR data agree rather well (χ2 = 0.0023) with the fit to Slonczewski’s model,
small deviations are clearly visible in Fig. 9.8.
We show the k-dependent in-plane and out-of-plane torkances due to states incident
from the left in Fig. 9.9 and Fig. 9.10, respectively, for the entire 2BZ. One can differentiate
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Figure 9.7: Integrated conductance as a func-
tion of the relative angle between the magne-
tization directions for the Co-Cu-Co nanopil-
lar using two different k-meshes for the 2BZ
integration.
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Figure 9.8: Values of the normalized resis-
tance (black dots) for the Co-Cu-Co trilayer
system and fit (red curve) with Slonczewski’s
model. A 296 × 296 k-point mesh was used
for the 2BZ integration.
between areas in the 2BZ where the k-dependent torkance is negative and areas where it is
positive. The distributions of positive and negative areas in the 2BZ for the in-plane and
out-of-plane torkances are similar, though not equal. When compared to the out-of-plane
torkance, the in-plane torkance exhibits a smoother variation in the 2BZ.
In Fig. 9.11 we show the angular dependence of the in-plane and out-of-plane torkance
due to states incident from the left calculated at the Fermi energy for a mesh of 296×296 k-
points. For the calculation of the torkance we applied various formulations, Eq. (9.68,9.70,
9.73), and summed all torkance contributions from the atoms constituting the free magnetic
layer. Obviously, the results obtained from the different torkance-formulas, Eq. (9.68,9.70,
9.73), are in good agreement. In particular, the agreement between the torkance evalu-
ated from the difference between spin-current conductivities through adjacent embedding
planes, Eq. (9.73), which is labeled EPSCT (embedding plane spin current torque) in the
figure, and the torkance evaluated from the surface integral of the spin-current density over
the muffin-tin boundary, Eq. (9.70), denoted MTSCT (muffin tin spin current torque) in
the figure, is very good. One may conclude from this that the contribution of the inter-
stitial region to the torkance is negligible for the system at hand. The fact that slightly
different results are produced by Eq. (9.70), which computes the torkance from the surface
integral of the spin-current density over the muffin-tin boundary, and Eq. (9.68), which
formulates the torkance as a cross product of magnetization and exchange field, is inter-
esting. In Eq. (9.13) we have proven the equivalence of Eq. (9.70) and Eq. (9.68) in the
absence of spin-orbit coupling. However, we assumed a non-relativistic Hamilton operator
in our proof, which is at variance with the use of a scalar relativistic Hamiltonian in the
ab-initio calculation. Consequently, we attribute the differences to relativistic effects not
considered in the derivation of Eq. (9.13). We conclude that the evaluation of the cross
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Figure 9.9: k-dependent in-plane torkance at
the Fermi energy due to states incident from
the left for the Co-Cu-Co nanopillar at a rel-
ative angle of 90◦ between the magnetization
directions.
Figure 9.10: k-dependent out-of-plane
torkance at the Fermi energy due to states
incident from the left for the Co-Cu-Co
nanopillar at a relative angle of 90◦ between
the magnetization directions.
product of magnetization and exchange field provides slightly more accurate results for the
torkance.
For metallic trilayer systems in general, the out of plane torkance is not expected to
contribute strongly to the total torkance [90, 76]. While we find the out-of-plane torque to
be smaller than the in-plane torque for most relative angles, its contribution to the total
torque is not negligible. One may speculate at this point that the analyzing free magnetic
layer does not fully polarize the current for the present setup with 15 layers as analyzer
and that the out-of-plane torkance would be smaller for a thicker free layer.
A comparison of results obtained for the torkance for two different k-point meshes, a
98 × 98 and a 296 × 296 mesh, is shown in Fig. 9.12. For the calculation of the torkance
we applied Eq. (9.70). Like in Fig. 9.11 we summed all torkance contributions from the
atoms constituting the free magnetic layer, evaluated the torkance at the Fermi energy,
and considered only states incident from the left. The figure shows that the convergence
of the in-plane torkance with respect to the k-point set chosen for the 2BZ integration is
significantly faster than the convergence of the out-of-plane torque, which has also been
reported in Ref. [78].
While we find the in-plane torkances to be equal but opposite for states incident from
the left and states incident from the right we obtain different out-of-plane torkances for the
right-going and the left-going states. In Fig. (9.13) we compare the out-of-plane torkances
for these two cases. In section 9.2.2 it was shown for a simple model that in general the out-
of-plane torque does not exhibit any symmetry with respect to inversion of the direction of
current flow and that the out-of-plane torques for incidence from left and right can differ
substantially. In this respect, our ab-initio results for the out-of-plane torkance lead to the
same conclusion.
124 9 Spin-Transfer Torque
0 20 40 60 80 100 120 140 160 180
Relative Angle θ [°]
0
2
4
6
8
10
12
To
rk
an
ce
 T
(θ
) [
0.0
1 e
/(2
pi
)]
Out-of-Plane (EPSCT)
In-Plane (EPSCT)
Out-of-Plane (MTSCT)
In-Plane (MTSCT)
Out-of-Plane (MTT)
In-Plane (MTT)
Figure 9.11: Torkance T (θ) at the Fermi en-
ergy vs. relative angle θ for the Co-Cu-Co
nanopillar. Three different formulations of
the torkance are compared: Spin current dif-
ference along the free magnetic layer (EP-
SCT), spin current flow into the muffin-tins
(MTSCT), and cross product of magnetiza-
tion and exchange field (MTT).
0 20 40 60 80 100 120 140 160 180
Relative Angle θ [°]
-2
0
2
4
6
8
10
12
To
rk
an
ce
 T
(θ
) [
0.0
1 e
/(2
pi
)] In-Plane (296
2
 k-points)
Out-of-Plane (2962 k-points)
In-Plane (982 k-points)
Out-of-Plane (982 k-points)
Figure 9.12: Torkance T (θ) at the Fermi en-
ergy vs. relative angle θ for the Co-Cu-Co
nanopillar . Red lines: Out-of-plane
torkance. Black lines: In-plane torkance.
Solid lines: A 296× 296 k-mesh was used for
the 2BZ integration. Dotted lines: A 98× 98
k-mesh was used.
The angular dependence of the in-plane and out-of plane torque per current is shown
in Fig. 9.14. We find the in-plane torque per current to be in good agreement with the
theoretical results found in the literature [88, 78]. The maximal in-plane torque per current
is assumed at roughly 110◦, while the in-plane torkance assumes a maximum at roughly
100◦. Due to the decrease of the conductance with increasing relative angle the maximum
at 100◦ of the torkance is shifted to 110◦. For the present system, a very dense k-mesh is
required to obtain the out of plane torque with a high accuracy. Consequently, we attribute
the discrepancy between our result for the out of plane torque and the results presented in
the literature [88, 78] to the use of different k-point meshes. Fitting the in-plane torque to
Eq. (9.58) we obtain an asymmetry of ΛSTT = 1.43 and the prefactor aSTT = 0.165. While
our STT data are reasonably well described by the fit to Slonczewski’s result, interesting
deviations occur at angles of 0◦ and 180◦: Slonczewski’s model predicts the ratio of the
spin transfer torque efficiencies at 180◦ and 0◦ to be given by Λ2, which is 2.1 in the
present case. Our calculations predict smaller spin transfer torque efficiencies both at 0◦
and 180◦ relative angle and also a smaller difference between the two values for the two
orientations when compared to the results of Slonczewski. While the spin transfer torque
efficiencies extracted from the experiments are larger than both theoretical results based
on Slonczewski’s model and theoretical results obtained from ab-initio calculations, neither
experiment nor ab-initio calculation confirm the large difference between the efficiencies at
0◦ and 180◦ predicted by Slonczewski’s model. Our calculation predicts slightly different
asymmetry parameters Λ for the GMR (ΛGMR =
√
1 + χGMR = 1.69) and for the STT
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Figure 9.13: Out-of-plane torkances T (θ) for
the Co-Cu-Co nanopillar vs. relative angle θ
for states incident from the left (black line)
and states incident from the right (blue line).
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Figure 9.14: Torque per current T (θ)/Γ(θ)
due to states incident from the left for the
Co-Cu-Co nanopillar vs. relative angle θ.
Red line: Out-of-plane torque. Black crosses:
In-plane torque. Blue line: Fit with the Slon-
czewski model.
(ΛSTT = 1.45). While Slonczewski’s model predicts the two asymmetries to be exactly
equal, the deviation we find is quite small.
In Fig. 9.15 we show the layer-resolved torkances for relative angles of 10◦, 170◦, 50◦,
and 100◦. Layers 19 to 33 constitute the free magnetic layer, while layers 1 to 9 are part of
the fixed magnetic layer, which is semi-infinite in the present case. Within the interlayer
and the buffer layers the layer resolved torkances are very small when compared to the layer
resolved torkances in the magnetic layers. The layer resolved torkance exhibits a decaying
oscillatory behavior within the magnetic layers. The oscillations decay more slowly for the
out-of-plane torque, and hence the total out of plane torque acting on the free magnetic
layer is smaller compared to the total in plane torque. The in-plane torque on the free
magnetic layer originates mainly from the first three Co-layers.
9.6 GMR and STT in Fe-Ag-Fe nanopillars
Experimentally, single-crystalline Fe-Ag-Fe nanopillars have been discovered as
promising spintronics devices which can be used for current-induced magnetization switch-
ing [91, 92] and realization of spin-transfer oscillators [93]. Fe-Ag-Fe nanopillars are in-
teresting in several respects. For example, the magnetocrystalline anisotropy of bcc-Fe
in Fe-Ag-Fe nanopillars causes an effective field with four-fold in-plane symmetry, which
allows to switch the magnetization in two steps of 90◦ [93]. Three resistance levels cor-
respond to the three configurations of parallel, perpendicular and antiparallel alignment
of the magnetizations. The configuration with perpendicularly aligned magnetizations
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Figure 9.15: Layer resolved torkances for relative angles of 10◦, 170◦, 50◦, and 100◦ for the
Co-Cu-Co spin valve.
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provides an alternative to the use of external magnetic fields for the stabilization of the
steady-state precessional motion, which constitutes a major difficulty for the design of
spin-transfer oscillators. While external magnetic fields may be used for this purpose, they
are difficult to realize in applications. Furthermore, experimental data on GMR and STT
in Fe-Ag-Fe exhibit strong asymmetries, corresponding to a large spin-accumulation at the
Fe-Ag interface. A third interesting aspect concerns the influence of spin-orbit coupling on
the GMR. As Ag and Au have very similar lattice constants, one may interchange Ag by
Au. In fact, in the experimental setup of Ref. [92] the stacking is Fe-Ag-Fe-Ag-Fe-Au. With
atomic numbers of 47 and 79 Ag and especially Au exhibit signatures of spin-orbit coupling
in their electronic structures. The effect of spin-orbit coupling on the GMR is a twofold
one. First, the electronic band structure is modified by relativistic effects, which can either
increase or decrease the GMR depending on the system under study. Second, as spin-orbit
coupling causes transitions between electronic states characterized by different spin quan-
tum numbers, one expects the GMR to be reduced due this spin scattering. Due to a large
difference in the spin-dependent interface resistances of the Fe-Ag interface for spin up and
spin down Slonczewski’s model is expected to give a good and unified description of GMR
and STT in Fe-Ag-Fe nanopillars. Nevertheless, there are differences between experimental
data and the properties expected on the basis of Slonczewski’s model. Consequently, it
is also interesting to investigate how well theoretical predictions based on Slonczewski’s
model reproduce ab-initio calculations on Fe-Ag-Fe nanopillars, and whether and to which
degree ab-initio calculations may improve the description given by Slonczewski’s model.
In order to calculate the spin transfer torque in Fe-Ag-Fe nanopillars we studied a
system composed of a semi-infinite Ag lead, a fixed layer of Fe (19 atomic planes), a Ag
spacer layer (15 atomic planes), a Fe free layer (7 atomic planes), and a semi-infinite
Ag lead. The dimensions of the Ag spacer layer (roughly 6 nm) and the Fe free layer
(roughly 2 nm) of our setup are then in agreement with those of the experimental setup of
Ref. [92], where a layer stack of 1nm Fe (seed layer), 150 nm Ag (buffer layer), 20 nm Fe
(fixed layer), 6 nm Ag (interlayer), 2 nm Fe (free layer), and 50 nm Au (capping layer) is
grown on an annealed GaAs(100) substrate by molecular beam epitaxy. While the actual
experimental stacking is Ag-Fe-Ag-Fe-Au, we first perform calculations on Ag-Fe-Ag-Fe-
Ag, to understand the influence of interchanging Ag by Au on GMR and STT in a second
calculation. However, as the interchange of Ag by Au concerns only one of the buffer layers
and not the interlayer in the experiment, we capture all main features of the experiment
with our slightly modified setup. The experimental lattice constants of bcc-Fe and fcc-Ag
are given by 2.867 A˚ and 4.085 A˚, respectively. The ratio of these lattice constants roughly
amounts to
√
2. Consequently, the structures match when the cubic axes of the bcc-Fe
and the fcc-Ag are rotated with respect to each other by 45◦ in the sample plane. This
becomes clear when the fcc structure is viewed as a bct structure with a c/a-ratio of
√
2.
Experimentally, Fe and Ag are reported to exhibit good epitaxial match. To determine
the geometry of the Ag-Fe interface we relaxed the atomic coordinates of a symmetric film
composed of 6 layers Ag, 5 layers Fe, and again 6 layers Ag within GGA using the exchange
correlation potential of Perdew, Burke and Ernzerhof [64]. The in-plane lattice constant
was fixed to the experimental lattice constant of Fe (2.867 A˚) and all atoms of the film
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Figure 9.16: Structure of the relaxed Fe-Ag interface: Interplanar spacings and their deviations
from the respective bulk values for Fe (green) and Ag (blue).
were allowed to relax during the geometry optimization. We set the Fe and Ag MT-radii
to 1.17 A˚ and 1.32 A˚, respectively. A planewave cutoff of 7.4 A˚−1 and a 16 × 16 k-point
mesh were used in the calculation.
In Fig. 9.16 we illustrate the resulting geometry of the Ag-Fe interface. The deviation of
the Ag-Ag interplanar distance from its bulk value close to the Ag-Fe interface is very small.
We calculated that the total energy minimum of bulk Ag constrained to the Fe in-plane
lattice constant is assumed at a c/a-ratio of 1.498 corresponding to a Ag-Ag interplanar
distance of 2.151 A˚. On the Fe-side of the interface the relaxations affect mainly the first
Fe-layer, which is drawn towards the second Fe-layer by 3.6%.
For the calculation of the transport properties of the Fe-Ag-Fe nanopillar we used the
LDA exchange correlation potential of Moruzzi, Janak and Williams [65]. In order to model
the left and right Ag-leads we explicitly included 8 layers of Ag in the calculation, which
were terminated by embedding potentials of a principal layer of Ag on the left and right
sides, respectively. Consequently, the embedded region is composed of 57 atomic planes.
Following the description of the computational procedure given in section 9.4 the total
number of layers into which the system is decomposed is likewise 57. Defining the x- and
y-axes to be parallel to the cubic axes of bcc-Fe, the magnetization directions of both the
free and the fixed magnetic layer are parallel to the x-axis for the configuration with zero
relative angle in our calculation. We varied the relative angle between the magnetization
directions in 18 steps of 10◦ from 0◦ to 180◦. The k-dependent conductances in the 2BZ
are shown for relative angles of 0◦ and 180◦ in Fig. 9.17 and Fig. 9.18, respectively.
In Fig. 9.19 we show the integrated conductance of the Fe-Ag-Fe nanopillar as a function
of the relative angle between the magnetization directions.
Obviously, the curves for the integrated conductance for the 96 × 96 and the 296 ×
296 k-point meshes are almost identical, meaning that the 96 × 96 k-point mesh yields
well-converged values for the integrated conductance for the Fe-Ag-Fe system. From the
integrated conductance at 0◦ and 180◦ relative angle we obtain values of 205% (98× 98 k-
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Figure 9.17: k-dependent conductance of the
Fe-Ag-Fe nanopillar in the 2BZ at a relative
angle of 0◦ between the magnetization direc-
tions.
Figure 9.18: k-dependent conductance of the
Fe-Ag-Fe nanopillar in the 2BZ at a relative
angle of 180◦ between the magnetization di-
rections.
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Figure 9.19: Integrated conductance as a
function of the relative angle between the
magnetization directions for the Fe-Ag-Fe
nanopillar using a 98 × 98 (black curve) and
a 296 × 296 (red curve) k-mesh for the 2BZ
integration.
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Figure 9.20: Values of the normalized resis-
tance (black dots) for the Fe-Ag-Fe nanopillar
and fit (red curve) with Slonczewski model.
130 9 Spin-Transfer Torque
Table 9.1: Comparison of the conductances for parallel (ΓP ) and antiparallel (ΓAP ) alignment of
magnetizations and of the resulting GMR ratios of the Fe-Ag-Fe nanopillar for two calculations:
With spin-orbit coupling (SOC) and without spin-orbit coupling (NOSOC).
ΓP [e
2/h] ΓAP [e
2/h] GMR [%]
SOC 0.718 0.225 219
NOSOC 0.734 0.241 205
point mesh) and 206% (296×296 k-point mesh) for the GMR ratio GMR=(ΓP−ΓAP )/ΓAP .
The GMR ratio found experimentally [92] for Fe-Ag-Fe nanopillars is almost two orders of
magnitude smaller than our theoretical result and amounts to only 3.3%.
In order to visualize the asymmetry of the angular variation of the GMR and to make the
comparison with the experiment easier we calculated the normalized resistance according
to Eq. (9.51) from our conductance data obtained for the 296 × 296 k-point mesh. We
show the normalized resistance in Fig. 9.20. At 90◦ relative angle we find a normalized
resistance of 0.0972, which is much smaller than the value of 0.5 which one would obtain
for a system with symmetric angular dependency of the GMR ratio. Based on the model
of Slonczewski and interface resistances calculated theoretically [89] one obtains [94] an
asymmetry parameter of χ ≈ 15 leading to r(θ) ≈ 0.059. Experimentally [92] a smaller
asymmetry of χ = 1.56 is found, which corresponds to r(90◦) = 0.28. For the asymmetry
χ we extract a value of 8.6 from a fit of our GMR curve to Eq. (9.55).
In order to investigate the influence of spin-orbit coupling on the GMR of Fe-Ag-Fe
nanopillars we performed a second calculation of the GMR-ratio including spin-orbit cou-
pling. Using a 98×98 k-point mesh for the 2BZ integration we found a GMR ratio of 219%,
which is slighly larger than the value without spin-orbit coupling by roughly 7%. The values
of the conductance and the GMR ratio for the two calculations with and without spin-
orbit coupling are summarized in table 9.1. Interestingly, spin-orbit coupling reduces the
integrated conductance in both the parallel and the antiparallel configuration by roughly
the same amount of ΓNOSOCP/AP − ΓSOCP/AP = 0.016. The k-resolved in-plane and out-of-plane
torkances are shown in Fig. 9.21 and Fig. 9.22, respectively. For the Fe-Ag-Fe trilayer
structure we can make the same qualitative statements about the k-resolved torkances as
in the case of the Co-Cu-Co trilayer system: The pattern of alternating sign of the torkance
is very similar for the in-plane and the out-of-plane torkance and related to the variation
of the conductance. The variations of the out-of-plane torkance are stronger than those of
the in-plane torkance.
In Fig. 9.23 and Fig. 9.24 we show the in-plane and the out-of-plane torkances and
torques per current calculated in the limit of zero bias for a 98× 98 k-point mesh. For the
calculation of the torque we applied Eq. (9.70) and summed all torque contributions from
the atoms constituting the free magnetic layer. When comparing the asymmetries of the
in-plane torkance and the in-plane torque per current one notices that the asymmetry in the
torque per current is partially due to the asymmetry of the conductance: The maximum
of the in-plane torkance at roughly 120◦ is shifted to roughly 150◦ due to the division by
the conductance. We find that the out-of-plane torque is smaller than the in-plane torque
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Figure 9.21: k-resolved in-plane torkance at a
relative angle of 90◦ for the Fe-Ag-Fe trilayer
structure.
-5
-4
-3
-2
-1
 0
 1
 2
 3
 4
 5
-0.5-0.4-0.3-0.2-0.1  0  0.1  0.2  0.3 0.4  0.5
-0.5
-0.4
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
Figure 9.22: k-resolved out-of-plane torkance
at a relative angle of 90◦ for the Fe-Ag-Fe
trilayer structure.
Table 9.2: Comparison of the asymmetry parameters Λ of GMR and STT as obtained experi-
mentally, within Slonczewski’s model and within the present work
Exp. Slonc. present work
GMR 1.6 4.0 3.1
STT 3.4 4.0 3.86
by at least an order of magnitude and consequently does not contribute significantly to
the total torque. The in-plane torque is found to be almost perfectly perpendicular to the
magnetization direction of the free layer. Fitting the in-plane torque to Eq. (9.58) we obtain
an asymmetry of ΛSTT = 3.86 and the prefactor aSTT = 1.4. From the experimental data
on the STT, one extracts an asymmetry of ΛSTT = 3.4, which is in reasonable agreement
with the result of our calculation. Based on Slonczewski’s model an asymmetry of 4.0 is
expected. [92, 94] Interestingly, our calculation predicts a smaller anisotropy parameter
Λ for the GMR (ΛGMR =
√
1 + χGMR = 3.1) than for the STT (ΛSTT = 3.86), which is
in better agreement with the experimental observation than the result of Slonczewski’s
model that both asymmetries, ΛGMR and ΛSTT, agree. In Table 9.2 we list the asymmetry
parameters as obtained from experiment, Slonczewski’s model and the present calculation
for comparison.
In Fig. 9.25 we show the layer-resolved torkance for the configuration with a relative
angle of 90◦. Layers 43 to 49 constitute the free magnetic layer, while layers 9 to 27 form
the fixed magnetic layer. The layer resolved torkances within the interlayer and the buffer
layers are very small when compared to those in the magnetic layers. Within the magnetic
layers the layer resolved torkance exhibits a decaying oscillatory behavior. In case of the
out-of-plane torque the oscillations decay more slowly, which is the reason why the total
out of plane torkance acting on the free magnetic layer is much smaller compared to the
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Figure 9.23: Torkance T (θ) as a function of
the relative angle θ for the Fe-Ag-Fe trilayer
structure.
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Figure 9.24: Torque per current for the Fe-
Ag-Fe nanopillar as a function of the rela-
tive angle θ. Red line: Out-of-plane torque.
Black crosses: In-plane torque. Blue line: Fit
of the in-plane torque with the Slonczewski
model.
Table 9.3: Spin-resolved conductances for parallel and antiparallel alignment of the magnetiza-
tions of the Ag-Fe-Ag-Fe-Au junction.
ΓP[
e2
h
] ΓAP[
e2
h
]
↑ 0.57 0.0873
↓ 0.0289 0.079
total in-plane torkance. The total in-plane torque of the free magnetic layer stems mainly
from the torque on the first two Fe-layers.
In order to estimate how much the results of this section would change if Au instead
of Ag was used as capping layer like in the experiment, we calculated the conductance
for the Ag-Fe-Ag-Fe-Au stacking. The geometry of the Fe-Au interface is discussed in the
next section. For the stacking Ag-Fe-Ag-Fe-Au we obtain a GMR of 260%, which is higher
than the GMR of the stacking Ag-Fe-Ag-Fe-Ag by roughly 50%. In table 9.3 we list the
spin-resolved conductances for parallel and antiparallel alignment of the magnetizations of
the Ag-Fe-Ag-Fe-Au junction. As the junction does not possess inversion or z-reflection
symmetry, the conductances of minority and majority differ for the antiparallel alignment.
From an additional noncollinear calculation at a relative angle of 90◦ we obtain a value of
0.0906 for the normalized resistance r(90◦), which is very close to the value of 0.0972 found
previously for the Ag-Fe-Ag-Fe-Ag stacking. This suggests that the normalized resistances
of the Ag-Fe-Ag-Fe-Au and the Ag-Fe-Ag-Fe-Ag stackings are characterized by very similar
asymmetries, which is in agreement with the expectation that the shape of the GMR signal
should not depend strongly on the details of the system outside the Fe-Ag-Fe trilayer, which
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Figure 9.25: Layer resolved torkance for a relative angle of 90◦ for the Fe-Ag-Fe nanopillar.
Directions with respect to local coordinate frame.
is the heart of the junction.
9.7 GMR and STT in Fe-Au-Fe nanopillars
In the following we study the influence of spin-orbit coupling on GMR and STT for the
Fe-Au-Fe trilayer system. In comparison with the Fe-Ag-Fe spin-valve of the previous
section we expect a stronger influence of spin-orbit coupling for the present system due to
the replacement of Ag by Au. The setup used for our calculation is very similar to the one
of the previous section: Instead of 15 layers of Ag acting as spacer layer we now use 15
layers of Au, while choosing leads, free layer, and fixed layer to have the same composition
as in the previous section. Thus, the system we study in this section is composed of a
semi-infinite Ag lead, a fixed layer of Fe (19 atomic planes), a Au spacer layer (15 atomic
planes), a Fe free layer (7 atomic planes), and a semi-infinite Ag lead, where we modeled
the left and right Ag-leads by explicitly including 8 layers of Ag in the calculation, which
were terminated by embedding potentials of a principal layer of Ag on the left and right
sides, respectively. In total, the embedded region is composed of 57 atomic planes.
We relaxed the atomic coordinates of a symmetric film composed of 6 layers Au, 5
layers Fe, and again 6 layers Au within GGA (parameterization of Perdew, Burke and
Ernzerhof [64]) in order to determine the geometry of the Au-Fe interface. For the Fe and
Au MT-radii we chose values of 1.17 A˚ and 1.40 A˚, respectively, and for the planewave
cutoff 7.4 A˚−1. A 16 × 16 k-point mesh was employed in the calculation. We fixed the
in-plane lattice constant to the experimental lattice constant of Fe (2.867 A˚) and allowed
all atoms of the film to relax during the geometry optimization, which was done neglecting
spin-orbit coupling. The resulting geometry of the Fe-Au interface is illustrated in Fig. 9.26.
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Figure 9.26: Structure of the relaxed Fe-Au interface: Interplanar spacings and their deviations
from the respective bulk values for Fe (green) and Au (red).
Table 9.4: Comparison of results for calculations with spin-orbit coupling (SOC) and without
spin-orbit coupling (NOSOC).
ΓP[
e2
h
] ΓAP[
e2
h
] Γ90◦ [
e2
h
] GMR [%] r(90◦)
SOC 0.744 0.224 0.554 232 0.148
NOSOC 0.755 0.224 0.596 237 0.113
The presence of the interface does not cause the interplanar spacings in Fe to deviate from
their bulk value by more than 0.25%. In Au the maximal deviation of the interplanar
spacing from its bulk value amounts to 2.7% and the interplanar spacing increases as the
interface is approached.
For the calculation of STT and GMR we used the same parameters as in the previous
section on the Fe-Ag-Fe spin-valve. In table 9.4 we compare the integrated conductance
for the parallel, antiparallel and 90◦ configurations as well as the resulting GMR-ratios and
GMR-asymmetries for calculations with spin-orbit coupling and without.
In Figs. 9.27 and 9.28 we show the plots of the integrated conductance and the normal-
ized resistance of the Fe-Au-Fe spin-valve, where spin-orbit coupling has been included in
the calculation. The integration of the conductance has been performed using a 96 × 96
k-point mesh.
Fitting our data for the normalized resistance with Eq. (9.55), we obtain a value of 5.2
for the asymmetry parameter χGMR.
9.8 TMR and STT in Fe-MgO-Fe
The first experimental demonstrations of spin-transfer induced switching have been per-
formed for all-metallic structures. Due to their low resistance (R ∼ 10Ω) and magnetore-
sistance (∆R/R ∼ 5%−50%) they are not well suited for MRAM circuits. Using magnetic
tunnel junctions allows to realize magnetoresistances suitable for application in MRAM
devices. Experimentally, it has been shown for Al2O3-based MTJs [95, 96] and later for
MgO-based MTJs [97, 98, 99] that spin-polarized tunnel currents can switch the magnetic
state via the spin-transfer torque. Besides the prospect of boosting the MRAM technol-
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Figure 9.27: Integrated conductance as a
function of the relative angle between the
magnetization directions for the Fe-Au-Fe
nanopillar using a 98×98 k-mesh for the 2BZ
integration.
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Figure 9.28: Normalized resistance as a func-
tion of the relative angle between the magne-
tization directions for the Fe-Au-Fe nanopil-
lar using a 98 × 98 k-mesh for the 2BZ inte-
gration.
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(a) Parallel Magnetization Alignment.
 0
 0.0005
 0.001
 0.0015
 0.002
 0.0025
 0.003
 0.0035
 0.004
 0.0045
 0.005
-0.5-0.4-0.3-0.2-0.1  0  0.1  0.2  0.3 0.4  0.5
-0.5
-0.4
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0.4
 0.5
(b) Antiparallel Magnetization Alignment.
Figure 9.29: 2BZ plot of the k-dependent conductance (in units of e2/h) per unit cell of the
Ag-Fe-MgO-Fe-Ag MTJ at the Fermi level.
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Figure 9.30: Conductance Γ(θ) per unit cell
at the Fermi level as a function of the relative
angle θ for the Ag-Fe-MgO-Fe-Ag MTJ.
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Figure 9.31: Torkance T (θ) on the free layer
of a Ag-Fe-MgO-Fe-Ag tunnel junction due
to states incident from the left (“fwd”) and
right (“bwrd”) at the Fermi energy.
ogy the investigation of current induced torques in MTJs might lead to better microwave
oscillators [100] and novel radio-frequency detectors [98] based on the spin-torque diode
effect [101].
In the present section, we study a magnetic tunnel junction composed of 8 layers of Ag
(left lead), 19 layers of Fe (fixed layer), 5 layers of MgO (tunnel barrier), 7 layers of Fe (free
layer), and 8 layers of Ag (right lead). The experimental lattice constant of Fe (2.867 A˚)
is used as in-plane lattice constant. The structure of the relaxed interfaces of Fe/Ag and
Fe/MgO have been discussed already in section 9.6 and chapter 8.3, respectively. Ab-initio
calculations of current induced torques in a comparable MgO-based tunnel-junction are
discussed in Ref. [102]. The MTJ of Ref. [102] consists of an MgO barrier (6 monolayers),
a Fe fixed layer (20 monolayers), and a Fe free layer (variable thickness between 1 and 20
monolayers) embedded between semi-infinite Cu in bcc-Fe structure. Consequently, the
heart of the MTJ investigated in Ref. [102] is similar to the one of our setup, which allows
us to compare our results.
The k-dependent conductance at the Fermi energy is shown in Fig. 9.29 for relative
angles of 0◦ and 180◦. In agreement with our discussion of spin-dependent tunneling in
Fe/MgO/Fe MTJs in section 8.3 the conductance in the parallel alignment is dominated by
a broad peak around Γ¯, while the conductance at Γ¯ is strongly reduced for the antiparallel
alignment: At Γ¯ Fe is a half-metal (only majority states) at the Fermi level for states
with ∆1 symmetry, which decay most slowly in MgO and hence contribute strongest to the
tunneling. In contrast to the all-metallic junctions discussed in the previous sections, the
current is carried only by a small fraction of the Fermi surface. This is expected to reduce
dephasing, which controls the decay of the torque in all-metallic spin-valves.
In Fig. 9.30 we show the integrated conductance per unit cell at the Fermi level as a
function of the angle between the magnetization directions. The angular dependence of
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(a) In-Plane Torkance. (b) Out-of-Plane Torkance.
Figure 9.32: 2BZ plot of the k-dependent torkance (in units of e/(2pi)) per unit cell of the
Ag-Fe-MgO-Fe-Ag MTJ at the Fermi level.
the conductance is very well captured by the model
Γ(θ) = a0 + a1 cos(θ). (9.75)
Fitting this model to our ab-initio results we obtain a0 = 1.59 × 10−3e2/h and a1 =
1.55× 10−3e2/h. The proportionality of the conductance to cos(θ), which is typical [103,
83, 104, 105, 106] for tunnel junctions, is a direct consequence of Eq. (9.4). In table 9.5 we
list conductivities and resistivities at 0◦ and 180◦. The corresponding TMR-value is given
by (RAP − RP )/RP = 8800%.
In Fig. 9.32 the k-resolved in-plane and out-of-plane torkances are shown for states
incident from the left at the Fermi energy for the configuration with 90◦ relative angle be-
tween the magnetization directions. As expected on the basis of the k-resolved conductance
shown in Fig. 9.29 basically only a small area around Γ¯ contributes to the total torkance.
This is in marked contrast to what we found for all-metallic junctions in the previous
sections. Furthermore, while we found the k-resolved torkance of all-metallic junctions to
exhibit strong variations in the 2BZ, it is relatively smooth for the MTJ studied here.
The angular dependence of the torkance on the free layer at the Fermi energy is shown
in Fig. 9.31. We show only the in-plane torkance due to electrons incident from the left as
the one due to electrons incident from the right is equal but opposite. The out-of-plane
torkances due to states incident from left and right differ. As expected on the basis of
Eq. (9.4) and in agreement with theoretical predictions [103, 83, 106, 107, 108] for the
torkance due to ballistic electrons the model
T‖(θ) = b sin θ (9.76)
gives a very good description of the in-plane component of the torque. From the fit to our
ab-initio results we obtain the parameter b = 6.95× 10−4e/(2π). According to the theory
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of Slonczewski [103], the in-plane torkance T‖(θ) is predicted to be related to the resistance
in parallel configuration, (dV/dI)P, and the polarization P as follows:
T‖(θ)
sin(θ)
(
dV
dI
)
P
=
~
4e
2P
1 + P 2
. (9.77)
Thus, we assume that this product of in-plane torkance and resistance does not depend
strongly on the device geometry and allows a comparison of our results to the experiment.
Note, that this quantity is similar to the torque per current. However, at variance with the
definition of the torque per current, effectively the torkance at 90◦ is divided by the con-
ductance at 0◦ in Eq. (9.77). In the experiment of Ref. [97] (1.25nm MgO barrier between
Co60Fe20B20 leads of 2.5nm and 3nm) the resistance in the parallel configuration is 3.19 kΩ
and the in-plane torkance was measured to be T‖(θ)/ sin(θ) = (0.13± 0.02)~/(2ekΩ), i.e.,
the value of the left-hand side of Eq. (9.77) is (0.21±0.03)~/e. From the fits of the models,
Eq. (9.76) and Eq. (9.75), to our data we obtain
T‖(θ)
sin(θ)
(
dV
dI
)
P
=
b
a0 + a1
=
6.95 · 10−4e/(2π)
1.59 · 10−3e2/h+ 1.55 · 10−3e2/h = 0.22
~
e
, (9.78)
which is in excellent agreement with the experiment of Ref. [97]. One may also estimate
this value as follows: As the conductance in the antiparallel configuration is smaller than
the conductance in the parallel configuration by roughly two orders of magnitude, the con-
ductance at 90◦ is approximately half of the conductance at 0◦. Thus, Eq. (9.77) amounts
to roughly half of the torque per current at 90◦. If the angle between the magnetizations
is 90◦ it is expected that per electron an angular momentum of ~/2 is transferred to the
free magnetic layer and likewise to the fixed magnetic layer, resulting in a value of 0.25~
e
for Eq. (9.77). The deviation of the ab initio result (0.22~
e
) and the experimental result
((0.21± 0.03)~/e) from this ideal value are quite small. In Ref. [102] an even better agree-
ment with this simple model description is reported: At 90◦ relative angle the torque per
current is found to be almost exactly 0.5~
e
. In agreement with Ref. [102] we find also
the out-of-plane torkance due to states incident from the left to be almost perfectly sinu-
soidal. However, in contrast to Ref. [102] the out-of-plane torkance due to states incident
from the left is larger than the in-plane torkance in our case and the out-of-plane torkance
due to states incident from the right is not sinusoidal. Generally, when compared to the
in-plane torque the out-of-plane torque depends stronger on the geometry of the system,
which might explain the discrepancy between our results and those of Ref. [102]. Exper-
imentally, it was found that in MgO-based MTJs the out-of-plane torque can be sizable
(10-30% of the size of the in-plane torque) and substantially affect the magnetization dy-
namics [97, 99, 109]. While the out-of-plane torque measured in experiments is smaller
than the in-plane torque, one has to take into account that it exhibits a strong dependence
on the geometry: Due to fluctuations of the thicknesses of the magnetic layers or the bar-
rier the out-of-plane torque may be strongly reduced due to averaging [102]. Consequently,
the finding of a small out-of-plane torque in the experiment is not necessarily significant
for an ideal junction. Considerable attention has been devoted to the bias-dependence of
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Table 9.5: Conductivities and resistivities of the Ag-Fe-MgO-Fe-Ag junction.
ΓP/u.c. [e
2/h] ΓP/A [S/m
2] RPA[Ωm
2] ΓAP/u.c. [e
2/h] ΓAP/A [S/m
2] RAPA[Ωm
2]
3.13 · 10−3 1.48 · 1012 6.78 · 10−13 3.53 · 10−5 1.66 · 1010 6.01 · 10−11
the out-of-plane torque [110, 97, 111, 112] and the question whether it follows a linear or
a quadratic dependence on the bias. According to Ref. [113] a symmetric bias dependence
is expected only in symmetric MTJs. Clearly, our setup is not perfectly symmetric as the
free and fixed layer thicknesses differ.
The in-plane components of the layer-resolved torkance at a relative angle of 90◦ are
shown in Fig. 9.33. Since the layer-resolved in-plane torkance due to states incident from
the left is equal but opposite to the in-plane torkance due to states incident from the right,
we show only one case. Layers 33-39 constitute the free magnetic layer, layers 9-27 the
fixed magnetic layer, and layers 28-32 the MgO-barrier. As the total spin of the fixed
magnetic layer is parallel to the x-axis, while the total spin of the free magnetic layer is
parallel to the y-axis, the in-plane torque on the free layer points in x-direction and the
in-plane torque on the fixed layer points in y-direction. Clearly, the torques on both the
free and the fixed layer are exerted almost entirely on the one layer which touches the
barrier. Thus, the decay of the layer-resolved in-plane torque is faster than for the metallic
spin-valves we had studied in the preceding sections. The torques within the barrier and
the Ag-layers are very small when compared to the torques on the magnetic layers.
A plot of the layer-resolved out-of-plane torkances for the two cases of states incident
from the left and states incident from the right is depicted in Fig. 9.34. There are several
qualitative differences between the torkances for the two directions of incidence. While the
out-of-plane torque on the free layer due to states coming from the left is strongly localized
in the first layer of the free magnetic layer, this is not true for states coming from the right.
However, the out-of-plane torque associated with left-moving electrons on the fixed layer
is relatively well localized in the first layers of the fixed magnetic layer, while this is not
the case for the right-moving electrons. Interestingly, there are substantial out-of-plane
torques on those MgO and Ag-layers which are close to the magnetic layers if the electrons
are left-moving. This is why we included these torques into the total torque on the free
magnetic layer as shown in Fig. 9.31. The inclusion of these torques in the summation
has a large effect. To show this, we plot in Fig. 9.35 the torkance due to states incident
from the right, but summing only the torkances of the magnetic atoms of the free layer.
The out-of-plane torkance exhibits now an interesting angular dependence, namely it is
roughly proportional to sin(2θ). Additionally, its values are very large when compared to
the in-plane torkance.
The torque per current for the case of right-moving electrons is shown in Fig. 9.36.
Clearly, the strong asymmetry is due to the strong variation of the conductance as a
function of the relative angle, which is typical of MTJs.
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Figure 9.33: Layer-resolved in-plane torkance
T (θ) per unit cell at the Fermi level due to
states incident from the left and at a relative
angle of 90◦ for the Ag-Fe-MgO-Fe-Ag MTJ.
Directions refer to the global frame. In-plane
torkances due to states incident from the
right are equal but opposite and not shown.
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Figure 9.34: Layer-resolved out-of-plane
torkance T (θ) per unit cell at the Fermi
level and at a relative angle of 90◦ for the
Ag-Fe-MgO-Fe-Ag tunnel junction due to
states incident from the left (“fwd”) and right
(“bwrd”).
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Figure 9.35: Torkance T (θ) on the free layer
of a Ag-Fe-MgO-Fe-Ag tunnel junction due
to states incident from the right at the Fermi
energy.
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Figure 9.36: Torque per current T (θ)/Γ(θ) on
the free layer of a Ag-Fe-MgO-Fe-Ag tunnel
junction due to states incident from the left
at the Fermi energy.
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Figure 9.37: Layer-resolved in-plane torkance
T (θ) per unit cell at the Fermi level due to
states incident from the left and at a relative
angle of 90◦ for the Ag-Co-MgO-Co-Ag MTJ.
Directions refer to the global frame. In-plane
torkances due to states incident from the
right are equal but opposite and not shown.
9.8.1 Co instead of Fe in the magnetic layers
In order to investigate the dependency of the torque on the material of the magnetic layers
in MgO-based MTJs, we performed calculations of a magnetic tunnel junction composed
of 8 layers of Ag (left lead), 19 layers of Co (fixed layer), 5 layers of MgO (tunnel barrier),
7 layers of Co (free layer) and 8 layers of Ag (right lead). This is the same stacking as
in the Fe/MgO/Fe MTJ discussed above, but with Fe replaced by Co. The Fe/Co and
Co/MgO interfaces have been discussed already in section 8.4. Due to Eq. (9.75,9.76) it is
sufficient to compute the conductance and the in-plane torkance at a relative angle of 90◦
to capture the main properties of the MTJ. The conductance at 90◦ is 4.25 ·10−3e2/h. The
torkance at 90◦ is 2.04 ·10−3e/(2π). Thus, the value of Eq. (9.77) amounts to 0.24~/e. Like
in the case of the Fe/MgO/Fe junction discussed above, this is in very good agreement
with 0.25~/e, which is expected from the simple model of a MTJ between two half-metals,
which we discussed in the context of Eq. (9.77). However, in contrast to the Fe/MgO/Fe
junction, the layer-resolved in-plane torkance decays much more slowly: All atomic layers
of the free magnetic layer experience a significant share of the total in-plane torque. This
is shown in Fig. 9.37.
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Chapter 10
Wannier Functions
Commonly, the electronic structure of periodic solids is described in terms of Bloch func-
tions (BFs), which are eigenfunctions of both the Hamiltonian and lattice translation oper-
ators. Due to their delocalized nature BFs are difficult to visualize and hence do not offer
a very intuitive picture of the underlying physics. For the same reason, BFs do not provide
a very efficient framework for the study of local correlations. An alternative approach
to electronic structure that does not exhibit these weaknesses is provided by maximally
localized Wannier functions (MLWFs). Related to the BFs via a unitary transformation,
MLWFs constitute a mathematically equivalent concept for the study of electronic struc-
ture. They are well localized in real space and in contrast to the complex BFs purely real1,
at least for collinear systems without spin-orbit coupling. Therefore, it is easy to visualize
them and to gain physical insight e.g. into the bonding properties of the system under
study by extracting characteristic parameters such as the MLWFs’ centers, spreads, and
hopping integrals as well as by analyzing their shapes.
Wannier functions (WFs) were first introduced by Wannier in 1937 [114] as the Fourier
transforms of BFs. Similar to a δ-function, which is the Fourier transform of a plane
wave, WFs are localized in real space while the BFs are not. However, BFs are only
determined up to an arbitrary phase factor, and hence the definition of WFs as Fourier
transforms of BFs does not specify the WFs uniquely. As the localization properties of
the WFs depend strongly on the phase factors of the BFs, the Wannier function approach
experienced little enthusiasm until very recently, after methods for the calculation of WFs
with optimal localization properties had been developed. One of these new techniques for
the construction of localized WFs is based on the N-th order muffin-tin-orbital (NMTO)
method [115, 116, 117]. Another method performs at each k-point a unitary transformation
among the BFs belonging to different bands yielding a new set of functions, the Fourier
transforms of which are the MLWFs [19]. Only the latter technique is considered in this
work.
Shedding new light on otherwise hard to calculate properties of materials, nowadays
1In the presence of spin-orbit coupling the requirement of real-valuedness of the Wannier function
cannot be fulfilled in general. Similarly, the Wannier functions of non-collinear structures are generally
complex-valued.
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MLWFs have almost reached the popularity of BFs, and using both allows to achieve a rich
diversity in understanding, originating from revealing both itinerant and localized aspects
of electrons in periodic potentials. For example, a modern theory of polarization [118, 119,
120, 24, 121] is based on the displacements of the centers of the MLWFs. The orbital
polarization may be expressed in terms of MLWFs [122, 123]. Studying the MLWFs for
disordered systems yields a transparent description of bonding properties [124]. MLWFs
provide a minimal basis set that allows for efficient computations of the quantum transport
of electrons through nanostructures and molecules [125, 126]. Within the research area of
strongly correlated electrons MLWFs are becoming the preferred basis for studying the
local correlations [21, 22, 23].
10.1 Maximally localized Wannier functions
For an isolated band, i.e., a band that does not become degenerate with other bands at
any k-point, with corresponding BFs |ψk〉, the definition of WFs as Fourier transforms of
BFs leads to the following expression:
|WR〉 = 1
N
∑
k
e−ik·R|ψk〉, (10.1)
where R is a direct lattice vector, which specifies the unit cell the WF belongs to, and the
Brillouin zone is represented by a uniform mesh of N k-points. The |ψk〉 are normalized
with respect to the unit cell, while the |WR〉 constitute an orthonormal basis set with
respect to the volume of N unit cells:
〈ψk|ψk′〉 = Nδk,k′ ,
〈WR|WR′〉 = δR,R′,
(10.2)
where the integration is over N unit cells. However, Eq. (10.1) does not define the WFs
uniquely: The BFs are determined only up to a phase factor – hence, for a given set of
BFs and a general k-point dependent phase φ(k),
|WR〉′ = 1
N
∑
k
e−ik·Reiφ(k)|ψk〉 (10.3)
equally constitute a set of WFs.
10.1.1 One dimensional example
In the following we illustrate some basic properties of Wannier functions using the one-
dimensional model potential
V (x) = − cos(2πx). (10.4)
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Clearly, the periodicity of this potential is simply 1. We construct Wannier functions
corresponding to the first band from the Bloch functions at the 5 k-points −0.8π, −0.4π,
0.0, 0.4π, 0.8π. According to the discussion above, we consider the set of Wannier functions
|W 〉 = 1
5
[
eiφ1 |k = −0.8π〉+ eiφ2|k = −0.4π〉+
+ eiφ3 |k = 0.0〉+ eiφ4 |k = 0.4π〉+ eiφ5 |k = 0.8π〉] , (10.5)
which still has a gauge freedom due to the arbitrariness of the phases φ1, φ2, φ3, φ4 and
φ5. In Fig. 10.1 we show the resulting Wannier functions for four different choices of
phases. The phases of the Wannier function in Fig. 10.1(a) have been chosen such that the
localization is maximal, i.e., the spread
〈W |x2|W 〉 =
∫
|W (x)|2x2d x (10.6)
is minimal. Redefining the Bloch functions in such a way that the phases are all zero for
this maximally localized Wannier function, the phases of the remaining Wannier functions
in Fig. 10.1 are:
b (π, 0, 0, 0, π)
c (0, π, 0, π, 0)
d (π, π, 0, π, π).
All four Wannier functions are real-valued, but they are very different regarding their
localization. In the next section we will discuss how well-localized Wannier functions may
be generated in general.
We constructed the Wannier functions from 5 equidistant k-points. This has the con-
sequence, that the resulting Wannier functions have a period of 5 unit cells, which can
clearly be seen in Fig. 10.1. In general the Wannier functions exhibit a periodicity of N
unit cells, if they are constructed from N k-points. This may be understood as follows:
We assume the number N of k-points to be odd. The set of k-points is then given by
kn =
2nπ
LN
, n = −N − 1
2
, . . . ,
N − 1
2
, (10.7)
where L is the length of the unit cell. In general, Bloch functions may be written as a
product of a lattice periodic part and the phase factor eikx (see also Eq. (10.10) below).
Clearly, the Bloch functions are then periodic in NL for the set of k-points specified in
Eq. (10.7). Consequently, the resulting Wannier functions are also periodic in NL.
Usually, the local maxima of |W (x)| are located either in the minima of the potential
or at least close to them. The Wannier function in Fig. 10.1(a), which possesses optimal
localization properties with respect to the criterion Eq. (10.6), exhibits one well pronounced
maximum at zero, in a minimum of the potential. However, even for this maximally
localized Wannier function, there exist local maxima of |W (x)|. They are due to the
hybridization between neighboring sites. If we increase the depth of the potential the
hybridization will decrease and the satellite peaks of |W (x)| will get smaller and smaller.
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Figure 10.1: Wannier functions of a one-dimensional model potential. (a) Maximally localized
Wannier function. (b),(c),(d) The Wannier functions are constructed from the same Bloch func-
tions as (a), but the phases of the Bloch functions differ from the choice in (a). The localization
property depends very strongly on the phases of the Bloch functions.
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10.1.2 Maximal localization procedure
For their use in practice, it is desirable to have WFs that decay exponentially in real space,
exhibit the symmetry properties of the system studied, and are real- rather than complex-
valued1 functions. For the one-dimensional Schro¨dinger equation and an isolated single
energy band, Kohn [127] has shown that there exists only one WF which is real1, falls
off exponentially with distance and has maximal symmetry. WFs with maximal spatial
localization [19] (MLWFs) fulfill these requirements of real-valuedness1, optimal decay
properties and maximal symmetry. The constraint of maximal localization eliminates the
nonuniqueness of WFs and determines φ(k) up to a constant.
In the general case, energy bands cross or are degenerate at certain k-points, making
it necessary to consider a group of bands. This increases the freedom in defining WFs
further, as now bands may be mixed at each k-point via the transformation U
(k)
mn:
|WRn〉 = 1
N
∑
k
e−ik·R
∑
m
U (k)mn|ψkm〉, (10.8)
where the BF has a band index m, the WF an orbital index n, and the number of bands –
which may depend on the k-point – has to be larger than or equal to the number of WFs
that are supposed to be extracted. Imposing the constraint of maximal spatial localization
on the WFs determines the set of U
(k)
mn-matrices up to a common global phase [19, 20]. In
case the number of bands is equal to the number of WFs, the U
(k)
mn matrices are unitary.
This situation usually occurs when an isolated group of bands may efficiently be chosen for
the system under study. In the more general case of entangled energy bands [20], however,
the number of bands is k-point dependent and U
(k)
mn no longer unitary.
Requiring the spread of the WFs to be minimal imposes the constraint of maximal
spatial localization. The spread of the WFs is defined as the sum of the second moments,
Ω =
∑
n
[〈r2〉n − (〈r〉n)2], (10.9)
where 〈〉n denotes the expectation value with respect to the Wannier orbital |W0n〉 and
the sum includes all WFs formed from the composite group of bands. Minimization of the
spread yields the set of optimal U
(k)
mn-matrices.
An efficient algorithm for the minimization of the spread Eq. (10.9) has been given
by Marzari and Vanderbilt first for isolated groups of bands [19], and later on generalized
for the case of entangled energy bands [20]. The corresponding computer code is publicly
available [128] and was used in this work. Two quantities are required as input by this
computational method and have to be provided by the first-principles calculation: First, the
projections A
(k)
mn = 〈ψkm|gn〉 of localized orbitals |gn〉 onto the BFs are needed to construct
a starting point for the iterative optimization of the MLWFs. Second, the overlaps between
the lattice periodic parts
ukm(r) = e
−ik·rψkm(r) (10.10)
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of the BFs at nearest-neighbor k-points k and k+ b,
M (k,b)mn = 〈ukm|uk+b,n〉, (10.11)
are necessary to evaluate the relevant observables [19]:
〈r〉n = − 1
N
∑
k,b
wb bℑ ln M˜ (k,b)nn (10.12)
and
〈r2〉n = 1
N
∑
k,b
wb
[
1− |M˜ (k,b)nn |2 + (ℑ ln M˜ (k,b)nn )2
]
, (10.13)
where wb is a weight associated with b, and
M˜ (k,b)mn =
∑
m1
∑
m2
(U (k)m1m)
∗U (k+b)m2n M
(k,b)
m1m2
(10.14)
evolves during the minimization process due to the iterative refinement of the U
(k)
mn . The
relations Eqns. (10.12, 10.13) are valid for uniform k-point grids, while in the continuum-
limit the k-space expressions for the matrix elements of the position operator are given
by [19]
〈WRn|r|W0m〉 = i V
(2π)3
∫
d3keik·R〈u˜kn|∇k|u˜km〉 (10.15)
and
〈WRn|r2|W0m〉 = − V
(2π)3
∫
d3keik·R〈u˜kn|∇2k|u˜km〉. (10.16)
Replacing the gradient ∇k by finite-difference expressions valid on a uniform k-point mesh,
one obtains the weights wb in Eqns. (10.12, 10.13). Through Eqns. (10.12, 10.13, 10.14)
the spread Ω in Eq. (10.9) may be expressed in terms of and be minimized with respect to
the U
(k)
mn-matrices.
Interestingly, for a composite isolated group of bands the sum of the centers of the
Wannier functions, ∑
n
〈r〉n = constant, (10.17)
does not depend on the unitary transformation U
(k)
mn . More precisely, it can only change by
a lattice translation vector. Hence, it is gauge invariant modulo a lattice translation vector.
This will become clear in section 10.6 on the Berry phase. Clearly, our one-dimensional
example shown in Fig. 10.1 exhibits this property: The center of mass of the Wannier
function does not change when the phases of the Bloch functions are changed, only the
spread changes.
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10.1.3 First-guess Wannier functions
The iterative optimization process requires as a starting point first guesses for the MLWFs.
In order to construct these, one projects localized orbitals |gn〉 onto the BF-subspace:
|φkn〉 =
∑
m
|ψkm〉〈ψkm|gn〉 =
∑
m
A(k)mn |ψkm〉. (10.18)
As the first-guess WFs are supposed to constitute an orthonormal basis set, the |φkn〉 are
orthonormalized via the overlap matrix S
(k)
mn = 〈φkm|φkn〉
|ψ˜kn〉 =
∑
m
((S(k))−
1
2 )mn|φkm〉, (10.19)
before the WFs are calculated from them according to
|WRn〉 = 1
N
∑
k
e−ik·R|ψ˜kn〉. (10.20)
While the first-guess WFs are dependent on the choice of localized orbitals |gn〉 they
converge in the ideal case to the one and only one set of MLWFs in the course of the
minimization procedure. However, the spread functional Ω, Eq. (10.9), may possess local
minima besides the global minimum, i.e., when the iterative minimization of the spread
has converged into a minimum, it is not clear that the corresponding WFs are MLWFs
since there might exist a smaller minimum of the spread. In section 10.8.1 we will present
an example, where the minimization of the spread leads to a local minimum if the first-
guess Wannier functions are not chosen optimally. Thus, even though the gauge degrees
of freedom that remain on the level of the first-guess Wannier functions are eliminated
by the minimization of the spread functional, it is important in practice to start from
good first-guess Wannier functions, i.e., the localized orbitals |gn〉 should be chosen such
that they resemble the MLWFs as closely as possible. In fact, choosing the |gn〉 arbitrarily
increases the effort to find the minimum of the spread considerably, i.e., far more iterations
are needed.
Although the first-guess WFs of Eq. (10.20) are not unique they agree well with the
MLWFs in many cases. Examples where there is substantial difference between first-
guess WFs and MLWFs include systems where the centers of the Wannier orbitals do not
coincide with the centers of the atoms. If for the system under study the first-guess WFs
are already satisfactory, one may skip the localization procedure and take Eq. (10.20) as
the final result. Computing WFs in this way requires much less time, as the M
(k,b)
mn matrix
elements do not have to be calculated and the minimization of the spread functional is
not performed. First-guess WFs have been successfully applied to describe SrVO3 [22],
V2O3 [22] and NiO [129], for example.
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10.2 Implementation within the FLAPW method
10.2.1 Calculation of M
(k,b)
mn within the FLAPW formalism
For the calculation of MLWFs the most important quantity is the M
(k,b)
mn matrix, which –
according to Eqns. (10.12, 10.13) – contains all information needed to determine spreads
and centers. With the lattice periodic part ukm(r) being related to its BF by ukm(r) =
e−ik·rψkm(r), the M
(k,b)
mn matrix elements assume the form
M (k,b)mn =
∫
e−ib·r(ψkm(r))∗ψ[k+b]BZ,n(r) d
3r. (10.21)
By [k]BZ we denote the wave vector obtained from k by subtracting the reciprocal lattice
vector that moves k into the first Brillouin zone, according to [k]BZ = k−G(k).
Within FLAPW [130, 17], space is partitioned into the muffin-tin (MT) spheres centered
around atoms µ and the interstitial (INT) region. Consequently, M
(k,b)
mn has contributions
from both,
M (k,b)mn =M
(k,b)
mn |INT +
∑
µ
M (k,b)mn |MTµ, (10.22)
which will be discussed separately in the following. The treatment of the vacuum regions
occurring in film and one-dimensional setups is discussed in the sections 10.2.4 and 10.2.5,
respectively.
Inside the muffin-tin, the BF is expanded into spherical harmonics, radial basis functions
ul, which are solutions of the scalar relativistic equation at band-averaged energies, and
the energy derivatives u˙l of the ul:
ψkm(r)|MTµ =
∑
L
[
AµL,m(k)u
µ
l (r
′) +BµL,m(k)u˙
µ
l (r
′)
]
YL(rˆ
′), (10.23)
where atom µ is located at τ µ and r
′ = r− τ µ. Here, m is the band-index and L = (l, lz)
stands for the angular momentum quantum numbers l and lz. The case where the LAPW
basis is supplemented with local orbitals is treated in section 10.2.2. Using the Rayleigh
plane wave expansion
e−ib·r = 4πe−ib·τµ
∑
L
(−1)liljl(r′b)YL(bˆ)Y ∗L (rˆ′), (10.24)
the contribution M
(k,b)
mn |MTµ of the muffin-tin region of atom µ to the M (k,b)mn matrix reads:
M (k,b)mn |MTµ = 4πe−ib·τµ
∑
L,L′
[
(AµL,m(k))
∗AµL′,n([k + b]BZ)t
µ
11(b, L, L
′)+
+(AµL,m(k))
∗BµL′,n([k + b]BZ)t
µ
12(b, L, L
′)+
+(BµL,m(k))
∗AµL′,n([k + b]BZ)t
µ
21(b, L, L
′)+
+(BµL,m(k))
∗BµL′,n([k+ b]BZ)t
µ
22(b, L, L
′)
]
.
(10.25)
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The matrix elements tµ11(b, L
′′, L) and tµ12(b, L
′′, L) are given by the sums over radial inte-
grals
tµ11(b, L
′′, L) =
∑
L′
G
mm′m′′
ll′l′′ (bˆ)
∫
r2jl′(rb)u
µ
l (r)u
µ
l′′(r)d r,
tµ12(b, L
′′, L) =
∑
L′
G
mm′m′′
ll′l′′ (bˆ)
∫
r2jl′(rb)u˙
µ
l (r)u
µ
l′′(r)d r,
(10.26)
and analogously for tµ21 and t
µ
22, where
G
mm′m′′
ll′l′′ (bˆ) = G
mm′m′′
ll′l′′ i
l′(−1)l′YL′(bˆ), (10.27)
with the Gaunt coefficients
Gmm
′m′′
ll′l′′ =
∫
Ylm(rˆ)Y
∗
l′m′(rˆ)Y
∗
l′′m′′(rˆ) dΩ. (10.28)
The properties of the Gaunt coefficients are discussed in appendix A.
The quantities defined in Eq. (10.26) depend on the vectors b joining a given k-point
to its nearest neighbors. As a uniform k-mesh is used the set of b vectors and hence also
the integrals defined in Eq. (10.26) are independent of the k-point. Thus, the quantities
Eq. (10.26) have to be calculated only once.
Employing the expansion of the BF in the interstitial region
ψkm(r) =
1√
V
∑
G
ckm(G)e
i(k+G)·r, (10.29)
the INT contribution to the M
(k,b)
mn matrix is deduced:
M (k,b)mn |INT =
1
V
∑
G,G′
(ck,m(G))
∗c[k+b]BZ,n(G
′)
∫
INT
ei([k+b]BZ,n+G
′)·r e−i(k+G)·r e−ib·r d3x,
(10.30)
where the integration stretches over the interstitial only. Introducing the step function
Θ(r) that cuts out the muffin tins and its Fourier transform ΘG, Eq. (10.30) can be cast
into the final form
M (k,b)mn |INT =
∑
G,G′
(ck,m(G))
∗c[k+b]BZ,n(G
′)ΘG(k+b)+G−G′ , (10.31)
where G(k + b) denotes the reciprocal space vector that moves (k + b) into the first
Brillouin zone, [k + b]BZ = k+ b−G(k+ b).
10.2.2 Local orbital contributions to the M
(k,b)
mn matrix
In order to increase the variational freedom of the FLAPW-basis or to describe semicore
levels adequately, it may be supplemented by local orbitals [33]. In this case the expressions
for the BFs in the spheres are modified:
ψkm(r)|MTµ =
∑
L
(AµL,m(k)u
µ
l (r)+B
µ
L,m(k)u˙
µ
l (r))YL(rˆ)+
∑
Lo
CµLo,m(k)u
µ
lo(r)YLo(rˆ), (10.32)
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where Lo = (lo,mo) stands for the corresponding values of the angular quantum numbers
(l,m) assigned to each local orbital. Due to the local orbitals, additional terms arise in
the expression Eq. 10.25 for the M
(k,b)
mn |MTµ matrix:
M
(k,b)
mn |LoMTµ = 4πe−ib·τµ×
×(
∑
L,Lo′
(AµL,m(k))
∗CµLo′,m([k+ b]) t
µ
11(b, L, Lo
′)+
+
∑
L,Lo′
(BµL,m(k))
∗CµLo′,m([k+ b]) t
µ
21(b, L, Lo
′)+
+
∑
Lo,L′
(CµLo,m(k))
∗AµL′,m([k+ b]) t
µ
11(b, Lo, L
′)+
+
∑
Lo,L′
(CµLo,m(k))
∗BµL′,m([k+ b]) t
µ
12(b, Lo, L
′)+
+
∑
Lo,Lo′
(CµLo,m(k))
∗CµLo′,m([k+ b]) t
µ
11(b, Lo, Lo
′)),
(10.33)
where the corresponding radial function for the local orbital is taken in the tµij-integrals,
whenever a radial function u has an index lo.
10.2.3 Calculation of A
(k)
mn within the FLAPW formalism
For the localized orbitals |gn〉 required to determine the first-guess WFs, we mostly use
functions that are zero everywhere in space except in the muffin-tin sphere of that atom,
to which the resulting WF is attributed in this sense. In practice, this works not only for
WFs that are atom-centered but also for bond-centered ones. Thus, gn(r) is given by
gn(r) =
∑
L
cn,Lu˜l(r
′)YL(rˆ′), (10.34)
where r′ = r−τ µ is the position relative to the center of the atom, to which the first-guess
WF is attributed, and the coefficients cn,L control the angular distribution of gn(r). For
the radial part u˜l(r) of the localized orbital we use the solution u
µ
l (r) of the radial scalar
relativistic equation for the actual potential obtained from the first-principles calculation
at an energy corresponding to the bands from which the WF is constructed. It is also
possible to use Gaussians [19], or the radial parts of hydrogenic wave functions for u˜l(r).
Where angular momentum is concerned in Eq. (10.34), contributions of different angular
momenta have to be summed in the general case to allow the definition of hybrids such as
sp3 orbitals, while there is only an l = 2 contribution for WFs corresponding to d orbitals,
for example.
For a general radial part u˜l(r) the projection of the localized orbital |gn〉 onto the BF
is given by
A(k)mn =
∑
L
cn,L[(a
µ
L,m(k))
∗
∫
uµl (r)u˜l(r)r
2dr + (bµL,m(k))
∗
∫
u˙µl (r)u˜l(r)r
2dr], (10.35)
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where the expansion of the BF given in Eq. (10.23) was used. Choosing u˜l(r) = u
µ
l (r)
Eq. (10.35) simplifies as follows:
A(k)mn = 〈ψkm|gn〉 =
∑
L
cn,L(a
µ
L,m(k))
∗. (10.36)
In order to construct better first guesses for bond-centered WFs |gn〉 may also be con-
structed as a linear combination of two localized orbitals - one orbital for each atom
participating in the bond. An example for this will be given in section 10.8.3 on graphene.
10.2.4 The M
(k,b)
mn matrix in case of film calculations
In case of the film implementation of the FLAPW method, an additional semi-infinite
vacuum region is present, which results in an additional contribution to the wave func-
tion overlaps M
(k,b)
mn |VAC. In the following we give explicit expressions for the vacuum
contributions to the M
(k,b)
mn matrix elements.
In the film geometry, the interstitial region stretches in z-direction from −D/2 to D/2,
which is chosen to be the direction orthogonal to the film. Thus, one of the two vacua
extends from −∞ to −D/2 while the second vacuum extends from D/2 to +∞. The two
vacua are treated analogously and we will restrict the discussion to the vacuum between
D/2 and +∞. According to the topology of the vacuum region, the Bloch wave functions
are represented there in the following way:
ψk‖m(r)|VAC =
∑
G‖
ΨmG‖(k‖, z)e
i(G‖+k‖)·r‖ , (10.37)
with
ΨmG‖(k‖, z) = A
m
G‖
(k‖)u
k‖
G‖
(z) +BmG‖(k‖)u˙
k‖
G‖
(z), (10.38)
where G = (G‖, Gz) and r = (r‖, z) have been used, with G‖ and r‖ the in-plane com-
ponents. The k-point k‖ belongs to the two-dimensional BZ. ukG‖(z) and u˙
k
G‖
(z) are the
solution of the one-dimensional Schro¨dinger equation in the vacuum and its energy deriva-
tive, respectively. Substituting Eq. 10.37 into Eq. 10.21 yields:
M
(k‖,b)
mn =
∑
G‖
∑
G′
‖
∫
VAC
eiG·x(ΨmG‖(k‖, z))
∗ΨnG′
‖
([k‖ + b], z) d
3r (10.39)
with G = G′‖ − G‖ − G(k‖ + b). While vectors k‖ and [k‖ + b] always lie in the two-
dimensional Brillouin zone, the b and G(k‖ + b) vectors have a z-component in general,
which leads to the following expression for the M
(k‖,b)
mn matrix elements:
M
(k‖ ,b)
mn =
∑
G‖,G
′
‖
S‖δG‖
∫ ∞
D/2
e−i Gz(k‖+b) z(ΨmG‖(k‖, z))
∗ΨnG′
‖
([k‖ + b], z) dz, (10.40)
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where S‖ is the in-plane unit-cell area and the last integral is a linear combination of
one-dimensional integrals of the form
∫ ∞
D/2
e−i Gz(k‖+b) z u
k‖
G‖
(z) u
[k‖+b]
G′
‖
(z) dz,∫ ∞
D/2
e−i Gz(k‖+b) z u
k‖
G‖
(z) u˙
[k‖+b]
G′
‖
(z) dz,
(10.41)
which are easily computed numerically for every pair of (G‖,G′‖).
10.2.5 The M
(k,b)
mn matrix in case of one dimensional calculations
In the case of the one-dimensional setup the vacuum region surrounds a cylinder with the
symmetry axis along the z-direction and radius Rvac. The wave function in the vacuum is
represented in the following form (in the 1D case the Bloch vector is k = (0, 0, kz)):
ψkzm(r) =
∑
Gz ,p
(Am,kzp,Gz u
Gz
p (kz, r) +B
m,kz
p,Gz
u˙Gzp (kz, r))e
ipϕei(Gz+kz)z, (10.42)
where r = (z, r, ϕ) in cylindrical coordinates, Gz is the z-component of the reciprocal vector
G, and p is an integer number labeling a cylindrical angular harmonic. The exponentially
decaying functions u and u˙ are the solutions of the radial equation for the vacuum and
its energy derivative, respectively. Taking into account the expansion of a plane wave in
cylindrical coordinates
eiGr = eiGzz
∑
p
ipeip(ϕ−ϕG)Jp(Grr), (10.43)
with ϕG and Gr being cylindrical angular and radial coordinates, respectively, of the vector
G = (Gz, Gr, ϕG) in reciprocal space, and Jp standing for the cylindrical Bessel function
of order p, the 1D-vacuum contribution to the M
(kz ,b)
mn matrix reads:
M (kz ,b)mn |VAC =
∫
VAC
e−ib·r(ψkzm(r))
∗ψ[kz+b],n(r) d
3r
=
∑
Gz ,G′z
∑
p,p′
∫
VAC
ei(G
′
z−Gz−Gz(kz+b))z×
× e−iG‖(kz+b)·r‖ ei(p′−p)ϕΨm,n,Gzp,p′,G′z (kz, [kz + b], r) d
3x,
(10.44)
where in analogy to the case of the film geometry, vectors b and G(kz + b) may have a
non-zero component in the plane normal to the z-axis, and the function Ψ is constructed
from the products of the u- and u˙-functions with corresponding A- and B-coefficients at
k-points kz and [kz + b]. Introducing the vector G = G′z −Gz −Gz(kz + b) the expression
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for the M
(kz ,b)
mn can be reduced to
M (kz ,b)mn |VAC =
∑
Gz ,G
′
z
∑
p,p′
S · δG · ip−p′e−i(p−p′)ϕG(kz+b)×
×
∫ ∞
Rvac
rJp′−p(Gr(kz + b)r)Ψ
m,n,Gz
p,p′,G′z
(kz, [kz + b], r) dr,
(10.45)
with S = 2πT , and T standing for the lattice constant of the system under consideration
along the z-axis.
10.3 Wannier Representation of the Hamiltonian
Formulating the Hamiltonian in terms of WFs is a particularly useful starting point when
effects of correlation [23, 129, 22] are studied within DMFT. Furthermore, the hopping
integrals – along with the MLWFs’ spreads, centers and shapes – provide intuitive insight
into the electronic structure.
Written in terms of BFs the Hamiltonian Hˆ assumes the diagonal form
Hˆ =
1
N
∑
k,n
ǫn(k)|ψkn〉〈ψkn|, (10.46)
where ǫn(k) stands for the eigenvalues of Hˆ . If the number of bands is equal to the number
of MLWFs extracted the U
(k)
mn-matrices in Eq. (10.8) are unitary. In this case we arrive at
the equivalent form of the Hamiltonian
Hˆ =
∑
R1m
∑
R2m′
Hm,m′(R1 −R2)|WR1m〉〈WR2m′ |, (10.47)
where
Hm,m′(R1 −R2) = 1
N
∑
kn
ǫn(k)〈WR1m|ψkn〉〈ψkn|WR2m′〉
=
1
N
∑
kn
ǫn(k)e
ik·(R1−R2) (U (k)nm)∗ U (k)nm′ .
(10.48)
The hopping integrals Hm,m′(R1 − R2) quantify the hopping of electrons from Wannier
orbital |WR2m′〉 into Wannier orbital |WR1m〉.
Using Eq. (10.47) we may obtain interpolated Kohn-Sham eigenvalues ǫn(k) at k-points
not included in the set of k-points used for the construction of the Wannier functions. For
this purpose we define the Bloch-like functions
|ψ˜kn〉 = 1√
N
∑
R
eiR·k|WR,n〉. (10.49)
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The matrix elements of the Hamiltonian operator with respect to the Bloch-like functions
at k-point k are:
Hkm,m′ =
1
N
∑
R1,R2
Hm,m′(R1 −R2)e−i(R1−R2)·k =
∑
R
Hm,m′(R)e
−iR·k. (10.50)
Diagonalization of Hkm,m′ yields the sought interpolated eigenvalues ǫn(k). If the original
k-mesh used for the construction of Wannier functions is fine enough, e.g. an 8×8×8 mesh,
the interpolation is very precise. At the same time, the interpolation is very efficient,
because the size of the square matrix Hk is small compared to the size of the full FLAPW-
Hamiltonian at that k-point. Thus, the Fermi surface may be interpolated very efficiently
using this Wannier-interpolation scheme. Similar interpolation schemes may be set up also
for operators other than the Hamiltonian [131, 132, 133].
10.4 Spin-orbit coupling
In the case of spin-orbit coupling Eq. (10.21) assumes the form
Mk,bmn =
∑
σ
∫
e−ib·r(ψkmσ(r))∗ψ[k+b],nσ(r)d
3r, (10.51)
where ψkmσ(r) is the BF with lattice vector k, band index n, and spin index σ. The
spin index σ refers to the eigenstates of the projection of the spin-operator onto the spin-
quantization axis. Likewise Eq. (10.35) has to be changed into
A(k)mn =
∑
L
∑
σ
cnLσ[(a
µ
Lmσ(k))
∗
∫
uµl,σ(r)u˜l,σ(r)r
2dr
+(bµLmσ(k))
∗
∫
u˙µl,σ(r)u˜l,σ(r)r
2dr].
(10.52)
In the regime from weak to modest spin-orbit coupling it is reasonable to choose the
localized orbitals |gn〉 to be eigenstates of the projection of the spin-operator onto the
spin-quantization axis. This means that for given n cnLσ may differ from zero only for one
spin component σ.
Eq. (10.47) remains valid in the case of spin-orbit coupling, but the matrix elements
Hm,m′(R1 − R2) in Eq. (10.47) correspond to hopping between spinor-valued Wannier
orbitals then, where the two spin-components are given by
|WRmσ〉 = |σ〉〈σ|WRm〉, σ =↑, ↓ . (10.53)
Alternatively, the hopping matrix elements may be decomposed according to the spin-
channels:
Hσσ
′
mm′(R1 −R2) =
1
N
∑
kn
ǫn(k)〈WR1mσ|Ψkn〉〈Ψkn|WR2m′σ′〉
=
1
N
∑
kn
∑
n′n′′
ǫn(k)e
ik·(R1−R2)(U (k)n′′m)
∗O(k)n′′nσO
(k)
nn′σ′U
(k)
n′m′ ,
(10.54)
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where the overlap 〈Ψknσ|Ψkn′σ〉 is denoted O(k)nn′σ. The corresponding real-space represen-
tation of the Hamiltonian is given by
Hˆ =
∑
R1m
∑
R2m′
∑
σ,σ′
Hσ,σ
′
m,m′(R1 −R2)|WR1mσ〉〈WR2m′σ′ |. (10.55)
Compared with Eq. (10.48) the decomposition Eq. (10.54) of the hopping matrix elements
into spin-channels gives further insight into how the spin-channels are coupled.
The angular characters of the spin-orbit induced corrections can be understood easily,
by applying the Lˆ · Sˆ operator on the MLWFs that one would obtain in a calculation
without spin-orbit coupling. It is convenient to make use of the identity
Lˆ · Sˆ = LˆzSˆz + 1
2
[Lˆ+Sˆ− + Lˆ−Sˆ+]. (10.56)
As a detailed example we consider the effect of Lˆ · Sˆ on |dxy〉| ↑〉:
LˆzSˆz|dxy〉| ↑〉 = −i|dx2−y2〉| ↑〉
1
2
Lˆ+Sˆ−|dxy〉| ↑〉 = i√
2
|Y2,−1〉| ↓〉
= − i
2
|dxz〉| ↓〉 − 1
2
|dyz〉| ↓〉
(10.57)
Hence, the resulting idealized MLWF has an up-component the real part of which is dxy
and the imaginary part of which is −dx2−y2 . The real part of the down-component is −12dyz
while the imaginary part of the down-component is given by −1
2
dxz. In Table 10.1 we list
the results for various angular functions for later reference in the results section. By
d3y2−r2 = −1
2
d3z2−r2 − 1
2
√
3dx2−y2 (10.58)
and
dx2−z2 =
1
2
dx2−y2 − 1
2
√
3d3z2−r2 (10.59)
we denote the angular functions obtained by rotating d3z2−r2 and dx2−y2 around the x-axis
by an angle of π
2
, respectively.
For later reference we consider the example of the Wannier orbital dxy| ↑〉sqa, which is
an eigenstate of the projection of the spin operator onto the spin-quantization axis. If the
spin-quantization axis does not coincide with the z-direction, a transformation from the
states |σ〉sqa to the basis of eigenstates of the z-component of the spin-operator is required
before Eq. (10.56) can be applied. For a general spin-quantization axis specified in terms
of angles θ and φ the transformation matrix is given by:(
cos
(
θ
2
)
e−i
φ
2 sin
(
θ
2
)
e−i
φ
2
sin
(
θ
2
)
ei
φ
2 − cos ( θ
2
)
ei
φ
2
)
(10.60)
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Table 10.1: Angular part of idealized spin-orbit coupled MLWFs. Columns 2,3 and 4: Com-
ponents of the angular function obtained by applying Lˆ · Sˆ to the angular function in column
1.
↑, real part ↑, imaginary part ↓, real part ↓, imaginary part
dxy −dx2−y2 −12dyz −12dxz
dxz
1
2
dyz dx2−z2 12dxy
d3y2−r2 −12
√
3dxy 0.0 −12
√
3dyz
pz 0.0
1
2
px
1
2
py
After application of Eq. (10.56) the states are transformed back to the original basis. We
give the result for the spin-quantization axis pointing in [111]-direction:
LˆzSˆzdxy| ↑〉sqa
= − i√
3
dx2−y2 | ↑〉sqa − i
√
2
3
dx2−y2 | ↓〉sqa
1
2
[Lˆ+Sˆ− + Lˆ−Sˆ+]dxy| ↑〉sqa
=
i
2
√
1
3
[dyz − dxz]| ↑〉sqa +
√
2
4
[dyz + dxz]| ↓〉sqa
+ i
√
6
12
[dxz − dyz]| ↓〉sqa.
(10.61)
10.5 Use of symmetry in Wannier function calcula-
tions
In order to construct Wannier functions from a given set of Bloch functions according
to the prescription Eq. (10.8) the Bloch functions of the entire Brillouin zone are needed.
This applies to the maximally localized Wannier functions, for which both the A
(k)
mn and the
M
(k,b)
mn matrices are required, as well as to the first-guess Wannier functions, for which only
A
(k)
mn has to be computed. To increase computational efficiency, one may first calculate the
Bloch functions only for the irreducible part of the Brillouin zone and obtain the remaining
Bloch functions by applying the symmetry transformations. By definition the symmetry
operations leave the Kohn-Sham potential V (r) and the Hamilton operator Hˆ unchanged:
V (Rir+ ti) = V (r), (10.62)
where i labels the symmetry operations, Ri is the rotation matrix of symmetry operation
i and ti is the shift vector needed to describe non-symmorphic symmetry operations. The
transformed wave function ψ˜(r) obtained from the Bloch function ψkm(r) by application
of the i-th symmetry,
ψ˜(r) = ψkm(Rir+ ti), (10.63)
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is a solution of the Kohn-Sham equations. Writing ψkm(r) as an expansion in terms of
plane-waves,
ψkm(r) =
∑
G
ck,m(G)e
i(k+G)·r, (10.64)
we identify ψ˜(r) as a Bloch function at k-point k′ = RTi k:
ψkm(Rir+ ti) =
∑
G
ck,m(G)e
i(k+G)·(Rir+ti)
=
∑
G
ck,m(G)e
i(RTi (k+G))·(r+R−1i ti).
(10.65)
For collinear systems in the absence of spin-orbit coupling one more symmetry that may
be exploited is time-inversion symmetry. In this case the Kohn-Sham potential V (r) is
scalar and real-valued. Consequently, the wave function
ψ˜(r) = (ψk,m(r))
∗ (10.66)
is a solution of the Kohn-Sham equations, which one identifies as a Bloch function at
k-point −k:
(ψkm(r))
∗ =
∑
G
(ck,m(G))
∗e−i(k+G)·r. (10.67)
In practice, in order to obtain the Bloch functions at the k-point k′ = RTi k, we rotate the
set {G}k of reciprocal lattice vectors at k-point k and incorporate the phase factors into
the eigenvectors:
G→ RTi G,
ck,m(G)→ ck,m(G)ei[RTi (k+G)]·R
−1
i ti .
(10.68)
As a consequence of Eq. (10.67), one may obtain the Bloch functions at k-point k′ = −RTi k
from the Bloch functions at k-point k in the case of a collinear calculation without spin-orbit
coupling. However, if the system is inversion symmetric, the operation −Ri is also a space-
group symmetry and exploiting time-inversion does not lead to an additional reduction of
the number of k-points in the irreducible part of the Brillouin zone. If the system is not
inversion symmetric, the irreducible part of the Brillouin zone is given by the smallest
set of k-points, from which the k-points of the entire Brillouin zone may be generated by
applying the rotation matrices Ri and −Ri. If −RTi is a symmetry operation which is
composed of a spatial rotation and time inversion Eq. (10.68) needs to be modified:
G→ −RTi G,
ck,m(G)→ (ck,m(G))∗ei[RTi (k+G)]·R−1i ti.
(10.69)
Clearly, the A
(k)
mn and the M
(k,b)
mn matrices themselves satisfy symmetry relations and
consequently it is not necessary to generate all Bloch functions for the k-points outside
the irreducible part of the Brillouin zone by applying the symmetry transformations to
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the Bloch functions of the irreducible part. However, the calculation of A
(k)
mn is not com-
putationally expensive and hence we generate the Bloch functions for all k-points in the
Brillouin zone and compute A
(k)
mn at each k-point. As the calculation of the M
(k,b)
m,n matrix
is time-demanding, we exploit its symmetry and calculate only the minimum number of
matrix elements needed. We determine the minimal set of k-point pairs (k,k + b) from
which all required k-point pairs may be generated by application of the transformation
(k,k+ b)→ (RTi k,RTi (k+ b)). (10.70)
The matrix element M
(RTi k,R
T
i b)
m,n is then obtained from the matrix element M
(k,b)
m,n :
M
(RTi k,R
T
i b)
m,n =
∫
e−iR
T
i b·r(ψRTi km(r))
∗ψ[RTi k+RTi b],n(r) d
3r
=
∫
e−ib·(Rir+ti)(ψkm(Rir+ ti))∗ψ[k+b],n(Rir+ ti) d
3r
=
∫
e−ib·r(ψkm(r))∗ψ[k+b],n(r) d3r
=M (k,b)m,n .
(10.71)
Another symmetry of the M
(k,b)
mn matrix relates its complex conjugate elements at the
k-point pair (k,k+ b) to its elements at the k-point pair (k+ b,k):
(M (k,b)mn )
∗ =
∫
eib·r(ψkm(r))(ψ[k+b],n(r))
∗ d3r =M ([k+b],−b)nm . (10.72)
10.6 The Berry Phase
We consider a quantum mechanical Hamiltonian operator Hˆ(ξ), which depends on some
parameters ξ, and its ξ-dependent ground-state |ψ(ξ)〉, which satisfies the Schro¨dinger-
equation
Hˆ(ξ)|ψ(ξ)〉 = E(ξ)|ψ(ξ)〉, (10.73)
where E(ξ) is the corresponding ground-state eigenvalue. Let C be a closed contour in
ξ-space and {ξi} a discretization of this contour C consisting of N points. We may define
the phase difference between neighboring points i and i+ 1 as
e−iϕi,i+1 =
〈ψ(ξi)|ψ(ξi+1)〉
|〈ψ(ξi)|ψ(ξi+1)〉|
(10.74)
or explicitly as
ϕi,i+1 = −ℑ log〈ψ(ξi)|ψ(ξi+1)〉. (10.75)
Clearly, the phase difference ϕi,i+1 cannot have any physical meaning, because the phases
of the wave function at ξi and ξi+1 can be chosen at random. Interestingly, the phase
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difference which accumulates along the complete contour C is independent of the gauge
because the arbitrary phase factors cancel pairwisely:
ϕ1,1 =
N∑
i=1
ϕi,i+1 =
= −ℑ log{〈ψ(ξ1)|ψ(ξ2)〉〈ψ(ξ2)|ψ(ξ3)〉 . . . 〈ψ(ξN−1)|ψ(ξN)〉〈ψ(ξN)|ψ(ξ1)〉}.
(10.76)
Typically, physical observables correspond to Hermitian operators and their eigenvalues
in quantum mechanics. However, any gauge-invariant quantity has the potential to be
observable. In section 10.7 it will be shown that the ferroelectric polarization may be
obtained indeed from a gauge-invariant phase of the type Eq. (10.76). We will see then
that the ferroelectric polarization of a periodic crystal cannot be expressed simply as an
expectation value of a quantum mechanical operator.
Generalizing the above definition of the phase difference between neighboring points i
and i+ 1 given in Eq. (10.75) to the case of a manifold of bands, we obtain
ϕi,i+1mn = −ℑ log〈ψm(ξi)|ψn(ξi+1)〉. (10.77)
Clearly, the matrixMk,bmn , Eq. (10.11), is a special case of the overlap 〈ψm(ξi)|ψn(ξi+1)〉 used
in Eq. (10.77), with the parameter ξ chosen to be the k-point and with the eigenvectors
ψm(ξ) given as the lattice periodic parts ukm, which are eigenstates of the k-dependent
Hamiltonian Hˆk. The multi-band generalization of Eq. (10.76) is
ϕ1,1 =
N∑
i=1
∑
m
ϕi,i+1mm . (10.78)
A special case hereof is Eq. (10.17).
Making the discretization of the contour finer and finer the phase difference along the
closed contour ultimately converges to a finite value known as the Berry phase [134, 135]:
γ = i
∮
C
〈ψ(ξ)|∇ξψ(ξ)〉 · d ξ. (10.79)
The integrand i〈ψ(ξ)|∇ξψ(ξ)〉 is real valued and called the Berry connection. In contrast
to the Berry phase the Berry connection is not gauge-invariant.
10.7 Ferroelectric Polarization
For finite samples the electric dipole moment is a well-defined quantity: From the core and
valence electron densities, nc(r) and nv(r), respectively, the electronic contributions to the
dipole moment are obtained as follows:
dcel = −|e|
∫
rnc(r)d
3r (10.80)
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in the case of core electrons and
del = −|e|
∫
rnv(r)d
3r (10.81)
in the case of valence electrons. Likewise, the nuclear contribution to the dipole moment
is given by:
dn = |e|
∑
µ
τ µZµ, (10.82)
where Zµ denotes the nuclear number and τ µ the position of atom µ. The total electric
dipole moment is simply the sum of the these three contributions:
d = dcel + del + dn. (10.83)
Defining the core charge Qµ of atom µ as
Qµ =
∫
MTµ
nc(r)d
3r (10.84)
and the ionic charge as qµ = Zµ − Qµ, we introduce the ionic contribution to the dipole
moment as
dion = |e|
∑
µ
τ µqµ. (10.85)
We may now conveniently express the total dipole moment, Eq. (10.83), in terms of the
ionic contribution and the electronic contribution due to the valence electrons:
d = del + dion. (10.86)
However, for a periodic solid Eq. (10.81) is not well-defined: The attempt to define the
dipole moment of one unit cell, V , as
d = dion − |e|
∫
V
rnv(r)d
3r (10.87)
fails because in general even a rigid shift of the entire integration volume V will change the
value of d, and consequently d as given in Eq. (10.87) is ill-defined. A more mathematical
way to understand this problem is to realize that the position operator, which enters in
the second term on the right-hand side of Eq. (10.87) is not an observable in the Hilbert
space of the wave functions of the crystal: The wave functions of the crystal satisfy Bloch’s
theorem, the product of the position operator with a wave function not. The position
operator is even unbounded. It is important to note that Eq. (10.87) cannot be used as a
definition of the dipole moment in a periodic system, because the second term on the right
hand side changes continuously, when the unit cell is moved or deformed continuously. In
contrast, the first term of the right hand side of Eq. (10.87) also exhibits an ambiguity, but
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a discrete one: Consider the one-dimensional periodic arrangement of point charges +q at
locations x+i and point charges −q at locations x−i given by
. . . , x+−2 = −2.0a, x+−1 = −1.0a, x+0 = 0.0a, x+1 = 1.0a, x+2 = 2.0a, . . . ,
. . . , x−−2 = −1.5a, x−−1 = −0.5a, x−0 = 0.5a, x−1 = 1.5a, x−2 = 2.5a, . . . .
(10.88)
If we choose the unit cell to go from −0.25a to 0.75a, it encloses the points x+0 and x−0 and
the resulting dipole is −qa/2. However, if we choose the unit cell to go from −0.75a to
0.25a, it encloses the points x−−1 and x
+
0 and the resulting dipole is qa/2. We will see later
that this discrete ambiguity necessitates consideration, but the actual problem that has to
be solved concerns the electronic contribution rather than the ionic one: The electronic
charge is smeared out and not concentrated like point charges. Consequently, the dipole
due to the electronic charge does not change discretely but continuously, when the unit
cell is moved.
For the electric polarization very similar problems arise regarding the question of its
definition for a periodic solid, as we will see below. We first discuss a clear case: The
definition of the electric polarization for a dilute gas. As the gas is dilute, we can apply
Eq. (10.81,10.86) in order to calculate the electric dipole moment of individual molecules
in the gas and
α =
2
3
∑
n
|〈0|erˆ|n〉|2
En − E0 (10.89)
to obtain the polarizability α of the molecules. Assuming the gas to be composed of only
one molecular species, the dielectric constant ǫ and the dielectric susceptibility χ of the gas
may be determined from the Clausius-Mossotti relation,
ǫ− 1
ǫ+ 2
=
4πn
3
(
α +
d2
3kBT
)
,
χ =
n(α + d
2
3kBT
)
1− 4π
3
n(α + d
2
3kBT
)
,
(10.90)
where kB is Boltzmann’s constant and n is the number of molecules per volume. In a finite
electric field E a polarization
P = χE (10.91)
arises as a response to the applied electric field. In this example of a dilute gas the
polarization P may be understood as the effective macroscopic dipole moment per volume.
In a periodic crystal this concept of the polarization as the effective dipole moment per
volume suffers obviously from the problem to define the dipole moment, as Eq. (10.87)
cannot be applied to a periodic crystal.
A solution to the problem of defining the polarization of a bulk crystal is given by the
modern theory of polarization [24, 118, 119, 136], which allows to express changes of the
polarization in terms of a Berry phase. For a finite system the position operator is bounded
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and the following identity holds:
〈ψi|rˆ|ψj〉 = −i ~
m
〈ψi|pˆ|ψj〉
Ei − Ej , i 6= j. (10.92)
This is derived easily using the commutator
[Hˆ, rˆi]− = −i~
m
pˆi, (10.93)
which follows from the commutator
[pˆ2, rˆi]− = −2i~pˆi. (10.94)
Interestingly, while it is not possible to take the thermodynamic limit of the left hand side
of Eq. (10.92) this problem is absent for the right hand side. In fact, the operator of linear
momentum pˆ is a well-defined operator in a periodic crystal, in contrast to the position
operator rˆ. The strategy used by Resta [137] to arrive at an expression for the polarization
of a periodic crystal is based on this observation. Of course, we cannot use Eq. (10.92)
directly to recast the expression for the dipole moment, because of the restriction i 6= j
in Eq. (10.92). To make progress, we consider the derivative of the polarization due to
valence electrons with respect to the parameter ξi in a finite system:
∂Pel
∂ξi
= −|e|
V
Nocc∑
n=1
[
〈∂ψn
∂ξi
|rˆ|ψn〉+ 〈ψn|rˆ|∂ψn
∂ξi
〉
]
, (10.95)
where Nocc is the number of occupied states and V the volume of the system. Using first-
order perturbation theory to express the derivatives of the wave functions in terms of the
derivative of the potential (∂Hˆ/∂ξi = ∂Vˆ /∂ξi is assumed),∣∣∣∣∂ψn∂ξi
〉
=
∑
m6=n
|ψm(ξ)〉〈ψm(ξ)|∂V (ξ)/∂ξi|ψn(ξ)〉
ǫn(ξ)− ǫm(ξ) , (10.96)
allows us to make use of Eq. (10.92) and to take the thermodynamic limit. Consequently,
following Ref. [137], we may argue that the first derivative of the polarization of a periodic
crystal with respect to the parameter ξi of the Hamiltonian Hˆ(ξ) is well defined and given
by
∂P
∂ξi
=
i|e|~
NVm
∑
k
Nocc∑
n=1
∑
m6=n
[〈ψkn(ξ)|pˆ|ψkm(ξ)〉〈ψkm(ξ)|∂V (ξ)/∂ξi|ψkn(ξ)〉
(ǫkn(ξ)− ǫkm(ξ))2
− c.c.
]
=
−2|e|~
NVm
∑
k
Nocc∑
n=1
∑
m6=n
ℑ
[〈ψkn(ξ)|pˆ|ψkm(ξ)〉〈ψkm(ξ)|∂V (ξ)/∂ξi|ψkn(ξ)〉
(ǫkn(ξ)− ǫkm(ξ))2
]
=
−2|e|~
NVm
∑
k
Nocc∑
n=1
∞∑
m=Nocc+1
ℑ
[〈ψkn(ξ)|pˆ|ψkm(ξ)〉〈ψkm(ξ)|∂V (ξ)/∂ξi|ψkn(ξ)〉
(ǫkn(ξ)− ǫkm(ξ))2
]
,
(10.97)
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where N is the number of unit cells. Additionally, the change in the polarization under a
finite adiabatic change of the Hamiltonian is well defined and given by
∆Pel =
∫
∂Pel
∂ξ
· d ξ. (10.98)
Clearly, the derivative of the wave function |ψn(ξ)〉 with respect to the parameter ξ is
not gauge invariant: If we re-define the wave function,
|ψn(ξ)〉 → eiϕ(ξ)|ψn(ξ)〉, (10.99)
where ϕ(ξ) is an arbitrary real-valued smooth function of the parameter ξ, the derivative
of the wave function is modified:
∂
∂ξi
|ψn(ξ)〉 → eiϕ(ξ) ∂
∂ξi
|ψn(ξ)〉+ ieiϕ(ξ)∂ϕ(ξ)
∂ξi
|ψn(ξ)〉. (10.100)
We emphasize that Eq. (10.96) imposes a particular gauge. However, the derivative of
the polarization, Eq. (10.95), is gauge invariant, as seen by inserting Eq. (10.100). Con-
sequently, the derivative of the polarization may be calculated using the particular gauge
imposed by Eq. (10.96).
In order to obtain an expression for ∂Pel/∂ξi, which does not depend on the unoccupied
states, one changes from Bloch states |ψk,n(ξ)〉 to the cell-periodic functions |uk,n(ξ)〉. Using
the identities
〈ψk,n(ξ)|pˆi|ψk,m(ξ)〉 = m
~
〈uk,n(ξ)|[∂/∂ki, Hˆk(ξ)]−|uk,m(ξ)〉,
〈ψk,n(ξ)|∂V/∂ξ|ψk,m(ξ)〉 = 〈uk,n(ξ)|[∂/∂ξ, Hˆk(ξ)]−|uk,m(ξ)〉
(10.101)
one arrives at the expression [118]
∂Pel,α
∂ξi
= −2|e|
8π3
∫
d3k
Nocc∑
n=1
ℑ [〈∂uk,n(ξ)/∂kα|∂uk,n(ξ)/∂ξi〉] . (10.102)
Choosing uk,n(ξ) to satisfy
uk,n(r, ξ) = e
iG·ruk+G,n(r, ξ) (10.103)
for all reciprocal lattice vectors G, the change of the polarization, Eq. (10.98), along an
adiabatic path from ξ1 to ξ2 is then given by
∆Pel = Pel(ξ2)−Pel(ξ1), (10.104)
with
Pel,α(ξ) = − |e|
8π3
∫
d3k
Nocc∑
n=1
ℑ [〈∂uk,n(ξ)/∂kα|uk,n(ξ)〉] . (10.105)
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Due to the normalization 〈uk,n(ξ)|uk,n(ξ)〉 = 1 the argument of the imaginary part in
Eq. (10.105) is purely imaginary:
〈∂uk,n(ξ)/∂kα|uk,n(ξ)〉+ 〈uk,n(ξ)|∂uk,n(ξ)/∂kα〉 = 2ℜ〈uk,n(ξ)|∂uk,n(ξ)/∂kα〉 = 0.
(10.106)
Exploiting the fact that 〈∂uk,n(ξ)/∂kα|uk,n(ξ)〉 is purely imaginary, we may write Eq. (10.105)
explicitly in the form of Eq. (10.79) to show that it is a Berry phase:
Pel,α(ξ) = i
|e|
8π3
∫
d3k
Nocc∑
n=1
〈∂uk,n(ξ)/∂kα|uk,n(ξ)〉. (10.107)
Strictly speaking, Eq. (10.79) is a circuit integral, while Eq. (10.107) is an integral along
an open path. However, the end points of the open path are not arbitrary, but given by
the Brillouin zone boundaries. In conjunction with the gauge condition Eq. (10.103) this
ensures gauge-invariance of Eq. (10.107).
One can prove [118] that the polarization change along a closed loop can take only
discrete values: ∮
∂Pel
∂ξ
· d ξ = eR
V
, (10.108)
where R is a lattice vector. Thus, also an absolute polarization and not only polarization
changes may be defined. In fact, one could use Eq. (10.105) as a definition for the absolute
electronic polarization. However, according to Eq. (10.108), the absolute polarization can
only be specified modulo eR/V . While in practice only changes of the polarization can be
measured, defining the absolute polarization can be useful, because this practice allows to
assign absolute values to the various phases of a given material.
In order to obtain the total polarization, we have to add the electronic polarization,
Eq. (10.105), and the ionic polarization, which is given by
Pion =
|e|
V
∑
µ
τ µqµ. (10.109)
Analogously to Eq. (10.98) the change of the total polarization P = Pel + Pion along the
path C in configuration space is well defined and given by:
∆PC =
∫
C
∂P
∂ξ
· d ξ. (10.110)
Thus, in order to calculate the ferroelectric polarization of a material, one may choose an
adiabatic path C, which connects an inversion symmetric configuration with the ferroelec-
tric configuration. Everywhere along this adiabatic path C the system has to be insulating.
The inversion symmetric configuration is not ferroelectric and serves as a reference. In
practice the continuous adiabatic path is replaced by a set of discrete points. The discrete
points are connected by small fragments Ci of the continuous adiabatic path C =
∑
i Ci.
The ferroelectric polarization P is then given by
P = ∆PC =
∑
i
∆PCi . (10.111)
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If the fragments Ci are chosen sufficiently small one may evaluate the polarization changes
∆PCi as differences between the absolute polarizations at the end points of the fragment Ci.
The fragments Ci have to be so small that one can be sure that |∆PCi | < emin[a, b, c]/V ,
which solves the problem that the absolute polarization may be defined only modulo eR/V .
For systems with a small polarization, |P| < emin[a, b, c]/V , it is sufficient to work with
the end-points of the adiabatic path:
• Sum the electronic and ionic terms as evaluated in the ferroelectric phase of the
material.
• Sum the electronic and ionic terms as evaluated for an inversion symmetric configu-
ration of the system.
• Compute the difference ∆P of the two sums.
• Determine the lattice vector R, which minimizes |∆P − eR/V |. Obtain the ferro-
electric polarization as P = ∆P− eR/V .
However, unless one knows the approximate magnitude of the polarization, this procedure
has to be followed with care, because one might miss a contribution eR/V . This is the
ambiguity we discussed in Eq. (10.88) and Eq. (10.108). Consequently, to be on the save
side, it is sometimes necessary to evaluate the polarization also on intermediate points
of the adiabatic path: If one finds that already in the middle of the adiabatic path the
magnitude of P is close to emin[a, b, c]/V , it might well be that the true polarization at
the end point of the adiabatic path is larger than emin[a, b, c]/V .
10.7.1 Wannier Picture of Ferroelectric Polarization
Comparing Eq. (10.105) and Eq. (10.15) one realizes [118] that the electronic contribution
to the polarization is related to the positions of the centers of the Wannier functions:
Pel = −|e|
V
Nocc∑
n
〈r〉n, (10.112)
which may be interpreted as the polarization due to point charges of size −|e| at positions
〈r〉n. Thus, Wannier functions provide a very intuitive picture of ferroelectric polarization:
As the adiabatic path is followed and the configuration of the crystal changes accordingly,
ions and Wannier functions move giving rise to a current, which builds up the polariza-
tion. Obviously, if only the periodic charge density of the crystal is available, we cannot
compute the electronic contribution to this current in general, because we cannot identify
the corresponding charge carriers and their velocities. The complete expression for the
ferroelectric polarization in the Wannier picture is:
P = Pel +Pion =
|e|
V
[∑
µ
τ µqµ −
Nocc∑
n
〈r〉n
]
. (10.113)
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In the simplest point charge model of ferroelectric ionic crystals one assigns integer charges
to the ions. This model misses in general the polarization due to the deformation of
the electronic orbitals. This contribution is included in Eq. (10.113): The centers of
the Wannier functions deviate in general from the nuclear positions. It can be useful to
decompose the polarization into the contribution due to the deformation of the electronic
orbitals and the contribution as obtained in the point charge model. To do this, each
Wannier function is assigned to a host site in the inversion symmetric configuration of the
crystal. A sensible choice for the host site of a given Wannier function is the position of the
nucleus which has the smallest distance to the center of the Wannier function. Accordingly,
we assign Wannier function n to atom α(n) and obtain the polarization of the point charge
model:
PM =
|e|
V
[∑
µ
τ µqµ −
Nocc∑
n
τα(n)
]
. (10.114)
The contribution due to the deformation of the orbitals is
PW =
|e|
V
Nocc∑
n
[
τα(n) − 〈r〉n
]
. (10.115)
For systems where PW is large and where the description in terms of the simple point
charge model is unsatisfactory, Eq. (10.115) allows to track down this anomalous contri-
bution to individual orbitals. Thus, in comparison to the Berry phase formulation of the
previous section, the Wannier function formulation allows to decompose the complete po-
larization into the contributions of the individual orbitals, and to gain additional insight.
Additionally, one can usually be sure that the individual displacements of the Wannier
centers are smaller in magnitude than a lattice translation vector. When the Wannier
centers are calculated they carry of course the ambiguity of a shift by a lattice translation
vector. However, this ambiguity may be resolved easily by requiring that the magnitude of
the Wannier center displacement be minimal. Hence, intermediate points on the adiabatic
path are usually not needed, if the Wannier picture of ferroelectric polarization is applied.
This is a big advantage over the Berry phase formulation, where intermediate points on
the adiabatic path are necessary in general (see Eq. 10.111). One more example where
the Wannier function formulation is superior to the Berry phase one is antiferroelectric-
ity. An antiferroelectric has zero net polarization and consequently no information can be
gained from a theory which only provides the net polarization. However, using Wannier
functions it becomes possible to define the polarizations of the sub-systems as required for
the description of antiferroelectricity. Similarly, in layered structures, one may introduce
the concept of a layer-resolved polarization [121], which is based on the deviations of the
centers of the Wannier functions from the host sites.
The advantages the Wannier picture has over the Berry phase formulation have a price:
For the computation of the MLWFs the off-diagonal elements of the M
(k,b)
mn matrix are
needed. These off-diagonal elements do not influence the sum of the centers of the Wan-
nier functions of an isolated group of bands, but they influence the total spread of the
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corresponding set of MLWFs. As the Berry phase is equivalent to the sum of the centers
of the WFs, only the diagonal elements of the M
(k,b)
mn matrix are needed for its calculation.
Hence, the computational effort for the Berry phase is proportional to the number of bands,
while it is proportional to the square of the number of bands for the MLWFs.
Besides Eq. (10.12) there are several finite difference formulations of Eq. (10.15), which
all reduce to Eq. (10.15) in the thermodynamic limit. Clearly, it is an interesting question
whether one particular finite difference formula is systematically the best concerning the
convergence with respect to the number of k-points. It has been proposed [138] to replace
Eq. (10.12) for the centers of the Wannier functions by a different finite difference equation
to improve the convergence of the electronic part of the polarization with respect to the
k-point set:
〈rn〉 = −
∑
b
wbbℑ ln
[
1
N
∑
k
M˜ (k,b)nn
]
. (10.116)
Compared to Eq. (10.12) only the order of taking the logarithm and summing over k-points
is reversed.
10.8 Examples of Wannier functions
10.8.1 Diamond
In the following we discuss MLWFs for diamond. The experimental lattice constant of
3.371 a.u. and the GGA exchange correlation potential of Perdew Burke and Ernzerhof [64]
were used. We chose the muffin-tin radius to be 1.28 a.u. and a plane-wave cutoff of
4.6 a.u.−1. The band structure is shown in Fig. 10.2. The eight bands correspond to the
eight atomic orbitals (two atoms in the primitive unit cell each of which has one 2s and
three 2p orbitals). From the eight atomic sp3 orbitals four bonding states (black bands in
Fig. 10.2) and four anti-bonding states (red bands in Fig. 10.2) arise.
Using an 8×8×8 k-mesh, we constructed three sets of Wannier functions:
• 4 Wannier functions generated from the valence bands only (see Fig. 10.3(a)). They
are bond-centered and may be interpreted as bonding orbitals formed by a superpo-
sition of the sp3 atomic orbitals of the two carbon atoms. In the mid-plane between
the two carbon atoms the MLWF does not vanish. The mid-plane is a symmetry
plane. Each of the 4 MLWFs has a spread of a.u.2.
• 4 Wannier functions generated from the conduction bands only (see Fig. 10.3(b)).
They are bond-centered and may be interpreted as anti-bonding orbitals formed by
a superposition of the sp3 atomic orbitals of the two carbon atoms. In the mid-plane
between the two carbon atoms the MLWF vanishes. The mid-plane is a symmetry
plane.
• 8 Wannier functions generated from the 4 valence and the 4 conduction bands(see
Fig. 10.3(c)). They may be interpreted as the atomic sp3 orbitals. They are not
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bond-centered and the mid-plane is not a symmetry plane. Each of the 8 MLWFs
has a spread of 3.041 a.u.2.
The Wannier functions of each set are symmetry-related. As a consequence all Wannier
functions within one set are characterized by the same spread. Clearly, there are two
ways to generate MLWFs for the eight lowest bands of diamond: One may either calculate
MLWFs separately for conduction and valence bands (Fig. 10.3(a) and Fig. 10.3(b)) or
treat the group of eight bands together (Fig. 10.3(c)). In the latter case the MLWFs are
stronger localized, because there are more degrees of freedom that may be exploited to
localize the functions. The total spread of the eight orbitals is 24.33 a.u.2 in the latter case
and 34.82 a.u.2 in the former case. In the former case the MLWFs of the valence bands
contribute 10.93 a.u.2 to the total spread and those of the conduction bands 23.89 a.u.2.
The construction of the MLWFs involves finding a minimum in a functional space,
which may become rather large. Consequently, one may expect [19] that besides the global
minimum also local minima exist and that in general the existence of local minima might
make it more difficult to find the global minimum. Whether or not the minimization
algorithm runs into a local minimum and gets stuck there depends of course on the quality
of the first-guess Wannier functions. In many cases local minima may be avoided easily in
practice by choosing the first-guess Wannier functions reasonably well. Nevertheless, the
question of the existence and characteristics of Wannier functions corresponding to local
minima of the spread is an interesting one. The MLWFs of the valence states shown in
Fig. 10.3(a) have been obtained starting from first guesses, which resemble the atomic sp3
orbitals, with the lobes pointing in the directions of the bonds. Using first guesses the lobes
of which point in the opposite directions, we obtain also four symmetry-related WFs, but
the total spread of 15.81 a.u.2 is now larger than for the MLWFs. These WFs correspond
to a local minimum of the spread. In Fig. 10.4 we show the isosurface plot of the resulting
orbital. Compared to the MLWF shown in Fig. 10.3(a) the local minimum WF has less
symmetry: The mid-plane through the center of the bond is no longer a symmetry plane.
10.8.2 SrVO3
The transition-metal oxide SrVO3 crystallizes in a perfectly cubic perovskite lattice with a
lattice constant of 7.26 a.u.. The Sr ions are placed at the corners of a cube (see Fig. 10.6).
The O ions are placed at the face centers and form an ideal octahedron in the center of
which the V ion is located. SrVO3 is a metal with an isolated group of three t2g bands
around the Fermi level, which are partially occupied by one d-electron (see Figure 10.5).
Within our GGA calculation we obtained a bandwidth of 2.5 eV for the t2g-group. The
experimental lattice constant (7.26 a.u.) was assumed in the calculation and the exchange-
correlation potential of Perdew, Burke and Ernzerhof [64] was used. For Sr, V, and O
muffin-tin radii of 2.8 a.u., 2.1 a.u. and 1.4 a.u. were used, respectively. Calculations
were carried out with a plane wave cut-off of 4.5 a.u.−1. A uniform 16×16×16 k-point
mesh was used for the Wannier construction. For the three t2g bands we constructed
10.8 Examples of Wannier functions 171
Figure 10.2: Band structure of diamond. Black bands: Valence bands. Red bands: Conduction
bands.
(a) MLWFs constructed
from the valence bands.
(b) MLWFs constructed
from the conduction bands.
(c) MLWFs constructed
from the first eight bands.
Figure 10.3: Wannier functions of diamond.
Figure 10.4: Wannier function constructed from the four valence bands. The WF shown here is
not a MLWF, but corresponds to a local minimum of the spread.
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Figure 10.5: Bandstructure of SrVO3. Red: t2g-bands around the Fermi level.
Table 10.2: Hopping Integrals for SrVO3. Energies are in meV.
xyz 001 010 011 101 110 111 002 020
dxz, dxz −262.0 −27.0 5.8 −84.0 5.8 −5.7 7.6 0.2
dxz, dyz 0.0 0.0 0.0 0.0 9.2 3.6 0.0 0.0
three MLWFs, dxy, dyz and dxz, which are equivalent due to symmetry. The MLWFs are
centered at the V site. The spread, Eq. (10.9), of the MLWFs was found to be 6.97 a.u.2
for each of the three orbitals. The first-guess WFs are characterized by a spread which is
only 3·10−4 a.u.2 larger, showing that MLWFs and first-guess WFs are nearly identical in
this case. To investigate the influence of spin-orbit coupling on the MLWFs a calculation
including spin-orbit coupling was performed for the plots (see section 10.4). The spin-
quantization axis, which defines the two spin-components of the spinor-valued MLWF, was
chosen in [111] direction, to ensure that the spin components of the 6 spin-orbit MLWFs are
related by symmetry. The spin-orbit MLWFs are complex-valued. The imaginary parts of
the up and down-components of the dxy| ↑〉-dominated orbital, for example, are dx2−y2-like
plus an admixture of dyz-dxz, while the real part of the down-component is (dyz + dxz)-
like. This result can be understood from the simple model in section 10.4 that leads to
Eq. (10.61). The isosurface-plot for the dxy-dominated orbital given in Fig. 10.6 clearly
shows the hybridization between the V(t2g) and O(2p) orbitals. The symmetry-inequivalent
hopping integrals Hm,m′(R1−R2), Eq. (10.48), are listed in Table 10.2 and found to agree
well with recently published WF-results [23, 116] on SrVO3. For reasons of symmetry the
1st-nearest-neighbor hopping integrals between different orbitals (e.g. dxz and dyz) are zero
in Table 10.2. However, there is a coupling between the dxz orbital and the dyz orbitals
at the 110 and 111 sites, for example. Due to the dominance of the nearest-neighbor
hopping the three MLWFs may, nevertheless, approximately be considered independent.
The fast decay of the hoppings with distance furthermore indicates the short-range bonding
in SrVO3. The dominance of the 001-hopping for the dxz-orbital over the 010-hopping
reflects the restriction of electron hopping to the xz-plane.
In order to study the convergence of the MLWFs with number of k-points we performed
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Figure 10.6: Isosurface plot of the t2g-like MLWF dxy for SrVO3 calculated with spin-orbit cou-
pling. Left: Spin-up component (real part), isosurface=±0.05. Right: Spin-down component
(imaginary part), isosurface=±0.001. The color of the isosurface refers to the sign: Positive for
dark red and negative for dark blue. Red balls: O sites, cyan balls: Sr sites, V site at the center.
The WFs were plotted using the program XCrySDen [139].
a second calculation using an 8×8×8-mesh of k-points. This yielded hoppings identical to
those of the previous calculation, but a slightly smaller spread of 6.73 a.u.2 per orbital.
This latter difference is attributed to the fact that the spread was calculated via the finite
difference formulae Eqns. (10.12, 10.13).
10.8.3 Graphene
A single layer of graphene was calculated within the FLEUR film mode. The muffin-tin radii
and the plane wave cut-off were chosen to be 1.28 a.u. and 4.6 a.u.−1, respectively. The C-C
bond length was assumed to be 2.72 a.u.. We used the exchange-correlation potential of
Perdew, Burke, and Ernzerhof [64]. MLWFs and first-guess WFs were constructed for the
four valence bands using an 8×8 k‖-mesh in the two-dimensional Brillouin zone. Graphene
is a covalently bonded system. Consequently, one expects that the MLWFs are bond
centered. Actually, the four valence bands do not constitute an isolated group of bands
as they touch an unoccupied band at the K-point. Avoiding the K-point when choosing
the uniform k‖-mesh, disentangling is not necessary, however. For the construction of the
first-guess WFs, two calculations were performed: In one calculation the localized functions
|gn〉 corresponding to the sp2-bonds were chosen to be restricted to the muffin-tin sphere
of only one atom (FWF1), while they were restricted in the second calculation (FWF2) to
the muffin-tins of the two atoms participating in the covalent bonding. The FWF2s were
nearly identical with the MLWFs, having the same centers and negligibly different spreads,
in particular. The FWF1s are not centered in the middle of the C-C-bond, the FWF2s
are, however, centered. Irrespective of the starting point (i.e., either FWF1 or FWF2) we
arrive at the same MLWFs, which are bond centered.
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Figure 10.7: Contour plot of the FWF1 (left) and MLWF
(right) of an sp2-bond of graphene.
Figure 10.8: Isosurface plot
of the pi-orbital of graphene.
Isosurface=±0.1
Table 10.3: Centers and spreads of the first-guess (first row) and maximally localized (second
row) WFs (atomic units).
x y z 〈r2〉
FWF1 (sp2) 2.038 1.169 0.000 2.184
FWF1 (sp2) 2.038 −1.169 0.000 2.184
FWF1 (sp2) 4.064 0.000 0.000 2.184
FWF1 (π) 2.714 0.000 0.000 10.526
MLWF (sp2) 2.035 1.175 0.000 2.052
MLWF (sp2) 2.035 −1.175 0.000 2.052
MLWF (sp2) 4.070 0.000 0.000 2.052
MLWF (π) 2.714 0.000 0.000 10.075
Figure 10.7 shows the contour plot of one of the three sp2-bonds for the first-guess
FWF1 and for the MLWF. Figure 10.8 shows the π-orbital. Centers and spreads are given
in Table 10.3. The initial spread of 17.08 a.u.2 characterizing the first-guess FWF1 is
reduced by the minimization procedure to a final total spread of 16.23 a.u.2.
The hopping matrix elements Hm,m′(R1 − R2), Eq. (10.48), are listed in Table 10.4.
There is no coupling between the π WFs and the sp2 WFs.
10.8.4 Platinum
In the following we discuss the MLWFs for a Platinum chain. Our calculations were
performed with the one-dimensional version [140] of the FLEUR program and with spin-
orbit coupling [141, 142, 143, 144]. The extensions necessary to treat the spin-orbit case
have been described in section 10.4. The muffin-tin radii and the plane wave cut-off were
chosen to be 2.22 a.u. and 3.7 a.u.−1, respectively. The RPBE [145] exchange-correlation
potential was used. The relaxed Pt-Pt distance is given by 4.48 a.u.. We calculated 12
MLWFs corresponding to the s- and d-states of Platinum using 8 k-points. The localized
trial orbitals were chosen to be eigenstates of the z-projection of the spin operator. Both
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Table 10.4: Hopping matrix elements of graphene. Energies are in meV. 00, 10, 11 and 20 denote
the translations of the obitals in units of the primitive translations.
00 10 11 20
sp2(1), sp2(1) -15038 560.7 6.6 51.3
sp2(1), sp2(2) -2139 78.0 -21.5 7.4
sp2(1), sp2(3) -2139 -144.1 2.5 -19.9
sp2(2), sp2(1) -2139 -529.8 -21.5 -21.5
sp2(2), sp2(2) -15038 -109.7 6.6 -6.7
sp2(2), sp2(3) -2139 78.0 2.5 7.4
sp2(3), sp2(1) -2139 -2139.1 78.0 -144.1
sp2(3), sp2(2) -2139 -529.8 78.0 -21.5
sp2(3), sp2(3) -15038 560.7 -16.4 51.3
π, π -8329 -728.0 162.9 51.6
Table 10.5: Platinum chain: Spreads of the MLWFs (atomic units).
dxz d3x2−r2 dxy sp
〈r2〉 3.336 2.416 2.326 4.952
the direction of the chain and the spin-quantization axis are given by the z-direction. We
chose the angular parts of the trial-orbitals for the d-bands to be d3x2−r2, d3y2−r2 , (i.e.,
d3z2−r2 rotated to be coaxial with the x- and y-directions, respectively), dxy, dxz and dyz.
The localized trial orbital corresponding to the sp-like WF was constructed as a linear
combination of two localized s-orbitals on neighboring atoms. The MLWFs are spinor-
valued and complex. 6 out of the 12 MLWFs are characterized by a dominance of the
spin-up component while the spin-down component dominates the other 6 MLWFs. The
two groups of spin-up and spin-down dominated WFs are symmetric by interchange of
spins. Hence we will consider only the 6 spin-up dominated WFs in the following, unless
explicitly stated. The angular dependencies of the real parts of the dominating spin-up
components are approximately given by dxz and dyz, d3x2−r2 and d3y2−r2 , dxy, and sp. The
MLWFs dxz, dyz and d3x2−r2, d3y2−r2 are symmetry equivalent, respectively. The sp-like WF
is positioned bond-centered between two neighboring Pt-atoms. The angular functions that
approximately describe the imaginary part of the spin-up component as well as the real and
imaginary parts of the spin-down components agree very well qualitatively with the results
of our simple model of section 10.4 given in Table 10.1. We found qualitative deviations
only for the d3y2−r2-orbital (and the symmetry-equivalent d3x2−r2-orbital) shown in Figure
10.9: While Table 10.1 predicts the real part of the spin-down component belonging to
the d3y2−r2-orbital to vanish, it turns out to be non-vanishing and dxz-like. This may be
attributed to the fact that the actual d3y2−r2-like orbital is not rotationally invariant around
the y-axis, but rather squeezed in x-direction. The dxy-like WF is shown in Figure 10.10.
As there is no spin-orbit coupling for s-states the spin-down component of the sp-like WF,
which is shown in Figure 10.11, is p-like.
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Figure 10.9: d3y2−r2-like orbital of a one-dimensional Pt-chain. From left to right: Real part
of spin-up component (d3y2−r2, Isosurface=±0.1), imaginary part of spin-up component (dxy,
Isosurface=±0.001). Real part of spin-down component (dxz, Isosurface=±0.00073), imaginary
part of spin-down component (dyz, Isosurface=±0.0025).
Figure 10.10: dxy-like orbital of a one-dimensional Pt-chain. From left to right: Real part
of spin-up component (dxy, Isosurface=±0.2), imaginary part of spin-up component (dx2−y2 ,
Isosurface=±0.005), real part of spin-down component (dyz , Isosurface=±0.001).
Figure 10.11: sp-like orbital of a one-dimensional Pt-chain. Left: real part of spin-up component
(sp, Isosurface=±0.04), Right: real part of spin-down component (px, Isosurface=±0.004).
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Table 10.6: Platinum chain: Spin-resolved nearest neighbor hopping matrix elements for the
spin-up dominated MLWFs between identical orbitals (meV).
dxz, dxz d3x2−r2, d3x2−r2 dxy, dxy s, s
↑, ↑ 1170.9 -548.8 -269.7 -2481.7
↑, ↓ -0.1 0.4 -0.1 29.3
↓, ↓ 1.0 -0.6 -0.7 -21.3
Table 10.7: Platinum chain: Spin-resolved on-site hopping matrix elements between spin-up and
spin-down dominated MLWFs (meV).
d↑xz, d
↓
3x2−r2 d
↑
3y2−r2,d
↓
yz d
↑
xz, d
↓
xy d
↑
xy,d
↓
xz
↑, ↑ -142 134 10 -6
↑, ↓ 460 460 268 268
↓, ↑ 0 0 0 0
↓, ↓ 134 -142 -6 10
Table 10.8: Platinum chain: Spin-resolved nearest neighbor hopping matrix elements between
spin-up and spin-down dominated MLWFs (meV).
d↑xz, d
↓
3x2−r2 d
↑
3y2−r2,d
↓
yz d
↑
xz, d
↓
xy d
↑
xy,d
↓
xz
↑, ↑ 33 0.8 5.6 -9.0
↑, ↓ 9.8 9.8 7.5 7.5
↓, ↑ 0 0 0 0
↓, ↓ 0.8 33 -9.0 5.6
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Table 10.5 lists the spreads. The maximal localization procedure reduces the initial
total spread of 195.72 a.u.2 to a final total spread of 37.56 a.u.2.
In Table 10.6 we list the spin-resolved nearest neighbor hopping matrix elements for the
spin-up dominated MLWFs between identical orbitals calculated according to Eq. (10.54).
As the (↓, ↓) components scale quadratically with the admixture of spin-down to the spin-
up dominated WFs, they are small. Likewise the (↑, ↓) components are found to be small:
The angular distributions of the spin-down components of the WFs differ from those of
the spin-up components, the admixture of spin-down is small, and the spin-orbit coupling,
which couples the two spin-channels, is important only close to the nuclear cores and hence
the coupling between functions well-localized on different atoms is small. For the on-site
hopping matrix elements, however, the (↑, ↓)- or (↓, ↑)-components can dominate, because
the two WFs are centered on the same atoms in this case, and their overlap close to the
nuclear cores can be large. In Table 10.7 we list a selection of spin-resolved on-site hopping
matrix elements that are dominated by hopping from spin-up into spin-down, which is
mediated by spin-orbit coupling. d↑xz is a spin-up dominated dxz-like WF. According to
Table 10.1 the spin-orbit interaction provides a coupling to dx2−y2 | ↓〉, which overlaps with
d↓3x2−r2 . Analogously, there is a transition from d
↑
3y2−r2 to dyz| ↓〉, which overlaps with d↓yz.
The other two examples in Table 10.7 are easily interpreted analogously on the basis of
Table 10.1. The (↓, ↑)-contributions in Table 10.7 are negligibly small, because the | ↓〉-
and | ↑〉-components of the spin-up and spin-down dominated WFs are small, respectively.
Table 10.8 is analogous to Table 10.6, but now for the nearest neighbor hoppings. The
comparison of the two Tables shows that the (↑, ↓)-contributions decay fastest, which is
consistent with the facts that the spin-orbit coupling is strongest close to the nuclei, and
that the WFs are well localized.
10.8.5 Ferroelectricity of BaTiO3
Thin films of BaTiO3 may be grown epitaxially on SrTiO3 [146] and are tetragonally
distorted due to the in-plane epitaxial strain. We calculate the ferroelectric polarization of
the corresponding tetragonally distorted phase of BaTiO3. The in-plane lattice constant is
set to the lattice constant of SrTiO3 (a = 7.46 a.u.). The lattice constant perpendicular (c)
as well as the positions of all atoms in the unit-cell where determined by a series of force
and total energy calculations. For Ba, Ti and O, muffin-tin radii of 2.2 a.u., 2.0 a.u. and
1.3 a.u. were used, respectively. The plane wave cut-off was chosen to be 4.8 a.u.−1. Using
the exchange correlation potential of Perdew and Wang [147] we obtained a c/a ratio of
1.07, in reasonable agreement with experimental data [146]. The resulting atomic positions
are given in Table 10.9 and the crystal structure of BaTiO3 is illustrated in Figures 10.12
and 10.13. Compared to the cubic perovskite structure, the oxygen atoms are moved out of
the face centers and the cube is elongated in z-direction. z-reflection symmetry is lost. ∆τ
in Table 10.9 specifies the displacement in z-direction of the oxygen and titanium atoms
from the symmetric positions in the face centers and the center of the cuboid, respectively.
The displacements of the oxygen atoms are larger than those of titanium. The apical
oxygen atoms exhibit a larger displacement than the basal ones.
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We calculated MLWFs separately for the 9 oxygen p-bands, the 3 barium p-bands, the
3 oxygen s-bands, the one barium s-band, and the 3 titanium p-bands (the remaining
electrons were treated as core electrons), which is possible as these five groups of bands
are well separated in energy. A uniform k-point mesh of 16×16×16 k-points was used.
As final spread, Eq. (10.9), 48.03 a.u.2 were obtained for the 9 oxygen p MLWFs, while
the spread of the first-guess WFs was 48.08 a.u.2, suggesting that first-guess WFs and
MLWFs are nearly identical for BaTiO3. Figures 10.12 and 10.13 show the isosurfaces
of the resulting MLWFs for the oxygen p-states. The MLWFs clearly reflect the broken
z-reflection symmetry: Especially the apical oxygen p-orbitals are strongly distorted in
z-direction. The apical O-p-orbitals may be classified according to their symmetry with
respect to the vertical Ti-O-Ti axis into one σ and two π orbitals. The σ orbital shows a
strong hybridization with the titanium dz2 orbital, while the two π-orbitals mainly hybridize
with titanium dzx and dyz orbitals. Similarly, the basal oxygen p-orbitals mainly hybridize
with the titanium d-states.
Table 10.10 lists the coordinates of the centers of the MLWFs along with their deviations
∆z from the ion sites. According to Eq. (10.115) these deviations of the centers of the
MLWFs determine the anomalous contribution to the polarization. As seen in table 10.10
the apical oxygen-MLWFs exhibit the largest response to the distortion of the crystal and
the two π-orbitals are displaced stronger than the σ-orbital. Interestingly, not all orbitals
contribute with the same sign to the anomalous contribution. In fact, the sum of positive
Wannier center displacements is 0.856 a.u. while the sum of negative displacements is -
0.165 a.u., showing that the total electronic polarization is the result of complex effects,
which are partially compensating each other. The sum of displacements of the p-orbitals
at the apical oxygen is 0.657 a.u., while it is only 0.003 a.u. at the basal oxygens. Thus, the
apical oxygen p-states contribute 95% to the anomalous contribution to the polarization.
Applying Eq. (10.113) we find a polarization of 48.9 µC/cm2 in excellent agreement with
experimental data [146] of 43 µC/cm2 for the case of thin BaTiO3 layers grown on SrTiO3.
The anomalous contribution (Eq. (10.115)) to the polarization due to the displacements of
the centers of the MLWFs with respect to the centers of the atoms amounts to 36% of the
total value of the polarization.
In order to assess convergence of the results with respect to the number of k-points a
comparative calculation was performed using an 8×8×8 k-point mesh. This calculation
yielded a final spread of 47.19 a.u.2 for the MLWFs of the 9 oxygen p bands and a total
polarization of 48.6 µC/cm2. We assume these small differences to be finite difference
errors introduced by using formulae Eqns. (10.12, 10.13).
10.8.6 Ferroelectricity of PbTiO3
In the following the ferroelectric polarization of bulk PbTiO3 in the cubic perovskite struc-
ture will be discussed. Muffin-tin radii of 2.1 a.u., 1.95 a.u. and 1.35 a.u. were used for Pb,
Ti and O, respectively. The plane-wave cutoff was set to 4.5 a.u.−1 and the GGA of Wu
and Cohen [148] was used. The FLAPW basis set was supplemented with local orbitals
for the Ti-p and the Pb-d semicore states. The relaxed atomic coordinates are given in
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Table 10.9: Positions of the Ba, Ti and O ions in the constrained ferroelectric perovskite BaTiO3
(atomic units). For the O ions, ∆τ is the displacement from the face centers. For the Ti ion, ∆τ
specifies the displacement from the center of the cuboid.
x y z ∆τ
Ba 0.000 0.000 0.000 0.000
Ti 3.730 3.730 3.901 −0.092
O 3.730 3.730 0.449 0.449
O 3.730 0.000 4.284 0.292
O 0.000 3.730 4.284 0.292
Table 10.10: BaTiO3: Coordinates, displacements and spreads of the MLWFs (atomic units).
x y z ∆z 〈r2〉
O (pz) 3.730 3.730 0.629 0.181 4.75
O (px) 3.730 3.730 0.686 0.238 5.69
O (py) 3.730 3.730 0.686 0.238 5.69
O (pz) 3.730 0.000 4.296 0.012 5.69
O (px) 3.730 0.000 4.300 0.016 5.53
O (py) 3.730 0.000 4.255 −0.029 4.73
O (pz) 0.000 3.730 4.296 0.012 5.69
O (px) 0.000 3.730 4.255 −0.029 4.73
O (py) 0.000 3.730 4.300 0.016 5.53
Ba (pz) 0.000 0.000 −0.047 −0.047 6.03
Ba (px) 0.000 0.000 −0.011 −0.011 6.15
Ba (py) 0.000 0.000 −0.011 −0.011 6.15
O (s) 3.730 3.730 0.542 0.095 2.77
O (s) 3.730 0.000 4.305 0.021 2.64
O (s) 0.000 3.730 4.305 0.021 2.64
Ba (s) 0.000 0.000 0.000 0.000 3.20
Ti (pz) 3.730 3.730 3.863 −0.038 1.48
Ti (px) 3.730 3.730 3.905 0.003 1.47
Ti (py) 3.730 3.730 3.905 0.003 1.47
Table 10.11: Positions of the Pb, Ti and O ions in the ferroelectric perovskite PbTiO3 (atomic
units). For the O ions, ∆τ is the displacement from the face centers. For the Ti ion, ∆τ specifies
the displacement from the center of the cuboid.
x y z ∆τ
Pb 0.000 0.000 0.000 0.000
Ti 3.667 3.667 4.152 0.235
O 3.667 0.000 4.778 0.862
O 0.000 3.667 4.778 0.862
O 3.667 3.667 0.783 0.783
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(a) pz (b) py
Figure 10.12: MLWFs O(pz) and O(py) for the apical oxygen site close to xy-plane in BaTiO3.
Isosurface=±0.05. Red balls in the face centers: O sites, cyan balls at the corners: Ba sites, green
ball at the center: Ti site. The O site above the upper face of the cuboid is not depicted. The
hybridization of the oxygen p-orbitals with the titanium d-orbitals is clearly visible and results
in a strong distortion of the MLWFs.
(a) pz (b) px (c) py
Figure 10.13: MLWFs O(pz), O(px), and O(py) for the basal oxygen sites close to xz-plane in
BaTiO3. Isosurface=±0.05. Red balls in the face centers: O sites, cyan balls at the corners: Ba
sites, green ball at the center: Ti site.
Table 10.12: Contributions to the polarization of PbTiO3.
Ti-p O-s Pb-d Pb-s O-p Ions Total
P [µC/cm2] 0.96 -16.58 13.47 12.41 -40.74 -55.41 -85.88
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Table 10.11.
We calculated maximally localized Wannier functions for the following groups of bands,
which are all well separated in energy from neighboring groups of bands: Ti-p, O-s, Pb-d,
Pb-s, O-p. In table 10.12 we list the orbital contributions to the anomalous polarization.
Like in BaTi3 the dominant contribution to the anomalous polarization stems from the
O-p orbitals. The Pb-s lone pair reduces the total polarization, because its sign is opposite
to the sign of the total polarization. Likewise, the Pb-d semicore states reduce the total
polarization. In order to calculate the ionic contribution to the polarization we assigned
nominal charges of +4 to titanium, +2 to lead and -2 to oxygen. The anomalous contri-
bution to the polarization is -30.48µC/cm2 and amounts to 35.5% of the total polarization
of -85.88µC/cm2.
10.8.7 Ferroelectricity of HoMnO3
Only phases which are not inversion symmetric can exhibit a spontaneous ferroelectric po-
larization. In our previous examples of ferroelectric polarization inversion symmetry was
already violated by the geometry, i.e., the positions of the atoms. In magnetic systems,
a spontaneous ferroelectric polarization may also occur even for an inversion symmetric
geometry [149], if the magnetic structure violates inversion symmetry. In these cases the
ferroelectricity is magnetically induced [150]. A special case of magnetically induced fer-
roelectricity occurs in cycloidal spin structures due to the spin-orbit interaction, e.g. in
orthorhombic TbMnO3 [151]. Of course, the violation of inversion symmetry by the mag-
netic structure has in general the consequence that the inversion symmetric configuration
does not correspond to a mimimum of the total energy of the crystal and is hence merely
hypothetical. However, the deviation of the equilibrium geometry from the inversion sym-
metric one usually increases the spontaneous ferroelectric polarization. Furthermore, if
ferroelectricity is magnetically induced the ionic contribution to the polarization is often
smaller than the anomalous contribution.
As an example for magnetically induced ferroelectricity, we consider the orthorhombic
manganite HoMnO3. We first consider the AFM-A phase, which is illustrated in Fig. 10.14.
The AFM-A phase is inversion symmetric and does not exhibit a spontaneous ferroelectric
polarization. As seen in Fig. 10.14 the intraplanar coupling is ferromagnetic. Neighboring
planes are coupled antiferromagnetically. Each Mn-4d-shell is occupied by 4 electrons of
the same spin. The charges of the ions within the point charge model are Ho:+3, Mn:+3,
O:-2. We now rotate the magnetic moments into the magnetic configuration of the AFM-E
phase while keeping the positions of the atoms fixed. The AFM-E phase shows in-plane
FM zigzag chains antiferromagnetically coupled to the neighboring chains, as illustrated
in Fig. 10.15. The interplanar coupling is AFM. As said before, we assume that the atoms
have the coordinates of the AFM-A structure, and consequently this (hypothetical) geom-
etry is invariant under space inversion. However, the magnetic structure does not exhibit
inversion symmetry. For the calculation of this AFM-E configuration 8 formula units of
HoMnO3 are needed, i.e., the unit cell contains 40 atoms. In order to calculate the AFM-A
phase, 4 formula units, i.e., 20 atoms, suffice. We may view the orientations of the magnetic
10.8 Examples of Wannier functions 183
Figure 10.14: AFM-A phase of HoMnO3.
Blue balls: Mn with spin up. Red balls:
O. Cyan balls: Ho. We show only one
plane. The Mn are coupled ferromagnetically
in each plane. In the AFM-A phase neighbor-
ing planes are coupled antiferromagnetically.
Figure 10.15: AFM-E phase of HoMnO3.
Blue balls: Mn with spin up. Green balls:
Mn with spin down. Red balls: O. Cyan
balls: Ho. The Mn atoms with spin up (blue)
form one FM zigzag chain. Likewise, the Mn
atoms with spin down (green) form a FM
zigzag chain. We show only one plane. In the
AFM-E phase neighboring planes are coupled
antiferromagnetically.
moments to be described by the parameter ξ of the Hamiltonian, which was introduced
in Eq. (10.73). Following the adiabatic path in ξ-space, which connects the AFM-A and
AFM-E magnetic configurations, inversion symmetry is lost and a spontaneous ferroelec-
tric polarization is induced. The mechanism behind the spontaneous polarization is the
asymmetry of the hybridization of the states of a given atom with the states of neighbor-
ing atoms, which have different magnetic moments. This asymmetry of the hybridization
leads to an asymmetry of the Wannier center displacement vectors, which gives rise to a
spontaneous anomalous polarization according to Eq. (10.115). To see this we sketch the
directions of the Wannier center displacement vectors for the AFM-A phase in Fig. 10.16
and for the AFM-E phase in Fig. 10.17. Only the displacements of the centers of oxygen-
p-orbitals are discussed in the figures. Due to the hybridization of the oxygen-p-orbitals
mainly with Mn-d-states the centers of mass of the WF-orbitals are shifted away from the
nuclear positions. In Fig. 10.16 the sum of displacements is zero, because the hybridization
with the Mn-d-states of neighboring atoms is symmetric. However, in Fig. 10.17 the sum
of displacements is not zero, since the hybridization with the Mn-d-states of neighboring
atoms is asymmetric for those oxygens, which have one spin-up and one spin-down Mn
atom as nearest neighbor. As suggested by the figure, the z-components of the displace-
ment vectors do not cancel, and a net-displacement in z-direction results, which gives rise
to an anomalous polarization in z-direction. Similarly, the sum of the centers of mass of
the Mn-d-orbitals may deviate from the nuclear position of Mn due to the asymmetric
hybridization in the AFM-E phase.
We generated Wannier functions for the AFM-E phase of HoMnO3 using a 8 × 8 × 8
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Figure 10.16: AFM-A phase of HoMnO3.
Blue balls: Mn. Mn atoms are coupled fer-
romagnetically in each plane. Red balls: O.
We show only one plane. The Mn are cou-
pled ferromagnetically in each plane. Blue
arrows indicate the direction of the displace-
ment vector of the Wannier centers of the
oxygen-p-orbitals with respect to the oxygen
nuclear positions.
Figure 10.17: AFM-E phase of HoMnO3.
Blue balls: Mn with spin up. Green balls:
Mn with spin down. Red balls: O. The
Mn atoms with spin up (blue) form one FM
zigzag chain. Likewise, the Mn atoms with
spin down (green) form a FM zigzag chain.
We show only one plane. Blue (green) ar-
rows indicate the direction of the displace-
ment vector of the Wannier centers of the
spin-up (spin-down) oxygen-p-orbitals with
respect to the oxygen nuclear positions.
k-mesh. The following groups of bands are separated in energy and for each group Wannier
functions were calculated: 5p bands of Ho (24 Wannier functions per spin; 5p bands of Ho
were treated as local orbitals). 2s bands of O (24 Wannier functions per spin). 2p bands
of O (72 Wannier functions per spin). 4d t2g-like bands of Mn (12 Wannier functions
per spin). 4d eg-like bands of Mn (4 Wannier functions per spin). In Table 10.13 we list
the contributions of the 5 groups of orbitals to the anomalous polarization. If the atomic
coordinates of AFM-A are used together with the magnetic configuration of AFM-E the
largest contribution to the polarization stems from the Mn-d(eg) orbitals. Interestingly,
the contributions of the Mn-d(t2g) orbitals and the O-p orbitals have the opposite sign
and reduce the total polarization. For comparison we list the polarization of the relaxed
AFM-E phase [150]. While the dominant contribution still comes from the Mn-d(eg) group,
this contribution is now smaller and almost compensated by the contribution of the Mn-
d(t2g) group. The contribution of the O-p group is larger in magnitude and has the same
sign as the total anomalous polarization. In the case of the relaxed AFM-E structure
the ionic contribution to the polarization is 2.09 µC/cm2 and smaller than the anomalous
contribution. Adding anomalous and ionic contributions, the total polarization for relaxed
AFM-E is found to be 5.61 µC/cm2.
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Table 10.13: Decomposition of the anomalous polarization into the contributions of groups of
Wannier orbitals. P : Polarization of HoMnO3 in the AFM-E magnetic configuration, but with
the atomic coordinates of AFM-A. Prelaxed: Polarization of HoMnO3 in the AFM-E magnetic
configuration with the atomic coordinates of relaxed AFM-E.
Ho-p O-s O-p Mn-d (t2g) Mn-d (ed) Total (spin up)
P [µC/cm2] 0.008 -0.048 -0.671 -1.226 3.136 1.20
Prelaxed[µC/cm
2] 1.51 -2.42 2.67 1.76
Table 10.14: Centers and spreads (atomic
units) of the MLWFs corresponding to the
p-bands of a Bismuth bilayer.
〈x〉 〈y〉 〈z〉 〈r2〉
1 -4.967 0.000 2.095 11.202
2 -4.822 0.000 1.723 12.662
3 -5.004 0.000 1.721 12.615
4 -4.967 0.000 2.095 11.202
5 -4.822 0.000 1.723 12.662
6 -5.004 0.000 1.721 12.615
7 4.967 0.000 -2.095 11.202
8 4.822 0.000 -1.723 12.662
9 5.004 0.000 -1.721 12.615
10 4.967 0.000 -2.095 11.202
11 4.822 0.000 -1.723 12.662
12 5.004 0.000 -1.721 12.615
Table 10.15: Centers and spreads (atomic
units) of the MLWFs corresponding to the
p-bands of a Bismuth bilayer.
〈x〉 〈y〉 〈z〉 〈r2〉
1 -5.100 0.291 1.812 12.204
2 -4.595 0.000 1.812 12.204
3 -5.100 -0.291 1.812 12.204
4 -5.100 0.291 1.812 12.204
5 -4.595 0.000 1.812 12.204
6 -5.100 -0.291 1.812 12.204
7 5.100 0.291 -1.812 12.204
8 5.100 -0.291 -1.812 12.204
9 4.595 0.000 -1.812 12.204
10 5.100 0.291 -1.812 12.204
11 5.100 -0.291 -1.812 12.204
12 4.595 0.000 -1.812 12.204
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Figure 10.18: Band structure of a two-layer Bi-film
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Figure 10.19: Wannier orbital of a p-state of
Bi in a double layer of Bi(111). The Wan-
nier orbital is an eigenstate of the symmetry
operation of reflection at a mirror plane.
Figure 10.20: Wannier orbital of a p-state of
Bi in a double layer of Bi(111). The Wan-
nier orbital reflects the c3-symmetry of the
system.
10.8.8 Bi(111) Ultrathin Film: Topological Insulator
We calculated Wannier functions for an inversion symmetric two-layer Bi-film with a dis-
tance between the two layers of 3.15 a.u.. Fig. 10.19 illustrates the geometry. The in-plane
lattice constant a of the hexagonal lattice was chosen to be 8.542 a.u.. The in-plane lattice
vectors are a1 = (
√
3/2,−1/2, 0)a and a2 = (
√
3/2, 1/2, 0)a. The MT-radius was set to
2.5 a.u. and the plane-wave cutoff to 3.8 a.u.−1. The LDA exchange-correlation potential
of Moruzzi, Janak and Williams [65] was used. Spin-orbit coupling was included in the
calculation. We calculated 12 MLWFs corresponding to the valence p and conduction p
bands. The 12 MLWFs were obtained from the 12 bands in one calculation, i.e., we did
not split the computation into two, even though the conduction bands and the valence
bands are separated by a gap. The centers and spreads are listed in Table 10.14. The
total spread is 145.9 a.u.2. As seen in the Table, the centers and spreads of the Wannier
functions reflect the inversion symmetry of the system. In Fig. 10.19 we show the real part
of the spin-up component of one of the Wannier orbitals. The centers of all MLWFs lie in
the y-plane and all MLWFs are eigenfunctions of the reflection at the y-plane. Clearly, the
c3-symmetry of the Bi-film is not reflected by this set of MLWFs. However, starting from
first-guess WFs which reflect the c3-symmetry of the system, the spread-minimization con-
verges into a second different minimum. The corresponding WFs reflect the c3-symmetry
of the system, but the total spread of 146.4 a.u.2 is slightly larger than for the previous set
of WFs. In Table 10.15 we list the centers and spreads for this set of WFs. In Fig. 10.20
we show the real part of the spin-up component of one of the orbitals of this second set
of Wannier functions. As the total spreads of the two sets are almost identical, one may
expect that the decay properties of the hopping matrix elements are likewise very similar.
The 12 MLWFs may be grouped into four sets containing each 3 MLWFs: MLWFs 1-6
are hosted on the first Bi-atom and MLWFs 7-12 on the second Bi-atom. MLWFs 1-3 are
spin-up dominated while orbitals 4-6 are spin-down dominated. Likewise, MLWFs 7-9 are
spin-up dominated while orbitals 10-12 are spin-down dominated.
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In Fig. 10.18 we show the interpolated band structure of the insulating Bi-film, which
we obtained from the hopping matrix elements, Eq. (10.48), by applying Eq. (10.50).
We found the two sets of WFs, the c3-symmetric and the mirror-symmetric, to result in
identical interpolated band structures. As stated before, we calculated the MLWFs for
the entire group of twelve bands and did not split the group into two. In fact, calculating
Wannier functions only for the 6 conduction bands or only for the 6 valence bands does not
work reasonably well for the present system, even though valence and conduction bands
are separated by a gap. For example, the convergence of the interpolated band structure to
the correct band structure as the k-mesh is refined is much slower than in the calculation
that treats both valence and conduction bands at the same time. The 6 valence p and the
6 conduction p bands have to be considered to form one composite group of bands, which
cannot be split.
Besides the calculation of the interpolated band structure, another interesting appli-
cation of the real-space Hamiltonian matrix, Eq. (10.48), is the computation of the Z2
topological number [67, 152, 153], which determines whether or not an insulator is a
topological insulator. In inversion-symmetric systems the Z2 topological number may be
evaluated from the parity eigenvalues of the Kramers pairs at the time-reversal-invariant
momenta (TRIM) [154]. The TRIM Γi are k-points, which satisfy Γi = −Γi + G for
some reciprocal lattice vector G. In two dimensions there are four such k-points. In
time-reversal symmetric systems the bands are doubly degenerate at the TRIM. Of course,
in inversion symmetric time-reversal symmetric systems the bands are doubly degenerate
everywhere. In order to calculate the Z2 topological number of an inversion-symmetric two-
dimensional system, one multiplies the parity eigenvalues of all occupied Kramers pairs at
the four TRIM. If the result is +1 the Z2 topological number is 0. If the result is -1 the
Z2 topological number is 1. For the Bi(111) ultrathin film the Z2 topological number is 1.
Thus, it is a topological insulator. One may extract the parity eigenvalues at the TRIM
conveniently [155] from the eigenvectors of the interpolated Hamiltonian, Eq. (10.50).
In inversion-asymmetric systems the determination of the Z2 topological number is
more complicated [156]. Within a tight-binding framework the topological properties of
insulators may be determined [155]. The transformation, Eq. (10.48), of the ab initio
Hamiltonian into the Wannier function basis provides an optimal starting point for the
construction of realistic tight-binding models.
10.9 Intrinsic anomalous Hall effect
The Hall resistivity of ferromagnetic materials depends on the external applied magnetic
field and on the magnetization. The dependency of the Hall resistivity on the magnetization
is due to two different effects. First, the magnetization contributes to the total magnetic
induction. Second, the magnetization gives rise to an anomalous contribution to the Hall
resistivity, which is often larger than the ordinary contribution. Depending on the material
this anomalous contribution may be due to extrinsic or intrinsic mechanisms or both. Spin-
dependent scattering of charge carriers at impurities or phonons gives rise to the extrinsic
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contribution. In perfect crystals the anomalous contribution is an intrinsic scattering-free
band-structure effect, which arises due to the spin-orbit interaction.
In the following we discuss the intrinsic anomalous Hall effect. In order to obtain an
expression for the intrinsic anomalous Hall conductivity Γxy we calculate the current in x-
direction, which arises due to a perturbing applied external electric field Ey in y-direction.
The current due to state |ψ˜k¯,n(Ey)〉 is given by
Ix,k¯,n(Ey) =
e
Lx
〈ψ˜k¯,n(Ey)|vˆx|ψ˜k¯,n(Ey)〉 =
e
Lx
〈ψ˜k¯,n(Ey)|pˆx|ψ˜k¯,n(Ey)〉, (10.117)
where Lx is the length of the unit cell in x-direction, e = −1 is the charge of the electron
and the velocity operator vˆ is equal to the momentum operator pˆ due to the use of atomic
units. Due to the presence of the electric field periodic boundary conditions are only used
in the x- and z-directions. The corresponding two-dimensional Bloch vectors are labeled
by k¯. The conductivity in the limit of zero electric field is given by
Γxy =
1
N
1
Ly
1
Lz
∑
k¯
∑
n
∂Ix,k¯,n(Ey)
∂Ey |Ey=0. (10.118)
In first order with respect to the perturbing electric field Ey the state |ψ˜k,n〉 is related to
the eigenstates |ψk,n〉 of the unperturbed Hamiltonian by
|ψ˜k¯,n〉 = |ψk¯,n〉+ eEy
∑
m6=n
〈ψk¯,m|yˆ|ψk¯,n〉
Ek¯,n − Ek¯,m
|ψk¯,m〉. (10.119)
Using Eq. (10.119) to evaluate the conductivity, Eq. (10.118), we obtain:
Γxy =
e2
N
1
V
∑
k¯
Nocc∑
n=1
∑
m6=n
[〈ψk¯,n|pˆx|ψk¯,m〉〈ψk¯,m|yˆ|ψk¯,n〉
Ek¯,n −Ek¯,m
+
〈ψk¯,n|yˆ|ψk¯,m〉〈ψk¯,m|pˆx|ψk¯,n〉
Ek¯,n − Ek¯,m
]
=
e2
N
2
V
ℜ
{∑
k¯
Nocc∑
n=1
∑
m6=n
〈ψk¯,n|pˆx|ψk¯,m〉〈ψk¯,m|yˆ|ψk¯,n〉
Ek¯,n − Ek¯,m
}
=
e2
N
2
V
ℜ
{∑
k¯
Nocc∑
n=1
∞∑
m=Nocc+1
〈ψk¯,n|pˆx|ψk¯,m〉〈ψk¯,m|yˆ|ψk¯,n〉
Ek¯,n − Ek¯,m
}
,
(10.120)
where V is the volume of the unit cell. With the help of the commutator
[Hˆ, yˆ]− = −i~
m
pˆy (10.121)
we may replace the position operator yˆ by the momentum operator pˆy, which allows us to
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use periodic boundary conditions also in y-direction:
Γxy =
e2
N
2
V
ℜ
{∑
k
Nocc∑
n=1
∞∑
m=Nocc+1
i
〈ψk,n|pˆx|ψk,m〉〈ψk,m|pˆy|ψk,n〉
(Ek,n − Ek,m)2
}
=− e
2
N
2
V
ℑ
{∑
k
Nocc∑
n=1
∞∑
m=Nocc+1
〈ψk,n|pˆx|ψk,m〉〈ψk,m|pˆy|ψk,n〉
(Ek,n − Ek,m)2
}
.
(10.122)
In order to eliminate the sum over excited states we use the identity
〈ψk,n|pˆi|ψk,m〉 = m
~
〈uk,n|
[
∂
∂ki
, Hˆk
]
−
|uk,m〉 (10.123)
and switch from Bloch functions to the lattice periodic parts. We obtain
Γxy = −e
2
N
2
V
ℑ
∑
k
Nocc∑
n=1
〈∂uk,n
∂kx
|∂uk,n
∂ky
〉. (10.124)
The Berry curvature Yn,xy(k) is defined as two times the imaginary part of the overlap
〈∂uk,n
∂kx
|∂uk,n
∂ky
〉:
Yn,xy(k) = 2ℑ〈∂uk,n
∂kx
|∂uk,n
∂ky
〉. (10.125)
If the gauge transformation
|ukn〉 → eiϕ(k)|ukn〉 (10.126)
is performed the overlap 〈∂uk,n
∂kx
|∂uk,n
∂ky
〉 changes as follows:
〈∂uk,n
∂kx
|∂uk,n
∂ky
〉 → 〈∂uk,n
∂kx
|∂uk,n
∂ky
〉 − dϕ(k)
dky
ℑ〈∂uk,n
∂kx
|uk,n〉+ dϕ(k)
dkx
ℑ〈uk,n|uk,n
∂ky
〉. (10.127)
Thus, the Berry curvature Yn,xy(k) is gauge invariant. Consequently, the conductivity Γxy,
Eq. (10.124), is likewise gauge invariant:
Γxy = −e
2
N
1
V
∑
k
Nocc∑
n=1
Yn,xy(k). (10.128)
Of course, this proof of gauge invariance suffers from the fact that there may be degen-
eracies and band-crossings. At such points it is not clear how the band continues and the
derivative with respect to k is not well-defined. However, these points have zero weight
in the k-integration and hence do not influence the result theoretically. Practically, in an
implementation based on finite differences and a k-mesh one would have to pay attention
to this point. In fact, it is possible to write the Berry curvature of a subspace in a form
which makes its invariance with respect to unitary transformations within this subspace
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obvious. Thus, the Berry curvature is invariant in a more general sense and the difficulties
due to considering the band-wise Berry curvature are avoided. To achieve this, we insert
the identity operator:
Yxy(k) = 2ℑ
Nocc∑
n=1
∞∑
m=1
〈∂uk,n
∂kx
|uk,m〉〈uk,m|∂uk,n
∂ky
〉 =
= 2ℑ
Nocc∑
n=1
∞∑
m=Nocc+1
〈∂uk,n
∂kx
|uk,m〉〈uk,m|∂uk,n
∂ky
〉 =
= 2ℑ
Nocc∑
n=1
∞∑
m=Nocc+1
〈∂uk,m
∂kx
|uk,n〉〈uk,n|∂uk,m
∂ky
〉.
(10.129)
Clearly, this expression is invariant with respect to unitary transformations among the
occupied bands.
The evaluation of the anomalous Hall conductivity requires very fine k-meshes of mil-
lions of k-points. To reduce the computational burden, Wannier interpolation [131, 132,
133] may be used. Two interpolation schemes have been discussed in the literature: First,
the direct interpolation of the Berry curvature, Eq. (10.125), using a finite-difference
method for the k-derivatives. Second, the k-derivatives are calculated from first-order
perturbation theory. In the latter approach a Kubo-like formula in the Wannier function
space has to be evaluated. We point out that Eq. (10.129) might serve as a better starting
point to set up an interpolation scheme than Eq. (10.125): The Wannier function formal-
ism allows to interpolate the Berry connection in a straightforward way without the need
for k-derivatives. In comparison to the Kubo formula, in Eq. (10.129) there is no energy
denominator which is difficult to deal with in the case of very small energy differences.
The Kubo formula for the spin Hall effect, the spin counterpart of the anomalous Hall
effect, is obtained by replacing the current, Eq. (10.117), by the spin current:
Γsxy =
e2
N
1
V
ℜ
{∑
k¯
Nocc∑
n=1
∞∑
m=Nocc+1
〈ψk¯,n|σspˆx|ψk¯,m〉〈ψk¯,m|yˆ|ψk¯,n〉
Ek¯,n − Ek¯,m
}
, (10.130)
where s labels the components of the spin vector operator. However, in contrast to the
current, the spin current is not conserved in the presence of spin-orbit coupling. Thus,
one may expect to obtain different results, when instead of the matrix element of the spin
velocity the spin current through a surface is used to evaluate the conductivity. Assuming
spin-orbit coupling to be small, we may consider the commutator between spin and Hamil-
tonian to vanish approximately. Consequently, one may expect that for small spin-orbit
coupling the expression for the spin conductivity can be manipulated analogously to the
case of the anomalous Hall effect, leading to the expression
Γsxy =
e2
N
1
V
ℑ
{∑
k¯
Nocc∑
n=1
∞∑
m=Nocc+1
〈∂uk,m
∂kx
|σs|uk,n〉〈uk,n|∂uk,m
∂ky
〉
}
. (10.131)
Chapter 11
Summary and Conclusions
In the first part of the thesis a novel order-N implementation of the full-potential linearized
augmented-plane-wave (FLAPW) method was developed to efficiently perform ab initio to-
tal energy and force calculations based on the density functional theory (DFT) of large
layered structures and in particular of the electronic and spin transport properties of spin-
valves and magnetic tunneling junctions (MTJs). The key ingredients of the implementa-
tion, which were described in detail, are (i) the Green function embedding formalism, (ii)
the propagation of the embedding potentials, (iii) the introduction of the surface projector
on the curvy embedding surfaces and (iv) the use of the Dyson equation and of the spectral
representation of the Green function. Electronic transport properties are calculated within
the Landauer formulation of ballistic transport, using the single-particle Kohn-Sham scat-
tering wave functions. Various aspects of the implementation, e.g. its parallelization and
the self-consistent calculation of the charge density in and out of equilibrium were discussed
in detail. The parallelization with respect to both k-points and layers allows to run the
program in parallel on several thousand processors with a high scalability. The method
was validated for films, surfaces and the transport geometry. Applications of the method
to surfaces, e.g. the (111)-surface of Sb and the (100)-surface of Co, and to electronic
transport, e.g. in the Co/MgO/Co and the Fe/Co/MgO/Co/Fe MTJs, were shown. The
order-N implementation of the FLAPW method opens new prospects for the investigation
of electronic transport in complex systems involving several hundred atoms per unit cell.
The method was extended with the purpose to calculate the elastic contribution to
the spin torque. In the absence of spin-orbit coupling the spin torque is calculated from
the change of the spin current as it traverses the free magnetic layer of the MTJ. The
calculations are carried out using a non-collinear setup, where the magnetic quantization
axes of the free and the fixed magnetic layers are rotated with respect to each other.
The implementation allows a layer- and atom-resolved analysis of the contributions to the
spin torque. In order to verify the implementation, calculations of the spin torque and
the giant magnetoresistance (GMR) effect were performed for the Co/Cu/Co spin valve
and the results were found to be in very good agreement to those of existing calculations
obtained by the Korringa-Kohn-Rostoker (KKR) method for this system.
From the layer-resolved analysis of the elastic spin torque it is found that almost the
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complete torque is deposited on the first few atomic layers of the free magnetic layer. Two
components of the spin-torque have to be distinguished: (i) The in-plane torque, which
is responsible for the current-induced switching and which can sustain dynamical modes
of the free magnetic layer. (ii) The out-of-plane torque, which has a similar effect as an
applied magnetic field. For thick free magnetic layers the out-of-plane torque is found to
be very small, which is typical for all-metallic spin valves. The layer resolved in-plane
torkances due to left- and right-propagating states are found to be equal in magnitude
but opposite in direction. In contrast, the layer resolved out-of-plane torkances differ for
left- and right-propagating states both in magnitude and distribution. It is expected that
this bias-asymmetry has an impact on the current-induced magnetization dynamics in the
case of nanopillars with a thin free magnetic layer, where the out-of-plane torque is not
negligible. From the k-resolved calculation of the torque it is seen that states from the
entire 2BZ contribute.
The spin-torque for the Fe/Ag/Fe spin valve was calculated. The in-plane torque and
the resistance of the Fe/Ag/Fe spin valve are characterized by very large asymmetries.
The two asymmetries agree rather well with Slonczewski’s model. However, in contrast to
Slonczewski’s model, which predicts the two asymmetries to be exactly equal, the obtained
ab initio results for the two asymmetries deviate. While the asymmetries between the ab
initio calculation and Slonczewski’s model agree well, the absolute values of torque and
resistance are found to be different, suggesting that ab initio calculations of the spin torque
provide additional valuable information that cannot be obtained from Slonczewski’s model.
For the Fe/MgO/Fe MTJ tunneling conductance and spin torque were investigated. The
torque per current was found to be in very good agreement to recent experiments on
CoFeB/MgO/CoFeB MTJs employing FeCoB as lead material. In comparison to recent
similar ab initio calculations of the spin-torque in the Fe/MgO/Fe MTJ, a substantially
larger out-of-plane torque was found, suggesting that (i) the out-of-plane torque depends
very sensitively on the details of the MTJ and (ii) the impact of the out-of-plane torque on
the current-induced switching may be strong if the MTJ is of very high quality. In order
to compute the spin-torque in the presence of spin-orbit coupling, a second formulation of
the spin-torque was implemented, which is based on the direct evaluation of the torque the
non-equilibrium density experiences due to the exchange field. The two formulations are
found to give identical results in the absence of spin-orbit coupling. The influence of spin-
orbit coupling on the spin-torque was investigated for Fe/Au/Fe nanopillars. Especially
the out-of-plane torque is found to be affected by spin-orbit coupling.
The last part of the thesis focuses on the implementation and use of first-guess and
maximally localized Wannier functions. First-guess Wannier functions are obtained by
projecting a set of functions, which are localized inside the MT-spheres, onto a set of
Bloch functions. Maximally localized Wannier functions are constructed by minimizing
the spread functional. The details of the implementation were presented for bulk, film
and one-dimensional geometries. The implementation was validated for these geometries.
While the computation of maximally localized Wannier functions is very efficient due to
the exploitation of symmetries, the construction of first-guess Wannier functions is compu-
tationally much less demanding. For ionic oxides like SrVO3, first-guess Wannier functions
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were found to be in very good agreement to maximally localized Wannier functions. For
the covalent system graphene it is more difficult to obtain a good agreement between
first-guess and maximally localized Wannier functions. A solution was presented which is
based on the projection of Bloch functions onto linear combinations of localized functions
in several MT-spheres. For diamond the question of the uniqueness of maximally localized
Wannier functions was addressed: (i) Several local minima of the spread functional were
shown to exist and (ii) maximally localized Wannier functions were shown to be different
depending on whether they are constructed for the bonding states and the anti-bonding
states separately or together. In the presence of spin-orbit coupling, Wannier-functions
loose the property of real-valuedness and are spinor-valued. A simple model to understand
the properties of Wannier-functions in the presence of spin-orbit coupling was developed
and spinor-valued Wannier functions were constructed for SrVO3, a one-dimensional Pt-
chain and a double layer of Bi(111). Tight-binding parameters were computed for diamond,
graphene, SrVO3, a one-dimensional Pt-chain and a double layer of Bi(111) and the there-
with interpolated band structures were found to be in excellent agreement with the true
ones.
The relationships between the modern theory of ferroelectric polarization, the Berry
phase, and the maximally localized Wannier functions were discussed in detail. The Berry
phase formulation of ferroelectric polarization was compared to the Wannier function pic-
ture of ferroelectric polarization and the latter was found to be superior in two respects: (i)
In many cases the Wannier function picture allows to avoid calculations for intermediate
points on the adiabatic path joining the ferroelectric phase and the inversion symmetric
phase and (ii) the Wannier function picture allows to define an orbital decomposition of
the anomalous contribution to the polarization. The Wannier function picture of ferro-
electric polarization was applied to the ferroelectric materials BaTiO3, PbTiO3 and the
multiferroic HoMnO3 with excellent agreement to experiments where available.
Wannier functions turned out to be a powerful concept to relate sophisticated electronic
structure methods to new physics. As a localized basis set they can be used in the field
of many-body perturbation theory to describe ladder diagrams or the on-site Coulomb
interaction or screened electron-hole and plasmon excitations. They allow to construct
realistic model Hamiltonians from ab initio theory, which is applied to study e.g. the
properties of strongly correlated materials. The implementation of spin-orbit Wannier
functions opens the path to the investigation of the anomalous Hall and the spin-Hall
effects.
In summary, electronic structure methods based on the density functional theory have
been developed and applied that open a new vista for the theoretical investigation of
electron and spin transport properties and processes in realistic spintronic devices.
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Appendix A
Spherical Harmonics
The following definition of spherical harmonics is used:
Y mℓ (θ, ϕ) =
√
(2ℓ+ 1)
4π
(ℓ−m)!
(ℓ+m)!
Pmℓ (cos θ) e
imϕ, (A.1)
where the Condon-Shortley phase is included in the associated Legendre polynomials
Pmℓ (x). The spherical harmonics are orthonormal:∫ π
θ=0
∫ 2π
ϕ=0
Y mℓ Y
m′∗
ℓ′ dΩ = δℓℓ′ δmm′ . (A.2)
A.1 Gaunt Coefficients
The Gaunt coefficients Gm,m
′,m′′
l,l′,l′′ are defined as overlap integral of three spherical harmonics:
Gm,m
′,m′′
l,l′,l′′ =
∫
dΩ(Yl,m(rˆ))
∗Yl′,m′(rˆ)Yl′′,m′′(rˆ). (A.3)
In order to use the combined index L = (l,m) to label the angular momentum we introduce
the alternative notation
G(L,L′, L′′) = Gm,m
′,m′′
l,l′,l′′ . (A.4)
The Gaunt coefficients are real-valued. They are zero unless all of the following conditions
are satisfied:
• l + l′ + l′′ is even.
• The triangular condition |l − l′| ≤ l′′ ≤ (l + l′) is satisfied.
• m = m′ +m′′.
• |m| ≤ l, |m′| ≤ l′ and |m′′| ≤ l′′.
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A.2 Wigner D-matrix
The rotation operator R(α, β, γ) that corresponds to the Euler angles α, β and γ is given
by
R(α, β, γ) = e−iαLˆze−iβLˆye−iγLˆz . (A.5)
The Wigner D-matrix is a square matrix of dimension 2l + 1. Its elements are
Djm′m(α, β, γ) ≡ 〈lm′|R(α, β, γ)|lm〉 = e−im
′αdlm′m(β)e
−imγ, (A.6)
where
dlm′m(β) = 〈lm′|e−iβLˆy |lm〉 (A.7)
is known as Wigner’s small d-matrix.
Appendix B
Coordinate Frame Transformations
B.1 Definition of and need for local coordinate frames
For the implementation of spin-orbit coupling and non-collinear magnetism it is convenient
to define for each atom µ a local coordinate frame in which the local spin moment is aligned
parallel to the local z-axis. We use two Euler angles, αµ and βµ, to specify for each atom
µ the orientation of the local frame of reference with respect to the global one. Two Euler
angles is the minimum number needed to be able to represent any given magnetization
direction by a local frame of reference that has its z-axis parallel to the given magnetization
direction. The inclusion of a third Euler angle would allow to specify also the orientation
of the x- and y-axes of the local frame. However, we do not need this third Euler angle
and the actual orientation of the x- and y-axes of the local frame is fixed by our specific
choice of rotation matrices. The set of axes of the local frame is obtained from the set of
axes of the global frame by successively performing the following two rotations on the set
of axes of the global frame: First, a counterclockwise rotation by the angle αµ around the
z-axis of the global frame, second, a counterclockwise rotation by the angle βµ around the
y-axis of the intermediate frame. The axes eˆµx, eˆ
µ
y , and eˆ
µ
z of the local coordinate frame are
then related to the axes of the global frame (eˆx, eˆy, and eˆz) by the transformation
eˆµx = cos(αµ) cos(βµ)eˆx +cos(βµ) sin(αµ)eˆy − sin(βµ)eˆz
eˆµy = − sin(αµ)eˆx +cos(αµ)eˆy +0eˆz
eˆµz = cos(αµ) sin(βµ)eˆx +sin(αµ) sin(βµ)eˆy +cos(βµ)eˆz.
(B.1)
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B.2 Transformation of cartesian vectors and cartesian
vector operators
The transformation of the coordinates of vectors given with respect to the local frame into
the coordinates of the global frame is provided by the transformation matrix
Rglobalµ =

 cos(αµ) cos(βµ) − sin(αµ) cos(αµ) sin(βµ)cos(βµ) sin(αµ) cos(αµ) sin(αµ) sin(βµ)
− sin(βµ) 0 cos(βµ)

 . (B.2)
The transformation matrix which transforms the global coordinates into the local coordi-
nates is given by the transpose of this matrix:
Rlocalµ =

 cos(αµ) cos(βµ) sin(αµ) cos(βµ) − sin(βµ)− sin(αµ) cos(αµ) 0
cos(αµ) sin(βµ) sin(αµ) sin(βµ) cos(βµ)

 . (B.3)
B.3 Transformation of spinors
The transformation of spinors given in the local frame to spinors in the global frame is
provided by the matrix
Uglobalµ =

 e− iαµ2 cos
(
βµ
2
)
−e− iαµ2 sin
(
βµ
2
)
e
iαµ
2 sin
(
βµ
2
)
e
iαµ
2 cos
(
βµ
2
)

 . (B.4)
The inverse transformation from the global frame to the local frame is given by the adjoint
matrix:
Ulocalµ =

 e iαµ2 cos
(
βµ
2
)
e−
iαµ
2 sin
(
βµ
2
)
−e iαµ2 sin
(
βµ
2
)
e−
iαµ
2 cos
(
βµ
2
)

 . (B.5)
Appendix C
MPI subroutines
The MPI (message passing interface) library offers both point-to-point and collective com-
munication subroutines. Point-to-point communication is optimal when small pieces of
data need to be communicated from one process to a different process. If all processors
need to communicate data at the same time, collective communication should be used
instead of point-to-point communication. While it is theoretically possible to use point-
to-point communication also in these cases, collective communication will be faster and
problems like buffer overflow cannot occur. The parallelization of the propagation of the
embedding potentials, which is described in section 7.3.2 requires the communication of
big amounts of data (transfer matrices and embedding potentials) from all processes to
all processes. Moreover, the data sent by process i to process j is different from the data
sent by process i to process k. For this task the subroutine MPI ALLTOALL has been
designed. MPI ALLTOALL is an extension of MPI ALLGATHER to the case where each
process sends distinct data to each of the receivers. MPI ALLTOALL is called with a send
buffer and a receive buffer. Both the send buffer and the receive buffer consist of blocks
of equal size. The number of blocks both in the receive buffer and the send buffer is given
by the total number of processes participating in the collective communication. The data
that process i sends to process j is put into the j-th block of the send buffer. After the
MPI ALLTOALL operation has been performed, the i-th block of the receive buffer of
process j contains the data sent by process i: The j-th block sent from process i is received
by process j and is placed in the i-th block of the receive buffer.
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Appendix D
JUGENE
Configuration of JUGENE (Juelicher Blue Gene/P): 72 Racks with 32 nodecards x 32
compute nodes (total 73728)
• Compute node: 4-way SMP processor
• Processortype: 32-bit PowerPC 450 core 850 MHz
• Processors: 294912
• Overall peak performance: 1 Petaflops
• Linpack: 825.5 Teraflops
• Main memory: 2 Gbytes per node (aggregate 144 TB)
• I/O Nodes: 600
• Networks:
– Three-dimensonal torus (compute nodes)
– Global tree / Collective network (compute nodes, I/O nodes)
– 10 Gigabit ethernet / Functional network (I/O Nodes)
• Power Consumption: max. 35 kW per rack
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