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many multimedia applications. Providing QoS support is crucial to guarantee effective transporta-
tion of multimedia service in multicast communication. Computing the band-width-delay con-
strained least cost multicast routing tree is a NP-complete problem. In this paper, a novel
heuristic QoS multicast routing algorithm with bandwidth and delay constraints is proposed.
The algorithm applies the discrete particle swarm optimization algorithm to optimally search the
solution space for the optimal multicast tree which satisﬁes the QoS requirement. New PSO oper-
ators have been introduced to modify the original PSO velocity and position update rules to adapt
to the discrete solution space of the multicast routing problem. A new adjustable PSO-GA hybrid
multicast routing algorithm which combines PSO with genetic operators was proposed. The pro-
posed hybrid technique combines the strengths of PSO and GA to realize the balance between nat-
ural selection and good knowledge sharing to provide robust and efﬁcient search of the solution
space. Two driving parameters are utilized in the adjustable hybrid model to optimize the perfor-
mance of the PSO-GA hybrid by giving preference to either PSO or GA. The proposed algorithm
is utilized with an efﬁcient dynamic component that is capable of handling dynamic situations aris-
ing due to either change in the multicast group membership or node/link failure without the recon-
struction of the multicast tree. Simulation results show that the proposed hybrid algorithm can
overcome the disadvantages of particle swarm optimization and genetic algorithm, and achieve bet-
ter QoS performance. Results show that with the correct combination of GA and PSO the hybrid
does outperform both the standard PSO and GA models, The ﬂexibility in the choice of parametersdu.eg
y. Production and hosting by
Shams University.
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22 R.F. Abdel-Kaderin the hybrid algorithm improves the evolutionary operators to generate strong-developing individ-
uals that can achieve faster convergence and avoids premature convergence to local optima.
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With the rapid development of Internet, mobile networks and
high-performance networking technology, multicast routing
has become a very important research issue in the areas of net-
works and distributed systems. Currently multicast-based
applications have pervasive presence and inﬂuence in wide area
networks. This increased the demand for multicasting algo-
rithms that can efﬁciently mange network resources and satisfy
QoS requirements [1–4]. The provision of quality-of-service
(QoS) guarantees is of utmost importance as the internet ex-
pands many new real-time communication services such as
multimedia teleconference, audio/video broadcasting, and re-
mote education. These services usually require the transmis-
sion of information from one source node to a large number
of destination nodes according to a multicast distribution tree
[1]. Their analysis is classiﬁed as multiple destinations routing
(MDR). The main objective of the MDR problem is to con-
struct the optimal multicast tree in the distributed network
that determines the best routing for the delivery of a message
from the source node to multiple destination nodes while opti-
mizing a certain performance criteria and meeting all QoS
requirements. Recently, with the high demand of fast and bet-
ter quality of services, a number of rigid QoS criteria, such as
bandwidth, delay, jitter, and packet loss rate, have been
considered.
This QoS multicast routing (QMR) problem has drawn
wide spread attention from researchers who have been using
different methods to solve the problem using conventional
algorithms, such as exhaustive search routing and greedy rout-
ing. Typical approaches include (1) applying Dijkstra algo-
rithm to ﬁnd the shortest path, (2) seeking the minimum
network cost using Steiner tree routing algorithm, and (3) ﬁnd-
ing multicast trees that the paths between source node and the
destination nodes are connected and their cost is minimized [4].
An extensive review of QMR problem can be found in [2,3].
The multicast routing problem is known to be NP-
Complete [1] and for a large scale network with high real
time response, it is expensive or even infeasible to ﬁnd the
optimal multicast trees. Thus, most previous researchers have
focused on developing heuristic algorithms that take polyno-
mial time and produce near optimal results for solving the
multicasting routing problem [4–19]. The advent of evolution-
ary computation has inspired new resources for optimization
problem solving. Many evolutionary algorithms, such as ge-
netic algorithm (GA) [5–9], simulated annealing (SA) [10],
and ant colony optimization (ACO) [4,11–13], have been pro-
posed for solving the QMR problem. However GA, SA, and
ACO have practical limitations in real-time multicast routing.
The GA climbing capacity is weak and premature easily.
Both the efﬁciency of the SA algorithm and the quality of
the solution depends on procedures that are sensitive to the
inﬂuence of random annealing sequence. The ACO algorithm
has many parameters and cannot guarantee convergence to
the global optimal.Until now, limited papers have discussed the application of
particle swarm optimization (PSO) algorithm to solve the
QMR problem. Liu et al. [14] and Wang et al. [15] proposed
a PSO based algorithm to solve the QMR problem in by means
of serial path selection to realize the optimization of a multi-
cast tree. The multicast tree can obtain a feasible solution by
exchanging paths in the vector. Experimental results indicate
that the proposed algorithm could converge to the optimal
or a near-optimal solution with lower computational cost. An-
other algorithm was described by Sun et al. [16] based on the
quantum-behaved PSO (QPSO). It was inspired by quantum
mechanics and seemed to be a promising optimization problem
solver. The proposed method converts the QoS multicast rout-
ing problem into an integer-programming problem and then
solves the problem by QPSO. Additionally, combining PSO
with other optimization techniques to deal with QoS routing
was also proposed in the literature. Xi-Hong et al. [17] pro-
posed an ACO-PSO algorithm to solve the QMR problem.
The solution generated by ACO is regulated by position up-
date strategy of PSO, which extends the search scope efﬁciently
and avoids premature convergence to local optima. The simu-
lation results demonstrate its superiority to other algorithms
such as the GA and the ACO. Li et al. [18] described a new
evolutionary scheme for the optimization of multicast QoS
routing based on the hybrid of GA and PSO, called HGAPSO.
In HGAPSO, the upper-half of the best-performing individu-
als in a population are regarded as elites. Instead of being
reproduced exactly in the next generation, these elites are en-
hanced ﬁrst. The group constituted by the elites is regarded
as a swarm, and each elite corresponds to a particle within
it. Wang et al. [19] proposed a new method for tree-based opti-
mization. The algorithm optimizes the multicast tree directly,
unlike the conventional solutions to ﬁnding paths and integrat-
ing them to generate a multicast tree. The algorithm combines
PSO with tree based optimization to the solution to control the
optimization orientation of the tree shape.
The aim of the paper is to develop an efﬁcient heuristic
algorithm that can solve the QMR problem. The proposed
algorithm utilizes PSO algorithm that has emerged as a new
heuristics that can efﬁciently solve large-scale optimization
problems. This study differs from existing literature in the fol-
lowing aspects: First, in this study various QoS measures are
considered such as cost, bandwidth, delay and jitter. The pro-
posed model treats these constraints separately, and can be ex-
tended to add more constraints. Second, new discrete PSO
operators have been presented to modify the original PSO
velocity and position update rules to the discrete solution space
in the multicast routing problem. Third, a new adjustable PSO-
GA hybrid multicast routing algorithm which combines PSO
with genetic operators was proposed. The performance of
the adjustable hybrid model is optimized by two driving
parameters that give preference to either PSO or GA. The pro-
posed hybrid algorithm can overcome the disadvantages of
both PSO and genetic algorithm, and can achieve better QoS
performance. Finally, the proposed algorithm is utilized with
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namic situations arising due to either the change in the multi-
cast group membership or node/link failure without the need
for reconstructing of the multicast tree.
The paper is organized as follows: The PSO algorithm is
presented in Section 2.The assumptions and deﬁnitions of
the multicast routing problem are described in Section 3.
The improved PSO algorithm, and a demonstrate ion of its
realization for solving to multicast routing is explained in
Section 4. The Hybrid PSO-GA algorithm is described in Sec-
tion 5. Simulation results are given in Section 6. Finally, we
summarize the paper with some concluding remarks in Sec-
tion 7.2. Particle swarm optimization
PSO proposed by Dr. Eberhart and Dr. Kennedy in 1995 is a
computational paradigm based on the idea of collaborative
behavior and swarming in biological populations inspired by
the social behavior of bird ﬂocking or ﬁsh schooling [20–23].
The algorithm, which is based on a metaphor of social interac-
tion, searches a space by adjusting the trajectories of individual
vectors, called ‘‘particles’’ as they are conceptualized as mov-
ing points in multidimensional space. The individual particles
are drawn stochastically toward the position of their own pre-
vious best performance and the best global performance
among its neighbors. PSO algorithm is simple, easy to imple-
ment, robust to control parameters, and computationally efﬁ-
cient compared to other heuristic optimization techniques. The
original PSO has been applied to a learning problem of neural
networks and function optimization problems, and efﬁciency
of the method has been conﬁrmed.
When PSO is used to solve an optimization problem, a
swarm of particles, is used to explore the solution space for
an optimum solution. Each particle represents a candidate
solution and is identiﬁed with speciﬁc coordinates in the D-
dimensional search space. The position of the ith particle is
represented as Xi = (xi1,xi2, . . . ,xiD). The velocity of a particle
is denoted as Vi = (vi1,vi2, . . . ,viD). The ﬁtness function is eval-
uated for each particle in the swarm and is compared to the ﬁt-
ness of the best previous result for that particle and to the
ﬁtness of the best particle among all particles in the swarm.
After ﬁnding the two best values, the particles evolve by updat-
ing their velocities and positions according to the following
equations:
Vtþ1i ¼ x  Vti þ c1  rand1  ðpi best  XtiÞ þ c2  rand2
 ðgbest  XtiÞ ð1Þ
Xtþ1i ¼ Xti þ Vtþ1i ð2Þ
where i= (1, 2, . . . ,population_size) and population_size is the
size of the swarm; pi_best is the particle best reached solution
and gbest is the global best solution in the swarm. c1 and c2
are cognitive and social parameters that are bounded between
0 and 2. rand1 and rand2 are two random numbers, with uni-
form distribution U[0,1]. Vmax 6 Vtþ1i 6 Vmax (Vmax is the
maximum velocity). The inertia weight x, is a factor used to
control the balance of the search algorithm between explora-
tion and exploitation. The recursive steps will go on until we
reach the termination condition.3. Multicast routing problem formulation
In this paper we mainly focus on the band-width-delay con-
strained least cost multicast routing problem [4–7,10,15,
17,19]. The communication network can bemodeled as an undi-
rected weighted graph G(V,E), where V is the set of all nodes
representing routers or switches, E is the set of all edges repre-
senting physical or logical connection between nodes. Each link
(x,y) 2 E in G has three weights (b(x,y),d(x,y),c(x,y)) which
correspond to the available bandwidth, the delay and the cost
of the link respectively. We assume that s 2 V represents the
source node andM ˝ {V  {s}} represents a set ofmulticast des-
tination nodes, then s andM construct a multicast tree T(s,M),
the following relationship exits in multicast tree T(s,M).
The total delay of the path P(s,v) in T is simply the sum of
the delay of all links along P(s, v) where v 2M, i.e.
Delay Pðs; vÞ ¼
X
ði;jÞ2Pðs;vÞ
dði; jÞ ð3Þ
The total delay of the tree T(s,M) is deﬁned as the maximum
value of the delay on the paths from the source node to each
destination node:
Delay Tðs;MÞ ¼ maxðDelay Pðs; vÞÞ; 8v 2 M ð4Þ
The jitter of the tree is deﬁned as the average difference of the
delay on the paths from the source node to each destination
node:
Jitter Tðs;MÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
v2M
ðDelay Pðs; dÞ  delay avgÞ2Þ
r
ð5Þ
where delay_avg refers to the average value of the delay on the
paths from the source node to each destination node.
The bottleneck bandwidth of the tree is deﬁned as the min-
imum value of the bandwidth of all the links in T
Bandwidth Tðs; MÞ ¼ minfbði; jÞjði; jÞ 2 Tðs;MÞg ð6Þ
The total cost of the tree T(s, M) is deﬁned as the sum of the
costs of all links in that tree and can be given by:
Cost Tðs;MÞ ¼
X
ði;jÞ2Tðs;MÞ
cði; jÞ ð7Þ
The QoS multicast routing problem with delay and bandwidth
constrained can be described as follows: Given network graph
G, a source node s, and a multi destination multicast member
set M, the delay, the jitter delay and bandwidth constraints
Dmax, DJ, and Bmin. The problem is to ﬁnd the multicast tree
T(s,M) ˝ G spanning the source node s and the set of destina-
tion nodes v 2M that minimizes the cost function Cost T(s,M)
subject to the following conditions:
1. The multicast tree is a spanning tree of G
2. The root of the multicast tree is node s
3. All the destination nodes are in the multicast tree
4. All the leave nodes in the multicast tree belong to M
5. The tree must satisfy QoS constraints such as:
Delay Tðs;MÞ 6 Dmax End-to end delay requirement ð8Þ
Jitter Tðs;MÞ 6 DJ Jitter delay constraint ð9Þ
Bandwidth Tðs;MÞP Bmin
Bandwidth provisioning for guaranteed QoS ð10Þ
Table 1 Example of a routing table for sﬁ v6.
Route number Route list Route delay
0 s–v2–v6 3
1 s–v1–v3–v6 7
2 s–v2–v5–v6 7
i
R  1
24 R.F. Abdel-KaderEqs. (8) and (9) guarantee the delay requirements of QoS, in
which Dmax and DJ are the maximum permitted delay of real
time services. Relation (10) guarantees the bandwidth of com-
munication trafﬁc, in which Bmin is the minimum required
bandwidth for all applications.
4. Proposed multicast routing algorithm
In the network graph, G= (V,E), there are ŒV Œ · (ŒV Œ  1)
possible source-destination pairs. A source-destination pair
can be connected by a set of links, which is called a ‘‘route’’.
There are usually many possible routes between any source
destination pair. For example, consider the network shown
in Fig. 1; the possible routes between s and v6 include
s  v2  v6, s  v1  v3  v6, . . . and so on.
Our simple PSO-based multicast routing algorithm assumes
that a routing table has been constructed for each source-des-
tination pair. Table 1 shows the routing table for the source-
destination pair (s,v6). When the network size is large, the
number of possible routes between a source destination pair
becomes huge. Therefore the number of candidate routes must
be limited to a reasonable amount R which is a parameter of
the algorithm. All possible routes for a source destination pair
are sorted and indexed according to the path cost, or delay
(length) such that the shorter paths are assigned smaller route
numbers. Only the R shortest routes will be listed in the rout-
ing table. Preferring routes with smaller delay are preferred so
as to take path delay into consideration in ﬁnding multicast
trees. All links with bandwidths less than the minimum re-
quired bandwidth threshold Bmin will be removed before the
path search process to compress the search space.
4.1. Particle encoding
For a given source node s and a set of multicast destination
nodes M= {v1,v2, . . . ,vk} a particle/individual
P= (A1,A2, . . . , Ai, . . . ,Ak) is a string of inte-
gers 2 {0,1, . . . ,R  1} with length k. Each element (gene) gi
in the particle represents a possible route between nodes s
and vi. The relation between particle, path gene, and path rout-
ing table is shown in Fig. 2.
This encoding schema denoted as path-oriented encoding
was ﬁrst introduced in [8] for point-to point routing communi-
cation problems. Each individual represents a candidate solu-
tion for the multicast routing problem as it guarantees a path
from the source node to every destination. However the indi-
vidual does not necessary represent a multicast tree as it might(2, 3, 7) 
(1, 3, 2)
(4, 2, 1)1 
2
5
4 7
3
6
(3, 3, 2)
(3, 1, 5) 
(2, 2, 2)
(2, 2, 2) 
(4, 2, 3) 
(8, 2, 10) (3, 3, 1) 
(2, 2, 3)
(7, 1, 7)
s
Figure 1 Topology of a multicast network.violate light splitting constraints. This problem will be handled
by preventing cycles to appear in the individual by assigning
them to bad ﬁtness values and thus they will be removed from
the population. The major advantage of using this coding
method is that given an individual it is easy to identify the links
in the multicast tree. Another advantage is that path delay or
any other performance criteria can be used in the selection of
the proper route from the routing table.
4.2. Fitness function
PSO maintains a swarm of individuals that are evaluated in
each generation. In the QoS multicast routing problem the
evolution is driven by a ﬁtness function that evaluates the qual-
ity of the evolved particles based on their ability to minimize
the cost of multicast tree T(s,M). In addition, QoS constraints
should be considered except the bandwidth constraint as if the
link does not meet bandwidth constraint, it will be automati-
cally eliminated from network. The ﬁtness function of the
algorithm is deﬁned as follows:
fðTðs;MÞÞ ¼ CostðTðs;MÞÞ þ g1 minfD delayðTðs;MÞÞ; 0g
þ g2 minfDJ  JitterðTðs;MÞÞ; 0g3eqnoð11Þ
where g1 and g2 are punishment coefﬁcients, the value of
the coefﬁcient decides the punishment extent. If aP 0, then
min(a, 0) = a; else min(a, 0) = 0.
4.3. Simple PSO multicasting algorithm
The ﬁrst use of PSO in discrete optimization was for solving
the traveling salesman problem (TSP) [21]. The main issue
was to modify the position and velocity vector Eqs. (1) and
(2) in the original PSO algorithm to span the discrete search
domain. These equations can only be used in continuous opti-
mization problems. In the multi-cast route problem the posi-
tion vector of the particles is coded as an integer sequence
rather than a real number vector. The traditional addition
and subtraction operators in Eq. (1) can not be applied in this
problem. The proposed algorithm modiﬁes the original veloc-
ity and position update equations to adapt to the multicast
routing problem domain.
4.4. Particle adjustment operation
4.4.1. Adjust(i, n) operation
The particle P= (A1,A2, . . . ,Ai, . . . ,Ak) represents the possible
routes from the source node to each of the destination nodes.
After applying the adjust(i, n) operator, Ai changes as follow:
Ai ¼
Ai þ n if Ai þ n < R
ðAi þ nÞ%R if Ai þ nP R

ð12Þ
where R is the size of the routing table.
Routing table for s vi
Route number Route list 
0
1
r
1-R
 g0 g1 ………..    gi ……………. .……....   gk
gi = r
particle
Figure 2 Particle encoding.
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4.5.1. Subtraction between two positions
Assume that X= (x1,x2, . . . ,xi, . . . ,xk) and Y= (y1,y2, . . . ,yi,
. . . ,yk)
The velocity V is deﬁned as the result of subtraction between
two position V= X  Y. For example, if X= (1,2,4,5) and
Y= (1,3,4,5), then V = X  Y= adjust(2,1).
4.5.2. Addition between two velocities
Assume to velocity V1 and velocity V2, we can denote V1 add
V2 by V= V1 ¯ V2. For example, if V1 = adjust(3, 4) and
V2 = adjust(2, 1), V= V1 ¯ V2 = {adjust(3, 4), adjust (2, 1)}.
A change sequence CS is made up of one or more adjust
operators; i.e.:
CS ¼ ðadjust1ð Þ; adjust2ð Þ; . . . ; adjustnð ÞÞ ð13Þ
The order of the change operator in CS is important as the ad-
just operators in the change sequence act on the solution in or-
der. This can be described by the following formula:
Y ¼ Xþ CS ¼ Xþ ðadjust1ðÞ; adjust2ðÞ; . . . ; adjustnðÞÞ
¼ ðððX; adjust1ðÞÞ; adjust2ðÞÞ; . . . ; adjustnðÞÞ ð14Þ4.5.3. Addition between position and velocity
Assume to position X and velocity V, a new position vector Y
is obtained by imposing the velocity vector to the old position
vector. For example, if X= (1, 2, 4, 5) and V= adjust(2, 3),
then Y= X+V= (1, 5, 4, 5).
According to Eq. (2) a new position vector is obtained by
imposing the velocity vector to the old position vector. The
velocity vector can be deﬁned as a change sequence CS acting
on the position vector representing the node scheduling list.
The velocity vector evolves according to the formula given in
Eq. (1). The (pi_best  Xi(t)) component in Eq. (1) means the ba-
sic change sequence CS1 that should act on Xi(t) to get to pi_best,
CS1 = pi_best  Xi(t). We can adjust the nodes in Xi(t) accord-
ing to pi_best from left to right to get CS1. For example, consider
Xi(t) = [2,3,3,2,5] and pi_best = [1,3,4,2,4] and a routing table
of size 5. The ﬁrst adjust operator to operate on Xi(t) is ad-
just(1,4); i.e. X0iðtÞ ¼ XiðtÞ þ adjustð1; 4Þ ¼ ½1; 3; 3; 1; 5. Simi-
larly, the second adjust operator is adjust(3, 1), and
X00i ðtÞ ¼ ½1; 3; 4; 1; 5. The third adjust operator to operate on
X00i ðtÞ is adjust(5, 4) producing X000i ðtÞ where X000i ðtÞ ¼ pi best ¼
½1; 3; 4; 2; 4. Finally we get the basic adjust sequence
CS1 = pi_best  Xi(t) = (adjust(1,4),adjust(3,1),adjust(5,4)).
The same rule is applied to the (gbest  Xi(t)) component in
the velocity equation. The new velocity vector consists of threeCSs: the old velocity vector Vi(t),(pi_best  Xi(t)) and (gbest 
Xi(t)). The three change sequences can be merged into a new
equivalent change sequence. Suppose, CS1, CS2, CS3 and act
on one solution P in this particular order, CS1 ﬁrst, CS2 sec-
ond, and CS3 third to get a new solution P’. This is equivalent
to a new change sequence CS described as follows:
CS ¼ CS1  CS2  CS3 ð15Þ
Assuming that the inertia weight factor w= 1, the new posi-
tion and velocity evolution equations in the discrete domain
can be rewritten as follows:
Viðtþ 1Þ ¼ ViðtÞ  c1  r1  ðpi best  XiðtÞÞ  c2  r2
 ðgbest  XiðtÞÞ ð16Þ
Xiðtþ 1Þ ¼ XiðtÞ þ Viðtþ 1Þ: ð17Þ5. Hybrid PSO-GA multicast routing algorithm
Genetic algorithms (GA) and particles swarm optimization
(PSO) are both population based algorithms that have proven
to be successful in solving very difﬁcult optimization problems
[20]. However, both models have strengths and weaknesses.
The PSO algorithm is conceptually simple and can be imple-
mented in a few lines of code. PSOs also have memory,
whereas in a GA if an individual is not selected the informa-
tion contained by that individual is lost. In PSO the collabora-
tive group interactions enhance the search for an optimal
solution, whereas GAs have trouble ﬁnding an exact solution
and are best at reaching a global region. However, without a
selection operator PSOs may waste resources on a poor indi-
vidual that is stuck in a poor region of the search space. Com-
parisons between GA and PSOs have been performed by both
Eberhart [22] and Angeline et al. [23] and both studies sug-
gested that a hybrid of the standard GA and PSO models
would lead to a very effective search strategy.
The standard PSO algorithm may not be ﬂexible enough for
practical applications particularly when the problem to be
tackled is complicated, conﬂicting and multitasking. Means
for modifying the PSO structure, ﬁtness function, and PSO
operators are sought in order to meet the design requirements.
In this paper we propose a hybrid PSO-GA algorithm combin-
ing the strengths of PSO and GA to enhance the search process
in the QoS multicast problem. The hybrid algorithm combines
the standard velocity and position update rules of PSOs with
the ideas of selection, crossover and mutation from GAs.
The population update concept can be easily understood
thinking that a part of the individuals are the same of the pre-
26 R.F. Abdel-Kadervious generation but moved on the solution space by PSO. The
remaining individuals are substituted by new generated ones
by means of GA operators. This kind of updating results in
a more natural evolution, where individuals not only improve
their scores for natural selection of the ﬁtness, or for good-
knowledge sharing, but for both of them at the same time.
The main objective of the proposed algorithm is to design an
adjustable technique that makes it possible to optimize the per-
formance of the PSO-GA hybrid. Two driving parameters are
added in the hybrid algorithm to give preference to either
PSO or GA. The PSO velocity vector is multiplied by an inﬂu-
ence term k 2 [0:1.0]. When this term is set to 0 the PSO has no
effect on the population, when set to 1 the PSO runs as the stan-
dard PSO. For intermediate values the PSO functions nor-
mally, but the size of the steps taken by the particles is reduced.
The GAs selection operator has a replacement term w 2
[0:1.0] which determines how many individuals in the popula-
tion get replaced and crossed over in the current generation.
When the w= 0 no individuals/particles are selected for cross-
over or mutation and the GA has no effect on the population.
When the w= 1 the entire population is replaced in the gener-
ation. First, the hybrid algorithm performs the standard veloc-
ity and position update rules, with the inﬂuence term. The top
(population_size * (1  w)) individuals, based on ﬁtness, are
copied into the new population. Selection, crossover and muta-
tion then occur on the appropriate number of individuals
determined by the replacement term to ﬁll the remainder of
the population. The ﬂowchart of the proposed PSO-GA algo-
rithm is shown in Fig. 3.
In later evolution stage of PSO algorithm, the convergence
speed becomes signiﬁcantly slower. At the same time, after the
algorithm converges to a certain precision, it can not optimize
anymore. In order to maintain the algorithm diversity, im-
prove the search performance and avoid PSO algorithm
plunged into local optimum, we propose to join the crossover
and mutation operator together. The crossover and mutation
operator are described as follows:
5.1. Crossover operator
Randomly select two particles from the population according
to the crossover probability Pc. The crossover operator used
in this algorithm is two point crossover (TPC). The TPC ran-Figure 3 Flow-chart of the Pdomly select two integers i1, i2 (i1 <i2) are generated in the
interval [1, K]. These integers are used as the crossover sites.
The two generated offspring’s are evaluated based on their
ﬁtness.
5.2. Mutation operator
(i) Single routing path mutation (SRPM): ﬁrst, a single des-
tination node vi (i 2 1,2, . . . ,k) is selected randomly.
Then the SRPM changes the value of path gene gi cor-
responding to vi to a random integer which is selected
randomly from [0, . . . ,R  1]. After performing SRPM
the new individual is evaluated and it may replace the
original individual if it has a better ﬁtness value.
(ii) Multiple routing paths mutation (MRPM): ﬁrst, select an
integer z between 1 and K which correspond to the num-
ber of genes that will be mutated. Then,MRPM changes
the value of path genes gi’s corresponding to the destina-
tion nodes selected to random integers selected ran-
domly from [0, . . . ,R  1]. After performing the
MRPM, the new individuals are evaluated and each
individual may replace its original individual if it has a
better ﬁtness value.
5.3. Discard duplicate particles
In the particle population, there may exist two or more dupli-
cate particles. A large number of duplicate particles in the pop-
ulation will reduce the searching ability. Once this situation
occurs, the duplicated particles must be discarded. In our algo-
rithm, they are replaced by new randomly generated particles.
5.4. Terminating condition
The evolutionary cycle will repeat until the predeﬁned number
of generations ‘max_generation’ is reached or the change in the
ﬁtness function does not exceed a certain threshold value. Out
of the two conditions whichever is reached ﬁrst has been taken
as the terminating condition. When the stopping criterion is
met, the optimal multicast tree ‘T’ is constructed using both
the best particle and the path routing table.SO-GA hybrid algorithm.
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In real networks, the solution obtained for setting up a multi-
cast connection can be reused for the next multicast request,
with the same source node as many real time applications in
multicast networks require the dynamic grouping of the mem-
bership nodes. This means that any node could leave or join
into the multicast group during run time. Also link / node fail-
ure occurs in real time applications. So we need an algorithm
such that either leaving/entering a node into the multicast
group or link/node failure does not require reconstruction of
tree, and needs just modiﬁcation in the current multicast tree.
For any given multicast request, ﬁrst we call the PSO-GA Hy-
brid algorithm to construct the multicast tree. Then the dy-
namic algorithm manages the dynamic situations without the
need for reconstructing the multicast tree. In case of real time
application there is a possibility for the occurrence of following
situations:
1. If a new destination node situation ‘v’ wants to enter into
destination group M:
If any new node ‘v’ enters into the multicast group then the
algorithm checks whether ‘v’ is already part of the multicast
tree T. If it is, then it initiates ‘v’ to participate in multicast-
ing. Otherwise ﬁnds the shortest path from any node in T to
‘v’ from the routing table and add those links into the mul-
ticast tree such that a loop is not formed.
2. If any participated destination node wants to leave the mul-
ticast group M:
In case of any destination node leaves from the multicast
group, then the algorithm removes the connection between
the desired destination node and its parent node.
3. Destination node failure or intermediate node failure:
If the destination node fails, then the algorithm removes the
node from T and updates the information in the routing
table accordingly. If an intermediate node ‘vn’ fails then
the algorithm ﬁnds the next optimal route from ‘vn’ s parent
to ‘vn’ s child and connects it to T after removing the old
link.
4. Connection failure between any two nodes or connection
failure between any destination node and intermediate
node:
If the failed link is not present in T, there is no change in the
multicast group but that information is broadcasted to all
the nodes and updates the information in the routing table
accordingly. A connection failure between any destination
node and intermediate node is replaced by ﬁnding the next
optimal route between the destination node and the inter-
mediate node. The failed link will be removed from T
whereas the alternate route will be added to T. Similarly,
a connection failure between any two intermediate nodes
is handled and the next optimal route between the two
nodes will be added to multicast tree.
5.6. Time complexity
The time complexity of the PSO-GA hybrid algorithm in-
creases linearly as we increase the number of nodes of the net-
work ‘n’ or the number of destinations nodes in the multicast
request ‘k’. During the ﬁrst time construction, the time com-
plexity of algorithm is O(population_size*max_generation *k * n * log(n)). Dynamic group changes in the multicast group
needs only constant time whereas link/node failures requires
O(n) at the worst case.6. Experimental results
In the proposed algorithm, each gene in the particle encoding
represents a possible route from the source node to one of the
destinations. Hence, the routing table for each source-destina-
tion pair needs to be constructed ﬁrst. Obviously, the number
of possible routes between two nodes heavily depends on the
network topology. If the network is densely connected or the
size of the network is large, the number of possible routes of
a source-destination pair becomes huge. Hence, it is impossible
to list all the possible routings in the routing table. In the sim-
ulation, we set the size of routing table to 64. An algorithm was
designed to automatically generate the shortest 64 routes for
each destination.
The WAXMAN [24] model was adopted in the experiments
to generate different scale random network topologies. A
WAXMAN network topology with 40 nodes is shown in
Fig. 4. The random graphs are generated with an average de-
gree 4, which have the appearance roughly resembling that of
geographical maps of major nodes in the internet.
The bandwidth and delay of each link are uniformly distrib-
uted in the range [40, 80] and [0, 30] respectively. The cost of each
link is uniformly distributed in the range [5, 10]. The proportion
of the Multicast member nodes is between 10% and 20% of the
total network nodes. All tests are performed with a population
size of 100 and the average solution is obtained by running the
program 50 times. Furthermore, to consider the inﬂuence of
selecting source and destination nodes on the algorithm, differ-
ent source and destination nodes in the same simulation topol-
ogy were selected in the various runs of the same test. We
performed experiments differentiating scales of random net-
works and the QoS constraints as presented in Table 2.
6.1. Comparison of performance
To compare the capability of the hybrid model, four imple-
mentations of the hybrid algorithm, using different inﬂuence
and replacement parameters were examined as follows:
 PSO – used an inﬂuence term of 1 throughout the entire test.
Replacement was set to 0, so the GA has no effect on the
population. This implementation is the standard implemen-
tation of PSO.
 GA – used an inﬂuence term of 0, so the PSO has no effect
on the population. Replacement term was set to 1 through-
out, which is effectively a normal generational GA.
 Hybrid-1 – increases the inﬂuence term linearly from 0 to 1,
based on the current generation. The replacement term is
reduced linearly from 1 to 0, based on the current genera-
tion. This test was designed with the expectation that the
best results would be with the GA performing an initial glo-
bal search with the PSO ﬁnishing as a local search.
 Hybrid-2 – reduces the inﬂuence term from 1 to 0 and
increases the replacement term from 0 to 1. This test was
designed with the expectation that the PSO performing an
initial global search with the GA ﬁnishing as a local search
would produce poor results.
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Figure 4 The WAXMAN network topology model with 40 nodes.
Table 2 Setting of the upper bound of delay and jitter on
different network scales.
Node number Delay upper bound Jitter upper bound
6 40 120 60
40–80 150 62
80–120 190 65
120–160 240 66
160–200 300 68
28 R.F. Abdel-KaderFig. 5 represents the convergence time of the proposed QoS
multicast routing algorithm with different topology scales for
the PSO, GA, Hybrid 1, and Hybrid 2 implementations.
Results clearly show that the convergence time of each
algorithm increases with the increase of the topology scale.
The speed of time consumption of the PSO, GA and Hybrid
2 algorithms grows faster than the Hybrid 1 algorithm when
there are more than 80 nodes in the network. The more nodes
there are, the more the discrepancy is apparent. For example,
Fig. 5 indicates that with a network topology of 400 nodes, the
Hybrid 1 algorithm can yield a 13–52% reduction in the con-
vergence time compared to the other implementations. This
indicates that the multicast routing using the Hybrid 1 param-
eter setting provides a signiﬁcant improvement for obtaining a
global optimum or a near global optimum solution quickly.
The average tree costs of the four implementations in differ-
ent topology scales are shown in Fig. 6. The proportion of the
multicast member nodes is between 10% and 20% of the total
network nodes. The Figure indicates that the PSO and the Hy-
brid 1 algorithms can ﬁnd better solutions than the GA and
Hybrid 2 algorithms. The Hybrid 1 algorithms outperforms
the PSO algorithms for larger scale topologies with nodes0
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Figure 5 Comparison of convergence t>80. For example, for a 400 node multicast network the Hy-
brid 1 algorithm yields an 11% reduction in the multicast tree
cost compared to the PSO algorithm. The Hybrid 1 performs
well for different source and destination nodes, the cost can
converge to a good result, indicating that the algorithm is fea-
sible and effective. It not only converges fast, but also can es-
cape from local optimum and effectively search the global
optimum.
By experiment, it was found that not only the topology
scale but also the number of destination nodes within the
topology that affects the algorithm’s performance. To test this
effect, we chose the multicast group with ratios ranging from
5% to 90% in three multicast network topologies with 40,
120, and 200 nodes. Fig. 7(a)–(c) presents the average tree cost
of the four algorithms tested in the 40, 120, and 200 node net-
works respectively. All algorithms have approximately similar
performance when the ratio of multicast destination nodes is
below 15%. However, as the ratio increases, the performance
of the Hybrid 1 is superior to the other three algorithms and
can achieve up to 20% improvement in the average tree cost
in the 40 node network. This improvement reaches up 32%
and 40% in 120 and 200 node networks. This indicates that
when the Hybrid 1 algorithm converges to a local optimum,
it can escape premature convergence and effectively search
for the global optimum.
6.2. Reducing the computation requirement
In addition to decreasing the population size or the maximum
number of generations, we propose the following method for
reducing the computation time of the PSO-GA hybrid algo-
rithm. The main idea is to modify the initial procedure such
that the particles in the initial population are generated with
preference for genes that represent shorter routes. Since the200 400
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Figure 6 Comparison of the average tree cost in different topology scales.
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Figure 7 Comparison of results of algorithms with different ratios of group member nodes: (a) multicast network with 40 nodes, (b)
multicast network with 120 nodes and (c) multicast network with 200 nodes.
Hybrid discrete PSO with GA operators for efﬁcient QoS-multicast routing 29routes in the routing tables are sorted according to their
length, preference for shorter routes is equivalent for prefer-
ence for genes with small values. Speciﬁcally, the value of a
gene is generated at random from the range of [0, . . . , (R/4)  1] or [0, . . . , (R/2)  1] instead of [0, . . . ,R  1] where R
is the size of routing table. This method was applied on three
multicast network topologies with 40, 120, and 200 nodes with
the proportion of the multicast member nodes is between 10%
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Figure 8 The effect of initializing the population with shorter routes in Hybrid 1 Algorithm: (a) multicast network with 40 nodes, (b)
multicast network with 120 nodes and (c) multicast network with 200 nodes.
30 R.F. Abdel-Kaderand 20% of the total network nodes. Fig. 8(a)–(c) illustrates
the effect of this method on the convergence speed of the algo-
rithm in the 40, 120, and 200 node networks respectively. We
can observe that when the initial chromosomes were generated
with preference for genes of shorter routes, the proposed algo-
rithm reaches an optimal solution much faster than that initial-
ized randomly.
7. Conclusions
Multicast routing problem arises in many multimedia commu-
nication applications. The provision of quality-of-service
(QoS) guarantees is of utmost importance as the internet
expands many new real-time communication services. Com-
puting the band-width-delay constrained least-cost multicast
routing tree is a NP-complete problem. In this paper, a novel
multicast routing algorithm based on an improved discrete
PSO algorithm is proposed. The algorithm utilizes the discrete
PSO algorithm to optimally search the solution space for the
optimal multicast tree which satisﬁes the QoS requirement.
New PSO operators have been proposed to modify the original
PSO velocity and position update rules to the discrete solutionspace in the multicast routing problems. Furthermore, a new
PSO-GA hybrid multicast routing algorithm which combines
PSO with genetic operators was proposed. The proposed hy-
brid technique combines the strengths of PSO and GA to real-
ize the balance between natural selection and good knowledge
sharing to provide robust and efﬁcient search of the solution
space. Two driving parameters are utilized in the PSO-GA hy-
brid to give preference to either PSO or GA Simulation results
show that the proposed hybrid algorithm can overcome the
disadvantages of PSO and genetic algorithm, and achieve bet-
ter QoS performance. The ﬂexibility in the choice of parame-
ters in the hybrid algorithm improves the ability of the
evolutionary operators to generate strong-developing individu-
als that can achieve faster convergence and avoids premature
convergence to local optima. The proposed algorithm is uti-
lized with an efﬁcient dynamic component that is capable of
handling dynamic situations arising due to either change in
the multicast group membership or node/link failure without
the reconstruction of the multicast tree. To verify the perfor-
mance of the proposed algorithms, simulations were carried
out with different sizes of multicast groups on diverse topology
networks. Experimental results show that the algorithm is fea-
Hybrid discrete PSO with GA operators for efﬁcient QoS-multicast routing 31sible and effective. It not only converges fast, but also can es-
cape from local optimum and effectively search for the global
optimum. Therefore, the proposed PSO-GA hybrid algorithm
for multicast routing is an effective solution to the QoS multi-
cast routing problem.References
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