Objective: Outline effects of functional neuroimaging on neuropsychology over the past 25 years. Method: Functional neuroimaging methods and studies will be described that provide a historical context, offer examples of the utility of neuroimaging in specific domains, and discuss the limitations and future directions of neuroimaging in neuropsychology. Results: Tracking the history of publications on functional neuroimaging related to neuropsychology indicates early involvement of neuropsychologists in the development of these methodologies. Initial progress in neuropsychological application of functional neuroimaging has been hampered by costs and the exposure to ionizing radiation. With rapid evolution of functional methods-in particular functional MRI (fMRI)-neuroimaging has profoundly transformed our knowledge of the brain. Its current applications span the spectrum of normative development to clinical applications. The field is moving toward applying sophisticated statistical approaches that will help elucidate distinct neural activation networks associated with specific behavioral domains. The impact of functional neuroimaging on clinical neuropsychology is more circumscribed, but the prospects remain enticing. Conclusions: The theoretical insights and empirical findings of functional neuroimaging have been led by many neuropsychologists and have transformed the field of behavioral neuroscience. Thus far they have had limited effects on the clinical practices of neuropsychologists. Perhaps it is time to add training in functional neuroimaging to the clinical neuropsychologist's toolkit and from there to the clinic or bedside.
The study of brain function in health or disease requires integration of behavioral and neurophysiologic data. Over the last several decades we have seen that this can be achieved through the use of dimensionally defined neurobehavioral probes (R. C. Gur, Erwin, & Gur, 1992) while simultaneously imaging the brain (Buchsbaum et al., 1990 ; R. E. Weinberger, Berman, & Zec, 1986) . Functional neuroimaging techniques include electromagnetic methods, such as event-related potentials and magneto-encephalography, both of which are reviewed elsewhere in this special issue, and hemodynamic techniques (e.g., fMRI). The latter rely on the ability to track the effects of neural activity on the energy needs of brain tissue by measuring components of the metabolic chain, such as glucose and oxygen consumption rates that alter cerebral blood flow (CBF). Many neuroimaging techniques have been applied-and continue to be applied-over the last 25 years to study neuropsychological domains. These include the xenon-133 technique for measuring CBF (R. Anderson, 1996) ; single photon emission computed tomography for studying CBF and neuroreceptors (Mariani et al., 2010) ; magnetic resonance spectroscopy (MRS; Ende, 2015) ; positron emission tomography (PET) for assessing metabolism, CBF, and neuroreceptor functioning (Cabeza & Nyberg, 1997 , 2000 ; and fMRI. As fMRI is the most commonly used technique we will dedicate most of this article to the advances made using fMRI over the past 25 years.
There are many excellent, systematic reviews and meta-analytic summaries of the impact of neuroimaging in specific neuropsychological domains (Bennett, Hatton, Hermens, & Lagopoulos, 2016; Cabeza & Nyberg, 1997 , 2000 D'Esposito, Postle, & Rypma, 2000; Friston, 2011; Phan, Wager, Taylor, & Liberzon, 2002; Poldrack, 2012; Simmonds, Pekar, & Mostofsky, 2008; Van Den Heuvel & Hulshoff Pol, 2010) and clinical conditions (Broyd et al., 2009; Dickstein, Bannon, Xavier Castellanos, & Milham, 2006; Glahn et al., 2005; Minzenberg, Laird, Thelen, Carter, & Glahn, 2009; Paloyelis, Mehta, Kuntsi, & Asherson, 2007) . It would be a monumental task to thoroughly assess the impact that functional neuroimaging has had over the past 25 years on every neuropsychological domain and clinical condition. Thus, our goals here are more circumspect. We aim to: (a) provide historical context for the advent and evolution of functional imaging techniques in neuropsychology, with an emphasis on the use of fMRI in human brain mapping in emotion processing; (b) briefly highlight the application fMRI in two specific areas of neuropsychology (developmental cognition and clinical neuropsychology); (c) remind neuropsychologists of some missteps and limitations of functional neuroimaging; and (d) briefly explore what the future of functional neuroimaging could hold for neuropsychology. We approach this topic with optimism, but will do so while recognizing some sobering limitations and challenges.
A Brief History of Neuroimaging in Neuropsychology
Neuropsychology began at a time when brain functioning could only be inferred from the study of individuals with severe head injury (for a review, see Bennett et al., 2016) . Remarkably, this clinico-pathological approach, which started with a single case report (Broca, 1861) , yielded substantial progress in the identification and understanding of the role of the cerebral cortex in sensation, perception, language, memory, reasoning, and volition (Chaillou, 1863; Jackson & Owen, 1863; Wernicke, 1874) . Neuropsychologists have contributed standardized measures of behavioral domains, which could be linked to clinico-pathological findings, and constructed "batteries" that are being used for diagnosis and treatment assessments across the range of neuropsychiatric disorders.
However, the clinico-pathological approach has several theoretical and practical limitations. Methodologic constraints relate to difficulties in controlling variability on both banks of the brain-behavior bridge. Brain lesions are not always reliably localized and are seldom in precisely the same location, premorbid data are usually sparse, comorbid conditions nearly always exist, samples vary demographically, and all these can affect neuropsychological performance profile. Most importantly, this methodology limits the investigator to documenting effects of naturally occurring phenomena, unable to experimentally manipulate neuropsychological domains of interest and test their effects on brain function. A practical constraint of this methodology is that it depends on the availability of patients with documented lesions.
The possibility of studying brain-behavior relation by measuring regional brain activity in healthy people while performing experimentally controlled cognitive tasks only came to the horizon in about 1975.
1 Two teams, both led by psychologists, 2 developed a noninvasive method that allowed precisely that (Obrist, Thompson, Wang, & Wilkinson, 1975; Risberg, Ali, Wilson, Wills, & Halsey, 1975) . The method involved inhalation of trace amounts of a radioactive gas, 133-xenon, mixed with room air. The uptake of the tracer by the brain was recorded by collimated crystal detectors, and its clearance could be used to calculate CBF in the fast-clearing (gray matter) compartment in physiologic units (e.g., ml/100 g/min). Initial studies were performed on small samples with uncontrolled task conditions, but by 1980 well-powered studies demonstrated statistically significant task effects on CBF, with verbal tasks showing greater left hemispheric activation and in spatial tasks greater right-hemispheric activation was associated with better performance (e.g., R. C. Gur & Reivich, 1980) . Subsequent studies showed sensitivity of these measures to sex and handedness differences (R. C. Gur et al., 1982) , as well as age effects (R. C. and effects of brain damage (R. C. Gur, Gur, Silver, et al., 1987) and psychopathology (R. E. Gur et al., 1985) . For example, they uncovered a substantial sex difference in the rates of CBF ( Figure  1) , with females having higher values throughout the cortex. The noninvasive 133-xenon inhalation method became a relatively widespread clinical and research tool and investigators began to map brain systems and relate brain function to major behavioral domains (Anderson, 1996) .
Progress in functional neuroimaging was accelerated considerably with the introduction of PET, which uses radioactive tracers that allow three-dimensional quantitation of parameters related to regional brain metabolic activity (Greenberg et al., 1981; M. E. Phelps, Kuhl, & Mazziota, 1981) . Beyond mitigating the main limitation of the two-dimensional 133-xenon clearance technique, which could only give information on cortical regions with a time resolution of about 16 min, PET proved to be versatile and eventually allowed repeated measurement of CBF with time resolution of 2 to 3 min. Initial PET studies, however, were restricted to fluorine-18 labeled deoxyglucose, which has a half-life of about 110 min, so repeated measures were not feasible within the same day. First applications of PET with cognitive tasks were in single cases, and (to our knowledge) the first demonstration of statistical effects of cognitive tasks on regional brain metabolism had four participants receiving a verbal (analogies) and four receiving a spatial (line orientation) task (R. C. .
3 Within the limitations of these sample sizes, however, the early functional neuroimaging studies did go beyond merely demonstrating hypothesized effects. They taught us, for example, that even narrowly defined neuropsychological domains recruit a network of coactivated regions (Figure 2 ). An advantage of these early studies was that they provided quantitative measures related to energy metabolism in physiologic units (e.g., ml/100 g of tissue/min). For example, in the study examining hemispheric effects on metabolism, it was possible to establish that absolute rates of glucose metabolism were higher for the verbal than for the spatial task across regions of interest (see Figure 2 ). The measures of local glucose metabolism took long to acquire, but they turned out to be stable under a standardized "resting state" condition (Gusnard & Raichle, 2001 ) enough to reveal sex differences (R. C. Gur et al., 1995) and age related effects (Duara et al., 1983) .
Subsequent developments in PET allowed for more rapid measurement of brain activation using injection of water labeled with the fast-decaying (half-life of 2 min) oxygen-15 ligand. This method allowed repeated measurement of CBF within minutes, so multiple tasks could be included in the same session (P. T. Fox et al., 1986) . There was increased sophistication in image analysis (P. T. Fox, Mintun, Reiman, & Raichle, 1988) and data sharing, and more emphasis on making tasks better psychometrically validated (R. C. Gur et al., 1992 ; R. C. Gur & Reivich, 1980; Posner & DiGirolamo, 2000) . Brain mapping in three dimensions began in earnest, with the ability to examine subcortical regions as they interact with cortical activation in relation to a range of cognitive and, later on, emotion processing tasks.
A major limitation of PET is the exposure of research participants to ionizing radiation. This exposure limits acceptable sample sizes of healthy volunteers, limits the number of tasks that can be given, and eliminates from consideration any study of healthy people younger than 18. All these limitations on functional neuroimaging evaporated with the introduction of fMRI. Indeed, functional neuroimaging using MRI has outpaced, if not entirely replaced, all other techniques, although PET continues to be a solid method used in some subfields. Over the past 25 years the increase in the number of fMRI studies assessing some aspect of brain function is approximately fivefold (Figure 3) , a trajectory that is expected to continue. In what follows, we will focus upon the influence of fMRI studies on neuropsychology.
The Basics of fMRI
fMRI has several variants, all based on changes in the magnetic properties of blood affected by its degree of oxygenation. The energy demands of activated neurons, which require glucose and oxygen carried by arterial blood, induce local increases in CBF and this blood is highly oxygenated since it reaches the brain straight from the lungs. Scan sequences that are sensitive to blood oxygenation level-dependent (BOLD) contrast are applied in rapid succession during task performance and at baseline, and differences between blocks of activation-contrasts between active and control conditions-can be used to map human brain function (Bandettini, Wong, Hinks, Tikofsky, & Hyde, 1992; Kwong et al., 1992; Ogawa, Lee, Kay, & Tank, 1990) . This approach has yielded reliable activation maps (G. G. Brown et al., 2011) and was further refined to permit event-related measures. An important variant of fMRI, arterial spin-labeling (ASL)-based measurement of cerebral perfusion, even allows for quantitative measures of CBF in physiologic units.
Technological Advances Influencing fMRI During the Past 25 Years
Much of the improvement in fMRI over the last 25 years was fueled by technological advances (Shah, Anderson, Lee, & Wiggins, 2010 ). The first human fMRI studies (Bandettini et al., 1992; Kwong et al., 1992) were achieved using 1.5Tesla (1.5T) MRI scanners and single or few channel head coils or surface coils. While 1.5T scanners continue to be used, 3T scanners have become the norm within the past 10 years. These scanners are more powerful and offer improved speed and quality of data acquisition. The signal-to-noise ratio is greatly improved, which has a direct impact on the ability to acquire high-quality BOLD-fMRI. In addition, significant advances in receiver coils have improved spatial resolution and acquisition speed. Now 7T MRI (Moser, 2010) is becoming more common and offers the potential for additional gains in sensitivity and specificity. Unfortunately, stronger magnets also lead to more prominent susceptibility artifacts that can negatively impact fMRI contrasts. Care must be taken at 3 Lest the reader think that those investigators were lazy, consider that each participant had to be flown (in a twin-engine Cessna) from the University of Pennsylvania to Brookhaven National Labs, each received a venous and an arterial catheter, and the normative "cognitive slots" took second seat to scanning clinical cases. Furthermore, there was no image analysis software to speak of (except for reconstruction) and all regions of interest had to be expert-drawn. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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high and ultrahigh fields to ensure that acquisition parameters take advantage of the improved speed and quality while mitigating potential artifact.
fMRI's Role in Brain Mapping
The early goal of fMRI studies in neuropsychology was to understand the typical organization of brain processing during specific tasks, and begin to predict deficits associated with injury Cabeza & Nyberg, 2000) . Initial studies focused on cognition, and subsequent studies examined neural systems involved in emotion processing (R. E. Gur et al., 2002; Phan et al., 2002) . Here we focus on emotion processing as one example where fMRI has significantly improved our understanding of the brain, but this is just one of many domains where fMRI has had major impact. The ability of PET and fMRI to measure both cortical and subcortical activation was particularly helpful in the study of neural systems involved in emotion and motivation. Diverse paradigms have been used in healthy people, including emotion discrimination (R. C. Gur, Skolnick, & Gur, 1994) , valence (R. E. Gur et al., 2002) , mood induction (Pardo Pardo, & Raichle, 1993; Schneider et al., 1997; Schneider, Gur, Gur, & Muenz, 1994) , fear conditioning (Whalen et al., 1998) , prosodic identification (Buchanan et al., 2000) , reward and punishment conditions (Knutson, Westdorp, Kaiser, & Hommer, 2000; O'Doherty, Kringelbach, Rolls, Hornak, & Andrews, 2001; Zalla et al., 2000) , and viewing of emotionally provocative stimuli (Breiter et al., 1996; Canli, Zhao, Brewer, Gabrieli, & Cahill, 2000; Irwin et al., 1996; Lane et al., 1997; Morris et al., 1998; Reiman et al., 1997) . These studies mapped emotion processing to a network of brain regions including the medial prefrontal cortex (MPFC), amygdala, and anterior cingulate (Adolphs, Tranel, Damasio, & Damasio, 1995; Calder, 1996 ; R. E. Gur et al., 2002; LaBar, LeDoux, Spencer, & Phelps, 1995; Morris et al., 1998; Whalen et al., 1998) . A systematic review of this work in 2002 indicated that there was no specific brain region consistently activated in the majority of emotion studies (Phan et al., 2002) . Emotion processing is a complex behavior that likely involves a network, rather than one specific brain region, and whose nodes change with specific task demands. However, the MPFC and amygdala were engaged in many studies and these are likely important nodes across affect regulation networks. Activation of the MPFC was the most consistent, and it was independent of individual emotion type, emotion induction method, and ancillary cognitive processes associated with emotion processing (Lane et This document is copyrighted by the American Psychological Association or one of its allied publishers.
al. , 1998; Reiman et al., 1997) . This finding suggests that the MPFC has a general role in emotion processing. The amygdala, on the contrary, was strongly associated with the detection, generation, and maintenance of fear-related emotions (for a review, see Phan et al., 2002) . This differentiation of function by region has led to studies of the role of the MPFC in emotion regulation and reappraisal (Ochsner, Bunge, Gross, & Gabrieli, 2002) , emotional arousal (Phan et al., 2003) , pain response (Perlaki et al., 2015) and the development of emotion in adolescence (Somerville et al., 2013) . Meanwhile, the amygdala's role in fear processing has led to targeted studies of emotion processing in health (Barad, Gean, & Lutz, 2006; Paré, Quirk, & Ledoux, 2004; E. A. Phelps & LeDoux, 2005; Sergerie, Chochol, & Armony, 2008) and in neuropsychiatric disorders including posttraumatic stress disorder Garfinkel et al., 2014; L. M. Shin, Rauch, & Pitman, 2006) , schizophrenia (Das et al., 2007; R. E. Gur et al., 2004; R. E. Gur et al., 2007; Hall et al., 2008; Williams et al., 2004; Wolf et al., 2015) , and depression (Almeida, Versace, Hassel, Kupfer, & Phillips, 2010; Monk et al., 2008) . Findings are consistent with other studies showing modulation of limbic response to facial emotion by both task and attentional demands (Hariri, Bookheimer, & Mazziotta, 2000; Nakamura et al., 1999; Narumoto et al., 2000; Vuilleumier, Armony, Driver, & Dolan, 2001; Figure 4) .
Comparisons across fMRI studies led to the conclusion that some brain regions are consistently engaged by a wide variety of sensory and cognitive tasks (Cabeza & Nyberg, 2000) . Regions like the prefrontal cortex (PFC) were activated by most higherorder processing tasks, including tasks of sustained attention, working memory, episodic memory retrieval, emotion processing, language, and decision-making (Cabeza & Nyberg, 2000; Fellows, 2004; Phan et al., 2002) . This common activation pattern across tasks was consistent with the hypothesis that the PFC is involved in top-down processes necessary for completing tasks, including monitoring, organization, planning, and deciding (Cabeza & Nyberg, 2000; Goldman-Rakic1996; Petrides, 1994; Stuss & Knight, 2002 ). It appears that distinct tasks, which tap specific cognitive domains, also share neural processes and consequently induce overlapping activation patterns. This overlap suggests that a common neural activation pattern is engaged during many cognitive processes (Biswal, Yetkin, Haughton, & Hyde, 1995; M. D. Fox & Raichle, 2007; Van Den Heuvel, Mandl, Stam, Kahn, & Hulshoff Pol, 2010) . However, overlapping activation does not indicate that a region has the same functional role across tasks (Cabeza & Nyberg, 2000; McIntosh, 2000 McIntosh, , 2004 . Brain activations can also uncover distinctive associations between two tasks within the same domain , allowing inference on differing cognitive processes mediating brain systems required to perform them Poldrack, 2006) . Thus, incorporating studies that probe distinct brain activations with studies of common neural activation patterns enables systematically building an understanding of the complex brain systems regulating neuropsychological function. Such integration became increasingly facilitated by the establishment of functional neuroimaging databases that facilitate meta-analyses (Eickhoff, Bzdok, Laird, Kurth, & Fox, 2012 ; P. T. Fox et al., 1999) .
A complementary finding to the involvement of some regions in multiple tasks was the observation that some regions become consistently activated during a resting "default mode" state, and these same regions become "deactivated" by nearly any task (Gusnard & Raichle, 2001; Raichle & Snyder, 2007) . The idea of a "default mode network," a network of regions that become active when there is no task, has inspired the search for more domainspecific networks, and this search has been facilitated by examining correlations among regions in the pattern of activation across time series (e.g., psychophysiological interactions O'Reilly, Woolrich, Behrens, Smith, & Johansen-Berg, 2012) . Such "connectivity" analyses were applied to examine interactions among regions, and more recently to document coactivated networks in resting state functional connectivity analyses. This topic is covered in more detail below.
The recent advent of resting state functional connectivity has catapulted the use of fMRI (Biswal, Van Kylen, & Hyde, 1997; Bressler & Menon, 2010; Park & Friston, 2013; Petersen & Sporns, 2015; Raichle & Snyder, 2007; Van Den Heuvel & Hulshoff Pol, 2010) . Traditional task-based BOLD-fMRI studies have focused upon the use of specific cognitive tasks to define related networks of brain activation. Resting state functional con- Figure 3 . The increase in the number of functional MRI studies assessing brain function over the past 25 year has increased fivefold. Data were collected from PubMed through a keyword search of "fMRI" and "brain." Figure 4 . Early functional MRI studies were focused on brain mapping. Here contrast images are shown during an emotion discrimination task which engages a robust network including limbic regions as well as frontal, temporal, parietal, and occipital cortex. From "Brain Activation During Facial Emotion Processing," by R. C. Gur et al., 2002 , NeuroImage, 16. Copyright 2002 by Elsevier. Reprinted with permission. This document is copyrighted by the American Psychological Association or one of its allied publishers.
nectivity examines instead the spontaneous fluctuations in the BOLD signal that occur without the presence of a specific task (Biswal et al., 1997; Greicius, Krasnow, Reiss, & Menon, 2003; Lowe, Dzemidzic, Lurito, Mathews, & Phillips, 2000) . Initially, single regions were selected as targets and fluctuations in the BOLD signal were correlated with those in other voxels. This method could document the link between activity in that region and that in other regions. More sophisticated approaches to network analysis examined intercorrelations among all voxels to identify networks of regions (Van Den Heuvel & Hulshoff Pol, 2010) . Functional communication among key brain regions likely underlies the coordination of complex cognitive activities. Typically, measures of functional connectivity are taken when an individuals is "at rest," although it has been questioned whether the brain is ever actually at rest (Hurlburt, Alderson-Day, Fernyhough, & Kühn, 2015) and thus default mode, indicating the absence of a task, became the preferred term. Notably, the default mode regions also show connectivity in that state (Yoo et al., 2009 (Gusnard & Raichle, 2001 ), integrating cognitive and emotional information (Greicius et al., 2003) , and change throughout neurodevelopmental (Di Martino et al., 2014) . Finally, functional connectivity is associated with the underlying neural structure, especially white matter connections, which further suggests that this approach may yield insightful clues about brain organization. While rsfMRI has its challenges (Cole, Smith, & Beckmann, 2010; Griffanti et al., 2016; Power, Schlaggar, & Petersen, 2015) , it is a rapidly expanding field that may offer novel clues about brain connectivity relevant to health and disease.
Developmental Studies With fMRI
In this section, we focus on one specific area, cognitive development, where fMRI has been useful in furthering our understanding of the brain. Importantly, the absence of ionizing radiation in fMRI facilitated a functional neuroimaging approach to probe brain development. Initial MRI studies of youths focused on neuroanatomy, and documented increased overall brain volume from birth to about age 3, followed by reduced gray matter volume related to axonal pruning and increased white matter volume related to myelination (see the review of neuroanatomic studies in this issue). Contemporary fMRI approaches have enabled neuropsychologists and cognitive neuroscientists to measure cognitive and neural processing associated with adolescent development. The brain, in particular, the prefrontal cortex, undergoes protracted neuroanatomical development during adolescence (Durston et al., 2001; Gogtay et al., 2004; Sowell et al., 2004) . These neuroanatomical changes are accompanied by improvement in several neurocognitive domains, including decision making, cognitive control, response inhibition, and social cognition. Thus, many foundational fMRI studies of neurodevelopment have focused upon these domains of cognition (T. T. Brown et al., 2005; B. Casey et al., 1997; B. J. Casey, Davidson, & Rosen, 2002; Hare & Casey, 2005; Luna et al., 2001; Ochsner et al., 2002; Rubia et al., 2000; Tamm, Menon, & Reiss, 2002; Thomas et al., 2004; Turkeltaub, Gareau, Flowers, Zeffiro, & Eden, 2003) . Collectively, these studies indicate that adolescents activate distinct, but quite diffuse, brain networks to perform the same task as adults (T. T. B. Casey, Jones, & Hare, 2008; Durston et al., 2006; Houdé, Rossi, Lubin, & Joliot, 2010; Luna, Padmanabhan, & O'Hearn, 2010) . Indeed, a comprehensive meta-analysis of 52 brain activation studies found distinct patterns of activation in children and adolescents compared with adults in certain tasks (e.g., numerical tasks; executive function), while activation patterns were similar during other tasks (e.g., reading; Houdé et al., 2010) . Thus, it appears that adultlike performance in adolescents requires more effortful attention and hence reliance on immature prefrontal cortical structures. That is, the reliance on an inefficient system may alter brain activation patterns due to prolonged or extended computation processes leading to different fMRI activation patterns in developing youth (Luna et al., 2010) . Studies such as these have allowed for rapid growth of knowledge in developmental neuroscience, mostly due to the ability to safely, rapidly, and serially image the developing brain.
Functional neuroimaging approaches are also helping to elucidate sex differences in adolescent brain activation patterns. ASLbased fMRI showed, in a sample of 951 human youths aged 8Ϫ22 years from the Philadelphia Neurodevelopmental Cohort (PNC), marked sex differences across development (Satterthwaite, Shinohara, et al., 2014) . Both sexes show decline of CBF between age 8 and adolescence, but whereas in males the decline in CBF continues into the third decade, in females the decline stops with pubescence and CBF values increase into adulthood. Thus, adult females have higher CBF, as was found with the 133-xenon method (Gur, 1982) and with PET oxygen-15-labeled water (Ragland, Coleman, Gur, Glahn, & Gur, 2000) .
Finally, the incorporation of activation tasks into large-scale genomic neuroimaging studies has allowed rapid accumulation of information on how neurobehavioral systems emerge and mature. For example, the PNC study used a fractal n-back fMRI paradigm to investigate brain responses to working memory load (Satterthwaite et al., 2013) . Performance was associated both with executive network activation and with deactivation of the default mode network. Patterns of brain activation mediated the observed agerelated improvements in working memory performance. Such results delineate a process of functional maturation of the executive system that emphasizes improved ability to transition among brain states as the hallmark of functional brain maturation. Most importantly, additional large scale efforts are underway (e.g., Human Connectome Project Life Span Babies and Children; The Developing Human Connectome Project) that aim to make major scientific progress by linking together imaging, clinical, behavioral, and genetic information over thousands of individuals.
Clinical Neuropsychology and fMRI
Clinically, the potential is immeasurable for fMRI to become part and parcel of the clinical practice of neuropsychology. Currently, clinical fMRI has two main applications: (a) the generation This document is copyrighted by the American Psychological Association or one of its allied publishers.
of noninvasive biomarkers of brain function for the classification and monitoring of neurological and psychiatric patients, and (b) presurgical planning for surgery that may affect motor, language, and memory areas (Beisteiner, 2013) . The sections above focused on the first application (e.g., fMRI in development) The second clinical application requires reliable data in individual patients (Lee et al., 2016) . For example, fMRI is currently being used clinically with the help of neuropsychologists for presurgical planning (Pillai, 2010) Bettus et al. (2010) , used rsfMRI to localize seizure focus in 22 patients with mesial temporal lobe epilepsy (MTLE). Significant increases in connectivity patterns were found in the contralateral hemisphere in patients with MTLE, with a sensitivity of 64% and a specificity of 91%. Importantly, the rsfMRI results indicated that the most disconnected regions of the brain were aspects of the hippocampus and entorhinal cortex. Bettus et al. (2010) argue that alterations in the rsfMRI signal were the most specific marker of epileptogenic zone localization and demonstrate that rsfMRI can be successfully implemented in a single individual. Yet, the use of fMRI has not been widely adopted in most clinical settings (Rosen & Savoy, 2012) . There are several reasons for this slow pace of adapting fMRI to neuropsychological practice. Patient compliance, performance monitoring, detecting subtle neuroplastic changes, measuring compensatory brain activation (Beisteiner, 2013) , and the reliability of fMRI (Griffanti et al., 2016 ) are a few specific challenges (see the Limitations of fMRI section). Admittedly, fMRI signal change is small and sophisticated statistical analyses are needed to separate signal from noise (Jezzard & Buxton, 2006; Price, Crinion, & Friston, 2006) . Unfortunately, there is the need for complex statistical analysis, which itself may create a barrier in the clinical setting. However, we should not let the conservative nature of clinical practice and the lack of sufficient training in functional neuroimaging be a deterrent to expanding the clinical application of fMRI. By incorporating training in fMRI design and analysis into the regimen of clinical neuropsychologists, we believe these barriers can be overcome.
Incorporation of Network Analysis in Neuropsychology
Adult human cognition is supported by systems of brain regions, or modules, that are functionally coherent at rest and collectively activated by distinct task requirements (Biswal et al., 1995) . rsfMRI has provided new insights about the functional architecture of healthy and abnormal brains. rsfMRI measures spontaneous low frequency fluctuations in the BOLD signal (Biswal et al., 1995) , and is collected while participants lay in the MRI scanner, typically while fixating only on a cross-hair or with eyes closed, but refraining from engaging in any specific cognitive task. Several fundamental resting-state networks have subsequently been discovered, including the somatosensory (Biswal et al., 1995) and default mode networks (Gusnard & Raichle, 2001 ). The elucidation of resting-state networks involved in attention and cognition is perhaps even more relevant for neuropsychology (M. D. Fox & Raichle, 2007; Smith et al., 2009 ). These include the dorsal and ventral attention networks (M. D. Fox, Corbetta, Snyder, Vincent, & Raichle, 2006; Power et al., 2011; Seeley et al., 2007; Yeo et al., 2011) : the former involved in executive control of attention, while the latter aids in the detection of salient cues (M. D. Fox et al., 2006) . In addition, the frontoparietal control network and the cingulo-opercular network seem involved in higher order functions such as decision making (Vincent, Kahn, Snyder, Raichle, & Buckner, 2008) and performing goal-directed tasks (Dosenbach et al., 2006; Power et al., 2011) , respectively. The spontaneous fluctuations in brain activity apparently serve to organize, coordinate, and maintain functional brain systems (M. D. Fox & Raichle, 2007; Raichle, 2010) and aid in information processing (Greicius & Menon, 2004 ). An understanding of how the formation of these modules supports evolving cognitive capabilities can be reached by applying methods from graph theory, designed to characterize patterns of connectivity. Brain regions are defined as nodes, and the connections among them as "edges." Graph theory can use any measure that defines the strength of the connectivity among nodes, such as time series correlations of signal fluctuations, to construct a model of overall and regional connectivity (Bullmore & Sporns, 2009; Dosenbach et al., 2007; Power et al., 2011; Power, Fair, Schlaggar, & Petersen, 2010) .
This approach has been useful in measuring plasticity of cognitive systems during cognitive training (Guerra-Carrillo, Mackey, & Bunge, 2014) , studying developmental and age-related changes in neural networks (Gu et al., 2015; Stevens, Pearlson, & Calhoun, 2009; Supekar, Musen, & Menon, 2009) , and in differentiating individuals with neurological and neuropsychiatric disorders from healthy individuals (M. D. Fox & Greicius, 2010; Greicius, 2008) . Improvement in cognitive performance is a cornerstone of neuropsychology and recent rsfMRI studies find that repeated experience with reasoning problems alter connectivity of the brain (Mackey, Miller Singley, & Bunge, 2013) . Specifically, training over a 3-month period altered functional connectivity in the frontoparietal and parietal-striatal brain systems. Most importantly, these changes in brain connectivity were associated with improvements on standardized testing (Mackey et al., 2013) . Such a result suggests that neuropsychological approaches can have a direct and meaningful impact on individualized rsfMRI brain patterns.
Within a developmental context, a recent study by Gu et al. (Gu et al., 2015) quantified the formation of network modules in the PNC youths and demonstrated that the brain's functional network organization, as defined by the balance of within-versus betweenmodule connectivity, changes in youth through a process of modular evolution that is governed by the specific cognitive roles of each system. Moreover, individual variability in these roles was correlated with cognitive performance. In a subsequent analysis of the PNC data, a hypergraph representation of resting-state fMRI data revealed three distinct classes of subnetworks (hyperedges): clusters, bridges, and stars. These classes respectively represented homogeneously connected, bipartite, and focal architectures. Cluster hyperedges resembled previously identified functional modules of the brain such as default mode, somatomotor, visual, and salience systems. In contrast, star hyperedges, which represent highly localized subnetworks centered on a small set of regions, were distributed across the entire cortex. Finally, bridge hyperThis document is copyrighted by the American Psychological Association or one of its allied publishers.
edges linked clusters and stars in a core-periphery organization. Notably, developmental changes within hyperedges were ordered in a similar core-periphery fashion, with the greatest developmental effects occurring in networked hyperedges within the functional core. These results reveal a novel decomposition of the network organization of human brain, and suggest that dynamic maturation of network modules in youth may be a critical driver for the development of cognition (Gu et al., 2016) . Finally, with respect to clinical diagnostics, changes in resting state connectivity patterns from the hippocampus, a hub of the default mode network, can be used to reliably identify patients with Alzheimer's disease as compared with healthy older adults (Supekar, Menon, Rubin, Musen, & Greicius, 2008) . Moreover, the use of multivariate modeling of resting-state fMRI data can further improve diagnostic classification (Koch et al., 2012) . Resting-state fMRI has also been used to identify many neuropsychiatric disorders including schizophrenia (Bassett, Nelson, Mueller, Camchong, & Lim, 2012; Shen, Wang, Liu, & Hu, 2010) , depression (Craddock, Holtzheimer, Hu, & Mayberg, 2009 ), autism (J. S. Anderson et al., 2011) , and attention-deficit/hyperactivity disorder (Zang et al., 2007) . In summary, rsfMRI is a novel fMRI tool that appears to have significant potential to allow us a more nuanced understanding of the organization, development, and degeneration of the brain and cognition.
Limitations of fMRI
While much has been learned using fMRI over the last 25 years, there are arguments about the role that fMRI has had in furthering our understanding of the brain (Coltheart, 2006; Henson, 2006; Passingham, 2013) , especially since the translation of research findings to clinical practice has been limited (Rosen & Savoy, 2012 ). While we believe that the evidence above supports the utility of fMRI, we acknowledge that it has limitations and caveats that are often conveniently ignored. Assessing brain function using fMRI is a complex endeavor and presents both physical (e.g., vasculature) and multiple methodological constraints. Lack of methodological rigor in fMRI is the most important and urgently addressable limitation (Poldrack, 2012) . Traditional fMRI studies often have small samples, inflated effect sizes, fail to systematically perform quality control prior to statistical analysis (e.g., head motion), use imprecise experimental design, and use limited or flawed statistical procedures. Therefore, reported effects are often not replicated. Notably, other fields have had similar concerns (Ioannidis & Trikalinos, 2005) . Issues of statistical rigor in functional neuroimaging are comprehensively covered in several articles (Poldrack, 2012; Vul, Harris, Winkielman, & Pashler, 2009; Yarkoni, Poldrack, Van Essen, & Wager, 2010) , in particular, limitations of commonly employed statistical approaches in fMRI have been unveiled (Eklund, Nichols, & Knutsson, 2016) .
The small samples used in typical functional neuroimaging studies (6 -20 participants/group) has generated lines of studies that are significantly underpowered (Vul et al., 2009; Yarkoni, 2009; Yarkoni et al., 2010) . The use of small samples leads to both Type II error-the failure to detect real effects-and Type I error-inflation of effect sizes (Yarkoni, 2009) . Small samples with stringent significance thresholds may only allow for the detection of extremely large effects (Braver, Cole, & Yarkoni, 2010; Wager, Hernandez, Jonides, & Lindquist, 2007; Yarkoni, 2009) . It is likely that many effect size estimates based upon single fMRI studies are inappropriately high. However, efforts to combine results across studies through meta-analytic approaches (Eickhoff et al., 2012; P. T. Fox et al., 1999) appear to provide some consensus and more realistic effects size estimates across the literature (Minzenberg et al., 2009) . Importantly, studies with larger sample sizes are becoming increasingly common (Hasan et al., 2008; .
Because of the weak BOLD signal, fMRI data quality is paramount to accurately attributing brain function to neuropsychological constructs. Neuroimaging data confounds, in particular head motion, are highly pertinent (Friston, Holmes, Poline, Price, & Frith, 1996; Liu, Zhu, & Zhong, 2015; Power, Barnes, Snyder, Schlaggar, & Petersen, 2012; Reuter et al., 2015; D. R. Roalf et al., 2016; Yoshida, Oishi, Faria, & Mori, 2013) , especially in children and adolescents (Satterthwaite et al., 2012) . For example, the confounding influence of head motion on resting-state functional connectivity has received substantial attention (Power et al., 2012; Satterthwaite et al., 2012; Van Dijk, Sabuncu, & Buckner, 2012) , and indicates that overinterpretation of the data can occur if motion is not systematically addressed. While generally accepted standards are lacking, significant progress is being made. Data quality including signal-to-noise ratio and motion should be explicitly reported and accounted for in any BOLD-fMRI comparison between groups or across individuals. Such effects are of importance for longitudinal or neurodevelopmental studies, where age and motion are highly correlated (children move their heads more than adults). A failure to account for the effects of data quality may result in inflated estimates from the BOLD signal.
While many of the methodological limitations noted above can be overcome, specific limitations of vasculature will continue to be a challenge for fMRI studies. The BOLD effect represents a vital tool to chart brain function, yet it does not measure neural activity directly; rather, it reflects changes in blood oxygenation resulting from the relative balance between cerebral oxygen metabolism and oxygen supply (Shah et al., 2010; Yacoub, Harel, & Shmuel, 2015) . Specifically, the BOLD signal is sensitive to changes in a variety of essential neurophysiological properties related to energy metabolism-cerebral metabolic rate of oxygen, CBF, and cerebral blood volume-all of which change with neural processing. As such, the BOLD effect is only an indirect measurement of one consequence of neural activity. Furthermore, its time resolution is limited to the hemodynamic response, which evolves over seconds. Probing behaviors that evolve over shorter time durations is difficult with fMRI. Yet, concerted multimodal efforts will rely heavily upon fMRI for localization of neural circuits. For example, approaches that combine the spatial localization of fMRI with the neuromodulation capability of transcranial magnetic stimulation are promising avenues within the field of neuropsychology. Accordingly, we touch upon several exciting future directions.
The Future of Functional Neuroimaging
Despite the significant challenges noted above, recent developments offer promise for functional neuroimaging methods. First and foremost, improving methodological rigor, replication, and incorporating advanced statistical methodologies (e.g., pattern This document is copyrighted by the American Psychological Association or one of its allied publishers.
analysis, machine learning, etc.) will improve the specificity and utility of fMRI within specific neuropsychological domains (Poldrack, 2012) . Scientific discoveries and technological advancements occur in tandem. In the near future, systems of 12T and possibly even 20T (Budinger et al., 2016) will become available, offering the ability to visualize new features in resolution of about 0.1 mm (current 3T can capture about 1 mm; Budinger & Bird, 2017) . Currently, use of 7T is well tolerated (Theysohn et al., 2008) and produces higher functional sensitivity in clinical studies, including presurgical planning (Beisteiner et al., 2011) as well as increased morphological specificity in Alzheimer's disease (Nakada, Matsuzawa, Igarashi, Fujii, & Kwee, 2008) , Parkinson's disease (Cho et al., 2010) , multiple sclerosis (Kollia et al., 2009; Metcalf et al., 2010) , epilepsy (Veersema et al., 2017 ) and brain lesions (Moenninghoff et al., 2010; Tallantyre et al., 2009 ). Moreover, it will provide additional insight into neurotransmitter systems that are not easily resolved at lower field strengths (Cai et al., 2012; D. Roalf et al., 2017) . MRI is such a versatile technique that it is difficult to predict the full scope of research and clinical applications that may become available with ultrahigh field systems. Undoubtedly, clinical and research applications will see significant benefits from increases in field strength and these technological improvements will lead to studies of tissue energetics and neurotransmitter levels in brain function (Duyn, 2012) .
Multimodal neuroimaging is already available and its influence in clinical and research practice will be considerable. The use of sophisticated MRI techniques to localize structure (e.g., diffusion weighted MRI) along with function (e.g., fMRI) will open new ways to understanding how brain structural and functional architectures interact (Sotiras et al., 2017) . In addition, combining functional techniques such as PET and fMRI will allow simultaneous acquisition of multifunctional data, including tracer uptake, fMRI, and MRS (Jadvar & Colletti, 2014; Pichler, Judenhofer, & Pfannenberg, 2008) . This combination technique is of particular interest in diagnostic imaging of dementia where PET tracers for amyloid beta and tau (Klunk et al., 2004; Rowe et al., 2008; J. Shin, Lee, Kim, Kim, & Cho, 2008) provide precise localization of neuropathological insult, while MRI can measure both brain structure and function. This multimodal approach will likely yield detailed information about the cascade of events that leads to neurodevelopment and neurodegeneration. Finally, the advent of big data initiatives offers opportunities for unparalleled discovery (Van Horn & Toga, 2014) , which should be leveraged by neuropsychologists. The collection and combination of large neuroimaging data sets with complementary neuropsychological performance data will allow for highly reliable, generalizable efforts to better understand the brain. Finally, the integration of neuroimaging data with genetics will enable the examination of the effects of pleiotropy, epistasis, and gene-by-environment interactions (Meyer-Lindenberg, 2012) .
Finally, we acknowledge that traditional neuropsychological test batteries are well validated, used in diverse populations, and applied clinically to assess brain dysfunction (Benton, 1994; Kaplan, 1990; Kolb & Whishaw, 1996; Ropper & Brown, 2005) . However, many of these neuropsychological batteries are based on lesion studies and do not incorporate advances in functional neuroimaging, which capitalize on cognitive neuroscience approaches to examine brain circuitry (e.g., (Davidson, Jackson, & Kalin, 2000; D'Esposito, Kayser, & Chen, 2009 ; R. C. Gur et al., 1992 ; R. C. Gur & Reivich, 1980; Panksepp, 1998; Posner & DiGirolamo, 2000) ). Most current neuropsychological testing is done with paper-and-pencil tests that take hours to administer and as many hours to score and interpret. They result in lengthy reports that describe a range of deficits without much reference to brain systems that could be implicated. Advances in human brain mapping over the past 25 years generated tasks that are solidly validated in functional neuroimaging studies and can be used to measure individual differences efficiently. For example, a set of tasks has been validated using functional neuroimaging and compiled into a computerized neurocognitive battery, which provides, within one hour of testing, measures of accuracy and speed on 14 tests that cover the domains of executive functions, episodic memory, complex cognition, social cognition, and sensorimotor speed and can be administered inside the scanner (Roalf et al., 2014 ; R. C. Gur et al., 2001 ; R. C. Gur et al., 2010; Figure 5) .
The integration of neuroimaging into the standard practice of clinical neuropsychology faces obstacles and raises important questions concerning incremental validity, utility (access and costs), ecological validity, and the robustness of findings from the neuroimaging literature. There are also professional issues, such as credentialing and interdisciplinary boundaries. How would neuropsychologists doing clinical brain imaging relate to colleagues in neuroradiology? How much training in conventional neuroradiology would be needed by neuropsychologists relying on imaging findings? Notably, whether neuroimaging findings add incremental validity to conventional neuropsychological assessment can usefully complement conventional assessments or should replace such assessments is an open question rather than settled science.
Notwithstanding these considerations, we can envision a clinical neuropsychologist of the future who relies less on the paper forms of neuropsychological tests and more on computerized tests that are based on modern cognitive neuroscience and validated with structural and functional neuroimaging. That clinical neuropsychologist will know how to follow the clinical interview and testing with an fMRI session, supervised by the neuropsychologist, in which a computerized battery of tests will be administered to the patient in the scanner. The readout will include information on aberrations in brain parameters and networks related to behavioral deficits, which will be aided by images and graphs to be interpreted by our future clinical neuropsychologist. The tools are available to get there; we need a new generation of clinical neuropsychologists with the training to take the plunge. Ultimately, the burden relies upon those neuropsychologists who are neuroimagers to make our results and the applied value of neuroimaging studies clearer and more accessible to all neuropsychologists.
Conclusion
Functional neuroimaging has evolved in the past three decades from a set of esoteric methods applicable to small samples in highly specialized centers to ubiquitously available, sophisticated, safe, and noninvasive methods that provide multimodal parameters This document is copyrighted by the American Psychological Association or one of its allied publishers.
of brain structure and function and that can be applied in multiple settings on large-scale samples. Functional neuroimaging studies to date have expanded and broadened the scope of our understanding of how the brain generates and regulates behavior, but arguably we have just scratched the surface. The challenge for neuroscience is to find ways to integrate multimodal information into a coherent model that describes normative brain-behavior links and their aberration with neuropsychiatric disorders. The challenge for neuropsychology is to take its place in the front seat of this effort, by increasing the methodological rigor of functional neuroimaging studies and improving their relevance to behavioral domains of interest. Clinical neuropsychology faces the greatest challenge: that of abandoning cherished assessment procedures-that are based on older methodology and are cumbersome to administer and evaluate-in favor of rapid, computerized assessments that are based on modern cognitive neuroscience and can be more precisely linked to the functioning of specific brain systems. The future of seeing clinical neuropsychologists involved in the implementation and interpretation of routine fMRI evaluations of patients could be just around the corner. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
