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Résumé
Dans la première partie de ce travail nous considérons des problèmes hyperbo-
liques du premier ordre linéaires ou des problèmes paraboliques linéaires dégénérés
en temps. En utilisant une méthode de matrice de masse singulière, nous propo-
sons une méthode d’éléments finis permettant d’avoir des estimations d’erreur en
espace optimale pour l’élément fini de Lagrange P1 par exemple. Nous appliquons
ces résultats au cas d’un système parabolique utilisé en électrocardiologie.
La seconde partie est consacrée aux polynômes Lp extrémaux à l’extérieur du
cercle unité associés à une mesure de la forme générale α = βa+ βs+ γ, où βa
est régulière, βs singulière et γ discrète. Dans un premier temps nous considérons
βs = 0, et nous avons généralisé au cas Lp des résultats connus dans le cas L2.
Dans le cas où βs 6= 0 nous montrons les mêmes résultats (formules d’optimalité)
mais en utilisant d’autres fonctions de régularité.
Mots clés : Opérateur dégénérés, Matrice de masse singulière, Estimations
d’erreur, Élément finis, Comportement asymptotique, Polynômes orthogonaux,
Lp extrémaux, Espace de Hardy.
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Abstract
In the first part of this work, we deal with, linear hyperbolic problems of first
order or linear parabolic problems, which are degenerated with respect to the time
operator. By using a singular mass matrix technique, we propose a finite element
method allowing to get optimal error estimates with respect to space for the La-
grange first order finite element for example. Then our method is applied to a
parabolic system degenerated with respect to time which is used in electrocardio-
logy.
The second part of this work is dedicated to extremal polynomials in Lp, outside
to the unit circle associated to a measure α, with a general form given by α =
βa+βs+γ. The regular part is denoted βa, the singular part βs and the discrete
part γ. In a first step we take βs = 0, and we generalized to the Lp case the known
results in the L2 case. When the singular part is non zero, by using different
regularity functions, we get the same optimality formulae.
Key words : Degenerate operator, Singular mass matrix, Error estimates, Finite
element, Asymptotic behaviour, Orthogonal polynomials, Lp extremal, Hardy
space.
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0.1 Introduction
Dans la première partie de ce travail, nous nous intéressons où des problèmes
de perturbations singulières pour le transport par convection ou par diffusion. Soit
Ω = (0,1)× (0,1) le domaine espace temps que nous considérons. Nous définissons
la fonction  par :
(x) =


1; 0< x < 12
0; 12 < x < 1,
et nous introduisons les domaines Ω1 = (0, 12)× (0,1), Ω2 = (12 ,1)× (0,1). Soit f =

f1(x,t); 0< x < 12 ,
f(x); 12 < x < 1,
et u0 donnés, nous cherchons alors u solution du problème :
(T0)


(x)∂tu(x,t)+∂xu(x,t)+u(x,t) = f(x,t) dans Ω,
u(x,0) = u0(x) 0< x < 12 ,
u(0, t) = 0.
(1)
ou u solution du problème :
(P0)


1[0,12 ]
(x)∂tu(x,t)−∂2xu(x,t) = f(x,t) dans Ω,
u(x,0) = u0(x); 0< x < 12 ,
u(0, t) = 0, u(1, t) = 0; 0< t < 1
(2)
L’objectif de cette étude est de proposer une méthode numérique performante
pour les problèmes (T0) ou (P0).
En nous inspirant de la technique de la matrice de masse singulière introduite
pour résoudre des problèmes de contact unilatéral, nous proposons une méthode
de matrice de masse singulière qui permet pour les problèmes (T0) ou (P0) d’avoir
des estimations d’erreur optimales lorsque les problèmes sont semi-discrétisées en
espace.
Numériquement nous vérifions que les estimations d’erreur pour les problèmes
complètement dicrétisés sont optimales en espace et en temps. Enfin pour le pro-
blème (P0), nous montrons que la projection, de la solution semi-discrétisée en
viii
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0.1 Introduction
espace, sur les éléments finis de Lagrange P1 converge vers la solution exacte du
problème continu. A notre connaissance, ce résultat est nouveau pour ce type de
méthode.
Mentionnons finalement l’application de notre technique pour résoudre un pro-
blème du type de l’électrocinétique cardiaque simplifié. Notons que les résultats
obtenus pour le problème (T0) ont été présentés dans l’article [7].
Dans la deuxième partie de ce travail, le comportement asymptotique des poly-
nômes Lp extrémaux constitue un lieu de rencontre privilègié pour diverses disci-
plines des mathématiques. Les polynômes Lp extrémaux forment une classe assez
particulière de polynômes. Ils doivent cette particularité au fait qu’ils sont solu-
tions de certains problèmes extrémaux posés dans Lp, (p > 0).
Soit α une mesure positive finie et non discrète de support F définie sur la tribu
borélienne B(C) de C. Par l’appellation polynômes Lp extrémaux on désignera les
polynômes notés Pn,p,α qui sont solutions optimales de problèmes extrémaux posés
dans l’espaces Lp(α,C). Si on note par mn,p(α) les constantes extrémales associées
à α et F, on obtient
mn,p(α) = ‖Pn,p,α‖Lp(α,F) = inf
Qn∈Pn,1
{‖Qn‖Lp(α,F)}, (3)
où Pn,1 l’ensemble des polynômes normalisés Qn(z) c’est-à-dire
Qn(z) = zn+an−1zn−1+ ...+a0; a0, ..., an−1 ∈C. (4)
Le cas p= 2 correspond au cas très connu des polynômes orthogonaux norma-
lisés Pn,2,α associés à la mesure α. Les conditions d’othogonalité étant :
∫
F
Pn,2,α(z)Pk,2,α(z)dα(z) = λnδn,k; λn 6= 0, n,k ∈N. (5)
En explicitant la mesure α et son support F , on retrouve beaucoup de systèmes
de polynômes orthogonaux ( Legendre, Chebyshev, Laguerre, Hermite, polynômes
orthogonaux sur le cercle unité, le segment ... ).
ix
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Un des problèmes fondamentaux de la théorie des polynômes orthogonaux ou
Lp extrémaux est celui qui étudie le comportement asymptotique lorsque n devient
grand. Il intervient de façons significative dans la résolution de problèmes mathé-
matiques ( analyse de la distribution des zéros des polynômes, théorie spectrale,
étude de la convergence des approximations de Padé, interpolation polynômiale
et représentation des fonctions analytiques par des séries de polynômes ). Parmi
les méthodes actuelles utilisées pour résoudre ces problèmes on peut citer celles
basées sur l’étude approfondie de problèmes extrémaux dans des espaces de Hardy
de fonctions holomorphes et sur la théorie du potentiel logarithmique complexe.
Ces méthodes ont été initiées et développées d’un côté par l’école russe : Smirnov
[44, 45], Geronimus [19, 20], Kaliaguine [24, 25] et de l’autre par l’ecole américaine :
Szegö [47], Widom [51], Nevai [35], ...
Le cas particulier p = 2, de ce problème a été largement étudié par plusieurs
auteurs, mais c’est à Szegö [47] et à Bernstein [10] qu’on doit une méthode gé-
nérale d’étude du comportement asymptotique des polynômes orthogonaux sur le
cercle unité avec une fonction poids relativement arbitraire. Il faut noter que la
méthode de Szegö est aussi à la base de l’étude du comportement asymptotique
des polynômes orthogonaux associés à des mesures concentrées sur des ensembles
autres que le cercle. D’autres mathématiciens se sont aussi intéressés à l’étude du
comportement asymptotique des polynômes orthogonaux en général comme Smir-
nov [44, 45], Geronimus [19, 20], Souetine [46], Widom [51], Kaliaguine [24, 25],
Marcellan [8], Van Assche [48, 49]...
Dans le travail qui suit on s’intéresse à l’étude du comportement asymptotique
des polynômes Lp extrémaux Pn,p,α associés à une mesure α du type :
α = β+γ, (6)
où α est concentré sur le cercle unité plus une partie discrète infinie.
Notre travail s’est inspiré et généralise les résultats obtenus par les auteurs
x
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0.1 Introduction
suivant : Geronimus [19], qui a étudié le problème du comportement asymptotique
des polynômes Lp extrémaux Pn,p,α (0< p<∞), dans le cas α= βa avec la mesure
βa concentrée sur un contour. Kaliaguine [24] qui a considéré le cas d’une mesure
α concentrée sur un contour de Jordan rectifiable assez régulier plus une partie
discrète finie
α = βa+γ (7)
où βa une partie absolument continue satisfaisont la condition de Szegö et γ =
l∑
k=1
Akδzk concentrée sur un ensemble fini de points {zk}lk=1 situé à l’exterieur du
contour. Benzine [9] a aussi considéré le cas d’une mesure α concentrée sur un
contour de Jordan rectifiable assez régulier mais plus une partie discrète infinie et
dans le cas particulier p= 2 des polynômes orthogonaux Pn,2,α.
Nous nous sommes aussi inspirés des travaux de Peherstorfer, Yuditskii [39] et
Bello Hernandez, Marcellan et Minguez [8] pour arriver à la formule asymptotique
souhaitée des polynômes Lp extrémaux Pn,p,α.
Le chapitre III est consacré à l’étude du comportement asymptotique des po-
lynômes Lp extrémaux notés Tn,p associés à une mesure concentrée sur le cercle Γ
ainsi que sur un nombre infini de points se trouvant à l’extérieur du cercle.
On y introduit les notions essentielles nécessaires pour notre travail. On donne
la définition des polynômes Lp extrémaux associés à une mesure donnée ainsi
que la notation du comportement asymptotique de ces polynômes. On y introduit
l’espace fonctionnel de base et on exhibe tous les outils fonctionnels nécessaires
ainsi que leurs propriétés [27, 43]. On introduit aussi le produit de Blaschke B(z)
construit sur les zéros de fonctions appartenant à certains sous-ensembles de fonc-
tions holomorphes noté H(∆) qui sont définies par des propriétés de croissance,
et on construit explicitement la fonction de Szegö associée au disque unité ouvert
∆ qui, elle aussi, est à la base de définition de la fonction de Szegö associée à
l’extérieur du disque unité ouvert.
xi
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La fonction de Szegö DG va permettre d’introduire l’espace fonctionnel de
base pour l’étude du comportement asymptotique des polynômes Lp extrémaux
Tn,p : c’est l’espace de Hardy Hp(G,ρ) associé à l’extérieur du disque unité G et
à la fonction poids ρ. On énoncera à cet effet l’essentiel de ses caractéristiques.
La notion de familles normalles ( ou de Montel ) est introduite pour définir la
convergence sur les sous-ensembles compacts de C pour pouvoir étudier les passages
à la limite des fonctions holomorphes. Les problèmes extrémaux dans l’espace de
Hardy Hp(G,ρ) sont enfin présentés, on définit aussi la classe de mesures Ş à l’aide
de laquelle on étudie le comportement asymptotique des polynômes Lp extrémaux
(p > 0). Ces mesures sont du type (7). Il est à souligner que la difficulté à ce
niveau du travail était de choisir une mesure α ne satisfaisant que des conditions
naturelles. Les résultats obtenus ont été présentés dans [4] et [5].
Au chapitre suivant on étudie le comportement asymptotique des polynômes
Pn,p,α L
p extrémaux à l’extérieur du cercle unité Γ associé à une mesure sous la
forme α = β+γ = βa+βs+γ, où βa la partie absolument continue de β vérifie la
condition de Szegö avec supp(βa) = Γ, βs la partie singulière de β avec supp(βs)⊂ Γ
et γ une mesure discrète concentrée sur un nombre infini des points {zk}∞k=1 situés
à l’extérieur du cercle unité. Quelques rappels sur les mesures et les problèmes
extrémaux dans l’espace de Hardy Hp(G,ρ) sont présentés qui sont essentiels pour
ce chapitre.
On donne ensuite le lemme de Keldysh ainsi que quelques-unes de ses extensions
qui nous seront utiles dans l’élaboration des formules asymptotiques dans le cas
0< p < 1. On définit la classe de mesures que l’on notera G. Ce sont des mesures
du type (6), où β = βa+ βs et à l’aide desquelles on étudiera le comportement
asymptotique des polynômes Lp extrémaux Pn,p,α dont le résultat fera l’objet du
théorème 4.4.3.
xii
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Chapitre 1
Approximation réduite pour
l’opérateur en temps dans le cas
de problèmes hyperboliques
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Chapitre 1. Approximation réduite pour l’opérateur en temps dans le
cas de problèmes hyperboliques
1.1 Introduction
Une méthode de réduction d’ordre en espace est proposée pour traiter le cas
d’un opérateur de transport dégénéré, c’est-à-dire le cas ou les coefficients de l’opé-
rateur du transport peuvent s’annuler. La méthode présentée est inspirée de la
dynamique singulière introduite dans [41]. Nous considérons le cas unidimensionel
ou un coefficient s’annule sur un seul intervalle par soucis de simplicité. Notons
que le modèle que nous considérons est utilisé en dynamique des populations dans
le cas d’une dynamique lente-rapide [2], ou pour des problèmes de modélisation
de plantes en biologie [11]. Lorsque le coefficient devant l’opérateur en temps dans
l’équation du transport s’annule, il est bien connu que cela pose des problèmes
d’oscillations dans un voisinage de la zone où il s’annule. On pourra consulter, par
exemple [18] p. 115 où une méthode des moindres carrés est utilisée pour résoudre
l’équation du transport dégénérée.
Il s’agit donc, pour f =


f1(x,t) 0< x < 12
f(x) 12 < x < 1
et u0 donnés, en définissant Ω1 = (0, 12)× (0,1) et Ω2 = (12 ,1)× (0,1), de calculer u
solution de :
(T)


1[0,12 ]
(x)∂tu(x,t)+∂xu(x,t)+u(x,t) = f(x,t) dans Ω = Ω1∪Ω2,
u(x,0) = u0(x); 0< x < 12 , u(0, t) = 0; 0< t < 1.
(1.1)
A la section suivante, nous montrons l’existence et l’unicité de solutions au
problèmes (T).
1.2 Existence et unicité de solutions
Définissons ∂Ω− la frontière entrante du domaine par :
∂Ω− = {(x,t) ∈ Ω : (x,t) ∈ {0}× (0,1)∪ (0, 12)×{0}},
2
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et notons par A l’opérateur différentiel défini par :
ϕ 7→ Aϕ= 1[0,12 ](x)∂tϕ+∂xϕ+ϕ.
La norme du graphe associée à l’opérateur A est notée ||| · ||| et est définie par :
|||ϕ|||2 = ‖Aϕ‖2L2(Ω)+‖ϕ‖2L2(Ω).
L’espace fonctionnel H est défini comme la fermeture pour la norme ||| · ||| du
sous espace fermé des fonctions C∞ à support compacte dans Ω ayant une trace
nulle sur ∂Ω− :
H = {ϕ ∈ D(Ω); ϕ|∂Ω− = 0}
|||ϕ|||
.
Dans la suite de ce travail, nous utiliserons la forme bilinéaire a associée à
l’opérateur A et définie par :
a : H×H −→ R
(u,v) 7−→ a(u,v) =
∫
Ω
Au.vdxdt.
Donnons maintenant un résultat technique :
Lemme 1.2.1.
∀v ∈H : a(v,v)≥ ‖v‖2L2(Ω). (1.2)
Preuve.
Pour v ∈H nous avons :
a(v,v) = (Av,v) =
∫
Ω
Av.vdxdt
=
∫
Ω
1[0,12 ]
(x)∂tv.v+∂xv.v+v2dxdt
=
∫
Ω
1
2
1[0,12 ]
(x)∂tv2dxdt+
∫
Ω
1
2
∂xv
2dxdt+
∫
Ω
v2dxdt.
Soit encore∫
Ω
1
2
1[0,12 ]
(x)∂tv2dxdt=
∫ 1
0
∫ 1
0
1
2
1[0,12 ]
(x)∂tv2dtdx
=
1
2
∫ 1
0
1[0,12 ]
(x)v2(x,1)dx−
∫ 1
0
1
2
1[0,12 ]
(x)v(x,0)dx,
3
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0065/these.pdf 
© [M. Belhout], [2012], INSA de Lyon, tous droits réservés
Chapitre 1. Approximation réduite pour l’opérateur en temps dans le
cas de problèmes hyperboliques
et de même ∫
Ω
1
2
∂xv
2dxdt=
∫ 1
0
∫ 1
0
1
2
∂xv
2dxdt
=
1
2
∫ 1
0
v2(1, t)dt− 1
2
∫ 1
0
v(0, t)dt.
Puisque v(x,0) = 0 pour 0≤ x≤ 12 , et v(0, t) = 0 pour 0≤ t≤ 1 il vient∫
Ω
1[0,12 ]
(x)∂tv2dxdt≥ 0,
∫
Ω
∂xv
2dxdt≥ 0.
On déduit alors :
a(v,v) =
∫
Ω
1[0,12 ]
(x)∂tv.v+∂xv.v+v2dxdt≥ ‖v‖2L2(Ω); ∀v ∈ H.

Maintenant, nous voulons montrer l’existence et l’unicité de solutions au pro-
blème (T). Pour cela montrons quelques propriétés de l’opérateur A.
Lemme 1.2.2. A :H⊂L2(Ω)−→L2(Ω) est un opérateur linéaire continu, à image
fermé, et injectif.
Preuve.
Soit {un} ⊂H une suite telle que
‖Aun−w‖L2(Ω) −→n→∞ 0,
montrons que :
∃u ∈H tel que un −→
n→∞
u et Au= w.
On a :
‖Aun−Aum‖L2(Ω) = ‖A(un−um)‖L2(Ω)
= sup
w∈L2(Ω)
w 6=0
(A(un−um),w)
≥ ‖un−um‖2L2(Ω),
4
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donc {un} est une suite de Cauchy dans L2(Ω) ce qui implique l’existence de u tel
que un −→
n→∞
u. L’injection L2(Ω) ↪→D′(Ω) nous assure que cette suite converge au
sens des distributions. Pour ϕ ∈ D(Ω) nous avons d’après le lemme 1.2.1 :
|
∫
Ω
(Aun−Au)ϕdxdt| ≤ ‖un−u‖L2(Ω)‖ϕ‖H10(Ω) −→n→∞ 0.
Nous en déduisons Aun −→
n→∞
Au dans D′(Ω). Par ailleurs,
Aun −→n→∞ w dans L
2(Ω),
donc dans D′(Ω). L’unicité de la limite dans D′(Ω) permet de conclure que Au=w
dans L2(Ω).
Montrons maintenant que A est injectif, soit u ∈H avec |||u|||= 1 alors :
‖Au‖L2(Ω) = sup
w∈L2(Ω), ‖w‖
L2(Ω)=1
(Au,w).
Par ailleurs,
sup
w∈L2(Ω), ‖w‖
L2(Ω)=1
(Au,w)≥ (Au,u)‖u‖L2(Ω)
≥ 1.
Si Au= 0 alors u= 0. 
Lemme 1.2.3. L’adjoint de A, A∗ vérifie :
Ker(A∗) = {0}. (1.3)
Preuve.
Soit g ∈Ker(A∗), alors pour tout u ∈H :
(A∗g,u) = 0.
Comme g ∈ H, nous en déduisons que (A∗g,g) = 0. En raisonnant comme au
lemme 1.2.1 nous avons :
0 = (A∗g,g)≥ ‖g‖2L2(Ω).

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Théorème 1.2.4.
Pour f une fonction régulière donnée, il existe un unique u ∈ H solution du
problème (T).
Preuve.
Le théorème de l’image fermée de Banach permet d’écrire :
Im(A) = (Ker(A∗))⊥ = L2(Ω).
Cela montre que A est un isomorphisme de H dans L2(Ω). 
1.3 Méthode de Petrov-Galerkin et technique de
la matrice de masse singulière pour les pro-
blèmes approchés
Pour le problème (T) nous introduisons une semi-discrétisation à l’aide d’élé-
ment finis en espace. Puis nous appliquons la méthode de la matrice de masse
singulière. La méthode de la matrice de masse singulière consiste à remplacer la
quantité ∂tu par une projection dans un autre sous espace différent de l’espace
dans lequel u est recherché. La projection est au sens de L2. Dans ce qui suit,
commençons par introduire une formulation mixte du problème (T). Définissons
les espaces :
V = { ϕ ∈H1(0,1); ϕ(0) = 0 }, H = L2(0,1).
Introduisons les formes bilinéaires a(·, ·) définie sur V ×H et b(·, ·) définie sur
V ×L2(0, 12) par :
a(v,w) =
∫ 1
0
∂xv(x)w(x)+v(x)w(x)dx, (1.4)
6
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b(v,ϕ) =
∫ 1
2
0
w(x)ϕ(x)dx. (1.5)
Dans ce qui suit, l’opérateur de restriction est défini.
Lemme 1.3.1. L’opérateur B : V → L2(0, 12)′ associé à la forme bilináire b(·, ·) est
l’opérateur linéaire continu de restriction au segment [0, 12 ]. Nous avons Ker(B) =
0H
1(12 ,1) et l’image de son adjoint est donnée par Im(B
∗) = 0H1(0, 12) où l’indice
0 indique que seules les fonctions s’annulant en la borne inférieure de l’intervalle
sont considérées.
Maintenant introduisons une formulation variationnelle pour le problème (T).
Nous notons aussi par B l’opérateur de restriction de H dans L2(0, 12).

trouver u(t) ∈ C0([0,1];V ); u(0) = u0, satisfaisant :
<Bu˙(t),Bw >L2(0,12 )′,L2(0,12 )
+a(u(t),w) = (f(t),w); ∀w ∈H,
(1.6)
où u˙ représente la dérivée par rapport au temps. Décomposons l’espace V comme :
V =Ker(B)⊕ (Ker(B))⊥ =Ker(B)⊕ Im(B∗).
La forme bilinéaire a(·, ·) vérifie les conditions inf-sup et nous en déduisons que
le problème (1.6) est bien posé. En effet, soit u ∈ V alors il existe c > 0 tel que :
a(u,u) =
∫ 1
0
∂xu(x)u(x)dx+
∫ 1
0
u2(x)dx,
≥ c‖u‖2L2(0,1).
D’après ce qui précède, il est clair que pour tout u dans V ,
sup
w∈L2(0,1)
a(u,w)
‖w‖L2(0,1)
≥ a(u,u)‖u‖L2(0,1)
≥ c‖u‖L2(0,1), (1.7)
d’où nous déduisons l’inégalité
inf
u∈V,u6=0
sup
w∈L2(0,1),w 6=0
a(u,w)
‖w‖L2(0,1)‖u‖V
≥ c. (1.8)
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1.3.1 Les espaces d’éléments finis utilisés
Pour approcher à l’aide d’une méthode d’éléments finis une équation de trans-
port, nous utilisons une méthode de Petrov-Galerkin c’est-à-dire que les fonctions
tests ne sont pas choisies dans le même espace que celui pour la fonction inconnue.
La construction d’une méthode d’élément finis, nécessite la donnée d’un maillage,
de noeuds et d’un espace de polynômes, qui doivent être choisis de manière cohé-
rente. Nous avons choisi les éléments finis de type Lagrange, qui font intervenir
comme “degrés de liberté“ les valeurs de la fonction aux noeuds. Nous considé-
rons le segment (0,1) et notre but est d’introduire un espace d’approximation des
fonctions définies sur (0,1), ayant une base très simple de sorte que toute fonction
dans C0(0,1) se décompose facilement sur cette base. Nous commençons par l’es-
pace associé à l’élément fini appelé P1. Soit m ∈ N fixé , posons M = 2m, h = 12m
et définissons xi = ih, pour 0 ≤ i ≤M . Nous avons la partition de [0,1] où x = 12
est un point de celle-ci :
0 = x0 < x1 < ... < xM−1 < xM . (1.9)
Nous notons P1 l’espace des polynômes de degré plus petit ou égal à 1 :
P1 = {p : p(x) = ax+ b; a,b ∈R}.
Nous introduisons alors l’espace d’approximation Vh défini par :
Vh = {w ∈ C0(0,1) : w|[xi,xi+1] ∈ P1, w(0) = 0; 0≤ i≤M −1}. (1.10)
L’espace Vh, défini par (1.10), est un espace vectoriel et une base de cet espace
est donnée par les fonctions ϕi, 1≤ i≤M , telles que ϕi ∈ Vh et ϕi(xk) = δi,k (où
δ désigne le sympole de Kronecker). Ainsi,
ϕi(x) =


x−xi−1
xi−xi−1
si xi−1 ≤ x≤ xi,
x−xi+1
xi−xi+1
si xi ≤ x≤ xi+1,
0 ailleurs.
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La méthode des éléments finis permet de construire différents espaces d’ap-
proximation, suivant l’élément fini utilisé. Soit P0 l’espace des polynômes de degré
0 ( il s’agit donc des fonctions constantes ). Pour la partition donnée en (1.9), nous
considérons l’espace d’approximation suivant :
Mh = {w ∈ L2(0, 12) : w|]xi,xi+1[ ∈ P0, 0≤ i≤m−1}. (1.11)
Étant donnée la partition (1.9) de [0,1], l’espace d’approximation Hh est defini
par :
Hh = {w ∈H : w|]xi,xi+1[ ∈ P0, 0≤ i≤M −1}. (1.12)
Finalement l’espace Hh utilisé dans l’approximation de Petrov-Galerkin est
celui engendré par des fonctions notées ϕ˜1, ..., ϕ˜M et définies par :
ϕ˜i(x) =


1 si xi−1 ≤ x≤ xi,
0 ailleurs.
On cherche une approximation de la solution du problème (1.1) dans l’espace
Vh, et on choisit comme fonction test les fonctions de base de Hh. Soit maintenant
Mh= vect{ψi} ; i=1, ...,m un sous espace de L2(0, 12) où, les ψi sont P0 sur chaque
intervalle de la partition (1.9) restreinte à (0, 12). Le problème approché que nous
considérons s’écrit :

Trouver (uh,vh) ∈ Vh×Mh :
(1[0,12 ]
(x)vh,wh)+a(uh,wh) = (f(t),wh); ∀wh ∈Hh,
(vh, qh) = (∂tuh, qh); ∀qh ∈Mh.
(1.13)
Dans la suite, on appelle Vh l’espace d’approximation, et Hh l’espace des fonc-
tions tests. Si ϕ1, ϕ2, ..., ϕM est une base de Vh, et ψ1, ψ2, ..., ψm une base de
Mh, en développant uh sur la base de Vh, et vh sur la base de Mh, nous pouvons
écrire :
uh(x,t) =
M∑
j=1
uj(t)ϕj(x), vh(x,t) =
m∑
k=1
vk(t)ψk(x). (1.14)
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Nous injectons ces expressions respectivement dans les formules (1.13). On
obtient :


∫ 1
0
m∑
k=1
1[0,12 ]
(x)vk(t)ψk(x)wh(x)dx+
∫ 1
0
M∑
j=1
uj(t)∂xϕj(x)wh(x)dx
+
∫ 1
0
M∑
j=1
uj(t)ϕj(x)wh(x)dx= (f(t),wh(x)); ∀wh ∈Hh,
∫ 1
0
m∑
k=1
vk(t)ψk(x)qh(x)dx=
∫ 1
0
m∑
j=1
u˙j(t)ϕj(x)qh(x)dx; ∀qh ∈Mh.
Choisissons wh(x) = ϕ˜i et qh(x) = ψl, alors :


m∑
k=1
vk(t)
∫ 1
0
1[0,12 ]
(x)ψk(x)ϕ˜i(x)dx+
M∑
j=1
uj(t)a(ϕj , ϕ˜i) = (f(t), ϕ˜i); ∀ϕ˜i ∈Hh,
m∑
k=1
vk(t)
∫ 1
0
ψk(x)ψl(x)dx=
M∑
j=1
u˙j(t)
∫ 1
0
ϕj(x)ψl(x)dx; ∀ψl ∈Mh.
(1.15)
Définissons maintenant les matrices lieés aux opérateurs différentiels :
B1ki =
∫ 1
0
1[0,12 ]
(x)ψk(x)ϕ˜i(x)dx; 0≤ k ≤m, 0≤ i≤M,
B2lj =
∫ 1
0
1[0,12 ]
(x)ϕj(x)ψl(x)dx; 0≤ l ≤m, 0≤ j ≤M,
Aij =
∫ 1
0
∂xϕj(x)ϕ˜i(x)+ϕj(x)ϕ˜i(x)dx; 0≤ i, j ≤M,
Clk =
∫ 1
0
ψk(x)ψl(x)dx; 0≤ l,k ≤m.
Introduisons PHh : H −→ Hh un projecteur au sens L2, et définissons F (t) =
PHhf(t). Pour u0 ∈ Vh donné la forme matricielle du système (1.13) s’écrit :

Bt1vh(t)+Auh(t) = F (t); ∀t ∈]0,1],
Cvh(t) =B2u˙h(t); ∀t ∈]0,1],
u(0) = u0.
(1.16)
L’approximation des éléments de la matrice B1 par une formule d’intégration
numérique ou par projection représente exactement les éléments de la matrice
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B2. Cela nous permettra de proposer un schéma explicite en temps à la section
suivante.
En effet, définissons Θh l’opérateur d’interpolation de Vh dans Hh par :
Θh(w) =
M∑
i=1
w(xi−1)1[xi−1,xi[(x).
Il est facile de montrer que [14] :
∀w ∈H10 (0,1); ‖w−Θhw‖L2(0,1) ≤ Ch‖w′‖L2(0,1).
Remarquons que :
B2 = h


1
2 0 . . . 0 0 . . . 0
1
2
1
2 . . . 0 0 . . . 0
...
. . . . . .
...
...
...
0 . . . 12
1
2 0 . . . 0


, B1 = h


1 0 . . . 0 0 . . . 0
0 1 . . . 0 0 . . . 0
...
. . . . . .
...
...
...
0 . . . 0 1 0 . . . 0


Ainsi, si nous approchons B2 par B1, ce qui revient à mettre sur la diagonale
par bloc la somme des termes sur chaque ligne, nous commettons une erreur de
l’ordre de h.
Nous avons :
B1ki =
∫ 1
0
1[0,12 ]
(x)ψk(x)ϕ˜i(x)dx=
∫ 1
0
1[0,12 ]
(x)ψk(x)Θhϕi(x)dx.
Comme il est usuel de le faire pour l’équation de la chaleur nous travaillerons
avec une matrice B =B2 approchée.
Le système matriciel (1.16) devient :

Btvh(t)+Auh(t) = F (t); ∀t ∈]0,1],
Cvh(t) =Bu˙h(t); ∀t ∈]0,1],
u(0) = u0.
(1.17)
Remarque 1.3.2. Nous aurions pu utiliser une méthode décentrée (voir par exemple
[3]). L’espace Hh est alors défini avec des polynômes de degré 2, évidemment les
deux espaces Vh et Hh sont de même dimension finie.
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1.3.2 Estimation d’erreur en norme L2
La question qui se pose maintenant est de savoir si uh est une bonne approxi-
mation de u. Introduisons PVh : C1([0,1])−→ Vh l’opérateur d’interpolation de La-
grange, Πh ∈L(H1(0,1),Mh) un projecteur au sens de L2 et PHh ∈L(L2(0,1),Hh)
un projecteur au sens de L2.
Théorème 1.3.3. Pour u0=0, f ∈C1(Ω) donnés, et supposons que u(t)∈C1([0,1], H2(0,1))∩
H, alors il existe C(f)> 0 telle que pour tout h > 0, nous avons l’estimation d’er-
reur suivante :
‖u(t)−uh(t)‖L2(Ω) ≤ C(f)h; 0< t≤ 1. (1.18)
Pour la preuve, nous avons besoin d’estimations a priori.
Lemme 1.3.4. Il existe C1, C2 telles que pour tout h > 0 les estimations suivantes
sont satisfaites :
C1‖uh‖2L∞(0,1, Vh)+‖Πhu˙h‖2L2(0,1, L2(0,12 ))+‖u˙h‖
2
L2(0,1, L2( 12 ,1))
+‖u˙h(12 , .)‖
2
L2(0,t)
+‖PHhuh‖2L∞(0,1,L2(0,1)) ≤ C2(‖f˙‖2L2(0,1, L2(0,1))+‖f‖2L∞(0,1, L2(0,1))), (1.19)
‖(I−Πh)PHhu˙h‖2L2(0,1, L2(0,1)) ≤
1
2
‖u˙h(12 , .)‖
2
L2(0,1). (1.20)
Preuve.
Remarquons que :
ΠhPHh =Πh.
Le problème semi-discrétisé devient :
(u˙h(t),Πhwh)+a(uh(t),wh) = (f(t),wh); ∀wh ∈Hh. (1.21)
12
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1.3 Méthode de Petrov-Galerkin et technique de la matrice de masse
singulière
Choisissons succesivement :
wh = ∂xu˙h(t) ∈Hh, et wh = PHhu˙h(t) ∈Hh,
on obtient
(u˙h(t),Πh∂xu˙h(t))+a(uh(t),∂xu˙h(t)) = (f(t),∂xu˙h(t)), (1.22)
(u˙h(t),Πhu˙h(t))+a(uh(t),PHhu˙h(t)) = (f(t),PHhu˙h(t)), (1.23)
aditionnons les deux équations (1.22), (1.23) et intégrons entre 0 et t :
∫ t
0
∫ 1
2
0
u˙h(s)Πh∂xu˙h(s)dxds+
∫ t
0
∫ 1
0
∂xuh(s)∂xu˙h(s)dxds−
∫ t
0
∫ 1
0
∂xuh(s)u˙h(s)dxds
+
1
2
∫ t
0
(u2h(1, t)−u2h(0, t))dt+
∫ t
0
∫ 1
2
0
u˙h(s)Πhu˙h(s)dxds+
∫ t
0
∫ 1
0
∂xuh(s)PHhu˙h(s)dxds
+
∫ t
0
∫ 1
0
uh(s)PHhu˙h(s)dxds=
∫ t
0
∫ 1
0
f(s)(∂xu˙h(s)+PHhu˙h(s))dxds. (1.24)
Le terme de l’équation (1.24) :
∫ t
0
∫ 1
0
uh(s)∂xu˙h(s)dxds,
est intégré par parties, le terme suivant :
−
∫ t
0
∫ 1
0
∂xuh(s)u˙h(s)dxds,
sera compensé par le terme :
∫ t
0
∫ 1
0
∂xuh(s)PHhu˙h(s)dxds,
de la même équation puisque nous avons ∂xuh(t) ∈ Hh. On intègre par partie le
second membre ( ddtPHhuh = PHhu˙h) :
−
∫ t
0
∫ 1
0
f˙(s)(∂xuh(s)+PHhuh(s))dxds+
∫ 1
0
f(t)(∂xu˙h(t)+PHhu˙h(t))dx
13
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−
∫ 1
0
f(0)(∂xu˙h(0)+PHhu˙h(0))dx.
Pour l’estimation de u˙h(t)|( 12 ,1), on prend wh = (I−Πh)ψh.
On remarque que :
(I−Πh)ψh|(0,12 ) = 0 et (I−Πh)ψh|( 12 ,1) = ψh; ∀ψh ∈Hh.
Le problème semi-discrétisé (1.21) devient :
a(uh(t),(I−Πh)ψh) = (f(t),(I−Πh)ψh); ∀ψh ∈Hh.
On dérive par rapport à t et on note u˙h(t) = ddtuh(t)∫ 1
1
2
∂xu˙h(t)ψh+ u˙h(t)ψhdx= 0; ∀ψh ∈Hh.
Choisissons ψh = ∂xu˙h(t) ∈Hh :
∫ 1
1
2
(∂xu˙h(t))
2dx+
1
2
∫ 1
1
2
∂x(u˙h(t))
2dx= 0.
On a :
‖∂xu˙h(t)‖2L2( 12 ,1)+
1
2
(u˙h(1, t))
2 =
1
2
(u˙h(
1
2
, t))2
On intègre par rapport à t :
∫ t
0
‖∂xu˙h(s)‖2L2( 12 ,1)ds≤
1
2
∫ t
0
(u˙h(
1
2
,s))2ds,
d’où
‖∂xu˙h‖2L∞(0,t;L2( 12 ,1)) ≤ ‖u˙h(
1
2
, .)‖2L2(0,t).
On utilise l’inégalité de Young nous déduisons ainsi l’estimation (1.19). Pour
la seconde estimation (1.20), choisissons :
wh = (I−Πh)ψh pour ψh ∈Hh.
Nous avons :
a(uh(t),(I−Πh)ψh) = (f(t),(I−Πh)ψh). (1.25)
14
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On dérive (1.25) par rapport à t. Nous avons :
a(u˙h(t),(I−Πh)ψh) = 0; ∀ψh ∈Hh. (1.26)
Puisque f ne dépend pas du temps pour x > 12 . On prend ψh = PHhu˙h(t) et
utilisant la définition du projecteur L2 de PHh, on obtient :
∫ 1
0
∂xu˙h(t)(I−Πh)PHhu˙h(t)dx+
∫ 1
0
u˙h(t)(I−Πh)PHhu˙h(t)dx
=
∫ 1
0
∂xu˙h(t)(I−Πh)u˙h(t)dx+
∫ 1
0
PHhu˙h(t)(I−Πh)PHhu˙h(t)dx= 0, (1.27)
Ensuite,
∫ 1
0
PHhu˙h(t)(I−Πh)PHhu˙h(t)dx=
∫ 1
1
2
(PHhu˙h(t))
2dx=
∫ 1
0
((I−Πh)PHhu˙h(t))2dx,
(1.28)
avec ∫ 1
2
0
(I−Πh)u˙h(t)qhdx= 0; ∀qh ∈Hh|
[0, 12 ]
, (1.29)
et
∫ 1
0
∂xu˙h(t)(I−Πh)u˙h(t)dx=
∫ 1
1
2
∂xu˙h(t)u˙h(t)dx=
1
2
∫ 1
1
2
d
dx
(u˙h(t))
2dx, (1.30)
alors ∫ 1
0
∂xu˙h(t)(I−Πh)u˙h(t)dx= 12(u˙h(1, .))
2− (u˙h(12 , .))
2], (1.31)
d’où
‖PHhu˙h‖2L2(0,1, L2( 12 ,1)) ≤
1
2
‖u˙h(12 , .)‖
2
L2(0,1). (1.32)

Donnons maintenant une preuve rapide du théorème 1.3.3. Notons l’erreur par :
eh(t) = uh(t)−PVhu(t).
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L’équation pour l’erreur est donnée par :
(e˙h(t),wh)+a(eh(t),wh) = a((I−PVh)u(t),wh)+(u˙h(t),(I−Πh)wh)
+((I−PVh)u˙(t),wh). (1.33)
Choisissons wh = PHheh, intégrons l’équation (1.33) entre 0 et t et écrivons
cette expression comme E = I+II+III avec :
E = (e˙h,wh)+a(eh,wh),
I = a((I−PVh)u,wh),
II = (u˙h,(I−Πh)wh),
III = ((I−PVh)u˙,wh).
Puisque ∂xeh ∈Hh, nous avons :
∫ t
0
(e˙h,PHheh)ds+
∫ t
0
(∂xeh,PHheh)ds =
∫ t
0
(PHh e˙h,PHheh)ds+
∫ t
0
(∂xeh, eh)ds,
=
∫ t
0
1
2
‖PHh e˙h‖2L2(0,1)ds+
∫ t
0
1
2
d
dx
‖eh‖2L2(0,1)ds.
Nous en déduisons :
1
2
‖PHheh‖2L∞(0,1, L2(0,1)) ≤E, (1.34)
L’inégalité de Cauchy Schwartz fournit :
|I| ≤ ‖∂x(I−PVh)u‖L2(Ω)‖PHheh‖L2(Ω), (1.35)
|II| ≤ ‖(I−Πh)u˙h‖L2(Ω)‖PHheh‖L2(Ω), (1.36)
|III| ≤ ‖(I−PHh)u˙‖L2(Ω)‖PHheh‖L2(Ω). (1.37)
16
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Les résultats classiques de stabilité et les estimations pour (I−P•) comme fonc-
tion de h pour l’opérateur d’interpolation PVh et pour les opérateurs de projections
PHh etΠh ( voir [3] par exemple ) permettent d’estimer l’erreur ‖PHheh‖L∞(0,1, L2(0,1))
puisque u est suffisamment régulière et puisque les estimations a priori du lemme
1.3.4 permettent de controler la solution approchée et ses projections. Exprimant :
u(t)−uh(t) = (I−PHh)u+PHh(I−PVh)u−PHheh+(PHh− I)uh,
nous obtenons (1.18).
1.4 Résultats numériques
1.4.1 Schémas d’Euler implicite et explicite en temps
L’inconnue vh peut être éliminée ; on a vh(t) = C−1Bu˙h(t) et donc en notant :
M =BtC−1B,
ceci près que la matrice de masse M peut être singulière, où C est la matrice de
masse obtenue à l’aide de l’élément fini de Mh ; on a bien entendue que C est
une matrice inversible et B est la matrice construite à partir de Hh et Mh. La
condition de type inf -sup :
inf
wh 6=0
sup
uh 6=0
a(uh,wh)
‖wh‖L2(0,1)|uh|1
≥ δ > 0,
entre les deux espaces éléments finis assure que le problème (1.13) soit bien posé
pour cette semi-discrétisation.
En effet, pour wh fixé de norme L2 égale à 1, montrons l’existence de uh telle
que :
sup
uh 6=0
a(uh,wh)
|uh|1 ≥ δ,
17
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Posons u=
∫ x
0
wh(s)ds, |u|1 ≤ ‖wh‖L2(0,1) alors :
a(u,wh) =
∫ 1
0
(wh(x))
2dx+
∫ 1
0
∫ x
0
wh(s)dswh(x)dx,
=
∫ 1
0
(wh(x))
2dx+
1
2
∫ 1
0
d
dx
(
∫ x
0
wh(s)ds)
2dx,
=
∫ 1
0
(wh(s))
2ds+
1
2
(
∫ 1
0
wh(s)ds)
2 ≥ 1,
et
a(u,wh)
|u|1 ≥ 1.
Nous en déduisons que :
a(PVhu,wh)
|PVhu|1
=
a(u,wh)
|PVhu|1
+
a(PVhu−u,wh)
|PVhu|1
,
≥ 1
c
a(u,wh)
|u|1 −
1
c
a(u−PVhu,wh)
|u|1 ; (car |PVhu|1 ≤ c|u|1),
≥ 1
c
a(u,wh)
|u|1 −
1
c
|PVhu−u|1‖wh‖L2(0,1)
|u|1 ,
≥ 1
c
‖wh‖L2(0,1)−
1
c
|PVhu−u|1‖wh‖L2(0,1)
|u|1 ,
≥ 1
c
− 1
c
|PVhu−u|1 ≥
1
2c
; (car |PVhu−u|1 −→h→0 0),
donc
a(PVhu,wh)
|PVhu|1
≥ 1
2c
,
d’où, il existe h0 tel que l’inégalité est satisfaite pour h≤ h0.
Pour simplifier le système (1.17) et comme la matrice C est inversible, on élimine
vh on obtient :
BtC−1Bu˙h(t)+Auh(t) = F (t). (1.38)
Maintenant nous introduisons une discrétisation en temps. Pour cela définis-
18
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sons : 

A−ij =
∫ 1
2
0
∂xϕj(x)ϕ˜i(x)+ϕj(x)ϕ˜i(x)dx,
A+ij =
∫ 1
1
2
∂xϕj(x)ϕ˜i(x)+ϕj(x)ϕ˜i(x)dx; 1≤ i, j ≤M,
Bij =
∫ 1
0
1[0,12 ]
(x)ϕj(x)ψi(x)dx; 1≤ i≤m, 1≤ j ≤M,
Cij =
∫ 1
2
0
ψj(x)ψi(x)dx; 1≤ i, j ≤m.
(1.39)
Pour K fixé nous définissons ∆t= 1K et la suite de temps tk = k∆t ; 0≤ k ≤K,
et pour u0h donné, nous avons le schéma implicite d’Euler :
BtC−1Buk+1h +∆tAu
k+1
h =∆tF (tk+1)+B
t
C
−1Bukh. (1.40)
Remarquons que BtC−1B + δtA est inversible puisque c’est la somme d’une
matrice semi-définie positive et d’une matrice définie positive.
Le schéma explicite d’Euler s’écrit :
BtC−1Buk+1h +A
+uk+1h =∆tF
−(tk)+B
t
C
−1Bukh−∆tA−ukh+F+(tk+1), (1.41)
avec
F−(t) = PHh1[0,12 ]
(x)f(t,x), F+(t) = PHh1[12 ,1]
(x)f(t,x).
1.4.2 Résultats numériques pour un exemple jouet
Nous terminons ce chapitre avec un exemple simple. La solution exacte est
donnée par : u(x,t) =


(x−1/2)2t2+x2; 0< x < 1/2,
x2; 1/2< x < 1,
; et la condition ini-
tiale par u0(x) = x2 ; 0 < x < 1/2. Nous donnons deux courbes de convergence
pour le problème (T) ( en fonction de h et dt sur les figures 1.1-1.2 respectivement
en échelle logarithmique ). La condition CFL est bien évidemment respectée. Les
lignes sont des droites de référence correspondant aux fonctions h et dt respecti-
vement, on observe donc un phénomène de convergence linéaire présente par le
schéma (1.41).
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Figure 1.1 – Norme discrète L2 de l’erreur en fonction du pas h du maillage,
dt= 10−4.
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Figure 1.2 – Norme discrète L2 de l’erreur en fonction du pas dt par la méthode
d’Euler explicite, h= 1210
−2.
Remarquons que d’autres conditions aux limites peuvent être traitées sur ∂Ω−.
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Chapitre 2
Approximation réduite pour
l’opérateur en temps dans le cas
de problèmes paraboliques
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Chapitre 2. Approximation réduite pour l’opérateur en temps dans le
cas de problèmes paraboliques
2.1 Introduction
Une méthode de masse singulière en espace est proposée pour traiter le cas
d’un opérateur parabolique dégénéré, c’est-à-dire le cas ou le coefficient de l’opéra-
teur différentiel en temps peut s’annuler. La méthode présentée est inspirée de la
dynamique singulière introduite dans [41]. Nous considérons le cas unidimensionel
ou un coefficient s’annule sur un seul intervalle avec des conditions aux limites et
initiales triviales par soucis de simplicité. Des conditions initiales et aux limites
plus générales pouvent être traitées. Nous traitons ensuite un système qui repré-
sente un modèle électrocinétique du coeur trés simplifié, mais qui comporte les
principales difficultés du problème. Ce problème peut être interprété comme un
système avec contrainte algébrique d’index un.
2.2 Existence et unicité de solutions aux pro-
blèmes Pε
Il s’agit donc, pour f(x,t) =


f1(x,t) 0< x < 12
f2(x) 12 < x < 1
régulière et u0 donnés, en
définissant Ω1 = (0, 12), Ω2 = (
1
2 ,1) et Ω = Ω1∪Ω2, de calculer u solution de :
(Pε)


(x)∂tu(x,t)−∂2x2u(x,t) = f(x,t) dans Ω× (0,T ),
u(x,0) = u0(x); 0< x < 1,
u(0, t) = 0, u(1, t) = 1; t > 0,
(2.1)
où
(x) =


1 0< x < 12 ,
ε 12 < x < 1.
Afin d’introduire le problème approché nous avons besoin d’utiliser une formu-
lation variationnelle du problème (Pε). Pour cela multiplions la première équation
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2.2 Existence et unicité de solutions aux problèmes Pε
par une fonction w(x), supposée une fois continûment dérivable et intégrons entre
x= 0 et x= 1. Nous obtenons :
∫
Ω
(x)∂tu(x,t)w(x)dx−
∫
Ω
∂2x2u(x,t)w(x)dx=
∫
Ω
f(x,t)w(x)dx. (2.2)
En intégrant par parties le seconde terme de (2.2) et en supposant w(0) =
w(1) = 0, nous déduisons :
∫
Ω
(x)∂tu(x,t)w(x)dx+
∫
Ω
∂xu(x,t)∂xw(x)dx=
∫
Ω
f(x,t)w(x)dx. (2.3)
En translatant u pour prendre en compte la condition en x= 1, cela revient à
modifier f . Donc nous pouvons considérer u ∈H10 (Ω) et nous ne changeons pas les
notations.
On adopte comme espace fonctionnel l’espace H10 (Ω) et nous définissons la
forme bilinéaire :
a(u(t),w) =
∫
Ω
∂xu(x,t)∂xw(x)dx, (2.4)
il est clair que la forme bilinéaire a est symétrique, continue et coercive sur H10 (Ω).
La semi-discrétisation de (2.3) est donc l’approximation variationnelle suivante :


d
dt
∫
Ω
(x)uh(t)wh(x)dx+a(uh(t),wh) =
∫
Ω
f(t)wh(x); ∀wh ∈ Vh,
uh(0) = u0h.
(2.5)
On introduit une base ϕ1, ϕ2, ..., ϕN de l’espace Vh ⊂H10 (Ω) et on cherche la
fonction uh sous la forme :
uh(t) =
N∑
j=1
ujh(t)ϕj(x).
Alors, en posant
u0h =
N∑
j=1
ujh(0)ϕj(x); 1≤ j ≤N.
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Le problème (2.5) s’écrit :
N∑
j=1
∫
Ω
(x)ϕj(x)ϕi(x)dx
dujh
dt
(t)+
N∑
j=1
a(ϕj(x),ϕi(x))u
j
h(t)=
∫
Ω
f(t)ϕi(x)dx; 1≤ i≤N.
Introduisant la matrice de masse Kh définie par :
(Kh)ij =
∫
Ω
(x)ϕj(x)ϕi(x)dx; 1≤ i, j ≤N,
et la matrice de rigidité Rh définie par :
(Rh)ij = a(ϕj(x),ϕi(x)); 1≤ i, j ≤N.
L’approximation variationnelle (2.5) est équivalente au système linéaire d’équa-
tions différentielles ordinaires à coefficients constants :

Khduh
dt
(t)+Rhuh(t) = Fh(t); 0< t < T,
uh(0) = u0h.
(2.6)
Le problème (2.6) est bien posé c’est-à-dire d’aprés la construction de l’espace
Vh, comme la matrice de masse est strictement diagonalement dominante on peut
vérifier que :
(uh,Khuh)≥ ch
N∑
j=1
u2j ; c > 0.
Donc la matrice de masse Kh est inversible. D’autre part la coercivité de la
forme bilinéaire a(u,v) entraîne le caractère défini positif de la matrice de rigidité
Rh, et donc son inversibilité. En effet, pour tout vecteur uh ∈ Vh, on a
(Rhuh,uh)≥ c|uh|21,
où |.|1 désigne la semi-norme H1 :
|ϕ|21 =
∫ 1
0
ϕ′(x)2dx.
De même, la symétrie de a(u,v) implique celle de Rh.
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Si on introduit la nouvelle fonction :
(x) =


1 sur Ω1,
0 sur Ω2,
on peut réécrire le problème (2.1) sous la forme :
(P0)


∂tu(x,t)−∂2x2u(x,t) = f1(x,t) dans Ω1× (0,T ),
−∂2
x2
u(x,t) = f2(x) dans Ω2× (0,T ),
u(x,0) = u0(x); 0< x < 12 ,
u(0, t) = 0, u(1, t) = 1; t > 0.
(2.7)
Nous voulons maintenant étudier l’existence et l’unicité de solutions au pro-
blème (P0).
Notons :
b(u,w) : H10 (Ω)×L2(Ω1)−→R,
la forme bilinéaire associée à l’opérateur de projection sur L2(Ω1) pour le produit
scalaire de L2 :
b(w,ϕ) =
∫
Ω1
w(x)ϕ(x)dx.
Encore une fois, nous pouvons introduire un opérateur linéaire B : H10 (Ω)−→
L2(Ω1)′,
∫
Ω
Bu(x)ϕ(x)dx=
∫
Ω1
u(x)ϕ(x)dx= b(u,ϕ); ∀ϕ ∈ L2(Ω1).
Comme nous le verrons, les propriétés de l’opérateur B sont fondamentales
dans l’étude du problème, nous caractériserons l’image de B notée Im(B), et son
noyau Ker(B). Le problème (2.7) se formule :
Trouver (u,v) ∈ C0(0,T,H10 (Ω))∩C1(0,T,L2(Ω))×C0(0,T,L2(Ω1)) vérifiant :

(B∗v,w)H−1(Ω),H10 (Ω)+a(u(t),w) = (f(t),w)L2(Ω); ∀w ∈H
1
0 (Ω),
(v,q)L2(Ω1) = (Bu˙(t), q)L2(Ω1); ∀q ∈ L2(Ω1).
(2.8)
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Lemme 2.2.1. L’opérateur B : H10 (Ω) −→ L2(Ω1)′ associé à la forme bilinéaire
b(., .) est l’opérateur linaire continue de restriction à Ω1. Nous avons Ker(B) =
H10 (Ω2) et l’image de B est L
2(Ω1).
En effet, B est un opérateur linéaire continu :
‖Bw‖L2(Ω1) ≤ sp|w|1,
où sp est la constante de Poincaré pour H10 (Ω1), et |w|1 est la semi-norme de
H1(Ω).
Lemme 2.2.2. Nous avons :
Ker(B∗) = {0}.
De plus l’opérateur B∗ est inversible sur Im(B) = (Ker(B∗))⊥.
Preuve.
Montrons que ∀ϕ ∈ L2(Ω1), ϕ 6= 0 alors :
sup
w∈H10 (Ω)
b(w,ϕ)≥ c1‖ϕ‖L2(Ω1).
Soit ϕ 6= 0 fixée dans L2(Ω1)⊂ L2(Ω), et comme H10 (Ω) est dense dans L2(Ω)
donc il existe une suite wn ∈H10 (Ω) telle que :
wn −→ ϕ dans L2(Ω) ⇒‖wn‖L2(Ω) −→ ‖ϕ‖L2(Ω) = ‖ϕ‖L2(Ω1),
alors pour n suffisamment grand on a :
b(wn,ϕ) =
∫
Ω1
wn(x)ϕ(x)dx≥ ‖ϕ‖2L2(Ω1)−ε,
ce qui donne :
sup
w∈H10(Ω)
b(w,ϕ)≥ ‖ϕ‖2L2(Ω1)−ε≥ c1‖ϕ‖L2(Ω1); ∀ϕ 6= 0.
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Cela montre que B∗ a une image fermée et est injectif. 
On peut donc écrire : (Ker(B))⊥ = Im(B∗) et (Ker(B∗))⊥ = L2(Ω1). Mon-
trons que la formulation suivante est bien posée.

(B∗Bu˙(t),w)H−1(Ω)×H10 (Ω)+a(u(t),w) = (f(t),w)L2(Ω); ∀w ∈ H
1
0 (Ω),
u(x,0) = u0(x); 0< x < 12 .
Celle-ci résulte de l’élimination de v dans (2.8). Plus précisement, de la deuxième
équation de (2.8) il vient :
v =Bu˙⊥(t).
Tout d’abord nous décomposons H10 (Ω) comme la somme directe suivante :
H10 (Ω) =Ker(B)⊕ (Ker(B))⊥ =Ker(B)⊕ Im(B∗),
ainsi tout élément peut se décomposer en somme de deux termes uK ∈Ker(B),
u⊥ ∈ (Ker(B))⊥ et u(t) = uK(t)+u⊥(t), uK(t) vérifie :
(B∗Bu˙⊥(t),wK)H−1(Ω)×H10 (Ω)+a(uK(t)+u⊥(t),wK)= (f(t),wK)L2(Ω); ∀wK ∈Ker(B).
Nous avons :
a(uK(t),wK) = (f(t),wK)L2(Ω); ∀wK ∈Ker(B).
Le théorème de Lax-Milgram fournit l’existence et l’unicité de uK(t)∈Ker(B).
D’autre part l’existence de u⊥(t), revient à l’étude de l’existence et de l’unicité de
solutions pour un problème classique du type équation de la chaleur que nous
donnons dans la suite.
Lemme 2.2.3. L’opérateur B∗B est inversible sur (Ker(B))⊥.
Preuve.
Soit v =Bu˙⊥(t) ∈ Im(B)⇒ v ∈ (Ker(B∗))⊥ et d’aprés le lemme 2.2.2 on a
que B∗ est inversible sur (Ker(B∗))⊥ ainsi B∗B est inversible sur (Ker(B))⊥. 
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Remarquons que (Ker(B))⊥ = 0H1(Ω1) où l’indice à gauche signifie que les
fonctions s’annulent que sur ∂Ω1∩∂Ω. La première équation de (2.8) s’écrit :
(B∗Bu˙⊥(t),w)H−1(Ω)×H1(Ω)+a(u⊥(t),w) = (f(t),w)L2(Ω); ∀w ∈ (Ker(B))⊥.
Comme
∫
Ω2
∂xuK∂xwdx= 0; pour tout w ∈ (Ker(B))⊥,
le problème peut se récrire :


(B∗Bu˙⊥(t),w)+a(u⊥(t),w) = (f(t),w); ∀w ∈ 0H1(Ω1),
u(x,0) = u0(x); 0< x < 12 ,
a(uK(t),w) = (f(t),w); ∀w ∈ H10 (Ω2),
(2.9)
Utilisant le lemme 2.2.2 et la coercitivité de a, utilisant les résultats classiques
pour l’équation de la chaleur [1] nous avons existence et unicité de u⊥(t) et on
peut représenter le problème (2.9) dans la décomposition précedente de H10 (Ω), de
la façons suivante :


u˙⊥(x,t)−∂2x2u⊥(x,t) = f1(x,t) dans Ω1× (0,T ),
u⊥(x,0) = u0, dans Ω1,
−∂2
x2
uK(x,t) = f2(x) dans Ω2× (0,T ),
uK(12 , t) = u⊥(
1
2 , t), ∂xu⊥(x,t)|x= 12 = ∂xuK(
1
2),
uK(0) = 0.
Ici nous rajoutons comme conditions aux limites la continuité des traces sur
l’interface {x= 12} pour avoir une solution dans H10 (Ω).
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2.3 Méthode mixte et technique de la matrice
de masse singulière pour les problèmes ap-
prochés
Pour résoudre numériquement le problème (P0) par la technique de la matrice
de masse singulière, et comme nous l’avons déjà fait dans la section 3 du chapitre
1, nous définissons une formulation du problème (P0) :
Trouver (u,v) ∈H10 (Ω)×L2(Ω1) vérifiant :

(v(t),w)+a(u(t),w) = (f(t),w); ∀w ∈H10 (Ω),
(v(t), q) = (∂tu(t), q); ∀q ∈ L2(Ω1),
u(x,0) = u0(x); 0< x < 12 ,
(2.10)
où a est la forme bilinéaire définie sur H1(Ω) par (2.4).
Le système des deux équations (2.10) est appelé formulation mixte du problème
(2.7).
Si u ∈ L2(0,T,H10 (Ω))∩H1(0,T,L2(Ω)) est solution de (2.7) alors
(u,v) ∈ L2(0,T,H10 (Ω))∩H1(0,T,L2(Ω))×L2(0,T,L2(Ω1))
est la solution de la formulation mixte (2.10).
Prenons des approximations de u et v par des éléments finis différents. Autre-
ment dit, on fixe V h ⊂ V =H10 (Ω) pour l’approximation de u et on considère un
second espace éléments finisMh ⊂L2(Ω1) destiné à approcher v. Dans ce qui suit,
nous notons u˙h pour ∂tuh, et (., .)Ωi ; 1 ≤ i ≤ 2 le produit scalaire dans L2(Ωi) et
(., .)Ω le produit scalaire dans L2(Ω).
La méthode des éléments finis en espace sur la partie Ω1 utilise du P1 Lagrange,
sur la partie Ω2 utilise du P1 Lagrange plus les fonctions bulle (ϕ˜i), les fonctions
(ψj) sont P0 sur chaque élément. Divisons l’intervalle [0,1] enM parties égales, (M
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étant un entier pair positif M = 2m), et posons h = 1M , xi = ih avec i= 0, ..., 2m
et xi+ 12
= xi+ h2 pour i=m, ..., 2m−1, on définit pour i= 1, ..., 2m les fonctions
suivantes :
ϕ1i (x) =


x−xi−1
xi−xi−1
; si xi−1 ≤ x≤ xi,
x−xi+1
xi−xi+1
; si xi ≤ x≤ xi+1,
0 ailleurs,
et pour i=m,...,2m−1 les fonctions suivantes :
ϕ˜i(x) = ϕ∗i+ 12
(x) =


− 6
h2
(x−xi)(x−xi+1); si xi ≤ x≤ xi+1,
0 ailleurs,
On considère les espaces d’approximations :
Vh = {w ∈ C0(Ω) : w|[xi,xi+1] ∈ P1; 0≤ i≤M −1}, (2.11)
Mh = {w ∈ L2(Ω1) : w|[xi,xi+1] ∈ P0; 0≤ i≤m−1}, (2.12)
Hh = {w ∈ C0(Ω2) : w|[xi,xi+1] ∈ P2, w(xi) = 0; m≤ i≤M −1}. (2.13)
Si nous posons maintenant : N = 3m, ϕ1 = ϕ11, ϕ2 = ϕ
1
2,..., ϕm = ϕ
1
m, ϕm+1 =
ϕ∗
m+ 12
, ϕm+2= ϕ1m+1, ..., ϕN = ϕ
1
2m, alors les fonctions ϕ1, ..., ϕN appartiennent à
V et sont linéairement indépendentes. Nous les choisissons pour engendrer l’espace
V h que nous appelons espace d’approximation de type élément finis. Remarquons
tout d’abord, qu’ici la condition initiale u0h ∈ Vh ⊂H10 (Ω). Alors ϕ1, ϕ2, ..., ϕN est
une base de V h = Vh+Hh. Soit ψ1, ψ2, ..., ψm une base de Mh. Écrivons mainte-
nant le problème semi discretisé de (2.10) :
Trouver uh : Ω−→ V h, vh : Ω1 −→Mh tels que

(vh,wh)Ω1+a(uh,wh) = (f(t),wh)Ω; ∀wh ∈ V h,
(vh, qh)Ω1 = (u˙h, qh)Ω1 ; ∀qh ∈Mh.
(2.14)
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De plus nous exigeons que uh(x,0) = u0h(x) ; ∀x ∈ Ω1.
Proposition 2.3.1. Le problème (2.14) possède une et une seule solution :
(uh,vh) ∈H1(0,T,V h)×L2(0,T,Mh).
On écrit uh(t) ( resp. vh(t) ) dans la base (ϕj)j=1, ... N de V h ( resp. (ψk)k=1, ... m
de Mh ) :
uh(t) =
M∑
j=1
u˜jh(t)ϕ
1
j(x)+
2m∑
j=m
˜˜ujh(t)ϕ˜j(x) =
N∑
j=1
ujh(t)ϕj(x), vh(t) =
m∑
k=1
vkh(t)ψk(x),
La formulation mixte discrète (2.14) est équivalente à :

∫
Ω1
m∑
k=1
vkh(t)ψk(x)wh(x)dx+
∫
Ω
N∑
j=1
ujh(t)∂xϕj(x)∂xwh(x)dx= (f(t),wh(x))Ω; ∀wh ∈ V h,
∫
Ω1
2m∑
k=1
vkh(t)ψk(x)qh(x)dx=
∫
Ω1
N∑
j=1
u˙jh(t)ϕj(x)qh(x)dx; ∀qh ∈Mh.
Choisissons wh = ϕi et qh = ψl, ce qui peut être réécrit sous la forme :

m∑
k=1
vkh(t)
∫
Ω1
ψk(x)ϕi(x)dx+
N∑
j=1
ujh(t)a(ϕj ,ϕi) = (f(t),ϕi(x))Ω; ∀ϕi ∈ V h,
m∑
k=1
vkh(t)
∫
Ω1
ψk(x)ψl(x)dx=
N∑
j=1
u˙jh(t)
∫
Ω1
ϕj(x)ψl(x)dx; ∀ψl ∈Mh.
Ici encore nous pouvons construire les matrices de rigidité A et de masses B, C
dont les éléments sont donnés par :


Aij =
∫ 1
0
∂xϕj(x)∂xϕi(x)dx; 1≤ i, j ≤N,
Bkj =
∫ 1
2
0
ϕj(x)ψk(x)dx; 1≤ k ≤m, 1≤ j ≤N,
Ckl =
∫ 1
2
0
ψl(x)ψk(x)dx; 1≤ k, l ≤m.
Le système différentiel résultant de (2.14) sera alors :

Btvh(t)+Auh(t) = F (t); ∀t ∈]0,T [,
Cvh(t) =Bu˙h(t); ∀t ∈]0,T [.
(2.15)
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F (t) le N -vecteur de composantes F1(t), ..., FN (t) définies par :
Fi(t) =
∫ 1
0
f(t)ϕi(x)dx; 1≤ i≤N.
La condition initiale sera donnée par u0h =
N∑
j=1
u0(xi)ϕj(x); 1≤ i≤m.
Décomposons l’espace d’approximation V h par :
V h =Ker(B)⊕ (Ker(B))⊥, (2.16)
où le noyau de B est représenté par l’ensemble :
Ker(B) = {w ∈ V h :
∫ xi
xi−1
ϕ˜iwdx= 0; m≤ i≤M}. (2.17)
Nous éliminons vh nous avons :
vh(t) = C
−1Bu˙h(t). (2.18)
Injectant (2.18) dans la première équation, on obtient :

BtC−1Bu˙h(t)+Auh(t) =F (t),
vh(t) = C
−1Bu˙h(t).
Donc il suffit de résoudre le système différentiel ordinaire :

BtC−1Bu˙h(t) =−Auh(t)+F (t),
uh(0) = u
0
h.
(2.19)
Pour résoudre (2.19) il faut décomposer l’espace V h comme au paragraphe
précédent.
2.3.1 Estimation d’erreur en norme L2
Auparavant, nous allons examiner l’erreur commise l’orsqu’on remplace le pro-
blème (2.10) par le problème approché (2.14). Introduisons l’opérateurΠh ∈L(V h,Mh)
défini par : ∫
Ω
(Πhϕ−ϕ)qhdx=
∫
Ω1
(Πhϕ−ϕ)qhdx= 0; ∀qh ∈Mh. (2.20)
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Il est clair que Πh est une projection, ainsi :
(vh, qh)Ω1 = (u˙h, qh)Ω1 = (Πhu˙h, qh)Ω1 ; ∀qh ∈Mh. (2.21)
L’équation vh = C−1Bu˙h(t) exprime vh = Πhu˙h qui représente la composante
de u˙h sur (Ker(B))⊥, ce que l’on sait aussi de la définition de Πh et (2.21) :
(vh− u˙h,wh)Ω1 = (vh,Πhwh)Ω1− (u˙h,wh)Ω1
= (u˙h,Πhwh)Ω1− (u˙h,wh)Ω1
= (u˙h,(Πh− I)wh)Ω1 . (2.22)
On commençe par donner des résultats techniques :
Lemme 2.3.2. Soit uh la solution approchée du problème (2.14) et Πh l’opérateur
défini par (2.20), alors on a les estimations a priori suivantes : il existe C1 > 0 et
C2 > 0 indépendantes de h telles que :
‖Πhuh‖2L∞(0,T,L2(Ω1))+‖uh‖2L2(0,T,H1(Ω)) ≤ C1(‖f‖2L2(0,T,L2(Ω))+‖Πhu0h‖2L2(Ω1)),
(2.23)
‖u˙h‖L2(0,T,H10 (Ω)) ≤ C2(‖f˙‖L2(0,T,L2(Ω))+‖u
0
h‖H1(Ω)+‖f(0)‖L2(Ω)). (2.24)
Preuve.
En effet, on obtient la majoration (2.23) à partir de l’équation :
(u˙h,Πhwh)Ω1+a(uh,wh) = (f,wh)Ω; ∀wh ∈ V h. (2.25)
On prend wh = uh, le premier terme à gauche de l’équation (2.25) s’écrit :
(u˙h,Πhwh)Ω1 = (Πhu˙h,Πhuh)Ω1
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= (
d
dt
Πhuh,Πhuh)Ω1
=
1
2
d
dt
(Πhuh,Πhuh)Ω1 . (2.26)
Ensuite, intégrant la formule (2.25) par rapport à t et appliquant l’inégalité de
Young nous obtenons (2.23).
Pour établir l’inégalité (2.24), on considère la formule suivante :
(Btvh,wh)Ω1 +a(uh,wh) = (f(t),wh)Ω; ∀wh ∈ V h. (2.27)
Nous utilisons la formule (2.18) on a :
(C−1Bu˙h,Bwh)Ω1+a(uh,wh) = (f(t),wh)Ω; ∀wh ∈ V h. (2.28)
Il est clair que la matrice C−1 est symétrique définie positive, utilisant la facto-
risation de Cholesky C−1 = LtL et on dérive par rapport à t on obtient :
(LBu¨h,LBwh)Ω1 +a(u˙h,wh) = (f˙(t),wh)Ω; ∀wh ∈ V h. (2.29)
On sait que uh(t) =
N∑
j=1
ujh(t)ϕj(x) et que l’on a la décomposition :
V h =Ker(B)⊕ (Ker(B))⊥.
Sur Ker(B), t est un paramètre et comme f est régulière uh aura la régularité
de f en temps. Ainsi :
u˙h ∈ V h.
On choisit wh = u˙h
(LBu¨h,LBu˙h)Ω1+a(u˙h, u˙h) = (f˙(t), u˙h)Ω,
en peut écrire encore :
1
2
d
dt
(LBu˙h,LBu˙h)Ω1+a(u˙h, u˙h) = (f˙(t), u˙h)Ω.
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On intègre en temps de 0 à T :
∫ T
0
1
2
d
dt
‖LBu˙h‖2L2(Ω1)dt+
∫ T
0
a(u˙h, u˙h)dt=
∫ T
0
∫
Ω
f˙(t)u˙hdxdt.
Appliquant l’inégalité de Young :
1
2
‖LBu˙h‖2L2(Ω1)−
1
2
‖LBu˙h(0)‖2L2(Ω1)+‖u˙h‖2L2(0,T,H10 (Ω))
≤ 1
2β
‖f˙‖2L2(0,T,L2(Ω))+
β
2
‖u˙h‖2L2(0,T,L2(Ω)).
L’inégalité de Poincaré fournit :
1
2
‖LBu˙h‖2L2(Ω1)+(1−
βCΩ
2
)‖u˙h‖2L2(0,T,H10 (Ω))≤
1
2β
‖f˙‖2L2(0,T,L2(Ω))+
1
2
‖LBu˙h(0)‖2L2(Ω1).
Comme les données sont régulières, on peut majorer :
1
2
‖LBu˙h(0)‖2L2(Ω1)
avec |u0h|1 et f(0). 
Introduisons maintenant l’opérateur d’interpolation de Clément QVh ∈L(H1(Ω),Vh).
Nous avons le résultat suivant ( voir théorème 1 page 73 [15] ) :
Lemme 2.3.3. L’opérateur d’interpolation dans Vh est stable en norme H1, c’est-
à-dire :
∃c > 0, |QVhϕ|1 ≤ c|ϕ|1; ∀ϕ ∈H10 (Ω), (2.30)
et de plus satisfait :
∃c1 > 0, ‖(I−QVh)ϕ‖H1(Ω) ≤ c1h‖ϕ‖H2(Ω), . (2.31)
Théorème 2.3.4. Soit u0 = 0, et la fonction u ∈ C1(0,T,H10 (Ω))∩L2(0,T,H2(Ω))
est solution du problème (2.7), uh ∈ V h son approximation et on suppose que f
est une fonction régulière, on a l’estimation d’erreur suivante : il existe C > 0
indépendante de h telle que :
‖u−uh‖L2(0,T,H10 (Ω)) ≤ Ch(‖u‖L∞(0,T,H2(Ω))+‖u˙‖L2(0,T,H1(Ω))
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+‖u˙h‖2L2(0,T,H1(Ω))‖uh‖2L2(0,T,H1(Ω))+‖u˙h‖2L2(0,T,H1(Ω))‖u‖2L2(0,T,H1(Ω))). (2.32)
Preuve.
Tout d’abord on considère les formules suivantes :
(vh,wh)Ω1+a(uh,wh) = (f(t),wh)Ω; ∀wh ∈ V h, (2.33)
(u˙,wh)Ω1+a(u,wh) = (f(t),wh)Ω; ∀wh ∈ V h, (2.34)
En soustrayant (2.34) à (2.33) :
(vh− u˙,wh)Ω1 +a(uh−u,wh) = 0; ∀wh ∈ V h.
Soit encore
(u˙h− u˙+vh− u˙h,wh)Ω1 +a(uh−u,wh) = 0; ∀wh ∈ V h,
(u˙h− u˙,wh)Ω1 +(vh− u˙h,wh)Ω1 +a(uh−u,wh) = 0; ∀wh ∈ V h. (2.35)
Utilisant la formule (2.22) il vient
(u˙h− u˙,wh)Ω1+(u˙h,(Πh− I)wh)Ω1 +a(uh−u,wh) = 0; ∀wh ∈ V h, (2.36)
donc
d
dt
(uh−u,wh)Ω1+a(uh−u,wh) = (u˙h,(I−Πh)wh)Ω1; ∀wh ∈ V h, (2.37)
Introduisant maintenant ϕh ∈ V h arbitraire, la formule (2.37) s’écrit :
(u˙h− ϕ˙h,wh)Ω1 +(ϕ˙h− u˙,wh)Ω1 +a(uh−ϕh,wh) = a(u−ϕh,wh)
+(u˙h,(I−Πh)wh)Ω1 ,
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on peut écrire aussi
(u˙h− ϕ˙h,wh)Ω1+a(uh−ϕh,wh) = (u˙− ϕ˙h,wh)Ω1
+a(u−ϕh,wh)+(u˙h,(I−Πh)wh)Ω1 , (2.38)
On pose ϕh=QVhu dans (2.38) on déduit pour tout wh ∈ V h l’équation d’erreur
suivante :
(u˙h−QVhu˙,wh)Ω1 +a(uh−QVhu,wh) = a(u−QVhu,wh)+(u˙−QVhu˙,wh)Ω1
+(u˙h,(I−Πh)wh)Ω1 .
Remarquant que :
(u˙−QVhu˙,wh)Ω1 =
d
dt
(u−QVhu,wh)Ω1, (2.39)
et en utilisant que :
‖u−QVhu‖L2(Ω) ≤ ch‖u‖H1(Ω),
alors nous avons :
∫ T
0
(u˙−QVh u˙,wh)Ω1dt=
∫ T
0
((I−QVh)u˙,wh)Ω1dt
≤
∫ T
0
‖(I−QVh)u˙‖L2(Ω1)‖wh‖L2(Ω1)dt
≤ Ch2‖u˙‖2L2(0,T,H1(Ω1))+C0‖wh‖2L2(0,T,L2(Ω1)). (2.40)
En tenant compte de (2.40), choisissons wh = uh−QVhu et intégrons par rap-
port à t, on obtient :
|(uh−QVhu)(t)|2L2(Ω1)−|(uh−QVhu)(0)|2L2(Ω1)+‖uh−QVhu‖2L2(0,T,H10 (Ω))
≤ Ch2[‖u‖2L∞(0,T,H2(Ω))+‖u˙‖2L2(0,T,H1(Ω1))]
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+C1
∫ T
0
(u˙h,(I−Πh)(uh−QVhu))dt. (2.41)
Utilisant la majoration :
|(I−Πh)ϕ|L2(Ω) ≤ ch|ϕ|H1(Ω), (voir [14]),
le deuxième terme à droite de la formule (2.41) devient :
∫ T
0
(u˙h,(I−Πh)(uh−QVhu))Ω1dt=
∫ T
0
((I−Πh)u˙h(t),(I−Πh)(uh(t)−QVhu(t)))Ω1dt,
≤
∫ T
0
‖(I−Πh)u˙h(t)‖L2(Ω1)(‖(I−Πh)uh(t)‖L2(Ω1)
+‖(I−Πh)QVhu(t)‖L2(Ω1))dt,
≤ ch
∫ T
0
‖u˙h(t)‖H1(Ω1)(ch‖uh(t)‖H1(Ω1)+ ch‖QVhu‖H1(Ω1))dt,
≤ c2h2‖u˙h‖2L2(0,T,H1(Ω1))[‖uh‖2L2(0,T,H1(Ω1))+ c′‖u‖2L2(0,T,H1(Ω1))
Dans (2.41) on choisit uh(0) = Qhu(0) et utilisant la stabilité en semi-norme
H1 de QVh et la majoration précédente, on obtient :
‖QVhu−uh‖2L∞(0,T,L2(Ω1))+‖uh−QVhu‖2L2(0,T,H10 (Ω)) ≤ Ch
2[‖u‖2L∞(0,T,H2(Ω))
+‖u˙‖2L2(0,T,H1(Ω1))+‖u˙h‖2L2(0,T,H1(Ω1))‖uh‖2L2(0,T,H1(Ω1))+‖u˙h‖2L2(0,T,H1(Ω1))‖u‖2L2(0,T,H1(Ω1))].
En majorant :
‖uh−u‖2L2(0,T,H10 (Ω)) ≤ ‖QVhu−uh‖
2
L2(0,T,H10 (Ω))
+‖QVhu−u‖2L2(0,T,H10 (Ω)),
on a l’estimation. 
Remarque 2.3.5. On considère maintenant les formules suivantes :


(B∗vh(t),wh)Ω1 +a(u(t),wh) = (f(t),wh)Ω; ∀wh ∈ V h,
(vh(t),wh)Ω1 +a(uh(t),wh) = (f(t),wh)Ω; ∀wh ∈ V h.
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Choisissons wh ∈ V h∩ 0H1(Ω2), on a
a(u(t),wh) = a(uh(t),wh) = (f(t),wh)Ω2 . (2.42)
C’est un problème elliptique classique où f est un paramètre. En utilisant la
technique d’Aubin-Nitche [1] on en déduit que pour t fixé
‖u(t)−uh(t)‖L2(Ω2) ≤ Ch2‖u(t)‖H2(Ω2). (2.43)
2.3.2 Méthode d’Euler implicite et explicite
On utilise une méthode de différences finies en temps pour résoudre le système
d’équations différentielles ordinaires (2.19). Pour simplifier les notations, nous ré-
écrivons le système (2.19) sans mentionner la dépendance spatiale en h


BtC−1Bu˙(t)+Au(t) = F (t); ∀t ∈]0,T ],
u(0) = u0,
(2.44)
où on suppose que F (t) est continue sur [0,T ]. On découpe l’intervalle de temps
[0,T ] en K pas de temps tk = kδt ; 0≤ k≤K. Pour u0 donné, on propose le schéma
implicite :
BtC−1Buk+1+ δtAuk+1 = δtF (tk+1)+B
t
C
−1Buk. (2.45)
La matrice BtC−1B+ δtA est inversible car somme d’une matrice semi-définie
positive et d’une matrice définie positive. Nous décomposons la matrice A en A=
A−+A+ avec A− =
∫ 1
0 ∂xϕi(x)∂xϕj(x)dx calculé sur (Ker(B))
⊥ et A+ c’est le
calcul sur Ker(B), alors le schéma explicite d’Euler s’écrit :
(BtC−1B+ δtA+)uk+1 = δtF−(tk)+B
t
C
−1Buk− δtA−uk+ δtF+(tk+1). (2.46)
F−(tk) = PHh1[0,12 ]
f(x,tk) ; F+(tk+1) = PHh1[12 ,1]
f(x,tk+1)
Nous illustrons la théorie précédente en montrant un exemple simple, utilisant
des maillages avec des fonctions bulles sur Ω2. Le problème est l’équation de la
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chaleur sur le domaine Ω. Le second membre et la condition de Dirichlet sont
choisis de façon que la solution exacte soit : u(x,t) = (x−1/2)3t2+x3, si 0≤ x≤ 12
et u(x,t) = x3, si 12 ≤ x≤ 1.
Nous avons calculé la solution sur un maillage régulier sur [0,1] avec des fonc-
tions bulles sur [12 ,1], comportant des pas h =
1
2m et δt =
1
K
avec m = 100, et
K = 100.
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Figure 2.1 – La solution approchée
Les figures 2.2-2.3 présentent respectivements les erreurs en norme L2 par la
méthode d’Euler implicite et explicite en fonction de h et en fonction δt, en échelle
log− log. On observe bien une pente pratiquement égale à 2 en espace et égale à
1 en temps.
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Figure 2.2 – Erreurs en norme L2 par la méthode d’Euler implicite.
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Figure 2.3 – Erreurs en norme L2 par la méthode d’Euler explicite.
Remarque 2.3.6. La méthode présentée peut se généraliser aux problèmes en di-
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mension supérieur en espace. Les fonctions bulles seront les fonctions bulles asso-
ciées à chaque triangle ou quadrangle du domaine Ω1.
2.4 Méthode du second membre modifié
Dans cette section, on présente une méthode pour résoudre le problème ( P0)
dans le cas où la recherche de la solution statique dans le noyau n’intérvient pas. En
effet, cette méthode proposée ( voir [12] ) est basée sur la formulation variationnelle
du problème ( P0) dans laquelle la quantitée différentielle 1[12 ,1]
(x)∂tu(x,t) n’est
pas éliminée dans la partie Ω2 mais rajoutée au seconde membre de la première
équation de (2.10) dans le problème ( P0), ce qui revient à écrire :


∂tu(x,t)−∂2xu(x,t) = f(x,t)+1[12 ,1](x)∂tu(x,t) dans Ω× (0,T ),
u(x,0) = u0(x) dans Ω
u(0, t) = 0, u(1, t) = 1; t > 0
(2.47)
La formulation variationnelle associée à ce problème est alors : trouver u ∈
C1((0,1); L2(Ω))∪C0((0,1);H10 (Ω)), tel que u(0,x) = u0(x) et pour toute fonction
v ∈H10 (Ω),
d
dt
∫
Ω
u(t)vdx+
∫
Ω
∂xu(t)∂xvdx=
∫
Ω
f(t)vdx+
d
dt
∫
Ω2
u(t)vdx. (2.48)
En pratique, on construit une suite de champs un selon le procédé suivant : u0
étant fixé, chercher un+1 tel que :
∫
Ω
∂tun+1vdx+
∫
Ω
∂xun+1∂xvdx=
∫
Ω
fvdx+
∫
Ω2
∂tunvdx. (2.49)
On cherche maintenant à obtenir des estimation a priori sur un+1−u de telle
sorte à pouvoir passer à la limite n→∞, c’est l’objet du théorème suivant :
Théorème 2.4.1. La suite (un) converge vers u dans H10 (Ω).
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Preuve.
On fait la différence entre la relation de récurrence (2.49) et la formulation
variationnelle (2.48), et l’on prend en+1 = un+1−u et v = e˙n+1, pour obtenir
∫
Ω
e˙n+1e˙n+1dx+
∫
Ω
∂xen+1∂xe˙n+1dx=
∫
Ω2
e˙ne˙n+1dx
≤ 1
2
‖e˙n‖2L2(Ω)+
1
2
‖e˙n+1‖2L2(Ω).
(2.50)
La formule (2.50) donne :
1
2
‖e˙n+1‖2L2(0,T,L2(Ω)) ≤
1
2
‖e˙n‖2L2(0,T,L2(Ω)).
Dont on déduit que ‖e˙n+1‖L2(0,T,L2(Ω)) est décroissant, et donc converge vers
un réel positif ou nul.
D’autre part, on pose v = en+1, on obtient alors ( par Cauchy Schwarz et
l’inégalité de Poincaré) :
1
2
d
dt
∫
Ω
|en+1|2dx+
∫
Ω
|∂xen+1|2dx =
∫
Ω2
e˙nen+1dx
≤ ‖e˙n‖L2(Ω)‖en+1‖L2(Ω)
≤
√
C‖e˙n‖L2(Ω)‖∂xen+1‖L2(Ω)
≤ C
2
‖e˙n‖2L2(Ω)+
1
2
‖∂xen+1‖2L2(Ω), (2.51)
d’où, ∀t ∈ [0,T ] :
∫
Ω
|en+1|2dx+
∫ t
0
∫
Ω
|∂xen+1|2dxdt≤ C
∫ t
0
‖e˙n‖2L2(Ω)dt.
On en déduit que la suite en est bornée en norme L∞(0,T,L2(Ω)) et L2(0,T,H10 (Ω)).
Ceci permet d’extraire une sous suite de la suite en que nous notons encore en qui
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converge faiblement étoile dans L∞(0,T,L2(Ω)) et faiblement dans L2(0,T,H10 (Ω)).
De l’injection compacte de L2(0,T,H10 (Ω)) dans L
2(0,T,L2(Ω)), nous déduisons :
0≤ 1
2
‖en+1‖2L∞(0,T,H10 (Ω))≤
1
2
‖e˙n‖2L2(0,T,L2(Ω))−
1
2
‖e˙n+1‖2L2(0,T,L2(Ω))−→ 0 quand n→∞.
En fait c’est toute la suite qui converge, puisque nous pouvons passer à la limite
(2.49) et donc nous avons unicité des solutions du problème (2.47). 
Sur la formulation variationnelle (2.48), nous appliquons la méthode des élé-
ments finis de Lagrange de degré 1 en espace et un schéma classique en temps, le
schéma d’Euler implicite. On définit le pas de temps δt et on approche u((n−1)δt)
( resp u(nδt) ) par un−1 ( resp un ). Les solutions un−1, un aux pas de temps
(n−1)δt et nδt étant données, on trouve un+1 grâce à l’équation :
un+1−un
δt
−∂2x2un+1 = fn+1+1[12 ,1](x)
un−un−1
δt
, (2.52)
où fn+1 est le terme source au pas de temps (n+1)δt. Ici la dérivée en temps
au seconde membre est explicite. On peut avoir une forme implicite qui est non
linéaire et demande une méthode itérative. Pour n fixé et u0n+1 = un+1 calculé par
l’équation (2.52), si ukn+1 est connu ; calculer u
k+1
n+1 la solution de :
uk+1n+1−un
δt
−∂2x2uk+1n+1 = fn+1+1[12 ,1](x)
ukn+1−un
δt
. (2.53)
On choisis un exemple simple avec une solution exacte u(x,t) = x(x− 12)t2+x3
si 0 ≤ x ≤ 12 , u(x,t) = x3 si 12 ≤ x ≤ 1 qui vérifie bien les conditions de Dirichlet.
Nous avons pris h = 5.10−3 et δt = 10−4. Les figures 2.4(a)- 2.4(b) représentent
respectivement les erreurs en norme L∞ par la méthode du second membre modifié
des problèmes (2.52), (2.53) et la figure 2.5 représente aussi l’erreurs en norme L∞
mais par la méthode de masse singulière. On observe que la vitesse de convergence
de la méthode du second membre modifié est plus faible que ce qui est prédit dans
le cas de la méthode de masse singulière.
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Figure 2.4 – Erreurs en norme L∞ la méthode d’Euler avec une second membre
modifié. (a) méthode explicite, (b) méthode implicite.
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Figure 2.5 – Erreurs en norme L∞ par la méthode d’Euler implicite avec une
matrice de masse singulière, avec h= 5.10−3, δt= 10−4 et h2ln(h) = 1.2×10−4.
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2.5 Analyse des difficultés d’un modèle bidomaine
pour l’électrocardiologie
Soit Ω⊂R2 un domaine représentant le coeur, dans ce que suit nous montrons
comment la méthode de masse singulière permet de traiter un modèle bidomaine
pour l’électrocardiologie.
Le modèle bidomaine représente le tissu cardiaque à une échelle macroscopique
comme la superposition de deux milieux, les milieux intra et extra cellulaires qui
sont distincts à l’échelle microscopique [13]. La différence des potentiels intra et
extra cellulaires est notée ui et le potentiel extra cellulaire est noté ue qui sont
solutions de :
∂tui−div(σi∇ui) = div(σe∇ue)+h(t) dans Ω, (2.54)
−div((σi+σe)∇ue) = div(σi∇ui) dans Ω, (2.55)
ui(x,0) = ui0(x) x ∈ Ω, (2.56)
∂n(σiui) = 0 sur ∂Ω, (2.57)
ue donné sur ∂Ω. (2.58)
Ici σi et σe désignent la conductivité électrique des milieux considérés. Le pro-
blème ((2.54)-(2.58)) n’est pas un système uniformément parabolique, afin d’en
comprendre les difficultés numériques commençons par semi-discrétiser en espace
le problème ((2.54)-(2.58)).
Une formulation variationnelle s’écrit :
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Trouver ui ∈H1(Ω) et ue ∈H10 (Ω) satisfont :
Trouver ui ∈H1(Ω) et ue ∈H10 (Ω) satisfont : (2.59)
d
dt
∫
Ω
uiϕdx+
∫
Ω
σi∇ui∇ϕdx+
∫
Ω
σe∇ue∇ϕdx=
∫
Ω
h(t)ϕdx; ∀ϕ ∈H1(Ω),(2.60)∫
Ω
(σi+σe)∇ue∇ψdx+
∫
Ω
σi∇ui∇ψdx=
∫
Ω
f(t)ψdx; ∀ψ ∈H10 (Ω),(2.61)
ui(x,0) = ui0(x); x ∈ Ω, (2.62)
ue = 0; ∂Ω. (2.63)
Ici l’équation (2.61) a un second membre car ue|∂Ω 6= 0.
2.5.1 Le problème semi-discrétisé
Utilisant une méthode de Galerkin, soit Wm ⊂H1(Ω) un sous espace vectoriel
de dimension finie. Wm = vec{θk}m+1k=1 où par exemple θk sont des fonctions P1
liées à des éléments finis de Lagrange. Nous cherchons :
ui(x,t) =
m+1∑
k=1
uikθk, ue(x,t) =
m+1∑
k=1
uekθk.
Notons Ai, Ae les (m+1)× (m+1) matrices définies par :
Aikl =
∫
Ω
σi∇θl∇θkdx; 1≤ k, l ≤m+1,
Aekl =
∫
Ω
σe∇θl∇θkdx; 1≤ k, l ≤m+1.
Une formulation semi-discrétisée du problème ((2.60)-(2.63)) s’écrit : en notant
ui et ue les m+1 vecteurs :
ui(t) = (ui1, ..., uim+1)
t,
ue(t) = (ue1, ..., uem+1)
t,
et par H(t), F (t) les (m+1) vecteurs :
H(t) = (
∫
Ω
θ1h(t)dx, ...,
∫
Ω
θm+1h(t)dx)t,
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F (t) = (
∫
Ω
θ1f(t)dx, ...,
∫
Ω
θm+1f(t)dx)t.
d
dt
ui(t)+Aiui(t)+Aeue(t) =H(t), (2.64)
(Ai+Ae)ue(t)+Aiui(t) = F (t), (2.65)
ui(0) = ui0. (2.66)
Introduisons les fonctions régulières :
Φ(t,U,V ) =−AeV −AiU +H(t),
et
Ψ (t,U,V ) = (Ae+Ai)V +AiU −F (t).
Le problème ((2.64)-(2.66)) se reformule :
d
dt
ui(t) = Φ(t,ui(t),ue(t)), (2.67)
Ψ (t,ui(t),ue(t)) = 0, (2.68)
ui(0) = ui0. (2.69)
Le problème ((2.67)-(2.69)) est un problème d’équation différentielles algé-
briques d’index 1.
Dérivons (2.68) par rapport au temps :
D1Ψ (t,ui(t),ue(t))+D2Ψ (t,ui(t),ue(t))Φ(t,ui(t),ue(t))+D3Ψ (t,ui(t),ue(t))
d
dt
ue(t)= 0.
(2.70)
Si on suppose de plus ddtue(t) = 0 alors (2.70) fournit une condition nécessaire
dite condition cachée :
D2Ψ (t,ui(t),ue(t))Φ(t,ui(t),ue(t)) = 0. (2.71)
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On peut reécrire encore :
F ′(t)+Ai(−AeV −AiU +H(t)) = 0. (2.72)
Si on résout ((2.64)-(2.66)) lorsque ui et ue vérifient une condition de Dirichlet
en x= 1 avec un schéma d’Euler implicite, la solution numérique n’est pas bonne
( voir les figures 2.6-2.7 ), car (2.71) n’est pas satisfaite. Evidemment si ddtue 6= 0
nous avons un problème d’index 1.
Figure 2.6 – La solution approchée
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Figure 2.7 – La solution éxacte
Dans le cas général comme
D3Ψ (t,ui(t),ue(t)) = Ai+Ae,
est inversible ( du fait des conditions de Dirichlet ) on peut obtenir une équation
différentielle pour ue.
On peut aussi mettre en oeuvre une méthode de perturbation singulière qui
numériquement est problématique lorsque ε tend vers 0.

d
dtui(t) = Φ(t,ui(t),ue(t)),
ε d
dt
ue(t) = Ψ (t,ui(t),ue(t)),
ui(0) = ui0, ue(0) = 0.
2.5.2 Une méthode de masse singulière pour résoudre des
équations paraboliques dégénérées
Nous présentons la méthode dans le cas Ω = [0,1]. La méthode de la masse
singulière peut se comprendre comme une méthode de perturbation singulière mais
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sans difficultés numériques.
Notons Wh = vec{ϕk}m+1k=1 l’espace d’élément finis de Lagrange P1.
Sh = vec{ϕk+ 12}
m
k=1 l’espace engendré par les fonctions bulles :
ϕk+ 12
(x) =


− 6
h2
(x−xk)(x−xk+1); xk ≤ x≤ xk+1,
0 ailleurs.
(2.73)
On considère Mh = vec{qk}mk=1 l’espace d’élément finis de Lagrange P0 et
Vh =Wh⊕Sh, V˚h = W˚h⊕Sh,
avec V˚h ⊂H10 (Ω) et W˚h ⊂H10 (Ω).
Soit Bh : V˚h −→Mh dont la matrice est une matrice (m)× (2m+1)
Bij =
∫
Ω
ϕjqidx; ∀qi ∈Mh (1≤ i≤m), ∀ϕj ∈ V˚h (1≤ j ≤ 2m+1).
La matrice B a un noyau non réduit à {0}.
Notons par C la (m)× (m) matrice définie par :
Cij =
∫
Ω
qjqidx ∀qi ∈Mh.
Dans le problème ((2.64)-(2.66)) l’équation (2.65) est remplacée par :


Btv+(Ai+Ae)ue(t)+Aiui(t) = F (t);
Cv =Bu˙e(t),
(2.74)
avec la notation u˙e(t) = ddtue(t).
Nous rajoutons l’opérateur différentiel en temps manquant mais nous laissons
sur Ker(B) subsister l’équation initiale.
Eliminons v nous obtenons :

BtC−1Bu˙e(t)+(Ai+Ae)ue(t)+Aiui(t) = F (t);
ue(0) = 0.
(2.75)
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Le système ((2.64)-(2.66)) se transforme en :

M 0
0 BtC−1B



u˙i(t)
u˙e(t)

+

Ai Ae
Ai Ai+Ae



ui(t)
ue(t)

=

H(t)
F (t)

 (2.76)
Nous pouvons appliquer un schéma d’Euler implicite au système (2.76)

 Mu
n+1
i
BtC−1Bun+1e

+δt

Ai Ae
Ai Ai+Ae



u
n+1
i
un+1e

=

 Muni
BtC−1Bune

+δt

H(tn+1)
F (tn+1)

 (2.77)
avec
u0i = ui0, u
0
e = 0. (2.78)
Si nous résolvons ((2.77)-(2.78)) dans le cas où la solution exacte est donnée
par :
ui(x,t) = x(x−1)2t2+x3, ue(x,t) = x2(x−1)t+x3,
et où m= 100, nous pouvons représenter l’erreur ponctuelle qui est de l’ordre de
10−4 avec des conditions de Dirichlet et de l’ordre de 10−2 avec des conditions de
Neumann pour δt= 10−4 aprés 100 pas de temps ( voir les figures 2.8-2.9 ), l’erreur
représentée est l’erreur aux noeuds du maillage.
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Figure 2.8 – Erreurs en norme L∞ avec des conditions de dirichlet.
Figure 2.9 – Erreurs en norme L∞ avec des conditions de Neumann non homo-
gènes.
Le cas du problème bidomaine présenté au début de la section correspond au
cas avec des conditions de Neumann non homogènes pour ui.
2.5.3 Analyse de l’erreur
Afin de garder l’exposé simple, nous analysons l’erreur que pour la deuxième
équation (2.76) que nous récrivons sous forme simplifiée avec la notation ueh(t) =
uh(t).
(Bu˙h(t),Bwh)+a(uh(t),wh) = (f(t),wh); ∀wh ∈ V˚h. (2.79)
Nous décomposons V˚h comme
V˚h =Kh⊕K⊥h ,
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où Kh est le noyau de B et l’orthogonalité est celle induite par :
a(ϕ,w) =
∫
Ω
(σi+σe)∂xϕ(x)∂xw(x)dx
avec σi et σe des constantes.
Soit Sh le sous espace engendré par des fonctions bulles définies en (2.73) sur
tous les segments [xk,xk+1]. Soit vec{ψk} une base de Kh ou Kh est défini par
l’ensemble {ψ ∈ V˚h :
∫
Ωψ(x)qh(x)dx= 0, ∀qh ∈Hh}, et les vec{ψk} sont donnés
par :
ψ1 =


1
−1
0
...
0


, ... ψk =


0
...
1
−2
1
...
0


k
k+ 12
k+1
, ... ψm =


0
...
0
−1
1


(2.80)
et nous notons W˚h l’espace d’élément finis de Lagrange P1 lié aux points xk = kh.
Nous d’écrivons aussi K˜h avec
K˜h = V ec{ϕk−ϕk+1},
et
K˜h ⊂ W˚h∩Kh.
Remarquons que si l’on note Πh : C0(Ω)−→ W˚h l’opérateur d’interpolation de
Lagrange sur les points xk.
Notre objectif maintenant est de démontrer que :
|Πhuh(t)−ue(t)|H1(Ω) =O(h),
lorsque ue est la solution exacte de :
a(ue(t),w) = (f(t),w); ∀w ∈H10 (Ω). (2.81)
56
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0065/these.pdf 
© [M. Belhout], [2012], INSA de Lyon, tous droits réservés
2.5 Analyse des difficultés d’un modèle bidomaine pour
l’électrocardiologie
Tout d’abord nous donnons quelques résultats techniques :
Lemme 2.5.1. ∀w˜h ∈ K˜h nous avons :
a(Πhuh(t)−ue(t), w˜h) = a(ΠhuKh(t)−ue(t), w˜h).
Preuve.
On décompose V˚h=Kh⊕K⊥h , l’orthogonalité est donnée par le produit scalaire
induit par a(., .).
uh(t) = uKh(t)+u⊥h(t), uKh ∈Kh et u⊥h ∈K⊥h .
Alors on a
a(Πh(uKh(t)+u⊥h(t))−ue(t), w˜h) = a(ΠhuKh(t)−ue(t), w˜h).
En effet, montrons que :
a(Πhu⊥h(t), w˜h) = 0; ∀w˜h ∈ K˜h.
Nous savons que
a(θh,ϕk) = 0; ∀θ ∈ Sh, ∀ϕk ∈ K˜h.
Car le support de θh est restreint à un élément et que (ϕk)′ = constante avec
θh symétrique par rapport au noeud milieu de l’intervalle
a(θh,ϕk) = 0 1≤ k ≤m.
Ainsi,
u⊥h(t) = Πhu⊥h(t)+ Shu⊥h(t), u⊥h ∈K⊥h et Shu⊥h ∈ S⊥h .
Puisque ϕk−ϕk+1 ⊂ K˜h, on a
a(Πhu⊥h(t),ϕk−ϕk+1) = 0.
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Par conséquence
0 = a(Πhu⊥h(t)+Sh u⊥h(t),ϕk−ϕk+1)+a(Πhu⊥h(t),ϕk−ϕk+1).

Ce lemme doit se généraliser si on conserve pour les fonctions bulles
a(ϕk+ 12
,ϕj) = 0; 1≤ k ≤m et 1≤ j ≤m+1.
Lemme 2.5.2. Pour tout w˜h ∈ K˜h, on a
a(ΠhuKh(t)−ue(t), w˜h) = 0.
Preuve.
Ecrivons :
uKh(t) = ΠhuKh(t)+ S˜huKh(t), uKh ∈Kh et S˜huKh ∈ Sh.
Comme w˜h ∈ W˚h, alors
a(ΠhuKh(t)−ue(t), w˜h) = (f(t),−w˜h)+a(ΠhuKh(t), w˜h)
= (f(t),−w˜h)+a(ΠhuKh(t)+S˜h uKh(t), w˜h),(2.82)
car a( S˜huKh(t), w˜h) = 0.
On a donc
a(ΠhuKh(t), w˜h) = a(uKh(t), w˜h)
= (f(t),−w˜h). (2.83)
Ainsi en déduit de (2.82) et (2.83) que :
a(ΠhuKh(t)−ue(t), w˜h) = 0; ∀w˜h ∈ K˜h.

Donnons le résultat d’estimation d’erreur.
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Théorème 2.5.3. Supposant ue(t) ∈H2(Ω)∩H10 (Ω), alors on a
|Πhuh(t)−ue(t)|H1(Ω) ≤ Ch|ue(t)|H2(Ω). (2.84)
Remarque 2.5.4. Le théorème 2.5.3 implique qu’il n’est pas nécessaire d’un point
de vue pratique de connaître une base de Kh, il suffit de prendre uh(t) aux noeuds
de Lagrange.
Preuve.
Définissons ΠK˜h l’interpolant de lagrange définit sur C0(Ω) à valeurs dans K˜h=
V ec{ϕk−ϕk+1}.
Remarquons que pour tout ϕk ∈ W˚h on a
ϕk−ϕm =
m−1∑
p=k
(ϕp−ϕp+1); 1≤ k ≤m−1.
Cela permet de vérifier que ΠK˜h est bien défini sur C0(Ω) et qu’il laisse invariant
P1 l’ensemble des polynômes de degré 1 sur chaque segment (xi−1,xi) ; 1≤ i≤m.
Pour une famille affine équivalente la théorie classique de l’interpolation ( voir
[16]) permet d’obtenir :
|(I−ΠK˜h)ψ|1,(x0,xm) ≤ Ch|ψ|2; ∀ψ ∈H
1
0 (Ω)∩H2(Ω).
Nous avons :
a(Πhuh(t)−ue(t),ψ) = a(Πhuh(t)−ue(t),ΠK˜hψ)+a(Πhuh(t)−ue(t),(I−ΠK˜h)ψ).
(2.85)
Le lemme 2.5.2 implique que
a(Πhuh(t)−ue(t),ΠK˜hψ) = 0. (2.86)
Choisissons ψ =Πhuh(t)−ue(t), remarquant que
(I−ΠK˜h)Πhuh(t)|(x0,xm) = 0,
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car ΠK˜h laisse invariant les fonctions continues polynômiales de degré 1 par mor-
ceaux sur (xk−1,xk) ; 1≤ k ≤m s’annulant en x0.
En déduit de (2.85) que
α|Πhuh(t)−ue(t)|21 = a(Πhuh(t)−ue(t),(I−ΠK˜h)ψ)
≤ |||a||||Πhuh(t)−ue(t)|1|(I−ΠK˜h)ue(t)|1,(x0,xm)
+|||a||||Πhuh(t)−ue(t)|1(
∫ xk+1
xk
(∂xΠhuh(t))
2dx)
1
2 .
Donnons une estimation de ∂xuh(t).
Nous avons
a(uKh(t),wh) = (f(t),wh); ∀wh ∈Kh.
Prenons
wh = ϕmuKhm(t)+ϕm+ 12
uKhm+1(t),
il vient
(σe+σi)
m∑
i=1
∫ xi
xi−1
(
uKhi−uKhi−1
h
)2+u2Khi+12
(∂xuϕ
i+12
)2
=
m∑
i=1
∫ xi
xi−1
f(t)(uKhi−1ϕi−1+uKhiϕi+uKhi+12
ϕi+ 12
)dx.
On intègre par parties et appliquant l’inégalité de Young, on obtient
m∑
i=1
∫ xi
xi−1
f(t)(uKhi−1ϕi−1+uKhiϕi+uKhi+12
ϕi+ 12
)dx=
m∑
i=1
∫ xi
xi−1
{−f˜ [uKhi−uKhi−1
h
+uKhi+12
∂xϕi+ 12
dx]+ ((f˜uKh)(xi)− (f˜uKh)(xi−1))}
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≤ 1
α
m∑
i=1
∫ xi
xi−1
f˜2dx+α
m∑
i=1
∫ xi
xi−1
(
uKhi−uKhi−1
h
)2dx
∫ xi
xi−1
(∂xϕϕ
i+12
)2u2ϕ
i+12
dx,
avec
f˜(x,t) =
∫ x
xi−1
f(x,t)ds≤ h‖f‖L∞(Ω),
d’où
∫ xi
xi−1
(
uKhi−uKhi−1
h
)2dx≤ h2‖f‖L∞(Ω).
Comme ue(t) ∈H2(Ω) implique |(I−ΠK˜h)ue(t)|H1(Ω) ≤ Ch|u|H2(Ω), d’où
|Πhuh(t)−ue(t)|H1(Ω) ≤
|||a|||
α
Ch|u|H2(Ω).

En conclusion, nous avons une méthode optimale en espace pour résoudre un
problème parabolique dégénéré.
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Comportement asymptotique des
polynômes Lp extrémaux associés
à une mesure concentrée sur le
cercle plus une partie discrète
infinie
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Chapitre 3. Comportement asymptotique des polynômes Lp extrémaux
3.1 Notations et définitions
Soit α une mesure positive, finie, non discrète et définie sur la tribu Borélienne
B(C) de C, C étant muni de sa topologie usuelle.
Pour 0 < p <∞ et pour toute fonction mesurable à valeurs complexes définie
sur C, on pose :
‖f‖pp =
∫
C
|f(z)|pdα(z).
On désigne par Lp(α,C) l’espace vectoriel de toutes les fonctions mesurables
pour lesquelles ‖f‖p <∞. L’intégrale ∫C |f |pdα, étant l’intégrale de Lebesgue rela-
tivement à la mesure α et à l’espace mesurable (C,B(C)).
On note par Pn,1 l’ensemble des polynômes normalisés Qn(z) c’est-à-dire
Qn(z) = zn+an−1zn−1+ ...+a0; an−1, ...,a0 ∈ C. (3.1)
On suppose dans tout ce qui suit que
zn ∈ Lp(α,C) n= 0,1, .... (3.2)
Définition 3.1.1. Soit α une mesure positive finie, non discrète définie sur B(C)
et F son support. On appelle polynôme Lp extrémal noté par Tn,p et associé à la
mesure α la solution du problème extrémal suivant :
‖Tn,p‖Lp(α,F) = min
Qn∈Pn,1
{‖Qn‖Lp(α,F)}. (3.3)
3.1.1 Comportement asymptotique
Un des principaux et des plus difficiles problèmes associés aux polynômes Lp
extrémaux est celui de leur comportement asymptotique quand n→∞, c’est-à-
dire :
Définition 3.1.2. On appelle problème du comportement asymptotique des poly-
nômes Lp extrémaux Tn,p associés à la mesure α, la recherche d’un équivalent à
Tn,p quand n devient grand.
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La solution de ce problème dépend en général de la mesure α et de son support
F.
3.2 Espace de Hardy
Les espaces de Hardy constituent l’espace fonctionnel de base pour étudier les
comportements asymptotiques des polynômes Lp extrémaux.
Les espaces de Hardy notésHp sont des sous-espaces de l’ensemble des fonctions
holomorphes, définis par des conditions de croissance. Ils ont été introduit en 1915
par G. H. Hardy [23] qui les a étudiés dans le disque unité ouvert. Les propriétés
caractéristiques des espaces Hp sont les propriétés de factorisation, de valeurs
frontières et de représentation du type Cauchy à partir de mesures sur la frontière.
Nous allons d’abord définir quelques notions qui nous seront utiles tout en adoptant
dans tout ce qui suit les notations suivantes :
∆ = {z ∈C : |z|< 1} est le disque unité.
Γ = {z ∈ C : |z| = 1} est le cercle unité.
H(∆) désigne l’ensemble des fonctions holomorphes dans ∆.
3.2.1 Espace de Hardy Hp(∆)
Définition 3.2.1. Soit f ∈H(∆), nous définissons pour p > 0 et pour tout r (0≤
r < 1) :
Mpp(f,r) =
1
2pi
∫ pi
−pi
|f(reiθ)|pdθ. (3.4)
Les fonctionsMp sont monotones croissantes sur [0,1[, ce qui permet d’établir
la définition suivante :
Définition 3.2.2. Pour tout f ∈H(∆) et pour p > 0, on pose
‖f‖p = sup
0≤r<1
Mp(f,r). (3.5)
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Chapitre 3. Comportement asymptotique des polynômes Lp extrémaux
La classe Hp(∆) est définie comme l’ensemble des fonctions f ∈ H(∆) pour
lesquelles ‖f‖p <∞.
On peut redéfinir les espaces de Hardy Hp(∆) ( pour 0 < p≤∞ ) de la façon
suivante :
Corollaire 3.2.3. Pour 0< p≤∞ nous avons
Hp(∆) = {f ∈H(∆) : lim
r→1−
Mp(f,r)<∞}.
Théorème 3.2.4. [43] Pour 1 ≤ p <∞, l’espace (Hp(∆),‖.‖p) est un espace de
Banach. Pour 0< p< 1 l’espace Hp(∆) est un espace métrique muni de la distance
d(f,g) = ‖f −g‖pp.
Limite radiale
Théorème 3.2.5. Si p > 0 et si f ∈Hp(∆) alors f possède une limite radiale noté
f∗ telle que f∗ ∈ Lp(Γ),
lim
r→1−
f(reiθ) = f∗(eiθ),
presque partout sur le cercle Γ et
‖f‖p = ‖f∗‖Lp(Γ).
Pour son utilité, on reproduit la preuve du théorème 3.2.5.
Preuve.
On sait que dans ce cas ( voir théorème 3.2.8 en dessous ), on peut écrire que
f(z) = B(z).g(z), où B(z) est le produit de Blaschke formé sur les zéros de f et
g une fonction de Hp(∆) n’ayant pas de zéros dans ∆ telle que ‖f‖p = ‖g‖p et
g(z) = h(z)
1
p alors h ∈H1(∆) et
‖h‖1 = lim
r→1−
sup
∫ pi
−pi
|h(reiθ)|dθ =
∫ pi
−pi
|h(eiθ)|dθ,
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3.2 Espace de Hardy
où h(eiθ) est la limite radiale de h(z).
On suppose pour la suite que f 6= 0. De plus, on sait que pour tout θ, h(eiθ) 6= 0
et ainsi pour tout θ
lim
z→eiθ
g(z) = lim
z→eiθ
h(z)
1
p ,
on appellera cette limite g(eiθ).
Alors puisque
lim
z→eiθ
B(z) =B∗(eiθ); pour tout θ,
donc
lim
z→eiθ
f(z) =B∗(eiθ)g(eiθ),
on appellera cette limite f∗(eiθ).
Finalement,
‖f‖pp = ‖g‖pp = ‖h‖1 =
∫ pi
−pi
|h(eiθ)|dθ =
∫ pi
−pi
|g(eiθ)|pdθ =
∫ pi
−pi
|f∗(eiθ)|pdθ,
car |B∗(eiθ)|= 1. 
Théorème 3.2.6. [27] Soit f ∈Hp(∆) alors
lim
r→1−
∫ pi
−pi
|f(reiθ)−f∗(eiθ)|pdθ = 0,
où f∗(eiθ) est la limite radiale de f(z).
Du théorème 3.2.6 découle le corollaire suivant :
Corollaire 3.2.7. [27, 43] Soit f ∈Hp(∆) alors f est égale à l’intégrale de Poisson
et à l’intégrale de Cauchy de sa limite radiale f∗(eiθ), on a
f(z) =
1
2pi
∫ pi
−pi
Θr(θ− t)f∗(eiθ)dt= 12pii
∫
Γ
f∗(ζ)
ζ−z dζ.
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Chapitre 3. Comportement asymptotique des polynômes Lp extrémaux
Théorème de factorisation
Tout fonction f ∈ Hp(∆) non identiquement nulle, peut se factoriser en un
produit de Blaschke sur les zéros de f et une fonction g ∈Hp(∆) n’ayant pas de
zèros dans ∆.
Théorème 3.2.8. [27] Soit f ∈ Hp(∆) et soit B(z) le produit de Blaschke formé
sur les zéros de f telle que :
f(z) =B(z).[g(z)]
1
p ; ∀z ∈∆,
alors g ∈H1(∆) et g n’a pas de zéros dans ∆.
Remarque 3.2.9. Comme B(z)≤ 1 dans ∆ alors il vient du théorème de factori-
sation ci-dessue que :
sup
r<1
∫ pi
−pi
|f(reiθ)|pdθ = sup
r<1
∫ pi
−pi
|g(reiθ)|dθ,
et donc ‖f‖p = ‖g‖1.
3.2.2 Espace de Hardy Hp(G)
Notons par G = {z ∈ C : |z| > 1} ∪ {∞}, et par H(G) l’ensemble des fonc-
tions holomorphes dans G et par Cr l’application Cr : [−pi,+pi]−→C, définie par
Cr(θ) = reiθ, r > 0. Ici, on confond l’application avec son orbite Cr([−pi,+pi]).
Définition 3.2.10. Soit f ∈H(G), on dit que f ∈Hp(G) si et seulement si : ∃C > 0,
C indépendant de r, tel que
∫
Cr
|f(z)|p|dz| ≤ C; 1< r ≤ 2.
L’espace Hp(G) est muni de la norme ‖f‖p
Hp(G) = sup
1<r≤2
∫
Cr
|f(z)|p|dz| est un
espace de Banach pour p≥ 1. Pour 0< p < 1, Hp(G) est un espace métrique pour
la distance d(f,g) = ‖f −g‖p
Hp(G).
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3.2 Espace de Hardy
Remarque 3.2.11. On peut définir Hp(G) à partir de l’espace Hp(∆). En effet,
soit f ∈Hp(G), définissons la fonction Φ : ∆−→G par
Φ(z) = f(
1
z
); pour z ∈∆\{0},
Φ(0) = f(∞).
Alors f ∈Hp(G) si et seulement si Φ ∈Hp(∆).
Notons par :
Lp(Cr, |dξ|) = {f : Cr −→ C / ∫Cr |f(ξ)|p|dξ| <∞}, où |dξ| est la mesure lon-
gueur d’arc, nous résumons les propriétés Hp(G) dans le théorème suivant :
Théorème 3.2.12. Soit f ∈Hp(G), alors
(a)- lim
r→1
f(reiθ) existe en presque tous les points du cercle unité Γ, cette limite
s’appelle limite radiale de la fonction f , on la note f˜ . D’autre part f˜ ∈ Lp(Cr, |dξ|)
et ∫
C1
|f˜(ξ)|p|dξ|= ‖f‖p
Hp(G) = sup
1<r≤2
∫
Cr
|f(ξ)|p|dξ|
(b)- f˜ admet une représentation du type Cauchy et du type Poison de la ma-
nière suivante : ∀f ∈Hp(G)\{∞}
f(z) =
1
2pii
∫
C1
f˜(ξ)
ξ−z
|dξ|
z
=
1
2pi
∫
C1
Θr(θ− t)f˜(eit)dt.
Preuve.
Soit f ∈Hp(G) ; alors ∃C > 0 tel que ∫Cr |f(z)|p|dz| ≤ C ; 1< r ≤ 2.
Effectuons le changement de variable suivant :
z =
1
w
⇒ dz =− 1
w2
dw,
ainsi
∫
Cr
|f(z)|p|dz|=
∫
Cr′
|f( 1
w
)|p 1
w2
|dw|= 1
r′
∫ 2pi
0
|f( 1
r′eiθ
)|pdθ, 1
2
≤ r′ < 1,
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Chapitre 3. Comportement asymptotique des polynômes Lp extrémaux
donc ∫ 2pi
0
|f( 1
r′eiθ
)|p|dθ| ≤ r′C < C,
ce qui implique
f˜ ∈Hp(G) et que lim
r′→1−
f˜(r′eiθ) existe presque partout pour 0≤ θ ≤ 2pi.
Comme
lim
r′→1−
f˜(r′eiθ) = lim
r′→1−
f(
1
r′eiθ
) = lim
r→1+
f(reiθ),
la limite radiale existe presque partout sur le cercle Γ.
Le fait que la limite radiale f˜ admette une représentation du type Cauchy et
Poisson est une conséquence des propriétés de la limite radiale dans Hp(∆). 
3.2.3 Produit de Blaschke
On sait que si Z(f) est l’ensemble des zéros d’une fonction holomorphe non
constante définie sur un domaine Ω alors Z(f) ne possède pas de points d’accumu-
lation dans Ω. On sait aussi que tout sous-ensemble A inclus dans Ω et sans point
d’accumulation dans Ω est un Z(f) pour au moins une fonction f appartenant à
H(Ω). Cependant, on ne peut rien dire de plus, en général, au sujet de Z(f) si
l’impose aucune condition sur la fonction f . Mais la situation est bien différente si
l’on remplace H(Ω) par certains sous-ensemble de H(Ω) définis par des conditions
de croissance comme l’espace de Hardy Hp(Ω). Dans ce cas, la distrubition des
zéros doit satisfaire certaines conditions quantitatives et c’est la formule de Jen-
sen qui rend possible la détermination explicite des conditions que les zéros d’une
fonction non constante f ∈Hp(Ω) doivent satisfaire.
La formule de Jensen
La formule de Jensen procure une égalité où interviennent les valeurs frontières
des fonctions holomorphes bornées sur le disque unité ouvert ∆, elle est donnée
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3.2 Espace de Hardy
par le théorème 3.2.13 suivant :
Théorème 3.2.13. [43] Soit Ω=∆(0, r1) et f ∈H(Ω) telle que f(0) 6= 0. On prend
0 < r < r1 et on note z1, ..., zn les zéros de f appartenant à ∆(0, r), rangés avec
leur ordre de multiplicité. On a
|f(0)|
n∏
k=1
r
|zk| = exp{
1
2pi
∫ pi
−pi
log |f(reiθ)|dθ}.
Remarque 3.2.14. L’hypothèse f(0) 6= 0 ne peut être gênante puisque si f a un
zéro d’ordre m en 0, il suffira d’appliquer cette formule à f(z)zm .
Produit de Blaschke
Théorème 3.2.15. [27, 43] Soit {zk}∞k=1 une suite dans ∆ telle que zk 6= 0 pour
laquelle
∞∑
k=1
(|zk|−1)<∞.
Si k est un entier non négatif, et si l’on pose
B(z) =
∞∏
k=1
z−zk
zzk−1
zk
|zk| ; z ∈∆, (3.6)
la fonction B est une fonction holomorphe bornée dans ∆ et ne possède pas d’autres
zéros que les points zk.
Définition 3.2.16. La fonction B définie dans le théorème 3.2.15 est appelée pro-
duit de Blaschke classique.
Remarque 3.2.17. Le terme “produit de Blaschke“ poura être utilisé pour le cas
d’un nombre fini de facteurs, et éventuellement s’il n’y a pas du tout, en posant
B(z) = 1.
Les propriétés décrivant le comportement du produit de Blaschke au voisinage
de la frontière de ∆ sont données dans le théorème suivant :
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Chapitre 3. Comportement asymptotique des polynômes Lp extrémaux
Théorème 3.2.18. [27, 43] La fonction B(z) admet en presque partout sur le cercle
Γ une limite radiale B∗(eiθ) donnée par
B∗(eiθ) = lim
r→1−
B(reiθ),
de plus, |B∗(eiθ)|= 1.
Le produit de Blaschke ainsi que ses propriétés peuvent être introduit d’une
autre façons autre que celle donnée par les théorèmes 3.2.15 et 3.2.18 c’est l’objet
du lemme suivant :
Lemme 3.2.19. Soit {zk}∞k=1 une suite dans G telle que
∞∑
k=1
(1−|zk|)<∞.
Si k est un entier non négatif, et si l’on pose
B˜(z) =
∞∏
k=1
z−zk
zzk−1
|zk|2
zk
; z ∈G, (3.7)
alors la fonction B˜ est aussi appelée produit de Blaschke et possède les propriétés
suivante :
1- B˜ ∈Hp(G), B˜(∞) = 1,
2- B˜(z) admet en presque partout sur le cercle Γ une limite radiale B˜∗(eiθ)
donnée par :
lim
r→1+
B˜(reiθ) = B˜∗(eiθ),
3- |B˜∗(eiθ)|=
∞∏
k=1
|zk|.
4- Si ϕ ∈Hp(G), telle que ϕ(∞) = 1 et ϕ(zk) = 0, k = 1, ..., alors
ϕ
B˜
∈Hp(G) et (ϕ
B˜
)(∞) = 1.
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3.2 Espace de Hardy
3.2.4 Fonction de Szegö
Comme on le verra plus tard, la formule asymptotique des polynômes Lp ex-
trémaux s’exprime essentiellement en fonction des fonctions de Szegö ( qui repré-
sentent la partie absolument continue de la mesure α ). Les fonctions de Szegö
rentrent dans le cadre général de la représentation des fonctions positives.
Soit g ∈ Hp(∆) et g˜ la limite radiale de g qui existe presque partout sur le
cercle Γ. Posons f(θ) = |g˜(eiθ)|. On montre que f ∈ Lp([−pi,pi],dθ) et aussi que
log(f)∈L1([−pi,pi],dθ), voir [47]. Réciproquement si f ∈Lp([−pi,pi],dθ), f presque
partout positive et log(f) ∈ L1([−pi,pi],dθ) ; on montre [44, 45] qu’il existe infinité
de fonctions g ∈Hp(∆) tel que f(θ) = |g˜(eiθ)|, presque partout pour −pi ≤ θ ≤ pi.
g˜ étant la limite radiale de g.
Parmi les fonctions de type g, on peut construire une fonction particulière dite
fonction de Szegö et dont les propriétés se trouvent dans le théorème suivant :
Théorème 3.2.20. Soit f une fonction non négative définie sur [−pi,pi] tel que
f ∈ L1([−pi,pi],dθ) et log(f) ∈ L1([−pi,pi],dθ), alors la fonction suivante
D(z) = exp{ 1
2pip
∫ 2pi
0
log(f(eiθ))
eiθ+ z
eiθ−z dθ}, (|z|< 1), (3.8)
dîte fonction de Szegö associée au domaine ∆ et à la fonction f possède les pro-
priétés suivantes :
(i) D ∈Hp(∆).
(ii) D(z) 6= 0; z ∈∆.
(iii) |D(eiθ)|p = f(θ) ; presque partout sur Γ, où D(eiθ) est la limite radiale de
D.
(vi) D(0)> 0.
Preuve. Soit f une fonction non négative telle que f ∈ L1([−pi,pi],dθ) et log(f) ∈
L1([−pi,pi],dθ). Considérons l’intégrale de Poison P (reiθ) associées à la fonction
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log(f) donnée par :
P (reiθ) =
1
2pi
∫ pi
−pi
1− r2
1−2r cos(θ− t)+ r2 log(f(t))dt,
et qui possèdent deux propriétés essentielles [43], à savoir que P est harmonique
dans le disque unité ouvert ∆ et qu’elle représente la partie réelle d’une certaine
fonction holomorphe que l’on notera h(z). On supposera que h(0) est réel pour
avoir l’unicité de h. La fonction cherchée sera alors
g(z) = exp{1
2
h(z)},
c’est-à-dire D(z) = g(z) et Re[D(z)] = P (reiθ) pour z = reiθ, 0≤ r < 1.
En effet,
(i) Montrons qu’il existe c > 0 tel que
∫ pi
−pi
|g(reiθ)|pdθ ≤ c, ∀r, 0≤ r < 1.
Soit z = reiθ
log(g(z)) = log(|g(z)|)+ iarg(g(z)) = 1
2
h(z),
ainsi log(|g(z)|) = 12Re[h(z)], ou en utilisant la formule de Jensen et on intégre par
rapport à θ
∫ pi
−pi
|g(reiθ)|pdθ ≤
∫ pi
−pi
{ 1
2pi
∫ pi
−pi
1− r2
1+ r2−2r cos(θ− t)f(t)dt}dθ
=
∫ pi
−pi
f(t){ 1
2pi
∫ pi
−pi
1− r2
1+ r2−2r cos(θ− t)dθ}dt
=
1
2pi
∫ pi
−pi
f(θ)dθ = c.
(ii) est évident.
(iii) Notons par g(eiθ) la limite radiale de g,
|g(reiθ)|p = exp{ 1
2pi
∫ pi
−pi
1− r2
1−2r cos(θ− t)+ r2 log(f(t))dt},
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3.2 Espace de Hardy
mais
lim
r→1−
|g(reiθ)|p = |g(eiθ)|p = exp{ lim
r→1−
1
2pi
∫ pi
−pi
1− r2
1−2r cos(θ− t)+ r2 log(f(t))dt}
= exp{log(f(θ))},presque partout pour −pi < θ < pi,
voir [43, p 220]. On obtient alors
|g(eiθ)|p = f(θ), presque partout pour −pi < θ < pi.
(vi) On a
g(0) = exp{1
2
h(0)}> 0.
Il n’est pas difficile de montrer que D(z) = g(z), et la construction de la fonction
de Szegö est terminée. 
Théorème 3.2.21. Soit ρ une fonction non négative telle que ρ ∈ L1([−pi,pi],dθ)
et log(ρ) ∈ L1([−pi,pi],dθ), alors il existe une fonction unique notée DG, appelée
fonction de Szogö associée à l’extérieur du disque unité G et à la fonction poids ρ
satisfaisant les propriétés suivantes :
(i) DG ∈Hp(G).
(ii) DG(z) 6= 0; z ∈G.
(iii) |DG(eiθ)|p = ρ(θ) ; presque partout sur Γ, où DG(eiθ) est la limite radiale
de DG.
(vi) DG(∞)> 0.
Preuve. Les propriétés de la fonction DG découle de celles de la fonction de Szegö
D associée à l’intérieur du disque unité ouvert ∆. 
Remarque 3.2.22. La fonction DG peut être construite à partir de la fonction D
de la façons suivante :
DG(z) =D(1
z
); z ∈G\{∞}, (3.9)
DG(∞) =D(0). (3.10)
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3.3 Espace de Hardy Hp(G,ρ)
Hp(G,ρ) est l’espace fonctionnel de base pour l’étude du comportement asymp-
totique des polynômes Lp extrémaux Tn,p, lorsque la mesure α est concentré sur
l’ensemble F = Γ∪ {zk}∞k=1, avec |zk| > 1. Les formules asymptotiques des poly-
nômes Lp extrémaux seront déduites à partir de valeurs optimales de problèmes
extrémaux dans l’espace Hp(G,ρ).
Définition 3.3.1. Soit G l’extérieur du disque unité et DG la fonction de Szegö
associée au domaine G et à la fonction poids ρ vérifiant les conditions du théorème
3.2.21. On dit qu’une fonction f ∈H(G) est dans Hp(G,ρ) si et seulement si
f.DG ∈Hp(G).
Les propriétés de l’espace Hp(G,ρ) sont données dans le théorème suivant :
Théorème 3.3.2. [42] Soit f ∈ Hp(G,ρ), alors : f admet presque partout sur le
cercle unité Γ une limite radiale notée f∗. De plus
- f∗ ∈ Lp(Γ,ρ(ξ)|dξ|) où
Lp(Γ,ρ(ξ)|dξ|) = {f : Γ−→C :
∫
Γ
|f(ξ)|pρ(ξ)|dξ|<+∞}.
- Pour p≥ 1, et pour tout f ∈Hp(G,ρ) posons :
‖f‖p
Hp(G,ρ) =
∫
Γ
|f∗(ξ)|pρ(ξ)|dξ|<+∞,
l’espace (Hp(G,ρ),‖.‖Hp(G,ρ)) est un espace de Banach.
Pour 0 < p < 1, l’espace Hp(G,ρ) est un espace métrique pour la distance
d(f,g) = ‖f −g‖p
Hp(G,ρ).
Parmi les caractéristiques de l’espace de Hardy Hp(G,ρ), nous en citons deux
que nous formulons dans les lemmes suivants :
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Lemme 3.3.3. [24] Si f ∈ Hp(G,ρ) et K ⊂ G,K compact alors il existe une
constante C(K) telle que
sup
K
|f(z)| ≤ C(K)‖f‖p
Hp(G,ρ). (3.11)
Lemme 3.3.4. Soit {fn} une suite de fonctions dans Hp(G,ρ) et
1)- fn −→ f uniformément sur les sous ensembles compacts de G,
2)- ‖fn‖pHp(G,ρ) ≤M (const),
alors
f ∈Hp(G,ρ) et ‖f‖p
Hp(G,ρ) ≤ limn→∞ inf ‖fn‖
p
Hp(G,ρ). (3.12)
Preuve. Soit 0< p≤∞, on a la fonction f est analytique dans G et
1
r
∫
Cr
|f(z)|p|DG(z)|p|dz|= limn→∞
1
r
∫
Cr
|fn(z)|p|DG(z)|p|dz| ≤M,(1< r ≤ 2)
ceci implique que f ∈Hp(G,ρ). On suppose maintenantM∗= lim
n→∞
inf ‖fn‖pHp(G,ρ),
alors il existe n0 ∈N tel que pour tout n > n0 on a
lim
n→∞
1
r
∫
Cr
|fn(z)|p|DG(z)|p|dz| ≤M∗+ ε.
Donc ‖f‖p
Hp(G,ρ) ≤M∗+ ε, ∀ε. 
3.4 Familles Normales
Définition 3.4.1. On considère une famille Λ ⊂H(O) pour un ouvert O du plan
complexe C. On appelle Λ une famille normale (ou famille de Montel) si toute
suite d’éléments de Λ contient une sous suite qui converge uniformément sur les
sous ensembles compacts de O.
Théorème 3.4.2. [43] On suppose que Λ ⊂ H(O) et Λ uniformément bornée sur
tout compact inclus dans O. Alors Λ est une famille normale.
77
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0065/these.pdf 
© [M. Belhout], [2012], INSA de Lyon, tous droits réservés
Chapitre 3. Comportement asymptotique des polynômes Lp extrémaux
3.5 Problèmes extrémaux dans l’espace Hp(G,ρ)
Les problèmes extrémaux que nous allons introduire dans l’espace de Hardy
Hp(G,ρ) permettront via les propriétés caractéristiques du même espace et qui se
résument dans les lemmes 3.3.3 et 3.3.4 d’élaborer les formules asymptotiques des
polynômes Lp extrémaux Tn,p.
Pour 0<p<∞, nous associons aux mesures α et β respectivement les constantes
extrémales mn,p(α), mn,p(β) et les polynômes extrémaux notés Tn,p(z), Tn,p,β(z)
tels que
mn,p(α) = ‖Tn,p‖Lp(α,F) = inf
Qn∈Pn,1
{‖Qn‖Lp(α,F)}, (3.13)
où
‖g‖p
Lp(α,F) =
∫
Γ
|g(ξ)|pρ(ξ)|dξ|+
∞∑
k=1
Ak|g(zk)|p,
et
mn,p(β) = ‖Tn,p,β‖Lp(β,Γ) = inf
Qn∈Pn,1
{‖Qn‖Lp(β,Γ)}, (3.14)
avec
‖g‖p
Lp(β,Γ) =
∫
Γ
|g(ξ)|pρ(ξ)|dξ|.
Notons par µ(β) et µ(α) les valeurs optimales associées respectivement aux
problèmes extrémaux suivants :
µ(β) = inf{‖ϕ‖p
Hp(G,ρ), ϕ ∈Hp(G,ρ), ϕ(∞) = 1}, (3.15)
µ(α) = inf{‖ϕ‖p
Hp(G,ρ), ϕ ∈Hp(G,ρ), ϕ(∞) = 1, et ϕ(zk) = 0, k = 0,1, ...}.
(3.16)
Si on note par ϕ∗ et ψ∗ respectivement les fonctions extrémales des problèmes
(3.15) et (3.16), on a :
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Lemme 3.5.1. Les solutions optimales ϕ∗ et ψ∗ sont liées par la relation suivante :
ψ∗(z) = ϕ∗(z).
∞∏
k=1
z−zk
z.zk−1 .
|zk|2
zk
, (3.17)
et
µ(β) = (
∞∏
k=1
|zk|)−p.µ(α). (3.18)
Preuve. On sait d’aprés le lemme 3.2.19 que le produit de Blaschke infini B˜(z)
est borné, analytique dans G, B˜(∞) = 1 et admet un prolongement continu sur Γ
et |B˜(ξ)|=
∞∏
k=1
|zk| (B˜(ξ) = lim
z→ξ
B˜(z)).
Si φ ∈Hp(G,ρ),φ(∞) = 1 et φ(zk) = 0,k = 1,2, ... alors
f(z) =
φ(z)
B˜(z)
∈Hp(G,ρ) et f(∞) = 1,
D’aprés la continuité de B˜(z) sur Γ, il vient que :
‖f‖p
Hp(G,ρ) = (
∞∏
k=1
|zk|)−p.‖φ‖pHp(G,ρ),
ce qui implique que
µ(β)≤ (
∞∏
k=1
|zk|)−p.µ(α). (3.19)
Inversement, pour f ∈Hp(G,ρ),f(∞) = 1 on a
φ(z) = f(z).B˜(z) ∈Hp(G,ρ), φ(∞) = 1, et φ(zk) = 0,k = 1,2, ...,
ceci implique que
µ(α)≤ (
∞∏
k=1
|zk|)p.µ(β). (3.20)
(3.19), (3.20) donne (3.18).
D’autre part, pour la fonction
ψ∗(z) = ϕ∗(z).
∞∏
k=1
z−zk
z.zk−1 .
|zk|2
zk
,
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on a ψ∗ ∈Hp(G,ρ), ψ∗(∞) = 1 et elle réalise l’égalité
‖ψ∗‖p
Hp(G,ρ) = (
∞∏
k=1
|zk|)p.‖ϕ∗‖pHp(G,ρ),
ce qui est exactement (3.17). 
La proposition suivante donne la forme explicite de ϕ∗ ainsi que sa valeur
optimale :
Proposition 3.5.2. La solution optimal du problème (3.16) ainsi que sa valeur
optimale sont données par :
µ(β) = ‖ϕ∗‖p
Hp(G,ρ) = ‖
DG(∞)
DG ‖
p
Hp(G,ρ) =DG(∞)p =D(0)p. (3.21)
Preuve. Soit ϕ ∈Hp(G,ρ) et ϕ(∞) = 1, on a∫
Cr
|f(z)DG(z)|p|dz| ≥ [ϕ(∞)DG(∞)]p =DG(∞)p.
En passant à la limite quand r→ 1+, on obtient
‖ϕ‖Hp(G,ρ) ≥ [DG(∞)]p, ∀ϕ ∈Hp(G,ρ); ϕ(∞) = 1. (3.22)
Si
ϕ∗ =
DG(∞)
DG(z) ,
alors ϕ∗ ∈Hp(G,ρ) et ϕ∗(∞) = 1, de plus ϕ∗ réalise l’éalité dans (3.22) et on a
‖ϕ∗‖Hp(G,ρ) = [DG(∞]p.
Ceci montre que ϕ∗ est la solution optimale du problème (3.16) et que les
égalités dans (3.21) sont bien vérifiées. 
3.5.1 Classe de mesures Ş
Nous allons définir la classe de mesures qui va nous permettre d’étudier le
comportement asymptotique des polynômes Lp extrémaux Tn,p lorsque ces me-
sures sont concentrées sur le cercle Γ plus un ensemble de points infini zk situés à
l’extérieur de Γ.
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Définition 3.5.3. On dira que α= β+γ est une mesure de classe Ş si la partie ab-
solument continue β (β(ξ)= ρ(ξ)|dξ|) ainsi que la partie discrète γ (γ=
∞∑
k=1
Akδzk)
de α vérifient les conditions suivantes :
∫
Γ
(logρ(ξ))|dξ|>−∞ (3.23)
et
∞∑
k=1
(|zk|−1)<∞, (3.24)
La condition (3.24) est une condition naturelle garantissant la convergence du
produit de Blaschke infini B˜(z) associé aux points {zk}∞k=1,
3.5.2 Résultats
Nous sommes en mesure à présent de donner le premier résultat original [4]
de cette étude concernant le comportement asymptotique des polynômes Lp extré-
maux Tn,p associés à une mesure α du type α = β+ γ ayant une partie discrète
concentrée sur un nombre infini de points zk situés à l’extérieur du cercle unité Γ.
Théorème 3.5.4. Soit Γ le cercle unité et α ∈ Ş, alors
i)- lim
n→∞
mn,p(α) = (µ(α))
1
p .
ii)- lim
n→∞
‖Tn,p(z)
zn
− DG(∞)DG(z) .
∞∏
k=1
z−zk
z.zk−1 .
|zk|2
zk
‖Hp(G,ρ) = 0.
iii)- Tn,p(z) = zn.
DG(∞)
DG(z)
.
∞∏
k=1
z−zk
z.zk−1 .
|zk|2
zk
.[1+ n(z)],
n(z)−→ 0, uniformément sur les sous ensembles compacts de G.
Preuve. Pour étabilir le point (i) du théorème 3.5.4, nous montrons les inégalités
suivantes :
lim
n→∞
supmn,p(α)≤ (µ(α))
1
p , (3.25)
et
lim
n→∞
infmn,p(α)≥ (µ(α))
1
p , (3.26)
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En effet, pour démontrer l’inégalité (3.25) nous introduisons des fonctions Dε,
Fε,η et des polynômes Qn,ε,η commme approximations, dans un certain sens, de D,
Dε et Tn,p respectivement, et pour cela on suit les étapes suivantes :
Étape 1 :
• D −→Dε.
Soit Dε (ε > 0) une fonction analytique telle que Dε ∈ C∞(Γ), on suppose qu’il
existe ε > 0 de telle sorte que min
Γ
|Dε| ≥ ε, inf
Γ
|D| ≥ 1+ ε et
∫
Γ
||Dε(ξ)|p−|D(ξ)|p||dξ|< εp, (ε > 0). (3.27)
Soit η > 0 telle que η > η(ε) et η < 1,
Étape 2 :
• 1Dε −→Fε,η.
On définie une fonction régulière Fε,η comme suit :
Fε,η(ξ) =


1
|Dε(ξ)|
si ξ /∈ Γ˜+∪ Γ˜−
|ξ±1|2 si ξ ∈ Γ±
et
η ≤ Fε,η(ξ)≤ 1|Dε(ξ)| , pour ξ ∈ Γ˜±\Γ±
où
Γ± = {ξ ∈ Γ, |ξ±1|2 ≤ η2},
Γ±  Γ˜± = {ξ ∈ Γ, |ξ±1|2 ≤ η}.
Il est évident que la fonction Fε,η(ξ) est différentiable et
|Dε(ξ)Fε,η(ξ)| ≤ 1. (3.28)
Ainsi
0≤ log 1Dε(0) − logFε,η(0)≤
∫
Γ˜+∪Γ˜−
log
1
Fε,η(ξ)Dε(ξ) |dξ|
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0≤
∫
Γ˜+
log
1
|ζ−1| |dξ|+
∫
Γ˜−
log
1
|ξ+1| |dξ|= o(1), η→ 0.
Alors
Fε,η(ξ)D(ξ)' 1, η→ 0, ε→ 0, (3.29)
sauf aux voisinages des points ±1.
Étape 3 :
• Estimation de ‖DQn,ε,η‖Lp(β,Γ).
Tout d’abord, nous voyons que la Fonction BFε,η est régulière et que (BFε,η)′ ∈
L∞(β,Γ), implique la convergence uniforme de la série de Fourier dans Γ, également
max
Γ
|B(ξ)Fε,η(ξ)| ≤ η(ε)< η < 1. (3.30)
On note Qn,ε,η(ξ) la somme de Fourier d’ordre n de la fonction BFε,η, donc
∀ε > 0, ∀η > 0, ∃n0(ε,η) :
sup
n≥n0(ε,η)
|Qn,ε,η(ξ)| ≤ |Fε,η(ξ)−Qn,ε,η(ξ)|+ |Fε,η(ξ)| ≤ 2, (3.31)
et pour tout ε > 0, η > 0 fixé, on a
‖BFε,η−Qn,ε,η‖L∞(β,Γ) −→ 0 n→∞. (3.32)
En utilisant les formules (3.29) et (3.32) on obtient
‖DεQn,ε,η‖Lp(β,Γ) ≤ ‖DεBFε,η‖Lp(β,Γ) +‖Dε(BFε,η−Qn,ε,η)‖Lp(β,Γ)
≤ ‖DεBFε,η‖Lp(β,Γ)+‖Dε‖Lp(β,Γ)‖(BFε,η−Qn,ε,η)‖L∞(β,Γ)
≤ 1+ ε, ∀n≥ s(ε,η). (3.33)
Par conséquent,en utilisant les formules (3.25), (3.31) et (3.33) :
‖DQn,ε,η‖pLp(β,Γ) ≤
∫
Γ
(|D|p−|Dε|p+Dε|p)|Qn,ε,η(ξ)|p|dξ|
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≤ (1+ ε)p+
∫
Γ
(|D|p−|Dε|p)|Qn,ε,η(ξ)|p|dξ|
≤ 1+pε+2pεp, ∀n≥max(m,s), (3.34)
pour n→∞, η→ 0, ε→ 0.
Étape 4 :
• Estimation de ‖Qn,ε,η‖Lp(γ) et mn,p(α).
Comme le produit de Blaschke est égual à zéro dans les points zk, nous avons
pour ε et η fixé alors,
‖Qn,ε,η‖Lp(γ) = ‖BFε,η−Qn,ε,η‖Lp(γ) −→ 0, n→∞. (3.35)
En effet, si nous remarquons que
Qn,ε,η(z) =BFε,η(0)zn+ ...,
ainsi
mn,p(α) = ‖Tn,p‖Lp(α,F ) = inf‖Qn‖Lp(α,F ),
nous obtenons, avec l’aide de (3.34) et (3.35)
mn,p(α)≤ ‖ 1(BFε,η)(0)Qn,ε,η‖Lp(α,F ) =
1
(BFε,η)(0)‖Qn,ε,η‖Lp(α,F )
≤ 1+pε+2
pεp
(BFε,η)(0) .
Enfin, en utilisant (3.16) avec µ(β) =Dp(0) =DpG(∞), on obtient
lim
n→∞
supmn,p(α)≤DG(∞)
∞∏
k=1
|zk|= (µ(β))
1
p
∞∏
k=1
|zk| (3.36)
= (µ(α))
1
p .
Remarque 3.5.5. La formule
‖Qn,ε,η‖Lp(α,F ) ≤ 1+pε+2pεp n→∞,
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implique que :
mn,p(α)
mn,p(β)
≤
∞∏
k=1
|zk|; n > N0, p > 0. (3.37)
Il reste à prouver que :
lim
n→∞
infmn,p(α)≥ (µ(α))
1
p .
Nous proposons deux preuves de cette dérnière formule.
La première preuve du (3.26) :
Posons
Φ∗n,p(z) =
Tn,p(z)
zn
, (3.38)
et utilisons (3.25), on obtient :
‖Φ∗n,p‖pHp(G,ρ) ≤M, (3.39)
Soit M∗ = lim
n→∞
inf ‖Φ∗n,p‖pHp(G,ρ), on a
M∗ = lim
n→∞, n∈N1
‖Φ∗n,p‖pHp(G,ρ). (3.40)
Ce résultat et le lemme 3.3.3 impliquent que {Φ∗n,p, n ∈ N1} est une famille
normale dans G. Ainsi on peut trouver une fonction ψ(z) qui est la limite uniforme
sur les sous ensembles compacts de G d’une sous suite {Φ∗n,p, n∈N2} de {Φ∗n,p, n∈
N1}.
D’aprés le lemme 3.3.4 : ψ ∈Hp(G,ρ) et
‖ψ‖p
Hp(G,ρ) ≤ limn→∞, n∈N1 ‖Φ
∗
n,p‖pHp(G,ρ). (3.41)
D’autre part, ψ(∞) = 1 et ψ(zk) = 0, k = 1, 2 ....
Avec (3.41) on obtient
µ(α)≤ ‖ψ‖p
Hp(G,ρ) ≤ limn→∞ inf ‖Φ
∗
n,p‖pHp(G,ρ) ≤ limn→∞ inf(mn,p(α))
p.
Autre preuve du (3.26) :
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Utilisant les propriétés extrémales de Tn,p(z) et T ln,p(z), on obtient
mn,p(α)≥mn,p(αl), ∀p > 0, ∀l. (3.42)
où
mn,p(αl) = ‖T ln,p‖Lp(αl,Fl) = infQn∈Pn,1{‖Qn‖Lp(αl,Fl)}, (3.43)
avec
‖f‖p
Lp(αl,Fl)
=
∫
Γ
|f(ξ)|pρ(ξ)|dξ|+
l∑
k=1
Ak|f(zk)|p.
En combinant (3.42) avec [24, théorème 2.2 ], on a
lim
n→∞
infmn,p(α)≥ (µ(αl))
1
p , ∀p > 0, ∀l. (3.44)
où
µ(αl) = inf{‖ϕ‖pHp(G,ρ), ϕ∈Hp(G,ρ), ϕ(∞) = 1, et ϕ(zk) = 0, k= 0, ...l}, (3.45)
et Fl = Γ∪{zk}lk=1.
Maintenant, utilisant le fait que
µ(αl) = µ(β)(
l∏
k=1
|zk|)p,
(voir [24, formule (1.9) ]), et faisant tendre l→∞,
on obtient
lim
n→∞
infmn,p(α)≥ (µ(β))
1
p
∞∏
k=1
|zk|= (µ(α))
1
p (3.46)
Alors (3.36) et (3.46) impliquent
(µ(α))
1
p ≤ lim
n→∞
infmn,p(α) lim
n→∞
supmn,p(α)≤ (µ(α))
1
p , (3.47)
et la prouve du point (i) du théorème est achevée.
Considérons les fonctions Ψn(z) suivantes
Ψn(z) =
1
2
(Φ∗n,p(z)+ψ
∗(z)),
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avec
‖ψ∗‖p
Hp(G,ρ) = µ(α).
Alors Ψn(z) vérifient :
Ψn(∞) = 1 et lim
n→∞
Ψn(zk) = 0, k = 1, 2, ....
Comme dans (i) nous avons
lim
n→∞
inf ‖Ψn‖pHp(G,ρ) ≥ µ(α).
Finalement on obtient (ii) du théorème 3.5.4 en appliquant les inégalités de
Clarkson et une extension du lemme de Keldych (voir chapitre 4 pour plus de
d’étaille ).
Il est claire que les formules du type (iii) combinées avec le lemme 3.3.4 abou-
tissent à la formule asymptotique des polynômes Lp extrémaux donc au (iii). En
effet, appliquons le lemme 3.3.4 aux fonctions
n(z) =
Tn,p
zn
−ψ∗(z). (3.48)
On obtient pour tout compact K ⊂G :
sup
z∈K
|n(z)| ≤ C(K)‖n‖pHp(G,ρ) −→n→∞ 0,
et le (iii) du théorème 3.5.4 est démontré. 
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Chapitre 4
Comportement asymptotique des
polynômes Lp extrémaux en
présence d’un ensemble de points
de masse dénombrable
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Chapitre 4. Comportement asymptotique des polynômes Lp extrémaux
en présence d’un ensemble de points de masse dénombrable
4.1 Introduction
Dans ce chapitre nous représentons la formule asymptotique des polynômes
Pn,p,α L
p extrémaux à l’extérieur du cercle unité Γ associée à une mesure sous la
forme α = β+γ = βa+βs+γ, où βa la partie absolument continue de β vérifie la
condition de Szegö avec supp(βa) = Γ, βs la partie singulière de β avec supp(βs)⊂ Γ
et γ une mesure discrète concentrée sur un nombre infini des points {zk}∞k=1 situés
à l’extérieur du cercle unité. On note par mn(p,α), µ(α) les valeurs optimales
Le théorème 3.5.4 est un cas particulier de ce problème. Il correspond au cas
βs = 0.
Les résultat que nous obtenons sont basés essentiellement sur les travaux de
Peherstofer, Yuditskii [39], Gueronimus [19] et Bello Hernandez, Marcellans et
Minguez [8, 34]. Les difficultées que nous trouvons sont d’établir les inégalités :
lim
n→∞
supmn,p(α)≤ µ(α)
1
p , (4.1)
et
µ(α)
1
p ≤ lim
n→∞
infmn,p(α). (4.2)
On peut cependant utiliser cette nouvelle technique du à Peherstofer et Yudits-
kii [39] avec quelques modifications, qu’ils ont utilisée pour démontrer la formule
asymptotique des polynômes orthogonaux associés à une mesure concentrée sur le
segment [−2,+2] plus un nombre infini de points. Les auteurs ont démontré une
formule semblable à la formule (4.1), alors que cette technique resterait valable
pour établir la formule (4.1) dans le cas Lp extrémaux. Nous utilisons aussi les
propriétés extrémales des polynômes et le travail de Gueronimus [19] pour démon-
trer la formule (4.2). Il faut bien voir comment la constante extrémale intervient
dans l’espace Hp(G,ρ) et son rôle dans le recherche de la formule asymptotique.
Dans le cas p = 2, on applique dans ce cas la règle du parallélogramme. Par
contre, si p 6=2 on applique l’inégalité de Clarkson pour 1≤ p<∞ et pour 0<p< 1
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4.2 Rappels des mesures et problèmes extrémaux
en utilisant soit le lemme de Kyldysh [26] dans le cas du contour tout seul ( voir
Geronimus [19] ), soit une première extension du lemme de Kyldysh dans le cas
d’un contour plus un nombre fini de points dûe à Kaliaguine [24, lemme 2.1, p 235],
soit une récente extension du lemme de Keldysh dûe à Bello Hernaudez, Marcellan
et Minguez [8, théorème 2, p 430] dans le cas d’un cercle plus un nombre infini de
points.
4.2 Rappels des mesures et problèmes extrémaux
4.2.1 Mesure complexe
Définition 4.2.1. Soit (X,=) un espace mesurable. On appelle mesure complexe
toute application µ : =−→ C telle que :
µ(∪n≥1An) =
∑
n≥1
µ(An),
pour toute suite d’élements An ∈ = deux à deux disjoints.
Définition 4.2.2. Si µ est une mesure complexe sur (X,=), on appelle variation
de µ l’application |µ| : =−→ R+ définie, pour A ∈ = par
|µ|(A) = sup{∑
n≥1
|µ|(An); (An)n≥1 partition mesurable de A},
|µ|(X) s’appelle la variation totale de µ. On a
Théorème 4.2.3. |µ| est une mesure positive bornée sur (X,=).
Mesure absolument continue
Soit m une mesure positive sur (X,=) et f : X −→ R+ une application m-
intégrable. La mesure de densité f par rapport à m : mf (A) =
∫
A fdm, A ∈ =
vérifie m(A) = 0 ⇒ mf (A) = 0.
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Définition 4.2.4. Soit m une mesure positive sur (X,=) et µ une autre mesure
complexe sur (X,=) . On dit que µ est absolument continue par rapport à m si :
m(A) = 0 ⇒ µ(A) = 0.
4.2.2 Mesure singulière
Définition 4.2.5. On dit qu’une mesure µ est portée par A ∈ = si
µ(B) = µ(A∩B),∀B ∈ =.
Cela équivaut à B∩A = ∅⇒ µ(B) = 0
Définition 4.2.6. On dit que les mesures µ1 et µ2 sont singulières l’une par rapport
à l’autre, et l’on écrit µ1⊥µ2, s’il existe des parties mesurables disjointes A, B ∈=
telles que µ1 soit portée par A et µ2 portée par B.
4.2.3 Théorème de Radon-Nikodym
Théorème 4.2.7. Soit m une mesure positive σ-finie sur (X,=) et µ une mesure
sur (X,=) positive σ-finie. Alors :
1) Décomposition de Lebesgue : il existe un unique couple de mesures
µa, µs sur (X,=) telles que
µ= µa+µs et µs ⊥m
et µa est absolument continue par rapport à m.
Ces mesures sont positives et σ-finies, et l’on a µa ⊥ µs.
2) Théorème de Radon-Nikodym : il existe une unique fonction f m-
intégrable telle que
µa =mf = f.m
On dit que f est la dérivée de Radon-Nikodym de µ par rapport à m.
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4.2 Rappels des mesures et problèmes extrémaux
4.2.4 Problèmes extrémaux associés à la mesure α
Soit Γ = {z ∈C : |z|= 1} et G= {z ∈C : |z|> 1} l’extérieur du cercle unité,
on considère une mesure α de la forme
α = β+γ = βa+βs+γ,
où βa la partie absolument de β avec supp(βa) = Γ ; c’est-à-dire
dβa(ξ) = ρ(ξ), ρ(ξ)≥ 0, ρ(ξ) ∈ L1([−pi,pi], |dξ|),
βs la partie singulière de β avec supp(βs)⊂ Γ et γ une mesure discrète concentrée
sur un nombre infini des points zk ∈G telle que
γ =
∞∑
k=1
Akδzk , Ak > 0,
∞∑
k=1
Ak <∞,
où δzk la mesure de Dirac au point zk.
Supposons que la parie absolument continue βa vérifie
∫
Γ
log(ρ(ξ))|dξ|>−∞ (condition de Szegö). (4.3)
On note par mn,p(α) et mn,p(βa) les valeurs optimales
mn,p(α) = ‖Pn,p,α‖Lp(α) = min
Qn=zn+...
{‖Qn‖Lp(α)}, (4.4)
mn,p(βa) = ‖Pn,p,βa‖Lp(Γ) = min
Qn=zn+...
{‖Qn‖Lp(Γ)}, (4.5)
avec
‖f‖p
Lp(α) =
∫
Γ
|f(ξ)|pρ(ξ)|dξ|+
∫
Γ
|f(ξ)|pdβs+
∞∑
k=1
Akf(zk)|p,
et
‖f‖p
Lp(Γ) =
∫
Γ
|f(ξ)|pρ(ξ)|dξ|.
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On se donne la solution optimale d’un problème extrémal
inf{‖ϕ‖p
Hp(G,ρ) : ϕ ∈Hp(G,ρ), ϕ(∞) = 1},
par
ϕ∗(z) =
DG(∞)
DG(z) ,
et la valeur optimal
µ(βa) = ‖ϕ∗‖pHp(G,ρ) =DG(∞)p =D(0)p (voir chapitre 3 ). (4.6)
Ainsi pour le problème extrémal
µ(α) = inf{‖ϕ‖p
Hp(G,ρ) : ϕ ∈Hp(G,ρ), ϕ(∞) = 1, ϕ(zk) = 0, k= 1, 2, ...}, (4.7)
la solution optimal donnée par
ψ∗(z) =
DG(∞)
DG(z) B˜(z),
où B˜(z) =
∞∏
k=1
z−zk
zzk−1
|zk|2
zk
le produit de Blaschke et DG(z) la fonction de Szegö
associée au domaine G telle que
DG ∈Hp(G,ρ), |DG(ξ)|p = ρ(ξ) (ξ ∈ [−pi,pi]), DG(∞)> 0.
Donc on peut vérifie que les valeurs optimales sont liées par
µ(βa) =
∞∏
k=1
|zk|−pµ(α). (4.8)
4.3 Extension du lemme de Keldysh
Pour son utilité dans la démonstration des formules asymptotiques des poly-
nômes Lp extrémaux Pn,p,α, dans le cas 0 < p < 1, nous explicitons dans cette
section le lemme de Keldysh classique [26]. Puis une généralisation du lemme de
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4.3 Extension du lemme de Keldysh
Keldysh au cas du cercle plus un nombre fini de points se trouvant à l’intérieur
du cercle donné par Kaliaguine [24]. Et enfin, une extension du lemme de Keldysh
au cas du cercle plus un nombre infini de points se trouvant à l’intérieur du cercle
introduit par Bello Hernandez, Marcellan et Minguez [8].
4.3.1 Lemme de Keldysh
Lemme 4.3.1. [26] Soit {fn} une suite de fonctions analytiques dans ∆ et 0< p<
∞. Si
• {fn} ⊂Hp(∆),
• lim
z→eiθ
fn(z) = fn(eiθ),
• lim
n→∞
fn(0) = 1,
• lim
n→∞
{ 1
2pi
∫ 2pi
0
|fn(eiθ)|pdθ}= 1,
alors
lim
n→∞
{ 1
2pi
∫ 2pi
0
|fn(eiθ)−1|pdθ}= 0.
4.3.2 Généralisation du lemme de Keldysh au cas d’un
nombre fini de points
Lemme 4.3.2. Soit {fn} une suite de fonctions analytiques dans ∆ et {zk}Nk=1 un
ensemble fini de points se trouvant dans ∆. On suppose que log(β′)∈L1([0,2pi],dm)
et 0< p <∞, si
• {fn} ⊂Hp(∆),
• lim
z→eiθ
fn(z) = fn(eiθ),
• lim
n→∞
fn(zk) = 0, k = 1, ..., N ,
• lim
n→∞
{ 1
2pi
∫ 2pi
0
|fn(eiθ)|pdθ}=
N∏
k=1
|zk|−p,
alors
lim
n→∞
{ 1
2pi
∫ 2pi
0
|fn(eiθ)− B˜(eiθ)|pdθ}= 0.
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Preuve. On considère pour les fonctions
hn(z) =
fn(z)
B˜(z)
,
la décomposition
hn(z) = gn(z)+
N∑
k=1
rk
fn(zk)
z−zk ,
où rk ne dépend pas de n. Puis on applique le lemme de Keldysh à la suite de
fonctions {gn} analytiques dans ∆. 
4.3.3 Extension du lemme de Keldysh au cas d’un nombre
infini de points
Avant de donner l’extension du lemme de Keldysh, introduisons d’abord quelques
notation :
Dans ce cas les auteurs [8] ont considéré une mesure β non absolument continue
concentrée sur le cercle unité, la mesure β admet donc la décomposition suivante :
β = βa+βs,
où
βa est la partie absolument continue de β concentrée sur Γa.
βs est la partie singulière de β concentrée sur Γs.
Γa et Γs est la décomposition disjointe du cercle unité.
On suppose que
β ∈ S⇔ log(β′) ∈ L1([0,2pi],dm),
où m est la mesure de Lebesgue sur [0,2pi] et dβ = β′dm ( β′ est la dérivée de
Radon Nicodym de β ).
Hp(β) est définie comme la fermeture de Lp(β) des polynômes en eiθ et
‖f‖pp =
∫ 2pi
0
|f(eiθ)|pdβ(θ), f ∈Hp(β).
96
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0065/these.pdf 
© [M. Belhout], [2012], INSA de Lyon, tous droits réservés
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On note par
Hpa(β) = L
p
a = {f ∈ Lp(β); f = 0 βs−pp},
Hps (β) = L
p
s = {f ∈ Lp(β); f = 0 βa−pp}.
On considère la fonction
Kp(β,z) =


D(β,0)
D(β,z) si z ∈ Γa∪{z : |z| < 1}
0 si z ∈ Γs
où
D(β,z) = exp{ 1
2p
∫
ξ+ z
ξ−z logβ
′dm}; ξ = eiθ
est la fonction de Szegö.
On a alors la caractérisation suivante de l’espace Hp(β)
Hp(β) =KpHp(m)⊕Lps,
en d’autre terme, cela veut dire
∀f ∈Hp(β), ∃Ψ ∈Hp(m) et ∃fs ∈ Lps telles que f =KpΨ +fs.
L’extension du lemme de Keldysh est alors donnée par le lemme suivant :
Lemme 4.3.3. Soit 0 < p <∞, fn ∈Hp(β) une suite de fonctions et {zk}Λk=1 un
ensemble fini ou infini de points se trouvant dans ∆. Pour 0< p <∞ et β ∈ S, si
a)− lim
n→∞
Ψn(0) = 1,
b)− lim
n→∞
Ψn(zk) = 0,
c)−
Λ∑
k=1
(|zk|−1)<∞,
d)− lim
n→∞
‖fn‖=
Λ∏
k=1
|zk|−pD(β,0),
alors
lim
n→∞
Ψn =
Λ∏
k=1
z−zk
zzk−1
zk
|zk|2 , (4.9)
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uniformément sur les sous ensembles compacts de ∆.
lim
n→∞
‖fn−Kp
Λ∏
k=1
z−zk
zzk−1
zk
|zk|2‖p = 0. (4.10)
Preuve.
Soit fn ∈Hp(β) alors fn =KpΨn+fs où Ψn ∈Hp(m) et fs ∈ Lps, donc
‖KpΨn‖p ≤ ‖fn‖p.
D’aprés (d)
lim
n→∞
sup‖Ψn‖p ≤
Λ∏
k=1
|zk|−p,
on peut alors extraire de la suite {Ψn} une sous suite convergente vers la même
limite Ψ .
D’aprés (b)
Ψ (zk) = 0, Ψ ∈Hp(m) et ‖Ψ‖p ≤
Λ∏
k=1
|zk|−p,
et qui admet la décomposition
Ψ (z) =
Λ∏
k=1
z−zk
zzk−1
zk
|zk|2
Λ∏
k=1
z−wk
zwk−1
wk
|wk|2h(z),
où {zk} et {wk} sont les zéros de Ψ et h ∈Hp(m) telle que h(0) = 1 et
‖Ψ‖p =
Λ∏
k=1
|zk|−p
|wk|p ‖h‖p.
or ‖h‖p ≤ 1, ce qui implique que h≡ 0 donc {wk} est vide, on a alors
Ψ (z) =
Λ∏
k=1
z−zk
zzk−1
zk
|zk|2 .
Comme lim
n→∞
Ψn(z) = Ψ (z), converge uniformément sur les sous ensembles com-
pacts de ∆, et ‖Ψn‖p ≤ ‖Ψ‖p, on obtient alors que lim
n→∞
‖Ψn−Ψ‖p = 0, c’est-à-dire
lim
n→∞
‖KpΨn−KpΨ‖p,βa = 0.
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En particulier
lim
n→∞
‖KpΨn‖p,βa = ‖KpΨ‖p,βa =D(β,0)
Λ∏
k=1
|zk|−p,
alors
lim
n→∞
‖fn‖p,βs = 0,
ce qui donne (4.10). 
4.4 Classe de mesures G
Définissons maintenant la classe de mesures G, pour laquelle on obtient la
formule asymptotique des polynômes Lp extrémaux Pn,p,α.
Définition 4.4.1. Soit α = β+γ = βa+βs+γ, on dit que la mesure α appartient
à la classe G si la partie absolument continue et la partie discrète de α, satisfait
∫
Γ
(logρ(ξ))|dξ|>−∞
et
∞∑
k=1
(|zk|−1)<∞.
Lemme 4.4.2. Pour p > 0 et α ∈G, alors
lim
n→∞
supmn,p(α)≤ µ(α)
1
p . (4.11)
Preuve.
Tout d’abord ; on considère Dε une fonction analytique de classe C∞(Γ), on
suppose qu’il existe ε > 0 de telle sorte que min
Γ
|Dε| ≥ ε et inf
Γ
|D| ≥ 1+ ε, en plus
on a : ∫
Γ
||Dε(ξ)|p−|D(ξ)|p||dξ|< εp, (ε > 0). (4.12)
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Par la suite on pose
1
η(ε)
= max |Dε(ξ)| sur Γ. (4.13)
Soit η > 0 telle que η > η(ε) et η < 1, on définie une fonction régulière χε,η
comme suit :
χε,η(ξ) =


1
|Dε(ξ)|
si ξ ∈ Γ\(Γ˜s∪Γ+∪Γ−)
η si ξ ∈ Γs\(Γ+∪Γ−)
|ξ±1|2 si ξ ∈ Γ±
et pour ξ ∈ Γ˜s\(Γs∪Γ+∪Γ−)
η ≤ χε,η(ξ)≤ 1|Dε(ξ)| ,
où
Γ± = {ξ ∈ Γ, |ξ±1|2 ≤ η},
Γs ⊂ Γ un système d’intervalles fini tel que
∫
Γ\Γs
dβs ≤ η, (4.14)
et
|Γs|=
∫
Γs
|dξ| ≤ η, (4.15)
et Γ˜s un autre système d’intervalles qui se pose par extension à chaque intervalle
de Γs tel que |Γ˜s| ≤ 2η.
Il est claire que la fonction χε,η(ξ) est différentiable et
|Dε(ξ)χε,η(ξ)| ≤ 1, (4.16)
aussi
|Dε(ξ)| ≤ 1
η
. (4.17)
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4.4 Classe de mesures G
Ainsi,
0≤ log 1
χε,η(0)
− logDε(0)≤
∫
Γ˜+∪Γ˜−∪Γs
log
1
χε,η(ξ)Dε(ξ) |dξ|
0≤
∫
Γ˜+
log
1
|ζ−1| |dξ|+
∫
Γ˜−
log
1
|ξ+1| |dξ|+ log
1
η
∫
Γ˜s
|dξ|= o(1), η→ 0,
implique
χε,η(0)D(0)' 1, η→ 0, ε→ 0, (4.18)
sauf aux voisinages des points ±1.
D’autre part, nous voyons que la fonctionBχε,η est régulière, oùB(t)=
∞∏
k=1
tk− t
1− ttk
|tk|
tk
(t∈D, |tk|< 1), et que le produit de Blaschke oscille aux voisinages des points ±1,
par ailleurs,
sup
ξ∈Γ
|(
√
B
′(ξ)(ξ2−1))2|<∞.
Par conséquent, (Bχε,η)
′ ∈L∞(Γ) (voir [38]), la série de Fourier de la fonction
Bχε,η converge uniformement sur Γ, d’ou
max
Γ
|(Bχε,η)(ξ)| ≤max
Γ
| 1Dε(ξ) | ≤ 1. (4.19)
On note Qn,ε,η la somme de Fourier d’ordre n de la fonction Bχε,η, alors
∀ε > 0, ∀η > 0, ∃m(ε,η) :
sup
n≥m(ε,η)
|Qn,ε,η(ξ)| ≤ |(Qn,ε,η−χε,η)(ξ)|+ |χε,η(ξ)| ≤ 2, (4.20)
et pour tous ε, η fixés
‖Bχε,η−Qn,ε,η‖L∞(Γ)→ 0, n→∞. (4.21)
Donc,
‖DεQn,ε,η‖Lp(Γ) ≤ ‖DεBQn,ε,η‖Lp(Γ) +‖Dε(Bχε,η−Qn,ε,η)‖Lp(Γ)
≤ ‖DεBQn,ε,η‖Lp(Γ)+‖Dε‖Lp(Γ)‖(Bχε,η−Qn,ε,η)‖L∞(Γ)
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≤ 1+ ε1, ∀n≥ s(ε1,η). (4.22)
Par conséquent, en utilisant les formules suivantes (4.12), (4.20) et (4.22) :
‖DQn,ε,η‖pLp(Γ) ≤
∫
Γ
(|D|p−|Dε|p+Dε|p)|Qn,ε,η(ξ)|p|dξ|
≤ (1+ ε1)p+
∫
Γ
(|D|p−|Dε|p)|Qn,ε,η(ξ)|p|dξ|
≤ 1+pε1+2pεp, ∀n≥max(m,s), (4.23)
pour n→∞, η→ 0, ε1→ 0, ε→ 0.
Pour la mesure singulière βs nous avons
‖Qn,ε,η‖Lp(βs) ≤ ‖DBχε,η‖Lp(βs)
≤ [
∫
Γs
|χε,η(ξ)|pdβs+
∫
Γ\Γs
|χε,η(ξ)|pdβs]
1
p + o(1)
due à (4.13) et (4.14), nous obtenons
‖Qn,ε,η‖Lp(βs) ≤ Cη
1
p + o(1) n→∞. (4.24)
Enfin, pour la mesure discrète γ nous avons, pour ε, η fixes et avec le produit
de Blaschke égale à zéro dans les points zk :
‖Qn,ε,η‖Lp(γ) = ‖Bχε,η−Qn,ε,η‖Lp(γ) = o(1), n→∞. (4.25)
En effet, Si nous constatons que
Qn,ε,η(z) =Bχε,η(0)zn+ ...,
en utilisant
mn,p(α) = ‖Pn,p,α‖Lp(α) = inf‖Qn‖Lp(α),
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nous obtenons, avec l’aide de (4.22), (4.23) et (4.24)
mn,p(α)≤ ‖ 1(Bχε,η)(0)Qn,ε,η‖Lp(α) =
1
(Bχε,η)(0)
‖Qn,ε,η‖Lp(α)
≤ 1+pε1+2
pεp
(Bχε,η)(0)
.
Enfin, en utilisant (4.7) avec µ(βa) =Dp(0) =DpG(∞), nous obtenons
lim
n→∞
supmn,p(α)≤DG(∞)
∞∏
k=1
|zk|= (µ(βa))
1
p
∞∏
k=1
|zk| (4.26)
= (µ(α))
1
p .

Théorème 4.4.3. Soit Γ le cercle unité et α = β+γ = βa+βs+γ, telle que α ∈G,
et DG la fonction de Szegö associée à G, alors
(i)- lim
n→∞
mn,p(α) = {µ(α)}
1
p ,
(ii)- lim
n→∞
‖Pn,p,α(z)
zn
− DG(∞)DG(z) B˜(z)‖Hp(G,ρ) = 0,
(iii)- Pn,p,α(z) = zn
DG(∞)
DG(z)
∞∏
k=1
z−zk
zzk−1
|zk|2
zk
[1+ n(z)],
n(z)→ 0, uniformément sur les sous ensembles compacts de G.
Preuve.
Pour le point (i) du théorème 4.4.3 d’après le lemme 4.4.2, il reste à voir que
lim
n→∞
inf mn,p(α)≥ {µ(α)}
1
p .
pour se débarrasser de l’hypothèse que la fonction |DG| est bornée inférieure-
ment on utilise l’astuce suivante standard. Nous définissons
|Dε(ξ)|p = |DG(1
ξ
)|p+ εp, ξ ∈ Γ (ε > 0). (4.27)
Notez que |Dε| est bornée inférieurement. Les propriétés extrémales de Pn,p,α
et Pn,p,αε impliquent
mn,p(α) = ‖Pn,p,α‖Lp(α) ≥ ‖Pn,p,α‖Lp(αε) ≥mn,p(αε) (4.28)
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avec
mn,p(αε) = ‖Pn,p,αε‖Lp(αε),
et
‖f‖p
Lp(αε)
=
∫
Γ
|f(ξ)|p|Dε|p|dξ|+
∫
Γ
|f(ξ)|pdβs,
Puisque Dε(0)−→DG(∞), ε→ 0, nous avons également (voir [34])
lim
n→∞
mn,p(αε) =
∞∏
k=1
|zk| limn→∞mn,p(βa). (4.29)
D’autre part, les résultats cité dans [19] donne
lim
n→∞
mn,p(βa) = {µ(βa)}
1
p . (4.30)
En utilisant (4.12) , (4.29), (4.30) on obtient
{µ(α)} 1p ≤ lim
n→∞
inf mn,p(α)≤ limn→∞sup mn,p(α)≤ {µ(α)}
1
p ,
et le point (i) du théorème 4.4.3 est établi.
La fonction
Φ+n (z) =
1
2
(
Pn,p,α(z)
zn
+ψ∗(z)),
où ‖ψ∗‖p
Hp(G,ρ) = µ(α), à la limite suivante
Φ+n (∞) = 1 et limn→∞Φ
+
n (zk) = 0.
Comme dans (i), nous avons
lim
n→∞
inf‖Φ+n ‖pHp(G,ρ) ≥ µ(α).
Finalement, (ii) sera une conséquence du lemme de Keldysh et de l’inégalité
Clarkson.
Pour 0≤ p≤ 1, on utilise l’extension du lemme de Keldysh dû à Bello Hernan-
dez, Marcellan et Minguez [8].
104
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2012ISAL0065/these.pdf 
© [M. Belhout], [2012], INSA de Lyon, tous droits réservés
4.4 Classe de mesures G
Nous obtenons (ii) du théorème 4.4.3 dans le cas 0 < p < 1, en appliquant le
lemme 4.3.3 à la suite {fn = Pn,p,αzn } ⊂Hp(G,ρ).
On obtient
fn(∞) = 1 et ϕ∗(∞) = 1.
Ainsi la condition (a) du lemme 4.3.3 est vérifie. En revanche, la condition (b)
du lemme 4.3.3 est une conséquence du fait que ϕ∗(zk) 6= 0 et limn→∞fn(zk) = 0, k =
1, 2, ....
La condition (c) du lemme 4.3.3 est exactement la condition de la convergence
du produit de Blaschke. On obtient la condition (d) du lemme 4.3.3 par (i) du
théorème 4.4.3.
Pour 1≤ p≤ 2 :
[
∫
Γ
|Φ+n (ζ)|pρ(ζ)|dζ |]
1
p−1 +[
∫
Γ
|Φ−n (ζ)|pρ(ζ)|dζ |]
1
p−1 ≤ [1
2
∫
Γ
|Pn,p,α(ζ)|pρ(ζ)|dζ |
+
1
2
∫
Γ
|ψ∗(ζ)|pρ(ζ)|dζ |] 1p−1 .
Pour 2≤ p <∞ :
∫
Γ
|Φ+n (ζ)|pρ(ζ)|dζ |+
∫
Γ
|Φ−n (ζ)|pρ(ζ)|dζ | ≤
1
2
∫
Γ
|Pn,p,α(ζ)|pρ(ζ)|dζ |+12
∫
Γ
|ψ∗(ζ)|pρ(ζ)|dζ |.
où Φ−n (z) =
1
2(
Pn,p,α(z)
zn −ψ∗(z)).
Pour prouver (iii), on considère la fonction
n = Pn,p,α−ψ∗,
qui appartient à l’espaceHp(G,ρ). Puis en appliquant le lemme 3.3.4 ( voir chapitre
3 ), on obtient
sup{|n(z)| : z ∈K} ≤ C(K)‖n‖Hp(G,ρ)→ 0,
pour tous les sous-ensembles compacts K de G. Cela permet d’obtenir la démons-
tration du théorème 4.4.3. 
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Chapitre 4. Comportement asymptotique des polynômes Lp extrémaux
en présence d’un ensemble de points de masse dénombrable
4.5 Conclusion
Dans ce travail nous avons apporté une contribution à un problème dans le
domaine de la théorie de l’approximation qui porte sur l’étude du comportement
asymptotique des polynômes Lp extrémaux associés à une mesure non absolument
continue qui est concentrée sur le cercle plus un nombre infini de points se trouvant
à l’extérieur du cercle unité. Nous pensons que les formules asymptotiques obtenues
trouveront leurs applications dans plusieurs domaines des mathématiques.
Nous avons surmonter les principales difficultés qui étaient le passage du cas
p= 2 au cas 0< p<∞ et le passage du cas d’un nombre fini de points au cas d’un
nombre infini de points. Nous avons affaibli les conditions imposées sur les mesures
utilisées. Pour la preuve de la formule (i) nous avons utilisé une perturbation de
la fonction de Szegö associée à G. Les résultats de ce chapitre font l’objet d’un
article en rédaction [6].
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