Abstract-Spiking neurons and spiking neural circuits are finding uses in a multitude of tasks such as robotic locomotion control, neuroprosthetics, visual sensory processing, and audition. The desired neural output is achieved through the use of complex neuron models, or by combining multiple simple neurons into a network. In either case, a means for configuring the neuron or neural circuit is required. Manual manipulation of parameters is both time consuming and non-intuitive due to the nonlinear relationship between parameters and the neuron's output. The complexity rises even further as the neurons are networked and the systems often become mathematically intractable. In large circuits, the desired behavior and timing of action potential trains may be known but the timing of the individual action potentials is unknown and unimportant, whereas in single neuron systems the timing of individual action potentials is critical. In this paper, we automate the process of finding parameters. To configure a single neuron we derive a maximum likelihood method for configuring a neuron model, specifically the MihalasNiebur Neuron. Similarly, to configure neural circuits, we show how we use genetic algorithms (GAs) to configure parameters for a network of simple integrate and fire with adaptation neurons. The GA approach is demonstrated both in software simulation and hardware implementation on a reconfigurable custom very large scale integration chip.
membrane. These models are used to understand neuron behavior at its most basic level. Biological accuracy can be traded for computational efficiency and smaller parameter spaces. The computationally simple integrate and fire model aims to capture the most basic behavior of the neuron in a biophysical fashion, while the Izhikevich model [3] sacrifices biophysically to achieve a large number of firing modalities in an efficient manner. Modifications, such as introducing spikeinduced currents [4] and a variable threshold [5] , can be made to the integrate and fire model to allow for more firing types (for a review see Izhikivich [3] ). The use of these models ranges from attempting to understand neural behavior at its most fundamental level to modeling vision [6] , [7] , audition [8] , neural prosthetics [9] , and robotic locomotion controllers [10] [11] [12] .
Implementing these models as single neurons or as a circuit of multiple individual neurons poses the problem of configuring model parameters in different contexts. For example, in single neuron applications it is often desired to have as biologically faithful a model as possible, resulting in a large number of parameters to configure for the single neuron. In neural circuits, a simpler abstraction allows many more neurons to be instantiated and assembled into networks, however, this results in many more synaptic weights or other neural properties to be tuned. While the basic task for both single neurons and networks is parameter estimation, the optimal approach to do so differs.
In the single neuron case, Paninski and Pillow [4] showed that with an appropriate neuron model choice, it is possible to develop a maximum likelihood (ML) technique to determine the optimal neuron parameters that match the model's individual spike times to measured ones. They showed that the log-likelihood function for the general integrate and fire (GIF) neuron they used was concave in shape and consequently conventional optimization methods can be used to solve for the parameters. In this paper, we extend Paninski and Pillow's method to the Mihalas-Niebur (M-N) neuron model [5] . This is a linear integrate and fire model with a voltage-dependent threshold and spike induced currents. The varying threshold allows the model to adopt more firing modalities than models with a fixed threshold and spike-induced currents [5] . The differential equations of the model are very similar to those of the basic leaky integrate and fire neuron, resulting in a computationally efficient model.
Circuits of many individual neurons quickly become mathematically intractable and require a different optimization approach. Genetic algorithms (GAs) provide a natural choice to optimize these networks as they require no knowledge of the underlying network. They simply seek to minimize a fitness function and their randomized searching methods ensure that a large portion of the parameter space is searched. The rate of convergence has been a problem when using GAs in the past. However, it was shown in [13] and in our previous work [14] , [15] that the rate of convergence may be increased by using techniques such as "behavioral memory" developed by de Garis [16] and "staged evolution" developed by Lewis [17] . GAs have previously been used as learning rules for spiking neural networks acting as classifiers [18] , [19] . The work presented in this paper differs in that GAs are used to configure the dynamics of pattern generator networks whose outputs are sustained rhythmic patterns. This is discussed in Section III. The term "learning" is not used in this paper, as we feel it is more suited to the updating of network parameters such that an input is mapped to an output as in [20] and [21] . We view our work as more similar to biological development in that we are not only tuning the weights of an established network, but also determining the topology of the network and the properties of the individual neurons. To make this distinction we use the term "configuration."
While seemingly incompatible, ML methods and GAs are complementary to each other in that ML allows configuration of neurons at a very fine level while GAs provide configuration at a coarser granularity. This allows ML and GA to potentially be used together to provide fine tuning of neural circuit outputs. First the GA could be used to configure the overall network behavior, and then ML could be used to configure the parameters that are necessary for an individual neuron within the circuit to spike at specified times. This has parallels to neural development, e.g., during the development of the spinal cord circuitry of the mouse, the neural circuits responsible for locomotion are developed in two stages [22] , with the second stage of development hypothesized to begin when the motor neurons axons reach their muscle contacts and more information (in the form of target derived signals) is available for development [23] , [24] .
The remainder of this paper is organized as follows. First, the likelihood equations for the M-N neuron model are derived. Next, an example validating this method is shown. Section III elaborates on our previous work in the application of GAs to configuring spiking neural network parameters in software and in silico and for the configuring of network topologies. As an example network, a central pattern generator (CPG), which is used for locomotion control, is configured. The results of the application of the GA are then presented and discussed.
II. ML METHOD FOR THE M-N NEURON

A. M-N Neuron Model
The M-N model [5] is a linear integrate and fire model with a voltage-dependent threshold. The equations defining the model are as follows:
where V (t) is the membrane potential, (t) is the threshold, ∞ is the steady-state threshold value, I j are internal currents, I ext is the external current, G is the membrane conductance, V leak is the leak potential, and a controls the dependance of the threshold on the membrane potential and b controls the dependence of the threshold on its current value. When V (t) = (t), a spike occurs and the system is updated using the following rules:
where t − is the moment just before the neuron fires and t + is the moment immediately after the neuron fires. V reset is the membrane's post-spike reset potential, reset is the minimum allowable threshold potential. R j and A j specify the manner in which the spike-induced currents are updated. For instance, if R j is zero, then the current has a constant update function, it is independent of the value of the current before the spike. Parameters R j , A j , V reset , and reset can be chosen freely providing reset > V reset .
B. ML Estimation with the M-N Model
Given an input current I ext and a set of spike times t 1 , t 2 , ..., t n , we wish to find the parameters X = {G, V reset , A1, A2, a, b, reset } which cause the model to spike at the desired times. (The parameter space is reduced by assigning ∞ = reset and V leak = V reset ). The work done by Paninski and Pillow utilized the fact that the subthreshold dynamics of the GIF neuron's membrane potential are linear. For the M-N model, the (noiseless) membrane potential can be computed analytically to be
I j 0 is the initial condition of current I j over a given interspike interval. When t = 0 s, the neuron has yet to spike, and consequently there are no post-spike currents and I j 0 = 0. Once the neuron spikes at time t, then the initial conditions of the post-spike currents at time t + are obtained using the update rule in (2) . The post-spike currents evolve with time as
The noiseless threshold is computed as
where * denotes convolution. 0 is the value of the threshold value immediately after a spike has occured. This value is determined by the update rule in (2). It is clear that both (3) and (5) have linear dynamics. Thus if Gaussian noise is added to either equation, it will assume a Gaussian probability density [25] . The threshold voltage is dependent on the value of the membrane potential and, consequently, if noise is added to V (t), then (t) will be a random variable that depends on V (t). To avoid this dependence and simplify the calculations needed later, the noise is added into the threshold whose governing equation becomes
where dW t is Gaussian noise with standard deviation 1. Like Paninski, we will denote the induced Gaussian density as G( (t)|X, I ext ). The mean of this density is the deterministic threshold shown in (5) and the variance is calculated to be
On a given interspike interval [t i−1 , t i ], the set
describes the set of all possible paths the threshold may take such that a spike occurs during the time bin t i . Thus the likelihood that the neuron spikes at time t i , given that there was a spike at time t i−1 , is the probability of the event (t) ∈ C i , which is given by
When a spike occurs, the membrane potential and threshold are updated according to the rules in (2) .
The initial distribution of G( (t)|X, I ext ) over the interspike interval t ∈ [t i , t i+1 ] depends on the final distribution of G( (t)|X, I ext ) at time t = t i . That is, the interspike interval over t ∈ [t i , t i+1 ] is conditionally dependent on the previous interspike interval t ∈ [t i−1 , t i ]. To ensure conditional independence between interspike intervals, we make the assumption that the probability of is reset using the deterministic value of given in (5). The resulting system is a first-order nonhomogeneous Markov process and the likelihood of the entire spike train can be written as the multiplication of the conditional probabilities for each individual spike in the train [26] Li (t n , ...,
Neural data is stochastic in nature. If multiple recordings are made from the same neuron, under identical stimuli conditions, then there will be a slight variance between the recorded spike trains. This variance can be explicitly accounted for if the the ML optimization is performed across the multiple spike trains. Consider k spike trains recorded from the same neuron. It can be assumed that their likelihoods are independent and so the total likelihood across all the trials is simply
where Li j (t n , ..., t 1 ) is the likelihood of the j th spike train.
C. Implementation
An efficient method is needed to calculate the likelihoods used in (11) . Given X and t i−1 , we can make use of the fact that (6) is an Ito stochastic differential equation and thus the probability evolution of (t) to t i satisfies the Fokker-Planck equation [27] , [4] 
where P is the probability of the threshold being above the neuron membrane potential (i.e., the probability that the neuron has not yet spiked). In the above, the first term describes the drift of probability due to the subthreshold neuron dynamics presented in (1) and the second term describes the outwards diffusion of probability due to the injected noise. The boundary conditions for the system are
The first boundary condition describes the resetting of probability to the deterministic value of the threshold. The second boundary condition is an absorbing condition that removes the probability of the neuron spiking from the evolution. It is easy to see that the absorbing boundary falls onto the neuron's membrane potential, which is given in (3).
We can then calculate the likelihood of the neuron firing at a given time t i as follows [4] . The cumulative distribution of no spike occurring at time t is given by
Consequently Both the desired and predicted spike trains were simulated without noise. If the model were to be used to predict real neural signals, noise could be added to account for the variability inherent in real neural data. (b) Threshold probability evolution for tonic bursting. The dispersion of probability with time is shown by the shading. The whiter the shading, the higher the probability. The dotted line is the boundary condition which coincides with the deterministically calculated membrane potential of the neuron. (c) Magnified view of the probability evolution during the first bursting cycle.
is the cumulative distribution of a spike occurring at time t. The probability density function of a spike at time t is thus given by
which is the likelihood of a spike occuring at time t. To calculate the likelihood for a given spike train, we make use of the conditional independence of the probability of interspike intervals and write
D. Finite Difference Method
The simplest method to solve the partial differential equation in (12) is through the use of finite difference methods.
Finite difference methods approximate the derivatives in the partial differential equation with finite difference equations. Special care must be taken in the discretization of the diffusion term. When the movement of probability due to drift is greater than that through diffusion (i.e., the probability evolution has a high Peclet number), then central difference methods become unstable. To circumvent this, upwind methods [28] , where the derivative is approximated by either backward or forward difference equations depending on the direction of probability flow, were used at the cost of introducing numerical diffusion into the solution. This diffusion can be reduced using highorder upwind methods, however this also increases the size of the stencil needed. Central differences were used on the diffusion term, and the Crank-Nicolson method [29] was used to discretize time.
E. Application of Optimization Method to Configure Tonic Bursting
Parameters for tonic bursting were taken from [5] and used to simulate 250 ms of neural activity. The action potentials were extracted from the results and used as the desired spike times for the optimization. The initial parameters of the neuron were chosen at random and the results of the optimization are shown in Fig. 1(a) . It can be seen that the predicted spike times match the desired spike times almost perfectly. Fig. 1 (b) and (c) shows the probability evolution of the threshold. The resetting of the probability distribution after every spike ensures conditional independence between interspike intervals and, as (7) predicts, the variance of the distribution increases with time. The dotted line is the absorbing boundary condition and is responsible for removing the probability that the neuron has already spiked from the evolution. This removal of probability can be seen in Fig. 1(b) and (c), where the probability density at any time t is zero below the boundary.
F. Application of Optimization Method to Real Neuron Data
To test the validity of the optimization method against real neural data, the ML method was used to configure the M-N neuron to predict 1 s of firing activity from a regular spiking L5 pyramidal cell. The data was taken from Challenge A in the International Neuroinformatics Coordinating Facility's Quantitative Single-Neuron Modeling Challenge 2009 [30] . The dataset consists of 13 voltage recordings from the neuron responding to identical current stimuli. The spike times for each repetition were extracted by taking the times at which the voltage traces crossed 0 mV. The optimization was then performed across all 13 spike trains to account for the statistical nature inherent in neural data.
The results of the optimization along with the recorded spike times are shown in Fig. 2 . On average, the length of the predicted interspike intervals differed by the recorded interspike intervals by 1.2 ms with a standard deviation of 1.12 ms. The average interspike interval of the recorded data is 39.4 ms. The average error between the recorded and predicted interspike intervals is thus 3%. This shows that the predicted spike times (bottom raster) closely agree with the desired spike times (top raster). Furthermore, by optimizing the noise between trials the variability between recordings has been included in the model. ML methods are a powerful tool for configuring the individual spike times of a neuron. However, in certain circumstances it is more appropriate to use a network of neurons than a single instantiation. In this scenario, the dynamics of the network quickly becomes mathematically intractable and an ML-based method is no longer applicable. GAs provide a good alternative as there is optimization based on the fitness of the network's outputs without requiring information of the underlying dynamics. We now show how GAs can be used to configure both the parameters and topology of spiking neural networks.
III. CONFIGURING SPIKING NEURAL NETWORKS USING GAS
GAs have previously been used to train both single neurons [31] and neural networks [18] , [19] to perform classification tasks. In the single neuron case, Northmore and Elias [31] used GA to set the synaptic weights of a single in silico neuron so that it would respond to coincident synaptic inputs. Oros et al. [18] used a GA to train a simulated two-wheeled robot and spiking neural network to perform chemotaxis. Jin et al. [19] used a Pareto-based multiobjective GA to optimize both classification performance and network connectivity of a spiking neural network. In this instance, each neuron in the network was allowed to fire just once per classification task. In [32] , an alternative method to GAs is discussed for the training of spiking neural networks to perform visual recognition tasks. The network consisted of three layers. The first two layers are fixed and perform time-domain encoding and passive filtering, respectively. Learning occurs in the third layer, in which the synaptic weights and network connectivity are trained to recognize specific input classes. The learning algorithm is an online-incremental algorithm, and the details are given in [33] . The work presented in this paper differs in that it uses GAs to configure the internal state of the spiking neural network such that it behaves as a pattern generator-a network able to produce sustained rhythmic outputs [34] .
The cyclic nature of a pattern generator's outputs require a different training approach to that of spiking neural networks performing classification. In a classification network, the internal dynamics of the network are unimportant as long as the decision neuron fires correctly. In a pattern generator, the network outputs are a continuous periodic pattern of activation whose dynamics is important at all times. The neurons forming a pattern generator network fall into two classes: oscillator neurons and motor neurons. Oscillator neurons set the base frequency of the network using recurrent connections. The periodicity of the motor neurons' outputs is controlled by the oscillator neurons. The summation of multiple motor neuron outputs generates the temporal pattern of activation of a robot's actuators. This poses three design questions. What should the parameters be such that the oscillator neurons fire at the correct frequency? How many motor neurons are needed to realize a specific motor pattern? And, how should these neurons be connected to the oscillator neurons? In [14] and [15] , the authors showed how GAs can be used to configure pattern generator networks. The following section presents those results in a more complete framework with special emphasis on answering the above questions and on the difficulties of configuring in silico networks. Specifically, we focus on the configuration of CPGs for bipedal robot locomotion.
A. CPGs
The CPG is a network of neurons able to endogenously produce sustained rhythmic outputs [34] . The outputs of CPGs are responsible for most rhythmic motor patterns such as walking, flying, swimming, and breathing. These networks have been used to control snake-like robots [11] , [36] , quadrupedal robots, hexapedal robots [17] , [12] , [37] , [38] , and bipedal robots [10] , [35] , [13] , [14] . The network discussed in this paper is the canonical network developed by Lewis et al. [35] for the control of a bipedal robot and is shown in Fig. 3 . To generate a successful gait, the hips should burst with a duty cycle of 50% and the knees must be 90°out of phase with the hips [35] . Both the software and hardware implementations of CPGs discussed here are comprised of integrate and fire with adaptation (IFA) neurons, although the actual model differs slightly between hardware and software as discussed in the relevant sections. IFA neurons were used as they are computationally efficient and have enough functionality to implement the desired networks. However, any neuron model that allows for adaptation can be used. The M-N neuron is a good alternative, as it is computationally efficient and its wide range of firing modalities (including adaptation) allows for greater flexibly during network design.
B. Description of the GA
Rate of convergence cannot be guaranteed when using a GA and is therefore of particular concern. To improve the rate of convergence, the concepts of behavioral memory [16] and staged evolution [17] were used. Behavioral memory entails guiding the search to the correct parameter space using two fitness functions: the first is more general and easily satisfied, while the second is more specific and used to fine-tune the solution. Staged evolution builds on this concept and involves breaking the problem into stages that are solved sequentially, thus guiding the algorithm toward the final solution. Staged evolution can increase the probability of finding a solution. Consider a CPG where the optimization process can be divided into finding neuron parameters and finding interneuron weights. There is a strong interdependence between these two parameter sets and thus both parameter sets must be correctly configured for the network to work properly. Furthermore interneuron parameters which may work for one set of neuron parameters may not work for another.
Let X be the random variable of correctly choosing a set of neuron parameters so that the CPG functions correctly and Y be the random variable of choosing interneuron weights so that the network functions correctly. The probability of choosing correct neuron parameters is P(X), the probability of choosing correct synaptic weights given a set of neuron parameters is P(Y |X), and the probability of simultaneously choosing both the correct neuron parameters and correct synaptic weights is P(X Y ).
Consider staged evolution. The probability of choosing the correct neuron parameters in n attempts is P n (X) = 1 − (1 − P(X)) n . Given the correct neuron parameters, finding the interneuron weights in a further n attempts is P n (Y |X) = 1−(1− P(Y |X)) n . The probability of finding a correct solution using staged evolution in a total of 2n trials is thus
Now consider non-staged evolution. Again, using a total of 2n trials, the probability of finding a correct solution is
but P(X Y ) = P(Y |X)P(X) and so
The difference in probability between the two methods is . Increase in probability of finding a solution as a result of using staged evolution when P(X) and P(Y |X) are small and n = 100. P(X) is the probability of correctly choosing a set of neuron parameters such that the CPG will work. P(Y |X) is the probability of correctly choosing interneuron parameters given a set of neuron parameters.
This difference is shown in Fig. 4 for P(X), P(Y |X) < 0.1, and n = 100. Note that this difference is always positive, indicating that P staged 2n
(C PG) in this region. This shows the advantage of using staged evolution when P(X) and P(Y |X) are both small (a reasonable assumption in the case of a CPG). Thus staged evolution is more likely to converge quickly than non-staged evolution for small probabilities. Furthermore, for the CPG case, staged evolution saves time not only because fewer trial solutions need to be investigated, but also because trial solutions for individual neurons (stage 1) can be evaluated faster than those for an entire network (stage 2 or the non-staged approach). The reasons for this are discussed in Section III-D.2. In the work presented below, three stages of optimization are used, however, the above is easily extended to this scenario.
Inada and Ishii [13] used a GA and a similar staged evolution approach to optimize parameters for a CPG-based controller (constructed from non-spiking neurons) of ankle, knee, hip, and pitching of the waist movements in a simulated biped. More recently, some of us used GAs to configure spiking neural networks, both in software and in silico, to control a biped robot [14] , [15] .
The GA used was based on FBGAMIN, a single goal optimizer, which falls into the class of an adaptive mutation breeder algorithm [39] . The adaptive mutation ensures that the mutation rate is always optimal, while elitism ensures the best solutions from each generation propagates through to the next generation thus guaranteeing that solutions remain the same or improve through generations. Breeder algorithms are well suited for the optimization of real-valued functions, and the adaptive mutation characteristic algorithm utilizes a simple feedback loop within the algorithm to ensure that the mutation rate is always optimal [14] , [15] .
Staged evolution was performed in three stages. In the first stage, each neuron was individually configured to spike at a specified frequency of 100 Hz with no interneuron connections present. In the second stage, interneuron connections were introduced and optimized to obtain the specified frequency and duty cycle. In the third and final stage, additional inhibitory coupling is introduced to control phase differences between the oscillator and motor neurons. The order in which interneuron connections were introduced differs between hardware and software as discussed in the respective sections. Solutions were stored in a lookup table which was used as a starting point for obtaining new solutions. The fitness functions for the three stages are given as
In the above equations, f refers to the spike frequency of a single isolated neuron. BL refers to "Burst Length" and is defined as the period over which a neuron fires. The period of oscillation of the half-centered oscillator is given by the sum of burst lengths for C PG 1 and C PG 2 . By varying the ratio of B L(C PG 1 ) to B L(C PG 2 ), the duty cycle of oscillation can be varied. φ is used to denote phase difference between coupled neurons. In the fitness equation for stage 3, w is set to greater than 1 to increase the importance of frequency in the fitness function. α is a scaling factor used to convert the phase error to a magnitude similar to that of frequency and burst length. V is a validity term which is set arbitrarily large when invalid solutions are found. Invalid solutions are defined differently for each application and details of V are discussed in the relevant sections. During parameter configuration, the target frequencies of oscillation were chosen to lie between 1 and 3 Hz, which is approximately the natural locomotion frequency of animals with limb lengths of 30 cm (the leg length of the biped robot used to test the CPG outputs).
For all software implemented optimizations, the GA was configured with a population size of 200 where 1 chromosome was the suggested trial solution and the remaining 199 chromosomes were generated by multiplying each gene in the suggested solution by a uniformly distributed random number between 0 and 5. This ensured that the initial population searched a wide parameter space. Such a large population size was facilitated by the fact that simulations can run faster than real time. When the GA was used to optimize the parameters of in silico networks, it was configured in a similar manner, but with a reduced population size of 100. The trial solution for the first stage of optimization was obtained from trial and error and allowed for a single neuron to spike anywhere between 10 and 200 Hz. The trial solutions for the second and third stages of optimization were the results of the first and second stages, respectively. equations describing the i th neuron in a network are given by
C. Evolving CPG Parameters in
where V is the membrane potential, I k→i is the coupling current from neuron k to i , a is the tonic input, and b is the membrane impedance. g, e, d, and τ describe the adaptation. V reset is the reset potential of the neuron, t f ire is the time since the neuron last fired, and t thresh is the time a neuron can go without firing before its adaptation is reset.
Using this model, which has six parameters per neuron, the 12-neuron network of Fig. 3 will have 108 parameters, including the 36 interneuron connection weights. A key to successfully configuring these parameters is to identify manners in which the parameter space can be reduced. If we exploit symmetries such as allowing similar neuron types (e.g., central oscillator neurons, left/right hip motor neurons, and left/right knee motor neurons) to have similar properties, then the dimensionality of the network can be halved. The dimensionality of the problem can be further reduced if additional constraints are placed on the network (e.g., connections forming the main oscillator neurons are symmetric, left and right hips are 180°out of phase with each other and the knees are 90°out of phase). These constraints reduce the network in Fig. 3 to that in Fig. 5 . In software, the fitness functions of (22) are simplified because err B L (C PG 1 ) = err B L (C PG 2 ) due to symmetry and the assumption of a 180°p hase shift between left and right. The resulting simplified network is shown in Fig. 5 . The constraints of symmetry can be relaxed later to find other network operation modes, however, careful choice of free variables as well as the use of staged evolution for more complicated modes is critical to good convergence.
2) Optimization: Hierarchal evolution was implemented on the reduced canonical network of Fig. 5(a) by first configuring individual neurons to spike at 100 Hz. Then mutual inhibition between CPG1 and CPG2 was introduced and the walking frequency parameters were optimized for oscillation frequencies from 0.5 to 3 Hz in steps of 0.25 Hz while maintaining a duty cycle of 50% for each neuron. Solutions that did not oscillate were marked as invalid and assigned an arbitrarily large error using the validity term. The results from the previous frequency evolution were used to seed the evolution of the next walking frequency. The following parameters were optimized in the second stage of evolution:
, and I C PG2−C PG1 }. Once the parameters to allow walking at various frequencies were evolved, feedforward inhibition was introduced from CPG1 to MN1 and from CPG2 to MN2. In this stage, the validity term was used to eliminate solutions in which motor neurons begin firing less than 180°out of phase with the inhibiting oscillator neuron. The phase relationship between the hips and knees was configured during this stage. Parameters were found to cause phase shifts between 0°a nd 90°. Using the above method, parameters were found to walk at each specific frequency and gait (hip-knee phase relationship).
3) Implementation: Network parameters were obtained through implementation of the GA and neural network in MATLAB (The Mathworks Inc, Natick, MA, USA). Once the parameters had been determined, the network was implemented on a dsPIC30f4011 (Microchip, Chandler, AZ, USA) microcontroller and the network outputs were used to control servo motors on the Redbot [40] bipedal robot (Fig. 13) . The servo motor angles were measured during operation and fed back to the PC to verify network operation. The system is capable of running without a PC, but inclusion of the PC allows updating of network parameters from a previously generated lookup table for gait modification on the fly.
D. Evolving CPG Parameters In Silico
Computational limitations restrict the design of large realtime neural networks in software. It is desirable to take advantage of the real-time parallel nature of analog very large scale integration implementations. By decreasing the membrane capacitances used in the silicon neurons, it is even possible to run these large networks in faster than real time. Furthermore, these circuits are of low power and provide an important processing paradigm for the future. Unfortunately, while in silico implementation solves some problems, it introduces others. Previously, in software simulations we made use of network symmetry to reduce the parameter space. Configuring silicon neurons increases the parameter space because the assumption of symmetry no longer holds due to the "fixed pattern" noise introduced by transistor mismatch. An optimal set of parameters for a particular neuron will not necessarily be optimal for another neuron due to this noise. To demonstrate the use of GA . Circuit diagram for a single integrate and fire silicon neuron. PW control determines the pulsewidth of the output spikes, Discharge determines how long the membrane discharges for after a spike. Vthresh is the spike threshold. The weights each have an 8-bit programmable magnitude and a sign bit. Adaptation is implemented using an external RC circuit which filters the output and feeds the result back into one of the analog inputs. The Feedback inputs are internal to the chip and one is connected to the output of each neuron on chip.
on networks implemented in silico, we used a reconfigurable custom-designed chip to emulate a CPG network [40] .
1) Network Description:
Once again, IFA neurons were used. A circuit diagram of a silicon neuron is shown in Fig. 6 . Adaptation was implemented externally to the chip using self feedback through an RC delay. The limited number of external inputs (four) restricts us to four IFA neurons. We implemented the reduced canonical network of Fig. 5(b) . It is a slight modification of Fig. 5(a) in that it has additional feedback from the motor neurons to increase robustness in the face of electrical noise.
2) Optimization: In order for the operation of the in silico neural network to be accurately simulated, special attention must be given to the effects of noise, transistor mismatch, and temperature of the circuit. This is not trivial and so parameters for the in silico network were found by applying the GA directly to the silicon network during optimization. This presents additional complexity, as the integrated circuit containing the spiking neural network needs to not only be interfaced with the host computer running the GA in real time but time must be allowed for the network to settle to a steady state when switching parameters and a possible solution must be evaluated over multiple periods of oscillation to ensure that it is a stable solution. In small networks, this may result in the optimization process taking longer than if an equivalent size network was simulated. However, for larger networks this in silico optimization will be substantially faster than the simulated version due to the parallel nature of the silicon network.
The fitness functions remain unchanged except for the validity term, but the interneuron connections implemented in each stage differ from software implementations. In the first stage of evolution, no connections are present, as was the case in software. The in silico neurons emit a fixed width pulse after every spike. If the interspike interval of the spikes of a single neuron are too small, then it is possible that the neuron will fire again before the output pulse for the previous spike has ended. If this occurs, then multiple spikes may be hidden under a single output envelope and they will be recorded as a single spike. The validity term was used to eliminate solutions in which this occurred. The minimum pulse width of a spike was constrained by the need to reliably detect each spike by the microcontroller.
In the second stage the CPG1/MN1 and CPG2/MN2, mutual inhibition is implemented to form two half-centered oscillators. These are optimized in parallel using f itness 2 to obtain specified frequency and duty cycle. The validity term was used to eliminate solutions which did not oscillate or in which bursts of less than five spikes occurred. The target frequency for the second stage was empirically chosen to be 1.5 times that of the final network because a reduction in frequency is expected during stage 3 of evolution. (The two oscillators are coupled together using inhibitory connections. Thus when coupled, additional time must be allowed from the neurons to recover from hyperpolarization and the network will slow down). In the third stage, the CPG1/CPG2 mutual inhibition is implemented and optimized for 180°phase shift between left and right sides. This connection also slows down the overall frequency of the network.
3) Implementation: As shown in Fig. 8 , the dsPIC30f4011 was used to interface the PC and the silicon chip. The PC communicates network parameters with the microcontroller, which configures the silicon chip appropriately. The microcontroller records the spike times and communicates them back to the host PC, which runs the GA.
IV. CONFIGURING NETWORK TOPOLOGY
Thus far we have only controlled the duty cycle, frequency, and phase of the network, but did not have any control over the actual shape of the joint angle profiles. The required shape of the joint angle profile is not always specified, but for cases in which it is known, such as when we want to impart human walking gaits to a robotic biped [41] , an optional
Silicon Network Oscilloscope Trace fourth stage of software optimization was developed. The complexity of achievable joint angle profiles is determined by the network topology. Simple sinusoidal joint angle profiles may be possible with a much simpler network than is required to mimic human joint angle profiles. Having a different network for each case is desirable to ensure that additional neurons are not simulated unnecessarily. To achieve this, six feed forward neurons were initially added per joint (see Fig. 7 ). The motor neuron parameters were optimized to minimize a fitness function which was the mean square error between the resulting and desired joint angle profiles. The summation kernel consisted of a weighted summation of the motor neuron's outputs. The sign and weight of each neuron's output were determined during optimization. In the final stage, a loop ran in which the motor neuron with the smallest relative weighting in the summation kernel was removed until no more motor neurons could be removed without crossing above the specified error threshold, which was set to (15°) 2 . The network was then re-optimized without the removed neurons.
V. RESULTS
A. Evolving CPG Network Parameters in Software
Parameters were easily found to cause the single neurons to fire at the desired 100 Hz. Fig. 9(a) shows the results of the second stage of optimization where the simulated network was configured to obtain walking frequencies from 0.5 to 3.5 Hz in 0.25-Hz increments. This stage of evolution converged to a solution within three generations for all target frequencies. The task was significantly simplified by imposing the constraint that the neurons in the central oscillator all have identical parameters due to symmetry. Fig. 9(b)-(d) shows the results of the third stage of optimization where parameters were found to cause phase shifts of 15°to 90°, in 15°increments, across all walking frequencies. Fig. 9(b) shows that parameters could accurately be found to cause all desired phase shifts at a walking frequency of 1 Hz. Fig. 9 (c) and (d) shows that the desired phase shifts (45°and 90°in this case) could be found to an accuracy of within 1°across all walking frequences. Stage 3 of evolution also converged quickly, usually within two generations, because only a relatively simple hip-knee connection is optimized in this stage. Note that, due to the 180°phase shift between left and right, angles above 90°can be obtained by simply swapping the outputs for the left and right knees. In [14] , we used this network to control walking in a bipedal robot with hip support. The joint angle profiles obtained from the network and used to control the biped are shown in Fig. 12(a) .
B. Evolving CPG Parameters In Silico
The silicon CPG was given a target walking frequency of 2 Hz with duty cycle of 70% and 180°phase shift between the left and right half-centered oscillator. Fig. 10 shows how the frequency, phase, and duty cycle evolve during optimization to successfully obtain the desired parameters. Note that the target frequency for the second stage is 3 Hz. This decreases and is optimized for 2 Hz during the final stage of optimization.
C. Evolving Network Topology
Human walking data was obtained and the GA was used to evolve the parameters for the feedforward motor neurons as well as control the number of neurons required by the network to mimic the human joint angle profile (Fig. 11) . The GA successfully configured the network to obtain human walking joint angle profiles and was able to achieve this with only 7 of original 12 motor neurons made available per joint. The relatively simple shape of the hip profiles required only three motor neurons, while the more complex shape of the knee angles required four motor neurons to stay below the specified maximum mean square error of (15°) 2 . The final fitness of the hip network was (9.5°) 2 and the final fitness of the knee network was (13.2°) 2 . The resulting joint angle profiles are shown in Fig. 12(b) and (c). Fig. 13 shows the robot walking with this controller.
VI. DISCUSSION
We have demonstrated how ML methods and GAs can be used to configure parameters of spiking neurons instantiated as both single models and in circuits. Specifically, we extended the work done by Paninski and Pillow [4] to the more powerful M-N neuron model. Kumar et al. [42] recently described a parameter estimation method for the Izikevich neuron, which like the M-N model is able to reproduce almost all spiking and bursting modalities of cortical neurons. Our work differs in that the M-N model is biophysically more plausible [5] , its dynamics are simpler to understand, it is simpler to implement in complimentary metal-oxide-semiconductor [43] , and it can be used in event-based simulations [5] . Furthermore, the stochastic nature of the ML method accounts for the statistical variability of spike timings, something not accounted for in Kumar et al. [42] method. In regards to neural circuits, we used a GA with staged evolution and behavioral memory to configure a CPG neural circuit in both software and hardware to produce the hip flexor and extensor signals required for a typical bipedal gait. This is just an example of how GAs can be used to configure neural circuits, and the approach can easily be adapted for use on other neural circuits. Our example allows the user to specify a walking frequency and phase shift between neurons in a known circuit topology or to use the GA to configure basic circuit topology and parameters for a given gait. The rate of convergence of the GA was dominated by the time necessary to simulate or record circuit behavior. The time taken to evaluate the network output and generate new solutions was negligible by comparison. This suggests that GAs are well suited to configuring parameters in neural circuits which operate at high frequencies. Redbot [40] bipedal robot walking using the evolved network mimicking human joint angle profiles.
In the methods section, a GA was used to configure an individual neuron to have an average spike rate of 100 Hz. However, if GAs were used to configure parameters for exact spike times in a single neuron, what fitness function would be appropriate? A spike distance-based metric such as that given by Victor and Purpura [44] is a choice, however, the penalties associated with missing or inaccurate spike times are almost arbitrary in meaning and the method cannot take into account the intrinsic variability in biological action potential times. ML methods, however, provide a meaningful measure of spike timings and easily take into account the statistical variability of spike times. Furthermore, ML and GA can work together to provide greater tuning of neural circuit outputs. Consider the canonical network shown in Fig. 3 . Suppose the spike timings of MN1 were known. GA could be used to configure the behavior of the oscillator neurons CPG1-CPG4 and ML could then be used to tune the parameters of MN1 and the synaptic connection between CPG1 and MN1. The extension to the ML method is minimal and simply requires an additional current term to be added to the membrane potential of the neuron to account for the effect of CPG1 on MN1.
VII. CONCLUSION Manual configuration of spiking neuron models and networks is a time-consuming task requiring an intricate knowledge of the system being configured. As the complexity of the model or neural circuit rises, it becomes increasingly unintuitive and difficult to control. The work presented in this paper illustrates two automated configuration methods tailored to suit the different demands of configuring individual spiking neuron models and spiking neural circuits.
