The development of the cyclic cluster model ͑CCM͒ formalism for Kohn-Sham auxiliary density functional theory ͑KS-ADFT͒ methods is presented. The CCM is a direct space approach for the calculation of perfect and defective systems under periodic boundary conditions. Translational symmetry is introduced in the CCM by integral weighting. A consistent weighting scheme for all two-center and three-center interactions appearing in the KS-ADFT method is presented. For the first time, an approach for the numerical integration of the exchange-correlation potential within the cyclic cluster formalism is derived. The presented KS-ADFT CCM implementation was applied to covalent periodic systems. The results of cyclic and molecular cluster model ͑MCM͒ calculations for trans-polyacetylene, graphene, and diamond are discussed as examples for systems periodic in one, two, and three dimensions, respectively. All structures were optimized. It is shown that the CCM results represent the results of MCM calculations in the limit of infinite molecular clusters. By analyzing the electronic structure, we demonstrate that the symmetry of the corresponding periodic systems is retained in CCM calculations. The obtained geometric and electronic structures are compared with available data from the literature.
I. INTRODUCTION
The simulation of extended systems such as polymers, surfaces, or solids has become one of the major challenges for quantum chemistry due to the vast range of their technical applications. For instance, doped polymers can show electrical conductivity which makes them attractive for novel optoelectronic devices. 1, 2 Crystalline surfaces, e.g., of metal oxides play a central role in heterogeneous catalysis 3 and the corresponding bulk materials are important as ion conductors, 4, 5 just to mention a few examples.
Several models were developed for the simulation of extended systems. Starting from molecular quantum chemistry, the so-called molecular cluster model ͑MCM͒ can be applied. A cutout ͑cluster͒ of the material is used to represent the system which can be treated by standard molecular quantum chemical methods. A drawback of this model is the introduction of border effects such as dangling bonds or artificial surfaces which cause structural and electronic artifacts in the calculations. Some of these artifacts can be diminished but not completely removed by saturation or embedding techniques. Furthermore, atoms which have equivalent environments in the original system lose their equivalence in the MCM.
An infinite periodic potential is the basic assumption of the unit cell approach, where the system is constructed by translating a small part ͑unit cell͒ up to infinity. However, in general the materials of technical interest do not show an ideal periodicity. Instead, the periodicity is lifted by defects, such as adsorbed atoms or molecules on surfaces or vacancies in solids. In the supercell model ͑SCM͒ the periodicity is artificially restored by using a large cutout of the system which contains the defect in the translational unit ͑supercell͒. In this way, border effects are avoided. However, it may be necessary to set up the calculations with artificial aspects, e.g., the use of a compensating homogeneous background charge in the case of charged defects.
The cyclic cluster model ͑CCM͒ offers an alternative to the supercell and molecular cluster model for the description of extended systems. It is closely related to the quasimolecular large unit cell model by Dobrotvorskii and Evarestov. 6 A detailed comparison of the two models is given in the literature. 7, 8 Periodic boundary conditions ͑PBCs͒ are directly applied to a cluster in the CCM. In this way, the environment of each cluster atom is replaced by a cyclic one, restoring the translational equivalence of atoms according to the symmetry of the corresponding periodic system and leaving no "border atoms" and artificial surfaces like in the MCM. At the same time, the system stays finite and, unlike in the SCM, direct defect-defect interactions are avoided. A detailed description of the cyclic cluster model and its features will be given in the next section.
The idea of using a cyclic arrangement of atoms in order to simulate periodic properties was already adopted by Mattheiss 9 in 1961. Mattheiss used six hydrogen atoms arranged in the form of a regular hexagon to study electronic and magnetic properties. The application of PBC directly to a cluster in order to eliminate boundary effects in the simulation of graphene was mentioned by Bennett et al. 10 A study of atomic adsorption processes on graphene using this approach within the framework of the semiempirical complete neglect of differential overlap 11 ͑CNDO͒ method was presented by the same authors shortly after. 12 Since then the cyclic cluster model, 13, 14 also called small periodic clusters, [15] [16] [17] finite clusters with periodic boundary conditions, 18 and cyclic cluster approach, 19 was implemented within a number of different semiempirical methods such as the extended Hückel theory, [15] [16] [17] the CNDO, 8, 13, 14, 20, 21 modified neglect of diatomic overlap ͓MNDO ͑Ref. 22͔͒, 14, 18 and intermediate neglect of differential overlap ͓INDO ͑Ref. 11͔͒ methods. 17, 19, 23 Most recently, the CCM was implemented into the semiempirical modified symmetrically orthogonalized intermediate neglect of differential overlap method 24, 25 and successfully applied to a variety of systems including metal oxides 26, 27 and metal chalcogenides. 28 In fact, these recent works inspired our implementation effort. To the best of our knowledge, only three first-principles implementations of the CCM have been attempted so far. Gregušová et al. 29 have performed finite periodic cluster single-point calculations on one-dimensional periodic chains at the Hartree-Fock level in combination with second-order many-body perturbation theory using structures which were obtained from molecular calculations of oligomers. Bredow et al. 30, 31 have modified the integration thresholds of the crystalline-orbital program CRYSTAL 32 guided by the idempotence of the density matrix in order to perform CCM Hartree-Fock calculations. Finally, Miró et al. 33 have performed linear combination of Gaussian-type orbitals ͑LCGTO͒ density functional theory ͑DFT͒ calculations of diamond at the local density approximation ͑LDA͒ level. They used pseudopotentials and a minimal valence basis set for the carbon atom and could assign the one-electron states from their CCM calculations to particular primitive k vectors. However, a general formalism for DFT based methods including a numerical integration scheme is still missing.
The aim of the present work is to derive a general cyclic cluster formalism for Kohn-Sham auxiliary density functional theory 34, 35 ͑KS-ADFT͒ based methods. In the next section, we describe the cyclic cluster model in detail including a brief comparison of the CCM with the molecular cluster and the supercell model. Afterward, the KS-ADFT CCM formalism is derived starting from the molecular KS-ADFT energy expression. A scheme for the cyclic treatment of threecenter interactions is developed from the weighting scheme for two-center interactions. Furthermore, an approach for the numerical integration of the exchange-correlation potential within the cyclic cluster formalism is presented. In Sec. IV, an analysis of the particular features of the cyclic cluster model is given on the basis of model systems. After the computational method is described, the CCM implementation in DEMON2K 36 is applied to covalent systems periodic in one, two, and three dimensions. CCM and MCM calculations are compared with each other and with available theoretical and experimental data from the literature. We close this article with a summary and some concluding remarks concerning the further development of the CCM in the framework of first-principle DFT methods.
II. THE CYCLIC CLUSTER MODEL
The first step in the cyclic cluster model is to choose a cluster which represents the crystal to be modeled. We will use the term "crystal" in the following as a generic term when referring to materials which are periodic in one, two, and three dimensions such as polymers, surfaces, and solids. A mandatory condition for this choice is that the crystal can be generated from this cluster by translation, i.e., in terms of solid state chemistry, the cluster must be a unit cell. Although technically a primitive unit cell ͑PUC͒ can be chosen in the CCM, in general, large unit cells ͑LUCs͒ have to be taken in order to obtain physically meaningful results. The influence of size and shape of the cluster on the results of the calculation will be discussed later in this section. Figure 1 shows a cluster ͑LUC͒ consisting of six atoms A 1 to B 3 ͑called "real" atoms in the following͒ and its translation vector A. This cluster can be used to model a periodic, one-dimensional ͑A-B͒ n chain. Atoms outside this cluster ͑called "virtual" atoms 20 in the following͒ are denoted by the symbol of the real atom from which they were generated by translation and the corresponding translation superscript ±A. All interactions of a real atom X n with other real atoms X m with ͉r X n X m ͉ ഛ ͉A͉ / 2 are taken into account while interactions with real atoms beyond ͉A͉ / 2 are replaced by interactions of X n with the corresponding virtual atom X m +A or X m −A with ͉r X n X m ±A͉ ഛ ͉A͉ / 2. In this way, the translational equivalence of all real atoms is restored in the cyclic cluster. The resulting interaction regions for each real atom X are shown in Table I Special attention has to be paid to atoms X m with ͉r X n X m ͉ = ͉A͉ / 2, i.e., to atoms at the border of the interaction region R around a real atom. For example, atom B 2 appears twice in the interaction region of the real atom A 1 In order to avoid this double counting of interactions, one of them, for example, the interaction A 1 − B 2 −A , could be neglected. 18 However, this, would cause an interaction region with a dipole moment in ionic systems which might lead to unphysical results. Therefore, we adopt here an averaging procedure first suggested by Deák et al. 13, 14 and Bredow et al. 25 The interactions are weighted according to the number n X n X m of equivalent atoms X m i in the interaction region R͑X n ͒:
Here X n X m =1/ n X n X m is the two-center weight and the sum runs over all atoms in R͑X n ͒ which are equivalent to X m . If the primitive unit cell ͑A − B͒ is taken as the cluster, the interaction region modified by the two-center weights is identical to the Wigner-Seitz cell ͑WSC͒ of the crystal. Although the term "Wigner-Seitz cell" refers strictly speaking only to the PUC, we will use it in the following more generally to denote the interaction regions of atoms even if the chosen cluster is a LUC. From Table I and Eq. ͑1͒, it follows that the weighting procedure normalizes the total number of interactions in the cyclic cluster model to that of the corresponding molecular cluster. Therefore, the size of the chosen cluster, i.e., the number of real atoms, determines the size of the matrices such as the overlap and the Kohn-Sham matrix in the actual CCM calculations. The scheme discussed here for the one-dimensional case can be applied to two-and threedimensional crystals, too. In order to compare the CCM with the general periodic ansatz, we start with the Bloch theorem,
Here denotes a single-particle wave function, i.e., an orbital, k is a vector in reciprocal space, and R is a vector in direct space, in particular, k = kb and R = na ͑n is an integer and a · b =2͒ in the case of a crystal periodic in one dimension. Usually a main region of the crystal is defined in the periodic ansatz by applying Born-von Kármán or periodic boundary conditions to , k ͑r + Na͒ = k ͑r͒. ͑3͒
This corresponds to the assumption of a finite crystal as part of an infinite system. 37 The solutions of periodic calculations are Bloch functions k . The size of the main region and its shape if two-or three-dimensional crystals are considered is defined by the choice of the reciprocal vectors k included in the calculations,
The CCM is a direct space approach. Furthermore, interactions are restricted to the WSC around each real atom. Starting from the PUC A 1 − B 1 for the ͑A − B͒ n chain as a cyclic cluster with a primitive translation vector a, the WSC͑A 1 ͒ has the following form: 
The last two lines of Eq. ͑6͒ are equivalent because the condition must hold for all translationally equivalent points r and r + a. Comparison of Eqs. ͑3͒ and ͑6͒ shows that a CCM calculation corresponds to a periodic calculation with N =1 or k = 0 if Eq. ͑4͒ is taken into account. 14 However, both calculations are not fully equivalent to each other because interactions with atoms outside of the WSCs are neglected in the cyclic cluster model while they are included in periodic calculations via lattice sums. An inclusion of long-range interactions in the CCM for ionic systems based on point charges was recently developed. 26 A generalization of this ansatz to higher multipoles is currently under development in our laboratory.
The k points which should be included in a periodic calculation can be chosen via Eq. ͑4͒. As pointed out earlier, this choice determines the size and shape of the main region of the crystal. In the CCM, the main region of the crystal corresponds to the cluster or LUC which was chosen. The k points which are included in a CCM calculation are therefore determined by the size of the LUC ͑the number of PUCs included in the LUC͒. In crystals which are periodic in two or three dimensions, the shape of the LUC, i.e., the number of PUCs along the different primitive translation vectors ͕a i ͖ included in the LUC, is important, too. By using a LUC as a cyclic cluster which contains, for example, l PUCs, the corresponding Brillouin zone ͑BZ͒ of the crystal shrinks to the reduced BZ ͑RBZ͒ and each k point of the RBZ becomes equivalent to l k points of the BZ. The k points of the BZ which are equivalent to the k = 0 point ͑⌫ point͒ of the RBZ are included in the CCM calculation 14, 38 and form a special k Fig. 1 .
point set ͑SP set͒. In general, a LUC with the translation vectors ͕A i ͖ can be constructed from the corresponding PUC with the translation vectors ͕a i ͖ using a symmetric transformation matrix L with l = ͉det͑L͉͒,
The k points included in the CCM calculation satisfy the relation 31 e ikA i = 1. ͑8͒
In the case of a diagonal transformation matrix L, the k points satisfying Eq. ͑8͒ have the form
where N i is the number of PUCs along ͕a i ͖. The number J of spheres of direct translation vectors which are included in the chosen LUC defines the accuracy of this SP set. 31 The convergence of the k sets in a k = 0 approximation is discussed elsewhere. 39 A detailed discussion about the inclusion of special k points and transformation matrices for different crystal systems can be found in the literature. 40, 41 Because the interaction radius of each atom is restricted to its WSC, it is possible to simulate defective crystals using the CCM without direct defect-defect interactions, i.e., it is possible to study isolated and even charged ͑point͒ defects without the necessity of introducing a background counter charge in the latter case to avoid an infinitively charged system. The defect will occur by construction only once in the WSC of each atom and no other defect will occur in the WSC of the defect itself. However, it may occur at the borders of the WSC of an atom which causes the inclusion of certain indirect defect-defect interactions. However, the total atom-defect interaction is normalized to 1 due to Eq. ͑1͒. Therefore, the total charge in the case of a charged defect is normalized to the charge of the point defect by Eq. ͑1͒, too.
III. THE CYCLIC CLUSTER FORMALISM FOR KS-ADFT METHODS
In this section, we derive the CCM formalism for KS-ADFT methods within the framework of the LCGTO KS-ADFT program deMon2k. 36 In these methods, a variational approximation of the Coulomb potential [42] [43] [44] [45] [46] [47] is used in order to avoid the calculation of four-center integrals. This approximation is based in DEMON2K on the minimization of the following self-interaction energy error E 2 :
Here ͑r͒ is the orbital density, P is an element of the density matrix, and ͑r͒ and ͑r͒ are contracted Gaussiantype orbitals. The auxiliary density ͑r͒ is expanded in primitive atom-centered Hermite-Gaussian functions k͑r͒, 48 and the expansion coefficients x k are obtained by the minimization of E 2 . In ADFT methods, ͑r͒ is used for calculations of the exchange-correlation potential, 34, 49, 50 too. Therefore, the expression of the molecular energy has the following form:
͑13͒
Here T represents an element of the kinetic energy matrix, ͗ ͉ Â C ͑0͒͘ a three-center nuclear attraction integral at center C, and Z C the corresponding nuclear charge. The threecenter electron-repulsion integrals ͑ERIs͒ over the orbital product ͑r͒͑r͒ and the primitive Hermite auxiliary function k͑rЈ͒ are denoted by ͗ ʈ k͘. The symbol ʈ is a shorthand notation for the Coulomb operator 1 / ͉r − rЈ͉. The twocenter integrals ͗k ʈ l͘ are elements of the charge density ERI matrix and E xc ͓͔ and E NN are the exchange-correlation and nuclear repulsion energy contributions, respectively. A detailed description of the molecular deMon2k code can be found in the literature. [51] [52] [53] In order to obtain the corresponding energy expression for the cyclic cluster model, the calculation of two-center interactions ͑overlap, kinetic energy, nuclear repulsion, charge density ERIs͒, three-center interactions ͑nuclear attraction, electron repulsion͒, and the numerical integration of the exchange-correlation contributions have to be modified according to the CCM scheme outlined in the previous section. We will now discuss these modifications.
A. Two-center interactions
We use the kinetic energy contribution as an example to show how two-center interactions are modified for the CCM energy expression,
with
͑15͒
The kinetic energy integrals over the basis functions and can always be reduced to a linear combination of ͑scaled͒ overlap integrals S . 54 Therefore, a cyclic cluster with the translation vectors ͕A i ͖ can be chosen so that the overlap integrals between orbitals located at the center atom of the WSC with orbitals outside the WSC are zero due to the imposed integral screening,
Here and are atomic orbitals located at M and N, respectively, and min͉͕A i ͖͉ denotes the length of the shortest translation vector. In order to calculate the kinetic energy contribution ͓Eq. ͑14͔͒ within the CCM, one of the two centers involved in the integral is chosen as reference center and the weighting scheme ͓Eq. ͑1͔͒ is applied leading to the following expression:
Here atom M on which the atomic orbital is located was chosen as reference. The sum over Ј collects all translationally equivalent orbitals to within the WSC͑M͒ of atom M. The choice of the reference atom is arbitrary because I = I . The CCM modification for other two-center interactions ͑overlap, charge density ERIs, and nuclear repulsion interactions͒ can be formulated accordingly. However, special attention has to be paid in the case of the nuclear repulsion contributions since point charge interactions are always long range and the overlap criterion ͓Eq. ͑16͔͒ cannot be applied. If such long-range interactions play an important role, like in the case of ionic crystals, lattice summations must be included in the CCM. 26 We will focus in this work on covalent systems where such interactions can be neglected. In order to facilitate the readability, we will use formulation ͑17͒ from now on keeping in mind that the prime indicates translationally equivalent atoms or orbitals within a reference WSC.
B. Three-center interactions
The nuclear attraction energy V is calculated in molecular KS-ADFT methods as
According to the Gaussian product theorem, 55 the nuclear attraction integral I C can be written as a product of the corresponding overlap integral S and a scale factor f C ,
The weighting scheme ͓Eq. ͑1͔͒ cannot be directly applied to this integral because three centers are involved. However, a consistent extension of the discussed weighting scheme for three centers can be derived. For this purpose, we choose the WSC͑C͒ around the potential carrying atom C as reference cell for the integral calculation. We then propose the following scheme for the corresponding CCM integral calculation:
The prime denotes again translationally equivalent atoms in the reference WSC and n MNC is the total number of terms involved in all sums of Eq. ͑20͒. This number can be calculated easily from the two-center weighting factors MN =1/ n MN introduced in Eq. ͑1͒ where n MN is the number of equivalent atoms N in the WSC͑M͒,
͑21͒
MNC denotes the three-center weighting factor. This normalization of the interactions ensures furthermore the correct number of three-center integrals per cyclic cluster. Again, to facilitate readability, we introduce the following shorthand notation for the calculation of I C CCM :
Applying this notation to the nuclear attraction contributions yields
The scheme can be applied directly to the electron-repulsion interactions J CCM by replacing the potential due to the nuclei with the electronic Coulomb potential,
Here MNK refers to the above defined three-center weight of atoms M, N, and K on which the orbitals , and the auxiliary function k are located, respectively. The charge density coefficients x k CCM are obtained by minimization of the selfinteraction energy error defined according to Eq. ͑10͒.
C. Numerical integration
As already described, the auxiliary density is used for the calculation of the molecular exchange-correlation contributions E xc in KS-ADFT methods,
The integral ͗k ʈ l͘ −1 denotes an element of the inverse charge density ERI matrix and v xc ͓͔ is the exchange-correlation potential. The electron-repulsion integrals ͗ ʈ k͘ are threecenter integrals and can be modified as outlined in the previous section. The spin-polarized coefficients z k are calculated from the one-center integrals I = ͗l͉ v xc ͓͔͘ according to Eq. ͑26͒. I is partitioned into atomic contributions I A using an atomic weighting function A . The atomic contributions I A = ͐ A ͑r͒l͑r͒v xc ͓͑r͔͒dr have to be evaluated by numerical integration on a grid of points r,
͑27͒
The first sum on the right-hand side of Eq. ͑27͒ runs over all N R atoms of the molecule and the second sum over all grid points associated with atom A. ͑r͒ denotes the weights for the radial and angular quadratures and the atomic weighting function A is normalized to 1 at each grid point,
Further details about the numerical integration scheme for molecules and the fixed and adaptive grids available in DEMON2K can be found in the literature. 56, 57 Since Eq. ͑27͒ involves only one-center integrals, no weighting scheme like Eq. ͑1͒ or ͑20͒ for two-and threecenter interactions has to be used for the numerical integration within the CCM. In order to derive a numerical integration scheme for the CCM, we start from periodic auxiliary functions without a phase factor, i.e., for k =0,
Here the lattice sum over P runs over all cells in the periodic crystal and the superscript P denotes the cell p where the function k is located. We truncate the summation over P after one shell of neighboring cells, i.e., for a crystal periodic in one dimension with a cell vector A, the summation includes P =−A ,0, +A. This is indicated by the prime in the sum of Eq. ͑30͒. Since the auxiliary functions decay exponentially, the CCM auxiliary function value k CCM ͑r͒ converges rapidly to the periodic limit with increasing size of the cyclic cluster. The reference cluster for the numerical integration is the cluster with P = 0. In order to obtain the correct density per cluster, the functions k CCM ͑r͒ are evaluated only at grid points belonging to the N R real atoms of the reference cluster. Figure 2 shows the numerical scheme for a one-dimensional system. Let l be located at the real atom B 1 . By choosing only points from atoms in the reference cluster P = 0, the contributions of l͑r͒ which are located at points outside the reference cell are neglected ͑black areas left and right of the center cell in Fig. 2͒ . However, by including the contributions of l −A and l +A ͑striped areas left and right inside the center cell͒ at the points of the reference cell, the neglected contributions are compensated and the correct total ͑peri-odic͒ density at each point is obtained.
The auxiliary density CCM ͑r͒, the numerical evaluation of integrals over the exchange-correlation potential, and the exchange-correlation contribution to the energy in the cyclic cluster model are then calculated as follows:
͑34͒
Here the electron-repulsion integrals in Eq. ͑34͒ are modified according to Eq. ͑24͒. The atomic partition function A ͑r͒ has to be normalized over all real and virtual atoms.
D. Total energy expression
The CCM expressions for the two-and three-center energy contributions as well as for the contribution of the exchange-correlation part were derived in the previous sections. Therefore, the CCM KS-ADFT expression for the total energy has the following final form: 
The expression for the CCM Kohn-Sham matrix K CCM can be calculated by differentiation of the energy expression in Eq. ͑35͒ with respect to the density matrix elements,
IV. IMPLEMENTATION
The CCM was implemented in the KS-ADFT LCGTO program deMon2k. 36 Long-range interactions beyond the WSCs of the atoms are neglected in the current version and the variational fitting of the Coulomb potential is performed using the electronic densities CCM and CCM in Eq. ͑10͒. As pointed out earlier, the environment of an atom in a periodic chain is replaced by a cyclic arrangement in the CCM. For crystals periodic in two and three dimensions, the analogy is a torus and a hypertorus, respectively. This is more than a simple picture to help the imagination. The introduction of a cyclic interaction matrix causes some peculiarities which could be missed at first glance. We will discuss them using a hydrogen chain as an example. Figure 3 shows a H 4 ͑cyclic͒ cluster ͑a͒ and a cyclic arrangement of the four atoms on a ring ͑b͒. The latter is used to describe the topology of a one-dimensional cyclic cluster. Let one primitive Gaussian function be located at each hydrogen atom with an exponent H . Due to the cyclic interaction matrix imposed by Eq. ͑1͒, the distance between H 1 and atom H 3 is not the diameter of the circle in Fig. 3͑b͒ . Instead it is the semicircle denoted by the dashed arrow. If the chosen cyclic cluster is too small for the chosen basis set or equivalently the chosen basis set is too diffuse for the chosen cluster size, the overlap matrix and the charge density ERI matrix may become nonpositive definite. We have calculated the cyclic overlap matrices S 1.0 CCM ͑ H = 1.0͒ and S 0.1 CCM ͑ H = 0.1͒ and the corresponding eigenvalues ⑀ 1.0 and ⑀ 0.1 for r HH = 1.0 Å to show this effect: Both overlap matrices show cyclic symmetry, i.e., all hydrogen atoms are equivalent. However, while S 1.0 CCM is positive definite as expected for an overlap matrix, S 0.1 CCM shows one negative eigenvalue of −0.18. This is caused by the H 1 -H 3 interaction in the first row of the overlap matrix ͑and the corresponding interactions in the other rows͒. This interaction is essentially zero in S 1.0 CCM . In the case of the more diffuse basis set, the ratio S 13 / S 12 is responsible for the negative eigenvalue in ⑀ 0.1 . This ratio cannot be obtained in the MCM, even in the case of a ringlike molecule, that is, in the case where the hydrogen atoms are placed on a ring like in Fig. 3͑b͒ but where the distance H 1 -H 3 is the diameter. Therefore, the overlap matrix is always positive definite in molecular calculations. Imagining that the CCM could be ͑schematically͒ rationalized by an arrangement of atoms on a ring ͑torus, hypertorus͒ might be misleading because the cyclic cluster model is in fact a calculation in a curved space.
The converged CCM results reported in the remaining sections of this work show no negative eigenvalues in the overlap matrix, i.e., the cluster size is converged for overlaptype interactions for the used basis set. However, the charge density ERI matrices possess in general negative eigenvalues. Miró et al. 33 have reoptimized the basis and auxiliary functions in order to avoid these negative eigenvalues. However, since we want to use the same basis sets for our CCM calculations and for our MCM calculations, we perform a singular value decomposition to screen out these negative eigenvalues. Furthermore, a canonical orthogonalization procedure 58 for the transformation of the Kohn-Sham matrix into an orthogonal basis is used in cases where the overlap matrix contains negative eigenvalues.
V. COMPUTATIONAL METHODS
The local density approximation employing Dirac exchange 59 together with the correlation approximation of Vosko et al. 60 ͓Vosko-Wilk-Nussair ͑VWN͔͒ was used in all calculations. The 6-21G * basis set for carbon from the CRYSTAL database 61,62 and the DZVP basis set for hydrogen 63 in combination with the GEN-A2 auxiliary function set 51, 64 was utilized and the ͑75,302͒p grid ͑keyword GRID FIXED MEDIUM͒ for the numerical integration was chosen in all cases. The structure optimization of the molecular clusters was performed by applying a quasi-Newton method with analytical gradients. 65 The CCM structures were optimized using a series of single-point calculations with different values for each degree of freedom and the optimized structural parameters were obtained by a quadratic fit of the results.
VI. APPLICATION TO COVALENT SYSTEMS
In this section we present results of MCM and CCM calculations for covalent, carbon-based systems periodic in one, two, and three dimensions. We have chosen transpolyacetylene, graphene, and diamond, respectively. In order to test the implementation of the CCM and to show its applicability to periodic systems, we focus the discussion of the results on three major topics: ͑i͒ The CCM should yield the results of molecular cluster calculations in the limit of infinitely large molecular clusters ͑bulk limit͒. The CCM values for properties such as the energy per cell or bond lengths should equal the corresponding extrapolated MCM values. Therefore, we compare the data from our CCM calculations with MCM values extrapolated to infinitely large clusters. ͑ii͒ The translational equivalence of atoms is restored in the CCM compared to the MCM. The molecular orbitals and degeneracies of the eigenvalues of the CCM KS matrix should reflect the crystal symmetry. ͑iii͒ The CCM results will be compared with theoretical and experimental results from the literature.
A. Trans-polyacetylene
We have chosen trans-polyacetylene ͑tPA͒ as a model system for a covalent crystal periodic in one dimension. The tPA is the first member of the family of conjugated -electron polymers ͑CPPs͒. Such systems show interesting optoelectronic properties such as high conductivity if doped. 66 Numerous studies that investigate undoped and doped tPA and other CPPs with different experimental and theoretical methods can be found in the literature. Although the geometric structure of tPA appears to be rather simple, it proves to be a challenge for electronic structure simulations due to the importance of dynamic and nondynamic correlation in this kind of systems. 67 We will focus in this section mainly on topic ͑i͒, namely, the comparison of extrapolated MCM results with data from CCM calculations to demonstrate that the MCM values for energy and structural parameters converge to the CCM values in the limit of infinite molecular clusters. A comparison with experimental literature results will be given for completeness, too.
The structure of tPA is shown in Fig. 4͑a͒ together with the internal degrees of freedom. Polyene oligomers ͓Fig. 4͑b͔͒ were used as molecular clusters with the terminal C-H bond length r CHt and terminal HCC angle a HCCt as additional degrees of freedom. In order to compare CCM and MCM results, we will use the average relative coordination number k ͑Ref. 68͒ to measure how far the molecular clusters are from the bulk limit. The relative coordination number k depends in general on the size and shape of the molecular clusters. A value of k = 1 corresponds to infinitely large clusters, i.e., to the bulk. The properties of the bulk limit are obtained by extrapolation of the MCM values to k = 1. CCM results correspond always to k = 1 by definition. However, we will assign the formal k values of the underlying clusters to the CCM results for comparison.
We have performed DEMON2K Table II together with the results of the corresponding molecular cluster calculations. The results for the CCM and the MCM calculations show that the size of the cluster has only a small effect on the structural parameters. The largest difference between the N = 36 and the N = 96 clusters is found for the carbon-carbon single bond length r CCs ͑0.006 Å for the CCM and 0.007 Å for the MCM͒. This is within the accuracy of the CCM optimization procedure using numerical gradients. However, the total energy, the HOMO energy, and the band gap converge much faster with cluster size in the CCM compared to the MCM ͑Table II͒. The difference in energy per PUC between the N = 36 and the N = 72 cyclic cluster is less than 1 kJ/ mol while the corresponding molecular clusters show a difference of more than 80 kJ/ mol. The same trend is found for the HOMO ͑⌬E HOMO CCM = 0.0017 a.u., ⌬E HOMO MCM = 0.0057 a.u.͒ and for the band gap ͑⌬B g CCM = 0.08 eV, ⌬B g MCM = 0.31 eV͒. The energetic properties for tPA of the cyclic N = 60 cluster are E = −76.633 27 a.u., E HOMO = −0.097 29 a.u., and B g = 0.29 eV, essentially equal to the corresponding values of the larger cyclic cluster N Ͼ 60. However, the molecular cluster results for this size are E = −76.670 39 a.u., E HOMO = −0.102 68 a.u., and B g = 0.55 eV, which are quite different from the corresponding values for the molecular clusters with N Ͼ 60 ͑Table II͒. Therefore, the N = 60 cyclic cluster is converged with respect to the electronic properties in contrast to the N = 60 molecular cluster.
In order to prove that the CCM values represent indeed the limits of the free cluster calculations, we have extrapolated the MCM values for the energy per primitive unit cell to k = 1, as shown in Fig. 5 . The plot clearly indicates that the molecular cluster energy converges to the CCM value in the limit of infinite cluster size. The agreement between the CCM energy of the N = 60 cluster and the extrapolated MCM   FIG. 4 . Structure of trans-polyacetylene ͑a͒ and polyene oligomers ͑b͒ ͑N even͒. Black spheres denote carbon atoms and white spheres hydrogen atoms. The C-C single and double bond lengths r CCs , r CCd , the C-H bond length r CH , the C-Cv C angle a CCC , and the H -C v C a HCC as well as the terminal C-H bond lengths r CHt and H -C v C angle a HCCt were optimized. k = 1 value is better than 1 kJ/ mol. A similar plot is shown in Fig. 6 for the convergence of the HOMO energies. The extrapolated value of the MCM HOMO energies is about 0.03 eV larger than the CCM value. This represents the fact that the finite clusters have eigenstates inside the band gap of the corresponding bulk due to the boundaries of the clusters. These states disappear under PBC and the extrapolation of the MCM HOMO energies must lead to ͑wrong͒ higher HOMO energies of the bulk and to ͑wrong͒ smaller band gaps. The extrapolated MCM band gap for the tPA is 0.18 eV compared to the CCM value of 0.29 eV. Therefore, the correct bulk values for the HOMO energy and the band gap cannot be obtained from an extrapolation of the MCM values.
Since a detailed analysis of the properties of tPA is not the purpose of this study, we compare our results for the carbon-carbon single and double bond lengths and the value for the band gap only briefly with experimental data from the literature [69] [70] [71] in Table III . The carbon-carbon double bond lengths of our CCM VWN/6-21G * calculations are in reasonable agreement with experiment; the single bond length is too short and the band gap is strongly underestimated. However, both are known weaknesses of the local density approximation and therefore these discrepancies are due to the method ͑LDA͒ rather than to the model ͑CCM͒. Chandrasekhar and Das 18 have calculated tPA using their CCM implementation within the framework of the MNDO method. They find similar angles and bond lengths, a CCC = 124.9°, a HCC = 119.6°, r CH = 1.096 Å, and r CCd = 1.357 Å, compared to our optimized values of 124.1°, 118.3°, 1.111 Å, and 1.369 Å, respectively. Their single bond length is larger ͑1.462 Å͒. While our CCM VWN/6-21G * value underestimates the single bond length, the result of Chandrasekhar and Das is slightly too large.
B. Graphene
Graphite consists of ABAB. . . stacked layers of carbon atoms in a benzene-ring structure with weak interplanar binding. Recently, isolated layers which are called graphene were prepared experimentally. 72, 73 We will use graphene as an example for a crystal periodic in two dimensions. The structure of the primitive unit cell and its translation vectors a 1 and a 2 are shown in Fig. 7 . The experimental lattice constant a 0 = ͱ 3r CC = ͉a 1 ͉ = ͉a 2 ͉, where r CC is the carbon-carbon bond length, is unknown for graphene. Periodic local density functional ͑LDF͒ LCGTO calculations yield a 0 = 2.453 Å ͑Ref. 74͒ and a 0 = 2.445 Å, 75 in agreement with a 0 = 2.450 Å obtained from LDF full-potential linearized augmented plane-wave ͑FLAPW͒ calculations. 76 These values are slightly smaller than the experimental in-plane lattice constant of graphite, 77 a 0 = 2.461 Å. E coh = 7.4 eV/ atom is the experimental cohesive energy of graphite. 78 To our knowledge, no experimental value for graphene has been determined so far. The calculated cohesive energy for graphene using periodic LDF LCGTO methods 74, 75 is E coh = 8.57-8.96 eV/ atom, in good agreement with E coh = 8.69 eV/ atom from LDF FLAPW calculations.
The results of our CCM and MCM VWN calculations for the lattice constant and the cohesive energy with and without corrections for the basis set superposition errors ͑BSSEs͒ of graphene are shown in Table IV . The 6-21G * basis set was used for carbon and the DZVP basis set was used for hydrogen in the MCM calculations. We have used cyclic clusters with 2n 2 = 50, 98, 128, 200 atoms ͑n =5,7,8,10͒. The corresponding transformation matrices L are diagonal with n = N 1 = N 2 and the J values, according to Ref. 31 , of these clusters are 11, 21, 26, and 38, respectively. Clusters with n mod 3 = 0 were omitted ͑i.e., n = 6 and n =9͒ to avoid a highest occupied molecular orbital-lowest unoccupied molecular orbital ͑LUMO͒ degeneracy. The carboncarbon bond length r CC was optimized for each cluster by a quadratic fit of energies from a series of single-point calculations with different r CC . The corresponding molecular clusters were saturated with hydrogen atoms resulting in clusters of the general formula C 2n 2H 4n with n =5,7,8. The molecular clusters were optimized under symmetry restrictions ͑the structure was kept planar and all in-plane angles were fixed to 120°, only the carbon-carbon and the terminal carbonhydrogen bonds were optimized͒. The BSSE was calculated by using the energy of the innermost carbon atom of the C 50 H 20 cluster calculated with all basis functions of that cluster as the reference energy for both MCM and CCM cohesive energies. It is worth noting that the lowest energy surface of the molecular clusters is not the singlet surface probably due to the symmetry constraints. Instead the results are reported for the quintuplet state which is lower in energy than the triplet or singlet states. The n = ϱ entry in Table IV denotes the values extrapolated to the bulk limit. The calculated Mulliken net charges on the carbon atoms in the CCM are all zero as it should be under periodic boundary conditions. The dependence of the lattice constant on the cluster size for the molecular cluster calculations is more pronounced for graphene than for tPA ͑Table IV, column 6͒ while the lattice constant in the CCM is already converged for the smallest considered cyclic cluster. The agreement of the extrapolated MCM value for a 0 with the CCM result is very good. The same trend is observed for the cohesion energy per atom. While the free cluster energies show a slow convergence with increasing cluster size ͑columns 7 and 8 in Table IV͒ limit is again very good. The slight deviations in E coh for n = 5 and n = 7 in the CCM case is most likely due to the cluster size. The BSSE for the 6-21G * basis set in the case of graphene is, with more than 1 eV/ atom, quite large, as Table  IV 12 also in reasonable agreement with experiment and the more recent calculated values. However, they found a cohesive energy ͑unscaled͒ of E coh = 26.33 eV/ atom, which is much too high.
We have analyzed the degeneracies of the KS eigenvalues of our CCM calculations in order to determine whether the crystal symmetry is reproduced in our calculations. The n = 5 cluster has a D 2h point symmetry if treated without cyclic boundary conditions. Therefore, no degeneracies, except incidental ones, should be observed in the MO eigenvalue spectrum. This is indeed the case for the eigenvalue spectrum of the corresponding molecular cluster C 50 H 20 and, especially, the HOMO and LUMO are both not degenerate. On the other hand the spectrum of the C 50 cyclic cluster shows sets of sixfold degenerate eigenvalues in the occupied space including the HOMO. Also the LUMO is sixfold degenerate, showing the symmetry of the corresponding crystal and confirming that the symmetry is restored in the CCM in contrast to the free cluster model.
C. Diamond
We have chosen diamond as an example for a covalent crystal periodic in three dimensions. The cubic diamond structure ͑space group Fd3m͒ has a primitive unit cell with an experimental lattice constant a 0 = 2.522 Å, 79 corresponding to a carbon-carbon bond length of r CC = 1.544 Å. An indirect band gap of B g = 5.47 eV has been measured by Clark et al. 80 The experimental valence band width ͑VBW͒ is in the range of 21-23 eV, 81, 82 and the lower conduction band width is 9.3± 0.7 eV. 81 The valence band structure in the density of states ͑DOS͒ contains three maxima, one at 17.2 eV below the valence band edge ͑VBE͒ with mainly s character, one at 13 eV of mixed s and p character, and one at 7.6 eV with mainly p character. 83 We have chosen cyclic clusters C 2n 3 ͑n =4,5,6͒ with n = N 1 = N 2 = N 3 and J = 10, 16, 23, respectively. The corresponding molecular clusters were saturated with hydrogen in order to avoid dangling bonds and have the general formula C 2n 3H 6n 2. As in the case of graphene, all angles were fixed during the optimization and only the carbon-carbon bonds ͑and in the case of the molecular clusters also the carbonhydrogen bond length͒ were optimized using the VWN method with the 6-21G * basis set for carbon and the DZVP basis set for hydrogen in the MCM calculations. The results for the optimized lattice constant a 0 , the cohesion energy E coh ͑uncorrected and BSSE corrected͒, and band gap B g of our CCM and MCM calculations are shown in Table V . The inner carbon atom of a C 54 H 54 molecular cluster is the reference atom for the BSSE corrections. The Mulliken net charges of the carbon atoms in the CCM calculations were zero, showing again the equivalence of the atoms as expected for the defect-free crystal.
Like in the case of graphene, the MCM results for the structural and electronic properties show a slow convergence to the bulk with increasing cluster size. On the other hand, the CCM result for the lattice constant is already converged for the n = 4 cluster and is in good agreement with the extrapolated MCM value ͑0.004 Å difference͒. The extrapolated MCM band gap is lower than the CCM values for the same reasons discussed already for tPA. However, the CCM results for the cohesion energy and the band gap for diamond seem to converge at first glance slower than the tPA and the graphene results. However, if the number of PUCs n per lattice direction is taken as the measure, the diamond results show the same behavior as, for example, the graphene values, where convergence was reached for n Ͼ 7. Since diamond is periodic in three dimensions, the necessary clusters to reach convergence are much larger ͑in terms of number of atoms͒ than in the graphene case. This is reflected by the values for the average relative coordination number k, too, which is 0.9333 for the largest graphene cluster ͑C 200 ͒ but only 0.8750 for the largest diamond cluster ͑C 432 ͒. The convergence of CCM results at the INDO level for diamond was investigated by Noga et al. 19 They used the conventional unit cell ͑which is four times larger than the PUC͒ to construct their cyclic clusters. They found an energy convergence of the CCM results within less than 0.01 eV for n =7 to n =9, in line with our explanations and our results for graphene. In order to overcome the problem of the need for large clusters, the long-range terms which have been omitted in this work must be included in the calculations. This would enable the use of much smaller clusters to reach the bulk limit. Nevertheless, already the n = 4 cyclic cluster leads to reasonable values for the diamond structure. The lattice constant a 0 = 2.513 Å shows a deviation of less than 0.01 Å from the experimental result of a 0 = 2.522 Å. The band gap ͑4.73 eV for the n = 4 cyclic cluster and closer to the CCM/VWN limit of 4.37 eV for the n = 6 cluster͒ is slightly too small due to the LDA but agrees well with the result of 4.12 eV for the indirect band gap from our periodic VWN/6-21G * calculations using the CRYSTAL03 program 84 and a numerically optimized lattice constant of a 0 = 2.507 Å. Noga et al. found an optimized lattice constant of a 0 = 2.606 Å using their CCM-INDO implementation, 19 which is about 0.084 Å too large compared with experiment. Their calculated CCM-INDO band gap is 10.55 eV, which is too large, in line with experience with most INDO methods.
Furthermore, we have calculated the CCM DOS and the CCM projected DOS ͑pDOS͒ for the n = 5 cluster ͓Figs. 8͑a͒ and 8͑b͔͒. Broadening Gaussian functions with a full width at half maximum of 0.4 eV have been superimposed to obtain a more realistic DOS curve. The VBW is 21.7 eV and is therefore in the experimental range of 21-23 eV. A similar VBW ͑21.2 eV͒ was obtained by Miró et al. 33 in their CCM-LDA calculations carried out at a fixed lattice constant of 2.524 Å. Our calculated valence band shows also the principal features obtained from experiment ͓Fig. 8͑b͒: a lower band with mainly s character and a maximum at about 17.9 eV from the VBE, a middle part with mixed s and p contributions, and an upper band with mainly p character and a maximum at about 6.6 eV below the VBE, all in qualitative agreement with experimental results 83 ͔. The HOMO and LUMO are threefold degenerate in the CCM case while the MCM results give nondegenerate orbitals.
The BSSE plays an even larger role in the case of diamond than in graphene. If the free atom is taken as reference, diamond is more stable than graphene ͑E coh = 10.25 eV versus E coh = 10.03 eV͒. However, the difference of the cohesive energy between graphene and graphite should be very small since the interlayer binding in graphite is weak. Therefore, graphene is expected to be more stable than diamond. Indeed, the BSSE corrected energies show the correct relative stabilities ͑E coh = 8.78 eV for diamond versus E coh = 8.91 eV for graphene͒.
VII. SUMMARY AND OUTLOOK
The cyclic cluster model formalism for KS-ADFT methods was derived and implemented in the deMon2k code. The deMon2k CCM was then used to calculate covalent, carbonbased systems periodic in one, two, and three dimensions, namely, trans-polyacetylene, graphene, and diamond, respectively. The CCM results for bond lengths and cohesive energies converge much more rapidly with cluster size than the molecular cluster results for all three systems and the CCM data represent the bulk limit if compared with corresponding MCM values extrapolated to k =1 ͑bulk limit͒. Extrapolated MCM band gaps are too small compared with CCM band gaps, because artificial states appear in the gap in molecular cluster calculations due to boundary effects leading to wrong bulk limits. The predicted MCM value for the HOMO is too high in energy compared with the CCM results for the same reason. The CCM overcomes this shortage and restores furthermore the correct crystal symmetry. The CCM results show that graphene is more stable than diamond if corrections for the BSSE are included, in line with experiment. The calculated CCM DOS and pDOS curves for diamond are in good agreement with experimental findings for the valence band width and the valence band structure.
These results suggest that the most fundamental problems of a first-principle CCM implementation, like the discussed negative eigenvalues of the overlap and ERI matrix, are solved with the presented implementation. Nevertheless, in order to be able to use smaller cyclic clusters and to allow the simulation of ionic crystals, the inclusion of long-range interactions is mandatory. On the other hand, it is relatively straightforward to include analytic gradients or higher energy derivatives in the current CCM implementation due to its molecular basis. Work in these directions is in progress in our laboratories. 
