In order to provide urban flood early warning effectively, two support vector machine (SVM) models, using a numerical model as data producer, were developed to forecast the flood alert and the maximum flood depth, respectively. An application in the urban area of Jinlong River Basin, Hangzhou, China, showed the superiority of the proposed models. Statistical results based on the comparison between the results from SVM models and numerical model, proved that the SVM models could provide accurate forecasts for estimating the urban flood. For all the rainfall events tested with an identical desktop, the SVM models only took 2.1 milliseconds while the numerical model took 25 hours. Therefore, the SVM model demonstrates its potential as a valuable tool to improve emergency responses to alleviate the loss of lives and property due to urban flood. Key words | forecast, numerical simulation, support vector machine, urban flood trol point inundation forecasting module. However, like all data-driven models, without enough data to support the SVM model, the predictions usually substantially and unsteadily deviate from observations (Sivapragasam et al. ; Babovic ; Sivapragasam & Liong ). The current circumstance is that few cities have installed enough urban flood depth monitors. The insufficiency of measured 221 Figure 1 | Description of the study site.
INTRODUCTION
Urban flood is a serious problem in cities worldwide, especially with increasing climate change and urbanization.
Urban storm sewer systems are often incapable of withstanding and satisfying the current and future demands of urban development. Therefore, when sudden heavy rain arrives, serious inundations often occur due to the incoming rainfall intensity exceeding the design intensity of the storm sewer system. Infrastructure damage and property losses caused by extreme rain event could be alleviated with the aid of urban flood forecast systems. The aim of the present study was to develop an urban flood forecast framework combining a numerical model based on MIKE FLOOD (DHI c) with SVM models.
The numerical model was the data source for the SVM model, and the SVM model provided fast forecast. The comparison between the results from SVM models and the numerical model is presented, and the performance of the SVM models valuated. With this approach, the real-time urban flood forecast system can be developed with limited monitoring data and cost. For many cities that have suffered from urban flood, this approach is one in which government officials and disaster management officers are interested.
Drainage system operators can make more effective decisions in advance with the support of a real-time flood forecast. Also, citizens can avoid some risk with the early warning. From this perspective, the combination of a numerical model with SVM used in urban flood forecast should be highlighted.
Hydraulic models for urban flood
Hydraulic models have been used in urban flood simulation, drainage system planning, and disaster decision support systems for many years. The drainage systems are commonly modeled using a one-dimensional (1D) modeling approach which lacks information about flooding on the urban surface. One approach for urban flood modeling, where the urban surface is treated as open channels and connected to the drainage system, is usually called a coupled 1D/1D model. However, because of the complex urban topography, the flows on the urban surface usually are very different from the flows in channels.
In recent years, the coupled 1D/2D methodologies, in which the urban surface is modeled through two-dimensional (2D) flow approaches and coupled with the 1D pipe network model, have been studied and applied to many cases. There are many features of urban surface, such as roads, buildings, walls, and so on. These features, especially buildings, will change the direction and velocity of the flood water, and generate different kinds of complex flow paths.
Coarse grid resolutions may distort or lose the information on the buildings. Models with finer grid resolutions could provide higher accuracy and a better description of physical processes. However, the 2D models usually require considerable computing resources. When using very small grids, the computational time will increase rapidly. This is the major challenge for the applications to urban flood forecast systems, especially in large areas. Various approaches have been developed to improve the efficiency of the 1D/ 2D modeling. Some of them are as follows.
Local fine grid
Both structured and unstructured mesh can be used in a fine grid in urban areas (or important areas), and coarse grid in rural areas (or unimportant areas) (DHI b). However, the modelers have to do more pre-processing to the mesh.
If the study area is an urbanized area, the percentage of fine grid would be very high, and the efficiency will not increase significantly.
A method based on sub-grid scale porosity treatment A method based on adjusted conveyance and storage characteristics advantages. For more detailed information on this subject, the reader is referred to Cortes & Vapnik () . SVM can be used in both classification and regression problems.
In practical application, the SVMs models are trained through the training data set (Equation (1)). For classification problems, it means finding the hyper plane (Equation (2)) with the largest geometrical margin, and for regression problems, it means finding linear regression function (Equation (3)) which can best approximate the output vector with an error tolerance ε.
where x i is the input vector processed by the data preprocessor, y i is the output data.
where ω is the weight vector and b ∈ R is the threshold value.
The primal problem can be described as Equation (4) (for classification problems) and Equation (5) (for regression problems):
where l is the number of training vectors.
where C indicates the capacity parameter cost, ξ i and ξ Ã i determine the degree to which sample points are penalized if the error is larger than ε.
The principal concepts behind SVM methodology are mapping the input data set into a high-dimensional feature space to deal with the nonlinear classification or regression.
In detail, through a Lagrange duality (Equation (6)) and mapping the input space into a higher dimension with the function K(Á,Á), which is called kernel function, the dual problem can be formed (Equation (7) for classification problems, Equation (8) for regression problems). The common kernel functions include linear kernel, polynomial kernel, and radial basis function.
where α i is the vector of non-negative Lagrange multipliers.
The optimal Lagrange multipliers are solved by the standard quadratic programming algorithm. The reader can find more details of the quadratic programming algorithm from Chang & Lin () . The training vectors for which the Lagrange multiplier is non-zero are called support vectors.
The decision function (Equation (9) for classification problems, Equation (10) for regression problems) can be used to calculate new input vectors:
where f(x) ¼ 0 or 1, means different classes; l k (l k < l) is the number of support vectors.
METHODS

Study area and data set description
The study area is the urban area of Jinlong River Basin, In the study area, three rainfall gauge stations and two water level gauge stations were installed (Figure 1 ). The monitoring data during the year of 2013, the terrain data, Jinlong River data, and local rainfall statistic data were employed in this study. Annual accumulated rainfall during 2013 was about 1,431.4 mm, which included two storm events (June 26th-29th and October 6th-8th).
Framework of urban flood forecast
A framework of the urban flood forecast in this study is shown in Figure 2 . It includes two components: i.e., MIKE FLOOD and SVM. In this framework, the MIKE FLOOD model provides surrogate data for training SVM models.
Combination of the two models is able to provide a good way to deliver their advantages and achieve high accurate The data set pre-processor
The data pre-processor includes rainfall events sampling, rainfall data dimension reduction, the max flood depth, and urban flood alert labels prepared.
The rainstorm intensity formula based on local rainfall data of the past 30 years was used to evaluate the return period of each rainfall event. The frequency distribution of the rainfall events by rain intensity throughout the year of 2013 is presented in Figure 3 . An extremely uneven distribution may be observed. As seen in Figure 3 , the return period of 69 events in a total of 72 rainfall events is less than one year. The low probability of the high return period event may result in the bias of the SVM model trained by these data. Therefore, a series of new storm events was generated through selecting actual rainfall events randomly, and making random amplifications. The generated rainfall events and the actual rainfall events were mixed. The frequency distribution of these events is presented in Figure 4 .
Then, through stratified sampling, the rainfall events Another issue is that the rainfall duration is different among each event. Thus, the rainfall data cannot be used as the input vector directly. In order to unify and decrease the dimensions of the input vector, an unsupervised fourorder polynomial fitting algorithm was applied. The polynomial curves can be described as follows:
where R(t) is the rainfall depth, and t is the time since the rain started. Then, the coefficients of the rainfall data quartic polynomial curve and three key features (the maximum and accumulated value of rainfall depth, the rainfall duration)
were merged together as the input vector.
The urban flood alert and max flood depth which are two factors that concern the decision-makers most were forecast for each rainfall event. They were calculated from the MIKE FLOOD simulation results, and provided as the training output data of SVM models. During a rainfall event, if a flood depth above 0.15 meter is sustained for more than 0.5 hour, the alert should be triggered. The alert is labeled as 1 when the urban flood alert is triggered and 0 when no alert is triggered. cally, these parameters are described as follows.
Statistical analysis of SVM models
1. The root mean square error (RMSE)
where H SVM (k) and H MIKE (k) are the simulated flood depth by the SVR model and numerical model at event k, and n is the total number of rainfall events. RMSE represents the standard deviation of the differences between the values predicted by numerical model and those by SVR model.
The mean bias error (MBE)
MBE shows the mean value of error between the SVR model and the MIKE FLOOD model.
Coefficient of efficiency (CE)
where H MIKE is the average of simulated flood depth by numerical model. CE is widely used to evaluate the forecasting performance of hydrological models. It is the ratio of the mean square error to the variance in the max flood depth data simulated by MIKE FLOOD subtracted from unity. The more perfect the forecast by the SVR model, the more close to 1 is the CE value. 15) where H SVM is the average of simulated flood depth by the SVR model. The CE and CC are used to measure the similarity between the numerical model and the SVM model forecast result of each rainfall event. The higher the CE (or CC), the better agreement between the flood depth forecasted by the numerical model and the SVR model.
Coefficient of correlation (CC)
CC ¼ P n k¼1 H MIKE (k) À H MIKE À Á H SVM (k) À H SVM À Á ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P n k¼1 H MIKE (k) À H MIKE À Á 2 q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P n k¼1 H SVM (k) À H SVM À Á 2 q(
Precise rate (PR)
where TP is the number of true positives (flood alerts forecasted correctly by the SVC model); TN is number of true negatives (no alerts forecasted correctly by the SVC model); TSN is the total sample number. The PR shows the correction of the forecasting by the SVC model. 6. True positive rate (TPR)
where FN is number of false negatives (no alerts forecasted incorrectly by the SVC model). TPR shows how many flood events were forecasted correctly by the SVC model.
RESULTS AND DISCUSSION
The data set processing
Using the stratified sampling, 77 rainfall events were selected for training the SVM models and 34 rainfall events were selected for testing. Figures 5 and 6 show that the samples are well-distributed using the stratified sampling. In this study site, when the rainfall intensity is bigger than 1-in-50-year rainfall, local officers block the roads and execute the highest level emergency procedures to avoid other secondary disasters. In terms of the accuracy of urban flood forecasts, the local officers pay most attention to those rainfall events with more frequency than 1-in-50year incidents. Therefore, the return periods of the rainfall events in the training data set were mainly in the range of 0 to 50 years.
Through the proposed fourth-order polynomial fitting algorithm, the data of each rainfall event was converted into the input vector for the SVM models. Each rainfall event was an input vector, i.e., there were 77 input vectors in the training data set and 34 input vectors in the testing data set.
MIKE FLOOD model calibration
The water level data from Xiaotianzu gauging station of two storm events were used for model calibration ( 
Performance of the SVM models
The performance indicators are summarized in Tables 1   and 2 flood results by setting different controls, the application is limited. The approach presented here will be further developed to solve this limitation. In addition, although stratified sampling showed good performance in this study, how to estimate the minimum sample set needs further study. 
