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Los modelos de tra´fico son una herramienta cada vez ma´s utilizada para la toma de decisiones respecto a sistemas
viarios. Son decisiones que tienen como objetivo mejorar la calidad de vida de las personas y pueden tener un gran
impacto en el nivel de transportes de una ciudad.
Un buen modelo es aquel que representa el sistema de manera realista. Un componente clave para ello en los modelos
de tra´fico son los para´metros de comportamiento que describen la accio´n humana. Dado que el comportamiento
humano en la conduccio´n difiere de un lugar a otro, estos para´metros deben ser calibrados y validados para cada
modelo. En este trabajo hemos desarrollado una metodolog´ıa de calibracio´n basada en la simulacio´n-optimizacio´n.
La te´cnica utilizada ha sido una versio´n del algoritmo SPSA (Simultaneous Perturbation Stochastic Approximation),
e incluye como novedad las medidas reales de tiempos de recorrido entre tres pares de puntos de la v´ıa, recogidos por
sensores Bluetooth. Estos nuevos datos reales deben ser introducidos en la funcio´n de comparacio´n del algoritmo, con
el objetivo de mejorar la convergencia y la calidad de las soluciones de este.
El algoritmo SPSA se basa en realizar una aproximacio´n al gradiente de la funcio´n objetivo realizando solamente dos
evaluaciones de la funcio´n. Esto es ido´neo para nuestro caso, pues evaluar la funcio´n objetivo incluye realizar una
simulacio´n con el modelo (para comparar los resultados con los datos reales), operacio´n computacionalmente muy
costosa. Adema´s, el algoritmo SPSA esta´ creado especialmente para entornos en los que la estocasticidad juega un
papel importante, como son los modelos de tra´fico, por lo que resulta muy adecuado para resolver nuestro problema.
En pos de mejorar los resultados obtenidos, hemos modificado el algoritmo para aplicar el me´todo del gradiente
conjugado una vez realizamos nuestra aproximacio´n al gradiente. Acotamos tambie´n los valores que pueden tomar
los para´metros para asegurar la obtencio´n de resultados realistas y evitar iteraciones inu´tiles.
Aplicamos nuestro procedimiento al modelo de un tramo de autopista cerca de Estocolmo, para el cual tenemos
medidas de flujos (sensores radar), velocidades (radar tambie´n) y tiempos de recorrido entre sensores Bluetooth.
Utilizamos los datos de dos d´ıas diferentes, uno para la calibracio´n y otro para la validacio´n. El objetivo, a parte del
propio desarrollo de la metodolog´ıa descrita, es la valoracio´n de la mejora que supone introducir los nuevos datos de
tiempos de recorrido, tanto a nivel de convergencia del algoritmo como en lo referente a calidad de las soluciones.
Para la ejecucio´n, sea han utilizado las herramientas informa´ticas AIMSUN y MatLab, simulador de tra´fico y progra-
ma de ca´lculo respectivamente, con los que se ha creado el algoritmo iterativo de calibrado de para´metros y la rutina
de validacio´n.
Debido al pobre ajuste del modelo a la realidad, independientemente de los para´metros, no hay resultados respecto a
la utilidad de considerar los tiempos de recorrido en cuanto a calidad de los resultados. Respecto a la convergencia,
no hay tendencias aparentes, por lo que son necesarios ma´s experimentos con el algoritmo para poder pronunciar-
se al respecto. El algoritmo queda pues sin validar a la espera de comprobar su utilidad en un modelo con mejor ajuste.
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Traffic models are becoming more and more used as a tool for the decision making in traffic systems. Those decisions
try to improve the quality of life of the people and can have a great impact in the level of transportations in a city.
A good model represents the system in a realistic way and provides answers to questions about said system. A
key component for this goodness are the behaviour parameters that describe human action. Given that the human
behaviour for driving greatly vary from one place to another, these paremeters need to be calibrated and validated
for every model.
In this work we have developped a methodology for calibration and validation based on simulation-optimization.
The used technique is a version of the SPSA (Simultaneous Perturbation Stochastic Approximation) algorithm, with
the novelty of including real measurements of travel times between Bluetooth sensors placed along the way. These
data need to be included in the comparation function: the goal is to accelerate the convegence of the algorithm and
improve the quality of its outputs.
The SPSA algorithm is based on an approxiamtion of the gradient of the objecive function calculated with just two
measurements of the objective function. This is ideal for our case, since evaluating the objective function includes
executing a simulation on the model (in order to compare simulated and real data), which can be very expensive in
computational time. Also, the SPSA algorithm was created especially for environments where stochasticity plays a
relevant role, as it happens with traffic models, so the method turns out to be very adequate for solving our problem.
In order to improve the obtained results we have modified the algorithm to apply the conjugate gradient method, once
we approximate our gradient by the SPSA technique. We also limit the values the parameters can take throughout
the process, in order to receive realistic results and to avoid useless iterations.
We apply our procedure to a model of a highway section near Stockholm. We have measurements of flows and speeds
(radar sensors) and travel times between two Bluetooth stations at our disposal. We use the data of two different days,
one for the calibration and the other one for the validation. The goal is, besides de developpement of the described
methodology, the evaluation of the improvement induced by the use of this new data - the travel times - both in the
convergence speend and in the quality of solutions.
For the execution, two main software tools have been used: AIMSUN, a traffic simulator; and MatLab, a mathematical
programming program, by which we have created the iterative algorithm for the parameter calibration and the
validation routine.
Due to the poor adjustment of the model to reality, independently of the parameters, there are no results related to
the impact, in the sense of improved quality of the solutions, of considering the travel times. It is not clear either
if the travel times improve the convergence of the algorithm: the results do not show any apparent trends so more
executions of the algorithm are needed in order to properly understand the implications of the use of travel times.
The algorithm awaits a model with better fitting in order to be validated properly.
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Parte 1
Introduccio´n
La simulacio´n es una herramienta de ana´lisis que nos permite conocer, entender y tomar decisiones respecto
a sistemas complejos. Es el caso de la simulacio´n de tra´fico, que parte de la necesidad de comprender los
procesos que ocurren para as´ı poder predecir comportamientos y situaciones que permitan una eficiente
gestio´n del tra´fico. Trata´ndose de un elemento clave en la vida de las ciudades, tiene un gran impacto en la
calidad de vida de los ciudadanos, por lo que esta gestio´n ma´s fundada y efectiva contribuye a construir una
sociedad mejor.
A la hora de realizar una simulacio´n, se requiere un modelo, que no es ma´s que una representacio´n del
sistema creado con el objetivo de responder a preguntas sobre dicho sistema. Este modelo sera´ modificado,
se generara´n variantes, que no son ma´s que la representacio´n pra´ctica de las preguntas que quieren hacerse.
En los modelos de tra´fico, estas variantes se materializan en forma de escenarios, para los que se ejecuta la
simulacio´n: los resultados de esta sera´n las respuestas a las preguntas que planteaban los distintos escenarios.
Un modelo de tra´fico es la representacio´n de un sistema complejo, por lo que, en pos del realismo, debe per-
mitir tambie´n un alto grado de complejidad. Eso tiene como consecuencia que el modelo se componga, entre
otros, de muchos para´metros cuyo objetivo es simular el comportamiento de los veh´ıculos. Los resultados
de la simulacio´n con un modelo dependen pues, a grandes rasgos, de dos entidades: por un lado la propia
estructura del modelo (sistema vial, sistema de control de tra´fico, etc) y por otro lado el comportamiento de
los veh´ıculos. Cuando se desea explorar distintas opciones de control, soluciones constructivas a nivel vial o
situaciones particulares en el sistema, se pretende que los resultados de la simulacio´n sean debidos a estos
cambios estructurales. Para ello, el comportamiento de los veh´ıculos debe ser coherente y ajustado a l realidad.
¿Que´ hace que un modelo sea u´til? La utilidad de un modelo viene definida por su capacidad para res-
ponder a las preguntas que quieran resolverse con su uso, por tanto, un modelo sera´ u´til si arroja resultados
cercanos a la realidad. Para ello, los para´metros de comportamiento deben tomar el valor adecuado para que
los resultados de la simulacio´n por medio del modelo tenga resultados realistas y pueda ser verdaderamente
u´til. El ajuste de los para´metros con el objetivo de que el modelo represente el sistema correctamente es el
proceso de calibracio´n y validacio´n.
Metodolo´gicamente son procesos ana´logos: se trata de asignar valores a los para´metros y comparar los re-
sultados de la simulacio´n con datos reales de los que se disponga. La calibracio´n es el propio proceso de
iterativamente alterar los para´metros buscando aquellos que minimizan la diferencia entre lo simulado y un
conjunto de datos reales. La validacio´n es la verificacio´n, usando un conjunto de datos independiente del
primero, de la precisio´n y exactitud de la representacio´n del sistema.
En el caso de los para´metros de comportamiento para los modelos de tra´fico, como podr´ıan ser el tiempo
de reaccio´n o la velocidad deseada de un conductor, es muy dif´ıcil o imposible obtener mediciones de sus
valores. Por otro lado, la complejidad del modelo hace imposible su obtencio´n anal´ıtica au´n disponiendo
datos reales del comportamiento del sistema. Estos para´metros no observables deben ser ajustados de forma
indirecta, es decir, realizando modificaciones iterativamente y en funcio´n de los resultados obtenidos con las
modificaciones previas.
Habitualmente, este tipo de para´metros se calibran manualmente, con el me´todo del trial and error, error y
aproximacio´n. En este trabajo vamos a desarrollar un procedimiento sistema´tico que permita automatizar
el proceso. Ello pasa por formalizar una funcio´n de error con la hipo´tesis de que los para´metros que minimi-
cen este error sera´n los mejores para´metros para el modelo. A continuacio´n, podemos resolver el problema
planteado con un me´todo de simulacio´n-optimizacio´n, en el que los para´metros son modificados iteracio´n a
iteracio´n en funcio´n de los resultados de la simulacio´n que se ejecuta a cada modificacio´n de para´metros.
Dado que la funcio´n de error, que depende de estos para´metros, compara medidas reales con valores simu-
lados, no es anal´ıtica y por tanto tampoco diferenciable. Un algoritmo desarrollado espec´ıficamente para
estas situaciones es el Simultaneous Perturbation Stochastic Aproximation (SPSA). Se basa en aproximar el
gradiente en un punto con solamente dos medidas de la funcio´n objetivo: esto es especialmente importante
aqu´ı puesto que cada evaluacio´n de la funcio´n objetivo conlleva ejecutar una simulacio´n, que puede tener
muy altos costes computacionales.
El algoritmo SPSA, como su propio nombre indica, altera todos los para´metros simultaneamente, tanto al
evaluar la funcio´n en dos puntos distintos con los que aproximar el gradiente como para modificar los para´me-
tros en sentido opuesto al gradiente aproximado. Para escoger los puntos en los que se va a evaluar la funcio´n,
toma una direccio´n aleatoria. Este me´todo esta´ especialmente pensado para problemas de optimizacio´n no
3diferenciable en los que la funcio´n objetivo sea muy costosa de evaluar y pueda involucrar estocasticidad,
como es el caso de la simulacio´n de tra´fico.
Generalmente, a la hora de calibrar modelos de tra´fico, se dispone de medidas reales de las velocidades,
flujos (veh´ıculos/tiempo) y densidades (veh´ıculos/longitud de v´ıa) en puntos de la v´ıa obtenidos con senso-
res de bucle de induccio´n magne´tica. Con el desarrollo de las tecnolog´ıas de la informacio´n, cada vez hay
ma´s datos de tra´fico disponibles susceptibles de ser utilizados para este tipo de proceso. En nuestro caso,
disponemos de datos de radar de los flujos y velocidades en un conjunto de puntos de la autopista medidas de
sensores Bluetooth de una autopista cerca de Estocolmo, que registran el tiempo de recorrido de un veh´ıculo
entre una estacio´n Bluetooth y la siguiente. Los tiempos de recorrido son un tipo de medidas que no se ha
usado anteriormente para calibrar para´metros de comportamiento y que difiere esencialmente de las medidas
de velocidad, flujo y densidad, puesto que estas u´ltimas son medidas puntuales.
El intere´s del problema es doble. Por un lado, consiste en desarrollar una funcio´n de error para el SPSA que
considere varios tipos de medidas distintos, que posteriormente podr´ıa incluir otros tipos de medidas pro-
venientes de otras tecnolog´ıas. Por otro lado, el segundo objetivo del trabajo sera´ ver si el hecho de incluir
ma´s tipos de informacio´n real en el proceso de calibracio´n mejora el algoritmo en cuanto a convergencia
y/o calidad de los resultados, es decir, si los datos que aportan los sensores Bluetooth nos permiten llegar
en menos iteraciones a los para´metros o´ptimos y/o nos permiten calibrar para´metros mejores que los que
obtendr´ıamos sin ellos.

Parte 2
State of the Art

Cap´ıtulo 1
Calibrado de para´metros de modelos de tra´fico
La simulacio´n de tra´fico es una herramienta ba´sica cada vez ma´s utilizada para la investigacio´n, el ana´lisis y
la gestio´n de sistemas de transporte. Esta simulacio´n se lleva a cabo sobre modelos que contienen para´metros
en representacio´n del comportamiento individual de los veh´ıculos, para´metros que describen desde eleccio´n
de rutas hasta tiempos de reaccio´n o agresividad en adelantamientos. En muchos casos, estos para´metros no
son observables y deben ser calibrados antes de utilizar el modelo como herramienta predictiva.
En este cap´ıtulo seguiremos el trabajo de Hollander (Hollander 2008) en el que resume los me´todos para la
calibracio´n de estos para´metros hasta la fecha, junto con las hipo´tesis ba´sicas, sus puntos en comu´n y sus
diferencias.
Los modelos de tra´fico acostumbran a estar formados por submodelos, que intentan reproducir una toma de
deciso´n concreta de un viajero individual, como por ejemplo la decisio´n de realizar un adelantamiento o de
decelerar tras una frenada del coche precedente. Cada uno de estos submodelos contiene varios para´metros,
con lo que en conjunto el modelo global consta de, quiza´s, varias docenas de ellos. Por ello, resulta imposible
aislarlos para medirlos individualmente. Por ello, lo usual es realizar la calibracio´n de varios para´metros
simulta´neamente.
A la hora de calibrar, se ajustan los para´metros para que los resultados del modelo sean similares a los datos
reales medidos. Esta diferencia entre valores reales y simulados se calcula usando un agregado de informa-
cio´n, que no describe el comportamiento individual de los veh´ıculos. Esta informacio´n pueden ser flujos,
velocidades, tiempos de recorrido, longitudes de cola...
Segu´n queda recogido en (Hollander 2008), hay algunas otras hipo´tesis comunes a todos los me´todos de
calibrado de para´metros:
Igual que cualquier modelo, los modelos de tra´fico no esta´n exentos de simplificacio´n. Hay elementos con gran
impacto en el comportamiento del tra´fico en la realidad que no son tenidos en cuenta, como por ejemplo
todo lo que pasa al lado de las v´ıas o situaciones accidentales en la carretera. Sin embargo, al comparar
los datos reales y los simulados, estamos suponiendo que el modelo tiene en cuenta todos los factores que
afectan al tra´fico, lo cual no es cierto, pero es una limitacio´n que debemos aceptar. Esto va a llevar a errores
e imperfecciones inevitables.
En cuanto a los para´metros a calibrar, lo ideal ser´ıa calibrarlos todos. Sin embargo, computacionalmente o
por limitacio´n de datos disponibles, esto no es posible. Todas las metodolog´ıas expuestas hasta el momento,
que recoge Hollander, se concentran en un subconjunto de para´metros, por lo que es importante seleccionar
adecuadamente cua´les se van a calibrar y evitar a toda costa dejar sin calibrar para´metros de gran influencia.
Aqu´ı acaban los puntos de acuerdo entre diferentes metodolog´ıas (Hollander 2008), y Hollander pasa a ex-
plorar las discrepancias.
Las primeras discrepancias aparecen ya en el tipo de para´metros a calibrar: algunos estudios calibran de
manera simulta´nea para´metros de comportamiento de conduccio´n y de eleccio´n de ruta (como es el caso
Toledo et al. en (Toledo 2003)) mientras que otros prefieren concentrarse en un solo tipo de para´metros
(por ejemplo Hourdakis et al. en (Hourdakis 2003)). Las propuestas de simultaneidad sostienen que de esta
manera se llega a modelos ma´s robustos, y que separando los subproblemas se puede llegar a estimaciones
tendenciosas.
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Otra diferencia entre las metodolog´ıas esta´ en la cantidad de para´metros que consideran. Desde tan pocos
como 3 hasta 19 para´metros calibrados simulta´neamente, registra (Hollander 2008) en su recopilatorio de
metodolog´ıas. La mayor ventaja de escoger un subconjunto pequen˜o de para´metros es que es posible fijarse
en el efecto de los cambios de cada para´metro individualmente y comprender mejor el sistema. La gran
ventaja de la calibracio´n de muchos para´metros simulta´neamente es la automatizacio´n del proceso: se llega
de manera ma´s eficiente al o´ptimo. La solucio´n ideal esta´ en un conjunto de para´metros suficientemente
grande como para describir todos los comportamientos correctamente pero suficientemente pequen˜o a la vez
para poder poner atencio´n individual en cada uno de ellos.
La diferentes metodolog´ıas propuestas en cuanto a calibracio´n de para´metros difieren tambie´n, como es na-
tural, en cuanto a escala del problema. Desde una sola interseccio´n (por ejemplo en (Abdulhai 2002)) hasta
enormes redes metropolitanas (como en (Lu 2015)). La cantidad de datos tambie´n var´ıa, de considerar datos
de solamente dos sensores (Dowling 2004) a datos histo´ricos de 216 contadores de veh´ıculos a lo largo y
ancho de una red (de nuevo en (Lu 2015)). Sean cuales sean la escala y el conjunto de datos reales, no debe
olvidarse el objetivo final de cada calibracio´n en concreto, prefirie´ndose me´todos automatizados cuando se
trata gran cantidad de informacio´n real.
El tipo de datos reales con el que se hace la calibracio´n tambie´n varia entre metodolog´ıas. Hourdakis et al.
(Hourdakis 2003) utilizan los flujos y velocidades en distintos puntos de una red, mientras que por ejemplo
Dowling et al. (Dowling 2004) comparan capacidades para el calibrado de para´metros de comportamiento,
luego flujos para calibrar para´metros de eleccio´n de ruta y finalmente utilizan tiempos de recorrido y longitud
de colas para ajustar mejor los para´metros. Que se haya visto hasta ahora, no hay tipos de medidas mejores
que otros para la calibracio´n de modelos, sino que los resultados dependen del resto de caracter´ısticas de la
metodolog´ıa.
La mayor´ıa de metodolog´ıas acaban usando te´cnicas de minimizacio´n para llegar a los valores o´ptimos de los
para´metros. Hay tres caracter´ısticas que deber´ıan respetarse (Hollander2008):
1 La te´cnica escogida no debe restringir el nu´mero de variables.
2 Cuantas menos evaluaciones de la funcio´n objetivo mejor. Esto se debe a que cada evaluacio´n implica
una simulacio´n, que es computacionalmente costosa.
3 La te´cnica no debe usar derivadas de la funcio´n objetivo, ya que esta no es una funcio´n anal´ıtica de las
variables.
Para cumplir el segundo punto existe un trade-off entre coste por iteracio´n y nu´mero de iteraciones. Los casos
extremos de esto ser´ıan el Simplex y los Algoritmos Gene´ticos, realizando el primero una sola evaluacio´n
de la funcio´n objetivo por iteracio´n, casi siempre, pero necesitando muchas ma´s iteraciones para alcanzar la
mejora que obtienen los Algoritmos Gene´ticos en unas pocas, en las que evaluan la funcio´n objetivo varias
veces. (Hollander 2008) menciona tambie´n las metodolog´ıas manuales o parcialmente manuales, llegando a
la conclusio´n de que las automatizadas son mejores.
Respecto a los estad´ısticos utilizados para las medidas de bondad de ajuste, es decir, para comparar datos
reales y simulados, lo natural es utilizar errores elevados a potencias, para no anular errores de signo opuesto,
y para penalizar errores grandes, puesto que en el contexto de calibracio´n de para´metros no se busca un
ajuste perfecto (dado que es imposible) sino minimizar las mayores diferencias.
Finalmente, la validacio´n de los para´metros como elemento clave para un buen ajuste de los para´metros
es algo en lo que todas las metodolog´ıas coinciden. Sin embargo, las estrategias de validacio´n son diversas,
tal como resume (Hollander 2008). Por un lado, la inspeccio´n visual de gra´ficas permite detectar errores
importantes, aunque no debe ser sustitutivo de un ana´lisis cuantitativo. Pueden usarse estad´ısticos de bondad
de ajuste como en la calibracio´n, aunque la mayor´ıa de autores se decantan por ana´lisis ma´s rigurosos, con
niveles de confianza bien definidos. Dada la incertidumbre de otros componentes del modelo (como por
ejemplo la demanda introducida), (Hollander 2008) considera innecesaria esta rigurosidad, aunque reafirma
la importancia de usar comprobaciones distintas a las que se han usado ya en el proceso de calibracio´n.
Naturalmente, los datos reales utilizados para la validacio´n deben de ser independientes de los utilizados en
el calibrado.
Cap´ıtulo 2
El SPSA aplicado al calibrado de para´metros
La eleccio´n del algoritmo de optimizacio´n para el calibrado de para´metros de tra´fico debe adaptarse a las
caracter´ısticas del problema. Por ejemplo, Hourdakis et al. proponen en (Hourdakis 2003) un algoritmo de
optimizacio´n determinista, haciendo uso de las te´cnicas cla´sicas de optimizacio´n no lineal. Sin embargo, al
no disponer de una fo´rmula anal´ıtica para al funcio´n a minimizar, conviene considerar los me´todos indirec-
tos para la optimizacio´n, en particular Osorio et al. prononen una metodolog´ıa de simulacio´n-optmizacio´n
(Osorio 2015) para la calibracio´n de para´metros de control de tra´fico. Esto es ma´s acorde con la realidad
del problema, por lo que nosotros tambie´n elegiremos un algoritmo de simulacio´n-optimizacio´n.
El problema de la calibracio´n de para´metros de modelos de tra´fico tiene ciertas caracter´ısticas que lo con-
vierten en un muy buen candidato para aplicar el algoritmo de optimizacio´n basado en la aproximacio´n del
gradiente Simulaneous Perturbation Stochastic Approximation, comu´nmente llamado SPSA. En esta seccio´n
vamos a repasar estas caracter´ısticas e introducir el algoritmo SPSA, y veremos como encaja y que beneficios
tiene en este contexto.
Nos encontramos ante un problema de optimizacio´n en varias variables (y conviene no limitarnos al respecto),
en el que la funcio´n objetivo pasa por realizar una simulacio´n con un modelo de tra´fico y una comparacio´n
de los resultados obtenidos con un conjunto de datos reales del que disponemos. Esto significa que la funcio´n
objetivo:
Incluye aleatoriedad: Al ejecutar la simulacio´n de tra´fico, introducimos aleatoriedad en la funcio´n
objetivo, por lo que distintas evaluaciones de la funcio´n para las mismas variables dara´n resultados
distintos.
No es diferenciable: La funcio´n objetivo carece de formulacio´n anal´ıtica y es claramente no diferencia-
ble.
Es costosa: Ejecutar una simulacio´n de tra´fico tiene costes computacionales que pueden ser muy elevados
en redes de cierto taman˜o, que son la aplicacio´n final pra´ctica del procedimiento. Debe minimizarse el
nu´mero de evaluaciones de la funcio´n.
Estas caracter´ısticas son ido´neas para la utilizacio´n del algoritmo SPSA, como veremos a continuacio´n.
El problema a tratar es el de la minimizacio´n de una funcio´n de error respecto a un vector de variables,
iterativamente desde una aproximacio´n inicial. Esta funcio´n es susceptible de ser altamente irregular e in-
volucrar ruido, por lo que el descenso no se conseguira´ en cada iteracio´n. Adema´s, no hay ningu´n tipo de
informacio´n disponible respecto al gradiente. De ah´ı la bu´squeda de algoritmos que no lo utilicen o que se
basen en aproximaciones del gradiente.
Siguiendo el discurso que hace Spall en (Spall 1998), tenemos me´todo cla´sico para optimizacio´n estoca´stica sin
gradiente, que es el algoritmo de diferencias finitas y aproximacio´n estoca´stica, FDSA, de Hiefer-Wolfowitz.
Si se compara con el algoritmo R-M SA, prototipo de algoritmo basado en el gradiente, este u´ltimo con-
verge ma´s ra´pidamente cuando hablamos de nu´mero de iteraciones. En particular, basa´ndonos en la teor´ıa
asinto´tica, la tasa de convergencia o´ptima medida en te´rminos de la desviacio´n de los para´metros estimados
desde el vector de para´metros verdaderamente o´ptimo es del orden de k−1/2 para los algoritmos basados en el
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gradiente y del orden de k−1/3 para los algoritmos basados la aproximacio´n del gradiente, siendo k el nu´mero
de iteraciones (Spall 1998). Au´n as´ı, no deben olvidarse otros factores a la hora de determinar que´ algoritmo
es mejor: (a) los algoritmos basados en el gradiente podr´ıan dar malos resultados cuando la informacio´n
respecto a la relacio´n entradas-salidas del sistema sea pobre, (b) el coste total no debe medirse solamente
en iteraciones sino tambie´n contando el coste de esas iteraciones y (c) el comportamiento as´ınto´tico teo´rico
podr´ıa no cumplirse en casos particulares reales.
Dado que en nuestro caso el ca´lculo del gradiente es imposible, vamos a considerar el algoritmo FDSA
y el SPSA, que describiremos brevemente, para ver finalmente que resulta ma´s eficiente para nosotros utili-
zar el SPSA, a trave´s del discurso de (Spall 1998).
Ambos algoritmos aplican la formulacio´n recursiva esta´ndar:
pk+1 = pk − akgˆk(pk)
, con gˆk(pk) una aproximacio´n del gradiente en el punto pk. La clave del algoritmo esta´ en la obtencio´n
de esta aproximacio´n al gradiente a trave´s de la evaluacio´n de la funcio´n en puntos cercanos a pk. Para el
FDSA, cada componente de pk se perturba individualmente, una a una, y se realizan tantas evaluaciones
de la funcio´n como perturbaciones. Cada componente del gradiente estimado es formada diferenciando los
valores resultado de la evaluacio´n correspondientes y entonces dividiendo por un intervalo de diferencia (la
distancia de perturbacio´n):
gˆk,i(pk) =
f((pk + ckei)− f((pk − ckei)
2ck
donde ck es el valor de perturbacio´n (decreciente con k) y ei es el vector unitario de componente i-e´sima no
nula.
Para el SPSA, la perturbacio´n se realiza simultaneamente en todas las componentes de pk. Esto reduce a 2
las evaluaciones de la funcio´n objetivo para la aproximacio´n del gradiente, independientemente del nu´mero
de variables. La aproximacio´n ser´ıa como sigue:
gˆk,i(pk) =
f((pk + ckδk)− f((pk − ckδk)
2ckδk,i
Llamando n al nu´mero de variables a considerar, no´tese que mientras el SPSA realiza 2 evaluaciones de la
funcio´n objetivo a cada iteracio´n, el FDSA realiza 2n evaluaciones.
El resultado cr´ıtico que da la ventaja al SPSA es el siguiente: Bajo condiciones razonablemente generales, el
SPSA y el FDSA alcanzan el mismo nivel de precisio´n estad´ıstica para una cierta cantidad de iteraciones,
pese a que el SPSA utiliza n veces menos evaluaciones de la funcio´n que el FDSA. (Spall 1998)
Es decir, a nivel asinto´tico:
(1)
nr. medidas de la f.o. en el SPSA
nr. medidas de la f.o. en el FDSA
→ 1
p
Esto viene dado por el hecho antiintuitivo de que: Un cambio simulta´neo aleatorio en todas las variables
correctamente escogido en un problema da tanta informacio´n para la optmizacio´n como un conjunto completo
de cambios, uno cada vez, en cada variable. (Spall 1998)
La clave aqu´ı nos la dan las palabras para la optimizacio´n, que le dan validez a la afirmacio´n.
Desarrollando un poco ma´s al respecto de esta igualdad de efectividad, el razonamiento intuitivo puede
plantearse como sigue:
Si nos fijamos en la imagen a continuacio´n, podemos ver como el SPSA, si bien no baja en la direccio´n de
ma´ximo descenso, compensa sus desv´ıos en una direccio´n tomando otra a la iteracio´n siguiente.
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Figura 1. Convergencia del FDSA y del SPSA, Spall (1998)
Esto se debe a que la aproximacio´n del gradiente que realiza el SPSA es un estimador casi sin error del
gradiente, es decir, E(gˆk(pk)) = g(pk)+un pequen˜o error, que decrece con c
2
k (siendo ck un valor pequen˜o
decreciente con k). Eso significa que, en media, el SPSA seguira´ casi el camino de ma´ximo descenso, com-
pensando a lo largo de las iteraciones los errores de direccio´n que en suma se acaban cancelando. (Spall 1998)
Finalmente, mencionamos los resultados experimentales que obtuvo (Spall 1998) al aplicar el algoritmo
SPSA y FDSA a un controlador en una planta de tratamiento de aguas residuales. Se aprecia claramente
como el SPSA tiene peor rendimiento que el FDSA en las primeras iteraciones pero acaba llegando al mismo
nivel de convergencia, tanto en calidad como velocidad.
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Figura 2. Comparacio´n del FDSA y del SPSA, Spall (1998)
As´ı pues, el algoritmo SPSA resulta casi tan eficiente como los me´todos basados en el ca´lculo del gradiente,
se adapta a la no diferenciabilidad de nuestra funcio´n objetivo y minimiza el nu´mero de evaluaciones de la
funcio´n objetivo a realizar. Es un buen candidato teo´rico, pues, para la resolucio´n de este problema.
Parte 3
Implementacio´n

Cap´ıtulo 3
Descripcio´n del problema
El calibrado de para´metros de comportamiento en modelos de tra´fico puede plantearse como un problema
de optimizacio´n, cuyo objetivo es minimizar el error entre un conjunto de datos de estado del tra´fico reales
y sus correspondientes valores obtenidos por simulacio´n. Las variables del problema sera´n el conjunto de
para´metros que se consideren y la funcio´n objetivo sera´ una medida de la distancia entre los valores de
velocidades, flujos y tiempos de recorrido reales respecto a los simulados.
Dadas las siguientes componentes:
Una red de tra´fico R, con S = {sj} un conjunto de J sensores establecidos en distintas aristas de la red;
un periodo de simulacio´n T , dividido en H intervalos {th};
un conjunto de mediciones de velocidades vˆj,h, flujos qˆj,h y tiempos de recorrido rˆj,h para cada sensor
sj en cada instante de tiempo th;
un conjunto P = {pi} de I para´metros de comportamiento;
El problema es:
(2)
d = argminp1,...,pI [f1(vˆ1,1, ..., vˆJ,H , v1,1, ..., vJ,H) + f2(qˆ1,1, ..., qˆJ,H , q1,1, ..., qJ,H)+
+f3(rˆ1,1, ..., rˆJ,H , r1,1, ..., rJ,H)],
donde: vj,h son las velocidades simuladas;
qj,h son los flujos simulados;
y rj,h son los tiempos de recorrido simulados;
para cada sensor sj en cada instante de tiempo th.
Sujeto a:
(3) pmin,i < pi < pmax,i,
siendo Pmax y Pmin dos conjuntos que delimitan los valores mı´nimos y ma´ximos realistas que podr´ıan tomar
los para´metros, impuestos con el objetivo de asegurar el sentido f´ısico de los para´metros calibrados.
Las funciones f1, f2, f3 debera´n ser determinadas con el objetivo de reflejar de manera u´til (en cuanto a
significado f´ısico, viabilidad algor´ıtmica y eficacia) la diferencia entre los valores reales y simulados de velo-
cidades, flujos y tiempos de recorrido.
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Estas funciones incluyen una simulacio´n del modelo con los para´metros pi y una comparacio´n de los resul-
tados con los datos reales disponibles, por lo que incluyen estocasticidad y no son diferenciables. Este hecho
dota al problema de una dificultad particular, ya que debera´ se resuelto con me´todos que no requieran del
ca´lculo del gradiente (en nuestro caso, el gradiente sera´ aproximado).
Cap´ıtulo 4
Para´metros del problema
Una vez vista la estructura del problema, hay que definir concretamente todos los elementos involucrados.
La mayor´ıa de ellos vienen definidos por los datos disponibles: estos definen sobre que´ red trabajamos, nos
limitan el tiempo de simulacio´n y nos fijan intervalos temporales para la recogida de datos simulados. Sin
embargo, hay decisiones que quedan abiertas a nuestra eleccio´n, que exigen la toma de una decisio´n refle-
xionada. Lo ma´s relevante en este sentido es la eleccio´n de los para´metros de comportamiento que vamos a
involucrar en la optimizacio´n, que sera´n las variables de nuestro problema, as´ı como los l´ımites que impone-
mos a estas variables.
En esta aplicacio´n concreta de la simulacio´n-optimizacio´n, la herramienta utilizada para la simulacio´n es
el programa AIMSUN. Este programa aplica un modelo de microsimulacio´n de tra´fico que tiene dos tipos de
para´metros: estructurales, como la geometr´ıa o los elementos de control y de comportamiento. Estos u´ltimos
se deben a que en la simulacio´n de tra´fico tratamos con el binomio veh´ıculo-conductor, siendo este conductor
un humano; esto nos lleva a la necesidad de modelar el comportamiento humano. Los modelos base utilizados
por el simulador son los modelos, conocidos por sus nombres en ingle´s, de Car following, Lane Changing,
Gap Acceptance y Route Choice.
Las variables de optimizacio´n van a ser, pues, los para´metros de tra´fico que describen el comportamiento de
los conductores en estos diferentes modelos, para´metros que queremos calibrar.
Tras un repaso exhaustivo de todos los para´metros que actu´an en los modelos de Car following, Lane Chan-
ging y Gap Acceptance usados por AIMSUN (dada la linealidad de la red, el de Route Choice no aplica),
y tras un filtrado a trave´s del que nos quedamos solamente con aquellos que son propiamente de compor-
tamiento y tienen, segu´n experiencia previa, un impacto relevante en los resultados de la simulacio´n, nos
quedamos con los 12 para´metros listados a continuacio´n. E´stas sera´n las variables que vamos a ajustar con
el objetivo de minimizar las diferencias entre los datos resultantes de la simulacio´n y los reales.
Maximum Desired Speed: La Velocidad Ma´xima Deseada es aquella a la que un conductor circula
cuando ninguna restriccio´n se lo impide, en la que se siente co´modo circulando y considera adecuada
para sus objetivos. Esta velocidad define marcadamente la velocidad real a la que viajara´ un veh´ıculo.
Speed Acceptance: E´ste valor representa la propensio´n a aceptar restricciones a la velocidad. Un valor
superior a 1 significa que el conductor no acatara´ los l´ımites impuestos sino que viajara´ ma´s deprisa
(siempre que ese l´ımite sea inferior a su Velocidad Deseada).
Clearance: Este es el espacio que deja un conductor entre su veh´ıculo y el siguiente cuando esta´n parados.
Tiene efectos importantes en las entradas a la autopista y durante las congestiones.
Reaction Time: El tiempo de reaccio´n es uno de los para´metros ma´s importantes y sensibles de los
modelos de tra´fico. Afecta enormemente el comportamiento de un veh´ıculo.
Reaction Time at Stop: El tiempo de reaccio´n en parada afecta solamente en entradas a la autopista
y conestiones. Au´n as´ı, su impacto puede ser muy grande, ya que los tiempos de reaccio´n definen
marcadamente los comportamientos de los conductores.
Margin for Overtaking Manoeuvre: El Margen para la Maniobra de Adelantamiento es un para´metro
en tiempo que describe el cuidado o la temeridad de un conductor al realizar un adelantamiento. Este
para´metro tendra´ efecto en los cambios de carril.
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Gap: El Hueco es el para´metro que controla el espacio que deja un conductor entre su veh´ıculo y el que lo
precede. Este espacio se calcula segu´n modelos de C¸ar Following”, pero el simulador AIMSUN permite
establecer un valor mı´nimo a trave´s de este para´metro. Viene medido en segundos.
Salvo para los para´metros de Reaction Time y Reaction Time at Stop, AIMSUN utiliza distribuciones norma-
les truncadas a la hora de asignar valores a las diferentes caracter´ısticas para cada veh´ıculo. Cada distribucio´n
viene definida por su media, su varianza, su ma´ximo y su mı´nimo. Vamos a tomar la media y la varianza
como variables a optimizar, es decir, para´metros a calibrar, y utilizaremos los ma´ximos y mı´nimos para
formar la regio´n de garant´ıa de dichas medias (por tanto, no vamos a considerar el ma´ximo ni el mı´nimo
como para´metros a calibrar). Esto nos da un total de 12 para´metros a calibrar, como ya hab´ıamos avanzando
antes, lo que significa que realizaremos optimizacio´n en 12 variables.
A continuacio´n, corresponde asignar un valor inicial a los distintos para´metros a partir del cual iterar hacia
la solucio´n o´ptima. La bondad de esta aproximacio´n inicial es muy importante, ya que afectara´ a la con-
vergencia tanto a efectos de converger ra´pidamente (ya que idealmente partimos de una punto cercano a la
solucio´n) como a efectos de calidad de la solucio´n (una buena aproximacio´n inicial puede evitarnos caer en
mı´nimos locales que nos impidan alcanzar la optimalidad buscada).
En este caso, a falta de mejor informacio´n, decidimos partir de los valores por defeco del modelo. Estos
para´metros son fruto de un ajuste manual (me´todo de ”trial and error”) realizado en otro estudio, que part´ıa
de los para´metros por defecto de AIMSUN. Los valores que da AIMSUN se basan en la experiencia recogida
tras muchos experimentos, con lo que tienen una base emp´ırica so´lida y esta´n hechos para ser una referencia
realista en el caso de no tener valores mejores. Adema´s, estos para´metros fueron ajustados manualmente
en otro estudio para mejorar los resultados de la simulacio´n. Estos u´ltimos valores son, pues, una mejor
aproximacio´n de la que partir, con una metodolog´ıa mas compleja, para buscar los valores ideales de los
para´metros.
He aqu´ı una tabla con los valores de la aproximacio´n inicial:
Max. Desired Speed Max. Desired Speed Speed Acceptance Speed Acceptance
Mean Deviation Mean Deviation
100 5 0.85 0.30
Clearance Clearance Reaction Time Reac. Time at Stop
Mean Dev
1 0.3 1 1.2
Margin for Overt. Man. Margin for Overt. Man. Gap Gap
Mean Deviation Mean Deviation
5 3 0.5 0.1
Una vez disponemos de para´metros iniciales, queda por definir la regio´n de garant´ıa, es decir, los valores
mı´nimos y ma´ximos para cada para´metro que formara´n la restriccio´n pmin,i < pi < pmax,i.
Dado que el objetivo de estas restricciones es mantener los valores de los para´metros en un rango realista
(teniendo en cuenta su sentido f´ısico), parece razonable conservar los ma´ximos y mı´nimos por defecto de
las distribuciones normales truncadas de AIMSUN. Esto nos da cotas para los valores medios de 5 de los
para´metros, a fata de cotas para las desviaciones y para los tiempos de reaccio´n (cuyo valor en el modelo es
fijo).
El resto de cotas no disponen de una base tan so´lida y se definen con criterios de realismo, en base a la
experiencia previa de valores t´ıpicos, y particularmente en el caso de las varianzas, dejando rangos poco
restrictivos y razonables.
La siguiente tabla compila los ma´ximos y mı´nimos tomados para los distintos para´metros:
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Max. Desired Speed Max. Desired Speed Speed Acceptance Speed Acceptance
Mean Deviation Mean Deviation
80 - 110 3 - 10 0.70 - 1.20 0.10 - 0.60
Clearance Clearance Reaction Time Reac. Time at Stop
Mean Dev
0.5 - 1.5 0.1 - 0.6 0.75 - 1.5 0.75 - 1.7
Margin for Overt. Man. Margin for Overt. Man. Gap Gap
Mean Deviation Mean Deviation
3 - 7 1 - 4 0.0 - 0.7 0 - 0.2
Por u´ltimo, queda por definir el paso inicial deseado para cada para´metro, es decir, la magnitud deseada del
cambio en ese para´metro por iteracio´n, para las primeras iteraciones.
El algoritmo a implementar modifica las variables a cada iteracio´n en una magnitud correspondiente al
gradiente (se aplicara´ la te´cnica del gradiente conjugado), multiplicada por un valor ak (vectorial, dada las
diferentes magnitudes de las variables que tratamos) que decrece con k, siendo k la iteracio´n. Esta secuencia
de ak viene definida por ciertos para´metros que se comentara´n ma´s adelante en la siguiente seccio´n, pero
cuya obtencio´n depende del cambio deseado en las primeras iteraciones.
As´ı pues, para cada para´metro a calibrar (variable del problema de optimizacio´n) tenemos que definir la mag-
nitud del cambio deseado para las primeras iteraciones. Teniendo en cuenta las magnitudes de los para´metros
y la sensibilidad del resultado de la simulacio´n respecto a cambios en los para´metros, podemos escoger estos
valores de forma que el algoritmo pueda avanzar efectivamente hacia la solucio´n correcta sin estancarse pero
no se vea forzado a cambios demasiado bruscos que puedan dificultar la convergencia.
En la siguiente tabla se recogen los valores tomados como cambio deseado en la primera iteracio´n:
Max. Desired Speed Max. Desired Speed Speed Acceptance Speed Acceptance
Mean Deviation Mean Deviation
2.5 0.5 0.1 0.02
Clearance Clearance Reaction Time Reac. Time at Stop
Mean Dev
0.1 0.05 0.05 0.05
Margin for Overt. Man. Margin for Overt. Man. Gap Gap
Mean Deviation Mean Deviation
0.15 0.15 0.025 0.005
Y con esto quedan definidos todos los elementos que forman el problema de optimizacio´n objeto de este
estudio.

Cap´ıtulo 5
Algoritmo y Funcio´n Objetivo
El problema de optimizacio´n que vamos a tratar de resolver tiene una funcio´n objetivo muy compleja que
marcara´ el procedimiento resolutivo aplicado. Esta funcio´n objetivo es la diferencia entre los valores de velo-
cidades, flujos y tiempos de recorrido simulados y reales. Por lo tanto, involucra ejectuar la simulacio´n para
los para´metros de tra´fico deseados y comparar estos resultados con las medidas reales de las que se disponen.
Vea´moslo con mas detalle.
1. Funcio´n Objetivo
La funcio´n objetivo es el elemento que dota de mayor complejidad al problema. No solamente lo hace no
diferenciable, sino que adema´s cada una de sus evaluaciones resulta computacionalmente muy costosa. A
continuacio´n se detalla con ma´s precisio´n el procedimiento que sigue el algoritmo para el ca´lculo de la
funcio´n objetivo y las decisiones tomadas al respecto.
La funcio´n objetivo consta de varios procesos te´cnicos que incluyen la ejecucio´n de un script en lenguaje de
programacio´n Python desde MatLab, script que a su vez ejecuta el simulador de tra´fico AIMSUN. Se dan
ma´s detalles respecto a la interfaz MatLab-AIMSUN en secciones posteriores.
A nivel de proceso, la obtencio´n del valor de la funcio´n objetivo para un conjunto de para´metros pk es como
sigue:
1. Para´metros: MatLab genera y guarda un fichero con los para´metros de comportamiento a considerar
en la simulacio´n, es decir, el vector pk.
2. Ejecucio´n del simulador: MatLab ejecuta un script de Python que lee el archivo previamente creado
y modifica los para´metros de comportamiento en el modelo, sustituyendo los para´metros por defecto
por los nuevos para´metros a evaluar. A continuacio´n, ejecuta la simulacio´n de ese modelo, a trave´s de
AIMSUN.
3. Generacio´n de datos simulados: Durante la simulacio´n, AIMSUN recoge los datos de velocidades,
flujos y tiempos de recorrido en los mismos intervalos para los que disponemos datos reales, para poder
compararlos despue´s. Hemos decidido realizar 1h de simulacio´n, buscando el compromiso entre tener
suficientes datos y que las iteraciones no sean excesivamente costosas, computacionalmente hablando.
En este caso, la ejecucio´n dura aproximadamente 12 segundos, con lo que cada iteracio´n del algoritmo
conlleva algo menos de medio minuto de tiempo de ca´lculo. Todos los datos generados por simulacio´n
se guardan en una base de datos.
4. Recogida de datos: Una vez finaliza el simulador, MatLab recoge los datos a comparar de la base
de datos con comandos SQL. A continuacio´n, reordena y filtra los datos para llegar al mismo formato
que los datos reales de los que disponemos, para permitir la comparacio´n.
5. Comparacio´n con los datos reales: Por separado se comparan velocidades, flujos y tiempos de re-
corrido. Tanto para velocidades como para flujos se considera una serie de valores vj,h o qj,h, conside-
rando todos los sensores y todos los intervalos de tiempo. Se calcula el Normalized Root Mean Squared
Error (NRMSE), obteniendo as´ı 2 valores de error: ev y eq. En cuanto a los tiempos de recorrido, para
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cada uno de los tres arcos para los que tenemos datos se calcula el NRMSE para la serie de valores,
obteniendo as´ı tres medidas de error, una por arco: er,A, er,B y er,C . Es muy importante que todas las
medidas de error este´n normalizadas para poder combinarlas en la funcio´n objetivo.
6. Funcio´n objetivo final: Una vez disponemos de las medidas de error para cada uno de los tipos
de datos disponibles, debemos combinarlas en un solo valor que representara´ la funcio´n objetivo del
problema de optimizacio´n. Para dar un peso similar a los tres tipos de datos involucrados, hemos tomado
primero la media de los errores para tiempos de recorrido: er = (er,A + er,B + er,C)/3, y a continuacio´n
hemos sumado los tres errores, obteniendo la funcio´n objetivo que sigue:
(4) F.O. = ev + eq + er
De esta manera, la contribucio´n de los distintos tipos de datos es similar y evitamos darle ma´s peso a
alguno de ellos, sin ninguna razo´n para ello.
La funcio´n objetivo queda, pues, definida e implementada en el algoritmo. Posibles investigaciones futuras
podr´ıan pasar por su modificacio´n, en particular el uso de algu´n otro estad´ıstico en sustitucio´n del NRMSE,
que aqu´ı hemos escogido para penalizar errores grandes ma´s marcadamente que los errores pequen˜os, aunque
en cualquier caso deber´ıa mantenerse algu´n tipo de normalizacio´n. Los pesos que se dan a los distintos errores
tambie´n pueden ser modificados, una vez haya razones de ana´lisis para ello.
2. Proceso del SPSA
Vamos a resolver el problema de optimizacio´n presentado con el algoritmo iterativo Simultaneous Pertur-
bation Stochastic Approximation, con siglas SPSA. E´ste es un me´todo de simulacio´n-optimizacio´n especial-
mente disen˜ado para trabajar con modelos complejos, que involucran aleatoriedad. Una de sus principales
caracter´ısticas es, precisamente, que el SPSA tambie´n involucra la aleatoriedad en el proceso resolutivo. Su
gran ventaja es, adema´s, que no necesita de la funcio´n objetivo ma´s que dos evaluaciones por iteracio´n.
Esto lo hace particularmente eficiente al tratar con problemas donde la evaluacio´n de la funcio´n objetivo es
computacionalmente muy costosa, como es el caso de los modelos de tra´fico.
El proceso que sigue el SPSA es ana´logo al me´todo del gradiente, con la restriccio´n de que este gradiente no
puede ser calculado y debe ser aproximado. Para minimizar el coste computacional de su ejecucio´n, el SPSA
evalu´a la funcio´n objetivo en u´nicamente dos puntos, y son esos valores los que utiliza para la aproximacio´n
del gradiente.
A continuacio´n, un esquema del funcionamiento del algoritmo: El proceso iterativo es como sigue:
0. Inicializacio´n de variables y constantes: Partiremos de un valor inicial para las variables del algo-
ritmo, que son los para´metros de comportamiento a calibrar. Esta sera´ la aproximacio´n inicial desde la
que iteraremos para buscar el o´ptimo. En este paso tambie´n debemos definir las constantes a,A, α, c, γ
que determinara´n las secuencias de paso, como se ve en los siguientes puntos.
1. Actualizacio´n del paso: Incrementamos k, el indicador de iteracio´n, en 1. A continuacio´n, actuali-
zamos los valores ak y ck con las fo´rmulas usuales del SPSA:
(5) ck =
c
(k + 1)γ
,
(6) ak =
a
(k +A)α
2. Generacio´n del vector de desplazamientos: El SPSA altera simulta´neamente todas las variables
del problema de optimizacio´n en una direccio´n aleatoria. Cada componente de este vector de despla-
zamientos (δk) se genera de forma independiente al resto con una distribucio´n de probabilidades que
cumpla las siguientes condiciones: media cero y carente de infinitos momentos inversos.
3. Evaluacio´n de la funcio´n objetivo: La funcio´n objetivo es, en este caso, una medida de la distancia
entre los valores de velocidades, flujos y tiempos de recorrido medidos y los simulados. Por tanto, la
evaluacio´n de la funcio´n objetivo comporta una ejecucio´n del simulador, la recogida de resultados y su
posterior comparacio´n, usando alguna medida estad´ıstica.
2. PROCESO DEL SPSA 23
Figura 3. Esquema del algoritmo Simultaneous Perturbation Stochastic Approximation
La funcio´n objetivo sera´ evaluada en dos puntos: pk − ckδk y pk + ckδk, que usaremos para aproximar
el gradiente.
4. Aproximacio´n del gradiente: Es el punto clave del algoritmo SPSA. El gradiente se aproxima usan-
do solamente el valor de la funcio´n en los dos puntos evaluados:
(7) gk(pk) =
f(pk + ckδk)− f(pk − ckδk)
2ck

δ−1k,1
δ−1k,2
...
δ−1k,I

Todas las componentes del gradiente aproximado tienen el mismo numerador, reflejando la perturbacio´n
simulta´nea de las componentes del vector de variables pk.
5. Actualizacio´n de las variables: Modificamos los valores de las variables en la direccio´n de ma´ximo
descenso dada por el gradiente aproximado, con un paso ak:
(8) pk+1 = pk − akgk(pk)
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6. Iteracio´n o final: Finalmente, tomamos la decisio´n de o bien seguir iterando, en cuyo caso volvemos
al punto 1., o bien acabar el proceso y tomar la u´ltima aproximacio´n pk+1 como resultado de la
optimizacio´n.
Para decidir si continuar iterando o parar, tomamos dos criterios: primero, si los valores de pk+1 son
muy cercanos a los de pk, se considera que el algoritmo ha convergido y paramos el proceso. Tanto la
medicio´n de esta distancia como la eleccio´n del valor  que define el criterio de parada quedan a eleccio´n
de quien realiza la optimizacio´n. El segundo criterio pretende evitar que el algritmo itere ad infinitum
en caso de no converger: establece un l´ımite de iteraciones M tal que si k > M el algoritmo para.
En forma de co´digo, el SPSA podr´ıa implementarse as´ı:
Figura 4. Co´digo MatLab del SPSA (Bullejos 2013)
3. Modificaciones del SPSA
Con el objetivo de mejorar la convergencia y calidad de las soluciones arrojadas por el algoritmo, vamos a
implementar ciertas modificaciones al SPSA que ya han dado buenos resultados en casos anteriores. Estas
nos van a permitir reducir el coste computacional del algoritmo, tener ma´s informacio´n sobre el valor de la
funcio´n objetivo durante el proceso y tener unos resultados ma´s realistas.
Veamos las tres modificaciones implementadas:
Gradiente Conjugado: Un me´todo cla´sico para mejorar la te´cnica del gradiente es usar el gradiente
conjugado. Esta estrategia se basa en proyectar el gradiente gk para hacerlo perpendicular al gradiente
gk−1. En el caso en que el gradiente puede calcularse directamente, cada gradiente es perpendicular a
los anteriores, obtenie´ndose as´ı el resultado final de manera exacta en, como ma´ximo, el mismo nu´mero
de iteraciones que variables a optimizar. En nuestro caso, al ser el gradiente una aproximacio´n, esto
u´ltimo no se cumple. Sin embargo, aplicar el gradiente conjugado sigue teniendo un efecto positivo
a nivel de evitar repetir direcciones de descenso ya exploradas recientemente. La implementacio´n del
gradiente conjugado es, en cuanto a fo´rmulas, como sigue:
(9) pk+1 = pk − ak(gk(pk) + bgk−1(pk−1))
donde
(10) b =
||gk(pk)||2
||gk−1(pk−1)||2
Para evitar problemas, se establece b = 0 y se sacrifica en una iteracio´n la ventaja del gradiente conju-
gado cuando ||gk−1(pk−1)|| es muy similar a cero.
Disen˜o Asime´trico: El disen˜o asime´trico consiste en evaluar la funcio´n objetivo en el punto pk y en un
punto perturbado pk+ckδk, en vez de usar tambie´n el valor de la funcio´n en pk−ckδk. Con este sistema
no perdemos calidad de la aproximacio´n del gradiente y nos permite tener el valor de f(pk) a cada paso
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de la iteracio´n, en lugar de tener solamente los valores de la funcio´n para puntos perturbados. Adema´s,
esto permite una ampliacio´n inmediata al ca´lculo de varias aproximaciones del gradiente, para quedarse
con la media, obteniendo mejores direcciones de descenso. Cada aproximacio´n de ma´s que hagamos del
gradiente exigira´ solamente una nueva evaluacio´n de la funcio´n objetivo: f(pk + ck δˆk), en lugar de dos.
En este caso utilizamos el disen˜o asime´trico de la aproximacio´n u´nicamente con el objetivo de disponer
del valor de la funcio´n objetivo en cada punto pk, sin calcular varias aproximaciones al gradiente, para
minimizar los tiempos computacionales.
El ca´lculo del gradiente quedar´ıa as´ı:
(11) gk(pk) =
f(pk + ckδk)− f(pk)
ck

δ−1k,1
δ−1k,2
...
δ−1k,I

Regio´n de garant´ıa: Como ya se ha mencionado antes, no vamos a dejar que el algoritmo recorra
libremente cualquier valor para las variables, sino que vamos a imponer que este´n en un rango concreto
de valores. Esto tiene un doble significado: por una parte queremos mantener el sentido f´ısico de las
variables como para´metros de comportamiento de un modelo de tra´fico, y por otra parte sabemos
aproximadamente cuales son los valores razonables para esos para´metros, con lo que restringirlos a un
cierto entorno impide que el algoritmo se desv´ıe hacia valores que no van a ser buenos. Esta regio´n de
garant´ıa se establece en base a experiencias previas y carece de fundamento riguroso, por lo que no
debe ser excesivamente restrictiva. A nivel de implementacio´n, introducida en el algoritmo resulta una
expresio´n as´ı:
(12) pk,i = ma´x(pmin,i, pk,i),∀i ∈ [1, ..., I]
(13) pk,i = mı´n(pk,i, pmax,i),∀i ∈ [1, ..., I]
donde pmin y pmax son vectores constantes que contienen los valores l´ımite de la regio´n de garant´ıa
para cada variable.
4. Algoritmo definitivo
Una vez vista la estructura del algoritmo que vamos a implementar, es decir, el SPSA; de haber analizado
la funcio´n objetivo y las decisiones tomadas al respecto y de haber expuesto las tres modificaciones con que
buscamos mejorar el algoritmo, podemos compilar todo lo dicho en un esquema algor´ıtmico definitivo con
todos los detalles.
0. Inicializacio´n de variables y constantes: El valor inicial de las variables de optimizacio´n son los
valores por defecto del modelo para los para´metros de comportamiento, como justificamos anteriormente
en la seccio´n que trata los para´metros del algoritmo, y se resumen en la tabla siguiente:
Max. Desired Speed Max. Desired Speed Speed Acceptance Speed Acceptance
Mean Deviation Mean Deviation
100 5 0.85 0.30
Clearance Clearance Reaction Time Reac. Time at Stop
Mean Dev
1 0.3 1 1.2
Margin for Overt. Man. Margin for Overt. Man. Gap Gap
Mean Deviation Mean Deviation
5 3 0.5 0.1
Estos valores forman el vector de variables p0.
A continuacio´n veamos la eleccio´n de los para´metros que definen las secuencias de paso:
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c: Para este valor la literatura indica elegir un valor similar a la desviacio´n esta´ndar en la medicio´n de
la funcio´n objetivo (Spall 1997). Dada la diferencia en la magnitud de las variables de optimzacio´n,
se ha considerado un c = (c1, ..., c12) vectorial, con un valor de c distinto, ajustado a cada variable.
Estos valores de c se resumen en la siguiente tabla:
Max. Desired Speed Max. Desired Speed Speed Acceptance Speed Acceptance
Mean Deviation Mean Deviation
1 0.3 0.05 0.01
Clearance Clearance Reaction Time Reac. Time at Stop
Mean Dev
0.05 0.03 0.03 0.03
Margin for Overt. Man. Margin for Overt. Man. Gap Gap
Mean Deviation Mean Deviation
0.1 0.03 0.02 0.02
Estos valores forman el vector c.
γ: Este para´metro toma el valor de 0,101, siguiendo las gu´ıas ofrecidas por Spall.
A: Este para´metro es omitido a veces en la literatura, pero permite aumentar e para´metro a, para
mayor velocidad de convergencia, sin desestabilizar el algoritmo en las primeras iteraciones. Se
recomienda un A  M , con M el ma´ximo nu´mero de iteraciones admitido, sin superar nunca A
el valor 0,1M . Para evitar riesgos, no hemos pretendido una bajada extremadamente ra´pida con
un a muy grande, as´ı que hemos dejado un conservador A = 2.
α: Nuevamente en referencia a las directrices de Spall, hemos tomado el valor recomendado de 0,602
para la α.
a: Nos encontramos nuevamente con un valor que requiere un escalado en funcio´n de las magnitudes
de las variables. Generalmente se ajusta el valor a en funcio´n de α, A y el gradiente en el punto
inicial, de manera que el paso en la primera iteracio´n sea de la magnitud deseada. Para ello,
se aproxima el gradiente varias veces y se ajusta a acorde con los resultados. En la seccio´n de
para´metros ya se definieron los pasos iniciales deseados para cada variable, no resta ma´s que
realizar el ca´lculo inverso teniendo en cuenta las fo´rmulas (6) y (8). Finalmente, para cada variable
tenemos un valor ai escalado, formando el vector a = (a1, ..., a12). Tabulamos a continuacio´n los
valores de este vector:
Max. Desired Speed Max. Desired Speed Speed Acceptance Speed Acceptance
Mean Deviation Mean Deviation
700 25 0.4 0.02
Clearance Clearance Reaction Time Reac. Time at Stop
Mean Dev
0.8 0.09 0.3 0.3
Margin for Overt. Man. Margin for Overt. Man. Gap Gap
Mean Deviation Mean Deviation
3 1.2 0.08 0.02
1. Actualizacio´n del paso: Incrementamos k en 1 y actualizamos los valores ak y ck con las fo´rmulas:
(14) ck,i =
ci
(k + 1)0,101
,
(15) ak,i =
ai
(k + 2)0,602
2. Generacio´n del vector de desplazamientos: Para las componentes del vector de alteracio´n si-
multa´nea de las variables hay muchas distribuciones teo´ricamente posibles. Sin embargo, la Bernouilli
{−1, 1} con probabilidad 1/2 da en general buenos resultados y es va´lida a nivel teo´rico, as´ı que sera´
la elegida en este caso: δk = Bern({−1, 1}, 12 , 12).
3. Evaluacio´n de la funcio´n objetivo: La funcio´n objetivo, como hemos visto en la seccio´n correspon-
diente, es la ejecucio´n de la simulacio´n y una fusio´n de estad´ısticos normalizados que miden el error
entre los datos reales y los simulados en cuanto a velocidades, flujos y tiempos de recorrido.
Siguiendo el disen˜o asime´trico de la aproximacio´n al gradiente, la funcio´n objetivo sera´ evaluada en los
puntos pk y pk + ckδk.
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4. Aproximacio´n del gradiente: Nuevamente debemos tener en cuenta el disen˜o asime´trico, para ade-
cuar la aproximacio´n del gradiente:
(16) gk(pk) =
f(pk + ckδk)− f(pk)
ck

δk,1
δk,2
...
δk,I

No´tese que se han dejado los δk,i sin invertir. Esto se debe a que su valor sera´ 1 o −1, siendo en cualquier
caso ellos mismos sus propios inversos.
5. Actualizacio´n de las variables: Aqu´ı modificamos simulta´neamente todas las variables hacia un
nuevo punto. Aplicamos la modificacio´n antes mencionada y en lugar de seguir la direccio´n y sentido
opuesto al gradiente, introducimos el gradiente conjugado. Primero calculamos b:
(17) b =
||gk(pk)||2
||gk−1(pk−1)||2
Y a continuacio´n actualizamos el vector pk:
(18) pk+1 = pk − ak(gk(pk) + bgk−1(pk−1))
6. Regio´n de garant´ıa: Antes de dar por va´lido el resultado de la iteracio´n, comprobamos que este´ en
la regio´n de garant´ıa, y en caso contrario situamos los valores de las componentes en los l´ımites que
superan:
(19) pk+1,i = ma´x(pmin,i, pk+1,i),∀i ∈ [1, ..., I]
(20) pk+1,i = mı´n(pk+1,i, pmax,i),∀i ∈ [1, ..., I]
Donde pmin y pmax son los vectores de valores ma´ximos y mı´nimos para las diferentes variables esta-
blecidos en la seccio´n que trata de los para´metros.
7. Iteracio´n o final: Finalmente debemos decidir o bien continuar iterando y volver al punto 1. o bien
cortar y quedarnos con el valor actual. El doble criterio que imponemos consta de un valor pequen˜o
 tal que si ||pk+1 − pk|| < , se considera que el algoritmo ha convergido y acaba, y de un nu´mero
ma´ximo de iteraciones M que impide que el algoritmo itere ad infinitum en caso de no convergencia.
Este sera´, pues, el algoritmo que implementaremos en MatLab para la resolucio´n de este problema de
optimizacio´n de para´metros de comportamiento en modelos de tra´fico.
A continuacio´n, un co´digo MatLab que realiza este procedimiento:
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Figura 5. El algoritmo SPSA modificado, implementado en MatLab
Cap´ıtulo 6
La interaccio´n entre AIMSUN i MatLab
Para poder aplicar el me´todo de optimizacio´n deseado, necesitamos el soporte informa´tico adecuado a nues-
tras necesidades. El algoritmo iterativo SPSA requiere un programa que permita automatizar el proceso
iterativo y la funcio´n objetivo requiere una simulacio´n del modelo para cada evaluacio´n.
El programa MatLab esta´ creado expl´ıcitamente para el ca´lculo matema´tico, en particular matricial, y per-
mite escribir scripts que lleven a cabo operaciones y ca´lculos de manera automa´tica. Nos es muy u´til para
el proceso iterativo, pues nos permite escribir el algoritmo en un script y automatizar su ejecucio´n. Por otro
lado, para la simulacio´n disponemos del programa Aimsun, que permite realizar simulaciones bajo las condi-
ciones y con los para´metros de comportamiento que especifiquemos. Adema´s, Aimsun guarda los resultados
de la simulacio´n en una base de datos de la que recuperarlos desde cualquier otra instancia.
Para poder automatizar el proceso, ambas herramientas deben interactuar de forma automa´tica a cada ite-
racio´n. Esto lo logramos con la funcio´n Aimsun.m de MatLab, que permite al programa de ca´lculo ejecutar
la simulacio´n y recoger los resultados de e´sta para su tratamiento dentro de MatLab.
Esta funcio´n de MatLab fue creada pensando en el ajuste de matrices de demanda origen-destino (como
por ejemplo para el caso de (Gonsa´lez 2013)). En nuestro caso, realizaremos alguna modificaciones para
adaptarle al ajuste de para´metros. Esto conlleva que algunos valores de entradas y salidas de la funcio´n no
van a tener significado pra´ctico en este trabajo, y sera´n meramente circunstanciales. Esto quedara´ indicado
en las descripciones de ma´s adelante.
Dentro de la funcio´n Aimsun.m ya se trabajan los datos obtenidos de la simulacio´n. Este script de MatLab
compara, una vez recogidos los datos resultantes de la simulacio´n, estos valores simulados con un conjunto
de valores reales (para´metro de entrada de la funcio´n Aimsun.m) y retorna diferentes estad´ısticos de bondad
de ajuste respecto a los distintos tipos de datos (por ejemplo, velocidades).
Para usarla en el contexto de este trabajo, varias modificaciones fueron necesarias, a nivel de entradas, salidas
y operaciones intermedias. A continuacio´n, detallamos el funcionamiento de esta funcio´n de MatLab.
1. Entradas y Salidas de la funcio´n Aimsun.m
Veamos primeramente las entradas requeridas por la funcio´n:
OD Pattern: Lo primero que pide la funcio´n es una matriz de demandas Origen-Destino que usar como
input en el modelo de tra´fico. En nuestro caso, el modelo se rige por unos flujos de entrada al inicio de
la autopista y en sus entradas y porcentajes de giro en cada salida, por lo que la matriz OD pasada a
la funcio´n no tiene ningu´n efecto. La razo´n de ser de esta entrada radica en que la funcio´n Aimsun.m
esta´ preparada para ajustar matrices OD con algoritmos similares al nuestro, con lo que dicha matriz
cambia a cada iteracio´n y tiene sentido pasarla como para´metro de nuestra funcio´n. En nuestro caso,
los valores cambiantes son los para´metros de comportamiento que queremos ajustar, pero en lugar
de ponerlos como entrada de la funcio´n, los escribimos en un archivo .txt que es le´ıdo ma´s adelante
para realizar los cambios en el modelo. Se detalla el proceso en la seccio´n sobre el funcionamiento de
Aimsun.m.
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True Data: Dado que a funcio´n Aimsun.m realizara´ la comparacio´n entre los valores simulados y los
datos reales, necesita recibir estos u´ltimos como entrada. As´ı pues, deben guardarse los datos reales que
se quieran comparar (flujos, velocidades, ocupaciones y/o densidades) en forma de variable de MatLab,
ordenados adecuadamente segu´n sensor y tiempo, para poder ser comparables luego. En nuestro caso,
a parte de la variable de MatLab trueData, que contiene informacio´n de flujos y velocidades reales,
tenemos tambie´n la variable de MatLab timeData, que contiene los tiempos de recorrido recogidos por
sensores que queremos utilizar. E´sta sera´ una matriz de 60 filas y 3 columnas, donde cada columna
contiene los tiempos de recorrido entre un par de sensores Bluetooth y cada fila representa un intervalo
de recogida de datos de 1 minuto.
Aimsun Path: La funcio´n MatLab necesita, en forma de string, el camino dentro del ordenador en el
que se este´ trabajando hasta la consola de Aimsun para poder ejecutar la simulacio´n.
OS: Otra entrada es tambie´n un nu´mero que indica en que´ sistema operativo se esta´ trabajando, este
para´metro de entrada tiene valor 1 para Windows y 2 para Mac.
Desired MoP: Finalmente, Aimsun.m permite escoger las salidas que se desean, es decir, de los 4 tipos
de informacio´n que maneja de manera esta´ndar la funcio´n, para cuales de ellos quiere el usuario tener
resultados. En nuestro caso, al no disponer de informacio´n de densidades y ocupaciones, el vector MoP
es de la forma (1,1,0,0).
En cuanto a las salidas de la funcio´n, tenemos:
GoF’s: Goodness of Fit measures, es decir, medidas de bondad de ajuste. Despue´s de comparar los datos
reales con los resultados de la simulacio´n, Aimsun.m presenta esta comparacio´n en un conjunto de 12
estad´ısticos diferentes, calculados cada uno para cada tipo de informacio´n a considerar. Si el vector
MoP es (1,1,1,1), la salida en cuestio´n es una matriz de 4x12. Las 12 medidas de bondad de ajuste que
calcula Aimsun.m son:
1) RMSE = Root Mean Squared Error
2) RMSNE = Root Mean Squared Normalized Error
3) NRMSE = Normalized Root Mean Squared Error
4) GEH1 = GEH con umbral 1
5) MAE = Mean Absolute Error
6) MANE = Mean Absolute Normalized Error
7) NMAE = Normalized Mean Absolute Error
8) SE = Squared Error
9) U = Theil’s inequality coefficient
10)ME = Mean Error
11)MNE = Mean Normalized Error
12)NME = Normalized Mean Error
A nosotros nos interesara´ la columna 3 de la matriz, puesto que para nuestra funcio´n objetivo utilizamos
el NRMSE.
Assignment Matrix: La matriz de asignacio´n resultante de la simulacio´n no entra en juego en ningu´n
caso para el problema que tratamos, as´ı que esta salida queda sin uso.
Times: Esta salida es completamente nueva, la hemos an˜adido para obtener tambie´n el NRMSE de los
tiempos de recorrido, ana´logamente a las velocidades y flujos.
Gra´ficas y coeficiente de regresio´n: Esta salida tambie´n es nueva, la hemos creado para el paso de
validacio´n de para´metros de comportamiento, donde lo que buscamos no es ya iterar hacia una me-
jor solucio´n sino comparar velocidades y flujos reales y simulados de una forma ma´s completa que
simplemente con un NRMSE.
A parte de las entradas y salidas de la funcio´n, Aimsun.m require la presencia de ciertos archivos .txt con lo
que denomina Hidden Info. Estos archivos deben estar guardados en una carpeta de nombre ’scenarioInfo’
situada en la misma carpeta que la funcio´n. Son los siguientes:
Origins.txt: Contiene los IDs en el modelo de los centroides de origen para la matriz OD. En nuestro
caso, es irrelevante.
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Destiantios.txt: I´dem pero para los destinos.
Detectors.txt: Contiene los IDs en el modelo de los detectores cuyos datos recogidos deben considerarse
(es decir, de los que se tienen datos reales).
scenario.txt: Este documento contiene varios elementos necesarios para el funcionamiento de Aimsun.m:
A) ID de la replica del experimento a ejecutar (cada re´plica tiene distinta semilla aleatoria) B) ID de
la base de datos C) Nombre de la base de datos D) Nombre del archivo AIMSUN con el modelo E)
Nombre de la matriz de asignacio´n
Una vez se dispone de todos los archivos correspondientes y las entradas a la funcio´n esta´n en forma de
variable, puede procederse a ejecutar la funcio´n.
2. Funcionamiento de Aimsun.m
Detallamos brevemente el procedimiento interno que sigue la funcio´n Aimsun.m para obtener los resultados
deseados:
1. Transformacio´n de la matriz OD: utiliza los IDs de or´ıgenes y destinos para transformar la matriz
OD de entrada en n matrices OD con formato concordante con los esta´ndares de AIMSUN, una para
cada intervalo temporal, y las guarda en archivos .txt. Sin efecto en nuestro caso.
2. L´ınea de comandos: Crea una l´ınea de comandos a trave´s de la que ejecuta un script en lenguaje de
programacio´n Python, an˜adiendo los para´metros que este script necesita para ejecutar correctamente
el simulador AIMSUN.
commandTerminal= horzcat(’"’,AIMSpath,’" -script "’,cd,’/’,pyPath,’" "’,cd,’/’,
angName,’" ’,num2str(replID),’ ’,num2str(dbID))
Este comando ejecuta el script de Python encargado de ejecutar el simulador. En nuestro caso, este
script Python necesita conocer que´ para´metros de comportamiento debe utilizar el simulador. Pasarlos
en la l´ınea de comandos habr´ıa sido muy engorroso, por lo que la propia funcio´n Aimsun.m los escribe
y guarda en un .txt antes de llamar al script de Python que a continuacio´n los lee desde dicho fichero.
3. El script de Python: Aqu´ı es donde realmente se realiza la simulacio´n. Primero, el script abre el
archivo .txt con los para´metros y el archivo de modelo .ang (formato AIMSUN) y realiza los cambios
de para´metros. A continuacio´n, ejecuta el simulador para el archivo de modelo modificado. El propio
simulador guarda los valores recogidos durante la simulacio´n en la base de datos correspondiente.
4. SQL query: Una vez finalizada la simulacio´n, Aimsun crea una SQL query y la manda a la Base de
Datos, para recoger los datos fruto de la simulacio´n. En nuestro caso, se crean dos SQL queries, ya que
queremos tanto datos puntuales de sensores (flujos y velocidades) como datos de tiempo de recorrido
entre secciones. Estas son las SQL queries generadas:
sqlQuery=’SELECT oid, did, sid, ent, flow, speed, occupancy, density FROM
MIDETEC ORDER BY oid,ent;’
Recoge los valores registrados en los detectores para flujos, velocidades, ocupaciones y densidades,
ordenados por ID del detector y luego por intervalo temporal.
sqlQuery2=’SELECT oid, ent, sid, ttime FROM MISECT ORDER BY oid,ent;’
Recoge los tiempos de recorrido entre secciones, ordenados por ID de la seccio´n y luego por intervalo
temporal.
5. Ca´lculo de medidas de bondad de ajuste: Realiza la comparacio´n entre datos reales y simulados,
resultando de ello las 12 medidas de bondad de ajuste para cada tipo de informacio´n. Para los tiempos
de recorrido entre Bluetooth, que deben compararse con los tiempos de recorrido entre secciones que
hemos podido recoger, debe hacerse un ajuste cuando el sensor Bluetooth no esta situado precisamente
en un cambio de seccio´n. En ese caso, se interpola linealmente:
Supongamos que entre 2 sensores Bluetooth hay que recorrer las secciones s1 a sn pero que uno de ellos
esta´ situado 20m entrada la seccion sn+1, de longitud 400m. Entonces, el tiempo considerado para la
comparacio´n ser´ıa: t = ts1 + ...+ tsn +
20
400 tsn+1 .
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Los sensores Bluetooth cuyos datos se ha usado en este trabajo esta´n situados o bien justamente en
cambios de seccio´n o bien a poca distancia de estos.
6. Matriz de asignaciones: Carga el archivo .txt concreto en el que se almacena la matriz de asignacio´n.
Irrelevante para nuestro trabajo.
7. Limpieza: Elimina archivos e informacio´n innecesarios.
A modo de conclusio´n, cabe destacar que gracias a esta funcio´n Aimsun.m la vinculacio´n de los dos programas,
AIMSUN y MatLab, es mucho ma´s intima que un mero intercambio de paquetes, dada la especificidad e
inmediatez de relacio´n que permite la funcio´n. Esto se traduce en que el uso de la funcio´n Aimsun.m es muy
eficiente a nivel computacional.
Cap´ıtulo 7
Test Site Escogido
El modelo que utilizaremos para probar nuestro algoritmo es el de un tramo de autopista cerca de la capital
de Suecia, Estocolmo. Es un tramo muy recto salvo por un giro hacia la derecha que realiza la autopista
hacia el final, que nos permitira´ concentrarnos en los para´metros de comportamiento de los conductores.
Adema´s, en este tramo se instalaron sensores radar que miden velocidades y flujos y sensores Bluetooth, que
registran el tiempo de paso de los veh´ıculos y permiten conocer el tiempo de recorrido, para cada veh´ıculo,
entre cada par de sensores. He aqu´ı un mapa de a zona (extra´ıdo de Google Maps):
Figura 6. Localizacio´n del Test Site
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En el modelo AIMSUN solo esta´ contemplado un tipo de veh´ıculo, el coche particular, y no hay sema´foros
que regulen el tra´fico. Tampoco se incluye transporte pu´blico. El modelo lo realizaron Rebecca Nilsson y
Therese Wilson durante una estancia de pra´cticas en la UPC de Barcelona.
A continuacio´n, algunos datos interesantes del modelo de la autopista:
Longitud: 8100m aprox.
Carriles: 3, todos en el mismo sentido.
Entradas: 3
Salidas: 3
Secciones: 26
Sensores Radar: 19, distribuidos a lo largo del mapa. Recogen datos de velocidades y flujos agregados
cada 15 minutos.
Sensores Bluetooth: 4, distribuidos a lo largo del tramo de curva y cercan´ıas. Nos dan los tiempos de
recorrido entre 3 parejas de puntos, agregados cada minuto.
Figura 7. El modelo en el visor de AIMSUN. La autopista que nos concierne cruza verticalmente entre la
poblacio´n y el lago de la imagen.
A parte del hecho de que es esta autopista para la que tenemos los datos de tiempos de recorrido y no
otra v´ıa cualquiera, el tener una v´ıa lineal evita que puedan interferir en nuestro ajuste de para´metros de
comportamiento otros para´metros de eleccio´n de ruta, y que eso complique significativamente el problema.
En este caso, podemos dar por va´lida la hipo´tesis de que el tra´fico en esta autopista viene gobernado
solamente por los flujos de entrada al inicio y en las entradas a la autopista (que mantenemos fijos en todas
las simulaciones), los porcentajes de giro para las salidas (que tambie´n mantenemos fijos) y los para´metros
de comportamiento, objeto de nuestra calibracio´n.
Una vez comprobado e funcionamiento del procedimiento a nivel lineal, otra fase futura sera su generalizacio´n
a una red vial ma´s compleja.
Parte 4
Resultados
En este trabajo se buscan resultados referentes a la calidad de las soluciones y la convergencia del algoritmo
al hacer intervenir los datos Bluetooth en la optimizacio´n de los para´metros. Para ello, necesitamos recabar
datos respecto al nu´mero de iteraciones que necesita el algoritmo para llegar a una solucio´n o´ptima y re-
copilar tambie´n los valores o´ptimos de los para´metros a los que llega. Lo primero nos permitira´ analizar la
convergencia del algoritmo con y sin los datos Bluetooth y lo segundo nos permitira´ realizar la validacio´n
de los para´metros obtenidos, descubriendo as´ı co´mo de buenos son a la hora de representar el sistema y
sabremos si los para´metros obtenidos con el algoritmo extendido (con Bluetooth) son mejores que los que se
obtienen con el algoritmo ba´sico (considerando solamente flujos y velocidades).
Lamentablemente, como veremos a continuacio´n, no podemos sacar resultados concluyentes respecto a nin-
guno de los dos aspectos. En el caso de la convergencia, diferentes ejecuciones del mismo algoritmo dan
resultados dispares y no puede encontrarse una tendencia que deje entrever si una de las versiones del algo-
ritmo es ma´s eficiente que la otra. En cuanto a la calidad de las soluciones, ningu´n conjunto de para´metros
logra un buen ajuste a los datos reales al realizar la validacio´n, por lo que no puede decirse que un algoritmo
de mejores resultados que otro. Todo esto lo vamos a ver en detalle a continuacio´n.
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1. Experimentos realizados
En este trabajo se pretende, a grandes rasgos, valorar una variante del algoritmo SPSA para la calibracio´n
de modelos de tra´fico. Queremos saber co´mo de buenos son los resultados que se obtienen con este me´todo
y si es eficiente en cuanto a convergencia, en referencia a un algoritmo de comparacio´n. Este algoritmo de
comparacio´n no hace uso de los datos Bluetooth, al contrario que el algoritmo que queremos analizar.
Una vez disponemos del co´digo y las herramientas y soportes informa´ticos para ejecutar los algoritmos, debe-
mos hacerlo para generar resultados con los que trabajar a posteriori. Esta es la fase de la experimentacio´n.
Cuando ejecutamos el algoritmo, hay 3 cosas que debemos definir en el momento:
, criterio de parada: Cuando las variables apenas cambien de una iteracio´n a la siguiente, se considera
que el algoritmo ha convergido y para.
M , nu´mero ma´ximo de iteraciones: Una vez el algoritmo llega a este nu´mero de iteraciones, para
automa´ticamente.
Re´plica del escenario: La simulacio´n a trave´s de AIMSUN incluye estocasticidad. Cada re´plica parte de
una semilla aleatoria distinta: conviene experimentar con distintas re´plicas para asegurar la relevancia
de los resultados.
En nuestros experimentos, hemos utilizado un  = 0,00001, valor muy pequen˜o que en algunos casos a
forzado al algoritmo a continuar cuando ya estaba estabilizado alrededor de un o´ptimo, con el fin de evitar
cortar demasiado pronto y as´ı poder ver correctamente gra´ficamente la convergencia del algoritmo. Hemos
querido asegurar que no perd´ıamos informacio´n puesto que cada experimento o ejecucio´n del algoritmo es
computacionalmente muy costoso (cada iteracio´n del algoritmo cuesta 30 segundos de tiempo computacional
en la ma´quina que utilizamos).
Tras varias exploraciones de tanteo, hemos fijado el valor de M en 120. Esto permite al algoritmo estabilizarse
en un o´ptimo en la mayor´ıa de los casos, sin conllevar tiempos de ejecucio´n excesivamente largos, poco
pra´cticos (aproximadamente 1 hora por ejecucio´n del algoritmo).
Finalmente, hemos ejecutado cada uno de los dos algoritmos, con Bluetooth y sin, para tres re´plicas distintas,
es decir, para tres semillas aleatorias distintas del simulador, con el fin de asegurar la representatividad de
los resultados.
2. Calidad de las soluciones
El objetivo de esta parte es, inicialmente, comparar la bondad del ajuste de los para´metros obtenidos por
los dos me´todos (algoritmo con Bluetooth y algoritmo sin Bluetooth). Para ello, realizamos la validacio´n de
los para´metros: realizamos la simulacio´n para un estado distinto del modelo y comparamos los resultados
obtenidos con un conjunto de datos reales independiente del utilizado para la calibracio´n. En este caso, la
calibracio´n se realizo´ con los datos disponibles para el d´ıa 21 de mayo entre las 6:30h y 7:30h. En cambio,
la validacio´n se realiza sobre los datos recogidos el d´ıa 25 de mayo, de 18h a 20h. Al ser el mismo modelo,
los para´metros de comportamiento deber´ıan ser los mismos en ambos casos, y por tanto los para´metros
calibrados para el d´ıa 21 deber´ıan ajustarse automa´ticamente a la realidad del d´ıa 25.
En este proceso de validacio´n calculamos, para cada conjunto de para´metros obtenidos experimentalmente,
su ajuste a los datos del d´ıa 25. Para ello utilizamos las mismas herramientas informa´ticas que para calcular
la funcio´n objetivo. Usamos la funcio´n Aimsun.m para ejecutar la simulacio´n de tra´fico con los para´metros a
validar, obteniendo los valores simulados de flujos, velocidades y tiempos de recorrido. Dado que los tiempos
de recorrido son la nueva introduccio´n a este algoritmo de calibracio´n, de momento no tiene sentido usarlos
par validar los resultados. Nos centraremos pues en comparar las velocidades y los flujos simulados con las
velocidades y flujos reales del d´ıa 25.
Para disponer de ma´s informacio´n respecto a la bondad de ajuste de los valores simulados y los reales,
no nos limitamos a calcular el estad´ısticos de error como el NRMSE, sino que obtendremos las gra´ficas
bivariantes, en forma de nubes de puntos, para la comparacio´n de flujos reales y simulados y velocidades
reales y simuladas. Veamos un ejemplo para cada a continuacio´n. Estos ejemplos son los resultados de la
validacio´n de los para´metros o´ptimos segu´n el primer experimento:
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Figura 8. Comparacio´n de flujos reales y simulados.
Figura 9. Comparacio´n de velocidades reales y simuladas.
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Como puede verse ya en estos ejemplos, los valores de flujos y velocidades simulados no se corresponden
con los valores reales registrados. Desgraciadamente, esto se cumple para los para´metros producto de todos
los experimentos de optimizacio´n realizados independientemente del uso o no de Bluetooth. Es decir, que
ningu´n conjunto de para´metros considerado lleva a un comportamiento realista del modelo.
El hecho de que ni los para´metros por defecto ni los obtenidos en los experimentos de calibracio´n ten-
gan buenos resultados de ajuste, nos impide compararlos. Es decir, dado que ninguno es realmente bueno,
no podemos comparar su bondad.
Adema´s, las diferencias entre los resultados de la validacio´n de los para´metros por defecto, los obtenidos con
el algoritmo que involucra Bluetooth y los obtenidos con el algoritmo que no involucra Bluetooth son muy
pequen˜as, cosa que hace todav´ıa ma´s dif´ıcil, si cabe, su comparacio´n. Veamos como ejemplo la calibracio´n
para flujos de los para´metros por defecto, los obtenidos usando Bluetooth y los resultantes del algoritmo sin
Bluetooth:
Figura 10. Comparacio´n de flujos reales y simulados. Para´metros iniciales.
Figura 11. Comparacio´n de flujos reales y simulados. Para´metros resultado del algoritmo con Bluetooth.
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Figura 12. Comparacio´n de flujos reales y simulados. Para´metros resultado del algoritmo sin Bluetooth.
Es obvio que intentar comparar y ver cual de ellos ajusta mejor los datos simulados a los reales carece de
sentido. No solamente visualmente, sino que tambie´n por la recta de regresio´n y el valor de R2, negativo.
Ma´s adelante discutimos las posibles causas de un ajuste tan malo. Teniendo en cuenta que no se consigue
mejora para ningu´n conjunto de para´metros, el problema debe de estar en otra parte.
El hecho de que las simulaciones disten tanto de la realidad hacen perder significado a la funcio´n obje-
tivo: cuando el ajuste es bueno, un pequen˜o cambio en la funcio´n objetivo puede ser una mejora relevante
en el te´rmino R2, por ejemplo, pero cuando la simulacio´n no se acerca a la realidad, una pequen˜a mejora en
la funcio´n objetivo no tiene por que significar una mejora real en los para´metros.
Esto nos lleva a comparar el resultado de los experimentos de optimizacio´n: ¿llegan los algoritmos siempre
a los mismos para´metros o´ptimos? La respuesta es no. Como veremos en la tabla a continuacio´n, los valores
o´ptimos alcanzados son muy dispares y, en algu´n caso, ni siquiera realistas:
Figura 13. Valores de los para´metros o´ptimos obtenidos en cada experimento.
Entre los para´metros o´ptimos alcanzados en el primer experimento (algoritmo con Bluetooth), el tiempo
de reaccio´n es de casi 1 segundo y medio. Este valor no es realista y su impacto en el modelo deber´ıa ser
muy alto. Sin embargo, los resultados obtenidos en la validacio´n son similares a los obtenidos con otros
para´metros. Otro valor singular es la velocidad ma´xima deseada del segundo experimento: si valor es muy
distinto al resto de velocidades obtenidas en otros experimentos y aun as´ı los resultados de la validacio´n del
conjunto de para´metros que lo contiene son muy parecidos al resto.
Estos resultados tambie´n deber´ıan servir para dar una idea sobre que´ para´metros tienen mayor efecto en los
resultados y cua´les son poco importantes y podr´ıan omitirse en futuras calibraciones. Dada la cantidad de
para´metros que toman valores dispersos, tampoco podemos decir nada al respecto de esta cuestio´n.
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Figura 14. Validacio´n de los para´metros omitiendo los sensores conflictivos. Comparacio´n de flujos.
Con estos resultados, no hay comparacio´n posible en cuanto a que´ algoritmo alcanza mejores para´metros
o´ptimos. La pregunta sobre si utilizar los datos Bluetooth aumenta la calidad de las soluciones queda sin
respuesta.
En el ana´lisis de los resultados nos hemos fijado en que, en todas las validaciones, aparentemente los mismos
grupos de datos reales se diferencian mucho de los simulados, formando clusters en las gra´ficas, mientras que
el nu´cleo central parece comportarse de mejor forma. Tras un ana´lisis de los resultados en forma de tabla,
hemos descubierto que los datos provenientes de un conjunto de 7 sensores radar eran los que causaban las
grandes diferencias entre datos simulados y datos reales.
Dado que los sensores tampoco esta´n exentos de error y podr´ıan fallar, hemos probado a aislar estos sen-
sores de la validacio´n, y ver si se obten´ıan mejores resultados. En efecto, al eliminar estos sensores de la
comparacio´n, los resultados han mejorado: Esta mejora es, sin embargo, pobre, ya que el los valores de R2
no llegan al 0,5. Este perfil es similar para la validacio´n de todos los conjuntos de para´metros resultado de
los experimentos de optimizacio´n. La hipo´tesis de que un conjunto de sensores estuviera fallando y que los
datos reales obtenidos no fueran buenos no se sostiene.
Adema´s, localizando los sensores cuyas medidas discrepan con las simulaciones en el modelo, nos fijamos
en que estos sensores son los situados en la recta inicial de la v´ıa, por lo que sus mediciones deber´ıan ser
muy similares a los valores de flujos de entrada que el modelo utiliza como input. Lo que tendr´ıa sentido
es que las diferencias se produjesen el los sensores finales, donde la acumulacio´n de errores puede generar
discrepancias mayores. Esto apunta a que los flujos de entrada utilizados por el modelo no se corresponden
con las mediciones reales, lo que invalidar´ıa los resultados. Analizamos esto con ma´s detalle ma´s adelante.
A modo de resumen, podemos decir que los resultados de los experimentos no son satisfactorios y no nos
permiten resolver la pregunta planteada en la introduccio´n sobre la mejora o no de las soluciones obtenidas
por la optimizacio´n al introducir el nuevo tipo de datos Bluetooth.
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Figura 15. Validacio´n de los para´metros omitiendo los sensores conflictivos. Comparacio´n de velocidades.
3. Velocidad de convergencia
La segunda pregunta que nos hac´ıamos respecto a la inclusio´n de las medidas de tiempos de recorrido en el
algoritmo de calibracio´n es si esto acelera la convergencia, mejorando as´ı la efectividad del algoritmo.
Tras representar gra´ficamente el valor de la funcio´n objetivo con respecto al paso de iteracio´n, hemos com-
parado los resultados obtenidos tanto para el algoritmo que utiliza los datos Bluetooth como para el que no.
Los resultados tiene cierta variedad, pero en general son como este:
Figura 16. Valor de la funcio´n objetivo a cada iteracio´n, para una ejecucio´n del algoritmo con tiempos de
recorrido.
En general, el algoritmo converge hacia una solucio´n o´ptima y luego se estabiliza alrededor de esta. Como
hemos dicho en la seccio´n sobre los experimentos realizados, el criterio para parar por convergencia era muy
estricto, cosa que nos permite ver el proceso de estabilizacio´n de la funcio´n objetivo alrededor del mı´nimo.
Las gra´ficas, si bien siguen la tendencia general de reduccio´n de la funcio´n objetivo y posterior estabilizacio´n
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en un mı´nimo, difieren en cuanto a la velocidad de la convergencia, tanto para el caso con Bluetooth como
para otro. No puede decirse que un algoritmo converja ma´s deprisa que el otro.
De hecho, de las tres ejecuciones realizadas con el algoritmo sin tiempos de recorrido, dos ejecuciones conver-
gieron al cabo de 15 iteraciones, estabiliza´ndose despue´s, mientras que la otra no llego a acercarse al mı´nimo
hasta las iteraciones cercanas a k = 120, por lo que el algoritmo paro´ por l´ımite de iteraciones antes de
converger. Por otro lado, los 4 experimentos del algoritmo que utiliza los tiempos de recorrido convergieron
a un o´ptimo, dos de ellos en menos de 40 iteraciones pero los otros dos tardaron aproximadamente 100. Uno
de ellos paso por el mı´nimo en alguna de las primeras iteraciones, pero no se mantuvo all´ı.
Con estos datos, no es posible tampoco dar una respuesta fundamentada a la pregunta de la convergencia,
a falta de ma´s ejecuciones del algoritmo que quiza´s permitan detectar de manera general que uno converge
ma´s ra´pidamente que el otro. Con los datos de los que disponemos, solamente podemos hacer conjeturas
al respecto, como por ejemplo la aparente regularidad que aporta utilizar los Bluetooth (ya que las cuatro
ejecuciones de este tipo han convergido) que puede ir en detrimento de la velocidad de convergencia en
iteraciones iniciales. De todas formas, sin ma´s experimentos, no puede asegurarse nada al respecto.
Adema´s, si como se ha visto en el apartado anterior los resultados fallan en general por un fallo en las
entradas del modelo, estos resultados de convergencia dejan de se representativos.
4. ¿Por que´ falla el modelo?
En la seccio´n que trata sobre la calidad de las soluciones hemos visto que ninguna de las soluciones alcanzadas
por el algoritmo ni el conjunto de para´metros por defecto dan buenos resultados en la validacio´n. Es decir,
tras probar muchos conjuntos y combinaciones de para´metros (teo´ricamente o´ptimos) no hemos podido
encontrar ningu´n conjunto de para´metros que convierta el modelo en una representacio´n realista del sistema.
Llegados a este punto, debemos plantearnos que la falta de ajuste a la realidad no se deba a una mala
eleccio´n de los para´metros sino a otro tipo de problemas. Vamos a comentar cuales podr´ıan ser las distintas
opciones, que´ podr´ıa estar fallando en el modelo como para no obtener resultados realistas:
Representacio´n de la infraestructura f´ısica: Una opcio´n podr´ıa ser que el modelo no fuese correcto
en cuanto a representacio´n de la realidad f´ısica. Esto es improbable dado que una autopista permite
poca variacio´n, una vez establecidos ruta, nu´mero de carriles y velocidad permitida.
Medidas Reales: Las medidas de datos reales no esta´n exentas de error, y podr´ıan conducir a diferencias
en la validacio´n. En este caso, esto ya se ha analizado en la seccio´n de Calidad de soluciones y se ha
descartado la hipo´tesis.
Datos de demanda: La simulacio´n utiliza unos datos de demanda que entra en el sistema. Si los datos
de demanda no son correctos, las respuestas simuladas sera´n muy distintas a las mediciones reales.
Estos datos de demanda se basan a su vez en mediciones hechas in situ o aproximaciones utilizando
el propio simulador, por lo que podr´ıan ser incorrectas. En este caso, se ha visto una discrepancia en
los resultados simulados y valores reales de flujos y velocidades para los primeros sensores. En esos
puntos, la simulacio´n no deber´ıa haberse visto muy afectada todav´ıa por los para´metros, por lo que
estas discrepancias apuntan a que los datos de entrada no concuerdan con las medidas simuladas.
Proporciones de giro: El simulador utiliza las proporciones de giro en las salidas de la autopista para
la eleccio´n de ruta de los veh´ıculos. Estas proporciones no se pueden conocer ma´s que emp´ıricamente,
o a trave´s de la propia simulacio´n, por lo que podr´ıan ser erro´neas. Debido a la poca importancia de
los giros en el modelo (solamente hay tres salidas y encontramos sensores ’discrepantes’ antes de la
primera), parece ma´s probable que el error este´ en los datos de entrada de demanda que en los de giros.
Para´metros de calibracio´n inadecuados: Aunque aqu´ı estemos recogiendo los posibles fallos del mo-
delo no debidos a la calibracio´n de los para´metros, no esta´ de ma´s mencionar la posibilidad de no estar
calibrando los para´metros que deber´ıamos y haber olvidado algu´n para´metro de gran impacto cuyo va-
lor deber´ıa ser ajustado y estamos dejando inalterado. Tras repasar todos los para´metros involucrados
en la simulacio´n de tra´fico, esta opcio´n parece improbable, pero vale la pena mencionarla.
El simulador: No puede descartarse la opcio´n de que, por bueno que sea el simulador y tenga tanto
base teo´rica so´lida como resultados emp´ıricos buenos, pueda simular de manera no realista un sistema
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concreto. Sin embargo, AIMSUN es un simulador de tra´fico profesional muy extendido, por lo que este
caso es muy improbable.
Lo ma´s probable, pues, es que el fallo este´ en los valores de demanda que toma el modelo. Los sensores
iniciales, que deber´ıan recibir esos flujos todav´ıa poco alterados por las modificaciones en los para´metros de
comportamiento, muestran grandes discrepancias respecto a los datos reales.
Si es cierto esto u´ltimo, la solucio´n pasar´ıa por realizar el ajuste de los datos de demanda respecto a los datos
reales medidos por los sensores con el fin de que los resultados sean consistentes. Ser´ıa un proceso de ajuste
iterativo, de prueba y error, de calibrado de los datos de demanda. Una vez realizado este trabajo, podr´ıamos
nuevamente experimentar con nuestro algoritmo y obtener, seguramente, resultados mucho mejores.
Parte 5
Conclusiones
Los modelos de tra´fico son una herramienta cada vez ma´s utilizada para la toma de decisiones respecto a
sistemas viarios. Son decisiones que tienen como objetivo mejorar la calidad de vida de las personas y pueden
tener un gran impacto en el nivel de transportes de una ciudad.
Un buen modelo es aquel que representa el sistema de manera realista. Un componente clave para ello en
los modelos de tra´fico son los para´metros de comportamiento que describen la accio´n humana. Dado que el
comportamiento humano en la conduccio´n difiere de un lugar a otro, estos para´metros deben ser ajustados
para cada modelo, con el objetivo de lograr una representacio´n fiel de la realidad. En este trabajo hemos
desarrollado una metodolog´ıa de calibracio´n de estos para´metros basada en la simulacio´n-optimizacio´n, con
la que iterativamente mejorar los valores de los para´metros ajustando los resultados de la simulacio´n a un
conjunto de datos reales. La te´cnica utilizada ha sido una versio´n del algoritmo SPSA (Simultaneous Pertur-
bation Stochastic Approximation), e incluye como novedad las medidas reales de tiempos de recorrido entre
tres pares de puntos de la v´ıa. Estos nuevos datos reales deben ser introducidos en la funcio´n objetivo, con
la esperanza de mejorar la convergencia y calidad de resultados del algoritmo.
En este trabajo se han buscado dos resultados principales:
Por un lado, se pretend´ıa responder a dos preguntas sobre la inclusio´n de los datos de tiempos de recorrido
en el algoritmo. Concretamente, quer´ıamos averiguar si este nuevo conjunto de datos introducido en el algo-
ritmo por un lado llevaba a una convergencia ma´s ra´pida hacia la solucio´n y por otro llevaba a una solucio´n
de mayor calidad.
El segundo objetivo del trabajo ha sido la creacio´n de un algoritmo flexible que permita introducir de manera
natural mediciones de valores de tra´fico de distintas tipolog´ıas en la funcio´n objetivo, con el fin de aprove-
char la informacio´n generada por las nuevas tecnolog´ıas en el problema del calibrado de para´metros de tra´fico.
Para las dos preguntas no se ha podido llegar todav´ıa a una respuesta: los resultados generados en el
trabajo no son va´lidos y por tanto no dan informacio´n al respecto de esas dos cuestiones. Para la pregunta
de la convergencia, adema´s, falta hacer ma´s pruebas, ya que con los experimentos realizados no tenemos
suficiente como para identificar tendencias generales. En cuanto a la calidad de los resultados, los resultados
del modelo muestran que e´ste no es va´lido, pues no se ajusta a la realidad, aparentemente porque los datos
de demanda no son coherentes con las medidas de los sensores. Esto impide comparar la calidad de los
resultados de los algoritmos con y sin tiempos de recorrido. En todo caso, el algoritmo producido es adap-
table a otros modelos o a una mejora del actual, con lo que usando mejores herramientas y realizando ma´s
experimentos, puede validarse el algoritmo presentado y e´ste puede dar respuesta a las preguntas planteadas.
En cuanto al desarrollo de un proceso sistema´tico para la calibracio´n y validacio´n de para´metros, el al-
goritmo creado en este trabajo cumple las expectativas, a falta de validar la metodolog´ıa a trave´s de las
respuestas a las preguntas anteriores. Es un algoritmo flexible, que fusiona datos puntuales y datos medidos
entre dos puntos distintos y que permite la inclusio´n de nuevas medidas que puedan producir las tecno-
log´ıas de la informacio´n, actualmente en auge. El me´todo se compone de un algoritmo para la calibracio´n
de para´metros de tra´fico y una rutina de validacio´n.
Una vez validado el me´todo, una continuacio´n natural del trabajo ser´ıa la exploracio´n de otros tipos de
informacio´n a incluir en la calibracio´n y el ana´lisis de que´ tipos de datos dan mejores resultados a nivel de
convergencia y de calidad de las soluciones. La metodolog´ıa para realizar esos ana´lisis viene descrita en el
trabajo para el caso concreto que hemos tratado.
Otras modificaciones del algoritmo que tengan por objetivo mejorar la convergencia o calidad de soluciones
del mismo tambie´n podr´ıan incluir modificaciones en la funcio´n objetivo en cuanto a medidas de bondad de
ajuste (encontrar alternativas mejores al NRMSE) o el balance de los pesos que se da a los distintos tipos
de para´metros. Tambie´n pueden explorarse otras distribuciones para el vector de perturbacio´n simulta´nea δk.
Tambie´n en cuanto a l´ıneas de investigacio´n que quedar´ıan abiertas con la validacio´n de este me´todo
tendr´ıamos el ana´lisis de sensibilidad de los para´metros, que podr´ıa dar resultados muy interesantes res-
pecto a que´ para´metros deben ser calibrados y co´mo afectan las modificaciones de los para´metros a nivel
de simulacio´n. Esto permitir´ıa mejorar algoritmos de calibracio´n, modelos y finalmente ayudar´ıa a entender
mejor algunas de las relaciones entre los distintos elementos involucrados en el tra´fico.
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Finalmente, el gran objetivo de un algoritmo como este es la escalabilidad. Una vez validado para una
v´ıa lineal sencilla, como la que tratamos en este trabajo, con las herramientas adecuadas, el me´todo puede
extenderse a modelos mucho ma´s complejos en los que intervengan otros para´metros como los de eleccio´n de
ruta. La aplicabilidad final del me´todo a un escenario complejo, para la ayuda en la toma de decisiones, ser´ıa
el objetivo final de su desarrollo. Sin embargo, para ello debe ser validado primeramente para casos base
sencillos, para lo cual este trabajo presenta las herramientas, pero todav´ıa no consigue confirmar la validez
del algoritmo.

Ape´ndice A
Co´digos MatLab y Python
A continuacio´n, los co´digos utilizados para la eecucio´n del algoritmo de optimizacio´n.
1. LA EJECUCIO´N DEL SPSA
function [ Pk, ofval ] = SPSA( e, M )
%SPSA - Simultaneous Perturbation Stochastic Approximation
% An optimization algorithm fon non-differenttiable, stochastic objective
% functions. Includes randomness in the selection of the next direction.
% Based on an aproximation to the (conjugate) gradient.
% Also, a Trust Region mechanic is implemented.
Pk = [100,5,0.85,0.3,1,0.3,1,1.2,5,3,0.5,0.1]; % Parameters’ initial values
k = 0; % Step
stop = 0; % Boolean for ending the process
Gko = [0,0,0,0,0,0,0,0,0,0,0,0]; % Initializing "previous" gradient at 0
% Coeficients for the SPSA gain sequence:
a = [700 25 0.4 0.02 0.8 0.09 0.3 0.3 3 1.2 0.08 0.02];
% t.q. a/(A+1)^alpha*Go(Po) = min. desired change in elements of P
A = 2; % A<<M, p.e. A = 10% max# of allowed iterations
alfa = 0.602; % Asympt. opti. value: 1. Use later if lot of info avl.
c = [1,0.3,0.05,0.01,0.05,0.03,0.03,0.03,0.1,0.05,0.02,0.02];
%c vecor, Aprox. = to std dev. of the measurement of the O.F.
gamma = 0.101; % Asympt. opti. value: 1/6. Use later if lot of info avl.
ofval = [];
while stop == 0
k = k + 1
ck = c/(k+1)^gamma;
Vk = 2*binornd(1,0.5,1,12) - 1; % Bernoulli. 1 or -1. Random direction.
Pka = Pk + ck.*Vk; % The two points for testing the OF in order to
%Pkb = Pk - ck.*Vk % approximate the gradient will be Pk and Pka.
ofb = OF(Pk)
ofa = OF(Pka)
ofval = [ofval,ofb]
% 1/1 = 1; 1/-1 = -1
Gk = (ofa - ofb)./ck.*Vk; % Assymetric Design
if norm(Gko) < 0.1
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b = 0;
else
b = norm(Gk)^2/norm(Gko)^2;
end
ak = a/(A+1+k)^alfa;
Pkk = Pk - ak.*(Gk + b*Gko) % with conjugate graadient
Gko = Gk; % Actualization of the "previous" gradient
Pkk = TR(Pkk); % Ensuring that it is inside the TR
if norm(Pk - Pkk)/norm(Pkk) < e % Rel. diff. is small enough to stop
stop = 1;
else if k > M - 1
stop = 2;
fprintf(’The algorithm did not converge in %f steps.’, M);
end
end
Pk = Pkk;
end
ofval = [ofval,OF(Pk)]
resultsfile(k,stop,ofval,Pk,Gk); % Printing the results in a .txt file
end
2. LA FUNCIO´N OBJETIVO
function [ of ] = OF( P )
%OF - Objective Function
% Gives the objective function value for the parameter vector P.
load data; % We load the variables trueData and ODPattern
desOut = [1,1,0,0]; % We want the GoF measured for FLOWS and SPEEDS
AIMSpath = ’C:\Program Files\TSS-Transport Simulation Systems\Aimsun 8.1/aconsole.exe’;
[gofs,times,assMatr]=AIMSUN(ODPattern,trueData,timeData,AIMSpath,1,desOut,P);
% Order: RMSE, RMSNE, NRMSE, GEH1, MAE, MANE, NMAE, SE, U, ME, MNE, NME
% gofs(:,i) are the values for the GoF value i.
gofs(:,3);
of1 = sum(gofs(:,3));
of2 = times;
of = of1+of2;
end
3. LA FUNCIO´N AIMSUN.M MODIFICADA
%%
% The function AIMSUN(x) evaluate the output of an AIMSUN model given
% some input values for its OD demand. The output of the model is
% evaluated in terms of goodness of fit with respect to some "true data"
% provided as input.
% For the function to run, it is required that some information on the
% simulated scenario are supplemented in the subfolder ./scenarioInfo. In
% particular, the files that are expected to be there are called Origins.txt,
% Destinations.txt, detectors.txt, scenario.txt.
% For Mac Users only, please pay attention not have spaces in the path of
% the files you are using
%
% INPUTS
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% 1) ODPattern is the demand data to use as input in AIMSUN. In the code it is
% expected to have it as a matrix with as many rows as the number
% of OD flows and as many columns as the number of time slices of
% the simulation
% 2) trueData include the time series of "real" data to be used in the
% optimization framework. They need to be consisted with the
% output of the simulation (that is a column for each output in
% which the detectors are ordered on the basis of their ID)
% 3) AIMSpath defines the full path of the aconsole.exe file
% 4) OS defines the operative system 1 for Windows users and 2 for Mac
% users
% 5) desOutputs is a [4x1] vector of 0 and 1 defining the outputs required.
% Outputs are considered in the following order: Counts, Speed,
% Occupancy and Density at detectors. 1 means that the
% user needs that outputs. 0 that it doesn’t
%
% OUTPUTS
% y is the vector of GoF measures used to compare true and simulated
% outputs. GoF measures are reported in the following order:
% 1) RMSE = Root Mean Squared Error
% 2) RMSNE = Root Mean Squared Normalized Error
% 3) NRMSE = Normalized Root Mean Squared Error
% 4) GEH1 = GEH with threshold 1
% 5) MAE = Mean Absolute Error
% 6) MANE = Mean Absolute Normalized Error
% 7) NMAE = Normalized Mean Absolute Error
% 8) SE = Squared Error
% 9) U = Theil’s inequality coefficient
% 10) ME = Mean Error
% 11) MNE = Mean Normalized Error
% 12) NME = Normalized Mean Error
% assMatr is the assignment matrix resulting from the simulation
% It is reported in the form of a table with the following fields:
% 1) OriginCentroid
% 2) DestCentroid
% 3) SectionId
% 4) DetectorId
% 5) EntranceInterval
% 6) CurrentInterval
% 7) Proportion
%%
function [y,t,assMatr]=AIMSUN(ODPattern,trueData,timeData,AIMSpath,OS,desOutputs,P)
% The code first transform the ODPattern matrix in as many matrices as
% the number of the simulation time slices. Please note that in the
% current directory it is required to have the files Origins.txt and
% Destinations.txt with the correct Origin and Destinations ids
load scenarioInfo/Origins.txt;
load scenarioInfo/Destinations.txt;
for j=1:size(ODPattern,2)
% Reshape each vector into an OD matrix
m=reshape(ODPattern(:,j),length(Origins),length(Destinations));
%Save the matrix into a .txt file compliant AIMSUN standards
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filename=strcat(’m’,num2str(j-1),’.txt’);
fid=fopen(filename,’w’);
fprintf(fid,’id\t’);
fprintf(fid,’%i\t’,Destinations);
fprintf(fid,’\n’);
fclose(fid);
fid=fopen(filename,’a’);
for i=1:length(Origins)
fprintf(fid,’%i\t’,Origins(i));
fprintf(fid,’%5.2f\t’,m(i,:));
fprintf(fid,’\n’);
end
fclose(fid);
end
% detecPath defines the name of the file in which detectors IDs are stored
detecPath=’scenarioInfo/detectors.txt’;
% AIMSUN execution
% Replication ID, Database ID, database name, name of the aimsun file,
% name of the python script and the name of the assignment matrix file
% are stored in the scenario.txt that always comes along the AIMSUN network
fid=fopen(’scenarioInfo/scenario.txt’);
simData=textscan(fid,’%u %u %s %s %s %s’);
replID=simData{1,1};
dbID=simData{1,2};
DBname=cell2mat(simData{1,3});
angName=cell2mat(simData{1,4});
pyPath=cell2mat(simData{1,5});
assMatrName=cell2mat(simData{1,6});
if OS==1
%For Windows Users
parafile(P);
commandTerminal= horzcat(’"’,AIMSpath,’" -script "’,cd,’/’,pyPath,’"
"’,cd,’/’,angName,’" ’,num2str(replID),’ ’,num2str(dbID))
system(commandTerminal)
else
%For MAC/Unix Users
commandTerminal= horzcat(AIMSpath,’ -script ’,cd,’/’,pyPath,’ ’,cd,’/’,
angName,’ ’,num2str(replID),’ ’,num2str(dbID));
fid = fopen(’./batchAIMS.sh’,’w’);
fprintf(fid,’osascript -e ’’tell application "Terminal"\n’);
fprintf(fid,’\t do script "%s"\n’,commandTerminal);
fprintf(fid,’end tell’’\n’);
fclose(fid);
!chmod 755 ./batchAIMS.sh
!xattr -d com.apple.quarantine ./batchAIMS.sh
system(’./batchAIMS.sh’);
while exist(’testnet.matrix’,’file’)==0
end
fid = fopen(’./batchAIMS.sh’,’w’);
fprintf(fid,’osascript -e ’’tell application "Terminal" to quit’’’);
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fclose(fid);
system(’./batchAIMS.sh’);
end
% After the execution, simulation outputs are taken from the sqlite db
% Retrieve detectors’ IDs and define the SQL Query for outputs’
% selection
detecID=load(detecPath);
sqlQuery=’SELECT oid, did, sid, ent, flow, speed, occupancy, density FROM MIDETEC
ORDER BY oid,ent;’;
sqlQuery2=’SELECT oid, ent, sid, ttime FROM MISECT ORDER BY oid,ent;’;
out2=cell2mat(sqlite(sqlQuery2,DBname));
out2=out2(find(out2(:,3)==1),:);
simTimes=out2(find(out2(:,2)>0),:); % final section t-times values
out=cell2mat(sqlite(sqlQuery,DBname));
outputs=[];
for i=1:length(detecID)
outputs=[outputs;out(find(out==detecID(i)),:)];
end
%outputs=outputs(find(outputs(:,2)==1),:);
outputs=outputs(find(outputs(:,3)==1),:);
outputs=outputs(find(outputs(:,4)>0),:);
% Simulated data are identified and stored in the desired way
simData=[];
j=5;
for i=1:length(desOutputs)
if desOutputs(i)==1
simData=[simData outputs(:,j)];
end
j=j+1;
end
% Simulated data are checked against possible negative values
simData(find(simData==-1))=0;
assMatr=[];
% GoF measures are evaluated for the travel times
t=fObjT(timeData,simTimes);
% The 12 GoF measures are then evaluated on the desired outputs
y=(fObj(trueData,simData))’;
% Finally the assignment matrix is taken from the assMatr.txt file
% assMatr=load(’assMatr.txt’);
% assMatr=load(assMatrName);
% delete(assMatrName);
4. LA FUNCIO´N QUE GENERA EL .TXT CON LOS PARA´METROS
function [] = parafile( P )
%PARAMETER FILE WRITER
% Writes the new set of parameters P in the parameters.txt file
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Y = [];
for i = 1:length(P)
Ppi = num2str(P(i),8);
Y = [Y,Ppi];
Y = [Y,’ ’];
end
fid2 = fopen(’parameters.txt’,’wt’);
fwrite(fid2,Y);
fclose(fid2);
end
5. EL SCRIPT PYTHON QUE EJECUTA LA SIMULACIO´N
import sys
import os
import time
from PyANGBasic import *
from PyANGKernel import *
from PyANGConsole import *
from PyANGAimsun import *
from PyMesoPlugin import *
def simulateMeso(model, rep, assignMatrixFileName):
global fileLog
experiment = rep.getExperiment()
fileLog.write("Simulating meso experiment %s...\n" % experiment.getName())
fileLog.flush()
plugin = GKSystem.getSystem().getPlugin( "AMesoPlugin" ) # AMesoPlugin
simulator=AMesoDTASimulator() # AMesoDTASimulator
simulator.setModel( model )
task=GKSimulationTask()
task.replication=rep
if experiment.getEngineMode()==GKExperiment.eOneShot:
task.mode=GKReplication.eBatch
else:
task.mode=GKReplication.eBatchIterative
simulator.addSimulationTask( task )
# simulator.setGatherProportions(True, assignMatrixFileName)
simulator.simulate()
def simulateMicro(model, rep, assignMatrixFileName):
plugin = GKSystem.getSystem().getPlugin("GGetram")
simulator = plugin.getCreateSimulator(model)
if not simulator.isBusy():
if rep is not None and rep.isA("GKReplication"):
if rep.getExperiment().getSimulatorEngine() == GKExperiment.eMicro:
simulator.addSimulationTask(GKSimulationTask(rep, GKReplication.eBatch))
simulator.simulate()
def main(argv):
global fileLog
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if len(argv) != 4:
print "Usage: aconsole -script %s ANG_FILE_NAME ID_REP ID_DATABASE" % argv[0]
return -1
angFileName = argv[1]
#ff = open(’c:\\users\\josep\\tmp\\looooog.txt’, ’w’)
params = []
with open(’C:\\Users\\Adria\\Desktop\\TFG\\MODEL\\parameters.txt’, ’r’) as file:
for line in file:
params = [float(val) for val in line.strip().split(’ ’)]
#print params ####
angAbsName = os.path.basename(angFileName)
angName = os.path.splitext(angAbsName)[0]
fileLogPath = os.path.dirname(angFileName) + os.sep+angName+’.log’
assignMatrixFileName = os.path.dirname(angFileName) +os.sep+angName+’.matrix’
if not os.path.exists(fileLogPath):
fileLog = open( fileLogPath, "w" )
else:
fileLog = open( fileLogPath, "a" )
idRep = int(argv[2])
idDatabase = int(argv[3])
system=GKSystem()
fileLog.write("\noooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo\n" ) #Column header
fileLog.write("Date: %s - " % time.asctime( time.localtime(time.time()) ) )
fileLog.write("%s - CONSOLE - " % str(system.getAppVersion()) )
fileLog.write("ANG FILE: %s\n" %str(angFileName) )
fileLog.write("Id Replication/Result: %d\n" %idRep )
fileLog.write("Id Database: %d\n" %idDatabase )
fileLog.write("Assignment Matrix file: %s\n" %assignMatrixFileName )
fileLog.write("oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo\n" ) #Column header
# Start a Console
console = ANGConsole()
fileLog.flush()
# Load a network
if console.open(angFileName):
# Create a backup
console.save(angFileName+".old")
console.save(angFileName)
model=console.getModel()
fileLog.write( "---------------------------------------------------\n")
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fileLog.write( "Network: %s \n" % str(model.getDocumentFileName()) )
fileLog.write( "---------------------------------------------------\n")
fileLog.flush()
vehicleType = model.getType("GKVehicle") ####
carVeh = model.getCatalog().find(53) ####
carVeh.setDataValueDouble(vehicleType.getColumn("GKVehicle::maxSpeedMean ", 1), params[0])
carVeh.setDataValueDouble(vehicleType.getColumn("GKVehicle::maxSpeedDev", 1), params[1])
carVeh.setDataValueDouble(vehicleType.getColumn
("GKVehicle::speedAcceptanceMean", 1), params[2])
carVeh.setDataValueDouble(vehicleType.getColumn
("GKVehicle::speedAcceptanceDev", 1), params[3])
carVeh.setDataValueDouble(vehicleType.getColumn("GKVehicle::minDistMean", 1), params[4])
carVeh.setDataValueDouble(vehicleType.getColumn("GKVehicle::minDistDev", 1), params[5])
reactionTimes = carVeh.getVariableReactionTimes()[0]
reactionTimes.reactionTime = params[6]
reactionTimes.reactionTimeAtStop = params[7]
carVeh.setDataValueDouble(vehicleType.getColumn
("GKVehicle::overtakingMarginMean", 1), params[8])
carVeh.setDataValueDouble(vehicleType.getColumn
("GKVehicle::overtakingMarginDev", 1), params[9])
carVeh.setDataValueDouble(vehicleType.getColumn
("GKVehicle::minimunHeadwayMean", 1), params[10])
carVeh.setDataValueDouble(vehicleType.getColumn
("GKVehicle::minimunHeadwayDev", 1), params[11])
replication = model.getCatalog().find(idRep);
if replication!=None and (replication.isA(’GKReplication’) or
replication.isA(’GKExperimentResult’)):
replication.setDBId(idDatabase)
simulateMicro(model, replication, assignMatrixFileName)
fileLog.write( "Simulation Finished at %s\n"%time.asctime( time.localtime(time.time()) ))
fileLog.flush()
else:
fileLog.write( "Cannot find the replication % d\n"%idRep)
fileLog.flush()
fileLog.write( "Cannot1")
network = model.getDocumentFileName() ####
#console.save(network[:-4]+"_tmp.ang")
console.close()
else:
fileLog.write( "Cannot load the network\n")
fileLog.flush()
console.getLog().addError( "Cannot load the network" )
try:
sys.exit(main(sys.argv))
except:
import traceback
traceback.print_exc()
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6. EL CA´LCULO DE BONDAD DE AJUSTE - FLUJOS Y VELOCIDADES
function y=fObj(trueMoP,allMoP)
kk=size(trueMoP);
RMSE=[];
SE=[];
MAE=[];
RMSNE=[0 0];
GEH1=[0 0];
MANE=[0 0];
MNE=[0 0];
U1=[];
U2=[];
for i=1:kk(2)
RMSE(i)=sqrt(sum(allMoP(:,i)-trueMoP(:,i)).^2/kk(1));
SE(i)=sum(allMoP(:,i)-trueMoP(:,i)).^2;
MAE(i)=sum(abs(allMoP(:,i)-trueMoP(:,i)))/kk(1);
U1(i)=sqrt(sum((allMoP(:,i)).^2)/kk(1));
U2(i)=sqrt(sum((trueMoP(:,i)).^2)/kk(1));
U(:,i)=RMSE(i)/(U1(i)+U2(i));
ME(i)=sum((allMoP(:,i)-trueMoP(:,i)))/(kk(1));
NME(i)=(sum(allMoP(:,i)-trueMoP(:,i)))/(sum(trueMoP(:,i)));
NRMSE(i)=sqrt(sum((allMoP(:,i)-trueMoP(:,i)).^2)*kk(1))/(sum(trueMoP(:,i)));
NMAE(i)=sum(abs(allMoP(:,i)-trueMoP(:,i)))/(sum(abs(trueMoP(:,i))));
for j=1:kk(1)
if trueMoP(j,i)>0
RMSNE(i)=RMSNE(i)+((allMoP(j,i)-trueMoP(j,i))/trueMoP(j,i))^2;
MANE(i)=MANE(i)+abs((allMoP(j,i)-trueMoP(j,i))/trueMoP(j,i));
MNE(i)=MNE(i)+(allMoP(j,i)-trueMoP(j,i))/trueMoP(j,i);
elseif allMoP(j,i)>0
RMSNE(i)=RMSNE(i)+1;
MANE(i)=MANE(i)+1;
MNE(i)=MNE(i)+1;
end
if trueMoP(j,i)>0 || allMoP(j,i)>0
GEH=sqrt(2*(allMoP(j,i)-trueMoP(j,i))^2/(allMoP(j,i)+trueMoP(j,i)));
if GEH<=1
GEH1(i)=GEH1(i)+1;
end
else
GEH1(i)=GEH1(i)+1;
end
end
MNE(i)=MNE(i)/kk(1);
RMSNE(i)=sqrt(RMSNE(:,i)/kk(1));
MANE(i)=MANE(i)/kk(1);
GEH1(i)=(kk(1)-GEH1(i))/kk(1);
end
y=[RMSE;RMSNE;NRMSE;GEH1;MAE;MANE;NMAE;SE;U;ME;MNE;NME];
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7. EL CA´LCULO DE BONDAD DE AJUSTE - TIEMPOS DE RECORRIDO
function t=fObjT(timeData,simTimes)
%Timedata contains 3 columns, one for each BT sensor. In traf-flow order.
%Each columns has 240 values, one for each minute of detection.
simT1 = simTimes(find(simTimes(:,1)==9482),4)*(505/523);
simT1 = simT1 + simTimes(find(simTimes(:,1)==9866),4);
simT1 = simT1 + simTimes(find(simTimes(:,1)==9483),4)*(97/708);
simT2 = simTimes(find(simTimes(:,1)==9483),4)*(611/708);
simT3 = simTimes(find(simTimes(:,1)==9440),4);
simT3 = simT3 + simTimes(find(simTimes(:,1)==25325),4);
simT3 = simT3 + simTimes(find(simTimes(:,1)==25326),4);
simT3 = simT3 + simTimes(find(simTimes(:,1)==66785),4);
NRMSE1=sqrt(sum((simT1-timeData(:,1)).^2)*240)/(sum(timeData(:,1)));
NRMSE2=sqrt(sum((simT2-timeData(:,2)).^2)*240)/(sum(timeData(:,2)));
NRMSE3=sqrt(sum((simT3-timeData(:,3)).^2)*240)/(sum(timeData(:,3)));
t = (NRMSE1+NRMSE2+NRMSE3)/3;
8. LA COMPROBACIO´N DE LA REGIO´N DE GARANTI´A
function [ P ] = TR( P )
%TR - Trust Region
% Modifies the received vector of parameters P to ensure that all its
% values fall inside the Trust Region. The values that trespass one of
% the TR limit, stay at said limit.
TRmin = [80,3,0.7,0.1,0.5,0.1,0.75,0.75,3,1,0,0];
TRmax = [110,10,1.2,0.6,1.5,0.6,1.5,1.7,7,4,0.7,0.2];
TR = [TRmin;TRmax]; % Parameter X lays, following this TR, among
% the values TR[1,X] and TR[2,X]
for i = 1:length(P)
if P(i) < TR(1,i)
P(i) = TR(1,i)
disp(’Min reached’);
end
if P(i) > TR(2,i)
P(i) = TR(2,i)
disp(’Max reached’);
end
end
end
9. LA GENERACIO´N DEL ARCHIVO DE RESULTADOS
function [ ] = resultsfile( k,stop,ofval,Pk,Gk )
%RESULTS FILE creates a results.txt with the optimization results
% The .txt contains the step k, the values of the OF, the final parameter
% set Pk and the last approximated gradient Gk.
R = [’Step: ’, num2str(k), ’ Conv? ’, num2str(stop), ’ - OF Values: ’];
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j = length(ofval);
for i = 1:j
ofi = num2str(ofval(i),5);
R = [R,ofi];
R = [R,’ ’];
end
R = [R,’ - Parameter Values: ’];
k = length(Pk);
for i = 1:k
Pki = num2str(Pk(i),5);
R = [R,Pki];
R = [R,’ ’];
end
R = [R,’ - Gradient Values: ’];
l = length(Gk);
for i = 1:l
Gki = num2str(Gk(i),5);
R = [R,Gki];
R = [R,’ ’];
end
fid2 = fopen(’results/results.txt’,’wt’) ;
fwrite(fid2,R) ;
fclose (fid2) ;
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