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CHAPTER I
,. INTRODUCTION
To gain an appreciation or understanding for the title of this
study we must first understand what the phrases "non-orthogonal" and
"error structure" mean.

With an understanding of these terms the title

of this study will become clear.
To obtain an understanding of the term non-orthogonal, consider
an experiment where differing treatments are applied to groups of experi
mental units in order to observe the differential treatment responses.

If

an equal number of experimental units are in each group, then we say we
have an orthogonal situation. This means that when equal numbers exist
among the experimental units, that the variability associated with the
individual sources of variation can be orthogonally partitioned, such
that the sources of variability add to the total source of variation.
However, if unequal numbers exist among the experimental units, then
we say we have a non-orthogonal situation.

This implies that we can

no longer obtain a completely orthogonal partition, and that the sources
of variability associated with the individual sources of variation do not
add to the total source of variation.
The phrase, error structure, can best be described with reference
to the statistical technique known as the analysis of variance.

For any

typical analysis of variance, there exists a one to one correspondence

2.
between the mean squares and the recognized sources of variation in
the underlying model.

If we were to take the expected value of one of

these mean squares (denoted by E[ MS]), we would obtain a linear
expression in terms of unknown population variance components
(denoted by
2
T 1 s).

o-

2

• s), and unknown population parameters (denoted by

The appearance or non-appearance of the

o-

2

• s and the T 2 ' s

is dependent upon the distributional assumptions for the underlying
model.

If we were to take the expected mean square for each source

of variation, and obtain a set of linear expressions (one for each source
of variation in the analysis of variance), the set of linear expressions
thus obtained would be referred to in this study as the error structure
for that particular analysis of variance situation.
The purpose of this study will then be to derive explicit formulae,
or procedures, to obtain the complete set of linear expressions assoc
iated with the error structure for a given model.

These error structures

are the basis of most statistical concepts since they depict the various
sources of variability associated with the observed outcome of an
experimental µnit.

The estimates of these sources of variability,

which we shall designate as {t

2

• s for random components, and as

1

2

•s

for fixed components, are presently being employed in many varied and
differing applications.
To obtain the error structure for any model one first needs to
know the type of model, the recognized sources of variation for the

