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Abstract. This paper presents the Open Knowledge Extraction (OKE) tools com-
bined with natural language analysis of the sentence in order to enrich the se-
mantic of the legal knowledge extracted from legal text. In particular the use case
is on international private law with specific regard to the Rome I Regulation EC
593/2008, Rome II Regulation EC 864/2007, and Brussels I bis Regulation EU
1215/2012. A Knowledge Graph (KG) is built using OKE and Natural Language
Processing (NLP) methods jointly with the main ontology design patterns defined
for the legal domain (e.g., event, time, role, agent, right, obligations, jurisdiction).
Using critical questions, underlined by legal experts in the domain, we have built a
question answering tool capable to support the information retrieval and to answer
to these queries. The system should help the legal expert to retrieve the relevant
legal information connected with topics, concepts, entities, normative references in
order to integrate his/her searching activities.
Keywords. Legal Knowledge Extraction; Question-Answering; Ontology Design
Pattern Alignment.
1. Introduction and Problem Statement
The legal ontology modelling method [4, 2] is a relevant instrument for defining the legal
concepts and relationships included in legal texts (e.g., hard law, judgment, soft law, etc.)
but it is extremely expensive, it depends to the hermeneutic approach adopted by each
scholar or community (e.g., common law vs. civil law), it is influenced by a strong local-
ization due to the local jurisdiction (e.g., domestic regulation and local court action), by
the cultural and social norms (e.g., concept of gender) and furthermore every time there
is a new modification in the legal framework (e.g., new legislation) a refinement or (even
worse) a whole extension of the ontology is required. On the other hand, the semantic
web techniques are very useful in legal domain to detect relevant texts according to sit-
uations and concrete cases, or to filter the connected legislation among wide corpora.
Legal ontologies are also important, in the legal rule modelling, for providing a com-
mon vocabulary of predicates and thus to permit interoperability between different legal
knowledge engineers belonging to different institutions. Other important applications of
legal ontologies are legal design and smart contract domains in order to refer to the same
legal concepts and axioms inside of a community. For these reasons a hybrid solution
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is necessary in order to take benefits from the legal ontology information, but with a
reasonable balance between information granularity and human effort. A light ontology,
based on the language analysis of the text and on simple relationships between classes,
is a very poor instrument for the legal domain, where the legal norms often include ex-
ceptions and odd situations (e.g., derogation, retroactivity, suspension). In fact, the core
of a domain legal ontology is very detailed and accurate but it takes years for an accurate
modeling and during this period too much modifications can change the legal scenario. In
the meantime the Ontology Design Patterns (ODPs) [8, 13] method could help to main-
tain a good methodological connection between light and foundational approaches [6]
(bottom-up and top-down approaches). In our work we show an effective way to com-
bine the two approaches by mapping to Ontology Design Pattern (ODP) a Knowledge
Graph (KG) automatically extracted for performing Question Answering (QA). The re-
sults are provided in the form of a Knowledge Graph (KG) of templates aligned to well-
known legal ODPs, and structured in a way that would enhance the selection of rele-
vant material for a specific case-law or legal situation. The aforementioned KG is ex-
tracted from regulations such as: Rome I Regulation EC 593/2008, Rome II Regulation
EC 864/2007, and Brussels I bis Regulation EU 1215/2012. The alignment of the KG to
the legal ODPs, plus the fact that the KG is extracted from regulations, makes the KG
a sort of light ontology. This light ontology will be structured in a way that would be
possible for the legal end-users (e.g., lawyer, judge, scholar, students) to easily query
and explore the extracted information through a QA algorithm. In the future we intend
to integrate our approach in existing tools 1 for legal document analysis, thus allowing
to the legal experts to formulate relevant queries in order to orient the KG during the
modelling phase and to correct/disambiguate some edges/nodes of the extracted KG.
2. Background Information
2.1. International Private Law
The International Private Law (PIL) is a complex legal domain that presents frequent
conflicting norms between the hierarchy of legal sources (e.g., national vs. European
level), between legal domains (e.g., consumer law vs. labor law), between the procedures
adopted (e.g., criminal law vs. civil law). After the Treaty of Amsterdam (1 May 1999),
the legislative powers for judicial cooperation in civil and commercial matters were trans-
ferred to EU institutions with the aim to harmonize the following issues: i) which state
court has jurisdiction in private matters having cross-border implications; ii) which do-
mestic law is applicable in such matters, iii) and under which conditions can a foreign
decision be recognized and enforced in another Member State. Scientific research on PIL
reveals the need to create a bridge between European and national laws on this domain,
accessing heterogeneous legal sources. The European project Interlex 2 intended to in-
vestigate this domain and to use technology to fill the gap between different legal sources.
The need to fill such a gap between legal sources is so frequent in the PIL domain that
the legal experts need to recall all the norms and to combine them using the theory of
interpretation principles and the case-law based approach. For this reason, the classical
1https://interlex-portal.eu/FindLaw/Doc/LegalAct/6573821
2http://www.interlexproject.eu/index.html
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databases and information systems based on full-text search or document classification
or document clustering seem not to be effective. This is because the terminologies are
different (e.g., “consumer” in consumer law, and “data subject” in data protection law),
the normative references are consistent only inside the same domain, the mapping of con-
cepts is difficult because they are not perfectly equivalent. For this reason our approach
is to discover correlation between different terms and parts of the legal documents, and
to use the ODP main classes for structuring a KG that can be queried by the experts.
2.2. Legal Ontology Design Patterns
In the legal domain, different researches [10, 1] identified some basic ontology design
patterns regularly used for modelling norms. i) Agent-role-time 3; ii) Event-time-place-
jurisdiction 4 ; iii) Agent-action-time [7]; iv) Object-document [12]; v) Legal deontic
ontology [5][10]. These patterns, combined with linguistic taxonomies, could provide a
good solution for creating a bridge between the variants of the legal definitions and the
conceptualization level [11].
3. Proposed Solution
We can extract Knowledge Graphs (KGs) from legal documents by exploiting the gram-
matical dependencies of their content, through an automated dependency parser. In order
to make sense of the extracted information, making these KGs useful for exploration and
Question Answering (QA), we should be able to guarantee some properties that would
facilitate the interoperability of the KG with state-of-the-art deep-learning based QA al-
gorithms. Considering that modern state-of-the-art QA algorithms have several limita-
tions in terms of input and output size, the challenge is not trivial. Furthermore these
QA algorithms are trained with natural language and not Resource Description Frame-
work (RDF) triples.
Assuming that serialising natural language into RDF triples is a challenging open-
problem, the simplest solution appears to be to abandon RDF serialisation in favour of
natural language, but natural language is not as structured as RDF and performing QA
over large natural language corpora is too expensive. This is why our proposed solution
consists in ad-hoc KG extraction of triples in the form of textual templates rather than
classical RDF, in order to preserve the natural language while structuring it into a proper
graph aligned to external resources such as WordNet or ODPs. We think that effective
abstract querying can be possible by structuring the KG as an ontology, giving it a solid
backbone in the form of a taxonomy. In fact, being able to identify the type/class of
a concept would allow to perform queries with a reasonable level of abstraction, mak-
ing possible to refer to all the sub-types (or to some super-types) of a concept without
explicitly mentioning them.
Our proposed solution, for extracting and making sense of complex information
stored into natural language documents, is defined by the following steps: [i)] KG ex-
3https://sparontologies.github.io/pro/current/pro.html
4https://sparontologies.github.io/tvc/current/tvc.html
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traction, Taxonomy Construction, Ontology Design Pattern Alignment, KG question an-
swering. 5
3.1. KG extraction
KG extraction is the extraction of concepts and their relations, from a natural language
text, in the form of a graph where concepts are nodes and relations are edges. As men-
tioned before, we are looking for a way to extract KGs that somehow preserve the origi-
nal natural language, preferring them over classical RDF graphs. This way we can easily
make them inter-operate with deep-learning based QA algorithms and language models.
More in detail, we perform KG extraction by:
1. Analysing the grammatical dependencies of tokens extracted by Spacy’s Depen-
dency Parser, therefore identifying noun syntagms (concepts): the possible objects
and subjects of the triples to extract.
2. Using the dependency tree to extract all the tokens connecting two different tar-
get concepts in a sentence, thus building a template composed by these connect-
ing tokens (the order of the tokens is preserved) together with the target concepts
(replaced with the placeholders “{subj}” and “{obj}”, in accordance with their
grammatical dependencies).
3. Creating a graph of triples where target concepts are subjects/objects and templates
are predicates.
The resulting triples are a sort of function, where the predicate is the body and the object
and the subject are the parameters. Obtaining a natural language representation of these
template-triples is straightforward by design, by replacing the instances of the parameters
in the body. An example of template-triple (in the form subject, predicate, object) is: “the
applicable law”, “Surprisingly {subj} is considered to be clearly more related to {obj}
rather than to something else.”, “that Member State”.
Furthermore, to increase the interoperability of the extracted KG with external re-
sources, we performed the following extra steps: i) We assigned a URI and a RDFS label
to every node of the graph. The URI is obtained by lemmatising the label. ii) We added
special triples to keep track of the snippets of text (a.k.a. the sources) from which the
concepts and the relations are extracted. iii) We added sub-class relations between com-
posite concepts (syntagms) and the simplest concepts (if any) composing the syntagm.
Because of the adopted extraction procedure, the resulting KG is not perfect, thus it may
contain some mistakes caused by wrong grammatical dependencies or other issues. But,
due to the fact that the original natural language is practically preserved, one would ex-
pect that such imperfection would not significantly impact on QA if the adopted neural
networks are robust enough (e.g. being trained on very large corpora of real text).
5The graph, the taxonomies and the ontological hinge, extracted from the 3 EU’s reg-
ulations we mentioned, can be found here: https://github.com/Francesco-Sovrano/
Legal-Knowledge-Extraction-for-Knowledge-Graph-Based-Question-Answering
F. Sovrano et al. / Legal Knowledge Extraction for Knowledge Graph Based Question-Answering146
3.2. Taxonomy Construction
In order to efficiently use, query and explore the extracted KG, we need to structure it in
a proper way. We believe that effective abstract querying can be possible by structuring
the KG as a light ontology, giving it a solid backbone in the form of a taxonomy. In
fact, being able to identify the types/classes of a concept would allow to perform queries
with a reasonable level of abstraction, making possible to refer to all the sub-types (or
to some super-types) of a concept without explicitly mentioning them. The taxonomy
construction phase consists in building one or more taxonomies, through Formal Concept
Analysis (FCA).
In order to build a taxonomy via FCA, one simple approach consists in exploiting
(as FCA’s properties) the hypernyms relations of the concepts in the KG. We found that
a naive way to extract such relations is through the alignment of the extracted KG to
WordNet6, via a Word-Sense Disambiguation algorithm. Applying FCA, to the hyper-
nyms of the aligned Wordnet concepts, produces a forest of taxonomies. Every taxonomy
in this forest is a cluster of concepts rooted into very abstract concepts that we can use
as label/identifier for the respective taxonomies.
The results we obtained for the three EU’s regulations are quite interesting. In fact
FCA is able to identify very few concepts clusters (taxonomies), and these clusters re-
semble the same core concepts our domain experts previously (and independently) iden-
tified for the regulation under study: person, claim and contract. More in detail, the main
clusters obtained through FCA are about:
• Legal Documents: a document that states some contractual relationship or grants
some right.
• Acts: something that people do or cause to happen.
• Organizations: a group of people who work together.
• Causal Agents: any entity that produces an effect or is responsible for events or
results.
• States: the way something is with respect to its main attributes.
3.3. Legal Ontology Design Pattern Alignment
With rich enough taxonomies we can improve the quality of the KG structure by align-
ing it to known legal Ontology Design Patterns (ODPs). We can perform this alignment
easily, by manually mapping the roots of every taxonomy obtained via FCA (see Sec-
tion 3.2) to relevant concepts of the design patterns we identified in section 2.2. This is
feasible because the number of relevant concepts in the ODPs is very small (in the or-
der of 10). The KG extraction is said to be a bottom-up approach (from concrete docu-
ments, to abstract ontologies), while the design of ontologies through patterns is said to
be a top-down approach (from abstract legal concepts identified by experts, to their con-
cretization in the legal documents under examination). The top-down approach is more
complicated to accomplish, because it requires a domain expert. Furthermore, the level
of abstraction required for top-down ontologies in legal domain may be challenging and
6We are aware that WordNet is not designed for the legal domain, but at this stage of the work we are
less interested in extracting more formal knowledge (e.g. RDF graphs). A better alternative to WordNet might
consist in a combination of [9] with other existing resources such as Eurovoc, IATE and BabelNet.
F. Sovrano et al. / Legal Knowledge Extraction for Knowledge Graph Based Question-Answering 147
time-consuming even for the best legal experts. On the other hand, the bottom-up ap-
proach is much easier to automatise, but it is prone to mistakes and redundancy, often
producing worse results with respect to the other approach.
This is why we propose to exploit the best of these two approaches by using a sort of
ontological hinge that should be able to connect a bottom-up KG with top-down ODPs.
In order to obtain this ontological hinge, we have to abstract new relations between the
concepts of the ODPs and those of the extracted KG.
It appears that only a few of the concepts in the ODPs defined in Section 2.2
are reasonably useful to specialize into more concrete concepts: “pro:RoleInTime”,
“foaf:Organization”, “ti:TimeInterval”, “InformationObject”, “Place”, “pwo:Workflow”.
Surprisingly, we can see that every cluster obtained through FCA can be quickly mapped
into one the aforementioned concepts. The fact that the concepts to align are only 6
allows us to perform the mapping manually, with ease. In our case, a sufficient map-
ping/hinge function would be:
• “Causal Agent” (employee, consumer, etc..) mapped to “pro:RoleInTime”.
• “Organization” mapped to “foaf:Organization”.
• “Time Period” mapped to “ti:TimeInterval”.
• “Written Communication” (legal document, etc..) and “Information” (database,
etc..) mapped to “pro:InformationObject”.
• “Location” (country, region, address, etc..) mapped to “pro:Place”.
• “Action” (legalization, protest, litigation, etc..) mapped to “pwo:Action”.
• “Obligation” mapped to “pro:Obligation”.
3.4. Question Answering
KG-based question answering consists in answering natural language questions about in-
formation contained in the KG. Let C be the set of concepts in a question Q. We perform
KG question answering by:
1. Extracting: extract C from Q, using the same procedure adopted for extracting
concepts during the KG extraction in section 3.1.
2. Matching: find the most syntactically similar KG concepts to C, and retrieve all
their related template-triples including those of the sub-classes of C.
3. Selecting: among the natural language representations of both the retrieved triples
and their respective subjects/objects7, select those snippets of text that are suffi-
ciently likely to be an answer to Q.
4. Answering: return as set of answers the contexts (the source paragraphs) of the
selected snippets of text (triples or simple concepts).
More in detail, the matching phase is performed by computing the similarity between
the labels of every concept in the KG and every concept in C; we do it by using the
algorithm described in [14]. Similarly to the matching phase, the selection phase is per-
formed by means of a variation of [14], that combines Term Frequency–Inverse Docu-
ment Frequency (TFIDF) with a version of the Universal Sentence Encoder (USE) for
7Some questions can be succinctly answered through a single concept, while others require a more elaborated
sentence (therefore a template-triple).
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QA [16]. The main difference of the selection phase with the matching phase is that
the similarity is computed between the questions and the contextualized triples/concepts
in the KG. Every triple/concepts is represented in natural language (as in the matching
phase) and its context is the snippet of text (the paragraph) from which the template has
been originally extracted.
4. Related Work
In literature we found many works on Question Answering (QA), only few of them
[18, 17, 3] were on Knowledge Graphs (KGs) and all of these were about RDF or similar
technologies. As comparison to our work, we point to the many state-of-the-art deep-
learning based QA algorithms implemented by Wolf et al. [15]. With these algorithms,
using the whole Rome II Regulation EC 864/2007 as input context would require an im-
practical amount of time8 for every posed question, in order to obtain very short (e.g.
2-3 words) answers which quality heavily depends on the selected linguistic model. The
practical advantage of our approach over the others is that it is capable of selecting the
most relevant text fragments in the context, limiting the search for an answer to very
few paragraphs rather than the entire corpus. Furthermore the matching criterion [14] we
adopted for answer selection combines both statistical and deep learning approaches try-
ing to take the best from both, making the answering process a little bit more transparent.
5. Evaluation
We are interested in evaluating the usefulness of the resulting Knowledge Graph (KG),
extracted from contract regulations, with respect to the legal user’s needs. The goal in
this specific domain is to extract knowledge according to specific situations and to de-
tect the useful legal sources capable to help the expert to interpret them and to find a
solution. A user can interact with the KG through the Question Answering (QA) tool,
posing natural language questions and expecting useful answers from the system. Some
frequently asked questions, in these cases, might be related to where a legal trial is cel-
ebrated (e.g., the pertinent jurisdiction and court), because there are many nuances and
conflicting rules depending to the typology of actors, the country of residence (e.g., ha-
bitual residence), the country where the activity is performed (e.g.,country where the
employee habitually carries out his work). For this evaluation we focus our attention on
the jurisdiction and the judge a quo 9. The adopted methodology comprises a team of
legal experts selecting 8 relevant questions and evaluating the correctness of the answers
provided by our algorithm. As shown in table , the resulting answers are in some cases
imprecise, but overall the algorithm we described in this paper achieved an average top5-
recall10 of 34.91%. Considering we have been using generic QA models (not fine-tuned
on the specific domain) and a naive approach to paragraph matching (see Section 3.4;
8Try it: https://huggingface.co/models?filter=question-answering
9The judge a quo is the judge that is pertinent in the first grade of judgment and consequently the definition
of this element is related with the jurisdiction applicable and the normative system valid
10Let n be the number of strictly-correct produced answers, let |E| the number of expected answers for a
question, then the top5-recall is nmin(|E|,5) .
1
F. Sovrano et al. / Legal Knowledge Extraction for Knowledge Graph Based Question-Answering 149
Table 1. Questions, expected answers and the top5 produced answers and their top5-recall - “B” stands
for Brussels, “RI” for Rome I and “RII” for Rome II. “Rec.” stands for Recital and “Art.” for Article. The
percentages shown are an estimate of the answer pertinence (the answer similarity defined in Section 3.4).
Question Produced Answers - Top5 Expected Answers Top5-Recall
Who determines disputes
under a contract?
RI: Rec. 12 (63.31%)
B: Art. 17.2 (36.70%)
RI: Rec. 24 (35.39%)
B: Art. 7.1, 8.3, 8.4, 17 25%
What factors should be




RI: Rec. 12 (65.71%)
B: Art. 25 (39.84%)
B: Art. 17 (35.89%)
B: Art. 25.5 (36.82%)
B: Rec. 15 (36.15%)
B: Art. 7.1, 17, 20, 25 50%
Which parties of a contract
should be protected by
conflict-of-law rules?
RI: Rec. 23 (53.53%)
B: Rec. 18 (43.06%)
RI: Rec. 24 (36.97%)
RI: Art. 25.1 (36.42%)
RI: Rec. 27 (36.28%)
RI: Rec. 23
RI: Art. 6, 8, 13
25%
In which case claims are so
closely connected that it would
be better to treat them together
in order to avoid
irreconcilable judgments?
B: Art. 8.1 (47.75%) B: Art. 8, 30, 34 33.3%
What kind of agreement
between parties are regulated
by these regulations?
B: Art. 73.3 (45.51%)
B: Rec. 12 (43.90%)
B: Rec. 36 (42.83%)
B: Art. 71.2.a (38.51%)
B: Art. 71.1 (38.03%)





In which court is celebrated
the trial in case the employer
is domiciled in a Member
State?
B: Art. 21.1.a (68.67%)
B: Art. 22.1 (62.17%)
B: Art. 21.2 (56.25%)
B: Art. 21.1.b.i (44.90%)
B: Art. 20.2 (44.07%)
B: Art. 21, 22, 23 66%
How should a contract
be interpreted according
to this regulation?
RI: Art. 10.1 (39.77%)
RI: Rec. 17 (35.02%)
RI: Rec. 22, 12, 26, 29
RI: Art. 12
0%
Which law is applicable
to a non-contractual
obligation?
RI: Art. 8.1 (54.21%)
RII: Art. 15.g (51.84%)
RII: Art. 16 (50.06%)
RII: Art. 8.1 (49.33%)
RII: Rec. 22 (48.43%)
RII: Rec. 17, 18, 26, 27, 31
RII: Art. 4-20
60%
it could be improved by integrating information coming from an external reasoner), we
believe the results are promising.
As we can see the QA system is able to identify plausible answers for all the ques-
tions, even if they are clearly limited to the knowledge explicitly mentioned in the regu-
lations. In many real-case scenarios we need to codify also implicit rules that are coming
from the legal experts, in order to include also non-written relationships coming from the
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theory of law. In any case this approach compared with pure a full-text method is pro-
ducing better results. Despite this, the results show that the QA algorithm is poor in rea-
soning (especially multi-hop reasoning), being trained to solve tasks related to common-
sense, hence pointing to future developments.
6. Conclusions
This paper presents a hybrid and innovative approach to model legal knowledge extracted
from heterogeneous legal sources, using ontology design patterns as skeleton for map-
ping the information deducted using OKE and linguistic NLP analysis. In a legal domain,
with multiple conflicting norms and a large number of multiple definitions for the same
concept, our proposed approach gives interesting results, providing a KG where the legal
expert can easily retrieve the relevant information via critical queries. The KG provides
a useful instrument for information navigation, that could be integrated in traditional in-
formation systems and legal databases. The confidence scores of the preliminary results
are not optimal, but in the light of conflicting norms this approach could be an interesting
outcome, in any case, because it integrates the legal interpretation methodology provided
by the legal experts. We definitely need more testing with the help of the legal experts
in order to tune the resulting pipeline defined in Section 3, but we believe that the pro-
posed approach is correct especially in the domain where there is no unique accredited
interpretation and the application of the norms depends too much on the hierarchy of
sources. In the future we intend to integrate our approach in existing tools11 for legal
document analysis, as the first part of a sophisticated explanatory tool for making sense
of complex legal documents, facilitating the process of representing legal knowledge in
machine-compatible ways (e.g. ontologies, taxonomies, thesauri, etc..).
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