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Abstract—One of the most prominent attributes of Neural
Networks (NNs) constitutes their capability of learning to extract
robust and descriptive features from high dimensional data,
like images. Hence, such an ability renders their exploitation
as feature extractors particularly frequent in an abundant
of modern reasoning systems. Their application scope mainly
includes complex cascade tasks, like multi-modal recognition
and deep Reinforcement Learning (RL). However, NNs induce
implicit biases that are difficult to avoid or to deal with and
are not met in traditional image descriptors. Moreover, the
lack of knowledge for describing the intra-layer properties -and
thus their general behavior- restricts the further applicability
of the extracted features. With the paper at hand, a novel
way of visualizing and understanding the vector space before
the NNs’ output layer is presented, aiming to enlighten the
deep feature vectors’ properties under classification tasks. Main
attention is paid to the nature of overfitting in the feature space
and its adverse effect on further exploitation. We present the
findings that can be derived from our model’s formulation, and
we evaluate them on realistic recognition scenarios, proving its
prominence by improving the obtained results.
Index Terms—Deep learning, feature vector, sensor fusion,
transfer learning.
I. INTRODUCTION
THE contribution of Neural Networks (NNs) in computerscience comprises an indisputable fact. A simple search
through contemporary works suffices to convince us that Deep
Learning (DL) has significantly benefitted the performance of
machines on competetive problems, in fields like computer
vision [1], [2], signal [3] and natural-language processing [4].
Consequently, the use of NNs is expanded rapidly in more
and more tasks, conventional [5] or innovative [6], while their
manipulation is simplified by the development of advanced
hardware processing units [7] and DL frameworks [8], [9].
However, one should never forget that NNs, like the rest
of machine learning algorithms, constitute the tool and not
the solution to a problem. The more we comprehend about
them as tools, by discovering useful properties along with the
advantages and disadvantages that they display, the better we
can exploit them in plenty of problems. Frequently, such an
understanding is based on their behaviour on various tasks
since they appear to be particularly complex as a whole.
Hence, our knowledge originates from experimental results
and empirical rules, which however describe how they behave
rather than how they operate. The above distinction denotes
how far we find ourselves from their optimal usage [10].
In that event, the paper at hand focuses on the behavor of
the feature vectors before the output layer of a Deep Neural
Network (DNN). The motivation behind this analysis mainly
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lies in the tendency to exploit DNNs as feature extractors in
cascade and/or multi-modal tasks. Several novel approaches
have already been proposed, which employ suitable loss
functions, aiming to improve the classification performance
of DNNs [11]. The main benefit of the proposed functions
constitutes their capability of learning angularly discriminative
features [12], [13]. Keeping the same direction, the work at
hand takes a step further, addressing the following subjects:
• the loci of the target classes in feature space,
• the angular property of feature vectors and their distribu-
tion inside the target class locus, and
• the nature of overfitting in feature space and its conse-
quences in further training and fusion.
Note that in contrast to the aforementioned works, the fol-
lowing analysis applies without any further convention, like
custom softmax loss functions or weight and feature vector
normalization [14].
The remainder of this paper is structured as follows. In
Section II, we discuss representative works that highlight
the exploitation of DNNs as feature extractors in unimodal
and multi-modal tasks, as well as approaches that deal with
the creation of discriminative feature vectors. Consequently,
Section III contains our detailed theoretical approach, while in
Section IV experiments are conducted to display its beneficial
results on practical problems. In the last section, we draw
conclusions and present suggestions for future work.
II. RELATED WORK
The current section presents a comprehensive description
regarding the most representative works that deal with the
extraction of features exploiting large inter-class distance from
DNNs. Subsequently, their wide usage on several cascade and
multi-modal tasks is discussed.
A. Discriminative Features
The demand on keeping the compactness of the intra-
class learned features relatively larger than their corresponding
inter-class separability is a salient subject in several learning
approaches [15], [16], [17]. Contemporary trend includes
the reinforcement of the DNN’s loss with angular margins
between the different classes, so as to enhance the feature
vectors’ discriminability. Towards that end, the Large-Margin
Softmax Loss (L-Softmax) [14] combines the cross-entropy
loss with the last fully-connected layer and a softmax function
to create more rigorous angular boundaries. Especially, in Face
Recognition (FR) numerous approaches for discriminative fea-
tures have been proposed since the aforementioned necessity
is highly desired both for face identification and verification.
As an instance, an L2-normalization on the feature vectors can
restrict them to lie on a hypersphere manifold with adjustable
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Fig. 1: Feature space division in R2 with the ReLU activation function: (a) The differential vector w¯12 = w¯1 − w¯2 divides the space into
two halves, with the positive one denoting the subspace with z1 > z2 and vise versa. (b) The same applies for every differential vector. (c)
The positive subspaces’ intersection of the differential vectors that include w¯1, i.e., w¯12 and w¯13, define the locus (D1) of A1 class, while
(d) the same applies for the rest of the classes’ loci (D2 and D3).
radius, achieving improved results on face verification [11].
Moreover, SphereFace [12] succeeded advanced discriminabil-
ity by applying adjustable multiplicative angular margins in the
decision boundaries. On the contrary, a corresponding additive
cosine margin was investigated in CosFace [18]. Eventually,
the combination of the multiplicative and the additive cosine,
together with an additive angular margin adopted in ArcFace,
proved to outperform any other method [13].
B. DNNs for Feature Extraction
The advantageous behavior of DNNs and more specifically
of Convolutional Neural Networks (CNNs) as image descrip-
tors has been particulartly investigated in FR [19], as already
stated in Section II-A. However, their exploitation has been
also proved beneficial in a wide variety of complex tasks.
Firstly, in the case of multi-modal learning [20], a priori
training of the unimodal architectures is often performed [21],
given the lack of available multi-modal data and the com-
plexity of the developed architectures. The above models can
be also implemented by incorporating temporal information
through Long Short-Term Memory (LSTM) cells [22]. Then,
a fusion algorithm can be trained from the output feature
vectors of the unimodal architectures [23]. The fusion model
can be a DNN [24], a Deep Belief Network (DBN) [25], or
even an LSTM network [26]. Modality fusion has also become
extremely widespread in Visual Question Answering (VQA),
where the last hidden layer of an embedded CNN architecture,
such as VGGNet [27], is concatenated with the output vector
of an LSTM network to combine visual and textual data [28].
In addition, in cases that temporal quality needs to be included
in the decision procedure, like in human action recognition,
the use of deep feature extractors has been proved particularly
beneficial [29]. Moreover, deep Reinforcement Learning (RL)
constitutes another challenging task, where a CNN can be
accurately trained as an image descriptor, in order to provide
the RL agent with a feature vector, which represents its current
state [30].
Hence, considering the applicability of deep feature vectors
in a wide variety of scientific fields, it becomes essential
to investigate their behavior and properties during and after
training. Note that such an analysis shall initially focus on
the simple Softmax function since this is the commonly
adopted technique in classification tasks. However, within our
study, we will discover and understand some useful effects,
of approaches like the L2-constrained Softmax [14], on the
feature vectors’ distribution.
III. METHOD
A. Feature Space Division
As stated above, the main scope of our work is to study
the behavior in one of the most common uses of DNNs, viz.,
the classification task. In specific, we examine the way that
the input space of the output layer is divided by the target
classes and, as a result, how the classification goal affects
the distribution of its input vectors a¯ ∈ Rn. Note that n
corresponds to the number of neurons in the previous layer,
and in turn, the feature vectors’ size.
1) Preface: We denote the feature space F ⊆ Rn+1
according to the neuron’s equation:
z =
n∑
j
ajwj + b, (1)
with aj being the feature vector’s coefficients, wj the trainable
weights of the neuron, and b its trainable bias. Then, we
can define the expanded feature vector a¯e ∈ F and the i-th
neuron’s trainable parameters w¯i ∈ F :
a¯e = [a1, a2, ..., an, 1],
w¯i = [w1, w2, ..., wn, b],
(2)
in order to simplify Eq. 1 to the dot product:
zi = a¯e · w¯i (3)
Moreover, without loss of generality, we will consider F as
an n-sphere with an infinite radius R ' ∞, so that the Sn(R)
encompasses all the possible feature vectors.
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2) Simple Case: Considering a simple classification prob-
lem between three discrete classes, namely class A1, A2 and
A3, we employ three output neurons in the output layer.
Then, the softmax activation function is applied to extract the
classification result, known by the following equation:
yi =
ezi∑3
j e
zj
=
ea¯e·w¯i∑3
j e
a¯e·w¯j
, (4)
where zi represents the output of the i-th output neuron and
w¯i its trainable parameters. Keeping the case simple enough
for visualization purposes (Fig. 1), we consider 2-dimensional
feature vectors by also ignoring the bias. Since the ReLU acti-
vation function is applied in most deep learning architectures,
it is also adopted here, forcing the feature vector’s coordinates
to take non-negative values. However, the following analysis
applies even when ReLU is not employed.
In order for the feature vector a¯e to be classified in class
A1, both of the following criteria should be satisfied:
z1 > z2
z1 > z3
}
=>
a¯e · w¯1 > a¯e · w¯2
a¯e · w¯1 > a¯e · w¯3
}
=>
=>
a¯e · (w¯1 − w¯2) > 0
a¯e · (w¯1 − w¯3) > 0
}
=>
a¯e · w¯12 > 0
a¯e · w¯13 > 0
}
,
(5)
where w¯12 = w¯1− w¯2 and w¯13 = w¯1− w¯3. From now on, we
keep this notation for vectors defined as w¯ij = w¯i − w¯j and
refer to them as differential vectors. One can easily observe
that w¯ij = −w¯ji.
Hence, according to Eq. 5, the first step is to calculate the
differential vectors w¯12 and w¯13. Then, the sign of the dot
product and consequently the angles of vector a¯e with w¯12
and w¯13 specifies the locus of each criterion, respectively.
For instance, by solving the equation cos ̂(a¯e, w¯12) = 0 =>
̂(a¯e, w¯12) = ±pi2 , we define in R2 the perpendicular to w¯12
line, as the separation line between the positive and negative
values of the above dot product. The vector w¯12 indicates
the subspace of the positive ones, specified by the condition
̂(a¯e, w¯12) ∈ (−pi2 , pi2 ). The geometric interpretation of the
above procedure is illustrated in Fig. 1a. We can work similarly
to define the separation lines of every differential vector, as
illustrated in Fig. 1b. According to Section III-A1, all the
possible feature vectors lie inside the 1-sphere, S1(R). Then,
each separation line divides the S1(R) into two semicircles,
as shown in Fig. 1a.
The locus of the subspace of class A1 is defined by the
simultaneous satisfaction of the criteria in Eq. 5, viz., by the
intersection of the following positive subspaces:
D12 = {a¯e ∈ S1(R) : ̂(a¯e, w¯12) ∈ (−pi
2
,
pi
2
)}
D13 = {a¯e ∈ S1(R) : ̂(a¯e, w¯13) ∈ (−pi
2
,
pi
2
)}
(6)
Moreover, the ReLU function restricts the allowable space of
the feature vectors only to the R2≥0 subspace. This includes
the first quadrant of the S1(R), where both coordinates take
non-negative values. Hence, for the desired subspace (D1), we
can write:
D1 = R2≥0
⋂
D12
⋂
D13, (7)
(a) (b)
Fig. 2: Feature space division in R3 (a) without and (b) with
the exploitation of the ReLU activation function.
TABLE I: Number of differential vectors based on the number
of the target classes.
Number of Classes 2 3 4 5 ... N
Differential Vectors 1 3 6 10 ...
∑N−1
i=1 i
which is depicted in Fig. 1c.
Similarly, we define the subspaces of classes A2 and A3
(D2, D3) as follows:
D2 = R2≥0
⋂
D21
⋂
D23,
D3 = R2≥0
⋂
D31
⋂
D32,
(8)
resulting to the space division of Fig. 1d. Notice that all the
available space of R2≥0 is exploited, while no intersection
exists between the subspaces D1, D2 and D3. As mentioned
above, each separation line divides the S1(R) into two semi-
circles, thus into two convex sets. In addition, R2≥0 is also a
convex set. Since the intersection of any family of convex sets
(finite or infinite) constitutes also a convex set [31], we ensure
that the subspaces D1, D2 and D3 are convex, as well. The
above property is essential for our following analysis.
3) Generalizing: Lets consider a classification task within
the feature space F ⊆ Rn+1 with N ∈ N− {0, 1} possible
classes for the feature vectors a¯e ∈ F . Similarly, all the possi-
ble feature vectors will be located inside the n-sphere, Sn(R).
Then, each differential vector w¯ij , with i, j = {1, 2, ..., N}
and i 6= j, defines a separation hyperplane Hij ∈ Rn that
constitutes the solution of the linear equation a¯ew¯ij = 0. Such
a hyperplane is defined in geometry as a vector hyperplane and
passes through the origin. Thus, every separation hyperplane
divides Sn(R) into two half-spaces, one including the locus of
the positive results of the aforementioned linear equation and
the other including the negative ones. The differential vector
w¯ij indicates the subspace with the positive results, which is
defined as:
Dij = {a¯e ∈ Sn(R) : ̂(a¯e, w¯ij) ∈ (−pi
2
,
pi
2
)}. (9)
The number of the separation hyperplanes adhere to Table. I.
In accordance to our simple case, the subspace of the i-
th class in Sn(R) is specified by the fullfilment of all the
criteria that include the differential vectors of the specific
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Fig. 3: Plane of variations defined by the feature vector a¯e
and the weight w¯1 of the prevailing class A1. Each variation
of a¯e, including its norm and its orientation, takes place onto
this plane.
class i. As a consequence, the positive subspaces that those
differential vectors define, intersect to the locus of the desired
class. Considering the above and Eq. 9, we can write for the
subspace of the i-th class:
Di=

N⋂
j=2
Dij , for i=1,
( i−1⋂
j=1
Dij
)⋂( N⋂
j=i+1
Dij
)
, for i={2, ..., N−1},
N−1⋂
j=1
Dij , for i=N.
(10)
Eq. 10 applies for classification problems working on any
dimension, without applying the ReLU activation function on
the feature vectors. Otherwise the space for each one of the N
classes arises from the intersection of the Eq. 10 with the Rn+1≥0
subspace. In Fig. 2, a division of the R3 space is illustrated
both with or without the exploitation of ReLU .
Finally, since both Rn+1≥0 and Dij constitute convex sets
∀i, j = {1, 2, ..., N} with i 6= j, their intersections are also
convex sets. Consequently, the subspace of any class in the
n-dimensional space is always a convex set, securing that no
discontinuity exists inside the class’s subspace.
B. Sensitivity analysis over feature vectors’ norm and orien-
tation
As described in Section III-A, the angles between the
feature vector a¯e and the differential vectors are decisive
for the definition of the prevalent neuron. However, a high
classification confidence is not exclusively met by the criteria
of Eq. 5. On the contrary, a specific distance from the decision
boundaries is required, which is dependent both on the angular
distances and the feature vector’s norm. Hence, the impact of
both angle’s and norm’s variations of a feature vector (a¯e) on
the final result is investigated.
1) Preface: We focus our interest on feature vectors that
belong to the subspace of their correct class, but they are
not suitably placed in order for their classification cost to
approximate zero. In any other case, either the angle should
initially be fixed to minimize the calculated loss, or the loss
is too small and no further variation is required.
Thus, considering the feature vector a¯e and the dominant
class i, in the subspace of which a¯e lies, we calculate the
gradient of the softmax output of the j-th output neuron (∇Sj),
as a function of two partial derivatives. The first refers to the
partial derivative over the feature vector’s norm R = ‖a¯e‖
and the second one over its angle θi with the weight w¯i of the
corresponding prevailing class. As shown in Appendix A, we
obtain:
∇Sj(dR, dθi) = ∂Sj
∂R
dR+
∂Sj
∂θi
dθi, (11)
where:
∂Sj
∂R
=
Sj∑N
k=0 e
zk
N∑
k=0
([
∂zj
∂R
− ∂zk
∂R
]
ezk
)
, (12)
∂Sj
∂θi
=
Sj∑N
k=0 e
zk
N∑
k=0
([
∂zj
∂θi
− ∂zk
∂θi
]
ezk
)
. (13)
Hence, the partial derivatives of each output neuron zj over
R and θi have to be calculated.
2) Simple Case: In this subsection we will examine a
simplistic scenario of a feature vector a¯e ∈ R2 among
three possible classes A1, A2 and A3, with A1 being the
prevailing one. Furthermore, we will focus our derivations on
the response and weights of classes A1 and A2. However,
Section III-B3 presents our findings extended to a generalized
model. In order for the terms ∂z2/∂R and ∂z2/∂θ1 to be
computed, the dot product z2 = a¯e · w¯2 needs to be written as
a function of R and θ1. Notice that:
z2 = ‖a¯e‖‖w¯2‖ cos θ2 = R‖w¯2‖ cos θ2, (14)
includes θ2 = ̂(a¯e, w¯2), which is related to θ1 and needs to
be defined. We observe that variations of both R and θ1 take
place onto a unit plane Pˆ that is defined by a¯e and w¯1, as
illustrated in Fig. 3. Thus, we decompose w¯2 into two parts,
one orthogonal (w¯2⊥) to Pˆ , and one collinear (w¯2‖) with it.
Then, we can write:
z2 = a¯e · (w¯2‖+ w¯2⊥) = a¯e · w¯2‖+ a¯e · w¯2⊥ = a¯e · w¯2‖ (15)
since the dot product of the orthogonal component is always
zero. Considering the above, a change in R and θ1 affects only
the collinear part w¯2‖. Thus, the dot product can be described
by exploiting only terms being collinear with Pˆ , as follows:
z2 = R‖w¯2‖‖ cos(θ1 − φ2), (16)
where φ2 is the angle between the collinear with Pˆ vectors w¯2‖
and w¯1. As a consequence, the norm of the projected weight
onto the plane of variations defines, along with the norm R
of the feature vector, the amplitude of the dot product, i.e., its
maximum possible value. Correspondingly, the angle ̂(w¯2, w¯1)
sets the phase difference (φ2), in which the maximum value
of the dot product is met. Note that for the dominant class A1,
it is ‖w¯1‖‖ = ‖w¯1‖, φ1 = 0 and thus:
z1 = R‖w¯1‖ cos θ1, (17)
while
z3 = R‖w¯3‖‖ cos (θ1 − φ3). (18)
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Fig. 4: The diagrams of the output’s neurons for an input sample of class A1 as a function of: (a) θr , (b) R, and (c) as a multi-variable
function, as well as the corresponding diagrams of the Softmax outputs over: (a) θr , (b) R, and (c) both of them. Note that within a range
centered around θr = 0, the feature vector’s membership in the prevalent class is evident.
We observe that each output changes linearly with R and
sinusoidally with θ1. Thus, we can conceive our example’s
neurons’ outputs z1, z2, and z3, as three sinusoidal waves of:
• common frequency,
• different and linearly dependent on R amplitude, and
• different and independent from a¯e phase shift.
The above properties for our simple case are depicted in
Fig. 4a and Fig. 4b with the horizontal axis representing
the feature vector’s angle of rotation (θr) onto the plane of
variations and the value of R, respectively. In Fig. 4c, the
diagram of the neurons’ output as function of both θr and R
is displayed.
By further exploiting Eq. 4, we can calculate the classifica-
tion outputs y1, y2, and y3 for each value of θr and R from
the above distributions, producing the corresponding graphs of
Fig. 4d, 4e, and 4f. Using depicted responses in Fig. 4d for
each value of θr, we can extract the prevailing class, which
is changed under rotation. Consequently, Fig. 4e verifies that
the prevailing class can not be affected by modifications of
R. On the contrary, variations in rotation can not reach high
softmax results without suitable modification of R. According
to Fig. 4f, the bigger the R, the closer the maximum softmax
value to 100%. In addition, while R increases, the graph over
θr of the produced feature vector approximates the rectangular
function, thus increasing the range of its orientations that
secure high softmax results. The above property will be
particularly shown in our experiments.
Finally, from Eq. 16, it follows that:
∂z2
∂R
= ‖w¯2‖‖ cos (θ1 − φ2), (19)
∂z2
∂θ1
= −R‖w¯2‖‖ sin (θ1 − φ2). (20)
Combining the above with Eq. 11, 12, and 13, we define the
gradient of softmax over R and θi.
3) Generalizing: In order to apply the above calculations
in any generic space F , some geometrical properties need to
be defined. To that end, we base our model on the Clifford
algebra [32] and more specifically its power of geometrically
manipulating objects in high dimensions. Its basic components
include vectors, bivectors and trivectors, while its basic geo-
metrical product denoted with a simple juxtaposition between
two compnents, say v1 and v2, emerges from the summation
of other two products, viz. the inner (c) and the outer (∧)
products [33]:
v1v2 = v1cv2 + v1 ∧ v2. (21)
An illustration of the above components is shown in Fig. 5.
Here, we will keep in mind that the rotation of a feature vector
a¯e ∈ F can be described as:
a¯′e = V a¯eV
†, (22)
where:
V = e−Pˆ
θr
2 = cos
θr
2
− sinθr
2
Pˆ , (23)
is called rotor and rotates the vector a¯e on the unit plane (Pˆ )
by the angle (θr). Moreover, with V † we refer to the reverse
of V :
V † = e+Pˆ
θr
2 = cos
θr
2
+ sin
θr
2
Pˆ . (24)
Consequently, the projection of any weight vector w¯j‖ onto the
plane of w¯i and a¯e is calculated as follows. Initially, through
the wedge product a¯e ∧ w¯i, we calculate the unit bivector:
Pˆ =
a¯e ∧ w¯i
‖a¯e ∧ w¯i‖ , (25)
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Fig. 5: Visualisation of the basic components (vectors, bivec-
tors, trivectors) and operations (outer and inner product) in
Clifford Algebra.
referring to the plane of interest. Then, we apply:
w¯j‖ = V (w¯jcPˆ )V †. (26)
In Eq. 26, the inner product is exploited to calculate the
complement (within the subspace of Pˆ ) of the orthogonal
projection of w¯j onto Pˆ [34]. Then, a counter-clockwise
rotation of the produced vector by pi2 over Pˆ is performed
through the rotor:
V = cos
pi
4
− sin pi
4
Pˆ =
√
2
2
(1− Pˆ ),
V † =
√
2
2
(1 + Pˆ ).
(27)
Once ‖w¯j‖‖ is calculated, we have:
zj = R · ‖w¯j‖‖ · cos (θi − φj), (28)
and
∂zj
∂R
= ‖w¯j‖‖ cos (θi − φj),
∂zj
∂θi
= −R‖w¯j‖‖ sin (θi − φj).
(29)
For j = i, ‖w¯j‖‖ = ‖w¯j‖ and φj = 0.
C. General Rules of Feature Space
Summing up, we write below certain rules that define the
behaviour of the feature vectors in space.
• R.I: Each class occupies a convex subspace of the feature
space defined and angularly delimited by its differential
vectors (Eq. 9).
• R.II: The prevalent class of each feature vector is exclu-
sively defined by its orientation (Fig. 4).
• R.III: The softmax output of the prevalent class for a
feature vector is proportional to its norm.
The proof of R.III is given in Appendix B.
IV. EXPERIMENTS
As it has already been mentioned, the purpose of this paper
is to present a novel geometrical interpretation for the behavior
of deep feature vectors. The properties presented in Section III
allow us to evaluate the qualitative effect of our findings on
real-world scenarios, while adjusting some of the properties
to favor accuracy. More specifically, we begin by presenting
in details the datasets used during experimentation, as well
as two statistical metrics that assess the angular distribution
of the feature vectors in F . Consequently, several experiments
are presented to demonstrate the dominance of feature vectors’
orientation during training and the norm’s contribution to the
resulting distribution. Finally, the effect of overfitting in F
under cascade training scenarios is also investigated.
A. Datasets
1) CIFAR: Both CIFAR-10 and CIFAR-100 datasets [35]
include 50,000 training and 10,000 testing colored images of
32×32 pixels. CIFAR-10 is composed of images from 10 and
CIFAR-100 from 100 classes.
2) RML: The audio-visual RML dataset [36] consists of
720 video samples, each one containing scripted scenarios that
express a specific emotional context among six basic classes,
viz., happiness, sadness, surprise, anger, fear and disgust,
from 8 different subjects. The recording speed of the 720×480
colored video frames is 30 frames per second, while the sam-
pling rate of the audio mono channel is 22,050 Hz. During our
experiments, we adopt the Leave-One-Speaker-One (LOSO)
strategy to evaluate the speaker-invariant capabilities of each
approach [37].
3) BAUM-1s: The audio-visual BAUM-1s dataset [38] con-
tains 1184 video samples with spontaneous unscripted sce-
narios from 31 different subjects. Since the specific dataset
includes more emotional states than RML, we keep for co-
hesion only the 521 video samples that expose one of the
aforementioned basic emotions. The size of the colored video
frames is 854 × 480 recorded with a speed of 30 frames
per second, while the sampling rate of the audio signal is
set to 48,000 Hz. In order to assess the speaker-invariant
capabilities throughout our experiments, we follow the Leave-
One-Speakers-Group-Out (LOSGO) scheme of 6 groups that
include each speaker once [38].
4) eNTERFACE’05: The audio-visual eNTERFACE’05
dataset [39] is composed of samples with acted scenarios from
41 subjects. Those recordings expose one of the six basic
emotions along with neutral, which is discarded. The camera’s
recording speed is 25 frames per second and the sampling
rate of the audio signal is 48,000 Hz. The experiments on
eNTERFACE’05 has been also conducted according to the
LOSGO scheme.
5) Pre-processing: All images from CIFAR-10 and CIFAR-
100 datasets are normalized based on the channel means and
standard deviations. Regarding the three emotional datasets,
we follow the strategy proposed in our previous work [24].
In specific, we detect the timestamps tc during which the
subject speaks in every video sample. For every tc, we
extract the corresponding frame (fn) along with an audio
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Fig. 6: In logarithmic scale, the mean (continuous line) and
standard deviation (dashed line) of ∂Sj/∂R and ∂Sj/∂θi
during training on CIFAR-10.
sample within a time window Tn = [tc − tw, tc + tw] with
tw = 500ms. The next tc is searched after 100ms. Then, a
face image is cropped from each frame with the Haar Feature-
Based Cascade detector [40], while constantly keeping a fixed
distance between the subjects’ eyes of 55 pixels, and then
resized to the final size of 224× 224× 3. During training, we
apply random adjustments on the face images’ saturation and
brightness. The audio samples are resampled to a 16,000 Hz
format and converted to a log-mel spectrogram representation
of 64 mel-spaced frequency bins and a range of 125-7,500 Hz.
This is achieved through the short-time Fourier transform with
Hann windows with 25ms size and a step of 10ms. Finally,
by keeping the 96 middle columns, we set the size of the
representation at 64× 96× 1 [24].
B. Centrality and Separability Metrics
Knowing the behavior of the feature vectors during training,
we can draw useful conclusions regarding the form of overfit-
ting in F . As a whole, overfitting is mainly realized through
the divergence between the performance curves of the training
and the validation data. Keeping in mind that the evaluation
set remains unfamiliar to the model’s parameters, the angular
separability of its feature vectors is expected to differ from the
training ones. The above fact, tends to become more intense,
when the performance curves between the two sets diverge
and a wider amount of testing data keep angularly misplaced
in F . In order to review the nature of overfitting in F , we
propose two metrics that describe the angular distribution of
all a¯e ∈ F .
• Centrality (C) assesses the quality regarding the angular
distribution between the central vectors of the target
classes. Each central vector derives from the mean value
of the normalized aˆe belonging to the corresponding
target class. Then, the minimum angular distance per-
central vector is calculated to represent the quality of the
distribution between the target classes.
• Separability (S) evaluates the percentage of the target
class’s similarity over the rest of the classes in F . In
specific, the per-class mean angular distance between all
a¯e belonging to the specific target class is calculated.
Additionally, the mean distance of the above vectors with
the vectors of the nearest class is calculated. Then, the
TABLE II: Convolutional architecture.
Layers Kernel Size Kernels Output Size
Convolution [5× 5] 20 28× 28
ReLU - - 28× 28
MaxPooling [2× 2] - 14× 14
Convolution [5× 5] 50 10× 10
ReLU - - 10× 10
MaxPooling [2× 2] - 5× 5
Convolution [5× 5] 500 1× 1
Fully Connected - 100 100
ReLU - - 100
Fully Connected - 10 10
(L2-)Softmax - - 10
ratio of the two mean distances describes the class’s
separability.
During our experiments, we consider the per-class ratio of
the proposed metrics between the training and testing data:
CR = CtestCtrain and SR =
Stest
Strain . (30)
Finally, we keep the mean value of CR and SR, as our sim-
ilarity metrics between the two sets regarding their centrality
and separability capabilities.
C. Norm and Orientation in F
We revisit Section III-B from an experimental point of view
in order to clarify the effects of the feature vectors’ norm R
and orientation θi.
1) Setup: During our experimentation, we exploited the
simple convolutional architecture presented in Table II, trained
it on CIFAR, and we studied the behavior of all a¯e. Each
training procedure lasted 40 epochs with batch size 64, and
learning rate at 10−2. For each a¯e, we tracked the values
of the partial derivatives ∂Sj/∂R and ∂Sj/∂θi based on
Eq. 12 and Eq. 13, respectively. Additionally, aiming to
discern the effect of R, we employed, apart from Softmax,
the L2-Softmax(s) [14] with s indicating the scale factor.
Keeping the same experimental setup, we trained our CNN for
different values of s. After training, we calculated the mean
centrality and separability in F . For visualization purposes,
we also extracted the corresponding cosine distance matrices.
To achieve that, we randomly chose 1000 feature vectors of
each class from the training data and calculated their cosine
distances (dc ∈ [0, 1]), according to:
dc = 1− a¯e1 · a¯e2‖a¯e1‖‖a¯e2‖ . (31)
The same procedure was adopted to extract the cosine distance
matrices for the testing set, as well.
2) Results: In Fig. 6, the mean and standard deviation
of ∂Sj/∂R and ∂Sj/∂θi during the training procedure are
displayed in a logarithmic scale. Note that the corresponding
mean values of ∂Sj/∂θi are higher at least by one order of
magnitude, stressing out the orientation’s dominance in the
classification task. Moving on to the resulted cosine distance
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(a) Softmax (b) L2-Softmax (s=20) (c) L2-Softmax (s=1) (d) L2-Softmax (s=0.1)
(e) Softmax (f) L2-Softmax (s=20) (g) L2-Softmax (s=1) (h) L2-Softmax (s=0.1)
Fig. 7: Cosine distance (dc) matrices between the feature vectors with ReLU on both the training (first row) and testing set (second row)
of CIFAR-10. Notice that the lower the scale factor, hence the radius of the feature vectors’ hypersphere, the higher the angular similarity
between the feature vectors of the same class, wrt. the rest. The testing set’s classification performance is not considerably affected.
TABLE III: Evaluation of feature space F .
Softmax
L2-Softmax L2-Softmax L2-Softmax
(s = 20) (s = 1) (s = 0.1)
Centrality, CR .859 .725 .751 .752
Separability, SR .990 .845 .823 .588
Loss-Ratio, LR 2.63 10.85 8.57 19.52
matrices for the Softmax and L2-Softmax of Fig. 7, one can
ascertain the inversely proportional correlation between the
norm and the differentiation of the feature vectors belonging to
the same class, wrt. the rest. Taking into consideration the anal-
ysis in Section III-B and [14], the above fact is indeed highly
anticipated. Fig. 4 showed that for large values of the feature
vectors’ norm, the Softmax output diagram approximates the
rectangular function and broadens the range of the available
orientations that succeed a classification accuracy of 100%. As
a result, the feature vectors are not motivated to further move
away from their decision boundaries and approximate their
class’s center, thus remaining more distant from the vectors of
the same class.
Another finding of Section III-B constitutes the inability
of R to considerably affect the classification performance.
As shown in Table III and the testing distance matrices in
Fig. 7, our simple CNN appears to overfit the training set
since the separability ratio SR is reduced. We can state that,
different values of s cause higher angular separability between
the training feature vectors, which is not given for the testing
set. Hence, specific care is required in angular-based losses,
because they can significantly strengthen the gap between the
distribution of the two sets.
D. Multi-modal Fusion and Strategies
The current section deals with the shape of overfitting in
F and its adverse effect on feature extraction under cascade
training tasks, like modalities fusion. Moreover, an alterna-
tive fusion strategy that can considerably benefit the overall
performance is proposed. The above are examined in the
A-V emotion recognition challenge, by exploiting two deep
unimodal feature extractors and a fusion model.
1) Setup of Feature Extractors: Firstly, we investigated the
relationship between overfitting and angular distribution both
for audio and visual modalities on RML and BAUM-1s. Dur-
ing training, we formed a uniform dataset Da, by combining
the three emotional databases, and we evaluated the resulting
distribution on each speaker (si, i = 1, 2, ..., 8) of RML and
each group of speakers (grj , j = 1, 2, ..., 6) of BAUM-1s.
Note that this course of experiments was performed under
a leave-one-out evaluation scheme, each time considering a
different speaker or group as a testing set. We exploited the
MobileNetV2 [41] pre-trained on ImageNet [42] to fine-tune
our face images. The training audio samples were also used to
fine-tune the pre-trained VGGish [43] architecture. We utilized
the Adam optimizer [44] with batch size 32 and an initial
learning rate at 10−5 that exponentially decays by 90% for
every 5,000 training steps. We trained each architecture for 10
epochs and investigated the angular distribution of the feature
vectors.
2) Feature Extractors’ Evaluation: Table IV presents the
resulting values of the CR and SR for both unimodal extractors.
We can observe the lower values on BAUM-1s, which consti-
tutes a spontaneous, hence more difficult dataset. Generally,
Table IV contains low values regarding both centrality and
separability measures, indicating a significant gap between the
distribution of training and testing sets. The above property
can be further interpreted through a qualitative representation
illustrated in Fig. 8. According to Section IV-C, we applied
Eq. 31 as our distance metric for the feature vectors. Com-
paring speakers s3, s4, s5, s6, and s7 against the rest of the
speakers or speaker-groups, we identify the most favorable
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(a) 76.25% (b) 68.87% (c) 69.60% (d) 44.66%
Fig. 8: Cosine distance (dc) matrices between the feature vectors and the corresponding performance on Da for: the (a) training and (b)
testing set of the visual feature extractor, as well as the (c) training and (d) testing set of the audio feature extractor.
TABLE IV: Centrality and Separability ratio between the testing and training set of Da for both visual and audio feature
extractors. This experiment was conducted over multiple iterations, each time leaving out a different speaker si or speakers-
group grj .
Angular RML BAUM-1s
Metrics s1 s2 s3 s4 s5 s6 s7 s8 gr1 gr2 gr3 gr4 gr5 gr6
Visual Feature Extractor Visual Feature Extractor
Centrality, CR .697 .760 .801 .635 .787 .713 .610 .657 .688 .607 .687 .468 .593 .556
Separability, SR .687 .628 .632 .826 .653 .768 .768 .778 .489 .553 .519 .536 .420 .488
Loss-Ratio, LR 22.085 21.159 8.431 8.397 11.516 10.048 18.999 13.547 12.859 19.052 15.056 22.634 20.673 23.746
Audio Feature Extractor Audio Feature Extractor
Centrality, CR .646 .739 .816 .705 .767 .802 .870 .646 .744 .720 .605 .656 .547 .857
Separability, SR .653 .692 .857 .833 .975 .976 .930 .884 .742 .730 .882 .814 .670 .684
Loss-Ratio, LR 13.168 10.227 5.003 8.810 7.460 6.283 4.942 6.247 11.294 13.050 13.358 11.570 17.016 10.681
results, which also correspond to the lower values of LR.
As shown, the distribution of feature vectors in F is
affected during training, leading to better central distribution
and angular separability of the training vectors as compared
against the testing ones. Hence, in cases of further training,
like fusion, where such a distribution constitutes the input
space of the cascade architecture, the existing discriminable
training features incommode the correct classification of the
more ambiguous features of the testing set. With the above in
mind, an unintuitive but crucial question arises. Would it be
beneficial to divide the available training data into two sets,
one for training the unimodal extractors and one for their
fusion? By doing so, the training of the fusion model would
also include more ambiguous samples since they would be
novel to the unimodal network. Such an input sample would
closely resemble the distribution of the actual testing set, and
the rest of this subsection is dedicated to the assessment of
this approach.
3) Setup of Fusion Strategies: We made use of the above
architectures for our unimodal feature descriptors, viz., the
MobileNetV2 and the VGGish for the visual and the audio
channels, respectively. For fusion, we tested the performance
of both a Support Vector Machine (SVM) and a DNN archi-
tecture. The latter contains two Fully-Connected (FC) layers
of 512 neurons with dropout rate 0.3 and three batch normal-
ization layers before, in-between and after the FC layers. Da
was shuffled and split in half, forming the sets: D1 and D2.
Then, we evaluated the performance of the total architecture
considering the strategies below:
• S1−1: We exploited the face images and speech samples
of D1 to fine-tune the visual and audio channels. Then,
the fusion model was also trained from the A-V data of
D1.
• S1−2: The face images and speech samples of D1 were
similarly exploited to fine-tune the visual and audio
channels, respectively. Then, the fusion model was trained
with the A-V data of the unused set D2.
• Sa−a: We fine-tuned both channels with the unimodal
data of the total set Da. Consequently, we trained their
fusion with the same A-V data. Note that this training
scheme also describes the experimental protocol for pro-
ducing the results in Table IV.
Each training procedure has been conducted for 10 epochs,
exploiting the Adam optimizer with mini batch 32 and learning
rate starting at 10−5 and exponentially decaying by 90% every
5,000 steps. Similarly, we assessed each strategy on RML
and BAUM-1s, following the LOSO and LOSGO schemes,
respectively. We also measured the mean performance among
all the aforementioned speakers and speakers-groups.
4) Results of Fusion Models: The results in Table V
verify the adverse effect of the overfitted unimodal descriptors
on the performance of the fusion model. Firstly, comparing
strategy S1−1 against S1−2, we can ensure that the second
one outperforms the first at any case for both fusion models.
This fact is highly anticipated since the final multi-modal
architecture of S1−2, in contrast to S1−1, has been trained on
the whole dataset, including both D1 and D2. Therefore, we
can not conclude that training the fusion model on unfamiliar
data, has benefited the final performance. For this purpose,
lets focus on S1−2 and Sa−a that have been trained on the
same amount of data. We observe that except for two cases,
including s3 and s7, the results related to any other speaker
have been improved through the proposed cascade strategy.
Paying attention to the mean performance of each strategy
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. XX, JUNE 2020 10
0 2 4 6 8 10
epochs
ac
cu
ra
cy
S1-1
S1-2
Sα-α
(a) s4
0 2 4 6 8 10
epochs
ac
cu
ra
cy
S1-1
S1-2
Sα-α
(b) gr1
0 2 4 6 8 10
epochs
ac
cu
ra
cy
S1-1
S1-2
Sα-α
(c) s1
0 2 4 6 8 10
epochs
lo
ss
S1-1
S1-2
Sα-α
(d) s4
0 2 4 6 8 10
epochs
lo
ss
S1-1
S1-2
Sα-α
(e) gr1
0 2 4 6 8 10
epochs
lo
ss
S1-1
S1-2
Sα-α
(f) s1
Fig. 9: Accuracy (first row) and loss (second row) curves of three representative evaluation examples during training the DNN fusion model
under different strategies. When the same training data are exploited (see S1−1, Sa−a), overfitting appears in the early stages of training.
TABLE V: Classification performance (%) of fusion models under different training strategies.
Strategy RML BAUM-1s mean
s1 s2 s3 s4 s5 s6 s7 s8 gr1 gr2 gr3 gr4 gr5 gr6
DNN Fusion Model
S1−1 51.15 60.59 69.88 68.61 61.43 69.87 49.15 66.86 55.82 34.43 57.94 46.27 49.10 32.34 58.53
S1−2 54.36 64.12 70.07 69.58 63.05 73.82 54.21 68.78 56.26 36.02 58.38 46.91 53.77 41.58 61.46
Sa−a 45.41 54.41 73.05 67.72 60.78 71.96 54.62 52.50 41.81 34.33 53.31 44.59 52.70 29.16 55.64
SVM Fusion Model
S1−1 53.44 65.59 71.36 75.72 64.26 75.83 55.81 65.53 40.12 36.22 59.30 48.12 50.47 36.65 60.25
S1−2 55.96 67.65 72.22 79.52 67.42 80.17 62.05 73.79 52.07 36.72 59.71 51.12 50.68 39.32 64.05
Sa−a 48.39 62.35 75.93 79.07 66.86 79.40 63.20 62.52 35.61 36.52 55.66 46.58 47.59 32.55 59.62
Pre-Trained DNN Fusion Model
S′1−2 51.83 75.29 82.65 84.24 80.23 75.76 76.72 75.29 61.17 40.70 50.15 47.96 69.09 42.71 68.98
S′a−a 43.12 72.06 80.93 86.63 74.39 75.06 73.10 72.79 56.17 38.71 44.19 40.62 63.55 43.43 65.18
on the whole pool of speakers and speakers-groups, we can
highlight this advantageous property even more. The mean
performance appears to have been improved by 5.82% on the
DNN and 4.43% on the SVM fusion model.
Noticing the better performance of SVM, one could state
either that DNN seems not to be the most appropriate fusion
model for this multi-modal case, or that there could be a
better set of hyperparameters, such as learning rate, batch size,
architecture, etc. to achieve better performance and annul the
above benefit. However, as shown in Fig. 9 and particularly
in the loss curves, when the feature extractors and the fusion
model are both trained with the same data, overfitting appears
quite earlier, which limits the room for improvement of the
fusion model. The accuracy curves of Sa−a display a quick
peak during the first epochs, according to the similarity of
the feature vectors between the evaluation speaker and the
training set, but do not exhibit any further improvement. On
the contrary, the accuracy curves of the DNN under the S1−2
strategy imply a smoother behavor. Hence, the reconsideration
of the feature extractors’ training choice, such as the proposed
S1−2 scheme, denotes the best improvement candidate.
Paying closer attention to each individual speaker’s perfor-
mance, the obtain results for s3 and s7 constitute an exception
to the rest of our experimental results in Table V. This
behavior can be interpreted by re-examining Table IV (which
follows strategy Sa−a), in order to find out that the audio
feature extractor of both speakers exhibits the highest CR rates,
while also keeping increased SR values, indicating similar
training and testing distributions. In a similar manner, the
visual feature extractor of s6 also achieves high centrality and
separability values in Table IV, explaining the fact that the
alternative fusion strategy has not significantly improved the
performance of Sa−a. A more careful observation reveals that
the above also applies for the rest of the speakers mentioned
in Section IV-D2. On the contrary, s1, s2 and s8 have been
particularly harmed by Sa−a, which are the main cases that
highlight the advantageous properties of S1−2. Furthermore,
focusing on the visual extractor of gr6, which presents the
second best value of CR in Table IV, we can further understand
the adverse effect of Sa−a on the fusion model, due to the low
produced SR values.
Finally, aiming to farther evaluate the effects of our analysis,
we applied certain configurations on S1−2 and Sa−a and
conducted the same experiments both on RML and BAUM-
1s. In specific, instead of exploiting the above datasets to
train our unimodal extractors, we made use of two unimodal
dataset, viz., the AffectNet [45] and IEMOCAP [46] datasets
for the visual and audio channels, respectively. Then, the
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modified S′1−2 strategy included the training of the fusion
model on our evaluation datasets: RML and BAUM-1s, always
sustaining the LOSO and LOSGO schemes. On the other hand,
within S′a−a, the unimodal extractors were firstly further fine-
tuned on the evaluation datasets, and then, the fusion model
was also trained on the same data. The produced results are
presented in the last two rows of Table V. Note that, similarly
to our previous results, apart from two cases, the further
training of the unimodal channels with data, which are also
exploited afterwards for training the fusion model, deteriorated
the performance of the overall model.
E. Overfitting in F
At this stage, we present a statistical assessment of CR and
SR regarding their efficiency in capturing overfitting in F .
Hence, we compare their correlation with the loss-ratio (LR)
that is widely exploited to evaluate the quality of each training
procedure of DNNs. Notice that LR can not be adopted in
cases of feature extractors since the loss is indeterminable.
We exploit the Pearson Correlation Coefficient (ρ) between LR
and the product of the proposed statistics CRSR, with the latter
capturing the behavior of both metrics in one value. Thereafter,
we observe in our CIFAR experimentation (Table III) a high
correlation between them with ρ = −0.9688. The negative
sign, indicating the negative correlation, is highly anticipated
since the higher the loss ratio of the testing over the training
samples, the lower their regarding separability and centrality.
Regarding Table IV, the correlation coefficient ρ of the visual
extractor equals −0.8397 on RML and −0.8415 on BAUM-
1s, while for the audio extractor the corresponding values
are −0.8176 and −0.9585, respectively. The above essentially
indicate that the CRSR product effectively resembles the be-
havior of LR, proving their capability of capturing overfitting
even on the output space of a feature extractor.
V. CONCLUSION
With the paper at hand, a cohesive study has been con-
ducted, describing the basic properties of the feature space
F in a DNN architecture under the classification task. More
specifically, the angular classification property of the Softmax
function has been investigated, showing its decisive role in the
final result and the feature vectors’ orientation. Our analysis
allowed for the representation of the nature of overfit in F by
using two statistical metrics that focus: (a) on the distribution
of the per-class central vectors and (b) the separability between
the feature vectors of the bordering classes. We proved that
they can accurately describe the level of overfit in F , which is
mainly considered as a gap between the per-class distributions
of the training and testing vectors. Meanwhile, certain of the
adverse effects on cascade and fusion applications of DNNs
are denoted. It has been shown that in cases of low centrality
and separability values in the unimodal feature extractors,
an alternative training strategy should be considered. This
would include the division of the initial available training
data into two clusters: one for the unimodal and one for
the fusion training procedure. The above strategy has been
proved particularly beneficial in most of our cases, achieving
on average of about 5% more accurate results among our two
evaluation datasets.
As part of our future work, we shall consider the above
property so as to investigate a suitable configuration on the
Softmax function that enforces both the centrality and sep-
arability values to stay quite higher. Such a function could
potentially enhance the performance of the feature extractors
and simultaneously approximate the performance achieved by
the proposed training strategy.
APPENDIX A
PARTIAL DERIVATIVES OF SOFTMAX
Below, we calculate the partial derivatives for the j-th output
of the softmax function (Sj) over the feature vector’s a¯e norm
(R), when i is the prevailing class.
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(31)
Similarly, we can calculate the partial derivative over the
feature vector’s angle (θi):
∂Sj
∂θi
= Sj
N∑
k=0
([
∂zj
∂θi
− ∂zk
∂θi
]
ezk
)
N∑
k=0
ezk
. (32)
APPENDIX B
PROOF OF R.III
Considering Eq. 31, the partial derivative of the i-th softmax
output of a feature vector a¯e over its norm R is given by:
∂Si
∂R
= Si
N∑
k=0
([
∂zi
∂R
− ∂zk
∂R
]
ezk
)
N∑
k=0
ezk
. (33)
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We know that Si > 0 and
N∑
k=0
ezk > 0. Moreover, provided
that i constitutes the dominant class, we can write for any
class k 6= i:
zi > zk,
R‖w¯i‖ cos(θi) > R‖w¯k‖‖ cos(θi − φk),
(34)
according to Eq. 28. Eliminating the positive value R, we have:
‖w¯i‖ cos(θi) > ‖w¯k‖‖ cos(θi − φk), (35)
which from Eq. 29 results in:
∂zi
∂R
>
∂zk
∂R
,∀k 6= i. (36)
Hence, the numerator of the fraction in Eq. 33 is also positive,
meaning that:
∂Si
∂R
> 0. (37)
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