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ABSTRACT 
This paper deals with questions raised by R. A. Bmaldi concerning the structure 
matrix of (0,l)matrices with fixed row and column sum vectors; namely, determining 
its rank and-in case the matrices are square-its eigenvalues. It turns out that the 
trace of the structure matrix has some interesting properties. The rank of the structure 
matrix has the values 1, 2, or 3; this yields a classification of econometric models. 
1. INTRODUCTION 
The notation and definitions used in this paper are taken from Brualdi [ 11. 
Brualdi’s expository paper also contains an extensive bibliography. 
Let m and n be positive integers, and let R = (ri,. . . , rnI) and S = 
(s I,“‘> sn) be nonnegative nonincreasing integral vectors such that rr 
+ . . . +r,=s,+ . . . + s, = 7. By U(R, S) is denoted the set of all (m, n j 
matrices A= {aij} satisfying aij=O or 1 for in (= {l,...,m}) and 
j E (n), and with Il~=raij = ri and C~=n=~ij = sj. With U(R, S) is associated a 
class of bipartite simple graphs BG(R, S) such that the matrices in U(R, S) 
are the incidence matrices of the bipartite simple graphs of BG( R, S). The 
structure matrix T = { tij} for U(R, S) is defined by t,, = kl +I&, pi - 
Xjqlsj, with k=O ,..., m and Z=O ,..., n. In Ford and Fulkerson [4] it is 
shown that U(R, S) is nonempty iff the structure matrix of U(R, S) is 
nonnegative. By E, is denoted a (k + l>square matrix with l’s on and below 
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the main diagonal and O’s above it. In Ryser [7] it is shown that 
7’ = E,,, 
By rank( 7’) we denote the rank of the matrix 7’. 
2. THE RANK OF THE STRUCTURE MATRIX 
As E,,, and EI, are nonsingular, it follows that rank( 7’) = rank( 7’*). Note 
that T* has a more surveyable structure than T. 
THEOREM 1. Let T he the structure matrix of U( R, S). Then the 
following howls: 
1 < rank(T) < 3. 
(1) rank(T) = 1 iff sI = . . = s,, = nl or sI = 0 (or if r, = . . . = r,,, = n or 
r, = 0); 
(2) rank(T) = 2 iff s1 = . . . = s,, = s, where 1 < s < 111 - 1, or r, = . . . 
= r,,, = r, where 1 < r < n - 1; 
(3) rank(T) = 3 iff s1 > s, and rI > r,,,. 
Proof If sr = rl = 0, then clearly rank(T) = 1. Also note that if ?n = n = 
1, then rank(T) = 1. So we may assume that sr, rl > 0 and m, n > 2. Suppose 
s1= ... =sn = s. Then, clearly, T* has rank at most 2. The (2,2)-submatrix 
T*[O, m; 0, 11 of T* has determinant r - r,,,s = s(n - r,). If rm = n, then also 
srl = m and hence rank(T) = rank(T*) = 1. If 16 s < n - 1, then n # r,,,, and 
this implies that rank(T) = rank(T*) = 2. 
In case sr > s, and rl > r,,,, the determinant of the submatrix 
T*[O, 1, m; o, 1, n], being (sr - s,)(rl - rm), is different from 0. Hence T* and 
thus T has rank 3. l 
In case the structure matrix has rank 1 a complete characterization can be 
given; also its eigenvahres can be calculated. 
THE STRUCTURE MATRIX OF (0, l)-MATRICES 153 
THEOREM 2. Let A E U(R, S) with structure matrix T, and let G(A) be 
the associated bipartite graph. Then the following assertions are equivalent 
(R, s > 0): 
(i) rank(T) = 1; 
(ii) T=(m,m-l,..., l,O)‘(n,n-l,..., l,O); 
(iii) A=Z,,,(=( m, n)-matrix with only l’s); 
(iv) G(A) = K,,,; 
(v) the hypergraph of A consists of m vertices and one edge. 
Moreover, if m = n then 
(vi) T has one nonzero eigenvalue 
x=tr(T)= i 
A with 
k2= i &(Kii), 
k=l i=l 
with E( .) being the number of edges. The associated eigenvector v satisfies 
v=a(n,n-l,..., 1,O)’ with cuf 0. 
Proof. Left to the reader. n 
In the following part we shall pay more attention to the cases of rank 2 
and 3. Note that if G(A) has at least one isolated vertex in one component 
and in the other component are all vertex degrees equal but nonzero, then 
rank(T) = 2. If G(A) has isolated as well as nonisolated vertices in both 
components, then rank(T) = 3. This follows directly from Theorem 1. 
Let m = n. If the rank of the structure matrix equals 2, then it follows 
from Theorem l(2) that the associated bipartite graph has a constant degree 
sequence in one of its components, and in case both components of the 
bipartite graph have a constant degree sequence, then the graph is a proper 
subgraph of K ,,, , n. 
If the rank of the structure matrix is 3, then none of the components have 
a constant degree sequence. 
The following lemma is needed in order to characterize the cases of rank 
two and three more precisely. 
LEMMAS. The eigenvalues h of T* satisfy 
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p, = n + 7, 
rt 
p,=nr- 1 r,s,, 
i=l 
P,~ = C (1; - ri)( s, - s,) = n 2 r)s, ~ 7’. 
I’j ,=I 
Proof. From Theorem 1 it follows that rank(T) = rank( ?‘*) = 1, 2, or :3. 
Now pI is the sum of all principal minors of ?‘* of order 1: hence 
p, = tr( ?‘*) = n + T. Next, p2 is the sum of all principal minors of order 2 of 
‘f’*; hence 
?%=I _‘,, ,“I+ .. . +I _r,s,i ,“I 
=(7-r,s,)+ ... +(T-r,,s,,) 
,, 
= nr - C r,s,. 
I=1 
Finally, p:,, being the sum of all principal minors of order 3, satisfies 
1, 
= n C r,s, - r2. n 
i=l 
THEOREM 4. Zf T is the structure mutrix of U( R, S) with rank( 2’) = 2, 
thm the) nonzero eigenvalues X 1 and X, of YP sulisfy 
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Proof. The proof of Lemma 3 implies that p, = 0; hence Cy= irisi = r’/n. 
So the characteristic function becomes 
f(A) = A2 + (n + 7)X + nr - 72/n. 
f(X)=0 implies h,=i(p,-/_4p, and A2=~(~,+/~). AS 
py - 4p, = n2 - 2n7 + 72 +4T2/n =(n - 7)2 +4T2/n > 0, it follows that X1 
and X2 are real. Clearly, 0 < A, < Aa. As f(n) = f(~) = - T2/n, it follows 
that h,<min(7,n)andX2>max(~,n). n 
There is very little known about the case of rank 3. Differentiating 
f(X) = X3 - p,X2+ p,X - p, yields f’(h) = 3X2 - 2p,X + p,. The equation 
f’( X ) = 0 has the solutions p r = ~XP, - \ip? - 3~~) and pclz = !<P, 
+ &?%I. As P: - 3p, > 0, it follows that p1 and p2 are positive. One 
can easily show that f’( p r ) < 0 and f’( p2) > 0, so that f( X ) has a maxi- 
mum for h = pr and a minimum for X = p2. Therefore, T* has at least one 
real eigenvahre greater than p2. The eigenvalues of T are still unknown. AS 
an illustration we give the following example. Let R = (4,3,3,3,3), S = 
(5,3,3,3,2), and 
1 1 1 0 1 
1 1 0 1 0 
1 0 1 1 0 
1 0 1 1 0 
Then n = 5, r = 16 and ly=,risi = 53. Hence, p, = 21, p, = 27, and p, = 9, 
so that the characteristic equation of T* becomes f(A) = A3 - 21A2 + 27X - 9. 
As f’(x) = 3A2 - 42h +27, we find pi = 0.68 and p2 = 13.33. Therefore, 
f( p ,) = - 0.04 < 0, and hence f(p2) is also negative. This implies that the 
matrix T* associated with A has two complex and one real eigenvalues. 
3. THE TRACE OF THE STRUCTURE MATRIX 
In this section we consider square matrices with m = n. We shall write 
E:= E,,+i, and tr(T) is the trace of T. 
THEOREM 5. tr(T) = tr(E’ET*) = Ci,,k(k + rk - ~,_~+r). 
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Z’roc$. The first part of the proof is obvious. As 
1 1 ‘.’ 1 1 
0 1 ‘.’ 1 : : 1 1 E’E:= . 
(j (j . ; ; 
0 0 ‘.. 0 1 
1:: n+l 2 n1 2 n 1 . ..  ‘ .  2 1 :
it follows that 
1 0 ‘.. 0 0 
1 1 .” 0 0 
. . . . . . 
; ; . . i 0 
1 1 ... 1 1 
1 
1 
; I 1 
tr(EtET*)=(fl+1)7-n.s,- ... -ls,--ml-- ... -lr,, 
+kgI[k(n-k)+(l+ ... +k)] 
=(n+1)7- c (n-k+1)( r,+s,)+ c (nk-k2+kk2+ik) 
k=l k=l 
=(n+l)T- i (n-k+l)(r,+Sk)-; i (k2-@n+l)k) 
k=l k=l 
=(n+1)7- f (n-k+1)(r,+Sk)+#L)(n+1)(2n+1) 
k=l 
=(n+l)T+ 5 [k2-(n-k+l)r,+Sk)] 
k=l 
= f k2+ t k(Tk-S,_k+, 
k=l k=l 
COROLLARY 6. Zfrl= ... = r,, = sI= ... = s,, then 
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Proof. Left to the reader. n 
Note that sum E’E = EL_‘:k2 (“sum” means the sum of all elements of 
the matrix), and that tr(T*) = r + n. If ri = . . . = r,, = r = s1 = . . . = s,,, 
then tr( T*) = n( r + 1). So, in that case, tr(T) is independent on the row 
(column) sums r, but tr(T*) is dependent on r. 
In the following it is shown that C;_ik2 is the maximum vahie for the 
trace of I’ and 
n+2 
i 1 3 
the minimum value. 
THEOREM 7. 
Proof. Concerning the right hand side inequality we only have to show 
that E’/=lk(rk-s,,_,+,)<O. F rom C;+r, = C;IzIsk it follows that 
(rl-s,,)+ ... +(r,,-s,)=O. 
As r, >, . . . > r,, and s,> ... > s,,, the above formula implies that rl 2 s,, 
and r,, < s,. As 
rl-s,>r2-s,,_,> ... >,rtl-sl, 
it follows that there is an index (Y such that 
rI--s ,,,..., r,-s._,+,>,O and r,+,-s,,_, ,..., r,,-si<O. 
Writing 
(r,-s,,)+ ... +(ra-s,~,+l)=(s,~,--T,+I)+ ... +(sl-r,,), 
we find 
l(r,-s,)+2(r2-s,_,)+ ... +a(r,-s,,_,+i) 
Go[(r,-s,)+ ... +(ra-s,_,+i)] 
G(a+I)[(s,_,-r,+i)+ ... +(si-r,,)] 
<(o+l)(s,_.-rr,+i)+ ... +n(s,-r,,). 
Hence, E~=,k(r, - s,_~+,) < 0. 
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Concerning the left hand side inequality we first note that 
(tkk - t,,) - (t,, - t,,) = (k - o2 
for each k, 1 E (n). This follows directly from the definition of 2’ = { 1, j }. If 
n is odd, we have 
tr(T) = 2 t,,= c (t,, + t,,) = 1 [t,,+t,,+(k-I)“] 
!, = 0 ki/=n k+/=rr 
/=n, . ..[n/Z] /=0....,[,1/3] 
> c (k-Z)2=n2+(n-2)2+ ... +13= f k(n-k+l)= 
k+l=n !Y=1 
I=O,...,[n/2] 
If n is even, we find 
tr(T) = c It,,+ t,,+(k- 0’1 + t,,,z,,,/, 
k+l=n 
k=O, . ..n/2 
> c (k-1)2= 
k+/=n 
k=O, ,n/2 
Hence. 
tr(T)> ‘12 
i i 
foreach neN. n 
Defining N=(1,2 ,..., n) and h7’=(n ,..., 2,1), Theorem 4 can be re- 
stated as 
N’Nt < tr(T) < NN’. 
The following theorem characterizes the case of 
theorem asserts that structure matrices with maximal 
ones whose associated bipartite graphs are regular. 
“ maximal” trace. The 
trace are precisely the 
THEOREM 8. The following assertions are equiuulent: 
(i) tr(T)=(n;I)+(n;2); 
(ii) ri = . . . = r, = SI = . . = s,,. 
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ProoJ The implication (ii) * (i) is Corollary 3. So we only have to show 
that (i) 5 (ii). If 
then E:;I=,k(k+ rk-s,,_k+,)=E;=lk ‘. Hence, C;=lk(r,-s,,p,+,)=O. We 
shall show that rk = s, pk+ I for each k E (n). Recalling that CL! I( rk - 
.)‘,, L + I ) = 0, we find 
i (k-l)(Tk-s,,._k+I)=O. 
k=2 
There exists an index LY such that (see also the proof of Theorem 4), 
ro-s,,ml ,..., ra-s,p,+l>IO and r,+l-s,,p. ,... ,r,,-s,<O. 
We niay assume that (Y > 3, for if OL = 2 then r2 - s, _ 1 ,..., r,, - s,< 0, so that 
r, = s ,, I,. . , r,, = sl, and this implies that also rl = s,,. From the above 
formulas it follows that 
r2-s,,m,= - k (k-l)(r,-s,_k+l)~O 
and 
k=3 
1, II 
r, - s,, = - c (k-l)(rk-%mk+l)- c (rk-s,2-k+l) 20. 
k = :3 k = :3 
Hence. 
- c (k-l)(r,-8,.-k+I )a c (k-l)(rk-S,,-k+l)ao 
!.=nil k = :3 
and 
c (k-2)(rk-s,-,+,)> - c (k-2)(rk-S,,-k+,)>o. 
I, = 3 k=a+l 
AS 
(Y-1 
o<a<p 
a-1 a-2’ 
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there exists a real number p with 
lX a-1 
<p< 
Ci-1 a-2’ 
Take p = LX/( (Y - 1). For k = 3,. . . , a it follows that k - 1 >, p( k - 2). Hence, 
E~=,,,,[~(k-2)-(k-l)](r,-s,,_,+,)>O. Since p(k-2)-k+l<O, it 
follows that rL - s,, _mI;+, = 0 for each k = a + 1,. . . , n. This implies directly 
that also rL - s,, ki I- - 0 for each k E (a). Now we know that r, = s,,, 
r, = s,, r, . . . , r,, = sl. As r, > . . . > r,l and sr > . . 2 s,,, it follows that 
r, = . . . = I,, = 9, = . . = s,,, and this completes the proof. W 
The “minimal” trace is characterized by the following theorem. 
THEOREM 9. The following assertions are equivalent: 
(i) tr(T)=(“12); 
(ii) tk,,_k=O foreach kE (n) ( i.e., T has zero nonmuin diagonal). 
Proof. The proof is immediately clear from the second part of the proof 
of Theorem 7. n 
COROLLARY 10. The structure matrix T has rank 3 iff 
i k(rk-s,, I;, L) ~0. 
k=l 
Proof. Direct consequence of the above theorem. W 
Some examples of (0, l)-matrices with structure matrix with maximal trace 
are the identity matrix, the zero matrix, and the matrix consisting of ones 
only. Note that if rr = . . . = r, = s1 = . . . = s, = s, then in the row with 
index s as well as in the column with index s of T all elements are equal to 
(r~ - s)s. The following two (0, l>matrices have structure matrices with 
minimal trace: 
Ar=[i i i i !l and AZ=1 i i i !I. 
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Let T, and T, be the structure matrices of A, and A,, respectively. Then 
1 
15 10 6 3 1 0 
10 6310 0 
T,= ; 3100 1 
1001 3 
1 0013 6 
0 0 1 3 6 10 
I : 
13 9 5 2 0 0 
7 
96310 1 
and T2 53100 2 = 
21001 4’ 
00013 7 
0 1 2 4 7 12_ 
Note that T, and T, have zeros in the nonmain diagonal. Clearly, the 
number of (O,l)-matrices with minimal trace structure matrices is equal to 
2”. 
PROBLEM. How many different (O,l)-matrices are there with maximul 
trace structure matrices? 
It is well known (see Brualdi [l]) that in case the structure matrix 7’ has a 
path of zeros starting left below and ending right above, then the correspond- 
ing (0, I)-matrix A is completely determined by T. This means that the 
zero-one pattern on the line just above the nonmain diagonal of T is precisely 
the nonmaindiagonal of A; the triangle above the nonmain diagonal of A 
consists of ones, and the triangle below the nonmain diagonal consists of 
zeros only. Compare the matrices A,, A, and T,, T, in the above example. 
4. TRACES OF STRUCTURE MATRICES ARISING FROM 
MONOTONE DEVELOPING SEQUENCES OF (0, l)-MATRICES 
The row and column sums r, and sk, respectively, are functions of n. 
Writing tr( T(“‘) = CE= Ik(k + r,f”’ - sj,tlJk+ ,), one obtains a sequence 
tr(T(‘)),tr(T(2)),tr(T(3)),... . 
Taking e.g. the matrix sequence 
lol$ ;]p I 0 0 0 1 ,...a 
the trace sequence as defined above becomes 1,5,14,30,55,. . The same 
sequence occurs for 
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because all the matrices have structure matrix with maximal trace (see 
Theorem 5). Other sequences are 
0’ 1 I[ 1  1  1 1 1 1 [I[ 1,1  1 
1 
1 
1,  I/ 
0 
1  1 1 
1 
,...: 
1 1 1 0 
I 
‘1’ [ 1 1 I[ 1 1 1 
‘1 I>:; (ly 
li 
1 1 1 1 
1 0 0 1 
1 0 1 0 
,...: 
1 1 0 0 
: 
] 1...; r11,[: ;];li a g >...; 
[II 1,l 1 0’ 1 I[ 1 0 1 0 1 
1 0 0 
‘1’ [ I [ 
11; 
‘1 1’1 
1 1 
0 1 II 
1 1 1 1 
10, 1 1 0 0 
1 0 1 0 1 
“‘.’ 
  0 1 
Let n>l, and R’“‘=(~l(~‘,...,r,(“‘), S(‘*‘=(S(~~‘,...,S~‘) be nonnega- 
tive nonincreasing integer vectors such that CE= rrk(“’ = CL= rap’. A sequence 
of (0, l)-matrices { A(“‘} c U(R (“), SC”‘) is called monotone developing iff the 
following holds: There exist sr, ~a, E, a,, S,, S E (0, l} such that 
r1 (“+r’=ry+&, (n>l), <$‘l+” = S:‘l’ + 8, (n 2 l), 
r.’ ” 2 *r’=r;“‘+&a (n>2), sk”+r’=s~‘+8a (na2), 
rh + 1 (‘J”‘=r;n’+& (k,n>,3), Sk+l (‘1+‘)=,s:‘l)+S(k,?2~.3). 
LEMMA 11. E2 + E = 6, + 6. 
Proof. From r1(” + rJ2’ = ~1” + s$$” and ril) = si”, it follows that er + r$‘) 
= 6, + s&,,‘. From ri3) + ri3’ + r,j3) = sp’ + s!j3) + s,c3), it follows that ri3) 
ri’) + Ed + r,j’) + E = s(12) + 8, + s!j” + 6, + r, 
+ E, + 
@’ + 6 So in fact ~a + F = 6, + 6. . 
W 
In the following theorem the operator A is the usual difference operator. 
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THEOREM 12. 
A3 tr( T(“)) = 
2 if E=& (6=~~); 
1 if E=O, a,=1 (S=O, ~=l). 
Proof. Using the formula tr(T(“))=C;=,k2+C~=lkr~“)-~~=l(n-k 
+ l)s:“‘, we calculate Atr(T(“‘), A2 tr(T(“)), and A3 tr(T’“‘): 
,* + 1 
Atr(T”“) = (n + l)“+ C krj”+l)- i kr:“’ 
k=l k=l 
,I + 1 
-~~~(Sk+2)S~n+1)+~~,(rr-k+l)s:“l 
t, + 1 
= (n + I)~+ rl(“+l) +2$+‘) + C k( r$“: + E) 
k = :3 
_ rl(~) _ 2,in) _ 5 k,.in) 
k = 3 
n+l 
-(n+l)s(,“+lbt.snsS”+“- 1 (n-k+2)(s:“‘,+6) 
k = 3 
+n.s~“‘+(n+l)s$“‘+ 2 (n-k+l)s:.“’ 
k=3 
=(n+1)2+E1+2E2 - (n + 1)6, - ns, - sin) + SB”) +3rz(“) 
n ,1 
+3e+ c (k+l)(r$“‘+E)- 1 krj”‘-(n-1)($)+6) 
k=3 k=3 
- k’@n-k+l)(s:“’ +a)+ 2 (n-k+l)s:“’ 
k=3 
= (n + 1)2+ E1 +2E2- (?l+ 1)6,- n8, - sin)- (rl - 2)$) 
-(n-l)S-t34”)+3&+ f r/j”) 
k = :3 
+E F (k+l)-6 t (n-k+l), 
k=3 k=3 
A2 tr( 7”“‘) = 2( n + 1) - 8, - 6, - 6, - SF) - (n - 1)6, - 6 + 36, 
+++E+ t E+(Tl+2)&-(7l+1)6 
k = :3 
=2(n+1)-26,-(n-3)62-(n+2)6 
+ (2n + l)& - S&n) + rJ”), 
A3tr(T(“))=2-62-6+2E-62-&2 
=2+&-s, (using Lemma 11) 
( =2+8-E2). 
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The case that F = 1, S, = 0 and hence also 6 = 1, Ed = 0 is impossible, because 
it would imply ri” + ‘) 3 r:(,” + ‘) = rg”) + 1 = r2. (‘I ’ ‘) + 1, which is a contradic- 
tion. There remain two possibilities. First, E = 6,. This is equivalent with 
6 = F”. One cm easily check that E = S, = 1 G+ 6 = Ed = 1 and that E = S, = 0 
-=S=E,= 0. In the case E = 6,, we have A’ tr( T(“‘) = 2. The second case is 
f = 0, S, = 1 (or 6 = 0, E? = 1). III this case A3 tr(7”“‘) = 1. 
This proves the theorem. 
The sequence 
[I[ 1,1  0’ 1 I[ 1 1 1 
1 1 0 
with each matrix consisting of l’s only except the (n, jl)th position, satisfies 
F, = Ed = F ( = 6, = 6, = 6) = 1. The sequence consisting of l’s in the first row 
and O’s elsewhere 
[I[ 1,l 0 0’ 1 I[ 0 1 0 1 0 1 ,..., 
0 0 0 
I 
satisfies E., = E = S, = S = 0 and E, = 1 but S, = 0. The sequence 
1 1 1 
[ll[ ‘1 1 0’: 1 I[ 111; II 1 ; :;- 1 0 1 0 1 “.’ 
1 0 0 0 
satisfies Ed = F? = 6, = 6, = 1 and E = 6 = 0. 
Note that sequences consisting of (0, I)-matrices with maximal trace 
structure matrices have the third differences A3 equal to 2; sequences 
consisting of (O,l>matrices with minimal trace structure matrices have &’ 
equal to 1. These remarks follow directly from Theorems 8 and 9. 
5 I . THE STRUCTURE MATRIX AND ECONOMETRIC MODELS 
Qualitative methods like graph theory, sign multiplicators, etc., have 
become important tools in analysing econometric models (see e.g. Kitschard 
(61). As quantitative techniques often require rather severe assumptions on 
the data and concepts used, qualitative methods can be applied more 
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u 
broadly. In this section we discuss the relationship between econometric 
models and the class U( R, S) with its structure matrix. 
Suppose an econometric model is given by a set of n structural equations 
f;(Y, >...> Y,l,Xp...,Xk)=O <iE(fl))> where y, and x j represent the i th 
endogenous and j th exogenous variables respectively. In order to guarantee 
the regularity of the model, a complete matching between the endogenous 
variables and the set of relations must exist. This means that it has to be 
possible to assign a different left hand variable to each equation, which 
enables us to write the model as a set of n explicit equations y, = 
g;(y1,...,y,,,x,,..., x,). The causal structure of the model is defined as the 
set of all causal links from yj to y,, and represented by the nonzero 
derivatives L3gi/8yi. The causal structure is equivalent with a graph G = 
( Y, E ), where Y is the set of all vertices representing the endogenous 
variables yl,..., y, and E represents the set of edges (induces by the nonzero 
derivatives agi /ay,). In general it is possible to include the exogenous 
variables as well, to construct a graph G* = (2, E*) where Z is the set of 
vertices representing both the endogenous and exogenous variables and E* is 
the extended set of edges induced by ag i/ayj f 0 and ag i/ax,,, # 0 (i, j E 
( n ), m E (k)). The adjacency matrix A is defined as an (n, n )-matrix with 
<1,~=1 if ag,/ayj#O, and a,j=Ootherwise [in thecase of G*, an (n,n+ 
k)-matrix A* can be defined similarly]. The matrix A can be seen as a 
representation of the causal structure of the model. Without loss of generality, 
we can restrict ourselves to the discussion of A. 
As A is in the class U(R, S), A is associated with a structure matrix I’. 
Here we are interested in the question what information, with respect to the 
causal structure of the model, is contained in T. As T is a function of R and 
S, the form of T is directly related with the distribution of explaining 
variables over the equation. Because T has three possible rank numbers (see 
Theorem l), all econometric models can be partitioned in three subclasses. 
We give examples and interpretations of these classes. 
The class characterized by rank one of the structure matrix contains the 
matrices with a,j = 1 for each i and j. Examples of models of this type are 
the demand systems as discussed e.g. by Denton [2]. Following Denton, this 
class is special from an estimating point of view, in the sense that single-equa- 
tion procedures are equivalent with simultaneous estimating routines. Models 
of this type are special as well in the qualitative as in the quantitative 
prospect. 
Models with a structure matrix of rank two are of a similar type. Models 
with an equal number of explaining variables in each equation or with the 
same indegree of explaining variables over the equations belong to this class, 
e.g. the ordinary least squares dummy variable (OLSDV) specification for a 
“pooled” model (Judge et al. [3, pp. 329-3311). 
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Models with an unequal distribution of the explaining variables over the 
equations have a structure matrix of rank three. Most macroeconometric 
models belong to this class. We discuss Klein’s model (see e.g. Coldberger 
[S]). The adjacency matrix is represented by R = (3,2,1,1,1,1,1,0) and 
S=(2,2,2,1,1,1,1,0); hence 
10 8 6 4 :3 2 1 0 0 
76 5 4 4 4 4 4 5 
5 5 5 5 6 7 8 9 11 
45 6 7 9 11 13 15 18 
‘I’= 3 5 7 9 12 15 18 21 25 
25 8 11 15 19 23 27 :32 
1 5 9 13 18 283 28 :3:3 39 
0 5 10 15 21 27 :3:3 39 46 
-0 6 12 18 25 32 39 46 54 
It is obvious that r(T) = 3. 
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