Purdue University

Purdue e-Pubs
Open Access Theses

Theses and Dissertations

5-2018

Polarization in Media: Perception and Reality
Parag Guruji
Purdue University

Follow this and additional works at: https://docs.lib.purdue.edu/open_access_theses

Recommended Citation
Guruji, Parag, "Polarization in Media: Perception and Reality" (2018). Open Access Theses. 1389.
https://docs.lib.purdue.edu/open_access_theses/1389

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries.
Please contact epubs@purdue.edu for additional information.

POLARIZATION IN MEDIA: PERCEPTION AND REALITY
by
Parag Guruji

A Thesis
Submitted to the Faculty of Purdue University
In Partial Fulfillment of the Requirements for the degree of

Master of Science

Department of Computer and Information Technology
West Lafayette, Indiana
May 2018

ii

THE PURDUE UNIVERSITY GRADUATE SCHOOL
STATEMENT OF COMMITTEE APPROVAL

Dr. Julia Rayz, Chair
Department of Computer and Information Technology
Dr. J. Eric Dietz
Department of Computer and Information Technology
Dr. John Springer
Department of Computer and Information Technology

Approved by:
Dr. Eric Matson
Head of the Graduate Program

iii

To my parents Mrs. Vidula and Mr. Anand Guruji…
And to my dear sister Poonam and my beloved Devika…

iv

ACKNOWLEDGMENTS

I wish to gratefully acknowledge my thesis committee for their insightful comments and
guidance and my family for their support and encouragement.

I also wish to express my gratitude to all my colleagues in the Applied Knowledge
Representation and Natural Language Understanding Lab at Purdue University for their
inputs, reviews and participation in the brainstorming sessions.

v

TABLE OF CONTENTS

LIST OF FIGURES ......................................................................................................... viii
LIST OF TABLES ............................................................................................................. ix
LIST OF EQUATIONS ...................................................................................................... x
LIST OF ABBREVIATIONS ............................................................................................ xi
GLOSSARY ..................................................................................................................... xii
ABSTRACT ..................................................................................................................... xiii
INTRODUCTION .................................................................................... 1
1.1 Background ............................................................................................................... 1
1.2 Problem Statement .................................................................................................... 2
1.3 Research Question ..................................................................................................... 3
1.4 Significance ............................................................................................................... 3
1.5 Assumptions .............................................................................................................. 4
1.6 Limitations ................................................................................................................ 4
1.7 Delimitations ............................................................................................................. 5
1.8 Summary ................................................................................................................... 5
REVIEW OF LITERATURE ................................................................... 7
2.1 Motivation ................................................................................................................. 7
2.2 Choice of the news topic: “Travel Ban” .................................................................... 9
2.3 Bias in the news ....................................................................................................... 10
2.4 Detection of polarization in news – related work ................................................... 11
2.5 Automatic Content Analysis ................................................................................... 14
2.6 Unsupervised Learning ........................................................................................... 15
2.6.1

Distance Measure – Cosine Distance ............................................................ 16

2.6.2

K-means clustering ........................................................................................ 17

2.6.3

Number of clusters ......................................................................................... 18

2.6.4

Hierarchical agglomerative clustering ........................................................... 18

2.7 Document representation approaches ...................................................................... 22
2.7.1

Lexicon based document representation ........................................................ 22

2.7.2

Document representation using n-grams ....................................................... 23

vi
2.7.3

Document representation using paragraph vectors ........................................ 25

2.8 Validation ................................................................................................................ 27
2.8.1

Cluster purity ................................................................................................. 27

2.8.2

Normalized Mutual Information .................................................................... 28

2.9 Data sources ............................................................................................................ 29
2.10

Summary............................................................................................................. 29
METHODOLOGY.................................................................................. 31

3.1 Dataset ..................................................................................................................... 31
3.1.1

Data collection ............................................................................................... 32

3.1.2

Data cleaning ................................................................................................. 35

3.1.3

A glance at the composition of the data......................................................... 36

3.2 Clustering news articles .......................................................................................... 41
3.2.1

Preprocessing ................................................................................................. 41

3.2.2

Document representation approaches ............................................................ 42

3.2.3

Training the Doc2Vec Model ........................................................................ 43

3.2.4

K-means clustering ........................................................................................ 44

3.2.5

Number of clusters ......................................................................................... 45

3.2.6

Quality of clusters .......................................................................................... 46

3.2.7

Hierarchical Agglomerative Clustering ......................................................... 46

3.2.8

Controlling for metadata variables ................................................................ 47

3.3 Summary ................................................................................................................. 48
RESULTS AND DISCUSSION ............................................................. 49
4.1 K-Means Clustering ................................................................................................ 49
4.2 Hierarchical Agglomerative Clustering .................................................................. 55
4.2.1

Clustering with news-source as true class label ............................................ 55

4.2.2

Controlling for the news-source - author as true class .................................. 62

4.2.3

Paragraph vectors of articles and news sources in 2-D space ....................... 64
CONCLUSIONS ..................................................................................... 68

5.1 K-Means Clustering ................................................................................................ 68
5.2 Hierarchical Agglomerative Clustering .................................................................. 69
5.3 Paragraph vectors of articles and news sources in 2-D space ................................. 71

vii
REFERENCES ................................................................................................................. 72

viii

LIST OF FIGURES

Figure 1: Pew Research Center Report (Mitchell, A. and Weisel, R. 2014): Placement of
news organizations per ideological consistency of their audience ......................... 8
Figure 2: Landscape of content analysis methods (Grimmer and Stewart, 2013) ............ 15
Figure 3: Number of articles published for all news sources from 27 Jan. to 15 Oct. 2017
............................................................................................................................... 35
Figure 4: Screenshot of a sample article scraped, cleaned, and stored as a JSON file (The
text is truncated for space purposes) ..................................................................... 36
Figure 5: Number of articles (left) and number of authors (right) per source in the dataset
............................................................................................................................... 37
Figure 6: log(number of authors) vs. number of articles published by those many authors
............................................................................................................................... 39
Figure 7: Distribution of article lengths in terms of word count for full dataset (left) and
major authors subset (right) .................................................................................. 39
Figure 8: Highest contributing 158 authors and number of articles contributed by each one
of them .................................................................................................................. 40
Figure 9: Creation of document vectors for all news articles ........................................... 43
Figure 10: Inertia vs. K for tf-idf n-gram model and Doc2Vec model ............................. 50
Figure 11: Purity vs. K for tf-idf n-gram model and Doc2Vec model ............................. 51
Figure 12: NMI vs. K for tf-idf n-gram model and Doc2Vec model ............................... 53
Figure 13: Dendrogram of Ward Clusters – full dataset – leaf node labeled with source and
color coded as in Figure 4 ..................................................................................... 56
Figure 14: Dendrogram of Ward Clusters – major authors subset – leaf node labeled with
source and color coded as in Figure 4 ................................................................... 57
Figure 15: PCA visualization of paragraph vectors in 2-D space ..................................... 65
Figure 16: PCA visualization of mean paragraph vectors of news sources in 2-D space 67

ix

LIST OF TABLES

Table 1: Travel Ban timeline from 27 January to 15 October 2017 ................................. 34
Table 2: Shared authors across sources ............................................................................ 38
Table 3: Confusion matrix of Ward clusters – full dataset ............................................... 58
Table 4: Confusion matrix of Ward clusters – major authors subset ................................ 60
Table 5: Results for source controlled clustering using authors as true class labels ........ 63
Table 6: Cosine distances between the average paragraph vectors of news sources – column
and row headers are news source codes, abbreviated following the convention in
Table 2 .................................................................................................................. 66

x

LIST OF EQUATIONS

Equation 1: Cosine distance between two vectors ............................................................ 16
Equation 2: Cosine similarity between two vectors .......................................................... 16
Equation 3: Relation between Squared Euclidean Distance and Cosine Distance ........... 17
Equation 4: Ward’s method distance measure for two singleton clusters ........................ 21
Equation 5: Calculating 𝑡𝑓 − 𝑖𝑑𝑓 ..................................................................................... 24
Equation 6: Calculating Cluster Purity ............................................................................. 27
Equation 7: Calculating Normalized Mutual Information (NMI)..................................... 28
Equation 8: Cutting the Dendrogram ................................................................................ 55

xi

LIST OF ABBREVIATIONS

LDA

Latent Dirichlet Allocation

NLP

Natural Language Processing

HAC

Hierarchical Agglomerative Clustering

NMI

Normalized Mutual Information

PCA

Principal Component Analysis

WCSSD

Within Cluster Sum of Squared Distances

PV-DM

Paragraph Vectors – Distributed Memory

xii

GLOSSARY

Ideology – Ideology is a narrative that extol certain beliefs and call for social, economic
or political change. Functionally, ideology is comprised of four components,
namely, raising awareness for an issue, attributing blame, promoting a group
identity, and prescribing some action. (Moghadam 2008)
Bias – Bias in the context of this research is defined as the partisanship towards either
side of the political spectrum – a deviation from the neutral norm
Natural Language Processing (NLP) – The use of computational techniques to quantify
features of human language and model the language to help automatic processing
of human language.
Content Analysis – Content analysis can be defined as the systematic, objective
quantitative analysis of message characteristics.
Classification – An instance of supervised learning, i.e. learning where a training set of
correctly identified observations is available. The corresponding unsupervised
procedure is known as clustering, and involves grouping data into categories
based on some measure of inherent similarity or distance. (Alpaydin, 2010)
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ABSTRACT

Author: Guruji, Parag A. MS
Institution: Purdue University
Degree Received: May 2018
Title: Polarization In Media: Perception and Reality
Major Professor: Julia Rayz
This research aims at exploring the polarization in the news based on reports of the 2017
“Travel Ban” executive order using natural language processing and clustering techniques.
The study uses a 2014 report from Pew Research Center as a source of perceived relative
positioning of various mainstream news sources on an ideological scale. This positioning
is compared to the relative positioning and grouping of news articles from selected news
sources; the positioning is revealed by the analysis of their news content. The dataset for
this study comprises of 2178 news articles about the 2017 executive order on immigration,
commonly known as the “Travel ban,” published during 27th Jan. to 15th Oct. 2017 in the
selected sources. K-means clustering results for word n-grams and paragraph vectors are
compared. The better performing paragraph vectors approach is then used for hierarchical
agglomerative clustering using Ward’s linkage method. The clustering quality is evaluated
using purity and normalized mutual information metrics. Results show that the articles
from the same author are closer to each other than the articles from different authors.
Among the articles from different authors, the articles from same news source are closer to
each other than those from other news sources. The relative positioning of news sources
based on their mean paragraph vectors is consistent with the relative distance among
different news sources outlined in Pew Research Report on positioning of mainstream news
sources on the ideological scale.
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INTRODUCTION

Research in journalism and social sciences shows that the credibility of news
sources is vital in not only empowering the consumers of news, but also for news
organizations as the prevalent profit-seeker model of news coverage depends on perceived
credibility of the news source for expansion of its consumer base. Recent research is
showing the consistent growth in political polarization (Gentzkow 2016). This becomes
even more visible regarding highly polarizing public issues. Thus, the use of language by
different news media can serve as a strong signal in understanding if even the mainstream
public discourse is increasingly moving towards “echo-chambers.”

1.1

Background

In the year 1969, then US Vice President Spiro Agnew, allegations of ethics
violations against whom were being pursued by the news media, publicly accused the
media of having a political bias toward liberal side. It was the first time in the United States
that a public officeholder of high significance indicted the media for bias. Since then, the
credibility of media has decreased consistently (Murphy, 1998). In today’s time, the
buzzwords like “fake news epidemic” and the “era of post-truth” are much more evolved
version of similar phenomenon. Additionally, it has been found that the audiences may
experience malaise because of viewing television news (Robinson, 1976). Moreover, more
political malaise was observed in the readers of newspaper than in the audience of
television news (Miller et al., 1979). The news consumers were shown to utilize the news
in the formation of their attitudes towards persons, concepts, and event, as well as for
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decision-making. And so, they expect it to be the source of non-partisan information.
(Iyengar, Peters, & Kinder, 1982; Kaid, Downs, & Ragan, 1990; Robinson, 1976). In 2014,
Pew Research Center published a report on Political Polarization and Media Habits in
America (Mitchell, A. and Weisel, R. 2014). Among many interesting statistics, the report
presented a mapping of news organizations on a political scale from liberal to conservative,
based on the ideological consistency of their respective audience sample, on 10 political
values questions. On the other side, research in mass communication claimed that the
content of news media tends to follow the views that are popular among their audience to
remain in business (McQuail, 2010; Hamilton T. J., 2004; Elder 2004). Hence, it is
interesting to computationally examine if the degree of similarity in use of language by
various news media relates to their placement on the ideological spectrum according to
political affiliations of their audience.

1.2

Problem Statement

The aim of this work is to cluster the news articles on the topic of “2017 Travel
Ban” from several news sources (as listed in section 2.9) by their content similarity, and
explore their relative placement based on their text content in comparison with their relative
placement based on the political leanings of their audience.
In this task of clustering, a comparison two approaches of representing the
documents is presented: using word n-grams (bigrams and trigrams), and using Doc2Vec
embeddings.

3
1.3

Research Question

The above problem statement leads to the following research question:
What can the exploratory analysis of news articles regarding the case of “2017
Travel Ban” reveal in relation to the effect of authors and news sources on the content
similarity of news articles and to the popular perception of corresponding news media on
ideological spectrum?
The popular perception of media on ideological spectrum is adopted from the Pew
Research Center’s 2014 report on Political Polarization and Media Habits (Mitchell, A.
and Weisel, R. 2014).

1.4

Significance

Sunstein (2001) stated that the internet created “echo chambers,” where partisans
would hear their own opinions, biases, and prejudices endlessly reinforced. He further
worried that the increase in such polarization limits the “unplanned, unanticipated
encounters, central to democracy itself.” If different mainstream news media with
audiences subscribing to similar political/ideological values are found to show more
similarity in the use of their language among themselves as compared to other news media
with an audience of more dissimilar political/ideological values, then in fact, it would be
an indication of increasing political polarization among the news media. Such a finding
may underscore the concern about a movement of public discourse towards “echo
chambers.” On the other hand, if experiments show that the similarity in political
preferences of audiences of different news media don’t significantly reflect in the language
of the content that those news media provide, then one may be more reassured about
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healthier cross-flow of opinions and ideas across the political spectrum in the mainstream
discourse.

1.5

Assumptions

The assumptions for this study include:
•

The K-means clustering assignments remain consistent across multiple runs given all
the parameters and the data are identical across those runs.

•

The sample under consideration, as collected from nine different news sources out of
the 17 sources that constitute roughly two-third of the entire US traffic of mainstream
online news, is considered representative for the news coverage of mainstream media
on the topic of 2017 Travel Ban executive order.

•

Vector size of 100 is adequate to represent the distinguishing semantic features of the
documents.

•

The natural language toolkit used to process the news articles shall perform as expected
and will not modify any result unless specified otherwise.

•

The word clustering module of scientific python (scipy version 1.0.0) library shall work
identical in both possible input forms, i.e. observation matrix and distance matrix, given
that the underlying data is identical in both cases.

1.6

Limitations

The limitations for this study include:
•

This research evaluates the data representation approaches only using the mini-batch
k-means clustering algorithm with the evaluation metrics of inertia, purity and NMI.
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•

News articles on the selected topic from the selected news sources which the Google
Search Tools did not retrieve for the search query as specified in the Chapter 3 are not
considered for sampling.

•

The effect of variation in number of articles collected from different news sources is
not considered in this study.

1.7

Delimitations

The delimitations for this study include:
•

Only the text form of the news is considered for this research. The accompanying
multimedia such as images and videos are not taken into consideration.

•

Only English-based news articles are considered in this study.

•

Only the articles published in those news sources that are named in section 2.9 are
considered.

•

Only those articles which are published from 27th Jan. 2017 to 9th Oct. 2017 are
considered.

•

Only those articles that are open for public access and not restricted to paid access by
the news source are considered for scraping.

1.8

Summary

Amidst the increasing political polarization in the general public and in the
perception about the news media, it would be interesting to explore if various news media
with similar audience deliver content that is more similar to each other than to the content
from some other news sources having ideologically dissimilar audience. If the answer to
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this question is affirmative to a certain degree, then it would be an indication to that degree
of real polarization in the coverage by the news media, at least as applicable to the topic of
2017 Travel Ban. The concern about growing “echo chambers” will be underscored.
Otherwise, if similarity in political preferences of audiences does not significantly reflect
in the language of content from news media, it would be reassuring about the cross-flow
of perspectives in mainstream discourse.

7

REVIEW OF LITERATURE

This chapter first briefly points to the research in journalism and in social sciences
that motivates this research. Then it reviews in more detailed fashion, the prior work in the
field of automatic content analysis, particularly focusing on the unsupervised learning
methods applicable to the kind and the size of the dataset under question for this research.
Lastly, the methods and parameters for the hierarchical agglomerative clustering used for
exploratory analysis are discussed.

2.1

Motivation

According to Murphy (1998), from the time of 1934’s Federal Communications
Act, “objectivity” is being considered as one of the journalistic duties. In the 20th century,
the norm in the media changed from openly embracing a partisan political position to
claiming a more neutral or objective position (Stensaas, 1986). In the mid-nineteenth
century, the proportion of newspapers considering themselves neutral in terms of partisan
politics was as low as 5%, which rose fivefold to 25% by towards the end of nineteenth
century (McEnteer, 1991). Studies have shown that economic reasons played an important
role in this rapid movement toward embracing or proclaiming neutrality/objectivity by
news media (Ognianova et al., 1996). In that, they showed positive association between
the neutrality of viewpoints expressed by the newspapers and growth in their readership.
They argue that the newspapers were looking to broadening their market, in pursuit of
which they brought in more variety in the political viewpoints they expressed. These
finding were also a corroboration to the findings of Roshco (1975), who claimed that the
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political neutrality turned out to be more profitable for the newspapers in the United States
and, hence, objectivity was pursued as a tool for success in the marketplace. This finding
is important in a sense of logical extension that if the economic factors are primary driving
force behind adoption of objectivity as a principle in the news, then for similar reasons and
influences, the news media is also likely to change its principles and be instrumental in
motivated reshaping of public opinion. This influential potential of media is supported by
many studies. For instance, Iyengar et al. (1982) show the dependency of a president’s
approval among news audience on the positions taken by evening news on certain matters.

Figure 1: Pew Research Center Report (Mitchell, A. and Weisel, R. 2014): Placement of
news organizations per ideological consistency of their audience
In 2014, Pew Research Center published a report titled Political Polarization and
Media Habits – From Fox News to Facebook, How Liberals and Conservatives Keep Up
with Politics (Mitchell, A. and Weisel, R. 2014). Among many interesting statistics about
the user response regarding perception about the selected mainstream media, the report
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provided a scale of political spectrum from consistently liberal to consistently conservative
and plotted the various news sources on this scale per the consistency in ideological
affiliations of their respective audience with respect to the 10 ideological values questions.
Additionally, Gentzkow (2016) published a study analyzing the data related to political
polarization in America – both in individuals as well as the media, which showed the
consistent growth in such polarization among media as well as individuals, proportional to
each other. The study also points to the danger of growing ideological “echo-chambers,”
especially in the online-space due to confirmation bias of news consumers, as well as the
profit seeker model of the news media, due to which, they are more prone to slant in the
news in accordance with their target audience’s beliefs for staying competitive in the
business. For various such causes, it becomes important as well as interesting whether or
not such polarization among audience is mirrored in the content and the language of
respective news sources.

2.2

Choice of the news topic: “Travel Ban”

It is often blurring to distinguish what constitutes a bias and what doesn’t in the
absence of a ground truth or an objective norm that describes “what should be” (Caverni J.
P., Fabre J. M. and Gonzales, M., 1990). Moreover, what kind of use of language may
constitute as biased language is also dependent on culture of audience and authors. Doumit
and Minai (2011) show this in their study on contrasting patterns in the western versus
local newspapers about the coverage of Kenyan elections as discussed later in this chapter.
To compare and contrast biased text, it is often useful to establish a baseline of facts of the
source of objective truth (Kwon, Cha, & Jung, 2017; Stefan & Mladenic, 2015). Therefore,
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to set a frame of reference, this research is focusing on only the US news media, which
operate in a fairly consistent cultural setting, and on one theme of the news i.e. “Travel Ban
Executive Order,” largely due to availability of a neutral norm in the form of narratives
from the Supreme Court. Allameh (2015) presented findings of her study about Purdue
University shooting incidence of 2014, which corroborate the utility of methodology of
establishing a truth source. She studied the tweets by classifying them into three categories
based on the authors - individuals, media, and authorities. The tweets from authorities,
which provided the information that formed the source of objective truth, against which
the information originating from other sources was compared.

2.3

Bias in the news

Paul and Elder (2004) state following about the news bias in their thinker’s guide
on Detection of Bias and Propaganda in the National and International News:
“Quite naturally, but uncritically, people think of those who agree with them
as objective and those who disagree with them as biased. Thus, if news
commentators present mainstream views with a liberal spin, they are viewed
as “objective” only by the liberals in the audience. If mainstream views are
given a conservative spin, they are viewed as “objective” only by the
conservatives in their audience. The media therefore present liberal or
conservative slants on the news in accordance with their audience’s views”
(Paul and Elder, 2004).
There exist rich literature on bias, its types, its origins, and its effects (see Stefan &
Mladenic (2015) for a detailed review). In brief, there exist several types of bias originating

11
in the human cognitive processes – some of which are inadvertent – like heuristics for
quicker decision making, while others may be conscious – such as ideological. For this
research, the bias is considered to be a political slant or partisan narrative in the news. Paul
and Elder (2004) further discuss how using words loaded with positive and negative
connotation to describe similar action/concept can help us identify the slant in the news
stories. It is also an illuminating quote to see how confirmation bias is reinforced. As a set
of illustration, they state the following:
“We plan... They plot. We are clever... They are sneaky. We form strategies...
They conspire. We have convictions... They are fanatics. We are proud...
They are arrogant. We stand tall... They brag and bluster. We build weapons
to defend ourselves... They build weapons to threaten us. We intervene...
They invade. We are freedom-fighters... They are terrorists. We violate
treaties when they are obsolete... They violate treaties because they are
irresponsible, untrustworthy, and unethical” (Paul and Elder, 2004).

2.4

Detection of polarization in news – related work

Automatic detection of polarization and bias in the text has been a well sought-after
problem in the content analysis (Grimmer and Stewart, 2013). Conover et al. (2011) use a
mix of qualitative and quantitative methods to study the political polarization on Twitter
using graph models and trained expert annotators. More recent work in political bias
detection continues to focus on the data from social media such as Twitter and Facebook
using the methods relying on social network analysis and the agent-relationships or
behaviors like sharing, liking, following, retweeting etc. in the network. In that, Aragón et
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al. (2016), Zeng et al. (2016), and Vijayaraghavan et al. (2016) employed various machine
learning techniques including deep neural network models to the tasks like analyzing forms
of political organization, classification of rumors during crisis, and identifying electionrelated political conversations. All these studies used the large-scale data (in the order of
10s and 100s of thousands of data points) collected from social media such as Twitter.
Karamshuk et al., (2016) emphasizes on augmenting the use of network and behavioral
information with linguistic cues in the content of the social media data in their experiments
on bias detection in nearly four million tweets regarding the Crimea crisis involving
Ukraine and Russia.
In the SemEval 2016 Task 6 (Mohammad et al., 2016), the “stance” of tweets
towards seen and unseen targets was to be identified as either “For,” “Against,” or “None.”
In that, Wei et al. (2016) and Zarrella et al. (2016) took the weakly-supervised approaches,
whereas Augenstein et al. (2016) took unsupervised approach using by training word2vec
model over 395,212 tweets in addition to the given data for the task. The major difference
between it and this proposal is in the assumption of inherent number of stances. As Stefan
& Mladenic (2015) point out, the content analysis of news articles for bias detection is
different from sentiment analysis, primarily because the stance of a news article can be
(and most likely is) more complex than positive, negative, or neutral on a given issue. Also,
this research is interested in exploring the relative placement of the news sources based on
their text content in comparison with their relative placement based on the ideological
consistency of their audience. Hence, it leads to the decision of making no assumption
about the number of sides/groups that the discourse about the issue at hand may have.
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Although there is rich literature on bias detection in social media data, and several
experimental results are available in that domain, the coverage of mainstream media on a
particular theme/topic over a limited timespan doesn’t enjoy the same. Most of the content
analysis effort on news articles is focused in identifying various themes using topic
modeling. Whereas, most of the experiments related to bias detection task use predefined
categories and/or assume certain sources to be partisan towards certain side (Groseclose
and Milyo, 2005; Grimmer and Stewart, 2013; Zhitomirsky-Geffet et al., 2016). Guan et
al. (2016) took an approach of using Latent Dirichlet Allocation (LDA) for text
representation for clustering using K-means. They show that a text representation in the
vector space model, which is semantically more reflective of underlying theme of the
document, yields better results with K-means, which is also corroborated by Allahyari et
al. (2017).
Most of the deep learning approaches mentioned in this section use either social
media data or if they use the news articles from mainstream news sources, then the topic
of news is much wider – making the availability of large datasets more likely. However,
for the task in this research which is limited to the news articles published by certain
sources, during certain timespan, and pertaining to certain topic, there is inherent upper
limit on dataset size, which is not comparable to the much larger datasets mentioned before.
On the other hand, being the text data, the dimensionality still remains high (all the word
n-grams). In such scenario of high dimensionality and sparse underlying data, the above
approaches may not find enough examples for pooling in their initial layers (Allahyari et
al., 2017). Hence, deep learning algorithms may not be a reliable alternative for the task of
clustering itself. However, the potential of deep learning methods to capture semantic
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relationships can be harnessed for generating the vector representation of the data, which
then can be clustered using K-means and hierarchical agglomerative clustering.

2.5

Automatic Content Analysis

Automatic content analysis for news articles and political texts is an exploding field
with ever increasing availability of digitized political news data and rapid development in
ability to analyze large datasets of texts (Ward, 2012). Figure 2 is adopted from Grimmer
and Stewart (2013), which succinctly summarizes the automatic content analysis landscape
in form of hierarchical categories.
Machine Learning methods are used in automatic content analysis to learn from
data and predict/assign the outcome for a previously unknown (new) input combination.
Generally, a model is first supplied with example data in training phase where it learns
patterns from those data in terms of its respective representation, often stored as parameters
or weights. In the testing phase, the model is exposed to new/unseen data to classify it,
based on the representations and patterns learned in the training phase. In supervised type
of learning, data are labelled, and model’s performance can be measured by how well it’s
classification matches with the labeling of test data. In unsupervised learning (or clustering),
labels for the training data are not available to the model and it classifies the data points
based on some measure of similarity or difference among themselves. (Fayyad, PiatetskyShapiro, & Smyth, 1996). Grimmer and Stewart (2013) have covered extensively the
methods of automatic content analysis and their benefits as well as limitations. In that, the
supervised learning methods pose a cost in terms of initial training requirements but the
validation part for these methods is easier. The unsupervised learning methods relieve from
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initial training burden, but, as Quinn (2010) points out, only to shift it on the validation
side. Since this research is limited in scope to only unlabeled data, further discussion in
this chapter is restricted to unsupervised learning.

Figure 2: Landscape of content analysis methods (Grimmer and Stewart, 2013)

2.6

Unsupervised Learning

Unsupervised Learning, also known as clustering, is the type of machine learning
methods that attempt to group the existing examples based on their mutual similarity and
distance instead of requiring a given training class label. Hence, their outcome needs to be
interpreted. Text clustering algorithms can be categorized into various types like
agglomerative, partitioning, and probabilistic clustering. There are numerous trade-offs
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about efficiency and effectiveness among various clustering methods. A detailed
comparison can be found in Xu et al. (2005). K-means is a partitioning clustering algorithm,
popular in the literature (Allahyari et al., 2017; Burscher et al. 2016; Grimmer & Stewart,
2013) for content analysis along with a topic modeling algorithm LDA (Blei, Ng, & Jordan,
2003), which takes a probabilistic approach.
2.6.1

Distance Measure – Cosine Distance

The clustering algorithms operate by computing the relative similarity or distance
among data points or the groups/clusters of data points. Hence, clustering results are
directly dependent on how this distance measure is defined. In this research, the distance
between two points (vectors) in the vector space is defined as 𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 between
the two vectors. The 𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 between two n dimensional vectors
𝑋 (𝑥1 , 𝑥2 , … , 𝑥𝑛 ) and 𝑌 (𝑦1 , 𝑦2 , … , 𝑦𝑛 ), having an angle 𝜃 between them, is given by:
𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑋, 𝑌) = 1 − 𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑋, 𝑌)
Equation 1: Cosine distance between two vectors
∑𝑛𝑖=1 𝑥𝑖 × 𝑦𝑖
𝑋⋅𝑌
𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑋, 𝑌) = 𝑐𝑜𝑠(𝜃) =
=
‖𝑋‖2 ‖𝑌‖2 √∑𝑛 𝑥𝑖 2 × √∑𝑛 𝑦𝑖 2
𝑖=1
𝑖=1
Equation 2: Cosine similarity between two vectors
The 𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 is particularly suited for the data involved in this research
because the documents vary widely in their lengths, which may affect other measures such
as Euclidean distance which depend on magnitude of the vector. However,
𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 considers only the direction and not the magnitude of the vectors.
The cosine distance between two vectors is proportional to the squared Euclidean
distance between the 𝑙2 normalized forms of those vectors as follows:
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For two 𝑛 dimensional vectors 𝑋 (𝑥1 , 𝑥2 , … , 𝑥𝑛 ) and 𝑌 (𝑦1 , 𝑦2 , … , 𝑦𝑛 ) having an
angle 𝜃 in between them,
‖𝑋‖2 = ‖𝑌‖2 = 1
Squared Euclidean Distance between 𝑙2 normalized 𝑋 and 𝑌 is given by,
‖𝑋 − 𝑌‖22 = (𝑋 − 𝑌)𝑇 (𝑋 − 𝑌)
= 𝑋 𝑇 𝑋 − 2𝑋 𝑇 𝑌 + 𝑌 𝑇 𝑌
𝑋⋅𝑌
2 ‖𝑌‖2

= ‖𝑋‖22 − 2 ‖𝑋‖

+ ‖𝑌‖22

= 2(1 − cos 𝜃))
∴

1
2

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛2 (𝑋, 𝑌) = 𝐶𝑜𝑠𝑖𝑛𝑒 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑋, 𝑌)

Equation 3: Relation between Squared Euclidean Distance and Cosine Distance
2.6.2

K-means clustering

The K-means algorithm partitions n documents into k clusters. In the very basic form,
k-means algorithm works as follows (Macqueen, 1967):
1. Given n documents represented in vector form, and number of clusters k, the algorithm
begins with k (randomly selected) centroids – one per cluster.
2. Each document is assigned to its “nearest” cluster. Here, nearest is defined by the
similarity measure such as Cosine similarity, Jacquard coefficient, Euclidian distance,
etc.
3. The centroids are now recalculated as the mean of all the vectors in respective clusters
(centroids move to minimize total intra-cluster distance/error metric).
4. If the convergence is not achieved go to step 2, else return the cluster assignments.
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The critical decisions to be made with K-means are deciding the value of k and the
similarity measure. For deciding the k value, several methods like elbow, silhouette,
information criteria (AIC, BIC, DIC), cross validation etc. are used. The elbow method is
probably the simplest to interpret and apply. For the similarity measure, several metrics
such as Euclidean distance, Cosine similarity, Jacquard coefficient, and Pearson correlation
coefficient can be used (Huang, 2008). In text clustering methods, cosine similarity is
widely used as it only evaluates the directions of the vectors, which is of interest (Burscher
et al., 2016).
2.6.3

Number of clusters

To determine the optimal value of K, the elbow method (Guan et al., 2016) is used.
In the elbow method, various values of the K are tested and plotted to locate the “elbow
point” on the graph of within cluster sum of squared distances (WCSSD), also known as
inertia in the sklearn implementation of K-Means, against the linearly incrementing value
for K starting at two. The elbow point is identified as the point at which the abrupt drop in
the error measure (inertia) is observed. The K-value of this elbow-point is considered the
optimal K-value. When there are ambiguous or no, or multiple elbow points observed, the
clustering is allowed to continue up to the value of K where empty clusters start occurring
and that K value is considered for clustering as it is providing the least WCSSD.
2.6.4

Hierarchical agglomerative clustering

Hierarchical Agglomerative Clustering (HAC) is a type of hierarchical clustering
that builds a cluster hierarchy by mergers in bottom-up fashion (Manning et al., 2009).
Initially, each point is in its own singleton cluster, all by itself. Then, at each step, the
proximities between the emergent cluster newly generated by merging the two pre-existing
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clusters as well as all the other clusters, including the singletons are updated using the
Lance-Williams formula. Although there exist other implementations that don’t use the
Lance-Williams formula, it is the most prevalent as well as convenient method for
implementations as it allows configuring multiple linkage methods (Podani, 1989).
The distance or similarity between two clusters can be measured in many ways
depending upon the nature of the data and purpose of the clustering. The core problem of
formulating the linkage method arises because the input distance metric (e.g.
𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒) is defined for measuring the distance between two singleton objects only.
Hence, different linkage methods define the proximity between given two clusters
differently in terms of mutual distances between points within those clusters or some
function of those distances. This proximity calculated at every step is known as the
"Colligation coefficient," represented on the Y axis in the output dendrogram. Following
is a summary of few such prevalent linkage methods (Podani, 1989).
•

Nearest neighbor or single linkage: The distance between two clusters is the distance
between the two closest objects – one from each of those clusters. Evidently, this value
is one of values of the input matrix. The conceptual metaphor of this method is
spectrum or chain. – resulting in chaining effect where outliers heavily influence the
merging.

•

Farthest neighbor or complete linkage: The distance between two clusters is given by
the distance between their two most distant points. This, also, is a value from one of
the values of the input distance matrix. The metaphor for this built of cluster is circle.
This can also be heavily affected by the outliers for the same reason as the previous
method.
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•

Between-group average linkage (UPGMA): The distance between two clusters is given
by the arithmetic mean of all distances from all points in first cluster to all points in the
second cluster. Generic is the metaphor of this built of cluster. This method can be
computationally expensive due to the number of combinations for calculating the
distances at each step.

•

Within-group average linkage (MNDIS): The distance between two clusters is given
by arithmetic mean of distances between all possible pairs of points in the union of
points from the two clusters. In comparison to the previous method, this usually will
produce less dense clusters, but will sometimes reveal the shapes which between-group
average linkage may not.

•

Centroid linkage (UPGMC): The distance between two clusters is given by the square
of Euclidean distance between their geometric centroids. Cluster centroid is
represented by the mean vector of all vectors (points) within that cluster. The built
metaphor here is proximity of platforms.

•

Equilibrious centroid linkage (WPGMC): This linkage is similar to the centroid linkage,
except that the centroid of a cluster is defined as the median vector of all the vectors in
that cluster instead of mean. Hence, it is also known to be median linkage. This helps
alleviating the effect of outliers in locating centroids.

•

Ward’s linkage, i.e. minimal increase of sum-of-squares (MISSQ): Ward’s method is
sometimes also referred to as "minimum variance" method. (e.g. in the documentation
of Scipy library of Python). However, that description is imprecise as evident from the
underlying formula that will follow. In this method, the distance between two clusters
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is given by the difference between the sum of squared distances in their joint cluster
and the combined sum of squared distances in these two clusters:
𝑆𝑆12 − (𝑆𝑆1 + 𝑆𝑆2)
When the clusters are two singleton objects, this quantity becomes equal to the half of
squared Euclidean distance between 𝑙2 normalized vectors of the two points. i.e.:
𝑑𝑊𝑎𝑟𝑑 (𝑥, 𝑦) =

1
‖𝑥 − 𝑦‖22 = 1 − 𝑐𝑜𝑠∠(𝑥, 𝑦)
2

Equation 4: Ward’s method distance measure for two singleton clusters
The

distance

measured

used

in

Ward’s

method

equal

to

the

𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (1 – 𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦) metric used for the K-means clustering in this
research (see Equation 1). Ward's method is like K-means in terms of interpretation. Both
these algorithms aim to minimize pooled Within-Cluster Sum of Squared Distances
(WCSSD), "in the end" (post-merger) (Ward, 1963). K-means is an iterative algorithm and
its results depend on initialization, and so may do a better job at minimizing the objective
function than Ward, if the initialization conditions happen to be set well. However, Ward’s
performance is not dependent on the initialization and it is better in uncovering clusters of
uneven variances or clusters placed very irregularly in the space.
Moreover, using the distance measure equivalent to the 𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 measure
offers the same advantages of accounting for variable length documents while measuring
similarity between them. Hence, Ward’s method is selected as the most appropriate to use
for determining the linkage matrix of agglomeration in the hierarchical clustering part of
this research.
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2.7

Document representation approaches

Various text classification tasks in the recent works use different features to
represent the text. Three such approaches are discussed in this section. They are: (a)
Lexicon based document representation (b) Document representation using n-grams, and
(c) Document representation using paragraph vectors.
2.7.1

Lexicon based document representation

In the lexicon based document representation, a document is represented as the
vector of quantitative representations of certain known words or phrases that constitute the
lexicon in that document. Generally, a lexicon can be seen as a dictionary of terms having
certain common characteristics. Recent works on polarization in the news used readily
available lexicons with hedges (Hyland, 2005), factive verbs (Hooper, 1975), Assertive
verbs (Hooper, 1975), Implicative verbs (Karttunen, 1971), Entailments (Berant et al.,
2012), Strong subjectives (Riloff and Weibe, 2003), Weak subjectives (Riloff and Weibe,
2003), Positive words (Liu et al., 2005), Negative words (Liu et al., 2005).
A document vector can be formed by associating one dimension to the raw count,
the proportion of the raw count to the total word count of the document, or even the binary
feature showing presence or absence of each element in the lexicon.
Recasens et al. (2013) use various lexicons to represent the text as distribution of
certain dictionary terms, which are shown to indicate certain characteristics in the prior
work, such as list of factive verbs, list of implicative verbs, list of assertive verbs, sentiment
lexicon. They show how epistemological bias (factive verbs, entailments, assertive verbs,
hedges) and framing bias (subjective intensifiers – strong and weak, one-sided terms) can
be detected using these features along with the parts of speech tags on the NPOV dataset
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(Recasens et al., 2013) which contains Wikipedia edits marked as biased words. In their
work, they have used the University of Pennsylvania POS tagging scheme. Additionally,
Iqbal (2015) shows the usefulness of lexicon based features in “bias-aware” sentiment
analysis task involving text classification.
However, the major problem with the lexicon based approach is the dependency on
the context for which a certain lexicon was developed. It is not always self-evident when a
lexicon is good enough to apply to a problem in a somewhat different domain than for
which it was originally developed. This is because many of the terms and phrases have
specific meaning within certain context, which is different from the meaning in other
contexts. For example, “bull” and “bear” have a very specific and different connotation in
the context of financial markets; “red” and “blue” may also have a connotation relating to
the two main political parties in the US when used in the context of US politics.
2.7.2

Document representation using n-grams

N-gram model is relatively straightforward way of text representation in the vector
space model. Although it is somewhat traditional approach, it has shown to be performing
well given its relative simplicity. N-grams are the sets of n adjacent terms (words)
appearing in the document. For instance, in the sentence “Supreme Court will hear the
Travel Ban case,” Unigrams constitute all the words in text, taken individually. Bigrams
will be “Supreme Court,” “Court will,” “will hear,” “hear the,” “the Travel,” “Travel Ban,”
and “Ban case.” Similarly, Trigrams would include “Supreme Court will,” “Court will
hear,” and so on. Evidently, using n-grams preserves semantics originating from the
relation of adjacent words. Especially in the bag-of-words approach, to maintain the
meaning of entities formed with multiple words, n-grams become very useful tool when

24
bag-of-n-grams is used instead of just bag-of-words, which can be seen as bag-of-unigrams
(Manning & Schutze, 2000).
To quantify the n-gram vector representation of documents, various schemes like
counts, term frequency, and term frequency - inverse document frequency (𝑡𝑓 − 𝑖𝑑𝑓) are
used. The advantage of using 𝑡𝑓 − 𝑖𝑑𝑓 over term frequencies is that it proportionately
penalizes those terms, which are common across most of the documents, and hence are not
useful in distinguishing the documents from one another to the extent of such commonality,
with the idf score. It simultaneously rewards the terms that are present in a small number
of documents, and hence, can distinguish those documents from others effectively, in the
proportion of their frequency within those documents. This characteristic of 𝑡𝑓 − 𝑖𝑑𝑓 also
helps lowering the weights for domain or corpus specific stop words without having to
provide an explicit list. For a corpus 𝐷 of 𝑁 documents {𝑑1 , 𝑑2 , … , 𝑑𝑖 , … , 𝑑𝑁 } of lengths
{𝑚1 , 𝑚2 , … , 𝑚𝑖 , … , 𝑚𝑁 }, having a vocabulary 𝑇 of 𝑃 terms {𝑡1 , 𝑡, … , 𝑡𝑃 }, where 𝑘 𝑡ℎ term
in document 𝑑𝑖 is given by 𝑑𝑖𝑘 ; the 𝑡𝑓 − 𝑖𝑑𝑓 score for term 𝑡𝑗 in document 𝑑𝑖 is given by:
𝑡𝑓 − 𝑖𝑑𝑓(𝑑𝑖 ,𝑡𝑗) = 𝑡𝑓(𝑑𝑖 ,𝑡𝑗) × 𝑖𝑑𝑓𝑡𝑗
𝑡𝑓(𝑑𝑖 ,𝑡𝑗) =
𝑖𝑑𝑓𝑡𝑗 = log

∑𝑘∈{1,…,𝑚 }, 𝑑𝑘=𝑡 1
𝑖
𝑗
𝑖

𝑚𝑖
𝑁
|{𝑑𝑖 ∈ 𝐷 ∶ 𝑡𝑗 ∈ 𝑑𝑖 }|

Equation 5: Calculating 𝑡𝑓 − 𝑖𝑑𝑓
Thus, the corpus then can be represented as a 𝑁 × 𝑇 matrix where each row
represents a document 𝑑, and each column represents a term 𝑡 in the vocabulary. Each cell
of this matrix has the 𝑡𝑓 − 𝑖𝑑𝑓 value for respective term-document pair 𝑡, 𝑑.
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If indeed, the authors from different opinion groups use different terms and phrases
to convey the information of same underlying event/scenario/facts, then, in the document
classification task for exploring polarization in the news, different sets of n-grams can be
concentrated in the documents from different “opinion groups.” Recently, in the 5th Author
Profiling Task (Cappellato et al., 2017), the top three performers (Basile et al., 2017;
Martinc et al., 2017; Tellez et al., 2017) and another from top 10 (Poulston, 2017) used
some combinations of 𝑡𝑓 − 𝑖𝑑𝑓 of unigrams, bigrams, and trigrams with SVM and showed
them to be the good predictors of the authors.
2.7.3

Document representation using paragraph vectors

Le & Mikolov (2014) proposed the idea of paragraph vectors to represent the
variable length pieces of text (hence “paragraph”) in the form of fixed length vectors. They
evaluated this method of document representation for two tasks. First, the sentiment
analysis task using the IMDB dataset (Maas et al., 2011), and second, the information
retrieval task using the dataset of paragraphs in the first 10 search results for 1,000,000
most popular queries. The paragraph vectors showed promising results over vector
averaging, Bag-of-words, Bag-of-bigrams, and Weighted Bag-of-bigrams. Since the
algorithm represents variable length texts like sentences, paragraphs or entire documents
as fixed size vectors, it is also known as Doc2Vec (Document-to-Vector) model. They
introduce two variations of the paragraph vectors algorithm, namely, distributed memory
model (PV-DM) and distributed bag of words (PV-DBOW). Out of these, the PV-DM uses
the paragraph vector and word-vectors for the words present in the document for
concatenation, which results in predicting the next word in the context. The PV-DBOW
variation, however, attempts to predict the words from the paragraph vector; these words
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could be in random order from the paragraph. An important claim from Le & Mikolov
(2014) is that the paragraph vectors effectively capture the contextual semantic
relationships in the text.
Two important characteristics of the paragraph vector representation that make it a
useful approach for classification of news articles are (a) the lack of requirement of the
labeled training data, and (b) the ability to represent variable length documents with
multiple sentences in the form of fixed length vectors.
Lau and Baldwin (2016) presented an empirical evaluation of Doc2Vec model on
the semantic similarity task of SemEval 2015. The analysis showed that the PV-DM model
marginally outperformed the PV-DBOW model of Doc2Vec in both the tasks,
corroborating the findings in the initial experiments of Le & Mikolov (2014). However,
the PV-DBOW model converged faster (lower number of optimal epoch hyperparameter)
than the PV-DM model. Additionally, they showed that using external large corpora for
training enhance the results. Kim et al. (2017) reported that Doc2Vec gives marginal
improvements over Word2Vec, when tested on several vector dimension values, and
proposed a bag-of-concepts text representation, derived from Doc2Vec, which
outperformed both. They also confirmed the earlier finding of Dai et al. (2014) that the
Doc2Vec outperform bag-of-words approach. Karamshuk et al. (2016) also reported
Doc2Vec as best performing text representation for the task of detecting partisan slant in
news articles during political crises.
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2.8

Validation

Validation of clusters is the most crucial aspect in unsupervised learning. There are
several combinations of substantive, statistical, and experimental methods that scholars
have developed for this (Grimmer & Stewart, 2013) and continue to do so, depending on
the problem domain. Common validation approaches can be divided into external or
internal criteria. Internal criteria involve measurements of intra vs. inter-cluster variance
or clusters compactness and separation (Halkidi et. al., 2011). External criteria are used
when additional information about the formation of the clusters is already available or can
be made available. When the number of clusters and their sizes are approximately known,
validation of the predicted clusters can be done (Novikoc, 2012).
2.8.1

Cluster purity

Cluster purity is an external evaluation criterion that measures of homogeneity of
the clusters formed against true class labels. It measures how well a cluster corresponds to
one of the ground truth classes. Having multiple clusters associated with one ground truth
class does not hamper the purity value. If each document is in its own cluster, the purity is
maximized to 1. Hence, it cannot be used to trade off the clustering quality versus the
number of clusters. The purity is computed by assigning each cluster to the true-class of
majority points in that cluster, and then dividing the sum of number of majority class points
in each cluster by the total number of points.
𝑝𝑢𝑟𝑖𝑡𝑦 (𝐶, 𝑇) =

1
∑ max |𝑐𝑘 ∩ 𝑡𝑗 |
𝑘
𝑁
𝑘

Equation 6: Calculating Cluster Purity
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Where, 𝐶 = {𝑐1 , 𝑐2 , … , 𝑐𝑘 } is the set of clusters and 𝑇 = {𝑡1 , 𝑡2 , … , 𝑡𝑗 } is the set of
ground-truth-classes.
2.8.2

Normalized Mutual Information

The purity measure considers homogeneity but does not penalize for the lack of
completeness, i.e. how well all the documents belonging to a single ground truth class are
assigned to a single cluster. The normalized mutual information measure addresses this
aspect by combining the reward term mutual information 𝐼 and penalty term entropy 𝐻.
The NMI is calculated as follows:
𝑁𝑀𝐼 (𝐶, 𝑇) =

𝐼(𝐶, 𝑇) = ∑ ∑ 𝑃(𝑐𝑘 ∩ 𝑡𝑗 ) 𝑙𝑜𝑔
𝑘

𝑗

𝐼(𝐶, 𝑇)
[𝐻(𝐶) + 𝐻(𝑇)]/2

𝑃(𝑐𝑘 ∩ 𝑡𝑗 )
| 𝑐𝑘 ∩ 𝑡𝑗 |
𝑁|𝑐𝑘 ∩ 𝑡𝑗 |
= ∑∑
𝑙𝑜𝑔
𝑃(𝑐𝑘 ) 𝑃(𝑡𝑗 )
𝑁
|𝑐𝑘 ||𝑡𝑗 |
𝑘

𝑗

𝐻(𝐶) = − ∑ 𝑃(𝑐𝑘 ) log(𝑃(𝑐𝑘 )) = − ∑
𝑘

𝑘

|𝑐𝑘 |
|𝑐𝑘 |
𝑙𝑜𝑔
𝑁
𝑁

𝐻(𝑇) = − ∑ 𝑃(𝑡𝑗 ) log (𝑃(𝑡𝑗 )) = − ∑
𝑗

𝑗

|𝑡𝑗 |
|𝑡𝑗 |
𝑙𝑜𝑔
𝑁
𝑁

Where, 𝐶 = {𝑐1 , 𝑐2 , … , 𝑐𝑘 } is the set of clusters and 𝑇 = {𝑡1 , 𝑡2 , … , 𝑡𝑗 } is the set of
ground-truth-classes.
Equation 7: Calculating Normalized Mutual Information (NMI)
Hence the NMI can be used in the tradeoff between the cluster quality
(homogeneity), and the number of clusters. Mutual information 𝐼 measures the information
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shared by clustering assignment and ground-truth classes. Whereas, entropy 𝐻 penalizes
for the lack of completeness by accounting for the uncertainty.

2.9

Data sources

The dataset built for this research consists of the articles, published in the online
news sources, which appear in both the Pew Research Center’s reports Olmstead et al.
(2011) and Mitchell and Weisel (2014). Olmstead et al. (2011) gives top 17 news sources
that constitute more than two-thirds of the entire United States online news traffic measured
in terms of the unique visitors to the news websites. Mitchell and Weisel (2014) gives the
news sources whose audience was examined for ideological values by the same Pew Study.

2.10 Summary

In the tasks of text categorization for analyzing bias and polarization in news, most of the
existing literature makes use of predefined categories, despite acknowledging the existence
of multisided slants in the news, unlike sentiment analysis (Zhitomirsky-Geffet, 2016;
Groseclose and Milyo, 2005). Studies on the news stories that don’t presume certain
categories, end up focusing more on topic modeling (Grimmer and Stewart, 2013; Burscher,
2016; Holm 2017) than analyzing the polarization within one topic. Guan et al. (2016)
attempted to take it a step further with LDA_K-means on 20 Newsgroups data by using the
LDA topics as seed centroids for clustering the documents. However, little work on bias
detection for a single topic news data is available. Analyzing single topic news in
mainstream media may be illuminating as the topic sets a frame of reference for identifying
polarization groups. However, most recent work in this domain is more focused on social
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media and only a little attention is given to the mainstream news. This creates a scope for
investigation into how does bias and polarization play out in single topic mainstream news
data as seen with a reference to popular perceptions about media bias. Unsupervised
learning is the suitable technique for this study as the categories aren’t predefined. To
represent the document in the vector space, several approaches like lexicon based, n-gram
based, and document embeddings based are reviewed. In K-means clustering, the
MiniBatchKMeans variant is reported to be more efficient and the KMeans++ technique is
reported to produce better initialization points. 𝐶𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 was found to be the most
suitable distance measure for this study as it shields the distance measurement from the
effect of vector magnitude. In the Hierarchical Agglomerative clustering, among several
linkage methods discussed, the Ward’s method is most suitable for the reason of its
similarity with K-means in terms of objective function and distance measure. To externally
evaluate cluster quality, Cluster Purity and Normalized Mutual Information (NMI) metrics
are discussed. Purity measures the homogeneity of the clusters in a way that is easy to
interpret but it fails to penalize the increasing number of clusters and hence cannot be used
in the tradeoff between cluster quality and number of clusters. NMI overcomes this
shortcoming by penalizing for entropy. Finally, the selected news sources of collecting the
data from and the basis for selecting those news sources is detailed.
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METHODOLOGY

In this chapter, initially the methods used for data collection and data cleaning are
described. Then, the document representation approaches, methods used for clustering the
documents, methods for model selection, and for validating the results are discussed.

3.1

Dataset

In section 2.3, the importance of establishing a universally acceptable common
baseline of facts or ground truth was emphasized upon. However, it becomes difficult to
establish such a ground truth with respect to political news as the narratives often come
from sources that are consciously or subconsciously inclined towards either of the sides of
the spectrum. Even if the source of news is genuinely objective, there is no way to
externally authenticate their objectivity in general. With this aspect of the problem in mind,
the news coverage of President Trump’s January 2017’s executive order on immigration
and the lawsuits following it, provides a unique opportunity. In that, the coverage of media
about the topic can be seen on one hand and the narrative from the courts on the other hand.
As the narratives from the court of law are arguably bipartisan as well as come out through
a thorough logical adversarial scrutiny based on evidence, it can be reasonably assumed
that the information originating from the court of law as a common baseline of facts of a
source of objective truth in future analysis.

32
3.1.1

Data collection

The news sources were selected from Olmstead et al. (2011) and Mitchell and
Weisel (2014) as discussed in section 2.9. Few sources from Mitchell and Weisel (2014)
are included despite them not being in top 17 news sources given by Olmstead et al. (2011)
to provide some representation to their part of the political spectrum, which was otherwise
unrepresented in the selected sources. Only those news articles are collected which pertain
to the topic of January 2017’s POTUS executive order on immigration (Executive Order
Number 13780), colloquially referred to as “Travel Ban.” The articles were collected using
the web scraping technique over the websites of nine news organizations as listed below.
(Olmstead et al., 2011; Mitchell and Weisel 2014)
•

The New York Times (www. nytimes.com)

•

Washington Post (www.washingtonpost.com)

•

Wall Street Journal (www.wsj.com)

•

CNN (www.cnn.com)

•

Fox News (www.foxnews.com)

•

Chicago Tribune (www.chicagotribune.com)

•

LA Times (www.latimes.com)

•

Boston Globe (www.bostonglobe.com)

•

The New York Post (www.nypost.com)
The process of scraping the news articles was semi-automatic and involved two

steps. The initial step was a manual search using Google’s Advanced Search and a Google
Chrome plug-in Linkclump that grabs the URLs in the clipboard on dragging. The search
query used was “Trump Travel Ban.” The search query was designed on the basis of
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manual inspection of all the concerned news websites and picking up the two ubiquitous
tags on the relevant articles – “Trump” and “Travel Ban”. The “site” attribute was set to
the website address of respective news organization. The “custom date range” for results
was set from 27th January 2017 to 15th October 2017. Every time, the search was rerun to
include the similar results that were automatically hidden by Google Search Engine’s
default behavior in the first run. Total 6500 search results were retrieved. After manual
inspection and cleaning for eliminating videos, photo-galleries, and other non-text content
as well as the text content not pertaining to the topic under question, nearly 3500 relevant
URLs were left.
The results of this first step were used in the second step wherein a Python tool,
developed using the libraries Newspaper (Ou-Yang, 2013), and bs4 (BeautifulSoup),
extracted the articles from URLs along with the relevant metadata for each article such as
publication date, author name(s), type of the article (news, opinion, blog, editorial, and
cover-story), and source (news organization). All the information was stored in the JSON
format with a unique integer id assigned to each article within each news source’s data.
Figure 3 shows the variation in number of articles published across the entire span
of 262 days from 27th January to 15th October. Table 1 gives the corresponding official
events (US government announcements or court proceedings) related to the Travel Ban
and their respective dates as reported by the Associated Press. The spikes in the plot largely
coincide with the dates of events, indicating the correlation between news coverage and
events.
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Index

2

Event
Trump signs executive order barring travel from seven Muslim27-Jan
majority countries
28-Jan Federal judge issues emergency injunction against ban

3

29-Jan Temporary stay issued on travel ban

4

30-Jan Senate Republicans save travel ban from Democrats

1

Date

5

1-Feb Administration tweaks travel ban

6

3-Feb Judge declines to extend injunction against travel ban

7

6-Feb Justice Department asks federal court to intervene

8

9-Feb Travel ban is again blocked

9

13-Feb Federal judge grants injunction against ban

10

15-Feb Trump’s travel ban gets a defender

11

6-Mar Trump unveils new travel ban

12

8-Mar Hawaii sues to block the travel ban

13

15-Mar Federal judge blocks travel ban

14

16-Mar Another federal judge temporarily blocks the order

15

29-Mar Federal judge continues to block travel ban

16

30-Mar Trump administration appeals ruling

17

25-May Travel ban blocked by federal court

18

26-Jun Supreme Court allows for travel ban to continue

19

29-Jun Travel ban goes into effect

20

13-Jul Federal judge expands scope of travel ban

21

19-Jul Supreme Court allows for strict enforcement of refugee ban

22

7-Sep Appeals court limits travel ban

23

12-Sep Supreme Court lifts restrictions

24

24-Sep Trump signs new travel ban

25
26

5-Oct Justice Department asks Supreme Court to drop travel ban case
10-Oct Supreme Court dismisses one case countries
Table 1: Travel Ban timeline from 27 January to 15 October 2017

35

Figure 3: Number of articles published for all news sources from 27 Jan. to 15 Oct. 2017

3.1.2

Data cleaning

Out of the 3493 scraped valid text articles, the articles sourced from third party
news sources such as Reuters, Associated Press were eliminated. The articles, which had
abstract entities like Editorial Board, Wire, News Team, etc. as their authors instead of
naming the authors directly, were also eliminated. The duplicate articles available from
more than one URLs were identified and only one instance of each such article was
preserved. This left the total dataset to be of 2178 articles from nine news sources.
Hence, the population for this research will comprise of all the news articles about
the topic of “Travel Ban,” published in all the news organizations in the United States from
the day of announcement of this executive order till the time the topic remains a part of
discussion in the news media (which is an unknown future point in time). The sample used
for this research is the set of articles in the English language, published in the
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aforementioned nine news sources during the period from 27th January 2017 to 15 October
2017, pertaining to the topic of “Travel Ban” as appeared in the aforementioned Google
search, and which satisfy the criteria as described in the previous paragraph.

Figure 4: Screenshot of a sample article scraped, cleaned, and stored as a JSON file (The
text is truncated for space purposes)

3.1.3

A glance at the composition of the data

This section explores the dataset in terms of its composition across different
variables of interest. Namely, word counts, articles per news source, articles per author,
and common authors among the news sources This information is useful in making certain
empirical decisions about the parameters of further experiments.
Figure 5 (left) shows the distribution of number of articles across the sources. This
number varies significantly across the sources. The factors affecting this variation range
from actual extent of coverage of the news on given topic by the news source itself, the
convention by news sources to use names of individual authors in the byline of the article
versus using the abstract group titles like “NY Post Staff,” “Times Editorial Board,” “CNN
correspondent,” etc. However, the ranking of the search results by Google search engine is
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not affecting this number as all the URLs retrieved for given search query are considered
for scraping.

Figure 5: Number of articles (left) and number of authors (right) per source in the dataset
Figure 5 (right) shows the number of unique authors or groups of authors across the
news sources. This metric is of interest when controlling for the news source as the number
of unique authors within a news source is used for determining the number of clusters in
that experiment. There are some authors who wrote for more than one news source, they
are counted in both the sources while representing in Figure 5. The sharing of authors is
shown in Table 2 via a lower triangular matrix for shared authors across different sources.
An important observation about this dataset is that a very few authors contribute
frequently. Out of the total 2178 articles, 1063 are written by only 158 unique authors,
when there are total 1113 unique authors. 795 authors published only one article, and the
number of authors steeply falls as the number of articles written increases as shown in the
Figure 6.
The length of articles is an important aspect in determining the parameters such as
window size for Doc2Vec model. The articles vary widely in their lengths. For this purpose,
the distributions of lengths measured in word count, for articles written by all authors and
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for those by only the “major” 158 authors, i.e. the authors contributing at least three articles,
are separately computed. As Figure 7 shows, the shapes of both these distributions are
somewhat similar, but they differ in their mean and median values. As the distribution is
clearly not normal and has very few articles on the higher end of lengths, the median is
considered as the characteristic of the distributions instead of mean, for the purposes of
making parameter decisions about Doc2Vec training. Lastly, Figure 8 shows the bar graph
for these 158 authors, and their corresponding number of articles in the dataset.

Source
Boston Globe
(BG)
Chicago
Tribune
(CHT)
CNN (CNN)
Fox News
(FOX)
LA Times
(LAT)
NY Post
(NYP)
NY Times
(NYT)
Washington
Post (WP)
Wall Street
Journal
(WSJ)

BG

CHT

CNN

FOX

LAT

NYP

NYT

WP

WSJ

92
17

242

0

0

217

4

10

0

60

1

42

0

1

151

0

0

0

1

0

66

12

1

2

0

0

0

259

5

17

1

0

0

0

0

68

0

1

0

0

0

0

0

0

Table 2: Shared authors across sources
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Figure 6: log(number of authors) vs. number of articles published by those many authors

Figure 7: Distribution of article lengths in terms of word count for full dataset (left) and
major authors subset (right)
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Figure 8: Highest contributing 158 authors and number of articles contributed by each
one of them
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3.2

Clustering news articles

The rationale for taking the path of unsupervised learning for the task of grouping
news articles on Travel Ban is two-fold. Firstly, the data are not manually annotated for
the placement on a (ideological) spectrum showing relative nearness of various news
sources according, and the costs of conducting the annotation process that involves
codebook revisions and training of the expert annotators goes beyond the scope of this
research.
Second, the research question under consideration does not presume any fixed
number of categories that the news articles can be classified into. In this sense, the task in
this research differs from the general sentiment analysis tasks like polarity detection where
there are fix predefined categories (usually three – positive, negative, and neutral/unknown)
in which the given document can be classified. Since there can be many possible sides and
perspectives on the issues in public discourse, it is apt to not assume a predefined set of
categories for classifying the articles into. Furthermore, using the hierarchical clustering
provides insight for interpreting various degrees of closeness of the articles through various
levels of merging of the dendrogram.
3.2.1

Preprocessing

The preprocessing of the text involves removing the any URLs, punctuation, and
stripping the leading and trailing white spaces. For training the Doc2Vec model, the
newline characters are replaced by whitespaces as the genism (version 3.4.0)
implementation of the paragraph vectors model assumes the newline character as the end
of document/paragraph. Python re (regular expressions) library (version 2.2.1) is used to
implement all the preprocessing steps.
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3.2.2

Document representation approaches

The research by Liu et. al. (2010) and Ma (2014) shows the importance of text
representation to accurately find similarities between documents and clusters. Two
different approaches for document representation are compared for on the basis of the Kmeans cluster quality (purity and NMI) on task of clustering news articles. The better
performing approach is then used for exploratory analysis with hierarchical agglomerative
clustering. The two approaches are as follows:
1. N-gram Approach: In this approach, each document is represented as a vector of
𝑡𝑓 − 𝑖𝑑𝑓 scores for top 1200 word bigrams and word trigrams of the corpus for that
document.
2. Doc2Vec Approach: This approach represents each document as a 100-dimensional
Doc2Vec Embeddings (paragraph vectors) generated from the dataset.
The choice for these approaches is motivated from the prior work of Lau and
Baldwin (2016), Orizu and He (2016), Eshbaugh-Soha (2010), Stewart and Zhukov (2009),
Grimmer and Stewart (2013), and Burscher (2016).
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3.2.3

Training the Doc2Vec Model

The Doc2Vec model is trained using the PV-DM algorithm’s implementation from
the gensim (version 3.4.0) library. The paragraph vectors are generated following Le and
Mikolov (2014) and, specifically with gensim as demonstrated by Rahurek’s GitHub
tutorial (gensim 2011/2018).

Figure 9: Creation of document vectors for all news articles
The important parameters of the Doc2Vec model tuned for this research are
window size, vector size, and number of epochs. The window size is the maximum distance
between the predicted word and context words used for prediction within a document. It is
set to 600 – just above the median length of each document in the dataset i.e. 584 as shown
in Figure 9. The vector size parameter specifies the dimensionality of the model. Le and
Mikolov have used dimensionality of 400 in their original Doc2Vec experiments with
IMDB dataset, but 100 dimensions are used in this research in order to reduce the
computational cost. The number of epochs is set to 600 based on the work of Lau and
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Baldwin (2016) who reported it to be the optimal value on the semantic similarity task.
Additionally, the min_count parameter used to specify the minimum threshold frequency
for ignoring words with a total frequency lower than that is set to one since articles are not
repeated in the dataset, and so, the labels will appear only once.
Figure 9 summarizes the creation of document vectors using the Doc2Vec PV-DM
model. The news articles are tagged with their respective unique ids and are shuffled to get
them in random order. The randomized tagged documents are then fed to the Doc2Vec
model, which builds the vocabulary for itself implicitly from the provided documents. The
model outputs a 2178 × 100 matrix where each row is a 100-dimensional vector
representing one of the documents, that are shown on the right-hand side.
A sanity check operation is then performed to ensure that the model is trained
correctly, and behaving as expected. In that, for each of the documents, a vector is inferred
from its text using the trained model, and the document vectors originally generated during
training are ranked in the order of similarity with this newly inferred vector. Out of 2178
articles, 2,037, i.e. ~94% articles match with its own document vector with rank 1. This is
not done to measure the accuracy of the model, but only to verify that the model is trained
correctly and is behaving as expected.
3.2.4

K-means clustering

As discussed in section 2.6.2 the K-means clustering algorithm partitions the
articles into a given number of clusters, K, using a similarity/distance measure between
two document representations (vectors), by iteratively maximizing the intra-cluster
similarity till a convergence is achieved. To achieve better runtime performance the
minibatch K-means clustering algorithm is used in the experiments of this research. For
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the purpose of this research, a variant of k-means clustering algorithm - mini-batch kmeans (Sculley, 2010) which is a faster version (B´ejar Alonso, J. et al. (2013) and the kmeans++ optimization (Arthur & Vassilvitskii, 2007) that initializes the centroids will be
used.
𝐶𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 is selected as the distance measure for this study as discussed in
section 2.6.1. However, the sklearn (version 0.19.1) implementation of the
MiniBatchKMeans algorithm by default uses the Euclidean distance, and doesn’t provide
a configuration option to change the distance measure. Hence, for this research, a wrapper
around the sklearn’s MiniBatchKMeans is implemented which takes a distance matrix as
an input. This wrapper first row-normalizes the data matrix with 𝑙2 norm, obtains a
Euclidean distance matrix from sklearn’s implementation of Euclidean distance and
squares it to get the equivalent of 𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 as described in section 2.6.1.
3.2.5

Number of clusters

To determine the optimal value of K, the elbow method (Guan et al., 2016) is used.
In the elbow method, various values of the K are tested and plotted to locate the “elbow
point” on the graph of within cluster sum of squared distances (WCSSD), also known as
inertia in the sklearn implementation of K-Means, against the linearly incrementing value
for K starting at 2. The elbow point is identified as the point at which the abrupt drop in
the error measure (inertia) is observed. The K-value of this elbow-point is considered the
optimal K-value. When there are ambiguous or no, or multiple elbow points observed, the
clustering is allowed to continue up to the value of K where empty clusters start occurring
and that K value is considered for clustering as it is providing the least WCSSD.
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3.2.6

Quality of clusters

As discussed in section 2.8, the clustering is validated by measuring the purity and
normalized mutual information gain (NMI). The two document representation approaches
are compared on these two metrics. If the elbow method is not able to provide an
unambiguous K value, the better performing of the two document representation
approaches is used to perform the hierarchical agglomerative clustering.
3.2.7

Hierarchical Agglomerative Clustering

The document representation approach that performed better in the K-means
clustering experiment is selected for the experiments with hierarchical agglomerative
clustering. Accordingly, the Doc2Vec model approach was selected to perform the
hierarchical clustering with (See Chapter 4 for comparison of n-gram and Doc2Vec
performances in K-means experiments). As discussed in section 2.6.4, Ward’s method is
used to determine the linkage matrix with the 𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (see Equation 1) as the
measure for computing proximity between two clusters. The results are visualized using
the dendrogram. The leaf nodes of the dendrogram are labeled with the true source names
of corresponding articles to visualize a spectrum-like view of relative placements of the
news articles based on their source.
In the scipy implementation of the Ward’s method, the coefficient of colligation is
summative and not averaged. Therefore, it is essential to standardize the dendrogram
before using it for estimating the optimal number of clusters. This is essential as the
summative coefficient colligation causes the clusters formed in subsequent merges to
always “look” more distant than those formed in preceding merges due to the higher
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number of points in them. To correct this effect, each coefficient of colligation in the output
linkage matrix is divided by the number of leaf nodes (points) in that cluster – thus
producing the standardized dendrogram which can now be safely used to visualize and
estimate the number of clusters.
3.2.8 Controlling for metadata variables
A subsample of the data was created using the articles from such authors who
contributed more than two articles in total (irrespective of which source they appear in),
termed as “major authors” in section 3.1.3. The clustering is then performed using the same
trained Doc2Vec model. The aim here was to explore the effect on clustering quality caused
by those articles which are written by authors with too few examples in the dataset, and
hence, which may be acting as noise. Such a difference in the clustering quality can indicate
to the role of author in determining similarity of articles, along with the news source. The
results of this experiment are represented in the second dendrogram (Figure 14) and
confusion matrix (Table 4).
To further explore the dependency of article-similarity on author, the variable
source was controlled for and clustering was performed separately on the articles from each
source. In this experiment, the author was used as true class label to evaluate the quality of
clustering. The aim here was to explore whether the clustering is dependent on the content
from individual authors or the common characteristics of respective news source
overshadow the individual differences (of style, opinion, and choices of words/phrases)
among its authors such that the articles from same source but different authors become
largely indistinguishable. Lesser the effect of individual authors on the clustering, more the

48
monotonousness of the source. The results of this experiment are measured in terms of
cluster purity and are presented in Table 5.

3.3

Summary

The data collection uses a web scraping method to get the news articles from selected
sources. After manual and semi-automatic cleaning of the data, preprocessing is performed.
The preprocessed data is represented in vector space with two different approaches – (a)
𝑡𝑓 − 𝑖𝑑𝑓 scores of bigrams, and trigrams (b) Doc2Vec embeddings of the news articles.
The documents are clustered using MiniBatchKMeans with K-means++ optimization with
all three document representations. The elbow method is applied to determine the optimal
value of K. When no unambiguous K can be determined by the elbow graph, the maximum
K value before the empty clusters start forming is adopted. The clustering qualities of the
two approaches are compared using purity and NMI metrics, and the better performing
approach is adopted for further clustering using HAC. The HAC experiments use Ward’s
linkage method with 𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 as the proximity measure. The resultant
dendrograms are standardized and used to determine the number of clusters. The clustering
experiment is repeated for first, a subset of data containing only major authors, and then,
by controlling from the source. The cluster quality is measured using purity. Lastly, PCA
is used for dimensionality reduction and the paragraph vectors are plotted in twodimensional space using squared Euclidean distance. The outlier articles and other articles
from their authors are highlighted. Finally, the relative placement of sources in twodimensional space is visualized by plotting their respective mean paragraph vectors in the
similar fashion.
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RESULTS AND DISCUSSION

This chapter reports the results obtained for the K-means clustering and exploratory
analysis performed using the hierarchical agglomerative clustering. In section 4.1 the
metrics for clustering quality in both word n-gram as well as Doc2Vec approaches are
reported. In that, first the results for elbow method showing inertia vs. K value are
discussed, followed by the results for the purity and NMI for cluster quality. The Doc2Vec
outperforms the n-gram approach in all metrics and hence, is chosen for further exploratory
analysis in section 4.2. The exploratory analysis with Ward clustering discusses the
placement of clustered articles on the dendrogram in relation to the metadata of the news
article, such as news source and author(s). Furthermore, the clustering results from
controlling for the metadata variables are discussed. Lastly the visualization of paragraph
vectors in two-dimensional space and results for identifying outliers are reported.

4.1

K-Means Clustering

This section reports and analyzes the results of K-means clustering using both
document representation approaches – n-grams and paragraph vectors with three metrics,
namely, inertia or WCSSD, purity and NMI.
As described in the following graphs and discussion, none of the metrics give out
clear unambiguous optimal value for K. However, in terms of both purity as well as NMI,
paragraph vectors consistently outperform the 𝑡𝑓 − 𝑖𝑑𝑓 vectors of top n-grams.
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Figure 10: Inertia vs. K for tf-idf n-gram model and Doc2Vec model
Figure 10 shows the progression of inertia with increasing K value for the n-gram
model and for Doc2Vec model. As both the figures show, the elbow-point is not clearly
identifiable in both the cases. For n-gram model, there appears a little patch of unstable
local minima between K=15 to K =25, however, the plateau is neither sustained nor stable.
In case of Doc2Vec model, although the curve is smoother, there is no clear elbow point.
This indicates that at no point in the incrementing the K value did K means discovered a
clearly delineated clustering configuration, but rather it improved the cluster quality only
marginally in every step of increasing K.
Moreover, in both the cases, the inertia keeps on consistently decreasing with K till
the very end where empty clusters start forming. This consistent decrease in the WithinCluster Sums of Squared Distance indicate that as K value increases, the data forms more
dense clusters. This may further be inferred as the clusters at a lower K-value were less
homogeneous clusters and were rather composed of many sub-clusters which consist of
points relatively closer to each other than to other points in the parent cluster.
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Another observation along with the decreasing inertia was that the cluster sizes
were very uneven. In that, at the K-value, where empty clusters start forming (K=620 –
K=650), fewer than 25 clusters contained roughly half of the data points, and remaining
majority of the clusters contained very few (from one to four) data points across multiple
runs with different random initializations. This observation was consistent across both the
models – n-gram as well as Doc2Vec. With the increasing K value, the algorithm has two
choices at the point of empty clusters formation. It could either form the dense clusters as
formed at the previous lower K values and leave the additional clusters empty, or, it could
split the data points into smaller clusters instead of leaving some clusters empty. This
choice of the algorithm depends on minimization of the objective function, i.e. minimizing
the inertia. Since the choice to leave a few additional clusters empty was made rather than
to split the points into separate smaller clusters, it can be inferred that the dense clusters
were so homogeneously grouped that splitting them into more smaller clusters would
actually add to the error rather than to reduce it.

Figure 11: Purity vs. K for tf-idf n-gram model and Doc2Vec model
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In Figure 11, the variation in the Purity measure with incrementing K is depicted
for n-gram and Doc2Vec models in left and right parts respectively. The Doc2Vec model
outperforms the n-gram model in terms of purity at all K values. At the K values near knee
points, the Doc2Vec model gives the purity value in the range of 0.72 – 0.75, whereas ngram model gives the purity in the range of 0.63 – 0.67 near its knee point. This indicates
that the paragraph vectors model not only produced a more homogeneous clustering at all
K values, but also achieved the equivalent purity value at comparatively much lower K
value than n-gram model. This means that the paragraph vector model captured the
underlying distinguishing features of the news articles better than the n-gram model.
However, in case of both the models, purity increases with the increasing K. This
can be explained by how the purity is calculated. The purity measure (see Equation 6) sums
the counts of data points for the majority class in each cluster and then divides this sum by
the total number of data points available. For a lower value of K, there are potentially more
points in each cluster than for a higher value of K. This means even the number of minority
class datapoints will be higher at a lower K as compared to higher K. This results in the
higher number of total minority class points across all clusters when K is smaller. On the
other hand, when K value is higher, the data points which remained as minority-class points
with smaller K, are now more likely to form a separate cluster and be the majority class in
that cluster. This results in overall increase in the majority-class data points. As a result,
purity measure’s numerator value increases with higher K. At the extreme end, if each
point is in a separate cluster all by itself, the purity will be at its maximum i.e. one.
Initially, the purity increases with K rapidly. However, after a small range of initial
K values, the purity grows only marginally at every step. These points of distinct shift in
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purity’s growth rate are referred to as knee points. A rapid increase in purity indicates that
a significant number of clusters that were clubbed together as minority-class data points
with some other majority class data points into its cluster are now separated into their own
clusters. On the other hand, when purity increases only marginally, it indicates that either
very small new clusters are being formed with the corresponding increase in K. Since the
purity is ever increasing with the K-value, it cannot be used in the tradeoff between number
of clusters and homogeneity of the formed clusters. Hence, NMI is the useful metric to
examine as discussed in section 2.8.2.

Figure 12: NMI vs. K for tf-idf n-gram model and Doc2Vec model
Figure 12 shows the variation in NMI with increasing K value. The curve for
Doc2Vec model is smoother than that for the n-gram model, as it was in the case of inertia
and purity. This indicates more consistent outcomes from the Doc2Vec model. The NMI
metric is particularly useful as it penalizes the higher number of clusters along with
rewarding higher homogeneity in the formed clusters, as discussed in section 2.8.2. Both
the NMI curves show a rapid increase in NMI with K, followed by a smooth peak formation
and then a consistent but less steep decline. The peak formation indicates the optimal value
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of K for trading off between homogeneity of clusters and the minimum optimal number of
clusters. The Doc2Vec model outperforms n-gram model in terms of peak NMI by roughly
the margin of 0.8 – 1.2. Another observation to note is that in the n-gram model’s case, the
penalty for higher K value is heavier in comparison to that in the Doc2Vec model whose
post-peak decline is not as steep as that of Doc2Vec model.
The K-means outcomes did not provide any unambiguous value for K. However,
there were few key observations detailed above that can be helpful in further analysis.
1. Doc2Vec model produces more consistent results than n-gram model across various K
values as seen in the smoother curves for all three metrics.
2. Doc2Vec model outperforms the n-gram model in terms of both metrics of evaluation
– purity as well as NMI.
3. Inertia keeps decreasing with increasing K up to the point where empty clusters start
forming.
4. At the point of formation of empty clusters, less than 25 clusters contain roughly half
of the total data points while remaining clusters having very few points in them. This
indicated that those few large clusters were homogeneous enough to not get split
instead of empty cluster formation.
5. From inertia and purity curves, it is clear that even though there is no clear
unambiguous K value that can be found with elbow method, the cluster homogeneity
is increasing consistently, as if in a stepwise fashion.
This makes it interesting to further explore how various data points are grouped
together step by step. This analysis can be done by applying the hierarchical agglomerative
clustering (HAC) to this dataset. As discussed in section 2.6.4, the Ward’s method is
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chosen for computing the linkage matrix of the HAC to be consistent in terms of distance
measure and objective function with K-means so that the interpretation of the results retains
its meaning.

4.2
4.2.1

Hierarchical Agglomerative Clustering

Clustering with news-source as true class label

The results of hierarchical agglomerative clustering are visualized using
dendrogram. Figure 13 shows the dendrogram for Ward HAC over entire dataset. Figure
14 shows the same for the subset of data that includes only the articles from authors who
contribute more than two articles. The dendrograms are cut at such a threshold distance
where there is a “jump” in the standardized coefficient of colligation. The number of
clusters is given by (Zambelli, 2016),
𝑘̂𝐷 = 𝑁 + 2 − 𝑎𝑟𝑔𝑚𝑎𝑥𝑖∈[2,𝑁] {𝑑𝑖 − 𝑑𝑖−1 }
Where, 𝐷 = {𝑑𝑖 | 1 ≤ 𝑖 ≤ 𝑁 } is the set of “jumps,” i.e. differences between the
successive coefficients of colligation.
Equation 8: Cutting the Dendrogram
Based on this cut, the number of cluster determined for full dataset clustering was
15. Similarly, the number of clusters determined for the major authors subset was 20, as
shown in Figure 14. The leaf nodes are labeled with news source of corresponding article
and are color coded for source name.
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Figure 13: Dendrogram of Ward Clusters – full dataset – leaf node labeled with source
and color coded as in Figure 4
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Figure 14: Dendrogram of Ward Clusters – major authors subset – leaf node labeled with
source and color coded as in Figure 4
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C-ID NYT BG

WP CNN CHT LAT WSJ FOX NYP

Total

Purity

0

170

20

12

0

18

0

0

1

0

221 0.769231

1

180

23

11

12

16

0

0

0

0

242 0.743802

2

5

3 171

29

24

2

0

0

0

234 0.730769

3

9

68

0

8

9

0

0

0

0

94 0.723404

4

8

0

0

131

21

5

0

0

0

165 0.793939

5

5

0

0

84

19

7

0

0

0

115 0.730435

6

6

0

0

31

94

23

6

0

0

160 0.5875

7

7

0

0

25

31

86

0

0

0

149 0.577181

8

0

0

0

0

10

6

0

0

0

16 0.625

9

0

0

0

21

0

0

51

0

0

72 0.708333

10

0

0

0

4

64

160

0

9

0

237 0.675105

11

0

0

0

9

30

8

0

0

133

180 0.738889

12

0

0

0

0

21

0

11

84

0

116 0.724138

13

0

0

0

0

0

27

1

0

13

41 0.658537

14

0

0

0

4

5

10

7

9

101

136 0.742647

114 194

358

362

334

76

103

247

2178 0.711662

Total

390

NMI = 0.5159
Table 3: Confusion matrix of Ward clusters – full dataset
Table 3 shows the confusion matrix for the clustering outcome of the Ward’s
method for the entire dataset (Figure 13 dendrogram). Table 4 shows the same information
for major authors subset (Figure 14 dendrogram). Each row represents a cluster out of the
15 clusters formed while each column represents a news source out of nine sources. Every
cell (𝑖, 𝑗) contains the number of articles from the 𝑗 𝑡ℎ source assigned to the 𝑖 𝑡ℎ cluster.
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The last column shows purity of individual clusters, which is the ratio of number of data
points in that cluster belonging to the majority-class, to the total number of data points in
that cluster. The last row shows the total number of articles from respective source of that
column and the overall purity of the clustering in the last column. A cluster having a source
as its majority class is referred to as “a cluster of that source” in the analysis that follows.
From careful inspection of Figure 13 and Table 3, following observations are noted.
a. New York Times and New York Post are placed on the two extremes of the spectrum
formed on the leaf nodes of dendrograms and no cluster of either of them has any
article common in them. In other words, these two news sources never overlap
despite comparable number of articles and number of authors.
b. Clusters of Chicago Tribune and LA Times are significantly less homogeneous (< 0.7)
than those of other sources. Notably, Chicago Tribune and LA Times are the sources
with maximum number of authors and maximum number of shared authors.
c. Chicago Tribune has the highest number of articles in the clusters other than its own
majority clusters and is present in 13 out of 15 clusters. In other words, it is the most
spread out source, followed by the LA Times and then by CNN in this regard.
d. From observations (b) and (c) considered together, Chicago Tribune followed by LA
Times can be seen as least polarized news source with most diverse set of authors at
least in the dataset under consideration.
e. Closer inspection of clustering assignment revealed that most of the same-source
articles that grouped in different clusters do not share their author.
f. Most of the non-majority class articles in a cluster were found to either have shared
author with the majority-class articles in that cluster, or be contributed by an author
who contributes not more than two articles in total.

60
C-ID

NYT BG WP CNN CHT LAT WSJ FOX NYP

Total

Purity

0

76

1

2

0

5

0

0

0

0

84

0.904762

1

2

28

8

0

2

0

0

0

0

40

0.7

2

57

0

14

2

7

0

0

0

0

80

0.7125

3

0

0

61

5

9

0

0

0

0

75

0.813333

4

0

0

43

0

0

11

0

0

0

54

0.796296

5

0

0

2

50

0

4

0

0

0

56

0.892857

6

0

0

0

80

13

9

0

0

0

102

0.784314

7

0

0

0

0

25

8

0

0

0

33

0.757576

8

0

0

0

0

18

5

0

0

0

23

0.782609

9

0

0

0

0

6

29

0

0

0

35

0.828571

10

0

0

0

0

53

13

0

0

0

66

0.80303

11

0

0

0

0

14

5

0

0

0

19

0.736842

12

0

0

0

0

7

36

0

0

0

43

0.837209

13

0

0

0

0

0

0

8

0

0

8

1.0

14

0

0

0

0

3

6

0

27

0

36

0.75

15

0

0

0

0

4

62

0

0

6

72

0.861111

16

0

0

0

0

0

4

0

22

0

26

0.846154

17

0

0

0

0

3

12

0

0

140

155

0.903226

18

0

0

0

0

2

0

8

0

0

10

0.8

19

0

0

0

0

0

6

0

0

49

55

0.890909

29 130

137

171

210

16

49

195

1072

0.780783

Total

135

NMI = 0.6153
Table 4: Confusion matrix of Ward clusters – major authors subset
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The major authors subset was formed by removing from the entire dataset the
articles, which were written by such authors who contribute not more than two articles.
The underlying hypothesis was that the authors who contribute only one or two articles are
not known to be consistent contributors for that source and thus, are less likely to be the
representative of the source as well as not providing enough examples of their own distinct
language.
Table 4 shows the confusion matrix for the Ward clustering assignment from the
dendrogram in Figure 14. From Table 4, following observations are noted.
a. The overall purity of the clustering is significantly improved from 0.71 to 0.78. Which
can be attributed to the removal of potential singleton clusters which were being
clubbed as non-majority class data points in other clusters.
b. Clusters of significantly small sizes such as eight are revealed along with large clusters
of size 155, 102, etc. These cluster sizes are proportional to the ratio of number articles
to the number of authors from the respective news sources. An interesting example here
is that of New York Post, Chicago Tribune and LA Times. All three of them have
comparable number of articles but the number of authors is much smaller for New York
Post (22) as compared to Chicago Tribune (61) and LA Times (39). This resulted in
multiple small clusters for Chicago Tribune and LA Times but fewer and dense clusters
for New York Post.
c. From the presence of articles from a source as a non-majority class articles in the cluster
of another source, the overlap among the sources can be inferred. In this regard, sources
with more common authors appear to overlap more. Sources like Chicago Tribune
which have some shared authors with almost all other sources tend to overlap with
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almost all these sources. Whereas, sources like New York Times which have some
common authors with only a few sources (Boston Globe & Washington Post) tend to
overlap with only those sources and not with sources like New York Post and Fox News
with whom they have no common authors.
d.

From observations (a), (b), and (c), it can be inferred that the articles from same authors
are close to each other as compared to the articles from other authors. Moreover, among
the articles from other authors, the articles from same source but different authors are
closer to each other than the articles from different authors as well as different source.

e. The clusters formed on the extreme ends of the spectrum are more pure and have less
overlap with each other, whereas the clusters formed in the middle tend to overlap more.
This indicates that the method used for quantifying the document representation is more
efficient in identifying/delineating the extremes more than it is to distinguish between
the nuanced center.
4.2.2

Controlling for the news-source - author as true class

In the previous section, some of the lack of purity was explained by the presence
of such authors who contribute too few number of articles. Most of the remaining lack of
purity was observed to be coming from shared authors among sources. Hence, the
clustering is performed using major authors subset data and controlling for the variable
source. So, the articles from each source are separately clustered using the author as the
true class label. The number of clusters was set to number of authors. Table 5 summarizes
the results.
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The key observation is that the purity value is increased for all sources as compared
to when all the sources were merged. This indicates that labeling with authors as true class
mitigates for the shared author problem when controlled for sources.
Source

Number of articles Number of clusters Majority class count

Purity

BG

29

15

26

0.8965

CHT

171

61

151

0.8830

CNN

137

23

124

0.9051

FOX

49

17

45

0.9183

LAT

210

39

184

0.8714

NYT

135

31

124

0.9185

NYP

195

22

181

0.9282

WSJ

16

3

14

0.8750

WP

130

17

115

0.8846

Table 5: Results for source controlled clustering using authors as true class labels
Although only the articles from major authors are considered, some authors meet
the major author category of minimum three articles by tiny margins and even those articles
are distributed across multiple (generally two) sources. So, when controlled for source,
there may remain some articles whose authors contribute only once or twice within a source.
For instance, author Aaron Blake contributed 16 articles, of which 12 were in The Chicago
Tribune, three in The Washington Post, and one in The Boston Globe. This causes the
source controlled data subset for Boston Globe to have an only article from this author.
Such aberrations are primary explanation in the misclassification of source controlled data
subsets.
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The increased homogeneity of clusters when the variable source is controlled,
corroborates the observation (d) in the observations about confusion matrix for major
author data subset, that the articles from same authors are close to each other as compared
to the articles from other authors. Moreover, among the articles from other authors, the
articles from same source but different authors are closer to each other than the articles
from different authors as well as different source.
4.2.3

Paragraph vectors of articles and news sources in 2-D space

After the Doc2Vec model is trained, and the document vectors are generated, two
types of visual analysis were performed using principal component analysis (PCA). PCA
is the dimensionality reduction technique that identifies the n such dimensions along which
the variance of the data is maximized using the eigenvectors and eigenvalues of the data
matrix (number of samples × number of dimensions). To visualize the document vectors
in the two-dimensional space, the PCA implementation from sklearn library of Python is
used with number of components parameter set to 2.
Once the two-dimensional transformed vectors are available, they are plotted as a
scatterplot in the Euclidean space. Then, 10 farthest points having maximum squared
Euclidean distance in between their 𝑙2 normalized form and the 𝑙2 normalized form of the
median of all document vectors are identified as the “outliers.” The distance measure
squared Euclidean distance between 𝑙2 normalized vectors is chosen because it is
equivalent to the 𝑐𝑜𝑠𝑖𝑛𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (see Equation 3), which is used for clustering. Using
this distance measure to determine outliers maintains the consistency of interpretation
between clustering results and visualization in the Euclidean space. These outlier points
are labeled with their news source and their unique id in the dataset. The points are color
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coded according to their authors and points for other articles written by these authors are
also highlighted with the same color code on the scatterplot.
Lastly, to derive an approximation of where the different news sources are placed
relative to each other in the two-dimensional space, the mean vector of each new source is
computed and then these nine vectors are plotted on the scatterplot in the same fashion as
described above for the individual document vectors. The diameter of the circle identifying
a news source is proportional to the number of articles from that news source.

Figure 15: PCA visualization of paragraph vectors in 2-D space
Figure 15 shows the scatterplot with outliers labeled with their news source and
article id in the dataset, and are color coded by their author while also highlighting other
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articles by that author with same color code. In the figure, seven out of the ten outliers
appear only once, i.e. contribute only one article, which is the outlier. One of the remaining
three, Jeffrey Gettleman appears twice, however, the non-outlier article from this author is
also somewhat on the fringe of the scatterplot. Out of the two remaining authors, Mark
Berman contributes to Washington Post and Adam Liptak to The New York Times as well
as the Boston Globe. These outlier articles signify the not-so-mainstream content and/or
language. Thus, can be useful to identify fringe or non-mainstream authors as well as such
otherwise mainstream authors who occasionally may contribute to the fringes.
Source BG

CHT

CNN

FOX

LAT

NYP

NYT

WP

BG

0

CHT

0.244

0

CNN

0.230

0.103

0

FOX

0.369

0.240

0.346

0

LAT

0.348

0.159

0.200

0.358

0

NYT

0.427

0.314

0.387

0.225

0.307

0

NYP

0.232

0.336

0.282

0.469

0.463

0.492

0

WSJ

0.295

0.189

0.200

0.277

0.352

0.384

0.405

0

WP

0.438

0.330

0.366

0.341

0.290

0.302

0.457

0.427

WSJ

0

Table 6: Cosine distances between the average paragraph vectors of news sources –
column and row headers are news source codes, abbreviated following the convention in
Table 2
Figure 16 depicts the news sources placed in the Euclidean space with relative
positions corresponding to the distance between the 𝑙2 normalized mean vector of all their
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corresponding article vectors. The diameters of marker circles are proportional to number
of articles in the dataset belonging to the respective sources. Table 6 shows the cosine
distances between all these 100-dimensional average vectors of all the sources.

Figure 16: PCA visualization of mean paragraph vectors of news sources in 2-D space
The New York Times is most distinctly far away from all other sources, followed by
the Boston Globe, which is nearest to The New York Times. The Chicago Tribune is roughly
at the center or middle of the relative placements, followed by the CNN which is slightly
overlapping with The Chicago Tribune but leaning towards the direction of The New York
Times. Similarly, the New York Post is distinctly situated farthest from the supposed center
on the opposite side of The New York Times, followed by the Fox News.
If this placement of paragraph vectors is compared with the spectrum from Figure 1, It
can be inferred that the relative placement of news sources using paragraph vectors
roughly coincides with the relative placement of news sources on the ideological
spectrum based on the consistent political leanings among their consumers.

68

CONCLUSIONS

This chapter summarizes the findings and conclusions obtained from this exploratory
study. The conclusions from K-means experiments are reported, followed by the
comparison of the two document representation approaches. Then, the conclusions from
the hierarchical clustering experiments with respect to effect of various metadata variables
follow. Lastly, the inferences from the 2-D visualization of paragraph vectors are
summarized.

5.1

K-Means Clustering

The paragraph vectors approach for document representation outperforms the ngram approach in terms of both metric purity and NMI significantly. So, it is chosen for
further exploratory analysis with the hierarchical agglomerative clustering. It also indicates
that the Doc2Vec model better captures the distinguishing features of underlying news
articles, in terms of analyzing polarization. Paragraph vectors also produce more consistent
results across K values, resulting in smoother curves for inertia, purity and NMI against K.
This indicates the 𝑡𝑓 − 𝑖𝑑𝑓 word n-grams model for document representation is relatively
more vulnerable to the uncertainty factor in the K-means, due to initialization conditions.
Empty clusters start forming at about the same range of K-value for both paragraph
vectors as well as word n-grams approach. The cluster sizes are significantly uneven at the
point where empty clusters start forming in such a way that a small number of dense
clusters hold large proportion of the data while most of the remaining emerging clusters
with high K-value contain very points in each of them. Formation of empty clusters with
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such variation in cluster sizes indicates that the objective function is better optimized by
keeping the already formed clusters intact rather than to split some of them for the increased
value of K. This reflects the underlying structure of clusters existing in the data.
To further analyze the step-wise formation of clusters through sequential mergers,
hierarchical clustering is performed.

5.2

Hierarchical Agglomerative Clustering

The clusters for the sources with higher number of authors and higher number of
authors shared with other sources tend to be less homogeneous compared to the sources
with comparable number of articles but lesser number of authors shared with other sources.
E.g. Chicago Tribune vs. The New York Times.
Articles that appear in the clusters where their source is not the majority class label,
are generally from the authors, who’s articles do not appear anywhere else. This is seen
especially in the cases of authors who contribute only one or two articles to the dataset.
Another explaining factor for articles appearing in the clusters with a different source as
its majority class is the shared authors between these sources.
Sources with higher number of authors and higher number of other sources with
whom they share some authors are more overlapped with other sources, or in other words,
appear throughout a larger stretch of the spectrum. Conversely, the sources with
comparable number of articles as well comparable number of authors but with lesser
number of other sources with whom they share some authors tend to be more limited in the
stretch of the spectrum through which they appear. For instance, The New York Times and
the New York Post appear mostly in the opposite end parts of the spectrum and hardly
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overlap, whereas Chicago Tribune, LA Times, and CNN appear throughout the larger
stretches of the spectrum in that order.
All three of these observations indicate the dependency of article-similarity on the
author of the article. To explore this further, the clustering was performed with major
authors subset of the data. In this experiment Purity as well as NMI increased as compared
to the entire dataset. This observation corroborates with the reasoning that the articles from
the authors who contribute only one or two articles were the greater source of error in
classification compared to other articles, when error was measured in terms of sources as
true class label.
Similarly, the substantial increase in the purity and NMI when the source variable
is controlled for and author is used as true class label for measuring the clustering quality.
This corroborates the other part of the reasoning that the articles from authors shared
among different sources cause more error in clustering than other articles. Also, the articles
became more distinguishable for all sources when the source variable was controlled for.
This shows that although some of the sources overlap less with other sources (more
polarized), none of them is monotonous in terms of their authors.
Hence, it is reasonably inferred that the paragraph vector model learns the features
of the news articles in such a way that the articles from same authors are close to each other
than the articles from other authors in general, and among the articles from other authors,
those from the same news source are closer to each other than from the articles from
different news sources, when clustered with Ward’s method for hierarchical clustering.
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5.3

Paragraph vectors of articles and news sources in 2-D space

The visualization of the paragraph vectors of individual articles with marked
outliers from Figure 15 suggested that the content and/or language of the fringe or not-somainstream side are exhibited mostly by infrequent contributors/authors to the news
sources. However, occasionally, frequent authors, significant proportion of who’s
content/language has been in the main stream, can also be seen exhibiting fringe-like
content/language and the paragraph vectors model can identify such instances separately
from their usual mainstream content/language.
Lastly, the relative positioning of various news sources based on their mean
paragraph vector derived from the mean of paragraph vectors of their constituent individual
articles as depicted in Figure 16 showed somewhat similarity in the relative nearness
among the different news sources in the ideological spectrum derived by the Pew research
center by surveying consistent political leanings of the consumers of respective news
sources, as shown in Figure 1.
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