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Abstract: We present uniqueness and existence in weighted Sobolev spaces
of the equation
ut = (auxx + bux + cu) + ξ|u|
1+λB˙, t > 0, x ∈ (0, 1)
with initial data u(0, ·) = u0 and zero boundary data. Here λ ∈ [0, 1/2), B˙
is a space-time white noise, and the coefficients a, b, c and the function ξ
depend on (ω, t, x) and the initial data u0 depends on (ω, x).
More importantly, we obtain various interior Ho¨lder regularities and
boundary behaviors of the solution. For instance, if the initial data is in
appropriate Lp spaces, then for any small ε > 0 and T <∞, almost surely
ρ−1/2−κu ∈ C
1
4
−
κ
2
−ε, 1
2
−κ−ε
t,x ([0, T ]× (0, 1)), ∀κ ∈ (λ, 1/2), (0.1)
where ρ(x) is the distance from x to the boundary. Taking κ ↓ λ, one gets
the the maximal Ho¨lder exponents in time and space, which are 1/4−λ/2−ε
and 1/2−λ− ε respectively. Also, letting κ ↑ 1/2, one gets better decay or
behavior near the boundary.
MSC 2010 subject classifications: 60H15, 35R60..
Keywords and phrases: Nonlinear stochastic partial differential equa-
tions, Space-time white noise, Boundary behavior, Interior Ho¨lder regular-
ity..
1. Introduction
In this article we present the unique solvability theory in Sobolev spaces and
interior Ho¨lder regularities of the solution to the zero-boundary value problem
of the equation
du = (auxx + bux + cu) dt+ ξ|u|1+λdBt, t > 0, x ∈ I ; u(0, ·) = u0, (1.1)
where 0 ≤ λ < 12 , I = (0, 1) and Bt is a standard cylindrical Brownian motion
on L2(I). The initial data u0 = u0(ω, x) is nonnegative, ξ is a bounded function
depending on (ω, t, x), and the coefficients a, b, c are measurable in (ω, t) and
twice differentiable in x.
∗Supported by Samsung Science and Technology Foundation under Project Number SSTF-
BA1401-02.
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Here is a short description on the related works. The equation of type
du = uxx dt+ |u|γ dBt, t > 0, x ∈ R (1.2)
has been considered as one of main problems in the theory of SPDEs and has
been intensively studied. See e.g. [2, 9, 15, 14, 16, 17, 18, 19]. If γ = 1/2
then equation (1.2) describes the super-process (or Dawson-Watanabe process),
and strong uniqueness of non-negative solution was proved in [19]. If γ ∈
(0, 3/4), then non-uniqueness can hold among signed solutions, and the unique-
ness among non-negative functions is still open (see [16, 17]). If γ ∈ (3/4, 1)
then existence of weak solution and path-wise uniqueness was obtained in [18],
and if γ ∈ [1, 3/2) then long time existence was proved in [14] (on unit circle)
and [9] (on R).
We remark that all of above articles handle equation (1.2) on either R or unit
circle S1, and to the best of our knowledge, general theory handling equation
(1.1) in a domain with non-empty boundary is not available in the literature.
Comparing (1.1) and (1.2), note that γ = 1 + λ, and our equation is much
general than (1.2) in the sense that the coefficients a, b, c and the function ξ are
allowed to depend on (ω, t, x). Under the assumptions described below (1.1), we
prove that if a nonnegative function u0 belongs to a Sobolev space U
1/2−κ
p,θ (I),
κ ∈ (λ, 1/2), then the equation has a unique strong solution in H1/2−κp,θ,loc(I,∞).
See Definition 2.4 for the notations. We only mention that 1/2−κ represents the
number of differentiability, p represents the summability, and θ is the parameter
controlling the decay near the boundary.
We also obtain various interior Ho¨lder regularities of solutions. For instance,
(recall ρ(x) = dist(x, ∂I)) our result says that if κ ∈ (λ, 1/2), p > 6(1− 2κ)−1,
θ ∈ (0, p), and
ρ
1+θ
p −1u0, ρ
1+θ
p Dxu0 ∈ Lp(Ω× I), (1.3)
then for any α, β satisfying 1p < α < β < (
1
4 − κ2 − 12p ),
|ρ−1/2−κ+ θ−1p u|Cα−1/p([0,T ];C1/2−κ−2β−1/p(I) <∞, (a.s.). (1.4)
Note that, due to Hardy’s inequality, (1.3) holds for any θ > 0 if u0 ∈ Lp(Ω; W˚ 1p (I)).
Thus if u0 ∈ ∩p>1Lp(Ω; W˚ 1p (I)) then by taking θ = 1 and p sufficiently large in
(1.4) we get (0.1), that is,
ρ−1/2−κu ∈ C
1
4−
κ
2−ε,
1
2−κ−ε
t,x ([0, T ]× (0, 1)), ∀κ ∈ (λ, 1/2).
This certainly implies (a.s.)
ρ−1/2−λu ∈ C
1
4−
λ
2−ε,
1
2−λ−ε
t,x , ∀ small ε > 0,
and for any ε > 0,
sup
t≤T
|u(t, x)| ≤ N(ω)ρ1−ε(x).
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In general, if (1.3) holds for a particular couple (p, θ) then one can get the
corresponding decay near the boundary from (1.4). Actually, our condition on
u0 is much weaker than (1.3).
We finish the introduction with the notation used in the article. N and Z
denote the natural number system and the integer number system, respectively.
As usual R stands for the set of all real numbers, and R+ = {x ∈ R : x > 0}. For
p ∈ [1,∞), a normed space F , and a measure space (X,M, µ), Lp(X,M, µ;F )
denotes the space of all F -valued Mµ-measurable functions u so that
‖u‖Lp(X,M,µ;F ) :=
(ˆ
X
‖u(x)‖pF µ(dx)
)1/p
<∞,
where Mµ denotes the completion of M with respect to the measure µ. For
α ∈ (0, 1] and T > 0, Cα([0, T ];F ) denotes the set of F -valued continuous
functions u such that
|u|Cα([0,T ];F ) = sup
t∈[0,T ]
|u(t)|F + sup
s,t∈[0,T ]
|u(t)− u(s)|F
|t− s|α .
We use “:=” to denote a definition. For a, b ∈ R, a ∧ b := min{a, b}, a ∨ b :=
max{a, b}. By F and F−1 we denote the one-dimensional Fourier transform and
the inverse Fourier transform, respectively. That is, F(f)(ξ) := ´
R
e−ixξf(x)dx
and F−1(f)(x) := 12pi
´
R
eiξxf(ξ)dξ.
N and c denote generic constants which can differ from line to line and if we
write N = N(a, b, . . .), then this means that the constant N depends only on
a, b, . . .. Finally, for functions depending on ω, t, and x, the argument ω ∈ Ω
will be usually omitted.
2. Main result
Let (Ω,F , P ) be a complete probability space, {Ft, t ≥ 0} an increasing filtration
of σ-fields Ft ⊂ F satisfying the usual conditions, and Bt a standard cylindrical
Brownian motion on L2(I) relative to Ft.
Let {ηk : k = 1, 2, · · · } be an orthonormal basis on L2(I). Then (see e.g.
[1, 9]) there exists a sequence of independent one-dimensional Wiener processes
{wkt : k = 1, 2, · · · } such that dBt =
∑
k ηkdw
k
t and equation (1.1) becomes
du = (auxx + bux + cu) dt+
∞∑
k=1
ξ|u|1+ληkdwkt . (2.1)
Moreover, the series of stochastic integrals does not depend on the choice of
{ηk}. Thus, without loss of generality, we may assume that ηk is bounded for
each k.
To present our results, we introduce some related function spaces and their
properties. For p > 1 and γ ∈ R, let Hγp (R) denote the class of all tempered
distributions u on R such that
‖u‖Hγp := ‖(1−∆)γ/2u‖Lp <∞,
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where
(1−∆)γ/2u = F−1
(
(1 + |ξ|2)γ/2F(u)
)
.
The space Hγp (l2) = H
γ
p (R; l2) is defined similarly for l2-valued functions g =
(g1, g2, · · · ), that is,
‖g‖Hγp (l2) := ‖|(1−∆)γ/2g|l2‖Lp .
It is well known (see e.g. [9, Section 8.3]) that if κ ∈ (0, 1/2), then we have
(1−∆)(−1/2−κ)/2 u = c(κ)
ˆ
R
Rκ(x− y)u(y)dy, (2.2)
where
Rκ(x) := |x|−(1−2κ)/2
ˆ ∞
0
t−(5−2κ)/4e−tx
2− 14t dt. (2.3)
Observe thatR decays exponentially fast as |x| → ∞, and behaves like |x|−(1−2κ)/2
near x = 0. Thus
‖Rκ‖L2r <∞ if and only if r <
1
1− 2κ. (2.4)
For x ∈ I, denote ρ(x) = dist(x, ∂I) = min{x, 1−x}. We choose an infinitely
differentiable function ψ(x) which is comparable to ρ(x) in I, that is, there is a
constant c > 0 such that
c−1ψ(x) ≤ ρ(x) ≤ cψ(x), ∀x ∈ I. (2.5)
Note that any smooth function ψ satisfies (2.5) if ψ(0) = ψ(1) = 0, ψ > 0 in I,
ψ′(0) > 0, and ψ′(1) < 0. Next we fix a nonnegative function ζ ∈ C∞c (R+) such
that ∑
n∈Z
ζp(enx) > c > 0, ∀x ∈ R+, (2.6)
where c is a constant. It is easy to check that any non-negative function ζ
satisfies (2.6) if ζ > 0 on [en, en+1] for some n ∈ Z. For x ∈ R and n ∈ Z, define
ζn(x) =
{
ζ(enψ(x)) : x ∈ I
0 : x 6∈ I.
Note that ζn(x) = 0 if x ∈ I and is sufficiently close to ∂I. Thus,
ζn ∈ C∞c (I), sup
x∈R
|Dmx ζn(x)| ≤ Nemn.
For any distribution u on I, since ζn ∈ C∞c (I), we can define uζn as a distribution
on R. For γ, θ ∈ R and p > 1, let Hγp,θ(I) denote the set of all distributions u
on I such that
‖u‖p
Hγp,θ(I)
:=
∑
n∈Z
enθ‖ζ−n(en·)u(en·)‖pHγp <∞. (2.7)
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Similarly, for l2-valued functions g = (g
1, g2, · · · ), we define
‖g‖p
Hγp,θ(I,l2)
:=
∑
n∈Z
enθ‖ζ−n(en·)g(en·)‖pHγp (l2).
Denote
Lp,θ(I) := H
0
p,θ(I), Lp,θ(I, l2) := H
0
p,θ(I, l2).
The spacesHγp,θ(I) are independent of the choice of ψ and ζ (see [11, 13]) and the
norms introduced by other choices of ψ and ζ are all equivalent. In particular,
it is easy to check that if γ is a non-negative integer then
‖u‖p
Hγp,θ(I)
∼
∑
k≤γ
ˆ
I
|ρk(x)Dku(x)|pρθ−1(x)dx, (2.8)
where Dku is the k-th derivative of u with respect to x. Indeed, for instance if
γ = 0, then by (2.7) and the change of variables enx→ x,
‖u‖pLp,θ(I) =
ˆ
I
[
∞∑
n=−∞
en(θ−1)|ζ(e−nψ(x))|p
]
|u(x)|pdx.
Thus for (2.8) with γ = 0, we only use the fact (see [11, Remark 1.3] for detail)
that for any η ∈ C∞c (R+),∑
n∈Z
en(θ−1)|η(e−nψ(x))|p ≤ Nψθ−1(x),
and the inverse inequality also holds if η satisfies (2.6). Similarly, one can prove
(2.8) with direct calculations for any non-negative integer.
Remark 2.1. Since the choice of ζ does not affect the norm of Hγp,θ(I), consid-
ering ζ2 in place of ζ, we can choose ζ such that both ζ and ζ1/2 satisfy (2.6).
Also, since ζ has compact support in R+, ζ−n(x) = 0 for all large n (say for
n ≥ n0) and thus it is enough to consider only n ≤ n0 in the summation of
(2.7). It follows from (2.7) that if θ1 < θ2 then
‖u‖Hγp,θ2(I) ≤ N(ζ, θ1, θ2, p)‖u‖Hγp,θ1(I). (2.9)
For real-valued functions a = a(x) and l2-valued functions b = (b
1(x), b2(x), · · · ),
and n = 0, 1, 2, · · · denote
|a|Cn = |a|n =
∑
0≤k≤n
sup
x∈I
|Dka(x)|, |b|Cn(l2) = |b|n,l2 =
∑
0≤k≤n
sup
x∈I
|Dkb(x)|l2 .
Also we define interior Ho¨lder norm
|a|(0)n =
∑
0≤k≤n
sup
x
|ψkDka|, |b|(0)n,l2 =
∑
0≤k≤n
sup
x
|ψkDkb|l2 .
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Obviously, since ψk is bounded,
|a|(0)n ≤ N(ψ, n)|a|n.
Below we collect some other facts on the space Hγp,θ(I). See [11, 8, 13] for
further properties of the weighted Sobolev space. For α ∈ R, we write f ∈
ψαHγp,θ(I) if ψ
−αf ∈ Hγp,θ(I).
Lemma 2.2. Let θ, γ ∈ R and p > 1.
(i) The space C∞c (I) is dense in H
γ
p,θ(I).
(ii) (interior Ho¨der estimate). Let γ−d/p = m+ ν for some m = 0, 1, · · · and
ν ∈ (0, 1]. Then for any i ∈ {0, 1, · · · ,m}, we have
|ψi+θ/pDiu|C(I) + |ψm+ν+θ/pDmu|Cν(I) ≤ N‖u‖Hγ
p,θ
(I).
(iii) Let α ∈ R. Then ψαHγp,θ+αp(I) = Hγp,θ(I),
‖u‖Hγp,θ(I) ≤ N‖ψ
−αu‖Hγp,θ+αp(I) ≤ N‖u‖Hγp,θ(I).
(iv) The operators Dx : H
γ
p,θ−p(I)→ Hγ−1p,θ (I) and D2x : Hγp,θ−p(I)→ Hγ−2p,θ+p(I)
are bounded. Moreover
‖ux‖Hγ−1p,θ (I) + ‖uxx‖Hγ−2p,θ+p(I) ≤ N‖u‖Hγp,θ−p(I).
(v) (point-wise multiplier). If n is an interger such that n ≥ |γ|, we have
‖au‖Hγp,θ(I) ≤ N(γ, n)|a|
(0)
n ‖u‖Hγp,θ(I),
‖bu‖Hγp,θ(I,l2) ≤ N(γ, n)|b|
(0)
n,l2
‖u‖Hγp,θ(I).
(vi) (multiplicative inequality). Let
κ ∈ [0, 1], pi ∈ (1,∞), γi, θi ∈ R, i = 0, 1,
γ = κγ1 + (1− κ)γ0, 1/p = κ/p1 + (1− κ)/p0,
θ/p = θ1κ/p1 + θ0(1 − κ)/p0.
Then we have
‖u‖Hγp,θ(I) ≤ ‖u‖
κ
H
γ1
p1,θ1
(I)‖u‖1−κHγ0p0,θ0 (I).
(vii) (duality). Let
γ′ = −γ, 1/p+ 1/p′ = 1, θ/p+ θ′/p′ = 1.
Then
(Hγp,θ(I))
∗ = Hγ
′
p′,θ′(I).
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(viii) (complex interpolation). For κ ∈ (0, 1), p ∈ (1,∞), γi, θi ∈ R, i = 0, 1,
θ = κθ1 + (1− κ)θ0, γ = κγ1 + (1− κ)γ0,
we have [Hγ0p,θ0(I), H
γ1
p,θ1
(I)]κ = H
γ
p,θ(I).
Proof. All the results above are proved by Krylov [11, 8] in the half line (or half
space) and extended to general domain by Lototsky [13]. In the half line, the
spaceHγp,θ(R+) is defined by (formally) taking ψ(x) = x so that ζ−n(e
nx) = ζ(x)
and (2.7) becomes
‖u‖p
Hγp,θ(R+)
:=
∑
n∈Z
enθ‖ζ(x)u(en·)‖p
Hγp
.
We also remark that all the Krylov’s proofs in [11, 8] work in I with almost no
changes if one replaces ζ(x) there by ζ−n(e
nx) = ζ(e−nψ(enx)). 
Corollary 2.3. (i) Let γ1 < γ2 < γ3 and θ1 > θ2 > θ3. Then for any ε > 0,
there exists N = N(γi, θi, ε) > 0 (i = 1, 2, 3) such that
‖u‖Hγ2p,θ2(I) ≤ ε‖u‖Hγ3p,θ3(I) +N‖u‖Hγ1p,θ1(I).
(ii) Let γ, θ ∈ R and 1 < p < q. Then
Hγq,θ(I) ⊂ Hγp,θ(I). (2.10)
Proof. (i) Take κ ∈ (0, 1) such that θ2 = κθ3 + (1 − κ)θ1, and put γ0 :=
κγ3 + (1 − κ)γ1. Then by Lemma 2.2 (vi),
‖u‖Hγ0p,θ2(I) ≤ ‖u‖
1−κ
H
γ3
p,θ3
(I)
‖u‖κHγ1p,θ1(I).
Therefore, the claim follows if γ2 ≤ γ0. Now, assume γ2 > γ0. Take κ′ ∈ (0, 1)
such that
γ2 = κ
′γ3 + (1− κ′)γ1.
Since γ3 > γ1 and κ
′γ3+(1−κ′)γ1 = γ2 > γ0 = κγ3+(1−κ)γ1, we have κ′ > κ.
Thus,
θ′ := κ′θ3 + (1− κ′)θ1 < κθ3 + (1− κ)θ1 = θ2.
Therefore, by (2.9) and Lemma 2.2 (vi),
‖u‖Hγ2p,θ2(I) ≤ N‖u‖Hγ2p,θ′(I) ≤ N‖u‖
1−κ′
H
γ3
p,θ3
(I)
‖u‖κ′Hγ1
p,θ1
(I).
(ii) Due to Lemma 2.2 (iii), for any p′ > 1, u ∈ Hγp′,θ(I) if and only if
ψ(θ−1)/pu ∈ Hγp′,1(I). Therefore, considering ψ(θ−1)/pu in place of u, we may
assume that θ = 1.
By (2.8) and Ho¨lder inequality, we get (2.10) if γ is any non-negative integer.
The result for non-negative integers and complex interpolation (Lemma 2.2
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(viii)) prove (2.10) for any γ ≥ 0. The case γ < 0 follows from the duality.
Indeed,
Hγq,1(I) = (H
−γ
q′,1(I))
∗ ⊂ (H−γp′,1(I))∗ = Hγp,1(I),
where 1/p+ 1/p′ = 1, 1/q + 1/q′ = 1. For the second relation above we use the
result for γ ≥ 0. The corollary is proved. 
Now we define stochastic Banach spaces. Let P denote the predictable σ-field
related to Ft. For a stopping time τ , define
|(0, τ ]] := {(ω, t) : 0 < t ≤ τ(ω)},
H
γ
p,θ(I, τ) := Lp( |(0, τ ]],P , dP × dt;Hγp,θ(I)),
H
γ
p,θ(I, τ, l2) := Lp( |(0, τ ]],P , dP × dt;Hγp,θ(I, l2)), 1
Uγp,θ(I) := Lp(Ω,F0, dP ;Hγ−2/pp,θ+2−p(I)),
where, for instance,
‖u‖p
H
γ
p,θ(I,τ)
:= E
ˆ τ
0
‖u(t)‖p
Hγp,θ(I)
dt.
Definition 2.4. For u ∈ Hγ+2p,θ−p(I, τ), we write u ∈ Hγ+2p,θ (I, τ) if u0 ∈ Uγ+2p,θ (I)
and there exists (f, g) ∈ Hγp,θ+p(I, τ)×Hγ+1p,θ (I, τ, l2) so that
du = fdt+
∞∑
k=1
gkdwkt , t ∈ (0, τ ] ∩ (0,∞) ; u(0, ·) = u0
in the sense of distributions, i.e., for any φ ∈ C∞c (I), the equality
(u(t, ·), φ) = (u0, φ) +
ˆ t
0
(f(s, ·), φ)ds +
∞∑
k=1
ˆ t
0
(gk(s, ·), φ)dwks (2.11)
holds for all t ∈ [0, τ ] ∩ [0,∞) (a.s.). In this case, we write
Du := f, Su := g.
The norm in Hγ+2p,θ (I, τ) is introduced by
‖u‖
H
γ+2
p,θ (I,τ)
:= ‖u‖
H
γ+2
p,θ−p(I,τ)
+ ‖Du‖Hγ
p,θ+p
(I,τ)
+ ‖Su‖
H
γ+1
p,θ (I,τ,l2)
+ ‖u(0, ·)‖Uγ+2p,θ (I).
We write u ∈ Hγ+2p,θ,loc(I, τ) if there exists a sequence of bounded stopping times
τn ↑ τ so that u ∈ Hγ+2p,θ (I, τn) for each n. We say u = v in Hγ+2p,θ,loc(I, τ) if there
are bounded stopping times τn ↑ τ such that u = v in Hγ+2p,θ (I, τn) for each n.
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Remark 2.5. In Definition 2.4, the spaces for u, Du and Su are defined in such
a way that the operators
D2x : u→ Du, Dx : u→ Su
are bounded. To be more specific, consider the simple equation
du = auxx dt+
∞∑
k=1
σkux dw
k
t =: Dudt+ S
ku dwkt .
By Lemma 2.2 (iii)-(v), if a, σ are sufficiently smooth and u ∈ Hγ+2p,θ−p(I, τ),
Du = auxx ∈ Hγp,θ+p(I, τ), Su = σux ∈ Hγ+1p,θ (I, τ, l2).
Remark 2.6. Let p ≥ 2 and γ, θ ∈ R. Then for any g ∈ Hγ+1p,θ (I, τ, l2), the series
of stochastic integral in (2.11) converges uniformly in t in probability on [0, τ∧T ]
for any T , and consequently (u(t, ·), φ) is continuous in t. See e.g. [9, Remark
3.2] for details.
Remark 2.7. (i) By Lemma 2.2 (iii), ‖u‖p
H
γ+2
p,θ (I,τ)
is equivalent to
‖ψ−1u‖p
H
γ+2
p,θ (I,τ)
+ ‖ψDu‖p
H
γ
p,θ(I,τ)
+ ‖Su‖p
H
γ+1
p,θ (I,τ,l2)
+ E‖ψ2/p−1u(0, ·)‖p
H
γ+2−2/p
p,θ (I)
.
It follows from (2.9) and (2.10) that if q ≥ p and θ′ ≤ θ, then
H
γ+2
q,θ′ (I, τ) ⊂ Hγ+2q,θ (I, τ) ⊂ Hγ+2p,θ (I, τ). (2.12)
(ii) Note that if u0 ∈ Uγ+2p,θ (I), then E‖ψ2β−1u0‖pHγ+2−2β
p,θ
(I)
< ∞ if β ≥ 1/p.
Obviously, this is necessary for (2.13).
Theorem 2.1. (i) For any p ≥ 2, γ, θ ∈ R, Hγ+2p,θ (I, τ) is a Banach space.
(ii) Let τ ≤ T , p > 2 and 1/2 > β > α > 1/p. Then for any u ∈ Hγ+2p,θ (I, τ)
we have u ∈ Cα−1/p([0, τ ];Hγ+2−2βp,θ (I)) (a.s.) and
E|ψ2β−1u|p
Cα−1/p([0,τ ];Hγ+2−2βp,θ (I))
≤ N(d, p, α, β, T )‖u‖p
H
γ+2
p,θ (I,τ)
. (2.13)
(iii) If p = 2, then (2.13) holds with β = 1/2 and α = 1/p = 1/2, i.e.,
u ∈ C([0, τ ];Hγ+12,θ (I)) (a.s.), and
E sup
t≤τ
‖u‖2
Hγ+12,θ (I)
≤ N‖u‖2
H
γ+2
2,θ (I,τ)
. (2.14)
(iv) If p ≥ 2 and τ ≡ T , then for any t ≤ T ,
‖u‖p
H
γ+1
p,θ (I,t)
≤ N(T, p, θ, γ)
ˆ t
0
‖u‖p
H
γ+2
p,θ (I,s)
ds. (2.15)
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Proof. All the results are proved by Krylov [7] on half spaces and then extended
in e.g. [3, Theorem 2.3] to general C1 domains. We only mention that (iv) is an
easy consequence of (2.9), (2.13), and (2.14). Indeed,
‖u‖p
H
γ+1
p,θ (I,t)
=
ˆ t
0
E‖u(s)‖p
Hγ+1p,θ (I)
ds
≤
ˆ t
0
E sup
r≤s
‖u(r)‖p
Hγ+1p,θ (I)
ds ≤ N
ˆ t
0
‖u‖p
H
γ+2
p,θ (I,s)
ds.

Corollary 2.8. Let τ ≤ T , κ ∈ (0, 1/2), and
1
p
< α < β <
1
4
− κ
2
− 1
2p
. (2.16)
Then for any δ ∈ [0, 12 − κ− 2β − 1p ) we have
E|ψ−1/2−κ−1/p+θ/p−δu|p
Cα−1/p([0,τ ];C1/2−κ−2β−1/p−δ(I))
≤ N‖u‖p
H
1/2−κ
p,θ (I,τ)
,
(2.17)
where N = N(d, p, α, β, κ, T ).
Proof. Applying Lemma 2.2 (ii) for ψ2β−1u and γ = 1/2− κ− 2β − δ, we get
|ψ−1/2−κ−1/p+θ/p−δu|C1/2−κ−2β−1/p−δ(I)
≤ N‖ψ2β−1u‖
H
1/2−κ−2β−δ
p,θ (I)
≤ N‖ψ2β−1u‖
H
1/2−κ−2β
p,θ (I)
.
Hence this and (2.13) prove the corollary. 
Finally we introduce our assumption and main results.
Assumption 2.9. (i) The coefficients a(t, x), b(t, x), c(t, x) are P × B(I)-
measurable functions depending on (ω, t, x).
(ii) There exist constants δ0,K > 0 such that
a(t, x) ≥ δ0, ∀ω, t, x.
and
|a(t, ·)|C2(I) + |b(t, ·)|C2(I) + |c(t, ·)|C2(I) < K, ∀ω, t.
(iii) ξ(t, x) is a bounded P × B(I)-measurable function, that is,
‖ξ(t, ·)‖∞ ≤ K, ∀ ω, t.
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Theorem 2.2. Let 0 ≤ λ < 12 , Assumption 2.9 hold, u0 ≥ 0, and u0 ∈
U
1/2−κ
p,θ (I) for some κ ∈ (λ, 1/2). Suppose that p and θ satisfy
0 < θ ≤ 1 + p(1
2
+ κ), p > max
(
6
1− 2κ,
2λθ
1− 2λ
)
. (2.18)
Then, the equation
du = (auxx+bux+cu) dt+
∞∑
k=1
ξ|u|1+ληkdwkt , 0 < t <∞; u(0, ·) = u0 (2.19)
has a unique solution (in the sense of distributions) u ∈ H1/2−κp,θ,loc(I,∞). Further-
more, for any α, β satisfying (2.16) and δ ∈ [0, 12 − κ− 2β − 1p ), we have
|ψ− 12−κ− 1p+ θp−δu|
C
α− 1
p ([0,T ];C
1
2
−κ−2β− 1
p
−δ
(I))
<∞, (2.20)
for all T <∞ (a.s.).
Remark 2.10. Note that u0 is a H
1/2−κ−2/p
p,θ+2−p (I)-valued random variable, and it
is possible 1/2− κ − 2/p < 0. In this case, by u0 ≥ 0 we mean (u0, φ) ≥ 0 for
any non-negative φ ∈ C∞c (I).
Remark 2.11. Due to the condition p > 6(1 − 2κ)−1 in (2.18), one can always
choose α, β such that (2.16) holds and the space Ho¨lder exponent 1/2−κ−2β−
1/p in (2.20) is positive.
According to the choice of α, β, κ one can obtain various Ho¨lder regularity.
For instance, taking α, β sufficiently close to 1/p and δ = 0, from (2.20) we get
the following space Ho¨lder regularity: for any small ε > 0,
sup
t≤T
|ψ−1/2−κ−1/p+θ/pu(t, ·)|C1/2−κ−3/p−ε(I) <∞. (2.21)
Also choosing α, β sufficiently close to 1/4− κ/2− 1/(2p) and δ = 0, we get the
following time Ho¨lder regularity: for any small ε > 0,
sup
x∈I
|ψ−1/2−κ−1/p+θ/pu(·, x)|C1/4−κ/2−3/(2p)−ε([0,T ]) <∞, (2.22)
for all T <∞ (a.s.).
To take p to ∞ in (2.20) we need the following result.
Theorem 2.3. Let u be taken from Theorem 2.2. Let θ′, p′ be constants such
that (2.18) also holds with (p′, θ′), (p′, θ), and (p, θ′). Assume u0 ∈ U1/2−κp′,θ′ (I)
so that equation (2.19) has the unique solution u¯ ∈ H1/2−κp′,θ′,loc(I,∞). Then, we
have u = u¯ in H
1/2−κ
p′,θ′,loc(I,∞).
Proof. By definition, there exists a sequence of bounded stopping times τn ↑ ∞
such that
u ∈ H1/2−κp,θ (I, τn), u¯ ∈ H1/2−κp′,θ′ (I, τn).
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Without loss of generality assume p′ ≥ p. Put θ0 = θ∨ θ′. Then by Remark 2.7,
u, u¯ ∈ H1/2−κp,θ0 (I, τn), (n = 1, 2, · · · ),
and therefore
u, u¯ ∈ H1/2−κp,θ0,loc(I,∞).
Note U
1/2−κ
p,θ (I) ⊂ U1/2−κp,θ0 (I). Thus, by Theorem 2.2, there exists a unique
solution u˜ ∈ H1/2−κp,θ0,loc(I,∞) to equation (2.19). Therefore, by the uniqueness, we
conclude u = u¯ = u˜. The theorem is proved. 
Corollary 2.12. Suppose u0 ∈ U1/2−λp,θ (I) for any p > 2 and θ > 0. Then for
any T ∈ (0,∞) and sufficiently small ε > 0, (a.s.)
ψ−1/2−κu ∈ C
1
4−
κ
2−ε,
1
2−κ−ε
t,x ([0, T ]× I), ∀κ ∈ (λ, 1/2). (2.23)
In particular, for any T > and ε > 0,
ψ−1/2−λu ∈ C
1
4−
λ
2−ε,
1
2−λ−ε
t,x ([0, T ]× I), (a.s.),
and
sup
t≤T
|u(t, x)| ≤ N(ω, ε)ρ(x)1−ε, (a.s.).
Proof. Note U
1/2−λ
p,θ (I) ⊂ U1/2−κp,θ (I) for any κ > λ. Take θ = 1. By Theorem
2.2 for each sufficiently large p there is a unique solution in H
1/2−κ
p,1,loc(I, τ), and
by Theorem 2.3 all the solutions coincide for all large p. Thus, we get (2.23) by
taking δ = 0 and p → ∞ in (2.21) and (2.22). The last assertion is obtained
by taking κ sufficiently close to 1/2 in (2.23). For the second assertion it is
enough to take κ sufficiently close to λ and use the fact that for any ν > 0,
|ψ−1/2−λu|Cν ≤ N |ψ−1/2−κu|Cν . The corollary is proved. 
3. Auxiliary results
In this section we introduce some auxiliary results on the equation
du(t, x) = (auxx + bux + cu)dt+
∞∑
k=1
gk(u)dwkt , t > 0 ; u(0, ·) = u0, (3.1)
where gk(u) = gk(ω, t, x, u).
Below, we recall Assumption 2.9(i)-(ii) for reader’s convenience:
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Assumption 3.1. (i) The coefficients a(t, x), b(t, x), c(t, x) are P × B(I)-
measurable functions depending on (ω, t, x).
(ii) There exists constants δ0,K > 0 such that
a(t, x) ≥ δ0, ∀ω, t, x.
and
|a(t, ·)|C2(I) + |b(t, ·)|C2(I) + |c(t, ·)|C2(I) < K, ∀ω, t.
The following is a special result of [6, Theorem 2.14].
Theorem 3.1 (linear case). Let τ ≤ T , |γ| ≤ 2, p ≥ 2, θ ∈ (0, p), and g(u) = g
be independent of u. Suppose Assumption 3.1 holds, g ∈ Hγ+1p,θ (I, τ, l2) and u0 ∈
Uγ+2p,θ (I). Then equation (3.1) admits a unique solution u in H
γ+2
p,θ (I, τ), and for
this solution
‖u‖
H
γ+2
p,θ
(I,τ) ≤ N(‖g‖Hγ+1
p,θ
(I,τ,l2)
+ ‖u0‖Uγ+2
p,θ
(I)),
where N = N(p, θ, γ,K, δ0, T ).
We remark that the above result is true for other γ if appropriate smoothness
of the coefficients is assumed.
To generalize Theorem 3.1 to the nonlinear case we assume the following.
Assumption 3.2 (τ). (i) For any u ∈ Hγ+2p,θ−p(I), the function g(t, x, u) is an
Hγ+1p,θ (I, l2)-valued predictable function, and g(0) ∈ Hγ+1p,θ (τ, I, l2), where τ is a
stopping time.
(ii) For any ε > 0, there exists a constant Nε such that
‖g(t, u)− g(t, v)‖Hγ+1p,θ (I,l2) ≤ ε‖u− v‖Hγ+2p,θ−p(I) +Nε‖u− v‖Hγ+1p,θ (I) (3.2)
for any u, v ∈ Hγ+2p,θ−p(I), ω ∈ Ω and t ∈ [0, τ ].
We emphasize that we require (3.2) only for t ≤ τ , not for all t.
Theorem 3.2 (nonlinear case). Let |γ| ≤ 2, p ≥ 2, τ ≤ T , and θ ∈ (0, p). Sup-
pose Assumption 3.1 and Assumption 3.2(τ) hold. Then, for any u0 ∈ Uγ+2p,θ (I),
equation (3.1) has a unique solution u in Hγ+2p,θ (I, τ), and for this solution
‖u‖
H
γ+2
p,θ (I,τ)
≤ N(‖g(0)‖
H
γ+1
p,θ (I,τ,l2)
+ ‖u0‖Uγ+2p,θ (I)), (3.3)
where N = N(p, θ, γ, δ0,K, T ).
Proof. We follow the proof of [9, Theorem 5.1]. The main difference is that in
[9] the result is proved on Rd in classical Sobolve spaces without weights.
Step 1. Assume that τ = T . Note that for any v ∈ Hγ+2p,θ (I, T ), g(v) ∈
H
γ+1
p,θ (I, T, l2). Indeed, by (3.2),
‖g(v)‖
H
γ+1
p,θ (I,T,l2)
≤ ‖g(v)− g(0)‖
H
γ+1
p,θ (I,T,l2)
+ ‖g(0)‖
H
γ+1
p,θ (I,T,l2)
≤ ‖v‖
H
γ+2
p,θ−p
(I,T ) +K‖v‖Hγ+1
p,θ
(I,T ) + ‖g(0)‖Hγ+1
p,θ
(I,T,l2)
≤ N‖v‖
H
γ+2
p,θ (I,T )
+ ‖g(0)‖
H
γ+1
p,θ (I,T,l2)
<∞.
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In the last inequality, we used the relations
‖v‖
H
γ+1
p,θ (I,T )
≤ N‖v‖
H
γ+2
p,θ−p(I,T )
≤ N‖v‖
H
γ+2
p,θ (I,T )
.
Thus, according to Theorem 3.1, for each v ∈ Hγ+2p,θ (I, T ), we can define Rv as
the unique solution to the equation
du(t, x) = (auxx + bux + cu)dt+
∞∑
k=1
gk(t, x, v)dwkt , t > 0 ;u(0, ·) = u0.
By Theorem 3.1, for each v, w ∈ Hγ+2p,θ (I, T ) and ε > 0,
‖Rv −Rw‖p
H
γ+2
p,θ (I,T )
≤ N‖g(v)− g(w)‖p
H
γ+1
p,θ (I,T,l2)
≤ N0εp‖v − w‖p
H
γ+2
p,θ (I,T )
+N1(ε)
ˆ T
0
‖v − w‖p
H
γ+2
p,θ (I,t)
dt.
(3.4)
Observe that for the second inequality above we used (3.2) and (2.15). Here
N0 = N0(p, γ, θ, δ0,K, T ) and N1 = N1(ε, p, γ, θ, δ0,K, T ).
Now we fix ε so that Θ := N0ε
p < 1/4. By repeating (3.4), we have
‖Rmv −Rmw‖p
H
γ+2
p,θ (I,T )
≤
m∑
k=0
(
m
k
)
Θm−k
1
k!
(TN1)
k‖v − w‖p
H
γ+2
p,θ (I,T )
≤ 2mΘmmax
k
(
TN1
Θkk!
)
‖v − w‖p
H
γ+2
p,θ (I,T )
≤ 1
2m
N2‖v − w‖p
H
γ+2
p,θ (I,T )
.
In the second inequality above, we used
∑m
k=0
(
m
k
)
= 2m. Thus, if m is large
enough, then Rm is a contraction mapping in Hγ+2p,θ (I, T ). This certainly gives
the unique solvability of equation (3.1) in Hγ+2p,θ (I, T ) together with the desired
estimate.
Step 2. General case. Define
g¯(t, u) = 1t≤τg(t, u).
Then, by the assumption on g, g¯ satisfies (3.2) for all t ≤ T . Applying the result
of Step 1 with g¯ and T in place of g and τ , we obtain the solution u ∈ Hγ+2p,θ (I, T )
together with estimate (3.3). Since τ ≤ T , u certainly becomes a solution in
H
γ+2
p,θ (I, τ) with g (in place of g¯).
To prove the uniqueness, and let w ∈ Hγ+2p,θ (I, τ) be a solution to equa-
tion (3.1) with initial data u0. Using Theorem 3.1 (linear case), we define
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u˜ ∈ Hγ+2p,θ (I, T ) as the unique solution to
du˜ = (au˜xx + bu˜x + cu˜)dt+
∞∑
k=1
g¯k(w)dwkt , t > 0 ; u˜(0, ·) = u0. (3.5)
We emphasize that in (3.5) we have g¯(w), not g¯(u˜). Then for each fixed ω,
v = w − u˜ satisfies the parabolic equation
vt = avxx + bvx + cv, 0 < t ≤ τ, v(0, ·) = 0.
Thus, due to the uniqueness of the deterministic equation (see [5, Theorem
2.10]), we conclude u˜ = w for t ≤ τ . Consequently one can replace g¯(w) in (3.5)
by g¯(u˜). It follows u˜ = u due to the uniqueness result in Hγ+2p,θ (I, T ) proved in
Step 1, and the uniqueness also follows. The theorem is proved. 
4. The case: λ = 0
In this section we introduce an extension of Theorem 2.2 when λ = 0.
For this, we consider the following equation
du = (auxx + bux + cu)dt+
∞∑
k=1
ξhηkdw
k
t , 0 < t ≤ τ ; u(0, ·) = u0, (4.1)
where ξ = ξ(ω, t, x), h = h(u) = h(ω, t, x, u) and ηk = ηk(x).
Assumption 4.1. The coefficients a(t, x), b(t, x), c(t, x) are P×B(I)-measurable,
and there exist constants δ0,K > 0 such that
a(t, x) ≥ δ0, ∀ω, t, x.
and
|a(t, ·)|C2(I) + |b(t, ·)|C2(I) + |c(t, ·)|C2(I) < K, ∀ω, t.
Assumption 4.2 (τ, s). (i) The function h = h(ω, t, x, u) is P × B(I)× B(R)-
measurable, and there exists a constant K ′ such that for any ω, t, x, u, v
|h(t, x, u)− h(t, x, v)| ≤ K ′|u− v|. (4.2)
(ii) The function ξ = ξ(ω, t, x) is P × B(I)-measurable, and there exist θ′ < s
and K ′′ > 0 such that
‖ξ(t, ·)‖L2s,θ′(I) ≤ K ′′, ∀ω ∈ Ω, t ∈ [0, τ ] ∩ [0,∞), (4.3)
where ‖ξ(t, ·)‖L
∞,θ′(I)
= supx∈I |ξ(t, x)|.
With help of Remark 2.7, we may assume θ′ > 0. Note that if h(u) = |u| or
h(u) = u then (4.2) is obviously satisfied. Thus, if λ = 0, then Theorem 2.2 is a
particular case of the following result.
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Theorem 4.1. Let τ ≤ T , p ≥ 2, θ ∈ (0, p), κ ∈ (0, 1/2) and s > 1 such that
1
2κ
< s ≤ ∞, p ≥ 2s
s− 1 (
2∞
∞ := 2).
Suppose u0 ∈ U1/2−κp,θ (I) and Assumptions 4.1 and 4.2(τ, s) hold. Then, equation
(4.1) has a unique solution u in H
1/2−κ
p,θ (I, τ), and for this solution
‖u‖
H
1/2−κ
p,θ (I,τ)
≤ N‖u0‖U1/2−κp,θ (I), (4.4)
where N = N(p, κ, θ,K,K ′,K ′′, δ0, T ). Furthermore, if
0 < θ ≤
(
κ+
1
2
)
p+ 1,
1
p
< α < β <
1
2
,
1
2
− κ− 2β − 1
p
> 0,
0 ≤ δ < 1
2
− κ− 2β − 1
p
,
then (a.s.)
|ψ− 12−κ− 1p+ θp−δu|p
C
α− 1
p ([0,τ ];C
1
2
−κ−2β− 1
p
−δ
(I))
<∞. (4.5)
Proof. Put γ = − 32 − κ. Then, obviously γ + 2 = 1/2 − κ. Thus, to prove the
theorem it is enough to check that the assumptions in Theorem 3.2 hold with
γ = −3/2− κ.
Note that, due to Assumption 4.1, all the assumptions in Theorem 3.2 holds
if
g(u) := (ξh(u)η1, ξh(u)η2, · · · )
satisfies (3.2): for any given ε > 0, there exists a constant N such that
‖g(t, x, u)− g(t, x, v)‖
H
−1/2−κ
p,θ (I,l2)
≤ ε‖u− v‖
H
1/2−κ
p,θ−p (I)
+N‖u− v‖
H
−1/2−κ
p,θ (I)
,
(4.6)
for all ω ∈ Ω, t ≤ τ and u, v ∈ H1/2−κp,θ−p (I).
Below by g(u)(enx) and h(u)(x) we mean g(t, enx, u(enx)) and h(t, x, u(x))
respectively. By definitions of Lp-norms,
‖g(u)− g(v)‖p
H
−1/2−κ
p,θ (I,l2)
=
∑
n
enθ‖ζ−n(en·)[g(u)(en·)− g(v)(en·)]‖p
H
−1/2−κ
p (I,l2)
=
∑
n
enθ
ˆ
R
|(1−∆)(−1/2−κ)/2 ([ζ−n(g(u)− g(v))(en·)]) (x)|pl2dx. (4.7)
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Put w = u− v. Then using (2.2), changing of variables enx→ x, and Parseval’s
identity, we have
|(1−∆)(−1/2−κ)/2 (ζ−n(en·) [g(u)(en·)− g(v)(en·)]) (x)|2l2
=
∑
k
(ˆ
R
Rκ(x− y)ζ−n(eny)
[
gk(u)(eny)− gk(v)(eny)]dy)2
= e−2n
∑
k
(ˆ
R
Rκ(x − e−ny)(ζ−nξ)(y) [(h(u)− h(v))(y)] ηk(y)dy
)2
= e−2n
ˆ
R
R2κ(x− e−ny)ζ2−n(y)ξ2(y) [h(t, y, u)− h(t, y, v)]2 dy
≤ Ne−2n
ˆ
R
R2κ(x− e−ny)ξ2(y)|w(y)|2ζ2−n(y)dy
= Ne−n
ˆ
R
R2κ(y)ξ
2(en(x− y))|w(en(x− y))|2ζ2−n(en(x− y))dy.
(4.8)
Assume s <∞, and put r := s/(s−1). Then, since we assume 2κs > 1, we have
(1 − 2κ)r < 1, and therefore ‖Rκ‖L2r(R) < ∞ by (2.4). Coming back to (4.7),
and then using Ho¨lder’s inequality,
‖g(u)− g(v)‖p
H
−1/2−κ
p,θ (I,l2)
≤ N
∑
n
en(θ−
p
2 )
ˆ
R
(ˆ
R
R2κ(y)ξ
2(t, en(x− y))
× |w(en(x− y))|2ζ2−n(en(x− y))dy
) p
2
dx
≤ N
∑
n
en(θ−
p
2 (1+
θ′
s ))
(
enθ
′
ˆ
R
ξ2s(t, eny)ζs−n(e
ny)dy
) p
2s
×
ˆ
R
(ˆ
R
R2r(y)|w(en(x− y))|2rζr−n(en(x− y))dy
) p
2r
dx.
(4.9)
Observe that for each fixed n ∈ Z, we have
enθ
′
ˆ
R
|ξ(t, eny)|2sζs−n(eny)dy ≤
∑
n
enθ
′
ˆ
R
|ξ(t, eny)|2sζs−n(eny)dy
≤ N(ζ)
∑
n
enθ
′
ˆ
R
|ξ(t, eny)|2sζ2s−n(eny)dy = ‖ξ(t, ·)‖2sL2s,θ′(I).
(4.10)
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By Remark 2.1, (4.10) and Minko¨wski’s inequality(recall p ≥ 2r), we have
∑
n
en(θ−
p
2 (1+
θ′
s ))
(
enθ
′
ˆ
R
|ξ(t, eny)|2sζs−n(eny)dy
) p
2s
×
ˆ
R
(ˆ
R
R2rκ (y)|w(t, en(x− y))|2rζr−n(en(x− y))dy
) p
2r
dx
≤ N‖ξ(t, ·)‖pL2s,θ′ (I)
∑
n
en(θ−
p
2 (1+
θ′
s ))
×
ˆ
R
(ˆ
R
R2rκ (y)|w(t, en(x− y))|2rζr−n(en(x− y))dy
) p
2r
dx
≤ N‖ξ(t, ·)‖pL2s,θ′ (I)‖Rκ‖
p
L2r(R)
∑
n
en(θ−
p
2 (1+
θ′
s ))
×
ˆ
R
|w(eny)|pζp−n(eny)dy
= N‖w‖pLp,θ−(1+θ′/s)p/2(I),
(4.11)
where N = ‖ξ(t, ·)‖pL2s,θ′ (I)‖Rκ‖
p
L2r
≤ (K ′′)p‖Rκ‖pL2r <∞.
Also, by Corollary 2.3,
‖w‖pLp,θ−p/2(1+θ′/s)(I) ≤ ε‖w(t, ·)‖
p
H
1/2−κ
p,θ−p (I)
+Nε‖w(t, ·)‖p
H
−1/2−κ
p,θ (I)
,
since κ ∈ (0, 1/2) and θ− p < θ− p2 (1 + θ
′
s ) < θ. Therefore, we have (4.6) when
s ∈ (1,∞).
If s =∞, we can take out ξ out of integral as ‖ξ‖∞ in (4.9) so that we get
‖g(u)− g(v)‖p
H
−1/2−κ
p,θ
(I,l2)
≤ N
∑
n
en(θ−
p
2 )
ˆ
R
|w(eny)|pζp−n(eny)dy = N‖u− v‖pLp,θ−p/2(I).
(4.12)
By Corollary 2.3 again,
‖w‖pLp,θ−p/2(I) ≤ ε‖w‖
p
H
1/2−κ
p,θ−p (I)
+Nε‖w‖p
H
−1/2−κ
p,θ (I)
. (4.13)
Therefore, we get (4.6), and the first claim of the theorem is proved.
Finally, (4.5) is a consequence of (2.17) and (4.4). The theorem is proved. 
The following result, maximum principle, will be used in the next section.
Theorem 4.2 (Maximum principle). Suppose p ≥ 2, θ ∈ (0, p), κ ∈ (0, 1/2),
u0 ∈ U1/2−κp,θ (I), u0 ≥ 0 and
sup
ω
sup
t≤τ
‖ξ(t, ·)‖∞ <∞,
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where τ ≤ T is a stopping time. Let u ∈ H1/2−κp,θ (I, τ) be the unique solution
(taken from Theorem 4.1) to the equation
du = (auxx + bux + cu) dt+
∞∑
k=1
ξuηk dw
k
t , t ≤ τ ; u(0, ·) = u0.
Then u(t, ·) ≥ 0 for all t ≤ τ (a.s.).
Proof. Considering ξ¯ := ξ1t≤τ in place of ξ, we may assume τ ≡ T . By the
existence result (for ξ¯) in H
1/2−κ
p,θ (I, T ) and the uniqueness result in H
1/2−κ
p,θ (I, τ),
there is u¯ ∈ H1/2−κp,θ (I, T ) such that u(t) = u¯(t) for t ≤ τ . Take a sequence of
functions un0 ≥ 0 such that un0 ∈ U1p,θ(I), and un0 → u0 in U1/2−κp,θ (I) (see e.g.
the proof of [11, Theorem 1.19] for detail). For m = 1, 2, · · · , put
η = (η1, η2, · · · ), ηm = (η1, η2, · · · , ηm, 0, 0, · · · ),
g(u) = ξuη = (ξuη1, ξuη2, · · · ),
gm(u) = ξuηm = (ξuη1, ξuη2, · · · , ξuηm, 0, 0, · · · ).
Then the calculations in (4.8) show that for any u, v ∈ H1/2−κp,θ−p (I),
‖gm(u)− gm(v)‖H−1/2−κp,θ (I,l2) ≤ ‖g(u)− g(v)‖H−1/2−κp,θ (I,l2). (4.14)
Thus, (4.6) and all the assumptions in Theorem 3.2 hold with gm(u) in place of
g(u). Hence we can define um ∈ H1/2−κp,θ (I, T ) as the unique solution to
du = (auxx + bux + cu)dt+
∞∑
k=1
gkm(u)dw
k
t , 0 < t ≤ T ; u(0, ·) = um0 .
To finish the proof, we show that um → u in H1/2−κp,θ (I, T ) and um ≥ 0. Note
that vm := u− um satisfies
dv = (avxx + bvx + cv)dt+
∞∑
k=1
(gk(u)− gkm(um))dwkt , 0 < t ≤ T
v(0, ·) = u0(·)− um0 (·),
and
g(u)− gm(um) = gm(u)− gm(um) + ξu(η − ηm).
Thus, by Theorem 3.1 with τ = t, (4.14) and (4.6), we get for any t ≤ T ,
‖u− um‖p
H
1/2−κ
p,θ
(I,t)
≤ N‖u0 − um0 ‖pU1/2−κp,θ (I) +N‖gm(u)− gm(um))‖
p
H
−1/2−κ
p,θ (I,t,l2)
+‖ξu(η − ηm)‖p
H
−1/2−κ
p,θ
(I,t,l2)
≤ N‖u0 − um0 ‖pU1/2−κp,θ (I) +
1
2
‖u− um‖p
H
1/2−κ
p,θ−p (I,t)
+N‖u− um‖p
H
−1/2−κ
p,θ (I,t)
+N‖ξu(η − ηm)‖p
H
−1/2−κ
p,θ (I,t,l2)
.
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Therefore, for any t ≤ T ,
‖u− um‖p
H
1/2−κ
p,θ (I,t)
≤ N‖u0 − um0 ‖pU1/2−κp,θ (I) +N‖u− um‖
p
H
−1/2−κ
p,θ (I,t)
+N‖ξu(η − ηm)‖p
H
−1/2−κ
p,θ (I,T,l2)
.
This, (2.15), and Gronwall’s inequality yield
‖u− um‖p
H
1/2−κ
p,θ (I,T )
≤ N‖u0 − um0 ‖pU1/2−κp,θ (I)
+N‖ξu(η − ηm)‖p
H
−1/2−κ
p,θ (I,T,l2)
,
(4.15)
where N is independent of m and u.
The calculations in (4.7) and (4.8) certainly show (recall ξ is bounded) that
‖ξ(t)u(t)(η − ηm)‖p
H
−1/2−κ
p,θ (I,l2)
less than or equal to
N
∞∑
n=−∞
en(θ−p/2)
ˆ
R
(∑
k>m
[ˆ
R
Rκ(x− e−ny)ζ−n(y)u(t, y)ηk(y)dy
]2)p/2
dx,
and by calculations in (4.11), the term above is bounded by N‖u(t)‖p
H
1/2−κ
p,θ−p (I)
,
uniformly in m. By the dominated convergence theorem,
‖ξ(t)u(t)(η − ηm)‖p
H
−1/2−κ
p,θ (I,l2)
→ 0
as m→∞ for almost all (ω, t), and therefore using the dominated convergence
theorem again we get
‖ξu(η − ηm)‖p
H
−1/2−κ
p,θ (I,T,l2)
→ 0 as m→∞.
Next, we show um ≥ 0. Recall um0 ∈ U1p,θ(I). Since um ∈ H1/2−κp,θ−p (I, T ) ⊂
Lp,θ(I, T ), ξ and ηk are bounded and g
k
m(um) := ξηkum1k≤m is zero for k > m,
we easily conclude
gm(um) ∈ Lp,θ(I, T, l2),
and therefore by Theorem 3.1 there is a unique solution u¯m ∈ H1p,θ(I, T ) to the
equation
dv = (avxx + bvx + cv)dt+
∞∑
k=1
gkm(um)dw
k
t , 0 < t ≤ T ; v(0, ·) = um0 .
Consequently, both um and u¯m are solutions to the above equations. Since
H1p,θ(I, T ) ⊂ H1/2−κp,θ (I, T ), the uniqueness result in H1/2−κp,θ (I, T ) yields um =
u¯m. Finally, to conclude um ≥ 0, note that um ∈ H1p,θ(I, T ) and it satisfies
dv = (avxx + bvx + cv)dt+
∑
k≤m
νkv dwkt , t > 0 ; v(0, ·) = um0 ≥ 0,
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where νk := ξηk are bounded. Hence, by a classical maximum principle (see
e.g.[10, Theorem 1.1]) we conclude um ≥ 0.
We remark that, since um ∈ H1p,θ(I, T ), both φum and φDxum are square
integrable for any φ ∈ C∞c (I), and this is needed to apply [10, Theorem 1.1].
The theorem is proved. 
5. The case λ ∈ (0, 1/2)
In this section we prove Theorem 2.2 when λ ∈ (0, 1/2). For reader’s convenience
we recall Assumption 2.9 below.
Assumption 5.1 (τ). (i) The coefficients a(t, x), b(t, x), c(t, x) are P × B(I)-
measurable functions depending on (ω, t, x).
(ii) There exists constants δ0,K > 0 such that
a(t, x) ≥ δ0, ∀ω, t, x.
and
|a(t, ·)|C2(I) + |b(t, ·)|C2(I) + |c(t, ·)|C2(I) < K, ∀ω, t.
(iii) ξ(t, x) is P × B(I)-measurable and there exist a constant K such that
‖ξ(t, ·)‖∞ ≤ K, ∀ ω ∈ Ω, t ≤ τ. (5.1)
Lemma 5.2. Choose λ, κ, p, and θ so that
λ > 0, κ ∈ (0, 1/2), p ≥ 2, and 0 < θ < p.
Let τ ≤ T and Assumption 5.1(τ) hold. Assume u0 ∈ U1/2−κp,θ (I) and u0 ≥ 0.
Then, for any positive integer m, the equation
du = (auxx + bux + cu)dt
+
∞∑
k=1
ξ|(−m) ∨ u ∧m|1+ληkdwkt , 0 < t ≤ τ ; u(0, ·) = u0
has a unique solution um ∈ H1/2−κp,θ (I, τ) and um ≥ 0. Moreover, if (5.1) holds
for all t ∈ [0,∞), then um ∈ H1/2−κp,θ (I, T ′) for any T ′ <∞.
Proof. By mean-value theorem,
|(−m) ∨ u ∧m|1+λ − |(−m) ∨ v ∧m|1+λ ≤ (1 + λ)(2m)λ|u− v|. (5.2)
Thus, Assumption 4.2(τ, s) is satisfied with s = ∞. Consequently, by Theo-
rem 4.1, the equation in the lemma has a unique solution um ∈ H1/2−κp,θ (I, τ).
To show um ≥ 0, we define
ξm(t, x) =
ξ(t, x)|(−m) ∨ um(t, x) ∧m|1+λ
um(t, x)
(
0
0
:= 0
)
. (5.3)
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Note that ξm is a bounded, that is supω supt≤τ ‖ξm‖∞ <∞. Also note that um
satisfies
dv = (avxx + bvx + cv)dt+
∞∑
k=1
ξmvηkdw
k
t , t ≤ τ ; v(0, ·) = u0 ≥ 0.
Hence, by Theorem 4.2 (maximum principle) we conclude um ≥ 0.
Finally, assume that (5.1) holds for all t and let T ′ > T . Then by the previous
result applied with τ = T ′, there exists a unique solution for t ≤ T ′. This
obviously coincide with u for t ≤ τ due to the uniqueness result in H1/2−κp,θ (I, τ).
The lemma is proved.

Remark 5.3. Let (5.1) hold for all t, and um be taken from the above Lemma.
Then, for any φ ∈ C∞c (I)
Mt :=
∞∑
k=1
ˆ t
0
(ξ|um ∧m|1+ληk, φ)dwkt , t <∞
is a square integrable martingale, because
E
∞∑
k=1
ˆ t
0
(
ξ|um ∧m|1+ληk, φ
)2
ds ≤ NE
∞∑
k=1
ˆ t
0
(ηk, φ)
2ds ≤ N‖φ‖2L2(I) <∞.
Lemma 5.4. Suppose Assumption 5.1(τ)(ii) holds, that is,
a ≥ δ0, |a(t, ·)|C2(I) + |b(t, ·)|C2(I) + |c(t, ·)|C2(I) < K.
Let K1 = 3K/(2δ0) and
ψ(x) = − cosh(K1(2x− 1)) + cosh(K1). (5.4)
Then ψ(x) is comparable to ρ(x), infinitely differentiable in I, concave in I, and
a(t, x)ψ′′(x) + (2ax(t, x)− b(t, x))ψ′(x) ≤ 0. (5.5)
Proof. It is easy to check that ψ(0) = ψ(1) = 0, ψ′(0) > 0, ψ′(1) < 0, ψ(x) > 0
in I, and ψ′′(x) < 0 in I. Therefore, it is sufficient to show (5.5). Observe that
a(t, x)ψ′′(x) + (2ax(t, x)− b(t, x))ψ′(x)
≤ δ0ψ′′(x) + |(2ax(t, x)− b(t, x))ψ′(x)|
≤ −4K21δ0 cosh(K1(2x− 1)) + 6KK1| sinh(K1(2x− 1))|
= −6K1K
(
cosh(K1(2x− 1))− | sinh(K1(2x− 1))|
)
≤ 0.
The lemma is proved. 
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Lemma 5.5. Let (5.1) hold for all t, and um be the solution taken from Lemma
5.2. Also assume (2.18) holds. Then, for any T <∞,
lim
R→∞
sup
m
P ({ω : sup
t≤T,x∈I
|ψ−1/2−κ− 1p+ θp (x)um(t, x)| ≥ R}) = 0. (5.6)
Proof. Without loss of generality, we use ψ introduced in Lemma 5.4. Fix α ∈
(0, 1) so that
θ
p
< α < −1 + 1
2λ
. (5.7)
Take φ ∈ C∞(R) such that φ = 0 on x < 1/2, φ = 1 on x > 1 and φ′(x) ≥ 0.
Define φk(x) = φ(kψ(x)). Note that φk are infinitely differentiable in I, φk(x)→
1 in I as k →∞. Since α− 1 < 0 and ψ′′(x) ≤ 0, we have
(ψαφ(kψ))′′ = α(α− 1)ψα−2|ψ′|2φk + αψα−1ψ′′φk
+ 2αψα−1ψ′φ′(kψ)kψ′ + ψαφ′′(kψ)(kψ′)2 + ψαφ′(kψ)kψ′′
≤ αψα−1ψ′′φk + 2αkψα−1|ψ′|2φ′(kψ) + k2ψα|ψ′|2φ′′(kψ).
(5.8)
Recall supx(|axx|+ |bx|+ |c|) ≤ 3K. By Itoˆ’s formula, v := ume−3Kt satisfies
dv = (avxx + bvx + cv − 3Kv)dt
+
∞∑
k=1
ξe−3Kt|um ∧m|1+ληkdwkt , t > 0 ; v(0, ·) = u0.
Multiplying by ψαφk to the above equation (actually using ψ
αφk as a test
function), taking expectation (also see Remark 5.3), integrating by parts, and
then using (5.8) we get for any stopping time τ ≤ T ,
E(e−3TKum(τ), ψ
αφk) ≤ E(e−3τKum(τ), ψαφk)
= E(u0, ψ
αφk) + E
ˆ τ
0
(
um, (aψ
αφk)
′′ − (bψαφk)′ + cu− 3Ku
)
e−3Ktdt
= E(u0, ψ
αφk) + E
ˆ τ
0
(
um, a(ψ
αφk)
′′ + (2ax − b)(ψαφk)′
+(axx − bx + c− 3K)(ψαφk)
)
e−3Ksds
≤ E(u0, ψα) + E
ˆ τ
0
ˆ
I
(
[aψ′′ + (2ax − b)ψ′]αψα−1φk
+2aαkψα−1|ψ′|2φ′k + ak2ψα|ψ′|2φ′′k
+(2ax − b)kψαψ′φ′k
)
e−3Ksum dxds.
Now we use aψ′′ + (2ax − b)ψ′ ≤ 0, and
|2aαψα−1|ψ′|2φ′k|+ |(2ax − b)ψαψ′φ′k| ≤ Nψα−1|ψ′||φ′k|,
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and conclude for any τ ≤ T ,
e−3KTE(um(τ, ·), ψαφk) ≤ N0 +NkE
ˆ τ
0
ˆ
I
ψα−1|ψ′||φ′(kψ)|umdxdt
+Nk2E
ˆ τ
0
ˆ
I
ψα|ψ′|2|φ′′(kψ)|umdxdt.
Choose q, θ′ ∈ R so that
1
p
+
1
q
= 1,
θ
p
+
θ′
q
= 1.
By Ho¨lder’s inequality and the fact |ψ′(x)|q ≤ N |ψ′(x)| for all x ∈ I, we get
kE
ˆ τ
0
ˆ
I
um ψ
α−1|ψ′||φ′(kψ)|dxds
= kE
ˆ τ
0
ˆ
I
(ψ−1um)(ψ
α|ψ′|φ′(kψ))ψ θ−1p + θ
′
−1
q dxds
≤ Nk‖ψ−1um‖Lp,θ(I,T )
(ˆ
I
|ψαφ′(kψ)|q|ψ′|qψθ′−1dx
)1/q
≤ Nk1−α− θ
′
q Mm
(ˆ
I
|(kψ)αφ′(kψ)|q(kψ)θ′−1|kψ′|dx
)1/q
≤ NMmk
θ
p−α
(ˆ
R+
|φ′(y)|qyαq+θ′−1dy
)1/q
≤ NMmk
θ
p−α,
where Mm := ‖ψ−1um‖Lp,θ(I,T ). Similarly,
k2E
ˆ τ
0
ˆ
I
|umψαφ′′(kψ)||ψ′|2dxds
= k2E
ˆ τ
0
ˆ
I
|ψ−1um||ψα+1φ′′(kψ)||ψ′|2ψ
θ−1
p +
θ′−1
q dxds
≤ Nk2‖ψ−1um‖Lp,θ(I,T )
(ˆ
I
(|ψα+1φ′′(kψ)||ψ′|2)qψθ′−1dx
)1/q
≤ NMmk1−α−
θ′
q
(ˆ
I
|(kψ)α+1φ′′(kψ)|q(kψ)θ′−1|kψ′|dx
)1/q
≤ NMmk
θ
p−α
(ˆ
I
|φ′′(y)|qy(α+1)q+θ′−1dy
)1/q
≤ NMmk
θ
p−α.
Note that the constant N is independent of m, k. Therefore, for any stopping
time τ ≤ T ,
E(um(τ), ψ
αφk) ≤ N0e3KT +NMme3KTk
θ
p−α.
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By e.g. [12, Theorem III.6.8], for any γ ∈ (0, 1),
E sup
t≤T
(um(t), ψ
αφk))
γ ≤ e3KTγ(N0 +NMmk
θ
p−α)γ ,
where N0, N are independent of m, k. Since α > θ/p, by monotone convergence
theorem,
E sup
t≤T
‖ψαum(t)‖1/2L1(I) ≤ e2KTN
1/2
0 =: N
1/2
1 .
Thus,
P (sup
t≤T
‖ψα(·)um(t, ·)‖L1(I) ≥ S) ≤ N1/21 /
√
S. (5.9)
Recall that the N0 is independent of m and S > 0.
Fix m,S > 0. Define
τm(S) := inf{t ≥ 0 : ‖ψα(·)um(t, ·)‖L1(I) ≥ S}.
τm(S) becomes a stopping time due to Corollary 2.8. Put s = 1/(2λ) and
θ′ = α+ 1. Take ξm from (5.3), that is, since um ≥ 0,
ξm(t, x) =
ξ(t, x)|um(t, x) ∧m|1+λ
um(t, x)
(
0
0
:= 0
)
.
Note that by (5.7), θ′ < s, and for t ≤ τm(S),
‖ξm(t, ·)‖2s2s,θ′ ≤
ˆ
I
|ξ|2s(|um(t) ∧m|λ)2sψθ
′−1dx ≤ ‖ξ‖∞‖ψαum(t)‖L1(I) ≤ KS.
Since, for any T <∞, um satisfies
du = (auxx + bux + cu)dt+
∞∑
k=1
ξmuηkdw
k
t , 0 < t ≤ τm(S) ∧ T ; u(0, ·) = u0.
By Theorem 4.1, we get
‖um‖p
H
1/2−κ
p,θ (I,T∧τm(S))
≤ N‖u0‖p
U
1/2−κ
p,θ (I)
,
where N is independent ofm (of course, it depends on S and T ). Now, by (2.17),
E supt≤T∧τm(S),x |ψ−1/2−κ−
1
p+
θ
p (x)um(t, x)|p is bounded by a constant which is
independent of m. Thus, by Chebyshev’s inequality,
P ( sup
t≤T,x∈I
|ψ−1/2−κ− 1p+ θp um| ≥ R)
≤ P ( sup
t≤T∧τm(S),x∈I
|ψ−1/2−κ− 1p+ θp um| ≥ R) + P (τm(S) < T )
≤ NS
R
+ P (sup
t≤T
‖ψα(·)um(t, ·)‖L1(I) ≥ S) ≤
NS
R
+
N√
S
,
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where NS is independent of m,R, and N is independent of m,R, S. By taking
the supremum with respect to m, letting R → ∞ and S → ∞ in order, we get
(5.6). The lemma is proved.

Proof of Theorem 2.2.
Step 1. Uniqueness. Let u, v ∈ H1/2−κp,θ,loc(I,∞) be two solutions to equation
(2.19). Then there exists a sequence of bounded stopping times τm ↑ ∞ such
that
u, v ∈ H1/2−κp,θ (I, τm). (5.10)
Fix m and put τ ′ = τm. Since (2.18), by Corollary 2.8, there exist ε1, ε2 > 0
such that
E|u|pCε1([0,τ ′];Cε2(I)) + E|v|pCε1 ([0,τ ′];Cε2(I)) <∞. (5.11)
Define
τ ′n := inf{t ≤ τ ′ : sup
x
|u(t, x)| ≥ n},
τ ′′n := inf{t ≤ τ ′ : sup
x
|v(t, x)| ≥ n}, (5.12)
and τ ′′′n := τ
′
n ∧ τ ′′n . By (5.11), τ ′n, τ ′′n and τ ′′′n are stopping times. Note also that,
due to (5.11), τ ′′′n ↑ τ ′ (a.s.). Let us denote
ξ¯ =
ξ(t, x)|u|1+λ
u
(
0
0
:= 0
)
. (5.13)
Then, since |u| ≤ n for t ≤ τ ′′′n , we have supω supt≤τ ′′′n ‖ξ¯‖∞ < ∞. Note that u
satisfies
du = (auxx + bu+ cu)dt+
∞∑
k=1
ξ¯uηkdw
k
t , t ≤ τ ′′′n , (5.14)
and therefore by Maximum principle, Theorem 4.2, we conclude u ≥ 0 for
t ≤ τ ′′′n . Similarly, v ≥ 0 for t ≤ τ ′′′n . Thus |(−n)∨u∧n| = u and |(−n)∨v∧n| = v
for t ≤ τ ′′′n . Hence, by the uniqueness of Lemma 5.2, we conclude u = v in
H
1/2−κ
p,θ (I, τm) for each m. This, (5.10), and the dominated convergence theorem
imply u = v for t ≤ τ ′.
Step 2. Existence. Since ν := 1/2 + κ+ 1/p− θ/p ≥ 0,
c0 := sup
x
ψν <∞.
Take um ≥ 0 from Lemma 5.2 which belongs to H1/2−κp,θ (I, T ) for any T < ∞
and satisfies
du = (auxx + bux + cu)dt+
∞∑
k=1
ξ|u ∧m|1+ληkdwkt , 0 < t < T ; u(0) = u0.
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For positive integers m,R, define
τRm := inf{t ≥ 0 : sup
x
|ψ− 12−κ− 1p+ θp um| ≥ R
c0
}.
Then, for t ≤ τRm,
sup
x
|um(t, x)| ≤ sup
x
|ψ 12+κ+ 1p− θp (x)| sup
x
|ψ− 12−κ− 1p+ θp (x)um(t, x)| ≤ R,
and therefore um ∧m = um ∧m ∧R for t ≤ τRm. Thus, if m ≥ R then both um
and uR satisfy
du = (auxx + bux + cu)dt+
∞∑
k=1
ξ|u ∧R|1+ληkdwkt , t ≤ τRm, u(0, ·) = u0.
Also, the same is true for
du = (auxx + bux + cu)dt+
∞∑
k=1
ξ|u ∧m|1+ληkdwkt , t ≤ τRR , u(0, ·) = u0.
Thus, by the uniqueness of Lemma 5.2, um = uR for all t ≤ (τRm ∨ τRR ) ∧ T , for
any positive integer T . It follows that
um = uR, ∀t < τRm ∨ τRR (a.s.).
We conclude τRR = τ
R
m ≤ τmm (a.s.). Indeed, let t < τRm, then
sup
s≤t
sup
x
|ψ− 12−κ− 1p+ θp um(s)| < R
c0
.
Since the left side above equals sups≤t supx |ψ−
1
2−κ−
1
p+
θ
p uR(s)|, we get t ≤ τRR ,
and thus τRm ≤ τRR . A similar argument shows τRm ≥ τRR .
Thus we can define the function
u(t, x) = um(t, x) for t ∈ [0, τmm ).
Observe that |u| ≤ m for t ≤ τmm and u satisfies (2.19) for t < limm→∞ τmm .
Also, by Lemma 5.5,
lim sup
m→∞
P (τmm ≤ T ) = lim sup
m→∞
P ( sup
t≤T,x
|ψ− 12−κ− 1p+ θp um(t, x)| ≥ m
c0
)
≤ lim sup
m→∞
sup
n
P ( sup
t≤T,x
|ψ− 12−1− 1p+ θpun(t, x)| ≥ m
c0
) = 0.
Thus τmm →∞ in probability, and since τmm is increasing, τmm ↑ ∞ (a.s). It follows
that u satisfies equation (2.19) for all t <∞.
Define τm = τ
m
m ∧m. Then, since u = um for t ≤ τm and um ∈ H1/2−κp,θ (I, T )
for any T < ∞, it follows that u ∈ H1/2−κp,θ (I, τm) for any m, and consequently
u ∈ H1/2−κp,θ,loc(I,∞). The theorem is proved.
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