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In the previous paper [J. R. Mannouch and J. O. Richardson, J. Chem. Phys. xxx, xxxxx (xxxx)] we
derived a new partially linearized mapping-based classical-trajectory technique, called spin-PLDM. This
method describes the dynamics associated with the forward and backward electronic path integrals, using a
Stratonovich–Weyl approach within the spin-mapping space. While this is the first example of a partially
linearized method derived using such a spin-mapping approach, fully linearized spin mapping has already been
established as a method capable of accurately reproducing dynamical observables for a range of nonadiabatic
model systems. Alongside numerical simulations for a set of two- and multi-state benchmark systems, we
here present a thorough comparison of the terms that arise in the underlying expressions for the real-time
quantum correlation functions for spin-PLDM and fully linearized spin mapping, in order to ascertain the
relative accuracy of the two methods in computing dynamical observables. In particular, we show that
spin-PLDM contains an additional term within the definition of its real-time correlation function, which
diminishes many of the known errors that are ubiquitous for fully linearized approaches. We additionally
implement focused initial conditions for the spin-PLDM method, which enables us to reduce the number of
classical trajectories that are needed in order to reach convergence of dynamical quantities, with seemingly
little difference to the accuracy of the result.
I. INTRODUCTION
Trajectory simulations offer a computationally cheap,
as well as a physically motivated approach for cal-
culating dynamical quantum-mechanical observables
in condensed-phase systems.1 This explains the cur-
rent popularity of using such methods, like Ehren-
fest dynamics2,3 and Tully’s fewest-switches surface
hopping.4
Certain methods within this class can be rigorously de-
rived from a path-integral formulation of real-time quan-
tum correlation functions. Upon linearizing the differ-
ence between the forward and backward nuclear paths,
the resulting expression for such quantities is ideally
suited for evaluation with classical trajectories. In order
to simulate nonadiabatic processes, a quantum-classical
approach is needed, by which the electronic dynamics can
also be described within the same classical-trajectory pic-
ture.
One such category of quantum-classical approaches
that fit into this formalism are ‘fully linearized’ meth-
ods because the same linearization approximation used
for the nuclear paths is also applied to the electronic
paths. Examples of such methods are the linearized semi-
classical initial-value representation (LSC-IVR)5–8 and
the Poisson-bracket mapping equation (PBME)9,10 ap-
proaches, which make use of the Meyer–Miller–Stock–
Thoss (MMST) mapping11,12 to describe the electronic
degrees of freedom, as well as fully linearized spin-
mapping,13,14 which uses a Stratonovich–Weyl approach
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for describing the electronic dynamics within the spin-
mapping space. Other forms of mapping also exist, from
which fully-linearized methods can be derived.15,16 How-
ever, the use of spin mapping to describe the electronic
degrees of freedom appears to result in a more accurate
quantum-classical method than MMST mapping; for ex-
ample fully linearized spin-mapping almost always out-
performs LSC-IVR and PBME.13,14
Another category of quantum-classical approaches also
exists, referred to as ‘partially linearized’ methods, so
called because the electronic forward and backward
paths, unlike the nuclear paths, are explicitly described
by separate dynamical variables. An exact solution of the
quantum-classical Liouville equation (QCLE) in terms
of independent trajectories does not exist17,18 and hence
such methods necessarily provide only an approximate
solution for the full dynamics of electrons coupled to
classical nuclei. Most notable of these are the par-
tially linearized density matrix (PLDM)19–30 and the
forward-backward trajectory solution (FBTS)31–34 ap-
proaches, where the electronic dynamics of the two paths
are described using MMST mapping.11,12 In Paper I,35
we developed a new partially linearized method, called
spin-PLDM, derived using the Stratonovich–Weyl trans-
form to describe the electronic dynamics within the spin-
mapping space. Based on results presented in that work
and this, spin-PLDM appears to reproduce real-time cor-
relation functions with a greater accuracy than other par-
tially linearized methods.
Fully linearized and partially linearized quantum-
classical methods are derived using quite different ap-
proximations to the underlying path integrals. It is there-
fore not a priori obvious which one of these classes of
mapping-based classical-trajectory techniques will con-
sistently produce the most accurate results, although re-
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2sults in the literature suggest that PLDM and FBTS typ-
ically outperform PBME and LSC-IVR.36–39 Hence one
focus of the current paper is to compare the terms en-
tering the real-time correlation functions for both spin-
PLDM and fully linearized spin mapping, as well as
using numerical simulations for a wide range of com-
monly used model systems, in order to benchmark the
accuracy of computing dynamical observables with both
methods. Numerical results from other mapping-based
classical-trajectory techniques, such as standard PLDM
and PBME, are also included for comparison. In particu-
lar, we show in the proceeding analysis that spin-PLDM
has a term with no analogue in the linearized method,
which is contained within the definition of the real-time
correlation functions of traceless operators. This term
diminishes many of the known errors that are ubiquitous
for fully linearized methods.
One factor that often limits the efficiency and applica-
bility of such mapping-based classical-trajectory meth-
ods is the issue of sampling. Often a large number of
trajectories are required in order to converge results for
dynamical quantities of interest, in particular for systems
which contain a large number of degrees of freedom. In
previous work, focused initial conditions have been de-
veloped for mapping-based techniques to alleviate this
problem, by restricting the sampling space of initial elec-
tronic mapping variables to correspond to populating a
single initial electronic state. Such focused conditions
have previously been successfully implemented for fully
linearized MMST mapping,9,40–43 fully linearized spin-
mapping13,14 and partially linearized MMST mapping
techniques,23,44–46 and typically require an order of mag-
nitude fewer trajectories in order to reach the same level
of convergence, without significantly reducing the accu-
racy of the result. We show in this paper that similar
focused initial conditions can be rigorously derived and
also easily implemented for spin-PLDM. Importantly,
we show that the accuracy of the results is practically
unaffected by this modification. We hence believe that
spin-PLDM is one of the most promising methods for ac-
curately and efficiently calculating dynamical quantities
within condensed-phase nonadiabatic systems.
II. FULLY LINEARIZED SPIN MAPPING
Fully linearized spin mapping13,14 describes the elec-
tronic dynamics by evolving a single set of classical vari-
ables that are constrained to the surface of a hypersphere,
where the possible radii of the hypersphere are deter-
mined by the Stratonovich–Weyl Transform. Within this
method, the accuracy of any obtained dynamical quan-
tities, such as real-time correlation functions, depends
strongly on the spin-sphere radius that is used. In previ-
ous work, it has been found that the so-called W-sphere
consistently produces the most accurate results for a wide
range of model systems.13,14
It is simplest to analyze the method and perform the
calculations using the Cartesian representation for the
spin variables. In terms of Cartesian mapping variables,
this fully linearized W-sphere method, which we will refer
to as spin-LSC, has the following expression for the real-
time correlation function:
CAB(t) = 〈AW(Z)BW(Z(t))〉spin-LSC , (1)
where the t = 0 value is implied for any quantity for
which time, t, is not explicitly stated. In this expres-
sion, Z = {Z1, Z2, · · · , ZF } are the Cartesian mapping
variables for an F -level system, where Zλ = Xλ + iPλ
are complex numbers associated with electronic state λ.
These mapping variables represent the electronic degrees
of freedom of the system. Along with the nuclear phase-
space variables x and p, these quantities are initially sam-
pled in the definition of the real-time correlation function
from the spin-LSC average, defined as:
〈· · ·〉spin-LSC = F
∫
dxdp dZ · · · δ (|Z|2 −R2W) ρWb (x, p)∫
dZ δ (|Z|2 −R2W)
,
(2)
where dZ = ∏λ dXλdPλ and ρWb (x, p) is the Wigner
transform of the initial nuclear density matrix, normal-
ized such that
∫
dxdp ρWb (x, p) = 1. The factor of F en-
sures the correct normalization such that 〈1〉spin-LSC =
tr[Iˆ] = F , where tr[· · · ] is the partial trace over the
electronic degrees of freedom. Within the definition of
the spin-LSC average, the initial Cartesian mapping vari-
ables, Z, are constrained to a hypersphere of radius RW:
R2W = 2
√
F + 1. (3)
Because the Cartesian mapping variables are sampled
uniformly from the hypersphere in Eq. (2), we refer to
this as full-sphere initial conditions for the electronic de-
grees of freedom within the spin-LSC technique.
For the spin-LSC correlation function, given in Eq. (1),
the electronic operators Aˆ and Bˆ are represented by their
Stratonovich–Weyl W-functions. The spin-LSC method
can also be applied to real-time correlation functions
where Aˆ and Bˆ contain nuclear operators, although we
will not consider such correlation functions in this paper.
The W-function of operator Aˆ is:
AW(Z) = tr[AˆwˆW(Z)], (4)
which is defined in terms of the Stratonovich–Weyl ker-
nel, wˆW(Z), whose matrix elements are
〈µ|wˆW(Z)|λ〉 = 12 (ZµZ∗λ − γWδλµ) . (5)
The Stratonovich–Weyl kernel contains a zero-point en-
ergy parameter, γW, which for the W-spin sphere is given
by:
γW =
1
F
(R2W − 2). (6)
3Inserting Eq. (5) into Eq. (4) leads to an equivalent ex-
pression for the W-function of operator Aˆ:
AW(Z) = 12
∑
λ,µ
〈λ|Aˆ|µ〉 (Z∗λZµ − γWδλµ) . (7)
The spin-LSC correlation function [Eq. (1)] approxi-
mates the Bˆ operator at time t by evolving in time the
Cartesian mapping variables, Z, for the electronic de-
grees of freedom. These variables, along with the nuclear
phase-space variables, are propagated under the follow-
ing equations of motion:
dZλ
dt
= −i
∑
µ
〈λ|Vˆ (x)|µ〉Zµ,
dx
dt
=
p
m
,
dp
dt
= F0(x) + Fe(Z, x),
(8)
which despite the different derivation are completely
equivalent to those of the MMST fully linearized mapping
approaches.13 Within these equations of motion, the nu-
clear potential has been partitioned into two components:
V0(x) + Vˆ (x). The nuclear potential term V0(x) corre-
sponds to the electronic independent nuclear potential,
whereas Vˆ (x) is the electron-nuclear coupling and is de-
fined such that tr[Vˆ (x)] = 0 for all values of x. The elec-
tronic independent and dependent nuclear forces, F0(x)
and Fe(Z, x) are given by:
F0(x) = −∇V0(x), (9a)
Fe(Z, x) = −∇VW(Z), (9b)
where ∇ is the gradient, a vector of derivatives with re-
spect to the nuclear positions.
The spin-LSC correlation function given by Eq. (1) has
several nice properties. First, although it is in general an
approximate theory, the spin-LSC correlation function is
always exact at t = 0. This arises from the following
property of the W-functions:14,47
CAB(0) = tr[AˆBˆ] = 〈AW(Z)BW(Z)〉spin-LSC . (10)
Second, because the electronic dynamics are exactly de-
scribed by the equation of motion in Eq. (8), the spin-
LSC correlation function is also exact in the absence of
electron-nuclear coupling. Finally, because |Z|2 = R2W is
a constant, spin-LSC correlation functions with Bˆ = Iˆ
(and hence IW = 1) are also exact:
CAI(t) = tr[Aˆ] = 〈AW(Z)〉spin-LSC . (11)
All of these properties are also satisfied by MMST
mapping based approaches. However, it has been ob-
served from numerical simulations that spin-LSC gen-
erally gives rise to more accurate correlation functions
than fully linearized MMST mapping based approaches,
in particular for Aˆ = Iˆ, where CAB(t) does not tend to
zero in the long-time limit. For these identity-containing
correlation functions, it can be shown that within spin-
LSC they have the following simple form:
CIB(t) = 〈BW(Z(t))〉spin-LSC . (12)
which means that the identity operator is treated exactly
within the spin-LSC method. Whereas this appears nat-
urally in fully linearized spin-mapping methods, a modi-
fication of MMST mapping was required to obtain a sim-
ilar result.48–50
As with all mapping-based classical-trajectory tech-
niques, the efficiency of the method is often limited by
the number of trajectories one requires to converge the
results. Such convergence has been improved previously
by using focused initial conditions, which we will now
introduce.
A. Focused sampling
Focused sampling has been previously implemented for
spin-LSC in Refs. 13 and 14. In this subsection, we
present spin-LSC focused initial conditions in a way that
makes clear the connection with focused sampling used
in spin-PLDM, which will be introduced in Sec. III A.
However, for the case of real-time correlation functions
with an initial population operator, our approach be-
comes identical to these previously implemented focused
initial conditions.
The spin-LSC method described above makes use of
the properties of the Stratonovich–Weyl kernel. In par-
ticular, the method relies on the fact that the trace of
two operators can be written as an integral over their
corresponding W-functions, as given by Eq. (10). How-
ever, this property can also be satisfied when using alter-
native sampling distributions of the Cartesian mapping
variables, such as focused conditions:
〈· · ·〉focspin-LSC =
∑
λ
∫
dxdp dZ · · · ρ(λ)foc (Z)ρWb (x, p)∫
dZ ρ(λ)foc (Z)
.
(13)
A proof showing that these focused conditions do satisfy
the W-functions property in Eq. (10), for any electronic
operators Aˆ and Bˆ, is given in Appendix A. These fo-
cused conditions are similar in form to the full-sphere
sampling of the initial Cartesian mapping variables, given
by Eq. (2), but with the following differences. Instead of
simply constraining the mapping variables to lie on a
hypersphere defined by |Z|2 = R2W, the mapping vari-
ables in the focused initial conditions are instead now
constrained by ρ
(λ)
foc (Z), the focused sampling distribu-
tion for electronic state λ:
ρ
(λ)
foc (Z) = δ
(|Zλ|2 − γW − 2) ∏
µ6=λ
δ
(|Zµ|2 − γW) . (14)
4This distribution, ρ
(λ)
foc (Z), still constrains the mapping
variables onto this hypersphere, but also further con-
strains the mapping variables so that they entirely oc-
cupy electronic state |λ〉:
[|λ〉 〈λ|]W(Z) = 1, (15a)
[|µ〉 〈µ|]W(Z) = 0, for µ 6= λ. (15b)
Additionally, the factor of F within the definition of the
full-sphere initial sampling in Eq. (2) is now incorporated
within the focused variant into the sum over λ, a com-
plete set of orthonormal electronic states for which the
Cartesian mapping variables are focused onto.
From the definition of the focused sampling in Eq. (13),
the focused spin-LSC correlation function then becomes:
CAB(t) = 〈AW(Z)BW(Z(t))〉focspin-LSC . (16)
The definition of this real-time correlation function is de-
fined so that the focusing, given by Eq. (13) is only per-
formed at t = 0. This is in contrast to the symmetrical
quasi-classical (SQC) windowing method, where window-
ing functions are used to essentially focus trajectories at
time t as well.41–43 For real-time correlation functions
with an initial population operator (i.e., Aˆ = |n〉 〈n|),
the focused initial sampling defined in Eq. (2) can be
simplified as follows. Using the expression for the W-
function of a population operator under focused initial
conditions, given by Eq. (15), the expression for this fo-
cused spin-LSC correlation function then becomes:
〈[|n〉 〈n|]W(Z)BW(Z(t))〉focspin-LSC =∫
dxdp dZ BW(Z(t))ρ(n)foc (Z)ρWb (x, p)∫
dZ ρ(n)foc (Z)
,
(17)
which is the identical expression for the spin-LSC fo-
cused conditions used in Refs. 13 and 14. The fact
that only one term in the sum over λ in Eq. (2) con-
tributes to the spin-LSC real-time correlation function
when Aˆ = |n〉 〈n| means that focused initial conditions
are particularly simple in this case. To treat correlations
with off-diagonal (coherence) operators, one must include
all of the terms in this sum over λ in Eq. (2). However,
focused initial conditions can also be implemented more
efficiently in this case by choosing a basis which diagonal-
izes the initial operator Aˆ, as was suggested in Refs. 13
and 51.
The constraints imposed within focused initial con-
ditions can easily be implemented using the following
parameterization of the Cartesian mapping variables,
Zµ = Xµ + iPµ:
14
Xµ = rµ cos(φµ), Pµ = rµ sin(φµ), (18)
where rµ=λ =
√
2 + γW, rµ6=λ =
√
γW and φµ is uni-
formly sampled from 0 to 2pi. In order to illustrate these
focused conditions further, we consider the case of a two-
level system, in which the electronic state can be de-
scribed in terms of the expectation values of the Pauli
spin matrices. From Eq. (18), these expectation values
for focused initial conditions are:
[σx]W(Z) =
√
γW(2 + γW) cos(φ2 − φ1), (19a)
[σy]W(Z) =
√
γW(2 + γW) sin(φ2 − φ1), (19b)
[σz]W(Z) = ±1. (19c)
Hence each Cartesian mapping variable is focused onto
one of two ‘polar circles’, as illustrated in Fig. 1, and
(φ2 − φ1) can be thought of as the azimuthal angle
around this circle, whereas (φ1 + φ2) is an unimportant
cyclic variable. In addition, the upper arctic circle satis-
fies [σz]W(Z) = 1 and the lower antarctic circle satisfies
[σz]W(Z) = −1.
The focused initial conditions are basis-dependent and
hence there is a choice of which complete set of states
to focus onto. Focusing onto the electronic states, which
diagonalize the nuclear force operator, guarantees that
the nuclear dynamics are correct in the absence of off-
diagonal diabatic couplings. This is therefore advanta-
geous for systems far from the Born–Oppenheimer limit.
Additionally, focusing onto the adiabatic electronic states
would be advantageous for systems close to the Born–
Oppenheimer limit. Note also that the dynamics can
be carried out equivalently in this representation.52 The
model systems that we consider in this paper are all
far from the Born–Oppenheimer limit, as this is the
regime that is traditionally most difficult for mapping-
based classical-trajectory techniques to describe cor-
rectly. Hence, from now on we will only use diabatic
focusing.
For the spin-LSC method, the difference in the con-
verged results between full-sphere and focused sampling
was hardly noticeable in our tests, but the latter required
an order of magnitude fewer trajectories. This is con-
sistent with the results presented in Refs. 13 and 14,
where the difference between computed correlations func-
tions using full-sphere and focused sampling within the
spin-LSC method (referred to in these papers as the W-
method) are again hardly noticeable. Note that this is by
no means true of other mapping approaches; for example
spin-mapping on the Q-sphere appears to be fairly accu-
rate when using full-sphere sampling, but with focusing
reduces to Ehrenfest dynamics, which is known to be in-
accurate. From now on, the numerical results presented
in this paper will only be for the focused variant of spin-
LSC. However, the proceeding analysis and conclusions
that we present are equally valid for both full-sphere and
focused variants.
III. SPIN-PLDM
Within the spin-LSC method, the Stratonovich–Weyl
kernels are used to describe the observable electronic op-
erators, Aˆ and Bˆ, that appear within the real-time cor-
relation function. The electronic dynamics is thus de-
scribed by a single set of Cartesian electronic mapping
5[σy]W
[σz]W
[σx]W
θc
r =
R2W
2
[σz]W(Z) = −1
[σz]W(Z) = 1
γW
γW
(φ2 − φ1)
FIG. 1. An illustration of the two ‘polar circles’ (red) on
the W-spin sphere for a two-level system, from which the
Cartesian mapping variables are sampled when using focused
initial conditions. The upper arctic circle, having a latitude
of cos θc = 1/
√
3, corresponds to the electronic system solely
occupying state |1〉 (i.e., [σz]W(Z) = 1). The region above
this ‘arctic circle’ corresponds to the system having a negative
population associated with state |2〉 (i.e., [σz]W(Z) > 1).
variables, Z = {Z1, Z2, · · · , ZF }. In contrast, the spin-
PLDM method, derived in Paper I,35 is a partially lin-
earized approach, where the Stratonovich–Weyl kernels
are used to describe the forward and backward real-time
propagators. This leads to an expression for the real-time
correlation function which contains two sets of Cartesian
mapping variables, Z and Z ′:
CAB(t) =
〈
tr
[
Aˆwˆ†W(Z ′, t)BˆwˆW(Z, t)
]〉
spin-PLDM
.
(20)
The initial sampling of the Cartesian mapping variables,
Z, along with the nuclear phase-space variables x and p,
is defined by the spin-PLDM average, given by:
〈· · ·〉spin-PLDM =
F 2
∫
dxdp dZ dZ ′ · · · δ (|Z|2 −R2W) δ (|Z ′|2 −R2W) ρWb (x, p)∫
dZ δ (|Z|2 −R2W)
∫
dZ ′ δ (|Z ′|2 −R2W)
.
(21)
Like before, the Wigner transform of the initial nuclear
density matrix is defined so that
∫
dx dp ρWb (x, p) =
1. Because each set of Cartesian mapping variables in
Eq. (21) is uniformly sampled from the surface of a hyper-
sphere, we refer to this as full-sphere initial conditions for
the electronic degrees of freedom within the spin-PLDM
technique, like for spin-LSC.
In the spin-PLDM correlation function, the time-
evolved W-kernel, wˆW(Z, t), can be obtained by applying
the time-ordered propagator, Uˆ(t), to the left of the W-
kernel, given by Eq. (5):
〈µ|wˆW(Z, t)|λ〉 = 12
(
Zµ(t)Z
∗
λ − γW 〈µ|Uˆ(t)|λ〉
)
, (22)
where:
Uˆ(t) = e−iVˆ (x(tN )) · · · e−iVˆ (x(t2))e−iVˆ (x(t1)). (23)
In addition, tk = kt/N is the time at each time-step of the
propagation and N is the number of time-steps. As for all
mapping-based classical-trajectory methods, we wish to
approach the N → ∞ limit when performing numerical
calculations. The Cartesian mapping variables, Z and
Z ′, are evolved in spin-PLDM under the same equations
of motion as Eq. (8), except that the expression for the
electronic dependent nuclear force is now given by:
Fe(Z,Z ′, x) = − 12 [∇VW(Z) +∇VW(Z ′)] . (24)
Hence the Cartesian mapping variables for the forward
and backward paths, Z and Z ′ respectively, are coupled
in the equations of motion via this nuclear force term.
The spin-PLDM correlation function given by Eq. (20)
has similar desirable properties to spin-LSC, as well as
to MMST based mapping approaches. First, the spin-
PLDM correlation function is always exact at t = 0. This
arises from the following property of the W-kernel:〈
Aˆwˆ†W(Z ′)BˆwˆW(Z)
〉
=tr
[
Aˆ 〈wˆ†W(Z ′)〉 Bˆ 〈wˆW(Z)〉
]
=tr[AˆBˆ],
(25)
where the averages in this equation can equally corre-
spond to those for spin-LSC or spin-PLDM, defined in
Eqs. (2) and (21) respectively. We have also used that Z
and Z ′ are uncorrelated at t = 0.
Additionally, as for both spin-LSC and MMST ap-
proaches, the spin-PLDM correlation function is also ex-
act in the absence of electron-nuclear coupling. Finally,
the correlation function for all these approaches is also
exact when Bˆ = Iˆ, which can be shown for spin-PLDM
by using the following result:
wˆ†W(Z ′, t)wˆW(Z, t) = wˆ†W(Z ′)wˆW(Z). (26)
In Paper I35 it was shown that for an Ohmic spin-boson
model, spin-PLDM is also able to accurately reproduce
real-time correlation functions, even away from the limits
for which the method is formally exact.
One potential disadvantage of spin-PLDM is that it
typically requires more trajectories than spin-LSC to con-
verge results, because the initial sampling now contains
integrals over two sets of Cartesian mapping variables.53
However, as stated before, such convergence issues can be
alleviated using focused sampling of the initial Cartesian
mapping variables.
A. Focused sampling
For spin-LSC, the key property of any allowed initial
mapping variable sampling must be that it preserves the
6properties of the Stratonovich–Weyl kernel in Eq. (10).
For spin-PLDM, we require that the focused sampling
can correctly describe electronic quantum operators in
terms of the W-kernel. In other words:
Aˆ = 〈AW(Z)wˆW(Z)〉spin-LSC = 〈AW(Z)wˆW(Z)〉focspin-LSC .
(27)
This is also satisfied by the focused initial conditions de-
fined by Eq. (13), as can be proved using the same argu-
ments that are presented in Appendix A. In spin-PLDM,
two sets of Cartesian mapping variables are used, in order
to represent both the forward and backward electronic
paths. Hence in focused spin-PLDM, both sets of map-
ping variables must be initially sampled independently
using these focused conditions. This leads to the follow-
ing expression for the correlation function:
CAB(t) =
〈
tr
[
Aˆwˆ†W(Z ′, t)BˆwˆW(Z, t)
]〉foc
spin-PLDM
,
(28)
where the ensemble average now amounts to using fo-
cused conditions for both sets of Cartesian mapping vari-
ables:
〈· · ·〉focspin-PLDM =∑
λ,λ′
∫
dxdp dZ dZ ′ · · · ρ(λ)foc (Z)ρ(λ
′)
foc (Z
′)ρWb (x, p)∫
dZ ρ
(λ)
foc (Z)
∫
dZ ′ ρ(λ
′)
foc (Z ′)
.
(29)
In a similar fashion to how the focused conditions were
defined for spin-LSC, ρ
(λ)
foc (Z) additionally constrains the
Cartesian mapping variables so that they entirely occupy
electronic state |λ〉. Additionally, the factor of F 2 within
the definition of the spin-PLDM full-sphere sampling,
given in Eq. (21), is incorporated within the focused vari-
ant by two independent sums over the complete set of
electronic states (|λ〉 and |λ′〉).
In contrast to the focused spin-LSC method, the fo-
cused spin-PLDM method contains terms where the ini-
tial Cartesian mapping variables for the forward and
backward propagator paths are focused onto different
electronic states, |λ〉 and |λ′〉. Because fully linearized
methods only consider the average of these two paths,
such configurations cannot be represented in spin-LSC.
The focused conditions previously implemented for stan-
dard PLDM and FBTS46 also focus both the forward and
backward paths onto the same initial electronic state,
which can lead to poor results for the long-time dynam-
ics or for systems with relatively strong electron-nuclear
coupling.23,46 Because the Stratonovich–Weyl kernels are
used to represent the forward and backward propaga-
tors in spin-PLDM, rather than the observable operators,
none of the terms in the {λ, λ′} sum in Eq. (29) are iden-
tically zero for the correlation function given in Eq. (28),
even when Aˆ = |n〉 〈n|. This means that although fo-
cused spin-PLDM is a much more efficient method than
performing spin-PLDM with full-sphere sampling, the fo-
cused conditions for spin-PLDM are nevertheless less ef-
ficient than for spin-LSC.54
As for the spin-LSC focused conditions, the sampling
of focused spin-PLDM is now basis-dependent. However,
using either a diabatic or adiabatic basis seems the obvi-
ous choice, depending on whether the system is close to
or far away from the Born–Oppenheimer limit. As stated
before, we will only use diabatic focusing in this paper.
IV. COMPARISON BETWEEN SPIN-PLDM AND
SPIN-LSC
In spin-LSC, the W-kernels are used to represent the
observable operators, Aˆ and Bˆ, within the definition of
the real-time quantum correlation function, while in spin-
PLDM, the W-kernels are used to represent the time-
ordered propagators for the forward and backward paths.
Hence because the spin-LSC and spin-PLDM methods
use the W-kernels to represent different objects within
the real-time correlation function, the associated under-
lying expressions for both techniques, given by Eqs. (16)
and (28), look quite different. In order to compare the
methods to each other, we can re-express the spin-PLDM
correlation function in terms of the mapping-variable rep-
resentations of the underlying operators Aˆ and Bˆ:
BW(Z,Z ′) = 12
∑
λ,λ′
〈λ|Bˆ|λ′〉 (Z∗λZ ′λ′ − γWδλλ′) . (30)
We choose this definition of the spin-PLDM operator
representation so that it becomes identical to the stan-
dard PLDM operator representation, Bm(Z,Z ′), when
γW = 0 and also identical to the spin-LSC operator rep-
resentation [Eq. (7)] when Z = Z ′.
Here, we only consider correlation functions that sat-
isfy tr[Bˆ] = 0, because any operator can be decom-
posed into a traceless part and the identity and the real-
time correlation function CAI(t) is time-independent. To
make the comparison, the identity-containing correlation
functions (with Aˆ = Iˆ) and the correlation functions of
traceless operators (with tr[Aˆ] = 0) are considered sep-
arately. The discussion in this section can be equally
applied to either the full-sphere or focused variants of
the methods.
A. Identity-containing correlation functions
From Eq. (22), the time evolution of the spin-PLDM
correlation function in general does not just depend on
the time-evolved mapping variables, but also on the time-
ordered electronic propagator, Uˆ(t). However, when
Aˆ = Iˆ, such identity-containing correlation functions can
be exactly written in terms of the evolved mapping vari-
ables:
CIB(t) = 〈IW(Z,Z ′)BW(Z ′(t),Z(t))〉spin-PLDM
+
γW
2
〈FBW(Z ′(t),Z(t))−BW(Z(t))−BW(Z ′(t))〉spin-PLDM ,
(31)
7as derived in Appendix B. In this expression, BW(Z)
is the W-function for an electronic operator Bˆ, given
by Eq. (7) and BW(Z,Z ′) is the spin-PLDM expres-
sion for the same operator, given by Eq. (30). The term
IW(Z,Z ′) = 12 (Z∗ · Z ′ − R2W) + 1, which is also de-
fined by Eq. (30), acts as an ‘overlap factor’, between the
Cartesian mapping variables for the forward and back-
ward electronic paths(Z and Z ′ respectively).
There are two noteworthy points of Eq. (31). First, if
we set the zero-point energy parameter, γW, to zero, the
expression for the identity-containing correlation func-
tion depends entirely on the standard PLDM expressions
for the underlying electronic operators, Im(Z,Z ′) and
Bm(Z ′(t),Z(t)). This illustrates that spin-PLDM dif-
fers from standard PLDM not just through the initial
sampling of the Cartesian mapping variables, which are
constrained to the hypersphere, but also through the ex-
istence of a zero-point energy parameter, which results in
additional terms being present in the expression for the
identity-containing correlation function.
Second, in the case that Z = Z ′, so that the method
has only one set of Cartesian mapping variables as for
fully-linearized techniques, the form of Eq. (31) becomes
similar to the expression for the identity-containing cor-
relation function within the spin-LSC method, given by
Eq. (12). This follows from: IW(Z,Z) = IW(Z) = 1
and BW(Z(t),Z(t)) = BW(Z(t)). This result is perhaps
unsurprising, because Eq. (12) can be derived as an ‘iden-
tity trick’48,49 for spin-PLDM, as shown in Appendix B 1.
Hence unlike standard PLDM, both spin-LSC and spin-
PLDM treat the identity-containing correlation functions
on a similar footing.
B. Correlation functions of traceless operators
In general, the expression for the correlation functions
of traceless operators within spin-PLDM cannot be easily
simplified, although it is still simple to evaluate numer-
ically. This is because the evolution of the zero-point
energy parameter within Eq. (22) depends on the time-
ordered electronic propagator, which cannot be expressed
directly in terms of the time-evolved Cartesian mapping
variables. However, the correlation functions of traceless
operators within spin-PLDM can be written as follows:
CAB(t) =
4
R4W
〈AW(Z,Z ′)BW(Z ′(t),Z(t))〉spin-PLDM
+ ∆CAB(t),
(32)
as shown in Appendix C. In this expression ∆CAB(t) is
a term, which contains the contribution to the correla-
tion function from the propagation of the zero-point en-
ergy parameter. This separation is defined so that both
∆CAB(0) = 0 and in the absence of electron-nuclear cou-
pling that ∆CAB(t) = 0 . While a convenient and gen-
eral expression for ∆CAB(t) is hard to obtain, such an
[σz]W
[σy]W
[σx]W
|Z〉
|ζ〉
FIG. 2. An illustration of the ζλ mapping variables for an
F = 2 system, which lie on the same hypersphere as Zλ, but
are also orthogonal to it. The corresponding |ζ〉 state is the
inversion of |Z〉 through the origin.
expression is easier to derive if just two-level systems are
considered.
For two-level systems, any operator can be written in
terms of a spin coherent state and a state orthogonal
to it. We therefore define a state, |ζ〉, whose Cartesian
mapping variables lie on the same hypersphere as |Z〉,
but are also orthogonal to it:
2∑
λ=1
ζ∗λZλ = 0. (33)
It can be shown that |ζ〉 corresponds to the inversion of
|Z〉 through the origin. In other words:
[σj ]W(ζ) = −[σj ]W(Z). (34)
This relationship between the Zλ and ζλ mapping vari-
ables is shown pictorially in Fig. 2. Using these two sets
of mapping variables, the term ∆CAB(t) can be rewritten
as:
∆CAB(t) =
γW
R4W
(
γW 〈AW(ζ, ζ ′)BW(ζ ′(t), ζ(t))〉spin-PLDM
− (γW + 2) 〈AW(Z, ζ ′)BW(ζ ′(t),Z(t))〉spin-PLDM
− (γW + 2) 〈AW(ζ,Z ′)BW(Z ′(t), ζ(t))〉spin-PLDM
+(γW + 4) 〈AW(Z,Z ′)BW(Z ′(t),Z(t))〉spin-PLDM
)
,
(35)
where the ζ ′λ mapping variables are in the same way or-
thogonal to Z ′λ. The derivation of this expression is out-
lined in Appendix C. Such a term has never been in-
cluded within a mapping-based classical-trajectory tech-
nique before. For example, Eq. (35) is zero when γW = 0
and hence such a term is not present within standard
PLDM. In addition, the first term on the right hand
8side of Eq. (32) has a similar form to the full spin-LSC
correlation function [Eq. (1)] when Z = Z ′ and there-
fore spin-LSC also has no analogue to ∆CAB(t). This
additional ∆CAB(t) term therefore constitutes the main
difference between the spin-LSC and spin-PLDM corre-
lation functions, in addition to the fact that both meth-
ods also contain different numbers of Cartesian mapping
variables.
The presence of ζ and ζ ′ Cartesian mapping variables
in Eq. (35) confirms that this additional term contains
effects arising physically from propagating the electronic
subsystem on the opposite side of the spin-sphere to that
of the coherent state from which the nuclear force is cal-
culated. Because such a term has been rigorously derived
within a Stratonovich–Weyl approach to spin-mapping,
this suggests that spin-mapping based techniques which
only describe the electronic dynamics at a single point
of the spin-sphere are in some sense deficient; electronic
dynamics at the ‘antipode’ is therefore necessary in order
to give a fuller description of the exact dynamics within
coupled electron-nuclear systems. In quantum mechan-
ics, the nuclear degrees of freedom can induce instanta-
neous excitations of the electronic subsystem and hence
the various dynamics of the ‘antipode’ do correspond to
physical allowed processes within the real system. Hence
spin-PLDM is able describe physical processes which are
completely neglected in other mapping-based classical-
trajectory techniques.
For systems with an arbitrary number of electronic
states, the term ∆CAB(t) will involve propagation of a
set of F − 1 orthogonal states to Z and hence this term
physically corresponds to propagating all possible instan-
taneous excitations of the underlying coherent state. In
the next section, the properties and effects of this addi-
tional term will be investigated numerically.
V. RESULTS
In this section, we consider a set of challenging systems
far away from the Born–Oppenheimer limit. Although all
the spin-mapping results presented in this section are ob-
tained using focused sampling, we have found that they
hardly differ from the same results obtained using full-
sphere sampling. For the MMST mapping-based tech-
niques, only the most accurate form of the methods are
used, so as to act as a fair comparison with spin-mapping;
hence we present results only for the non-focused variants
of these methods.
A. The spin-boson model
To test the accuracy of our focused spin-PLDM
method, we have applied the method to a series of spin-
boson models. We will first consider the same spin-boson
model that was studied in Paper I35 and then we will
consider other parameter regimes, in order to try and
cover a large part of the parameter space, including both
symmetric and asymmetric systems, low and high tem-
perature limits and strong and weak system-bath cou-
pling. Such spin-boson models are commonly used to
benchmark new methods, as numerically exact results are
available for comparison. The model essentially consists
of two electronic states coupled to an initially thermal-
ized harmonic bath, whose Hamiltonian is given by:55
Hˆ = 12
f∑
j=1
pˆ2j + V0(xˆ) + Vˆ (xˆ), (36a)
V0(xˆ) =
1
2
f∑
j=1
ω2j xˆ
2
j , (36b)
Vˆ (xˆ) = ∆σˆx +
ε+ f∑
j=1
cj xˆj
 σˆz. (36c)
Here, ε is the energy bias and ∆ is the constant dia-
batic coupling. The bath contains f nuclear modes, each
with frequency ωj and electron-nuclear coupling coeffi-
cient cj . The mass, mj , has been incorporated into the
definition of the nuclear position, xˆj , and momentum, pˆj ,
operators. As the nuclear bath is harmonic, the dynam-
ics of the spin-boson model is exactly described by the
quantum-classical Liouville equation (QCLE).56,57 Hence
any errors arising from calculating correlation functions
using mapping-based classical-trajectory techniques arise
solely from approximations to the QCLE and are not
inherently due to the classical treatment of the nuclear
degrees of freedom. The spectral density, Jbath(ω), deter-
mines the distribution of nuclear frequencies within the
bath. One of the most commonly used spectral densities
is the Ohmic bath form:
Jbath(ω) =
piξ
2
ω e−ω/ωc , (37)
where ωc is the characteristic frequency and ξ is the
Kondo parameter. In order to perform numerical sim-
ulations, the continuous bath must first be discretized
into a finite number of modes. The spectral density can
then be represented as follows:
Jbath(ω) =
pi
2
f∑
j=1
c2j
ωj
δ(ω − ωj). (38)
We have used the discretization scheme employed in
Ref. 58. Additionally, we consider solely correlation func-
tions in which the uncoupled bath is initially thermalized.
This means that for mapping-based classical-trajectory
techniques, the initial nuclear coordinates are sampled
from the following Wigner distribution:
ρWb (x, p) =
f∏
j=1
αj
pi
exp
[
−2αj
ωj
(
1
2p
2
j +
1
2ω
2
jx
2
j
)]
, (39)
9where αj = tanh(
1
2βωj) and β = 1/kBT . For compar-
ison, numerically exact results for the real-time quan-
tum correlation functions have been obtained using the
quasiadiabatic path-integral (QUAPI) technique.59
We begin by comparing the CIσz (t) and Cσzσz (t) cor-
relation functions obtained with our focused spin-PLDM
method, to those for focused spin-LSC. All calculations
are performed with f = 100 nuclear degrees of free-
dom. The differences in the underlying expressions for
these correlation functions has already been discussed in
Sec. IV. To illustrate the differences numerically, we will
first discuss the Ohmic spin-boson model studied previ-
ously in Refs. 37, 48 and Paper I.35 This model is both
asymmetric and at a relatively low temperature, which
makes it one of the more challenging spin-boson models
to study. The parameters used for this spin-boson model,
given by the first row in Table I, also correspond to an
intermediate regime between strongly incoherent decay
and coherent oscillations.
First, comparing the focused spin-PLDM results in
Fig. 3 (orange) with the spin-PLDM results in Fig. 1
of Paper 1 (orange) shows that using focused sampling
in spin-PLDM does not significantly change the obtained
results. As there is no disadvantage in using focused ini-
tial conditions, we will only present focused spin-PLDM
results in this paper. Note that Refs. 13 and 14 also show
that focusing appears to barely change the results of spin-
LSC (as long as the W-sphere is used). In Fig. 3, we
compare these correlation functions for the focused spin-
PLDM and focused spin-LSC methods. For the identity-
containing CIσz (t) correlation function, both methods
produce similarly accurate results. This is not surpris-
ing, as the expression for the CIσz (t) correlation func-
tions for both methods, given by Eqs. (12) and (31),
have a similar form. Additionally, the focused spin-LSC
expression (given by Eq. (12)) can be derived from an
‘identity trick’ applied to focused spin-PLDM, as shown
in Appendix B 1, which suggests that both methods treat
the identity-containing correlation functions on an equal
footing. Therefore Fig. 3 shows that having two elec-
tronic mapping variables in focused spin-PLDM only re-
sults in a small improvement to the CIσz (t) correlation
function for this parameter regime.
For the Cσzσz (t) correlation function, the solid green
line shows the focused spin-PLDM result, given by
Eq. (32), without including the term ∆Cσzσz (t). Hence
the only difference between this result and the Cσzσz (t)
correlation function for the focused spin-LSC method
is that the focused spin-PLDM expression contains two
electronic mapping variables. As for the identity-
containing correlation functions, having two sets of map-
ping variables only leads to a small improvement in the
Cσzσz (t) correlation function for this model. The main
improvement of focused spin-PLDM over focused spin-
LSC is hence the term ∆Cσzσz (t), which corrects for the
overdamped coherences observed in the correlation func-
tions of traceless operators calculated using focused spin-
LSC.
TABLE I. The spin-boson model parameters corresponding
to the panels in Figs. 3 and 4. The energy scale is defined in
units of ∆.
Model ε/∆ ξ β∆ ωc/∆
Fig. 3 1 0.2 10 2.5
Fig. 4(a) 0 0.09 0.1 2.5
Fig. 4(b) 0 0.09 5 2.5
Fig. 4(c) 1 0.1 0.25 1
Fig. 4(d) 1 0.1 5 2.5
Fig. 4(e) 0 2 1 1
Fig. 4(f) 5 4 0.1 2
To further test the spin-PLDM method, we apply
the method to a selection of other spin-boson prob-
lems. The parameters for the spin-boson models we
consider are given by rows (a)-(f) in Table I. For these
calculations, we have again used f = 100 nuclear de-
grees of freedom, except for the strong coupling systems
(e) and (f), where f = 400 nuclear degrees of free-
dom were needed for convergence. Such a set of spin-
boson models cover a wide range of different physical
regimes, from symmetric to asymmetric, weak to strong
system-bath coupling and low to high temperature lim-
its. Hence these models offer a comprehensive test for
our new focused spin-PLDM method. Additionally, all
of these spin-boson models lie in a challenging regime
for mean-field, mapping-based classical-trajectory meth-
ods to describe correctly, which is far from the Born–
Oppenheimer limit. This set of spin-boson models have
already been used to test other mapping-based classical-
trajectory methods.13,50,60,61 While Ehrenfest and stan-
dard linearized mapping methods are known to perform
relatively well for the symmetric models, these methods
fail to correctly predict the long-time populations in the
asymmetric models. As in Ref. 50, we also make a point
of computing the time-dependent coherences, as well as
populations. In this paper, Eq. (39) initializes the nuclear
coordinates from the Boltzmann distribution of nuclear
potential V0(x). This is subtly different from Refs. 60 and
61, where the nuclei are sampled from the Boltzmann dis-
tribution for potential V0(x) + 〈1|Vˆ (x)|1〉. Nonetheless,
these different bath initial conditions do not appear to
lead to significant differences in the results.
Fig. 4 shows the calculated dynamical expectation val-
ues of all Pauli spin matrices for a range of mapping-
based techniques. All results correspond to the sys-
tem initially occupying the higher energy diabatic state,
|1〉. The Poisson-bracket mapping equation (PBME) ap-
proach is the fully linearized version of standard PLDM62
and is described in Ref. 63. While we do not show results
for LSC-IVR in this paper, it has been observed that both
PBME and LSC-IVR produce real-time correlation func-
tions to a similar degree of accuracy.48–50 Consider first
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FIG. 3. Comparison of the CIσz and Cσzσz correlation functions for focused spin-LSC and focused spin-PLDM. The results
correspond to the Ohmic spin-boson model studied previously in Ref. 48, with the model parameters given by the first row in
Table I. The dashed black lines give the numerically exact results, obtained using QUAPI.
the weak system-bath coupling spin-boson models at high
temperature (given by (a) and (c)). We would expect
to describe the dynamics of these models correctly, as
the classical approximation that is employed in deriving
mapping-based classical-trajectory techniques should be
valid at high temperatures. We find that only PBME is
unable to accurately describe the dynamics within these
spin-boson models. The error arises because PBME does
not correctly calculate the identity-containing correlation
functions. This problem however can be alleviated by us-
ing an ‘identity trick’ recently derived for PBME48,49 or
by focusing trajectories at time t using SQC.41–43 The
fact that the focused spin-PLDM and focused spin-LSC
results are similar for these models illustrates that the
term in focused spin-PLDM, ∆Cσzσz (t), can be neglected
at high temperatures. The second set of mapping vari-
ables within focused spin-PLDM also offers no improve-
ment in the accuracy of the result for this parameter
regime. Additionally, because the standard PLDM ap-
proach also correctly describes dynamical properties of
the system in this parameter regime, the results are in-
sensitive to the distribution from which the initial Carte-
sian mapping variables are sampled from.
Next, we consider models with weak system-bath cou-
pling at low temperatures (given by (b) and (d)). For
these models, spin-PLDM appears to consistently pro-
duce the most accurate results. As discussed above,
focused spin-PLDM outperforms focused spin-LSC for
these systems due to the term, ∆Cσzσz (t), which corrects
for the overdamped coherences found in the focused spin-
LSC correlation functions of traceless operators. Addi-
tionally, focused spin-PLDM also outperforms standard
PLDM in this parameter regime, because restraining the
Cartesian mapping variables to a hypersphere fixes the
large errors observed in the identity-containing correla-
tion functions. This different initial condition for the
mapping variables also corrects for the overdamped co-
herences found in the standard PLDM correlation func-
tions of traceless operators.
Finally, systems (e) and (f) are the most challenging
spin-boson models that we consider in this paper, due
to the strong system-bath coupling. In fact, the cou-
pling in system (f) is so strong that we struggled to con-
verge the numerically exact QUAPI results. Hence we
only present the QUAPI results for times for which we
are certain that they are numerically exact. The main
conclusion from these figures is that spin-PLDM is the
best method at consistently obtaining the short time dy-
namics correctly and also minimizes the error of the dy-
namics in the long-time limit. The figures show that
spin-PLDM provides a larger correction to spin-LSC for
the strong-coupling spin-boson models. This improve-
ment even holds in the high temperature limit, where
spin-LSC was already quite good (i.e., model (f), where
∆Cσzσz (t) ≈ 0). This suggests that the two sets of elec-
tronic mapping variables in focused spin-PLDM are par-
ticularly important for describing the dynamics in sys-
tems with relatively strong system-bath coupling.
B. The Fenna-Mathews-Olsen complex
To demonstrate that the spin-PLDM method can be
easily applied to multistate systems, we have applied the
method to a F = 7 model for the Fenna-Matthews-Olsen
(FMO) complex, which is a commonly studied photo-
synthetic pigment-protein complex found in green sul-
fur bacteria.65 This is a challenging benchmark prob-
lem that has already been used to test a wide range
of mapping-based techniques.14,19,20,22,26,28,43,46,49,66–73
However, as for the spin-boson model, the dynamics of
this FMO model is exactly described by the QCLE, be-
cause the nuclear bath is harmonic, which means that
nuclear quantum effects do not need to be included in
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FIG. 4. Comparison of a range of mapping-based methods, for several different spin-boson models. The parameters for each
spin-boson model are given in Table I. For each system, the electronic system initially begins in the high energy diabatic state
|1〉 and then the expectation values of the Pauli spin matrices, σˆj , are recorded as a function of time. The dashed black
lines give the numerically exact results, obtained using QUAPI. All results for spin-mapping based techniques (spin-LSC and
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order to describe the quantum dynamics of this model
exactly.33,56,57 Numerically exact results have been com-
puted for this model from the hierarchical equation of
motion (HEOM) approach.74–79 The Hamiltonian of this
model is:74
Hˆ = Hˆs + Hˆb + Hˆsb, (40)
where the electronic system Hamiltonian is given, in units
of cm−1, as:80
Hˆs =

12410 −87.7 5.5 −5.9 6.7 −13.7 −9.9
−87.7 12530 30.8 8.2 0.7 11.8 4.3
5.5 30.8 12210 −53.5 −2.2 −9.6 6.0
−5.9 8.2 −53.5 12320 −70.7 −17.0 −63.3
6.7 0.7 −2.2 −70.7 12480 81.1 −1.3
−13.7 11.8 −9.6 −17.0 81.1 12630 39.7
−9.9 4.3 6.0 −63.3 −1.3 39.7 12440

.
(41)
Each diabatic electronic state is coupled to its own inde-
pendent harmonic bath that consists of f nuclear modes
with frequencies ωj . The mass-weighted Hamiltonian for
all seven independent baths is therefore given by:
Hb(xˆ) =
7∑
n=1
f∑
j=1
(
1
2 pˆ
2
j,n +
1
2ω
2
j xˆ
2
j,n
)
, (42)
where each bath has the same set of frequencies, ωj . The
model then contains a linear coupling term, which con-
nects each harmonic bath to its corresponding diabatic
state as follows:
Hˆsb(xˆ) =
7∑
n=1
f∑
j=1
cj xˆj,n |n〉 〈n| , (43)
where cj are the exciton-nuclear coupling coefficients.
Such a Hamiltonian can be partitioned into a state-
independent nuclear potential, V0(xˆ), and a traceless
electronic operator, Vˆ (xˆ), as follows:
V0(xˆ) =
7∑
n=1
f∑
j=1
(
1
2ω
2
j xˆ
2
j,n +
1
7cj xˆj,n
)
+ 17 tr[Hˆs], (44a)
Vˆ (xˆ) = Hˆs +
7∑
n=1
f∑
j=1
cj xˆj,n
(
|n〉 〈n| − 17 Iˆ
)
− 17 tr[Hˆs]Iˆ.
(44b)
where tr[· · · ] signifies the partial trace over the electronic
degrees of freedom. The spectral density, Jbath(ω), deter-
mines the distribution of nuclear frequencies within each
of the baths and their couplings. This model employs the
Debye spectral density:
Jbath(ω) = 2Λ
ωωc
ω2 + ω2c
, (45)
where ωc is the characteristic frequency of the bath (with
τc = ω
−1
c its corresponding time scale) and Λ is the reor-
ganization energy. We use Λ = 35 cm−1, to be consistent
with previous work, and only consider the situation of a
‘fast bath’ (i.e., τc = 50 fs), which is the most difficult
previously studied parameter regime. In order to per-
form numerical simulations, the continuous bath must be
first discretized into a finite number of modes, as shown
in Eq. (38). In this paper for the Debye spectral den-
sity, we have used the discretization scheme employed in
Ref. 81 with f = 60 bath modes per state. We con-
sider the dynamics after the initial excitation of a single
site, with the baths in thermal equilibrium before the
excitation. This means that for mapping-based classical-
trajectory techniques, the initial nuclear coordinates as-
sociated with each excitonic site are sampled from the
same Wigner distribution given by Eq. (39).
To test the accuracy of our newly developed focused
spin-PLDM method, we calculate the time-dependence of
the exciton dynamics for this FMO model. Of particular
interest is the picosecond exciton population transfer to
the lowest energy site/chromophore (n = 3), from which
the excitons can be harvested at the reaction centre. We
consider both the dynamics at high and low temperature
(300 K and 77 K respectively) and also with the initial
exciton residing on different sites/chromophores of the
complex (i.e., site 1 and 6). Fig. 5 shows the population
dynamics of the FMO at high temperature (300 K). As
stated before, this is the regime in which the approx-
imations involved in deriving mapping-based classical-
trajectory techniques are expected to be valid. From
Fig. 5, it can be seen that focused spin-LSC, standard
PLDM and focused spin-PLDM are each able to describe
the short time dynamics very well (i.e., up to 1 ps), ir-
respective of whether the exciton is initialized on site 1
(the top row of figures) or site 6 (the bottom row of fig-
ures). Even for this short-time behaviour, the accuracy
of the focused spin-PLDM approach however appears su-
perior, as the calculated dynamics from this technique
are essentially indistinguishable from the exact HEOM
results (solid lines) for this high temperature parameter
regime. The accuracy of focused spin-PLDM continues
to be good, even when the long-time dynamics (up to 10
ps) are considered. The focused spin-LSC method also
gives an excellent description of the long time limits of
the exciton populations. However, standard PLDM is
unable to describe the long time dynamics correctly for
this high temperature regime and exhibits a large devi-
ation from the exact result, in particular for the site 3
population. This illustrates a clear advantage in using
spin-mapping instead of the standard MMST approach.
Constraining the mapping variables to a hypersphere en-
sures that these Cartesian mapping variables remain in
the physical subspace during the dynamics and this ap-
pears to minimize the errors produced in the long-time
limit and also allows the method to better approximate
the correct Boltzmann distribution.
The more challenging regime corresponds to studying
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FIG. 5. The time-dependent diabatic populations for a seven-state FMO model at T = 300K computed from various methods.
For the first row of figures, the electronic system was started in diabatic state 1, whereas the second row of figures correspond
to starting the system in diabatic state 6. Exact HEOM results74,78 are given by the solid lines. All results for spin-mapping
based techniques (spin-LSC and spin-PLDM) correspond to their focused variant, while the PLDM results correspond to the
non-focused variant. We recommend that the reader compares these results with those calculated using symmetrical quasi-
classical (SQC) windowing (Figs. 10(c) and 11(c) from Ref. 43), Ehrenfest (Figs. 6 and S3 from Ref. 14) and traceless MMST
(Fig. 4 from Ref. 49). Both our focused spin-LSC (Figs. 6 and S3 from Ref. 14) and standard PLDM (Fig. 6 from Ref. 22)
results are in agreement with those previously published.
the dynamics of the model at a low temperature (77 K).
Fig. 6 compares the calculated population dynamics for
the same mapping-based classical-trajectory techniques.
In the short-time dynamics, focused spin-LSC now shows
significant errors compared to the exact HEOM results.
Additionally some of the calculated populations with fo-
cused spin-LSC now become negative, even at quite short
times (see for example the n = 6 population, when start-
ing in site 1), which is unphysical. While the standard
PLDM results appear fairly accurate at short times, the
method suffers from overdamped coherences, similar to
what was observed when applying the method to the
spin-boson model. Focused spin-PLDM produces almost
exact results for this short-time dynamics, which again
illustrates its apparent superiority. In the long-time limit
(i.e., up to 10 ps), the standard PLDM approach again
leads to large errors in the populations. In contrast,
focused spin-LSC appears to produce less severe errors
in the populations in the long-time limit. In particular,
the n = 3 population is well reproduced by the method.
This is however probably partly fortuitous, due to the
method’s inability to describe the short-time dynamics
of this population correctly. The errors within focused
spin-PLDM in the long-time limit also appear not too
severe and the method also suffers less severely with neg-
ative populations compared to focused spin-LSC. Stan-
dard PLDM, in contrast, always calculates positive popu-
lations, because the theory has no zero-point energy (γ)
parameter. Although the difference is not as great as
for the 300 K case, nonetheless the absolute errors in the
populations are larger than those for spin-PLDM, which
again shows itself to be the most accurate of the three
methods.
VI. CONCLUSIONS
In this paper we have tested the spin-PLDM method
derived in Paper I35 on a range of model systems in
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FIG. 6. The diabatic populations for a seven-state FMO model at T = 77K. For the first row of figures, the electronic system
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reader compares these results with those calculated using symmetrical quasi-classical (SQC) windowing (Figs. 10(a) and 11(a)
from Ref. 43 and Figs. 3 and 4 of Ref. 69), Ehrenfest (Figure 5 from Ref. 69 and Figs. 4, 5, S1 and S2 from Ref. 14) and
traceless MMST (Figs. 2, 3 and 6 from Ref. 49). Both our focused spin-LSC (Figs. 4, 5, S1 and S2 from Ref. 14) and standard
PLDM (Fig. 3 from Ref. 20 and Fig. 6 from Ref. 64) results are in agreement with those previously published.
various different regimes. Comparison has also been
made with other mapping-based classical-trajectory tech-
niques.
Spin-PLDM appears to be able to improve upon pre-
viously derived fully linearized approaches such as spin-
LSC and also upon the standard PLDM approach based
on MMST mapping. In particular, we have shown that
spin-PLDM contains a term which is absent in spin-LSC,
and which appears to solve the problem of ‘overdamped
coherences’ observed in the correlation functions of trace-
less operators calculated using spin-LSC. A focused sam-
pling variant of spin-PLDM is also introduced, which
reduces the number of trajectories needed to converge
results, while still producing dynamical observables to
the same level of accuracy. For the FMO model, 107
trajectories were needed to fully converge the focused
spin-PLDM results compared to 106 trajectories for the
other methods; however we also observed that only 104
focused spin-PLDM trajectories were needed to qualita-
tively reproduce the main features of the dynamics. Even
though focused spin-PLDM generally requires an order of
magnitude more trajectories than other mapping-based
classical-trajectory methods, the superior accuracy of the
method makes the added computational expense worth-
while, while more efficient sampling schemes could easily
be implemented in the future in order to reduce the num-
ber of required trajectories.82 In general, our results show
that generalized spin-mapping methods outperform their
MMST analogues and partially linearized methods ap-
pear superior to fully-linearized ones; hence spin-PLDM
is the best mapping method of them all. As every model
used in this paper could in principle (although not in
practice) be exactly solved using the quantum-classical
Liouville equation (QCLE), the fact that spin-PLDM is
able to consistently produce such accurate results sug-
gests that the theory is in some sense closer to an exact
solution of the QCLE. The superior accuracy of spin-
PLDM is evident not just for calculating electronic pop-
ulation dynamics, but also for coherences.
In particular, spin-PLDM seems to reproduce the rel-
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atively short time properties of real-time quantum corre-
lation functions extremely accurately compared to other
mapping-based classical-trajectory techniques. Because
of this there are a number of applications which may
therefore be well suited for spin-PLDM. For instance,
memory kernels within the generalized quantum mas-
ter equation formalism normally decay relatively rapidly
and hence it is expected that such quantities can be ac-
curately computed using spin-PLDM. Other classical-
trajectory based techniques have already been succes-
sively used to calculate memory kernels, in order to accu-
rately obtain the long-time dynamics of real-time correla-
tion functions.51,83–85 Dipole-dipole correlation functions
and other optical response functions, from which linear
and non-linear spectra can be obtained, also often have
short coherence times and hence perhaps can also be ac-
curately computed accurately using spin-PLDM.
Several questions still remain unanswered. First, is
there some framework by which the accuracy of mapping-
based techniques can be compared, so that some defini-
tive consensus can be made on which techniques are
the most reliable and accurate? Second, how close can
mapping-based classical-trajectory techniques get to an
exact solution of the QCLE? In other words, what would
be the ultimate mapping-based technique and in what
limits would it be able to exactly describe the dynamics
of systems?
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Appendix A: Focused initial conditions
In this appendix, we prove that the focused initial con-
ditions introduced in Sections II A and III A satisfy the
Stratonovich–Weyl property given by Eq. (10) for any off-
diagonal (coherence) operators. While this is unimpor-
tant for spin-LSC when calculating correlation functions
involving an initial population operator, this is neverthe-
less necessary for spin-PLDM, because the W-kernels are
used to represent the propagators rather than the observ-
able operators. In particular, we wish to show that:
C{m,n}{n,m} = 〈[|m〉 〈n|]W(Z)[|n〉 〈m|]W(Z)〉focspin-LSC = 1,
(A1)
where the states |m〉 and |n〉 are chosen to be a com-
plete set of orthonormal basis states for the electronic
system (i.e, 〈m|n〉 = δmn). Additionally, the W-functions
associated with these electronic coherence operators,
[|m〉 〈n|]W(Z), can be obtained from Eq. (7) as:
[|m〉 〈n|]W(Z) = 12Z∗mZn. (A2)
Within the focused conditions, the constraints on the
Cartesian mapping variables imposed by the projection
function, ρ
(λ)
foc (Z) can be easily implemented using the
expression for Zµ = Xµ+iPµ given in Eq. (18). Inserting
this into the definition of the phase space average for
focused initial conditions, given by Eq. (13), gives rise to
the following result:
C{m,n}{n,m} = 14 (2γW(γW + 2) + (F − 2)γ2W)
= γW(
1
4FγW + 1).
(A3)
The first term on the right hand side of this expres-
sion comes from the two terms within the sum over λ
in Eq. (13), where the Cartesian mapping variables are
focused onto states m and n. The second term on the
right hand side of Eq. (A3) then comes for the remain-
ing F − 2 terms within this sum over λ. The result in
Eq. (A3) can be further simplified by using the expres-
sion for the zero-point energy parameter, γW, given in
Eq. (6):
C{m,n}{n,m} =
( 14R
4
W − 1)
F
. (A4)
Notice that the value of the t = 0 focused real-time corre-
lation function involving off-diagonal (coherence) opera-
tors depends on the spin-sphere radius, RW. For the spe-
cial case of the W-sphere, with the corresponding value
for R2W given by Eq. (3), the value of this correlation
function becomes:
C{m,n}{n,m} = 1, (A5)
which satisfies the Stratonovich–Weyl property given by
Eq. (A1). Hence off-diagonal (coherence) operators can
be correctly described by these focused initial conditions
on the W-sphere.
Appendix B: Spin-PLDM identity-containing correlation
functions
Within this paper, we show that the expression for the
spin-PLDM real-time correlation function can be simpli-
fied in the case when Aˆ = Iˆ. In order to do this, the
following expression for the W-kernel can be used:
wˆW(Z, t) = 12
∑
λ,µ
Zµ(t) |µ〉 〈λ|Z∗λ − γWUˆ(t)
 , (B1)
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which is simply an analogous expression to Eq. (22). In-
serting this expression for the W-kernel into the expres-
sion for the spin-PLDM identity-containing correlation
functions [Eq. (20), with Aˆ = Iˆ] results in:
CIB(t) = 〈IW(Z,Z ′)BW(Z ′(t),Z(t))〉spin-PLDM
+
γWF
2
〈BW(Z ′(t),Z(t))〉spin-PLDM
− γW
2
〈
tr
[
Uˆ†(t)BˆwˆW(Z, t)
]〉
spin-PLDM
− γW
2
〈
tr
[
wˆ†W(Z ′, t)BˆUˆ(t)
]〉
spin-PLDM
− γ
2
W
4
〈
tr
[
Uˆ†(t)BˆUˆ(t)
]〉
spin-PLDM
.
(B2)
The first two terms on the right hand side of Eq. (B2)
results from replacing both W-kernels in the definition of
the spin-PLDM correlation function with the first term
in the definition of the W-kernel, given in Eq. (B1). The
spin-PLDM representation of the operator Iˆ in terms
of the Cartesian mapping variables, IW(Z,Z ′), is given
by Eq. (30) and BW(Z ′,Z) = 12
∑
λλ′ 〈λ|Bˆ|λ′〉Z∗λZ ′λ′ be-
cause have chosen to only consider correlation functions
for which tr[Bˆ] = 0. This is because correlation functions
of the form CAI(t) are time-independent and can thus be
calculated without requiring a dynamical method.
Additionally, because the trace is invariant to cyclic
permutations, the last term on the right hand side of
Eq. (B2) is zero, using again that tr[Bˆ] = 0. To sim-
plify the third and fourth term on the right hand side of
Eq. (B2), we make use of the following property involving
the W-kernel:
wˆW(Z, t)Uˆ†(t) = Uˆ(t)wˆW(Z)Uˆ†(t) = wˆW(Z(t)), (B3)
which follows from Eq. (B1). Inserting Eq. (B3) into the
third and fourth term on the right hand side of Eq. (B2)
shows that the time-dependence of CIB(t) within spin-
PLDM can be described entirely by evolving the Carte-
sian mapping variables, Z(t) and Z ′(t). Finally, using
the definition of the W-function of operator Bˆ, given by
Eq. (4), results in the expression for CIB(t) given by
Eq. (31).
1. The spin-PLDM ‘identity trick’
An alternative expression for the identity-containing
correlation function can also be obtained by using Aˆ = Iˆ
right at the beginning of the derivation of the spin-PLDM
correlation function. In Paper I,35 it was shown that ap-
plying the linearization approximation to the nuclear de-
grees of freedom within the path-integral representation
of the real-time correlation function, CAB(t), leads to the
following expression:
CAB(t) =
∑
λ,λ′
∑
µ,µ′
〈λ|Aˆ|λ′〉 〈µ′|Bˆ|µ〉
∫
dx0 dp0 ρ
W
b (x0, p0)
×
∫
d∆p0
(2pi)f
dxN
N−1∏
k=1
dxk
dpk
(2pi)f
d∆xk
d∆pk
(2pi)f
T ′[λ′,µ′]T[µ,λ]e
i(S0−S′0).
(B4)
In the case where Aˆ = Iˆ, the summation over the λ
and λ′ indices in Eq. (B4) can be performed explicitly.
Hence, the contribution to the real-time quantum corre-
lation function from the electronic transition amplitudes,
T[µ,λ] becomes:∑
λ
T[µ,λ]T
′
[λ,µ′] =
〈µ| e−iVˆ (xN )e− i2∇Vˆ (xN−1)∆xN−1e−iVˆ (xN−1) · · ·
× e− i2∇Vˆ (x1)∆x1e−iVˆ (x1)e+iVˆ (x1)e− i2∇Vˆ (x1)∆x1 · · ·
× e+iVˆ (xN−1)e− i2∇Vˆ (xN−1)∆xN−1e+iVˆ (xN ) |µ′〉 ,
where we have used Iˆ = ∑λ |λ〉 〈λ|. This expression
can then be approximated in terms of Cartesian mapping
variables by inserting Iˆ = FN
∫
dZ0 wˆW(Z0)δ(|Z0|2−R2W)
in between the e±Vˆ (x1) operators. Here, N is a nor-
malization constant for the Cartesian mapping variables,
given by N = ∫ dZ0 δ(|Z0|2−R2W). Performing the same
steps as in Paper I35 leads to the following expression:∑
λ
T[µ,λ]T
′
[λ,µ′] ≈
F
N
∫
dZ 〈µ|wˆW(Z(t))|µ′〉 δ(|Z|2−R2W)e−iSe .
(B5)
Now the time-dependence of the identity-containing cor-
relation function is completely described by the time-
evolved Cartesian mapping variables, because time-
ordered propagators are now positioned either side of the
W-kernel, as in Eq. (B3). Additionally, the electronic ac-
tion is defined as:
Se =
N−1∑
k=1
∇HW(Z(tk), xk)∆xk, (B6)
where tk = k is the time at time-step k. Hence evalu-
ating the identity operator explicitly before inserting the
Cartesian mapping variables now leads to an expression
which contains a single set of Cartesian mapping vari-
ables. Following the rest of the spin-PLDM derivation
with Eq. (B5) leads to an expression for the identity-
containing correlation function which is identical to that
for spin-LSC, given by Eq. (12). The fact that the form of
the identity-containing correlation function within spin-
LSC can be derived from the underlying spin-PLDM
equations suggests that both spin-LSC and spin-PLDM
will obtain the identity-containing correlation function
with a similar accuracy. This is indeed in agreement with
the spin-boson results presented in Section V.
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Such an ‘identity trick’ can also be performed for fully
linearized MMST mapping.48 For example, the same
analysis performed in deriving the spin-PLDM ‘iden-
tity trick’ presented here can be equally applied to the
derivation of the identity-containing correlation function
within LSC-IVR (except that an additional linearization
approximation within the MMST mapping space must
also be performed). This results in the ‘single unity’
method introduced in Ref. 48, which was found to of-
fer a significant increase in accuracy when calculating
identity-containing correlation functions with fully lin-
earized MMST mapping based techniques.48–50
Appendix C: Spin-PLDM correlation functions of traceless
operators
For the correlation functions of traceless operators
within spin-PLDM, the time-dependence does not in gen-
eral entirely arise from the time-evolution of the Carte-
sian mapping variables, Z(t) and Z ′(t). This is be-
cause the time-evolved W-kernel, given by Eq. (B1), con-
tains a contribution from the time-ordered propagator,
Uˆ(t), proportional to the zero-point energy parameter,
γW. However, in the absence of electron-nuclear cou-
pling, the time-dependence of the correlation functions
of traceless operators can be given solely in terms of the
time-evolution of the Cartesian mapping variables. This
is because PLDM, derived using a spin coherent state ba-
sis without a zero-point energy parameter, is also exact
in this case:35
CAB(t) ≈
∫
dxdp dΩ dΩ′ ρWb (x, p) 〈Ω|Aˆ|Ω′〉 〈Ω′(t)|Bˆ|Ω(t)〉 .
(C1)
Eq. (C1) is also always exact at t = 0 for any value of
the electron-nuclear coupling. In this expression, |Ω〉 =∑
λ cλ |λ〉 is a spin coherent state, given in terms of the
amplitudes cλ. In addition, dΩ is defined by Eq. (35) in
Paper I.35 Eq. (C1) can be rewritten in terms of Cartesian
mapping variables by using the relation: cλ = Zλ/RW.
This results in:
CAB(t) ≈ 4
R4W
〈AW(Z,Z ′)BW(Z ′(t),Z(t))〉spin-PLDM ,
(C2)
where the spin-PLDM representation of the operator Bˆ in
terms of the Cartesian mapping variables, BW(Z,Z ′), is
given by Eq. (30) and we also use that tr[Aˆ] = tr[Bˆ] = 0.
Eq. (C2) is the same as the first term in the relation
for the correlation functions of traceless operators, given
by Eq. (32). Eq. (C2) is advantageous over the spin-
PLDM correlation function, because it does not explicitly
contain the time-ordered propagator, Uˆ(t).
When t 6= 0 or for systems with electron-nuclear cou-
pling, Eq. (C2) is no longer exact and the spin-PLDM
correlation function must instead be used to obtain ac-
curate results. The difference between Eq. (C2) and the
spin-PLDM correlation function given by Eq. (B1) can
be incorporated into a term, ∆CAB(t), which generally
must be calculated in order to accurately obtain correla-
tion functions of traceless operators. This term is hence
given by:
∆CAB(t) =
〈
tr
[
Aˆwˆ†W(Z ′, t)BˆwˆW(Z, t)
]〉
spin-PLDM
− 4
R4W
〈AW(Z,Z ′)BW(Z ′(t),Z(t))〉spin-PLDM ,
(C3)
which through the definition of the W-kernel in Eq. (B1)
depends on the time-ordered propagator, Uˆ(t).
For the case of F = 2, Eq. (C3) can be further sim-
plified. First, the electronic identity operator can be ex-
pressed in terms of Cartesian mapping variables:
Iˆ = 1
R2W
∑
λ,µ
Zµ |µ〉 〈λ|Z∗λ +
∑
λ,µ
ζµ |µ〉 〈λ| ζ∗λ
 . (C4)
The first term in this expression corresponds to the spin-
coherent state outer product, |Ω〉 〈Ω|, as can be seen from
the relation cλ = Zλ/RW. The second term contains
new Cartesian mapping variables, ζλ, which as defined
in Eq. (33) to be orthogonal to Zλ. Defined in this way,
the ζλ mapping variables correspond to the electronic
state on the opposite side of the spin-sphere to |Ω〉, as
illustrated in Fig. 2. Hence this second term is just the
outer product of an electronic state orthogonal to the co-
herent state, |Ω〉. Applying the time-evolved propagator,
Uˆ(t), to the left of Eq. (C4) leads to:
Uˆ(t) =
1
R2W
∑
λ,µ
Zµ(t) |µ〉 〈λ|Z∗λ +
∑
λ,µ
ζµ(t) |µ〉 〈λ| ζ∗λ
 .
(C5)
Inserting this expression for the time-evolved propagator
into the expression for the time-evolved W-kernel, given
by Eq. (B1), leads to a new expression for the W-kernel
solely in terms of Cartesian mapping variables:
wˆW(Z, t) = 1
2R2W
(γW + 2)∑
λ,µ
Zµ(t) |µ〉 〈λ|Z∗λ
−γW
∑
λ,µ
ζµ(t) |µ〉 〈λ| ζ∗λ
 ,
(C6)
where we have additionally used R2W = 2γW +2, which is
valid when F = 2. Inserting Eq. (C6) into the definition
of ∆CAB(t), given by Eq. (C3) and expanding the terms
leads to the expression for this term given in Eq. (35). We
have additionally used the expression for the spin-PLDM
representation of the operator Bˆ in terms of the Cartesian
mapping variables, BW(Z,Z ′), given by Eq. (30) and we
have again used that tr[Aˆ] = tr[Bˆ] = 0.
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