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We analyse the connections between structure and dynamics in two model glass-formers, using
the mutual information between an initial configuration and the ensuing dynamics to compare the
predictive value of different structural observables. We consider the predictive power of normal
modes, locally favoured structures, and coarse-grained measurements of local energy and density.
The mutual information allows the influence of the liquid structure on the dynamics to be analysed
quantitatively as a function of time, showing that normal modes give the most useful predictions on
short time scales while local energy and density are most strongly predictive at long times.
PACS numbers: 64.70.Q-, 05.40.-a
As supercooled liquids approach their glass transi-
tions, structural relaxation slows down dramatically, but
molecular configurations remain disordered and appar-
ently random [1, 2]. However, computer simulations [3–
8] and experiments [9, 10] show that liquid structure and
dynamical relaxation are correlated in these systems, as
predicted (or assumed) in several theories [11–17]. How-
ever, correlations between structure and dynamics do not
by themselves imply a causal relationship [18]: other the-
ories [19] assume that local structure plays only a periph-
eral role in dynamical relaxation. Correlations between
structure and dynamics can be demonstrated at a mi-
croscopic level [3–8], by exploiting the dynamically het-
erogeneous nature of glassy relaxation [20]. That is, indi-
vidual particles have different propensities for motion [3],
depending on local structure. Here, we use information
theory [21] to analyze the strength of these correlations,
by measuring the extent to which structural measure-
ments can be used to predict particle dynamics at subse-
quent times. This quantitative analysis provides a strin-
gent test of proposed causal links between structural fea-
tures and slow dynamics, in contrast to previous analyses
based on restricted subsets of particles or snapshots of the
system. In two model glass-formers, we find that coarse-
grained measurements of energy and density [22–24] give
the most predictive information for long times. In one
of the models, we also find that vibrational modes [4–
6, 16] are strongly correlated with motion on relatively
short time scales. Compared to these effects, the correla-
tion between dynamics and low energy (or low enthalpy)
local structures is relatively weak.
We present results for the Kob-Andersen (KA) mix-
ture of Lennard-Jones particles [25], and an equimolar
five-component hard sphere (HS) mixture, which mimics
colloidal suspensions [26]. Both systems contain particles
of different sizes, with the diameter of the largest parti-
cles being σ = 1 (which sets the unit of length). The KA
system evolves with overdamped (Monte Carlo) dynam-
ics as in [27]; we focus on a temperature T = 0.5. The HS
system evolves by event-driven molecular dynamics [28];
we consider volume fractions φ in the range 0.52− 0.58.
In both systems, we use ∆t to indicate the fundamen-
tal unit of time. The relaxation at the state points that
we consider is up to 3 decades slower than relaxation at
the onset of glassy dynamics, where it is of order ∆t (in
both systems). Further system details are given in the
Supporting Information (SI) [36].
To characterize particle dynamics in these systems,
we define the dynamical propensity [3] of particle i as
µi,t = 〈|ri(t) − ri(t0)|2〉iso, where ri(t) is the particle
position at time t, and the isoconfigurational average
is calculated over many independent dynamical simula-
tions, all with the same initial particle positions but with
independent random initial velocities (and independent
stochastic dynamics in the KA system). The role of the
“lag time” t0 is discussed in SI [36]: we take t0 ≈ 0.1∆t.
We use si to denote a structural measurement at time
t = 0, which depends in general on particle i and all
particles in its vicinity. To quantify the strength of the
correlation between si and the dynamical propensity µi,t,
we use mutual information (MI) measurements [21]. The
MI is defined as
It(µ; s) =
∑
s
∫
dµ pt(µ, s) log2
pt(µ, s)
pt(µ)p(s)
, (1)
where pt(µ, s) is the joint probability distribution of µ
and s, while pt(µ) and p(s) are its marginal distribu-
tions. We assumed here that si takes discrete values: for
continuous attributes si, the sum over s replaced by an
integral.
The MI gives “the average amount of information
about the propensity µit that is provided by a measure-
ment of si”. Since si depends only on the initial condi-
tion, the MI measures predictive information. The MI
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FIG. 1: MI measurements It(µ; s) in the KA system and It(µ; s|α) in the HS system. We show MI between propensity
and (a) Debye-Waller factors ∆i and ∆i,n=150 in the KA system; (b) coarse-grained energy and density in the KA system;
(c) coarse-grained density in the HS system. The structural relaxation time τα is indicated with arrows in (a,b). In (c), we
show error bars only for t = τα: errors at other times are similar in magnitude. The behaviour of the MI at long times is
discussed in the main text.
may be evaluated for any structural observable si, and
it makes no assumptions on the nature of the correlation
between µi,t and si. As such, it represents a generally-
applicable figure-of-merit for comparing the influence on
dynamics of different structural measures, going beyond
previous comparisons of snapshots [3–6, 22, 24] or anal-
yses of selected subsets of particles [7, 8]. This use of (1)
as a quantitative measure of information [21] is similar to
the use of entropy as a measure of disorder in statistical
mechanics, with the role of disorder being taken by the
variation in propensity between different particles. Parti-
cles with the same value of si typically have less variation
in their propensity, so specifying si reduces the variation
in µit, just as introducing a constraint in statistical me-
chanics reduces the entropy [29]. The MI is equivalent
to this entropy reduction. Information is conventionally
measured in bits, with one bit corresponding to a reduc-
tion in entropy of kB ln 2. Our procedure for estimating
MI is described in the SI: the method ensures as far as
possible that we obtain It(µ; s) = 0 if µ and s are in-
dependent; it also provides an estimate of the numerical
uncertainty in the MI.
To illustrate the use of MI, let si be the type (A or B)
of particle i in the KA system. The different types have
different dynamical relaxation so measuring the particle
type provides predictive information about particle dy-
namics. In SI [36], we show that measuring the type of
particle i provides between 0.1 and 0.7 bits of informa-
tion about the propensity µi,t, depending on the time t.
This value is a useful baseline in interpreting the results
that follow: if a structural measurement is strongly cou-
pled with dynamics, we argue that It(µ; s) should be at
least of order 0.1 bit, while MIs much less than this are
indicative of weak coupling.
Figure 1 shows MI measurements between particle
propensities and several aspects of liquid structure, for
both KA and HS systems. Since the influence of par-
ticle type on dynamics is not directly related to glassy
behaviour, we measure mutual information where the
predictability based on particle type has already been
taken into account. That is, for several different si, we
measure “the information about µi,t that is provided by
a measurement of si, for a particle whose type is al-
ready known”. In the KA system, we achieve this by
restricting the distributions in (1) to particles of type
A, which form the majority (80%) of the system. In
the HS system, we use a ‘conditional MI’, I(µ; s|α) =∑
s,α
∫
dµ p(µ, s, α) log2
p(µ,s|α)
p(µ|α)p(s|α) where α indicates the
particle type [36]. Our choices of si reflect different the-
oretical pictures of glassy systems: we now discuss the
implications of these results for those theories.
Several links have been proposed between normal
modes in glassy systems and their material properties [4–
6, 16]. Low-frequency modes in a supercooled liquid
define a set of “soft directions” on its potential energy
surface (or energy landscape), and both thermal fluctu-
ations and structural relaxation couple significantly to
these modes [4–6]. These modes also play a central role in
the analogy between glassy behaviour and jamming [16].
We analyze them [36] by quenching the KA system to its
nearest energy minimum (inherent structure), and diag-
onalizing the Hessian matrix of the energy at that min-
imum. The resulting eigenvectors and eigenvalues are
~vk and ω
2
k, for k = 1 . . . 3N , and one defines a “local
Debye-Waller (DW) factor” ∆2i =
∑
k |vik|2/ω2k that in-
dicates [6, 30] the expected size of fluctuations in the
position of particle i, based on an expansion about the
energy minimum. (Here vik is a vector containing the
three components of ~vk associated with particle i.) Since
low frequency modes couple most strongly to structural
relaxation [6], we also define a generalised DW factor
∆2i,n, which is calculated using only the n modes with
lowest ωk. In HS systems, normal modes cannot be de-
fined by reference to a potential energy surface so we do
3not consider them here, although alternative definitions
of normal modes are possible [5, 16].
Figure 1(a) shows that for relatively short time scales
t ≈ ∆t  τα in the KA model, the mutual information
between propensity and DW factors is large (up to 0.5
bits), so ∆2i and ∆
2
i,n=150 are strongly correlated with
particle motion. This indicates that the normal modes
accurately mimic the fluctuations of the system within
its initial metastable state. On longer time scales, the
information provided by these measurements decreases
strongly, but ∆2i,n=150 still provides more than 0.1 bits at
the structural relaxation time τα, confirming that the low
frequency normal modes do have significant predictive
power for structural relaxation [5, 6, 16].
Coarse-grained energy and density measurements are
also correlated with dynamical fluctuations [22–24, 31].
We define a local density, coarse-grained on a scale `,
as ρ`i = `
−3∑
j e
−r2ij/`2 , where the sum runs over all
particles j and rij is the distance between particles i
and j [24]. Similarly, the locally-averaged energy is
ε`i =
∑
j εje
−r2ij/`2/(`3ρ`i) where εj is the energy of par-
ticle j. Figures 1(b,c) show that for ` = 2 these coarse-
grained quantities have strong predictive power on time
scales longer than the structural relaxation time, but the
MI is smaller for relaxation times up to and including τα.
The results are broadly similar for both models (for the
HS model, error bars are shown only at t = τα, to indi-
cate the φ-dependence of this time scale). We show data
for ` = 2σ since this gives a significant MI throughout
this range of data: dependence of the MI on ` is discussed
in SI [36].
Throughout the glassy regime, we expect I(µ; ρ¯) and
I(µ; ε) to have peaks at some time t∗, before decreasing
at longer times (see for example the HS data at φ = 0.55).
However, for the largest volume fractions it is clear that
t∗ is significantly larger than τα, and is larger than our
sampling window. We attribute this large t∗ to hydro-
dynamic effects that are largely independent of glassy
behavior: regions of size ` with high density or low en-
ergy relax on a time scale `2/D where D is a diffusion
constant. One therefore expects relaxation in such re-
gions to be predictably slower than average up to times
t∗ ≈ `2/D, which is significantly larger than τα. Our
focus here is on predictability on time scales of order
τα, where the system is has significant dynamical het-
erogeneity and the motion is complex and co-operative.
For this reason, we have not explored the large-time hy-
drodynamic behaviour in detail. We do note that for
the HS system, the MI at τα increases at large φ, indi-
cating that the coupling of dynamics to local density is
increasing as the glass transition is approached, consis-
tent with [17, 23, 31]. However, even for the largest φ,
the MI is less than 0.1 bit at τα, although it does grow
rapidly for larger times.
An alternative picture of glassy relaxation is based
10-1 100 101 102 103 104
t / 6t
0
0.02
0.04
0.06
0.08
I t(
 µ 
; n
15
5 | 
_
 )
q=0.58
q=0.57
q=0.55
q=0.52
10-1 100 101 102 103
t / 6t
0
0.02
0.04
0.06
0.08
I t(
µ
 ; n
)
n155n028
o
_
(b) HS
(a) KA 155 (0,2,8)
FIG. 2: MI between propensity and LFS measurements. We
emphasise that these MIs are smaller in magnitude than those
of Fig. 1, and all are less than 0.1 bit. (a) KA system, using
LFS with ‘155’ and (0,2,8) signatures, as described in the
main text and illustrated in the figure. (b) HS system, using
LFS with CNA-155 signatures. Representative error bars are
shown in (a), while in (b) we show error bars only at t = τα.
around locally-favoured structures (LFS): atomic or
molecular packings that have low energy (or en-
thalpy) [14]. Particles in LFS typically have slower than
average dynamics in glassy systems [7, 8, 32, 33]. For
both KA and HS models, we consider an LFS based on
a pentagonal bipyramid, identified by the signature 1551
in the analysis of [34]. These structures are indicative
of local fivefold symmetry [35]. Let n155(i) be the num-
ber of pentagonal bipyramids in which particle i partici-
pates [36]: we expect larger n155(i) to be associated with
lower propensity for motion. In the KA model, we also
consider an LFS (bicapped square antiprism) that has
been found to be correlated with slow dynamics [7, 8].
These LFS are associated with Voronoi polyhedra whose
signature is (0, 2, 8) in the notation of [7]. We define
n028(i) = 1 if particle i participates in such an LFS, with
n028(i) = 0 otherwise. For the KA model, we calculate
n155 and n028 using the inherent structure of the system.
Figure 2(a) shows results for the KA model, indicat-
ing that n155 and n028 are correlated with particle mo-
tion [7, 8]. As with the low-frequency normal modes,
the signal is largest on time scales t ≈ ∆t indicative of
β-relaxation, but there is still some correlation at the
structural relaxation time. However, the strength of the
4correlation is smaller for the LFS than for the normal
modes, less than 0.1 bit in all cases. Figure 2(b) shows
similar results for the HS system. The MI values are
larger than those of the KA system, indicating that LFS
have more predictive power for dynamics. At short times,
the MI increases with increasing volume fraction; how-
ever the MI at τα (indicated by the error bars) depends
more weakly on φ. We argue that the small MI values
at τα and longer times, and the absence of an increase of
the values at τα with volume fraction, both indicate that
the LFS identified here are more weakly coupled to the
dynamics than the normal modes, at least for the degree
of supercooling accessed here.
To summarize our findings so far, Figure 1 shows that
Debye-Waller factors and coarse-grained measurements
of energy and density have significant coupling to dynam-
ics, providing predictive information comparable with
measurements of particle type in the KA model. How-
ever, the information available from the different mea-
surements has very different time-dependences. For short
times, the normal mode analysis captures fast vibrational
motion accurately, but the predictive power of this anal-
ysis decreases strongly with time. This indicates that as
structural relaxation starts to take place, the ‘soft direc-
tions’ for further relaxation quickly diverge from those
that were present at t = 0. On the other hand, coarse-
grained energy and density measurements have almost
no predictive value at short times, but the slow decay of
large-scale hydrodynamic fluctuations means that they
can influence particle dynamics quite strongly even on
time scales much longer than τα: on these time scales,
almost all memory of the initial structure has been lost,
leaving only the hydrodynamic fluctuations in energy or
density. For the state points considered here, Figure 2
shows that LFS measurements have less predictive power
for dynamics in these models, and that this predictive
power is largest on relatively short time scales associated
with β-relaxation. Our interpretation is that since the
lifetimes of most LFS are less than τα [8, 33], the in-
fluence of LFS on dynamics is (in most cases) similarly
short-lived, limiting the predictive power of such mea-
surements for dynamics.
Finally, in contrast to the measurements so far, we
show how information theory can also be used to ana-
lyze how predictable particle motion is in these models,
independent of any specific structural observable. Let
pi,t(r) be the (isoconfigurational) distribution of particle
displacements ri = |ri(t) − ri(t0)|. Given data for Np
particles (which may be obtained in general from many
initial configurations), we define
It(r; id) = N
−1
p
∑
i
∫
dr pi,t(r) log
pi,t(r)
N−1p
∑
i pi,t(r)
, (2)
which is the “average amount of information about a par-
ticle’s motion that is provided by specifying its initial
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FIG. 3: Measurements of MI based on particle displacements
ri. (a) KA system for T = 0.5 and T = 1; (b) HS system at
φ = 0.58. See text for discussion.
environment”. Since a particle’s initial environment en-
codes all predictable aspects of its future motion, It(r; id)
indicates how predictable (or reproducible) particle mo-
tion is within the system [3, 24]. Figure 3 shows that
It(r; id) is much larger at low temperatures in the KA
model than at high temperatures, indicating that struc-
ture is more strongly coupled to dynamics at low tem-
peratures.
It is useful to compare It(r; id) with “the average
amount of information about a particle’s dynamics that is
provided by specifying its propensity”, which is It(r;µ) =∫
dr dµ pt(r, µ) log
pt(r,µ)
pt(µ)pt(r)
, where pt(r, µ) is the joint
distribution of displacement r and propensity µ, and
pt(r) is the marginal distribution of the displacement.
Since fixing a particle’s initial environment necessarily
fixes its propensity, one has
It(r;µ) ≤ It(r; id). (3)
From Fig. 3, the two quantities in (3) are almost equal
for the KA model. Eq. (3) is an “information-processing
inequality” [21], so this result indicates that the propen-
sity captures almost all predictable information about
single-particle displacements. For the HS system, we use
a conditional MI between r and µ, to account for parti-
cle type, as above. The two MIs in (3) differ somewhat
more strongly than they do in the KA model: this sit-
uation might arise (for example) if some particles have
finite average displacements 〈ri(t)−ri(t0)〉 that are only
weakly correlated with their propensities.
Nevertheless, we have It(r;µ) ≈ It(r; id) in both
models, indicating that the propensity captures all pre-
dictable (reproducible) aspects of the single-particle dy-
namics [3]. This further validates the use of the mutual
information as a general figure-of-merit for evaluating
proposed connections between structure and dynamics.
Given the implications of Figs. 1 and 2 for the strength
and time-dependence of the coupling between structure
and dynamics, we hope that future studies will exploit
these information-theoretic measurements to further elu-
cidate which (if any) structural features are responsible
for the strong dynamical slowing in supercooled liquids.
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6Supporting Information
This supporting information contains:
• Details of the models described in the main text,
and the methods used to identify locally-favored
structures.
• Illustrative results of mutual information between
propensity and particle type
• Discussion of the `-dependence of the results shown
in Fig. 1(b,c)
• Analysis of the numerical method that we use when
estimating mutual information.
Model systems
The KA mixture is defined as in [25]. The system con-
sists of N = 1400 particles of which 80% are of type A
and 20% of type B. The particles interact by Lennard-
Jones potentials with parameters (AA, AB, BB) =
(1.0, 1.5, 0.5) and (σAA, σAB, σBB) = (1.0, 0.8, 0.88)σ.
Temperatures are quoted in units of , with Boltzmann’s
constant kB = 1. The onset temperature of glassy dy-
namics is T ≈ 1 and the mode-coupling temperature has
been estimated [25] to be T = 0.435. The total number
density of particles is (10/9.4σ)3 ≈ 1.2σ−3, and we use
a cubic simulation box with periodic boundaries. The
system evolves by Monte Carlo dynamics as in [27], with
trial displacements drawn from a cube of side 0.15σ cen-
tred at the origin. The mean-square displacement per
trial move is δ2 = (0.075σ)2 and we define the funda-
mental time unit ∆t = σ2/D0 where D0 is the diffu-
sion constant of free particle. The result is that ∆t cor-
responds to 6(σ/δ)2 ≈ 1070 proposed MC moves per
particle. The structural relaxation time τα discussed
in the main text is defined as Fs(k, τα) = (1/e) where
Fs(k, t) = 〈e−ik·[ri(t)−ri(0)]〉 is evaluated by an average
over particles of type A, and k = |k| = 7.25/σ.
The polydisperse hard sphere system consists of an
equimolar mix of five particle species with diameters
(1.000, 0.938, 0.899, 0.861, 0.799)σ, all with equal masses
m. The particles interact as hard spheres and the sys-
tem evolves by event-driven molecular dynamics (im-
plemented by DynamO [28]). The system comprises
N = 1372 particles and the simulation box is cubic with
periodic boundary conditions. The time unit in the sys-
tem is ∆t =
√
mσ2/kBT . The structural relaxation time
is evaluated at k = 2pi/σ.
Identifying locally favored structures
Here, we briefly describe the structural measurements
n155 and n028 that we use to identify locally-favoured
structures in these systems. These measurements are
based on Voronoi analyses of the system. In the KA
model, we perform this analysis after quenching the sys-
tem to its nearest energy minimum (inherent structure).
We follow [7] in using a Voronoi analysis where faces
between A and B particles are located closer to the B
particles, consistent with their smaller size. In the HS
system, we use a regular Voronoi analysis, in which faces
are midway between neighbouring particles.
We identify (0, 2, 8) Voronoi polyhedra in the KA sys-
tem as those with ten faces, of which exactly two have
four edges, and eight have five edges. This particle and its
ten Voronoi neighbours form a cluster (11A in the topo-
logical cluster classification [S1]), and we set n028(i) = 1
for all particles in these clusters.
To identify the pentagonal bipyramids in which par-
ticle i participates (in both HS and KA systems), we
identify n155(i) as the number of pentagonal faces on the
Voronoi cell of that particle. This gives the number of
neighbours of particle i that share exactly five mutual
neighbours with particle i. The procedure is equivalent
to counting the number of ‘1551’ bonds in the common
neighbour analysis (CNA) [34,35], and is similar to the
identification of ‘7A’ clusters in the topological cluster
classification [S1].
MI between particle type and propensity
To demonstrate the physical meaning of MI, Fig. S1(a)
shows It(µ; s) for the KA system, where the structural
measurement si is taken to be the particle type αi =
A,B. The B-particles are more mobile in this system,
and as shown in the inset, at large times t  τα, the
propensity distributions for the two kinds of particle have
almost zero overlap. Thus, for these very long times,
measuring the particle type splits the propensity dis-
tribution into two distinct components: this provides
−f log2 f − (1 − f) log2(1 − f) bits of information (sim-
ilar to a mixing entropy), where f and (1 − f) are the
fractions of particles in each component. If the compo-
nents were equal in size, the MI would be exactly 1 bit:
here the B particles are less numerous (f = 0.2) so the
MI is less, approximately 0.7 bits. For times t close to
the structural relaxation time τα, Fig. S1(b) shows that
the propensity distributions of the two types differ from
each other, but there is a region of significant overlap. In
this case, measuring the particle type provides 0.3 bits of
information about µit.
Predictive power of local energy/density:
dependence on length scale `
The coarse-grained measurements of local energy and
density ρ and ε discussed in the main text depend (by
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FIG. S1: Illustration of MI measurements. (a) Mutual infor-
mation between the propensity µ and the particle type α in
the KA system. (Inset) Mean square displacement of all par-
ticles, with arrows indicating the structural relaxation time
τα ≈ 100∆t and the lag time t0 = 0.1∆t. (b) Distributions of
the propensity at t = 100∆t and t = 2000∆t (inset): see text
for discussion.
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FIG. S2: MI between coarse-grained density ρ` and propen-
sity in the KA model at T = 0.5, for ` between σ and 3σ.
[The data for ` = 2σ are also shown in Fig. 2(c) of the main
text.] See text for discussion.
definition) on a length scale ` that indicates the size of
the local coarse-graining region. The effect of varying
this length scale is illustrated in Figure S2, where the MI
between propensity and ρ` is plotted, for various `. For
short lengths (here, ` = σ), the local density is strongly
predictive on short times, presumably due to the influ-
ence of free volume on the vibrational motion of particles
within a single metastable state. For longer times, the
MI increases with ` before saturating at ` ≈ 2σ. In the
long time regime, and for all cases considered, the MI for
` = 2σ is almost always larger than for smaller `-values,
and increasing ` above 2σ does not significantly increase
the MI (as in Fig. S2). This observation motivated our
choice of ` = 2σ for the data shown in Figs. 2(c,f). The
MI between coarse-grained energy and propensity does
not show the early-time signal found for I(µ; ρ) at ` = σ
but otherwise behaves similarly to I(µ; ρ).
Estimating mutual information
Calculating mutual information (MI) from numerical
data requires some care, since estimators are vulnera-
ble to systematic errors if sample sizes are not suffi-
ciently large. A variety of estimators have been developed
(see for example [S1-S6]), many of which use Bayesian
methods, exploiting prior knowledge (or assumptions)
about the form of the underlying distributions in order
to better estimate either entropies or mutual informa-
tions [S4, S6, S7]. In this work, we use a simple method
that we have tailored to the problem of interest here,
based on the method of [S5].
In all measurements, we discretise the propensity,
forming a histogram with bins of width δµ = 〈µ〉/10,
where 〈µ〉 is the mean propensity. The width of the bins
is comparable with the numerical uncertainties in our es-
timates of the µi, which are obtained from between 100
and 250 independent trajectories. For this reason, storing
the propensities to greater accuracy than the bin width
would not make our measurements of MI any more accu-
rate – the binning does not introduce numerical artefacts,
and is convenient in what follows. Further, since the same
binning is used for all MI measurements, we are able to
make a fair comparison between the different structural
measurements shown in Figures 1 and 2 of main text. In
the following, we use mi as an integer-valued label for the
bin in which the propensity µi is located (for example,
one may take mi = bµi/δµc, the largest integer that is
less than or equal to µi/δµ).
Two discrete variables
We first describe the estimator that we use for calculat-
ing MI between two discrete-valued variables. We have in
mind that si is a structural observable with a discrete set
8of possible values, while mi is the propensity bin-index
as described above. However, the discussion is general
for joint distributions of discrete random variables. For
each particle, suppose that we measure two integers mi
and si. Then given data for Np particles, let n(m, s)
be the number of particles with (mi, si) = (m, s); also
let n(m) =
∑
s n(m, s) be the number of particles with
mi = m, and similarly n(s) =
∑
m n(m, s). The simplest
MI estimate based on these data is the “plugin estima-
tor”:
I0 = N−1p
∑
m,s
n(m, s) log2
n(m, s)Np
n(m)n(s)
(4)
where the sum runs over all pairs (m, s) for which
n(m, s) > 0. Given sufficient data, I0 converges to the
mutual information I(m; s), however, this convergence is
often quite slow, requiring very large Np for an accurate
estimate. In particular, even if the data set is constructed
so that mi and si are independent, one typically finds
I0 > 0, recovering I0 → 0 only as Np →∞.
To see the reason for this, it is useful to write I0 =
H0(m)−H0(m|s) with
H0(m|s) = −
∑
s
n(s)
Np
∑
m
n(m|s) log2 n(m|s) (5)
where n(m|s) = n(m, s)/n(s), and
H0(m) = −
∑
m
n(m)
Np
log2
n(m)
Np
(6)
The key point is that for large enough data sets
(Np → ∞) one has n(m)/Np → p(m) by the law of
large numbers, so that H0(m) is an entropy estimator
for H(m) = −∑m p(m) log2 p(m). Similarly, H0(m|s)
converges to a weighted sum of conditional entropies of
the form
∑
m p(m|s) log2 p(m|s), as long as n(s) → ∞
for all s. The difficulty is that the convergence of H0(m)
and H0(m|s) to their respective limits are ruled by dif-
ferent large parameters (Np and n(s)), and there are sys-
tematic errors associated with this convergence if these
parameters are not large enough. In general, H0(m) and
H0(m|s) both underestimate the relevant entropies, but
the error on H0(m) is smaller, resulting in a positive sys-
tematic error for I0(m; s).
To reduce this effect, we define an alternative estimator
I1 =
∑
s
n(s)
Np
∑
m
n(m|s)
[
log2 n(m|s)− log2
n˜s(m)
n(s)
]
(7)
Here, the n˜s(m) are obtained from a random null data
set, as follows. For each s, we draw a random sam-
ple of size n(s) (without replacement) from the original
data set, and n˜s(m) is defined as the number of parti-
cles in that random sample that have mi = m. For a
large enough sample, n˜s(m)/n(s) → n(m)/Np → p(m).
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FIG. S3: (a) Estimate of MI between n155 and the propensity,
using the estimator I1. We show one estimate based on a sam-
ple of (8×1120) = 8960 type-A particles (from 8 independent
initial conditions), and four estimates each based on 1120 par-
ticles (each estimate based on just one initial condition). The
error bars are conservative estimates of numerical uncertainty
(see text) and are reduced on including more data. The mean
estimate has only a weak drift with sample size indicating
that systematic errors arising from small samples are small.
(b) Estimates of the same MI based on the same data but
using the estimator I0. The estimation is poor in this case:
there is a strong systematic error coming from the finite sam-
ple size. The error decreases as more data is included but the
largest sample used is not large enough to saturate the limit
Np →∞ and does not provide a reliable estimate of the MI.
However, the advantage of the method is that the con-
vergence of n(m|s) to p(m|s) and n˜s(m)/n(s) to p(m)
are now ruled by the same parameter n(s), and the re-
sult is that the systematic errors arising from the two
terms in (7) tend to cancel each other. We note that
if instead of drawing a random sample we simply set
n˜s(m)/n(s) = n(m)/Np, independent of s, then we re-
cover the original estimator I0. It is also notable that
if m and s are independent then the conditional distri-
bution n(m|s) should be statistically equivalent to the
distribution obtained in the random sample n˜s(m). This
means that I1 is free from systematic error in the case
where s and m are independent. This is the most impor-
9tant case for the calculations of this paper, because the
MI values found are typically quite small, and systematic
errors when I ≈ 0 correspond to false-positive signals of
correlation between structure and dynamics, which can
be misleading.
For each estimate of MI, we compute I1 using several
random null data sets (typically 100 realisations are suf-
ficient). The average value of I1 over the realisations
provides our estimate of I while the standard deviation
among the values of I1 gives an estimate on the uncer-
tainty of this estimate. We therefore use this standard
deviation as the error bar for the estimate of I. We em-
phasise that the n(m|s) are determined by the original
data and are the same for every realisation of the null
data: it is the finite size of this original data set that
introduces a finite uncertainty on estimates of I. This
uncertainty is not reduced by repeated sampling over dif-
ferent null data sets, so it is the standard deviation of I1
that gives the relevant error estimate, not the standard
error.
Fig. S3 shows estimates for the MI between n155 and
the propensity, obtained by the estimators I1 and I0, for
data sets of two different sizes. It can be seen that I0
is not sufficient for the purposes used here, even for the
larger data set, while I1 gives a consistent estimate of the
MI for data sets of both sizes considered. The estimate of
the uncertainty based on I1 is also self-consistent, in that
error bars from independent estimates typically overlap
with each other.
An alternative to (7) can be obtained by interchanging
s and m, since the MI is symmetric:
I ′1 =
∑
m
n(m)
Np
∑
s
n(s|m)
[
log2 n(s|m)− log2
n˜m(s)
n(m)
]
(8)
We use I1 for all calculations of MI between discrete vari-
ables, but it is useful to define I ′1 in preparation for later
sections.
One discrete and one continuous variable
We now turn to the case where the structural variable
of interest takes continuous values. The analogue of the
estimator I ′1 in (8) is
I2 =
∑
m
n(m)
Np
Fs|m (9)
where Fs|m is an estimator for
∫
ds [p(s|m) log2 p(s|m)−
p(s) log2 p(s)]. To define Fs|m, we again take a random
sample of size n(m) from the original data, to ensure that
systematic errors on estimates for log p(s|m) and log p(s)
should cancel as far as possible. Then, if s1, s2, . . . is an
ordered list of the values of si for those particles with
mi = m, and s˜
1, s˜2, . . . is an ordered list of the values of
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FIG. S4: Estimate of MI between ∆2i and the propensity,
using the estimator I2. We show one estimate based on a
sample of (8 × 1120) = 8960 type-A particles (from 8 inde-
pendent initial conditions), and four estimates each based on
1120 particles (from independent initial conditions). The er-
ror bars are conservative estimates of numerical uncertainty
(see text) and are reduced on including more data. System-
atic errors from small samples are weak.
si in the random sample, we define
Fs|m =
1
[n(m)− 1] ln 2
n(m)−1∑
i=1
[ln(si+1−si)−ln(s˜i+1−s˜i)].
(10)
This converges to the required result as n→∞ because
if x1, x2, . . . xn is an ordered list of independent random
samples from p(x) then, as n→∞, one has
1
n− 1
n−1∑
i=1
ln(xi+1−xi)+ψ(1)−ψ(n)→ −
∫
dx p(x) ln p(x)
(11)
where ψ(n) is the digamma function, which satisfies
ψ(n+1)−ψ(n) = 1/n and ψ(1) = −γ where γ = 0.577 . . .
is Euler’s constant [S5].
Fig. S4 shows results using the estimator I2. As with
I1, the uncertainty on the estimate of MI is reduced on
including more data, and the systematic variation on in-
creasing Np is weak, indicating that the estimator is re-
liable.
[S1] A. Malins, S. R. Williams, J. Eggers, and C. P. Royall,
J. Chem. Phys. 139, 234506 (2013)..
[S2] For a review, see K. Hlavackova-Schindler, M. Palus, M.
Vejmelka and J. Battacharya, Phys. Rep. 441, 1 (2007).
[S3] T. Schu¨rmann and P. Grassberger, Chaos 6, 414 (1996)
[S4] I. Nemenman, F. Shafee and W. Bialek, in Advances in
Neural Information Processing Systems 14, eds. T.G. Di-
etterich, S. Becker and Z. Ghahramani (MIT Press, Cam-
bridge, 2002).
10
[S5] A. Kraskov, H. Sto¨gbauer and P. Grassberger, Phys. Rev.
E 69, 066138 (2004).
[S6] M. B. Kennel, J. Shlens, H. D. I. Arbanel and
E. J. Chichilnisky, Neural Comp. 17, 1531 (2005)
[S7] E. Archer, I. M. Park, and J. W. Pillow, Entropy 15,
1738 (2013)
