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MUTATIONS OF SPLITTING MAXIMAL MODIFYING MODULES:
THE CASE OF REFLEXIVE POLYGONS
YUSUKE NAKAJIMA
Abstract. It is known that every three dimensional Gorenstein toric singularity has a crepant resolu-
tion. Although it is not unique, all crepant resolutions are connected by repeating the operation “flop”.
On the other hand, this singularity also has a non-commutative crepant resolution (= NCCR) which
is constructed from a consistent dimer model. Such an NCCR is given as the endomorphism ring of
a certain module which we call splitting maximal modifying module. In this paper, we show that all
splitting maximal modifying modules are connected by repeating the operation “mutation” of splitting
maximal modifying modules for the case of toric singularities associated with reflexive polygons.
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1. Introduction
1.1. Backgrounds. Bondal and Orlov conjectured that any bounded derived categories of coherent
sheaves over crepant resolutions of a certain singularity are derived equivalent [BO]. Bridgeland proved
this conjecture for the three dimensional case [Bri]. Also, Van den Bergh proved it in more general settings
containing the three dimensional case [VdB1]. The idea in [VdB1] is to consider a non-commutative ring
Λ derived equivalent to crepant resolutions. In [VdB2], Van den Bergh formulated such a ring Λ as a non-
commutative crepant resolution (= NCCR), which is obtained as the endomorphism ring of a reflexive
module. (For the precise definition, see Definition 2.3.) Note that an NCCR does not necessarily exist, and
even if it exists it is not unique (sometimes NCCRs are infinite families). On the other hand, it is known
that the non-commutative version of Bondal-Orlov conjecture holds for some singularities [IW1, IR], that
is, if we assume that EndR(M) and EndR(N) are NCCRs of three dimensional Cohen-Macaulay normal
domain R, then they are derived equivalent. In this situation, is there a relationship between M and N ?
The present paper is dedicated to investigate this question for the case of three dimensional Gorenstein
toric singularities. In the rest of this paper, we call the ordinary crepant resolution commutative crepant
resolution (= CCR) to emphasize the difference with an NCCR.
1.2. The case of toric singularities. Let R be a three dimensional Gorenstein toric singularity associ-
ated with a cone σ ⊂ R3 generated by v1, · · · , vn ∈ Z
3. Since R is Gorenstein, we can take a hyperplane
so that any vectors v1, · · · , vn lie on this hyperplane. Thus, we obtain the lattice polygon ∆ ⊂ R
2 on
this hyperplane for a given R (see subsection 2.3 and 3.1). It is known that CCRs of R correspond to
triangulations of the associated polygon ∆. Thus, a CCR of R exists but it is not unique in general.
More precisely, if there is a quadrangle consisting of two elementary triangles in a given triangulation,
we obtain another triangulation by switching the diagonal as in the figure below, and it induces another
CCR. This operation is called flop and any CCRs are connected by repeating this operation.
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flop
On the other hand, every three dimensional Gorenstein toric singularity has an NCCR, and it is
obtained from a dimer model. A dimer model is a polygonal cell decomposition of the real two-torus
whose vertices and edges form a finite bipartite graph (see subsection 3.1). It is introduced in the field of
statistical mechanics in 1960s. From 2000s, string theorists have been used it for studying quiver gauge
theories. For more details, see e.g., [Kenn, Keny] and references therein. Subsequently, a dimer model has
been investigated actively, and recently relations with many branches of mathematics (for example, the
McKay correspondence, crepant resolutions, non-commutative crepant resolutions, Calabi-Yau algebras,
mirror symmetry, etc) have been discovered. The important point is that we can construct a three
dimensional Gorenstein toric singularity R by using a dimer model (see subsection 3.1). On the other
hand, we obtain a quiver with potential (= QP) as the dual of a dimer model (see subsection 3.2). Under
a certain condition, we can construct an NCCR of R by using a quiver with potential associated with
a dimer model, and for every three dimensional Gorenstein toric singularity, there exists a dimer model
which gives an NCCR of it (see subsection 3.3). Note that a module giving such an NCCR is called a
splitting maximal modifying (= MM) module (see Definition 2.5). Thus, an NCCR of R always exists,
but a dimer model which gives an NCCR of R is not unique in general, hence a splitting MM module
is also not unique. Although it is not unique, the number of NCCRs arising from dimer models is finite
(see Section 4). Therefore, it is natural to ask the question below. We will restate this question later in
a detailed form (see Question 4.2 and 4.11).
Question 1.1. Let R be a three dimensional Gorenstein toric singularity, and EndR(M), EndR(N) be
NCCRs of R arising from dimer models. Then, is there a relationship between EndR(M) and EndR(N)?
More precisely, is there a relationship between M and N?
We recall that every CCR of R is connected by repeating the operation flop. How about NCCRs?
Namely, is there a good operation that connects all NCCRs? In this paper, we will consider the operation
called “mutation”, and show that all splitting MM modules are connected by repeating a certain mutation
for several cases.
In the theory of cluster algebras due to Fomin and Zelevinsky (e.g., [FZ1, FZ2]), the operation called the
mutation of skew symmetric matrices (these are interpreted as quivers without loops and 2-cycles) plays
the crucial role. In addition, cluster categories were introduced in [BMRRT, CCS] as a categorification of
cluster algebras. They are defined as orbit categories of the derived category of quiver representations, and
the mutation (it is also called “exchange”) of cluster tilting objects in such categories was also introduced.
Note that this mutation corresponds to the mutation in the theory of cluster algebras, and the notion
of cluster categories is generalized in [Ami] (see also [Guo]). Also, Geiss, Leclerc and Schro¨er used such
mutations to investigate rigid modules over preprojective algebras [GLS]. Subsequently, several mutations
are introduced, for example the mutations of cluster tilting objects in Hom-finite triangulated 2-Calabi-
Yau categories [IY], the mutations of tilting modules over 3-Calabi-Yau algebras [IR], the mutations of
MM modules [IW2]. Also, Derksen-Weyman-Zelevinsky introduced the mutations of QPs [DWZ]. We
can also define the mutation of dimer models as the dual of mutation of QPs under some restrictions (see
Section 4). From a viewpoint of physics, dimer models and their mutations correspond to quiver gauge
theories and Seiberg duality (see e.g., [Eag, EF, HV, HS, Vit]).
In this paper, we mainly investigate the mutation of MM modules (see subsection 2.2), and especially
apply it to splitting MM modules which give NCCRs arising from dimer models. By considering the
mutation of an MM module, we have another MM module (see Proposition 2.7), although it might be
isomorphic to the original one. We further note that even if a given MM module is splitting, the mutated
one is not necessarily splitting in general. Thus, we need a further assumption for making the mutated
one splitting (see Lemma 4.12), and we call the argued operation the mutation of splitting MM modules
only when it makes a splitting one splitting again. Under these backgrounds, in this paper, we consider
such mutations for the case of a three dimensional Gorenstein toric singularity whose associated lattice
polygon ∆ is a reflexive polygon (see Section 5), and show the theorem below. (For further details on
terminologies, see later sections.) Note that reflexive polygons are also studied in the context of toric
Fano varieties (see e.g.,[CLS, Section 8.3]) and mirror symmetry (see e.g., [Bat]).
Theorem 1.2 (see Theorem 5.1 and Corollary 6.3). Let R be a three dimensional complete local Goren-
stein toric singularity associated with a reflexive polygon. Then, any two splitting MM R-modules are
transformed into each other by repeating the mutation of splitting MM modules.
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In this theorem, we emphasize that all connections between splitting MM modules are given by only
mutations of splitting MM modules. That is, they do not factor through non-splitting ones.
In order to show this theorem, we discuss the relationship between the mutation of QPs associated
with dimer models and that of splitting MM generators arising from dimer models in Section 4 along
the idea as in [Boc2]. After that we will consider the mutation of splitting MM generators for toric
singularities associated with reflexive polygons. Since dimer models giving NCCRs are classified for those
cases, we hence compute all splitting MM generators arising from such dimer models in Section 5, and
prove the theorem for the case of splitting MM generators by a case-by-case check. Finally, we extend
our discussion to splitting MM modules in Section 6.
Conventions and Notations. In this paper, all modules are left modules. For a ring R, we denote
by modR the category of finitely generated R-modules. We denote addRM to be the full subcategory
consisting of direct summands of finite direct sums of some copies of M ∈ modR. We call addRM the
additive closure of M . We say that M ∈ modR is a generator if R ∈ addRM . When we consider a
composition of morphism, fg means we first apply f then g. With this convention, HomR(M,X) is an
EndR(M)-module and HomR(X,M) is an EndR(M)
op-module. Similarly, in a quiver, a path ab means
a then b.
Also, we denote by Cl(R) the class group of R. When we consider a divisorial ideal (rank one reflexive
R-module) I as an element of Cl(R), we denote it by [I].
In this paper, we consider the real two torus T := R2/Z2 and its homology group H1(T) ∼= Z
2. We fix
the fundamental domain of T and orientation of cycles as
T :
and the horizontal (resp. vertical) cycle corresponds to the first coordinate (resp. second) of Z2.
2. Preliminaries
2.1. Maximal modifying modules. Let R be a commutative Noetherian ring. In this paper, we denote
the R-dual functor by
(−)∗ := HomR(−, R) : modR→ modR.
We say that M ∈ modR is reflexive if the natural morphism M → M∗∗ is an isomorphism. We denote
refR to be the category of reflexive R-modules. Let (R,m) be a d-dimansional commutative Noetherian
local ring. For M ∈ modR, we define the depth of M as
depthRM := inf{i ≥ 0 | Ext
i
R(R/m,M) 6= 0}.
We say that M is a maximal Cohen-Macaulay module (= MCM module) if depthRM = d. When R is
non-local, we say that M is an MCM module if Mp is an MCM module for all p ∈ SpecR. Furthermore,
we say that R is a Cohen-Macaulay ring (= CM ring) if R is an MCM R-module. We denote CMR to
be the category of MCM R-modules. We say that a ring R is equi-codimensional if every maximal ideals
have the same height. For example, all domains finitely generated over a field are equi-codimensional [Eis,
13.4]. Also, we consider the notion of (singular) d-Calabi-Yau rings. Originally, these rings are defined
by a functorial condition, but we adopt the characterization of these rings due to [IR, Proposition 3.10]
as the definition in this paper.
Definition 2.1. Let R be a commutative Noetherian ring. We say that R is d-Calabi-Yau (= d-CY ) if
R is regular and equi-codimensional with dimR = d. Also, we say that R is singular d-Calabi-Yau (=
d-sCY ) if R is Gorenstein and equi-codimensional with dimR = d.
For example, d-dimensional Gorenstein toric singularities are d-sCY rings (see subsection 2.3), and
hence we will apply several results discussed in this subsection to these singularities.
Next, we recall the definition of non-commutative crepant resolutions due to Van den Bergh [VdB2].
Definition 2.2. Let R be a CM ring and let Λ be a module finite R-algebra (i.e., Λ is finitely generated
as an R-module). We say that
(1) Λ is an R-order if Λ is an MCM R-module,
(2) an R-order Λ is non-singular if gl.dimΛp = dimRp for all p ∈ SpecR.
Definition 2.3. Let R be a CM ring, and 0 6= M ∈ refR. We say that Λ := EndR(M) is a non-
commutative crepant resolution (= NCCR) of R or M gives an NCCR of R if Λ is a non-singular
R-order.
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An NCCR does not necessarily exist for a given singularity, thus we also introduce a weaker notion.
Definition 2.4 (see [IW2]). Let R be a CM ring.
(1) We say that M ∈ refR is a modifying module if EndR(M) ∈ CMR.
(2) We say thatM ∈ refR is a maximal modifying module (= MM module) if it is a modifying module
and if M ⊕X is modifying for X ∈ refR then X ∈ addRM . In other words,
addRM = {X ∈ refR | EndR(M ⊕X) ∈ CMR}.
For an MM module M , we call EndR(M) a maximal modifying algebra (= MMA).
Also, we define the following nice class of modules. We will discuss these in Section 4.
Definition 2.5 (see [IN]). We say that a reflexive module M is splitting if it is a finite direct sum of
rank one reflexive modules. Also, we say that a (maximal) modifying module M is a splitting (maximal)
modifying module if M is splitting. Similarly, we say that an NCCR (resp. MMA) EndR(M) a splitting
NCCR (resp. splitting MMA) if M is splitting.
We then prepare some properties of MM modules used in later sections.
Proposition 2.6 (see [IW2, Proposition 4.5, 5.11 and Theorem 4.16]). (1) Let R be a d-dimensional nor-
mal CM local ring with the canonical module ωR. Then, all reflexive modules giving NCCRs are MM
modules.
(2) If R is a 3-sCY normal domain admitting an NCCR, then MM modules are precisely reflexive modules
giving NCCRs of R. Furthermore, suppose that M and N are MM R-modules, then EndR(M) and
EndR(N) are derived equivalent.
2.2. Mutations of MM modules and tilting modules. Following [IW2, Section 6], we introduce the
mutation of MM modules to consider Question 1.1. Let R be a complete local normal d-sCY ring, and
M := ⊕i∈IMi be a modifying R-module. Here, we assume that M is basic, that is, Mi’s are mutually
non-isomorphic. For a subset J of I, we define MJ := ⊕j∈JMj and J
c := I \ J . In particular, we have
that M =MJ ⊕MJc . We then consider a minimal right (addRMJc)-approximation of MJ . Namely, it is
a morphism ϕ : N →MJ such that N ∈ addRMJc and
HomR(MJc , N)
·ϕ
−→ HomR(MJc ,MJ)
is surjective, and if φ ∈ EndR(N) satisfies φϕ = ϕ, then φ is an automorphism. Since R is complete, ϕ
exists and is unique up to isomorphism. Also, ϕ is surjective if N is a generator. Then, we consider the
kernel
0→ K := Kerϕ→ N
ϕ
−→MJ
and we call this sequence the exchange sequence. We define the right mutation of M at J as µ+J (M) :=
MJc ⊕K, and define the left mutation of M at J as µ
−
J (M) := (µ
+
J (M
∗))∗.
Here, we collect some properties of the mutations of MM modules.
Proposition 2.7 (see [IW2, Section 6]). Let R be a complete local normal d-sCY ring, M = ⊕i∈IMi be
a basic modifying R-module. Suppose that J is a subset of I. Then, we have the following.
(1) µ+J and µ
−
J are mutually inverse operations. That is,
µ−J (µ
+
J (M)) =M and µ
+
J (µ
−
J (M)) =M
up to additive closure.
(2) µ+J (M) and µ
−
J (M) are modifying R-modules.
(3) If M gives an NCCR, then µ+J (M) and µ
−
J (M) also give NCCRs.
(4) EndR(M), EndR(µ
+
J (M)) and EndR(µ
−
J (M)) are derived equivalent.
(5) Assume that d = 3, if M is an MM module, then so are µ+J (M) and µ
−
J (M).
(6) Assume that d = 3, if M is an MM module and J = {k}, then µ+J (M)
∼= µ−J (M), hence we
denote it by µk(M).
In the rest of this subsection, we keep the notations in Proposition 2.7 and assume d = 3. We denote
the set of isomorphism classes of basic MM modules (resp. generators) by MM(R) (resp. MMG(R)).
In this paper, we only consider the mutation at J = {k}, and hence for M =
⊕
i∈I Mi ∈ MM(R) we
have the new element µk(M) ∈ MM(R) by Proposition 2.7(5)(6). Furthermore, since we are interested
in splitting MM modules and their mutations, we restrict the above notation to splitting ones. Namely,
we denote the set of isomorphism classes of basic splitting MM modules (resp. generators) by MM1(R)
(resp. MMG1(R)). As we mentioned, even if M =
⊕
i∈I Mi ∈ MM1(R), we does not necessarily have
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µk(M) ∈ MM1(R). (Note that we always have µk(M) ∈MM(R).) Therefore, we call the above operation
µk the mutation of splitting MM modules only when both ofM and µk(M) are splitting. Then, we define
the exchange graph of MM1(R) as follows, and denote it by EG(MM1(R)). That is, the vertices of
EG(MM1(R)) are elements in MM1(R), and draw an edge between M and µk(M) for each M ∈ MM1(R)
and k ∈ I with µk(M) ∈ MM1(R). We also define the exchange graph of MMG1(R) in a similar way,
and denote it by EG(MMG1(R)).
Next, we recall the definition of a tilting module.
Definition 2.8. For a ring Λ, we say that T ∈ modΛ is a partial tilting module if proj.dimΛT ≤ 1
and Ext1Λ(T, T ) = 0. In addition, if there exists an exact sequence: 0 → Λ → T0 → T1 → 0 such that
Ti ∈ addΛT (i = 0, 1), we say that T is a tilting module.
For an MM R-module M , we can obtain reflexive tilting EndR(M)-modules as follows. Here, for an
R-algebra Λ, we say that M ∈ modΛ is a reflexive Λ-module if it is reflexive as an R-module.
Theorem 2.9 (see [IW2, Theorem 4.17]). Let R be a normal 3-sCY ring and M be an MM module.
Then, we have the following bijection via the functor HomR(M,−) : modR→ modEndR(M).
{maximal modifying R-modules}
1:1
←→ {reflexive tilting EndR(M)-modules}.
For a module-finite R-algebra Λ, we say that a basic partial tilting Λ-module T is an almost complete
tilting module if it has r non-isomorphic indecomposable direct summands, where (r + 1) is the number
of non-isomorphic indecomposable projective Λ-modules. Then X ∈ modΛ is called a complement of T if
T ⊕X is a basic tilting Λ-module. A complement of an almost complete tilting module T always exists
[Bon], and there are at most two complements of T [IR, Proposition 5.1].
Let M be an MM R-module, and let Λ = EndR(M). For an MM R-module N =
⊕
i∈I Ni where
I = {0, 1, · · · , r}, HomR(M,N) is a tilting Λ-module by Theorem 2.9. Therefore HomR(M,
⊕
i∈I\{k}Ni)
is an almost complete tilting Λ-module, and HomR(M,Nk) is a complement. Considering a minimal right
(addR
⊕
i∈I\{k}Ni)-approximation of Nk:
0→ K := Kerϕ→ N˜ → Nk
where N˜ ∈ addR
⊕
i∈I\{k}Ni, we have that
0→ HomR(M,K)→ HomR(M, N˜)→ HomR(M,Nk)→ 0. (2.1)
Then HomR(M,µk(N)) = HomR(M,
⊕
i∈I\{k}Ni)⊕HomR(M,K) is a tilting Λ-module by Theorem 2.9,
and hence HomR(M,K) is a complement of HomR(M,
⊕
i∈I\{k}Ni). Since (2.1) is a minimal right addΛT -
approximation where T = HomR(M,
⊕
i∈I\{k}Ni), we see that HomR(M,µk(N)) is just the mutation
of tilting Λ-module HomR(M,N) in the sense of [IR, Section 5]. Thus, we define the mutation of tilting
module HomR(M,N) at k ∈ I as
µk(HomR(M,N)) := HomR(M,µk(N)).
For now, we have shown that HomR(M,Nk) and HomR(M,K) are complements of HomR(M,
⊕
i∈I\{k}Ni).
Since the number of such complements is at most two, they are exactly two complements if Nk 6∼= K.
Therefore, if N =
⊕
i∈I Ni and N
′ = N ′k
⊕
i∈I\{k}Ni are basic MM modules with Nk 6
∼= N ′k (that is, N
and N ′ have the same direct summands except one component), then we have that N ′ ∼= µk(N).
2.3. Preliminaries of toric singularities. In this subsection, we review about toric singularities and
fix the notation used in later sections. For more about toric singularities, see e.g, [BG2, CLS].
Let N ∼= Zd be a lattice of rank d and letM := HomZ(N,Z) be the dual lattice of N. We set NR := N⊗ZR
and MR := M ⊗Z R. We denote the natural inner product by 〈 , 〉 : MR × NR → R. Let
σ := Cone{v1, · · · , vn} = R≥0v1 + · · ·+ R≥0vn ⊂ NR
be a strongly convex rational polyhedral cone of rank d generated by v1, · · · , vn ∈ Z
d and suppose that
this system of generators is minimal. For each generator, we define the linear form λi(−) := 〈−, vi〉 and
the half space H+i := {x ∈ MR |λi(x) ≥ 0} for i = 1, · · · , n. Then, the dual cone σ
∨ is determined as the
intersection of these half spaces:
σ∨ := {x ∈ MR | 〈x, y〉 ≥ 0 for all y ∈ σ} = H
+
1 ∩ · · · ∩H
+
n ⊂ MR.
Moreover σ∨ ∩M is a positive affine normal semigroup. We define the toric singularity (or affine normal
semigroup ring) associated with σ as follows:
R := K[σ∨ ∩M] = K[tα11 · · · t
αd
d | (α1, · · · , αd) ∈ σ
∨ ∩M]
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Figure 1. Dimer model Γ4a
where K is a field. In the rest, we always assume that K is an algebraically closed field of characteristic
zero. In this situation, R is a d-dimensional CM normal domain. Note that it is known that R is
Gorenstein if and only if there is x ∈ σ∨ ∩ M such that λi(x) = 1 for all i = 1, · · · , n (e.g., [BG2,
Theorem 6.33]). In particular, d-dimensional Gorenstein toric singularities are d-sCY normal domains.
For each u = (u1, · · · , un) ∈ R
n, we set
T(u) := {x ∈ M ∼= Zd | (λ1(x), · · · , λn(x)) ≥ (u1, · · · , un)},
and define the divisorial ideal T (u) generated by all monomials whose exponent vector is in T(u). From
definition, we have that T (u) = T (puq) where p q implies the round up and puq = (pu1q, · · · , punq).
Thus, in the rest, we assume that u ∈ Zn. Clearly, we have that T(0) = σ∨ ∩M and T (0) = R. Set
Ii := T (δi1, · · · , δin) where δij is the Kronecker delta. Then, a divisorial ideal T (u1, · · · , un) corresponds
to the element u1[I1] + · · ·+ un[In] in Cl(R). In general, a divisorial ideal of R takes this form (see e.g.,
[BG2, Theorem 4.54]) and we have the following.
Lemma 2.10 (see e.g., [BG2, Corollary 4.56]). For u,u′ ∈ Zn, T (u) ∼= T (u′) as an R-module if and
only if there exists y ∈ M such that ui = u
′
i + λi(y) for all i = 1, · · · , n. Especially, we have that
Cl(R) ∼= Zn/λ(Zd).
3. NCCRs arising from consistent dimer models
In this section, we introduce the notion of dimer models and discuss related topics. Especially, we will
show that we can obtain NCCRs of a three dimensional Gorenstein toric singularity from dimer models
that satisfy the consistency condition. For more results concerning dimer models, we refer to a survey
article [Boc5] and references quoted in this section.
3.1. Dimer models and Perfect mathchings. A dimer model (or brane tiling) is a polygonal cell
decomposition of the real two-torus T := R2/Z2 whose vertices and edges form a finite bipartite graph.
Therefore, each vertex is colored either black or white so that each edge connects a black vertex to a
white vertex. For example, Γ4a (see Figure 1) is a dimer model where the outer frame is the fundamental
domain of the torus T. Let Γ be a dimer model. We denote the set of vertices (resp. edges, faces) of Γ
by Γ0 (resp. Γ1, Γ2). Since Γ is a bipartite graph, we can divide Γ0 into the disjoint union of the set of
black vertices and the set of white vertices.
In what follows, we construct a toric singularity from a dimer model Γ by paying attention to perfect
matchings on Γ.
Definition 3.1. A perfect matching (or dimer configuration) on a dimer model Γ is a subset P of Γ1
such that each vertex is the end point of precisely one edge in P.
P0 P1 P2 P3 P4
Figure 2. A part of perfect matchings of Γ4a
For example, Figure 2 is a part of perfect matchings on Γ4a. (In addition, there are three perfect
matchings.) Every dimer model does not necessarily have a perfect matching. A typical case is a dimer
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model whose number of black vertices is not equal to that of white ones. Also, there is a dimer model
which has the same number of black and white vertices, but do not have a perfect matching (cf. [Bro,
(2.8)]). In this paper, we will not treat such a pathological one. Then, we will impose the extra assumption
so-called “non-degeneracy condition”, that is, we say that a dimer model is non-degenerate if every edge
is contained in some perfect matchings. For example, Γ4a is non-degenerate (see Figure 1 and 2). In the
rest of this paper, we assume that a dimer model is non-degenerate, and we also assume that a dimer
model has no bivalent vertices (i.e., a vertex which connects only two distinct vertices). If there are
bivalent vertices, we can remove them (see e.g., [IU1, Figure 5.1]) because this process does not affect our
problems. To be specific, we mainly investigate the Jacobian algebra associated with a dimer model (see
subsection 3.2) to consider our problems, and a removing bivalent vertices does not change the Jacobian
algebra up to isomorphism.
For each perfect matching, we give the orientation from a white vertex to a black one. Then, the
difference of two perfect matchings forms a 1-cycle. We will consider this 1-cycle as an element in the
homology group H1(T) ∼= Z
2. Precisely, for two perfect matchings Pi,Pj we define
h(Pi,Pj) := [Pi − Pj ] ∈ H1(T) ∼= Z
2.
We consider this homology class for any pair of perfect matchings, and have finitely many elements in
Z2. Then, we define the lattice polygon as in Definition 3.2. Here, note that we have
h(Pi,Pj) = h(Pi,Pk)− h(Pj ,Pk).
Thus, we fix one perfect matching, and we may consider only the difference between each perfect matching
and the fixed one.
Definition 3.2. For a dimer model Γ, we fix a perfect matching P′ of Γ. We define the lattice polygon
∆ as the convex hull of
{h(P,P′) ∈ Z2 | P is a perfect matching of Γ}
in R2. ∆ is called the perfect matching polygon (or characteristic polygon) of Γ.
Although such a convex hull depends on a choice of a fixed perfect matching, it is determined up to
isometric transformations, and the difference of transformation on ∆ does not affect the toric geometry
up to isomorphism. For example, for the dimer model Γ4a, we fix the perfect matching P0. Then, we
have the perfect matching polygon ∆ as in Figure 3.
P1 − P0 P2 − P0 P3 − P0 P4 − P0 ∆
0
Figure 3. Differences of perfect matchings and the perfect matching polygon of Γ4a
Definition 3.3. Fix a perfect matching P′ for a given dimer model. We say that P is an extremal (or
a corner) perfect matching if the corresponding point h(P,P′) lies at a vertex of the perfect matching
polygon ∆.
We define the multiplicity of a lattice point p ∈ ∆ as the number of perfect matching corresponding
to a point p.
Let v′1, · · · , v
′
n ∈ Z
2 be all the lattice points lie at a vertex of ∆. Since they form ∆ as the convex
hull of them, we give a cyclic order to these lattice points along ∆. Also, we can take an extremal
perfect matching Pi for each lattice point v
′
i (i = 1, · · · , n). We remark that a corresponding perfect
matching is not unique for now (see Proposition 3.6). Then, we put ∆ on the hyperplane z = 1, and
construct the cone σ∆. Namely, we set vectors vi = (v
′
i, 1) ∈ Z
3 for i = 1, · · · , n, and construct the
cone σ∆ = Cone{v1, · · · , vn}. In the same way shown in Section 2.3, we define the toric singularity
R := K[σ∨∆ ∩ M] where M
∼= Z3. By the construction, R is a three dimensional Gorenstein normal
domain.
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3.2. Quivers associated with dimer models. As the dual notion of a dimer model Γ, we define the
quiver QΓ associated with Γ. Namely, we assign a vertex dual to each face in Γ2, an arrow dual to each
edge in Γ1. The orientation of arrows is determined so that the white vertex is on the right of the arrow
(equivalently, the black vertex is on the left of the arrow). For example, Figure 4 is the quiver associated
with Γ4a appearing in Figure 1. Sometimes we simply denote such a quiver QΓ by Q if a situation is clear
from the context. We denote the sets of vertices and arrows of the quiver by Q0 and Q1 respectively.
In addition, we consider the set of oriented faces QF as the dual of vertices in a dimer model Γ. The
orientation of faces is determined by its boundary, that is, faces dual to white (resp. black) vertices are
oriented clockwise (resp. anti-clockwise). Therefore, we decompose the set of faces as QF = Q
+
F ⊔ Q
−
F
where Q+F (resp. Q
−
F ) stands for the set of faces oriented clockwise (resp. anti-clockwise).
01 1
2
2
2
2
3
3
Figure 4. Quiver associated with Γ4a
For each arrow, we define the maps h, t : Q1 → Q0 sending an arrow to its head and tail respectively. A
nontrivial path in Q is a finite sequence of arrows a = a1 · · · ar satisfying h(aℓ) = t(aℓ+1) for ℓ = 1, · · · r−1.
In this situation, we define the length of path a = a1 · · · ar as r (≥ 1), and denote by Qr the set of paths
of length r in Q. From this viewpoint, we extend the maps h, t to the maps on paths, that is, we define
t(a) = t(a1), h(a) = h(ar). We say that a path a is a cycle if it satisfies h(a) = t(a). We consider each
vertex i ∈ Q0 as a trivial path ei where h(ei) = t(ei) = i. Also, we denote by Q
op the opposite quiver
of Q which is obtained from Q by reversing all arrows. By replacing white vertices on a dimer model by
black vertices and vice versa, we obtain the opposite quiver associated with the original dimer model.
From this quiver Q, we define the path algebra as follows. The path algebra KQ is a K-algebra whose
K-basis consists of paths in Q and the product is defined as a · b = ab (resp. a · b = 0) if h(a) = t(b)
(resp. h(a) 6= t(b)) for paths a and b, and we extend this product linearly. Next, we define a potential,
and give relations on paths in KQ. We denote the K-vector space generated by all commutators in KQ
by [KQ,KQ] and set KQcyc := KQ/[KQ,KQ]. Thus, KQcyc has a basis consists of cycles in Q. Also,
we denote (KQcyc)r the subspace of KQcyc spanned by cycles of length at least r.
Definition 3.4. An element W ∈ (KQcyc)2 is called a potential (or superpotential), and a pair (Q,W )
consisting of a quiver Q and a potential W is called a quiver with potential (= QP).
For each face f ∈ QF , we associate the small cycle ωf ∈ (KQcyc)3 obtained by the product of all
arrows around the boundary of f . (Since we assume that a dimer model has no bivalent vertices in this
paper, the length of each small cycle is at least 3.) For the quiver Q associated with a dimer model, we
define the potential WQ as
WQ :=
∑
f∈Q+
F
ωf −
∑
f∈Q−
F
ωf .
In the rest of this paper, we consider the QP (Q,WQ) associated with a dimer model.
For every face f ∈ QF and arrow a ∈ ωf , we choose h(a) as the starting point of ωf and set
eh(a)ωfeh(a) := a1 · · · ara for some path a1 · · · ar. Then, the partial derivative of ωf with respect to
a is defined by the path ∂ωf/∂a := a1 · · · ar. We note that ∂ωf/∂a = 0 if ωf does not contain the arrow
a. Extending this derivative linearly, we have ∂WQ/∂a ∈ KQ for any a ∈ Q1 and define the two-sided
ideal J(WQ) := 〈∂WQ/∂a | a ∈ Q1〉 ⊂ KQ. Then, we define the Jacobian algebra (or superpotential
algebra) of a dimer model as
P(Q,WQ) := KQ/J(WQ).
From the construction, ∂WQ/∂a gives the relation on paths in P(Q,WQ) for each arrow a ∈ Q1. Namely,
for each arrow a ∈ Q1, there are precisely two oppositely oriented cycles which contain the arrow a as
a boundary. We denote them by f+a , f
−
a ∈ QF respectively. Let p
±
a be the path from h(a) around the
boundary of f±a to t(a) (see Figure 5). Then, we can describe ∂WQ/∂a as a difference of p
±
a , that is,
∂WQ/∂a = p
+
a − p
−
a . Thus, we have p
+
a = p
−
a in P(Q,WQ) for each arrow a ∈ Q1.
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ap−a p
+
a
Figure 5. An example of paths p±a
We say that two paths a and b in Q are equivalent (denoted by a ∼ b) if they give the same element in
the Jacobian algebra P(Q,WQ). For any face f ∈ QF whose boundary factor through a vertex i ∈ Q0,
we define a small cycle starting from i as ωi,f := eiωfei. It is easy to see that small cycles starting from
the same vertex are equivalent to each other.
3.3. Consistency conditions and NCCRs. In this subsection, we impose the extra condition called
consistency condition. Under this assumption, a dimer model will give an NCCR of a three dimensional
Gorenstein toric singularity associated with a dimer model (see Theorem 3.8). In the literature, there
are several consistency conditions, for example,
(a) the consistency condition in the sense of [IU1, Definition 3.5],
(b) a properly-ordered dimer model in the sense of [Gul],
(c) the first consistency condition (or cancellation) in the sense of [MR] (see also [Dav]),
(d) an algebraically consistent dimer model in the sense of [Bro],
(e) the existence of a consistent R-charge in the sense of [Kenn],
(f) a toric order in the sense of [Boc3],
(g) an isoradial (or a geometrically consistent) dimer model (e.g., [KS, Bro]).
It is known that (a) and (b) are equivalent [IU1], (a) and (c) are equivalent under the non-degeneracy
condition [IU1], (c), (d), (e) and (f) are equivalent [Boc1]. Since we assume that the non-degeneracy, the
conditions (a)–(f) are equivalent. Furthermore, the condition (g) implies these equivalent conditions (see
e.g., [IU1, Bro]). We remark that a consistent dimer model is always non-degenerate (see e.g., [IU2,
Proposition 8.1]). Here, we note the condition (e).
Definition 3.5. Let Q be a quiver associated with a dimer model Γ. A positively grading R : Q1 → R>0
that satisfies the following conditions is called a consistent R-charge (cf. [Kenn]):
(1)
∑
a∈∂f
R(a) = 2 for any f ∈ QF ,
(2)
∑
h(a)=i
(1− R(a)) +
∑
t(a)=i
(1 − R(a)) = 2 for any i ∈ Q0.
We say that a dimer model Γ is consistent if it admits a consistent R-charge.
As we showed in subsection 3.1, for a given dimer model Γ, we can construct the three dimensional
Gorenstein toric singularity R = K[σ∨∆ ∩ M]. In the rest of this article, we only consider such a toric
singularity R obtained from a consistent dimer model.
By the dual point of view, we can consider a perfect matching to be a function on Q1. That is, for
each arrow a ∈ Q1, we define
P(a) =
{
1 if the corresponding edge to a is in P
0 otherwise.
We note that by the definition of perfect matching, we have that P(ω) = 1 for each small cycle ω. Also,
we extend this function on the double quiver of Q. The double quiver Q˜ is obtained from Q by adding
the oppositely directed arrow a∗ for every a ∈ Q1. Then, we define P(a
∗) = −P(a).
Here, we note the important property of consistent dimer models.
Proposition 3.6 ([Bro, Corollary 4.27 ], [IU2, Proposition 9.2]). If a dimer model is consistent, then
the multiplicity of a vertex of the perfect matching polygon ∆ is equal to one. That is, for each vertex of
∆, there is the extremal perfect matching which corresponds to it. Furthermore, every edge is contained
in some extremal perfect matchings.
Let P1, · · · ,Pn be the extremal perfect matchings of a consistent dimer model corresponding to
v1, · · · , vn respectively. For i, j ∈ Q0, let aij be a path from i to j (i.e., h(aij) = j and t(aij) = i).
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For a three dimensional Gorenstein toric singularity R = K[σ∨∆ ∩ Z
3] which is constructed from a dimer
model (see subsection 3.1), we define the divisorial ideal of R associated with aij as
Taij := T (P1(aij), · · · ,Pn(aij)).
As the following lemma shows, this ideal only depends on the starting point i and the ending point j,
whereas a path from i to j is not unique. Thus, we simply denote it by Tij . When we want to specify
the considering path, we use the former notation.
Lemma 3.7. Let Q be the quiver associated with a consistent dimer model.
(1) If two paths a, b ∈ Q are equivalent, we have that Ta ∼= Tb.
(2) Let ω be a small cycle. Then, we have that Tωm ∼= R for any m ∈ Z≥0.
(3) Let aij , bij be paths from i to j. Then, we have that Taij
∼= Tbij .
Proof. (1) We may assume that a = p+c , b = p
−
c for some path c ∈ Q1. For each perfect matching P, we
have that
P(p+c )− P(p
−
c ) = P(p
+
c ) + P(c)− P(c)− P(p
−
c ) = P(ω)− P(ω
′) = 1− 1 = 0,
where ω, ω′ are small cycles starting from the vertex t(c). Therefore, we have that (P1(a), · · · ,Pn(a)) =
(P1(b), · · · ,Pn(b)), and hence Ta ∼= Tb by Lemma 2.10.
(2)We have that (P1(ω
m), · · · ,Pn(ω
m)) = (m, · · · ,m) = (λ1(0, 0,m), · · · , λn(0, 0,m)). By Lemma 2.10,
we have the conclusion.
(3) Let (Q,WQ) be the QP associated with a consistent dimer model Γ. Let R be the three dimen-
sional Gorenstein toric singularity arising from Γ. By [Bro, Chapter 5 and 8], we have a basic splitting
reflexive R-module M =
⊕
i∈Q0
Mi such that P(Q,WQ) ∼= EndR(M), and this isomorphism induces
eiP(Q,WQ)ej ∼= HomR(Mi,Mj). In particular, we have eiP(Q,WQ)ei ∼= HomR(Mi,Mi) ∼= R for any
i ∈ Q0. By the same argument as [Boc2, The proof of Theorem 6.6], we have that Taij
∼= eiP(Q,WQ)ej
for any path aij from i to j. 
Using these divisorial ideals, we obtain an NCCR of R as follows.
Theorem 3.8 ([Boc2, Theorem 6.6], see also [Bro, IU2]). Suppose that (Q,WQ) is the QP associated
with a consistent dimer model and P(Q,WQ) is the Jacobian algebra. Fix a vertex i ∈ Q0, then we have
that
P(Q,WQ) ∼= EndR(
⊕
j∈Q0
Tij),
and the center of P(Q,WQ) is just a three dimensional Gorenstein toric singularity R constructed from
a given dimer model. Moreover, this endomorphism ring is a splitting NCCR of R.
Note that T i := ⊕j∈Q0Tij is an MM module by Propostion 2.6. Since T
i contains R ∼= Tii as a direct
summand for any fixed vertex i ∈ Q0, T
i is a generator and we have that Tij ∈ CMR for any i, j ∈ Q0.
Since ei is the idempotent corresponding to i ∈ Q0, we have that T
i ∼= eiP(Q,WQ). Also, since T
∗
ij
∼= Tji,
we have that
P(Q,WQ) ∼= EndR(T
i) ∼= EndR((T
i)∗) ∼= P(Qop,WQop).
In this way, we obtain three dimensional Gorenstein toric singularities and their NCCRs from consistent
dimer models. Conversely, for every lattice polygon ∆ in R2 (equivalently, for every three dimensional
Gorenstein toric singularity), there exists a consistent dimer model whose perfect matching polygon
coincides with ∆ [Gul, IU2]. (Note that such a consistent dimer model is not unique in general.) Therefore,
we have the following.
Corollary 3.9. Every three dimensional Gorenstein toric singularity has NCCRs arising from consistent
dimer models.
4. Mutations of dimer models and splitting MM generators
In this section, we will apply the mutations of MM modules introduced in subsection 2.2 to modules
giving NCCRs of three dimensional Gorenstein toric singularities. Although the basic idea is the same
as [Boc2], we will discuss details for the sake of completeness, and for the convenience of the readers.
As we saw in subsection 3.3, there is a consistent dimer model such that P(Q,WQ) ∼= EndR(
⊕
j∈Q0
Tij)
is an NCCR of a given three dimensional Gorenstein toric singularity R. Especially,
⊕
j∈Q0
Tij is a
splitting MM generator which gives a splitting NCCR. On the other hand, Bocklandt showed that every
splitting NCCR is coming from a consistent dimer model [Boc3]. In this section, we consider such a
splitting MM generator and a splitting NCCR (which is also called a toric NCCR in [Boc2]) arising from
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a consistent dimer model. Also, we remark that we always assume that a splitting MM generator is
basic. Meanwhile, Bruns and Gubeladze proved that every toric singularity has only finitely many rank
one MCM modules up to isomorphism [BG1, Corollary 5.2]. Collectively, we have the following corollary.
Corollary 4.1. For any three dimensional Gorenstein toric singularity, there are only finitely many
splitting NCCRs, and they arise from consistent dimer models.
Therefore, it is possible to classify all splitting NCCRs of R. In fact, Bocklandt discussed an algorithm
for finding all of them [Boc2]. The point is to find maximal pairs of rank one MCMmodules {M0, · · · ,Mr}
which satisfy EndR(M0⊕· · ·⊕Mr) ∈ CMR because of the maximality of an NCCR (see Proposition 2.6).
Then, we can reconstruct a consistent dimer model from such a pair {M0, · · · ,Mr} [CV, Theorem 5.9]
(see also [Boc2, Section 6]). Precisely, suppose that M := M0 ⊕ · · · ⊕Mr gives a splitting NCCR, by
using the methods as in [CV, Boc2], we obtain a consistent dimer model Γ such that the associated
Jacobian algebra P(QΓ,WQΓ) is isomorphic to EndR(M) as an R-algebra. We remark that different
pairs of rank one MCM modules often give distinct consistent dimer models associated with R. Under
these backgrounds, our first question is the following.
Question 4.2. Let {Γ1, · · · ,Γs} be the complete set of consistent dimer models giving splitting NCCRs
of R. Is there a relationship between these dimer models ?
In order to investigate this question, we will try to define the mutation of dimer models. As the first
step, we consider the mutation of QPs introduced in [DWZ]. To define this mutation, we prepare some
notations. In what follows, we consider the complete path algebra of Q. Namely, let Qr be the set of
paths of length r in Q. Then, the complete path algebra is defined as
K̂Q :=
∏
r≥0
KQr
where KQr is the vector space with a basis Qr. Note that the multiplication is induced by the same way
as KQ. Also,we set mQ :=
∏
r≥1KQr. For any subset U ⊆ K̂Q, we define the mQ-adic closure of U by
U :=
⋂
n≥0(U +m
n
Q). Then, we define the notion of right equivalence introduced in [DWZ].
Definition 4.3. We say that two potentials W1,W2 associated with a quiver Q are cyclically equivalent
if W1 −W2 ∈ [KQ,KQ].
Let (Q,W ), (Q′,W ′) be QPs. We say that (Q,W ) and (Q′,W ′) are right equivalent if Q0 = Q
′
0 and
there exists a isomorphism ϕ : K̂Q → K̂Q′ such that ϕ |Q0= id, and ϕ(W ) and W
′ are cyclically
equivalent.
In the rest of this paper, by the abuse of the notation, we denote the complete Jacobian algebra
K̂Q/J(W ) by P(Q,W ). We remark that if QPs (Q,W ), (Q′,W ′) are right equivalent, then we have that
P(Q,W ) ∼= P(Q′,W ′) [DWZ, Proposition 3.3 and 3.7]. Therefore, we may only consider right equivalence
classes of QPs.
Definition 4.4. We say that a QP (Q,W ) is trivial if W is consisting of cycles of length 2 and P(Q,W )
is isomorphic to K̂Q0, and a QP (Q,W ) is reduced if W is a linear combination of cycles of length 3 or
more.
By the splitting theorem [DWZ, Theorem 4.6], every QP (Q,W ) is decomposed as a direct sum of a
trivial QP (Qtriv,Wtriv) and a reduced QP (Qred,Wred):
(Q,W ) ∼= (Qtriv,Wtriv)⊕ (Qred,Wred),
up to right equivalence where Q0 = (Qtriv)0 = (Qred)0, Q1 = (Qtriv)1 ⊔ (Qred)1, and W =Wtriv +Wred.
Now we start to introduce the mutation of QPs (see also [DWZ, Section 5], [BIRS, subsection 1.2] for
more details). Let (Q,W ) be a QP. First, we define (Q′,W ′) = µ˜k(Q,W ) by the procedure below for
each vertex k not lying on a 2-cycle.
Since a potential is defined as an element in KQcyc, we may assume that no cycles in W start at k.
(A) Q′ is a quiver obtained from Q as follows. Fix a vertex k ∈ Q0 not lying on a 2-cycle.
(A-1) For each pair of arrows a : i→ k and b : k → j in Q1, we add a new arrow ab : i→ j.
(A-2) Replace each arrow a : i→ k ∈ Q1 by a new arrow a
∗ : k → i.
(A-3) Replace each arrow b : k → j ∈ Q1 by a new arrow b
∗ : j → k.
(B) W ′ = [W ] + Ω where [W ] and Ω are obtained by the following fashion.
(B-1) [W ] is obtained by substituting [ab] for each part ab in W which satisfies a : i → k and
b : k → j.
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(B-2) Ω =
∑
a,b∈Q1,
h(a)=k=t(b)
a∗[ab]b∗.
Definition 4.5. Let k ∈ Q0 be a vertex not lying on a 2-cycle. We define the mutation µk(Q,W ) of a
QP (Q,W ) at k as a reduced part of (Q′,W ′), that is, µk(Q,W ) := (Q
′
red,W
′
red).
In this situation, k is not lying on a 2-cycle in µk(Q,W ), and µk (µk(Q,W )) is right equivalent to
(Q,W ) [DWZ]. If both Q and the quiver part of µk(Q,W ) do not contain loops and 2-cycles, then the
above mutation coincides with Fomin-Zelevinsky’s mutation [FZ1].
Until now, we introduced the mutation of a QP. Then, we apply these procedure to the QP associated
with a dimer model. However, the mutated QP at some vertex is not the dual of a dimer model in
general. To make the mutated QP the dual of a dimer model, we have to impose some restrictions.
Lemma 4.6. Let Γ be a dimer model, and (Q,WQ) be the QP associated with Γ. We assume that k ∈ Q0
is not lying on 2-cycles, and has no loops. Then, the mutation of (Q,WQ) at k ∈ Q0 is the dual of a
dimer model if and only if the vertex k satisfies the following conditions:
(♣) a vertex k ∈ Q0 has exactly two incoming arrows, and exactly two outgoing arrows.
Proof. First, we have the following by the definition of a dimer model.
· For each vertex, the number of incoming arrows coincides with that of outgoing arrows.
· For each vertex, there are at least two incoming arrows (thus, there are at least two outgoing
arrows).
· Incoming arrows and outgoing arrows appear alternately around a vertex.
Therefore, if the number of incoming arrows (= that of outgoing arrows) around k ∈ Q0 is greater than
or equal to 3, then some arrows added in the process of the mutation intersect with other arrows. Thus,
it is no longer the dual of a dimer model. Conversely, we suppose that k ∈ Q0 satisfies (♣). Then, we
see that the mutated QP at k is tiling the two-torus T by combining clockwise faces and anti-clockwise
faces, so it is the dual of a dimer model. 
We denote by Qµ0 the set of vertices in a quiver Q that are not lying on 2-cycles, have no loops, and
satisfy the condition (♣). We will consider the mutation at a vertex k ∈ Qµ0 . Meanwhile, each cycle in
the potential obtained from a dimer model has the sign corresponding to its orientation. Thus, we also
have to modify the sign of the mutated QP. Since a vertex k ∈ Qµ0 has two incoming arrows and two
outgoing arrows, we can divide them into two pairs consisting of an outgoing arrow and an incoming
arrow. We denote them {a, b}, {a′, b′} respectively where a, a′ (resp. b, b′) are incoming (resp. outgoing)
arrows. Notice that there are two possibilities of choice of such pairs. (They belong to clockwise cycles or
anti-clockwise cycles.) In the rest, we assume that {a, b}, {a′, b′} belong to anti-clockwise cycles. Then,
we replace the procedure (B-2) by
(B-2′) Ω = a∗[ab]b∗ − a∗[ab′](b′)∗ + (a′)∗[a′b′](b′)∗ − (a′)∗[a′b]b∗.
Note that the potential Ω in (B-2′) is obtained from the potential Ω in (B-2) by sending {a′, b′} to
{−a′,−b′}, and it induces an automorphism on the Jacobian algebra. Therefore, we define the mutation
of a dimer model as follows.
Definition 4.7. Let Γ be a dimer model, and (Q,WQ) be the QP associated with Γ. For a vertex k ∈ Q
µ
0 ,
we define the mutation of a dimer model Γ at k as the mutation of the associated QP (Q,WQ) at k, that
is, it consists of the procedures (A-1),(A-2),(A-3),(B-1) and (B-2′).
Next, we show examples of the mutation of a dimer model.
Example 4.8. Let Q be the quiver as in the left hand side of the figure below, and
W := d2c1a2b1 − d1c1a1b1 + d1c2a1b2 − d2c2a2b2
be a potential of Q. Note that this QP is the one associated with Γ4a (see Figure 1 and 4), and all
vertices are in Qµ0 . For example, we consider the mutation of (Q,W ) at 0 ∈ Q
µ
0 .
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d1
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a1
d2
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b2
d1
c2
d2
c2
01 1
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b∗1
d1
c1
a∗1
d2
c1
a∗2
b∗2
d1
c2
d2
c2
e
f
g
h
µ˜0 = µ0
Then, we obtain the quiver Q′ as in the right hand side and the potential W ′ = [W ] + Ω where
[W ] = d2c1f − d1c1e+ d1c2g − d2c2h,
Ω = a∗1eb
∗
1 − a
∗
2fb
∗
1 + a
∗
2hb
∗
2 − a
∗
1gb
∗
2.
Since µ˜0(Q,W ) = (Q
′,W ′) is reduced, we have that µ˜0(Q,W ) = µ0(Q,W ).
Example 4.9. Let Q be the quiver as in the left hand side of the figure below, and
W := a1b1c1 − a1b2f1 + a3f3d1 − a3f2c1 + e1e2f1 − e1a2b1c2d1 + d2a2b2f2c2 − d2e2f3
be a potential (see subsection 5.7). We consider the mutation of (Q,W ) at 1 ∈ Q0.
0 0
1
2
2
3
3
4
5 5
55
a1
a3 a3
e1
b2
b1
c2
c1
c2
d1
d2
a2
e2
f1f1
f2
f2 f3
f3
0 0
1
2
2
3
3
4
5 5
55
b∗2
b∗1
a∗1 a∗2
g
h
i
j
0 0
1
2
2
3
3
4
5 5
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b∗2
b∗1
a∗1 a∗2
i
j
a3 a3
e1
c2
c2
d1
d2 e2
f2
f2 f3
f3
µ˜1 reduced
Then, we obtain the QP µ˜1(Q,W ) = (Q
′,W ′) where Q′ is a quiver as in the middle of the above figure
and W ′ = [W ] + Ω :
[W ] = gc1 − hf1 + a3f3d1 − a3f2c1 + e1e2f1 − e1ic2d1 + d2jf2c2 − d2e2f3,
Ω = a∗1hb
∗
2 − a
∗
1gb
∗
1 + a
∗
2ib
∗
1 − a
∗
2jb
∗
2.
Then, we remove arrows constructing 2-cycles inW ′. Finally, we have the QP µ1(Q,W ) = (Q
′
red,W
′
red)
where Q′red is the quiver as in the right hand side, and
W ′red = a3f3d1 − a3f2b
∗
1a
∗
1 + e1e2b
∗
2a
∗
1 − e1ic2d1 + d2jf2c2 − d2e2f3 + a
∗
2ib
∗
1 − a
∗
2jb
∗
2.
Later, we will show that the mutated consistent dimer model is again consistent (see Corollary 4.14).
Now we are ready to consider Question 4.2. For this question, Bocklandt pointed out the following.
Theorem 4.10 ([Boc2, Theorem 7.6]). Let R be a three dimensional Gorenstein toric singularity asso-
ciated with a reflexive polygon (see Section 5). Suppose that D = {Γ1, · · · ,Γm} is the complete set of
consistent dimer models giving splitting NCCRs of R. Then, any two dimer models in D are transformed
into each other by repeating mutations of dimer models.
Note that a similar statement also holds for other special situations (see [Boc2, subsection 7.3, 7.4]).
In this way, we could have the answer to Question 4.2 for the case of reflexive polygons. However, a
splitting MM generator giving an NCCR obtained from a consistent dimer model is not unique. More
precisely, we fix a consistent dimer model Γ, then there exists a splitting MM generator M such that
EndR(M) ∼= P(QΓ,WQΓ), but such a module M is not unique. Therefore, we should also ask the
following.
Question 4.11. Let {Γ1, · · · ,Γm} be the complete set of consistent dimer models giving splitting NCCRs
of R. We suppose that {Mt1, · · · ,Mtst} is the set of non-isomorphic splitting MM generators such that
EndR(Mts) ∼= P(QΓt ,WQΓt ) for any t = 1, · · · ,m and s = 1, · · · , st. Is there a relationship between these
splitting MM generators Mts?
In the rest, we suppose that R = K[[tα11 t
α2
2 t
α3
3 | (α1, α2, α3) ∈ σ
∨ ∩ Z3]] is the m-adic completion of
a three dimensional Gorenstein toric singularity where m is the irrelevant maximal ideal. Note that we
can obtain this singularity as the center of the complete Jacobian algebra of a certain dimer model. Let
M be a splitting MM generator. As we mentioned, we can construct a consistent dimer model Γ and
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the associated QP (Q,WQ) that satisfies P(Q,WQ) ∼= EndR(M), and we may write M =
⊕
i∈Q0
Mi.
Especially, we set M0 = R. In order to consider Question 4.11, we also consider the mutation of a
splitting MM generator M at 0 6= k ∈ Q0. By Proposition 2.7(5), µk(M) is also an MM module, and
it gives an NCCR. However, we again remark that even if M is a splitting MM generator, µk(M) is
not a splitting MM generator in general. Thus, we will consider the mutation of M at 0 6= k ∈ Qµ0 to
achieve our purpose. First, for a vertex 0 6= k ∈ Qµ0 , we suppose that a1, a2 ∈ Q1 (resp. b1, b2 ∈ Q1) are
two incoming (resp. outgoing) arrows. Since an isomorphism P(Q,WQ) ∼= EndR(M) is established by
sending a path i→ j in Q to an R-linear map Mi →Mj (see [Bro, Section 5]), we have a morphism
ϕ := ϕa1 ⊕ ϕa2 :Mt(a1) ⊕Mt(a2) →Mk (4.1)
corresponding to arrows a1, a2. Since R-linear maps corresponding to arrows in Q generate EndR(M),
they contain generators of HomR(⊕i∈Q0\{k}Mi,Mk). Also, since arrows whose target is k are only a1, a2,
elements in HomR(⊕i∈Q0\{k}Mi,Mk) certainly factor through ϕa1 or ϕa2 . Thus, we see that the morphism
(4.1) is a right (addR ⊕i∈Q0\{k} Mi)-approximation of Mk, and clearly this is minimal. Let Kk := Kerϕ
be the kernel of this morphism. Then, we have that µk(M) = ⊕i∈Q0\{k}Mi ⊕Kk. By counting the rank,
we see that rankR Kk = 1, and hence µk(M) is also a splitting MM generator. Conversely, if µk(M) is a
splitting MM generator, then k ∈ Qµ0 because µk(µk(M)) =M . Thus, we have the following lemma.
Lemma 4.12. Let the notation be the same as above. Then, µk(M) is a splitting MM generator if and
only if a vertex 0 6= k is in Qµ0 .
For each MM module M ′, T := HomR(M
′,M) is a tilting Λ-module where Λ = EndR(M
′) (see
Theorem 2.9), and we have that
EndΛ(T ) ∼= EndR(M) ∼= P(Q,WQ).
Therefore, by [BIRS, Theorem 5.1] (see also [KY, Vit]), we have the following.
Theorem 4.13. Let the notations be the same as above. For a vertex k ∈ Qµ0 , we have that
EndΛ(µk(T )) ∼= EndR(µk(M)) ∼= P(µk(Q,WQ)),
where the above mutations stand for the mutation of tilting modules, that of splitting MM modules and
that of dimer models (i.e., the mutation of QPs) respectively.
Since the mutation of a splitting MM generator at 0 6= k ∈ Qµ0 is a splitting MM generator, we also
have the following corollary.
Corollary 4.14. The mutation of a consistent dimer model is also a consistent dimer model.
Now, we consider Question 4.11. Especially, we observe the exchange graph EG(MMG1(R)), that is,
the vertices of this graph are elements in MMG1(R), and draw an edge between M and µk(M) for each
M ∈MMG1(R) and 0 6= k ∈ Q
µ
0 . In the rest, we discuss whether EG(MMG1(R)) is connected or not.
For the case of simplicial cones and the A1-singularity (or conifold), we easily have the affirmative
answer as in examples below. We note that the same statement as in Theorem 4.10 also holds for these
cases, because they have a unique consistent dimer model.
Example 4.15. Let ∆ be a triangle polygon. Then, the associated cone σ∆ is simplicial, and R is a
quotient singularity by a finite abelian group G (see e.g., [CLS, Example 1.3.20]). In this case, R has
the unique basic splitting MM generator (see [IN, Theorem 3.1]). Especially, EG(MMG1(R)) is the single
point, and there is the unique consistent dimer model giving such a splitting MM generator. Note that
the associated quiver is the McKay quiver of G. (For more details, see [UY], [IN, Corollary 1.7].)
Example 4.16. Let R be the three dimensional A1-singularity (i.e., R ∼= K[[x, y, z, w]]/(xy − zw)).
Remark that R is of finite CM representation type, that is, it has only finitely many non-isomorphic
indecomposable MCM modules, and finitely many MCM R-modules are R, I = (x, z), I∗ = (x,w) (see
e.g., [Yos]). Then, modules giving an NCCR are only R ⊕ I and R ⊕ I∗ [VdB2], and they are splitting
MM generators. By taking a minimal right addR-approximation of I: 0 → I∗ → R2 → I → 0, we can
connect R ⊕ I to R⊕ I∗ in EG(MMG1(R)), hence EG(MMG1(R)) is connected.
Also, for these splitting MM generators, there is the unique consistent dimer model Γ such that
P(QΓ,WQΓ)
∼= EndR(R ⊕ I) ∼= EndR(R⊕ I
∗). Here, Γ takes the following form.
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5. Mutations of splitting MM generators associated with reflexive polygons
In this section, we consider Question 4.11 for the case of three dimensional Gorenstein toric singularities
associated with reflexive polygons. We recall that ∆ is called a reflexive polygon (or Fano polygon) if
the origin is the unique interior point of ∆. Reflexive polygons are classified in 16 types up to integral
unimodular transformations as in Figure 6 (see e.g., [CLS, Theorem 8.3.7], [Boc2, Appendix]). Consistent
dimer models giving a reflexive polygon as the perfect matching polygon are well-studied in several papers
(see e.g., [Boc2, Boc4, HS]), and such dimer models are classified up to right equivalence of the associated
QPs. Thus, we can obtain all splitting MM generators from those consistent dimer models. For further
studies on rank one MCM modules appearing in subsections below, see [Nak].
3a 4a 4b 4c
5a 5b 6a 6b
6c 6d 7a 7b
8a 8b 8c 9a
Figure 6. The classification of reflexive polygons
In what follows, we show the following theorem.
Theorem 5.1. Let ∆ be a reflexive polygon, and R be a three dimensional complete local Gorenstein
toric singularity associated with ∆. Then EG(MMG1(R)) is connected.
The proof is a case-by-case check for all classified dimer models, and the strategy is similar for each
type. Therefore, we mainly explain the case of type 4a (see subsection 5.2). For other types, we only
mention an outline. We remark that Theorem 4.10 is recovered from those arguments.
Remark 5.2. Any splitting MM generator takes the form eiP(Q,WQ) for some QP (Q,WQ) associated
with a consistent dimer model and i ∈ Q0. When we check each splitting MM generator, we have to take
care of the following points.
(a) Since there is an isomorphism
P(Q,WQ) ∼= EndR(eiP(Q,WQ)) ∼= EndR((ejP(Q,WQ))
∗) ∼= P(Qop,WQop)
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for any i, j ∈ Q0, the R-dual of a splitting MM generator also gives a splitting NCCR. Thus, we should
also consider (eiP(Q,WQ))
∗ if there is no vertex j ∈ Q0 such that (eiP(Q,WQ))
∗ ∼= ejP(Q,WQ).
(b) Even if two Jacobian algebras are isomorphic as an R-algebra, they are not isomorphic as an R-
module in general. More precisely, a different choice of generators of H1(T) induces an automorphism
on R, and it sometimes gives another R-module structure. Thus, we need to take care about such
automorphisms in discussions below.
5.1. Type 3a, 4c, 6d, 8c and 9a. For these types, we have the assertion by Example 4.15, because the
associated cones are simplicial. For example, the following figure is the unique consistent dimer model
associated with type 3a. For this case, the associated toric singularity is the quotient singularity by the
cyclic group G = 〈diag(ω, ω, ω)〉 where ω is a primitive cubic root of unity, and the associated quiver is
the McKay quiver of G.
0
1
2
5.2. Type 4a. In this subsection, we consider the reflexive polygon of type 4a. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 0, 1), v2 = (0, 1, 1), v3 = (−1, 0, 1), v4 = (0,−1, 1)}.
Every divisorial ideal (i.e., rank one reflexive R-module) takes the form T (u1, u2, u3, u4), and it corre-
sponds to the element u1[I1]+ · · ·+u4[I4] in Cl(R) (see subsection 2.3). As an element in Cl(R), we have
that [I1] = [I3], [I2] = [I4], 2[I1]+2[I2] = 0 (see Lemma 2.10). Therefore, we have that Cl(R) ∼= Z×Z/2Z,
and each divisorial ideal is represented by T (a, b, 0, 0) where a ∈ Z, b ∈ Z/2Z. Also, there are two consis-
tent dimer models (up to right equivalence) written below which give the reflexive polygon of type 4a as
the perfect matching polygon.
5.2.1. Type 4a-1. First, we consider the following consistent dimer model and the associated QP (Q,WQ).
This is just Γ4a used in Section 3 and Example 4.8. For simplicity, we denote by A the complete Jacobian
algebra P(Q,WQ). Then, we have that A ∼= EndR(
⊕
j∈Q0
Tij) and eiA ∼=
⊕
j∈Q0
Tij for any i ∈ Q0 by
Theorem 3.8. Here, ei is a primitive idempotent (i.e., it is a trivial path satisfying h(ei) = t(ei) = i ∈ Q0).
In what follows, we give the concrete description of these splitting MM generators
⊕
j∈Q0
Tij .
01 1
2
2
2
2
3
3
Since this dimer model is consistent, there are extremal perfect matchings corresponding to v1, · · · , v4
(see Proposition 3.6), and the following perfect matchings P1, · · · ,P4 are desired ones. Namely, we fix the
perfect matching P0, then we have that vi = (h(Pi,P0), 1) ∈ Z
3. (Note that a choice of perfect matchings
is not unique, but we may only check one of them by arguments in subsection 3.3.)
P0 P1 P2 P3 P4
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Then, for any i, j ∈ Q0, we consider the divisorial ideal Tij = T (P1(aij), · · · ,P4(aij)) as in subsec-
tion 3.3. Note that Tij depends only on the starting point i and the ending point j. For example, taking
a path from 0 ∈ Q0 to each vertex:
0
b2−→ 1, 0
b2d2−−−→ 2, 0
b2d2c2−−−−→ 3 (see the notation in Example 4.8),
we have the following divisorial ideals and the direct sum of these ideals is just e0A.
T00 ∼= T (P1(e0), · · · ,P4(e0)) = T (0, 0, 0, 0) ∼= R,
T01 ∼= T (P1(b2), · · · ,P4(b2)) = T (0, 1, 0, 0),
T02 ∼= T (P1(b2d2), · · · ,P4(b2d2)) = T (0, 1, 1, 0) ∼= T (1, 1, 0, 0),
T03 ∼= T (P1(b2d2c2), · · · ,P4(b2d2c2)) = T (0, 1, 1, 1) ∼= T (−1, 0, 0, 0).
Similarly, we have the following table, and easy to see that e0A ∼= e2A, e1A ∼= e3A, (e0A)
∗ ∼= e1A.
e0A e1A e2A e3A
T00 ∼= R T10 ∼= T (2, 1, 0, 0) T20 ∼= T (1, 1, 0, 0) T30 ∼= T (1, 0, 0, 0)
T01 ∼= T (0, 1, 0, 0) T11 ∼= R T21 ∼= T (−1, 0, 0, 0) T31 ∼= T (1, 1, 0, 0)
T02 ∼= T (1, 1, 0, 0) T12 ∼= T (1, 0, 0, 0) T22 ∼= R T32 ∼= T (2, 1, 0, 0)
T03 ∼= T (−1, 0, 0, 0) T13 ∼= T (1, 1, 0, 0) T23 ∼= T (0, 1, 0, 0) T33 ∼= R
5.2.2. Type 4a-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
As we showed in Example 4.8, we can obtain this dimer model by mutating Γ4a at 0 ∈ Q0. We denote
the complete Jacobian algebra P(Q,WQ) by B. In the same way as the above case, we give the concrete
description of splitting MM generators eiB ∼=
⊕
j∈Q0
Tij .
01 1
2
2
2
2
3
3
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2 P3 P4
Then, we have the following table, and (e0B)
∗ ∼= e2B, (e1B)
∗ ∼= e3B.
e0B e1B e2B e3B
T00 ∼= R T10 ∼= T (0, 1, 0, 0) T20 ∼= T (−1, 1, 0, 0) T30 ∼= T (−1, 0, 0, 0)
T01 ∼= T (2, 1, 0, 0) T11 ∼= R T21 ∼= T (−1, 0, 0, 0) T31 ∼= T (1, 1, 0, 0)
T02 ∼= T (3, 1, 0, 0) T12 ∼= T (1, 0, 0, 0) T22 ∼= R T32 ∼= T (2, 1, 0, 0)
T03 ∼= T (1, 0, 0, 0) T13 ∼= T (1, 1, 0, 0) T23 ∼= T (0, 1, 0, 0) T33 ∼= R
5.2.3. Exchange graph of type 4a. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 4a as follows, and it is actually connected. In the following pic-
ture, a double circle stands for the origin (0, 0) ∈ Z2 and each point (a, b) ∈ Z2 corresponds to a divisorial
ideal T (a, b, 0, 0). We note that if M,M ′ ∈ MMG1(R) have the same direct summands except one com-
ponent, then we connect M to M ′ in EG(MMG1(R)) (see Section 2.2). Also, mutations are determined
by a minimal right approximation given in (4.1), and we have that [Kk] = [Mt(a1)] + [Mt(a2)] − [Mk].
Thus, we also compute the exchange graph using this observation.
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e2B e0A
e1B
e3B
e1A e0B
5.3. Type 4b. In this subsection, we consider the reflexive polygon of type 4b. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (0, 1, 1), v2 = (−1, 0, 1), v3 = (0,−1, 1), v4 = (1,−1, 1)}.
Then, we consider a divisorial ideal T (u1, · · · , u4). As an element in Cl(R), we have that [I3] = 3[I1],
2[I1] + [I2] = 0, [I2] = [I4]. Therefore, we have that Cl(R) ∼= Z, and each divisorial ideal is represented
by T (a, 0, 0, 0) where a ∈ Z. Also, there is the unique consistent dimer model (up to right equivalence)
written below which give the reflexive polygon of type 4b as the perfect matching polygon.
5.3.1. Type 4b-1. We denote the complete Jacobian algebra associated with the following QP by A. In
the same way as the above case, we give splitting MM generators eiA ∼=
⊕
j∈Q0
Tij .
1
0
3
2
In the following figure, we fix the perfect matching P0. Then, P1, · · · ,P4 are extremal perfect matchings
corresponding to v1, · · · , v4. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2 P3 P4
Then, we have the following table, and we see that (e0A)
∗ ∼= e1A, (e2A)
∗ ∼= e3A.
e0A e1A e2A e3A
T00 ∼= R T10 ∼= T (−3, 0, 0, 0) T20 ∼= T (−1, 0, 0, 0) T30 ∼= T (−2, 0, 0, 0)
T01 ∼= T (3, 0, 0, 0) T11 ∼= R T21 ∼= T (2, 0, 0, 0) T31 ∼= T (1, 0, 0, 0)
T02 ∼= T (1, 0, 0, 0) T12 ∼= T (−2, 0, 0, 0) T22 ∼= R T32 ∼= T (−1, 0, 0, 0)
T03 ∼= T (2, 0, 0, 0) T13 ∼= T (−1, 0, 0, 0) T23 ∼= T (1, 0, 0, 0) T33 ∼= R
5.3.2. Exchange graph of type 4b. By the above results, we describe the exchange graph EG(MMG1(R))
for the case of type 4b as follows, and it is connected.
e0Ae2Ae3Ae1A
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5.4. Type 5a. In this subsection, we consider the reflexive polygon of type 5a. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 0, 1), v2 = (0, 1, 1), v3 = (−1, 1, 1), v4 = (−1, 0, 1), v5 = (0,−1, 1)}.
As an element in Cl(R), we obtain 2[I1] + 2[I2] + [I3] = 0, 3[I1] + 2[I2]− [I4] = 0, 2[I1] + [I2] + [I5] = 0.
Therefore, we have that Cl(R) ∼= Z2, and each divisorial ideal is represented by T (a, b, 0, 0) where a, b ∈ Z.
Also, there are two consistent dimer models (up to right equivalence) written below which give the reflexive
polygon of type 5a as the perfect matching polygon.
5.4.1. Type 5a-1. First, we consider the following consistent dimer model and the associated QP (Q,WQ).
For simplicity, we denote by A the complete Jacobian algebra P(Q,WQ). Then, we have that A ∼=
EndR(
⊕
j∈Q0
Tij) and eiA ∼=
⊕
j∈Q0
Tij for any i ∈ Q0 by Theorem 3.8. We will give these splitting MM
generators
⊕
j∈Q0
Tij .
0
12 2
33
3 3
4
4
In the following figure, we fix the perfect matching P0. Then, P1, · · · ,P5 are extremal perfect matchings
corresponding to v1, · · · , v5. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2
P3 P4 P5
Then, we have the following table. For simplicity, we denote by T (a, b) a divisorial ideal T (a, b, 0, 0, 0).
e0A e1A e2A e3A e4A
T00 ∼= R T10 ∼= T (−2,−2) T20 ∼= T (−2,−1) T30 ∼= T (−1,−1) T40 ∼= T (−3,−2)
T01 ∼= T (2, 2) T11 ∼= R T21 ∼= T (0, 1) T31 ∼= T (1, 1) T41 ∼= T (−1, 0)
T02 ∼= T (2, 1) T12 ∼= T (0,−1) T22 ∼= R T32 ∼= T (1, 0) T42 ∼= T (−1,−1)
T03 ∼= T (1, 1) T13 ∼= T (−1,−1) T23 ∼= T (−1, 0) T33 ∼= R T43 ∼= T (−2,−1)
T04 ∼= T (3, 2) T14 ∼= T (1, 0) T24 ∼= T (1, 1) T34 ∼= T (2, 1) T44 ∼= R
5.4.2. Type 5a-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by B the complete Jacobian algebra P(Q,WQ). We will give splitting MM generators eiB.
0 0
00
1
1
2
3 34
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In the following figure, we fix the perfect matching P0. Then, P1, · · · ,P5 are extremal perfect matchings
corresponding to v1, · · · , v5.
P0 P1 P2
P3 P4 P5
Then, we have the following tables. For simplicity, we denote by T (a, b) a divisorial ideal T (a, b, 0, 0, 0).
e0B e1B e2B e3B e4B
T00 ∼= R T10 ∼= T (−2,−1) T20 ∼= T (1, 1) T30 ∼= T (1, 0) T40 ∼= T (−1,−1)
T01 ∼= T (2, 1) T11 ∼= R T21 ∼= T (3, 2) T31 ∼= T (3, 1) T41 ∼= T (1, 0)
T02 ∼= T (−1,−1) T12 ∼= T (−3,−2) T22 ∼= R T32 ∼= T (0,−1) T42 ∼= T (−2,−2)
T03 ∼= T (−1, 0) T13 ∼= T (−3,−1) T23 ∼= T (0, 1) T33 ∼= R T43 ∼= T (−2,−1)
T04 ∼= T (1, 1) T14 ∼= T (−1, 0) T24 ∼= T (2, 2) T34 ∼= T (2, 1) T44 ∼= R
5.4.3. Exchange graph of type 5a. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 5a as follows, and it is actually connected.
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(e0A)
∗
e4A
e1A
(e3A)
∗
(e2B)
∗
e4B
(e0B)
∗
e1B
(e3B)
∗
e2A
e0B
(e1A)
∗
(e4B)
∗
e2B
(e2A)
∗
e3B
(e1B)
∗
e3A
(e4A)
∗
e0A
5.5. Type 5b. In this subsection, we consider the reflexive polygon of type 5b. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (0, 1, 1), v2 = (−1, 0, 1), v3 = (−1,−1, 1), v4 = (1,−1, 1)}.
As an element in Cl(R), we obtain [I1] + 2[I4] = 0, [I2] − 4[I4] = 0, [I3] + 3[I4] = 0. Therefore, we have
that Cl(R) ∼= Z, and each divisorial ideal is represented by T (0, 0, 0, d) where d ∈ Z. There is the unique
consistent dimer model (up to right equivalence) written below which give the reflexive polygon of type
5b as the perfect matching polygon.
5.5.1. Type 5b-1. We consider the following consistent dimer model and the associated QP (Q,WQ), and
denote by A the complete Jacobian algebra P(Q,WQ). We consider splitting MM generators eiA.
0
1
22
3
3
3
3
4
4
In the following figure, we fix the perfect matching P0. Then, P1, · · · ,P4 are extremal perfect matchings
corresponding to v1, · · · , v4. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
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P0 P1 P2 P3 P4
Then, we have the following table, and (e0A)
∗ ∼= e1A, (e2A)
∗ ∼= e2A, (e3A)
∗ ∼= e4A.
e0A e1A e2A e3A e4A
T00 ∼= R T10 ∼= T (0, 0, 0,−4) T20 ∼= T (0, 0, 0,−2) T30 ∼= T (0, 0, 0,−1) T40 ∼= T (0, 0, 0,−3)
T01 ∼= T (0, 0, 0, 4) T11 ∼= R T21 ∼= T (0, 0, 0, 2) T31 ∼= T (0, 0, 0, 3) T41 ∼= T (0, 0, 0, 1)
T02 ∼= T (0, 0, 0, 2) T12 ∼= T (0, 0, 0,−2) T22 ∼= R T32 ∼= T (0, 0, 0, 1) T42 ∼= T (0, 0, 0,−1)
T03 ∼= T (0, 0, 0, 1) T13 ∼= T (0, 0, 0,−3) T23 ∼= T (0, 0, 0,−1) T33 ∼= R T43 ∼= T (0, 0, 0,−2)
T04 ∼= T (0, 0, 0, 3) T14 ∼= T (0, 0, 0,−1) T24 ∼= T (0, 0, 0, 1) T34 ∼= T (0, 0, 0, 2) T44 ∼= R
5.5.2. Exchange graph of type 5b. By the above results, we describe the exchange graph EG(MMG1(R))
for the case of type 5b as follows, and it is connected.
e1A e4A e2A e3A e0A
5.6. Type 6a. In this subsection, we consider the reflexive polygon of type 6a. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 0, 1), v2 = (0, 1, 1), v3 = (−1, 1, 1), v4 = (−1, 0, 1), v5 = (0,−1, 1), v6 = (1,−1, 1)}.
As an element in Cl(R), we obtain [I1] + 2[I2] + 2[I3] + [I4] = 0, 2[I1] + 3[I2] + 2[I3] − [I5] = 0, 2[I1] +
2[I2] + [I3] + [I6] = 0. Therefore, we have that Cl(R) ∼= Z
3, and each divisorial ideal is represented by
T (a, b, c, 0, 0, 0) where a, b, c ∈ Z. Also, there are four consistent dimer models (up to right equivalence)
written below which give the reflexive polygon of type 6a as the perfect matching polygon.
5.6.1. Type 6a-1. First, we consider the following consistent dimer model and the associated QP (Q,WQ).
For simplicity, we denote by A the complete Jacobian algebra P(Q,WQ). Then, we have that A ∼=
EndR(
⊕
j∈Q0
Tij) and eiA ∼=
⊕
j∈Q0
Tij for any i ∈ Q0 by Theorem 3.8. We will give these splitting MM
generators eiA ∼=
⊕
j∈Q0
Tij .
0
0
1
1
2 2
22
3 3
4
4
5 5
In the following figure, we fix the perfect matching P0. Then P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2 P3
P4 P5 P6
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Then, we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
e0A e1A e2A
T00 ∼= R T10 ∼= T (2, 2, 1) T20 ∼= T (1, 1, 1)
T01 ∼= T (−2,−2,−1) T11 ∼= R T21 ∼= T (−1,−1, 0)
T02 ∼= T (−1,−1,−1) T12 ∼= T (1, 1, 0) T22 ∼= R
T03 ∼= T (−2,−3,−2) T13 ∼= T (0,−1,−1) T23 ∼= T (−1,−2,−1)
T04 ∼= T (−1,−2,−1) T14 ∼= T (1, 0, 0) T24 ∼= T (0,−1, 0)
T05 ∼= T (−1,−1, 0) T15 ∼= T (1, 1, 1) T25 ∼= T (0, 0, 1)
e3A e4A e5A
T30 ∼= T (2, 3, 2) T40 ∼= T (1, 2, 1) T50 ∼= T (1, 1, 0)
T31 ∼= T (0, 1, 1) T41 ∼= T (−1, 0, 0) T51 ∼= T (−1,−1,−1)
T32 ∼= T (1, 2, 1) T42 ∼= T (0, 1, 0) T52 ∼= T (0, 0,−1)
T33 ∼= R T43 ∼= T (−1,−1,−1) T53 ∼= T (−1,−2,−2)
T34 ∼= T (1, 1, 1) T44 ∼= R T54 ∼= T (0,−1,−1)
T35 ∼= T (1, 2, 2) T45 ∼= T (0, 1, 1) T55 ∼= R
5.6.2. Type 6a-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by B the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiB.
0
0
1
2 2
3
3
4 4
5 5
55
In the following figure, we fix the perfect matching P0. Then, P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6.
P0 P1 P2 P3
P4 P5 P6
Then, we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
e0B e1B e2B
T00 ∼= R T10 ∼= T (−1,−2,−1) T20 ∼= T (1, 1, 1)
T01 ∼= T (1, 2, 1) T11 ∼= R T21 ∼= T (2, 3, 2)
T02 ∼= T (−1,−1,−1) T12 ∼= T (−2,−3,−2) T22 ∼= R
T03 ∼= T (0, 0,−1) T13 ∼= T (−1,−2,−2) T23 ∼= T (1, 1, 0)
T04 ∼= T (1, 1, 0) T14 ∼= T (0,−1,−1) T24 ∼= T (2, 2, 1)
T05 ∼= T (0,−1,−1) T15 ∼= T (−1,−3,−2) T25 ∼= T (1, 0, 0)
e3B e4B e5B
T30 ∼= T (0, 0, 1) T40 ∼= T (−1,−1, 0) T50 ∼= T (0, 1, 1)
T31 ∼= T (1, 2, 2) T41 ∼= T (0, 1, 1) T51 ∼= T (1, 3, 2)
T32 ∼= T (−1,−1, 0) T42 ∼= T (−2,−2,−1) T52 ∼= T (−1, 0, 0)
T33 ∼= R T43 ∼= T (−1,−1,−1) T53 ∼= T (0, 1, 0)
T34 ∼= T (1, 1, 1) T44 ∼= R T54 ∼= T (1, 2, 1)
T35 ∼= T (0,−1, 0) T45 ∼= T (−1,−2,−1) T55 ∼= R
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Let x (resp. y) be a 1-cycle on the two torus T which corresponds to (1, 0) ∈ H1(T) (resp. (0, 1) ∈
H1(T)) in the above case. By replacing these cycles by y,−(x + y) respectively, we have the following
dimer model and the associated QP (Q,WQ). We denote by B
′ the complete Jacobian algebra P(Q,WQ).
Since this dimer model is right equivalent to the previous one, we have that B ∼= B′ as an R-algebra.
However, a change of cycles induces an automorphism on R, and it gives another description of each
splitting MM generator (see Remark 5.2). Thus we give splitting MM generators eiB
′.
0 0
00
1
23 3
4
4
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In the following figure, we fix the perfect matching P0. Then P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6.
P0 P1 P2 P3
P4 P5 P6
Then, we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
e0B
′ e1B
′ e2B
′
T00 ∼= R T10 ∼= T (1, 1, 0) T20 ∼= T (1, 1, 1)
T01 ∼= T (−1,−1, 0) T11 ∼= R T21 ∼= T (0, 0, 1)
T02 ∼= T (−1,−1,−1) T12 ∼= T (0, 0,−1) T22 ∼= R
T03 ∼= T (−1, 0, 0) T13 ∼= T (0, 1, 0) T23 ∼= T (0, 1, 1)
T04 ∼= T (0, 1, 1) T14 ∼= T (1, 2, 1) T24 ∼= T (1, 2, 2)
T05 ∼= T (1, 2, 1) T15 ∼= T (2, 3, 1) T25 ∼= T (2, 3, 2)
e3B
′ e4B
′ e5B
′
T30 ∼= T (1, 0, 0) T40 ∼= T (0,−1,−1) T50 ∼= T (−1,−2,−1)
T31 ∼= T (0,−1, 0) T41 ∼= T (−1,−2,−1) T51 ∼= T (−2,−3,−1)
T32 ∼= T (0,−1,−1) T42 ∼= T (−1,−2,−2) T52 ∼= T (−2,−3,−2)
T33 ∼= R T43 ∼= T (−1,−1,−1) T53 ∼= T (−2,−2,−1)
T34 ∼= T (1, 1, 1) T44 ∼= R T54 ∼= T (−1,−1, 0)
T35 ∼= T (2, 2, 1) T45 ∼= T (1, 1, 0) T55 ∼= R
Let x (resp. y) be a 1-cycle on the two torus T which corresponds to (1, 0) ∈ H1(T) (resp. (0, 1) ∈
H1(T)) in the first case of Type 6a-2. By replacing these cycles by x + y,−y respectively, we have the
following dimer model and the associated QP (Q,WQ). We denote by B
′′ the complete Jacobian algebra
P(Q,WQ). By the same reason as the above case, we also consider splitting MM generators eiB
′′.
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In the following figure, we fix the perfect matching P0. Then P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6.
P0 P1 P2 P3
P4 P5 P6
Then, we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
e0B
′′ e1B
′′ e2B
′′
T00 ∼= R T10 ∼= T (−1,−1, 0) T20 ∼= T (−1,−1,−1)
T01 ∼= T (1, 1, 0) T11 ∼= R T21 ∼= T (0, 0,−1)
T02 ∼= T (1, 1, 1) T12 ∼= T (0, 0, 1) T22 ∼= R
T03 ∼= T (2, 3, 2) T13 ∼= T (1, 2, 2) T23 ∼= T (1, 2, 1)
T04 ∼= T (1, 2, 1) T14 ∼= T (0, 1, 1) T24 ∼= T (0, 1, 0)
T05 ∼= T (0, 1, 1) T15 ∼= T (−1, 0, 1) T25 ∼= T (−1, 0, 0)
e3B
′′ e4B
′′ e5B
′′
T30 ∼= T (−2,−3,−2) T40 ∼= T (−1,−2,−1) T50 ∼= T (0,−1,−1)
T31 ∼= T (−1,−2,−2) T41 ∼= T (0,−1,−1) T51 ∼= T (1, 0,−1)
T32 ∼= T (−1,−2,−1) T42 ∼= T (0,−1, 0) T52 ∼= T (1, 0, 0)
T33 ∼= R T43 ∼= T (1, 1, 1) T53 ∼= T (2, 2, 1)
T34 ∼= T (−1,−1,−1) T44 ∼= R T54 ∼= T (1, 1, 0)
T35 ∼= T (−2,−2,−1) T45 ∼= T (−1,−1, 0) T55 ∼= R
5.6.3. Type 6a-3. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by C the complete Jacobian algebra P(Q,WQ). We will give splitting MM generators eiC.
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1
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In the following figure, we fix the perfect matching P0. Then P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6.
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P0 P1 P2 P3
P4 P5 P6
Then we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
e0C e1C e2C
T00 ∼= R T10 ∼= T (−1,−2,−1) T20 ∼= T (−2,−2,−1)
T01 ∼= T (1, 2, 1) T11 ∼= R T21 ∼= T (−1, 0, 0)
T02 ∼= T (2, 2, 1) T12 ∼= T (1, 0, 0) T22 ∼= R
T03 ∼= T (0, 0,−1) T13 ∼= T (−1,−2,−2) T23 ∼= T (−2,−2,−2)
T04 ∼= T (1, 1, 0) T14 ∼= T (0,−1,−1) T24 ∼= T (−1,−1,−1)
T05 ∼= T (0,−1,−1) T15 ∼= T (−1,−3,−2) T25 ∼= T (−2,−3,−2)
e3C e4C e5C
T30 ∼= T (0, 0, 1) T40 ∼= T (−1,−1, 0) T50 ∼= T (0, 1, 1)
T31 ∼= T (1, 2, 2) T41 ∼= T (0, 1, 1) T51 ∼= T (1, 3, 2)
T32 ∼= T (2, 2, 2) T42 ∼= T (1, 1, 1) T52 ∼= T (2, 3, 2)
T33 ∼= R T43 ∼= T (−1,−1,−1) T53 ∼= T (0, 1, 0)
T34 ∼= T (1, 1, 1) T44 ∼= R T54 ∼= T (1, 2, 1)
T35 ∼= T (0,−1, 0) T45 ∼= T (−1,−2,−1) T55 ∼= R
Let x (resp. y) be a 1-cycle on the two torus T which corresponds to (1, 0) ∈ H1(T) (resp. (0, 1) ∈
H1(T)) in the above case. By replacing these cycles by x,−(x + y) respectively, we have the following
dimer model and the associated QP (Q,WQ). We denote by C
′ the complete Jacobian algebra P(Q,WQ).
Since this dimer model is right equivalent to the previous one, we have C ∼= C′ as an R-algebra. However,
a change of cycles induces an automorphism on R, and it gives another description of each splitting MM
generator (see Remark 5.2). Thus we also give splitting MM generators eiC
′.
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In the following figure, we fix the perfect matching P0. Then P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6.
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P0 P1 P2 P3
P4 P5 P6
Then we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
e0C
′ e1C
′ e2C
′
T00 ∼= R T10 ∼= T (−1,−2,−1) T20 ∼= T (1, 0, 0)
T01 ∼= T (1, 2, 1) T11 ∼= R T21 ∼= T (2, 2, 1)
T02 ∼= T (−1, 0, 0) T12 ∼= T (−2,−2,−1) T22 ∼= R
T03 ∼= T (1, 2, 2) T13 ∼= T (0, 0, 1) T23 ∼= T (2, 2, 2)
T04 ∼= T (0, 1, 1) T14 ∼= T (−1,−1, 0) T24 ∼= T (1, 1, 1)
T05 ∼= T (−1,−1, 0) T15 ∼= T (−2,−3,−1) T25 ∼= T (0,−1, 0)
e3C
′ e4C
′ e5C
′
T30 ∼= T (−1,−2,−2) T40 ∼= T (0,−1,−1) T50 ∼= T (1, 1, 0)
T31 ∼= T (0, 0,−1) T41 ∼= T (1, 1, 0) T51 ∼= T (2, 3, 1)
T32 ∼= T (−2,−2,−2) T42 ∼= T (−1,−1,−1) T52 ∼= T (0, 1, 0)
T33 ∼= R T43 ∼= T (1, 1, 1) T53 ∼= T (2, 3, 2)
T34 ∼= T (−1,−1,−1) T44 ∼= R T54 ∼= T (1, 2, 1)
T35 ∼= T (−2,−3,−2) T45 ∼= T (−1,−2,−1) T55 ∼= R
Let x (resp. y) be a 1-cycle on the two torus T which corresponds to (1, 0) ∈ H1(T) (resp. (0, 1) ∈
H1(T)) in the above case. By replacing these cycles by y, x respectively, we have the following dimer
model and the associated QP (Q,WQ). We denote by C
′′ the complete Jacobian algebra P(Q,WQ). Since
this dimer model is right equivalent to the previous one, we have C′ ∼= C′′ as an R-algebra. However, a
change of cycles induces an automorphism on R, and it gives another description of each splitting MM
generator (see Remark 5.2). Thus we also give splitting MM generators eiC
′′.
0 0
00
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3
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In the following figure, we fix the perfect matching P0. Then P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6.
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P0 P1 P2 P3
P4 P5 P6
Then we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
e0C
′′ e1C
′′ e2C
′′
T00 ∼= R T10 ∼= T (1, 1, 0) T20 ∼= T (1, 1, 1)
T01 ∼= T (−1,−1, 0) T11 ∼= R T21 ∼= T (0, 0, 1)
T02 ∼= T (−1,−1,−1) T12 ∼= T (0, 0,−1) T22 ∼= R
T03 ∼= T (1, 1, 1) T13 ∼= T (2, 2, 1) T23 ∼= T (2, 2, 2)
T04 ∼= T (−1,−2,−1) T14 ∼= T (0,−1,−1) T24 ∼= T (0,−1, 0)
T05 ∼= T (0,−1,−1) T15 ∼= T (1, 0,−1) T25 ∼= T (1, 0, 0)
e3C
′′ e4C
′′ e5C
′′
T30 ∼= T (−1,−1,−1) T40 ∼= T (1, 2, 1) T50 ∼= T (0, 1, 1)
T31 ∼= T (−2,−2,−1) T41 ∼= T (0, 1, 1) T51 ∼= T (−1, 0, 1)
T32 ∼= T (−2,−2,−2) T42 ∼= T (0, 1, 0) T52 ∼= T (−1, 0, 0)
T33 ∼= R T43 ∼= T (2, 3, 2) T53 ∼= T (1, 2, 2)
T34 ∼= T (−2,−3,−2) T44 ∼= R T54 ∼= T (−1,−1, 0)
T35 ∼= T (−1,−2,−2) T45 ∼= T (1, 1, 0) T55 ∼= R
5.6.4. Type 6a-4. Finally, we consider the following consistent dimer model and the associated QP
(Q,WQ). We denote by D the complete Jacobian algebra P(Q,WQ), and give splitting MM genera-
tors eiD.
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In the following figure, we fix the perfect matching P0. Then P1, · · · ,P6 are extremal perfect matchings
corresponding to v1, · · · , v6.
P0 P1 P2 P3
P4 P5 P6
Then we have the following table. We denote by T (a, b, c) a divisorial ideal T (a, b, c, 0, 0, 0).
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e0D e1D e2D
T00 ∼= R T10 ∼= T (0, 1, 1) T20 ∼= T (−1,−1,−1)
T01 ∼= T (0,−1,−1) T11 ∼= R T21 ∼= T (−1,−2,−2)
T02 ∼= T (1, 1, 1) T12 ∼= T (1, 2, 2) T22 ∼= R
T03 ∼= T (−1,−1,−1) T13 ∼= T (−1, 0, 0) T23 ∼= T (−2,−2,−2)
T04 ∼= T (1, 2, 1) T14 ∼= T (1, 3, 2) T24 ∼= T (0, 1, 0)
T05 ∼= T (−1,−1, 0) T15 ∼= T (−1, 0, 1) T25 ∼= T (−2,−2,−1)
e3D e4D e5D
T30 ∼= T (1, 1, 1) T40 ∼= T (−1,−2,−1) T50 ∼= T (1, 1, 0)
T31 ∼= T (1, 0, 0) T41 ∼= T (−1,−3,−2) T51 ∼= T (1, 0,−1)
T32 ∼= T (2, 2, 2) T42 ∼= T (0,−1, 0) T52 ∼= T (2, 2, 1)
T33 ∼= R T43 ∼= T (−2,−3,−2) T53 ∼= T (0, 0,−1)
T34 ∼= T (2, 3, 2) T44 ∼= R T54 ∼= T (2, 3, 1)
T35 ∼= T (0, 0, 1) T45 ∼= T (−2,−3,−1) T55 ∼= R
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5.6.5. Exchange graph of type 6a. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 6a. To make the graph clear, we divide it into two parts. Identifying
common vertices surrounded by dashed squares in the following figures, we obtain EG(MMG1(R)) and it
is actually connected.
e0A
e1A
e2A
e3A
e4A
e5A
(e0A)
∗
(e1A)
∗
(e2A)
∗
(e3A)
∗
(e4A)
∗
(e5A)
∗
e0B
e1B
e2B
e3B
e4B
e5B
(e0B)
∗
(e1B)
∗
(e2B)
∗
(e3B)
∗
(e4B)
∗
(e5B)
∗
e0B
′
e1B
′
e2B
′
e3B
′
e4B
′
e5B
′
(e0B
′)∗
(e1B
′)∗
(e2B
′)∗
(e3B
′)∗
(e4B
′)∗
(e5B
′)∗
e0B
′′
e1B
′′
e2B
′′
e3B
′′
e4B
′′
e5B
′′
(e0B
′′)∗
(e1B
′′)∗
(e2B
′′)∗
(e3B
′′)∗
(e4B
′′)∗
(e5B
′′)∗
e2C
e3C
(e2C)
∗
(e3C)
∗
e1C
′
e2C
′
e3C
′
e5C
′ (e1C
′)∗
(e2C
′)∗
(e3C
′)∗
(e5C
′)∗
e2C
′′
e3C
′′
(e2C
′′)∗
(e3C
′′)∗
e2D
e3D (e2D)
∗
(e3D)
∗
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∗
5.7. Type 6b. In this subsection, we consider the reflexive polygon of type 6b. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 0, 1), v2 = (0, 1, 1), v3 = (−1, 1, 1), v4 = (−1,−1, 1), v5 = (0,−1, 1)}.
As an element in Cl(R), we obtain [I1] + 2[I4] + 2[I5] = 0, [I2]− 4[I4]− 3[I5] = 0, [I3] + 3[I4] + 2[I5] = 0.
Therefore, we have that Cl(R) ∼= Z2, and each divisorial ideal is represented by T (0, 0, 0, d, e) where
d, e ∈ Z. Also, there are three consistent dimer models (up to right equivalence) written below which
give the reflexive polygon of type 6b as the perfect matching polygon.
5.7.1. Type 6b-1. First, we consider the following consistent dimer model and the associated QP (Q,WQ).
For simplicity, we denote by A the complete Jacobian algebra P(Q,WQ). Then, we have that A ∼=
EndR(
⊕
j∈Q0
Tij) and eiA ∼=
⊕
j∈Q0
Tij for any i ∈ Q0 by Theorem 3.8. We will give these splitting MM
generators
⊕
j∈Q0
Tij .
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We fix the perfect matching P0, then the following P1, · · · ,P5 are extremal perfect matchings corre-
sponding to v1, · · · , v5. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2
P3 P4 P5
Then, we have the following table. For simplicity, we denote by T (d, e) a divisorial ideal T (0, 0, 0, d, e).
We remark that (e0A)
∗ ∼= e5A, (e1A)
∗ ∼= e4A and (e2A)
∗ ∼= e3A.
e0A e1A e2A e3A e4A e5A
T00 ∼= R T10 ∼= T (−1,−1) T20 ∼= T (1, 1) T30 ∼= T (−3,−2) T40 ∼= T (−1, 0) T50 ∼= T (−2,−1)
T01 ∼= T (1, 1) T11 ∼= R T21 ∼= T (2, 2) T31 ∼= T (−2,−1) T41 ∼= T (0, 1) T51 ∼= T (−1, 0)
T02 ∼= T (−1,−1) T12 ∼= T (−2,−2) T22 ∼= R T32 ∼= T (−4,−3) T42 ∼= T (−2,−1) T52 ∼= T (−3,−2)
T03 ∼= T (3, 2) T13 ∼= T (2, 1) T23 ∼= T (4, 3) T33 ∼= R T43 ∼= T (2, 2) T53 ∼= T (1, 1)
T04 ∼= T (1, 0) T14 ∼= T (0,−1) T24 ∼= T (2, 1) T34 ∼= T (−2,−2) T44 ∼= R T54 ∼= T (−1,−1)
T05 ∼= T (2, 1) T15 ∼= T (1, 0) T25 ∼= T (3, 2) T35 ∼= T (−1,−1) T45 ∼= T (1, 1) T55 ∼= R
5.7.2. Type 6b-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by B the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiB.
0 0
1 1
2
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We fix the perfect matching P0, then the following P1, · · · ,P5 are extremal perfect matchings corre-
sponding to v1, · · · , v5.
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P0 P1 P2
P3 P4 P5
Then, we have the following tables. For simplicity, we denote by T (d, e) a divisorial ideal T (0, 0, 0, d, e).
e0B e1B e2B e3B e4B e5B
T00 ∼= R T10 ∼= T (0, 1) T20 ∼= T (1, 1) T30 ∼= T (−3,−2) T40 ∼= T (−1, 0) T50 ∼= T (−2,−1)
T01 ∼= T (0,−1) T11 ∼= R T21 ∼= T (1, 0) T31 ∼= T (−3,−3) T41 ∼= T (−1,−1) T51 ∼= T (−2,−2)
T02 ∼= T (−1,−1) T12 ∼= T (−1, 0) T22 ∼= R T32 ∼= T (−4,−3) T42 ∼= T (−2,−1) T52 ∼= T (−3,−2)
T03 ∼= T (3, 2) T13 ∼= T (3, 3) T23 ∼= T (4, 3) T33 ∼= R T43 ∼= T (2, 2) T53 ∼= T (1, 1)
T04 ∼= T (1, 0) T14 ∼= T (1, 1) T24 ∼= T (2, 1) T34 ∼= T (−2,−2) T44 ∼= R T54 ∼= T (−1,−1)
T05 ∼= T (2, 1) T15 ∼= T (2, 2) T25 ∼= T (3, 2) T35 ∼= T (−1,−1) T45 ∼= T (1, 1) T55 ∼= R
5.7.3. Type 6b-3. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by C the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiC.
0
1 1
2
3
3
4
5 5
55
We fix the perfect matching P0, then the following P1, · · · ,P5 are extremal perfect matchings corre-
sponding to v1, · · · , v5. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2
P3 P4 P5
Then, we have the following tables. For simplicity, we denote by T (d, e) a divisorial ideal T (0, 0, 0, d, e).
e0C e1C e2C e3C e4C e5C
T00 ∼= R T10 ∼= T (0, 1) T20 ∼= T (−4,−2) T30 ∼= T (−3,−2) T40 ∼= T (−1, 0) T50 ∼= T (−2,−1)
T01 ∼= T (0,−1) T11 ∼= R T21 ∼= T (−4,−3) T31 ∼= T (−3,−3) T41 ∼= T (−1,−1) T51 ∼= T (−2,−2)
T02 ∼= T (4, 2) T12 ∼= T (4, 3) T22 ∼= R T32 ∼= T (1, 0) T42 ∼= T (3, 2) T52 ∼= T (2, 1)
T03 ∼= T (3, 2) T13 ∼= T (3, 3) T23 ∼= T (−1, 0) T33 ∼= R T43 ∼= T (2, 2) T53 ∼= T (1, 1)
T04 ∼= T (1, 0) T14 ∼= T (1, 1) T24 ∼= T (−3,−2) T34 ∼= T (−2,−2) T44 ∼= R T54 ∼= T (−1,−1)
T05 ∼= T (2, 1) T15 ∼= T (2, 2) T25 ∼= T (−2,−1) T35 ∼= T (−1,−1) T45 ∼= T (1, 1) T55 ∼= R
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5.7.4. Exchange graph of type 6b. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 6b as follows, and it is actually connected.
e0A
e1A
e2A
e3A
e4A
e5A
e0B
e1B
e2B
e3B
e4B
e5B
(e0B)
∗
(e1B)
∗
(e2B)
∗
(e3B)
∗
(e4B)
∗
(e5B)
∗
e0C
e1C
e2C
e3C
e4C
e5C
(e0C)
∗
(e1C)
∗
(e2C)
∗
(e3C)
∗
(e4C)
∗
(e5C)
∗
5.8. Type 6c. In this subsection, we consider the reflexive polygon of type 6c. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 0, 1), v2 = (0, 1, 1), v3 = (−2,−1, 1), v4 = (0,−1, 1)}.
As an element in Cl(R), we obtain [I1] = 2[I3], [I2]− [I3]− [I4] = 0, 4[I3] + 2[I4] = 0. Therefore, we have
that Cl(R) ∼= Z × Z/2Z, and each divisorial ideal is represented by T (0, 0, c, d) where c ∈ Z, d ∈ Z/2Z.
Also, there are two consistent dimer models (up to right equivalence) written below which give the
reflexive polygon of type 6c as the perfect matching polygon.
5.8.1. Type 6c-1. First, we consider the following consistent dimer model and the associated QP (Q,WQ).
For simplicity, we denote by A the complete Jacobian algebra P(Q,WQ), and we will give splitting MM
generators eiA ∼=
⊕
j∈Q0
Tij .
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0 0
1 1
11
2
2
3
3
4
5 5
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2 P3 P4
Then, we have the following table. For simplicity, we denote by T (c, d) a divisorial ideal T (0, 0, c, d).
We remark that e0A ∼= e3A, e1A ∼= e4A, e2A ∼= e5A, (e0A)
∗ ∼= e1A and (e2A)
∗ ∼= e2A.
e0A e1A e2A e3A e4A e5A
T00 ∼= R T10 ∼= T (−2, 0) T20 ∼= T (1, 1) T30 ∼= T (2, 1) T40 ∼= T (0, 1) T50 ∼= T (−1, 0)
T01 ∼= T (2, 0) T11 ∼= R T21 ∼= T (3, 1) T31 ∼= T (4, 1) T41 ∼= T (2, 1) T51 ∼= T (1, 0)
T02 ∼= T (3, 1) T12 ∼= T (1, 1) T22 ∼= R T32 ∼= T (1, 0) T42 ∼= T (−1, 0) T52 ∼= T (2, 1)
T03 ∼= T (2, 1) T13 ∼= T (0, 1) T23 ∼= T (−1, 0) T33 ∼= R T43 ∼= T (−2, 0) T53 ∼= T (1, 1)
T04 ∼= T (4, 1) T14 ∼= T (2, 1) T24 ∼= T (1, 0) T34 ∼= T (2, 0) T44 ∼= R T54 ∼= T (3, 1)
T05 ∼= T (1, 0) T15 ∼= T (−1, 0) T25 ∼= T (2, 1) T35 ∼= T (3, 1) T45 ∼= T (1, 1) T55 ∼= R
5.8.2. Type 6c-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by B the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiB.
0 0
1 1
11
2
2
3
4
5 5
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4.
P0 P1 P2 P3 P4
Then, we have the following table. For simplicity, we denote by T (c, d) a divisorial ideal T (0, 0, c, d).
We remark that (e0B)
∗ ∼= e3B, (e1B)
∗ ∼= e2B and (e4B)
∗ ∼= e5B.
e0B e1B e2B e3B e4B e5B
T00 ∼= R T10 ∼= T (1, 0) T20 ∼= T (4, 1) T30 ∼= T (5, 1) T40 ∼= T (3, 1) T50 ∼= T (2, 0)
T01 ∼= T (−1, 0) T11 ∼= R T21 ∼= T (3, 1) T31 ∼= T (4, 1) T41 ∼= T (2, 1) T51 ∼= T (1, 0)
T02 ∼= T (0, 1) T12 ∼= T (1, 1) T22 ∼= R T32 ∼= T (1, 0) T42 ∼= T (−1, 0) T52 ∼= T (2, 1)
T03 ∼= T (−1, 1) T13 ∼= T (0, 1) T23 ∼= T (−1, 0) T33 ∼= R T43 ∼= T (−2, 0) T53 ∼= T (1, 1)
T04 ∼= T (1, 1) T14 ∼= T (2, 1) T24 ∼= T (1, 0) T34 ∼= T (2, 0) T44 ∼= R T54 ∼= T (3, 1)
T05 ∼= T (−2, 0) T15 ∼= T (−1, 0) T25 ∼= T (2, 1) T35 ∼= T (3, 1) T45 ∼= T (1, 1) T55 ∼= R
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5.8.3. Exchange graph of type 6c. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 6c as follows, and it is actually connected.
e2A
e5B
e2B
e0A e3B
e1B
e4B
e1Ae0B
5.9. Type 7a. In this subsection, we consider the reflexive polygon of type 7a. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 0, 1), v2 = (0, 1, 1), v3 = (−1, 1, 1), v4 = (−1,−1, 1), v5 = (1,−1, 1)}.
As an element in Cl(R), we obtain [I1] + 2[I4] + 2[I5] = 0, [I2]− 4[I4]− 2[I5] = 0, [I3] + 3[I4] + [I5] = 0.
Therefore, we have that Cl(R) ∼= Z2, and each divisorial ideal is represented by T (0, 0, 0, d, e) where
d, e ∈ Z. Also, there are four consistent dimer models (up to right equivalence) written below which give
the reflexive polygon of type 7a as the perfect matching polygon.
5.9.1. Type 7a-1. First, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by A the complete Jacobian algebra P(Q,WQ), and give splitting MM generators eiA.
0 0
1 1
2 2
22
3
4
4
5
6
6
In the following figure, we fix the perfect matching P0. Then P1, · · · ,P5 are extremal perfect matchings
corresponding to v1, · · · , v5. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2
P3 P4 P5
Then, we have the following table. For simplicity, we denote by T (d, e) a divisorial ideal T (0, 0, 0, d, e).
We remark that (e0A)
∗ ∼= e1A, (e2A)
∗ ∼= e2A, (e3A)
∗ ∼= e5A, and (e4A)
∗ ∼= e6A.
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e0A e1A e2A e3A
T00 ∼= R T10 ∼= T (−4,−2) T20 ∼= T (−2,−1) T30 ∼= T (−3,−1)
T01 ∼= T (4, 2) T11 ∼= R T21 ∼= T (2, 1) T31 ∼= T (1, 1)
T02 ∼= T (2, 1) T12 ∼= T (−2,−1) T22 ∼= R T32 ∼= T (−1, 0)
T03 ∼= T (3, 1) T13 ∼= T (−1,−1) T23 ∼= T (1, 0) T33 ∼= R
T04 ∼= T (3, 2) T14 ∼= T (−1, 0) T24 ∼= T (1, 1) T34 ∼= T (0, 1)
T05 ∼= T (1, 1) T15 ∼= T (−3,−1) T25 ∼= T (−1, 0) T35 ∼= T (−2, 0)
T06 ∼= T (1, 0) T16 ∼= T (−3,−2) T26 ∼= T (−1,−1) T36 ∼= T (−2,−1)
e4A e5A e6A
T40 ∼= T (−3,−2) T50 ∼= T (−1,−1) T60 ∼= T (−1, 0)
T41 ∼= T (1, 0) T51 ∼= T (3, 1) T61 ∼= T (3, 2)
T42 ∼= T (−1,−1) T52 ∼= T (1, 0) T62 ∼= T (1, 1)
T43 ∼= T (0,−1) T53 ∼= T (2, 0) T63 ∼= T (2, 1)
T44 ∼= R T54 ∼= T (2, 1) T64 ∼= T (2, 2)
T45 ∼= T (−2,−1) T55 ∼= R T65 ∼= T (0, 1)
T46 ∼= T (−2,−2) T56 ∼= T (0,−1) T66 ∼= R
5.9.2. Type 7a-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by B the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiB.
0
1
2
2
3 3
4
5 5
6 6
66
In the following figure, we fix the perfect matching P0. Then P1, · · · ,P5 are extremal perfect matchings
corresponding to v1, · · · , v5.
P0 P1 P2
P3 P4 P5
Then, we have the following tables. For simplicity, we denote by T (d, e) a divisorial ideal T (0, 0, 0, d, e).
e0B e1B e2B e3B
T00 ∼= R T10 ∼= T (−4,−2) T20 ∼= T (−2,−1) T30 ∼= T (−3,−1)
T01 ∼= T (4, 2) T11 ∼= R T21 ∼= T (2, 1) T31 ∼= T (1, 1)
T02 ∼= T (2, 1) T12 ∼= T (−2,−1) T22 ∼= R T32 ∼= T (−1, 0)
T03 ∼= T (3, 1) T13 ∼= T (−1,−1) T23 ∼= T (1, 0) T33 ∼= R
T04 ∼= T (2, 0) T14 ∼= T (−2,−2) T24 ∼= T (0,−1) T34 ∼= T (−1,−1)
T05 ∼= T (1, 1) T15 ∼= T (−3,−1) T25 ∼= T (−1, 0) T35 ∼= T (−2, 0)
T06 ∼= T (1, 0) T16 ∼= T (−3,−2) T26 ∼= T (−1,−1) T36 ∼= T (−2,−1)
e4B e5B e6B
T40 ∼= T (−2, 0) T50 ∼= T (−1,−1) T60 ∼= T (−1, 0)
T41 ∼= T (2, 2) T51 ∼= T (3, 1) T61 ∼= T (3, 2)
T42 ∼= T (0, 1) T52 ∼= T (1, 0) T62 ∼= T (1, 1)
T43 ∼= T (1, 1) T53 ∼= T (2, 0) T63 ∼= T (2, 1)
T44 ∼= R T54 ∼= T (1,−1) T64 ∼= T (1, 0)
T45 ∼= T (−1, 1) T55 ∼= R T65 ∼= T (0, 1)
T46 ∼= T (−1, 0) T56 ∼= T (0,−1) T66 ∼= R
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Let x (resp. y) be a 1-cycle on the two torus T which corresponds to (1, 0) ∈ H1(T) (resp. (0, 1) ∈
H1(T)) in the above case. By replacing these cycles by y, x respectively, we have the following dimer
model and the associated QP (Q,WQ). We denote by B
′ the complete Jacobian algebra P(Q,WQ). Since
this dimer model is right equivalent to the previous one, we have that B ∼= B′ as an R-algebra. However,
a change of cycles induces an automorphism on R, and it gives another description of each splitting MM
generator (see Remark 5.2). Thus we also consider splitting MM generators eiB
′.
0
1
2 2
3
3
4
5
5
6
6 6
6
In the following figure, we fix the perfect matching P0. Then P1, · · · ,P5 are extremal perfect matchings
corresponding to v1, · · · , v5.
P0 P1 P2
P3 P4 P5
Then, we have the following tables. For simplicity, we denote by T (d, e) a divisorial ideal T (0, 0, 0, d, e).
e0B
′ e1B
′ e2B
′ e3B
′
T00 ∼= R T10 ∼= T (2, 2) T20 ∼= T (1, 1) T30 ∼= T (0, 1)
T01 ∼= T (−2,−2) T11 ∼= R T21 ∼= T (−1,−1) T31 ∼= T (−2,−1)
T02 ∼= T (−1,−1) T12 ∼= T (1, 1) T22 ∼= R T32 ∼= T (−1, 0)
T03 ∼= T (0,−1) T13 ∼= T (2, 1) T23 ∼= T (1, 0) T33 ∼= R
T04 ∼= T (2, 0) T14 ∼= T (4, 2) T24 ∼= T (3, 1) T34 ∼= T (2, 1)
T05 ∼= T (−2,−1) T15 ∼= T (0, 1) T25 ∼= T (−1, 0) T35 ∼= T (−2, 0)
T06 ∼= T (1, 0) T16 ∼= T (3, 2) T26 ∼= T (2, 1) T36 ∼= T (1, 1)
e4B
′ e5B
′ e6B
′
T40 ∼= T (−2, 0) T50 ∼= T (2, 1) T60 ∼= T (−1, 0)
T41 ∼= T (−4,−2) T51 ∼= T (0,−1) T61 ∼= T (−3,−2)
T42 ∼= T (−3,−1) T52 ∼= T (1, 0) T62 ∼= T (−2,−1)
T43 ∼= T (−2,−1) T53 ∼= T (2, 0) T63 ∼= T (−1,−1)
T44 ∼= R T54 ∼= T (4, 1) T64 ∼= T (1, 0)
T45 ∼= T (−4,−1) T55 ∼= R T65 ∼= T (−3,−1)
T46 ∼= T (−1, 0) T56 ∼= T (3, 1) T66 ∼= R
5.9.3. Type 7a-3. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by C the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiC.
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1
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22
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In the following figure, we fix the perfect matching P0. Then P1, · · · ,P5 are extremal perfect matchings
corresponding to v1, · · · , v5.
P0 P1 P2
P3 P4 P5
Then, we have the following tables. For simplicity, we denote by T (d, e) a divisorial ideal T (0, 0, 0, d, e).
e0C e1C e2C e3C
T00 ∼= R T10 ∼= T (−4,−2) T20 ∼= T (−2,−1) T30 ∼= T (0,−1)
T01 ∼= T (4, 2) T11 ∼= R T21 ∼= T (2, 1) T31 ∼= T (4, 1)
T02 ∼= T (2, 1) T12 ∼= T (−2,−1) T22 ∼= R T32 ∼= T (2, 0)
T03 ∼= T (0, 1) T13 ∼= T (−4,−1) T23 ∼= T (−2, 0) T33 ∼= R
T04 ∼= T (3, 2) T14 ∼= T (−1, 0) T24 ∼= T (1, 1) T34 ∼= T (3, 1)
T05 ∼= T (1, 1) T15 ∼= T (−3,−1) T25 ∼= T (−1, 0) T35 ∼= T (1, 0)
T06 ∼= T (1, 0) T16 ∼= T (−3,−2) T26 ∼= T (−1,−1) T36 ∼= T (1,−1)
e4C e5C e6C
T40 ∼= T (−3,−2) T50 ∼= T (−1,−1) T60 ∼= T (−1, 0)
T41 ∼= T (1, 0) T51 ∼= T (3, 1) T61 ∼= T (3, 2)
T42 ∼= T (−1,−1) T52 ∼= T (1, 0) T62 ∼= T (1, 1)
T43 ∼= T (−3,−1) T53 ∼= T (−1, 0) T63 ∼= T (−1, 1)
T44 ∼= R T54 ∼= T (2, 1) T64 ∼= T (2, 2)
T45 ∼= T (−2,−1) T55 ∼= R T65 ∼= T (0, 1)
T46 ∼= T (−2,−2) T56 ∼= T (0,−1) T66 ∼= R
5.9.4. Exchange graph of type 7a. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 7a as follows, and it is actually connected.
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e0A
e1A
e2A
e3A
e4A
e5A
e6A
e0B
e1B
e2B
e3B
e4B
e5B
e6B
(e0B)
∗
(e1B)
∗
(e2B)
∗
(e3B)
∗
(e4B)
∗
(e5B)
∗
(e6B)
∗
e0C
e1C
e2C
e3C
e4C
e5C
e6C
(e0C)
∗
(e1C)
∗
(e2C)
∗
(e3C)
∗
(e4C)
∗
(e5C)
∗
(e6C)
∗ e0B
′
e1B
′
e2B
′
e3B
′
e4B
′
e5B
′
e6B
′
(e0B
′)∗
(e1B
′)∗
(e2B
′)∗
(e3B
′)∗
(e4B
′)∗
(e5B
′)∗
(e6B
′)∗
5.10. Type 7b. In this subsection, we consider the reflexive polygon of type 7b. Thus, let R be the
three dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 0, 1), v2 = (0, 1, 1), v3 = (−2,−1, 1), v4 = (1,−1, 1)}.
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As an element in Cl(R), we obtain [I1]− 6[I3] = 0, [I2] + 3[I3] = 0, [I4] + 4[I3] = 0. Therefore, we have
that Cl(R) ∼= Z, and each divisorial ideal is represented by T (0, 0, c, 0) where c ∈ Z. There is the unique
consistent dimer model (up to right equivalence) written below which give the reflexive polygon of type
7b as the perfect matching polygon.
5.10.1. Type 7b-1. We consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by A the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiA.
0
1
2 2
3 3
4
4
5 5
55
6
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2 P3 P4
Then, we have the following table. For simplicity, we denote by T (c) a divisorial ideal T (0, 0, c, 0). We
remark that e0A ∼= (e1A)
∗, e2A ∼= (e2A)
∗, e3A ∼= (e4A)
∗, and e5A ∼= (e6A)
∗.
e0A e1A e2A e3A e4A e5A e6A
T00 ∼= R T10 ∼= T (−6) T20 ∼= T (−3) T30 ∼= T (−5) T40 ∼= T (−1) T50 ∼= T (−4) T60 ∼= T (−2)
T01 ∼= T (6) T11 ∼= R T21 ∼= T (3) T31 ∼= T (1) T41 ∼= T (5) T51 ∼= T (2) T61 ∼= T (4)
T02 ∼= T (3) T12 ∼= T (−3) T22 ∼= R T32 ∼= T (−2) T42 ∼= T (2) T52 ∼= T (−1) T62 ∼= T (1)
T03 ∼= T (5) T13 ∼= T (−1) T23 ∼= T (2) T33 ∼= R T43 ∼= T (4) T53 ∼= T (1) T63 ∼= T (3)
T04 ∼= T (1) T14 ∼= T (−5) T24 ∼= T (−2) T34 ∼= T (−4) T44 ∼= R T54 ∼= T (−3) T64 ∼= T (−1)
T05 ∼= T (4) T15 ∼= T (−2) T25 ∼= T (1) T35 ∼= T (−1) T45 ∼= T (3) T55 ∼= R T65 ∼= T (2)
T06 ∼= T (2) T16 ∼= T (−4) T26 ∼= T (−1) T36 ∼= T (−3) T46 ∼= T (1) T56 ∼= T (−2) T66 ∼= R
5.10.2. Exchange graph of type 7b. By the above computation, we describe the exchange graph EG(MMG1(R))
for the case of type 7b as follows, and it is actually connected.
e1A e3A e5A e2A
e6A e4A e0A
5.11. Type 8a. In this subsection, we consider the reflexive polygon of type 8a. Thus, let R be the three
dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (1, 1, 1), v2 = (−1, 1, 1), v3 = (−1,−1, 1), v4 = (1,−1, 1)}.
As an element in Cl(R), we obtain 2[I1] = −2[I2] = 2[I3] = −2[I4], and [I4] = [I1]+ [I2]− [I3]. Therefore,
we have that Cl(R) ∼= Z × (Z/2Z)2, and each divisorial ideal is represented by T (a, b, c, 0) where a ∈
Z, b, c ∈ Z/2Z. Also, there are four consistent dimer models (up to right equivalence) written below
which give the reflexive polygon of type 8a as the perfect matching polygon.
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5.11.1. Type 8a-1. We consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by A the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiA.
0
1
2
3
4
5
6
7
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
P0 P1 P2 P3 P4
Then, we have the following, and e0A ∼= e2A ∼= e4A ∼= e6A, e1A ∼= e3A ∼= e5A ∼= e7A, and (e0A)
∗ ∼= e1A.
e0A e1A e2A e3A
T00 ∼= R T10 ∼= T (0, 1, 0, 0) T20 ∼= T (1, 1, 0, 0) T30 ∼= T (−2, 0, 1, 0)
T01 ∼= T (2, 1, 0, 0) T11 ∼= R T21 ∼= T (1, 0, 0, 0) T31 ∼= T (0, 1, 1, 0)
T02 ∼= T (1, 1, 0, 0) T12 ∼= T (−1, 0, 0, 0) T22 ∼= R T32 ∼= T (−1, 1, 1, 0)
T03 ∼= T (0, 0, 1, 0) T13 ∼= T (0, 1, 1, 0) T23 ∼= T (1, 1, 1, 0) T33 ∼= R
T04 ∼= T (0, 1, 1, 0) T14 ∼= T (−2, 0, 1, 0) T24 ∼= T (−1, 0, 1, 0) T34 ∼= T (0, 1, 0, 0)
T05 ∼= T (1, 1, 1, 0) T15 ∼= T (−1, 0, 1, 0) T25 ∼= T (0, 0, 1, 0) T35 ∼= T (1, 1, 0, 0)
T06 ∼= T (−1, 0, 1, 0) T16 ∼= T (−1, 1, 1, 0) T26 ∼= T (0, 1, 1, 0) T36 ∼= T (−1, 0, 0, 0)
T07 ∼= T (1, 0, 0, 0) T17 ∼= T (1, 1, 0, 0) T27 ∼= T (2, 1, 0, 0) T37 ∼= T (−1, 0, 1, 0)
e4A e5A e6A e7A
T40 ∼= T (0, 1, 1, 0) T50 ∼= T (−1, 1, 1, 0) T60 ∼= T (−1, 0, 1, 0) T70 ∼= T (−1, 0, 0, 0)
T41 ∼= T (0, 0, 1, 0) T51 ∼= T (−1, 0, 1, 0) T61 ∼= T (1, 1, 1, 0) T71 ∼= T (1, 1, 0, 0)
T42 ∼= T (−1, 0, 1, 0) T52 ∼= T (−2, 0, 1, 0) T62 ∼= T (0, 1, 1, 0) T72 ∼= T (0, 1, 0, 0)
T43 ∼= T (2, 1, 0, 0) T53 ∼= T (1, 1, 0, 0) T63 ∼= T (1, 0, 0, 0) T73 ∼= T (−1, 0, 1, 0)
T44 ∼= R T54 ∼= T (−1, 0, 0, 0) T64 ∼= T (1, 1, 0, 0) T74 ∼= T (−1, 1, 1, 0)
T45 ∼= T (1, 0, 0, 0) T55 ∼= R T65 ∼= T (2, 1, 0, 0) T75 ∼= T (0, 1, 1, 0)
T46 ∼= T (1, 1, 0, 0) T56 ∼= T (0, 1, 0, 0) T66 ∼= R T76 ∼= T (−2, 0, 1, 0)
T47 ∼= T (1, 1, 1, 0) T57 ∼= T (0, 1, 1, 0) T67 ∼= T (0, 0, 1, 0) T77 ∼= R
5.11.2. Type 8a-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by B the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiB.
0
1
2
3
4
5
6
7
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4.
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P0 P1 P2 P3 P4
Then, we have the following table.
e0B e1B e2B e3B
T00 ∼= R T10 ∼= T (0, 0, 1, 0) T20 ∼= T (2, 1, 1, 0) T30 ∼= T (2, 1, 0, 0)
T01 ∼= T (−2, 0, 1, 0) T11 ∼= R T21 ∼= T (2, 1, 0, 0) T31 ∼= T (0, 1, 1, 0)
T02 ∼= T (−2, 1, 1, 0) T12 ∼= T (0, 1, 0, 0) T22 ∼= R T32 ∼= T (−2, 0, 1, 0)
T03 ∼= T (0, 1, 0, 0) T13 ∼= T (0, 1, 1, 0) T23 ∼= T (0, 0, 1, 0) T33 ∼= R
T04 ∼= T (−2, 0, 0, 0) T14 ∼= T (−2, 0, 1, 0) T24 ∼= T (0, 1, 1, 0) T34 ∼= T (0, 1, 0, 0)
T05 ∼= T (−1, 0, 0, 0) T15 ∼= T (−1, 0, 1, 0) T25 ∼= T (1, 1, 1, 0) T35 ∼= T (1, 1, 0, 0)
T06 ∼= T (−1, 1, 0, 0) T16 ∼= T (−1, 1, 1, 0) T26 ∼= T (−1, 0, 1, 0) T36 ∼= T (−1, 0, 0, 0)
T07 ∼= T (−1, 1, 1, 0) T17 ∼= T (1, 1, 0, 0) T27 ∼= T (1, 0, 0, 0) T37 ∼= T (−1, 0, 1, 0)
e4B e5B e6B e7B
T40 ∼= T (2, 0, 0, 0) T50 ∼= T (1, 0, 0, 0) T60 ∼= T (3, 1, 0, 0) T70 ∼= T (1, 1, 1, 0)
T41 ∼= T (0, 0, 1, 0) T51 ∼= T (−1, 0, 1, 0) T61 ∼= T (1, 1, 1, 0) T71 ∼= T (1, 1, 0, 0)
T42 ∼= T (0, 1, 1, 0) T52 ∼= T (−1, 1, 1, 0) T62 ∼= T (−1, 0, 1, 0) T72 ∼= T (−1, 0, 0, 0)
T43 ∼= T (2, 1, 0, 0) T53 ∼= T (1, 1, 0, 0) T63 ∼= T (1, 0, 0, 0) T73 ∼= T (−1, 0, 1, 0)
T44 ∼= R T54 ∼= T (−1, 0, 0, 0) T64 ∼= T (1, 1, 0, 0) T74 ∼= T (−1, 1, 1, 0)
T45 ∼= T (1, 0, 0, 0) T55 ∼= R T65 ∼= T (2, 1, 0, 0) T75 ∼= T (0, 1, 1, 0)
T46 ∼= T (1, 1, 0, 0) T56 ∼= T (0, 1, 0, 0) T66 ∼= R T76 ∼= T (−2, 0, 1, 0)
T47 ∼= T (1, 1, 1, 0) T57 ∼= T (0, 1, 1, 0) T67 ∼= T (0, 0, 1, 0) T77 ∼= R
5.11.3. Type 8a-3. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by C the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiC.
0
1 1
11
2
3 3
4
5
6
7
7
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4.
P0 P1 P2 P3 P4
Then, we have the following table, and e0C ∼= e4C, e1C ∼= e5C, e2C ∼= e6C, e3C ∼= e7C, (e0C)
∗ ∼= e2C,
and (e1C)
∗ ∼= e3C.
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e0C e1C e2C e3C
T00 ∼= R T10 ∼= T (0, 0, 1, 0) T20 ∼= T (2, 1, 1, 0) T30 ∼= T (2, 1, 0, 0)
T01 ∼= T (−2, 0, 1, 0) T11 ∼= R T21 ∼= T (2, 1, 0, 0) T31 ∼= T (0, 1, 1, 0)
T02 ∼= T (−2, 1, 1, 0) T12 ∼= T (0, 1, 0, 0) T22 ∼= R T32 ∼= T (−2, 0, 1, 0)
T03 ∼= T (0, 1, 0, 0) T13 ∼= T (0, 1, 1, 0) T23 ∼= T (0, 0, 1, 0) T33 ∼= R
T04 ∼= T (−1, 0, 1, 0) T14 ∼= T (1, 0, 0, 0) T24 ∼= T (3, 1, 0, 0) T34 ∼= T (1, 1, 1, 0)
T05 ∼= T (−1, 0, 0, 0) T15 ∼= T (−1, 0, 1, 0) T25 ∼= T (1, 1, 1, 0) T35 ∼= T (1, 1, 0, 0)
T06 ∼= T (−1, 1, 0, 0) T16 ∼= T (−1, 1, 1, 0) T26 ∼= T (−1, 0, 1, 0) T36 ∼= T (−1, 0, 0, 0)
T07 ∼= T (−1, 1, 1, 0) T17 ∼= T (1, 1, 0, 0) T27 ∼= T (1, 0, 0, 0) T37 ∼= T (−1, 0, 1, 0)
e4C e5C e6C e7C
T40 ∼= T (−1, 0, 1, 0) T50 ∼= T (1, 0, 0, 0) T60 ∼= T (3, 1, 0, 0) T70 ∼= T (1, 1, 1, 0)
T41 ∼= T (−1, 0, 0, 0) T51 ∼= T (−1, 0, 1, 0) T61 ∼= T (1, 1, 1, 0) T71 ∼= T (1, 1, 0, 0)
T42 ∼= T (−1, 1, 0, 0) T52 ∼= T (−1, 1, 1, 0) T62 ∼= T (−1, 0, 1, 0) T72 ∼= T (−1, 0, 0, 0)
T43 ∼= T (−1, 1, 1, 0) T53 ∼= T (1, 1, 0, 0) T63 ∼= T (1, 0, 0, 0) T73 ∼= T (−1, 0, 1, 0)
T44 ∼= R T54 ∼= T (0, 0, 1, 0) T64 ∼= T (2, 1, 1, 0) T74 ∼= T (2, 1, 0, 0)
T45 ∼= T (−2, 0, 1, 0) T55 ∼= R T65 ∼= T (2, 1, 0, 0) T75 ∼= T (0, 1, 1, 0)
T46 ∼= T (−2, 1, 1, 0) T56 ∼= T (0, 1, 0, 0) T66 ∼= R T76 ∼= T (−2, 0, 1, 0)
T47 ∼= T (0, 1, 0, 0) T57 ∼= T (0, 1, 1, 0) T67 ∼= T (0, 0, 1, 0) T77 ∼= R
5.11.4. Type 8a-4. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by D the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiD.
0
1
2
3
4
5
6
7
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4.
P0 P1 P2 P3 P4
Then, we have the following table, and e0D ∼= e2D, e1D ∼= e7D, e3D ∼= e5D, e4D ∼= e6D, (e0D)
∗ ∼= e4D,
(e1D)
∗ ∼= e1D, and (e3D)
∗ ∼= e3D.
e0D e1D e2D e3D
T00 ∼= R T10 ∼= T (1, 1, 1, 0) T20 ∼= T (1, 1, 0, 0) T30 ∼= T (1, 0, 0, 0)
T01 ∼= T (−1, 1, 1, 0) T11 ∼= R T21 ∼= T (−2, 0, 1, 0) T31 ∼= T (0, 1, 1, 0)
T02 ∼= T (1, 1, 0, 0) T12 ∼= T (0, 0, 1, 0) T22 ∼= R T32 ∼= T (2, 1, 0, 0)
T03 ∼= T (−1, 0, 0, 0) T13 ∼= T (0, 1, 1, 0) T23 ∼= T (0, 1, 0, 0) T33 ∼= R
T04 ∼= T (−1, 1, 0, 0) T14 ∼= T (−2, 0, 1, 0) T24 ∼= T (−2, 0, 0, 0) T34 ∼= T (0, 1, 0, 0)
T05 ∼= T (0, 1, 0, 0) T15 ∼= T (−1, 0, 1, 0) T25 ∼= T (−1, 0, 0, 0) T35 ∼= T (1, 1, 0, 0)
T06 ∼= T (−2, 0, 0, 0) T16 ∼= T (−1, 1, 1, 0) T26 ∼= T (−1, 1, 0, 0) T36 ∼= T (−1, 0, 0, 0)
T07 ∼= T (−2, 0, 1, 0) T17 ∼= T (1, 1, 0, 0) T27 ∼= T (−1, 1, 1, 0) T37 ∼= T (−1, 0, 1, 0)
e4D e5D e6D e7D
T40 ∼= T (3, 1, 0, 0) T50 ∼= T (2, 1, 0, 0) T60 ∼= T (2, 0, 0, 0) T70 ∼= T (0, 0, 1, 0)
T41 ∼= T (0, 0, 1, 0) T51 ∼= T (−1, 0, 1, 0) T61 ∼= T (1, 1, 1, 0) T71 ∼= T (1, 1, 0, 0)
T42 ∼= T (2, 0, 0, 0) T52 ∼= T (1, 0, 0, 0) T62 ∼= T (3, 1, 0, 0) T72 ∼= T (1, 1, 1, 0)
T43 ∼= T (2, 1, 0, 0) T53 ∼= T (1, 1, 0, 0) T63 ∼= T (1, 0, 0, 0) T73 ∼= T (−1, 0, 1, 0)
T44 ∼= R T54 ∼= T (−1, 0, 0, 0) T64 ∼= T (1, 1, 0, 0) T74 ∼= T (−1, 1, 1, 0)
T45 ∼= T (1, 0, 0, 0) T55 ∼= R T65 ∼= T (2, 1, 0, 0) T75 ∼= T (0, 1, 1, 0)
T46 ∼= T (1, 1, 0, 0) T56 ∼= T (0, 1, 0, 0) T66 ∼= R T76 ∼= T (−2, 0, 1, 0)
T47 ∼= T (1, 1, 1, 0) T57 ∼= T (0, 1, 1, 0) T67 ∼= T (0, 0, 1, 0) T77 ∼= R
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Let x (resp. y) be a 1-cycle on the two torus T which corresponds to (1, 0) ∈ H1(T) (resp. (0, 1) ∈
H1(T)) in the above case. By replacing these cycles by y,−x respectively, we have the following dimer
model and the associated QP (Q,WQ). We denote by D
′ the complete Jacobian algebra P(Q,WQ). Since
this dimer model is right equivalent to the previous one, we have that D ∼= D′ as an R-algebra. However,
a change of cycles induces an automorphism on R, and it gives another description of each splitting MM
generator (see Remark 5.2). Thus we consider splitting MM generators eiD
′.
0
1
2
3
4
5
6
7
We fix the perfect matching P0. Then, extremal perfect matchings corresponding to v1, · · · , v4 are
following.
P0 P1 P2 P3 P4
Then, we have the following table, and e0D
′ ∼= e2D
′, e1D
′ ∼= e7D
′, e3D
′ ∼= e5D
′, e4D
′ ∼= e6D
′, (e0D
′)∗ ∼=
e4D
′, (e1D
′)∗ ∼= e1D
′, and (e3D
′)∗ ∼= e3D
′.
e0D
′ e1D
′ e2D
′ e3D
′
T00 ∼= R T10 ∼= T (0, 0, 1, 0) T20 ∼= T (0, 1, 1, 0) T30 ∼= T (1, 1, 1, 0)
T01 ∼= T (−2, 0, 1, 0) T11 ∼= R T21 ∼= T (0, 1, 0, 0) T31 ∼= T (1, 1, 0, 0)
T02 ∼= T (0, 1, 1, 0) T12 ∼= T (2, 1, 0, 0) T22 ∼= R T32 ∼= T (1, 0, 0, 0)
T03 ∼= T (−1, 1, 1, 0) T13 ∼= T (1, 1, 0, 0) T23 ∼= T (−1, 0, 0, 0) T33 ∼= R
T04 ∼= T (−2, 1, 1, 0) T14 ∼= T (0, 1, 0, 0) T24 ∼= T (−2, 0, 0, 0) T34 ∼= T (−1, 0, 0, 0)
T05 ∼= T (−1, 0, 0, 0) T15 ∼= T (−1, 0, 1, 0) T25 ∼= T (−1, 1, 1, 0) T35 ∼= T (0, 1, 1, 0)
T06 ∼= T (−2, 0, 0, 0) T16 ∼= T (−2, 0, 1, 0) T26 ∼= T (−2, 1, 1, 0) T36 ∼= T (−1, 1, 1, 0)
T07 ∼= T (0, 1, 0, 0) T17 ∼= T (0, 1, 1, 0) T27 ∼= T (−2, 0, 1, 0) T37 ∼= T (−1, 0, 1, 0)
e4D
′ e5D
′ e6D
′ e7D
′
T40 ∼= T (2, 1, 1, 0) T50 ∼= T (1, 0, 0, 0) T60 ∼= T (2, 0, 0, 0) T70 ∼= T (2, 1, 0, 0)
T41 ∼= T (2, 1, 0, 0) T51 ∼= T (−1, 0, 1, 0) T61 ∼= T (0, 0, 1, 0) T71 ∼= T (0, 1, 1, 0)
T42 ∼= T (2, 0, 0, 0) T52 ∼= T (1, 1, 1, 0) T62 ∼= T (2, 1, 1, 0) T72 ∼= T (0, 0, 1, 0)
T43 ∼= T (1, 0, 0, 0) T53 ∼= T (0, 1, 1, 0) T63 ∼= T (1, 1, 1, 0) T73 ∼= T (−1, 0, 1, 0)
T44 ∼= R T54 ∼= T (−1, 1, 1, 0) T64 ∼= T (0, 1, 1, 0) T74 ∼= T (−2, 0, 1, 0)
T45 ∼= T (1, 1, 1, 0) T55 ∼= R T65 ∼= T (1, 0, 0, 0) T75 ∼= T (1, 1, 0, 0)
T46 ∼= T (0, 1, 1, 0) T56 ∼= T (−1, 0, 0, 0) T66 ∼= R T76 ∼= T (0, 1, 0, 0)
T47 ∼= T (0, 0, 1, 0) T57 ∼= T (1, 1, 0, 0) T67 ∼= T (2, 1, 0, 0) T77 ∼= R
5.11.5. Exchange graph of type 8a. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 8a as follows, and it is actually connected.
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e0A
e1A
e0B
e1B
e2B
e3B
e4B
e5B
e6B
e7B
(e0B)
∗
(e1B)
∗
(e2B)
∗
(e3B)
∗
(e4B)
∗
(e5B)
∗
(e6B)
∗
(e7B)
∗
e0C
e1C
e2C
e3C
e0D
e1D e3D
e4D
e0D
′
e1D
′
e3D
′
e4D
′
5.12. Type 8b. In this subsection, we consider the reflexive polygon of type 8b. Thus, let R be the
three dimensional complete local Gorenstein toric singularity defined by the cone σ:
σ = Cone{v1 = (0, 1, 1), v2 = (−1, 1, 1), v3 = (−1,−1, 1), v4 = (2,−1, 1)}.
As an element in Cl(R), we obtain [I1] − 2[I3] + [I4] = 0, [I2] + [I3] − 2[I4] = 0, 2[I3] + 2[I4] = 0.
Therefore, we have that Cl(R) ∼= Z×Z/2Z, and each divisorial ideal is represented by T (0, 0, c, d) where
c ∈ Z, d ∈ Z/2Z. Also, there are two consistent dimer models (up to right equivalence) written below
which give the reflexive polygon of type 8b as the perfect matching polygon.
5.12.1. Type 8b-1. We consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by A the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiA.
0
1 1
2
3
4 4
5
5
6 6
66
7 7
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4. Namely, vi = (h(Pi,P0), 1) ∈ Z
3.
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P0 P1 P2 P3 P4
Then, we have the following table. We remark that e0A ∼= e7A ∼= (e5A)
∗ ∼= (e6A)
∗ and e1A ∼= e3A ∼=
(e2A)
∗ ∼= (e4A)
∗.
e0A e1A e2A e3A
T00 ∼= R T10 ∼= T (0, 0,−1, 0) T20 ∼= T (0, 0, 2, 0) T30 ∼= T (0, 0, 0, 1)
T01 ∼= T (0, 0, 1, 0) T11 ∼= R T21 ∼= T (0, 0, 3, 0) T31 ∼= T (0, 0, 1, 1)
T02 ∼= T (0, 0,−2, 0) T12 ∼= T (0, 0,−3, 0) T22 ∼= R T32 ∼= T (0, 0,−2, 1)
T03 ∼= T (0, 0, 2, 1) T13 ∼= T (0, 0, 1, 1) T23 ∼= T (0, 0, 4, 1) T33 ∼= R
T04 ∼= T (0, 0,−1, 1) T14 ∼= T (0, 0,−2, 1) T24 ∼= T (0, 0, 1, 1) T34 ∼= T (0, 0,−3, 0)
T05 ∼= T (0, 0, 0, 1) T15 ∼= T (0, 0,−1, 1) T25 ∼= T (0, 0, 2, 1) T35 ∼= T (0, 0,−2, 0)
T06 ∼= T (0, 0,−1, 0) T16 ∼= T (0, 0,−2, 0) T26 ∼= T (0, 0, 1, 0) T36 ∼= T (0, 0,−1, 1)
T07 ∼= T (0, 0, 1, 1) T17 ∼= T (0, 0, 0, 1) T27 ∼= T (0, 0, 3, 1) T37 ∼= T (0, 0,−1, 0)
e4A e5A e6A e7A
T40 ∼= T (0, 0, 3, 1) T50 ∼= T (0, 0, 2, 1) T60 ∼= T (0, 0, 1, 0) T70 ∼= T (0, 0, 1, 1)
T41 ∼= T (0, 0, 4, 1) T51 ∼= T (0, 0, 3, 1) T61 ∼= T (0, 0, 2, 0) T71 ∼= T (0, 0, 2, 1)
T42 ∼= T (0, 0, 1, 1) T52 ∼= T (0, 0, 0, 1) T62 ∼= T (0, 0,−1, 0) T72 ∼= T (0, 0,−1, 1)
T43 ∼= T (0, 0, 3, 0) T53 ∼= T (0, 0, 2, 0) T63 ∼= T (0, 0, 3, 1) T73 ∼= T (0, 0, 1, 0)
T44 ∼= R T54 ∼= T (0, 0,−1, 0) T64 ∼= T (0, 0, 0, 1) T74 ∼= T (0, 0,−2, 0)
T45 ∼= T (0, 0, 1, 0) T55 ∼= R T65 ∼= T (0, 0, 1, 1) T75 ∼= T (0, 0,−1, 0)
T46 ∼= T (0, 0, 2, 1) T56 ∼= T (0, 0, 1, 1) T66 ∼= R T76 ∼= T (0, 0, 0, 1)
T47 ∼= T (0, 0, 2, 0) T57 ∼= T (0, 0, 1, 0) T67 ∼= T (0, 0, 2, 1) T77 ∼= R
5.12.2. Type 8b-2. Next, we consider the following consistent dimer model and the associated QP (Q,WQ).
We denote by B the complete Jacobian algebra P(Q,WQ), and consider splitting MM generators eiB.
0
1 1
2
2
3
4
5
5
6 6
66
7 7
We fix the perfect matching P0, then the following P1, · · · ,P4 are extremal perfect matchings corre-
sponding to v1, · · · , v4.
P0 P1 P2 P3 P4
Then, we have the following table. We remark that e0B ∼= (e0B)
∗, e1B ∼= (e6B)
∗, e2B ∼= (e4B)
∗,
e3B ∼= (e5B)
∗, and e7B ∼= (e7B)
∗.
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e0B e1B e2B e3B
T00 ∼= R T10 ∼= T (0, 0,−1, 0) T20 ∼= T (0, 0,−1, 1) T30 ∼= T (0, 0, 0, 1)
T01 ∼= T (0, 0, 1, 0) T11 ∼= R T21 ∼= T (0, 0, 0, 1) T31 ∼= T (0, 0, 1, 1)
T02 ∼= T (0, 0, 3, 1) T12 ∼= T (0, 0, 2, 1) T22 ∼= R T32 ∼= T (0, 0, 1, 0)
T03 ∼= T (0, 0, 2, 1) T13 ∼= T (0, 0, 1, 1) T23 ∼= T (0, 0,−1, 0) T33 ∼= R
T04 ∼= T (0, 0,−1, 1) T14 ∼= T (0, 0,−2, 1) T24 ∼= T (0, 0,−4, 0) T34 ∼= T (0, 0,−3, 0)
T05 ∼= T (0, 0, 0, 1) T15 ∼= T (0, 0,−1, 1) T25 ∼= T (0, 0,−3, 0) T35 ∼= T (0, 0,−2, 0)
T06 ∼= T (0, 0,−1, 0) T16 ∼= T (0, 0,−2, 0) T26 ∼= T (0, 0,−2, 1) T36 ∼= T (0, 0,−1, 1)
T07 ∼= T (0, 0, 1, 1) T17 ∼= T (0, 0, 0, 1) T27 ∼= T (0, 0,−2, 0) T37 ∼= T (0, 0,−1, 0)
e4B e5B e6B e7B
T40 ∼= T (0, 0, 3, 1) T50 ∼= T (0, 0, 2, 1) T60 ∼= T (0, 0, 1, 0) T70 ∼= T (0, 0, 1, 1)
T41 ∼= T (0, 0, 4, 1) T51 ∼= T (0, 0, 3, 1) T61 ∼= T (0, 0, 2, 0) T71 ∼= T (0, 0, 2, 1)
T42 ∼= T (0, 0, 4, 0) T52 ∼= T (0, 0, 3, 0) T62 ∼= T (0, 0, 4, 1) T72 ∼= T (0, 0, 2, 0)
T43 ∼= T (0, 0, 3, 0) T53 ∼= T (0, 0, 2, 0) T63 ∼= T (0, 0, 3, 1) T73 ∼= T (0, 0, 1, 0)
T44 ∼= R T54 ∼= T (0, 0,−1, 0) T64 ∼= T (0, 0, 0, 1) T74 ∼= T (0, 0,−2, 0)
T45 ∼= T (0, 0, 1, 0) T55 ∼= R T65 ∼= T (0, 0, 1, 1) T75 ∼= T (0, 0,−1, 0)
T46 ∼= T (0, 0, 2, 1) T56 ∼= T (0, 0, 1, 1) T66 ∼= R T76 ∼= T (0, 0, 0, 1)
T47 ∼= T (0, 0, 2, 0) T57 ∼= T (0, 0, 1, 0) T67 ∼= T (0, 0, 2, 1) T77 ∼= R
5.12.3. Exchange graph of type 8b. By combining the above results, we describe the exchange graph
EG(MMG1(R)) for the case of type 8b as follows, and it is actually connected.
e7B
e0B
e0A
e3B
e1B
e1A
e2B
e5A
e5B
e6B
e2A
e4B
6. Mutations of splitting MM modules
We end this paper by discussing mutations of splitting MM modules. Recall that we denote the set
of isomorphism classes of basic splitting MM R-modules by MM1(R), and denote the exchange graph of
MM1(R) by EG(MM1(R)). We start our discussion in a slightly general situation.
Lemma 6.1. Let R be a complete local 3-sCY normal domain, and I is a rank one reflexive R-module.
(1) For M ∈ MM1(R), we have that (M ⊗R I)
∗∗ ∈MM1(R).
(2) Suppose that M,N ∈ MM1(R), and they are connected in EG(MM1(R)). Then (M ⊗R I)
∗∗ and
(N ⊗R I)
∗∗ are also connected in EG(MM1(R)).
(3) For M ∈ MM1(R), we have that M ∼= (N ⊗R J)
∗∗ for some N ∈ MMG1(R) and some rank one
reflexive module J with J ∈ addRM .
Proof. (1) For M ′ := (M ⊗R I)
∗∗, we have that EndR(M) ∼= EndR(M
′). Indeed, localizing a natural
morphism EndR(M) → EndR(M
′) between reflexive R-modules at any prime ideal p with ht p = 1, we
have a morphism between free Rp-modules with the same rank, and it is isomorphic in particular. This
induces an isomorphism of the original one (see e.g., [LW, Lemma 5.11]). Thus, we have the assertion.
(2) We may assume thatM and N are connected by a single mutation of splitting MM modules. Then,
M and N have the same direct summands except one component (see the last part of subsection 2.2),
and this relationship holds for (M ⊗R I)
∗∗ and (N ⊗R I)
∗∗.
(3) See [IW3, Lemma 5.22]. 
By using these results, we have the next proposition.
Proposition 6.2. Let R be a complete local 3-sCY normal domain. Assume that Cl(R) is generated
by [I1], · · · , [It] and EG(MMG1(R)) is connected. If there is a splitting MM generator Nj such that
(Nj ⊗R Ij)
∗∗ is connected to EG(MMG1(R)) for every j = 1, · · · , t, then EG(MM1(R)) is connected.
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Proof. In this proof, for M,M ′ ∈MM1(R), we denote M ∼M
′ if they are connected in EG(MM1(R)).
Let M be a basic splitting MM module. By Lemma 6.1(3), we can describe it as M ∼= (N ⊗R I)
∗∗
where N ∈ MMG1(R) and [I] ∈ Cl(R). Since Cl(R) is generated by [I1], · · · , [It], we have that I ∼=
(I⊗n11 ⊗ · · · ⊗ I
⊗nt
t )
∗∗ for some n1, · · · , nt ∈ Z≥0. Since EG(MMG1(R)) is connected, we have that
N ∼ Nj for any j. Thus, we have that (N ⊗R Ij)
∗∗ ∼ (Nj ⊗R Ij)
∗∗ for any j by Lemma 6.1(2). By
the assumption, we have that Nj ∼ (Nj ⊗R Ij)
∗∗, and therefore we conclude N ∼ (N ⊗R Ij)
∗∗ for any
j. Therefore, if N ∼ (N ⊗ I⊗m11 ⊗ · · · ⊗ I
⊗mj
j ⊗ · · · ⊗ I
⊗mt
t )
∗∗, then we have that N ∼ (N ⊗R Ij)
∗∗ ∼
(N ⊗ I⊗m11 ⊗ · · · ⊗ I
⊗mj+1
j ⊗ · · · ⊗ I
⊗mt
t )
∗∗. By an inductive argument, we have that M ∼ N . Thus, we
can connect M to EG(MMG1(R)). 
Finally, we have the connectedness of the exchange graph of splitting MMmodules for three dimensional
Gorenstein toric singularities associated with reflexive polygons.
Corollary 6.3. Let R be a three dimensional complete local Gorenstein toric singularity associated with
a reflexive polygon. Then, the exchange graph EG(MM1(R)) of splitting MM modules is connected.
Proof. We can see that the conditions in Proposition 6.2 hold for this toric singularity. Indeed, the con-
nectedness of EG(MMG1(R)) holds by Theorem 5.1. Also, by checking EG(MMG1(R)) described in Sec-
tion 5 for each case, we can easily see that the existence of a splitting MM generator as in Proposition 6.2
for each generator of Cl(R). For example, in the case of type 4a (see subsection 5.2), Cl(R) is generated
by I1 := T (1, 0, 0, 0) and I2 := T (0, 1, 0, 0), and we see that (e0A ⊗R I1)
∗∗ ∼= e1A, (e0B ⊗R I2)
∗∗ ∼= e1B.
Thus, we have the assertion. 
We finish this paper with the following natural question.
Question 6.4. Is the exchange graph EG(MM1(R)) of splitting MM modules connected for any three
dimensional Gorenstein toric singularity?
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