Absfract-The selection of pole-zero pairs for the second-order realization of presc*ibed &h-order networks with minimum sensitivity is discussed. It is shown that a class of second-order networks exists for which the transmission sensitivity is independent of the zero locations. The transmission sensitivity of all other networks can be minimized in a number of ways. One way is to select the polezero pairs as far apart from one another as possible. Other methods depend on the network realization or on the polynomial decomposition used.
I. INTRODUCTION I N ORDER
to minimize network sensitivity to parameter variations, it has become common practice to decompose nth-order active RC filters into cascadable second-order sections. A question that invariably arises when attempting to select pole-zero pairs for individual second-order sections is-by which criterion should this selection be made. Lee first dealt with this problem [l] and concluded that; in order to decompose T(s) for minimum sensitivity, the high-Q complex poles should be associated with the zeros furthest away from them. Thus, for example, if we consider the pole-zero plot in the s plane shown in Fig. 1 , we conclude that the poles and zeros should be combined as indicated by the drawn out arrows. On the other hand, Lueder and Halfin have shown [2] , [3] that in order to minimize signal attenuation and distortion Mamxscript received June 28, 1969; revised February 25, 1970 . The author is with Bell Telephone Laboratories, Inc., Holmdel, N. J. 07733. of the total filter, the poles and zeros of the individual second-order sections should be chosen in such a way as to guarantee as flat a response as possible for each section within the frequency band of interest. The second criterion does not necessarily produce the same decomposition and, indeed, generally results in one diredtly opposite to Lee's, with poles and zeros located as close-to one another as possible. Referring to Fig. 1 , this would mean combining the poles and zeros as indicated by the dashed arrows.
Notice that the resulting second-order functions are very different for the two cases. It is the incompatibility between the two suggested pole-zero decompositions, each of which attempts to satisfy an equally essential performance criterion of the final filter, that led to the review here of the sensitivity criterion with respect to pole-zero pairing in nth-order networks. It will be shown that sensitivity is by no means always minimized by combining poles and zeros that are as far apart as possible. In fact, in one category of networks, the transmission sensitivity with respect to the active element, which is in general the most variable element, is independent of pole-zero pairing. These results are based on the assumption that minimizing the sensitivity of the individual second-order networks making up the nth-order cascade also minimizes the overall sensitivity of the total &h-order network. This assumption is valid in the common case that the individual second-order networks are isolated from each other, i.e., that any interaction between them is negligible. Consequently, we need only consider the effects of pole-zero pairing on the sensitivity of a general second-order network.
II. TRANSMISSION SENSITIVITY OF SECOND-ORDER NETWORKS
Consider the general second-order network with complex poles: -
Rewriting (1) in the equivalent bilinear form [4] with respect to the network parameter of interest 2, we obtain:
T(s) = z = aoA(al, aa, s) + xbnB (b, , bz, uoU(u1, u2, s) + ~OV@Jl, v214 (2) where ACal, a~, s>, B(h, b2, s>, U(UI, ~2, s>, and V(VI, v2, s> are second-order polynomials of the form P(pl, pZ, s) = s2 + p,s + pZ and a,, b,, uO, and v,, are real constants associated with the scaling factor K in (1). The roots of the polynomials P(pl, pZ, s) can be negative real or conjugate complex, depending on the decomposition used to obtain the bilinear form in (2). It has been shown [5] that there are 26 possible root-locus formations for the roots of N(s) and D(s) with respect to the variable x, depending on the relative signs of a,, bo, uO, vO, and x and the root locations of the polynomials P(pl, p2, s). The roots of each polynomial P(pl, pZ, s) can be interpreted in terms of the root loci of N(s) and D(s) as follows. Consider the denominator D(s). The root locus of the poles of T(s), which must satisfy the ,condition that D(s) = 0 for variable x, is defined by the relation s[vOV(s)/u,,U(s)] = -1. The corresponding root locus may, for example, have the form shown in Fig. 2 . From root-locus theory it is clear that the roots of U(s) are P, and P,, those of V(s) are p, and ij,. They define the The second expression in (3) is valid since u,U(s) = -zv,V(s) at a pole and a&(s) = -xb,B(s) at a zero.
The first expression in (3) corresponds to the familiar expression for transmission sensitivity as a function of the return difference F,(s) and the null return difference F:(s) [6] , namely, and zeros of T(s), we can also obtain the transmission sensitivity from (l), namely,
where the root sensitivity of a root pi is defined by Szi = (dq,)/(dx/x). This is the residue of S,T'"' at s = pi. Thus, the zero sensitivity of zi can be expressed in terms of the null return difference [since s = xi is also a zero of F:(s)], namely,
In precisely the same way, the pole sensitivity of pi can be expressed in terms of the return difference F,(s) and we obtain for the residues in (4) :
where p = -a, + jwC and w, = dw:-ai. Notice that the zero sensitivities depend only on the closed-and open-loop zeros, the pole sensitivities only on the closedand open-loop poles. Thus, the zero sensitivities are independent of the poles of T(s) and vice versa.
In general, the variation of T(s) on the imaginary axis in the vicinity of the pole p will be of interest, i.e., when s = jw,. In that case, all the terms in (4) except the one involving p may be neglected. This also includes the term S,K that may be disregarded anyway since changes in K involve only the gain level, which is of little consequence in a high-selectivity filter. With (4) and (8) we obtain:
For s = jwC:
where, assuming a high-& pole, & = (w,/2a,) N" (w,/2a,). Equation (11) gives the transmission sensitivity of a high-selectivity second-order network, i.e., a network with high-& poles. It differs from the expression given in [I] in that the expression obtained here is independent of the zeros of T(s), i.e., no one selection of pole-zero combination will decrease it more than any other. The expression in [l] , on the other hand, consists of a term of the form F(P)/(P -x~>(P -22); therefore, it is concluded that in order to minimize sensitivity, the pole-zero distance in the denominator of this term should be maximized. However, on closer scrutiny of the function'F(p), which ostensibly depends only on the pole p, one finds that it depends on the zeros x1 and zZ of T(s) as well, and that, in fact, the product (P -z,)(p -zz) cancels out, leaving behind the product (p -P,) (p -P,) as given by (11).
As pointed out earlier, P, and P, are the open-loop poles of T(s) corresponding to the roots of D(s) = 0 when z = 0. Referring to Fig. 2 , the product of the distances between p, PI, and Pz must therefore be minimized in order to minimize S,'. It is shown in the Appendix that this product grows smaller the closer the open-loop poles P, and Pz are to the closed-loop poles p and p* along the corresponding root locus. If P, and P, are the poles of a passive RC network, minimum sensitivity is obtained when P, and P, coincide at the coalescence point P in Fig. 2 . In the event that the parameter x represents the active element of the second-order network T(s), U(s) will be associated with the driving-point or transfer function of an RC network. Thus, minimum sensitivity with respect to variations in x can then be obtained only in the limit when U(s) has a double root. This corresponds to the decomposition for minimum sensitivity obtained by Horowitz [8] .
The sensitivity expression given by (11) is based on an approximation in which the sensitivity contributions of the zeros and of the conjugate complex pole have been neglected. These terms must be considered, however, if the specified second-order function consists of a pole and zero pair that are close to one another and close to the jw axis. In the vicinity of interest, i.e., for s = jw, where u << w,, the sensitivity term of the conjugate complex pole p* becomes
This expression is negligible compared to the main sensitivity contribution given by (II), even for medium & values. The zero sensitivity terms in (4) become
and
If .zl and z2 are conjugate complex, the corresponding zero sensitivity values S:l and s:* will be so as well. Furthermore, by reasoning in exactly the same way as for the pole sensitivity term (ll), the zero terms (13) and (14) will decrease the closer 2, and 2, are located to the closed-loop zeros z1 and xz along the corresponding root locus. It is clear from inspection of (13) and (14) that the contributions of the zero sensitivities S:' and S:' to S~(iOc) will be smaller, the farther away the zeros x1 and xZ are from the pole frequency w,. However, decreasing the individual zero sensitivity terms by selecting maximally distant pole-zero pairs represents only one way of minimizing the overall transmission function and not necessarily the most effective one at that. By inspection of (4), the transmission sensitivity has the form:
Consequently, depending on the polarities of the corresponding residues (i.e., root sensitivities), the resulting transmission sensitivity may actually be smaller, due to cancellation of individual pole and zero terms, than it would be by minimizing the zero terms alone. Whether one or another method of sensitivity minimization is preferable (or even possible) must be decided individually for worst case conditions and for any given network realization. In general, it may be that sensitivity minimization based on the separate minimization of the absolute values of the pole and zero terms can be more accurately and more generally guaranteed under worst case conditions than sensitivity minimization based on the cancellation of individual (possibly large) pole and zero terms. More will be said about this in the following section. IEEE TRANSACTIONS ON CIRCUIT THEORY, NOVEMBER 1970 ring to (1) and expressing the polynomials of (3) in terms of their roots, we find that in order to minimize the sensitivity of a given second-order transfer function Ni(s)/Di(s), we should attempt to decompose the two second-order polynomials N,(s) and Di(s) such that either one of the following two conditions is fulfilled:
III. POLE-ZERO PAIR SELECTION FOR MINIMUX~ SENSITIVITY nth-ORDERNETWORKS
For an nth-order network with m zeros we have [9]:
Let us now assume that the pole pair p, p* = -(TV =t jtic is the dominant pole pair in the nth-order transfer function T,,(s). The stability of the overall network, consisting of a cascade of n/2 second-order networks, will then be determined primarily by the stability of this pole pair, which in turn will determine the frequency behavior of the network in the vicinity of w,. Consequently, referring to (13) and (14), one way of minimizing the overall sensitivity function will be to select the pole-zero pairs for the individual second-order functions as far apart as possible.
In so doing, one will achieve a minimum contribution from the zero terms (i.e., Fz) in the overall sensitivity given by (16). Another method of minimizing the overall sensitivity function is to ensure partial or even total cancellation of the pole-zero pair terms in (16), i.e., to require that (F, -F,) -+ 0. This can be achieved by an appropriate method of polynomial decomposition of individual secondorder functions so that in (15), [fl + fz -f3 -f4] 4 0 for each second-order section. This, in turn, will lead to an appropriate method of synthesizing the second-order networks required to realize T,(s) in cascade. Some guidelines for the polynomial decomposition of second-order functions providing this cancellation will now be discussed.
Starting out with T,(s) given by the product of bilinear, second-order functions we have where for simplicity the individual coefficients o,j, boj, Uoj, and Voj are assumed equal to unity. The transmission sensitivity of any individual network function Ti(s) to its most variable parameter zj is then given by (3). Refer-A;(s) _ (S -z,i)(S -22;) Uj(S)
Conversely, for a given decomposition, i.e., when a prescribed network realization is given, the pole-zero pairs that form the second-order polynomials Nj(s) and Di(s) should be selected in such a way as to satisfy either (18) or (19). Thus, for example, if a circuit configuration is used to realize Tj(s), for which the decomposition with respect to the most variable element Xi results in Bj(s) being equal to Vi(s), then, in order to satisfy (19), pole-zero pairs should be selected as closely together as possible. If this is inconvenient, sensitivity can be minimized by selecting pole-zero pairs to satisfy (18). Clearly, there is no unique procedure for sensitivity minimization. To obtain optimum results for any particular application, one must investigate which of the various possibilities yields best results.
In general, neither (18) or (19) need be accurately or even approximately satisfied for all s; generally, it will suffice to approximate one condition over a specific frequency range of interest along the jw axis. In approximating (19) the question arises of how effectively the corresponding sensitivity function actually is reduced, since, in the process of satisfying (19), the required parameter Xi may actually increase and the total product in (3) remain constant, or even increase. This problem does not arise when approximating (IS), since the corresponding sensitivity expression is thereby satisfied directly. Thus, (18) provides the more general condition for pole-zero pair selection in order to minimize sensitivity.
The condition in (1s) can be interpreted in terms of the graphical representation shown in Fig. 3(a) , where Zlj, Zzj, Plj, and P,i have been assumed to be negative real and s = j,ci for the reason given earlier. A similar representation can be obtained for (19), as is shown in Fig. 3(b) . In both, the subscript j has been omitted for clarity.
Since (18) or (19) should ideally be satisfied for all s, a given frequency range. In the latter case, the error 6) and in particular along the jw axis, either condition should also apply at the frequency origin. Thus referring to (l) , (18) 
either one of which should be approximated as well as possible for minimum sensitivity. Since we have ignored the constants a,, bo, uo, vo, and K, these, as well as the preceding conditions, will generally be accurate only to within a constant. This constant can be derived very simply for any given case. The conditions in (20) and (21) give direct guidelines for pole-zero pair selection for a given method of network synthesis or polynomial decomposition and vice versa. Since both expressions apply accurately only for s = 0, they can be considered no more than guidelines however, particularly when sensitivity is to be minimized only over or (22) (23) must be minimized according to some criterion of goodness (e.g., mean-square, Chebyshev, etc.) over the specified frequency interval.
It will be clear to the reader from the preceding discussion that it is impossible to state a general rule for pole-zero selection in order to minimize the sensitivity of cascaded nth-order networks without considering how the individual second-order sections are to be realized. Although some conditions for the minimization of transmission sensitivity have been given above, which of these is best for any given application must be investigated on an individual basis.
IV. TRANSMISSION SENSITIVITY OF Two NETWORK CLASSES
In contrast to the nonunique nature of the general pole-zero pairing problem for sensitivity minimization, there does exist a class of networks referred to in the following as Class 1 networks (in contrast to all other networks that will be designated Class 2) for which a pole-zero pairing rule may be stated explicitly and, asit turns out, simply. This network class will be discussed in the following.
Class 1: Referring to the bilinear network function given by (a), we define this as follows. A Class 1 network is a network for which a,A(s) or b,B(s) equals zero in the bilinear form of the transmission function T(s) with respect to the most variable element 2.
By inspection of (3), it then follows that the transmission sensitivity Sz(*) of a Class 1 network depends only on the denominator D(s) of T(s), i.e., on its poles; in fact, the poles of X,T'"' are the poles of the corresponding transmittance T(s). The following is therefore true.
The transmission sensitivity of Class 1 networks is independent of the transmission zeros. Therefore, pole-zero pairing has no influence on the overall sensitivity and need not be considered for sensitivity minimization.
For a cascade of n/2 second-order Class 1 networks, we have and for a single second-order network in the vicinity of the pole frequency wc:
For a high &, this expression equals that given by (11).
It is useful at this point to relate the conditions defining a Class 1 network to the branches of the basic flow graph Fig. 2 . Experimental results of%%? and equivalent CRC low-pass filters (P = 2) filters are shown in Fig. 1 and their typical experimental results are shown in Fig. 2 . These results indicate good agreement with the theoretical predictions within instrument measuring errors and the imperfections in filter fabrication. Some minor deviations in the shape of frequency response curves of the CRC filters and the ERC filters are believed to be caused by the different Y-dimensional effect of current in the filter. Since the basic RC transmission line equation (3) is a one-dimensional --equation, it is only an exact expression for the URC filter, but not a precise expression for a tapered filter where the current paths do not run parallel to the X axis in all areas of the filter.
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Nonlinear Analysis of Parametric Amplifiers
The parametric amplifier usually has been analyzed by replacing the nonlinear element by a time-varying linear element and analyzing the resulting network [l] - [3] . This correspondence begins with a nonlinear model for the device, which may be approximately described by a set of nonlinear algebraic equations. From these equations, gain and bandwidth are calculated, saturation effects predicted, and a small-signal gain formula derived. The exact equations for the model are then solved with a digital computer. The exact solutions are compared to the preceding approximate solutions and to the results of other approximate analyses.
ANALYTICAL RESULTS
The parametric amplifier model to be analyzed is shown in Fig. 1 proposed by Deliyannis [12] and the state-variable approach [13] .
V. SUMMARY
Transmissionand pole-sensitivity expressions for second-order networks have been presented. It has been shown that networks can be divided into two categories with respect to their transmission sensitivity. The sensitivity of the first (Class 1) is independent of the network zeros. The sensitivity of the second (Class 2) depends upon the network zeros. Examples for the two network classes are given. The methods of sensitivity minimization applicable to the two network classes are summarized in Table I .
One way of minimizing the effect of the zeros in Class 2 networks is to select them as far away from the poles as possible. This may very well conflict with the pole-zero combinations required to minimize signal attenuation and distortion as described in [2] and [3] . Other methods of sensitivity minimization are possible, however, that are only applicable on an individual basis. They depend on the method of network synthesis or the decomposition used to realize a specified transfer function. Consequently, it is more difficult, using these other methods, to obtain general guidelines for pole-zero pair selection required to minimize sensitivity.
APPENDIX OPTIMUM OPEN-LOOP POLE LOCATIONS FOR MINIMUM TRANSMISSION SENSITIVITY
It is shown here that P, and Pz should be moved as far along the root locus with respect to Z, as possible in order to minimize (12).
From Fig. 7 , we can write:
(P -PI> = (PI -w + (P -p:>.
A corresponding expression holds for (p -Pz). From (2) we have
where for simplicity, but with no loss of generality, u0 and v0 are assumed equal to unity. Thus, with (28) 
and comparing (30) than with PI and Pz. If we now consider the corresponding pole sensitivity given by:
D(s) (32) 8-D P -P* it therefore follows that SC, < S:> and, with (ll) , that ST(s) < sy * If P, and P, are the poles of a passive RC niiwork and consequently restricted to the negative real axis, then minimum sensitivity is obtained when PI and P, coincide as a double pole, as they would at the coalescence point P in Fig. 7 .
x = (;a -pJ(P -Pd.
(p -.P,)(p -P*)
Thus, whereas z will be all the smaller the closer the open-loop poles PI and P, are to the closed-loop poles p, p* along the corresponding root locus, x will be all the larger the closer the open-loop zeros p1 and ii, are to p and p*. By contrast, the pole sensitivity S: depends only on the distances (p -P,) and (p -P2 Abstract-Using a two-port active RC network containing one ideal differential input and output operational amplifier, realization procedures are developed for simultaneous realization of any pair of the four short-circuit admittance parameters. The only stipulation on the parameters is that they must be real rational functions in the complex frequency variable. Experimental verification of one of the procedures is presented.
The procedures are generalized to the N-port case in order to show that one amplifier and an RC network are suflicient for the simultaneous realization of any N admittance parameters provided one parameter is prescribed from each column (row) of the admittance matrix of the active N-port network, but proof appears in (IO). devices are its low cost, which is due to developments in integrated-circuit technology, and the accuracy with which it approximates its relatively simple mathematical model. Cox and Su [2] are concerned with the development of RC-operational amplifier synthesis procedures for N X N short-circuit admittance matrices. The case of most concern is, of course, N = 2, which is the realization of a two-port network. Often the realization of the complete 2 X 2 matrix is not required, and we are concerned with the simultaneous realization of a pair of short-circuit admittance parameters.
The problem of simulation of transfer functions using an operational amplifier as the active element has received considerable attention. The same approach to the problem-a network is assumed a priori and formulas are developed for the network element values to simulate various transfer functions-is used by [3] - [7] . These schemes offer several disadvantages, the most serious of which is the fact that they are all of the trial-and-error type and not of systematic synthesis. Pande and Shukla
