We consider the solution to a stochastic heat equation. This solution is a random function of time and space. For a fixed point in space, the resulting random function of time, F (t), has a nontrivial quartic variation. This process, therefore, has infinite quadratic variation and is not a semimartingale. It follows that the classical Itô calculus does not apply. Motivated by heuristic ideas about a possible new calculus for this process, we are led to study modifications of the quadratic variation. Namely, we modify each term in the sum of the squares of the increments so that it has mean zero. We then show that these sums, as functions of t, converge weakly to Brownian motion.
1. Introduction. Consider the solution to the stochastic heat equation
with boundary conditions u(0, x) = 0, whereẆ (t, x) is a two-dimensional white noise. We can write the solution as u(t, x) = R t 0 p(t − r, x − y) dW (r, y),
where p(t, x) = (2πt) −1/2 e −x 2 /2t is the heat kernel. For fixed x ∈ R, it will be shown that F (t) = u(t, x) has a nontrivial quartic variation. In particular, F is not a semimartingale. We therefore cannot define a classical stochastic integral using F as our integrator.
The results in this article are motivated by the following heuristic construction of a stochastic integral with respect to a quartic variation process. This construction is the idea of Chris Burdzy and was communicated to me during my time as a graduate student.
Let F be a continuous, centered, finite quartic variation process, and let g be a smooth function. Write
where
In particular, if M = sup |g (5) (t)|, where the supremum is taken over all t between x and x + h, then
Taking two different values of h yields
Now fix n, let ∆t = n −1 and t j = j∆t. Fix t ≥ 0 and let N = ⌊nt/2⌋. Then g(F (t)) = g(F (0)) + N j=1 {g(F (t 2j )) − g(F (t 2j−2 ))} + g(F (t)) − g(F (t 2N )).
(1.3)
Define ∆F j = F (t j ) − F (t j−1 ) and substitute x = F (t 2j−1 ), h 1 = ∆F 2j , and h 2 = −∆F 2j−1 into (1.2), so that (1.3) becomes g(F (t)) = g(F (0)) + ε 4 = g(F (t)) − g(F (t 2N )).
By continuity, ε 4 → 0. If F has finite quartic variation V (4) (t), then under suitable assumptions on g, ε 3 → 0 by (1.1). Moreover, under the right conditions on F , we might expect both terms in ε 2 to converge to g ′ (F (t 2j−1 ))(F (t 2j ) − F (t 2j−2 )), then we must investigate the convergence of the second summation on the right-hand side of (1.4). Let us simplify things for the moment and assume that g ′′ = 1. In this case, we must consider the sum , has an approximate mean of zero and an approximate variance of ∆t. If these terms were also independent, then we would expect (1.6), as a function of t, to converge weakly as ∆t → 0 to a Brownian motion, suggesting that the integral defined by (1.5) obeys an Itô-type rule of the form g(F (t)) = g(F (0)) + where B is the limit of (1.6). For the process F (t) = u(t, x), the terms in (1.6) are certainly not independent. In fact, F exhibits a form of long-range dependence, in the sense that the correlation between increments decays only polynomially. To prove that (1.6) converges to Brownian motion, we first attempted to simplify the problem by instead considering the sum
whose limit we called the "signed quadratic variation" of F . In [19] , it was shown that (1.7) converges to Brownian motion. Using the same techniques, we show here a general result that includes the convergence of both (1.6) and (1.7) as corollaries.
It should be remarked that the original quartic variation process that motivated the above heuristic integral construction was iterated Brownian motion. In general, iterated diffusions are related to a certain class of fourthorder parabolic differential equations. (See [1] , [3] , [6] , and [12] .) Unlike iterated Brownian motion, however, the process we are considering is a Gaussian process with a stochastic integral representation. We make heavy use of both of these properties in the proofs. Another quartic variation process with these two properties is fractional Brownian motion with Hurst parameter H = 1/4. It therefore seems reasonable that the methods and results in this paper would extend to fractional Brownian motion as well. For a survey of different approaches to stochastic integration against fractional Brownian motion, see [8] .
2. The Quartic Variation of F . Define the Hilbert space H = L 2 (R 2 ) and construct a centered Gaussian process, I(h), indexed by h ∈ H, such that E[I(g)I(h)] = gh. Recall that p(t, x) = (2πt) −1/2 e −x 2 /2t . and for a fixed pair (t, x), let h tx (r, y) = 1 [0,t] 
Since F is a centered Gaussian process, its law is determined by its covariance function, which is given in the following lemma. We also derive some needed estimates on the increments of F .
For fixed ∆t > 0, define t j = j∆t, and let ∆F j = F (t j )−F (t j−1 ). If i, j ∈ N with i < j, then
Proof. For (2.2), we may assume s ≤ t. By (2.1),
which verifies the formula. For (2.3), let 0 ≤ s < t. Then (2.2) implies (2.5)
Thus,
which gives
Hence,
which proves (2.3). Finally, for (2.4), fix i < j. Observe that for any k ≥ i,
The strict concavity of x → √ x implies that γ k > 0 for all k ∈ N. Also, if
we write
Since |f ′ (x)| ≤ x −3/2 /4, we can easily verify that for all k ∈ N,
Since
and this proves (2.4).
2 By (2.2), the law of F (t) = u(t, x) does not depend on x. We will therefore assume that x = 0. Note that (2.6) implies
for all j ≥ 1. In particular, since F is Gaussian, we have E|F (t) − F (s)| 4n ≤ C n |t − s| n for all n. By the Kolmogorov-Čentsov Theorem (see, for example, Theorem 2.2.8 in [14] ), F has a modification which is locally Hölder continuous with exponent γ for all γ ∈ (0, 1/4). We will henceforth assume that we are working with such a modification. Also note that (2.7) and (2.8) together imply
for all 1 ≤ i < j. In other words, the increments of F are negatively correlated and we have a polynomial bound on the rate of decay of this correlation. For future reference, let us combine these results into the following single inequality: for all i, j ∈ N,
where we have adopted the notation x ∼r = (x ∨ 1) r . In fact, with a little more work, we have the following general result.
Proof. Fix 0 ≤ s < t. For any r > t, define
.
we have
Proof. Since V Π is monotone, it will suffice to show that V Π (t) → 6t/π in L 2 for each fixed t. In what follows, C is a finite, positive constant that may change value from line to line. Let N = max{j : t j < t}. For each j, let
, and ∆t j = t j − t j−1 . Note that
, which tends to zero as |Π| → 0 since
To complete the proof, we will need the following fact about Gaussian random variables. Let X 1 , X 2 be mean zero, jointly normal random variables with variances σ 2
Applying this in our context, let
and write
Then by (2.13), we have
j , so it will suffice to show that
which tends to zero as |Π| → 0 since
3. Main Result. Let us now specialize to the uniform partition. That is, for fixed n ∈ N, let ∆t = n −1 , t j = j∆t, and ∆F j = F (t j ) − F (t j−1 ). We wish to consider sums of the form ⌊nt⌋ j=1 g j (∆F j ), where {g j } is a sequence of random functions. We will write these functions in the form
Assumption 3.1. Let {h j (x) : x ∈ R} be a sequence of independent stochastic processes which are almost surely continuously differentiable. Assume there exists a constant L such that Eh j (0) 2 ≤ L and Eh ′ j (0) 2 ≤ L for all j. Also assume that for each j,
whenever X and Y which are independent of {h j } and are jointly normal with mean zero, variance one, and covariance ρ = EXY .
Remark 3.2. We may assume that each L j is σ(h j )-measurable. In particular, {L j } is a sequence of independent random variables. Also, since Eh ′ j (0) 2 ≤ L, we may assume that
for all j. Similarly, since Eh j (0) 2 ≤ L, we may assume that
for all j.
Lemma 3.3. Let {h j } satisfy Assumption 3.1. Let X 1 , . . . , X 4 be mean zero, jointly normal random variables, independent of the sequence {h j }, such that EX 2 j = 1 and ρ ij = EX i X j . Then there exists a finite constant C, that depends only on L, such that
Furthermore, there exists ε > 0 such that
Proof. In the proofs in this section, C will denote a finite, positive constant that depends only on L, which may change value from line to line. Let us first record some observations. By (3.4), with probability one,
Also,
so by (3.1),
for all x, y ∈ R. Also, by (3.4) and (3.5), if we define a stochastic process on
for all x, y ∈ R n . Now let
which impliesȲ 2 and Y 1 are independent, and define stochastic processes on R 2 by
Also defineX = (X 2 , X 3 , X 4 ) T and c = (ρ 12 , ρ 13 , ρ 14 ) T . Note that X 1 and X − cX 1 are independent. Define a process on R 3 by
If M is sufficiently small, then Σ is invertible, we may define a = Σ −1 c, and we have |a| ≤ CM and |a T c| ≤ CM 2 < 3/4. Note that
so that U andX are independent. Hence,
so that U is normal with mean zero and variance one. For the proof of (3.6), we have
(3.14)
and (3.15)
By (3.11),
, we see that the components of AY 1 are jointly normal with mean zero and a variance which is bounded by a constant independent of {ρ ij }. Hence, Hölder's inequality gives
By (3.12),
Hence, by (3.15),
Note that (3.5) implies E|F 12 (Y 1 )| 2 ≤ C. Therefore, using (3.14), (3.15), (3.16) , and Hölder's inequality, we have
By (3.3), this completes the proof of (3.6). For (3.7), we have
By Hölder's inequality and (3.5),
and proves (3.7). Finally, for (3.8), we begin with an auxiliary result. Note that
If M is sufficiently small, then |ρ 12 | ≤ C < 1. Hence, by (3.16), (3.17) , and (3.3),
It now follows by symmetry that
Returning to the proof of (3.8), since (3.2) implies Eh 1 (U ) = 0 and U andX are independent, we have
By (3.10),
By (3.13), |1 − σ| ≤ Ca T c ≤ C|a|M , so that
Hence, using Hölder's inequality and (3.5), we have
(3.20)
To estimate the second term, note that
Therefore, by (3.4), (3.5), (3.13), and (3.19),
Combining this with (3.20) and recalling that |a| ≤ CM completes the proof of (3.8). 2
Corollary 3.4. Let {h j } be independent of F and satisfy Assumption 3.1. For k ∈ N 4 with k 1 ≤ · · · ≤ k 4 , define
where σ 2 j = E∆F 2 j . Let x ∼r = (x ∨ 1) r . Then there exists a finite constant C such that
Moreover,
By (2.9) and (2.10), we have
This, together with (3.7) and symmetry, yields (3.22). For (3.23), first note that Hölder's inequality and (3.5) give the trivial bound |E∆ k | ≤ C∆t 2 . Hence, we may assume that at least one of k 4 −k 3 and k 2 − k 1 is large. Specifically, by symmetry, we may assume that k 2 − k 1 ≥ 4. In this case, |ρ 12 | ≤ √ π/4 < 1. Hence, (3.6) gives
and (3.23) is immediate.
As above, we may assume in proving (3.24) that m is large. Therefore, we can assume that M = max{|ρ ij | : i = j} < ε. Hence, (3.8) implies
which proves (3.24). 2
Proposition 3.5. With notation as in Corollary 3.4, let
If {h j } is independent of F and satisfies Assumption 3.1, then there exists a constant C such that
for all 0 ≤ s < t and all n ∈ N. The sequence {B n } is therefore relatively compact in the Skorohod space D R [0, ∞).
Proof. To prove (3.26), observe that
For k ∈ S, define h i = k i+1 − k i and let
where "med" denotes the median function. For i ∈ {1, 2, 3}, let S i = {k ∈ S : h i = M }. Define N = ⌊nt⌋ − (⌊ns⌋ + 1) and for j ∈ {0, 1, . . . , N }, let
Recalling (3.21), we now have
Observe that (3.28)
Begin by considering the first summation. Suppose 0 ≤ ℓ ≤ ⌊ √ j⌋ and write
Fix ν and let k ∈ V ν i be arbitrary.
Hence, by (3.23),
Now choose i ′ = i such that h i ′ = ℓ. With i ′ given, k is determined by k i . Since there are two possibilities for i ′ and N + 1 possibilities for k i , |V ν i | ≤ 2(N + 1). Therefore,
For the second summation, suppose ⌊ √ j⌋ + 1 ≤ ℓ ≤ j. (In particular, j ≥ 1.)
In this case, if k ∈ T ℓ i , then ℓ = m = min{k i+1 − k i : 1 ≤ i < 4}, so that by (3.24),
We have thus shown that k∈S
Using (3.27)-(3.29), we have
which is (3.26).
To show that a sequence of cadlag processes {X n } is relatively compact, it suffices to show that for each T > 1, there exist constants β > 0, C > 0, and θ > 1 such that
(See, for example, Theorem 3.8.8 in [11] .) Taking β = 2 and using (3.26) together with Hölder's inequality gives
If nh < 1/2, then the right hand side of this inequality is zero. Assume
The other factor is similarly bounded, so that M B (n, t, h) ≤ Ch 2 . 2 Let us now introduce the filtration
where m denotes Lebesgue measure on R 2 . Recall that
so that F is adapted to {F t }. Also, given constants 0 ≤ τ ≤ s ≤ t, we have
and
As in the proof of Lemma 2.1,
Therefore, using (2.5), we can verify that
Combined with (2.3), this gives
In particular,
whenever τ ≤ t j−1 .
Lemma 3.6. Let B n be given by (3.25) and assume {h j } is independent of F ∞ and satisfies Assumption 3.1. Fix 0 ≤ s < t and a constant κ. If
as n → ∞, where χ is a standard normal random variable.
Proof. We will prove the lemma by showing that every subsequence has a subsequence converging in law to the given random variable. Let {n j } be any sequence. For each n ∈ N, choose m = m n ∈ {n j } such that m n > m n−1 and m n ≥ n 4 (t − s) −1 . Now fix n ∈ N and let µ = m(t − s)/n. For 0 ≤ k < n, define u k = ⌊ms⌋ + ⌊kµ⌋, and let u n = ⌊mt⌋, so that
Note that ∆F j,k is F u k ∆t -measurable and independent of F u k−1 ∆t . We also make the following observation about ∆F j,k . If we define
where τ k = u k−1 ∆t, then by (3.31),
Hence, G k and F τ k are independent, and G k and F have the same law. Since
it follows that {∆F j,k } has the same law as
so that Z n,k , 1 ≤ k ≤ n, are independent and
Since ∆F j,k and ∆F j − ∆F j,k = E[∆F j |F u k−1 ∆t ] are independent, we have
which implies thatσ 2 j,k ≤ σ 2 j ≤ C∆t 1/2 . In general, if 0 < a ≤ b and x, y ∈ R, then by (3.5) and (3.9),
Note that |b −1 y − a −1 x| ≤ |b −1 − a −1 ||y| + |a −1 ||y − x|, and
Hence, if δ = b 2 − a 2 , then
Using (2.9), Hölder's inequality, and (3.35), this gives
By (3.33),
Therefore,
But since m = m n was chosen so that m ≥ n 4 (t − s) −1 , we have E|ε m | ≤ Cn −1/4 |t − s| 1/2 and ε m → 0 in L 1 and in probability. Therefore, by (3.34), we need only show that n k=1 Z n,k ⇒ κ|t − s| 1/2 χ in order to complete the proof. For this, we will use the Lindeberg-Feller Theorem (see, for example Theorem 2.4.5 in [10] ), which states the following: for each n, let Z n,k , 1 ≤ k ≤ n, be independent random variables with EZ n,k = 0. Suppose
To verify these conditions, recall that {∆F j,k } and {∆F j−u k−1 } have the same law, so that
Hence, by Proposition 3.5,
Jensen's inequality now gives n k=1 E|Z n,k | 2 ≤ Cnµ∆t = C(t − s), so that by passing to a subsequence, we may assume that (a) holds for some σ ≥ 0.
For (b), let ε > 0 be arbitrary. Then
which tends to zero as n → ∞. It therefore follows that n k=1 Z n,k ⇒ σχ as n → ∞ and it remains only to show that σ = κ|t − s| 1/2 . For this, observe that the Continuous Mapping Theorem implies that |B m (t) − B m (s)| 2 ⇒ σ 2 χ 2 . By the Skorohod Representation Theorem, we may assume that the convergence is a.s. By Proposition 3.5, the family |B m (t) − B m (s)| 2 is uniformly integrable. Hence,
, so σ = κ|t − s| 1/2 and the proof is complete.
2 Lemma 3.7. Let B n be given by (3.25) and assume {h j } is independent of F ∞ and satisfies Assumption 3.1, so that by Proposition 3.5, the sequence {B n } is relatively compact. If X is any weak limit point of this sequence, then X has independent increments.
Proof. Suppose that B n(j) ⇒ X. Fix 0 < t 1 < t 2 < · · · < t d < s < t. It will be shown that X(t) − X(s) and (X(t 1 ), . . . , X(t d )) are independent. With notation as in Lemma 3.6, let
and define
As in the proof of Lemma 3.6, Y n → 0 in probability. It therefore follows that
Note that F (⌊ns⌋+1)∆t and Z n are independent. Hence, (B n (t 1 ), . . . , B n (t d )) and Z n are independent, which implies X(t) − X(s) and (X(t 1 ), . . . , X(t d )) are independent. 2 Theorem 3.8. Let
and assume {h j } is independent of F ∞ and satisfies Assumption 3.1. If there exists a constant κ such that
for all 0 ≤ s < t, then B n ⇒ κB, where B is a standard Brownian motion.
Proof. Let {n(j)} ∞ j=1 be any sequence of natural numbers. By Proposition 3.5, the sequence {B n(j) } is relatively compact. Therefore, there exists a subsequence m(k) = n(j k ) and a cadlag process X such that B m(k) ⇒ X. By Lemma 3.7, the process X has independent increments. By Lemma 3.6, the increment X(t) − X(s) is normally distributed with mean zero and variance κ 2 |t − s|. Also, X(0) = 0 since B n (0) = 0 for all n. Hence, X is equal in law to κB, where B is a standard Brownian motion. Since every subsequence of {B n } has a further subsequence which converges weakly to κB, it follows that B n ⇒ κB. 2 4. Examples.
Independent mean zero sign changes.
Proposition 4.1. Let {ξ j } be a sequence of independent mean zero random variables with Eξ 2 j = 1. Suppose that the sequence {ξ j } is independent of F ∞ . Let
Then B n ⇒ 6π −1 B, where B is a standard Brownian motion.
Proof. Let h j (x) = ξ j x 2 . Then {h j } satisfies Assumption 3.1 with L j = 2|ξ j | and L = 4, and B n has the form (3.36). Moreover,
The result now follows from Theorem 3.8. 4.2. The signed variations of F . In this subsection, we adopt the notation x r± = |x| r sgn(r). We begin by showing that the "signed cubic variation" of F is zero.
j , then Z n (t) → 0 uniformly on compacts in probability.
Proof. Note that x n → 0 in D R [0, ∞) if and only if x n → 0 uniformly on compacts. Hence, we must show that Z n → 0 in probability in D R [0, ∞), for which it will suffice to show that Z n ⇒ 0.
Note that
To estimate this sum, we use the following fact about Gaussian random variables. Let X 1 , X 2 be mean zero, jointly normal random variables with variances σ 2
Using (2.10), this gives
Hence, Z n (t) → 0 in probability for each fixed t. Moreover, taking β = 1 in (3.30), this shows that M Z (n, t, h) = 0 when nh < 1/2, and M Z (n, t, h) ≤ Ch √ ∆t ≤ Ch 3/2 when nh ≥ 1/2. Therefore, {Z n } is relatively compact and Z n ⇒ 0. 2 Lemma 4.3. Let X 1 , X 2 be mean zero, jointly normal random variables with EX 2 j = 1 and
where sin
Proof. Define U = X 1 and V = (1 − ρ 2 ) −1/2 (X 2 − ρX 1 ), so that U and V are independent standard normals. Then X 1 = U and X 2 = ηV + ρU , where η = 1 − ρ 2 , and
If a = tan −1 (−ρ/η), then we can write
By symmetry, we can assume that ρ ≤ 0, so that a ≥ 0. Then
Using a = sin −1 (−ρ) and the formulas cos 4 θ(1 − tan 2 θ) dθ = (θ + sin θ cos θ + 2 sin θ cos 3 θ)/4 cos 4 θ dθ = (3θ + 3 sin θ cos θ + 2 sin θ cos 3 θ)/8,
Since K ′′ is increasing,
But for y ∈ [0, π/2], we have sin y ≥ 2y/π. Letting y = πx/2 gives sin −1 (x) ≤ πx/2 for x ∈ [0, 1]. We therefore have K ′′ (|x|) ≤ 4|x|, so that |K(x)−8x/π| ≤ 2|x| 3 .
2 Proposition 4.4. Let K be defined as in Lemma 4.3, and γ i as in Lemma 2.1. If
Since h is continuously differentiable and h ′ (x) = 2|x| is Lipschitz, {h j } satisfies (3.1). Moreover, if X and Y are jointly normal with mean zero, variance one, and covariance ρ = EXY , then Eh(X) = 0 and |Eh(X)h(Y )| ≤ 5|ρ| by Lemma 4.3. Hence, {h j } satisfies Assumption 3.1. By Proposition 3.5,
for all 0 ≤ s < t and all n ∈ N. By Theorem 3.8, the proof will be complete once we establish that κ is well-defined, strictly positive, and
for all 0 ≤ s < t. By (2.8), γ i /2 ∈ (0, 1] for all i. Thus, by Lemma 4.3,
which gives 6π −1 − 4π −1 ∞ i=0 K(γ i /2) > 0, so that κ is well-defined and strictly positive. Now fix 0 ≤ s < t. First assume that s > 0. Then
Observe that
and 3) where N = ⌊nt⌋ − ⌊ns⌋ − 1. Thus, As in (4.3) and (4.4),
Together with (2.12), this shows that R n → 0. Hence,
and the proof is complete. The result now follows from Proposition 4.5. Then the sequence {(F, B n , I n )} is relatively compact and any weak limit point, (F ,B,Ī), satisfiesĪ
= F andB is a standard Brownian motion.
Proof. Note that
so that by Proposition 4.7, B n ⇒ B. Also note that by (1.4), F (t) 2 = 2I n (t) + κB n (t) + ε n (t), where ε n (t) = F (t) 2 − F (t 2N ) 2 and N = ⌊nt/2⌋. Since ε n (t) → 0 uniformly on compacts, it follows that {(F, B n , I n )} is relatively compact and any weak limit point, (F ,B,Ī), satisfiesF 2 = 2Ī + κB, whereF d = F andB is a standard Brownian motion.
2
It is conjectured that in Corollary 4.8, if (F ,B,Ī) is a limit point, thenF andB are independent. In particular, the limit point is unique. Exploring this conjecture, as well as generalizing Corollary 4.8 to functions of F other than F 2 , will be the subject of future work.
