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ABSTRACT

Due to globalization and the increased availability of
online collaboration tools, individuals are now likely to
work together in settings where computers are their
primary mode of communication. However, because
communication characteristics are different in these
settings, problems can arise, such as deception. Deceptive
individuals may be difficult to detect over computerbased channels because many audio and visual cues to
deception are filtered and communication tendencies are
different. This paper presents two experiments where
groups performed a collaborative task in a text-based,
computer-mediated setting with and without confederate
deceivers. The results show that deceivers were very
successful in this setting, that groups performing a low
complexity task were better at detecting deception than
were groups performing a high complexity task, and that
groups with members that had experience with each other
had higher task performance but did not have higher
deception detection accuracy than did inexperienced
groups.
Keywords

Deception, Task Complexity, Channel Expansion, Media
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INTRODUCTION

Increasingly, collaborative groups use computer-based
communication, which is often text-based, in dispersed
work environments. However, most organizations have
allowed increased use of this type of communication
without fully understanding its weaknesses. Computerbased communication is a significant influence on
collaborative groups, because individuals’ communication
processes are affected by media characteristics such as the
capacity for rehearsability, reprocessability, parallel
communication, cues, language variety, and transmission
speed, which are different in most types of computermediated
communication
than
in
face-to-face
communication (Dennis et al., 2008). Media that are low
in these characteristics are considered to be low in
synchronicity, and they can be ineffective in group
settings where gaining a common understanding is
important, such as decision-making settings (Dennis et al.
2008). Further, individuals in these settings may be more
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at risk of influences such as deception due to these
tendencies.
Deception is commonly defined as a message purposely
transmitted to foster a false belief or conclusion in a
receiver (Buller & Burgoon, 1996). While the cost of
deception for organizations is difficult to quantify because
it often goes undetected, there is no doubt that many
occurrences of deception are important to businesses. The
cost of just one activity related to deception, fraud, was
estimated at $660 Billion a year in the U.S several years
ago. (Bishop, 2004). The prevalence of another type of
deception, falsified resumes, is evident from the estimate
that 25% to 67% of applicants falsify their resumes and
attempt to back up those falsifications in job interviews
(Prater, 2002). In work groups, deception often comes
from individuals having differing values from their work
groups, conflicting instructions from superiors, and
unreasonable expectations. These influences lead to role
conflicts (Putnam & Stohl, 1996), which individuals often
alleviate with the use of deception (Grover, 1993).
Unfortunately, most deception research has focused on
non-interactive and non-group situations (Buller &
Burgoon, 1996), and it is not very applicable to many
business settings since the tasks studied did not represent
the interactive, computer-mediated group settings where
individuals now often work. In order to understand how to
minimize the impact of deception in these settings,
researchers must first understand individuals’ basic
deception detection tendencies. Our question is: Does
group members’ experience with each other and task
complexity affect their deception detection accuracy and
task performance in a low-synchronicity computermediated setting?
LITERATURE
Interpersonal deception theory (Buller & Burgoon, 1996)
presents an integrated view of how the interactive
deception and deception detection process works. It first
recognizes that deceptive individuals are often unable to
maintain normal behavior and leak cues that reveal their
deceptive intentions (Ekman, 1992). This generally
happens when deceptive individuals either fear that their
deception will be detected or when they divert cognitive
energy away from their effort to behave normally (Miller
& Stiff, 1993). Once deceivers leak cues to deception,
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receivers may become suspicious. If receivers recognize a
deceiver’s abnormal behavior, they might listen more
attentively, ask for clarification on certain issues, or
evaluate the truthfulness of information that was
transmitted more carefully. This process is iterative
throughout a communication event. A key tendency in
this process is the truth bias (McCornack & Parks, 1986).
The truth bias is a general attitude that individuals are
being truthful. Communicators often do not question
information by default since they don’t expect deception.
Once individuals realize that deception is possible, they
are often not as naïve as they are by default.
Computer-Mediated Communication
Another important influence on the deception and
deception detection process is the communication
channel. Media Synchronicity Theory (Dennis et al.,
2008) recognizes several characteristics of media that
affect their ability to support group processes:
transmission velocity, the potential speed of interaction
supported by media and their ability to allow feedback;
symbol sets, the capability of media to send differing
information symbols, cues, and language elements;
parallelism, the number of information channels (e.g.,
audio, text) media can simultaneously sustain;
tailorability, the ability to tailor or customize a message to
its recipients; reprocessability, the ability of media to
store and retrieve messages for later access and
examination; and rehearsability, the capability of media to
allow participants to review and edit their messages prior
to and during a communication interaction.
The two fundamental group processes that media support
are conveyance and convergence (Dennis et al., 2008).
Conveyance is the sharing and transmission of
information, and convergence is the process of processing
information and building shared understanding. Media
with low synchronicity, such as a wiki, are better at
supporting conveyance activities, or information sharing
processes, because the point of these processes is to
simply transmit and share information, and these types of
media allow for more time to interpret information and
develop responses, with fewer distractions. Media with
high synchronicity, such as face-to-face, are better for
convergence activities, because in these processes there is
need for fast, interactive, and rich communication in order
for individuals to interpret information and come to a
common understanding based on that information.
Unfortunately, many cues to deception are not transmitted
through modern communication media that are low in
synchronicity. Because of the limited number of cues
available
in
text-based
computer-mediated
communication, such as e-mail or instant messaging,
deception detection may be much more difficult to detect
in these settings. Social presence theory also highlights
the importance of media synchronicity to deception
detection (Short, Williams, & Christie, 1976). According
to social presence theory, cues, and the perceived distance
between communicators, can lead to a feeling of realness,
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or social richness, which can then affect communicators’
behavior. Social presence is important to deception
detection because a lack of perceived realness causes
communicators to not focus on communication cues as
much as in a “real” situation (Burgoon, Buller, Dillman,
& Walther, 1995).
Also important to individuals’ communication tendencies
over different media is time. Over time, communicators
gain experience that changes their communication style
over different communication channels. According to
channel expansion theory (Carlson & Zmud, 1999),
experiences with a communication channel, a messaging
topic, an organizational context, and communicative coparticipants lead to the development of knowledge bases
that can be used to communicate richer messages on a
communication channel. For example, communicators
who have experience with each other can encode
messages into a format that is specific to an individual,
allowing richer and more efficient communication
through a channel. Many researchers predict that
communication partner experience, communication
partner familiarity, and baseline knowledge of a
communication partner lead to overall better deception
detection accuracy (Anderson, Ansfield, & DePaulo,
1997; Brandt, Miller, & Hocking, 1980; Feeley, DeTurck,
& Young, 1995).
Task Complexity
One of the most visible influences on group processes,
including deception and detection, is the complexity of
one’s task (Goldman-Eisler, 1968). Individuals facing a
high-complexity task need to participate more actively in
their task and handle more task processes, and they will
likely be presented with more information than
individuals performing a low-complexity task (Wood,
1986). Because of these tendencies, a complex task often
results in an information overload, which happens when
individuals are confronted with more information than
they can handle. An information overload causes
individuals to subconsciously process information that is
clear and easily accessible before processing ambiguous
and partially hidden information (Lewis, Goodman, &
Fandt, 2004), and this will likely reduce their deception
detection accuracy.
HYPOTHESES

Hypothesis 1: Groups facing a high-complexity task will
be less accurate at detecting deception than groups facing
a low-complexity task.
Hypothesis 2: Groups with a low-complexity task will
have their performance more affected by deceivers than
will groups with a high-complexity task.
Hypothesis 3: Computer-mediated groups with members
that have experience with each other will be more
accurate at detecting deception than groups with
members that do not have experience with each other.
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Hypothesis 4: Computer-mediated groups with members
that have experience with each other will have higher task
performance than groups with members that do not have
experience with each other.
METHODOLOGY

Full experiment details are available upon request
In order to test our hypotheses, we conducted two
experiments that simulated virtual collaborative decisionmaking settings where group members individually gather
information and then come together to make a decision.
The experimental task was a computerized strategy game
named StrikeCOM. StrikeCOM is a multiplayer computer
game which was designed and built at the University of
Arizona (Twitchell, Wiers, Adkins, Burgoon, &
Nunamaker, 2005). The object of the game is for a team
of players to methodically search a game board for a fixed
number of targets, which they attempt to destroy on their
final turn. The game includes a built-in text messaging
area that allows for computer-mediated communication
between players. In the experiments, we manipulated the
complexity of the game (by changing the setup of the
game board) and the experience that group members had
with each other (by using either newly formed groups or
established class groups). Also, groups were looked at
with and without deceivers. The deceivers had a goal that
was opposite that of the rest of the group, and their goal
was not known by the other group members. Lastly, all
non-deceptive participants were given a written warning
about the danger of deception in their game-play packet,
so that they would be aware of the possibility of
deception. Data were collected by looking at teams’
scores in the game, their communication transcripts, and
by using questionnaires following the experiment.
FINDINGS AND CONCLUSIONS

Full statistical analyses are available upon request
Overall, we found that 37% percent of the participants in
the study were able to correctly judge deceivers as being
deceptive. This number highlights the difficulty of
detecting harmful deception in a text-based, computermediated group setting, where a number of cues to
deception are not present. The low number is also likely
due to the fact that communicators likely felt a low level
of realness in the communication setting, due to the low
level of social presence, which caused them to pay less
attention to the behavior of deceivers.
Hypothesis 1 was related to task complexity and
deception detection. As hypothesized, we found that
deception detection accuracy varied based on task
complexity. Groups performing the high-complexity task
had lower deception detection accuracy than groups
performing the low-complexity task. Groups performing
the high-complexity task were likely facing information
overloads that stemmed from the cognitive demands of
the task as well as the demands from the complex group
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setting. One of the tendencies of individuals facing
information overloads is the delay of processing
ambiguous information, such as cues to deception. This
tendency would cause participants to fail to recognize the
limited number of cues to deception that were present in
the computer-mediated setting.
Also important was the fact that the high complexity task
was a poorer fit for the low synchronicity communication
medium than was the low complexity task. The complex
task included more information that needed to be shared,
processed, and evaluated as a group, which was difficult
to do with the text-based communication system that
groups were using. This likely caused individuals to focus
much of their decision-making process on information
that they individually gathered, and not on a shared
understanding of their whole groups’ findings. The
number of questions that groups asked during their tasks
supports this idea. Groups with the low complexity task
exchanged an average of 15 questions during their task,
while groups performing the highly complexity task only
asked an average of 9 questions (t=2.235, p < .04).
Hypothesis 2 looked at task complexity and the deceiver’s
impact on group performance. We unexpectedly found
that experienced groups performing the low complexity
task had their group performance more influenced by
deceivers than did experienced groups performing the
high complexity task. Groups with the low-complexity
task were likely more affected by deceivers because the
baseline groups performing the low-complexity task
without a deceiver were not facing any significant
obstacles, and so they were able to perform at a much
higher level than any of the other groups. Individuals in
these groups weren’t facing information overloads, which
allowed them to process the task information that they
needed to perform their task effectively. The baseline
groups with the high-complexity manipulation had a
significant obstacle (the complexity of the task) that
hindered their performance, and so the difference between
their performance and the high-complexity groups with
deceivers was not as large. Even though deceivers might
have affected some of the groups with the highcomplexity task, the task alone caused them to perform
poorly in the computer-mediated setting, and so the
impacts of the deceivers were minimized. This result
highlights the negative effect deception can have on
computer-mediated groups that have the ability to
perform their task at a high level without deception.
Hypothesis 3 looked at group member experience and
deception detection accuracy. We found that experienced
computer-mediated groups did not have higher detection
accuracy than inexperienced groups, and so Hypothesis 3
was not supported. We expected that experienced
receivers would have an advantage in a group situation
since they would be able to share information more
efficiently and richly over text-based media, which could
have led to increased group suspicion, in addition to being
able to detect irregularities in deceivers’ messages since
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they were familiar with their communication style (Vrij,
2000). However, the relational truth bias likely
counteracted these effects. The truth bias would have
caused receivers to be hesitant to label their group
members as deceivers with the limited information that
they had from the computer-based communication they
received.
Hypothesis 4 looked at group member experience and
task performance. As expected, groups with experienced
members had higher task performance than groups
without group member experience. Groups with
experience were likely more able to share task based
information, coordinate their activities, and come to a
common understanding, since they were able to send
richer messages over the computer-based medium than
were inexperienced groups. The difference in
communication style between experienced and
inexperienced groups was highlighted by the fact that
groups with experience members used significantly more
shorthand communications than did inexperienced groups.
Experienced groups used an average of 10 shorthand
communications (which were identified as abbreviated
text phrases in the communication stream), and
inexperienced groups used an average of 5 shorthand
statement during their tasks, which was significantly less
than the experienced groups (t=2.224, p < .04).
Since experienced groups were effectively coordinating
their searches, sharing their findings in the game, and
understanding each other’s information, they were able to
overcome bad information. Even though experienced
groups were more able to overcome the bad information
provided by deceivers, they did not realize the deceptive
intent of deceivers. These findings are important because
it could mean that group member experience is the best
short-term strategy for overcoming the effect of deception
in computer-mediated groups; however, it may allow
deceivers to go undetected and could lead to future
problems stemming from the same deceiver.
Conclusions
Individuals lie on a daily basis (Vrij, 2000), and
unfortunately, extensive prior research has shown that
humans are poor detectors of deception (Miller and Stiff,
1993).
With the increased use of computer-based
collaboration technologies, the risk of serious deception in
decision-making groups is at a new high. This study
showed that deceivers with goals opposite those of their
groups can significantly reduce their groups’ task
performance in computer-mediated settings. We found
that even if groups were warned about potential
deception, deception detection accuracy was low, and
group task performance and deception detection accuracy
were more affected in certain settings. Specifically,
computer-mediated groups performing a low complexity
task were better at detecting deception than were groups
performing a high complexity task, and groups with
members that had experience with each other were better
at performing their task, even with deceivers present, but
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were not better at detecting deception than were groups
without experienced members. If organizations recognize
situations where deception is possible and group
performance is at risk, they can take actions in advance to
minimize the negative effects of deception. This may be
particularly
vital
with
inter-organizational
top
management teams and in other settings where groups are
making important decisions in dispersed settings. These
actions might include breaking down a task into several
smaller tasks, making sure that groups have had adequate
task training, and adding members to a group, to reduce
the affect of task complexity and minimize the chance
information overloads, as well as making sure that groups
have had several face-to-face experiences together before
performing tasks in computer-mediated settings, so that
media with low synchronicity will be less of an obstacle
and deceivers will have less influence.
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