The j-multiplicity is an invariant that can be defined for any ideal in a Noetherian local ring (R, m). It is equal to the Hilbert-Samuel multiplicity if the ideal is m-primary. In this paper we explore the computability of the j-multiplicity, giving another proof for the length formula and the additive formula.
Introduction
Let (R, m) be a Noetherian local ring of of dimension d > 0 and let I be a proper ideal of R. We set j (I) = lim and call it the j-multiplicity of I, where H 0 m ( · ) denotes the 0-th local cohomology functor. It is obvious that j (I) coincides with the usual multiplicity e I (R) if I is an m-primary ideal. Moreover, the j-multiplicity enjoys a lot of properties similar to those of the usual multiplicity (see [2] , [5] , [6] , [7] ).
In this paper we show some computation of the j-multiplicity of certain ideals using the length formula which was first proved by Achilles and Manaresi in [2, (3.8) ]. We will give another proof for the formula taking a different approach. The length formula can be stated as follows: If A/m is an infinite field, then choosing sufficiently general elements a 1 , . . . , a d−1 , a d of I, we have j (I) = length R R / ((a 1 , . . . , a d−1 ) : R I n ) + a d R for n ≫ 0. Let a = (a 1 , . . . , a d−1 ) and b = a : R I n for n ≫ 0. Then the equality above means j (I) = e a d R (R/b) = e I (R/b) since R/b is the zero ring or a Cohen-Macaulay ring of dimension one. If R itself is Cohen-Macaulay and I satisfies a certain Artin-Nagata property (cf. [10] ), then I ∩ b = a, and so we have an exact sequence 0 → I/a → R/b → R/I + b → 0, which implies e a d R (R/b) = e a d R (I/a) = length R I/a + a d I . Thus we get j (I) = length R I/a + a d I , which is the length formula of Flenner and Manaresi proved in [6] .
Section 2 of this paper is devoted to recalling some known facts about jmultiplicity in the graded case. Our proofs are slightly simpler than the original ones. In Section 3, we prove the length formula and give some corollaries. Applying our argument, we will give yet another proof for the additivity of the j-multiplicity in 3.11. Moreover, we consider the associativity formula of j-multiplicity in 3.13. In the last section, we investigate some concrete examples in order to illustrate how to use the formulas given in section 3.
Graded case
Let G = ⊕ n≥0 G n be a positively graded Noetherian ring such that (G 0 , n) is local and G = G 0 [ G 1 ]. We assume that G 0 /n is infinite. Let L = ⊕ n≥0 L n be a finitely generated graded G-module. We set W = H 0 nG (L) and take an integer k ≫ 0. Then, as W ∩ n k L = 0, W can be imbedded into L/n k L, and so dim G W ≤ ℓ(G, L), where ℓ(G, L) denotes the Krull dimension of L/nL as a G-module. Furthermore, as W is a finitely generated graded G/n k G-module and as G/n k G is a standard algebra over an Artinian local ring, there exists a polynomial P (n) in n such that length G0 W n = P (n) for n ≫ 0. Now we take a positive integer d such that dim G L ≤ d. Then the degree of P (n) is at most d − 1 and the coefficient of
It is obvious that j d (G, L) = 0 if and only if dim G W = d. Furthermore, we have the following.
We notice that n · x = 0 as nG ⊆ P . This means x ∈ W , and so P ∈ Ass G (W ). Thus we get dim G W = d. The converse is obvious.
Let f ∈ G. We say that f is G + -filter regular for L if f ∈ P for any P ∈ Ass G (L) with G + ⊆ P . In the case where f ∈ G 1 , it is well known that f is G + -filter regular for L if and only if the multiplication map L n−1 f −→ L n is injective for n ≫ 0. Lemma 2.2 Let f ∈ G 1 be G + -filter regular for L. Then we have the following assertion.
which implies (i). Then we get (ii) since the multiplication map
2, and so we have an exact sequence
Because W n /f W n−1 is a G 0 -module of finite length, we get the exact sequence
On the other hand, as
is exact for n ≫ 0, we have
and the proof is complete.
Local case
Let I be a proper ideal of a Noetherian local ring (R, m) such that dim R > 0 and R/m is an infinite field. Let M be a finitely generated R-module and d be a positive integer such that dim R M ≤ d. Then gr I (M ) = ⊕ n≥0 I n M/I n+1 M is a finitely generated graded gr I (R)-module whose Krull dimension is at most d. We set
and call it the j-multiplicity of I with respect to M . Hence we have Proof. This follows immediately from 2.1.
Proof. We apply 2.3 setting G = gr I (R) and L = gr I (M ). For any n ≥ 0, L n is a homomorphic image of the direct sum of finite number of copies of M/IM , and hence we have
Now we choose a general element a ∈ I. Let f be the initial form of a in
Moreover, we may assume that a is a superficial element of I with respect to M , and so
by the definition of j-multiplicity and the proof is complete.
For an R-submodule K of M , we set K :
n M/I n+1 M , and hence the first assertion follows. On the other hand, as I contains a non-zero-divisor of M , we get the second assertion.
Lemma 3.4 Let a be a general element of I.
Proof. If M = 0, the assertion immediately follows from 3.2 and 3.3. If M = 0, then j d (I, M ) = 0 since I n M = 0 for n ≫ 0, and so the assertion is still true.
Proof. We use induction on i.
Let us consider the case where i = 1.
Furthermore, by the assertion in the case where i = 1, we have dim R N/(a i N :
. on the other hand, the kernel of the composition of the canonical surjections
∞ . Therefore we get the required assertion.
Therefore it is enough to show that j 1 (I, N ) = length R N/a d N . This is obvious if N = 0. So, let us consider the case where N = 0. In this case, we may assume that a d is an N -regular element and a d R is a reduction of I with respect to N . Moreover, N/IN has finite length. Therefore we have j 1 (I, N ) = e I (N ) = e a d R (N ) = length R N/a d N and the proof is complete.
Remark 3.7 Suppose that I is generated by d elements and b ∈ I \mI. Then we can choose general elements a 1 , . . . , a d−1 of I so that they generate I together with b. In this case we have
Let S be a Noeterian ring and s an integer. We say that an ideal J of S satisfies G s if µ SP (JS P ) ≤ ht S P for any P ∈ V(J) with ht S P < s. An ideal K of S is called an s-residual intersection of J if K = a : S J for some s-generated ideal a ⊆ J with ht S (a : S J) ≥ s. If K is an s-residual intersection of J with ht S (J + K) ≥ s + 1, then K is called a geometric s-residual intersection of J.
Corollary 3.8 Let S = ⊕ n≥0 S n be a d-dimensional standard algebra such that S 0 = k is an infinite field. We put n = S + and R = S n . Let 0 < r ∈ Z and J be an ideal of S generated by homogeneous elements of degree r. We put I = JR. Suppose that ℓ(I) = d and J satisfies G d . Then, if f 1 , . . . , f d−1 ∈ J are general homogeneous elements of degree r, we have
where e( * ) denotes the multiplicity with respect to n.
Proof. We put a = (f 1 , . . . , f d−1 ) and T = S / (a : S J ∞ ). As ℓ(I) = d, we have T = 0, and so T is a Cohen-Macaulay S-module with dim S T = 1. We notice that e(T ) = length k T i for i ≫ 0. On the other hand, by 3.6 it follows that T / JT has finite length and j (I) = e J (T ). Now we take a homogeneous element f d ∈ J of degree r so that f d S is a reduction of J with respect to T . Then j (I) =
for any i ∈ Z. Therefore, taking n ≫ 0, we have
Thus we get j (I) = r · e(T ), and hence it is enough to show that e(T ) = e(T ′ ), where
has finite length as it is annihilated by J ν + (a : S J) for ν ≫ 0. Therefore we get e(T ) = e(T ′ ) from the exact sequence 0 −→ (a : S J ∞ ) / (a : S J) −→ T ′ −→ T −→ 0, and the proof is complete.
We say that an ideal J in a Noetherian ring S is (weakly) s-residually S 2 if for every i with ht S J ≤ i ≤ s and every (geometric) i-residual intersection K of J, R / K is S 2 .
Corollary 3.9 Let R be Cohen-Macaulay and d = dim R. Suppose that I satisfies G d and I is weakly (d − 2)-residually S 2 . Then, choosing general elements a 1 , . . . , a d−1 , a d of I, we have
Proof. We put a = (a 1 , . . . , a d−1 ) and N = R / (a : R I). As I satisfies G d , a : R I is a geometric (d − 1)-residual intersection of I by [10, 1.4] , and so N is the zero module or a Cohen-Macaulay R-module with dim R N = 1 (cf. [4, 3.4] ). In particular, aR p = IR p for any p ∈ V(I) \ {m} and m ∈ Ass R (N ). Hence a : R I = a : R I ∞ , and so j (I) = e I (N ) = length R N / a d N by 3.6, which means the required equality.
Next we give another proof for the additivity of j-multiplicity which was first proved by Flenner, O'Carroll and Vogel in [7, 6.1.7] . For that purpose, we prepare the following result. length Rp M p · e I (R/p) .
As I contains an M -regular element, I ⊆ p for any p ∈ Assh R (M ), and so Assh R (M ) = P ∩ Supp R M . Thus we get the required equality.
The proof of the next result was suggested by S. Goto.
Proof. We use induction on d. If d = 1, then length Rp M p = length Rp L p + length Rp N p for any p ∈ Spec R with dim R/p = 1, and hence we get j 1 (I, M ) = j 1 (I, L) + j 1 (I, N ) by 3.10. So, let us consider the case where
. Let a be a sufficiently general element of I. By 3.4 it is enough to show
Now we consider the exact sequences
. As a can be chosen so that it is a non-zero-divisor on M and N , we get the exact seuences
Then, the inductive hypothesis implies
where X denotes the kernel of E/aE → F/aF . Because I n F = 0 for n ≫ 0, we have j d−1 (I, F/aF ) = j d−1 (I, 0 : F a) = 0, and so j d−1 (I, E/aE) = j d−1 (I, X) = j d−1 (I, L/aL). Therefore we get the required equality (1) and the proof is complete.
Proof. Similarly as the proof of the additive formula for the usual multiplicity, by 3.11 we can prove the required equality using induction on σ(M ) = = (a 1 , . . . , a i ) and P = { p ∈ Min R (R/a) | ht R p = i and dim R/p = d − i }. Then we have the following asertions.
Proof. Let S = R/((a 1 , . . . , a i ) : R I ∞ ). Then by 3.5 and 3.12 we have dim R S ≤ d − i and j (I) = p∈AsshR (S)
Because j (I) = 0 by 3.1, there exists p ∈ Assh R (S) such that dim R/p = d − i. Then ht R p ≤ i, and so I ⊆ p by [1, 7.2] . Therefore S p = R p /aR p . Here we notice that we can choose a 1 , . . . , a i so that a j is regular on R/((a 1 , . . . , a j−1 ) : R I ∞ ) for any 1 ≤ j ≤ i. Then a 1 , . . . , a i is a regular sequence on R p , and hence R p is a Cohen-Macaulay ring with dim R p = i. Thus we have seen (i) together with (ii). Furthermore we get (iii) since P = { p ∈ Assh R (S) | dim R/p = d − i } and j (aR p ) = e aRp (R p ) = length Rp S p for any p ∈ P.
Examples
In this section we give some examples in order to illustrate how to use 3.6. Example 4.1 Let S be a 3-dimensional Cohen-Macaulay local ring and x, y, z be a system of parameters for S. We set R = S/(x 2 − yz)S and I = (x, y)R. Then we have j (I) = length S S/(x, y, z)S .
Proof. If p ∈ Ass R (R/I), then ht R p = 1 as R/I = S/(x, y)S is a 1-dimensional Cohen-Macaulay ring. So the image of z in R becomes unit in R p , which means IR p = xR p . Hence I is generically a complete intersection. On the other hand, if f, g ∈ S satisfy xf −yg = (x 2 −yz)h for some h ∈ S, we get x(f −xh) = y(g−zh). Hence there exists ℓ ∈ S such that f − xh = yℓ and g − zh = xℓ, since x, y form an S-regular sequence. This means that we have an exact sequence
Now we choose a general element ξ of I so that I = ξR + yR. Then ξR : R y = ξR : R I ⊆ ξR : R I ∞ . Let q ∈ Ass R (R/(ξR : R y)) ⊆ Ass R (R/ξR). Then ht R q = 1. If I ⊆ q, we have IR q = ξR q as I is generically a complete intersection, and so (ξR : R I ∞ )R q = R q = (ξR : R y)R q . If I ⊆ q, we have (ξR : R I ∞ )R q = ξR q = (ξR : R y)R q since y ∈ q. Thus we get ξR : R I ∞ = ξR : R y, and hence j (I) = length R R/(ξR : R y) + yR by 3.6 and 3.10. Here we notice that ξ can be written as the image of x + uy for some unit u of S. It is enough to show ξR : R y = (x + uy, z + ux)R. One can easily check that the right hand side is contained in the left hand side. Let us take any ρ ∈ ξR : R y and write yρ = (x + uy)η for some η ∈ R. Then xη − y(ρ − uη) = 0, and so from the exact sequence (2) we get
for some σ, τ ∈ R. This means ρ = σ(x + uy) + τ (z + ux). Thus we see ξR : R y = (x + uy, z + ux)R and the proof is complete. with entries in R. We set S = R/I and asume that each one of x 11 , x 12 and x 13 is a system of parameters for S.
(i) For some units u 1 , u 2 and u 3 of R, we have j (I) = length S S/(x 11 u 1 + x 12 u 2 + x 13 u 3 , x 21 u 1 + x 22 u 2 + x 23 u 3 )S .
(ii) Suppose that R is a Gorenstein ring. Then (x 1j , x 2j )S is a canonical ideal of S for j = 1, 2, 3. On the other hand, any canonical ideal of S is written in the form (x 11 a 1 + x 12 a 2 + x 13 a 3 , x 21 a 1 + x 22 a 2 + x 23 a 3 )S for some elements a 1 , a 2 and a 3 of R.
(iii) Suppose that S is an integral domain whose normalization is a DVR. Then we have j (I) = min{ length S S/(x 1j , x 2j )S } j=1,2,3 .
Moreover, if R is a Gorenstein ring, we get j (I) = min{ length S S/ω | ω is a canonical ideal of S } .
Proof. Let f j be the determinant of the 2 × 2 matrix derived from ϕ deleting the j-th column. It is well known that
is an exact sequence. In particular, we have that R/I is a Cohen-Macaulay ring and
If p ∈ Assh R (R/I), then each one of x 11 , x 12 and x 13 is a unit in R p , and so the equality (4) for i = 1 implies that IR p is generated by any two of f 1 , f 2 and f 3 . Hence I is generically a complete intersection. On the other hand, for any j = 1, 2, 3, we have that x 1j , x 2j , f j is a system of parameters for R as (x 1j , x 2j , f j ) ⊇ (x 1j ) + I, and so x 1j , x 2j is an R-regular sequence. Moreover, we see that any two of f 1 , f 2 and f 3 form an R-regular sequence. In fact, for example, if there exists a height one prime ideal q of R containing (f 1 , f 2 ), then f 3 ∈ q as ht R I = 2, and so from (4) we get (x 13 , x 23 ) ⊆ q, which is impossible as x 13 , x 23 is an R-regular sequence.
(i) Let g 1 and g 2 be sufficiently general elements of I. Then g 2 ) : R I. We write
where v j and w j are units of R. We may assume that all maximal minors of the matrix
are units of R. We set
. Moreover, we have
where u j denotes the determinant of the matrix derived from ψ deleting the j-th column. Hence we get (h 1 , h 2 , f 3 ) = I, and so (g 1 , g 2 ) :
Let us take any ρ ∈ (h 1 , h 2 ) : R f 3 . Then there exist ξ, η ∈ R such that
which induces
Therefore, using the exact sequence (3), we get (y 1 , y 2 ) . On the other hand, the converse inclusion holds since y 3 f 3 = x i1 h 1 + x i2 h 2 for i = 1, 2, and so the proof of (i) is complete.
(ii) Let us prove that (x 11 , x 21 )S is a canonical ideal of S. By the same argument one can prove that (x 12 , x 22 )S and (x 13 , x 23 )S are also canonical ideals of S.
Let p ∈ Ass R (R/(f 2 , f 3 )). Then ht R p = 2 as f 2 , f 3 is an R-regular sequence. Hence we have IR p = (f 2 , f 3 )R p when I ⊆ p. On the other hand, if I ⊆ p, f 1 is a unit of R p , and so (x 11 , x 21 )R p = (f 2 , f 3 )R p by (4). Thus we get (
Because S is a homomorphic image of the Gorenstein local ring R/(f 2 , f 3 ), it follows that Hom R (S, R/(f 2 , f 3 )) is the canonical module of S, and so (x 11 , x 21 )S is a canonical ideal of S. Now let ω be any canonical ideal of S. Let Q be the total quotient ring of S. Then there exists α ∈ Q such that ω = α · (x 11 , x 21 )S. Because S : Q (x 11 , x 21 )S = x 11 −1 (x 11 S : S x 21 ), where * denotes the reduction mod I, we write α = x 11 −1 · y with y ∈ R such that y ∈ x 11 S : S x 21 . Then x 21 y ∈ (x 11 ) + I = (x 11 , x 12 x 21 , x 13 x 21 , f 1 ), and so there exist z, z ′ ∈ R such that x 21 (y−x 12 z − x 13 z ′ ) ∈ (x 11 , f 1 ). This means y − x 12 z − x 13 z ′ ∈ (x 11 , f 1 ) since x 11 , x 21 , f 1 is an R-regular sequence. Hence y ∈ (x 11 , x 12 , x 13 , f 1 ) = (x 11 , x 12 , x 13 ). Therefore y = x 11 a 1 + x 12 a 2 + x 13 a 3 for some a 1 , a 2 , a 3 ∈ R. Then we have
x 11 −1 x 1j x 21 a j ) .
Because x 11 −1 x 1j x 21 = x 2j for j = 1, 2, 3, we get ω = ( and the proof of (ii) is complete. In order to prove (iii), we need the following lemma.
Lemma 4.3 Let (S, n) be a 1-dimensional Cohen-Macaulay local ring and T be an extension ring of S such that T /S has finite length as an S-module. Let a be an n-primary ideal of S and v be a non-zero-divisor of T such that av ⊆ S.
Then av is an n-primary ideal of S and length S S/av ≥ length S S/a , where the equality holds if v is a unit of T .
Proof. Let c = S : S T , which is an n-primary ideal of S. We take an S-regular element u ∈ a and set b = uc, which is an n-primary ideal of S contained in a.
Let us consider the exact sequence
As v is a non-zero-divisor of T , we have av/bv ∼ = a/b, and so length S S/av = length S S/bv − length S a/b .
Now we notice bv
Thus we get the required assertion.
Proof of (iii) of 4.2. Let T be the normalization of S. Let tT be the maximal ideal of T . We write x ij = t kij α ij , where 0 ≤ k ij ∈ Z and α ij is a unit of T . Replacing the columns of ϕ, we may assume k 11 ≤ k 12 and k 11 ≤ k 13 . Because x 11 x 22 − x 12 x 21 = 0 and x 11 x 23 − x 13 x 21 = 0, we have t k11+k22 α 11 α 22 = t k12+k21 α 12 α 21 and t k11+k23 α 11 α 23 = t k13+k21 α 13 α 21 .
Now we put β j = t k1j −k11 α 11 −1 α 1j ∈ T for j = 2, 3. Then by (5) we have x ij = x i1 ·β j for any i = 1, 2 and j = 2, 3, and so (x 1j , x 2j )S = β j ·(x 11 , x 21 )S for j = 2, 3. Therefore by 4.3 we get length S S/(x 11 , x 21 )S ≤ length S S/(x 1j , x 2j )S for j = 2, 3.
Next we prove j (I) = length S S/(x 11 , x 21 )S. Let u 1 , u 2 and u 3 be units of S stated in (i). Then j (I) = length S S/(y 1 , y 2 )S, where
Here we put γ = u 1 +t k12−k11 α 11 −1 α 12 u 2 +t k13−k11 α 11 −1 α 13 u 3 . Then y 1 = x 11 γ and y 2 = x 12 γ by (5). Let us notice that the units v j and w j stated in the proof of (i) can be chosen so that γ is a unit in T . Hence we get length S S/(y 1 , y 2 )S = length S S/(x 11 , x 21 )S by 4.3.
The last assertion of (iii) can be proved by the similar argument using (ii), and so the proof of 4.2 is complete. such that GCD{k, ℓ, m} = 1. We put p = Ker(ϕ). Then p is generated by the maximal minors of the matrix of the form
where α, β, γ, α ′ , β ′ , γ ′ are positive integers (cf. [8] ). By replacing the variables X, Y and Z suitably, we may assume kα = min{kα, ℓβ, mγ, kα Proof. By 3.8 we have j (I) = r · e(S/a : S J), where a is an ideal generated by d − 1 general homogeneous elements of J of degree r. On the other hand, by [10, 2.1 and 3.1] we have e(S/(a : S J)) = e(S/(b : S J)). Therefore we get the required equality.
Example 4.6 Let S = ⊕ n≥0 S n be a d-dimensional Gorenstein standard algebra such that S 0 is an infinite field. Let I be a homogeneous ideal of generically a complete intersection such that S/I is a 2-dimensional Cohen-Macaulay ring. Let J be a reduction of I generated by homogeneous elements g 1 , . . . , g d−1 , g d of the same degree. We set n = S + and b = (g 1 , . . . ,
Proof. First we show that J satisfies G d and J is (d − 2)-residually S 2 . We take any P ∈ V(J) = V(I) with ht S P ≤ d− 1. Then b : S J ⊆ P , and so bS P = JS P . In particular, µ SP (JS P ) ≤ d − 1. If ht S P = d − 2, P ∈ Min S (S/I), and so IS P is a complete intersection, which means IS P = JS P as JS P is a reduction of IS P . Hence 
of graded S-modules. Here we notice that by [4, 2.2] the Hilbert function of S/a (resp. S/(a : S J)) coincides with that of S/b (resp. S/(b : S J)). Therefore by (6) and (7) we see that the Hilbert functions of S/(a : S J) + J and S/(b : S J) + J are same, and hence the lengths of those algebras are same. Therefore the proof is complete as j (IS n ) = j (JS n ) by [6, 2.10] Example 4.7 Let k be an infinite field.
(1) Let S = k[X 1 , X 2 , X 3 , X 4 , X 5 ] be a polynomial ring and I be the ideal generated by the maximal minors of the matrix
We set n = S + . Then j (IS n ) = 4.
(2) Let S = k[X 1 , X 2 , X 3 , X 4 , X 5 , X 6 , X 7 ] be a polynomial ring and I be the ideal generated by the maximal minors of the matrix X 1 X 2 X 3 X 5 X 6 X 2 X 3 X 4 X 6 X 7 .
We set n = S + . Then j (IS n ) = 10.
Proof.
(1) It is well known that I is a perfect ideal of height 3 which is generically a complete intersection. Let ∆ ij be the determinant of the matrix
for 1 ≤ i < j ≤ 4. We set a = (∆ 12 − ∆ 34 , ∆ 13 , ∆ 14 , ∆ 24 ) and J = a + ∆ 23 R. Then J is a reduction of I. Moreover, we have a : R ∆ 23 = (X 2 , X 4 , X 5 − X 1 , X 1 2 , X 1 X 5 ), and so (a : ∆ 23 ) + ∆ 23 R = (X 2 , X 4 , X 5 − X 1 , X 1 2 , X 1 X 5 , X 3 2 ), which is an n-primary ideal. Hence j (IS n ) = length S S/(a : S ∆ 23 ) + ∆ 23 S = 4 by 4.6.
(2) This assertion can be proved by 4.5.
