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a b s t r a c t
Let S2n be the symmetric group of degree 2n. We give a strong in-
dication to prove the existence of a 1-factorization of the complete
graph on (2n)! vertices admitting S2n as an automorphism group
acting sharply transitively on the vertices. In particularwe solve the
problem when the symmetric group acts on 2p elements, for any
prime p. This provides the first class of G-regular 1-factorizations
of the complete graph where G is a non-soluble group.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Given a graph Γ = (V , E), a 1-factorization of Γ is a partition F of E into classes, called 1-factors,
each of which is a partition of V . An automorphism group of F is a group of bijections on V leaving F
invariant. For a survey on this item see, for instance, [1,11,14,15].
Let Km be the complete graph onm vertices. The existence of a 1-factor of Km implies thatm is even and
it is well known that 1-factorizations of Km exist for all evenm [12]. The number of non-isomorphic 1-
factorizations of Km explodes asm increases [7], and a general classification is not possible. An attempt
can bemade if one imposes additional conditions either on the 1-factorization or on its automorphism
group. In this paper we focus our attention on 1-factorizations of the complete graph admitting a
sharply vertex transitive automorphism group.
The following question naturally arises:
Question 1. Given a finite group G of order 2n, does there exist a 1-factorization of the complete graph
K2n admitting G as an automorphism group acting sharply transitively on the vertices of K2n?
The complete answer is still unknown but the problem has been solved in some cases.
Hartman and Rosa showed in [9] that if G is a cyclic group the answer to Question 1 is negative when
n is a power of 2 greater than 2, while it is affirmative for all other values of n.
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Buratti in [6] proved that if G is abelian and it is not cyclic of order 2n = 2t > 4 then the answer to
Question 1 is affirmative.
We have a positive answer also if G is dihedral (Bonisoli and Labbate [2]) and if G is a nilpotent group
with either an abelian Sylow 2-subgroup or a non-abelian Sylow 2-subgroup which possesses a cyclic
subgroup of index 2 (Rinaldi [13]).
Furthermore, the answer is affirmative if G is either a 2-group admitting a cyclic subgroup of index
2 (see [3]) or a 2-group whose Frattini subgroup is elementary abelian (see [5]). Finally, a positive
answer is given for some other classes of soluble groups in [4].
In view of previous results, one might conjecture that the cyclic groups of 2-power order are the only
exceptions. Indeed Bonvicini (see [5]) proved that the conjecture is true for the 2-groups of order≤ 64.
We point out that there are also some results when the automorphism group fixes a 1-factor (see
[10,13]).
Buratti in [6] has shown that the existence of a G-regular 1-factorization of K2n can be entirely tested
within G. His proof is based on the concept of a starter in a finite group G of even order introduced
in [6]. In particular he proved that the existence of a starter in G is equivalent to the existence of
a 1-factorization of the complete graph on |G| vertices admitting G as a sharply vertex transitive
automorphism group.Wewill use this result to obtain themain theorem of this paper, namelywewill
prove that there exists a starter in the symmetric group of the permutations acting on 2p elements, p
prime, in order to prove that there exists an S2p-regular 1-factorization of K(2p)!. Our method is based
on the new concept of a good tuple and may be applied for any value of n. For the prime case we
give an explicit algorithm that allows us to arrange these good tuples in a suitable way. However, the
general case seems to be less clear, especiallywhen n has a large numbers of divisors. Finally, note that
all known results concern soluble groups, so we give here the first result concerning a 1-factorization
of the complete graph which is regular under a non-soluble group.
2. The starter
Given amultiplicative group G, a 1-factorizationF of Kv is said to be sharply vertex transitive under
G, or for short G-regular, if, up to isomorphisms, the vertices of Kv are the elements of G and whenever
F is a 1-factor of F we also have F · g ∈ F for all g ∈ G. Of course, by F · g we mean the 1-factor
obtained from F by replacing each vertex x of F with the vertex x · g .
Nowwe recall the definition of a starter givenbyBuratti in [6] using themultiplicative notation instead
of the additive one. So, let G be amultiplicative group and let KG be the complete graphwhose vertices
are the elements of G. An edge e = [x, y] ∈ E(KG) is said to be short if xy−1 is an involution in G;
otherwise e = [x, y] is said to be long.
Now we set
δ[x, y] =
{{xy−1} if [x, y] is short
{xy−1, yx−1} if [x, y] is long.
Also, we set
φ[x, y] =
{{x} (or, at pleasure, {y}) if [x, y] is short
{x, y} if [x, y] is long.
More generally, if S is a set of edges of KG we define
δS =
⋃
e∈S
δe φ(S) =
⋃
e∈S
φ(e),
where the elements have to be counted with their respective multiplicities, and so, in general, δS and
φ(S) are multisets.
If H is a subgroup of G, then a complete system of distinct representatives for the left cosets of H in G
will be called a left transversal for H in G.
Now we can give the following:
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Definition 2.1 ([6, Definition 2.1]). A starter in a group G of even order is a set Σ = {S1, . . . , Sk} of
subsets of E(KG) satisfying the following conditions:
(a) δS1 ∪ δS2 ∪ · · · ∪ δSk = G− {id}, where by idwe denote the identity of G;
(b) φ(Si) is a left transversal for Hi in G for a suitable Hi ≤ G containing all the involutions fixing the
short edges of Si, i = 1, . . . , k.
Since G−{id} is a set, the above definition implies that δ[x, y] are pairwise distinct, for all [x, y]. Hence
it also follows that the Si’s are pairwise disjoint.
Theorem 2.2 ([6, Theorem 2.2]). The existence of a starter in a group G of order 2n is equivalent to the
existence of a G-regular 1-factorization of the complete graph on 2n vertices.
By condition (a) of Definition 2.1, every edge of KG will occur in exactly one G-orbit of an edge from
S1 ∪ S2 ∪ · · · ∪ Sk. By condition (b), the union of the Hi-orbits of edges from Si will form a 1-factor.
In order to obtain themain result of this paperwewill prove that there exists a starter in the symmetric
group S2p.
3. The construction of 1-factorizations regular under the symmetric group
Let S2n be the group of the permutations acting on the set Z2n = {0, . . . , 2n − 1}. Let En = {σ ∈
S2n : o(σ ) > 2}. Define a relation ∼ on En setting α ∼ β ⇔ β = α±1. It is easy to see that ∼ is
an equivalence relation. Denote by E ′n the quotient set En/ ∼ and by [α] the equivalence class of α
(i.e. [α] = {α, α−1}).
Now, consider the following action of the group Z2n on En: for every α ∈ En and for every k ∈ Z2n
let α+ k be the permutation defined as (α+ k)(x+ k) := α(x)+ k, for every x ∈ Z2n. In other words,
α + k = ιk ◦ α ◦ ι−k, where ι := (0, 1, . . . , 2n− 1).
This action preserves the cycle structure of α and, in particular, α+ k ∈ En and (α+ k)−1 = α−1 + k.
Furthermore, it induces an action on the quotient set E ′n, setting [α] + k = [α + k], which turns out
to be well-defined.
Now, consider the orbits of En and E ′n under this action:
Z2n.α = {α + k : k ∈ Z2n} Z2n.[α] = {[α + k] : k ∈ Z2n}.
It is easy to see that
|Z2n.[α]| =
{|Z2n.α| if α−1 6∈ Z2n.α
|Z2n.α|/2 if α−1 ∈ Z2n.α.
Finally, denote by E∗n the subset {[α] ∈ E ′n : α ∈ A2n} of the even elements of E ′n.
Definition 3.1. LetΛ = ([α1], [α2], . . . , [αn]) be an n-tuple of elements of E ′n. We say thatΛ is a good
n-tuple if there exists a partition of the set {0, 1, . . . , 2n−1} into pairs {i1, j1}, {i2, j2}, . . . , {in, jn} such
that either αh(ih) = jh or αh(jh) = ih, for all h = 1, 2, . . . , n.
For instance the 4-tuple
Λ = ([(0, 1, 2, 3)], [(1, 4)(2, 3, 5)], [(1, 4, 5)], [(1, 7, 6, 3)(2, 4)])
of E ′4 is good with respect to the partition ({0, 3}, {2, 5}, {1, 4}, {6, 7}) of the set {0, . . . , 7}.
Theorem 3.2. Let n be a positive integer. Suppose that there exists a set G of good n-tuples of E ′n such that
every even (respectively, odd) element of E ′n appears in exactly one (respectively, at most one) member of
G. Then there exists a starter of S2n.
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Proof. We label the vertices of K(2n)! with the elements of S2n. Let Λ = ([α1], [α2], . . . , [αn]) be a
good n-tuple of E ′n, wherewemay assume thatαh(ih) = jh for all h = 1, . . . , n and {i1, j1, . . . , in, jn} ={0, 1, . . . , 2n− 1}. Let th be the transposition th = (i1, ih) for all h = 2, . . . , n. Let
S(Λ) = {[id, α1], [t2, α2t2], . . . , [tn, αntn]}.
Hence S(Λ) is a set of n edges of K(2n)!. Note that, since [αi] ∈ E ′n for any i, then
δS(Λ) = {α1, α−11 , α2, α−12 , α3, α−13 , . . . , αn, α−1n }
is a set with no repetitions.
We are going to show that the set V = {id, α1, t2, α2t2, t3, α3t3, . . . , tn, αntn} of the 2n vertices
covered by the edges of S(Λ) is a left transversal for the stabilizer D of i1 under the action of S2n. In
fact, first of all, the order of D is (2n− 1)! and hence its index in S2n is 2n. Also id(i1) = i1, α1(i1) = j1,
and th(i1) = ih, αhth(i1) = jh for all h = 2, . . . , n. Hence the images of i1 under the action of the
elements of V are pairwise distinct and this implies that the elements of V lie in distinct left cosets of
D; in fact fD = gD ⇔ f −1g ∈ D ⇔ f −1g(i1) = i1 ⇔ g(i1) = f (i1)⇔ f = g for all f , g ∈ V .
Let G = {Λ1,Λ2, . . . ,Λt} be a set of good n-tuples of E ′n satisfying the hypothesis of the statement.
We set
B = S2n −
((
t⋃
i=1
δS(Λi)
)
∪ {id}
)
.
Namely, B consists of the involutions of S2n and the odd permutations of S2n not used to form the n-
tuples contained in G. Let B0 = {β1, β2, . . . , βr} be a subset of B containing exactly one permutation
between β and β−1, for all β ∈ B. For all i = 1, 2, . . . , r let S(βi) = {[1, βi]}. We want to prove that
S = {S(Λ1), S(Λ2), . . . , S(Λt), S(β1), S(β2), . . . , S(βr)}
is a starter of S2n, so we have to show that S is a set of edges of K(2n)! satisfying conditions (a) and
(b) of Definition 2.1. As seen above, for all i = 1, 2, . . . , t , δS(Λi) is the set of the permutations ofΛi,
whereas either δS(βi) = {βi} or δS(βi) = {βi, β−1i } according towhetherβi is or it is not an involution.
This implies that condition (a) is satisfied, namely we have
δS(Λ1) ∪ · · · ∪ δS(Λt) ∪ δS(β1) ∪ · · · ∪ δS(βr) = S2n − {id}.
We have already observed that for all i = 1, 2, . . . , t the set φ(S(Λi)) is a left transversal for D in
S2n. Also, for all i = 1, 2, . . . , r if βi is an involution we have φ([1, βi]) = 1, which can be seen as
a left transversal for the trivial subgroup S2n of S2n itself, while if βi is not an involution, we have
φ([1, βi]) = {1, βi} so, since by hypothesis βi is an odd permutation, φ([1, βi]) is a left transversal for
A2n in S2n. It follows that condition (b) is satisfied too. 
In the rest of this section we will prove the existence of the set G of good n-tuples described in
Theorem 3.2, in the case where n = p is a prime. So, from now on, assume that p is a prime. Note that
this implies that the size of the orbits Z2p.α and Z2p.[α] can only be 1, 2, p or 2p. Furthermore, from
now on we shall always assume that p ≥ 5. The cases p = 2, 3 have been solved using [8] (see at the
end of this section).
Definition 3.3. A permutation of S2p is said to be homogeneous if α(i) ≡ i (mod 2), for all 0 ≤ i ≤
2p− 1.
We denote by H the set of the elements of Ep ∩ A2p which are homogeneous and by H∗ the set of
elements [α] ∈ E∗p with α ∈ H .
Lemma 3.4. Let α ∈ Ep ∩ A2p such that |Z2p.[α]| ≤ 2; then α is homogeneous of order p.
Proof. First, note that α = α + 2. Otherwise, if α−1 = α + 2 it should be the case that |Z2p.α| = 4,
which is absurd. So, we have
α(2x) = α(0)+ 2x α(2x+ 1) = α(1)+ 2x, (∗)
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for every 0 ≤ x < p. In other words, the values α(0) and α(1) completely determine α. Suppose
that α(0) is odd (this implies that α(1) is even). It follows that α does not have odd cycles in its cycle
decomposition and so the order of α is even. Furthermore, by induction on k and using (∗) one can
prove that α2k(0) = k(α(0)+ α(1)− 1) and α2k(1) = k(α(0)+ α(1)− 1)+ 1. Since the order of α
is even, say 2t , we have that t(α(0) + α(1) − 1) ≡ 0 (mod 2p). Suppose first that p divides t . Then,
2p divides the order of α. However, this implies that α is a cycle of length 2p, i.e. α is odd. Thus, p
divides α(0) + α(1) − 1, implying that α(0) + α(1) − 1 = 2p. On the other hand, this implies that
α2(2x) = α(0)+α(1)−1+2x ≡ 2x (mod 2p) andα2(2x+1) = α(0)+α(1)+2x ≡ 2x+1 (mod 2p),
i.e. α is an involution.
So, α is homogeneous. By induction on k and using (∗), we obtain αk(2x) = kα(0) + 2x and
αk(2x+ 1) = k(α(1)− 1)+ 2x+ 1, which implies that the order of α is p. Indeed, since α(0) is even,
pα(0) ≡ 0 (mod 2p) and thenαp(2x) = 2x.Moreover,α(1) is odd and then p(α(1)−1) ≡ 0 (mod 2p),
which implies that αp(2x+ 1) = 2x+ 1. 
Note that the permutations described in the previous lemma are either p-cycles or products of two
p-cycles. Thus, their number is less than p2 − 1.
To obtain good p-tuples we shall make use of suitable odd permutations. A first type of these odd
permutations are so defined: for any α ∈ H , let
αˆ := (1, α(0)) ◦ α.
Note that αˆ is odd and αˆ(0) = 1. Furthermore, αˆ is not an involution; otherwise it should be that
αˆ(1) = 0, which implies α(0) = 0 and α(1) = 1. But, since o(α) > 2, there must exist x ∈ Ω−{0, 1}
such that α2(x) 6= x. It follows that αˆ2(x) = α2(x) 6= x, and so o(αˆ) > 2.
The following lemmas describe some properties of these odd permutations.
Lemma 3.5. Let α, β ∈ H. Then, βˆ = αˆ + s implies that β = α + s. Moreover, if s 6= 0 then s is odd.
Proof. Assume βˆ = αˆ + s, with s 6= 0. Then βιs = (1, β(0))ιs(1, α(0))α. In particular, we have
β(s) = βιs(0) = (1, β(0))(1 + s). Now, if β(0) 6= 1 + s, then β(s) = 1 + s, which contradicts the
hypothesis that β ∈ H . So, β(0) = 1 + s and then s is odd and β(s) = 1. On the other hand, we
have β(α−1(1) + s) = (1, β(0))(α(0) + s). Note that α(0) + s 6= β(0), since α, β ∈ H and s is odd.
If α(0) + s 6= 1, then β(α−1(1) + s) = α(0) + s which again contradicts α, β ∈ H . It follows that
α(0)+ s = 1 and α−1(1)+ s = 0. To conclude, if x 6= 0, α−1(1) by the above x+ s 6= 0, β−1(1) and
hence, by the definition of αˆ, we have that β(x+ s) = α(x)+ s. Furthermore, for x = α−1(1) (which
implies x+ s = 0) we have β(α−1(1)+ s) = β(0) = 1+ s = α(α−1(1))+ s. For x = 0 (which implies
x+ s = β−1(1)) we have β(0+ s) = 1 = α(0)+ s. Thus, we obtain that β = α + s.
Finally, consider the case s = 0, i.e. βˆ = αˆ. In this case β(x) = (1, β(0))(1, α(0))α(x) and
in particular, β(α−1(1)) = (1, β(0))α(0). Since α, β ∈ H , this implies that α(0) = β(0) and so
α = β . 
Lemma 3.6. Let α, β ∈ H. Then (βˆ)−1 = αˆ + s implies that β−1 = α + s and s is even.
Proof. Assume (βˆ)−1 = αˆ + s, with s 6= 0. Then
(1, β(0))ιs = βιs(1, α(0))α.
In particular, β(s + 1) = βιs(1, α(0))α(0) = (1, β(0))(s). If s 6= 1, β(0), then β(s + 1) = s, a
contradictionwith β ∈ H . If s = 1, then β(2) = β(0), which is absurd. So β(0) = s, β(1+s) = 1 and s
is even. On the other hand, (1, β(0))(α−1(1)+s) = β(α(0)+s). It is easy to see thatα−1(1)+s 6= β(0).
If α−1(1) + s 6= 1, then α−1(1) + s = β(α(0) + s), contradicting the hypothesis that α, β ∈ H . So,
s + α−1(1) = 1 and s + α(0) = 0. To conclude, if x 6= 0, α−1(1), by the above x + s 6= 1, β(0), and
hence, by the definition of βˆ , we have that β−1(x + s) = α(x) + s. Furthermore, for x = 0 (and so
x + s = β(0)) we have β−1(0 + s) = 0 = α(0) + s. For x = α−1(1) (and so x + s = 1) we have
β−1(α−1(1)+ s) = β−1(1) = s+ 1 = α(α−1(1))+ s. So, we obtain that β−1 = α + s.
Finally, consider the case (βˆ)−1 = αˆ. So, (1, β(0)) = β ◦(1, α(0))◦α. In particular, (1, β(0))(0) =
β(1). Since β ∈ H , this implies that β(0) = 0 and β(1) = 1. Similarly, we obtain (1, 0)α−1(1) =
β(α(0))which implies α−1(1) = 1 and α(0) = 0. It follows that β−1 = α. 
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Lemma 3.7. For any orbit O ⊆ H∗ it is possible to choose a suitable α ∈ H in such a way that α(0) 6= 0,
Z2p.[α] = O and |Z2p.[αˆ]| = 2p.
Proof. We show that this element α always exists. Take [α] ∈ O such that α(0) 6= 0. If |Z2p.[αˆ]| = 2p
we have finished. So, assume that |Z2p.[αˆ]| ≤ p. First, suppose that αˆ−1 = αˆ + s, with s 6= 0. Then by
Lemma 3.6 we have α−1 = α+ s, s+α−1(1) = 1, s+α(0) = 0, α(0) = s, α(s+ 1) = 1 and s is even.
This implies that 2s = 0 and so s = 0. In this case αˆ is an involution, a contradiction.
Now suppose that αˆ = αˆ+s, with s 6= 0. By Lemma 3.5, we haveα = α+s,α(0) = 1+s,α(s) = 1,
α(0)+ s = 1 and α−1(1)+ s = 0. So, 2s = 0, i.e. s = p. It follows that α(0) = 1+ p and α(p) = 1. In
this case, it suffices to take [α−1 − 1] as a representative element ofO. Indeed, for β = (α−1 − 1)we
have β(0) = (α−1 − 1)(1− 1) = α−1(1)− 1 = p− 1 6= p+ 1. This implies that Z2p.[α] = Z2p.[β],
β(0) 6= 0 and |Z2p.[βˆ]| = 2p. 
IfO ⊂ E∗p is an orbit of length 1, i.e.O = {[α]}, we need to also use other odd permutations, thatwe
construct in the following way. First, recall that by Lemma 3.4, α is homogeneous and is the product
of two cycles of length p. So,
α = (0, α(0), . . . , αp−1(0))(1, α(1), . . . , αp−1(1)),
where α(0) 6= 0 and either α = α + 1 or α−1 = α + 1. Define
α˜ := ((0, α(0), . . . , αp−2(0))(1, α(1), . . . , αp−1(1)))+ 1,
i.e. α˜ = ι ◦ (0, αp−1(0)) ◦ α ◦ ι−1.
Remark 3.8. Note that the elements α˜ are homogeneous, non-involutory odd permutations. This
implies that [α˜] 6= [βˆ], for every α, β ∈ H , since the permutations βˆ are not homogeneous.
Now, we can prove the following
Theorem 3.9. Given any prime integer p there exists a set G of good p-tuples of E ′p such that every even
(odd) element of E ′p appears in exactly one (at most one) member of G.
Proof. First of all, we assume p ≥ 5. We show the existence of such a set G, looking at the several
cases that can be occur:
(a) Let O ⊆ E∗p be an orbit of length 2p such that O 6⊆ H∗. Then, we may arrange the elements of O into
two good p-tuples.
Let [α]be a representative element of this orbit, chosen in such away thatα(0) is odd (this element
must exist since α 6∈ H). First, suppose that α(0) 6= p. In this case, define
B0(α) = {[α + 2iα(0)] : 0 ≤ i < p},
B1(α) = {[α + (2i+ 1)α(0)] : 0 ≤ i < p}.
Note that
(α + 2iα(0))(2iα(0)) = (2i+ 1)α(0)
(α + (2i+ 1)α(0))(2iα(0)) = (2i+ 2)α(0).
This implies that the permutations belonging to B0(α) (respectively, to B1(α)) form a good p-tuple
with respect to the partition ({2tα(0), (2t + 1)α(0)} : 0 ≤ t < p).
Now, suppose that α(0) = p. In this case, define
B0(α) = {[α + j] : 0 ≤ j < p}, B1(α) = {[α + j+ p] : 0 ≤ j < p}.
Note that (α+ j)(j) = α(0)+ j = p+ j and (α+ j+p)(j+p) = α(0)+ j+p = j. This implies that
the permutations belonging to B0(α) (respectively, to B1(α)) form a good p-tuple with respect to
the partition ({t, p+ t} : 0 ≤ t < p).
In both of these cases, since O = B0(α) ∪ B1(α), we have arranged the permutations of this orbit
into two good p-tuples.
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(b) Let O ⊆ E∗p be an orbit of length p such that O 6⊆ H∗. Then, we may arrange the elements of O into a
good p-tuple.
We proceed like in the previous case, but this time it suffices to construct the set B0(α), where [α]
is a representative element of the orbit O. Since O = B0(α), we have arranged the permutations
of this orbit into a good p-tuple.
(c) Let O ⊆ H∗ be an orbit of length 2p. Then the elements of O together with p suitable odd permutations
form three good p-tuples.
Let [α] be a representative element of this orbit, chosen in such a way that α(0) 6= 0 (clearly,
α(0) ≡ 0 (mod 2)). In this case we construct the following sets:
C0(α) = {[α + 2iα(0)+ j] : 0 ≤ i ≤ (p− 3)/2, 0 ≤ j ≤ 1} ∪ {[αˆ + (p− 1)α(0)]}
C1(α) = {[α + (2i+ 1)α(0)+ j] : 0 ≤ i ≤ (p− 3)/2, 0 ≤ j ≤ 1} ∪ {[αˆ]}
C2(α) = {[α + (p− 1)α(0)], [α + (p− 1)α(0)+ 1]} ∪ {[αˆ + iα(0)] : 1 ≤ i ≤ p− 2}.
The permutations belonging to the set C0(α) form a good p-tuple. Indeed, note that the elements
tα(0) and tα(0)+ 1 (0 ≤ t ≤ p− 1) are pairwise distinct. Furthermore, note that (α + 2iα(0)+
j)(2iα(0)+ j) = (2i+ 1)α(0)+ j and (αˆ + (p− 1)α(0))((p− 1)α(0)) = (p− 1)α(0)+ αˆ(0) =
(p−1)α(0)+1. Analogously, this holds for the sets C1(α) and C2(α).We obtain three good p-tuples
using the permutations of the set Z2p.[α] ∪ {[αˆ + iα(0)] : 0 ≤ i ≤ p− 1}.
(d) Let O ⊆ H∗ be an orbit of length p. Then, the elements of O togetherwith 2p suitable odd permutations
form three good p-tuples.
As before, let [α] be a representative element of this orbit, chosen in such away that α(0) 6= 0.We
use the sets defined as in the previous item, but since the orbit has length p we have to use also
some suitable elements ofZ2p.[β], where eitherβ = αˆ+ := ̂(α + 1)−1 orβ = αˆ− := ̂(α − 1)+1.
First, consider the case β = ̂(α + 1) − 1 and note that β(0) = ( ̂(α + 1) − 1)(0) = α(0) 6= 0. In
fact
(ι−1 ◦ (1, ιαι−1(0)) ◦ ι ◦ α ◦ ι−1 ◦ ι)(0) = α(0).
Moreover, suppose that α̂ + 1−1 = αˆ+s. Then, α̂ + 1 = αˆ+s+1: by Lemma3.5,α+1 = α+s+1
and either s+ 1 = 0 or s+ 1 is odd. However, the former case contradicts the hypothesis that O
has length p. So s is even, but this implies s = 2p, i.e. α̂ + 1 = αˆ + 1. In this case,
(1, ιαι−1(0))ιαι−1 = ι(1, α(0))αι−1,
which implies (1, ιαι−1(0)) = ι(1, α(0))ι−1 = (2, α(0) + 1). On the other hand, this is not
possible, since α(0) 6= 0.
Now, suppose (α̂ + 1 − 1)−1 = αˆ + s, i.e. (α̂ + 1)−1 = αˆ + s + 1. By Lemma 3.6, we have
(α+ 1)−1 = α+ s+ 1 and s+ 1 is even. This implies that s = p, i.e. (α̂ + 1)−1 = αˆ+ p+ 1. Again
by Lemma 3.6 we have that α−1 = α + p and all the following conditions hold: α(2p − 1) = p,
α(p+ 1) = 0, α(p) = 1 and α(0) = p− 1. If that happens, it suffices to take β = ̂(α − 1)+ 1. In
this case, β(0) = α(0) and ̂(α − 1)+ 1 = αˆ + s leads, as before, a contradiction (in more detail,
we obtain (1, ι−1αι(0)) = (0, α(0) − 1), i.e. α(0) = 2, in contradiction with α(0) = p − 1).
On the other hand, ( ̂(α − 1) + 1)−1 = αˆ + s leads to α(0) = p + 1 in contradiction with the
hypothesis α(0) = p − 1. This proves that we may always choose a suitable β = αˆ± such that
Z2p.[̂α] ∩ Z2p.[β] = ∅.
Thus, construct the sets
C0(α) = {[α + 2iα(0)] : 0 ≤ i ≤ (p− 3)/2}
∪{[αˆ± + 2iα(0)+ 1] : 0 ≤ i ≤ (p− 3)/2} ∪ {[αˆ + (p− 1)α(0)]}
C1(α) = {[α + (2i+ 1)α(0)] : 0 ≤ i ≤ (p− 3)/2}
∪{[αˆ± + (2i+ 1)α(0)+ 1] : 0 ≤ i ≤ (p− 3)/2} ∪ {[αˆ]}
C2(α) = {[α + (p− 1)α(0)], [αˆ± + (p− 1)α(0)+ 1]} ∪ {[αˆ + iα(0)] : 1 ≤ i ≤ p− 2}.
Analogously to the case for item (c), the permutations belonging to these three sets form good
p-tuples.
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(e) Let O ⊆ H∗ be an orbit of length 2. Thenwe can arrange the elements of O together with p−2 suitable
odd permutations into a good p-tuple.
First, observe that O = {[α], [α + 1]} with α + 2 = α. Otherwise it should be the case that
α−1 = α + 2 and so Z2p.α would have length 4, that is absurd. We may also assume that
α(0) 6= 0 and since α is homogeneous, it must be that α(0) = 2t (0 < t < p). If follows that
(α + 1)(1) = 2t + 1. Then, it suffices to consider the set
D0(α) = {[α], [α + 1]} ∪ {[αˆ + 2i] : i = 1, . . . , t − 1, t + 1, . . . , p− 1}.
This set turns out to form a good p-tuple with respect to the partition
({0, 2t}, {1, 2t + 1}, {2i, 2i+ 1} : i = 1, . . . , t − 1, t + 1, . . . , p− 1).
(f) Let O ⊆ H∗ be an orbit of length 1. Then the element of O together with p−1 odd permutations forms
a good p-tuple.
Let O = {[α]}. As before, since α is homogeneous, α(0) = 2t , with 0 < t < p. Consider the set
D1(α) = {[α]} ∪ {[α˜]} ∪ {[αˆ + 2i] : i = 1, . . . , t − 1, t + 1, . . . , p− 1}.
It is straightforward to see that the elements of this set form a good p-tuple with respect to the
partition
({0, 2t}, {1, 2t + 1}, {2i, 2i+ 1} : i = 1, . . . , t − 1, t + 1, . . . , p− 1).
We are left to prove that [α˜] = [β˜] implies α = β . First, assume that α˜ = β˜; then it is easy to see
that α = β . Next, consider the case (α˜)−1 = β˜ . In this case, β must be as follows:
β = (0, αp−2(0), . . . , α2(0), α(0), αp−1(0))(1, αp−1(1), . . . , α(1)).
Now, recall that |Z2p.[β]| = 1, i.e. either β + 1 = β or β + 1 = β−1. Both cases imply that p = 3,
contradicting our initial assumption.
So, we can construct the set G using exactly once each element of E∗p and a suitable set D of
elements in E ′p−E∗p (i.e. odd permutations) that we used, when necessary, to ‘‘complete’’ the p-tuples.
Note that Lemmas 3.5 and 3.6, Remark 3.8 and (f) above ensure that we used the elements of D at
most once.
Finally, we deal with the remaining cases p = 2, 3. For p = 2,
E∗2 = {[(1, 2, 3)], [(0, 1, 2)], [(0, 1, 3)], [(0, 2, 3)]}.
Two good pairs are, for instance,
Λ1 = {[α1 = (1, 2, 3)], [β1 = (0, 1, 3)]}
and
Λ2 = {[α2 = (0, 1, 2)], [β2 = (0, 2, 3)]}.
In fact, α1(1) = 2, β1(3) = 0 and α2(1) = 2, β2(3) = 0. So, in this case, G = {Λ1,Λ2}.
For p = 3 we make use of [8] to show the existence of G. The set E∗3 contains 157 elements, which
are partitioned into 31 orbits under the action of Z6. Since every orbit of length 6 does not lie in H∗,
by (a), we know that its permutations form two good triples. Also, every orbit of length 3 does not lie
in H∗; hence, by (b) it follows that its permutations form a good triple. Now, the permutations of the
orbits of length< 3 are
[(0, 2, 4)], [(1, 3, 5)], [(0, 2, 4)(1, 3, 5)], [(0, 2, 4)(1, 5, 3)].
So, to construct the set G it suffices to take the elements of E∗3 and, for instance, of the set{[(0, 2, 4, 5)], [(0, 2, 4, 5, 3, 1)]}. In fact
Λ1 = {[(0, 2, 4)], [(1, 3, 5)], [(0, 2, 4, 5)]}
and
Λ2 = {[(0, 2, 4)(1, 3, 5)], [(0, 2, 4)(1, 5, 3)], [(0, 2, 4, 5, 3, 1)]}
are two good triples with respect to the partition ({0, 2}, {1, 3}, {4, 5}). This concludes the proof. 
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Now we can state the main result.
Theorem 3.10. For any prime p there exists an S2p-regular 1-factorization of K(2p)!.
Proof. As a direct consequence of Theorems 3.2 and 3.9 we have that for any prime p there exists a
starter of S2p. The statement follows from Theorem 2.2. 
Observe that Theorem 3.2 holds for any integer n, not only for prime integers. So, it can be applied to
prove the existence of a starter of S2n, constructing, as we have done for n prime, such a set G of good
n-tuples. At the moment we are able to construct it only if n is prime and it seems to be hard to solve
the problem for any n. In particular, it turns out that finding such a set G becomes more difficult as
the number of factors of n becomes greater.
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