Abstract. From Kantorovich's theory we present a semilocal convergence result for Newton's method which is based mainly on a modification of the condition required to the second derivative of the operator involved. In particular, instead of requiring that the second derivative is bounded, we demand that it is centered. As a consequence, we obtain a modification of the starting points for Newton's method. We illustrate this study with applications to nonlinear integral equations of mixed Hammerstein type.
Introduction
As is well-known, many scientific and engineering problems can be brought in the form of a nonlinear equation. Although some equations can be solved analytically, we usually look for numerical approximations of the solutions, since finding exact solutions is usually difficult. To approximate a solution of a nonlinear equation we normally use iterative methods and Newton's method is one of the most used because of its simplicity, easy implementation and efficiency.
To give sufficient generality to the problem of approximating a solution of a nonlinear equation by Newton's method, we consider equations of the form F (x) = 0, where F is a nonlinear operator, F : Ω ⊆ X → Y , defined on a non-empty open convex domain Ω of a Banach space X with values in a Banach space Y , which is usually known as the Newton-Kantorovich method and whose algorithm is As we have written in the introduction, condition (ii) limits the application of the Newton-Kantorovich theorem. In Section 5 we illustrate this with two examples. Our idea in this paper is to generalize the hypotheses of Kantorovich by modifying conditions (ii) and (iii) and, following Kantorovich's theory [16] , construct a real function f ∈ C (2) ([t 0 , t ]) with t 0 , t ∈ R which satisfies:
and
f (t0) , and
, for x − x 0 ≤ t − t 0 , x ∈ Ω and t ∈ [t 0 , t ].
Main results
We use the majorant principle to prove the semilocal convergence of Newton's method under general conditions (A 1 )-(A 2 ), as Kantorovich does in [16] for classic conditions (i)-(iii). For this, we construct a majorizing sequence {t n } of Newton's sequence {x n } in the Banach space X. To obtain the sequence {t n } we use a real function f (t) defined in [t 0 , t ] ⊂ R as follows: t 0 given, t n = N (t n−1 ) = t n−1 − f (t n−1 ) f (t n−1 ) , n ∈ N. (3.1)
To build the majorizing sequence {t n } from f (t), it is well-known [16] that it is necessary that the function f (t) has at least one zero t * , such that t * ≥ t 0 , and the sequence {t n } is increasing and convergent to t * . When this happens, the semilocal convergence of Newton's sequence {x n } is guaranteed in the Banach space X from the convergence of the sequence {t n } (see Lem. 2.2) .
To see the above-mentioned, we first study the convergence of the scalar sequence {t n } given in (3.1). If conditions (A 1 )-(A 2 ) are satisfied and there exits a root α ∈ (t 0 , t ) of f (t) = 0 such that f (α) ≤ 0, then the equation f (t) = 0 has only one root t * in (t 0 , α). Indeed, iff (α) < 0, as f (t 0 ) > 0, then f (t) has at least one zero t * in (t 0 , α) by continuity. Besides, since f (t 0 ) ≥ 0, from (A 2 ) it follows that f (t) ≥ 0 for t ∈ (t 0 , α), so that f (t) is increasing and f (t) < 0 for t ∈ (t 0 , α). Also, as f (t 0 ) < 0, f (t) is decreasing for t ∈ [t 0 , α). In consequence, t * is the unique root of f (t) = 0 in (t 0 , α). On the other hand, if f (α) = 0, then α is a double root of f (t) = 0 and we choose t * = α. The convergence of the scalar sequence {t n } is guaranteed from the next theorem.
On the other hand, we have
By mathematical induction on n, we obtain t n < t * and t n − t n−1 ≥ 0, since (t n−1 , t * ) ⊂ (t 0 , t * ). Therefore, we infer that sequence (3.1) converges to r ∈ [t 0 , t * ]. Moreover, since t * is the unique root of f (t) = 0 in [t 0 , t * ], it follows that r = t * .
Before we see that (3.1) is a majorizing sequence of (1.1) in the Banach space X, we give the following technical lemma that is used later.
, and is such that
Proof. We start proving that the operator Γ exists for x ∈ B(x 0 , α−t 0 ) and, for t ∈ (t 0 , α) with x−x 0 ≤ t−t 0 , we also have
since f (t) is increasing and f (t 0 ) ≤ f (t) ≤ 0. In consequence, by the Banach lemma, the operator Γ exists and
On the other hand, if x ∈ B(x 0 , α − t 0 ) and t ∈ (t 0 , α) are such that x − x 0 ≤ t − t 0 , we have
and (3.2) also holds.
Next, from the following lemma, we see that (3.1) is a majorizing sequence of sequence (1.1) in the Banach space X. 
Proof. We prove (i n )-(iii n ) by mathematical induction on n. Firstly, x 0 given, it is clear that x 1 is well-defined and
. . , n − 1 and prove that they are also true for k = n.
exists by the last lemma. Moreover,
After that, we consider x = x n−1 +s(x n −x n−1 ), with s ∈ [0, 1], and
. From Lemma 3.2, we have that the operators Γ and L F (x) exist and
Besides,
and applying (3.3). Taking now into account the last inequality and Taylor's series, we write
. In addition, (ii n ) holds and
. Finally, to prove (iii n ), just see that
Once we have seen that (3.1) is a majorizing sequence of (1.1), we are ready to prove the semilocal convergence of (1.1) in the Banach space X. 
where {t n } is defined in (3.1).
Proof. Observe that {x n } is convergent, since {t n } is a majorizing sequence of {x n } and convergent. Moreover, as lim
, for all n = 0, 1, 2, . . . Then, by letting n → +∞ in the last inequality, it follows F (x * ) = 0 by the continuity of F .
After proving the semilocal convergence of Newton's method and locating the solution x * , we prove the uniqueness of x * . Note that if f (t) has two real zeros t * and t * * such that t 0 < t * ≤ t * * , then the uniqueness of solution follows from the next theorem.
Theorem 3.5 (uniqueness of solution). Under the hypotheses of Theorem 3.4, the solution x
* is unique in
Proof. Suppose that t * < t * * and y * is another solution of
We now suppose that y
On the other hand, we also have
Therefore,
Proceeding similarly to the previous case, we can prove by mathematical induction on n that y * − x n ≤ t * * − t n . Since t * * = t * and lim n→+∞ t n = t * , the uniqueness of solution is now easy to follow.
We finish this section by seeing the quadratic convergence of Newton's method under conditions (A 1 )-(A 2 ). We obtain the following theorem from Ostrsowski's technique [17] . The proof of the theorem can be found in [11] .
Notice first that if f (t) has two real zeros t * and t * * such that t 0 < t * ≤ t * * , we can then write
with g(t * ) = 0 and g(t * * ) = 0. 
and provided that θ < 1 and Δ < 1.
where
(t * −t)g (t)−2g(t) and provided that m 2 < 1 and M 2 < 1.
From the last theorem, it follows that the convergence of Newton's method is quadratic if t * < t * * and linear if t * = t * * .
Particular cases
To obtain the real function f (t) from which the majorizing sequence {t n } is defined, Kantorovich considers that f (t) is a second degree polynomial and fits its coefficients with conditions (i) and (ii). Kantorovich then obtains the polynomial
Observe that this problem is of interpolation fitting. In our case, if we consider (A 1 )-(A 2 ), we cannot obtain a real function by interpolation fitting, since (A 2 ) does not allow determining the class of functions where (A 1 ) can be applied. To solve this problem, we proceed differently. Observe that polynomial (4.1) can be obtained otherwise, without interpolation fitting, by solving the following initial value problem:
Therefore, the scalar sequences given by Newton's method with p(s) and p(s) can be obtained, one from the other, by translation. In consequence, the last results are independent of the value s 0 . For this reason, we always choose s 0 = 0, which simplifies considerably the expressions used. This new way of getting polynomial (4.1) has the advantage of being able to be generalized to conditions (A 1 )-(A 2 ), so that we can then construct the real function f under the general conditions considered in this paper. In the following, we see three different cases (already known) that can be deduced as particular cases of our general semilocal convergence theorem (Thm. 3.4).
F is centered Lipschitz
Firstly, we suppose that conditions (A 1 )-(A 2 ) are reduced respectively to the following conditions:
Observe that condition ( A 2 ) implicates condition (ii) of Kantorovich in a bounded domain. On the other hand, to find a real function from conditions ( A 1 )-( A 2 ), it is enough to solve the following initial value problem:
whose solution is the cubic polynomial
Note that polynomial (4.2) is such that
Then, as for Kantorovich's polynomial (4.1), we choose t 0 = 0. Notice that polynomial (4.2) satisfies the hypotheses of Theorem 3.4 and, consequently, the semilocal convergence of Newton's method is guaranteed in the Banach space X. In particular, from Theorem 3.4, we deduce the following semilocal convergence theorem. 
, and B(x 0 , t * ) ⊆ Ω, where t * is the smallest positive root of ζ(t) = 0 with t 0 = 0. Then, Newton's sequence {x n }, given by (1.1), converges to a solution x * of F (x) = 0 starting at x 0 . Moreover, x n , x * ∈ B(x 0 , t * ) and
ζ (tn−1) , with n ∈ N, t 0 = 0 and ζ(t) is defined in (4.2).
Observe that polynomial (4.2) with t 0 = 0 has a maximum at
and a minimum at
Note also that if polynomial (4.2) with t 0 = 0 satisfies ζ(α) ≤ 0, then (4.2) has a negative zero and two positive zeros t * and t * * , such that t * ≤ α ≤ t * * , and its graph is drawn in Figure 1 . We also deduce from the previous study that the solution
Moreover, following Ostrowski's technique [17] , we can prove some a priori error estimates that lead to the quadratic convergence of Newton's method when t * < t * * or linear convergence when t * = t * * . These results, which are deduced from our study, can be found in [13] . Also, we remind that the condition ζ(α) ≤ 0 can be replaced with equivalent or easier to prove, see [13] and the references given there. Figure 1 . Graph of polynomial ζ(t) with t 0 = 0.
F is centered Hölder
Secondly, we suppose that conditions (A 1 )-(A 2 ) are reduced respectively to the following conditions
Observe that condition (A 2 ) implicates condition (ii) of Kantorovich in a bounded domain. Similarly to the previous case, to find a real function from conditions (A 1 )-(A 2 ), it is enough to solve the following initial value problem:
whose solution is the function
Observe that function (4.3) is reduced to polynomial (4.2) if p = 1. Note that function (4.3) is such that
Then, as for Kantorovich's polynomial (4.1), we choose t 0 = 0. Notice also that function (4.3) satisfies the hypotheses of Theorem 3.4 and, consequently, the semilocal convergence of Newton's method is guaranteed in the Banach space X. In particular, from Theorem 3.4, we deduce the following semilocal convergence theorem. 
Theorem 4.2. Let X and Y be two Banach spaces and F : Ω ⊆ X → Y a nonlinear twice continuously differentiable operator on a non-empty open convex domain Ω and ϕ(t) be the function defined in

F is ω-centered
Thirdly, we suppose that conditons (A 1 )-(A 2 ) are reduced respectively to the following conditions:
To find a real function from conditions ( A 1 )-( A 2 ), it is enough to solve the following initial value problem:
whose solution is given in the following theorem.
Theorem 4.3. Suppose that the function ω(t − t 0 ) is continuous for all t ∈ [t 0 , t ], with t > t 0 . Then, for any real numbers β = 0, η and M , there exists only one solution φ(t) of the last initial value problem in [t 0 , t ];
that is:
Observe that function (4.4) is reduced to functions (4.2) or (4.3) if ω(z) = kz or ω(z) = kz p , respectively. To apply Theorem 3.4, the equation φ(t) = 0 must have at least one root greater than t 0 , so that we have to guarantee the convergence of the scalar sequence {t n }, from t 0 , to this root. We then study the function φ(t) defined in (4.4).
Theorem 4.4. Let φ and ω be the functions defined respectively in (4.4) and ( A 2 ). (a) If there exists a solution α > t 0 of the equation
φ (t) = t t0 ω(z − t 0 ) dz + M (t − t 0 ) − 1 β = 0,(4.
5) then α is the unique minimum of φ(t) in [t 0 , +∞) and φ(t) is non-increasing in [t 0 , α). (b) If φ(α) ≤ 0, then the equation φ(t) = 0 has at least one root in [t 0 , +∞). Moreover, if t
* is the smallest root of φ(t) = 0 in [t 0 , +∞), we have t 0 < t * ≤ α.
Taking into account the hypotheses of Theorem 4.4, function (4.4) satisfies the conditions of Theorem 3.4 and the semilocal convergence of Newton's method is then guaranteed in the Banach space X. In particular, we have the following theorem, whose proof follows immediately from Theorem 3.4. φ (tn−1) , with n ∈ N and φ(t) is defined in (4.4).
Note that function (4.4) is such that
Then, as for Kantorovich's polynomial (4.1), we choose t 0 = 0.
Applications
As we have indicated in the introduction, the main aim of this paper is to require stronger conditions to the operator F than condition (ii), so that the domain of starting points for Newton's method is modified with respect to that of Kantorovich under conditions (i)-(iii). In the following, we see three different situations where Kantorovich's study is improved from conditions ( A 1 )-( A 2 ) for one reason or another.
The three situations presented are particular cases of nonlinear integral equations of the following mixed Hammerstein type [12] :
where −∞ < a < b < +∞, G, H and g are known functions and x is the function to determine. Integral equations of this type appear very often in several applications to real world problems. For example, in problems of dynamic models of chemical reactors [6] , vehicular traffic theory, biology and queuing theory [7] . The Hammerstein integral equations also appear in the electro-magnetic fluid dynamics and can be reformulated as two-point boundary value problems with certain nonlinear boundary conditions and in multi-dimensional analogues which appear as reformulations of elliptic partial differentiable equations with nonlinear boundary conditions (see [19] and the references given there).
In particular, in this paper, we consider nonlinear equations of the form: 
where s ∈ [a, b], p ∈ [0, 1] and λ, δ ∈ R. In this case,
Notice that condition (ii) of Kantorovich is not satisfied, since F (x) is not bounded in Ω. Moreover, it is not easy to locate a domain where F (x) is bounded and contains a solution of F (x) = 0. Notice also that conditions ( A 2 ) and (A 2 ) are not satisfied either, since F (x) is not Lipschitz-continuous or Hölder-continuous in Ω, so that we cannot apply the results given in [13] to guarantee the semilocal convergence of Newton's method to a solution of (5.1).
Initially, we transform equation (5.1) into a finite dimensional problem and, later, we apply Newton's method to approximate solutions of (5.1). Then, we approximate the integral of (5.1) by a Gauss-Legendre quadrature formula with m nodes:
where the nodes t i and the weights i are determined. Now, if we denote the approximations of x(t i ) and g(t i ) by x i and g i , respectively, with i = 1, 2, . . . , m, then equation (5.1) is equivalent to the following nonlinear system of equations:
The last nonlinear system can be now written as follows: 
m }, and
where y = (y 1 , y 2 , . . . , y m )
For the infinity norm, we have
Observe that in this case F (x) ∞ is not bounded in general, since the function χ(t) = 6|λ|t+(2+p)(1+p)|δ|t p is increasing. Therefore, condition (ii) of Kantorovich is not satisfied.
Application 1
To solve the difficulty of applying Kantorovich's conditions, a common alternative is to locate the solutions in a domain Ω ⊂ Λ and look for a bound for F (x) ∞ in Ω (see [10] ). In the next example we see that we cannot use this alternative either, because a priori we cannot find a domain Ω which contains solutions of the equation.
We consider the equation of type (5.1) given by
Once equation (5.1) is discretized, the solutions x * of the corresponding nonlinear system given by (5.2) must satisfy
which does not imply restrictions on x * ∞ , so that we cannot locate a domain Ω ⊂ Λ where F (x) ∞ is bounded and contains x * . In consequence, we cannot guarantee the semilocal convergence of Newton's method to a discretized solution of (5.3) from the Newton-Kantorovich theorem.
However, we can do it from Theorem 4. If we interpolate the values given in Table 1 and take into account that equation (5.3) satisfies x(0) = x(1) = 1, we obtain the solution drawn in Figure 2 and denoted by x. Figure 2 . Approximated solution of equation (5.3).
Application 2
We now consider the following equation of type (5.1):
Once this equation is discretized with m = 8, the solutions x * of the corresponding nonlinear system given by (5.2) must satisfy r 2 ) , where F (x) ∞ is bounded and choose a starting point x 0 ∈ Ω such that condition (iii) is satisfied. However, the Newton-Kantorovich theorem cannot guarantee the convergence of Newton's method to solutions x * * such that x * * ∞ ≥ r 2 , because we cannot choose a domain where x * * lies, since if the domain is chosen at random, it could not contain x * * or cut it, and in such case F (x) ∞ is not bounded. We see in this example that both situations are covered by Theorem 4.5 and in the first one, where the Newton-Kantorovich theorem also covers it, we improve the domains of existence and uniqueness of solution and the a priori error estimates that are obtained from the Newton-Kantorovich theorem.
We begin with the case where Ω = B(0, r) ∩ Λ with r ∈ (r 1 , r 2 ). For example, we take r = Observe that we improve the domains obtained from the Newton-Kantorovich theorem, since the domain of existence of solution is smaller and the domain of uniqueness of solution is bigger.
Once the convergence of Newton's method is guaranteed, we apply the method to obtain the approximation Table 2 , after five iterations. By interpolating the values given in Table 2 and taking into account that equation (5.4) satisfies x(0) = x(1) = 1, we obtain the solution drawn in Figure 3 and denoted by x. Observe that x * ∞ = 1.2763 . . . ≤ r = 3 2 . Next, we see that the corresponding majorizing sequence given by (3.1) provides better a priori error estimates than those obtained from the majorizing sequence {s n } obtained by the Newton-Kantorovich theorem. The a priori error estimates and the absolute error are shown in Table 3 . Observe the remarkable improvement obtained from the majorizing sequence constructed in this paper.
On the other hand, we have seen previously that equation (5.4) may have a discrete solution x * * such that x * * ≥ r 2 = 1.6992 . . ., but we cannot guarantee the convergence of Newton's method from the Newton-Kantorovich theorem, since we cannot fix a domain that contains x * * and where F (x) ∞ is bounded. However, from Theorem 4.5, we can do it.
We choose for example the starting vector Table 4 , which is a solution that is beyond the scope of the Newton-Kantorovich theorem.
By interpolating the values of Table 4 and taking into account again that the solutions of (5.4) satisfy x(0) = x(1) = 1, we obtain the solution drawn in Figure 3 and denoted by x. 
Conclusions
The main aim of this paper is to modify the domain of valid starting points for Newton's method with respect to that given by Kantorovich, so that we can guarantee the semilocal convergence of Newton's method from starting points that the well-known Newton-Kantorovich theorem cannot. For this, we require stronger conditions to the operator involved than Kantorovich's ones. In particular, centered conditions are required to the second derivative of the operator involved.
Moreover, we improve the domains of existence and uniqueness of solution and the a priori error bounds. We also mention a result on the speed of convergence as published elsewhere and see that some results from the literature can be derived as special cases of our results. Finally, we show some applications of our results to solving nonlinear integral equations, which cannot be solved using the Newton-Kantorovich theorem.
