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en el estudio de contaminantes en la
ciudad de Bogotá
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Los modelos de Poisson no homogéneos han tenido gran importancia en los problemas, donde
el conteo de excedencias de contaminantes del aire es relevante, para llegar a formular alguna
solución. En el presente trabajo, en primer lugar se formularán modelos univariados, donde se
estudia de manera independiente cada contaminante, en un intervalo de tiempo determinado,
llegando de manera precisa al modelo que ajusta lo observado, en cuando a las excedencias
acumuladas hasta un cierto tiempo. Como estos primeros modelos adolecen de la dependencia
que genera la interacción de los diferentes contaminantes en un mismo intervalo de tiempo
de observación, en una misma región, en segundo lugar se propondrá un modelo bivariado
que permita estudiar tal situación. De tal manera, en el presente trabajo, se establecerá
una función que relacione las excedencias de dos contaminantes, para su respectivo umbral,
aśı como su función de media bivariada acumulada para datos de contaminación de aire de
Bogotá a partir de funciones cópula. Esto último se establecerá en el marco de los procesos
de Poisson no homogéneos bivariados.
Palabras clave: Procesos de Poisson no homogéneo, Inferencia bayesiana, cadenas de
Markov, MCMC, Metropolis Hastings, funciones de supervivencia, función cópula.
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Abstract
The non-homogeneous Poisson models have had great importance in the problems, where the
air pollutant excess count is relevant, in order to formulate a solution. In the present work,
firstly, univariate models will be formulated, where each pollutant is studied independently,
in a certain interval of time, arriving precisely at the model that adjusts what is observed,
in terms of accumulated excesses up to a certain time. As these first models suffer from the
dependence generated by the interaction of the different pollutants in the same observation
time interval, in the same region, in the second place a bivariate model will be proposed
to study such situation. In this way, in the present work, a function will be established
that relates the exceedances of two pollutants, for their respective threshold, as well as
their function of accumulated bivariate mean for air pollution data of Bogotá from copula
functions. The latter will be established within the framework of the bivariate non-homogenous
Poisson processes.
Introducción
En la actualidad las ciudades de México y Bogotá están dentro de las ciudades más
contaminadas de Latinoamérica. Para la primera ciudad, se logró determinar que uno de
los componentes contaminantes del aire que más impacto tiene, es el ozono (O3). Los
macrófagos alveolares, los cuales son responsables de la limpieza de la región pulmonar
de una persona, que expone su tracto respiratorio al ozono, se deterioran continuamente.
Esto trae como consecuencia que estas personas sean más vulnerables a las enfermedades
bronquio-pulmonares (Mauderly and Oberdorster. (2010), Xing et al. (2016)).
Algunas investigaciones adicionales como en Janssen et al. (2013) confirman que exposiciones
prolongadas a por ejemplo PM2.5 (material particulado de diámetro menor a 2.5 micrómetros
o micras (µm)) puede acortar el tiempo de vida, debido a que crece el riesgo a enfermedad
cardiovascular, cáncer de pulmón y otros desordenes cardiopulmonares (ver, por ejemplo,
EPA (2018), Feng et al. (2016), Janssen et al. (2013)).
En la actualidad las enfermedades cardio pulmonares e infecciones respiratorias producto de
la inhalación permanente de O3, PM10 (material particulado de diámetro menor a 10µm) y
PM2.5, entre otros componentes son una causa importante de muerte entre adultos mayores
y niños. En octubre de 2013, la agencia para la investigación del cáncer de la Organización
Mundial de la Salud (OMS), determinó en IARC (2013) que hay suficiente evidencia para
que la contaminación del aire sea considerada un agente canceŕıgeno en los seres humanos.
Además del daño por inhalación de estos componentes contaminantes del aire, también
causan problemas de visibilidad en los seres humanos y daños en la vegetación EPA (2018)
Bogotá es una ciudad con cerca de 8,000,000 de habitantes. Al ser la capital de Colombia es
el centro financiero y corredor comercial del páıs más importante. Esta es la razón por la cual
recibe muchos ciudadanos de tránsito que hacen más densa la población diaria de la ciudad,
haciendo más dinámica la movilidad y acelerando procesos de abastecimiento para todos,
con una rápida urbanización y trayendo consigo problemas constantes de contaminación.
Debido a su cercańıa a la ĺınea del Ecuador, Bogotá tiene solo cuatro temporadas: dos de
lluvia y dos estaciones secas. La precipitación en Bogotá es abundante de marzo a mayo y
de octubre a noviembre. En contraste, las dos temporadas muy secas en el año, ocurren de
enero a febrero y de junio a agosto.
Adicionalmente, Bogotá se sitúa en la Cordillera Oriental del sistema montañoso de Los
Andes, al interior del departamento de Cundinamarca, en la Sabana de Bogotá. La ciudad
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capital de Colombia tiene una extensión de 163635 hectáreas de territorio de los cuales 37972
hectáreas son de suelo urbano (23.2 %), 122687 hectáreas son de suelo rural (75 %) y 2974
hectáreas corresponden a suelo de expansión (proyección de crecimiento) (1.8 %) ver, por
ejemplo, AMB (2019).
El referente de reglamentación en cuanto a contaminación de aire en Bogotá es la resolución
número 610 del 24 de marzo de 2010, del entonces Ministerio de Ambiente, Vivienda y
Desarrollo Territorial, en la cual se establecen los umbrales o máximos permisibles, anuales
u horarios, dependiendo del componente contaminante. En el caso de PM10, se establece un
umbral de 50 microgramos por metro cúbico (µg/m3) máximo anual, para PM2.5 se establece
un umbral de 25 µg/m3 máximo anual y para O3 establece un umbral de 80 µg/m3 (48.78
ppm) máximo 8 horas. Estos umbrales difieren de los que establece la Organización Mundial
de la Salud (OMS), pues para PM10 establece un umbral de 20 µg/m3 media anual, para
PM2.5 establece un umbral de 10 µg/m3 media anual, mientras que para O3 es de 100 µg/m3
(50.97 ppm) media de 8 horas. Es decir, para el caso de O3, Bogotá presenta regulaciones
más estrictas, lo que no pasa con PM10 y PM2.5.
La red de monitoreo de Bogotá cuenta con 13 estaciones fijas y una móvil, distribuidas en
diferentes puntos de la ciudad para que realicen un monitoreo continuo de las concentraciones
de material particulado, de gases contaminantes y de las variables meteorológicas como las
caracteŕısticas del viento, temperatura, radiación solar, humedad relativa y presión barométri-
ca. Sin embargo, debido a que por algún tiempo entran en monitoreo de prueba algunas
estaciones adicionales, en las bases de datos para PM10 y O3 utilizadas en el presente trabajo
se registran 21 estaciones diferentes.
En Bogotá, en cuanto a contaminación de aire, además de la Secretaŕıa Distrital de Ambiente
(SDA), es autoridad, en materia de contaminación de aire, el grupo de calidad de aire de la
Universidad Nacional de Colombia (UN). En una publicación reciente de este grupo Rojas
(2016) advierte que la contaminación del aire le cuesta a Bogotá 2 billones de pesos anuales.
Rojas (2016) cuenta que las localidades de mayor afectación son las ubicadas al sur-occidente
de la ciudad: Kennedy, Bosa, Ciudad Bolivar, Puente Aranda, y Fontibón. Además, dice que
el promedio de PM10 en Bogotá ha estado alrededor de los 50 µg/m3 en los últimos años. En
sus estudios sobre contaminación por material particulado, han llegado a la conclusión de
que en zonas industriales, los veh́ıculos automotores aportan el 35 %, el polvo aporta un 20 %
y la industria más del 40 %. Rojas (2016) reconoce que en los primeros 5 años del plan de
descontaminación del aire 2010-2020, la concentración promedio de las part́ıculas se redujo
cerca de un 15 %, debido principalmente al aporte de la empresa colombiana de petróleos
S.A. (Ecopetrol) con el abastecimiento de combustibles más limpios, por ejemplo con menor
contenido de azufre en el Diésel.
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Según Fernandez (2016), existen reportes de 1,5191,920 personas que consultaron por infección
respiratoria entre el 1 de enero y el 23 de octubre de 2016, en 490 instituciones prestadoras
de salud. Fernandez (2016) insiste en que los más afectados son los niños menores de un año
por la inmadurez de su sistema respiratorio y las personas mayores de 60 años debido a lo
deteriorado que pueden tener su organismo para entonces. Finalmente, agrega que según los
datos oficiales se detectan dos periodos de mayor afectación de la contaminación del aire en
la salud de los bogotanos: el primero entre la semana 18 y 22 (mayo y junio) y el segundo
en la semana 37 (comienzos de octubre), las dos temporadas de lluvia.
Desde 2012, la OMS en las cifras dispuestas en WHO (2017), señala que cada año la
contaminación del aire mata a 6.5 millones de personas en el planeta. Además, indica que
el 92 % de la población mundial vive en lugares donde los niveles de calidad del aire excede
los ĺımites de peligrosidad fijados por esta misma entidad, y que el 90 % de las muertes
asociadas a la baja calidad del aire se producen en páıses de bajos y medianos ingresos.
Por todo lo anterior, es urgente que se unan esfuerzos para que en Bogotá se fortalezcan las
alertas tempranas y oportunas para proteger la salud del ciudadano.
Existen varios tipos de cuestionamientos que pueden surgir cuando se trata de estudiar
problemas de contaminación atmosférica. En el presente trabajo se concentran esfuerzos en
estimar la probabilidad de que una población sea expuesta a altos niveles de contaminantes
un cierto número de veces en un intervalo de tiempo dado. Como comentamos, este tipo
de preguntas son muy importantes, porque entre más frecuente una población se expone a
altos niveles de contaminantes hay menos tiempo para recuperarse f́ısicamente y por tanto,
se produce más daño a la salud de esta población.
Cabe señalar que, dependiendo de las medidas preventivas que sean implementadas por las
autoridades ambientales, pueden ocurrir cambios en el comportamiento de los contaminantes
presentes en una ciudad. Por tanto, es también importante tomar esto en cuenta. Una de las
formas de hacerlo en el presente trabajo, es incluir en los modelos considerados en el estudio
de la dinámica de los contaminantes, los llamados puntos de cambio, es decir, instantes en
el tiempo a partir de los cuales se observa un cambio en la distribución de las part́ıculas
contaminantes.
Este trabajo está organizado de la siguiente forma. En el caṕıtulo uno se encuentran los
antecedentes de la estad́ıstica Bayesiana para la estimación de los parámetros que caracterizan
los modelos propuestos en los caṕıtulos dos y cuatro. En el caṕıtulo dos se expone la teoŕıa
de los modelos de Poisson no homogéneos univariados y la implementación con los datos
de Bogotá. En el caṕıtulo cuatro se describirán los modelos de Poisson no homogéneos
bivariados, cuya función de intensidad λ(⋅, ⋅), será la misma función de riesgo bivariada
determinada a partir de una función cópula. En particular, se considera el caso donde las
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funciones de densidad marginales son dadas por la función Weibull presentada en el caṕıtulo
tres. En el caṕıtulo cinco se implementan los modelos propuestos en el caṕıtulo cuatro
aplicándolos a los datos recopilados por la Secretaŕıa Distrital de Ambiente de Bogotá (SDM),
para tres contaminantes de referencia PM10, PM2.5 y O3. En el caṕıtulo seis se presentarán
algunas conclusiones y consideraciones futuras.
En los Apéndices se organizan en primer lugar, las ĺıneas de código programadas en JAGS
soportado en el ambiente R que se usaron en las diferentes simulaciones. Seguido se ubican
las pruebas de convergencia de los parámetros estimados y avalados para conformar los
modelos del caṕıtulo dos. Al final, se presenta el resumen de las distribuciones posteriores
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3.3. Función de densidad conjunta Weibull . . . . . . . . . . . . . . . . . . . . . . . . 53
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En el presente trabajo se usarán herramientas de la inferencia bayesiana para estimar los
parámetros de los modelos propuestos. Es por esto, que a continuación se enlistan algunos
resultados básicos que son importantes para el desarrollo del presente trabajo.
1.1. Inferencia Bayesiana
A partir del conocimiento previo (que puede ser de observaciones anteriores o experiencias del
investigador) y nuevos datos, se puede actualizar la probabilidad de que suceda un evento de
interés en un experimento. Este conocimiento previo se le llama distribución priori P (A), con
A el evento al que se le quiere actualizar la probabilidad. La actualización de esta información
a priori por medio de los datos se hace con la función de verosimilitud marginal P (A∣B),
siendo B los datos con probabilidad P (B) > 0. Aśı que la probabilidad queda actualizados





es decir, P (A∣B) es la función de probabilidad actualizada. Si se considera una familia
paramétrica de funciones de densidad P = {p(X ∣θ) ∶ θ ∈ Θ} con parámetros θ en el conjunto
parametral Θ y se supone que un fenómeno X (caracteŕıstica medida en la población por
ejemplo, excedencias de contaminantes) que interesa estudiar, puede ser modelado por esta
familia, conociendo la forma de p(⋅∣θ), pero desconociendo el valor espećıfico de θ, se debe
hacer inferencia sobre θ con ayuda de una muestra D = {d1, d2, ..., dn}. Esta muestra tiene
algunas caracteŕısticas espećıficas. La primera es que ella es aleatoria y tiene distribución
p(X ∣θ), también se supone independiente dado θ e igualmente distribuida. La probabilidad
p(X ∣θ) representa la función de densidad de X para diferentes valores de θ.
2 1 Antecedentes Metodológicos Bayesianos
Cuando se observa X1,X2, ...,Xn ya no son variables aleatorias, son cantidades numéricas
espećıficas, por ejemplo, los valores d1, d2, ..., dn. De esta forma, la densidad p(X ∣θ) se
convierte en una función sólo de θ. A esta última función se le llama verosimilitud y se
denota con L(D∣θ). La verosimilitud de θ, dada la muestra D es una cantidad proporcional
a la probabilidad de observar D dada esa θ, es decir, es proporcional a p(D∣θ).
Para el presente trabajo, si N es el número total de excedencias de un umbral para un
contaminante del aire de interés, localizadas en los d́ıasD = {d1, d2, ..., dN} (muestra aleatoria)
y θ el parámetro desconocido del modelo, que pertenece a un conjunto de parámetros Θ, que










Para y y φ = (θ,ψ) donde θ es el vector de parámetros que influencian a y directamente y
ψ es el conjunto de hiperparametros de la forma de la distribución a priori de θ
p(y,φ) = p(y∣θ)p(θ∣ψ)p(ψ), (1-3)
donde y es independiente de ψ dado θ. En inferencia Bayesiana también se trabaja sobre
modelos multinivel o jerárquicos, que no serán base de estudio del presente trabajo, pero
se usarán como medio para definir algunos elementos que son importantes en la presente
investigación. Suponga que se quiere ajustar un modelo a unos datos observados y, donde
el número de parámetros del modelo no está completamente determinado. Por tanto, se
tiene por un lado los datos y y por el otro, cantidades desconocidas φ (variables latentes,
parámetros en diferentes niveles, datos perdidos). Entonces, la aproximación Bayesiana
especifica una distribución conjunta.
1.2. Método Monte Carlo v́ıa Cadenas de Markov
(MCMC)
Los métodos Monte Carlo v́ıa cadenas de Markov son un tipo de algoritmos los cuales
se usan para simular muestras de una distribución, de la cual no es posible obtener valores
directamente. El método consiste en construir una cadena de Markov ergódica con la distribución
de interés como su distribución estacionaria. Utilizando la notación de la sección anterior, los
métodos de Monte Carlo v́ıa cadenas de Markov, permitirán estimar el parámetro θ (puede
ser vector de parámetros), usando una muestra generada de la distribución de θ y la ley
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de los grandes números. En el presente trabajo, la distribución de interés es la distribución
posterior p(θ∣D).
De lo anterior, si se generan dos valores sucesivos, habrá entre ellos una cierta dependencia.
Para evitar esto, se dejará de tomar valores generados consecutivamente, y aśı se decide
tomar una separación entre ellas de m > 2 valores generados. A este procedimiento se le
llama intervalo de muestreo o “thinning” de la cadena, conservando su nombre en inglés,
además de que este procedimiento ofrece las bondades de ocupar menos memoria en el disco
del computador donde se ejecutan las simulaciones.
Para ver esto, se muestra en la figura (1-1) tres resúmenes gráficos de la traza y la función
de densidad de tres parámetros, los cuales se sospecha determinan el modelo verdadero de
la interacción de las excedencias de dos componentes contaminantes que se expondrá en el
caṕıtulo 5. En estas gráficas el intervalo de muestreo se hace cada 10 generaciones, por eso
se reporta un N = 500, pues en total son 5000 generaciones o iteraciones de las cuales se
registra una cada 10 en la gráfica de la densidad. En las trazas se ven dos cadenas, una de
color rojo y otra de color negro.
Cuando se usan los algoritmos MCMC es importante determinar cuando se están generando
muestras representativas de la distribución posterior verdadera. Es decir, que una cadena
bastante corta, puede no dar una buena representación de la distribución posterior. El periodo
de calentamiento o “Burn-in” por su término en inglés, determina la longitud de la cadena
en la que se generan valores que todav́ıa no pueden ser considerados generados a partir de
la distribución estacionaria. En el presente caso, la distribución estacionaria coincide con
la distribución posterior del parámetro del modelo. Este periodo se presenta al inicio de la
cadena.
Es a partir del final del periodo de calentamiento, cuando se empiezan a generar buenos
representantes. En las trazas de la figura (1-1) se utiliza un periodo de calentamiento de
1000. Por tanto, la traza sólo nos muestra la parte estacionaria de la cadena de la distribución
de interés.
Por tanto, se ha mencionado por lo menos dos cosas importantes en el proceso de determinar
las muestras más representativas de la distribución posterior de interés. Por un lado, se debe
establecer el número de iteraciones mı́nimas de la cadena para alcanzar la convergencia a
la distribución de interés y por otro, establecer qué parte de los valores generados por la
cadena se utilizan para un estimador ergódico (por ejemplo, el valor medio del parámetro
muestreado). Para las cadenas de los tres parámetros muestreados en la figura (1-1), los
estimadores ergódicos de α1, α2 y σ1 son 0.52, 0.54 y 1.002.
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Figura 1-1: Traza y función de densidad de cada uno de los parámetros α1, α2 y σ1, del modelo bivariado
descrito en el caṕıtulo 5, para una simulación de 5000 iteraciones, 1000 iteraciones quemadas, e intervalo de
muestra igual a 10.
La distribución posterior se obtiene a partir de la función de densidad observada en la figura
(1-1), la cual es fruto de la frecuencia relativa de las muestras generadas por el par de
cadenas descritas anteriormente. A continuación se describirá dos de los algoritmos MCMC
más conocidos.
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1.3. Algoritmo de Metropolis-Hastings [Metropolis (1949),
Hastings (1970)]
Sea f(⋅) una distribución de la cual se quiere generar valores, pero que no es posible
hacerlo directamente. El algoritmo Metropolis-Hastings consiste en que a partir de una
distribución condicional q(y/x) (conocida como la distribución propuesta), de la que se
puede generar valores fácilmente, se crea una secuencia de observaciones X1,X2, ..., cuya
distribución estacionaria es f(⋅). El algoritmo se puede describir de la siguiente forma.
Sea X0 = x0 el valor inicial, generado a partir de una distribución inicial adecuada. Para
n = 0,1,2, ..., si el estado actual es Xn = x, se obtiene Xn+1 como sigue:
1. Se genera un valor candidato y usando q(⋅/Xn = x).
2. Se evalúa α(x, y) =min{ f(y)f(x)
q(x/y)
q(y/x) ,1}
3. Asigne el valor a Xn+1 de la siguiente forma
Xn+1 = {
y con probabilidad α(x, y)
x con probabilidad 1 − α(x, y).
(1-4)
Para ejecutar el paso 3. se genera U usando una distribución Uniforme(0,1), si U < α,
Xn+1 = y; en otro caso Xn+1 = x.
1.4. Muestreador de Gibbs [Robert and Casella (2010)]
Sea X = (X1,X2, ...,Xk) un vector aleatorio. El objetivo con el muestreador de Gibbs
es obtener el resumen inferencial de la distribución conjunta p(X) = p(X1,X2, ...,Xk).
Suponga que sea relativamente fácil generar valores de las funciones de densidad condicional
completas denotadas por p(X1∣X2, ...,Xk), p(Xi∣X1, ...,Xi−1,Xi+1, ...,Xk), para i = 2, ..., k − 1
y p(Xk∣X1, ...,Xk−1).
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3. genere X
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la cual, bajo condiciones adecuadas (ver Robert and Casella (2010)), converge a f(⋅) cuando
n→∞.
1.5. Convergencia al estado estacionario
Cuando por medio de simulación se pretende estimar parámetros, se genera cadenas de
Markov, tantas como parámetros a estimar, y con longitud, el número de iteraciones necesarias
para alcanzar la convergencia a un estado estable de la cadena. En un diagnóstico de
convergencia, es importante establecer en que momento de la cadena se está alcanzando
la estacionariedad, cuál es la longitud mı́nima para que se alcance la estacionariedad o que
valores iniciales favorecen que el tiempo a la convergencia sea corto.
Como se mencionó al comienzo es importante separar dos formas de convergencia que se
analizan a la hora de simular por medio de algoritmos MCMC. El primer tipo de convergencia
está relacionado con el periodo de calentamiento de la cadena y el otro con lo que se
mencionará como tamaño de la muestra tomada para obtener el estimador (length run). Se
dirá que la muestra generada por una cadena de Markov es suficiente si se tiene convergencia
del estimador ergódico ρ. En la presente tesis, sólo interesará la convergencia del estimador
medio y de los extremos del intervalo de 95 % de credibilidad (cuantiles 2.5 y 97.5).
Si se refiere a n0 como el punto donde finaliza el periodo de calentamiento, entonces para
n > n0 los valores generados ya pueden ser considerados como obtenidos de la distribución
de interés, para un tamaño de muestra suficientemente grande.
A continuación se discutirán, tres diagnósticos de convergencia de una cadena de Markov.
Para mayores detalles de cada método, se puede consultar El Adlouni et al. (2006), Cowles
and Carlin (1996), Sahlin (2011).
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1.5.1. Algunas pruebas de convergencia para algoritmos MCMC
Método Geweke [Geweke (1992)]
Este tipo de diagnóstico consiste en determinar si el promedio del segmento inicial de la
cadena de Markov de longitud n, llamado TA es igual al promedio de un segmento de la
misma cadena tomado al final de esta, llamado TB. Usualmente se toma el 10 % inicial de
la cadena y el último 50 %, es decir, si T es el número de iteraciones, entonces TA = 0.1T












h(X(n0+t)), donde n0, es la iteración inicial desde
donde se quiere probar si la cadena tiene convergencia (es decir, el n0 corresponde a la
última iteración del periodo de calentamiento). Además, σ2A y σ
2
B son la varianza del primer












En general, TA = rAT y TB = rBT con rA y rB proporciones de longitud de la cadena
del primer y el último segmento respectivamente. Las varianzas se calculan a partir de la
densidad espectral, la cual es usada para detectar comportamientos periódicos en los datos.







cov(h(x(n0)), h(x(t+n0))) exp((t + n0)wi), (1-7)
donde i =
√
−1 y exp(itω) = cos(tω)+isen(tω). Si el proceso MCMC y la funcional h(X(n0+t))
implican la existencia de la densidad espectral Sh(0) en esta serie de tiempo sin discontinuidades
en la frecuencia 0, las varianzas σ2A = S
A




h (0) son varianzas asintóticas de µA y
µB respectivamente.
Por tanto, este diagnóstico sugiere que si la cadena ha convergido al tiempo n0, ambas sub
muestras son representaciones de la distribución estacionaria de la cadena. Entonces las dos
medias µA y µB pueden ser iguales y el estad́ıstico de Geweke tiene una distribución normal
estándar asintótica, es decir, Zn dada por (1-6), es tal que cuando n→∞ su distribución es
una N(0,1).
Método Heidelberger-Welch [Heidelberger and Welch (1983)]
Este método de análisis de convergencia se basa en el problema de generar automáticamente
un intervalo de confianza de ancho preestablecido, cuando hay estados iniciales transitorios
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presentes en la cadena. En Heidelberger and Welch (1983) se establece este procedimiento,
a partir del modelo de puente Browniano para la detección de no estacionalidad y el método
espectral mencionado en la convergencia Geweke para la estimación de la varianza de la
media muestral.
Suponga que la simulación genera una sucesión de variables aleatoriasX1,X2, ... que convergen
en distribución a una variable aleatoria X. Espećıficamente, sean Fn(x) y F (x) funciones de
distribución de Xn y X, respectivamente con ĺım
n→∞
Fn(x) = F (x). La distribución de X es la
distribución de estados estacionarios y {Xn, n ≥ 0} es un proceso de estados estacionarios
covariados por ejemplo, los valores generados por la cadena de Markov después del periodo
de calentamiento. Por tanto, al generar una simulación de las variables aleatorias X1,X2, ...,
se quiere encontrar un intervalo de confianza para la media de la distribución estacionaria,
µ = E(X), y usar su ancho para controlar la longitud de la ejecución de la simulación y aśı
reducir el tiempo de procesamiento hasta la convergencia.
En la práctica, el proceso {Xn, n ≥ 0} tiene una fase inicial transitoria, en donde aún las
muestras que se generan de una distribución, dependen de los valores iniciales, haciendo
estas poco representativas de las muestras que genera la distribución F (x). De ah́ı que
Fn(x) ≠ F (x). Con frecuencia se tiene que decidir si hay presencia de transitoriedad inicial
en la cadena y si la hay, se tiene que decidir desde que ı́ndice inicial n0 ya no hay presencia de
transitoriedad y poder garantizar estacionalidad, de tal manera que Fn(x) es aproximadamente
F (x). De ah́ı, la convergencia se da a la distribución verdadera de la cadena.
Por tanto, se usará la parte de la cadena Xn, n > n0 para generar el intervalo de confianza.
El proceso consiste en lograr dos puntos:
1. Detectar la transitoriedad inicial y eliminarla,
2. Generar el intervalo de confianza y controlar la longitud de ejecución de la simulación.
1. Detectar la transitoriedad inicial y eliminarla: Suponga que {Xj, j = 1, ..., n} es
una sucesión de un proceso estacionario covariado con densidad espectral Sh(ω) definida en la
expresión (1-7). Sea T0 = 0, Tn = ∑
n








, 0 ≤ t ≤ 1,
donde ⌊a⌋ es el entero más grande, menor o igual que a. Entonces {Bn(t),0 ≤ t ≤ 1} converge
en distribución a un puente Browniano {B(t),0 ≤ t ≤ 1} cuando n→∞ (ver Heidelberger and
Welch (1983)). Para el presente trabajo, se considera el estad́ıstico CVM(Bn) (Estad́ıstico
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cuya distribución asintótica bajo el supuesto de estacionalidad es conocida. Es decir, cuando





Este estad́ıstico puede ser sensible a la existencia de una transitoriedad inicial. En la práctica,
no se tiene funciones muestrales de Bn(t) disponibles porque Sh(0) es desconocido. Por lo





Welch (1983)), donde Ŝh(0) es una estimación de la densidad espectral en la frecuencia cero.
Entonces, bajo la hipótesis de estacionalidad para una n grande Bn = {Bn(t),0 ≤ t ≤ 1} será
distribuido aproximadamente como un puente Browniano y el estad́ıstico CVM(Bn), puede
ser usado para contrastar esta hipótesis (ver Heidelberger and Welch (1983)). Para efectos
del presente trabajo se usa el p-valor generado con la libreŕıa CODA disponible en R Project,
para establecer si se rechaza la hipótesis nula de estacionalidad de la cadena.
Para estimar el periodo de calentamiento, un proceso iterado es sugerido por Heidelberger-
Welch (ver Heidelberger and Welch (1983)) que está basada en repetidas pruebas de la
hipótesis nula descrita anteriormente, construyendo el estad́ıstico Cramer-Von Mises para
diferentes partes de la cadena. Las longitudes de la fase transitoria se descartan y se empieza
de nuevo el análisis.
2. Generar el intervalo de confianza y control de la longitud de ejecución de la
simulación: A la cadena completa se le aplica la prueba con el estad́ıstico Cramer-Von
Mises, para ver si se puede asumir la hipótesis nula. Si llega a ser rechazada la hipótesis nula
de estacionalidad, la prueba es repetida con el 10 %, 20 % y aśı sucesivamente, de la cadena
descartada. Este procedimiento continúa hasta que la estacionalidad es alcanzada o si el 50 %
de la cadena ha sido descartado. A este último hecho se le llama falla de estacionalidad de
la cadena y sugiere que se consigan más iteraciones en la simulación.
En caso de que no se rechace la hipótesis de estacionalidad, se obtiene un intervalo de
confianza y se le calcula su ancho. Este valor se divide entre dos. A lo que queda se vuelve
a dividir entre la media estimada en ese intervalo y se compara con ε dado. Aśı que, si
mitad de ancho del intervalo de confianza
media estimada correspondiente al intervalo de confianza
< ε, (1-10)
entonces se considera que el tamaño del intervalo fue suficiente para calcular la media con
precisión. En general, ε igual a 0.1 y la confianza es del 95 %.
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Convergencia Gelman-Rubin (Gelman and Rubin (1992))
En Gelman and Rubin (1992) se sugiere un método para diagnosticar convergencia estableciendo
un estad́ıstico de prueba como la ponderación entre las varianzas de todas las cadenas y la
varianza de cada cadena, donde xij es el valor simulado en la j-ésima iteración, de la i-ésima
cadena, i = 1, ...,m y j = 1, ..., n. x̄i será el promedio de cada cadena. A continuación se
enumera el método.
1. Simular m ≥ 2 cadenas independientes, cada una de longitud n0+n, con puntos iniciales
dispersos. Para disminuir el efecto de la distribución inicial, descartamos las primeras
n0 iteraciones de cada cadena y se pone atención a las últimas n.
2. Para cada parámetro escalar de interés, se calcula Bn = la varianza entre las m medias
x̄i de los valores generados por las cadenas, cada una basada sobre los n iteraciones.










donde x̄ es el promedio tomado sobre el total de iteraciones de las m cadenas, es decir,
el promedio sobre el total de mn valores.
3. También para cada parámetro se obtiene el promedio de las m varianzas muestrales
de cada cadena s2i , denotado por W , donde el cálculo de cada varianza se basa en los









Es claro que, si sólo una cadena es simulada, W no puede ser calculado.
4. Estimar la media objetivo µ, por µ̂, la media muestral de los mn valores simulados,
µ̂ = x̄.
5. Estimar la varianza objetivo, σ2 por un promedio ponderado de W y B. Es decir, σ̂2








El estimador σ̂2 es insesgado para σ2 bajo estacionalidad (es decir, si la distribución
bajo la cual se calcula σ2 es igual a la distribución objetivo) o en el ĺımite cuando
n → ∞. Para un número de muestras n finito, se espera que W < σ2, debido a que
cada cadena no ha tenido tiempo suficiente para recorrer toda la distribución objetivo,
mientras que n→∞, se espera que W sea muy próximo a σ2.
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6. Al considerar la variabilidad de las estimaciones de la variable aleatoria de interés, su





σ̂2 + Bmn , donde 2
V̂ 2
v̂ar(V̂ )
son los grados de libertad (df) y


















[ ˆcov(s2i , x̄
2
i ) − 2x̄ ˆcov(s
2
i , x̄i)], (1-14)
donde la varianza y covarianza estimadas son obtenidas de los m valores muestrales
de x̄i y s2i ; y donde df →∞ como n →∞. Para ver más detalles de este resultado ver
Gelman and Rubin (1992).
7. Se monitorea la convergencia de las simulaciones iterativas por medio de la estimación
del factor por el cual la escala de la distribución actual debe ser reducida. Si el número











el cual decrece a 1 cuando n→∞.
R̂ es la razón de la varianza estimada actual V̂ y la varianza promedio de cada cadena
W , por un factor que cuenta la varianza extra de la distribución t−Student. Si el
factor de reducción de escala potencial es alto, por encima de 1, entonces hay razones
suficientes para creer que procediendo con simulaciones adicionales puede mejorar la
inferencia sobre la distribución objetivo.
8. Una vez R̂ es cercano a 1 para todas las estimaciones escalares de interés, se resume
la distribución objetivo, aśı como se ve al final de cada tabla en el Apéndice B.
Método Raftery-Lewis [Raftery and Lewis (1992)]
El diagnóstico de Raftery-Lewis, permite la convergencia de cada uno de los cuantiles q de
la cadena de Markov simulada. Esta estimación es realizada con cierta tasa de tolerancia r
y con una probabilidad s de que el estimador de interés esté en el intervalo (q − r, q + r).
Además, este método de diagnóstico permitirá conocer el número mı́nimo de iteraciones nmin
para estimar el cuant́ıl de interés q, aśı como la longitud del periodo de calentamiento n0,
bajo el supuesto de independencia entre los estados de la cadena.
El presente diagnóstico determina el nivel de dependencia entre los estados de la cadena por
medio del estad́ıstico I = nnmin . Este estad́ıstico, indica cuantas iteraciones se necesitan por
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cada una de las iteraciones mı́nimas, para estimar el estad́ıstico q, garantizando independencia
entre estados. El criterio de Raftery-Lewis establece que si I > 5, hay una indicación de
dependencia fuerte entre cada uno de los estados de la cadena, aśı que debe corregirse
posiblemente mejorando los valores iniciales, o tomando cada k valores de la cadena original,
para eliminar autocorrelaciones altas.
1.6. Criterios para selección de modelos
Un ejercicio importante cuando se intenta ajustar un modelo que logre capturar de la mejor
manera la dinámica de los datos reales, es determinar cual es el modelo que mejor se ajusta
a estos datos, cuyo comportamiento se requiere modelar. En Lunn and Jackson (2012)
se describe de manera clara la importancia del criterio de información de Akaike [Akaike
(1974), Akaike (1980)](AIC, por sus siglas en ingles) y el número efectivo de parámetros que
permite controlar la complejidad del mejor modelo, pues entre más parámetros, mayor es
la complejidad del modelo. El AIC está definido [ver por ejemplo, Akaike (1980), Lunn and
Jackson (2012)] como
AIC = −2 log p(y∣θ̂) + 2p =D(θ̂) + 2p, (1-16)
siendo θ̂ el estimador de máxima verosimilitud para θ, que es el vector de parámetros
de interés, p el número de parámetros del modelo o la dimensión de θ y log p(y∣θ̂) es el
logaritmo de la función de densidad de la variable aleatoria Y , dado θ estimado. Si se conocen
observaciones que se distribuyen como p(y∣θ), entonces log p(y∣θ̂) es la log verosimilitud,
evaluada en θ̂. A la función D, definida como D(θ) = −2 log p(y∣θ), se le llamará la función
de devianza. La finalidad del término 2p en la expresión (1-16) es penalizar los modelos con
más parámetros, pues hace que estos modelos tengan más alto el AIC.
1.6.1. Criterio de información de la devianza
En el contexto Bayesiano es natural basar una medida de comparación de modelos, sobre
la distribución posterior de los parámetros. Por tanto, bajo esta idea muchos autores han
implementado la práctica de comparar la media de la devianza posterior D̄ = E(D(θ̂MAP ))
como una medida de ajuste, donde θ̂MAP es el estimador que máximiza la distribución
posterior del parámetro θ.
En Spiegelhalter et al. (1998) se propone examinar la devianza dada por
D(θ) = −2 log(p(y∣θ)) + 2 log(f(y)), (1-17)
donde f(y) es una función de solamente los datos y por ello no afecta la comparación del
modelo. De lo anterior, Spiegelhalter et al. (1998) establece un procedimiento donde será
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importante definir el papel del número efectivo de parámetros denotado por pD en la decisión
de cual es el mejor modelo.
En primer lugar, es necesario resumir el ajuste de un modelo por medio de la esperanza
posterior de la devianza D̄ = Eθ∣y[D(θ)] o en otras palabras, resumir el ajuste de un modelo
por medio de la devianza evaluada en los parámetros θ, muestreados de su distribución
posterior. En segundo lugar, medir la complejidad del modelo por el número efectivo de
parámetros pD, definido como
pD = Eθ∣y(D(θ)) −D(Eθ∣y(θ)) (1-18)
= D̄(θ) −D(θ̄),
donde D(Eθ∣y(θ)) es la devianza evaluada en las esperanza posterior. Finalmente, los modelos
pueden ser comparados, utilizando el criterio de información de devianza, denotado por DIC
(Deviance Information Criterion) definido como
DIC = D̄ + pD (1-19)
=D(θ̄) + 2pD
El DIC evalúa el ajuste del modelo, la complejidad y el poder explicativo del mismo. Menores
valores del DIC indican mejor ajuste del modelo. En el caso en el que no existiera el término
de penalización 2p en la expresión (1-16), los modelos con menor DIC, seŕıan los mismos que
tienen devianza mı́nima.
La medida de ajuste D̄ al combinarse con la medida de complejidad pD produce el criterio de
la devianza como se vió en (1-19), por medio de la expresión DIC = D̄ + pD. Esto puede ser
visto como una generalización del Critério de Akaike: para modelos con información apriori
no informativa, es decir, para θ̄, el valor medio de θ (θ̄ = E(θ)) y θ̂ su estimador máximo
verosimil, se tiene θ̄ ≈ θ̂ (≈ significa aproximadamente), y de ah́ı pD ≈ p y DIC ≈ AIC.
Por tanto, se espera que el DIC herede las propiedades de AIC. Aśı que el mı́nimo DIC
identifica el modelo del que podŕıa esperarse la mejor predicción a corto plazo, de la misma
manera que lo hace el criterio de Akaike.
Para determinar que constituye una diferencia importante entre los DIC de dos modelos
considérese lo siguiente. Suponga que se tiene un modelo sin puntos de cambio y otro con un
punto de cambio con DIC iguales a DIC0 y DIC1, respectivamente y nos toca decidir cuál
modelo ajusta mejor. En Lunn and Jackson (2012) se establece un criterio de decisión con
estas diferencias y consiste en usar la expresión exp(DIC0−DIC12 ) llamada radio verośımil, el
cual nos indicará cuando la diferencias entre DIC no son concluyentes para el mejor ajuste.
Aśı una diferencia DIC0 −DIC1 = 10 seŕıa un radio de 148, mientras que DIC0 −DIC1 = 5
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seŕıa un radio de 12.
Por consiguiente, las diferencias DIC0 −DIC1 > 10 podŕıan descartar el modelo con el DIC
más alto. Las diferencias 5 ≤DIC0 −DIC1 ≤ 10 son sustanciales para tomar una decisión de
cual es el mejor modelo. Pero, si DIC0 −DIC1 < 5 se miran las inferencias de los modelos
y si son muy diferentes, entonces podŕıa ser engañoso determinar que el mejor modelo es el
de menor DIC [ver Spiegelhalter et al. (2002)].
Caṕıtulo 2
Procesos de Poisson no homogéneo
univariado
Como se mencionó en el caṕıtulo 1 para iniciar un trabajo de inferencia bayesiana se necesita
de una familia paramétrica de densidades P = {p(X ∣θ) ∶ θ ∈ Θ} y se supone que el fenómeno
que interesa estudiar puede ser modelado por esta familia, donde la forma de p(⋅∣θ) es
conocida, pero se desconoce el valor espećıfico de θ.
Para el presente trabajo la caracteŕıstica que se planea estudiar, es el número de excedencias
de cierto umbral ambiental para algún tipo de contaminantes del aire de la ciudad de Bogotá.
Una forma de modelar tal fenómeno es utilizando un proceso de Poisson no homogéneo. Esto
se debe principalmente a que la tasa de emisión dependerá del tiempo en el que se tomen
las observaciones.
Por tanto, el ejercicio de inferir θ se hará v́ıa la función de tasa de ocurrencia de los eventos.
Esta función de tasa se encuentra en una familia paramétrica de densidades llamada de
sobrevivencia y que proporcionará inferencias muy cercancas a la conseguidas con el proceso
Poisson.
A continuación se empezará caracterizando los procesos de Poisson, para pasar por la
aplicación al caso de control de calidad del aire de la ciudad de Bogotá. Luego se hablará
de la función de intensidad de un proceso de Poisson no homogéneo, donde su función de
tasa está relacionada con la familia paramétrica de funciones de densidad de sobrevivencia
del tipo Weibull con vector de parámetros θ desconocido, sobre el cual estableceremos la
inferencia. Luego a partir de los valores inferidos para cada parámetro se construyen las
funciones λ(t) > 0 y m(t), t ≥ 0, llamadas la función de tasa al tiempo t y función de media
acumulada, respectivamente.
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2.1. Definiciones
Definición 2.1. Un proceso estocástico {N(t), t ≥ 0} se dice es un proceso de conteo si N(t)
representa el número total de eventos que ocurren hasta el tiempo t. El proceso de conteo
N(t) satisface:
1. N(0) ≥ 0
2. N(t) tiene valores enteros.
3. Si s < t, entonces N(s) ≤ N(t).
4. Si s < t, entonces N(t)−N(s) es igual al número de eventos que ocurren en el intervalo
(s, t].
Definición 2.2. Una función f(⋅) es o(h) si ĺımh→0
f(h)
h = 0 cuando h→ 0, es decir f(h) va
a cero, más rápido de que h.
Definición 2.3. El proceso de conteo {N(t), t ≥ 0} se dice un proceso de Poisson no
homogéneo (PPNH) con función de intensidad no negativa λ(t), t ≥ 0, si
1. N(0) = 0
2. {N(t), t ≥ 0} tiene incrementos independientes,
3. P{N(t + h) −N(t) = 1} = λ(t)h + o(h),
4. P{N(t + h) −N(t) ≥ 2} = o(h),
5. P{N(t + h) −N(t) = 0} = em(t+h)−m(t),
6. P{N(t + h) −N(t) = n} = em(t+h)−m(t) (m(t+h)−m(t))
n
n! .
donde m(t) = E[N(t)] = ∫
t
0 λ(u)du la función de media acumulada al tiempo t, con λ(t)
la función de intensidad o tasa del proceso de Poisson no homogéneo en la que los eventos
contados al tiempo t ocurren.





Si m(t) = λt, entonces λ(t) = λ hace que un proceso de Poisson homogéneo sea un caso
particular de un proceso de Poisson no homogéneo.
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A propósito del proceso de Poisson homogéneo se tiene que T1, T2, ..., Tn representan
los intervalos de tiempo entre eventos sucesivos y τn = T1 + T2 + ... + Tn es el tiempo de
llegada del n-ésimo evento, los tiempos T1, T2, ..., Tn son variables aleatorias independientes
e idénticamente distribuidas con distribución exponencial de parámetro λ. Es importante
recordar que N(s) = n si y sólo si τn ≤ s < τn+1. Además que T1 = τ1 > t si y sólo si
N(t) = 0. Ver por ejemplo, Ross (2010). En el caso del proceso de Poisson no homogéneo, los
intervalos de tiempo entre eventos sucesivos, Tn, n ≥ 1 ya no son independientes, ni tienen
distribución exponencial debido a que fT1,T2,...,Tn(t1, t2, ..., tn) = λ(t1)λ(t1+ t2)...λ(t1+ t2+ ...+
tn) exp{−m(t1 + t2 + ... + tn)}. Para más detalles al respecto, ver Ross (2010).
En esta sección se ha establecido la caracterización de los procesos de Poisson no homogéneos.
Para continuar haciendo inferencia sobre los parámetros fijos desconocidos θ, a través de los
datos D, se necesita determinar la forma de la función m(t) y por ende de la función λ(t),
t ≥ 0, (debido a la relación establecida en la expresión (2-1)). A partir de esto se podrá
establecer la forma de la función de verosimilitud.
2.2. Análisis Inferencial del proceso de Poisson no homo-
géneo univariado
Se han realizado varios estudios acerca de la calidad del aire en la Ciudad de México. Dentro
de tales estudios se destacan algunos que hacen uso de modelos estocásticos, con el fin de
hacer inferencias de tipo estad́ıstico sobre el comportamiento de alguna caracteŕıstica de la
calidad del aire.
En particular, en el año 2008 en Achcar et al. (2008) se estudió la distribución del número de
veces que los niveles máximos diarios de ozono en la Ciudad de México sobrepasan la norma
ambiental o algunos umbrales ambientales de interés. Para encontrar dicha distribución se
hace uso de modelos de Poisson, en este caso del tipo no homogéneos. En este escenario, se
supone que la tasa del proceso de Poisson cambia de acuerdo al tiempo, lo cual se refleja en
los parámetros de la distribución de Poisson.
En el art́ıculo Achcar et al. (2010), se usaron los máximos diarios de ozono, utilizando
mediciones entre enero de 1998 y 31 de diciembre de 2004, para estudiar problemas semejantes
al estudiado en Achcar et al. (2008). Tomando en cuenta la normativa de la Ciudad de México
y del páıs en general, se escogió un umbral de 0.17 partes por millón (ppm) por ser un umbral
intermedio entre los valores 0.11 ppm de la norma ambiental meridiana en la época (NOM
(2002)) y el umbral 0.2 ppm fijado para declarar emergencias ambientales en la Ciudad de
México. En estos dos trabajos, tres posibles formas paramétricas para la función de intensidad
λ(t) se consideran. En Rodrigues and Achcar (2012) se pueden observar diferentes formas
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para la función de tasa λ(t), t ≥ 0.
Estos casos especiales de funciones de riesgo usadas para modelar la función de intensidad
del PPNH, que describe los datos de contaminación por ozono en Ciudad de México son:
Weibull (W) [Mudholkar et al. (1995), Cid Ramirez and Achcar (1999)], Musa-Okumoto
(MO)[Musa and Okumoto (1984)], Goel-Okumoto (GO) [Goel and Okumoto (1978)]y una
generalización del modelo de Goel-Okumoto (GGO), para los cuales la m(t∣θ) está definida
respectivamente por:
m(W )(t∣θ) = (t/β)α, α, β > 0
m(MO)(t∣θ) = β log (1 + tα) , α, β > 0
m(GO)(t∣θ) = α[1 − exp(−βt)], α, β > 0
m(GGO)(t∣θ) = α[1 − exp(−βtγ)], α, β, γ > 0.
(2-2)
Para los primeros tres casos el vector de parámetros es θ = (α,β) y para el último modelo
θ = (α,β, γ) respectivamente. Las funciones de tasa λ(t), t ≥ 0 o riesgo correspondientes son
λ(W )(t∣θ) = (α/β)(t/β)α−1, α, β > 0
λ(MO)(t∣θ) = βt+α , α, β > 0
λ(GO)(t∣θ) = αβ exp(−βt), α, β > 0
λ(GGO)(t∣θ) = αβγtγ−1 exp(−βtγ), α, β, γ > 0.
(2-3)
Adicionalmente, en las aplicaciones a datos de la Ciudad de México se consideró la posibilidad
de que los datos pudieran cambiar su comportamiento a lo largo del tiempo. Esta propiedad
fue estudiada considerando la presencia de puntos de cambio en el modelo de Poisson no-
homogéneo.
2.2.1. Dos enfoques para el modelo a utilizar en la función de
verosimilitud
Distribución tiempos de vida (Teoŕıa de Sobrevivencia)
Este enfoque, fue propuesto por Lawless (2002) y establece lo siguiente: Sea X una variable
aleatoria no negativa representando el tiempo de vida de individuos en alguna población.
Sean f(t) la función de densidad de probabilidad de X y sea F (t) su función de distribución
acumulada. Todas las funciones son definidas sobre el intervalo [0,∞), al menos de que
se diga lo contrario. La probabilidad de que un individuo sobreviva al tiempo t, es decir
que hasta el tiempo t, no haya sucedido el evento de interés, está dada por la función de
sobrevivencia
S(t) = P (X ≥ t) = ∫
∞
t
f(x)dx = 1 − F (t), t ≥ 0. (2-4)
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Para el presente trabajo, la función de sobrevivencia representará la probabilidad de que
hasta un tiempo de interés t, no se haya presentado el rebase del umbral de interés para
cualquier contaminante del aire.
Cabe resaltar que la función S(t) es monótona decreciente con S(0) = 1 y aśıntota horizontal
en 0, ya que ĺımt→∞ S(t) = 0.
Otro importante concepto relacionado con la distribución del tiempo de sobrevida S(t) es




, t ≥ 0. (2-5)
De la relación (2-5) se puede establecer el siguiente teorema
Teorema 2.1. Sea X la variable aleatoria que representa el tiempo de vida de individuos
de una población, cuya distribución es F (t) y con función de riesgo λ(t) ≥ 0, t ≥ 0 definida
como en la expresión (2-5) por tanto,
λ(t) = ĺım
∆t→0
P (t ≤ T < t +∆t∣T ≥ t)
∆t
. (2-6)
Demostración. Sean f(⋅) y F (⋅) las funciones de densidad y distribución de X. Entonces por






















P (X ≥ t)
= ĺım
∆t→0
P (t ≤X < t +∆t,X ≥ t)
∆tP (X ≥ t)
= ĺım
∆t→0
P (t ≤X < t +∆t∣X ≥ t)
∆t
, (2-7)
y el resultado se sigue.
Del Teorema 2.1, se puede interpretar λ(t)∆t como la probabilidad de que un evento suceda
en el intervalo de tiempo después de t, de longitud de tiempo muy pequeña ∆t, dado que no
se observa el evento de interés hasta el tiempo t.
20 2 Procesos de Poisson no homogéneo univariado
La función de riesgo especifica la tasa instantánea de muerte o falla al tiempo t; dado que los
individuos sobreviven hasta el tiempo t. El valor λ(t)∆t es aproximadamente la probabilidad
de muerte o falla en el intervalo (t, t +∆t], dado que sobrevivió hasta el tiempo t.
En el presente trabajo, el interés es indagar en la probabilidad de que suceda un rebase
ambiental en un intervalo de tiempo de longitud ∆t, dado que hasta el tiempo t, no se
hab́ıa observado. Es fácil obtener expresiones para S(t) y f(t) en términos de λ(t), dado









λ(x)dx = logS(x)∣t0. (2-9)




λ(x)dx) = S(t). (2-10)





la cual, por (2-10), está relacionada con la función de sobrevivencia como S(t) = exp{−m(t)}.
De esta forma, por (2-5), (2-10) y (2-11) se tiene que





Si S(∞) = 0, entonces por (2-10) se tiene que m(∞) =∞.
Distribución de tiempo entre dos sucesos de un proceso de Poisson no homogéneo
Este enfoque es mencionado en Cox and Lewis (1966), donde llaman a Ψ(ti, x) la probabilidad
de que no haya eventos en el intervalo (ti, ti +x], es decir la probabilidad de que empezando
en ti, el tiempo hasta el siguiente evento es mayor que x. Por tanto, la notación Ψ(ti, x)
2.2. Análisis Inferencial de los procesos de Poisson 21
establece que esta función de probabilidad, dependerá del punto inicial ti y de la longitud x
del intervalo. Entonces, por definición
Ψ(ti, x +∆x) = Ψ(ti, x)Ψ(ti + x,∆x).
Teorema 2.2 (Cox and Lewis (1966)). Sea N = {N(t) ∶ t ≥ 0} el proceso de Poisson que
cuenta el número de ocurrencias de un evento de interés. Dada que la última ocurrencia fué
al tiempo t fijo, la función de densidad del tiempo hasta que el siguiente evento ocurra es




Demostración. De las propiedades 4 y 5 dadas en la Definición 2.3, se puede escribir,
Ψ(t, x +∆x) = Ψ(t, x)(1 − λ(t + x)∆x) + o(∆x)
= Ψ(t, x) −Ψ(t, x)λ(t + x)∆x + o(∆x).
Por lo tanto,
Ψ(t, x +∆x) −Ψ(t, x) = −Ψ(t, x)λ(t + x)∆x + o(∆x). (2-13)
Dividiendo ambos términos de (2-13) por (∆x) y tomando ĺımite cuando ∆x→ 0
dΨ(t, x)
dx
= −λ(t + x)Ψ(t, x). (2-14)
De (2-14) se tiene que





d ln Ψ(t, x)
dx
. (2-15)




−λ(t + u)du = = ln Ψ(t, x) − ln Ψ(t,0). (2-16)
Pero, Ψ(t,0) = 1 por definición de la función Ψ(⋅, ⋅) y












−λ(u)du = ln Ψ(t, x). (2-18)
De (2-18) se sigue que




La función de densidad f(x) del tiempo hasta que el siguiente evento ocurra en un intervalo









y el resultado se sigue.
Observación 2.1. Un caso particular del resultado dado en el Teorema 2.2 se ve cuando se
toma ti = 0 y x = t entonces




De esta forma tenemos que (2-12) coincide con (2-22), a pesar de que sean v́ıas concebidas
desde enfoques diferentes. Para establecer la función de verosimilitud podremos usar cualquiera
de las dos, conduciendo a los mismos resultados distribucionales.
Por tanto, como f(x) en la expresión (2-20), depende de la forma de la función λ(⋅), entonces
también depende del parámetro θ que se quiere estimar, como se estableció en las diferentes
representaciones de λ(⋅) en la expresión (2-3). A partir de la densidad f(t) de la expresión
(2-22) se va a construir la función de verosimilitud, una vez se conozcan las observaciones
de una muestra aleatoria D.
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2.2.2. Estimación de los parámetros
En la sección anterior se establecen los posibles modelos a ser considerados en el presente
trabajo y se le estimarán los parámetros. Sean d1, . . . , dn los n tiempos en [0, T ], T > 0 donde
ocurrieron los eventos de interés (en nuestro caso, estos serán los d́ıas en que ocurrieron
rebases de normas ambientales), organizados de manera ascendente, donde di, representa el
d́ıa en el que ocurrió el i-ésimo rebase, i = 1,2, ..., n. Este conjunto de datos se representan






haciendo uso de cualquiera de los dos modelos expuestos en (2-12) y (2-22), inspirados en el
trabajo de Cox and Lewis (1966) y Lawless (2002) y que a continuación se presentan.
Función de verosimilitud sin puntos de cambio
Teorema 2.3 (Cox and Lewis (1966), Lawless (2002)). Si se observa un experimento en el
intervalo de tiempo (0,T], cuyos n eventos ocurren en la sucesión de tiempos {d1, ..., dn}, la













Observación 2.2. Usaremos la notación λ(⋅∣θ) y m(⋅∣θ) para hacer expĺıcita, la dependencia
al parámetro θ.
Función de verosimilitud con puntos de cambio
En presencia de J instantes de tiempo {τ1, τ2,⋯, τJ} donde hay cambios en los parámetros
del modelo (puntos de cambio provocados por algún evento como por ejemplo los efectos de
una variación en la legislación ambiental en algún año o suspensión del funcionamiento de






λ(t∣θ1), 0 ≤ t < τ1,
λ(t∣θj), τj−1 ≤ t < τj, j = 2,3,⋯, J,
λ(t∣θJ+1). τJ ≤ t ≤ T,
donde θj es el vector de parámetros entre los puntos de cambio τj−1 y τj, j = 2, ..., J , θ1 y
θJ+1 son los vectores de parámetros antes y después del primer y último puntos de cambio,
respectivamente.
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m(t∣θ1), 0 ≤ t < τ1,





+m(τ1∣θ1), τj ≤ t < τj+1, j = 2,3,⋯, J.
donde τJ+1 = T . Es decir, en el presente estudio m(t∣θ1) representa el número medio de rebases
de la norma, antes del primer punto de cambio, dado que se conoce el vector de parámetros
θ1; m(τ1∣θ1)+m(t∣θ2)−m(τ1∣θ2) es el número medio de rebases de la norma, entre el primer
punto de cambio τ1 y el segundo τ2, dado que se conoce el vector de parámetros θ2, y aśı
sucesivamente.
Sean D = {d1, . . . , dn}, donde dk (como en el caso sin puntos de cambio), es el tiempo
de ocurrencia del k-ésimo evento (en el caso en el que se presente la k-ésima vez en la
que se rebasa el nivel máximo del estándar medio ambiental), k = 1,2, ..., n. La función de





























































e−[m(T ∣θJ+1)−m(τJ ∣θJ+1)], (2-24)
donde Nτi , representa el número de rebases antes del punto de cambio τi, con i = 1,2, ..., J .
Con ayuda de la expresión (2-24) se hace inferencia de los parámetros φ = (θ, τ) con
θ = (θ1, ..., θJ) y τ = (τ1, ..., τJ), usando el punto de vista bayesiano. Este punto de vista,
consiste en encontrar la relación entre distribución a priori del parámetro θ, del cual depende
la función de intensidad λ(t∣θ) con la distribución a posteriori del mismo, luego de tomar
en cuenta la información observada D. En Achcar et al. (2011), aplicando este método se
obtuvieron resultados muy cercanos a los observados, quedando manifiesta la capacidad
descriptiva del modelo y la metodoloǵıa utilizada. En aquel trabajo, el criterio usado para
seleccionar el modelo que mejor se ajusta a los datos en conjunto con la parte gráfica es el
DIC (”Deviance Information Criterion”).
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2.3. Implementación a datos de contaminación del aire
de Bogotá
De ahora en adelante se contextualizará la exposición de los principales resultados de este
caṕıtulo a las mediciones de ozono (O3) y material particulado (PM2.5 y PM10), contaminantes
de referencia para la ciudad de Bogotá y sus respectivos umbrales, para datos diarios
comprendidos entre 01 de enero de 2004 a 31 de agosto de 2015 (aproximadamente 4261
d́ıas).
Dado que el contaminante PM2.5 empezó a ser medido en 2007, la ĺınea de tiempo observada
para este contaminante es del 01 de enero de 2007 hasta 31 de agosto de 2015, pero al
presentarse los rebases superiores a 150 µg/m3 y que la misma secretaŕıa de ambiente de
la ciudad no logró explicar, se determinó que para la implementación en este trabajo se
prescindió de una parte de observaciones de PM2.5, quedando la ĺınea de tiempo desde 01
de abril de 2009 y finalizando al 31 de agosto de 2015.
Los umbrales ambientales considerados son 45 y 50 para PM2.5, 75 y 100 para PM10 medidos
en µg/m3, 50 y 61 ppb para O3. La serie de tiempo de las concentraciones diarias, de cada
uno de los tres componentes contaminantes de interés se presenta en la figura 2-1.
Los umbrales considerados para Bogotá en materia de PM2.5 fueron 45µ/m3 y 50µ/m3 porque
el último representa el estándar establecido por las entidades responsables de su monitoreo en
la ĺınea de tiempo del presente estudio (RES (2010b)), mientras que el último se eligió porque
es el estándar establecido para la Ciudad de México (NOM (2002))y aśı poder comparar las
dos ciudades.
Ahora, para los contaminantes PM10 y O3 detallado en (Suárez-Sierra et al. (2019b)), los
umbrales considerados son 50ppb y 61ppb en el caso de Ozono, y 100µ/m3 y 75µ/m3 en el caso
de PM10. Los tres primeros fueron escogidos porque ellos representan el umbral estipulado
por las autoridades medio ambientales o son próximos a estos. El umbral de 75µ/m3 fue
escogido, porque es el estipulado por las autoridades medio ambientales de México (NOM
(2014)) y de esa manera permite la comparación entre dos de las grandes ciudades con mayor
problema de contaminación del aire.
Los datos diarios para PM10 y PM2.5 son obtenidos a partir de datos horarios. Se saca un
promedio cada 24 horas por cada una de las estaciones que reportó al menos el 75 % de
la información (aproximadamente 13 estaciones) y luego se toma el máximo diario de los
promedios por todas las estaciones. Para el caso de O3, es el mismo procedimiento, sólo que
en vez de promedios se toma el máximo por 24 horas. Aśı que para PM10 y PM2.5 el dato
diario será máximo de promedios, mientras que el dato diario de O3 será máximo de máximos.
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Figura 2-1: Niveles de concentración diaria de contaminantes O3, PM10 y PM2.5 con los umbrales de
interés, señalados con las ĺıneas horizontales, durante el periodo 01 de enero de 2004 al 31 de agosto de 2015
para PM10 y O3. Mientras que el periodo de tiempo observado para el caso de PM2.5 es el comprendido
entre los d́ıas 01 de enero de 2007 al 31 de agosto de 2015.
En la tabla 2-1 se puede ver un consolidado del porcentaje de veces que se rebasa el umbral
de interés en la ĺınea de tiempo de longitud T = 4261 d́ıas para PM10 y O3 y de longitud
T = 2344 para PM2.5. Desde el comienzo, se evidencia un problema bastante importante
con PM10 umbral 75, pues en el 81 % de las veces este es rebasado. La media observada
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Contaminante Umbral Rebases Porcentaje
PM10
100µg/m3 2079 48.79 %
75µg/m3 3436 80.64 %
O3
61ppb 537 12.6 %
50ppb 946 22.2 %
PM2.5
50µg/m3 139 11.22 %
45µg/m3 263 5.93 %
Tabla 2-1: Número de rebases del umbral especifico por contaminante, durante el periodo 01 de enero de
2004 al 31 de agosto de 2015 para PM10 y O3 y durante los d́ıas 01 de abril de 2009 al 31 de agosto de 2015,
para el caso de PM2.5.
acumulada de los rebases de cada uno de los umbrales correspondientes a cada uno de los
contaminantes se ilustra en la figura 2-2.
Por lo tanto, N = {Nt ∶ t ≥ 0} es el proceso de Poisson no homogéneo que cuenta el número
de rebases de un umbral ambiental de interés. La caracterización completa de un proceso de
Poisson no homogénero está determinado por la forma funcional espećıfica m(t∣θ) (número
medio de observaciones al tiempo t, definido en la expresión (2-2), donde se hace énfasis de
la dependencia de θ), mediante su función de intensidad correspondiente λ(t∣θ). El śımbolo
θ es un vector de parámetros mientras no se diga lo contrario.
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Figura 2-2: Media acumulada observada del número de rebases de los umbrales de interés, para cada uno
de los contaminantes.
Como se mencionó antes, para estudiar el número de rebases de los umbrales ambientales,
se considera un proceso de Poisson no homogéneo (PPNH) con función de intensidad λ(t),









, α, β > 0, t ≥ 0. (2-25)
A partir de este punto se indicará λ(t)=λ(t∣θ), pues se empiezan a mostrar de manera
explicita los parámetros α y β del vector de parámetros θ. Luego, se determina la manera
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particular de la función de verosimilitud presentada en la expresión (2-23) o (2-24) dependien-
do de si se dispone o no de puntos de cambio, respectivamente. Por ejemplo, si no contáramos
con puntos de cambio y se escogiera la forma Weibull, entonces se sustituye la primera
expresión de (2-2) y su correspondiente derivada expresada en (2-25) en (2-23) para obtener












] exp(−(T /β)α). (2-26)
La expresión (2-26) luego se usa en el modelo que se muestra en el Apendice A, el cual se
hace sobre JAGS (”Just Another Gibbs Sampler”), un programa multiplataforma para el
análisis de modelos jerárquicos bayesianos utilizando la simulación de Markov chain Monte
Carlo (MCMC), en el entorno de R.
En la implementación computacional se indicará que habrá tantos nodos observables como
la longitud del vector de datos, y tantos nodos estocásticos no observados como parámetros a
estimar se tenga. Por ejemplo, si no tenemos puntos de cambio tendremos sólo dos parámetros
a estimar y por ende dos nodos estocásticos. Si tuvieramos un punto de cambio τ1, este
partiŕıa el vector de datos en dos regimenes, los tiempos observados menores a τ1 y los
mayores. Por tanto, en este caso habŕıan 5 nodos estocásticos, correspondientes a dos parámetros
del primer régimen, dos parámetros del segundo régimen y uno más para el punto de cambio
τ1.
Aśı que si tuvieramos J puntos de cambio, a su vez tend́ıamos 2(J+1) regimenes, 2(J+1)+J
de nodos estocáticos no observables, pues también se estiman J puntos de cambio en el
programa de computo, que hará más complejo el modelo.
A continuación, en cada una de las exposiciones de los diferentes modelos, se puede encontrar
una tabla, donde se consigna en primer lugar los parámetros, seguido por las distribuciones
iniciales que se asumieron para la simulación en el programa de cómputo, luego la media, la
desviación estándar y el intervalo de confianza del 95 % para cada modelo, para cada umbral
de cada contaminante.
Es importante señalar que la monotońıa de la función λ(t), estará determinada por α. Aśı,
si α > 1, la función λ(t) es creciente, si α < 1 es decreciente y es constante si α = 1 [ver,
Muldholkar (1995)].
2.3.1. Sin puntos de cambio
Para estimar los parámetros en estos modelos se generaron 11000 iteraciones de las cuales
se quemaron las primeras 2000 para los dos umbrales de PM10. De manera similar, para el
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caso de los dos umbrales de O3, se generaron 11000 muestras, pero esta vez se quemaron las
primeras 4000, igual para los dos umbrales analizados de PM2.5.
En la implementación metodológica del modelo sin puntos de cambio, para los datos de
Bogotá, se encuentra que para O3, umbral 61, α = 1.06 y β = 11.49. Por tanto, se esperaŕıa
que la función de riesgo sea creciente, es decir que el número de rebases de las mediciones de
O3 del umbral 61, tienden a aumentar. Lo mismo pasa para el umbral 50 donde los valores
de α y β son 1.07 y 7.06, respectivamente.
Para el caso de PM10, umbral 100, se obtuvo un α = 0.8177 y un β = 0.3796, por lo cual se
espera que la función de tasa λ(t) sea decreciente. Lo mismo pasa para el umbral 75, donde
α = 0.93 y β = 0.68. Aśı, las tasas con las cuales los rebases de las mediciones diarias para
PM10 superan los umbrales 100 y 75, tienden a disminuir con respecto al tiempo.
La situación para PM2.5, umbral 50, es un poco diferente de PM10, pues sus parámetros α y
β resultaron ser 1.09 y 27.03, lo que indica una función de riesgo creciente. Comportamiento
similar al caso del umbral 45.
Las pruebas de convergencia de las cadenas de Markov correspondiendo a cada uno de los
parámetros de la tabla 2-2, se muestran en los anexos B y establecen muy buenos resultados
en todos los casos para el test de Geweke, pues todos los valores obtenidos están entre −2
y 2. Además, indica que para n0 = 2000, dos submuestras que se escojan de la cadena (una
al final de la cadena y otra al comienzo), tendrán medias muy próximas. En cuanto a la
prueba de Heidelberger-Welch, en la parte de estacionalidad todos los modelos sin puntos de
cambio la han pasado, pues sus p-valores por encima de 0.05 nos indican que hay evidencia
suficiente para sospechar estabilidad de la cadena luego del Burn-in con n0 = 2000.
Aśı las cosas, se procede a revisar con la prueba de Gelman-Rubin la convergencia que en
las otras dos pruebas hab́ıa salido positiva. En este marcador, para el caso de PM10 umbral
75, indica mucha variabilidad entre las dos cadenas generadas y dentro de cada una de
ellas, pues en la tabla B-8 del Apendice B, se indica los valores 1.4 para α y 1.39 para
σ, que como se comentó en el Capitulo 1, no conveńıa que estuvieran por encima de 1. La
prueba de Raftery-Lewis sugiere más iteraciones para todos los modelos, pero para efectos
de la convergencia que se queŕıa mostrar en esta aplicación y luego de probar que todos los
parámetros convergen relativamente rápido, no se generaron más iteraciones.
En la tabla (2-2) se presenta la información estad́ıstica obtenida de la distribución posterior
de cada parámetro en el modelo sin puntos de cambio. En la tabla el dunif(a,b) significa la
distribución uniforme en el intervalo (a, b) y sd es la desviación estándar.
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Información estad́ıstica
Modelo parámetros dist. inicial media sd intervalo 95 %
PM10
Umbral 75
α1 dunif(0,3) 0.93 0.01 (0.90; 0.96)
β1 dunif(0,10) 0.68 0.09 (0.51; 0.88)
PM10
Umb. 100
α1 dunif(0,3) 0.8177 0.01757 (0.7831; 0.8542)
β1 dunif(0,10) 0.3796 0.07752 (0.2472; 0.5598)
O3 Umbral
50
α1 dunif(0,3) 1.07 0.04 (1.00; 1.14)
β1 dunif(0,100) 7.06 1.54 (4.50; 10.54)
O3 Umbral
61
α1 dunif(0,3) 1.06 0.05 (0.96; 1.14)
β1 dunif(0,100) 11.49 3.01 (6.16; 17.70)
PM2.5
Umbral 45
α1 dunif(0,3) 1.13 0.07 (1.00; 1.26)
β1 dunif(0,100) 17.14 5.126 (8.641; 28.66)
PM2.5
Umbral 50
α1 dunif(0,3) 1.09 0.09 (0.92, 1.29)
β1 dunif(0,100) 27.03 10.50 (11.05, 51.93)
Tabla 2-2: Información estad́ıstica sobre los modelos sin puntos de cambio.
En la figura (2-3) se tiene las gráficas de las funciones de tasa estimadas para cada contaminan-
te y umbral. Se visualiza en la figura 2-3, que la función de riesgo de O3 crece más rápido
en el umbral 50 que en el umbral 61. En el caso de PM10 la función de riesgo decrece más
rápido en el umbral 100. Mientras que en PM2.5 en el umbral 45 crece más rápido que el
umbral 50.
Por tanto, si para Bogotá se fijara el umbral actual de Ciudad de México que es 75 (NOM
(2014)) para PM10, se observaŕıa una reducción rápida en la cantidad de d́ıas en los que
se supera el umbral. Si se hiciera el mismo ejercicio para PM2.5 umbral 45 (NOM (2014)),
se observaŕıa que los d́ıas en los que se rebasa este umbral se incrementaŕıa rápidamente,
cuando se compara con los umbrales establecidos para Bogotá. Esta situación, también puede
sugerir que las medidas para mitigar la contaminación por PM10, pueden estar funcionando.
Sin embargo, en el caso de PM2.5 a lo mejor más medidas debeŕıan ser implementadas.
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Figura 2-3: Función de riesgo λ(t) estimada, para el modelo sin puntos de cambio, para O3 y umbrales 61
y 50, PM10 y umbrales 100 y 75, y PM2.5 y umbrales 50 y 45.
La evolución de los valores, respecto al tiempo se puede observar por medio de la función de
media acumuladam(t), observada y estimada y las respectivas bandas de confianza expuestas
en la figura 2-4. En esta figura, se logra apreciar la función de media acumulada estimada
(azul) m(t), frente a la función estimada (verde) con sus bandas de confianza del 95 % de
credibilidad, como método de ajuste de lo observado (negro) para el caso de modelos sin
puntos de cambio.
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Para el caso de PM10 en ambos umbrales aún se ve un desajuste hacia el centro de los datos.
Igual pasa para PM2.5. En el caso de O3 se observa el desajuste al final de las observaciones.
Sin embargo, las bandas de confianza no logran contener toda la curva de lo observado.
Los desajustes reflejados en la figura 2-3 pueden rectificarse, al considerar puntos de cambio,
los cuales indicarán un cambio de parámetros en la función de tasa, antes y después de este.
Por tanto, a continuación consideraremos al menos un punto de cambio. Para determinar si
mejora el ajuste, se hará uso del DIC, además del apoyo visual.
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Figura 2-4: Función de media acumulada estimada (azul) m(t), frente a la función estimada (verde) con
sus bandas de confianza del 95 % de credibilidad, como método de ajuste de lo observado (negro) para el
caso de modelos sin puntos de cambio.
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2.3.2. Un punto de cambio
Se considera ahora la presencia de un solo punto de cambio. En este caso, los puntos de
cambio estimados son τ1 = 2636, τ1 = 2622, τ1 = 725 , τ1 = 727, τ1 = 2280 y τ1 = 2263
para O3 umbral 61, O3 umbral 50, PM2.5 umbral 50, PM2.5 umbral 45, PM10 umbral 100
y umbral 75, respectivamente. En los modelos con un punto de cambio se determinarán
dos reǵımenes (misma forma para la función de tasa, pero con parámetros posiblemente
diferentes). Los parámetros del primer régimen son α1 y β1 (antes del punto de cambio) y
del segundo régimen son α2 y β2 (después del punto de cambio), tal cual se describió en la
sección 2.2.2. El resumen de la distribución posterior para cada uno de los contaminantes
con sus respectivos umbrales, se encuentra en la tabla 2-3.
En la tabla (2-3) se presenta la información estad́ıstica obtenida de la distribución posterior
de cada parámetro en el modelo con un punto de cambio. En la tabla el dunif(a,b) significa
la distribución uniforme en el intervalo (a, b) y sd es la desviación estándar.
Para este resumen de la tabla 2-3 se hicieron todas las pruebas de convergencia explicadas
en el Capitulo 1 y presentadas en el Apéndice B. En la prueba de Geweke, aparecen algunos
casos para el τ estimado un valor por encima de 2 o por debajo de −2, tal es el caso de PM10
umbral 100, resumido en la tabla B-2, donde para el τ de la cadena 1 se encuentra un valor
de 2.51. Como tal situación, pasa en una sola cadena, no se tiene evidencia suficiente para
sospechar que no haya convergencia de las cadenas. Aśı procedemos con la segunda prueba
que es la Heidelberger-Welch cuyos p-valores para las dos cadenas del parámetro τ están por
encima de 0.05. Además, el resultado de la prueba de Gelman Rubin está muy cercano a 1
para los 5 parámetros. Lo mismo se hizo con los demás casos bajo las mismas caracteŕısticas,
llegando a una conclusión de convergencia a una cadena que proviene de una distribución
estable. De ah́ı que se presuma que esa distribución es la verdadera distribución posterior de
cada uno de los parámetros.
Se puede observar en la figura 2-5 que en el caso de O3 umbral 61 y umbral 50 se presenta
un crecimiento acelerado antes del punto de cambio τ1, pero después de éste su crecimiento
se desacelera. Lo anterior se debe a que para el primer caso α1 pasa de 1.55 a 1.17, mientras
que para el segundo caso α1 pasa de 1.46 a 1.07.
En la figura 2-5 se presentan las gráficas de las diferentes funciones de tasa estimadas en
cada uno de los casos tomados en cuenta. Lo anterior, sugiere que en el caso sin puntos
de cambio en O3 la tasa de rebase de ambos umbrales, no es mayor de 0.24. En el caso de
un punto de cambio, la función de tasa de rebases de O3, es menor que 0.4 y 0.25 para los
umbrales 61 y 50, respectivamente. Lo anterior, se puede contrastar en la primera fila de
gráficas de la figura 2-5. Además, en la misma figura se especif́ıca que antes del d́ıa τ = 2636,
el incremento en el riesgo por contaminación de ozono para el umbral 61, es de forma más
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Información estad́ıstica
Modelo parámetros dist. inicial media sd intervalo 95 %
PM10
Umbral 75
τ1 dunif(2100,2300) 2262.82 31.39 (2183.33; 2298.43)
α1 dunif(0,3) 1.02 0.02 (0.98;1.06)
β1 dunif(0,10) 1.35 0.22 (0.93;1.76)
α2 dunif(0,3) 0.91 0.10 (0.69;1.12)
β2 dunif(0,10) 0.95 0.97 (0.03;3.66)
PM10
Umbral 100
τ1 dunif(2100,2300) 2279.7 7.74642 (2263.20; 2293.6)
α1 dunif(0,3) 1.019 0.02586 (0.9680; 1.068)
β1 dunif(0,10) 1.791 0.32575 (1.211; 2.461)
α2 dunif(0,3) 1.028 0.10718 (0.7748; 1.162)
β2 dunif(0,10) 4.938 2.83295 (0.319; 9.728)
O3 Umbral
50
τ1 dunif(2500,2700) 2621.90 15.55 (2606.80;2664.40)
α1 dunif(0,3) 1.46 0.06 (1.35; 1.58)
β1 dunif(0,100) 29.07 5.31 (20.05;41.34)
α2 dunif(0,3) 1.07 0.19 (0.74; 1.41)
β2 dunif(0,100) 16.39 15.71 (0.56; 55.03)
O3 Umbral
61
τ1 dunif(2550,2750) 2635.70 25.30 (2605.22;2687.34)
α1 dunif(0,3) 1.55 0.07 (1.40; 1.68)
β1 dunif(0,100) 53.05 9.73 (34.76;72.40)
α2 dunif(0,3) 1.17 0.18 (0.79;1.42)
β2 dunif(0,100) 45.03 28.72 (2.84; 96.37)
PM2.5
Umbral 45
τ1 dunif(650,850) 727.39 11.91 (712.46;752.03)
α1 dunif(0,3) 2.04 0.16 (1.71;2.33)
β1 dunif(0,100) 73.25 13.48 (46.19;97.29)
α2 dunif(0,3) 1.54 0.09 (1.31; 1.67)
β2 dunif(0,100) 80.18 15.51 (42.25;99.35)
PM2.5
Umbral 50
τ1 dunif(650,850) 724.56 18.93 (658.38;758.52)
α1 dunif(0,3) 1.93 0.14 (1.59; 2.15)
β1 dunif(0,100) 83.59 12.62 (53.21; 99.44)
α2 dunif(0,3) 1.32 0.12 (1.04; 1.47)
β2 dunif(0,100) 74.20 20.73 (26.25; 99.20)
Tabla 2-3: Información estad́ıstica sobre los modelos con un punto de cambio.
acelerada que después de ese d́ıa.
Para PM2.5, umbrales 50 y 45, el comportamiento no difiere en cuanto a la monotońıa
descrita en el caso de sin puntos de cambio, sigue siendo creciente antes y después del d́ıa
τ = 725 y τ = 727 para cada umbral, respectivamente, aunque los crecimientos respectivos
son más acelerados que en el caso de sin puntos de cambio.
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Respecto a PM10, como se observó en la figura 2-4 sin puntos de cambio las bandas de
confianza del 95 % no alcanzan a contener todo lo observado, se considerará un punto de
cambio para remediar tal problema. Para el umbral 100, fue estimado τ = 2280. En esta
misma situación, resultó α1 = 1.02, lo cual sugiere una constancia en el comportamiento de
λ(t), incluso después del punto de cambio, pues α2 = 1.028. Lo interesante en la repesentación
gráfica de la función λ(t) para ambos umbrales de PM10, representada en la figura (2-5), es
que presenta elevadas tasas de ocurrencia de rebases. Para el caso del umbral 75, en algunos
momentos alcanza un valor de 0.875 de repetirse la excendencia.
En la figura 2-6 se presenta la función de media acumulada estimada m(t), frente a la función
estimada con sus bandas de confianza del 95 % de credibilidad, como método de ajuste de lo
observado para el caso de modelos con un punto de cambio. Por la gráfica 2-6 se puede ver
que todos los ajustes mejoraron en presencia de un punto de cambio. Los que más parecen
haber mejorado a simple vista son los modelos para PM10 ambos umbrales. Sin embargo, en
algunos casos la presencia de un punto de cambio adicional podŕıa mejorar el ajuste.
A continuación se verán todos los modelos con dos puntos de cambio, para que al final por
medio del criterio DIC se resuelva la hipótesis de que se mejora el ajuste a medida de que
se introducen más puntos de cambio en el modelo. Las bandas de confianza del 95 % de
credibilidad, aún no contienen a la función de media observada (negro), sin embargo hay
una menor discrepancia entre lo observado y lo estimado por medio de la media (azul).
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Figura 2-5: Función de riesgo λ(t) estimada, para el modelo con un punto de cambio, para O3 y umbrales
61 y 50, PM10 y umbrales 100 y 75, y PM2.5 y umbrales 50 y 45.
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Figura 2-6: Función de media acumulada estimada (azul) m(t), frente a la función estimada (verde) con
sus bandas de confianza del 95 % de credibilidad, como método de ajuste de lo observado (negro) para el
caso de modelos con un punto de cambio.
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2.3.3. Dos puntos de cambio
Como se vió anteriormente los puntos de cambio, permiten por un lado ver la diferente
dinámica en tramos cada vez más pequeños en los que se divide todo el periodo observado
en la representación gráfica de la función de riesgo λ(t) [ver por ejemplo 2-5] y por otro lado,
para algunos casos las bandas de confianza en el ajuste de la función de media acumulada
m(t), logra contener la mayor parte de lo observado [ver 2-6]. Por tanto, como método
ilustrativo se introduce a continuación un punto más para los seis modelos hasta ahora
analizados. En el caso de PM10 umbral 75, el modelo con un punto de cambio es muy bueno
y no requeŕıa de más puntos de cambio, sin embargo se hace para que el mismo lector juzgue
tal situación.
En las tablas (2-4) y (2-5) se presenta la información estad́ıstica obtenida de la distribución
posterior de cada parámetro en el modelo con dos puntos de cambio. En la tabla el dunif(a,b)
significa la distribución uniforme en el intervalo (a, b) y sd es la desviación estándar.
En la figura 2-7 se presentan las gráficas de las diferentes funciones de tasa estimadas en
cada uno de los casos tomados en cuenta. Lo anterior, sugiere que en el caso de sin puntos
de cambio en O3 la tasa de rebase de ambos umbrales, no es mayor de 0.24. En el caso de
dos puntos de cambio, la función de tasa de rebases de O3, es menor que 0.3 y 0.4 para los
umbrales 61 y 50, respectivamente. Lo anterior, se puede contrastar en la primera fila de
gráficas de la figura 2-7. Además, en la misma figura se especifica que antes del d́ıa τ = 741,
el incremento en el riesgo por contaminación de ozono para el umbral 61, es de forma más
acelerada que después de ese d́ıa. Para el d́ıa τ = 2634 empieza a ser constante en una tasa
pequeña de emisión de excedencias.
Para PM2.5, umbrales 50 y 45, el comportamiento es interesante pues refleja que después del
d́ıa τ = 728 para cada uno de los umbrales, la emisión de excedencias disminuye considerable-
mente y se mantiene constante, hasta el d́ıa τ = 1760 para cada uno de los umbrales.
En el caso de PM10, umbrales 100 y 75, el comportamiento de la tasa de emisión es creciente
hasta el d́ıa τ = 1200 aproximadamente. Después de este d́ıa presentan constancia en el
valor 0.45 para el umbral 100 y en el valor 0.65 para el umbral 75 hasta el d́ıa τ = 2255
aproximadamente. Luego de esto disminuyen los valores de la función de tasa a 0.25 y 0.2,
para cada uno de los umbrales respectivamente, manteniendose constante.
Los modelos que más requeŕıan dos puntos de cambio son O3, umbrales 61 y 50 y PM2.5,
umbrales 50 y 45. Los puntos de cambio estimados para O3, umbral 61 son τ1 = 741
y τ2 = 2634. Los dos primeros tramos que se determinan son crecientes con diferentes
aceleraciones, comportamiento que no se aleja al umbral 50 con puntos de cambio τ1 = 786
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y τ2 = 2616, mientras que el último tramo en la figura 2-7 es constante en el tiempo.
Información estad́ıstica
Modelo parametros dist. inicial mean sd intervalo 95 %
PM10
Umbral 75
τ1 dunif(1100,1300) 1209.72 52.21 (1108.21;1294.65)
τ2 dunif(2100,2300) 2255.62 41.44 (2132.03;2298.38)
α1 dunif(0,3) 1.07 0.03 (1.01; 1.14)
β1 dunif(0,10) 1.77 0.35 (1.17; 2.58)
α2 dunif(0,3) 1.08 0.12 (0.86; 1.29)
β2 dunif(0,10) 2.67 2.03 (0.27; 7.33)
α3 dunif(0,3) 0.88 0.22 (0.60; 1.20)




τ1 dunif(1100,1300) 1198.731 27.08 (1149.1122; 1255.696)
τ2 dunif(2100,2300) 2279.7 7.96 (2263.89; 2294.929)
α1 dunif(0,3) 1.144 0.04061 (1.0644; 1.226)
β1 dunif(0,10) 3.413 0.72238 (2.1670; 5.038)
α2 dunif(0,3) 1.061 0.12922 (0.7848; 1.276)
β2 dunif(0,10) 3.366 2.44112 (0.1825; 9.066)
α3 dunif(0,3) 1.080 0.06769 (0.9110; 1.166)
β3 dunif(0,10) 6.305 2.37891 (1.5262; 9.850)
O3 Umbral
61
τ1 dunif(650,850) 740.67 22.88 (706.57;787.61)
τ2 dunif(2500,2700) 2633.89 24.16 (2605.27;2686.41)
α1 dunif(0,3) 2.21 0.09 (1.99;2.36)
β1 dunif(0,100) 92.30 6.92 (74.37; 99.81)
α2 dunif(0,3) 1.75 0.06 (1.59;1.82)
β2 dunif(0,100) 89.48 9.52 (62.69;99.68)
α3 dunif(0,3) 1.13 0.20 (0.75;1.42)
β3 dunif(0,100) 39.92 29.30 (1.75;96.08)
O3 Umbral
50
τ1 dunif(700,900) 785.76 10.06 (769.50;804.71)
τ2 dunif(2500,2700) 2616.90 9.41 (2606.76;2640.37)
α1 dunif(0,3) 1.80 0.14 (1.53;2.09)
β1 dunif(0,100) 46.09 10.51 (27.69;68.98)
α2 dunif(0,3) 1.91 0.05 (1.79;1.97)
β2 dunif(0,100) 91.64 7.26 (72.66;99.74)
α3 dunif(0,3) 1.12 0.22 (0.70;1.52)
β3 dunif(0,100) 22.09 21.41 (0.31;79.07)
Tabla 2-4: Información estad́ıstica sobre los modelos con dos puntos de cambio.
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Información estad́ıstica
Modelo parametros dist. inicial mean sd intervalo 95 %
PM2.5
Umbral 45
τ1 dunif(650,850) 728.20 11.52 (716.38, 751.62)
τ2 dunif(1675,1875) 1752.00 20.74 (1695.63, 1778.26)
α1 dunif(0,3) 2.05 0.17 (1.71, 2.34)
β1 dunif(0,100) 74.02 13.57 (47.00, 97.50)
α2 dunif(0,3) 1.23 0.21 (0.79, 1.55)
β2 dunif(0,100) 47.63 27.32 (3.75, 96.70)
α3 dunif(0,3) 1.40 0.22 (0.92, 1.71)
β3 dunif(0,100) 49.10 28.12 (3.85, 97.15)
PM2.5
Umbral 50
τ1 dunif(630,830) 727.67 12.59 (715.67, 755.04)
τ2 dunif(1670,1870) 1760.18 20.42 (1707.40, 1791.89)
α1 dunif(0,3) 1.94 0.14 (1.63, 2.15)
β1 dunif(0,100) 84.25 11.88 (56.47, 99.49)
α2 dunif(0,3) 0.97 0.18 (0.61, 1.28)
β2 dunif(0,100) 42.24 27.94 (2.13, 96.01)
α3 dunif(0,3) 1.34 0.18 (0.90, 1.57)
β3 dunif(0,100) 59.27 26.88 (6.10, 98.26)
Tabla 2-5: Información estad́ıstica sobre los modelos con dos puntos de cambio.
El estudio de convergencia para la obtención de los valores estimados de los parámetros
estan consignados en las tablas del Apéndice B. El único modelo para el cual la prueba
Geweke no es concluyente es para PM10, umbral 75, pues en la tabla B-11 se puede notar
que tres parámetros α3, σ3 y τ2 tienen el valor estimado para esta prueba fuera del intervalo
(−2,2). Por tal razón, es importante descartar con las otras pruebas si la estimación de estos
parámetros es valida.
Si se pasa a la prueba de Heidelberger-Welch, vemos que salvo el p-valor en el parámetro
τ2, para los otros parámetros resulta mayor que 0.05, aśı que el parametro τ2 sigue dando
problemas. Este es un problema que se permite incluir en el presente trabajo, para ilustrar
una mala convergencia en alguno de los parámetros, aśı que dificilmente se puede concluir
que la distribución posteriori de la tabla (2-5), del parámetro τ2 del modelo PM10, umbral
75 sea la distribución verdadera. Por tanto, para mejorar esta situación puede ser importante
hacer más iteraciones como lo sugiere la prueba de Raftery-Lewis. Por los demás modelos,
basados en las pruebas de convergencia, se puede garantizar que las distribuciones posteriores
propuestas, son bastante cercanas a la verdadera.
Usando los valores dados en las tablas 2-4 y 2-5, se puede contruir por un lado la función λ(t)
y m(t) estimadas, presentadas en las figuras 2-7 y 2-8 respectivamente. La representación
de λ(t) es bien interesante desde el punto de vista de los régimenes que se marcan antes y
después de cada punto de cambio, pues el crecimento general que antes se véıa sin puntos de
cambio ahora se particularizan. Aunque haya crecimiento, se ve que en unos reǵımenes esto
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pasa de manera más acelerada. Usualmente, el régimen donde la tasa donde la emisión de
rebases es más acelerada, es el primero.






















































































































Figura 2-7: Función de riesgo λ(t) estimada, para el modelo con dos puntos de cambio, para O3 y umbrales
61 y 50, PM10 y umbrales 100 y 75, y PM2.5 y umbrales 50 y 45.
La tasa que mayor valor alcanza es la de PM10 umbral 75, el cual corresponde al modelo
con mayor número de observaciones en el mismo intervalo de tiempo que se ha estudiado
a O3 y el modelo que alcanza el menor valor es PM2.5 umbral 50, el cual tiene el menor
número de observaciones en el periodo estudiado, como se ve en la tabla (2-1). En todas
las representaciones gráficas de la función de tasa, parece que en el tercer régimen se vuelve
constante la función.
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En la función de media acumulada m(t) observada frente a la estimada, ilustrada en la
figura 2-8, asumiendo la configuración parametral establecida en la tablas 2-4 y 2-5, se
puede ver que ahora las bandas de confianza (verde) contienen casi a toda la función de
media acumulada observada (negra) y la discrepancia que manteńıa la observada (negra),
con la estimada por medio de la media (azul) en los anteriores modelos sin y con un punto
de cambio, se hace más estrecha.
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Figura 2-8: Función de media acumulada estimada (azul) m(t), frente a la función estimada (verde) con
sus bandas de confianza del 95 % de credibilidad, como método de ajuste de lo observado (negro) para el
caso de modelos con dos puntos de cambio.
2.4. Selección de modelos
El menor indicador DIC comparado en la tabla 2-6 para los diferentes modelos considerados,
dará la idea de cual pierde menos información del verdadero comportamiento de los datos,
ajustándose mejor a lo observado, como se explicó al final del capitulo 1.
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Para los casos de PM10 umbral 100, O3 ambos umbrales y PM2.5 umbral 45 el modelo que
mejor DIC reporta, es el que tiene dos puntos de cambio. Para el caso de PM2.5 umbral 50,
se presenta un empate entre D0 y D2, aśı que se decide por el modelo con dos puntos de
cambio, quien exhibe un mejor ajuste en la figura (2-8) y cuyas pruebas de convergencia
fueron satisfactorias.
Número de puntos de cambio
Modelo D0 D1 D2
PM10-U75 8333 8296 8300
PM10-U100 7054 6877 6861
O3-U50 4739 4576 4531
O3-U61 3300 3151 3102
PM2.5-U45 1676 1615 1597
PM2.5-U50 999 1081 1000
Tabla 2-6: DIC por modelo sin, un y dos puntos de cambio. D0 es el DIC para el modelo sin puntos de
cambio, D1 para modelos con un punto de cambio y D2 el DIC para modelos con dos puntos de cambio. En
el nombre del modelo aparece “contaminante”-“Umbral de referencia”.
Es por esto que, para el caso de PM10 umbral 75, el DIC no puede indicar cual es mejor
modelo, debido a que la diferencia entre D2 y D1 es menor que 5. Aśı que este empate se
definirá por medio de las gráficas 2-6 y 2-8, de las cuales se puede inferir que desde un
punto de cambio ya ajustaba bien. Sin embargo, no hay que perder de vista las pruebas de
convergencia comentadas anteriormente.
2.5. Discusión
Esta parte de discusión estará dividida en dos bloques. En primer lugar, se hablará del
impacto de la poĺıtica pública en Colombia para mitigar los problemas ocasionados por la
contaminación del aire y su relación con los puntos de cambio. En segundo lugar, comparará
los resultados encontrados para Bogotá, con respecto a los encontrados en Ciudad de México.
Este último bloque es un resumen de lo consignado en el art́ıculo (Suárez-Sierra et al.
(2019b)), donde se podrán encontrar caracteŕısticas más detalladas al respecto de PM10 y
O3, que luego fueron complementadas en Suárez-Sierra et al. (2019a) para el caso espećıfico
de PM2.5.
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Uno de los intereses del presente trabajo, es desarrollar modelos que ayuden a medir el
impacto de la poĺıtica pública y que en cierto sentido se logran, determinando los puntos de
cambio y luego comparándolos con los d́ıas en los que se implementaron algunas medidas
para mitigar la emisión de contaminantes en el aire para la ciudad de Bogotá.
Tal es el caso de PM10, umbral 100, para el cual uno de sus punto de cambio se presentó
cerca al 28 de marzo de 2010. Para entonces, se hab́ıa establecido la resolución RES (2009) en
la cual los ministerios de Minas y Enerǵıa, de Protección Social y de Ambiente, Vivienda y
Desarrollo Territorial determinaron de manera conjunta que se debeŕıan utilizar combustibles
limpios los cuales incluyen hidrógeno, gas licuado de petróleo, diésel hasta de 50 ppm de
azufre, gasolina hasta de 50 ppm de azufre, mezclas de diésel con biodiesel siempre y cuando
la mezcla no supere 50 ppm de azufre y mezclas de gasolina con alcohol carburante o etanol
anhidro desnaturalizado.
La resolución (RES (2009)) sale el 24 de diciembre de 2009, pero el 7 de febrero de 2008
se firmó el pacto para mejorar la calidad del aire de Bogotá, entre la alcald́ıa mayor, el
Ministerio de Ambiente, Vivienda y Desarrollo territorial y ECOPETROL S.A.
En el caso de O3 umbral 61, el modelo que mejor DIC tiene es el de dos puntos de cambio.
El primer punto de cambio es aproximadamente el d́ıa 25 de febrero de 2006. Situación que
podŕıa explicarla la resolución publicada en CONPES (2005b), expedida el 21 de noviembre
de 2005, por la cual se establecen las condiciones mı́nimas que deben cumplir los Centros
de Diagnóstico Automotor para realizar las revisiones técnico mecánica y de gases de los
veh́ıculos automotores que transiten por el territorio nacional. Además que casi un año antes
de que se presentara este punto de cambio se hab́ıa presentado el documento CONPES
(2005a) donde se adoptaban herramientas para apoyar la gestión para la calidad del aire por
medio de modelación y protocolo de inventarios de emisiones.
El segundo punto de cambio para caso O3 umbral 61, se presentó el 1 de marzo de 2011,
fecha en la cual se hab́ıan presentando las resoluciones 610 y 650 [ver RES (2010b) y RES
(2010c)] en marzo de 2010 y la resolución 2153 (RES (2010a)) en noviembre de 2010. En
las tres primeras resoluciones se define un plan de trabajo para fortalecer la medición de
calidad del aire en el páıs, ajustar y validar el protocolo para el monitoreo y seguimiento
de la calidad del aire. Además que ese mismo año se establecen medidas para la atención
de episodios para los niveles de prevención, alerta y emergencia ambiental. Es decir, parece
que el momento en que impactan todas estas poĺıticas públicas es muy cerca a los puntos de
cambio determinados por cada modelo.
Para el caso de O3 umbral 61, los puntos de cambio en el modelo de dos puntos se presentaron
en fechas muy próximas a las presentadas en el modelo para el umbral 50, por tanto se deben
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a las mismas poĺıticas públicas.
En el caso de PM2.5 umbral 50, dos puntos de cambio, es similar que para el umbral 45 para
este mismo componente contaminante del aire, pues los puntos de cambio se presentan el 1
de abril de 2011 y 15 de Julio de 2014 (próximos a los vistos en el umbral 45), por ende se
justifica desde la misma poĺıtica pública. Parece razonable pensar que este último se debe a
que el 5 de junio de 2008 entra a regir la resolución 909 RES (2008), en la que se establece
los niveles de emisión de contaminantes que deberá cumplir toda la industria en el páıs.
Por otro lado, los datos de México usados en Suárez-Sierra et al. (2019a) fueron recopilados
durante el periodo comprendido entre el 01 de enero de 2004 y 31 de agosto de 2015,
obteniendo un total de T = 4261 observaciones. Ya que en Bogotá se empiezan a recolectar
mediciones de PM2.5 en el 2007, sólo hasta 01 de abril de 2009 se reportan mediciones
medianamente razonables que la secretaŕıa de medio ambiente de Bogotá logra explicar. Por
tanto, el periodo analizado para PM2.5 en el caso Bogotá está comprendido entre 01 de abril
de 2009 y 31 de agosto de 2015. En el caso de PM10 O3, las ĺıneas de tiempo estudiadas en
Suárez-Sierra et al. (2019b) son las mismas a las de PM2.5.
En el caso de PM2.5 la cantidad de estaciones que monitorean este contaminante en Ciudad
de México son 18, mientras que en Bogotá son 9. Durante el periodo observacional de las
mediciones de PM2.5, en Ciudad de México se encontró un valor promedio de 39.91µ/m3
con desviación estándar de 15.05, mientras que para Bogotá se encontró un promedio de
30.842µ/m3 con una desviación estándar de 11.56.
En el contexto de O3 se encontró que el valor promedio es 39.4ppb y 10.8ppb en Bogotá
y Ciudad de México, respectivamente. En el caso de PM10 este valor fue 101.5µ/m3 y
79.91µ/m3 en estas mismas ciudades. Las correspondientes desviaciones estándar fueron
1.83, 3.8, 31.59 y 79.91.
Los umbrales considerados para PM2.5 en la Ciudad de México fueron 45µ/m3 y 65µ/m3 los
cuales corresponden al nuevo NOM (2014) y el antiguo NOM (2002) umbrales ambientales
para Ciudad de México, respectivamente. Estos valores fueron excedidos en 750 y 118 d́ıas
respectivamente. En Suárez-Sierra et al. (2019b) se establece que las mediciones de Bogotá
presentan valores más pequeños (en promedio) y variaciones más pequeñas que las que se
obtuvieron en Ciudad de México, cuando son excedencias del umbral 50. En el caso del
umbral 45 se comportan relativamente iguales. Los umbrales 45 y 50 en Bogotá fueron
excedidos 263 y 139, respectivamente.
En el mismo orden de ideas los umbrales seleccionados para PM10 y O3 en Ciudad de
México son 110ppb y 95ppb en las mediciones de ozono y 120µ/m3 y 75µ/m3 en el caso de
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PM10. El primer y tercer valor corresponden al estándar ambiental para México para ozono
y PM10 NOM (2002), respectivamente, valido antes del 2014, y el segundo y el cuarto valor
correspondientes al umbral establecido después del 2014 en la nueva regulación NOM (2014).
Entre muchas otras conclusiones a las que se llegan en relación con la emisión de los
contaminantes referentes en las dos ciudades en (Suárez-Sierra et al. (2019a)) y (Suárez-
Sierra et al. (2019b)) es que Bogotá presenta mayores problemas con el control de la emisión
de PM10 que Ciudad de México, aśı como el Ozono es un problema mayor en Ciudad de
México que en Bogotá.
En cuanto a la emisión de PM2.5, en Ciudad de México a partir del 2014 empieza a ser más
controlado y para Bogotá esta misma situación se presenta a partir de 2011. Parece que en
la actualidad, para las dos ciudades los niveles de excedentes de material particulado está
más controlado, pues a partir de la función de tasa de las dos ciudades para cada uno de
los contaminantes, se aprecia decrecimiento dentro de valores muy bajos a medida que se
avanza en el tiempo.
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Caṕıtulo 3
Cópulas y funciones de supervivencia
Ahora interesa estudiar la distribución del número de veces que los niveles máximos de ozono
y part́ıculas de materia PM2.5 a la vez, sobrepasan la norma ambiental o algunos umbrales
ambientales de interés. De la misma forma puede interesar el par de contaminantes ozono y
PM10 o PM2.5 y PM10 en la Ciudad de Bogotá. Para encontrar dicha distribución bivariada
se hace uso de modelos de Poisson no homogéneos bivariados y cópulas. Las cópulas se usarán
para determinar la función de riesgo bivariada λ(t1, t2), la aproximación de su respectiva
función de media acumulada M(t1, t2) y la función de riesgo acumulada bivariada m(t1, t2).
La función M(t1, t2) será la función de valor medio del proceso de Poisson bivariado descrito
en el próximo caṕıtulo, mientras que m(t1, t2) aparecerá dentro de la forma exponencial de
la función de sobrevida bivariada descrita en el presente caṕıtulo.
Para poner de manera expĺıcita la forma de λ(t1, t2) y m(t1, t2), se hará uso de la propiedades
que tiene la cópula Farlie-Gumbel-Morgenstern (FGM) cuyas funciones marginales son Weibull.
En el siguiente capitulo se aproximará M(t1, t2) para determinados valores de t1 y t2,
haciendo uso de la teoŕıa de procesos de Poisson bivariados.
3.1. Funciones cópula
Las cópulas son funciones que describen distribuciones multivariadas a partir de sus funciones
de distribución marginales de dimensión uno. Para efectos del presente trabajo, son de
completa utilidad, debido a que por medio de estas es posible describir la asociación entre
dos distribuciones univariadas que explican el comportamiento de dos contaminante del
aire, respectivamente. Todo esto es factible dado que la función de distribución acumulada
conjunta de dos variables aleatorias puede expresarse como una cópula cuyos argumentos son
sus distribuciones marginales. Por la naturaleza de las cópulas, se puede regresar fácilmente
al estudio de los contaminantes de manera univariada con el enfoque expuesto en los caṕıtulos
anteriores de este trabajo, aśı como encontrar una función de intensidad para el proceso de
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Poisson no homogéneo bivariado como se verá en el siguiente caṕıtulo.
Nelsen (2006) presenta la siguiente ilustración de la definición de cópula unidimensional.
Considerese un par de variables aleatoriasX y Y , con funciones de distribución F (x) = P [X ≤
x] y G(y) = P [Y ≤ y] respectivamente y con función de distribución conjunta H(x, y) =
P [X ≤ x,Y ≤ y]. Entonces para cada par de números (x, y) podemos asociar tres números
F (x), G(y) y H(x, y). Observe que cada uno de estos números está en el intervalo [0,1]. En
otras palabras, cada par (x, y) de números reales conduce a un par (F (x),G(y)) en el cuadro
unitario [0,1] × [0,1] y estas parejas a su vez corresponden a un número H(x, y) ∈ [0,1].
A continuación se proporciona una definición formal y algunas propiedades de la función
cópula.
3.1.1. Definiciones y propiedades
En esta sección se resumen los resultados básicos necesarios sin demostraciones, para entender
el concepto de cópula. Siguiendo Nelsen (2006), primero se define cópula para luego enunciar
el teorema de Sklar [Sklar (1959), Sklar (1996)], útil para construir la distribución bivariada
presente en el proceso de Poisson no homogéneo.
Definición 3.1. Una cópula bidimensional es una función C ∶ [0,1] × [0,1] → [0,1] que
cumple las siguientes propiedades:
1 C(u,0) = 0 = C(0, v), para todos u, v ∈ [0,1],
2 C(u,1) = u y C(1, v) = v, para todos u, v ∈ [0,1].
3 C(u2, v2) −C(u2, v1) −C(u1, v2) +C(u1, v1) ≥ 0 para todos u1, u2, v1, v2 ∈ [0,1], u1 ≤ u2
y v1 ≤ v2,
A una función que cumpla la primera propiedad se le llama polo a tierra. La propiedad 3
es la versión bidimensional de una función no decreciente. Cuando una función cumple la
propiedad 3, se le dice bicreciente.
Teorema 3.1 (Teorema de Sklar Sklar (1959), Sklar (1996)). Sea F (⋅, ⋅) una distribución
conjunta con distribuciones marginales F1(⋅) y F2(⋅) respectivamente. Entonces, existe una
cópula C(⋅, ⋅) tal que
F (x, y) = C(F1(x), F2(y)),para todo x,y ∈ (−∞,∞). (3-1)
Demostración. Ver (Sklar (1959)).
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Si F1(⋅) y F2(⋅) son continuas entonces C(⋅, ⋅) es única. La función C(⋅, ⋅) está únicamente
determinada sobre el producto cartesiano Ran(F1) × Ran(F2), donde Ran(Fi) es el rango
de Fi(⋅), con i = 1,2. Por otro lado, si C(⋅, ⋅) es una cópula y F1(⋅) y F2(⋅) son funciones
de distribución entonces la función F (⋅, ⋅) definida en (3-1), es una función de distribución
conjunta con marginales F1(⋅) y F2(⋅). En Nelsen (2006) se muestra que F (⋅, ⋅) tiene marginales
F1(⋅) y F2(⋅) que están dadas por F1(x) = F (x,∞) y F2(y) = F (∞, y).
3.2. Distribución bivariada Weibull derivada de una
función cópula
En Dos Santos (2010), se expone la importancia de utilizar las cópulas para analizar los
tiempos de sobrevivencia bivariados. Diferentes formulaciones de distribución Weibull para
tiempos de sobrevivencia bivariados, pueden ser considerados usando funciones cópula según
Nelsen (2006). Se derivará a continuación una distribución bivariada Weibull usando la
función cópula Farlie-Gumbel-Morgenstern (FGM) [ver por ejemplo Farlie (1960), Morgenstern
(1956), Gumbel (1960), Dos Santos (2010), Nelsen (2006), Sankaran and Gleeja (2006)]. Esta
cópula tiene la siguiente representación
C(u, v) = Cθ(u, v) = uv[1 + θ(1 − u)(1 − v)],u,v ∈ [0,1], θ ∈ [−1,1]. (3-2)
Al sustituir los valores de u = F1(t1) = y v = F2(t2) en la expresión (3-2) se tiene que
F (t1, t2) = C(F1(t1), F2(t2)) (3-3)
= F1(t1)F2(t2)[1 + θ(1 − F1(t1))(1 − F2(t2))],
Si F1(t1) y F2(t2) son las distribuciones marginales, definidas como





} , conαi, σi > 0, i = 1,2. (3-4)
se tiene que






















debido a los resultados expresados en (3-1) y (3-3).
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Verificando que efectivamente la expresión (3-4) corresponde a la forma de las distribuciones
marginales de F (t1, t2), se toma el ĺımite cuando t1 y t2 van al infinito
ĺım
t2→∞































Aśı se llega de manera explicita a la distribución marginal F1(t1) de F (t1, t2) con respecto
a t1. De manera análoga se llega a la distribución marginal F2(t2) con respecto a t2.
3.3. Función de densidad conjunta Weibull
Teorema 3.2. La función de densidad conjunta de la función de distribución (3-3), determinada
a partir de la cópula (3-2) es
f(t1, t2) = f2(t2)f1(t1)[1 + θ[1 − 2F1(t1)][1 − 2F2(t2)]], (3-7)
donde fi(⋅) es la función de densidad asociada a Fi(⋅), i = 1,2.
Demostración. Ver Dos Santos (2010)
Corolario 3.1. Si las funciones Fi(ti) con i = 1,2 definidas como en (3-6) son las distribuciones
marginales de la función de distribución conjunta (3-5), se obtiene como función de densidad
conjunta







































Demostración. La demostración del Corolario es inmediata sustituyendo las distribuciones
marginales Fi(ti), i = 1,2 y sus correspondientes funciones de densidad en el resultado del
Teorema 3.2.
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3.4. Cópula de la función de sobrevivencia bivariada
Weibull
La función de sobrevivencia permite estudiar el tiempo hasta que suceda un evento de interés.
El nombre sobrevivencia se hereda de aplicaciones médicas, en las que el interés es estudiar
el tiempo hasta la muerte o recuperación total de un individuo. Dentro de las funciones de
distribución más habituales para representar el modelo de evolución de supervivencia en el
enfoque paramétrico es la relacionada con la distribución Weibull, cuyas formas univariada
y bivariada se estudian a continuación [véase por ejemplo, Carriere (2000)].
Para el par de variables aleatorias (T1, T2) con función de distribución conjunta F (⋅, ⋅), la
función de sobrevivencia está dada por S(T1, T2) = P (T1 > t1, T2 > t2). Las funciones de
sobrevivencia marginales de S(⋅, ⋅) son las funciones S1(t1) = S(t1,−∞) y S2(t2) = S(−∞, t2),
las cuales son las funciones de sobrevivencia unidimensional. Por ejemplo, en el caso de la
función de distribución Weibull Fi(ti), dada en (3-4) para i = 1,2 se tiene








con mi(ti) definido como la primera expresión en (2-2), para i = 1,2. Suponga, que la
distribución conjunta de T1 y T2 esta dada por la cópula C(⋅, ⋅) definida en (3-2). Entonces
tenemos que
S(t1, t2) = P (T1 > t1, T2 > t2)
= P (T1 > t1) + P (T2 > t2) − P ({T1 > t1} ∪ {T2 > t2})
= P (T1 > t1) + P (T2 > t2) − {1 − P (T1 < t1, T2 < t2)}
= 1 − P (T1 < t1) + 1 − P (T2 < t2) − {1 − P (T1 < t1, T2 < t2)}
= 1 − P (T1 < t1) − P (T2 < t2) + P (T1 < t1, T2 < t2)
= 1 − F1(t1) − F2(t2) + F (t1, t2). (3-10)
Por tanto, de la expresión (3-10) se tiene que
S(t1, t2) = S1(t1) + S2(t2) − 1 +C(F1(t1), F2(t2))
= S1(t1) + S2(t2) − 1 +C(1 − S1(t1),1 − S2(t2)). (3-11)
Aśı que si se define una cópula Ĉ ∶ [0,1] × [0,1]→ [0,1] por
Ĉ(u, v) = u + v − 1 +C(1 − u,1 − v), (3-12)
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aplicando el teorema de Sklar se tiene que [ver Nelsen (2006)]
S(x, y) = Ĉ(S1(x), S2(y)). (3-13)
En Nelsen (2006) se demuestra que Ĉ(⋅, ⋅) cumple las tres condiciones indicadas en la
Definición 3.1 para ser cópula, además a Ĉ(⋅, ⋅) la llama cópula de supervivencia de T1 y
T2. Por otra parte, Ĉ(⋅, ⋅) une la función de supervivencia conjunta S(⋅, ⋅) a sus funciones
marginales univariadas S1(⋅) y S2(⋅) de manera análoga a como la cópula C(⋅, ⋅) une la
función de distribución conjunta F (⋅, ⋅), con sus respectivas distribuciones marginales F1(⋅)
y F2(⋅).
3.4.1. Función de sobrevivencia bivariada asociada a la distribución
Weibull
Teorema 3.3. La función de sobrevivencia conjunta S(⋅, ⋅), asociada a la función de distribución
F (⋅, ⋅) en (3-3), determinada a partir de la cópula (3-12) con u = S1(t1) y v = S2(t2), donde
Si(⋅) es la función de sobrevivencia marginal, i = 1,2 está dada por
S(t1, t2) = (1 − F1(t1))(1 − F2(t2))[1 + θF1(t1)F2(t2)]. (3-14)
Demostración. Usando la expresión (3-11) y (3-13), se tiene que
S(t1, t2) = Ĉ(S1(x), S2(y))
= S1(t1) + S2(t2) − 1 +C(1 − S1(t1),1 − S2(t2))
= S1(t1) + S2(t2) − 1 + (1 − S1(t1))(1 − S2(t2))[1 + θS1(t1)S2(t2)]
= S1(t1) + S2(t2) − 1 + (1 − S1(t1))(1 − S2(t2)) + θS1(t1)S2(t2)(1 − S1(t1))(1 − S2(t2))
= S1(t1) + S2(t2) − 1 + 1 − S1(t1) − S2(t2) + S1(t1)S2(t2)
+ θS1(t1)S2(t2)(1 − S1(t1))(1 − S2(t2))
= S1(t1)S2(t2) + θS1(t1)S2(t2)(1 − S1(t1))(1 − S2(t2))
= S1(t1)S2(t2)[1 + θ(1 − S1(t1))(1 − S2(t2))]
= S1(t1)S2(t2)[1 + θF1(t1)F2(t2)].
= (1 − F1(t1))(1 − F2(t2))[1 + θF1(t1)F2(t2)],
y el resultado se sigue.
Se puede establecer la función de sobrevivencia bivariada asociada a F (⋅, ⋅), con Fi(ti), i = 1,2
definido como en (3-4), de la siguiente manera
56 3 Cópulas y funciones de supervivencia





},i = 1,2 son las funciones de
distribución marginales asociadas a la función de distribución conjunta (3-5), se obtiene
como función de sobrevivencia conjunta Weibull bivariada a la siguiente función




























con i = 1,2 en la expresión (3-14) se llega al resultado esperado.
A partir de la definición de la función de sobrevivencia bivariada Weibull S(t1, t2) establecida
en la expresión (3-15), a continuación se establecerá la forma de la función de riesgo acumulado
bivariado m(t1, t2).
Al ver S(t1, t2) de manera exponencial como sigue
S(t1, t2) = exp{−m(t1, t2)} , (3-16)
se define la forma de m(t1, t2) de la siguiente manera:





















Pues a partir de la expresión (3-15) se puede reescribir S(t1, t2) de la siguiente manera
































































3.5. Función de riesgo o tasa bivariada
En el caṕıtulo anterior se definió y representó la función de riesgo para umbrales de contaminantes
de interés dada en la expresión (2-25), la cual para el caso de la distribución Weibull
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donde m(t) está definida en la primera ecuación de (2-2), asociada a la función de riesgo






y cuya función de densidad de probabilidad, para el caso de la distribución Weibull univariada















El punto de interés a señalar en este caṕıtulo, es que esta propiedad (3-19) se extiende
de manera natural al caso bivariado. Sea T = (T1, T2) un vector aleatorio no negativo
representando los tiempos de vida de dos componentes de un sistema con una función de
sobrevivencia absolutamente continua S(t1, t2) definida como en (3-14) y función de densidad
de probabilidad conjunta f(t1, t2) dada por (3-7). En Sankaran and Gleeja (2006) se define





Despejando f(t1, t2) en la expresión (3-22) se sigue que
f(t1, t2) = λ(t1, t2)S(t1, t2). (3-23)
Proposición 3.1. De la relación (3-22) se puede establecer la siguiente igualdad




P (t1 ≤ T1 < t1 +∆t1, t2 ≤ T2 < t2 +∆t2∣T1 ≥ t1, T2 ≥ t2)
∆t1∆t2
. (3-24)
Demostración. De la relación (3-22) y de la definición de función de densidad bivariada, se






























































P (t1 ≤ T1 < t1 +∆t1, t2 ≤ T2 < t2 +∆t2∣T1 ≥ t1, T2 ≥ t2)
∆t1∆t2
. (3-25)
De la Proposición 3.1 se infiere que la función riesgo bivariada, espećıfica la tasa instantánea
de muerte o falla, dado que los individuos sobreviven hasta el tiempo bivariado t = (t1, t2).
La probabilidad de muerte o falla en la región [t1, t1+∆t1)×[t2, t2+∆t2), dado que sobrevivió
hasta el tiempo t, es aproximadamente λ(t1, t2)∆t1∆t2. En el presente trabajo, se quiere
indagar en la probabilidad de que suceda un rebase del umbral medio ambiental para dos
contaminantes en una región de tiempo de área ∆t1×∆t2, dado que hasta el tiempo t = (t1, t2),
no se hab́ıa observado.
Teorema 3.4. Sea (T1, T2) una pareja de variables aleatorias con función de distribución
conjunta F (⋅, ⋅) definida como en (3-3), donde la función de sobrevivencia está dada por
S(t1, t2) = P (T1 > t1, T2 > t2). Si las funciones de sobrevivencia marginales de S(⋅, ⋅) son
S1(t1) y S2(t2), se sigue que
∂2S(t1, t2)
∂t2∂t1
= f(t1, t2). (3-26)
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En el siguiente teorema se establece en una expresión otra forma para relacionar a S(t1, t2)
con λ(t1, t2), diferente a la establecida en la expresión (3-22).
Teorema 3.5. Sean (T1, T2) una pareja de variables aleatorias con función de distribución
conjunta F (⋅, ⋅) dada en (3-3), y con función de sobrevivencia dada por S(t1, t2) = P (T1 >
t1, T2 > t2). Si las funciones de sobrevivencia marginales de S(⋅, ⋅) son S1(t1) = S(t1,−∞) y
S2(t2) = S(−∞, t2), entonces
∂2 lnS(t1, t2)
∂t1∂t2
= λ(t1, t2) − r1(t1, t2)r2(t1, t2), (3-28)
donde ri(t1, t2) =
∂ lnS(t1,t2)
∂ti





















































= λ(t1, t2) − r1(t1, t2)r2(t1, t2).
Observación 3.1. De la demostración del Teorema 3.5 se puede inferir que a diferencia del
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3.6. Función de riesgo acumulada
Otra relación interesante de la función de sobrevivencia S(t1, t2) es la que tiene con la función
de media acumulada m(t1, t2) definida en (3-17) y se establece en el siguiente corolario.








Demostración. Aplicando la función logaritmo a ambos lados de la igualdad (3-16) se tiene
que −m(t1, t2) = lnS(t1, t2). Tomando la segunda derivada parcial se establece el resultado
deseado.
Observación 3.2. De la expresión (3-28) y del resultado del Corolario 3.3, se establece





= λ(t1, t2) − r1(t1, t2)r2(t1, t2), (3-30)
donde ri(t1, t2) =
∂ lnS(t1,t2)
∂ti
, i = 1,2.
Por tanto, para el caso bivariado, esta relación es menos directa que la establecida para
el caso univariado en la expresión (2-1) y de ah́ı que la función m(t1, t2) no sea el valor
esperado del proceso de Poisson bivariado estudiado en el siguiente caṕıtulo.
Teorema 3.6. Sea (T1, T2) un par de variables aleatorias con función de distribución conjunta
F (⋅, ⋅) dada por (3-3), con función de sobrevivencia S(t1, t2) = P (T1 > t1, T2 > t2), cuyas
funciones de sobrevivencia marginales de S(⋅, ⋅) son las funciones S1(t1) y S2(t2). Entonces,
m(t1, t2) =m1(t1) +m2(t2) −A(t1, t2), (3-31)




con Si(ti), i = 1,2.
Demostración. De la relación −m(t1, t2) = lnS(t1, t2) (ver 3-16) y con Si(ti) > 0, i = 1,2 se
tiene que
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Pero de (2-9) y (2-11) se sabe que mi(ti) = − lnSi(ti), i = 1,2. Por tanto, se sigue que
m(t1, t2) =m1(t1) +m2(t2) −A(t1, t2). (3-32)
Corolario 3.4. De la expresión (3-32) se tiene que S(t1, t2) = S1(t1)S2(t2)exp{A(t1, t2)}.
Demostración. De (3-16) y (3-32) se tiene que
S(t1, t2) = exp{−m(t1, t2)}
= exp{−m1(t1) −m2(t2) +A(t1, t2)}
= exp{−m1(t1)} exp{−m2(t2)} exp{A(t1, t2)}
= S1(t1)S2(t2) exp{A(t1, t2)} .
Observación 3.3. La función A(t1, t2) se puede interpretar como una función de dependencia
entre t1 y t2.
Observación 3.4. Sustituyendo (3-16) en (3-23), se tiene que
f(t1, t2) = λ(t1, t2) exp (−m(t1, t2)) . (3-33)
De ah́ı que se tenga una expresión bivariada análoga a la dada en (2-12) para el caso
univariado.
Otra caracteŕıstica importante que vale la pena señalar es que determinar de manera explicita
la forma de f(t1, t2) como en la expresión (3-33), permitirá tener el modelo para construir
la función de verosimilitud del proceso de Poisson bivariado en el presente caṕıtulo. Por esta
razón, a continuación se exhibirá la forma de λ(t1, t2) y exp (−m(t1, t2)) en el caso en que
se usen funciones marginales Fi(ti), i = 1,2 con forma Weibull. Antes de esto, se señala una
interpretación adicional a la función f(t1, t2).
De la igualdad (3-25) de la demostración del Proposición 3.1, se puede extraer la siguiente
igualdad




P (t1 ≤ T1 ≤ t1 +∆t1, t2 ≤ T2 ≤ t2 +∆t2)
∆t1∆t2
. (3-34)
De ah́ı que, f(t1, t2)∆t1∆t2 en el ĺımite es aproximadamente igual a P (t1 ≤ T1 < t1+∆t1, t2 ≤
T2 < t2 + ∆t2) cuando ∆ti → 0 para i = 1,2. Resultado fundamental en el presente trabajo,
debido a que interesa que se observe un rebase de un umbral de interés en un intervalo
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de tiempo pequeño y la prueba de este resultado se puede seguir de la demostración del
resultado (3-25).
El siguiente resultado enuncia una forma impĺıcita del la función de riesgo bivariada para
cualquier función de distribución bivariada definida a partir de la cópula Farlie-Gumbel-
Morgenstern, con funciones marginales Fi(ti), i = 1,2.
Teorema 3.7. Sea (T1, T2) par de variables aleatorias con función de densidad conjunta
f(⋅, ⋅) definida como en (3-7) y función de sobrevivencia dada por (3-14), entonces la función
de riesgo bivariada tiene la siguiente representación
λ(t1, t2) = λ1(t1)λ2(t2)
1 + θ[1 − 2F1(t1)][1 − 2F2(t2)]
1 + θF1(t1)F2(t2)
. (3-35)
Demostración. De los resultados (3-7), (3-14) y usando (3-22) se tiene que
λ(t1, t2) =
f2(t2)f1(t1)[1 + θ[1 − 2F1(t1)][1 − 2F2(t2)]]







1 + θ[1 − 2F1(t1)][1 − 2F2(t2)]
1 + θF1(t1)F2(t2)
.
Pero por lo señalado en (2-6), se tiene que λi(ti) =
fi(ti)
1−Fi(ti)
, i = 1,2. De ah́ı que se sigue el
resultado que se deseaba.
Observación 3.5. Como (1 − 2F1(t1))(1 − 2F2(t2)) = (1 − 2S1(t1))(1 − 2S2(t2)), debido a
que
(1 − 2F1(t1))(1 − 2F2(t2)) = (1 − 2(1 − S1(t1)))(1 − 2(1 − S2(t2))) (3-37)
= (−1 + 2S1(t1))(−1 + 2S2(t2))
= (1 − 2S1(t1))(1 − 2S2(t2)),
del Teorema 3.7, se tiene que
λ(t1, t2) = λ1(t1)λ2(t2)
[1 + θ[1 − 2S1(t1)][1 − 2S2(t2)]]
[1 + θF1(t1)F2(t2)]
. (3-38)
Corolario 3.5. Para las funciones Fi(ti), i = 1,2 dadas en (3-4), las funciones marginales
de la función de distribución conjunta (3-5), cuyas funciones de densidad son fi(ti), i = 1,2,
se obtiene como función de riesgo bivariada,
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α2−1 [1 + θ (1 − 2 exp{− ( t1σ1 )
α1
}) (1 − 2 exp{− ( t2σ2 )
α2
})]
[1 + θ (1 − exp{− ( t1σ1 )
α1





Demostración. Queda como consecuencia del Teorema 3.7, para el caso de las funciones
marginales Fi(ti), i = 1,2, una distribución Weibull, caracterizadas en la expresión (3-6) y







3.7. Propiedades de la función de dependencia
Del Corolario 3.4 se puede escribir que A(t1, t2) = lnS(t1, t2)− lnS1(t1)− lnS2(t2). Tomando
































Considerando el Teorema 3.5 donde se tiene que ∂ lnS(t1,t2)∂ti = ri(t1, t2), i = 1,2, se pueden
reescribir las expresiones (3-40) y (3-41) como
∂A(t1, t2)
∂ti
= ri(t1, t2) − λi(ti), i = 1,2. (3-42)





























De manera análoga para ∂A(t1,t2)∂t2 . La expresión (3-43) se obtiene al sustituir (3-27) en la
primera igualdad de (3-40)
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Es importante señalar que en Sankaran and Gleeja (2006) se tiene que
ri(t1, t2) = ĺım
∆ti→0
P (ti < Ti ≤ ti +∆ti∣T1 ≥ t1, T2 ≥ t2)
∆ti
. (3-44)
Para i = 1, r1(t1, t2)∆t1 es la probabilidad de que el evento de interés para la primera variable
aleatoria suceda en el intervalo de tiempo [t1, t1 + ∆t1) dado que este no sucedió antes de
t1 y el evento de interés de la segunda variable sucedió después de t2. La interpretación de
r2(t1, t2)∆t2 es similar.
Por la definición de ri(t1, t2) en el Teorema 3.5 y de la relación −m(t1, t2) = lnS(t1, t2), se
tiene que




Teorema 3.8. Sea (T1, T2) un par de variables aleatorias con función de distribución conjunta
F (⋅, ⋅) dada en (3-3) y función de sobrevivencia dada por (3-14). Sean S1(t1) = S(t1,−∞) y
S2(t2) = S(−∞, t2), las funciones de sobrevivencia marginales de S(⋅, ⋅), entonces
A(t1, t2) = ln [1 + θF1(t1)F2(t2)] . (3-46)
Demostración. Del Teorema 3.6 se tiene que




Usando el resultado del Teorema 3.3 que establece que S(t1, t2) = (1−F1(t1))(1−F2(t2))[1+
θF1(t1)F2(t2)], se sigue que
A(t1, t2) = ln [







= ln [1 + θF1(t1)F2(t2)] . (3-48)
Corolario 3.6. Si las funciones de distribución marginales de F (⋅, ⋅) son las funciones F1(t1)
y F2(t2) definidas como en (3-4) se tiene que











Demostración. Usar el Teorema 3.8 y la expresión (3-4).
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3.8. Representación exponencial de la función de
sobrevivencia bivariada
El siguiente teorema tomado de Sankaran and Gleeja (2006) muestra una representación
única para S(t1, t2) en términos de la función de tasa λ(t1, t2).
Teorema 3.9 (Sankaran and Gleeja (2006)). La función de supervivencia de t = (t1, t2)
puede ser representada en términos de las funciones de tasa λi(⋅), i = 1,2 definidas en (2-25)
y λ(⋅, ⋅) definida como en (3-35) de la siguiente forma













(λ(u, v) − r1(u, v)r2(u, v))dudv} (3-50)
donde ri(t1, t2) =
∂ lnS(t1,t2)
∂ti
, i = 1,2.
Demostración. De lo establecido en el Corolario 3.4 se tiene que
S(t1, t2) = S1(t1)S2(t2) exp{A(t1, t2)} ,
por (2-10), se puede establecer que






λ2(u)du} exp{A(t1, t2)} (3-51)
Por tanto, para terminar la demostración, se requiere ver que la forma de la función A(t1, t2)
puede ser







donde ϕ(t1, t2) es alguna función bivariada.
Para establecer la forma de ϕ(t1, t2) se debe tomar la primera y segunda derivada parcial
de A(t1, t2) con respecto a t1 y t2 respectivamente. La primera derivara parcial de A(t1, t2)
con respecto a t1 se estableció en la expresión (3-40). Al tomar la derivada de la expresión







Pero, por la expresión (3-28), se tiene que
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∂2A(t1, t2)
∂t2∂t1
= λ(t1, t2) − r1(t1, t2)r2(t1, t2). (3-54)
Por tanto la función buscada ϕ(t1, t2) tendrá la forma
ϕ(t1, t2) = λ(t1, t2) − r1(t1, t2)r2(t1, t2). (3-55)
Corolario 3.7. Para el par ordenado de variables aleatorias (T1, T2) con función de distribución
conjunta de sobrevivencia S(t1, t2) = P (T1 > t1, T2 > t2), definida en (3-50) cuyas funciones
marginales son S1(t1) = S(t1,−∞) y S2(t2) = S(−∞, t2), existe la función de tasa de relación





donde Fi(ti), i = 1,2, son las distribuciones marginales de la función de distribución conjunta
F (t1, t2), cuya función de sobrevivencia conjunta bivariada correspondiente es S(t1, t2).











[1 + θF1(t1)F2(t2)]θf1(t1)f2(t2) − θf1(t1)F2(t2)θF1(t1)f2(t2)
[1 + θF1(t1)F2(t2)]2
=






Como fi(ti) = λi(ti)Si(ti), i = 1,2 basta tomar ϕ(t1, t2) como (3-58) y se llega al resultado
deseado.
Observación 3.7. Si se despeja de la expresión (3-55) la función bivariada λ(t1, t2) se tiene
la siguiente forma alternativa
λ(t1, t2) = ϕ(t1, t2) + r1(t1, t2)r2(t1, t2). (3-59)
La forma (3-38) es equivalente a la forma (3-59).
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Demostración. Despejando λ(t1, t2) de la segunda igualdad de (3-54) se sigue la expresión
(3-59). Ahora se procede a probar la equivalencia de las expresiones (3-38) y (3-59) de la
siguiente manera









































































































































































[(1 − F1(t1))(1 − F2(t2)) − F1(t1)(1 − F2(t2))
−F2(t2)(1 − F1(t1))]]
= λ1(t1)λ2(t2) [1 +
θ
1 + θF1(t1)F2(t2)
[1 − 2F1(t1) − 2F2(t2) + 3F1(t1)F2(t2)]]
= λ1(t1)λ2(t2) [












[1 + θ (1 − 2F1(t1)) (1 − 2F2(t2))]
[1 + θF1(t1)F2(t2)]
. (3-61)
Al comparar la última expresión con el resultado establecido en 3-35 se llega a lo que se
queŕıa probar.







Uniendo (3-62) con la expresión (3-54), se establece que
∂2m(t1, t2)
∂t2∂t1
= −ϕ(t1, t2) = r1(t1, t2)r2(t1, t2) − λ(t1, t2). (3-63)
Comparando las expresiones (3-56) y (3-63) se tiene que si θ < 0, r1(t1, t2)r2(t1, t2) > λ(t1, t2).
Si θ > 0, r1(t1, t2)r2(t1, t2) < λ(t1, t2) y si θ = 0, r1(t1, t2)r2(t1, t2) = λ(t1, t2). En este último
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caso, si θ = 0 en la expresión (3-46), de la expresión (3-32) se tiene que m(t1, t2) = m1(t1) +
m2(t2). Aśı que S(t1, t2) = exp(−m1(t1) − m2(t2)). Para caracterizar un par de variables
aleatorias se presenta el siguiente teorema. La demostración más completa y detallada se
presenta en Sankaran and Gleeja (2006).
Teorema 3.10 (Sankaran and Gleeja (2006)). Las siguientes afirmaciones son equivalentes
1. ri(t1, t2) = λi(ti) para i = 1,2
2. λ(t1, t2) = λ1(t1)λ2(t2)
3. λ(t1, t2) = r1(t1, t2)r2(t1, t2)
4. T1 y T2 son independientes
5. ϕ(t1, t2) = 0
Demostración. Ver Sankaran and Gleeja (2006).
Si interesara conocer la forma de la función de media acumuladaM(t1, t2) que será protagonista
en el siguiente caṕıtulo, pues será el valor esperado del proceso de Poisson no homogéneo



























r1(u, v)r2(u, v)dudv (3-64)
Por la expresión (3-64) se puede ver que en general establecer la forma de M(⋅, ⋅) es muy
complicado, sobretodo por que calcular la doble integral de r1(t1, t2)r2(t1, t2) de manera
anaĺıtica es dif́ıcil. Sin enbargo a continuación se deja indicada.

































Demostración. Por la expresión (3-42) se puede establecer que
ri(t1, t2) = λi(ti) +
∂A(t1, t2)
∂ti
, i = 1,2. (3-66)
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Entonces
































































































































De ah́ı se obtiene lo que se queŕıa probar.
Corolario 3.9. Del Teorema 3.10 se puede establecer lo siguiente
M(t1, t2) =m1(t1)m2(t2) si θ = 0 (En caso de variables independientes).
Demostración. Se sigue de la igualdad 2 del Teorema 3.10 aplicado a la primera igualdad de
la expresión (3-64).
Por las expresiones (3-64) y (3-67), en el siguiente caṕıtulo no se va a poder exhibir de manera
expĺıcita la forma de la función de media acumulada del proceso de Poisson no homogéneo




0 λ(u1, u2)du1du2, ya que como se vio en la expresión (3-59), la
función λ(t1, t2) está dada en términos de r1(t1, t2) y r2(t1, t2). Sin embargo, se hará una
aproximación a la función M(t1, t2) para valores espećıficos de t1 = T y t2 = T , donde T es
la longitud de tiempo total de observación de las mediciones del par de contaminantes y las
distribuciones marginales Weibul son las expresadas en (3-4).
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Caṕıtulo 4
Procesos de Poisson no homogéneo
bivariado
El presente caṕıtulo tiene como finalidad hacer una extensión bivariada de lo desarrollado en
el caṕıtulo 2, con el objetivo de dejar el camino abierto a muchas más variables, dado que los
indicadores de calidad de aire están basados por lo menos en seis contaminantes referencia
que amenazan la salud de los habitantes de Bogotá.
Por tal razón, en primer lugar se establecerá v́ıa un proceso de Poisson no homogéneo
bivariado la función de verosimilitud, la cual se basará en la función de sobrevida S(t1, t2),
además de la función de riesgo bivariada λ(t1, t2) caracterizadas en el caṕıtulo 3. En el
presente caṕıtulo λ(t1, t2) será la función de intensidad del proceso de Poisson no homogéneo
{N(t) ∶ t ≥ 0} = {N(t1, t2) ∶ t1, t2 ≥ 0}, t = (t1, t2), cuyo valor esperado E(N(t)) = M(t) =
∫V λ(s)ds, donde la región V = (0, t1] × (0, t2].
A la función M(t) = M(t1, t2) no será posible escribirla de manera expĺıcita, aśı que se
usará una aproximación a esta. Esta aproximación se hará por medio de una cota inferior
y una superior de la función λ(t1, t2). Luego, se obtendrá las cotas de la función M(t1, t2),
tomando la doble integral de las cotas de la función λ(t1, t2) en la expresión (3-39), para
valores espećıficos de t1 y t2.
Observación 4.1. No sobra decir, que la función de riesgo acumulada m(t1, t2) no es la
misma que la función de media acumulada M(t1, t2) que se encontrará en el presente caṕıtulo.
4.1. Definiciones y propiedades
A continuación se presentará una generalización de un proceso de Poisson no homogéneo
para datos bivariados con función de intensidad λ(t1, t2) como se define en (3-35). Para tal
fin se adopta la notación formulada en Saltzman (2008), ver también Cox and Lewis (1966)
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Definición 4.1. Un proceso {N(t) ∶ t ≥ 0} = {N(t1, t2) ∶ t1, t2 ≥ 0} es un proceso de conteo
bivariado, si posee las siguientes dos propiedades
N(0) ≥ 0, con 0 = (0,0).
N(t) es entero valuado y no decreciente, con t = (t1, t2).
Observación 4.2. Si se denota al número de eventos ocurriendo en la región bidimensional
(a,b) = (a1, b1] × (a2, b2] por N2a,b, donde
N2a,b = N(b1, b2) −N(a1, b2) −N(b1, a2) +N(a1, a2),a ≤ b, ai ≤ bi, i = 1,2, (4-1)
entonces N20,t = N(t), con N(t) el número de eventos en la región bidimensional (0, t1]×(0, t2]
dada en la Definición 4.1. Esta notación se adapta de la propuesta en Saltzman (2008) para
procesos de Poisson multivariados.
Definición 4.2. Un proceso de conteo bivariado {N(t) ∶ t = (t1, t2) ≥ 0}, con 0 = (0,0), es
un proceso de Poisson no homogéneo bivariado con función de intensidad λ(t) = λ(t1, t2) > 0,
si
1 N(0) = 0.
2 El proceso tiene incrementos independientes, esto es: los números de eventos en regiones
bidimensionales disjuntas son independientes.
3 El número de eventos ocurriendo en la región bidimensional V = (0, t1]× (0, t2] (el que
estos intervalos sean abiertos a izquierda y cerrados a la derecha, es una condición
importante cuando se construye la función de verosimilitud) tiene la distribución de
probabilidad




donde M(t) = ∫V λ(s)ds es la función de intensidad acumulada hasta el tiempo t. A
M(t1, t2) se le llamará con mayor frecuencia función de media acumulada bivariada.
En Saltzman (2008) se establece que de la Definición 4.2, se tiene que, en una región
determinada por los vectores bidimensionales, a = (a1, a2), b = (b1, b2), a1 ≤ b1 y a2 ≤ b2
(a ≤ b), es válido que
















La expresión en (4-3) representa la probabilidad de que en la región V = (a1, b1] × (a2, b2]
haya exactamente n eventos de interés. Para la construcción de la función de verosimilitud
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más adelante, interesará que en cada sub región que compone la región de interés, haya a lo
más un evento bivariado.
De la expresión (4-2), la doble integral de la expresión (4-3) se puede escribir como sigue en







λ(t1, t2)dt1dt2 =M(b1, b2) −M(a1, b2) +M(a1, a2) −M(b1, a2) (4-4)
Definición 4.3. Una función f(⋅, ⋅) es o(h1, h2) si
f(h1,h2)
h1h2
→ 0 cuando h1 → 0 y h2 → 0,
es decir f(h1, h2) va a cero, más rápido que el producto h1h2. Esto es, para h1h2 pequeña,
f(h1, h2) debe ser pequeña comparada con h1h2.
Definición 4.4. Saltzman (2008) Un proceso de conteo bivariado {N(t) ∶ t ≥ 0} es un
proceso de Poisson no homogéneo bivariado con función de intensidad λ(t) = λ(t1, t2) > 0,
con t ≥ 0 = (0,0) si
1. N(0) = 0.
2. El proceso tiene incrementos independientes.
3. 3.1 P (N2
(t1,a2),(t1+h1,t2)
= 1) = h1 ∫
t2
a2
λ(t1, u2)du2 + o(h1),
3.2 P (N2
(a1,t2),(t1,t2+h2)
= 1) = h2 ∫
t1
a1
λ(u1, t2)du1 + o(h2),
3.3 P (N2
(t1,t2),(t1+h1,t2+h2)
= 1) = h1h2λ(t1, t2) + o(h1h2),
4. 4.1 P (N2
(t1,a2),(t1+h1,t2)
≥ 2) = o(h1),
4.2 P (N2
(a1,t2),(t1,t2+h2)
≥ 2) = o(h2),
Teorema 4.1 (Saltzman (2008)). Las Definiciones 4.2 y 4.4 son equivalentes
Demostración. La demostración se puede encontrar detallada en Saltzman (2008).
4.2. Relación entre un proceso de Poisson bivariado
y la función cópula de sobrevivencia dada por la
función cópula FGM
A continuación para construir la función de verosimilitud se estará inicialmente interesado en
la probabilidad de que no ocurran eventos tipo 1 (refiriéndose al componente contaminante
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1) en un intervalo de tiempo de longitud xi después del tiempo ti 1 y que no ocurran eventos
que se llamarán tipo 2 (refiriéndose al componente contaminante 2) en un intervalo de
tiempo de longitud xj después del tiempo tj, es decir, que no haya eventos en la región
(ti, ti + xi] × (tj, tj + xj], con i = 1...K1 y j = 1...K2, donde K1 y K2 son la cantidad de
rebases de la norma del contaminante 1 y 2, respectivamente. Esta probabilidad se definirá
a continuación.
Los sub́ındices de las regiones harán referencia al ordinal de la excedencia de cada contaminante.
Es decir, en la subregión (ti, ti+xi]×(tj, tj+xj], se busca la i-ésima excedencia del contaminante
1 y la j-ésima excedencia del contaminante 2. Este evento bivariado observado, será alguno de
los K1×K2 que se busca localizar en la región [0, T ]×[0, T ]. Estas subregiones se construyen
de tal manera que cada una contenga un evento bivariado, que no haya sucedido en alguna
otra de las subregiones en las que se divide la región de interés, que para efectos del presente
trabajo será la región (0, T ] × (0, T ].
Definición 4.5. Se define Ψ((ti, tj), (xi, xj)) 2 la probabilidad de que no haya eventos en la
región (ti, ti + xi] × (tj, tj + xj], por
Ψ((ti, tj), (xi, xj)) = P (N
2
(ti,tj),(ti+xi,tj+xj)
= 0) . (4-5)
Por otro lado, al igual que lo descrito en una sola variable, hay que hacer unos concensos con
respecto a los tiempos de llegada y entre llegadas de los eventos bivariados. El proceso de
Poisson no homogéneo bivariado tiene T 11 , T
2
1 , ..., T
K1
1 representando las longitudes de tiempo
entre llegadas de eventos sucesivos univariados de la primera componente 3 del proceso y
T 12 , T
2
2 , ..., T
K2
2 representando las longitudes de los intervalos de tiempo entre llegadas de
eventos sucesivos univariados de la segunda componente del proceso bivariado. De la misma






1 el tiempo de llegada del K1-ésimo evento de






2 es el tiempo de llegada
del K2-ésimo evento de la segunda componente del proceso.
Es importante establecer que el suceso {N2
(0,0),(ti,tj)
= K1 +K2} ocurre si y sólo si el evento
{τK11 ≤ ti < τ
K1+1
1 } ∩ {τ
K2
2 ≤ tj < τ
K2+1




1 > ti} ∪ {T
1
2 =
τ 12 > tj} ocurre si y sólo si {N
2
(0,0),(ti,tj)
= 0}. De ah́ı que se puedan establecer a continuación
1Todos los tiempos o longitudes de intervalo de tiempo con ı́ndice i, ı́ndica que se trata de una unidad de
tiempo tomada en la primer coordenada del par ordenado de variables aletorias (T1, T2), en caso contrario el
ı́ndice j aparecerá para indicar esta misma infomación con respecto al segunto componente del par ordenado.
2Esta notación viene inspirada de Cox and Lewis (1966), donde la primera entrada (ti, tj) indicará los
tiempos en los que no ha sucedido el i-ésimo evento del componente 1, ni el j-ésimo evento del componente
2. Además, la segunda entrada (xi, xj) de la función Ψ(⋅, ⋅), indica la longitud del intervalo de cada uno de
los eventos en los que no sucede el evento bivariado.
3El sub́ındice 1 de T i1 se refiere a la primera componente del proceso bivariado. De manera análoga, el
sub́ındice 2 de T j2 se refiere a la segunda componente del proceso.
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algunos acuerdos notacionales para establcer las probabilidades de sucesos bivariados por
regiones.
La probabilidad de que no haya eventos en la región (ti, ti +xi]× (tj, tj +xj] es equivalente a
la probabilidad de que el tiempo hasta que ocurra la excedencia del contaminante 1 supera
la longitud del intervalo (ti, ti+xi], es decir,xi o el tiempo hasta que ocurra la excedencia del
contaminante 2 supera la longitud del intervalo, (tj, tj + xj], es decir xj. Esto ocurre porque
es hasta después de ti + xi y tj + xj que sucede el evento bivariado que se compone de la i-
ésima excedencia del primer contaminante o la j-ésima excedencia del segundo contaminante
por primera vez. Aśı que decir que pasa el evento {N2
(ti,tj),(ti+xi,tj+xj)
= 0} es equivalente al
evento {T i1 > xi} ∪ {T
j
2 > xj}. El evento bivariado {T
i
1 > xi} ∪ {T
j
2 > xj} se interpreta como
la primera vez en la que pasa un evento del vector aleatorio bivariado (T i1, T
j
2 ), luego de
xi unidades de tiempo en la primera componente o luego de xj unidades de tiempo en la
segunda componente. Por tanto,
P (N2
(ti,tj),(ti+xi,tj+xj)
} = 0) = P ({T i1 > xi} ∪ {T
j
2 > xj})
= P {T i1 > xi} + P {T
j
2 > xj} − P (T
i
1 > xi, T
j
2 > xj)
= Ψ(ti, xi) +Ψ(tj, xj) − S(xi, xj)
= S1(xi) + S2(xj) − S(xi, xj)
= exp{−m1(xi)} + exp{−m2(xj)} − exp{−m(xi, xj)} . (4-6)
La última igualdad de la expresión (4-6) se debe a lo establecido en el caṕıtulo 2, de la
definición de la función Ψ(ti, xi), del Teorema 2.2 y del caṕıtulo 3, en las expresiones (3-10)
y (3-16). Ahora interesa el evento bivariado {N2
(ti,tj),(ti+xi,tj+xj)
≠ 0}, el cual es el complemento
del evento {N2
(ti,tj),(ti+xi,tj+xj)
= 0}. Este evento de interés, a partir de la Definición 4.4, se
puede interpretar como que haya un evento del proceso de Poisson bivariado no homogéneo
en la región de tiempo (ti, ti+xi]×(tj, tj +xj] y de ah́ı, establecer su función de distribución.
Para esto, se buscará este resultado de lo planteado en la expresión (4-6).
Teorema 4.2. La función de densidad de probabilidad conjunta f(xi, xj) de la función de
distribución conjunta P (N2
(ti,tj),(ti+xi,tj+xj)
≠ 0)4, de que un evento de interés bivariado del
proceso de Poisson no homogéneo N2
(ti,tj),(ti+xi,tj+xj)
ocurra en una región de área xi×xj, con
base xi y altura xj es
f(xi, xj) = exp{−m(xi, xj)}λ(xi, xj), (4-7)
para m(xi, xj) definida como en (3-17) y λ(xi, xj) definida como en (3-35).
4El mı́nimo valor que puede tomar el proceso de Poisson es 2, debido a que se están contando
acumulaciones en los dos componentes de proceso bivariado al mismo tiempo. No va a interesar el evento de
que una componente del proceso cambie y la otra no.
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Demostración. Para efectos de no generar confusión, se notarán T i1 y T
j
2 a las variables
aleatorias tiempo entre llegadas, donde T i1 representa el tiempo entre la (i − 1)-ésima y i-
ésima excedencia del contaminante 1, T j2 representa el tiempo entre la (j−1)-ésima y j-ésima
excedencia del contaminante 2, con i = 1...n y j = 1...K.
La variable aleatoria bivariada (T i1, T
j
2 ) representa el tiempo bivariado entre llegadas. Por
tanto, se dice que la i-ésima ocurrencia del evento 1, sólo ocurrirá luego del tiempo ti y
la j-ésima ocurrencia del evento 2, sólo ocurrirá luego de tj, pues es hasta entonces que se
asegura que ya tuvo lugar la (i−1)-ésima ocurrencia del evento 1 y la (j−1)-ésima ocurrencia
del evento 2, respectivamente.
Por lo anterior, si en la región (ti, ti + xi] × (tj, tj + xj], se encuentra la i-ésima excedencia
del contaminante 1 y la j-ésima excedencia del contaminante 2, quiere decir que la i-ésima
excendencia del contaminante 1 ocurre después de ti y antes de xi unidades de tiempo y la j-
ésima excendencia del contaminante 2 ocurre después de tj y antes de xj unidades de tiempo.
Aclarado lo anterior, se puede establecer que P (N2
(ti,tj),(ti+xi,tj+xj)
≠ 0) = P ((A ∪B)
c
), donde
A = {T i1 > xi} y B = {T
j
2 > xj}, para A
c = {ti < T i1 ≤ ti + xi} y B
c = {tj < T
j
2 ≤ tj + xj}




= 1 − P ({T 1i > xi} ∪ {T
2
j > xj})
= 1 − P ({T 1i > xi}) − P ({T
2
j > xj}) + P ({T
1
i > xi} ∩ {T
2
j > xj})
= 1 − S1(xi) − S2(xj) + S(xi, xj)
= F (xi, xj). (4-8)
Se llamará la función de densidad de P (N2
(ti,tj),(ti+xi,tj+xj)
≠ 0) como f(xi, xj). Para hallar












exp{−m(xi, xj)} . (4-9)
De nuevo se toma la derivada parcial con respecto a xj, se tiene que
























= exp{−m(xi, xj)} [ϕ(xi, xj) + r1(xi, xj)r2(xi, xj)]
= exp{−m(xi, xj)}λ(xi, xj). (4-10)
De la demostración del teorema 4.2 se puede inferir que la probabilidad de que haya eventos
en la región (ti, ti + xi] × (tj, tj + xj] se obtiene usando el conocimiento que tenemos de la
función de distribución de sobrevivencia bivariada S(⋅, ⋅), donde su función de distribución
bivariada correspondiente es F (⋅, ⋅), para la cual la función de densidad bivariada es f(⋅, ⋅)
definida como en (3-23).
Otra conclusión que se puede inferir de la expresión (4-3) es que
P (N2
(ti,tj),(ti+xi,tj+xj)







= exp{−[M(ti + xi, tj + xj) −M(ti, tj + xj) +M(ti, tj) −M(ti + xi, tj)]} ,
(4-11)
ya que
































































=M(ti + xi, tj + xj) −M(ti, tj + xj) −M(ti + xi, tj) +M(ti, tj). (4-12)




En el contexto de contaminación medio ambiental de la ciudad de Bogotá si se toma la
longitud de tiempo entre llegadas xi = di − di−1 y xj = dj − dj−1 el número de d́ıas que pasan
entre rebases de la norma como evento de interés, para cada uno de los contaminantes, con
i = 1, ...,K1 y j = 1, ...,K2, respectivamente se tiene el siguiente resultado.
Corolario 4.1. La función de densidad de probabilidad conjunta f(di, dj) de la función de
distribución conjunta P (N2
(di−1,dj−1),(di,dj)
≠ 0), de que el evento de interés ocurra en una
región de área (di − di−1) × (dj − dj−1), con base (di − di−1) y altura (dj − dj−1) es
f(di − di−1, dj − dj−1) = exp{−m(di − di−1, dj − dj−1)}λ(di − di−1, dj − dj−1), (4-13)
para m(di − di−1, dj − dj−1) definida como en (3-17) y λ(di − di−1, dj − dj−1) definida como en
(3-35).
Demostración. En el teorema 4.2, se toma xi = di − di−1, xj = dj − dj−1, ti = di−1 y tj = dj−1,
llegando a lo que se queŕıa.
4.3. Función de verosimilitud bivariada
Para poder aplicar la inferencia bayesiana sobre los parámetros del modelo bivariado se
necesita de las distribuciones apriori de cada uno de los parámetros y de la función de
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verosimilitud del modelo considerado, luego de que se conocen las observaciones de las
excedencias de un par de contaminantes obtenidos en la misma ĺınea de tiempo [0, T ]. De
esta manera se logra establecer el resumen de la distribución posterior de cada uno de los
parámetros del modelo bivariado para luego proceder a hacer el ajuste de lo estimado a lo
observado.
Teorema 4.3. Si se observa un experimento bivariado en la región (0, T ] × (0, T ], de
acuerdo a proceso de Poisson no homogéneo {N(t) ∶ t = (t1, t2) ≥ 0}, con función de




eventos ocurren en la sucesión de tiempos (d21, ..., d
2
K2
) (con los supeŕındices indicando que
coordenada de la región de observación corresponde). La función de verosimilitud del modelo,
está determinada por














donde Θ es el vector de parámetros del modelo y D = {d11, ..., d
1
K1
, d21, ..., d
2
K2
} los datos o
tiempos observados.
Demostración. Se hace una partición de la región (0, T ]× (0, T ], en subregiones de la forma
(d1i−1, d
1





5, i = 1, ...,K1, j = 1, ...,K2, donde el primer tiempo entre llegada
bivariado toma el valor (T i1, T
j
2 ) (Ocurre el i-ésima llegada del primer contaminante y la




















Figura 4-1: Partición de la región (0, T ] × (0, T ], en subregiones de la forma (d1i−1, d
1





5En el resto de la demostración se prescindirá del supeŕındice por considerar que no genera confusión
determinar a qué coordenada del proceso bivariado se hace referencia.
80 4 Procesos de Poisson no homogéneo bivariado
Para términos prácticos de notación se deja de usar el super ı́ndice cuando se muestren los






j−1) con i = 1, ..,K1
y j = 1, ..,K2.
Por tanto, la función de verosimilitud está compuesta por el producto de las funciones de
densidad f(di−di−1, dj −dj−1) definidas en (4-13), las cuales tienen soporte en las subregiones
γij respectivamente, multiplicadas por la probabilidad de que haya cero eventos en las
regiones ψ1, ψ2 y ψ3 representadas en la figura 4-1, de la siguiente manera







λ(u, v)dudv}λ(di − di−1, dj − dj−1) (4-15)
Para las tres zonas representadas en la figura (4-1) nombradas por ψi con i = 1,2,3, se
establece que





λ(u1, u2)du1du2} = exp{−[M(dK1 , T ) −M(dK1 , dK2)]}.







= exp{−[M(T,T ) −M(dK1 , T ) −M(T, dK2) +M(dK1 , dK2)]}.





0 λ(u1, u2)du1du2} = exp{−[−M(dK1 , dK2) +M(T, dK2)]}.
La última igualdad en los tres anteriores items, se tiene gracias a lo establecido en la útima
igualdad de la expresión (4-12). Tomando el producto de estas tres probabilidades se tiene
que
P (N(ψ1) = 0)P (N(ψ2) = 0)P (N(ψ3) = 0) = exp{−[M(T,T ) −M(dK1 , dK2)]} (4-16)




0 λ(u1, u2)du1du2. Aśı que la función de verosimilitud L(D∣Θ) queda
de la forma







P (N(γij) = 1)] . (4-17)
Reemplazando (4-15) en (4-17) se sigue que














λ(u, v)dudv}λ(di − di−1, dj − dj−1)] (4-18)
6se prescindirá de los supeŕındices cuando se presenten los tiempos en pares ordenados.
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Distribuyendo el producto del último factor en la expresión (4-18) se obtiene





















λ(di − di−1, dj − dj−1)] (4-19)
Aplicando la propiedad de que el producto de exponenciales es igual a la exponencial de la
suma, se sigue





















λ(di − di−1, dj − dj−1)] (4-20)
Desarrolando las sumas internas de la exponencial, se llega a la siguiente expresión














λ(di − di−1, dj − dj−1) (4-21)
Aplicando el resultado (4-16) a la expresión (4-21) se tiene que














λ(di − di−1, dj − dj−1)



















0 λ(u1, u2)du1du2 =M(dK1 , dK2) se llega a establecer que















λ(di − di−1, dj − dj−1) (4-23)
Lo que sigue a continuación es tratar de simplificar la expresión (3-64) para poder facilitar los
calculos computacionales en la implementación de los datos de contaminación para Bogotá
y aśı reportar los resultados en el siguiente caṕıtulo. Para tal fin se aproximará la función
M(T,T ) utilizada en la expresión (4-17).
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4.4. Aproximación de la función M(⋅,⋅)




0 λ(t1, t2)dt1dt2 con T una constante dada, no se puede
establecer de manera exacta su valor, entonces es necesario utilizar algún método de aproxima-
ción. A continuación se expone el paso a paso de tal método para aproximar esta integral
doble.
Haciendo uso de la sustitución u = ( t1σ1 )
α1 y v = ( t2σ2 )
α2 en el integrando λ(t1, t2) establecido













A = ( Tσ1 )
α1 y B = ( Tσ2 )





























α2−1 [1 + θ (1 − 2 exp{− ( t1σ1 )
α1
}) (1 − 2 exp{− ( t2σ2 )
α2
})]
[1 + θ (1 − exp{− ( t1σ1 )
α1










1 + θ(1 − 2e−u)(1 − 2e−v)








1 + θ[(1 − e−u) − e−u][(1 − e−v) − e−v]








1 + θ[(1 − e−u)(1 − e−v) − e−u(1 − e−v) − e−v(1 − e−u) + e−ue−v]








1 + θ(1 − e−u)(1 − e−v) − θ[e−u(1 − e−v) + e−v(1 − e−u) − e−ue−v]









θ[−e−u − e−v + 3e−ue−v]









θ[1 − e−u − e−v + e−ue−v − 1 + 2e−ue−v]









θ(1 − e−u)(1 − e−v) − θ(1 − 2e−ue−v)









1 + θ(1 − e−u)(1 − e−v) − θ(1 − 2e−ue−v) − 1








[1 + 1 −
θ(1 − 2e−ue−v) + 1














θ(1 − 2e−ue−v) + 1
1 + θ(1 − e−u)(1 − e−v)
dudv (4-25)
Esta última integral tiene como integrando la función
g(u, v) =
1 + θ(1 − 2e−ue−v)
1 + θ(1 − e−u)(1 − e−v)
. (4-26)
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θeu(3(1 + θ)ev − (1 + θ)e2v − 2θ)





θev(3(1 + θ)eu − (1 + θ)e2u − 2θ)
(1 + θ(1 − e−u)(1 − e−v))2
. (4-28)
Igualando a cero las expresiones (4-27) y (4-28) se tiene que:





















Descartando las otras opciones debido a que u ≥ 0 y v ≥ 0, se tiene que g(u, v) alcanzará un






























































Aśı que de la expresión (4-31), se puede inferir que el máximo o el mı́nimo dependerá del
valor que tome −1 < θ < 1. Esta dinámica se puede contrastar con algunas gráficas de la
función g(u, v) para algunos valores de θ. Aśı g(u, v) se presentan en las gráficas 4-3, 4-2,
4-4 y 4-5 para θ = 0.5, θ = 0.9999, θ = −0.5 y θ = −0.9999 respectivamente.
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Figura 4-2: g(u, v) para caso θ = 0.9999
Figura 4-3: g(u, v) para caso θ = 0.5
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Figura 4-4: g(u, v) para caso θ = −0.5
Figura 4-5: g(u, v) para caso θ = −0.9999
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Una opción es ver el ĺımite de g(u, v) cuando u y v van al infinito y determinar si esta función
está acotada. A partir de las gráficas, se puede sospechar que la función g(u, v) está acotada
por arriba y por abajo por algún valor que también dependerá de θ. Haciendo diferentes
cortes a la función g(u, v), paralelos al plano yz, a la altura a, se genera la sucesión de
funciones ga(v) = g(a, v), con a ≥ 0, para un −1 < θ < 1 fijo. Esto se puede ver en la gráfica 4-
6.
Al observar la gráficas 4-6 al nivel de a = 0 tiene un rango de valores más grande cuyos
extremos son 1− θ y 1+ θ dependiendo de si θ es mayor o menor que 0. Si se cambia el valor
del nivel a los rangos de ga(v) = g(a, v) están contenidos en el intervalo [1 − ∣θ∣ ,1 + ∣θ∣]. Por
tanto, de la expresión (4-26) se establece que
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1 + θ = 1.9999
1 − θ = 0.5





















1 + θ = 1.5
1 − θ = 0.5





















1 − θ = 1.5
1 + θ = 0.5























1 + θ = 1e−04







Figura 4-6: ga(y) para θ = 0.9999 (parte superior izquierda), θ = 0.5 (parte superior derecha), θ = −0.5
(parte inferior izquierda), θ = −0.99999 (parte inferior derecha)
ga(y) =
1 + θ(1 − 2e−ae−y)
1 + θ(1 − e−a)(1 − e−y)
. (4-32)
A continuación se mostrará que la función ga(v) está acotada para cualquier a ≥ 0. Por tanto,
también se obtendrán cotas para la función bivariada g(u, v). La demostración seguirá el
siguiente orden
1. Se mostrará que en general para a ≥ 0, 0 < (1−θ)(1−e
−a)(1−e−v)
1−e−ae−v < 2.
2. Se mostrará que para el caso de 0 ≤ θ < 1, 1 − θ ≤ 1+θ(1−2e
−ae−v)
1+θ(1−e−a)(1−e−v)
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3. Se mostrará que para el caso de 0 ≤ θ < 1, 1+θ(1−2e
−ae−v)
1+θ(1−e−a)(1−e−v) ≤ 1 + θ
4. Se mostrará que para el caso de −1 < θ < 0, 1+θ(1−2e
−ae−v)
1+θ(1−e−a)(1−e−v) < 1 − θ
5. Se mostrará que para el caso de −1 < θ < 0, 1 + θ < 1+θ(1−2e
−ae−v)
1+θ(1−e−a)(1−e−v)
Lema 4.1. A partir de las condiciones 0 < 1 − θ < 2, 0 ≤ e−a < 1, 0 ≤ e−v < 1 y 0 ≤ e−ae−v < 1,
se tiene que
0 <
(1 − θ)(1 − e−a)(1 − e−v)
1 − e−ae−v
< 2. (4-33)
Demostración. De las condiciones, se tiene que 0 < e−a < 1, de ah́ı que 0 < e−ae−v < e−v. Al
multiplicar los tres lados de la desigualdad por −1 se tiene que 0 > −e−ae−v > −e−v y aśı
1 − e−v < 1 − e−ae−v < 1 (4-34)
Por tanto, dividir entre 1 − e−ae−v la desigualdad de la expresión (4-34) y de la hipótesis





Por otro lado, se tiene que 0 < 1 − e−a < 1 y 0 < 1 − θ < 2. Por tanto, 0 < (1 − θ)(1 − e−a) < 2,
resultado que al multiplicar por el cociente de la expresión (4-35), resulta
0 <
(1 − θ)(1 − e−a)(1 − e−v)
1 − e−ae−v
< 2. (4-36)
Lema 4.2. Si 0 ≤ θ < 1 entonces
1 − θ ≤
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
(4-37)
Demostración. De la desigualdad a la derecha en (4-33) se tiene que
(1 − θ)(1 − e−a)(1 − e−v) < 2(1 − e−ae−v). (4-38)
Aśı que
(1 − θ)(1 − e−a)(1 − e−v) − 2(1 − e−ae−v) < 0. (4-39)
Distribuyendo el primer parentesis del término de la izquierda de la desigualdad se tiene que
(1 − e−a)(1 − e−v) − θ(1 − e−a)(1 − e−v) − 2(1 − e−ae−v) < 0. (4-40)
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Distribuyendo el −2 del último paréntesis del término de la izquierda de la desigualdad y
luego agrupando los términos de la izquierda se establece que
[(1 − e−a)(1 − e−v) − 1 + 2e−ae−v] − [1 + θ(1 − e−a)(1 − e−v)] < 0. (4-41)
Multiplicando ambos lados de la desigualdad por θ
θ[(1 − e−a)(1 − e−v) − 1 + 2e−ae−v] − θ[1 + θ(1 − e−a)(1 − e−v)] ≤ 0. (4-42)
Distribuyendo θ en el primer término del lado izquierdo de la desigualdad se puede ver que
θ[(1 − e−a)(1 − e−v)] − θ[1 + θ(1 − e−a)(1 − e−v)] ≤ θ(1 − 2e−ae−v). (4-43)
Sumando 1 a ambos lados de la desigualdad se llega a que
1 + θ[(1 − e−a)(1 − e−v)] − θ[1 + θ(1 − e−a)(1 − e−v)] ≤ 1 + θ(1 − 2e−ae−v) (4-44)
Factorizando [1+ θ(1− e−a)(1− e−v)] en el lado izquierdo de la desigualdad queda expresado
que
(1 − θ)[1 + θ(1 − e−a)(1 − e−v)] ≤ 1 + θ(1 − 2e−ae−v). (4-45)
Dividiendo ambos lados de la desigualdad (4-45) entre 1 + θ(1 − e−a)(1 − e−v), se establece
que
1 − θ ≤
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
. (4-46)
Lema 4.3. Si 0 ≤ θ < 1 entonces
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
≤ 1 + θ. (4-47)
Demostración. Se tiene que 1 + θ ≥ 1 y además que e−ae−v ≥ 0, a ≥ 0 y v ≥ 0, entonces
0 < e−a ≤ 1 y 0 < e−v ≤ 1, de ah́ı que
0 < (1 + θ)(1 − e−a)(1 − e−v) + 2e−ae−v. (4-48)
Distribuyendo los dos últimos parentesis del primer término del lado derecho, se sigue que
0 < 2e−ae−v + (1 + θ)(1 − e−a − e−v + e−ae−v)
0 < 2e−ae−v + (1 + θ)(1 − e−a − e−v) + e−ae−v + θe−ae−v
0 < (1 + θ)(1 − e−a − e−v) + e−ae−v(3 + θ). (4-49)
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Distribuyendo (1 + θ) se tiene que
0 < (1 + θ) − e−a(1 + θ) − e−v(1 + θ) + e−ae−v(3 + θ)
0 < 1 + θ − e−a − θe−a − e−v − θe−v + 3e−ae−v + θe−ae−v. (4-50)
Asociando términos semejantes, se obtiene
e−a + e−v − 3e−ae−v < 1 + θ(1 − e−a − e−v + e−ae−v). (4-51)
Sumando y restando 1 en el término de la izquierda y factorizando el segundo término de la
derecha se tiene que
−1 + e−a + e−v + 1 − e−ae−v − 2e−ae−v < 1 + θ(1 − e−a)(1 − e−v)
1 − 2e−ae−v − (1 − e−a − e−v + e−ae−v) < 1 + θ(1 − e−a)(1 − e−v)
1 − 2e−ae−v − (1 − e−a)(1 − e−v) < 1 + θ(1 − e−a)(1 − e−v)
(4-52)
Multiplicando por θ ambos lados de la última desigualdad (4-52)
θ(1 − 2e−ae−v − (1 − e−a)(1 − e−v)) ≤ θ(1 + θ(1 − e−a)(1 − e−v))
θ(1 − 2e−ae−v) − θ(1 − e−a)(1 − e−v)) ≤ θ(1 + θ(1 − e−a)(1 − e−v)). (4-53)
Sumando 1 + θ(1 − e−a)(1 − e−v)) a ambos lados de la última desigualdad de la expresión
(4-53) se sigue que
1 + θ(1 − 2e−ae−v) ≤ 1 + θ(1 − e−a)(1 − e−v)) + θ(1 + θ(1 − e−a)(1 − e−v)). (4-54)
Factorizando 1+ θ(1− e−a)(1− e−v) en el lado derecho de la desigualdad se sigue la expresión
1 + θ(1 − 2e−ae−v) ≤ (1 + θ)(1 + θ(1 − e−a)(1 − e−v)), (4-55)
de tal manera que de la última desigualdad, se tiene que
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
≤ 1 + θ (4-56)
De los Lemas 4.2 y 4.3 es cierto que
1 − θ ≤ ga(v) ≤ 1 + θ, a ≥ 0, 0 ≤ θ < 1. (4-57)
Para terminar la prueba de que ga(v) es una función acotada, falta considera el caso en que
−1 < θ < 0.
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Lema 4.4. Si −1 < θ < 0 entonces
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
< 1 − θ. (4-58)
Demostración. De la segunda desigualdad (4-33) y de que 1 − e−ae−v ≥ 0 y −1 < θ < 0
(1 − θ)(1 − e−a)(1 − e−v) < 2(1 − e−ae−v)
(1 − θ)(1 − e−a)(1 − e−v) − 2(1 − e−ae−v) < 0. (4-59)
Distribuyendo (1 − e−a)(1 − e−v) en (1 − θ) en el lado izquierdo de la desigualdad se obtiene
(1 − e−a)(1 − e−v) − θ(1 − e−a)(1 − e−v) − 2(1 − e−ae−v) < 0. (4-60)
Distribuyendo 2(1 − e−ae−v) y asociando se sigue que
[(1 − e−a)(1 − e−v) − 1 + 2e−ae−v] − [1 + θ(1 − e−a)(1 − e−v)] < 0 (4-61)
Multiplicando ambos lados de la desigualdad por θ
θ[(1 − e−a)(1 − e−v) − 1 + 2e−ae−v] − θ[1 + θ(1 − e−a)(1 − e−v)] > 0. (4-62)
Distribuyendo θ en el primer parentesis del lado izquierdo de la desigualdad y luego sumando
a ambos lados θ(1 − 2e−ae−v), se logra la expresión
θ[(1 − e−a)(1 − e−v)] − θ[1 + θ(1 − e−a)(1 − e−v)] > θ(1 − 2e−ae−v)
1 + θ[(1 − e−a)(1 − e−v)] − θ[1 + θ(1 − e−a)(1 − e−v)] > 1 + θ(1 − 2e−ae−v). (4-63)
De la segunda ĺınea de la expresión (4-63) se factoriza en el lado izquierdo de la desigualdad
el término 1 + θ(1 − e−a)(1 − e−v) por lo que se obtiene
(1 − θ)[1 + θ(1 − e−a)(1 − e−v)] > 1 + θ(1 − 2e−ae−v). (4-64)
Por lo tanto, de la última desigualdad en la expresión (4-64) se tiene que
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
< 1 − θ. (4-65)
Lema 4.5. Si −1 < θ < 0 entonces
1 + θ <
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
(4-66)
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Demostración. Se sabe que para −1 < θ < 0, 0 < 1 + θ < 1 y que e−ae−v ≥ 0a ≥ 0 y v ≥ 0. De
ah́ı se sigue que
0 < (1 + θ)(1 − e−a)(1 − e−v) + 2e−ae−v
0 < (1 + θ)(1 − e−a − e−v + e−ae−v) + 2e−ae−v
0 < (1 + θ)(1 − e−a − e−v) + e−ae−v + θe−ae−v + 2e−ae−v
0 < (1 + θ)(1 − e−a − e−v) + e−ae−v(3 + θ).
(4-67)
Como consecuencia se tiene
0 < (1 + θ) − e−a(1 + θ) − e−v(1 + θ) + e−ae−v(3 + θ)
0 < 1 + θ − e−a − θe−a − e−v − θe−v + 3e−ae−v + θe−ae−v
(4-68)
Sumando 1+θ(1−e−a−e−v+e−ae−v) a ambos lados de la última ĺınea de la desigualdad (4-68)
se sigue que
e−a + e−v − 3e−ae−v < 1 + θ(1 − e−a − e−v + e−ae−v). (4-69)
Al término de la izquierda en la desigualdad (4-69) se le suma y al mismo tiempo se le resta
un 1, mientras que el término de la derecha se factoriza, quedando la expresión como sigue
−1 + e−a + e−v − e−ae−v + 1 − 2e−ae−v < 1 + θ(1 − e−a)(1 − e−v)
1 − 2e−ae−v − (1 − e−a − e−v + e−ae−v) < 1 + θ(1 − e−a)(1 − e−v)
1 − 2e−ae−v − (1 − e−a)(1 − e−v) < 1 + θ(1 − e−a)(1 − e−v). (4-70)
Multiplicando por θ ambos lado de la última desigualdad de la expresión (4-70) se establece
que
θ(1 − 2e−ae−v − (1 − e−a)(1 − e−v)) > θ(1 + θ(1 − e−a)(1 − e−v))
θ(1 − 2e−ae−v) − θ(1 − e−a)(1 − e−v)) > θ(1 + θ(1 − e−a)(1 − e−v)). (4-71)
Sumando 1 + θ(1 − e−a)(1 − e−v)) a ambos lados de la última expresión en (4-71), se logra la
siguiente expresión
1 + θ(1 − 2e−ae−v) > 1 + θ(1 − e−a)(1 − e−v)) + θ(1 + θ(1 − e−a)(1 − e−v)). (4-72)
Estableciendo como factor común (1+θ(1−e−a)(1−e−v)) en el lado derecho de la desigualdad
(4-72) se sigue que
1 + θ(1 − 2e−ae−v) > (1 + θ)(1 + θ(1 − e−a)(1 − e−v)) (4-73)
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de tal manera que de la última desigualdad en la expresión (4-73), se tiene que
1 + θ <
1 + θ(1 − 2e−ae−v)
1 + θ(1 − e−a)(1 − e−v)
(4-74)
Lema 4.6. 1. De los resultados de los lemas 4.2 y 4.3, se pueden poner en una sóla
condición como
1 − θ ≤ ga(v) ≤ 1 + θ, para toda a ≥ 0, 0 ≤ θ < 1. (4-75)
2. De los lemas 4.4 y 4.5 es cierto que
1 + θ < ga(v) < 1 − θ,para toda a ≥ 0,−1 < θ < 0 (4-76)
3. De la expresiones (4-75) y (4-76) se tiene que para toda a ≥ 0
1 − ∣θ∣ ≤ gu(v) = g(u, v) ≤ 1 + ∣θ∣, para toda u ≥ 0, −1 < θ < 1. (4-77)
Demostración. Se muestra el resultado deseado, a partir de los Lemas (4.2), (4.3), (4.4) y
(4.5).




















Pero del lema 4.6, la segunda integral doble del término de la derecha de (4-78), se aproximará
































donde A = ( Tσ1 )
α1 y B = ( Tσ2 )
































≈m1(T )m2(T ). (4-80)
Aqúı ≈ significa la relación de aproximado.
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Corolario 4.2. Si se observa un experimento bivariado en la región (0, T ] × (0, T ], con
K1 eventos ocurriendo en los tiempos (d11, ..., d
1
K1
) y K2 eventos ocurriendo en la sucesión
de tiempos (d21, ..., d
2
K2
), con los supeŕındices indicando que coordenada de la coordenada de
observación corresponde del proceso bivariado, la función de verosimilitud L(D∣Θ), donde
Θ = (σi, βi, θ), σi, βi con i = 1,2, vector de parámetros usados (3-17) (De la función de
distribución conjunta, con marginales Weibull, expuestos en el caṕıtulo anterior) y (3-39) y
D = {d11, ..., d
1
K1
, d21, ..., d
2
K2
} los datos o tiempos observados, es de la forma














Demostración. En el Teorema 4.3, se sustituye el término exp{−M(T,T )} por exp{−m1(T )m2(T )},
gracias a la aproximación de la expresión (4-80).
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Caṕıtulo 5
Aplicación a los niveles de
contaminación por PM10, PM2.5 y O3
en Bogotá
El principal objetivo en este caṕıtulo es el estudio de la distribución del número de veces que
los niveles máximos de O3 y PM10 (O3 y PM2.5 ó PM10 y PM2.5) en la Ciudad de Bogotá
sobrepasan la norma ambiental o algunos umbrales ambientales de interés, hasta tiempo t1
y hasta el tiempo t2 respectivamente, entre los d́ıas 1 de enero de 2014 a 31 de agosto de
2015 (608 d́ıas). En estos 608 d́ıas se encontraron 235 rebases del umbral 100 para PM10,
49 rebases del umbral 50 para PM2.5 y 35 rebases del umbral 61 para O3. Este objetivo es
una extensión del proceso implementado en el capitulo 2, pero ahora se incorpora la posible
interacción entre dos contaminantes criterio.
Este propósito es importante porque por ejemplo, a la entidad de control le podŕıa interesar
la probabilidad de que hayan en total 40 rebases de los dos contaminantes antes del mes
de junio de 2019. También se podŕıa estar interesado en la probabilidad de que pase 1 mes
antes del quinto rebase de O3 y dos meses antes del décimo rebase de PM10, por comentar
algunos ejemplos. Además, se abre el camino para extender el modelo a más variables, incluso
llegando a las seis que hoy involucra el Indice Bogotano de Calidad de aire (IBOCA).
Como se mencionó en el caṕıtulo anterior, se considera un NHPP bivariado con función de
intensidad del proceso λ(t1, t2) que depende de los parámetros α = (α1, α2), β = (β1, β2),
αi > 0, βi > 0, i = 1,2, y −1 ≤ θ ≤ 1 de la siguiente manera
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α1






5 Aplicación a los niveles de contaminación por PM10, PM2.5 y O3 en
Bogotá
Por tanto, el modelo que se considerará es el establecido en la función de verosimilitud de la



































[1 + θ (1 − 2 exp{− (d1[i]−d1[i−1]σ1 )
α1
})(1 − 2 exp{− (d2[j]−d2[j−1]σ2 )
α2
})]
[1 + θ (1 − exp{− (d1[i]−d1[i−1]σ1 )
α1




La implementación computacional para la estimación de los parámetros del modelo se
comparte en el Apéndice A.4. Este fue elaborado en la libreŕıa Jags para R Studio. Una
de las cosas que hace interesante la implementación, es que el algoritmo propuesto, indica
si existe alguna relación fuerte o débil entre las excedencias de algún umbral espećıfico para
un par de contaminantes y si esta relación es positiva o negativa, directa o inversamente
proporcional, a través del parámetro θ.
Antes de empezar con las diferentes implementaciones, se comenzará con una prueba del
algoritmo para validar la coherencia del parámetro de θ, en un modelo que relaciona una
base de datos con ella misma. Por tanto, se espera que θ sea positiva cercana a 1. Para este
ejercicio de validación se usa la base de PM2.5 de 608 d́ıas, desde 1 de enero de 2014 al 31
de agoto de 2015.
Luego de aplicar el algoritmo dado en el apéndice (A.4) a la estructura de datos anteriormente
mencionada, se estiman los siguientes parámetros
Información estad́ıstica
Modelo parametros dist. inicial mean sd intervalo 95 %
Sin puntos
de cambio
θ dunif(−1,1) 0.8989272 0.0244237682 (0.8590238, 0.9359149)
α1 dunif(1,3) 1.0002595 0.0002002534 (1.0000356, 1.0006974)
σ1 dunif(25,50) 25.0157014 0.0140921523 (25.0003314, 25.0404005)
α2 dunif(1,3) 1.0002949 0.0002678822 (1.0000206, 1.0009902)
σ2 dunif(25,50) 25.0114367 0.0139761597 (25.0008387, 25.0467646)
Tabla 5-1: Información estad́ıstica PM2.5 Umbral 50 frente a PM2.5 Umbral 50
De la tabla (5-1) vale la pena resaltar el valor de θ cercano a uno y positivo. Cabe anotar
que los resultados son con base en una aproximación de la integral doble expuesta en (4-80).
Además, como en realidad se trata del mismo conjunto de datos, el parámetros α1 es casi
igual a α2, aśı como σ1 es casi igual a σ2. Aśı que se puede confiar del funcionamiento del
algoritmo.
5.1. Análisis Inferencial de los procesos de Poisson 97
A continuación, se mostrará un análisis de cada uno de tres implementaciones del modelo
bivariado. Estas son: O3 umbral 61 frente a PM10 umbral 100, PM10 umbral 100 frente a
PM2.5 umbral 50 y O3 umbral 61 frente a PM2.5 umbral 50. En todos los casos, el periodo
de tiempo que se estudia es de 608 d́ıas, desde 1 de enero de 2014 al 31 de agoto de 2015.
Para términos prácticos en la exposición de resultados y por el tiempo de ejecución de las
simulaciones se utilizarán en cada una de las implementaciones dos cadenas.
No sobra decir, que como no se involucran puntos de cambio al modelo, no se comparará
por medio del DIC que modelo es mejor.
5.1. Ajuste distribución conjunta O3 umbral 61 y PM10
umbral 100
No ha sido hasta ahora muy claro en la teoŕıa, la relación entre los rebases de O3 y PM10
que interactúan en un mismo periodo de tiempo. Se ha escuchado de algunos ingenieros
ambientales que a medida que aumenta el ozono, disminuye el PM10, de igual manera pasa
con sus respectivos rebases, esta será la inquietud que se pretende resolver a continuación.
5.1.1. Pruebas de convergencia para el caso: O3 umbral 61 y PM10
umbral 100
Como se explicó en el caṕıtulo 1, la prueba de Geweke es importante para establecer la
localización de los parámetros muestrales del modelo en dos diferentes intervalos de tiempo
de la cadena. Si el valor medio del parámetro en los dos intervalos de tiempo de la cadena,
está relativamente cerca, se puede asumir que en las dos partes de la cadena el valor medio
tiene la misma localización en el espacio de estados. En los gráficos 5-1 y 5-2 se presentan
20 comparaciones de 20 tramos iniciales de la cadena con el tramo del 50 % final de esta.
Los gráficos 5-1 y 5-2 empiezan en 1000, debido a las 1000 iteraciones de calentamiento y
termina en 3500 porque son 2500 iteraciones las que compone el 50 % del tramo inicial de
la cadena. Por tanto, los tramos pequeños del inicio de la cadena contra los que se compara
la última mitad de la cadena, tendrán entre 1000 y 3500 iteraciones.
En los gáficos 5-1 y 5-2, se puede apreciar que las 20 diferencias, terminan estando dentro
del rango de −2 y 2 al rededor del cero, indicando cercańıa entre los promedios obtenidos
en los 20 intervalos iniciales y la última mitad de la cadena, sugiriendo que las 20 muestras,
provienen de la misma distribución, de la muestra obtenida de la última mitad de la cadena.
98
5 Aplicación a los niveles de contaminación por PM10, PM2.5 y O3 en
Bogotá
Esto sucede en las dos cadenas, por los cinco parámetros a estimar para el presente modelo.





















































































Figura 5-1: Prueba de Geweke, modelo bivariado PM10 vs O3, 5000 iteraciones, 1000 iteraciones de
calentamiento, dos cadenas, veinte segmentos de la cadena
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Figura 5-2: Prueba de Geweke, modelo bivariado PM10 vs O3, 5000 iteraciones, 1000 iteraciones de
calentamiento, dos cadenas, veinte segmentos de la cadena.
En la gráfica 5-3 se puede apreciar que el parámetro α1 encuentra rápido estabilidad y por
ende convergencia, mientras que el resto de parámetros muestran mucha variabilidad hasta
un momento en que encuentran convergencia al final de la cadena de las 5000 iteraciones,
pues su factor de reducción de escala potencial se acerca a 1.
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Figura 5-3: Prueba de Gelman-Rudin, modelo bivariado PM10 vs O3, 5000 iteraciones, 1000 iteraciones de
calentamiento, dos cadenas, veinte segmentos de la cadena.
Otra prueba complementaria es la de Heidelberger-Welch, que como se explicó en el caṕıtulo
1 hace una prueba de estacionaridad de la cadena, basada en el estad́ıstico de Cramer-von-
Mises. En el resumen listing (5-4) se exhibe que todos los parámetros pasan la prueba de
estacionaridad cuando la cadena ha alcanzado la convergencia.
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En todos los casos contenidos en la tabla resumen en la Figura 5-4, se establece que el p-
valor de la hipótesis nula de que la distribución del parámetro respectivo se asemeja al de un
puente Browniano es superior a 0.05, haciendo que haya suficiente evidencia para sospechar
estacionalidad.
La siguiente prueba que se aplica en este test, luego de pasar la primera, consiste en
determinar si la razón entre la mitad del ancho de banda del 95 % de confianza de cada
uno de los parámetros a estimar y la respectiva media, es menor que el ε = 0.1. Esta prueba
pasa en todos los casos analizados. Por tal razón se puede establecer que los parámetros
estimados para el presente modelo son adecuados.
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# Stationarity start p-value
# test iteration
# alpha[1] passed 1 0.161
# alpha[2] passed 1 0.253
# sigma[1] passed 1 0.912
# sigma[2] passed 1 0.900
# theta passed 1 0.648
#
# Halfwidth Mean Halfwidth
# test
# alpha[1] passed 1.0000 2.49e-06
# alpha[2] passed 0.5000 2.86e-06
# sigma[1] passed 17.9041 6.04e-01
# sigma[2] passed 0.0106 7.46e-04




# Stationarity start p-value
# test iteration
# alpha[1] passed 1 0.0504
# alpha[2] passed 1 0.2538
# sigma[1] passed 1 0.0823
# sigma[2] passed 1 0.1278
# theta passed 1 0.4386
#
# Halfwidth Mean Halfwidth
# test
# alpha[1] passed 1.0000 2.63e-06
# alpha[2] passed 0.5000 2.64e-06
# sigma[1] passed 18.1908 5.77e-01
# sigma[2] passed 0.0103 7.54e-04
# theta passed -1.0000 2.15e-07
Figura 5-4: Prueba de Heidelberger-Welch para el caso del modelo bivariado implementado en PM10 frente
a O3
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Por la viabilidad establecida de cada uno de los parámetros luego de pasar cada prueba, se
usa estas estimaciones parametrales para establecer de manera expĺıcita el modelo bivariado
O3 umbral 61 y PM10 umbral 100.
5.1.2. Ajuste distribución conjunta O3 umbral 61 y PM10 umbral
100
En el Apendice C, se puede encontrar unas tablas resumen, donde se consignan en primer
lugar los parámetros, seguido por las distribuciones iniciales que se asumieron para la
simulación en el programa de computo, luego la media, la desviación estándar y el intervalo
del 95 % de credibilidad en ese orden. La presentación de las tablas se hizo por cada modelo
bivariado, por cada umbral contaminante.
Se sustrae de la tabla (C-1) dada en el Apéndice C la información que se muestra en la
segunda fila de la tabla 5-2, donde se comparan los parámetros de los modelos independiente
(parámetros encontrados en el caṕıtulo 2) y dependiente respectivamente. No sobra recordar
que el análisis independiente se hizo con una serie de tiempo más larga (4261 datos). Sin
embargo es interesante comparar la dinámica en general de los dos modelos.
En primer lugar, se puede observar que los parámetros α para O3, pasa de 1.06 a 1.00002948,
es decir en ambos casos la tasa de la emisión de excedencias de ozono aumenta. Mientras
que para PM10, el parámetro α indica disminución en la emisión de excedencias, en los dos
casos. La relación por medio del parámetro θ es cercano a −1, reflejando una fuerte relación
negativa, es decir mientras que O3 aumenta, PM10 disminuye.
Modelo α1 σ1 α2 σ2 θ
Independientes 1.06 11.49 0.8177 0.3796 0
Dependientes 1.00002948 18.04747482 0.50003143 0.01044677 −0.99999853
Tabla 5-2: Comparación parámetros modelo independiente con modelo dependiente caso O3 umbral 61
frente a PM10 umbral 100
Las curvas de nivel se presentan en el gráfico 5-5 donde se aproxima la suma total de
excedencias de PM10 y O3 (color gris) con la función estimada por medio del 2.5 % de la
función m(t1, t2) (verde) estimado. En el extremo derecho superior la aproximación se hace
por medio de la media de las imágenes de m(t1, t2) estimada (roja) y en el extremo inferior
izquierdo la aproximación se hace por medio del 97.5 % de la función m(t1, t2) estimada
(azul). Se logra observar que al igual que en el caso univariado representado en la figura 2-4
sin puntos de cambio se logra fijar con alguna precisión el modelo. Sin embargo, este ajuste
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mejorará si se tienen en cuenta los puntos de cambio.
De igual manera, se ilustra el ajuste por medio de las superficies ilustradas en las figuras
5-6, 5-7 y 5-8. En la primera figura, se pueden visualizar las diferentes superficies con un
ángulo de observación de 30 grados, la siguiente con ángulo de observación de 90 grados y
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Figura 5-5: Curvas de nivel de 2.5 % (verde), media (rojo), 97.5 % (azul) de la función m(t1, t2) estimada
versus suma rebases observada de la emisión de PM10 y O3









































































Figura 5-6: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja y
azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM10 y O3, con horizonte de observación 30 grados.
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Figura 5-7: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja y
azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM10 y O3, con horizonte de observación 90 grados.












































































Figura 5-8: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja y
azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM10 y O3, con horizonte de observación 150 grados.
5.1.3. Función de riesgo bivariado caso O3 frente a PM10.
Para finalizar el análisis de este modelo, se muestra acontinuación en la figura 5-18, la
función de riesgo bivariada. A partir del Corolario 3.1 del caṕıtulo 3 y de la gráfica 5-
18, se establece que la probabilidad de que se repita una excedencia bivariada (de los dos
108
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contaminantes a la vez) es decreciente a medida que se avanza en los 608 d́ıas observados. Se























Figura 5-9: La superficie de la función de riesgo λ(ti, tj) estimada en el caso PM10 y O3 (gris)
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5.2. Ajuste distribución conjunta PM10 umbral 100 y
PM2.5 umbral 50
Para el presente modelo se teńıa la idea de que, al ser el material particulado PM2.5 un
subconjunto de PM10, en el modelo bivariado se iba a reflejar esta condición con un θ
positivo cercano a 1, a continuación se encuentran los resultados que contrastan esta idea.
5.2.1. Pruebas de convergencia para el caso: PM10 umbral 100 y
PM2.5 umbral 50
Se empieza con la prueba Geweke de convergencia de cada una de las dos cadenas con 5000
iteraciones y run-in o cadenas quemadas de 1000, cuyo estad́ıstico de prueba debe estar entre
−2 y 2. Para las dos cadenas,todos los parámetros cumplen esta condición que conduce a
la inferencia de convergencia para cada uno de los escalares estimados de los parámetros,
salvo σ2 para la cadena 1, pues al final hay valores por debajo de −2, lo cual da suficiente
evidencia para sospechar que no converge rápido. Esta situación descrita anteriormente se
ve en la figura 5-10. La forma de solucionar esto, es tomar más iteraciones e incluso más
cadenas. La siguiente prueba ayudará a llegar a una conclusión respecto a σ2, se trata del
test de Gelman-Rudin.
Como se aprecia en la figura 5-12, todos los parámetros del modelo encuentran la convergencia
en el valor medio expuesto en las tablas C-2 dadas en el Apéndice C, debido a la poca
variabilidad de cada una de las dos cadenas y entre cadenas, luego de haber quemado las
primeras 1000 iteraciones. Sin embargo, al parámetro σ2 le hace falta acercarse más al valor
1 al final de las 5000 iteraciones. Se continúa con la idea de que para remediar lo que le
sucede a σ2, se necesitan de más iteraciones. Se contrastará esta situación con la prueba de
Heidelberger-Welch resumida en la figura 5-13.
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Figura 5-10: Prueba de Geweke, modelo bivariado PM10 vs PM2.5, 5000 iteraciones, 1000 iteraciones de
calentamiento, dos cadenas, veinte segmentos de la cadena.
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Figura 5-11: Prueba de Geweke, modelo bivariado PM10 vs PM2.5, 5000 iteraciones, 1000 iteraciones de
calentamiento, dos cadenas, veinte segmentos de la cadena.
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Figura 5-12: Prueba de Gelman-Rudin, modelo bivariado PM10 vs PM2.5, 5000 iteraciones, 1000 iteraciones
de calentamiento, dos cadenas, veinte segmentos de la cadena.
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En el resumen presentado en la figura 5-13, se logra apreciar que todos los parámetros
pasan el test Heidelberger-Welch incluso el parámetro σ2 en las dos cadenas. Por tanto,
se considerará la configuración de parámetros establecida en la tabla C-2 para hacer la
aproximación de la función media acumulada Bivariada de excedenciasm(t1, t2) a la observada.
5.2.2. Ajuste de media acumulada bivariada a observada Bivariada,
caso PM10 frente PM2.5
En la presente implementación del modelo bivariado para el caso de la interacción entre las
excedencias de los contaminantes del aire para Bogotá PM10 y PM2.5 se tienen resultados
diferentes a lo que se esperaba. Teniendo en cuenta que cuando se cuentan part́ıculas de
PM10, se cuentan part́ıculas de PM2.5. Lo que refleja el presente análisis es que la dinámica
de excedencias de PM10 se ve afectado por las excedencias de PM2.5 de manera negativa,
como se ve en la segunda fila de la tabla (5-3), con un θ = −0.9999091, negativo y muy
próximo a −1, develando una relación inversa.
Modelo α1 σ1 α2 σ2 θ
Independientes 0.8177 0.3796 1.09 27.03 0
Dependientes 0.7005437 0.3000509 1.0000400 25.0036903 −0.9999091
Tabla 5-3: Comparación parámetros modelo independiente con modelo dependiente caso PM10 umbral 100
frente a PM2.5 umbral 50
En la tabla 5-3 se ve que los parámetros no cambian del contexto independiente al dependiente,
el decrecimiento determinado en el caso univariado en el caṕıtulo 2 para PM10 umbral 100 se
mantiene en el caso dependiente, pues su parámetro α1 continúa menor que 1. En el caso de
PM2.5 umbral 50, se reafirma el crecimiento de sus excedencias con el parámetro α1 mayor
que 1 en los dos casos.
Los datos de entrada en el modelo serán las parejas de d́ıas en los que hubo rebases de los
dos contaminates y lo observado será la cantidad de excedencias de ambos contaminantes
que hay hasta un cierto d́ıa de interés. Aśı, el número total de las excedencias que contará
el modelo para esta implementación, variarán entre 2 hasta 284 rebases. El 2 se obtiene al
sumar la primera excedencia de PM10 con la primera excedencia de PM2.5 (2 excedencias
en total). El 284 se obtiene al sumar el acumulado de excedencias de PM10 (235), más el
acumulado de excedencias de PM2.5 (49) al último d́ıa de la ĺınea de tiempo en la que se
observó el fenómeno (al d́ıa 608). La distribición de esta suma de excedencias acumuladas
se puede observar mejor en las curvas de nivel representadas en la figura 5-14.
Si se está interesado en saber, cuántas excedencias de ambos contaminantes han sido acumuladas
hasta el d́ıa 400, se ubica el d́ıa 400 en ambas coordenadas, y el punto (400,400) en el
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# Stationarity start p-value
# test iteration
# alpha[1] passed 1 0.0691
# alpha[2] passed 1 0.6697
# sigma[1] passed 1 0.2223
# sigma[2] passed 1 0.5060
# theta passed 1 0.9370
#
# Halfwidth Mean Halfwidth
# test
# alpha[1] passed 0.701 1.87e-04
# alpha[2] passed 1.000 3.80e-06
# sigma[1] passed 0.300 4.10e-06
# sigma[2] passed 25.004 3.34e-04




# Stationarity start p-value
# test iteration
# alpha[1] passed 1 0.620
# alpha[2] passed 1 0.544
# sigma[1] passed 1 0.382
# sigma[2] passed 1 0.977
# theta passed 1 0.654
#
# Halfwidth Mean Halfwidth
# test
# alpha[1] passed 0.701 1.45e-04
# alpha[2] passed 1.000 3.59e-06
# sigma[1] passed 0.300 4.44e-06
# sigma[2] passed 25.004 2.99e-04
# theta passed -1.000 8.60e-06
Figura 5-13: Prueba de Heidelberger-Welch para el caso del modelo bivariado implementado en PM10
frente a PM2.5
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plano cartesiano de la figura 5-14, indicará que tan cerca está de las ĺıneas negras que
representan lo observado y eso se compara con la distancia a las ĺıneas rojas, que representan
una aproximación por medio del promedio, todo esto en el mismo plano.
Aśı que el punto (400,400) resulta a un nivel de 205, respecto a las ĺıneas negras y a un
nivel de 185 respecto a las ĺıneas rojas. Pero, si se hace el mismo ejercicio con el cuadro de
inspección del 97.5 %, se tiene que el punto (400,400) resulta a un nivel de 205 respecto a
las ĺıneas negras y a un nivel de cerca de 195 con respecto a las ĺıneas azules que representan
el cuantil 0.975 de los valores estimados por la función m(t1, t2).
Hasta el d́ıa 490 ocurrió la última excedencia de PM2.5, es decir la 49, observada en los 608
d́ıas de interés. Por tal razón el eje que representa los d́ıas de PM2.5 en la figura (5-14)
llega hasta 500. Por lo anterior, todas las excedencias desde el d́ıa 491 en adelante, son del
contaminante PM10.
Las curvas de nivel de la figura 5-14 parecen más paralelas al eje coordenado que representa
al componente contaminante PM2.5, esto parece indicar que hay mayor número de excedencias
acumuladas de PM10 que de PM2.5.
Para reforzar todas estas conclusiones se usan las superficies correspondientes a estas curvas
de nivel, vistas desde tres ángulos de observación distintos. El primer ángulo de observación
es de 30 grados en la gráfica 5-15, en la gráfica 5-16 el ángulo es de 90 grados y en la
gráfica 5-17 es de 150 grados.
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Figura 5-14: Curvas de nivel de 2.5 % (verde), media (rojo), 97.5 % (azul) de la función m(t1, t2) estimada
vs suma rebases observada de la emisión de PM10 y PM2.5















































































Figura 5-15: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja
y azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM10 y PM2.5, con horizonte de observación 30 grados.
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Figura 5-16: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja
y azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM10 y PM2.5, con horizonte de observación 90 grados.















































































Figura 5-17: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja
y azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM10 y PM2.5, con horizonte de observación 150 grados.
En las superficies, se puede apreciar el comportamiento creciente de la función de media
acumulada bivariada, la cuál cuenta cuantos rebases de los respectivos umbrales de los dos
contaminantes se han contado hasta el tiempo t = (t1, t2).
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5.2.3. Función de riesgo bivariado caso PM10 frente a PM2.5
Otra caracteŕıstica importante a resaltar en esta última implementación es que la función de
tasa instantánea λ(ti, tj) que indica la probabilidad de que el i-ésimo rebase de PM10 suceda
y el j-ésimo rebase de PM2.5 suceda en el cuadro de inspección o región ti ≤ T1 < ti+∆ti, tj ≤
T2 < tj +∆tj tal como se indica en el Corolario 3.1 dado que no ha pasado antes de ti y tj




























Figura 5-18: La superficie de la función de riesgo λ(ti, tj) estimada en el caso de PM10 y PM2.5 (gris)
Se puede observar en la figura 5-18 que siguiendo la dirección creciente de PM10 y la
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dirección creciente de PM2.5, la probabilidad de que pase la i-ésima excendencia del umbral
100 de PM10 y la j-ésima excendencia del umbral 50 de PM2.5, después de ti y tj respectivamente,
disminuye. Por tanto, existe un riesgo pequeño de que se repitan episodios de rebases de
umbral de los dos contaminantes, vistos de manera conjunta.
5.3. Ajuste distribución conjunta PM2.5 umbral 50 y O3
umbral 61
Del análisis del caṕıtulo 2 se tiene que O3 aún no genera mayor problema para la ciudad
de Bogotá, como śı lo representa el material part́ıculado. A continuación se presenta el
problema que representará, las excedencias de O3 interactuando con las excedencias del
material particulado más fino PM2.5.
5.3.1. Pruebas de convergencia para el caso: PM2.5 umbral 50 y O3
umbral 61
La primera prueba aplicada fué el test de convergencia Geweke, la cual se visualiza en la
figuras 5-19 y 5-20. Alĺı se nota que los valores están entre −2 y 2 para todos los parámetros,
salvo en α2 cadena 1 y σ1 cadena 2, pero que al final logran incorporarse levemente entre
estos valores. Esto último como se ha mencionado otras veces puede verse por que son pocas
iteraciones.
En la figura 5-20 se observa que para σ1 de la cadena 2, entre las iteraciones 2000 y 2500,
luego de las primeras 1000 quemadas, el parámetro en promedio, para la última mitad de la
cadela toma valores mayores que para las primeras 2000 o 2500 primeras iteraciones luego
de quemar 1000 iniciales. De manera análoga pasa para α2 cadena 1 en la figura 5-19, entre
las iteraciones 2500 y 3000, después de las 1000 quemadas.
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Figura 5-19: Prueba de Geweke, modelo bivariado PM2.5 vs O3, 5000 iteraciones, 1000 iteraciones de
calentamiento, dos cadenas, veinte segmentos de la cadena.
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Figura 5-20: Prueba de Geweke, modelo bivariado PM2.5 vs O3, 5000 iteraciones, 1000 iteraciones de
calentamiento, dos cadenas, veinte segmentos de la cadena.
Parece que hay conexión con lo descrito anteriormente en la prueba de Geweke con lo que
se puede observar en la prueba de convergencia Gelman-Rudin en la figura 5-21, pues
para los parámetros α2 y σ1 no se observa una rápida convergencia al final de la cadena,
deb́ıdo posiblemente a que las cadenas presentan variabilidad en y entre cadenas para estos
parámetros.
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Figura 5-21: Prueba de Gelman-Rudin, modelo bivariado PM2.5 vs O3, 5000 iteraciones, 1000 iteraciones
de calentamiento, dos cadenas, veinte segmentos de la cadena.
Sin embargo en la tabla resumen de la figura 5-22, se hace referencia a la prueba de
Heidelberger-Welch donde todos los parámetros pasan la prueba en las dos cadenas.
Con las pruebas anteriores es suficiente para aprobar la configuración parametral a la que se
le analizó la convergencia y se resume en la tercera tabla del Apéndice C, la cual se utiliza





alpha[1] passed 1 0.2714
alpha[2] passed 1 0.1931
sigma[1] passed 1 0.3657
sigma[2] passed 1 0.6882
theta passed 1 0.0777
Halfwidth Mean Halfwidth
test
alpha[1] passed 0.523 9.04e-04
alpha[2] passed 0.539 8.17e-04
sigma[1] passed 1.002 1.93e-04
sigma[2] passed 1.002 1.70e-04




alpha[1] passed 1 0.960
alpha[2] passed 1 0.826
sigma[1] passed 1 0.333
sigma[2] passed 1 0.433
theta passed 1 0.168
Halfwidth Mean Halfwidth
test
alpha[1] passed 0.522 9.16e-04
alpha[2] passed 0.540 8.95e-04
sigma[1] passed 1.002 2.41e-04
sigma[2] passed 1.002 1.70e-04
theta passed -1.000 7.65e-06
Figura 5-22: Prueba de Heidelberger-Welch para el caso del modelo bivariado implementado en PM2.5
frente a O3
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para hacer el siguiente ajuste al modelo de media acumulada de las excedencias del umbral
50 para PM2.5 más las excedencias del umbral 61 de O3.
5.3.2. Ajuste de media acumulada bivariada a observada bivariada,
caso PM2.5 umbral 50 y O3 umbral 61
En la tabla 5-4 se ve los parámetros estimados para los modelos independientes de estos
contaminantes y los parámetros estimados en el presente modelo dependiente. A diferencia de
las anteriores implementaciones del modelo bivariado, los parámetros son bastante distintos
en los dos contextos. Los parámetros α1 y α2 pasan a ser de mayores a menores que 1, es
decir las funciones de riesgo presentan crecimiento con respecto al tiempo, pero vistos en
interacción uno con el otro, su función de riesgo acumulado presentará decrecimiento, como
se ve en la figura 5-27.
Modelo α1 σ1 α2 σ2 θ
Independientes 1.09 27.03 1.06 11.49 0
Dependientes 0.5227918 1.0021068 0.5397550 1.0019110 −0.9999272
Tabla 5-4: Comparación parámetros modelo independiente con modelo dependiente caso O3 umbral 61
frente a PM2.5 umbral 50
En la figura 5-23 se sobreponen a las curvas de nivel del total de excendencias entre PM2.5
y O3 observado (negro) y las curvas de nivel de los cuantiles del 2.5 % (verde), del 97.5 %
(azul) y la media (rojo) de la función estimada bivariada m(t1, t2), respectivamente.
En la presente implementación a diferencia de las dos anteriores es dif́ıcil determinar a partir
de las curvas de nivel, que contaminante aporta más excedencias, debido a que ambos ejes
coordenados llegan a 500. Recordando que las excedencias en el caso presente bivariado
oscilan entre las 2 y 84 rebases.
Hasta el d́ıa 300 hay aproximadamente 30 rebases según lo observado (color negro), mientras
que lo estimado por medio de la media (ubicando el punto (300,300) entre las franjas rojas)
ubica al punto entre las curvas de nivel 45 y 50, más cerca a 45, no siendo tan buena
aproximación, pero si hacemos el mismo ejercicio con el d́ıa 400 lo observado en las franjas
negras de la misma gráfica 5-23, ubica al punto (400,400) cerca al nivel 50, y la aproximación
por medio de la media lo ubica dentro de las franjas rojas 55 y 60, más cerca a la 55, lo cual
no es un mal ajuste de lo real por medio de lo estimado.
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Figura 5-23: Curvas de nivel de 2.5 % (verde), media (rojo), 97.5 % (azul) de la función m(t1, t2) estimada
vs suma rebases observada de la emisión de PM2.5 y O3
Lo que se ha comentado anteriormente se puede evidenciar en las superficies ilustradas en las
figuras 5-24, 5-25 y 5-26 con angulos de observación 30, 90 y 150 grados, respectivamente.
En los tres se puede observar que las superficies de credibilidad (verde y azul) no logran
ajustar toda la superficie observada (gris). Esto se debe a que los intervalos de credibilidad
de cada uno de los parámetros para este modelo contenidos en la tabla 3 de los Anexos C,
son muy estrechos, además de que son pocos datos y no se contemplan puntos de cambio.
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Figura 5-24: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja
y azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM2.5 y O3, con horizonte de observación 30 grados.




















































Figura 5-25: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja
y azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM2.5 y O3, con horizonte de observación 90 grados.
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Figura 5-26: Función de media acumulada estimada (verde) m(t1, t2), frente a la función estimada (roja
y azul) con sus bandas de confianza del 95 % de credibilidad. La superficie roja corresponde a la banda del
cuant́ıl 2.5 y la superficie azul corresponde a la banda del cuant́ıl del 97.5 como método de ajuste de lo
observado (gris) para el caso PM2.5 y O3, con horizonte de observación 150 grados.
5.3.3. Función de riesgo bivariado caso PM2.5 umbral 50 frente a
O3 umbral 61
Se puede observar en la figura 5-27 que siguiendo la dirección creciente de O3 y la dirección
creciente de PM2.5, la probabilidad de que pase la i-ésima excendencia del umbral 61 de
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O3 y la j-ésima excendencia del umbral 50 de PM2.5, después de ti y tj respectivamente,
disminuye, con i = 1, ...,35, y j = 1, ...,49. Por tanto, existe un riesgo pequeño de que se



























En la presente tesis, se presentan algunos nuevos resultados sobre la implementación de las
mediciones de contaminación de aire de Bogotá estudiando cada contaminante de manera
independiente y luego se aporta una función de intensidad bivariada λ(t1, t2) para un proceso
de Poisson no homogéneo, cuya función de valor medio correspondienteM(t1, t2) será aproximada
por medio de sus cotas. El segundo resultado, permitirá determinar la forma de la distribución
del proceso que involucra por un lado el conocimiento de las distribuciones marginales de
cada una de las dos variables aleatorias involucradas y un parámetro θ que las relacionará.
Todo lo anterior, con el propósito de hacer una extensión bivariada del proceso univariado.
Como se expuso en el caṕıtulo 2, en trabajos previos se mostró la utilidad de los procesos de
Poisson no homogéneos para modelar excedencias de umbrales de interés de los componentes
referencia, PM10, PM2.5 y O3 de manera independiente, en el presente trabajo se determinó
la forma de explicar la dependencia de emisión de rebases de un contaminante respecto a otro.
En la implementación del caṕıtulo 2 para datos de Bogotá en los casos de PM10 umbral 100,
O3 ambos umbrales y PM2.5 umbral 45, estudiados de manera independiente, el modelo que
mejor DIC reporta, es el que tiene dos puntos de cambio. Para el caso de PM2.5 umbral 50,
se presenta un empate entre D0 y D2, aśı que se decide por el modelo con dos puntos de
cambio, quien exhibe un mejor ajuste en la figura (2-8) y cuyas pruebas de convergencia
fueron satisfactorias.
Por la dinámica de crecimiento y las discontinuidades de la función de riesgo, representadas
en la figura 2-7, se sigue que los esfuerzos establecidos para mitigar el impacto en cuanto a
PM10 y O3, han sido bastante acertados pues los puntos iniciales de cada régimen muestran
disminución en la tasa de emisión de excedencias de los respectivos umbrales, con respecto
a los reǵımenes inmediatamente anteriores. Además, a favor de esta idea, el último régimen
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muestra constancia en el comportamiento en la emisión de excedencias. En el caso particular
de PM2.5 ambos umbrales, se nota un aumento significativo del punto inicial del tercer
régimen, respecto al punto inicial del segundo régimen. Aśı que las poĺıticas de mitigacion
de emisión de rebases en el periodo comprendido entre abril de 2011 y abril de 2014, no
continuaron con la misma efectividad luego de abril de 2014.
Gracias a la cópula Farlie-Gumbel-Morgenstern (FGM) se pudo calcular de manera directa la




función de riesgo acumulado m(t1, t2), para funciones marginales Fi(ti), i = 1,2. Por tanto,
lo que se hab́ıa desarrollado de manera independiente en el segundo caṕıtulo del presente
trabajo, servirá como insumo en la construcción de la distribución conjunta bivariada F (⋅, ⋅)
y su correspondiente función de sobrevivencia S(⋅, ⋅).
Si se utilizan como funciones de distribución marginales Fi(ti), i = 1,2 a un par de distribuciones
Weibull (como se veńıa haciendo en el caso univariado), se obtiene como función de riesgo
bivariada a la función















α2−1 [1 + θ (1 − 2 exp{− ( t1σ1 )
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[1 + θ (1 − exp{− ( t1σ1 )
α1




La cual será, la función de intensidad del proceso de Poisson no homogéneo biviariado
definido y desarrollado en el caṕıtulo 4. La función de media del proceso relacionada λ(t1, t2)
será M(t1, t2).
En el caṕıtulo 3, se encontró una función que relaciona dos variables aleatorias con distribución
Weibull de la forma











Igualmente en el caṕıtulo 3, se mostró que para las funciones marginales Weibull Fi(ti),
i = 1,2 y sus correspondientes funciones de sobrevivencia Si(ti), i = 1,2, la expresión
λ1(t1)λ2(t2)
[1 + θ[1 − 2S1(t1)][1 − 2S2(t2)]]
[1 + θF1(t1)F2(t2)]
es equivalente a ϕ(t1, t2)+r1(t1, t2)r2(t1, t2). Estas dos expresiones son dos formas de escribir
la función λ(t1, t2). La primera expresión conviene cuando se tiene información de las funciones
marginales y fue esta ventaja la que se aprovechó para implementación computacional
del caṕıtulo 5. La segunda expresión para λ(t1, t2) es conveniente cuando se cuenta con
información de las función de las funciones bivariadas ϕ(t1, t2) y ri(t1, t2), i = 1.2 definidos
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en las expresiones (3-45) y (3-55).
La formulación de la función de verosimilitud bivariada














en el caṕıtulo 4, sin duda fue el resultado más importante en la presente tesis, pues fue
por medio de esta que se hizo la implementación computacional para poder estimar los
parámetros de los modelos bivariados del caṕıtulo 5.
Los procesos de Poisson no homogéneos bivariados son muy útiles al momento de establecer
la distribución del número de veces que los niveles máximos de un par de contaminantes de
interés en cualquier ciudad sobrepasan la norma ambiental de cada uno en una región de
tiempo de interés. Aśı que por la aproximación M(t1, t2) ≈ m1(t1)m2(t2) de la expresíıon
(4-80) en el capitulo 3, en el cual a partir de una función de riesgo bivariada construida
de una función cópula Farlie-Gumbel-Morgenstern con marginales Weibull, se sigue una




La implementación computacional para la estimación de los parámetros del modelo se
comparte en el Apéndice A.4. Este fue elaborado en la libreŕıa Jags para R Studio. Una
de las cosas que hace interesante la implementación, es que el algoritmo propuesto, indica
si existe alguna relación fuerte o débil entre las excedencias de algún umbral espećıfico para
un par de contaminantes y si esta relación es positiva o negativa, directa o inversamente
proporcional, a través del parámetro θ.
En la implementación a las excedencias bivariadas de umbrales de interés para las mediciones
de Bogotá sin puntos de cambio en el caṕıtulo 5, se logra apreciar que las tasas de emisión por
cada par estudiado mantienen relaciones negativas en los tres casos estudiados. Esta situación
indica, que lo que está ayudando a mitigar los rebases del umbral de un contaminante
particular, puede estar alentando de manera creciente la emisión de rebases del otro. Esta
situación ya se pod́ıa apreciar en el estudio independiente cuando se observa en la figura
(2-7), que lo en el último regimen de las tres contaminantes, la poĺıtica de mitigación
implenentada para PM10 y O3, no funciona para PM2.5.
6.2. Recomendaciones
Es importante determinar un método que establezca con mayor precisión la cantidad de
puntos de cambio y la ubicación. Se debe buscar la manera de que el τ del algoritmo expuesto
en el Apéndice A deje de ser un parámetro a estimar, volviendo más eficiente en tiempo de
procesamiento la estimación de los demás parámetros. Un método apropiado prodŕıa ser
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utilizar un algoritmo genético para estimar el vector de puntos de cambio y una vez se
tengan estos se conectan con el algoritmo propuesto en el Apéndice A, con los puntos de
cambio τ ya determinados.
Para un próximo trabajo, se pueden considerar puntos de cambio en los modelos bivariados.
Estos se presentaŕıan como parejas (ri, rj) donde la primera coordenada representa en i-
ésimo punto de cambio del primer contaminante y la segunda coordenada rj representa el
j-ésimo punto de cambio del segundo contaminante.
Otra aspecto futuro, es hacer la extensión a más de dos variables, aśı se podŕıa relacionar
con ı́ndices de calidad de aire, en particular el ı́ndice bogotano de calidad del aire IBOCA,
que involucra la interacción de seis contaminantes, entre estos el Ozono, PM10 y el PM2.5.
Un ejercicio interesante es construir una nueva función de intensidad del proceso de Poisson
presentado en el caṕıtulo 4 construida a partir de una función cópula ALi-Mikhail-Haq o
Gumbel-Hougaard, otras funciones marginales diferentes a las Weibull. A partir de todos












for (i in 1:K) {
phi[i] <- -log(L[i])
dummy[i] ~ dpois(phi[i])























J[i] <- 1 + step(d[i] - tau[1] - 0.5)
m[i] <- step(-(d[i] - tau[1] - 0.5))*pow(d[i]/sigma[1],alpha[1])
























J[i] <- 1 + step(d[i] - tau[1] - 0.5)+ step(d[i] - tau[2]
- 0.5)
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m[i] <- step(-(d[i] - tau[1] - 0.5))*pow(d[i]/sigma[1],alpha[1])
+step(d[i] - tau[1] - 0.5)*step(-(d[i] - tau[2] - 0.5))
*(pow(d[i]/sigma[2],alpha[2])
+pow(tau[1]/sigma[1],alpha[1])-pow(tau[1]/sigma[2],alpha[2]))































































Todos los resumenes de convergencia que se presentan a continuación están elaborados bajo
las siguientes condiciones. Para estimar los parámetros en estos modelos se generaron 11000
iteraciones de las cuales se quemaron las primeras 2000 para los dos umbrales de PM10.
De manera similar, para el caso de los dos umbrales de O3, se generaron 11000 muestras,
pero esta vez se quemaron las primeras 4000, igual para los dos umbrales analizados de PM2.5
B.1. PM10-U100, sin puntos de cambio
Diagnóstico de convergencia




















Tabla B-1: Información convergencia para el modelo PM10, umbral 100, sin puntos de cambio. H-W significa
Heidelberger-Welch
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B.2. PM10-U100, Un punto de cambio
Diagnóstico de convergencia





















Tabla B-2: Información convergencia para el modelo PM10, umbral 100, un punto de cambio.
Diagnóstico de convergencia















Tabla B-3: Información convergencia para el modelo PM10, umbral 100, un punto de cambio, umbral 100.
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B.3. PM10-U100, dos puntos de cambio
Diagnóstico de convergencia



















Tabla B-4: Información convergencia para el modelo PM10, umbral 100, dos puntos de cambio
Tabla B-5: Información convergencia dos puntos de cambio, Umbral 100
Diagnóstico de convergencia





















Tabla B-6: Información convergencia para el modelo PM10, umbral 100, dos puntos de cambio
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Diagnóstico de convergencia











Tabla B-7: Información convergencia para el modelo PM10, umbral 100, dos puntos de cambio
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B.4. PM10-U75, Sin puntos de cambio
Diagnóstico de convergencia




















Tabla B-8: Información convergencia para el modelo PM10, umbral 75, sin puntos de cambio
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B.5. PM10-U75, Un punto de cambio
Diagnóstico de convergencia





















Tabla B-9: Información convergencia para el modelo PM10, umbral 75, un punto de cambio.
Diagnóstico de convergencia















Tabla B-10: Información convergencia para el modelo PM10, umbral 75, un punto de cambio
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B.6. PM10-U75, Dos puntos de cambio
Diagnóstico de convergencia




















Tabla B-11: Información convergencia para el modelo PM10, umbral 75, dos puntos de cambio.
Diagnóstico de convergencia











Tabla B-12: Información convergencia para el modelo PM10, umbral 75, dos puntos de cambio.
B.6. Análisis Inferencial de los procesos de Poisson 147
Diagnóstico de convergencia





















Tabla B-13: Información convergencia para el modelo PM10, umbral 75, dos puntos de cambio.
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B.7. O3-U61, Sin puntos de cambio
Diagnóstico de convergencia




















Tabla B-14: Información convergencia para el modelo O3, umbral 61, sin puntos de cambio.
B.8. Análisis Inferencial de los procesos de Poisson 149
B.8. O3-U61, Un punto de cambio
Diagnóstico de convergencia





















Tabla B-15: Información convergencia para el modelo O3, umbral 61, un punto de cambio.
Diagnóstico de convergencia















Tabla B-16: Información convergencia para el modelo O3, umbral 61, un punto de cambio.
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B.9. O3-U61, Dos puntos de cambio
Diagnóstico de convergencia




















Tabla B-17: Información convergencia para el modelo O3, umbral 61, dos puntos de cambio.
Diagnóstico de convergencia





















Tabla B-18: Información convergencia para el modelo O3, umbral 61, dos puntos de cambio.
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Diagnóstico de convergencia











Tabla B-19: Información convergencia para el modelo O3, umbral 61, dos puntos de cambio.
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B.10. O3-U50, Sin puntos de cambio
Diagnóstico de convergencia




















Tabla B-20: Información convergencia para el modelo O3, umbral 50, sin puntos de cambio.
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B.11. O3-U50, Un punto de cambio
Diagnóstico de convergencia





















Tabla B-21: Información convergencia para el modelo O3, umbral 50, un punto de cambio.
Diagnóstico de convergencia















Tabla B-22: Información convergencia para el modelo O3, umbral 50, un punto de cambio.
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B.12. O3-U50, Dos puntos de cambio
Diagnóstico de convergencia




















Tabla B-23: Información convergencia para el modelo O3, umbral 50, dos puntos de cambio.
Diagnóstico de convergencia











Tabla B-24: Información convergencia para el modelo O3, umbral 50, dos puntos de cambio.
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Diagnóstico de convergencia





















Tabla B-25: Información convergencia para el modelo O3, umbral 50, dos puntos de cambio.
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B.13. PM2.5-U45, Sin puntos de cambio
Diagnóstico de convergencia




















Tabla B-26: Información convergencia para el modelo PM2.5, umbral 45, sin puntos de cambio.
B.14. Análisis Inferencial de los procesos de Poisson 157
B.14. PM2.5-U45, Un punto de cambio
Diagnóstico de convergencia





















Tabla B-27: Información convergencia para el modelo PM2.5, umbral 45, un punto de cambio.
Diagnóstico de convergencia















Tabla B-28: Información convergencia para el modelo PM2.5, umbral 45, un punto de cambio.
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B.15. PM2.5-U45, Dos puntos de cambio
Diagnóstico de convergencia




















Tabla B-29: Información convergencia para el modelo PM2.5, umbral 45, dos puntos de cambio.
Diagnóstico de convergencia











Tabla B-30: Información convergencia para el modelo PM2.5, umbral 45, dos puntos de cambio.
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Diagnóstico de convergencia





















Tabla B-31: Información convergencia para el modelo PM2.5, umbral 45, dos puntos de cambio.
160 B DIAGNÓSTICO DE CONVERGENCIAS
B.16. PM2.5-U50, Sin puntos de cambio
Diagnóstico de convergencia




















Tabla B-32: Información convergencia para el modelo PM2.5, umbral 50, sin puntos de cambio.
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B.17. PM2.5-U50, Un punto de cambio
Diagnóstico de convergencia





















Tabla B-33: Información convergencia para el modelo PM2.5, umbral 50, un punto de cambio.
Diagnóstico de convergencia















Tabla B-34: Información convergencia para el modelo PM2.5, umbral 50, un punto de cambio.
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B.18. PM2.5-U50, Dos puntos de cambio
Diagnóstico de convergencia




















Tabla B-35: Información convergencia para el modelo PM2.5, umbral 50, dos puntos de cambio.
Diagnóstico de convergencia











Tabla B-36: Información convergencia para el modelo PM2.5, umbral 50, dos puntos de cambio.
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Diagnóstico de convergencia


























C.1. Estimación parámetros distribución conjunta O3
Umbral 61 y PM10 Umbral 100
Información estad́ıstica
Modelo parametros dist. inicial mean sd intervalo 95 %
Sin puntos
de cambio
α1 dunif(1,3) 1.00 2.8e − 05 (1.0000006,1.0000009)
α2 dunif(0.5,1.5) 0.50 3.1e − 05 (0.5000007,0.5000009)
σ1 dunif(11,20) 18.14 1.2 (15.51,19.84)
σ2 dunif(0,0.5) 0.01 1.5e − 03 (0.0083,0.01399)
θ dunif(−1,1) −0.99999845 1.6e − 06 (−0.999999952,−0.99999448)
Tabla C-1: Parámetros distribución conjunta O3 Umbral 61 (sub́ındice uno) y PM10 Umbral 100 (sub́ındice
dos)
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C.2. Estimación parámetros distribución conjunta PM10
Umbral 100 y PM2.5 Umbral 50
Información estad́ıstica
Modelo parametros dist. inicial mean sd intervalo 95 %
Sin puntos
de cambio
α1 dunif(0.5,1.5) 0.700 1.75e − 03 (0.697,0.704)
α2 dunif(1,3) 1.00004 4.07e − 05 (1.0000011,1.00015)
σ1 dunif(0.3,1.3) 0.30005 5.41e − 05 (0.3000013,0.3001951)
σ2 dunif(25,50) 25.004 4.27e − 03 (25.00010,25.0156)
θ dunif(−1,1) −0.9999081 9.46e − 05 (−0.9999978,−0.9996397)
Tabla C-2: Parámetros distribución conjunta PM10 Umbral 100 (sub́ındice uno) y PM2.5 Umbral 50
(sub́ındice dos)
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C.3. Estimación parámetros distribución conjunta O3
Umbral 61 y PM2.5 Umbral 50
Información estad́ıstica
Modelo parametros dist. inicial mean sd intervalo 95 %
Sin puntos
de cambio
α1 dunif(0,2) 0.52 8.9e − 03 (0.505,0.541)
α2 dunif(0,2) 0.54 8.76e − 03 (0.521,0.555)
σ1 dunif(1,10) 1.002 1.9e − 03 (1.00005,1.00705)
σ2 dunif(1,25) 1.002 1.9e − 03 (1.00004,1.00734)
θ dunif(−1,1) −0.9999326 8.07e − 05 (−0.9999989,−0.9996828)
Tabla C-3: Parámetros distribución conjunta O3 Umbral 61 (sub́ındice uno) y PM2.5 Umbral 50 (sub́ındice
dos)
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AMB (2019). Alcald́ıa de bogotá. https://bogota.gov.co/mi-ciudad/turismo/informacion-
de-bogota-en-2019. Accessed on 06 November 2019.
Carriere, J. F. (2000). Bivariate survival models for coupled lives. Scandinavian Actuarial
Journal, 1:17–32.
Cid Ramirez, J. E. and Achcar, J. A. (1999). Bayesian inference for nonhomogeneous Poisson
processes in software reliability models assuming nonmonotonic intensity functions.
Computational Statistics & Data Analysis, 32(2):147–159.
CONPES (2005a). Documento conpes 3344, lineamientos para la formulación de la politica de
prevención y control de la contaminación del aire. Consejo Nacional de Poĺıtica Económica
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