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Abstract
Texture synthesis has always been an interesting research topic in Graphics. Neighborhood-
based algorithms have two common stages: search for most similar neighborhoods in the sample
texture; merge a local neighborhood into the (partially) synthesized output texture. When the
first stage cannot find good neighbors, the second stage may generate seams. We propose to
extract a feature map from the input texture and synthesize a feature map for output. We de-
velop novel algorithms to perform feature matching and alignment. This approach significantly
reduces feature discontinuities and related artifacts.
For 3D surfaces, things get more complicated as continuity constraints restrict the variability
of synthesized textures. We propose to relax such restrictions and decompose synthesis into
two stages: feature map synthesis and Laplacian texture reconstruction. Experiments indicate
that this relaxation can produce desirable results for regular texture synthesis as well as texture
mixing from multiple sources.
Visual data approximation is another important issue in Graphics. We propose hierarchical
tensor approximation to expose multi-scale and inhomogeneous structures in visual datasets.
The blocks on each level in the hierarchy are pruned and approximated as a tensor ensemble, and
residual tensors are subdivided to form the next level in the hierarchy. Experiments prove that
the hierarchical multilinear models can achieve higher compression ratios and quality on high-
dimensional visual data than wavelet (packet) transforms and single-level tensor approximation.
Finally, we propose to apply multilinear models to wavelet domain to reduce overhead.
High-frequency wavelet subbands are subdivided into small blocks most of which get pruned.
The blocks are usually correlated especially when properly classified. Different channels and
sub-bands may exhibit strong redundancy as well. We reorganize the subdivided blocks into
small tensors, classify the unpruned ones and approximate each cluster as a tensor ensemble.
Experiments on images and medical volume data indicate that this approach achieves better
approximation quality than wavelet (packet) transforms and hybrid linear models.
ii
To my parents.
iii
Acknowledgments
This project would not have been possible without the support of many people. Many thanks
to my adviser, Yizhou Yu, who read my numerous revisions and helped make some sense of the
confusion. Also thanks to my committee members, Thomas Huang, David Forsyth, and Minh
N. Do, who offered guidance and support. Thanks to the National Library of Medicine for
licensing the Visible Human dataset. Thanks to National Science Foundation (CCR-0132970)
and UIUC Research Board for providing financial supports. And finally, thanks to my parents
and numerous friends who endured this long process with me, always offering support and love.
iv
Table of Contents
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Image Texture Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Surface Texture Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Visual Data Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Wavelet Transforms and Hybrid Multilinear Models . . . . . . . . . . . . . . . 7
Chapter 2 Structural Deformation and Synthesis for Texture Generation . 10
2.1 Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Image Registration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Image Deformation Models . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3 Texture and Video Synthesis . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Curvilinear Feature Matching and Synthesis . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Curvilinear Feature Matching . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Feature Alignment with Patch Deformation . . . . . . . . . . . . . . . . 15
2.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.1 Feature Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Feature-Guided Texture Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Chapter 3 Laplacian Texture Synthesis and Mixing on Surfaces . . . . . . . 22
3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Initial Texture Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Texture Resampling and Boundary Refinement . . . . . . . . . . . . . . . . . . 26
3.5 Laplacian Texture Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5.1 A Weighted Laplacian Operator . . . . . . . . . . . . . . . . . . . . . . 28
3.5.2 Laplacian Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.6 Additional Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Chapter 4 Hierarchical Tensor Approximation of Multi-Dimensional Visual
Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.1 Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Tensor Ensemble Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Hierarchical Tensor Approximation . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Applications and Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.1 Multi-Dimensional Data Visualization . . . . . . . . . . . . . . . . . . . 45
4.4.2 Data-Driven Rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
v
4.4.3 Texture Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.5 Discussions and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5.1 Covariance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Chapter 5 Wavelet-Based Hybrid Multilinear Models for Visual Data Ap-
proximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.1 Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Subband Data Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3 Hybrid Multilinear Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.1 Tensor Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.2 Tensor Ensemble Approximation . . . . . . . . . . . . . . . . . . . . . . 63
5.3.3 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Author’s Biography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
vi
List of Tables
3.1 The number of vertices and faces of the original meshes and their corresponding
fine grids used in this paper. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 The average running times (in seconds) of different stages of our algorithm on
three meshes. These times were measured on a 3.2GHz AMD processor. ”Initial”
refers to the initial texture patch assignment stage; ”Refinement” refers to the
texture resampling and boundary refinement stage; ”Local/Global Lapl” refers
to local and global Laplacian texture reconstruction. . . . . . . . . . . . . . . 33
vii
List of Figures
1.1 Texture synthesis with feature maps. From left to right: sample textures (128x128),
feature maps of the sample textures, synthesized feature maps, output textures
(256x256). Shown are floor and flowers c©1995 MIT VisTex. . . . . . . . . 2
1.2 Examples of visual data our hierarchical tensor approximation can be applied to. 5
1.3 Multilinear models suffer basis overhead and sharp-edge smoothing for 2-D im-
ages. The resolution of lena is 256x256 and the three color channels are pro-
cessed as an ensemble. A rank-(32, 32) approximation imposes 2(256·32)3(32·32)+2(256·32) =
84.21% overhead at 9.9% compactness. Furthermore, it blurs sharp edges com-
pared with wavelet transform. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 (a) The orientations of tangents are discretized into four sections. (b) The L-
shaped context region of a patch ABCD being inserted into the output feature
map. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 The edges, Lc1 and L
c
2, in the context region are being matched against the edges,
LT1 , L
T
2 and L
T
3 , in the overlapping region of the input feature map. Pixels on
edges Lc1 and L
c
2 should be matched to those on L
T
1 and L
T
3 , respectively, because
the tangents of LT2 are not consistent with those of L
c
2 even though it is closer
to Lc2 than L
T
3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Comparison of our algorithm with Graphcut, Image Quilting and Texton Masks.
The second column shows the results from our method. The graphcut result of
the first example is courtesy of the authors of [42]; the results for the last two were
generated using our own implementation. The quilting results for the first two
examples were generated from our implementation of [22]; the result for the last
one is courtesy of Efros and Freeman. The results using texton masks were from
our implementation of [87]. The samples shown are eggs, pattern( c©Branko
Gru¨nbaum and G.C. Shephard) and rock c©1995 MIT VisTex. The pattern
sample shown here is a slightly skewed version of an original periodic tiling. See
additional comparisons in the DVD-ROM. . . . . . . . . . . . . . . . . . . . . 18
2.4 More texture synthesis results. The smaller images are the sample textures.
Shown are leaves c©Paul Bourke, Arabic text, bamboo c©1995 MIT VisTex,
and water. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Texture synthesis with feature maps. From left to right: sample textures (128x128),
feature maps of the sample textures, synthesized feature maps, output textures
(256x256). Shown are floor and flowers c©1995 MIT VisTex. . . . . . . . . 19
2.6 Additional texture synthesis results. The smaller textures are the sample tex-
tures used for synthesis. The samples shown here are blue stone c©Paul Bourke,
radishes, leopard c©1995 MIT VisTex, and text. . . . . . . . . . . . . . . . 20
2.7 Additional comparisons. The second column shows the results from our method.
The graphcut results are courtesy of the authors of [42]. The quilting results
were generated using our implementation of [22]. The second sample texture
shown here is rainstone c©Paul Maple Library. . . . . . . . . . . . . . . . . . 20
viii
2.8 Examples of large synthesized textures. The resolution is 512x512. . . . . . . . 21
3.1 (a) The original pebbles texture. (b) The rectified greyscale image of (a). (c)
A feature image of (a) obtained by filtering. . . . . . . . . . . . . . . . . . . . 23
3.2 (a) A fine grid defined within a triangle. (b) A graphcut is performed inside the
quadrilateral region OAPB to obtain a refined boundary between the two ad-
jacent texture patches. (c) An extended hexagonal texture patch corresponding
to ∆ABC in (b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3 (a) Initial texture patch assignment result with two of the seams indicated by
arrows. (b) Result obtained from boundary refinement with Graphcut. . . . . 26
3.4 The 1-ring structure of a vertex, vi. . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5 (a) Input texture examples. (b) Synthesized intermediate textures with color
discontinuities among patches. (c) Textures computed from local Laplacian re-
construction. (d) Textures computed from global Laplacian reconstruction. Note
that local reconstruction works reasonably well for the texture mixture in the
first row because the colors of the mixed texture patches are not too different.
However, for the remaining three mixture examples, global reconstruction pro-
duces more natural and consistent low frequency components. The intermediate
texture in the last row is artificially modified by adding a random color shift to
each texture patch. Global texture reconstruction can successfully remove such
color shifts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Additional surface texture synthesis and mixing results. . . . . . . . . . . . . . 35
4.1 A comparison of a reconstructed sponge texture from both collective and non-
collective tensor approximations. (a) Original image, (b) a reconstructed image
from the non-collective approximation, (c) a reconstructed image from our col-
lective approximation. (b)&(c) share the same compression rate which is 87.5%. 39
4.2 In our hierarchical tensor transformation, an original tensor is represented as the
summation of incomplete tensor approximations at multiple levels. The tensors
at each level are subdivided residual tensors passed from the higher level. . . . 40
4.3 The dependency of PSNR on the common ratio among ranks at different levels.
Experimental results for two datasets are shown here. A fixed compression ratio
is used for each dataset. These results confirm that a common ratio of 0.5 is
(near) optimal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 A comparison of the scalar density field of a time-varying volume dataset re-
constructed from a bio-orthogonal wavelet transform, a corresponding wavelet
packet transform, the single-level tensor approximation from [77] and our hierar-
chical tensor approximation. The resolution of the original time-varying volume
data is 128x128x128. (a) A visualization of a cross section of an original vol-
ume. (b)-(e) Visualizations of three reconstructed volumes at the same cross
section. The volumes in (b)-(e) were reconstructed from the wavelet transform,
the single-level tensor approximation, our multilevel tensor approximation, and
the wavelet packet transform, respectively. They share the same compression ra-
tio which is 1200. The same color transfer function is applied to all four volumes
in (a)-(e). Our result in (d) agrees with the original data very well. The result
from the wavelet transform deviates most significantly from the original, which
indicates a large RMSE. (f)&(g) show the magnified (x10) residual images of (c)
and (d), respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.5 Our hierarchical tensor approximation supports progressive transmission and
decompression. Shown here are four images of a cross section in a 3D medical
dataset. They have progressively more details. These four images correspond to
the decompressed data at four different levels of a hierarchical approximation. 46
ix
4.6 A comparison of the Visible Human dataset reconstructed from the single-level
tensor approximation in [77] and our hierarchical tensor approximation. (a) A
magnified view of a cross section of the nose region. (b) A reconstructed image
from the single-level tensor approximation. (c) A reconstructed image from
our multilevel tensor approximation. (b)&(c) share the same compression ratio
which is 15.7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.7 Comparisons of data compression ratios achieved on four datasets by a bio-
orthogonal wavelet transform (dotted), a corresponding wavelet packet trans-
form (dash-dotted), the single-level rank-(r1, r2, ..., rN ) tensor approximation
(dashed), and our multilevel tensor approximatin (solid). The datasets include
(a) a subset of the Visible Human dataset, (b) the velocity field of the 4D time-
varying volume dataset, (c) a sponge BTF, and (d) a lichen BTF. Overall,
our hierarchical tensor approximation can achieve the highest compression ratios
over a wide range of PSNR values. The wavelet transform exhibits the worst
performance. The adaptive wavelet packet transform is in general better than
the original wavelet transform and can occasionally achieve the highest com-
pression ratios on high-end PSNR values. In many cases, the compression ratio
achieved by our technique is at least one order of magnitude larger than that
achieved by the wavelet transform. Meanwhile, our multilevel technique also
outperforms single-level tensor approximation in all scenarios. Since we use log-
arithmic scales for compression ratios, a small difference actually represents a
significant improvement. In fact, on the four datasets in (a)-(d), the compres-
sion ratios achieved by our technique are respectively 41.0%, 52.9%, 93.9% and
121.8% higher than those achieved by the single-level tensor approximation. . 56
4.8 A comparison of reconstructed BTF images from a bio-orthogonal wavelet trans-
form, a corresponding adaptive wavelet packet transform, the single-level tensor
approximation from [77] and our hierarchical tensor-based representation. The
original sponge BTF has 45 views and 60 illumination directions, and the image
resolution is 128x128. (a) An original BTF image. (b) A reconstructed image
from the wavelet transform. (c)&(f) Reconstructed images from the single-level
tensor approximation. (d)&(g) Reconstructed images from our multilevel tensor
approximation. (e) A reconstructed image from the wavelet packet transform.
The compression ratio for (b)-(e) is 55 while the compression ratio used for (f)-
(g) is 3922. Overall, our results exhibit the best visual quality under the same
compression ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.9 Synthesis results for dynamic textures. Left: sample frames from the input
sequences. Right: sample frames from the synthesized sequences. . . . . . . . 57
4.10 Synthesis results for 2D textures. Small: sample textures. Large: synthesized
textures. The resolution of the synthesized textures is 256x256. . . . . . . . . 58
4.11 Correlation among residual tensors. (a) The 4D time-varying dataset. (b) The
sponge BTF. The horizontal axis in these diagrams indicates the percentage of
singular values while the vertical axis indicates the percentage of total energy.
Stronger correlation needs fewer number of singular values to capture the same
percentage of energy. Three curves for three different levels are shown for each
dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.1 Subband organization for wavelet transform. High-frequency subbands are sub-
divided into 16x16 blocks. Blocks from different levels are dyed with different col-
ors. Blocks are flattened, different color channels and same-level high-frequency
subbands are collected to form tensors on each level. . . . . . . . . . . . . . . . 68
x
5.2 Subband organization for wavelet packet transform. Subbands of the same size
form a level in the hierarchy. Block subdivision/flattening and channel/subband
collecting are similar to those steps for wavelet transform. Blocks from different
levels are dyed with different colors. Note that in non-degenerating cases, the
number of tensors on each level is the same as that for wavelet transform. Tensor
size on different levels could be different though. . . . . . . . . . . . . . . . . . 69
5.3 A comparison on the scene image. All methods decompose the image into 3
levels of subbands. (b)-(f) share the same compactness 2%. . . . . . . . . . . . 70
5.4 A comparison on the lena image. All methods decompose the image into 3
levels of subbands. (b)-(f) share the same compactness 2%. . . . . . . . . . . . 71
5.5 A comparison on the baboo image. All methods decompose the image into 3
levels of subbands. (b)-(f) share the same compactness 2%. . . . . . . . . . . . 72
5.6 A comparison of a reconstructed head image from multiscale hybrid linear mod-
els, wavelet transform, wavelet packet transform, hybrid multilinear models with
wavelet transform, and hybrid multilinear models with wavelet packet transform.
All methods decompose the image into 3 levels of subbands. (b)-(e) share the
same compactness 0.5%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.7 A comparison of a reconstructed abdomen image from multiscale hybrid linear
models, wavelet transform, wavelet packet transform, hybrid multilinear mod-
els with wavelet transform, and hybrid multilinear models with wavelet packet
transform. All methods decompose the image into 3 levels of subbands. (b)-(e)
share the same compactness 0.7%. . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.8 PSNR w.r.t. Compactness curves for wavelet transform, wavelet packet trans-
form, multiscale hybrid linear models and our method. The four diagrams cor-
respond to images scene, baboo and Visible Human datasets head, abdomen. 74
xi
Chapter 1
Introduction
1.1 Image Texture Synthesis
Texture synthesis has been widely recognized as an important research topic in computer graph-
ics. The notion of texture synthesis has also undergone significant transformations. Texture
synthesis was originally considered as a means to evaluate the quality of texture analysis models
in statistics and computer vision.
However, if one is only concerned with the visual similarity between the synthesized and
sample textures, the analysis stage can be short-circuited. Instead of obtaining intrinsic models,
subsets of (filtered) pixel colors can be compared directly. Instead of enforcing global statistics,
preserving the local arrangement of pixels has proved to be more important. These intuitions
led to the recent neighborhood-based search-and-copy algorithms [21, 79, 2, 46, 32] and their
optimized versions [22, 42].
These neighborhood-based algorithms have two common stages: 1) search for most similar
neighborhoods in the sample texture; 2) merge a local patch (neighborhood) into the (partially)
synthesized output texture. Powerful techniques including dynamic programming [22] and
graph cuts [42] have been proposed to optimize the patch merging process. The problem is that
when the first stage cannot find satisfactory neighborhoods because of the limited variations
in the sample texture, the optimization schemes for the second stage may fail to find a smooth
transition between the incoming patch and the partially synthesized output texture.
We propose to perform texture synthesis using both deformation and feature informa-
tion. Perceptually, a small amount of deformation is less noticeable than visual discontinu-
ities. Neighborhood search in texture synthesis remarkably resembles image matching [90] in
computer vision where sparse or dense pixelwise correspondences between two images need to
be solved. Rigid template matching represents the simplest version among all. Deformable
templates and elastic matching [90] are not uncommon because object features and shapes
1
Figure 1.1: Texture synthesis with feature maps. From left to right: sample textures (128x128),
feature maps of the sample textures, synthesized feature maps, output textures (256x256).
Shown are floor and flowers c©1995 MIT VisTex.
may have different levels of distortion in different images due to foreshortening and perspective
projection. We should develop deformable models for texture synthesis as well. The visual
difference between two texture neighborhoods should reflect both color differences and shape
deformations.
On the other hand, not every pixel is equally important when we measure perceptual sim-
ilarity. Ideally, a good perceptual measure should account for the fact that the human visual
system is most sensitive to edges, corners, and other high-level features in images. We call
these high-level features structural information. Therefore, structural similarity should be an
important factor during neighborhood search. Since structural information puts more emphasis
on the geometric aspect than the photometric aspect, the amount of deformation becomes the
dominant factor in determining structural similarity.
We propose a structural feature synthesis algorithm which considers the amount of defor-
mation during feature matching and alignment. As a prerequisite, we designed techniques for
detecting features, such as edges and ridges, at different scales and with different levels of sig-
nificance. The synthesized structural features can be used to guide texture synthesis which is
now equipped with a balanced texture similarity measure considering both structural and color
2
similarities.
1.2 Surface Texture Synthesis
Surface texture synthesis is more challenging because the geometry is much more complicated
than image planes. The context region could have irregular shape and makes it difficult to
find satisfactory patches if we use neighborhood-based search-and-copy algorithms [21, 79, 2,
46, 32] and their optimized versions [22, 42]. Given a small texture example, these algorithms
can produce larger textures that have similar texture elements and structures as the given
example. Every output texture from such neighborhood-based texture synthesis is essentially a
spatial rearrangement of the original local regions in the given example. When there is only a
single small texture example, the number of possible rearrangements is actually limited because
adjacent local regions need to satisfy continuity restrictions.
We propose to relax such neighborhood-based texture synthesis along two directions to
improve the variability of the synthesized results without compromising their visual quality.
First, relax the continuity restrictions. Previously, adjacent local regions in the output texture
are typically required to have pixelwise color similarity in their overlapping portion. When
a new local region needs to be chosen from the texture example, such a stringent condition
results in a very small number of candidates and quite often zero candidates. We suggest to
relax such region matching by focusing on the high frequency components only and overlooking
the average color and intensity. Indeed, it is the high frequency components that play the most
important role in characterizing a texture.
Second, allow multiple input texture examples. Sampling local regions from a single small
texture example can only produce very limited variability. Ideally, example-based synthesis
should generate results by sampling a large database. However, different textures may be
acquired by different imaging devices and/or settings, under different illumination conditions,
etc. Even the same real-world texture, such as grass, can appear very different in different
texture images. Effectively sampling, matching and mixing local regions from multiple texture
examples simultaneously is nontrivial.
We focus on surface texture synthesis and propose a novel two-stage synthesis approach to
accommodate these two relaxations. In the first stage, an intermediate synthesized texture is
generated by only considering the high frequency details during region search and matching.
3
It is achieved by using both features and rectified versions of the input textures. Each pixel
value in the rectified textures is defined by its original value normalized by the accumulated
intensity within a neighborhood, Such a scheme broadens the search space during texture
synthesis. It facilitates sampling local regions from different texture examples as well as placing
regions with very different average colors and intensities next to each other in the output
texture. However, this intermediate texture has obvious seams due to large discontinuities in
low frequency components.
In the second stage, to seamlessly mix local regions together and create smooth transi-
tions among them, we perform Laplacian texture reconstruction which is in the same spirit of
Poisson image editing [54] and Laplacian surface editing [65]. It retains the high frequency
details, but computes new consistent low frequency components for all local regions so that
the seams among them disappear. Therefore, it can be viewed as a global feature-preserving
smoothing step, and is more effective than local feathering. The Laplacian operator extracts
local differential quantities which represent high frequency texture details. Given the Laplacian
of the intermediate texture, we set up a sparse linear system with the new texture colors as the
unknowns. The solution of this system not only retains the original texture details, but also
provides a consistent coloring to all the texels in the synthesized texture without discontinuities
along the boundaries of adjacent regions.
1.3 Visual Data Approximation
With advances in imaging technologies—-such as CCD, laser, magnetic resonance, and dif-
fusion tensor—-and physically based solid and fluid simulation technologies, new visual data
of multiple dimensions have been produced at an unprecedented rate and scale. These new
technologies bring new challenges to existing visual data modeling and processing techniques.
One of the fundamental and challenging problems is how to efficiently represent, analyze and
visualize such a vast and ever-growing amount of visual data.
Visual data exhibit two important intertwined characteristics. First, they comprise of sig-
nals at many different scales or frequencies. For example, we can decompose a composite signal
into a series of cosine waves using the Fourier transform. Such a decomposition in the frequency
domain represents the original signal as a superposition of simpler elementary components at
distinct frequencies. Second, these signals have spatially inhomogeneous magnitudes. If we
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Figure 1.2: Examples of visual data our hierarchical tensor approximation can be applied to.
adaptively subdivide the spatial domain, it is possible to approximate the original siginal as a
piecewise smooth function which has a more or less uniform magnitude over each local region.
Existing techniques, such as wavelet transforms, have successfully exploited both of the afore-
mentioned characteristics to achieve a transformation that is local in both frequency and space
domains. As a result of such decomposition and transformation, the inherent structures of the
original signal become better exposed to compression. One important aspect of such inher-
ent structures is that even though the original signal appears inhomogeneous, its elementary
components at different frequencies or local regions exhibit correlation [61]. Further operations
performed on these components can remove redundancy and achieve compact representation.
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There are at least two possible operations we can perform. First, correlated components can
be grouped together and represented collectively in a lower dimensional space to remove re-
dundancy. Second, a component can be simply pruned if its magnitude is negligible. Such
processing gives rise to significantly reduced size and dimensionality of a dataset and overall,
reduced computational and representational complexity.
Multilinear models based on tensor approximation have received much attention recently.
They are capable of generating a more compact representation of multi-dimensional data than
traditional dimensionality reduction methods. In this paper, we exploit the aforementioned
characteristics of visual data and develop an analysis and representation technique based on
a hierarchical tensor-based transformation. In this technique, an original multi-dimensional
dataset is transformed into a hierarchy of signals to expose its multi-scale structures. The
signal at each level of the hierarchy is further divided into a number of tensors with smaller
spatial support to expose its spatially inhomogeneous structures. These smaller tensors are
further transformed and pruned using a tensor approximation technique to achieve a highly
compact representation.
Our hierarchical tensor approximation has two significant advantages. First, it can achieve
far higher quality than wavelet transforms at large compression ratios. In comparison to a
traditional multiresolution analysis which simply projects signals at various different resolutions
onto a prescribed basis which was obtained without any specific knowledge of the data, our
hierarchical approximation actually adopts bases specifically tailored for the characteristics of
the data currently being approximated. Our high-level approach is thus consistent with a
rich line of research on basis pursuit that seeks to find a dictionary which is adapted to the
particular signal at hand [23]. Second, this hierarchical tensor-based representation facilitates
progressive or partial data transmission and visualization. By transmitting the compressed
data level by level, the receiver can quickly view the low resolution versions first and decide
whether it is worthwhile to wait for higher resolution details. In addition, if visualization only
concerns a portion of the original dataset, the subdivided tensors at each level support partial
transmission and decompression and hence faster response time to user requests.
We have successfully applied our new hierarchical tensor approximation in multiple tasks,
including medical and scientific data visualization, data-driven rendering and texture synthesis.
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1.4 Wavelet Transforms and Hybrid Multilinear Models
With the development of modern digital imaging technologies, visual data such as images,
videos and multidimensional medical images have been generated, processed and transmitted
with tremendous rate and scale. Much research has hence been performed to efficiently and
compactly represent these data. Compactness is defined as the ratio of overhead data size,
including coefficients and overhead like bases, to the original data size. As the first step, most
existing methods linearly transform the input dataset so that energy will be concentrated in
coefficients of a relatively small number of bases [34], which will facilitate subsequent encod-
ing/decoding and analysis. Generally speaking, techniques for compactly representing images
and videos have been better developed than those for higher-dimensional images such as volume
datasets and multidimensional textures.
The wavelet transform has been the state-of-the-art technique to compactly represent and
analyze images [16, 71]. Using carefully designed bases, a.k.a. scaling functions and wavelets,
the input signal is decomposed into a small low-frequency subband and a hierarchy of higher-
frequency subbands. The wavelets are capable of capturing discontinuities efficiently so that
energy in those high-frequency subbands are highly concentrated. Non-separable anisotropic
bases have also been proposed to improve approximation of 2-D signals [20, 11, 19]. As a
generalization of the wavelet transform, a wavelet packet transform decomposes both low-
frequency and high-frequency subbands recursively and searches for the best combination of
different scales to improve compactness [51, 38]. Even though both the wavelet transform and
wavelet packet transform are highly effective, encoding the remaining high-energy coefficients
remains an active research topic because these coefficients are sparse and exhibit weak spatial
coherence.
Multilinear models based on tensor approximation have achieved impressive representation
compactness for high-dimensional visual data [70, 77]. Instead of using prescribed bases, they
search for optimal basis matrices specifically tailored for the input data, so that each dimension
is reduced by one matrix and the approximation error is minimized in terms of MSE. A hi-
erarchical tensor approximation that recursively subdivides residual tensors and approximates
them as an ensemble has been proposed in [83, 82], further improving PSNR under the same
compactness. Nevertheless, such adaptive basis matrices need to be stored for each individual
dataset, which could impose significant overhead. The hierarchical model reduces the overhead
by using smaller basis matrices on lower-resolution levels, but it has to record more basis ma-
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(a) Input 256x256 (b) Rank-(32, 32) (c) 3-level Wavelet
PSNR = 27.86 PSNR = 35.84
The representation compactness for (b) and (c) is 9.9%.
Figure 1.3: Multilinear models suffer basis overhead and sharp-edge smoothing for 2-D images.
The resolution of lena is 256x256 and the three color channels are processed as an ensemble. A
rank-(32, 32) approximation imposes 2(256·32)3(32·32)+2(256·32) = 84.21% overhead at 9.9% compactness.
Furthermore, it blurs sharp edges compared with wavelet transform.
trices for multiple levels, which makes its approximating performance worse than the original
wavelet transform when approximating low-dimensional datasets such as 2-D images. An ad-
ditional problem exhibited by tensor approximation is that although the basis matrices being
optimal in terms of MSE, they cannot effectively preserve sharp discontinuities and, thus, make
approximation results less visually appealing. Fig. 1.3 instances the trouble: basis overhead
and sharp-edge smoothing.
We propose hybrid multilinear models in the wavelet domain to harness the power of both
wavelet (packet) transform and tensor approximation. Our method first performs a multi-
level wavelet transform or wavelet packet transform, the input dataset is thus transformed
into a small low-frequency subband with smoothly varying coefficients and a hierarchy of high-
frequency subbands with sparse concentrated coefficients. Although the coefficients in the
high-frequency subbands have relatively weak spatial coherence, they exhibit strong correlation
across different subbands and color channels. Multilinear models are very effective in simul-
taneously removing redundancies across multiple modes, including spatial locations, subbands
and color channels. Therefore, our method spatially subdivides the high-frequency subbands,
and form small tensors with the aforementioned modes. Most of the formed tensors have neg-
ligible energy and thus discarded. Non-negligible tensors are grouped into clusters using an
EM algorithm, so that tensors in each cluster share basis matrices and can be approximated
efficiently as an ensemble [83, 82].
By exploiting redundancies across multiple modes using hybrid multilinear models, our
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approach can compactly represent the sparse high-energy coefficients resulting from wavelet
(packet) transforms, which gives rise to far higher compactness than the original wavelet
(packet) transform. Furthermore, the approximation retains high visual fidelity because the
initial wavelet (packet) transform can well preserve discontinuities. In addition, our method
significantly reduces basis overhead in the following two ways. First, wavelet (packet) trans-
form suppresses energy in most tensors so that we only need to approximate a small number
of important tensors after pruning. Second, tensors in the same cluster are approximated col-
lectively, which means they share basis matrices and we only need to store a few small basis
matrices overall. In addition, since clustering and approximation are performed on each level,
our method supports progressive transmission and visualization.
We have tested our new method on both natural and medical images, obtaining better ap-
proximation quality than multi-level wavelet transforms, wavelet packet transforms and multi-
scale hybrid linear models. Meanwhile, it achieves better visual quality than both original and
hierarchical tensor approximations.
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Chapter 2
Structural Deformation and
Synthesis for Texture Generation
2.1 Background and Related Work
2.1.1 Image Registration
Image registration techniques solve pairwise point correspondence between two images. These
techniques have a wide variety of applications including camera pose estimation, stereo, object
tracking and recognition. An excellent survey of image registration can be found in [90]. Among
this large body of techniques, of particular interest is chamfer matching [4] which was originally
introduced to match features from two images by means of the minimization of the generalized
distance between them. Suppose there are two sets of features F 1 = {x1i }mi=1 and F 2 = {x2j }nj=1
in two images. A mapping function W maps a feature x1i from the first to a location x
1
i
′ in
the second image. If we define
h(x1i
′
, F 2) = min
j
dist(x1i
′
,x2j ), (2.1)
chamfer matching seeks an optimal parametric mapping function Wc that minimizes
1
m
∑
i
h(Wc(x1i ), F
2). (2.2)
Precomputing a distance field for the set of features in the second image would significantly ac-
celerate this matching process. Instead of (2.2), the root mean square average of h(Wc(x1i ), F
2)
can also be adopted [8].
In this paper, we will introduce a method inspired by chamfer matching to perform struc-
tural feature matching and synthesis.
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2.1.2 Image Deformation Models
Simple image space deformation models include rigid-body, affine and perspective transforms
[90]. Radial basis functions (RBFs) are representatives of global mapping methods that are
able to handle locally varying geoemtric distortions. One of the most often used representatives
of the RBF family is the thin-plate spline model which is commonly used for scattered data
interpolation and flexible coordinate transformations [75, 35, 55]. It is the 2D generalization of
the cubic spline. Let vi denote the target function values at corresponding locations xi in an
image plane, with i = 1, 2, ..., n. A pixel location xi is represented in homogeneous coordinates,
(xi, yi, 1). We assume that the locations xi are all different and are not collinear. The TPS
interpolant f(x) minimizes the bending energy
If =
∫ ∫
f2xx + 2f
2
xy + f
2
yydxdy (2.3)
and has the form:
f(x) = aTx+
n∑
i=1
wiU(||xi − x||) (2.4)
where a is a coefficient vector and wi’s are the weights for the basis function U(r) = r2 log r.
The coefficient vector can be conveniently solved by a linear system.
As discussed e.g. in [55], the coefficient matrix of this linear system is nonsingular and we
can find the solution by inverting this matrix.
In this paper, we apply TPS to model continous image plane deformations given a sparse
set of feature correspondences. Such correspondences can be specified by providing a new pixel
location xi′ = (x′i, y
′
i, 1) for each xi. We obtain a TPS interpolant for each of the x- and y-
coordinates separately. Thus, we will set vi equal to one of the two new coordinates for xi at
a time.
2.1.3 Texture and Video Synthesis
This paper is partially inspired by the recent success of texture synthesis [31, 7, 62, 89, 21, 79, 3,
2, 46, 22, 32, 17, 87, 42, 48]. In 2D texture synthesis, many algorithms model textures as Markov
Random Fields and generate textures by probability sampling [89, 21, 79]. Some algorithms
model textures as a set of features, and generate new images by matching feature statistics,
such as histograms and co-occurrences, potentially across multiple resolutions [31, 7, 62, 3].
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Recently, patch-based texture synthesis [46, 22, 42] achieved better results than the previous
methods in terms of both quality and efficiency. Nevertheless, the presence of broken features
on the boundary of two adjacent patches is still a serious problem and [22, 42] have attempted
to alleviate this problem using dynamic programming and graph cuts, respectively. Another
problem that can seriously affect the quality of texture synthesis is deformation which has been
considered in [48] for the synthesis of a subclass of textures that can be modeled as slightly
deformed versions of near-regular patterns.
[57, 79, 3] has generalized 2D texture synthesis to temporal textures by considering a tem-
poral texture as a 3D dataset. In particular, Scho¨dl et al. [57] tries to extract transitions and
loops from an image sequence. [42] significantly improved the quality of transitions by means
of minimum graph cuts.
There have also been quite a few works [68, 80, 64, 87, 50] on generalizing 2D texture
synthesis onto meshes with arbitrary topology. A binary texton mask was introduced in [87] as
guidance data to improve synthesis results and reduce the number of broken features. However,
it is not always possible to decompose a texture into textons and texton masks were not
automatically generated in [87].
2.2 Curvilinear Feature Matching and Synthesis
Curvilinear features, such as edges and ridges, are perceptually important, and provide the
overall layout of structural information in textures. The set of curvilinear features extracted
from a texture can be represented as a binary image where white pixels mark the locations
of such features. This binary image is called the feature map of the original texture. All
the curvilinear features used in this paper have width one, which is enforced by a thinning
algorithm.
In this section, we introduce a simple but effective algorithm that explicitly synthesizes a
novel feature map from an existing one. This algorithm has two basic steps: feature matching
and feature alignment. Without loss of generality, we present this algorithm in the context of
patch-based synthesis. We first assume the feature map of an example texture is given as the
input, and will introduce an automatic feature detection method in Section 2.3.1. High-quality
feature-guided texture synthesis based on the novel feature map will be discussed in Section
2.4.
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Figure 2.1: (a) The orientations of tangents are discretized into four sections. (b) The L-shaped
context region of a patch ABCD being inserted into the output feature map.
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Figure 2.2: The edges, Lc1 and L
c
2, in the context region are being matched against the edges,
LT1 , L
T
2 and L
T
3 , in the overlapping region of the input feature map. Pixels on edges L
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1 and L
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should be matched to those on LT1 and L
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3 , respectively, because the tangents of L
T
2 are not
consistent with those of Lc2 even though it is closer to L
c
2 than L
T
3 .
2.2.1 Curvilinear Feature Matching
We consider three factors when performing feature matching: distance, tangent and color.
Distance is important since matching features should be close to each other when we later
stitch the patches together to generate a novel feature map. Tangent orientation is also critical
to guarantee desirable geometric continuity when corresponding features are aligned (Section
2.2.2). In addition, corresponding features obviously should have similar colors.
To consider distance and tangent orientations simultaneously, the orientation of tangents
are uniformly discretized into four sections (Fig. 2.1(a)). Each section actually includes two
opposite directions. Depending on which section its tangent belongs to, we classify a feature
pixel into one of four categories, {Cl}3l=0. We index the categories such that two adjacent
categories have adjacent orientation sections. Note that C0 and C3 are considered adjacent.
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Consider inserting a new patch in the output feature map. This patch has a causal L-
shaped context in the already synthesized region (Fig. 2.1(b)). The set of relative feature pixel
locations in the context region with respect to its upper left corner is represented as {fci }mi=1.
The tangent at fci is represented as v
c
i . The orientation-based categories for this set of features
are denoted as {Ccl }3l=0. We simply translate the upper left corner of the context region to all
feasible locations in the input feature map when searching for a best match. The translation
is represented as a vector T = (∆x,∆y). When the context region is moved to (∆x,∆y),
its overlapping region in the input feature map also has a set of feature points represented as
{fTj }nj=1. The tangent at fTi is represented as vTi . The orientation-based categories for this set
of features are denoted as {CTl }3l=0.
Correspondence between these two sets of features can be established as a mapping Wf .
Consider a feature fci belonging to category C
c
li
. To maintain the consistency between tangent
orientations, we only allow Wf (fci ) to belong to C
T
li
, CTli−1 or C
T
li+1
. fci must have a nearest
feature in each of these three categories. These nearest features are denoted as fTi0 , f
T
i−1 and
fTi1 , respectively, where 1 ≤ i−1, i0, i1 ≤ n. We define a new distance metric between a pair of
feature pixels as
gdist(fci , f
T
j ) = (‖fci − fTj ‖2 + τ‖vci − vTj ‖2)1/2 (2.5)
where τ adjusts the importance of tangent orientations. ThenWf (fci ) should satisfy the follow-
ing condition, gdist(fci ,Wf (f
c
i )) = mink∈{−1,0,1} gdist(f
c
i , f
T
ik
). Fig. 2.2 illustrates the necessity
to consider tangent consistency.
Meanwhile, we define another quantity Bf over {fTj }nj=1 to measure the bijectivity of the
mapping Wf . Bf (fTj ) represents the number of corresponding features that f
T
j has in {fci }mi=1.
The matching cost between the two sets of features is defined to be dependent on the amount
of distortion introduced by Wf , the bijectivity of Wf and the amount of color discrepancy
between corresponding features. It is formulated as
1
m
∑
i
gdist2(fci ,Wf (f
c
i )) + β
1
n
∑
j
(Bf (fTj )− 1)2
+γ
1
m
∑
i
‖clr(fci )− clr(Wf (fci ))‖2 (2.6)
where β and γ are positive weights designed to adjust the relative importance among the
three terms, and clr(fci ) represents the color at a feature pixel. The translation vector T that
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minimizes the above matching cost indicates the optimal matching patch in the input feature
map. At the end, we enforce bijectivity of the mappping by removing extraneous corresponding
features for the optimal matching patch.
We precompute a separate distance transform for features in each of the four categories of
the input feature map using the level set method [58]. At every pixel of these distance maps,
we also store a pointer which points to the closest feature pixel. Meanwhile, every feature pixel
in the input feature map has a counter indicating the number of corresponding features. With
these data structures, the above matching cost has a linear time complexity with respect to
the number of feature pixels which are often very sparse in the image plane.
2.2.2 Feature Alignment with Patch Deformation
Even with the feature matching cost defined in the previous section, feature misalignments
may remain especially when the input texture is aperiodic and contains no exact copies of
the context region. Directly inserting the optimal matching patch into the output feature
map would produce discontinuities that may not be removed by the techniques in [22, 42]. We
propose to explicitly remove feature misalignment by introducing a small amount of deformation
in the image plane.
The feature mapping Wf associated with the optimal matching patch Popt specifies a cor-
respondence between features in the context region and those features in its overlapping region
in the input feature map. We need to remove the gap between every pair of corresponding fea-
tures, which can be conveniently accomplished by deforming the image plane using thin-plate
splines. When setting up the sparse set of correspondences for TPS, we declare the features
in the input feature map as the source locations, and those in the context region of the out-
put feature map as the destination locations. The resulting interpolant in the form of (2.4)
continuously warps every pixel location in the patch Popt to produce a deformed version Pwopt
which have good feature alignment with the context region and can be readily inserted into
the output feature map without obvious discontinuities. Dynamic programming [22] or graph
cuts [42] can be applied afterwards to further improve the transition at the patch boundary.
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2.3 Implementation
2.3.1 Feature Detection
For the purpose of texture synthesis, we found that continunous curvilinear features, such as
edges and ridges, were most helpful. Therefore, we focus on conservative detection of such
features. Being conservative means that a small number of nonfeature pixels are allowed to be
classified as features in order to maintain their continuity.
For edge detection, we first apply bilateral filtering [66] to sharpen the edges and then apply
a simple gradient filter to obtain an edge response at every pixel. This is followed by a two-pass
classification. In the first pass, a relatively high threshold is used to detect strong edges which
are usually broken into small pieces. In the second pass, a lower threshold is used to detect
weaker edges in the neighborhood of each edge detected in the first pass. Different from the
Canny detector [12], the lower threshold is not a global one, but locally dependent on the edge
responses of the pixels detected in the first pass. In practice, we set a fixed ratio α, and the
lower threshold for the neighborhood surrounding a strong edge with response R is set to αR.
The second pass can effectively connect broken strong edges. For ridge detection, we simply
apply the second derivative of the Gaussian. Once there is a filter response at every pixel, the
same two-stage classification for edges is also applied to ridges.
Since the detected edges or ridges may have a multi-pixel width, we further apply a revised
thinning algorithm which tries to remove pixels with weak filter responses first while preserving
the connectivity of the features. The resulting features always have one-pixel width.
At each detected edge or ridge pixel, we store its color and tangent information as its
attributes. The tangent at an edge pixel is estimated from the locations of its neighboring edge
pixels. Since the tangents may be noisy due to noisy edge locations, we smoothe the tangents
by iterative local averaging along edge pixels.
2.4 Feature-Guided Texture Synthesis
Our feature map synthesis is complementary to existing patch-based texture synthesis algo-
rithms [46, 22, 42]. To incorporate feature maps into texture synthesis, we designed a hybrid
method that generates a new texture and its feature map simultaneously given an input texture
and its feature map. Every time we need to insert a new patch, we consider feature matching
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and color matching simultaneously. We apply the matching cost in (2.6) for features, and
SSD for colors. The total matching cost is a weighted average between these two. Once a
matching patch is chosen from the sample texture, it is deformed according to Section 2.2.2.
Before merging the matching patch with the partial output texture, we apply graph cuts [42]
to further improve the transition at the patch boundary.
Fig. 2.5 shows synthesis examples along with feature maps. As shown in the second row
of Fig. 2.5, stochastic feature maps can also generate decent synthesis results. A comparison
between our method and three other state-of-the-art algorithms is given in Fig. 2.3. It demon-
strates that our method does very well at maintaining the continuity of structural features as
well as the shapes of individual objects in the textures without merging them. More synthesis
examples are given in Fig. 2.4, where the resolution of the output textures is 256x256. The
running time for texture synthesis is less than two minutes on a 2GHz Pentium IV processor
for sample and output textures at a resolution 128x128 and 256x256, respectively. The patch
size is chosen between 32x32 and 64x64; the relative weight between feature and SSD color
matching costs is always set to 0.5. For certain sample textures (floor and flowers in Fig.
2.5, leaves and water in Fig. 2.4), their rotated or reflected versions are also presented as
input to our program to provide more texture variations.
2.5 Discussion
We introduced a novel feature-based synthesis method that extends previous texture synthesis
techniques through the use of local curvilinear feature matching and texture warping. When
such oriented features are absent, our technique reverts back to the behavior of previously
published color-based methods. Unlike texton mask extraction [87] which needs manual inter-
vention, it is easier to automatically obtain our feature maps. The feature map of a sample
texture can also be improved with user interaction. Most importantly, new feature maps are
synthesized using a novel matching criterion custom-designed for curvilinear features. This
criterion is capable of guiding texture synthesis to produce better results.
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Input Feature Map Graphcut Quilting Texton Mask
Figure 2.3: Comparison of our algorithm with Graphcut, Image Quilting and Texton Masks.
The second column shows the results from our method. The graphcut result of the first ex-
ample is courtesy of the authors of [42]; the results for the last two were generated using our
own implementation. The quilting results for the first two examples were generated from our
implementation of [22]; the result for the last one is courtesy of Efros and Freeman. The
results using texton masks were from our implementation of [87]. The samples shown are
eggs, pattern( c©Branko Gru¨nbaum and G.C. Shephard) and rock c©1995 MIT VisTex. The
pattern sample shown here is a slightly skewed version of an original periodic tiling. See
additional comparisons in the DVD-ROM.
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Figure 2.4: More texture synthesis results. The smaller images are the sample textures. Shown
are leaves c©Paul Bourke, Arabic text, bamboo c©1995 MIT VisTex, and water.
Figure 2.5: Texture synthesis with feature maps. From left to right: sample textures (128x128),
feature maps of the sample textures, synthesized feature maps, output textures (256x256).
Shown are floor and flowers c©1995 MIT VisTex.
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Figure 2.6: Additional texture synthesis results. The smaller textures are the sample tex-
tures used for synthesis. The samples shown here are blue stone c©Paul Bourke, radishes,
leopard c©1995 MIT VisTex, and text.
Input Feature Map Graphcut Quilting
Figure 2.7: Additional comparisons. The second column shows the results from our method.
The graphcut results are courtesy of the authors of [42]. The quilting results were generated
using our implementation of [22]. The second sample texture shown here is rainstone c©Paul
Maple Library.
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Figure 2.8: Examples of large synthesized textures. The resolution is 512x512.
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Chapter 3
Laplacian Texture Synthesis and
Mixing on Surfaces
3.1 Related Work
This paper is partially inspired by the recent success of texture synthesis [31, 7, 62, 89, 21,
79, 3, 2, 46, 22, 32, 17, 87, 42, 49, 84]. In 2D texture synthesis, many algorithms model
textures as Markov Random Fields and generate textures by probability sampling [89, 21, 79].
Some algorithms model textures as a set of features, and generate new images by matching
feature statistics, such as histograms and co-occurrences, potentially across multiple resolutions
[31, 7, 62, 3]. Recently, patch-based texture synthesis [46, 22, 42, 84] achieved better results
than the previous methods in terms of both quality and efficiency. Feature continuity on the
boundary of two adjacent patches is an important issue and [22, 42, 84] have attempted to
alleviate this problem using dynamic programming, graph cuts, and feature maps, respectively.
There have also been quite a few works [68, 80, 64, 87, 50, 5, 86] on generalizing 2D texture
synthesis onto meshes with arbitrary topology. The method in [79] was generalized to meshes
in [68, 80], which perform hierarchical vertex-based synthesis. A binary texton mask was
introduced in [87] as guidance data to improve synthesis results and reduce the number of broken
features. Patch-based synthesis has also been generalized to meshes [64, 50]. A hierarchical
patch-based approach was presented in [64] while Magda and Kriegman [50] introduced an
efficient synthesis method on triangle meshes. A very fast synthesis technique accelerated
by precomputed Jump Maps was introduced in [86]. Neighborhood or patch matching in
these methods is directly based on color differences instead of differences in high frequency
components. In [5], texture synthesis was further generalized to geometric detail synthesis over
mesh surfaces.
Meanwhile, researchers have synthesized textures from multiple input examples by mixing
together different elements from them [31, 62, 3, 78, 87]. In [31, 62], texture mixtures are
synthesized in the domain of steerable pyramids. In [3], statistical learning trees are used to
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(a) (b) (c)
Figure 3.1: (a) The original pebbles texture. (b) The rectified greyscale image of (a). (c) A
feature image of (a) obtained by filtering.
mix textures. In [78], new texels in a synthesized mixture are grown by looking at the distances
to all the input examples simultaneously. On the other hand, the technique in [87] focuses on
creating a progressive transition between different texture elements. However, these texture
mixing techniques cannot globally adjust the colors of the mixed textures to make them more
consistent with each other.
3.2 Overview
The input to our algorithm is a triangle mesh as well as one or more texture examples. The
output is the same mesh covered with a texture synthesized from the given examples. In the
case of multiple input textures, the synthesized texture is a spatial mixture of the texture
elements from the texture examples.
Our Laplacian texture synthesis algorithm has three basic steps.
1. Apply a revised version of the method in [50] to generate an initial texture patch assign-
ment on the mesh. The method in [50] does not directly synthesize textures on a mesh.
Instead, it assigns a triangular texture patch in the input textures to each triangle in the
mesh. The assigned texture patches of two adjacent triangles have a certain degree of
continuity along their shared edge. Our revised version tries to emphasize high frequency
details, but overlook the differences in the average colors of local regions. At the end of
this step, each triangle in the mesh is associated with three pairs of texture coordinates
which record the locations of the corners of its corresponding triangular texture patch in
the input texture examples.
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Figure 3.2: (a) A fine grid defined within a triangle. (b) A graphcut is performed inside the
quadrilateral region OAPB to obtain a refined boundary between the two adjacent texture
patches. (c) An extended hexagonal texture patch corresponding to ∆ABC in (b).
2. Each triangle in the mesh is tesselated with a high-resolution grid and the assigned texture
patch of the triangle is resampled onto this grid. A graphcut algorithm is further executed
to refine the boundary between two adjacent texture patches so that such a boundary
is not necessarily coincidental with the shared edge between two adjacent triangles any
more. As a result, the transitions of details among texture patches are improved though
their average colors may still be quite different.
3. Laplacian texture reconstruction is performed simultaneously on all the resampled texture
patches from the previous step to eliminate the color discontinuities between adjacent
patches. The Laplacian at each grid point is obtained from the original colors in the
input texture examples.
3.3 Initial Texture Assignment
Our initial texture assignment is based on the method in [50], where a texton is defined to
be a distinct local texture neighborhood. By clustering all neighborhoods with a fixed size
from the given texture example, a small collection of textons can be extracted. They are the
representatives of the clusters. During synthesis, triangular texture patches are grown on the
mesh one by one to cover all the triangles. Note that each triangle in the mesh shares an
edge with at most three adjacent triangles. During each step of synthesis, this method focuses
on one triangle and counts the number of its adjacent triangles that have been covered with
texture. If none of them has been covered, the current triangle is a seed and should be covered
with a random patch. If one of them has been covered, we need to search for a texture patch
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in the given texture example that agrees well with the texture on this adjacent patch, which
means that the two texton sequences on the shared edge should be similar. This strategy can
be easily generalized to cases where two or three adjacent triangles are already covered with
textures.
To emphasize high frequency details but overlook differences in average intensity and color,
in our revised version of this method, we utilize a rectified version of each input texture. The
rectified version of a texture is a greyscale image with a normalized intensity value at each
pixel. We set the initial greyscale value at a pixel to be its luminance value which is a weighted
average of the original three color channels. Suppose we define an N × N neighborhood for
each pixel and the luminance at a neighbor (i, j) is Iij . The luminance value at each pixel is
further normalized by the accumulated luminance in its neighborhood, which is (
∑
ij I
2
ij)
1/2. In
this rectified texture, we essentially have removed the low frequency components, but retained
the important high frequency details. We only use greyscale values because they are weighted
averages of three color channels and contain high frequency details from all of them. In practice,
using greyscale values indeed can produce better matching results than using three independent
color channels. An example of a rectified texture is shown in Fig. 3.1(b). In practice, we set
the size of the neighborhoods to be 11× 11.
In addition to the rectified textures, we also obtain a feature image for each of the input
texture examples. We first apply bilateral filtering [66] to remove noise while preserving fea-
tures. In the bilateral filter, the scale of the closeness function σd is set to 2.0, and the scale of
the similarity function σr is set to 10 out of 256 greyscale levels. We then use finite differences
along the two image axes as a simple gradient estimator to obtain an edge response at every
pixel. The pixelwise gradient estimation is used to form the feature images. An example of a
feature image is shown in Fig. 3.1(c).
In our revised version of the method in [50], we use these rectified textures along with the
feature images as the input to texton clustering. Thus, the neighborhood corresponding to each
texton has a normalized greyscale pattern and a feature pattern. Both patterns emphasize high
frequency details. In practice, weighted versions of these patterns are used for texton clustering.
The weight for the greyscale pattern is set to 1.0, and the weight for the feature pattern is set to
0.3. These weighted patterns are treated as different channels of the same texture neighborhood
during texton clustering. Once we have the collection of textons, the rest of the synthesis steps
follow [50].
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(a) (b)
Figure 3.3: (a) Initial texture patch assignment result with two of the seams indicated by
arrows. (b) Result obtained from boundary refinement with Graphcut.
When there are multiple input textures, every time we need to search for a texture patch for
a triangle, we find the best candidate from each input texture and then choose among them the
one with the highest matching score. Usually, we would like to set up for each input texture a
target percentage in the output texture. To approximately control the synthesis process using
these target percentages, we define a Gaussian function for each input. The standard deviation
of the Gaussian is set to be the target percentage of the input texture. The function value of
the Gaussian is used to modulate the matching score. When the actual percentage is lower than
the target percentage, the Gaussian returns a large value which does not obviously affect the
matching score; when the actual percentage is higher than the target percentage, the Gaussian
returns a small value which significantly decreases the matching score. Thus, these Gaussian
functions implicitly control the likelihood of sampling a specific input texture.
3.4 Texture Resampling and Boundary Refinement
Since we would like to perform boundary refinement on the triangular texture patches and
Laplacian reconstruction over the entire synthesized texture, indexing the texture patch for each
triangle as three pairs of texture coordinates in the input texture space becomes insufficient. To
facilitate these later steps, we resample the texture patches onto a high-resolution grid over the
original mesh surface. The high-resolution grid within each triangle is set up using barycentric
coordinates as shown in Fig. 3.2(a). That is, every edge of the triangle has the same number
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of sample points. We actually further enforce that all edges in the triangle mesh have the
same number of sample points. Thus, the subgrids within two adjacent triangles coincide on
their shared edge to avoid T-junctions. If the original triangle mesh has some overly large or
elongated triangles, we split those triangles in a preprocessing step while avoiding T-junctions.
We resample the texture patches previously assigned to the triangles onto this high-resolution
grid. As shown in Fig. 3.2(b)-(c), suppose a triangle ∆ABC in the mesh has a corresponding
triangular texture patch ∆A′B′C ′ in one of the input texture examples. To facilitate bound-
ary refinement at a later step, we actually resample an area larger than ∆A′B′C ′. Suppose
∆ABD, ∆BCE and ∆CAF are the three triangles adjacent to ∆ABC. Their centers are
P , Q and R, respectively. We first flatten these three triangles onto the same plane where
∆ABC resides and obtain the new locations of their centers. From these new locations, we
can further obtain their corresponding locations P ′, Q′ and R′ in the 2D texture space. We
resample the entire hexagonal area A′P ′B′Q′C ′R′ in the texture space onto the correspond-
ing region, APBQCR, of the high-resolution grid. Thus, each resampled texture patch of a
triangle extends into its three adjacent triangles. Suppose the center of ∆ABC is O. During
this resampling, ∆OAB, ∆OBC and ∆OCA not only obtain color values from the texture
patch originally assigned to ∆ABC, but also obtain a second color value from the extended
hexagonal patches corresponding to the three adjacent triangles of ∆ABC.
During initial texture patch assignment discussed in the previous section, each triangle
is assigned a triangular texture patch. The boundary between two adjacent texture patches
coincide with the shared edge of their corresponding triangles. In a subsequent boundary
refinement procedure, we apply the graphcut algorithm in [42] to refine the boundaries between
resampled texture patches on the high-resolution grid. We need to take into account the
extended hexagonal texture patches to perform this procedure. Consider triangles ∆ABC
and ∆ABD in Fig. 3.2(b). Suppose their hexagonal texture patches are HTPO and HTPP ,
respectively. These two texture patches have an overlapping quadrilateral region, OAPB. We
set up a minimum graph cut problem as follows. The grid points closest to OA and OB are
constrained to have colors from the texture patch HTPO while the grid points closest to PA
and PB are constrained to have colors from the patch HTPP . The vertices A and B also
have fixed colors. We then seek a minimum graph cut between A and B and within the region
OAPB. The algorithm in [42] is applied to find this cut which can provide a better transition
between the high frequency details of the two texture patches than the original boundary. The
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grid points falling on the same side of the cut as O obtain colors from patch HTPO while the
grid points on the other side of the cut obtain colors from patch HTPP . Note that we still
use the rectified textures during boundary refinement because the original texture colors may
have large discontinuities along the triangle edges, which prevent the graphcut algorithm to
find a different cut that provides better transition for high frequency details. Fig. 3.3(a)-(b)
demonstrate the effectiveness of this boundary refinement procedure.
Since the colors of the mesh vertices are not refined at all during the aforementioned bound-
ary refinement, we also designed another graphcut procedure specifically tailored for them. We
first define an umbrella region centered at each vertex, and then flatten that region onto a pa-
rameterization plane. A subsequent graph cut is performed in this flattened region to refine the
boundaries of the texture patches there. However, in our experiments, we have not observed
any obvious improvements in visual quality due to this vertex-centric refinement. Therefore,
we leave it as an optional step.
3.5 Laplacian Texture Reconstruction
The synthesis process in the previous sections focuses on high frequency details. We call the
surface texture synthesized by the previous steps the intermediate texture. There are obvious
seams inbetween adjacent texture patches in the intermediate texture because of discontinuities
in the low frequency components. To remove these large discontinuities while still preserving
high frequency texture details, we present a texture reconstruction technique based on the
Laplacian operator which encodes high frequency features. Given the estimated Laplacians
of the intermediate texture, the reconstruction process tries to obtain a new continuous sur-
face texture which can reproduce the Laplacians. The reconstruction process uses the high-
resolution grid previously generated for texture resampling.
3.5.1 A Weighted Laplacian Operator
The Laplacian of a vertex vi in the high-resolution grid is computed by collecting the colors
of its 1-ring neighbors as shown in Fig. 3.4. To compensate the non-uniform shape of the
triangles, Fujiwara weights [24] are used:
L(vi) = −
∑
0≤j<N(i)
1
eij
(ci − cij ), (3.1)
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Figure 3.4: The 1-ring structure of a vertex, vi.
where vij is a vertex directly connected to vi, eij represents the edge length between vi and vij ,
ci and cij represent the colors at the vertices, and N(i) represents the number of neighboring
vertices of vi. This Laplacian operator can also be rewritten as:
L(vi) = −
∑
0≤j<N(i)
Lf (vi,vij ,vij+1), (3.2)
where Lf (vi,vij ,vij+1) =
1
2eij
(ci − cij ) + 12eij+1 (ci − cij+1). L
f (vi,vij ,vij+1) only involves the
three vertices of a triangular face in the 1-ring structure of vi. This formulation allows us to
consider the Laplacian operator as a summation of these facewise terms.
Since we would like to remove discontinuities along patch boundaries but still preserve
original high frequency features within the texture patches, it is desirable to have spatially
adaptive smoothing. To achieve this goal, we designed a weighted Laplacian operator which
imposes potentially different weights on the edges. Eqs. (3.1) and (3.2) thus become
Lw(vi) = −
∑
0≤j<N(i)
wij
eij
(ci − cij ) (3.3)
= −
∑
0≤j<N(i)
Lfw(vi,vij ,vij+1), (3.4)
where wij is a positive weight for the edge between vi and vij , and L
f
w(vi,vij ,vij+1) is also a
facewise term similar to Lf (vi,vij ,vij+1). If both vi and vij are from the same texture patch,
we simply set wij = 1; otherwise, wij can be either smaller or larger than 1. If the weight of an
edge is less than 1, the bonding between the two vertices of the edge is weakened, and there is
less smoothing across the edge. Too small a weight may increase the stiffness of the resulting
linear system discussed in the next section.
29
3.5.2 Laplacian Reconstruction
Given the Laplacians of the intermediate texture, we would like to reconstruct a new texture
with the same Laplacians. Therefore, we set up a linear system with one equation per vertex.
The equation for vertex vi is expressed as
−
∑
0≤j<N(i)
(
wij
2eij
(ci − cij ) +
wij+1
2eij+1
(ci − cij+1)) = Li, (3.5)
where ci and cij represent unknown vertex colors in the new texture we would like to solve and
Li represents the estimated Laplacian of the intermediate texture at vi using Eq. (3.3). The
left hand side of this equation is actually the weighted Laplacian of the unknown new texture
at vi. Since the weighted Laplacian is a linear operator, this equation is a linear equation of
the unknown vertex colors. Note that if the textures have three color channels, there are three
equations for each vertex. The collection of equations for all the vertices form a sparse linear
system which has a symmetric coefficient matrix. Since the Laplacian operator is translation
invariant, we need to fix the color of at least one vertex in order to obtain a unique solution
of the linear system. Such fixed colors essentially form a boundary condition of the equations.
We use a preconditioned (Incomplete Choleskey Factorization) conjugate gradient method [27]
to efficiently solve this system.
Laplacian estimation at patch boundaries.
There are additional details concerning the estimation of the right hand side of Eq. (3.5)
since the intermediate texture consists of patches with discontinuities on their boundaries.
According to Eq. (3.3), the weighted Laplacian of a vertex can be estimated by accumulating a
simpler term, Lfw(vi,vij ,vij+1), over all the triangular faces surrounding the vertex. However,
a triangle may stride two or more texture patches. We summarize the estimation of this term
as follows.
• If vi, vij and vij+1 belong to the same patch, we directly use their colors to estimate
Lfw(vi,vij ,vij+1).
• If the three vertices belong to two different patches, we should not directly use their exist-
ing colors because there may be a large gap among them. Since there must be a dominant
patch having two of the three vertices, during the estimation of Lfw(vi,vij ,vij+1), the color
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of the third vertex should be taken from an extended version of the dominant patch to
avoid large gaps.
• If the three vertices belong to three different patches, we simply randomly choose a
dominant patch from the three. The colors of the other two vertices are taken from an
extended version of that dominant patch.
Global Reconstruction.
When the average brightness and color of the patches in the intermediate texture differ signif-
icantly (e.g. when they are from different complicated textures), we set up a sparse boundary
condition and simultaneously solve the system of equations in (3.5) to remove the differences.
As mentioned earlier, the boundary condition should consist of at least one constraint on the
variables. A simplest equality constraint is declared by setting the color of a vertex to be a
fixed value. Such constraints reduce the number of variables in the linear system. The reduced
linear system has a unique solution. The user can choose to interactively specify such con-
straints. In the absence of user-defined constraints, our program chooses to fix the colors at
the centers of a random subset of the patches in the mesh. A more sophisticated constraint is
defined by setting a linear combination of the vertex colors to be a fixed value. For example,
we experimented with setting the average of all vertex colors to be a fixed value. Such linear
constraints can be integrated into the linear system by considering them as additional equa-
tions. When there is exactly one linear constraint, the resulting enhanced linear system has a
unique solution which defines a globally continuous new surface texture. When there are more
than one linear constraints, the system becomes overdetermined, and a least-squares solution
should be obtained.
Local Reconstruction
When the average brightness and color of the patches in the intermediate texture are similar
(e.g. when they are all from the same sample texture), locally reconstruct the texture can
produce good results with much less computational cost than the global reconstruction. This
is done by imposing color constraints on all the boundary vertices of the texture patches. The
constrained color for every boundary vertex vi is computed by simply blending the existing
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colors in its 1-ring structure,
cfixed(vi) =
1
N(i)
∑
0≤j<N(i)
cij , (3.6)
where the neighboring vertices of vi, {vij}, may belong to different patches. These dense color
constraints effectively disconnect the texture patches from each other. The resulting linear
system can be solved patch by patch. In practice, this scheme is a few times faster than the
global reconstruction. Nevertheless, it only propagates information within each texture patch,
which makes it better than local feathering along the patch boundaries but prevents it from
resolving color differences on patches that are remote to each other. Therefore, this local
scheme provides a tradeoff between quality and efficiency.
Fig. 3.5 demonstrates the visual quality of both local and global texture reconstruction. In
the intermediate textures, there are obvious seams among the patches due to differences in low
frequency components. Local Laplacian reconstruction can certainly remove these seams and
create smooth transitions among the patches. However, it fails to produce large-scale changes
that would make the base colors of the patches more consistent. On the other hand, global
Laplacian reconstruction can perform such large-scale changes and produce more desirable
results. To fully test the capability of global reconstruction, in the last example shown in Fig.
3.5, we artificially add a large random color shift to every texture patch in the intermediate
texture. Global reconstruction can successfully remove these large color shifts and recover a
consistent base color for all the patches. The reconstructed surface texture appears similar to
the original input texture.
3.6 Additional Experimental Results
We have conducted a large number of experiments on surface texture synthesis and mixing
using the algorithm developed in this paper. Besides the examples shown in Fig. 3.5, we show
a few additional results in Fig. 3.6. The first example in Fig. 3.6 gives a good demonstration on
the fact that our algorithm can significantly improve the variability of the synthesized textures.
The original flowers texture has too few color variations. Extending such a texture over a
large surface area would not make the result very appealing. By mixing it with the two leaf
textures, the synthesized results become more interesting. In the first row of Fig. 3.6, the left
one is the local reconstruction result while the right one is the global reconstruction result. In
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# mesh vertices/faces # grid vertices/faces
Bunny 2503 / 5002 640258 / 1280512
Camel 2444 / 4884 625154 / 1250304
Pawn 510 / 1016 130050 / 260096
V-shape 170 / 336 43010 / 86016
Table 3.1: The number of vertices and faces of the original meshes and their corresponding fine
grids used in this paper.
Initial Refinement Local / Global Lapl
Bunny 8 5 13 / 25
Camel 3 4 13 / 28
Pawn < 1 1 2 / 4.5
Table 3.2: The average running times (in seconds) of different stages of our algorithm on
three meshes. These times were measured on a 3.2GHz AMD processor. ”Initial” refers to
the initial texture patch assignment stage; ”Refinement” refers to the texture resampling and
boundary refinement stage; ”Local/Global Lapl” refers to local and global Laplacian texture
reconstruction.
this particular case, both of them look interesting. The local result retains the rich colors of
the three input textures while the global result has a smooth and subtle color change over the
entire mesh.
The statistics of the meshes used in this paper are summarized in Table 3.1. The running
times of various stages of our algorithm are also summarized in Table 3.2.
3.7 Conclusions
We propose to decompose texture synthesis into two relatively disjoint stages. In the first
stage, an intermediate synthesized texture is generated by only considering the high frequency
details during neighborhood search and matching. In the second stage, we perform Laplacian
texture reconstruction which retains the high frequency details but computes consistent low
frequency components. It does not only affect texels close to discontinuities, but also modifies
the rest of the texels. Therefore, it can be viewed as a global feature-preserving smoothing
step, and is more effective than local feathering. Experiments indicate that our two-stage
synthesis can produce desirable results for regular texture synthesis as well as texture mixing
from multiple sources. In future, we would like to implement Laplacian reconstruction and
other time-consuming steps on GPUs to achieve interactive performance.
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(a) (b) (c) (d)
Figure 3.5: (a) Input texture examples. (b) Synthesized intermediate textures with color
discontinuities among patches. (c) Textures computed from local Laplacian reconstruction.
(d) Textures computed from global Laplacian reconstruction. Note that local reconstruction
works reasonably well for the texture mixture in the first row because the colors of the mixed
texture patches are not too different. However, for the remaining three mixture examples,
global reconstruction produces more natural and consistent low frequency components. The
intermediate texture in the last row is artificially modified by adding a random color shift to
each texture patch. Global texture reconstruction can successfully remove such color shifts.
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Figure 3.6: Additional surface texture synthesis and mixing results.
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Chapter 4
Hierarchical Tensor
Approximation of
Multi-Dimensional Visual Data
4.1 Background and Related Work
A real Nth-order tensor A ∈ <n1×n2×...×nN , can be considered as an element of a composite
vector space, Rn1 ⊗Rn2 ⊗ · · · ⊗RnN , where we call each Rni an elementary vector space, and
⊗ denotes the Kronecker product of vector spaces. The dimensionality of the i-th elementary
vector space is ni. Let us first review basic tensor approximation techniques, including rank-r
approximation and rank-(r1, r2, ..., rN ) approximation.
A rank-r approximation of A is formulated as
Aˆ =
r∑
j=1
bj ×1 u(1)j ×2 u(2)j × · · · ×N u(N)j , (4.1)
where bj is a scalar coefficient, each u
(i)
j is simply a column vector of length ni, and ×k
represents k-mode product of a tensor by a matrix 1. The column vectors, {u(i)j }rj=1, are
not necessarily orthogonal to each other. It is possible to devise a simple greedy algorithm to
suboptimally solve the basis vectors in a sequential order. A more efficient algorithm for rank-r
approximation can be found in [88]. When r is small, the scalar coefficients along with their
associated basis vectors give rise to a compact representation of the original tensor.
A rank-(r1, r2, ..., rN ) approximation of A is formulated as
A˜ = B ×1 U(1) ×2 U(2) × · · · ×N U(N), (4.2)
where each basis matrix U(i) ∈ <ni×ri , and the core tensor B ∈ <r1×r2×···×rN . The column
vectors of each U(i) are orthonormal to each other. Once the basis matrices are known, B =
A×1U(1)T ×2U(2)T ×· · ·×NU(N)T . When r1, r2, . . . , rN are sufficiently small, the core tensor
1The k-mode product of a tensor A by a matrix U ∈Jk×nk , denoted by A×k U, is defined as a tensor with
entries: (A×k U)i1...ik−1jkik+1...iN =
∑
ik
ai1...iN ujkik .
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and the basis matrices together give rise to a compact representation. The Alternative Least
Square (ALS) algorithm was used in [40, 44] to solve the optimal basis matrices given their
reduced ranks. In each iteration, ALS optimizes only one of the basis matrices, while keeping
others fixed. A closely related concept is N-mode SVD [43] which also decomposes a tensor
into a series of products as shown in (5.1). However, the resulting basis matrices in N-mode
SVD are not truncated and therefore, retain their original ranks.
Tensor algebra has received much attention in computer graphics and computer vision. The
principle of rank-r approximation has been applied to image coding and classification in [60].
Concurrent rank-(r1, r2, ..., rN ) approximation has been applied to similar problems in [85]. In
general, the orthogonality of the basis matrices enables rank-(r1, r2, · · · , rN ) tensor approxima-
tion to remove redundancy among different modalities more effectively than rank-r approxi-
mation. N-mode SVD and tensor approximation have been applied to 2D face recognition [69]
and facial expression decomposition [76]. Such an approach has been further generalized to 3D
face modeling and transfer in [74]. Tensor-based multilinear modeling has also been applied
to bidirectional texture functions in [25, 70, 77]. Rank-r approximation was used in [25] while
rank-(r1, r2, · · · , rN ) approximation was applied in [70, 77]. It has been demonstrated in [77]
that rank-(r1, r2, · · · , rN ) tensor approximation can achieve smaller Root Mean Squared Errors
(RMSE) than Principal Component Analysis (PCA) given the same compression ratios.
It has been recently demonstrated that non-negative tensor factorization [29] based on
rank-r approximation can outperform non-negative matrix factorization [45] for sparse image
decomposition. Rank-(r1, r2, ..., rN ) tensor approximation has also been generalized to multi-
linear clustering [30]. The clustering algorithm in [30] first performs rank-(r1, r2, ..., rN ) tensor
approximation using a criterion based on pairwise distance, followed by K-means clustering
on the transformed data. Recently, a related technique called clustered tensor approximation
has been developed and applied to precomputed radiance transfer in graphics [67]. Note that
most previous applications of tensor approximation consider the input data as a single-level
or single-resolution multi-dimensional array without exploiting its inhomogeneous multi-scale
structures. The only exception that does multi-scale subdivision is the sparse matrix approxi-
mation method based on H-matrices [28]. This method has been recently applied to compact
visual data representation and acquisition for computer graphics [26]. We will compare our
hierarchical approximation method with H-matrices [28] in Section 4.5.
On the other hand, wavelet analysis is inherently a multi-scale analysis tool and has been
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frequently applied to visual data compression [1, 59, 36, 56]. Such wavelet-based compression
only recursively decomposes the low-frequency components at each scale onto the coarser levels.
Efforts have been made to recursively decompose both the low-frequency and high-frequency
components at each scale [51, 38]. Such a wavelet packet technique constructs an over-complete
collection of wavelet bases, and then chooses a subset of the bases that most compactly ap-
proximate the input signal. Even though these bases are adaptively obtained, they are still
convolutions of input signals(coefficients) with prescribed filters. Therefore, unlike the bases
in tensor approximation, they are only scale-adaptive. When wavelets are applied to multi-
dimensional signals, the bases are typically formed as tensor products of the one-dimensional
bases. As a result, the multi-dimensional bases are axis-aligned. There has been much work
on developing more powerful oriented wavelet bases for multi-dimensional spaces [9, 10, 18].
However, such bases are still prescribed filters that cannot be adapted to specific data, and the
gained compression efficiency over axis-aligned bases is limited.
4.2 Tensor Ensemble Approximation
In many situations, we need to simultaneously approximate an ensemble of tensors, and most
often, these tensors have strong correlations. For example, a multi-dimensional array of color
values or velocity vectors gives rise to three scalar tensors for the three color channels or three
components of the vectors. As we know, color response curves have much overlap with each
other and velocity components need to satisfy certain physics-based equations. As a result,
these scalar tensors have strong correlations with each other. As will be discussed in the next
section, we also subdivide a large tensor into smaller ones and approximate them collectively
because these subdivided tensors have local spatial support and may share similar basis matrices
among each other.
Suppose the list of tensors that need to be approximated are A1,A2, · · · ,Am, where m
is the number of tensors and Ai ∈ <n1×n2×...×nN , and we look for a rank-(r1, r2, ..., rN ) ap-
proximation of each Ai, which is denoted as A˜i. Because of correlations and redundancies
among this list of tensors, approximating each of them separately is suboptimal. We move one
step further and approximate all these tensors collectively. To achieve this goal, we organize
these ml N -th order tensors into a (N + 1)-th order tensor G ∈ <n1×n2×...×nN×m, and ob-
tain a rank-(r1, r2, ..., rN , rN+1) tensor G˜ as its approximation using the ALS algorithm. Note
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(a) Original (b) Noncollective (c) Collective
PSNR 20.13 PSNR 26.17
Figure 4.1: A comparison of a reconstructed sponge texture from both collective and non-
collective tensor approximations. (a) Original image, (b) a reconstructed image from the non-
collective approximation, (c) a reconstructed image from our collective approximation. (b)&(c)
share the same compression rate which is 87.5%.
that rN+1 ≤ m. This approximation is compactly represented using N + 1 basis matrices,
U(1), · · · ,U(N),U(N+1), and a core tensor H. That is,
G˜ = H×1 U(1) ×2 U(2) × · · · ×N U(N) ×(N+1) U(N+1), (4.3)
whereU(1) ∈ <n1×r1 , · · ·,U(N) ∈ <nN×rN andU(N+1) ∈ <m×rN+1 andH ∈ <r1×r2×···×rN×rN+1 .
When necessary, it is actually quite convenient to extract the core tensor Bi of each N -th order
subtensor A˜i out of this ensemble representation. Let u(N+1)i be the vector representing the
transposed i-th row of U(N+1). Then,
Bi = H×(N+1) u(N+1)
T
i . (4.4)
We have compared our tensor ensemble approximation against individual tensor approx-
imation. Fig. 4.1 shows one of such comparisons on texture images. In this example, the
original texture image is partitioned into 16 blocks each of which has three color channels. Our
ensemble approximation models the data as a list of 48 subtensors, approximates them collec-
tively, and achieves a peak signal-to-noise ratio (PSNR) 2 of 26.17 at 87.5% compression rate.
On the other hand, individual approximation needs to store a distinct set of basis matrices for
each color channel and each subtensor even when these bases are similar, and can only achieve
a PSNR of 20.13 at the same compression rate. Such a difference is primarily caused by the
2PSNR = 20 log10
Range of Signal
RMSE
, where RMSE stands for Root Mean Squared Errors.
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Figure 4.2: In our hierarchical tensor transformation, an original tensor is represented as the
summation of incomplete tensor approximations at multiple levels. The tensors at each level
are subdivided residual tensors passed from the higher level.
excessive basis overhead in individual approximation.
4.3 Hierarchical Tensor Approximation
Given a collection of multi-dimensional datasets with the same size and dimensionality, our
multilevel approximation algorithm produces a compact hierarchical representation based on
tensor approximation by removing the redundancies among different datasets as well as within
each dataset. In this section, we first introduce a lossless hierarchical transformation of multi-
dimensional matrices, or tensors. This transformation decomposes the original data into mul-
tiple levels and removes the redundancy at each level by exploiting the correlation among
different spatial regions. To exploit spatial inhomogeneity of the original data, further lossy
approximation (quantization and pruning) is performed on the resulting multilevel data. These
two steps together give rise to a very compact representation.
The basic idea of hierarchical transformation is to first recursively partition the entire
domain into smaller blocks and define a truncated tensor-product basis for each block. Every
point in the domain is then covered by a series of blocks with increasingly larger scales. The
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basis over each of these blocks can provide a partial approximation of the data item at that
point. The summation of these partial approximations is the actual approximation of the
data item. Let the input dataset be a multidimensional array defined by the tensor, A ∈
<n1×n2×...×nN , where we assume ni = 2ki . Let the set of indices for the i-th mode be Ii =
[0, 1, . . . , ni − 1]. The domain of the input dataset is then defined as the Cartesian product
of these sets of indices, D = I0 × I1 × · · · × IN . We perform recursive binary partition over
each index set so that the original dataset is at level 0, and at level l, each index set has been
partitioned into 2l subsets. For example, I li,j = [j2
ki−l, . . . , (j+1)2ki−l−1] represents the j-th
subset of the i-th mode at level l. As a result, at level l, the original domain is subdivided into
2Nl blocks. The block Dl[j1,j2,...,jN ] represents I
l
1,j1
× I l2,j2 × . . .× I lN,jN .
We define a common set of truncated basis matrices for the blocks at each level. The
basis matrices for the blocks at level l are denoted as Ul,(1),Ul,(2), . . . ,Ul,(N), where Ul,(i) ∈
<2ki−l×rli with rli ≤ 2ki−l. We further define a tensor P l[jl1,jl2,...,jlN ] ∈ <
2k1−l×2k2−l×...×2kN−l over
the block Dl
[jl1,j
l
2,...,j
l
N
]
at level l. There is a core tensor Ql
[jl1,j
l
2,...,j
l
N
]
∈ <rl1×rl2×...×rlN so that
P l[jl1,jl2,...,jlN ] = Q
l
[jl1,j
l
2,...,j
l
N
] ×1 Ul,(1) ×2 Ul,(2) × · · · ×N Ul,(N). (4.5)
LetA(a1, a2, . . . , aN ) be an element of the original tensorA defined by the indices a1, a2, . . . , aN
with 0 ≤ ai < ni, 1 ≤ i ≤ N . We can form an approximation of this element using the afore-
mentioned core tensors and basis matrices at different levels. There is only one core tensor
from each level in this approximation. The approximated element can be expressed as
A˜(a1, a2, . . . , aN ) =
L∑
l=0
P l[bl1,bl2,...,blN ](c
l
1, c
l
2, . . . , c
l
N ), (4.6)
where bli = bai/2ki−lc and cli = ai mod 2ki−l for 1 ≤ i ≤ N .
If the ranks of the basis matrices at all levels, {rli}L,Nl=0,i=1, are given, the basis matrices and
core tensors at all levels can be potentially solved by minimizing the following summed squared
errors ∑
a1,a2,...,aN
‖A˜(a1, a2, . . . , aN )−A(a1, a2, . . . , aN )‖2. (4.7)
However, data compression is in general a more complicated problem than approximation
because compression needs to deal with two conflicting goals, reducing approximation errors
while achieving higher compression ratios. Furthermore, relative importance of these two goals
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changes for different applications, and thus different objective functions can be formulated. For
example, one objective could be minimizing the approximation errors when the compression
ratio has a lower bound; or achieving the highest compression ratio when the PSNR has a lower
bound. Since the ranks of the basis matrices are directly related to the compression ratio, they
need to be adjusted as well.
Directly minimizing (4.7) with respect to the ranks and basis matrices of the subdivided
tensors at all levels would be extremely computationally expensive if possible at all. Therefore,
we take a greedy approach and construct the basis matrices of the subdivided tensors level by
level from top to bottom. The original input tensors are placed at the top level, which is also
the first level. At each level l, there is an initial list of N -th order tensors, Al1,Al2, · · · ,Alml .
We exploit correlation among these tensors and remove redundancy by performing tensor en-
semble approximation as discussed in the previous section. We only perform an incomplete
approximation in the sense that the ranks of the truncated basis matrices are set to be smaller
than necessary and the residual error is not necessarily reduced to the desired level. From this
incomplete approximation, we can obtain an approximated version, A˜li, of each tensor Ali. A
residual tensor, E li = Ali − A˜li, is subsequently defined for each tensor. Each residual tensor is
then subdivided into up to 2N smaller tensors by dividing the index set of each mode in half
unless an index set has only one element. These subdivided residual tensors are passed to the
next lower level in the hierarchy for further approximation. Such tensor subdivision and ap-
proximation can be repeated until all index sets have only one element. It can be easily verified
that the original tensors at the top level can be faithfully reconstructed by first reconstructing
the (residual) tensors at each level from their corresponding core tensors and basis matrices,
and then accumulating the tensors at all levels together (Fig. 4.2).
To achieve a more compact representation, we need to perform further lossy approxima-
tion of the original data from the above hierarchical transformation. We achieve this goal by
performing uniform quantization on the core tensor coefficients followed by a tensor pruning
step. Coefficients with a magnitude smaller than the quantization step are set to zero. The
elements of the basis matrices are also uniformly quantized. In our experiments, we always
use 8 bits per element for the basis matrices, and 8-20 bits per coefficient for the core tensors.
After quantization, we further perform a pruning step on core tensors by introducing a sepa-
rate pruning threshold which can simply be zero. For each core tensor Bli defined in (4.4), we
compute the square of each coefficient and obtain the summation of these squared coefficients.
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If the summation is less than the pruning threshold, the entire core tensor is eliminated. If the
pruning threshold is set to zero, a core tensor is eliminated only when all of its coefficients have
been quantized to zero. Note that the number of residual tensors increases when we descend
to lower levels of the hierarchy. Therefore, effectively eliminating entire core tensors at lower
levels plays a crucial role in achieving high compression ratios using our hierarchical transfor-
mation. This tensor pruning step bears resemblance to coefficient pruning in wavelet-based
image compression [1, 59]. Since the input data has spatially varying details, the coefficients of
the core tensors corresponding to smooth regions of the data are likely to be small. Thus, these
core tensors are more likely to be pruned. The tradeoff between the compression ratio and the
peak signal-to-noise ratio (PSNR) is achieved by adjusting the tensor pruning threshold. Given
a PSNR and a quantization step, we perform a search for the tensor pruning threshold that can
achieve the desired PSNR. We currently do not further encode the coefficients of the remaining
core tensors because the focus of this paper is on the effectiveness of hierarchical transfor-
mation and approximation in compact data representation. More importantly, applications,
such as real-time rendering, only require data reduction, but not coding. In fact, coding may
complicate matters in such applications since decoding consumes extra computing resources.
When coding is really necessary, there are many existing techniques, such as arithmetic coding,
entropy coding and zero-tree coding [59], from which one can choose.
Meanwhile, in our hierarchical transformation, we need to determine the ranks of the basis
matrices at each level. One potential solution would be a global nonlinear optimization with
the ranks at all levels as unknowns. Such a large-scale nonlinear optimization is extremely ex-
pensive. Since there are many unknowns, the optimization is also very likely to be trapped in
local minima. Inspired by the fact that the size of the residual tensors at different levels follows
a geometric progression, we have designed a relatively efficient scheme that achieves a subop-
timal solution. At the first level, this scheme chooses the set of desired ranks, r11, r
1
2, ..., r
1
N ,
for the basis matrices either automatically or under user guidance. At subsequent levels, each
of the ranks follows a geometric progression. Though not optimal, this scheme significantly
reduces the number of adjustable parameters and has been very effective in our experiments.
The common ratio we used for the geometric progression was always set to 0.5. This is be-
cause with this common ratio, the size of the core tensors at different levels follows the same
geometric progression as the size of the original residual tensors and, thus, the compression
ratio achieved at each individual level remains approximately the same, which further makes it
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Figure 4.3: The dependency of PSNR on the common ratio among ranks at different levels.
Experimental results for two datasets are shown here. A fixed compression ratio is used for
each dataset. These results confirm that a common ratio of 0.5 is (near) optimal.
possible to automatically provide a rough estimation of the ranks at the top level once a desired
compression ratio is given. Experimental results shown in Fig. 4.3 confirm that a common ratio
of 0.5 is at least near optimal.
4.4 Applications and Experiments
In this section, we discuss the potential applications of our hierarchical tensor approximation
in multi-dimensional data visualization, data-driven graphics rendering and texture synthesis.
We further conduct experiments and comparisons to demonstrate that our technique exhibits
advantages in all these areas.
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(a) Original (b) Wavelet (c) Single-level (d) Multilevel
PSNR 35.12 PSNR 43.56 PSNR 45.41
(e) Wavelet Packet (f) Residual of (c) (g) Residual of (d)
PSNR 39.48
Figure 4.4: A comparison of the scalar density field of a time-varying volume dataset recon-
structed from a bio-orthogonal wavelet transform, a corresponding wavelet packet transform,
the single-level tensor approximation from [77] and our hierarchical tensor approximation. The
resolution of the original time-varying volume data is 128x128x128. (a) A visualization of a
cross section of an original volume. (b)-(e) Visualizations of three reconstructed volumes at the
same cross section. The volumes in (b)-(e) were reconstructed from the wavelet transform, the
single-level tensor approximation, our multilevel tensor approximation, and the wavelet packet
transform, respectively. They share the same compression ratio which is 1200. The same color
transfer function is applied to all four volumes in (a)-(e). Our result in (d) agrees with the
original data very well. The result from the wavelet transform deviates most significantly from
the original, which indicates a large RMSE. (f)&(g) show the magnified (x10) residual images
of (c) and (d), respectively.
4.4.1 Multi-Dimensional Data Visualization
There has been an increasing amount of multi-dimensional medical and scientific data that need
to be visualized and analyzed. Such data include 3D or 4D medical images and 4D time-varying,
multivariate volume data from scientific computing. Effective data compression possibly with
progressive transmission would be desired when visual data needs to be communicated between
two remote hosts over a link with limited bandwidth. When the amount of original data used
by an interactive application exceeds the memory capacity, it would be desired to perform
computation directly using a compressed form to reduce data accessing cost. Compression
based on our hierarchical tensor approximation is suited for such purposes because it can achieve
high compression ratios, support progressive transmission and allow partial decompression.
To measure and compare compression performance, we conducted experiments on a 4D time-
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Figure 4.5: Our hierarchical tensor approximation supports progressive transmission and de-
compression. Shown here are four images of a cross section in a 3D medical dataset. They
have progressively more details. These four images correspond to the decompressed data at
four different levels of a hierarchical approximation.
varying scientific dataset and the Visible Human dataset. The 4D time-varying dataset is a
simulated volume sequence of five jets. Every frame in the sequence is a multivariate 3D volume
with a scalar density and energy value, and a velocity vector at each voxel. The resolution of
the volume is 128x128x128. The color cryosection images of the Visible Human dataset consists
of 1871 scans of the entire body taken at 1mm intervals and amounts to 15 Gbytes. We have
compared our hierarchical tensor approximation against wavelets, wavelet packet analysis, and
the single-level tensor approximation technique from [77] on the velocity field of the time-
varying volume dataset and a subset of the color cryosection images of the Visible Human
dataset. We construct multi-dimensional wavelet bases using one-dimensional biorthogonal
wavelet bases from JPEG 2000 [6]. More specifically, given a pair of one-dimensional scaling
function and wavelet function, we form all possible tensor products between these two 1D
functions to obtain a complete set of separable multi-dimensional wavelet basis functions. The
wavelet packet algorithm we use follows [38]. In our experiments, each dataset is initially
constructed as three third or fourth order tensors with one tensor for each color channel or
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(a) Original (b) Single-level, PSNR 29.89 (c) Multilevel, PSNR 31.05
Figure 4.6: A comparison of the Visible Human dataset reconstructed from the single-level
tensor approximation in [77] and our hierarchical tensor approximation. (a) A magnified view
of a cross section of the nose region. (b) A reconstructed image from the single-level tensor
approximation. (c) A reconstructed image from our multilevel tensor approximation. (b)&(c)
share the same compression ratio which is 15.7.
velocity component. In our hierarchical approximation, these three tensors are placed at the
top level and approximated collectively. There are typically 4-5 levels in the hierarchy. We
did not perform any optimization over the parameters. The reduced ranks were chosen in a
straightforward way. We ran five tests with different reduced ranks for each dataset. The
reduced ranks used for the top-level approximation are respectively 1/2, 1/4, 1/8, 1/16, and
1/32 of the original rank. The common ratio between the ranks at two adjacent levels is always
0.5.
Fig. 4.7(a)-(b) show comparisons of compression ratios that can be achieved by each of
the aforementioned four techniques over a wide range of PSNR values. Fig. 4.7(a) has the
results for a subset of the Visible Human dataset, and Fig. 4.7(b) has the results for the
velocity field of the time-varying volume dataset. Except for very few large PSNR values, our
hierarchical tensor approximation achieved the highest compression ratios. And in most cases,
the compression ratio it can achieve is at least one order of magnitude larger than that achieved
by the wavelet transform. Meanwhile, our multilevel technique also maintains a fairly constant
improvement over single-level tensor approximation. The curves in Fig. 4.7 indicate how the
compression ratio and PSNR depend on the reduced ranks of the basis matrices. In general,
both the approximation error and the compression ratio increase when the ranks decrease.
Fig. 4.4 shows visualization results for a cross section of the original time-varying volume
dataset and four reconstructed ones. The original dataset is a four dimensional array of scalar
density values. We apply the same color transfer function to the four cross sections. If a
reconstructed result is similar to the original data, their visualizations should be very close to
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each other. Otherwise, significant deviation in color will occur. In Fig. 4.4, the result from
our hierarchical approximation only has very minor color deviations while achieving a very
high compression ratio. The result from wavelet transform has most obvious color deviations.
Fig. 4.6 shows a visual comparison between the single-level and multi-level schemes on a local
region from the Visible Human dataset. The original data has an extruding feature which the
single-level method has failed to approximate well while the reconstruction from our multilevel
method still preserves the important details.
Despite the existence of advanced visualization techniques such as direct volume rendering
and isosurface rendering, in medical imaging and applications, a popular method for visualizing
multi-dimensional medical images is still based on 2D cross sections since all the necessary
details are displayed clearly and can be interpreted in a straightforward way. Our hierarchical
tensor approximation offers better performance over single-level approximation in terms of
extracting 2D cross sections from compressed data. Suppose we have a single-level rank-
(r1, r2, ..., rN ) approximation of A ∈ <n1×n2×...×nN . The time complexity for decompressing
this tensor is O(min(r1, r2, ..., rN )Πini). To achieve a reasonable RMSE, min(r1, r2, ..., rN )
needs to be proportional to min(n1, n2, ..., nN ). On the other hand, our hierarchical technique
only needs to decompress the subdivided tensors that intersect with the intended cross section
at each level. Since the subdivided tensors become smaller when we descend in the hierarchy,
the decompressed data points become more and more concentrated around the cross section
and the decompression cost drops significantly. Therefore, the total decompression cost is
dominated by the first level. Our experiments indicate that the minimum rank at the first
level of a hierarchical approximation can be one order of magnitude smaller than the minimum
rank of an equivalent single-level approximation. Thus, our hierarchical method can achieve
significant speedup in decompression.
Although visualization is not the focus of this paper, we have built a simple visualization
system based on viewing 2D cross sections of a multi-dimensional dataset. We have conducted
experiments on direct visualization from compressed data using this system. To achieve faster
decompression, we initially subdivide an original dataset into smaller blocks with a dimension-
ality of 64 for each elementary vector space. These blocks form the list of tensors at the top
level of our hierarchy. They are approximated and further subdivided at lower levels. During
each step of visualization, only those blocks intersecting with the intended cross section are
decompressed. Visualization speed is dependent on the number of levels we need to decom-
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press. Given a dataset with 80 blocks on the top level, our system can decompress all levels
and continuously display cross sections at 5 frames per second on a 3.0GHz Pentium processor.
An example of progressive decompression of a subset of the Visible Human dataset is shown in
Fig. 4.5.
4.4.2 Data-Driven Rendering
Data-driven approaches have been a popular choice in rendering recently, including image-
based rendering [81, 13], bidirectional texture functions (BTFs) [14, 47] and precomputed
radiance transfer [63, 67]. These approaches typically involve large amount of acquired or
precomputed data and rely on compact representation of visual data or their transfer operators
to achieve efficient rendering of final images. Our hierarchical tensor approximation has the
potential to improve the efficiency in data representation for all these approaches. We choose to
measure the performance of our technique on BTFs because there has been extensive research
on representing BTFs using tensor approximation [25, 70, 77], and these previous results can
serve as a base for comparison.
We compare our hierarchical tensor approximation against the JPEG 2000 wavelet bases
[6], a wavelet packet algorithm [38], and the single-level tensor approximation scheme from [77]
on the BTF datasets presented in [39]. In our experiments, the parameter settings we use for
compressing BTFs are the same as those we use for compressing the Visible Human dataset and
the 4D time-varying scientific dataset. According to the results shown in Fig. 4.7(c)-(d), our
hierarchical approximation achieves the highest compression ratio for almost all PSNR values
we have tested. It maintains a significant improvement over single-level tensor approximation.
Wavelet transform has the worst overall performance. Given the reconstructed images shown
in Fig. 4.8, we can also conclude that our technique can effectively preserve the fine details of
the BTF and achieve the best visual quality among the four.
In all experiments, the compression ratios for the wavelet transform are optimistically esti-
mated according to the number of nonzero coefficients after quantization without considering
the cost in coding their positions. We compute the compression ratios for the single-level tensor
approximation according to the size of its basis matrices and core tensor. For our multilevel
tensor approximation, we estimate the compression ratios according to the amount of storage
required by all remaining tensors and basis matrices in the hierarchy after pruning.
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4.4.3 Texture Synthesis
Template matching is the most frequent and costly step in most contemporary texture synthesis
algorithms, especially in neighborhood-based texture synthesis [21, 79, 22, 46, 42]. It can
be formulated either as a convolution or a nearest neighbor search, which lead to different
acceleration schemes such as FFT, kd-trees or tree-structured vector quantization. Although
such schemes produce acceptable performance for 2D texture synthesis, they are inadequate
for higher-dimensional textures, such as 3D dynamic textures where every patch is a 3D block
with a much larger number of pixels than in the 2D case. Tensor approximation proves to be
useful here because each 3D texture block can be considered as a small third-order tensor itself.
Suppose two 3D texture blocks are represented as two tensors, P1 and P2. Given three
basis matrices with orthogonal columns and reduced ranks (r1, r2, and r3), the rank-(r1, r2, r3)
approximation of Pi (i = 1, 2) is given as P˜i = Qi ×1 U(1) ×2 U(2) ×3 U(3), where Qi is the
core tensor of P˜i. It can be easily shown that
‖P˜1 − P˜2‖2 = ‖Q1 −Q2‖2. (4.8)
Since ‖P1−P2‖2 ≈ ‖P˜1−P˜2‖2, the summed squared differences (SSD) between two tensors can
be well approximated by the SSD between their core tensors which may have a much smaller size
and require much less computation. We use such tensor approximation to accelerate template
matching in texture synthesis.
In practice, we generalize the multilevel 2D synthesis algorithm in [41] to 3D dynamic
texture synthesis, and use tensor approximation together with kd-trees to perform nearest block
search. The original synthesis algorithm refines the synthesis result using multiple levels of block
size and texture resolution. Therefore, in a precomputing stage of our revised algorithm, all
sample texture blocks for the same level are first collectively approximated using tensors with
reduced ranks as in Section 4.2. The resulting smaller core tensors are inserted into a kd-tree.
We precompute such a kd-tree for each synthesis level. During the actual synthesis stage, given
a query texture block, we first compute the core tensor of that query block and then search the
corresponding kd-tree for the nearest core tensors, which further point to their corresponding
original texture blocks from the sample texture.
We have tested our tensor-based block search technique on both 2D textures (Fig. 4.10)
and dynamic textures (Fig. 4.9 and the accompanying video). A typical size of the original
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3D texture blocks is 32x32x32 and we use 5x5x5 core tensors to approximate them. Although
the number of vectors in a kd-tree is still the same, the dimensionality of each vector has been
reduced from 32768 to 125. In our experiments, this reduction in dimensionality makes each
nearest neighbor search in the kd-tree more than 200 times faster. In comparison to template
matching using 3D FFT, our accelerated kd-tree search is also at least 5 times faster, which
makes block-based dynamic texture synthesis more computationally tractable. Surprisingly,
our technique can achieve the same speedup over FFT even in 2D texture synthesis. Note that
tensor approximation gives rise to a small amount of error in the texture data. Therefore, the
compression ratio of the tensor approximation should be chosen carefully.
4.5 Discussions and Analysis
Resembling a multiresolution analysis such as wavelet transform, our approximation represents
significant and typically low frequency components at higher levels of the hierarchy and less
important (high frequency) components at lower levels. Because high frequency components
have smaller spatial support, they can be approximated using shorter basis vectors. That is one
of the reasons we keep subdividing the residual tensors from level to level and use increasingly
shorter basis matrices to approximate them. Shorter basis matrices impose less overhead on
storage.
More importantly, traditional multiresolution analysis simply applies scaled versions of a
prescribed basis to signals at various different resolutions while our hierarchical approximation
extracts basis matrices specifically tailored for the data being approximated. Therefore, our
method is much better at removing redundancies in a specific dataset. In practice, we have
found that the gained efficiency of our method in representing three or higher dimensional data
surpasses the storage overhead for the adaptively extracted basis matrices. Note that we count
these basis matrices when computing compression ratios.
As mentioned in Section 5.1, neither rank-(r1, r2, ..., rN ) approximation nor rank-r approx-
imation performs a hierarchical transformation of the original data. Instead of reducing the
ranks of the basis matrices as in single-level tensor approximations, our hierarchical approach
relies on eliminating small insignificant core tensors at lower levels of the hierarchy to achieve
compact representations. Because our technique integrates the incomplete approximations at
multiple levels to produce the final approximation, for the same level of accuracy, the minimum
51
rank of the core tensor at the first level can be much smaller than the minimum rank of an
equivalent single-level tensor approximation. Although blockwise partitioning of the original
tensor was performed in [77], it was only for the purpose of out-of-core computing. Our hier-
archical tensor subdivision, on the other hand, is designed to exploit the inherent multi-scale
structures of the data, and is performed on the residual tensors passed from higher levels.
Our hierarchical approximation shares common intuitions with H-matrices proposed in [28].
Nonetheless, there exist important distinctions between the two. First, in a H-matrix, only the
diagonal subblocks and those subblocks adjacent to them are recursively subdivided. This re-
striction has recently been lifted for compressing reflectance fields [26] which nonetheless only
adopts a rank-1 tensor to approximate every subblock. Our method, on the other hand, is de-
signed for compressing generic multidimensional visual data. It subdivides any subblocks when
necessary and approximates every subblock using a more powerful rank-(r1, r2, ..., rN ) tensor.
Second, H-matrices only approximate every subblock at the bottom level of the subdivision
tree using a single tensor approximation while our method does multilevel approximation with
a finer level approximating the residual errors from the coarser level. As discussed in Section
1.3, visual data are superposition of signals at multiple frequencies or scales. It is more effective
to decompose the original data into components with different scales and then compress these
components separately. Further discussion and comparisons regarding this can be found by
the end of Section 4.5.1. Third, our method performs ensemble approximation at each level to
further improve the compression ratio while H-matrices generate a distinct set of basis vectors
for each subblock. Ensemble approximation makes use of a common set of basis matrices for
multiple subblocks to much reduce the basis overhead.
One limitation of our method is that it is computationally more expensive than both
wavelets and single-level tensor approximation even though we have taken a relatively fast
greedy approach. On average, our hierarchical method is three times as slow as single-level
tensor approximation and fifteen times as slow as wavelets.
4.5.1 Covariance Analysis
At each level of the hierarchical transformation, we perform tensor ensemble approximation,
which can achieve a more compact representation than individual tensor approximation when
the collection of tensors at each level exhibit a certain degree of correlation. In the following, we
give both mathematical justification and experimental evidence to demonstrate such correlation
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does exist.
Suppose the list of tensors at level l is Al1,Al2, · · · ,Alml , where ml is the number of tensors
and Ali ∈ <n
l
1×nl2×...×nlN . We unfold each tensor, Ali, into a vector, Xi. Denote the mean of
all these vectors as X¯. We further arrange mean-subtracted vectors, Xˆi = Xi − X¯ as columns
of a matrix, S, which has a singular value decomposition (SVD), S = UΣVT , where U and
V are basis matrices with orthonormal columns and Σ is a diagonal matrix. As we know, the
covariance matrix of S is SST, which is equivalent to UΣ2UT .
With modest assumptions, there exists correlation among different local tensors at the same
level of the hierarchy. First, a common assumption in image compression is correlation among
spatially close pixels [61]. Second, we assume {Xi}mli=1 are different realizations (observations)
of the same underlying statistical process, X, which means different regions from the same
dataset have shared frequency-domain characteristics. The second assumption is supported by
the evidences and experimental results from [61, 53]. This assumption gives rise to correlation
among the basis vectors used for representing each local region rather than direct correlation
among the data in different regions.
Such correlation among the basis vectors exists when a small subset of the singular values
of S are more important than the rest and the column vectors of S can be reasonably approxi-
mated by linear combinations of a corresponding subset of basis vectors inU. In our hierarchical
approximation, since higher levels already approximate the large-scale low-frequency compo-
nents, the residual tensors at a certain level largely represent components at a scale equal to
or smaller than the scale of that level. Nevertheless, the second assumption implies correlation
at all scales.
We have performed experiments to verify the existence of strong correlation among sub-
divided residual tensors at each level. In all our experiments, the singular values from the
aforementiioned SVD are highly nonuniform and typically 30% of the singular values can cap-
ture more than 90% of the total residual energy. This means most of the singular values are
close to zero, and the residuals at each level can be well approximated using a subset of prin-
cipal components whose size is less than one third of the number of residual tensors. Fig. 4.11
show correlation results for two of the datasets. Correlation results for three different levels are
shown for these datasets. As we can see, there exists strong correlation at all three levels, and
the degree of correlation varies slightly from level to level. In the 4D time-varying dataset, the
third level clearly exhibits the strongest correlation while in the sponge dataset, the degree of
53
correlation is comparable at all levels.
We have further compared the degree of correlation with and without the approximations
at higher levels. It turned out that the correlation among the residual tensors is slightly
weaker than the correlation without higher-level approximations. Nevertheless, it should be
clarified that these two correlations should not be directly compared, nor should they be used
for predicting the performance of a compression algorithm. The degree of correlation of the
residual tensors at a specific level is only indicative of the degree of compression achievable on
that level but not the overall compression of the entire dataset.
A more accurate prediction of the overall compression performance should be based on the
total number of tensors surviving pruning because we need to store a core tensor for each of the
remaining tensors. Our multilevel approximation can achieve better performance because the
residual tensors at the lower levels tend to have smaller magnitudes than those tensors without
higher-level approximation and, thus, are more likely to be pruned. Pruning lower-level tensors
is advantageous because the number of tensors at each level is exponentially increasing from
top to bottom. This prediction has been confirmed by a large number of comparisons we
have performed between these two schemes. Take the sponge dataset as an example. If we set
PSNR=24.97, the compression ratio achieved by our multilevel approximation is 44.35 while the
compression ratio achieved with multilevel subdivision but without higher-level approximation
is only 31.70.
4.6 Conclusions and Future Work
In this paper, we developed a compact data representation technique based on a hierarchi-
cal tensor-based transformation. Experimental results indicate that our technique can achieve
higher compression ratios and quality than previous methods, including wavelet transforms,
wavelet packet transforms and single-level tensor approximation on three or higher dimen-
sional visual data. We have successfully applied our technique to multiple tasks involving
multi-dimensional visual data, including medical and scientific data visualization, data-driven
rendering and texture synthesis.
There exist a few directions for future work. First, on 2D images, our current method does
not perform as well as wavelets and wavelet packets because our adaptive bases require a more
significant storage overhead in 2D than in higher dimensions. We would like to investigate
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adaptive methods with less basis overhead for the 2D domain. Second, it is possible to extend
tensor ensemble approximation to tensors across multiple scales and, thus, achieve even higher
compression ratios. However, such a method would be more computationally expensive since
basis matrices across multiple scales would need to be optimized simultaneously.
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Figure 4.7: Comparisons of data compression ratios achieved on four datasets by a bio-
orthogonal wavelet transform (dotted), a corresponding wavelet packet transform (dash-
dotted), the single-level rank-(r1, r2, ..., rN ) tensor approximation (dashed), and our multilevel
tensor approximatin (solid). The datasets include (a) a subset of the Visible Human dataset, (b)
the velocity field of the 4D time-varying volume dataset, (c) a sponge BTF, and (d) a lichen
BTF. Overall, our hierarchical tensor approximation can achieve the highest compression ratios
over a wide range of PSNR values. The wavelet transform exhibits the worst performance. The
adaptive wavelet packet transform is in general better than the original wavelet transform and
can occasionally achieve the highest compression ratios on high-end PSNR values. In many
cases, the compression ratio achieved by our technique is at least one order of magnitude larger
than that achieved by the wavelet transform. Meanwhile, our multilevel technique also out-
performs single-level tensor approximation in all scenarios. Since we use logarithmic scales for
compression ratios, a small difference actually represents a significant improvement. In fact,
on the four datasets in (a)-(d), the compression ratios achieved by our technique are respec-
tively 41.0%, 52.9%, 93.9% and 121.8% higher than those achieved by the single-level tensor
approximation.
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(a) Original (b) Wavelet (c) Single-Level (d) Multi-Level
98.2% Compression 98.2% Compression 98.2% Compression
PSNR 16.77 PSNR 24.05 PSNR 25.21
(e) Wavelet Packet (f) Single-Level (g) Multi-Level
98.2% Compression 99.975% Compression 99.975% Compression
PSNR 20.54 PSNR 20.11 PSNR 21.01
Figure 4.8: A comparison of reconstructed BTF images from a bio-orthogonal wavelet trans-
form, a corresponding adaptive wavelet packet transform, the single-level tensor approximation
from [77] and our hierarchical tensor-based representation. The original sponge BTF has 45
views and 60 illumination directions, and the image resolution is 128x128. (a) An original BTF
image. (b) A reconstructed image from the wavelet transform. (c)&(f) Reconstructed images
from the single-level tensor approximation. (d)&(g) Reconstructed images from our multilevel
tensor approximation. (e) A reconstructed image from the wavelet packet transform. The
compression ratio for (b)-(e) is 55 while the compression ratio used for (f)-(g) is 3922. Overall,
our results exhibit the best visual quality under the same compression ratio.
Figure 4.9: Synthesis results for dynamic textures. Left: sample frames from the input se-
quences. Right: sample frames from the synthesized sequences.
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Figure 4.10: Synthesis results for 2D textures. Small: sample textures. Large: synthesized
textures. The resolution of the synthesized textures is 256x256.
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Figure 4.11: Correlation among residual tensors. (a) The 4D time-varying dataset. (b) The
sponge BTF. The horizontal axis in these diagrams indicates the percentage of singular values
while the vertical axis indicates the percentage of total energy. Stronger correlation needs fewer
number of singular values to capture the same percentage of energy. Three curves for three
different levels are shown for each dataset.
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Chapter 5
Wavelet-Based Hybrid
Multilinear Models for Visual
Data Approximation
5.1 Background and Related Work
As in [43, 44], a real Nth-order tensor A ∈ <n1×n2×...×nN , can be considered as an element of
a composite vector space, Rn1 ⊗Rn2 ⊗· · ·⊗RnN , where we call each Rni an elementary vector
space, and ⊗ denotes the Kronecker product of vector spaces. The dimensionality of the i-th
elementary vector space is ni.
A rank-(r1, r2, ..., rN ) approximation of A is formulated as
A˜ = B ×1 U(1) ×2 U(2) × · · · ×N U(N), (5.1)
where each basis matrix U(i) ∈ <ni×ri , and the core tensor B ∈ <r1×r2×···×rN . The column
vectors of each U(i) are orthonormal to each other. Once the basis matrices are known, B =
A×1U(1)T ×2U(2)T ×· · ·×NU(N)T . When r1, r2, . . . , rN are sufficiently small, the core tensor
and the basis matrices together give rise to a compact representation. The Alternative Least
Square (ALS) algorithm was used in [40, 44] to solve the optimal basis matrices given their
reduced ranks. In each iteration, ALS optimizes only one of the basis matrices, while keeping
others fixed. A closely related concept is N -mode SVD [43] which also decomposes a tensor
into a series of products as shown in (5.1). However, the resulting basis matrices in N -mode
SVD are not truncated and therefore, retain their original ranks.
Tensor algebra has received much attention in computer vision and image processing. The
principle of rank-r approximation has been applied to image coding and classification in [60].
Concurrent rank-(r1, r2, ..., rN ) approximation has been applied to similar problems in [85]. In
general, the orthogonality of the basis matrices enables rank-(r1, r2, · · · , rN ) tensor approxima-
tion to remove redundancy among different modalities more effectively than rank-r approxi-
mation. N -mode SVD and tensor approximation have been applied to 2D face recognition [69]
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and facial expression decomposition [76]. Such an approach has been further generalized to 3D
face modeling and transfer in [74]. Tensor-based multilinear modeling has also been applied to
bidirectional texture functions in [25, 70, 77].
It has been recently demonstrated that non-negative tensor factorization [29] based on
rank-r approximation can outperform non-negative matrix factorization [45] for sparse image
decomposition. Rank-(r1, r2, ..., rN ) tensor approximation has also been generalized to multi-
linear clustering [30]. The clustering algorithm in [30] first performs rank-(r1, r2, ..., rN ) tensor
approximation using a criterion based on pairwise distance, followed by K-means clustering
on the transformed data. A related technique called clustered tensor approximation has been
developed and applied to precomputed radiance transfer in computer graphics [67].
On the other hand, wavelet analysis is inherently a multi-scale analysis tool and has been fre-
quently applied to visual data representation [1, 59, 36, 56]. Such wavelet-based approximation
only recursively decomposes the low-frequency components at each scale onto the coarser levels.
Efforts have been made to recursively decompose both the low-frequency and high-frequency
components at each scale [51, 38]. Such a wavelet packet technique constructs an over-complete
collection of wavelet bases, and then chooses a subset of the bases that most compactly ap-
proximate the input signal. Even though these bases are adaptively obtained, they are still
convolutions of input signals(coefficients) with prescribed filters. Therefore, unlike the bases
in tensor approximation, they are only scale-adaptive. When wavelets are applied to multi-
dimensional signals, the bases are typically formed as tensor products of the one-dimensional
bases. As a result, the multi-dimensional bases are axis-aligned. There has been much work
on developing more powerful oriented wavelet bases for multi-dimensional spaces [9, 10, 18].
However, such bases are still prescribed filters that cannot be adapted to specific data, and the
gained representation compactness over axis-aligned bases is limited.
Hong et al. proposed multiscale hybrid linear models for lossy image representation [34].
They decompose an image into a hierarchy of signals, divide each level into small blocks, cluster
these blocks and approximate each cluster using GPCA [72, 73]. They implemented their
method in both Laplacian and wavelet domains and found that the latter version outperforms
wavelet transforms on a wide range of images.
Note that existing tensor approximation techniques directly operate on the original input
data while our new method in this paper applies tensor approximation to the coefficients
resulting from a multi-level wavelet (packet) transform. As discussed earlier, such an approach
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can harness the power of both wavelet (packet) transforms and tensor approximation. Our
method can also outperform hybrid linear models in [34] for multiple reasons. First, multilinear
models have been proven to be more powerful than linear models such as PCA [70, 77] because
they can more effectively remove redundancies across multiple modes. Second, multilinear
models have less basis overhead than linear models because they have overall shorter basis
matrices.
5.2 Subband Data Organization
We intend to apply tensor approximation to compactly represent nonzero wavelet coefficients.
The data organization scheme for the tensors becomes critical. An important goal is to have
as much as possible redundancy within individual tensors and as much as possible correlation
among different tensors. Redundancy within individual tensors allows compact representation
of individual tensors using fewer bases and hence, smaller core tensors and less basis overhead.
Correlation among tensors makes it more effective to collectively approximate and represent
multiple tensors altogether.
The wavelet transform decomposes a N -dimensional image into one low-frequency subband
and a hierarchy of levels consisting of 2N−1 high-frequency subbands each. The high-frequency
subbands typically have very sparse high-energy coefficients in the spatial domain. Approxi-
mating them directly would be inefficient because it requires large and dense basis matrices.
Even with such large basis matrices, multilinear models still tend to preserve large-scale low-
frequency structures and smoothe out important details in the high-frequency subbands, which
could introduce significant errors during image reconstruction. Therefore, we subdivide the
subbands along spatial axes into small blocks so that we only need to approximate a relatively
small number of them after pruning. Since the spatial dimensionality of these blocks is small,
it is easier to exploit their spatial coherence by flattening the blocks into vectors.
On the other hand, it has been confirmed that corresponding blocks within different sub-
bands or color channels have strong correlation [83, 82]. They usually exhibit similar patterns.
Therefore, we form third-order tensors within each level of a multilevel wavelet transform by
placing together corresponding blocks from all subbands and color channels at that level. Note
that the tensors we form in this paper are always third-order: the first mode represents the
spatial domain, the second one represents different subbands, and the third one represents
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different color channels. The third mode could be degenerate for single-channel inputs.
For example, if the input is a 256× 256× 256 RGB volume dataset and we first decompose
it using a 3-level wavelet transform, for each channel we obtain one 32× 32× 32 low-frequency
subband, seven 32 × 32 × 32 third-level high-frequency subbands, seven 64 × 64 × 64 second-
level high-frequency subbands and seven 128 × 128 × 128 first-level high-frequency subbands.
If we subdivide each high-frequency subband into 2× 2× 2 blocks and flatten these blocks into
8-dimensional vectors, we obtain 4096 8× 7× 3 tensors for the third level before pruning, and
32768 and 262144 tensors of the same size for the second and first levels, respectively. Fig. 5.1
shows the organization flow for an 2-D image.
For wavelet packet transform, since subbands are adaptively selected from an full subband
tree, each level contains a variant number of subbands which come from the same level of
the tree and share the same size. The rest organization steps are similar to those in wavelet
transform: subdivision, block flattening and channel/subband collecting. Fig. 5.2 gives an
image example. Note that one level could be entirely missing in the packet hierarchy. For
example, if we decompose the input dataset into a 3-level subband tree and the adaptive
algorithm pics all (and only) subbands on the third level, then the packet hierarchy contains
no subband on the first or second level.
5.3 Hybrid Multilinear Models
5.3.1 Tensor Approximation
After pruning, tensors with significant energy are approximated using rank-(r1, r2, ..., rN ) ap-
proximation. How to determine the reduced ranks is in general nontrivial and has not been
completely addressed in previous work [70, 77, 83, 82]. In [34], an error threshold ² was used
to control MSE in PCA truncation. Similarly, we use an ² to control the reduced ranks. But in
multi-modal cases, we have to specify a rank for each mode, and for the i-th mode we have ni
ranks (1, 2, ..., ni) to choose from, so the complexity of an exhaustive search is
∏N
i=1 ni, which
could be prohibitive. Fortunately, no matter what dimensionality the input dataset has, we
always form small third-order tensors. Thus, exhaustive search becomes feasible.
In detail, suppose we have a tensor Anb×ns×nc , where nb represents the number of pix-
els/voxels in a block, ns denotes the number of high-frequency subbands on each level, and nc
indicates the number of channels. The tensor is first decomposed using an N -mode SVD:
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Anb×ns×nc = Bnb×ns×nc ×1 U(b)nb×nb ×2 U
(s)
ns×ns ×3 U
(c)
nc×nc (5.2)
In 2D cases, the core tensor is a diagonal matrix with large singular values at the top
left corner. In higher-dimensional cases, the core tensor is not sparse, but most significant
coefficients still concentrate near the top left corner. As a result, we choose the ranks (rb, rs, rc)
using the following formulae so that approximation MSE is capped by ²2 and basis overhead
is minimized:
(rb, rs, rc) = argmin nbrb + nsrs + ncrc + rbrsrc, s.t.
rb∑
i=1
rs∑
j=1
rc∑
k=1
B2ijk ≥
nb∑
i=1
ns∑
j=1
nc∑
k=1
B2ijk − nbnsnc²2,
1 ≤ rb ≤ nb, 1 ≤ rs ≤ ns, 1 ≤ rc ≤ nc. (5.3)
MSE =
1
nbnsnc
(
nb∑
i=1
ns∑
j=1
nc∑
k=1
B2ijk −
rb∑
i=1
rs∑
j=1
rc∑
k=1
B2ijk) ≤ ²2 (5.4)
We truncate the basis matrices and core tensor accordingly to obtain the optimal approxi-
mation:
Anb×ns×nc ≈ Brb×rs×rc ×1 U(b)nb×rb ×2 U
(s)
ns×rs ×3 U(c)nc×rc (5.5)
5.3.2 Tensor Ensemble Approximation
Although most tensors are pruned before approximation, it is still inefficient to approximate the
surviving tensors individually, which requires three basis matrices for each tensor. An efficient
way is to pack all tensors together and approximate them as an ensemble [83, 82], so that
all tensors share the same basis matrices, and an additional basis matrix can be introduced
to further remove the redundancies among the tensors. Specifically, if we have nt tensors
A1,A2, ...,Ant , we build a new 4D tensor Anb×ns×nc×nt so that A:,:,:,i = Ai, 1 ≤ i ≤ nt, and
perform a rank-(rb, rs, rc, rt) approximation:
A ≈ B ×1 U(b)nb×rb ×2 U
(s)
ns×rs ×3 U
(c)
nc×rc ×4 U
(t)
nt×rt (5.6)
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Similarly, rb, rs, rc, rt are determined by:
(rb, rs, rc, rt) = argmin nbrb + nsrs + ncrc + ntrt + rbrsrcrt, s.t.
rb∑
i=1
rs∑
j=1
rc∑
k=1
rt∑
h=1
B2ijkh ≥
nb∑
i=1
ns∑
j=1
nc∑
k=1
nt∑
h=1
B2ijkh − nbnsncnt²2
1 ≤ rb ≤ nb, 1 ≤ rs ≤ ns, 1 ≤ rc ≤ nc, 1 ≤ rt ≤ nt. (5.7)
Since nb, ns and nc are all small, it is feasible to perform an exhaustive search for the reduced
ranks.
5.3.3 Clustering
The above multilinear model works well if the tensors follow a unimodal distribution. In a
general case, it is more reasonable to group them into a few different clusters and use hybrid
multilinear models to approximate every cluster as an ensemble. Tensors in the same cluster
must have strong correlations so that they can share basis matrices.
Clustering is a typical ”chicken-and-egg” problem. If we know the membership of the
tensors, the basis matrices could be found using N -mode SVD and exhaustive rank search; and
conversely, if we know the basis matrices for each cluster, the tensors could easily be assigned
to the cluster where the approximation error is minimal. For example, if U(b)i ,U
(s)
i ,U
(c)
i ,U
(t)
i
are basis matrices for cluster i, the approximation MSE of tensor Aj is computed using the
first three basis matrices:
MSE = ‖Aj − Bj ×1 U(b)i ×2 U(s)i ×3 U(c)i ‖2 (5.8)
where Bj = Aj ×1 U(b)
T
i ×2 U(s)
T
i ×3 U(c)
T
i .
This kind of problem is typically solved by Expectation Maximization [15, 52] or K-means
[37, 33]. In our scenario, an initial classification is specified and basis matrices are computed for
each initial cluster with respect to Eq. (5.6). Then we iteratively optimize the classification and
the basis matrices. In each iteration, all tensors are re-classified into the cluster with minimum
approximation MSE (see Eq. (5.8)), and then the basis matrices are updated using the new
classification. The EM algorithm is described in Algorithm 1.
Note that m should not be large, otherwise the basis overhead could still be significant
because we need a set of basis matrices for each cluster. In our experiments we trym = 1, 2, ..., 8
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Algorithm 1 Cluster(A1,A2, ...,Ant ,m)
1: Initially classify A1,A2, ...,Ant into m clusters C1, C2, ..., Cm;
2: repeat
3: for i = 1 to m do
4: Compute ranks for each dimension using Eq. (5.7);
5: Compute basis matrices U(b)i ,U
(s)
i ,U
(c)
i ,U
(t)
i for Ci using ALS;
6: end for
7: for i = 1 to nt do
8: for j = 1 to m do
9: Compute approximation error of Ai in Cj using Eq. (5.8);
10: end for
11: Move Ai into the cluster corresponding to the minimum MSE;
12: end for
13: until classification is unchanged
14: return C1, C2, ..., Cm;
and choose the one having highest compactness. For initialization, we vectorize all the tensors
and use GPCA [72, 73] to obtain a more reasonable classification than a random scheme.
5.4 Experiments and Results
We implemented the hybrid models with both wavelet transform and wavelet packet transform.
For wavelet packet transform, high-frequency subbands of same size are collected to form one
level in the decomposed hierarchy. In our experiments, we tested our method on 2D images and
3D medical datasets and compare PSNR with wavelet transform, wavelet packet transform
and hybrid multiscale linear models, at the same representation compactness. Compactness is
defined as the ratio of the number of coefficients plus basis overhead to the size of input data:
compactness =
Ncoef +Nbasis
Nelem ·Nchan (5.9)
where Ncoef , Nbasis, Nelem and Nchan denote the number of coefficients we preserve, the
number of entries in basis matrices which is zero for wavelet (packet) transform, the number
of elements in the input dataset and the number of channels in the input, respectively.
Our method has achieved significantly better approximation quality in terms of PSNR in
most of these datasets. Fig. 5.3, Fig. 5.4 and Fig. 5.5 show the reconstructed images using
different approximation approaches. The three input images lena, baboo and scene are
widely used in the image research community. In our experiments hybrid multilinear models
improve PSNR by more than 1DB under the same compactness over wavelet transform and
wavelet packet transform. It’s also more than 1DB better than GPCA-based hybrid linear
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models.
The Visible Human datasets are created and maintained by the United States National Li-
brary of Medicine. They are complete, anatomically detailed, three-dimensional representations
of the normal male and female human bodies. Fig. 5.6 and Fig. 5.7 demonstrate two datasets
head and abdomen. The images show the corresponding cross sections extracted from recon-
structed datasets. Our wavelet-based hybrid multilinear models still have obvious visual and
numerical advantage over the other approaches. The wavelet packet version, however, does not
bring impressive results, which need further investigation.
Fig. 5.8 plot the curves of PSNR w.r.t. Compactness for images scene, baboo and 3D
datasets head, abdomen. Under most scenarios, our hybrid multilinear models coupled with
wavelet transform or wavelet packet transform achieves higher PSNR than the old methods.
From these experiments, we can see that by exploiting redundancies across multiple modes
using hybrid multilinear models, our approach can compactly represent the sparse high-energy
coefficients resulting from wavelet (packet) transforms, which gives rise to far higher compact-
ness than the original wavelet (packet) transform. Furthermore, the approximation retains
high visual fidelity because the initial wavelet (packet) transform can well preserve discontinu-
ities. In addition, our method significantly reduces basis overhead in the following two ways.
First, wavelet (packet) transform suppresses energy in most tensors so that we only need to
approximate a small number of important tensors after pruning. Second, tensors in the same
cluster are approximated collectively, which means they share basis matrices and we only need
to store a few small basis matrices overall. In addition, since clustering and approximation are
performed on each level, our method supports progressive transmission and visualization.
5.5 Conclusions and Future Work
In this paper, we propose hybrid multilinear models based on wavelet (packet) transformation.
Experimental results indicate that our method achieve higher approximation quality, both
visually and w.r.t. PSNR, than old methods, including wavelet transforms, wavelet packet
transforms and hybrid linear models on images and 3D visual data.
In the future, we’re interested in improving performance and scalability of this algorithm.
Currently it’s slow even on 2D images primarily due to the iterative EM clustering. Another
important issue is, out method based on wavelet packet transformation does not work impres-
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sively well on high dimensional datasets, which need to get investigated and improved. Finally,
we’re interested in apply our method to different applications, e.g. visual data segmentation
and progressive transmission/rendering.
67
(a) Input (b) Three-level Wavelet Transform
(c) 16x16 Block Subdivision (d) Organized Tensors on three Levels
Figure 5.1: Subband organization for wavelet transform. High-frequency subbands are sub-
divided into 16x16 blocks. Blocks from different levels are dyed with different colors. Blocks
are flattened, different color channels and same-level high-frequency subbands are collected to
form tensors on each level.
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(a) Input (b) Three-level Wavelet Packet Transform
(c) 16x16 Block Subdivision (d) Organized Tensors on three Levels
Figure 5.2: Subband organization for wavelet packet transform. Subbands of the same size
form a level in the hierarchy. Block subdivision/flattening and channel/subband collecting are
similar to those steps for wavelet transform. Blocks from different levels are dyed with different
colors. Note that in non-degenerating cases, the number of tensors on each level is the same as
that for wavelet transform. Tensor size on different levels could be different though.
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(a) Original (b) Wavelet+Hybrid Linear
PSNR = 25.69
(c) Wavelet Transform (d) Wavelet+Hybrid Multilinear
PSNR = 24.95 PSNR = 27.23
(e) Wavelet Packet (f) Wavelet Packet+Hybrid Multilinear
PSNR = 26.18 PSNR = 28.05
Figure 5.3: A comparison on the scene image. All methods decompose the image into 3 levels
of subbands. (b)-(f) share the same compactness 2%.
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(a) Original (b) Wavelet+Hybrid Linear
PSNR = 28.08
(c) Wavelet Transform (d) Wavelet+Hybrid Multilinear
PSNR = 26.95 PSNR = 27.95
(e) Wavelet Packet (f) Wavelet Packet+Hybrid Multilinear
PSNR = 30.18 PSNR = 30.21
Figure 5.4: A comparison on the lena image. All methods decompose the image into 3 levels
of subbands. (b)-(f) share the same compactness 2%.
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(a) Original (b) Wavelet+Hybrid Linear
PSNR = 22
(c) Wavelet Transform (d) Wavelet+Hybrid Multilinear
PSNR = 21.31 PSNR = 23.09
(e) Wavelet Packet (f) Wavelet Packet+Hybrid Multilinear
PSNR = 21.40 PSNR = 23.36
Figure 5.5: A comparison on the baboo image. All methods decompose the image into 3 levels
of subbands. (b)-(f) share the same compactness 2%.
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(a) Original (b) Wavelet (c) Wavelet Packet
PSNR = 26.07 PSNR = 26.64
(d) Wavelet+Hybrid Linear (e) Wavelet+Hybrid Multilinear
PSNR = 27.36 PSNR = 28.34
Figure 5.6: A comparison of a reconstructed head image from multiscale hybrid linear models,
wavelet transform, wavelet packet transform, hybrid multilinear models with wavelet transform,
and hybrid multilinear models with wavelet packet transform. All methods decompose the
image into 3 levels of subbands. (b)-(e) share the same compactness 0.5%.
(a) Original (b) Wavelet (c) Wavelet Packet
PSNR = 22.89 PSNR = 23.89
(d) Wavelet+Hybrid Linear (e) Wavelet+Hybrid Multilinear
PSNR = 24.04 PSNR = 25.43
Figure 5.7: A comparison of a reconstructed abdomen image from multiscale hybrid linear
models, wavelet transform, wavelet packet transform, hybrid multilinear models with wavelet
transform, and hybrid multilinear models with wavelet packet transform. All methods decom-
pose the image into 3 levels of subbands. (b)-(e) share the same compactness 0.7%.
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Figure 5.8: PSNR w.r.t. Compactness curves for wavelet transform, wavelet packet transform,
multiscale hybrid linear models and our method. The four diagrams correspond to images
scene, baboo and Visible Human datasets head, abdomen.
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