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Abstract
Audio-Visual Speech Recognition (AVSR) uses vision
to enhance speech recognition but also introduces the
problem of how to join (or fuse) these two signals
together. Mainstream research achieves this using a
weighted product of the output of the phoneme clas-
sifiers for both modalities. This paper analyses cur-
rent weighting measures and compares them to sev-
eral new measures proposed by the authors. Most
importantly, when calculating the dispersion of the
output there is a shift from analysing the variance to
analysing the skewness of the distribution. Experi-
ments in AVSR using neural networks raise questions
of the utility of such measures with some intriguing
results.
Keywords: Sensor Fusion, Speech Recognition, Neu-
ral Networks.
1 Introduction
The objective of Audio-Visual Speech Recognition
(AVSR) is to enhance traditional speech recognition
by incorporating a visual signal into the system. A
simple way to achieve this is to combine both the
acoustic and visual features into one large feature vec-
tor which is used for recognition. This technique is
effective, given enough training data, but we can use
knowledge from psychology and linguistics to conceive
a more elegant system for combination. For example,
it is known that visually perceivable speech gestures
group into distinct classes of phonemes (known as
visemes), and that these classes are complementary
to speech sounds difficult to perceive in high acoustic
noise (Walden et al., 1977). Sub-systems can thus be
specialised for their modality and increase the overall
system accuracy (Lewis and Powers, 2003). However,
a one-to-many mapping exists between visemes and
phonemes, so it may add another layer of complexity.
One of the most profound effects discovered in psy-
cholinguistic research is the McGurk Effect (McGurk
and MacDonald, 1976). If the audio of a person say-
ing the sound “ba” is dubbed over the video of a
person mouthing the sound “ga,” the listener will
perceive the sound “da.” The brain has fused to-
gether the two competing signals. The effect is so
strong that the researchers who discovered this at first
thought the technicians had made a mistake. This re-
sult definitively showed that vision does have an influ-
ence over our perception of speech. The effect has also
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been extended to manipulate entire sentences (Mas-
saro and Stork, 1998).
Research into machine AVSR has been very fruit-
ful and systems have been developed showing very
encouraging results (for a comprehensive review see
Hennecke et al. (1996)). Although only minimal im-
provement is found under optimal conditions, im-
provements using a degraded acoustic signal have
been large (Hennecke et al., 1996). For example,
Meier et al. (1999) reported up to a 50% error re-
duction when vision is incorporated. However, a new
problem also arises with AVSR, which is how to best
combine the acoustic and visual signals without the
result being worse than acoustic or visual recogni-
tion alone. This is referred to as catastrophic fu-
sion (Movellan and Mineiro, 1998). This is a lively
research area in AVSR and the effectiveness of differ-
ent techniques, such as early, intermediate, and late
fusion, are still being decided.
This paper briefly introduces the concept of sen-
sor fusion with a more in depth look at current main-
stream sensor fusion in the area of AVSR. Some of
the more common techniques are then analysed and
compared to several modifications to the standard al-
gorithm.
2 Sensor Fusion
Information/Sensor/Data Fusion has had a long his-
tory, especially in the military domain. With the re-
cent explosion in Data Mining, sensor fusion has been
enjoying a renewed life with a focus on both expand-
ing and refining data sets. Another area of sensor
fusion that is also increasing in interest is the fusion
of ontological data, and how this relates to the way
in which the brain accomplishes this task given the
enormous amount of fusion of sensory data that it
performs.
2.1 Overview
Consider a sensor that has some unreliability associ-
ated with it and at times the output of this sensor is
incorrect. When this error occurs is not known a pri-
ori. Thus, the sensor is basically useless, as we cannot
determine when its readings are accurate. However,
if we have another sensor with the same measuring
ability (including its faults) then we can more reli-
ably capture whatever it is we are sensing if we fuse
the two sensor outputs to give one result. Increas-
ing the number of sensors would increase the reliabil-
ity providing the sensors/errors are (at least partly)
independent. This type of fusion is known as com-
petitive fusion, as the two sensors are competing to
give the correct information, and works by using the
redundant information contained in the overlapping
sensors (Visser, 2001).
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A key assumption in competitive fusion situations
is that the noise contained in the output of the sensor
is uncorrelated and independent from other sensors
or classifiers (Kittler, 2000). Therefore when outputs
are fused together the noise present will be cancelled
out and the actual signal will be enhanced. However,
if the noise present is correlated in some way, then the
contribution of the noise to the output may actually
be intensified.
A more interesting form of data fusion (and less af-
fected by correlated noise) is known as complementary
fusion. This is where one sensor has an incomplete
or different view of the world whilst other sensors can
complete the picture. Thus, each sensor contributes
to give an overall picture of the world. This process
can be slightly complicated by the fact that the sens-
ing capabilities of each sensor may overlap and, more
importantly, the sensor may be working with different
representations, for example, a camera and a micro-
phone.
Another issue that arises when different represen-
tations are involved is which representation to fuse in.
One can fuse the data in each of the different repre-
sentations, choose one representation as the base and
convert all others to it, or choose an internal abstract
representation that all sensor outputs are converted
to. The latter two options are the preferred as this re-
moves the conversion out of the fusion process, which
is complicated enough.
Figure 1 is a schematic description of the differ-
ence between competitive and complementary fusion.
On the left the two sensors are both attempting to
identify a black square and thus a competitive fusion
scheme would be used. Once that fusion has taken
place the result is fused in a complementary fashion
with the sensor on the right to complete the scene -
a square and a triangle.
Figure 1: Example of competitive and complementary
fusion
2.2 Sensor Fusion in AVSR
Initially this line of research investigated sensor fu-
sion in the area of AVSR, however, sensor fusion is
much broader than just AVSR and has applications
in many domains. Moreover, this area of research is
also known by many different names: classifier fusion,
classifier combination, mixture of experts, commit-
tees of neural networks (NN), consensus aggregation,
voting pool of classifiers, classifier ensembles, to name
just a few (e.g., Kuncheva and Jain, 2000). Nonethe-
less, this section mainly focuses on sensor fusion in the
domain of AVSR overviewing key aspects of different
fusion systems.
Sensor fusion in AVSR broadly takes two differ-
ent forms: early fusion (EF) and late fusion (LF).
This differentiation is also called Feature/Decision
fusion and Direct Identification/Separated Identifi-
cation (DI/SI). Early Fusion is the case where fea-
tures are extracted from the respective signals and
then they are fused to create a combined feature
vector that is used for recognition (Hennecke et al.,
1996). Late fusion, on the other hand, is when feature
vectors are extracted separately, classified separately,
and then the results of the classifications (decision)
are combined to give a final result. When following
the DI model sensor fusion occurs automatically, and
it is up to the recognition engine to decide upon the
important features. This is the default approach if
using ASR already.
Under the more sophisticated SI model, fusion be-
comes somewhat trickier. The simplest case is when
the outputs of separate artificial NNs (ANNs) are fed
into another ANN that effectively performs the fusion
task. In the case of Hidden Markov Models (HMMs),
the resulting log-likelihoods are combined in some
way to produce a final estimate. The most common
(and simplest) way to fuse the log-likelihoods is to
combine them in such a way to maximise their cross-
product. Late fusion (ie., SI) is an evolving area in
AVSR and is a difficult issue to contend with because
fusing the two signals can lead to catastrophic fusion
(Movellan and Mineiro, 1998). This is when the accu-
racy of the fused outcome is less than the accuracy of
both individual systems alone. Much work is under-
way for both HMMs and ANNs in trying to automat-
ically bias one signal when conditions are adverse for
the other (e.g. Adjoudani and Benoit, 1996; Massaro
and Stork, 1998; Movellan and Mineiro, 1998).
There is still no consensus in the literature to when
fusion should occur in the process. On theoretical
grounds and the necessity of maintaining temporal re-
lationships between the signals, many argue for early
fusion (eg. Bregler et al., 1996; Basu and Ho, 1999).
For example, Hennecke et al. (1996) state that late
fusion is just a special case of early fusion and given
the right conditions “. . . a system that uses early in-
tegration should perform at least as well as one that
integrates at a later stage. (Hennecke et al., 1996, p.
338).” Indeed, if an inadequate set of sensor specific
features are used, essential information can be thrown
away in late fusion. Comparative empirical studies,
however, have found that late fusion techniques are
performing better than early fusion even with the loss
of synchronisation (eg. Adjoudani and Benoit, 1996;
Meier et al., 1999). The review that follows is mainly
made up of research involving variants of late fusion
as this technique has many more issues to overcome.
Potamiaonos and Potamianos (1999) use a multi-
stream HMM in which the visual stream is just an-
other parameter to the HMM. The emission proba-
bility of the HMM is equal to the product of the sum
distributions of each stream, for example,
P (W |A, V ) = argmax
W
(P (W |A)λAP (W |V )λV ) (1)
These sum of distributions are augmented by a
stream exponent λ. This exponent models the relia-
bility of each stream and satisfies,
0 ≤ λA, λV ≤ 1, and λA + λV = 1 (2)
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The stream exponents are estimated using a gener-
alised probabilistic descent algorithm. This appears
to occur initially during training, but it is unclear as
to whether the exponents are dynamically estimated
during recognition. Thus in this system the late fu-
sion is taking place via a weighted product of the con-
tributions from the acoustic and visual channels. This
is probably the most common approach to sensor fu-
sion in this field and demonstrates that the AV system
is superior to the acoustic or visual alone. Although
the word accuracy by this system is high (90.5% for
AV) the weights on each stream are determined a pri-
ori to test time (i.e. on the training set) and thus if
the conditions change enough the weightings might
not correctly reflect the reliability of each the signals.
Neti et al. (2001) and Glotin et al. (2001) have pro-
duced comparative studies of early, late with constant
weighting, and late with dynamic weighting audio-
visual fusion schemes. The dynamic technique was
based on the degree of voicing present in the audio
stream average over the entire utterance such that
0 ≤ λA = degree of voicing ≤ 1 and λV = 1 − λA.
Overall, the fusion system using the dynamic weights
outperformed all others on a word recognition task
in both clean and noisy acoustic conditions. Interest-
ingly, in clean acoustic conditions some of the late fu-
sion techniques were outperformed by the early fusion
and in some cases even demonstrated catastrophic fu-
sion.
Dynamically setting the weights based on the cur-
rent utterance is a preferred method of fusion. This
utterance based method, however, is somewhat lack-
ing in its ability to generalise to other situations. For
example, if there was a loud, brief sound in the back-
ground this might affect the overall average for the
utterance and hence distort the weighting consider-
ably. Calculating the median instead of a mean might
correct the weights for the majority of the speech seg-
ment, but then at extra noisy sections performance
would degrade. Dynamically determining the weights
needs to occur at a lower level. Moreover, waiting
until the end of the utterance to determine weights
means that fusion can only take place after the entire
utterance has been spoken.
Dupont and Leuttin (2000) tackle the problem of
continuous speech recognition. In continuous speech
recognition the system must deal with co-articulation
and the fact that the utterance has no predetermined
length. They claim that because of these factors wait-
ing until the end of utterance to fuse is too time con-
suming for late fusion architectures and that fusion
should occur during the utterance. Moreover, a list
of the best hypotheses (the N-best) must be kept for
each state until fusion occurs. Their speech recog-
nition system consists of a multi-stream HMM with
NN as HMM state probability estimators. This sys-
tem uses anchor points to denote where individual
streams must synchronise (fuse).
These anchors may occur on relevant phonologi-
cal transition points, such as phonemes, syllable or
words. Dupont and Leuttin (2000) only test anchor
points at the HMM state and word level. Fusion is a
weighted product of the segment likelihoods. These
weights are determined by automatically estimating
the acoustic signal to noise ratio (SNR), such that the
higher the SNR, the higher the weight to the acoustic
information. They mention that with a clean signal
the addition of visual information did not increase
accuracy. However, with a clean signal (high SNR)
the weight was very high, and it might be that the
visual system does not have the ability to influence
the result given this weighting. Early fusion yielded
inferior results compared to the different late fusion
techniques. The most successful late fusion technique
was with combination at the word level.
In their work, Adjoudani and Benoit (1996) strive
for AV > A and AV > V over all testing condi-
tions and explore several progressive models of fusion.
The first, an early fusion method, fails in acoustically
noisy conditions because it is dragged down by the
inability of the system to capture the contribution of
the visual parameters. The first late fusion technique
is a simple maximisation of the product of the re-
sulting probabilities across each output channel. In
high SNR conditions the system is able to take advan-
tage of the complementary information between the
signals with AV outperforming both subsystems. In
poor acoustic conditions, however, the system is once
again not able to correctly attribute each subsystem.
To overcome the inadequacy of the combination
so far, Adjoudani and Benoit (1996) introduced a
certainty factor to differentially weight each subsys-
tem. This weighting factor differs from previously
discussed architectures as it is not solely based upon
the level of acoustic noise within the signal. Rather, it
is based upon the dispersion of the N-best hypotheses
in each modality. Thus, large differences in probabil-
ities equates to greater certainty, close probabilities
to less certainty. This dispersion value is based upon
the variance of the output classifier, as in
σ2 =
1
N − 1
n∑
n=1
(Rn − µ)2, (3)
where Rn is the nth output of the classifier.
The first application of the certainty factor was a
binary selection of either the acoustic or visual hy-
pothesis based on which had the greatest certainty.
This method satisfies the original criteria set by Ad-
joudani and Benoit (1996), however it can only ever
choose between the classfication of the individual sub-
systems because of its binary nature. A weighted
product version of the late fusion system based on
a normalised dispersion certainty factor, as in
λ =
σA
σA + σV
, (4)
combined the acoustic and visual systems synergisti-
cally over all noise levels and can choose a different
class from either subsystem.
The dispersion idea used by Adjoudani and Benoit
(1996) has been implemented by other researchers in
various forms (e.g. Meier et al., 1999; Potamianos and
Neti, 2000; Heckmann et al., 2001a). Using Gaussian
mixture model (GMM) to classify phonemes, Potami-
anos and Neti (2000) use an N-best dispersion method
that is framed as the difference between each pair of
nth-best hypotheses, given by,
2
N(N − 1)
N∑
n=1
N∑
n′=n+1
(Rn −Rn′), (5)
where N ≥ 2 and Rn is equal to the nth best hypothe-
sis. Interestingly, both Adjoudani and Benoit (1996)
and Potamianos and Neti (2000) have found that an
N-best of 4 has been the most successful. Potami-
anos and Neti (2000) also use a method called N-best
likelihood ratio average in which the difference is only
calculated against the best hypothesis, that is,
1
N − 1
N∑
n=2
(R1 −Rn), (6)
where R is now sorted in descending order, such that
this is the difference between the best hypothesis and
the rest.
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The best performing system here was the one using
dispersion as a confidence measure with a phoneme
accuracy of 55.19%. The ratio average achieved an ac-
curacy of 55.05%. Both of these methods were signif-
icantly better than the baseline acoustic only system.
Another confidence method based on the negative en-
tropy of the stream was unable to achieve accuracy
significantly better than the baseline.
Basu and Ho (1999) also used GMMs for recog-
nition but only looked at early fusion. In compari-
son to Potamianos and Neti (2000), the accuracy of
the system on the test data was consistently below
50%. Moreover, the combined feature vector pro-
vides little increase in accuracy. The value of this
research however is that they also test the system on
a real-life data set. That is, a data set not collected
in a controlled environment and without specialised
equipment. The performance on this data set drops
dramatically with 33% for acoustic only and 9% for
visual only. This clearly demonstrates that moving
out of the experimental environment can severely af-
fect even the “state-of-the-art” systems.
Heckmann et al. (2001a) use a hybrid ANN/HMM
AVSR system with the NNs providing the a posteriori
probabilities for the HMM which provide the phone
and word models (language models). Heckmann et al.
(2001a) argue for and use a late fusion method and
use a weighting method they call Geometric Weight-
ing. Detecting the most probable phoneme is found
by a conditional probability that is augmented by the
geometric weights. The value of the weight is based
on another value c and they want c to reflect an es-
timate of the SNR of the acoustic signal. To achieve
this they use a similar idea as dispersion by exploit-
ing the distribution of the a posteriori probabilities
at the output of the MLP, but based on the calculated
entropy,
H = − 1
K
K∑
k=1
N∑
n=1
Pˆ (Hn,k|xA,k)log2Pˆ (Hn,k|xA,k),
(7)
where N is the number of phonemes and K is the
number of frames. They created a mapping between
c and H through an empirical analysis of the values
(optimisation process). Results (Word Error Rates
(WER)%) show a synergistic gain using this tech-
nique down to -6dB (high noise level) where it starts
to perform worse than the visual. The automatic
weighting performs similarly to manually setting c.
They have also compared using entropy for setting
c to using a Voicing Index and Dispersion methods,
however, the entropy based c still gave the best results
(Heckmann et al., 2001b).
Using a Multiple State-Time Delayed NN (MS-
TDNN), Meier et al. (1999) utilise the flexibility of
the NN to employ several different fusion methods
for AVSR. They look at both the traditional early and
late fusion but also fusion on the hidden layer of the
NN. The early fusion technique included the standard
concatenation and also the inclusion of an estimated
SNR for the acoustic data. Late fusion is explored
in two different architectures. The first is a weighted
sum of the acoustic and visual systems. The weight
was determined either by a piecewise-linear mapping
to the SNR of the acoustic signal or by what they
called “entropy weights”. The calculation of entropy
weights was not fully described in this paper (or pre-
viously for that matter, e.g. Meier et al., 1996), how-
ever, their description of the purpose of the weights,
High Entropy = Even Spread = High Ambiguity =
Low Accuracy, is reminiscent of the dispersion con-
cept from Adjoudani and Benoit (1996). The entropy
weights were further augmented by a bias b that “. . .
pre-skews the weights to favour one of the modalities
(Meier et al., 1999, p. 4)” This b value was set by
hand to reflect quality of the acoustic data.
A more interesting and novel technique introduced
by Meier et al. (1999) is the learning of the weights.
They used another NN to combine both the acoustic
and visual hypotheses with the output being the com-
bined phoneme hypothesis. Theoretically, this tech-
nique should be able to at least match the perfor-
mance of the other late fusion techniques as it can
not only compute pair-wise comparison but also po-
tentially make comparisons across the phoneme and
viseme sets, thus taking advantage of the complemen-
tary information contained within the signal better
than the simple weighted summation. In fact, best
performance was with NN weight learning (except in
high noise conditions). As would be expected from
the bias b, entropy and SNR weighting performed
similarly throughout. Early and hidden layer fusion
combinations were, as others have found, poorer in
performance.
Movellan and Mineiro (1998) compare standard
Bayesian fusion technique (sum of log likelihoods)
with what they call a robustified approach. They ar-
gue that most fusion system suffer from catastrophic
fusion because they make implicit assumptions and
degenerate quickly when those assumptions are bro-
ken and used outside its original context. The robus-
tified approach makes these assumptions explicit by
including extra parameters that represent the non-
stationary properties of the environment. These pa-
rameters make up what is dubbed the context model.
This approach works by not only maximising the
probability with respect to the word but also to each
context model (acoustic and visual). Movellan and
Mineiro (1998) prove analytically that their approach
is superior to the traditional as when the measure-
ments yield data far from the model the traditional
fusion system is heavily influenced by this subsystem.
In contrast, the robustified approach limits the in-
fluence of signals far from a contextual model. Ap-
plied to AVSR using a HMM, this technique outper-
forms the classical in acoustic noise as well as with
visual noise, an area not investigated by many re-
searchers. In situations where normal fusion exhibits
catastrophic fusion, the robustified fusion is no worse
than acoustic or visual subsystems.
Not all of the research conducted follow the rigid
late fusion architecture of weighted sum/product of
hypotheses. For example, Verma et al. (1999) investi-
gated audio-visual phone recognition using Gaussian
mixture models with their second and third late fu-
sion techniques being somewhat out of the ordinary.
They look at three models of late fusion: 1) sim-
ple weighted sum, 2) weighted sum but V identifying
only viseme and using an associated probability of the
phoneme given the viseme, and 3) use both A and
V to predict viseme (weighted sum, phase 1), then
based on viseme class predict which phoneme class
(weighted sum, phase 2). The sum of the weights was
equal to 1 and was again adjusted manually. The
recognition accuracies of the GMMs were well be-
low that of systems combined with HMM. The third
fusion technique (multi-phase) performed the best.
However, this technique is not the most intuitive and
a prime example of a system developed without lin-
guistic knowledge. The very characteristic that is
masked by noise in acoustic speech is the one that
distinguishes the viseme classes (eg. /b/ from /d/,
place of articulation), so that using hypotheses de-
rived from the acoustic data in phase 1 could be more
of a hindrance (although this isn’t what is found in
their experiments). Then in phase 2 they use V to
distinguish within viseme classes! This is again very
counterintuitive, given the definition of a viseme.
A more logical approach to fusion is presented by
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Figure 2: Example classifier outputs used for analysis
Rogozan (1999). This approach is interesting as it
uses both early and late fusion in the one system.
First a HMM-based system produces a hypothesis
based on a combined bimodal observation (early fu-
sion). Then based on the N-best phoneme hypothe-
ses, another system (a HMM or a NN) refines the
result using the visual observations. The results of
these two systems are then fused (late fusion) using
a reliability measure based on the dispersion of accu-
racy of the N-best. In this work the visual processing
is used in the late fusion to perform visual discrimi-
nation so to remove any ambiguity of the hypothesis
derived from the acoustic signal. This system is much
more linguistically sound than the multi-phase system
of Verma et al. (1999).
3 A Simple Analysis of Dispersion Measures
The remainder of this paper will focus only on late
fusion using a weighted product of the probabilities
or output of the classifiers for each stream as in equa-
tion (1). The is by far the most common approach to
late fusion in AVSR and is applicable across different
classifier systems (HMM or NN). The key difference
between methods for this type of fusion is how the
weights, or λs (where s is the stream), is calculated.
The three main measures mentioned above were the
variance (3), N-best dispersion (5), N-best ratio av-
erage (6), and entropy which can be simply stated
as,
N∑
n=1
P (Rn|s)log
( 1
P (Rn|s)
)
, (8)
where Rn, N and s are as previously defined.
The main objective of these weights is to iden-
tify when the classifier is confident in its deci-
sion. For example, an output from the classifier like
[1.0, 0.1, 0.1, 0.1] should be weighted highly whereas
an output of [0.26, 0.25, 0.25, 0.24] should be waited
minimally.
To asses each measure a classifier output vector
of length 4 was varied systematically as depicted in
figure 2. The first and last vectors should give the
the lowest weightings, whilst the 10th (first in bold)
should give the best/highest weighting. Conversely,
the third vector in bold is the opposite of the 10th
vector and should be weighted poorly as there are 3
output jostling for the highest rank and the classifier
could be said to have not made a confident decision.
The first point on the graph in figure 3 is where
each output is the same and thus should give the
lowest point for each method. Each measure iden-
tifies this point as the minimum and as the first
value increases to 1.0 (labelled as 1) the dispersion
values correspondingly increase. From this point on
Figure 3: Comparison of dispersion measures
the pseudo output vector could be characterised as
becoming less and less confident in its categorisa-
tions, however, this is not reflected in 3 of the disper-
sion measures - variance, N-best, and entropy. Vari-
ance and N-best both display a symmetry around the
point labelled 2 where the output vector is equal to
[1.0, 1.0, 0.1, 0.1]. Moreover, the two dispersion mea-
sures equate [1.0, 1.0, 1.0, 0.1] (1) and [1.0, 0.1, 0.1, 0.1]
(3) to be the same. This may be true for dispersion
but in terms of what we want to actually measure
(the confidence of the classifier in choosing a class), it
is debatable whether this dispersion metric is of any
use.
It is interesting that this anomaly exists for the
N-best and variance measures as these methods have
been used widely in the literature for weighting the
fusion process with success. It maybe that an output
vector such as [1.0, 1.0, 1.0, 0.1] rarely occurs in prac-
tice and thus such an “obviously wrong” vector does
not get weighted inappropriately, ie. highly. How-
ever, when using an N-best methodology (eg. Ad-
joudani and Benoit (1996) or Potamianos and Neti
(2000)) and N is a much less than number of classes,
then this type of distribution may occur and be in-
correctly weighted.
In contrast, the ratio measure correctly calculates
a weighting value from the standpoint of classifier
confidence estimation. As the output vector degrades
(after point 1) this measure (6) captures this suffi-
ciently to be used as weights in the fusion process. A
better measure may even be to calculate the variance
around the best value rather than the mean as in (3),
1
N − 1
N∑
n=2
(Rn −R1)2, (9)
where R is the ordered (descending) vector of outputs.
An even simpler measure is to calculate the dis-
tance between the best value and the mean, i.e
R1 − µ (10)
As the distribution of outputs moves away from the
maximum, the value of the equation increases as does
the confidence of the classifier as explained above. It
might even be better to use the median value as this
is not affected by outliers in the distribution, which
the value of the classified class should be, as in
R1 −median (11)
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Figure 4: Comparison of new dispersion measures
Another measure that of the distribution that
could indicate the confidence of the classifier is the
skewness of the distribution. The frequency of values
in a confident output vector should have a positive
skew (ie. the tail tapering off into the positive direc-
tion, eg. [0.1, 1.0, 0.1, 0.1]). The skewness of a dis-
tribution can be estimated by comparing the mean,
median, and mode of that distribution. For a pos-
itively skewed distribution the mean is greater than
the median and the median greater than the mode.
The modal value for the types of distributions here
would be difficult to calculate and probably pretty
pointless, so comparing only the mean and median
could give us an indication of the confidence, such as,
µ
µ+median
(12)
A value of 0.5 would indicate and normal distribu-
tion, values less than 0.5 a negative skew and values
greater than 0.5 a positive skew. Thus, this could give
an indication of how the outputs are distributed and
appropriately weight the output, for example a value
of 0.75 would indicate a confident output.
Figure 4 plots measures (9), (10), (11) and (12)
over the same systematic output. Here they are la-
belled as varbest, bestmean, bestmedian and skew, re-
spectively. All display the desirable characteristics for
fusion weights as discussed above (a slight exception
is the skew measure which returns to 0.5 as the distri-
bution of outputs becomes uni-modal (all 1.0’s) after
being negatively skewed).
4 AVSR using Dispersion Weighting
To truly evaluate the utility of the above weighting
measures they need to be incorporated into an AVSR
system to see what improvement they give over audio
only and visual only systems. This section presents
results from such experiments with some intriguing
outcomes.
4.1 Audio-Visual Corpora
The stumbling block for most AVSR research is train-
ing data. Being a fledging field of study (compared
to audio-alone speech recognition), standard AVSR
corpora are hard to come by and prohibitively ex-
pensive, not to mentioned their large size. The ex-
periments that follow use data from a single subject
and focus on 9 plosive consonants, with 10 exam-
ples of each. These consonants are in a VCV context
(V = [æ], as in “cat”) and consists of the phonemes
[p,b,m,t,d,n,k,g,ng], for example, “abba”. The fea-
tures of these 9 phonemes vary such that some can be
distinguished easily by sound and others by vision.
The audio and video were captured using a stan-
dard, “off-the-shelf” Logitech 3000 Pro webcam at
640x480 resolution at a rate of 30fps. Audio was cap-
tured at 11.1kHz, 16bit resolution. The stream was
then segmented, by hand, into chucks of “half V-C-
half V” giving about 1/3 of a second for each training
sample. The video was cropped semi-automatically
to only the mouth region which was then further pro-
cessed automatically by the methods discussed below.
4.2 Method
4.2.1 Acoustic Preprocessing
The mel-cepstrum representation of acoustic speech
has had great success in all areas of speech process-
ing, including speech recognition and thus is used for
the following experiments. It has been found to be
a more robust, reliable feature set for speech recog-
nition, than other forms of representation (Davis and
Mermelstein, 1990; Rabiner and Juang, 1993). To
extract the mel-cepstrum coefficients from the speech
signal the Matlab speech processing toolbox VOICE-
BOX was used (Brookes, 2000). The first 12 cep-
stral coefficients, 12 delta-cepstral coefficients, 1 log-
power and 1 delta log-power are used (Movellan and
Mineiro, 1998).
To test the performance of the fusion in adverse
conditions, noise was artificially added to the origi-
nal signal before preprocessing occurred. This was
in the form of additive white Gaussian noise which
was applied at different SNRs, such that there are
21 examples for each training sample (20 noised +
original).
4.2.2 Visual Preprocessing
There is no agreed upon standard for image process-
ing for AVSR. Some prefer to use low-level, pixel
based approaches with minimal alteration to the orig-
inal image (eg. Movellan and Mineiro (1998) or Meier
et al. (1999)), whilst others insist that a high-level,
model approach is the most efficient way to proceed
(eg. Hennecke et al. (1996) or Leuttin and Dupont
(1998)). The approach taken here is somewhere in the
middle of this continuum; feature points are specifi-
cally chosen although no model is constructed.
From the cropped mouth region a red exclusion
filter was applied to enhance the contrast between
face and lip regions (Lewis and Powers, 2003) and
then peak-picking was used to extract features of the
mouth (Prasad et al., 1993). For the experiments
conducted in this paper, a minimal feature set of only
the lip width and height are used for visual speech
recognition.
4.2.3 Neural Networks and Fusion
Vectors produced from the preprocessing steps are
then used as input into their own multi-layer percep-
tron (MLP) with one hidden layer. Supervised train-
ing was performed using back-propagation using a
mean squared error performance function and a train-
ing algorithm known as resilient back-propagation.
The purpose of resilient back-propagation algorithm
is to eliminate the potentially harmful effects of the
magnitude of the gradient. Basically, it does this by
only considering the sign of the derivative to calcu-
late the direction of the weight update. The method
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Figure 5: Rank accuracy of old dispersion measures
converges much faster than standard gradient descent
and is useful for large problems (Demuth and Beale,
1998). The target for both the audio and video NNs
were the 9 phonemes discussed above.
The training of a NN took place using a “leave-one-
out” procedure. That is, on a given training cycle one
training example was left out for testing. The number
of cycles is equal to the number of examples and each
example is used exactly once for testing. To account
for the variance due to the random initialisation of the
NNs, results presented here are from 50 iterations of
the leave-one-out procedure.
As this paper is primarily concerned with fusion
weighting measures, fusion was achieved by using
equation (1). The weighting factor for the audio NN,
λA was calculated as in (4), where σ is the value cal-
culated by the dispersion measure for each modality.
In addition to the dispersion measures mentioned
already, two more were used for comparison. The first
is to equally weight the classifiers, in this case assign-
ing 1 as the dispersion value for each. The second
is to find the optimal fusion value, λA, by iterating
over the space of values, [0, 1]. This provides reference
for how much better a measure is compared to fixed
weighting as well as how close to the optimal solution
it is for the given data. These two “measures” will be
referred to as equal and optimal, respectively.
4.3 Results
Figures 5 and 6 graphically represent the mean rank
accuracy of the dispersion measures. It is immedi-
ately obvious that in low SNR (1-10) all the disper-
sion measures adequately increase the mean accuracy
over the non-fusion systems. However, in the higher
SNRs the fusion systems start to exhibit catastrophic
fusion and the audio-alone system surpasses the fused
ones.
Other interesting aspects of the graphs are how
the dispersion measures never reach the level of the
optimal fusion strategy, and even more intriguing is
the observation that the equal weighting is just as
good as the more complicated dispersion measures.
A one-way ANOVA revealed significant differences
between the performance of the dispersion measures
for SNRs of 1, 5, 10, 15, 17, 20 and the original sig-
nal, F(11,588) = 111.60, 80.63, 211.84, 638.16, 966.04,
2245.96 and 6412.89, p < 0.05, respectively. Table 1
displays the means for the aforementioned SNRs and
measures. Post-hoc multi-way comparisons showed
some significant differences between the dispersion
Figure 6: Rank accuracy of new dispersion measures
measures, audio and video, and the comparison mea-
sures equal and optimal.
At a SNR of 5 the dispersion measures are all sig-
nificantly greater than either the audio- or video-alone
systems. The only measure not significantly different
from the optimal measure is the skew. At 10, ratio,
entropy, varbest, bestmean, and bestmedian are also
not significantly different from optimal. From around
17 all of the dispersion measures are not significantly
different from the audio-alone system, and after that
(eg. SNR of 20) most measures are significantly less
than audio and hence are demonstrating catastrophic
fusion.
5 Discussion
The preceding results have elucidated some interest-
ing aspects of AVSR using dispersion measures to
weight the product of classifier outputs. Most in-
triguing is the finding that, on this corpora, equally
weighting the product (as in equal) results in accura-
cies not significantly less than all the other techniques.
This surely brings into question the utility of such fu-
sion techniques for AVSR over the standard product
fusion (1).
It is also interesting to note that given the differ-
ent profiles of the measures variance, N-best, ratio,
and entropy (Figure 3) and varbest, bestmean, best-
median, and skew (Figure 4) that the final accuracies
are very similar. It is almost like one could apply ran-
dom weights and still achieve non-catastrophic fusion
at low SNR. This area certainly requires further anal-
ysis. An examination of how the dispersions values of
both modalities affect the final weightings (λA and V )
over varying SNR should shed some light on the issue.
The aim of the dispersion measures mentioned is
to increase the accuracy of the system above the stan-
dard unweighted product, but this has not been the
case. However, two measures introduced in this paper
show some encouraging characteristics. In low SNR,
the skew measure was the only one to not be signif-
icantly less the the optimal fusion (table 1, SNR 5
and 10). In high SNR the varbest measure was the
best performer (SNR 20 and original). The next four
sections outline methods to improve upon standard
product fusion - the first is a further modification and
the others discuss different approaches to sensor fu-
sion in AVSR.
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SNR
Measure 1 5 10 15 17 20 Original
video 0.3409 0.3409 0.3409 0.3409 0.3409 0.3409 0.3409
audio 0.1604 0.2027 0.3889 0.7202 0.8171 0.9320 0.9831
equal 0.3398 0.3911 0.5680 0.7636 0.8187 0.8811 0.9404
optimal 0.3789 0.4244 0.5869 0.8089 0.8733 0.9558 0.9933
variance (3) 0.3176a,o 0.3711a,v,o 0.5569a,v,o 0.7547a,v,o 0.8129v,o 0.9000a,v,e,o 0.9804v,e,o
N-best (5) 0.3247a,o 0.3736a,v,o 0.5607a,v,o 0.7593a,v,o 0.8162v,o 0.8873a,v,o 0.9633a,v,e,o
ratio (6) 0.3411a,o 0.3942a,v,o 0.5662a,v 0.7651a,v,o 0.8258v,o 0.9036a,v,e,o 0.9789v,e,o
entropy (8) 0.3411a,o 0.3940a,v,o 0.5702a,v 0.7664a,v,o 0.8202v,o 0.8847a,v,o 0.9493a,v,o
varbest (9) 0.3349a,o 0.3878a,v,o 0.5616a,v 0.7542a,v,o 0.8193v,o 0.9051a,v,e,o 0.9831v,e
bestmean (10) 0.3411a,o 0.3942a,v,o 0.5662a,v 0.7651a,v,o 0.8258v,o 0.9036a,v,e,o 0.9789v,e,o
bestmedian (11) 0.3338a,o 0.3931a,v,o 0.5673a,v 0.7649a,v,o 0.8264v,o 0.9024a,v,e,o 0.9764v,e,o
skew (12) 0.3453a,o 0.3989a,v 0.5711a,v 0.7704a,v,o 0.8284v,o 0.8898a,v,o 0.9549a,v,e,o
Table 1: Mean Rank Accuracy Values at differing SNRs (significantly different from audioa, videov, equale, or
optimalo, p < 0.05)
5.1 Normalised Classifier Outputs
Most classifiers are able to produce outputs that form
a probability distribution, ie., the outputs are positive
and sum to 1. However, this is not always the case, as
shown here. Moreover, when there are a large number
of classes and using an N-best of 4 this will definitely
not be the case. A number of the dispersion measures
may greatly benefit from converting the selected out-
puts to a pseudo probability distribution, as in
R′i =
Ri∑C
c=1Rc
(13)
where R is the subset of the outputs to be used and
C is number of outputs in the subset. R′ is the new
pseudo probability distribution of length C and sums
to 1.
In preliminary analysis this has shown to change
the profile demonstrated in figure 3 to be more like
figure 4, correctly labelling the outputs as defined in
this paper. However, tentative results show little im-
provement in mean rank accuracy over unnormalised
classifier outputs. This area requires further research
to reveal if weighted product fusion can improve per-
formance.
5.2 Linguistic Fusion Models
Linguistically guided fusion strategies such as Ro-
gozan (1999) and Lewis and Powers (2003) provide
an elegant and refined way of completing the fusion
step in AVSR. Using the knowledge derived from psy-
cholinguistics we can produce models that incorpo-
rate prior information about what is feasible and en-
hance the fusion process by facilitating sensible fu-
sion architectures. For example, Lewis and Powers
(2003) demonstrated that audio and video NN clas-
sifiers were more successful in a fusion system when
they were trained to classify phonetic features (voic-
ing, place of articulation, etc.), suited to the respec-
tive modality, rather than actual phonemes.
The relationships between phonemes and visemes
form a logic network based on the phonetic features
prescribed by linguists (Fromkin et al., 1996). If an
audio NN was classifying features (not phonemes)
then a visual NN could augment the audio NN for
features that it is capable of identifying. This could
potentially take place using the weighting product fu-
sion or some other method. Figure 7 is a schematic
diagram of how this might look for the 9 phonemes
used in this paper. Each of the phonemes can be iden-
tified based upon its voicing and place of articulation
unvoiced voiced nasal
b m
d n
k g ng
t
plabial
dental
velar
labial dental velar
A
U
D
I
O
VIDEO
AUDIO
Figure 7: Logical Linguistic Fusion Model
features. For example, a /p/ is both labial and un-
voiced, whilst a /b/ is labial and voiced. The visual
information is well suited for distinguishing place of
articulation and can therefore augment the network
at this point. This small network can be extended to
include all of the phonetic features and could use lin-
guistic models or ones formed through unsupervised
learning.
5.3 Using Significance
Statistical significance can be thought of as the prob-
ability that a distribution is due to chance, which is
usually calculated given a prior body of evidence. A
trained AVSR system can be tested over a variety of
conditions and assessed in its performance. A “be-
havioural” profile can then be formulated for the sys-
tem which can then be used to gauge its ability. This
gauge can then be used to weight the output for the
fusion process.
Figure 8 and 9 are two examples of how this idea
may work. Example 1 is where the system can out-
put a value for each of the possible categories. In a
“winner takes all” scenario, “B” would be chosen as
the correct class and put forth for the fusion process.
As is stated in figure 8, however, “Is 20 significantly
greater than 15?” In other words, can we be 100%
sure that “B” is a better choice than “M”. What if
the value for “M” was 19.5? Then we might say that
the classifier is less “certain” about its choice, but
how do we know this? This idea is similar to that
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recognitionsignal output
Is 20 significantly greater than 15?
Figure 8: Example 1 of using significance in sensor
fusion.
recognitionsignal
B
output
How well does the system recognise "B"?
Is the prediction level above chance?
Figure 9: Example 2 of using significance in sensor
fusion.
of dispersion, but rather than being solely based on
the current output of this system, a weighting based
upon the idea of significance would take into account
the previously observed behaviour of the classifier.
The second example incorporates the idea of signif-
icance after the system has decided upon which class
is correct. In figure 9 “B” has been chosen as the cor-
rect class. In this case we assume the “B” is better
than any other choice, significant or otherwise. The
question that arises then is how well does this system
predict the occurrences of the given class? To phrase
this differently, is this prediction above chance level?
For example, a visual subsystem maybe be very apt at
distinguishing between the voiced plosives /b/, /d/,
and /g/. Thus, when is predicts that it is a /b/ in this
situation we can weight it highly. On the other hand,
the visual subsystem is poor at labial distinctions and
so in this context a /b/ prediction might be fraught
with error. Hence, given previous observations of the
behaviour of the system we can appropriately weight
its output with a confidence value.
5.4 Cross-Modal Recognition-by-Synthesis
Recognition by synthesis, or analysis by synthesis,
was originally derived from the motor theory of
speech perception, stated that we understand speech
by recovering the articulatory information from the
acoustic signal (Stevens, 1960). It was thought, how-
ever, that the transformation from acoustics to artic-
ulation was too difficult, but it was possible to derive
a hypothesis from acoustics. This hypothesis could
then be re-synthesised to confirm its accuracy, hence
recognition-by-synthesis. The acoustic signal is pro-
cessed by the recognition engine and then the result
or hypothesis is re-synthesised and compared to the
original signal.
In audio-visual speech we have access to two sig-
nals, each of which contain both complimentary and
redundant information about each other. It is this re-
dundant information that we wish to take advantage
of in a cross modal recognition by synthesis system.
Others have had success with using the cross modal
systems in the audio-visual domain. Rao and Chen
(1996) used redundancy in the acoustic signal to as-
sist and as well as to reduce the transmission size of
the visual signal in a talking head scenario (see also
Chen and Rao, 1998). They used the acoustic signal
to predict what the lip height and width would be in
recognitionsignal synthesis
compare
A
V
VISUAL
Figure 10: Schematic diagram of the proposed Cross-
Modal Recognition-by-Synthesis. Only the Acoustic
to Visual part represented.
each corresponding frame. This technique is known
as predictive coding and is used commonly in video
compression techniques.
Rather than using this redundancy for predictive
coding in transmission and compression we plan to
use it as a weighting factor in the fusion process for
speech recognition. From the acoustics we should be
able to predict what characteristics the visuals should
be and visa versa. If there is disagreement between
the normal and cross modal predictions then we can
differentially weight each system in the fusion process.
Figure 10 is a schematic representation of the pro-
posed concept. In comparison to normal analysis-by-
synthesis, what is recognised from the acoustic signal
is re-synthesis into a visual representation and com-
pared to the original.
5.5 Conclusion
This paper evaluated current weighted product fusion
methods for AVSR, where the weights are determined
by dispersion measures. These measures are based
upon the values assigned to classes by a classifier. It
was found that those measures commonly used in the
literature (eg, variance (3) or N-best (5)) may not
be correctly labelling classifier outputs in terms of
their confidence. Additional dispersion measures were
presented that did show the desirable characteristics
for classifier confidence.
AVSR experiments using the dispersion measures,
however, showed little significant difference between
all of the measures, including no weighting at all (the
equal measure). Nonetheless, the skew measure (12)
did show near optimal performance in low SNR condi-
tions. Several other forms of sensor fusion for AVSR
have been discussed and it will be interesting to see
what, if any, improvement they will give to the stan-
dard, unweighted product fusion.
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