Introduction
Novel materials such as buckyballs and buckytubes, highly porous and ultrathin films, and quantum wires and dots are forming the building blocks of an exciting new world of submicron devices. For instance, solid thin films with characteristic dimensions from tens to hundreds of nanometers are key components in integrated-circuit transistors and quantum-well lasers. Device performance in these applications is very sensitive to operating temperature. Overheating in semiconductor lasers, for example, is a major obstacle to increased output power and integration ͓͑1͔͒. For the best design of micro and nanodevices and thin-film materials, knowledge of thermophysical properties such as thermal conductivity is of paramount importance.
It is well known from measurements on thin films that such materials display markedly lower thermal conductivities than their bulk counterparts. Several approaches exist to predict the thin-film thermal conductivity for materials where heat conduction by quantized lattice vibrations, or phonons, is dominant. These approaches include kinetic theory, the Boltzmann transport equation, and the Monte Carlo computational technique. Such methods, however, can have difficulty handling the nonuniformly distributed impurities, voids, cracks, dislocations, and complex geometries present in real films. Numerous studies, for example, that of Inoue et al. ͓2͔ show that the molecular dynamics technique is well suited for the study of nanoscale phenomena in solid-phase materials. Molecular dynamics is a computational method that simulates the real behavior of materials and calculates physical properties of these materials by simultaneously solving the equations of motion for a system of atoms interacting with a given potential. This method provides a needed supplement to experimental measurements, which can be extremely difficult at such length scales.
Despite the technological importance of solid thin films in thermally sensitive applications, no molecular dynamics calculation of the thermal conductivity of solid thin films as a function of thickness has been reported before. Related studies, however, have been made. Mountain and MacDonald ͓͑3͔͒ calculated the temperature dependence of thermal conductivity for two and threedimensional 1000-particle solid films. Kaburaki and Machida ͓4͔ found that increasing the number of particles in a one-dimensional chain increases thermal conductivity. Kotake and Wakuri ͓5͔ showed for a two-dimensional solid system subjected to a constant flux that the resultant temperature gradients sharply increase as the system width is decreased. Recent work by Volz and Chen ͓6͔ indicates that solid nanowires exhibit a strong reduction in thermal conductivity as compared to the bulk.
Model of Argon-Type Solid Thin Films
Using the molecular dynamics technique in a three-dimensional computational domain, the current paper calculates thermal conductivity in a solid argon-type model system as the thickness in one dimension is varied. Although argon is not a real thin-film material, it is the best choice for an initial thin-film thermal conductivity molecular dynamics study. One important reason for this is the availability of a good intermolecular potential for argon. The widely accepted Lennard-Jones 12-6 ͑LJ͒ potential matches experimental data for bulk fluid argon reasonably well, employs meaningful physical constants as parameters, and possesses a simple, two-body form which requires much less computation time than more complex potentials involving three-body and higher terms ͓͑7͔͒. A rigorous quantum-mechanical approach is at present not feasible for systems of more than a few atoms because such a method is too numerically intensive. The efforts of many workers, for example, Car ͓8͔, are currently directed toward this problem.
Additional reasons for using the LJ potential to study solid thin films are that the results can be benchmarked against the large body of existing work on argon-type systems and that the argon model, as noted by Kristensen et al. ͓9͔ , should reveal fundamental phenomena not only for argon but for a wide variety of materials. Also, the argon model, unlike models of more technologically relevant materials, should span from the microscale regime to the bulk regime in a reasonable computational domain size due to its short phonon mean free path.
After establishing a firm foundation for pure thin films, the argon model can then be extended to thin-film systems with impurities, pores, defects, and other types of complicated structures. To get the most quantitatively accurate results for a given material, a potential specific to that material should be used, but to predict qualitative trends, which is the aim of this paper, the argon model is a sensible choice.
Computational Procedure
Several molecular dynamics approaches can be used to calculate thermal conductivity ͓10͔. The nonhomogeneous nonequilibrium approach was chosen for the present work because it provides a direct physical representation of heat flow in a thin film. A new nonhomogeneous nonequilibrium program, based on the equilibrium classical molecular dynamics subroutines of Allen and Tildesley ͓7͔, was written and used for all simulations.
The general approach of the program is to apply a constant heat flux to an argon-type solid system, calculate the resulting temperature gradient, and determine the thermal conductivity by a simple ratio of flux to temperature gradient. The reverse method, in which the system boundaries are kept at constant temperatures and the resultant flux is calculated, was initially tried. This was abandoned in favor of the current scheme due to the slow convergence of the heat flux value. The execution of the program proceeds as follows. First, the simulation cell is constructed of facecentered cubic unit cells. Each unit cell contains four atoms and corresponds to two atomic planes of atoms. Each atom is assigned a type according to its spatial position: ''hot,'' ''cold,'' ''regular,'' or ''fixed.'' The configuration of the simulation cell depends upon whether bulk ͑Fig. 1͑a͒͒ or perpendicular ͑Fig. 1͑b͒͒ conductivity is to be calculated. Bulk materials are simulated by using periodic boundary conditions, in which the actual simulation cell of a small number of atoms is essentially repeated infinitely in all three coordinate directions. A drawback of this method is that it suppresses phonons in solids with wavelengths larger than the simulation cell size ͓͑7͔͒.
For thin films, periodic boundary conditions are used in two coordinate directions. Fixed atoms, which remain at their lattice positions for the entire simulation, are usually used in the third, ''thin'' direction to enforce an adiabatic boundary condition. In some simulations, a free boundary condition was used in the thin direction. For these cases, the flux and initial temperature values had to be lowered to prevent evaporation of the surface atoms, and much longer simulations had to be run to reach steady state. Following the example of Kotake and Wakuri ͓5͔, four planes of fixed atoms are deemed sufficient to simulate an infinite wall due to the short range of the interatomic forces. All nonfixed atoms are given an initial temperature by choosing their velocities according to the Maxwell distribution at that temperature. After this, the program advances the difference equations of motion for a short equilibration period to allow a realistic thermodynamic state to be established.
The difference equations come from the widely used ''velocity Verlet'' algorithm ͓͑11͔͒. In this algorithm, new atomic positions are calculated based on old positions, velocities, and forces. Velocities are calculated using a two-step scheme, in which old forces are used to advance old velocities to ''half-step'' velocities, new forces are calculated from the LJ potential using the new positions, and new velocities are found using the half-step velocities and new forces. The LJ potential is
(1)
Only the neighbors of an atom within a certain cutoff radius, 2.6 LJ , are included in the force calculations because faraway atoms have a negligible contribution to the total force on a given atom. This molecular dynamics convention keeps computation time manageable.
After equilibration, a heat flux is imposed on the system by adding a fixed amount of energy to hot atoms and removing the same amount of energy from cold atoms at every time step. This induces heat flow in the x-direction from the hot region to the cold region across the regular atoms. The algorithm of Ikeshoji and Hafskjold ͓12͔, which is used to apply the flux, alters kinetic energy in the hot region by scaling each hot atom's velocity by the same factor R and by subtracting the same small velocity v sub from this scaled velocity. The values of R and v sub , which change at each time step, are chosen to conserve momentum and to add the desired amount of energy. A similar procedure is followed for the cold atoms, except kinetic energy is subtracted rather than added.
Instantaneous temperatures in each atomic x-plane are calculated using the formula
where the squares of the magnitudes of the atomic velocities in a particular plane are summed in accordance with the equipartition principle. The time-averaged temperature, standard deviation of temperature, and standard error of temperature are then calculated for each plane. The standard error of the planar temperature ͓13,7͔ 
where the mean free path ͑MFP͒ in argon at the given planar temperature ͓͑14,15͔͒ and highest tabulated speed of sound for fluid argon from the CRC Handbook ͓16͔ are used. The fluid argon value was used because solid argon values were not available. The assumption of Eq. ͑4͒ is supported by the work of Volz et al. ͓17͔, who found good agreement between the autocorrelation time and the kinetic theory mean free time for molecular dynamics simulations on solid argon. Figure 2 shows a pair of example temperature profiles; the magnitude of the standard error is indicated by the error bars. In this figure, the five regular atom x-planes in the center display a linear profile and the source ͑hot͒ and sink ͑cold͒ atoms on either side show the expected parabolic curvature. The slope of the best line fitted to the temperature profile of the regular atoms
and the probable error of this slope
are found using a weighted least-squares method ͓͑18͔͒.
Finally, thermal conductivity is found from kϭϪaq eff / 2b (7) where the factor a/2 accounts for the fact that the plane spacing is one-half the lattice parameter. Note that q eff is not exactly the same as the ideal imposed heat flux due to small nonzero fluxes that occur in the y and z-directions. The actual heat flux through each regular plane is calculated from particle positions and velocities at regular intervals throughout the simulation using the equations of Irving and Kirkwood ͓19͔, and the time averages of these planar calculated fluxes are then spatially averaged over the regular planes
to yield effective flux. The standard error of planar flux is calculated as above for temperature in Eq. ͑3͒, and its squared reciprocal is used as the weighting factor in Eq. ͑8͒. For each simulation, the expression for error propagation in Press et al. ͓18͔ is used to calculate the probable error of effective flux
and is also used to find the probable error of thermal conductivity
(10)
Results and Discussion
General Comments About Simulation. The simulations were run on DEC 3000 workstations, an AlphaServer 2000, and a Dell Optiplex GX1p PC running the Linux operating system. The numerical differences in results across the different platforms were negligible. Computation time varied from a few hours to several days, depending on the sizes of the systems considered. The total simulated time varied from tens of picoseconds to nanoseconds and was chosen to be proportional to the characteristic thermal diffusion time estimated for each system. Two types of thermal conductivity simulations were run: bulk and perpendicular. Critical input parameters for the simulations are listed in Table 1 ; other input parameters and detailed results for each simulation are listed elsewhere ͓20͔. Standard LJ nondimensionalizations for temperature and thermal conductivity are used in the simulations: 
Õ Vol. 122, AUGUST 2000
Transactions of the ASME
Since all parameters are dimensionless, the superscript will henceforth be dropped. Two important criteria for the simulations are that q eff is nearly the same as the imposed flux, and that the temperature profiles are reasonably close to linear. The profiles should not be expected to be completely linear, since thermal conductivity displays some temperature dependence. If the two criteria above are not satisfied, the thermal conductivity calculation, which is based on the Fourier law, is not valid. It was found that the typical reason that the criteria are not met is a too-short simulation time, although in very preliminary simulations lack of energy conservation due to a toolarge time step and explosion of the lattice due to a too-small initial lattice spacing also occurred. It was observed that simulations not run long enough to attain a steady state yielded values of q eff lower than the imposed fluxes and showed distinctly nonlinear temperature profiles. This is reasonable, since a finite time is required for the film to reach steady state after imposition of the heat flux at the boundaries. The flux discrepancies disappeared and the temperature profiles became more linear as the number of time steps in the simulation increased. Due to the difficulty in choosing a simulation time long enough to satisfy the criteria yet short enough to avoid undue computational burden, a trial-anderror process had to be followed to find values for run . Values roughly 20 times the characteristic diffusion time were found sufficient to satisfy the criteria. For the thermal conductivity simulations reported here, the q eff values were all within four percent of the ideal imposed flux and the temperature profiles were reasonably linear.
Momentum conservation, as expected, was found to hold exactly for the present 96 and 252-atom bulk simulations. In bulk simulations with more atoms, and in all thin-film simulations, however, the algorithm of Ikeshoji and Hafskjold ͓12͔ did not strictly conserve instantaneous total system momentum. Instead, the instantaneous momentum fluctuated rapidly about zero, the time-averaged system momentum value. The reason for this is not known, but is thought to be the result of small accumulated numerical errors due to roundoff and truncation of the potential at the cutoff radius. The standard deviation of the momentum fluctuations for the bulk and free-boundary thin-film simulations was several orders of magnitude smaller than that for fixed-boundary thin-film simulations, indicating that there may be some wall effect that works against momentum conservation. Considering that the wall atoms influence the motion of the regular, hot, and cold atoms without themselves being affected, in a manner analogous to a wall of infinite mass imparting impulses to impinging billiard balls, it is reasonable that momentum is not strictly conserved. Despite the lack of exact momentum conservation, no significant difference was found between the thermal conductivities for fixed and free-boundary simulations for both a 3 and a 5-regular plane case at a mean lattice temperature Tϭ0.27 ͑Table 2͒. Thus, the observed small deviations from zero total momentum are not important for the purposes of this paper.
Use of Eq. ͑2͒ to calculate planar temperature throughout the simulation assumes that a local thermodynamic equilibrium is established in each atomic plane. Tenenbaum et al. ͓21͔ and Hafskjold and Ratkje ͓22͔ assert that local thermodynamic equilibrium is established in molecular dynamics simulations of nonequilibrium fluids provided that the control volume thickness is roughly equal to the mean interatomic distance. If true for fluids, it is even more likely to be true for atomic planes in solids because the increased density causes increased interatomic interaction that aids interplanar energy transport. To test whether local thermodynamic equilibrium was established in the present case, the velocity of a single central atom in each regular, hot, and cold plane was monitored for the last 10,000 and 30,000 fs of a T ϭ0.5 simulation of a thin film with seven regular planes. Two different values of cross section, or number of y unit cells by the unit of z unit cells, were used: 4ϫ4 ͑32 atoms/plane͒ and 6ϫ6 ͑72 atoms/plane͒. Figure 3 shows a histogram of the x(o), y (ϩ), and z(*) velocity components of the central atom for a representative regular plane along with the Maxwell distribution at the time-averaged planar temperature. The figure clearly shows that while there are some discrepancies between the Maxwell distribution and the calculated velocity distribution for the 10,000 cases, the 30,000 cases show much better agreement for both 4 ϫ4 and 6ϫ6 cross sections. Since run for all simulations is longer than 30,000 fs, it is reasonable to assume that the real calculated velocity distribution is even closer to a perfect Maxwellian. Increasing the cross section from 4ϫ4 to 6ϫ6 causes a much less dramatic improvement of the velocity distribution for both 10,000 and 30,000 at this temperature. This result suggests that longer simulations may be more effective than increased cross sections in attaining local thermodynamic equilibrium. The Maxwellian nature of the velocity distributions and the linear temperature profiles in the calculations indicate that the local thermodynamic equilibrium assumption is justified.
Bulk Thermal Conductivity. Bulk thermal conductivity was calculated for simulation cells of various sizes at dimensionless mean lattice temperatures of 0.3 and 0.5 to check the agreement of the model with experimental data for bulk solid argon. Mean lattice temperatures were found by spatially averaging the steadystate time-averaged temperatures of the regular atoms. Each data point in the Tϭ0.5 case has a different cross section, increasing with the number of atoms from 2ϫ2 to 8ϫ8. The conductivities at each temperature, normalized by the dimensionless experimental value corresponding to that temperature ͓͑23͔͒, are illustrated in Fig. 4 . The error bars represent the normalized standard error of thermal conductivity ͑Eq. ͑10͒͒ for each simulation. For both temperatures, the calculated bulk thermal conductivity is observed to increase as the number of atoms is increased. The dependence of calculated macroscopic properties on the number of particles in a molecular dynamics simulation is a well-known artifact ͓24͔. A recent example of the particle number dependence of bulk thermal conductivity can be found in Kaburaki et al.'s ͓25͔ calculation of solid bulk argon thermal conductivity for 256 and 500-atom systems, which shows a similar number dependence to that found in the present paper at comparable temperatures. The key to getting accurate bulk results from the molecular dynamics technique is to choose conditions that allow the finite simulation cell to represent, as closely as is feasible, an infinite bulk domain. True bulk-like behavior is indicated by minimal size dependence of the calculated values. Ideally, this could be accomplished by simulating a very large number of atoms, but in practice this is computationally quite burdensome.
It can be seen in Fig. 4 that the results at Tϭ0.3, as compared to those at Tϭ0.5, display a steeper number dependence and constitute a smaller portion of their corresponding bulk experimental value. This shows that for the same number of atoms, simulations run at higher temperatures better capture bulk behavior. A simple explanation for the more bulk-like behavior at higher temperatures is that the phonon mean free path is shorter, so the ratio of the mean free path to characteristic simulation cell dimension is smaller. In the bulk limit, this ratio is much less than 1.
Another interpretation is offered by the concept of phonon radiation ͓͑26͔͒. This concept, strictly valid in the ballistic limit of heat conduction in which the local thermodynamic equilibrium is not reached, can nevertheless offer some value in understanding the current results. Figure 5 thus uses the Planck formula ͓͑27͔͒
to estimate the spectral distribution for phonon ''emissive power'' under various conditions of temperature and computational domain size. Here the constants
are defined using the speed of sound rather than the speed of light. Figures 5͑a͒ and 5͑b͒ show that for a given maximum allowed phonon wavelength, which is equal to the characteristic dimension of the simulation cell, raising the temperature increases the allowed phonon fraction due to the decreased peak phonon wavelength.
The figures also suggest a guideline: L/ peak (T) should be as much larger than 1 as possible. This will make the phonon fraction approach 1, ensuring that molecular dynamics simulations yield bulk-like results. A Wien's law formulation for phonons can be used to estimate L/ peak (T). Taking the derivative of Eq. ͑12͒, iterating for C 2 , and substituting yields
Increasing the computational domain size at a given temperature, as is shown going from Fig. 5͑c͒ to Fig. 5͑d͒ , also increases the fraction allowed by the simulation. In the limit of infinite domain size the fraction becomes 1, but as discussed above, using higher temperatures is the most computationally economical choice. A simulation cell size of 512 atoms, which corresponds to a system with eight regular x-planes of 4ϫ4 cross section, yields thermal conductivity values at Tϭ0.5 not much smaller than those with a significantly larger number of atoms. For computational efficiency it was thus assumed that four unit cells were adequate to represent infinite length in a particular direction. In the perpendicular thermal conductivity simulations of the following section, then, 4ϫ4 cross sections were used to represent ''infinite'' length in the y and z-directions.
Perpendicular Thermal Conductivity. Figure 6 displays the calculation results for normalized perpendicular thermal conductivity versus dimensionless film thickness at several mean lattice temperatures. A thin film thermal conductivity estimate based on Majumdar's equation of phonon radiative transfer ͓͑28͔͒ is shown for comparison. As in the bulk case, the results at each temperature are normalized by the experimental conductivity value at that temperature. For clarity, film thickness is nondimensionalized by a rather than by the typically used LJ and only one error bar is shown for each set of temperature data. The error bar magnitude corresponds not to the actual calculated error at the corresponding thickness, but to the largest error of the set, which occurs at the dimensionless thickness 4.5 for all sets. A heat flux value of 1.5 was used in the Tϭ0.6 case because the higher fluxes cause steady state to be reached sooner. Film thickness, which was varied by adding/subtracting atomic x-planes to/from the computational cell, corresponds to the thickness of the regular atoms plus the thickness of the three hot x-planes and the three cold x-planes nearest the regular atoms.
It is critically important to note that unlike the bulk simulations discussed above, which in the ideal case display little size/number dependence, thin film simulations should reveal thicknessdependent properties due to the effect of the boundaries. As the film thickness increases, the boundary effect should be less pronounced and the calculated results should approach the bulk thermal conductivity value. As anticipated, Fig. 6 shows that thermal conductivity at all temperatures increases with film thickness. The unexpected undulation of the Tϭ0.5 curve is fully contained within the envelope of its error bars.
Four observations should be made from the calculated data. The first is that the conductivities of lower-temperature films constitute a smaller fraction of their corresponding bulk values than identically sized higher-temperature films. This is in agreement with the temperature trends displayed by the bulk results, and shows that thin-film size effects are more pronounced at lower temperatures. The second is that the molecular dynamics values for thermal conductivity at Tϭ0.6, while showing the same trend as the equation of photon radiative transfer results at the same temperature, are higher in magnitude. This can be explained by the fact that the mean free path and v s values used in Eq. ͑4͒ above were inserted into the equation of photon radiative transfer model. The mean free path, as estimated above, is only a ballpark figure, and v s is undoubtedly on the low side since it is for high-density fluid argon.
The third observation is that while the expected behavior is an asymptotic increase of the thin film results toward the bulk value, the thicker films for the Tϭ0.5 and 0.6 cases appear to have thermal conductivities that exceed their corresponding experimental bulk values. This discrepancy is about 30 percent for the T ϭ0.6 case. Using a similar nonhomogeneous nonequilibrium method on a fluid argon system of comparable size to these thicker films, Ciccotti and Tenenbaum ͓29͔ calculated a bulk thermal conductivity 20 percent above the experimental value. A reason for these discrepancies could be the fact that experimental samples always contain impurities and imperfections that reduce thermal conductivity below its ideal maximum value. The ''sample'' in the simulation, in contrast, is a perfectly pure single crystal. As its thickness increases it is reasonable that the conductivity may at some point exceed the experimental value while still being lower than the ideal maximum value. Also, there is no obvious reduction in the rate of conductivity increase for the thicker films, whose maximum thickness 10.5 corresponds to about five times the mean free path. An explanation may be that the results affirm the validity of the criterion of Flik et al. ͓30͔, which holds that perpendicular thin film thermal conductivity size effects are important when the film thickness is smaller than seven times the mean free path. Thicker films may need to be simulated in order to see unmistakable asymptotic behavior. On the other hand, it is possible that asymptotic behavior is occurring, and that it is simply obscured within the envelope of the error bars.
The fourth observation is that within error, the bulk thermal conductivities in Fig. 4 are the same as the Tϭ0.3 and 0.5 thinfilm conductivities for comparable x-direction thickness. This result was puzzling at first, because it contradicted the expectation that the calculated bulk values would always exceed calculated thin-film values even for comparable domain sizes. Phonon mode counting in solid state physics, however, indicates that periodic boundary conditions ͑bulk͒ and fixed end boundary conditions ͑thin film͒ yield the same number of phonon modes for the same number of atoms ͓͑31͔͒. This means that the abovementioned phonon fraction for similarly sized bulk and thin film configurations is similar, so the thermal conductivity will also be similar. There is nothing intrinsic about periodic boundary conditions that changes its value to differ from the thin film value. Support for this argument can also be found in Table 2 , which illustrates the effect of free versus fixed boundary conditions on thin film thermal conductivity. The results imply that the thermal conductivity calculated in a molecular dynamics simulation is affected by the physical dimension of the film but not by the boundary conditions.
Effect of Varying Computational Parameters.
To investigate the effect of the chosen parameters on the thin film molecular dynamics results, several simulations with differing values of these parameters were run. As discussed above, changing the boundary configuration has no effect on the calculated thermal conductivity. It does, however, influence the magnitude of the temperature profile. The fixed boundary profile is higher than the free boundary profile for both the 3 and 5-regular plane cases listed in Table 2 . The profile for the 5-plane case is plotted in Fig.  2 . The discrepancy in the temperature profiles is probably caused by the two percent expansion exhibited by the free-boundary film. Expansion causes an increase in the LJ potential energy, resulting in a decreased kinetic energy and thus a decreased temperature. Also, it can be seen from Fig. 2 that the adiabatic walls present in the fixed boundary case appear to have some moderating effect on the temperatures of the outermost hot and cold planes. Since the boundary condition simulations use a lower flux, it was also necessary to explore the influence of this parameter. Table 3 shows that varying the flux for a film with three regular planes at T ϭ0.5 does not cause any significant change in thermal conductivity. The use of a different flux for the boundary condition simulations is thus unlikely to be the cause of any unusual effects.
Another parameter investigated in the simulations was the number of unit cells in each hot/cold region. The thickness of these ''bath'' regions was reduced to 1 unit cell from the usual value of 2 unit cells to see the effect on thermal conductivity. Figure 7 illustrates that bath regions do contribute to thermal conductivity, because decreasing their thickness decreases the conductivity value. This suggests that the thickness of the film should be defined not just in terms of the thickness of the regular atomic planes, but should also include the thickness of the bath atoms. Including the entire thickness of the bath regions in the length would effectively shift the two unit cells/bath curve ͑henceforth called ''A''͒ two thickness units to the right relative to the one unit cell/bath curve ͑''B''͒. This, however, would cause a different discrepancy: the conductivity for B would be higher than that for A. If only the first three hot and cold bath planes ͑1.5 unit cells͒ nearest the regular layers are included in the definition of film thickness rather than all four bath planes ͑2 unit cells͒ on each side, A shifts one thickness unit to the right and falls directly on top of B. This is the desired result, because the same thickness of atoms at the same temperature should necessarily produce the same calculated value of thermal conductivity. The fact that only three of the bath planes on either side appear to influence thermal conductivity is reasonable, since the cutoff radius 2.6 LJ corresponds to a thickness of 1.7 unit cells. The fourth plane is two unit cells away from the regular atoms and thus is too distant to interact with them. This also indicates that three planes of fixed atoms rather than four could be used to represent the fixed wall boundary condition. The final parameter investigated was the cross section. Figure 8 shows thermal conductivity versus film thickness at Tϭ0.5 for 4ϫ4 and 6ϫ6 cross sections. The error bars for the 4ϫ4 case were made heavier than the 6ϫ6 error bars for clarity. Within the error bars, the 6ϫ6 case shows no discernible increase in thermal conductivity over the 4ϫ4 case. Since large lateral dimensions were not necessary to obtain good thermal conductivity values, this result implies that the 4ϫ4 case is large enough to capture the essential physics. Also, the unusual curvature discussed above for the 4ϫ4 case disappears and the error bars shrink considerably. These two effects cannot be attributed to the increased cross section alone, however, because the steady-state simulation times used for the 6ϫ6 runs were always longer than those for the 4 ϫ4 runs. Since T l in Eq. ͑3͒ is roughly inversely proportional to the square root of run , it can be seen that the thermal conductivity error is approximately inversely proportional to run . This can be used to estimate the effect of simulation time on error and to try to isolate the effect of cross section. The steady-state time ratio in Table 4 is found by dividing run for the 6ϫ6 case by that for the 4ϫ4 case, and the thermal conductivity error ratio is found by dividing the error of the 4ϫ4 case by that of the 6ϫ6 case for the various film thicknesses at their corresponding steady-state simulation times. The percentage column divides the error ratio by the time ratio, and is an estimate of the percentage of the difference in error between the 4ϫ4 and 6ϫ6 cases that is due to differences in simulation time. Table 4 indicates that for large run , most of the difference in error between 4ϫ4 and 6ϫ6 thermal conductivity results is attributable to the simulation time difference, while at small run , the cross section difference appears to make some contribution to the difference in error. Increasing the cross section, increasing the number of time steps, or increasing both yields more precise thermal conductivity results. Longer simulation times are more desirable, however, since they are less computationally demanding than larger cross sections. As in the discussion of local thermodynamic equilibrium above, it is concluded that longer simulation times are the best way to obtain good thermal conductivity values from molecular dynamics simulations.
Concluding Remarks
This paper explores the thermal conductivity of solid systems in both bulk and thin-film configurations using the molecular dynamics computational technique. As expected, the argon model yields results close to experimental data for bulk materials and predicts increased thermal conductivity observed for thin-film materials as film thickness is increased. Modest overprediction of thermal conductivity observed for the thicker films is probably caused by the perfect purity of the idealized argon model used in the simulations. Normalized thermal conductivity is substantially reduced in the colder films, indicating that thin film effects are more pronounced at low temperatures. Bulk systems with larger characteristic lengths and higher temperatures show better agreement with experimental data than those with smaller values; mean free path and maximum phonon wavelength arguments are presented to explain this behavior. Changing the boundary conditions and the imposed fluxes in the thin film simulations produces no significant change in thermal conductivity.
Two important criteria for valid molecular dynamics simulations are that the calculated effective flux be nearly the same as the imposed flux and that the temperature profiles be reasonably close to linear. The following recommendations are suggested as computationally efficient ways to satisfy these criteria. First, the smallest cross section possible that yields reasonable conductivity Transactions of the ASME values should be used. Second, a good initial choice for run is 20 times the characteristic thermal diffusion time. Third, to reduce the error for a particular simulation, simulation time should be increased rather than cross section. Fourth, if the exact value of temperature is not critical, simulations should be run at as high a temperature as is feasible. High fluxes are also desired because they too cause quicker attainment of steady state and better averaging. Finally, fixed boundary simulations should be used for thin films because they allow the stable simulation of a wide range of conditions. This work has shown that molecular dynamics can be a powerful tool for predicting the thermal behavior of solid thin films. Future work should be done to apply this versatile, conceptually simple technique to microscale problems where other experimental and analytical approaches are difficult. The molecular dynamics technique is especially suited to study the thermophysical properties of disordered materials such as doped and nanoporous thin films and materials with voids, cracks, dislocations, or other complex geometries.
