Rayleigh-Taylor mixing is a classical hydrodynamic instability
Introduction
Rayleigh-Taylor (RT) instability is a classical hydrodynamic instability [4, 34] which occurs when a light fluid pushes against a heavy fluid. The density contrast is measured dimensionlessly by the Atwood number A = (ρ2 − ρ1)/(ρ2 + ρ1), with ρi the density of fluid i. The mixing rate can be characterized by the dimensionless parameter α, defined through the equation
where h is the penetration distance of the light fluid into the heavy and g is the acceleration. The mixing rapidly becomes turbulent, with Reynolds numbers Re ≈ 50, 000 observed in typical experiments. For this reason, simulations based on compressible codes, with hyperbolic CFL restrictions, are unable to resolve the viscous length scales, and such codes are run in an under resolved manner. Such simulations are called large eddy simulations (LES). LES require subgrid scale (SGS) models to describe the effect of the small (subgrid) scales on the large (grid resolved) ones. Models for the Reynolds stress based on eddy viscosity are the most familiar of this type.
The main result of this paper is a verification and validation study of a new LES algorithm [21] and an analysis of the dependence of α on the Reynolds, Schmidt and Prandtl numbers, and on the initial conditions, in two similar but different and independent experiments. According to the numerical evidence presented here, α depends on the Schmidt and Prandtl numbers at high Reynolds numbers, approximating the high Reynolds number limit. Stated more directly, the Euler equation description of RT mixing is indeterminate. For one of the experiments, α also depends significantly on the initial conditions. We conclude that both nonideal effects, regularization and initial conditions, influence α, with a relative magnitude that is context dependent.
A comparison of many codes [9] for the computation of α did not achieve agreement. There was agreement neither with experiment (by a factor of 2), nor internally among the various computations. This discrepancy is attributed by some to long wavelength noise (not measured) in the experiments. The discrepancy among the simulations has increased [3] since the time of this study. The simulation discrepancy is unrelated to the long wavelength noise, which was not included in these simulations.
The authors and coworkers [14, 13, 23] observed the importance of minimizing numerical mass diffusion in Rayleigh-Taylor simulations. The above cited papers achieved values for α consistent with experiment using a special code (FronTier), based on front tracking, and designed to eliminate numerical mass diffusion and to model correctly physical mass diffusion. Particle methods [16] , also known to have low levels of numerical mass diffusion, achieve values of α consistent with experiment. A combined experimental-simulation study [27, 28] addressed both the initial condition issue and the numerical mass diffusion, and achieved agreement with experiment. It did not address the relative importance of these two effects.
The Kolmogorov theory of turbulence [17] suggests that stirring occurs for the Euler equations in a self similar manner at all length scales. Applying this theory to unregularized simulations of thermal or concentration discontinuities, we expect the discontinuities to be present on all length scales, in a self similar manner. Within a numerical simulation, we thus expect a chaotic mixture of discontinuities, limited only by grid effects. This picture implies a numerical interface I with surface area |I| having a constant value in grid units per numerical grid cell [20] , or globally,
Such a divergent interface behavior was observed [20] in a mesh refinement study of unregularized 2D Richtmyer-Meshkov (RM) unstable (shock accelerated) mixing. The identity (2), combined with common error estimates, yields an L1 error estimate error = Const.|I|∆x = Const.
[ 3 ]
In other words, the solution is not convergent in the L1 norm under mesh refinement. We summarize the above analysis by stating that Rayleigh-Taylor mixing, when described by the Euler equations, is indeterminate. However, simple addition of the physical parameters for fluid transport is very far from a solution to this problem. They are conventionally set to zero for good reason. For most feasible grids, they are so small as to have the appearance of little effect on the numerical solution. The resolution to this problem is through the use of subgrid models. Subgrid models aim to determine all effects of the unresolved (subgrid) scales on the resolved ones. In this study, we use dynamic subgrid models [26] , which have the advantage of not possessing adjustable parameters. As subgrid models are recognized to be an essential ingredient in the solution, they will no doubt be subject to renewed scrutiny in this turbulent mixing context. Mesh convergence (verification) and agreement with experiment (validation) will be important figures of merit. Any adjustable parameters used for this purpose detract from the success, and leave open the proper setting of problem dependent parameters in regimes for which there are no experiments. The SGS models are also not sufficient; in some cases, modeling of experimental (nonideal) initial conditions is also important.
In proposing subgrid scale models, we believe we are combining the best of two numerical traditions, that of turbulence modeling (with SGS models) and sharply resolved numerical gradients (also called capturing methods). We enhance this combination with the use of front tracking to achieve still sharper (physically correct) gradients for the concentrations.
Mathematical Existence and Non Uniqueness of Solutions
The Euler equations are known to have non-unique solutions, starting with the 1993 paper of Schefer [33] , and refined in [35, 18] . These mathematically rigorous constructions are not very intuitive, but numerical examples [24, 10] , built around bifurcation points for unstable shear layers, are easier to understand. These numerical examples have a different character from the numerical non uniqueness we observe here. Since verification of numerical solutions requires showing that they agree with the correct mathematical solutions of the same equations, we note a problem with verification in the ILES context whereby the mathematical solutions are not unique if the physical regularization is not specified. ILES or MILES (Implicit Large Eddy Simulation) [37] is a branch of numerical code design in which the influence of subgrid scale regularization (viscosity, mass diffusion, surface tension) is modeled implicitly, as a consequence of cutoff procedures specific to each code. These methods generally aim for accuracy at scales as close to the grid scale as possible, and the accuracy in each of the equations proceeds independently of the other equations, without concern for the relative accuracy of these different cutoffs.
Non uniqueness implies that the Euler equation is indeterminate; additional information is needed to specify a unique solution. While the mathematical constructions of non uniqueness offer little insight on how to do this, we proceed from physical and numerical intuition and posit that the limiting process "remembers" the Schmidt and Prandtl numbers as all transport coefficients converge to zero. In other words, we propose that RT mixing, even when modeled by the Euler equations (with zero transport coefficients) requires specification of a Schmidt and Prandtl number to achieve a unique solution. The numerical evidence presented here supports this picture. A similar non uniqueness for a 1D conservation law with a simple jump initial condition (Riemann problem data) was identified in 1970 [6] , but the potential for a broader significance of this phenomena was overlooked. A similar phenomena occurs for reactive flow, for which the flame speed depends on the Prandtl number, even when modeled by the Euler equation (for which the Prandtl number is indeterminate) [7] .
In view of the importance of non uniqueness as a possible obstacle to verification, a deeper understanding of these constructions and proofs would be desirable. A very practical, but open, question is to specify which class of flows are likely to be subject to non uniqueness, and which observables of such flows are subject to non uniqueness. We offer, as a conjecture, the summary in Table 1 . For each of three classical instabilities, we classify initial thermal and concentration discontinuities as describing either active or passive scalars, in their experimental values not using surfactants, several front tracking simulations [13] , with varying levels of surface tension including one without use of surface tension, and several untracked simulations [19, 9, 3] without use of surface tension. We note (a) the excellent agreement of the tracked simulations with experiment, (b) the significant dependence of the tracked simulation α's on surface tension and (c) the discrepancy between the untracked simulations with experiment, with tracked simulations and with each other.
influence on the turbulence evolution, and we classify observables as sensitive or insensitive according to whether they depend significantly on the Schmidt and Prandtl numbers (numerical and physical, laminar and turbulent). The sensitive observables are expected to be indeterminate when modeled at the level of the Euler equations (without regularization and without specification of the Schmidt and Prandtl numbers). Macro observables describe the overall scope of the mixing zone (such as the RT α), while micro variables refer for example to the joint temperature and concentration probability distribution functions. Table 1 is based on our numerical evidence and the following intuition: Density contrasts affect the initial RT instability and drive its continued evolution. They affect the initiation of RM instabilities, with the deposition of vorticity on the contact discontinuity at the time of shock passage (or reshock), but between shock passages, the instability basically "coasts", with dissipation caused by radiation of energy in sound waves in addition to the effect of viscous forces. In this sense, the concentrations and associated density differences are active scalars for RT (initiation and evolution) and RM (initiation only). As discussed below, the evidence for the RM micro characterization (sensitive vs. insensitive) is ambiguous. The Kelvin Helmholtz (KH) instability has smaller sensitivity to density differences, in that the instability retains a finite strength even when the densities are equal. So we describe the concentration and density as a passive scalar in this case.
The intuitive picture which supports the sensitivity of the microvariables is the following thought experiment: Imagine a very high Schmidt number flow (low mass diffusion), with stirring at all length scales. The result (if mixing red and blue fluid) would be a fine scale mixture of read and blue with little purple. Now imagine the same stirring, but with a small Schmidt number (high diffusivity).
The result will be mixed species everywhere, that is shades of purple. To connect this picture to the macro variables, we need to examine the instability mechanism. Only with RT does the instability mechanism depend on a density in a manner that persists in time. For KH, the instability persists in the absence of a density difference, so the macro variables are insensitive to density differences. For RM, the instability is sensitive to density differences, but only at an initial time instant, before mass diffusion has taken place.
Existence theory, for classical weak solutions, has progressed through various special solutions, but even the function space for general solution existence has not been identified. In [20] , we conjectured that the space of measure valued solutions was the natural space for a general existence theory. Existence in this space has recently been proved [11] , and so our contribution is to suggest that this is the place to stop, without pursuit of additional regularity in the form of a classical weak solution. Even with this suggestion, the existence theory in not complete, in that the proof does not address convergence of the nonlinear terms. In other words, it is not determined whether the limit of the approximate solutions (the limit "solution") actually solves the original equation, or some new, modified equation defined through the limiting process. Still, it is safe to say that a more promising route to mathematical existence has been identified. For the regularized equations, such as the Navier-Stokes equations with full transport terms (for viscosity, heat conductivity and mass diffusion, if multi-species), we expect classical smooth solutions and uniqueness.
Verification and Validation
ILES emphasize the quality of the cutoff or resolution separately in each of the equations, each with its own primitive variable, but ignores the ratios of the cutoffs as applied to the different equations in the system. In other words, the balance in the relative accuracy of the momentum equation vs. the energy and concentration equations is not part of ILES. This balance is important in the study of mixing. When not set by physics (the Schmidt and Prandtl numbers), numerical ratios (the numerical Schmidt and Prandtl numbers) govern the solution. Even when physical parameters are used, if the simulation is underresolved, the physical parameters fail to regularize the solution, so the numerical parameters dominate, and the numerical Schmidt number is still important. Not only are such ratios conventionally ignored in an ILES simulation, but they would be difficult to document, as the strength of the cutoff process which replaces the subgrid effects are not characterized by a coefficient that can be interpreted in terms of viscosity, mass diffusion or heat conduction.
We approach the numerical solution of the indeterminate Euler equations (or the physically regularized, but numerically underspecified equations) with a physically motivated sequence of approximate solutions. This preferred limit removes non uniqueness in a manner which depends on the specific choice of physical regularization it is modeling. It thus allows verification (mathematical correctness of the numerical solution, often tested as convergence under mesh refinement) and validation (agreement with experiment).
Verification was addressed in an earlier study of the related Richtmyer-Meshkov (RM) instability, initiated in a shock wave induced fluid instability of a density discontinuity layer. In a 2D mesh refinement study, we analyzed separately the macroscopic variables, such as the edges of the mixing zone, and the microscopic variables, such as the probability distributions for the temperature and concentration or a chemical reaction rate. The macroscopic variables were found to be mesh convergent, even in the absence of regularization, and not sensitively dependent on regularization physical parameters or algorithmic differences [38, 25] . The microscopic variables were sensitive to physical regularization parameters, but with these specified, also mesh convergent [21] . In the absence of physical regularization, these same microscopic variables were found to be sensitive to algo- as a verification test as well. The quoted experimental value α = 0.058 differs slightly from the value α = 0.062 quoted in [36] , and was recomputed by the present method from the experimental data for consistency of comparison to our simulations. rithmic differences, in that different numerical codes gave apparently converged but distinct solutions [25, 20] .
We summarize previous RT validation studies before presenting the main validation results for the new methods proposed here. We found excellent agreement between simulations and a miscible experiment [1] and with several immiscible experiments [32, 36] . See Fig. 1 and Table 2 . In our simulations, we include the relevant physical transport mechanisms and other scale symmetry breaking physical effects that regularize the simulations.
A new verification and validation result, Fig. 2 , tests the SGS models proposed here, combined with front tracking, in a 3D RT context. To the authors' knowledge, this is the first successful verification and validation study of RT mixing, using a compressible hydro code and (as LES is a necessity) subgrid scale models to compensate for the unresolved scales. It is the first such study even for moderate Schmidt numbers Sc = O(1), but here is considered with Sc = 560; it is also the first high Sc validated RT simulation. It is also, to the authors' knowledge, the first RT simulation to agree with all the experimental data points, and not just their late time aspmptotics. Thus it is a significant step beyond existing simulations. Fig. 2 displays the experimental data points and several simulation studies. The various simulations explore convergence of the statistical ensemble defined by the initial conditions (ensembles reduced by 1/4 and 1/2 in each transverse direction are compared to the simulation of the full device). Mesh refinement by a factor of 2 is presented for the quarter size ensemble. None of these changes makes an appreciable difference in the answer.
The initial conditions and physical parameters were chosen to follow the experiments, but (for reasons of computational efficiency) we did not try to duplicate the very small amplitude scale of the initial perturbation. Accordingly, we allow an offset in time (chosen by least squares) in the comparison to experimental data. After choosing this offset, the value of α is determined by a least squares fit to (1), with an experimentally determined offset in the initial value of h. The offset in the initial h is related to the time (or penetration distance) delay for the onset of the self similar regime. Applying this method to the experimental data yields an α = 0.058, slightly modified from the value α = 0.062 quoted in [36] . No long wavelength components were included in the random initial conditions.
We next address validation in the context of the water channel experiments [27, 28] . For these experiments, the initial conditions derive from experimental measurement, and there is no role for λ th in setting them. With a very small Atwood number and earth's gravity g0 as the acceleration force, these experiments have a slow time scale and are strongly incompressible. To achieve a feasible simulation problem, we artificially modify the time scale, to introduce still small, but increased, levels of compressibility. We do this by artificially modifying the gravity to g = 100g0, and setting A = 1/3 in the problem. To avoid modifying the physical problem (other than by this increase in compressibility), we make a compensating modification in the viscosity. In this way, the Grashof number, Gr = 2Agλ 3 /ν 2 , expressing the ratio of accelerating to viscous forces, is not modified. Here ν is the kinematic viscosity and λ = λexp is the wavelength of maximum amplitude, as measured experimentally. Similarly, the diffusivity has to be rescaled. In view of the modified viscosity, we modify the diffusivity by keeping the Schmidt number constant. These changes do not affect pure length scales, so that the initial mass diffusion length scale is unchanged and the perturbation wavelengths in the initial conditions are unchanged. λ th is also unaffected. The initial conditions are taken from experimental measurement, and λ th is introduced here for interpretation only. The change of time scale produces an overall change in the velocity perturbation amplitudes. Even with this change, the compressible simulation is expensive, and we also reduce the grid resolution below that used by [28] . Thus our simulation is LES; SGS terms are employed.
We obtain excellent agreement with experiment. Our results are confirmed by comparison to the earlier validated DNS [28] for this experiment. We are not limited to DNS, and we also simulate the fresh-salt water experiment [27] . This simulation, and the results presented above modeling other fresh-salt water experiments [36] are the first validated simulation of a high Schmidt number Rayleigh-Taylor experiment. The results are slightly outside of the experimental error bars, but still very good. See Table 2 .
The use of LES rather than DNS is an advantage in its own right, for reasons of computational efficiency. The use of a compressible code is also an advantage. Beyond questions of scientific principle, such as a possible loss of or a basis for universality for the value of α, a purpose of simulations of this type is to validate a code. Many problems are compressible and require a compressible code. For this purpose, we also require validation of a compressible code; the incompressible validation, while of interest in its own right; does not serve this purpose.
Indeterminacy and Variation of Regularizing Parameters
We observe significant dependence of α on the parameters which govern the regularization, or deviation from the pure Euler equations. The results, summarized in Table 3 , confirm the idea that an effort to define the solution of the Euler equations as a limit of the (presumed unique) solution of the regularized equations is indeterminate. The regularizing parameters are viscosity, mass diffusion (Schmidt number) and an initial mass diffusion length λIMD. From these quantities, we compute the wavelength λ th of the most rapidly growing mode. The dominant initial perturbation length scale is centered about the wavelength λ th . We use the quarter sized ensemble from Fig. 2 , with a resolution of 8 cells per initial wavelength and we vary the regularizing parameters one at a time. Since there is no experimental data for most of the simulations in Table 3 , we determine the t offset as a least squares fit to an h offset linear h vs. Agt 2 relationship. Simulations #1-3 record variation of Re. #2 and #4-5 record variation of the initial mass diffusion layer. The clearest evidence for indeterminacy comes from Sc comparion simulations #2 and #6-8. Fig. 1 also provides evidence for indetermincy.
Initial Conditions vs. Fluid Transport
The relative role of initial conditions vs. transport in their influence on α is a major open problem for RT mixing. The dominant wavelength in the rocket rig experiments [32, 36] is well predicted by perturbation theory (dispersion relations), both for miscible and immiscible experiments, and for a variety of different experiments. Dispersion relation length scales are in reasonable agreement with the dominant short wavelengths measured for the water channel experiments also. The short wavelength perturbations may be described by the small amplitude RT theory, for both classes of experiments.
The long wavelength perturbations in the Mueschke et al. experiments [27] are at the level of 75% of the primary short wavelength perturbations in amplitude. Initial data for the rocket rig experiments were not recorded, so that we are limited to information that can be extracted from the experimental plates. The immiscible experiments provide clearer data, and we will discuss this case. Starting with the second or third plate, the RT growth has reached a visible amplitude. The data suggests a magnitude of at most 10% for long wavelength perturbations, with two or three exceptions. Experiment #63 [2] had a long wavelength perturbation imposed by a vibrating device and for experiment #104 [36] , a long wavelength perturbation was noted experimentally (but not deliberately imposed). Experiment #56 [2] shows a possible long wavelength perturbation. The long wavelength perturbation amplitude for these cases has a magnitude of 15% to 40% in the second or third plate of the perturbed experiments, relative to the dominant short wavelength perturbations.
The long wavelength noise appears to be significantly higher in the splitter plate experiments than in the rocket rig experiments, while the short wavelength perturbations may have a common origin as small amplitude RT modes. The effect on α, compared to unperturbed but otherwise identical or nearly identical experiments was 0.011, 0.006, -0.004 in three comparisons. As a further test of the importance of long wavelength perturbations, we repeated the hot/cold water channel simulations, but with all long wavelength perturbations in the initial conditions eliminated. See Table 4 . The effect on α was 0.25 (≈ 35%). These experiments do not support the view that long wavelength perturbations in the data are sufficient to explain the factor of 2 discrepancy between many simulations and virtually all experiments. The dimensionless parameters λ/λ th and λ/λIMD that govern the short wavelength perturbations appear to be also important, (See Tables 3,  4 .) and must be controlled in RT α validation. To better understand the consequences of the various parameter modifications being compared, we constructed a sequence of five simulations, starting with the salt-fresh water experiments [36] (simulation #1) and ending with the water channel experiments [28] (simulation #5). Connecting these is a change of fluid parameters, decreasing Sc from 560 to 7 and decreasing Gr from 2.1E6 to 6.9E5 (simulation #2), [28] . This is followed by modification of the parameters governing the ideal initial condtions (simulation #3) and with experimental short wavelength initial conditions but no long wavelength initial perturbations (simulation #4). See Table 5 .
The experimental evidence suggests that the influence of long wavelength perturbations on α is below what is needed to explain the factor of 2 discrepancy between experiment and many simulations. There is numerical evidence that numerical mass diffusion is able to explain much of this discrepancy. Tracked (without numerical mass diffusion) simulations were compared to untracked ones (with numerical mass diffusion) [12] . The comparison used a time dependent Atwood number A(t) defined within the simulation. The time dependence of A is strictly due to numerical mass diffusion, in that the simulations in question lacked physical mass diffusion. The A(t) of the untracked simulation was roughly a factor of 2 smaller than that for the untracked simulation. Using A(t), a renormalized growth coefficient αren was defined through the equation
Using (4) to define αren, the tracked and untracked simulations had a common value of αren, but values of α differing by a factor of 2. From this fact, we conclude that the numerical mass diffusion, as recorded in the time dependent Atwood number A(t), was sufficient to cause a factor of 2 difference in α, and thus explain the largest part of the factor of 2 discrepancy between experiments and many simulations. Additional studies favoring the importance of numerical issues related to transport rather than the long wavelength perturbations in the initial data are the theoretical bubble merger models based on bubble competition [15, 5, 29] (in that they predict experimental values for α while assuming ideal initial conditions). Other studies [31, 37] favor the importance of the initial conditions. In [37] , a weak perturbation of 59 2 = 3481 long wavelength modes is shown to result in a factor of 2 increase in α.
Because the regularizing physics sets the length scale of the short wavelength perturbations, it also in effect sets the strength of the regularization, which has to be judged relative to the length scale on which it operates. For example, if the length scale λ in the Grashoff number Gr is defined by dispersion relations using only viscosity and acceleration, we obtain a pure number, Gr ≡ 2(4π) 3 ≈ 3969. In this sense, the universality of the regularizing strength (on its self defined length scale), rather than some universal property of scale invariant physics, is probably at the origin of the somewhat common values, across many different experiments and choice of experimental fluids, observed for α.
RT Validation for ILES
Based on the results presented here and in [21, 22] , we propose a computational strategy for an ILES code to achieve a preferred solution that is (a) verified (mesh convergent) and (b) validated (in agreement with experiment). Since the presumption in the meaning of ILES is that no SGS model will be added and the numerical mass diffusion is whatever the numerical algorithm gives, it is necessary to increase the numerical viscosity so that the numerical Schmidt number is equal to the physical Schmidt number. Since these codes normally contain a parameter for physical viscosity, this parameter can be increased to achieve the desired effect, and the needed increment in viscosity can be called numerical, artificial, or turbulent viscosity. Such a terminology is consistent with accepted usage, as the numerical mass diffusion and the required numerical modification to the physical viscosity both scale with ∆x. The resulting viscous length scale, which is now some multiple of ∆x, replaces the mesh length as a measure of the accuracy of the simulation. In other words, by losing some fraction or multiple of a decade of agreement with Kolmogorov theory in the k −5/3 turbulent energy spectrum, agreement with laboratory experiments for α can be achieved. In keeping with our prior results [21, 22] , we expect this computational strategy to yield convergence for the probability distributions for temperature, concentration and reaction rates as well. As the mesh is further refined, the lost decades of Kolmogorov agreement are recovered, while agreement with experiment is preserved. This is the meaning of validation, and since it proceeds with convergence under mesh refinement, one test of verification will be achieved. Since the limit process contains supplementary information not present in the Euler equations (the physical Schmidt number to guide the setting of the numerical Schmidt number), the process is consistent with the mathematically established non uniqueness theory.
A practical difficulty in the approach outlined above is the absence of accepted calibration of the implicitly defined ILES cutoffs in terms of viscosity, mass diffusion and heat conduction. If they are truly to serve such a purpose, such a calibration would be required. In this sense, an ILES Reynolds number, for example, lacks an agreed upon definition.
The dynamic SGS models used here are functions of the nonlinear terms in the Navier-Stokes equations, which are the same as the nonlinear terms in the Euler equations. In other words, the SGS have no direct dependence on the physical transport terms, and depend on them only indirectly in that they are defined by the computed solution which has these terms in its governing equations. It could be the case that the introduction of turbulent Schmidt and Prandtl numbers, as free or adjustable parameters, will be helpful for the SGS LES models. In this case the models lose their dynamic quality, acquiring adjustable parameters.
Conclusions
Regularization of simulations for Rayleigh-Taylor mixing is achieved by the addition of transport terms to governing equations. From a practical numerical perspective, with the necessity of LES, we add SGS terms to the equations. This approach will not end controversies between alternate methods, but we hope it will advance the ideas, so that the remaining discussions focus productively, for example on effective SGS models, just as they now focus on effective CFD algorithms. Accurate modeling of initial conditions may also be needed; the importance of this step will vary from one experiment to another.
In this spirit, we have proposed a preferred sequence of approximate solutions which meets standards of verification, validation, physical modeling and mathematics based on fundamental principles.
We propose how such a preferred limit could be achieved in the context of conventional ILES codes, without use of front tracking.
We comment on the science and mathematics of RT mixing, including the relative role of transport (physical and numerical) vs. long wavelength perturbations in setting experimentally observed values of α and we note the role of parameters λ/λ th and λ/λIMD governing the short wavelength perturbations.
For RM mixing, the numerical evidence is not conclusive on the Sc dependence in the large Re limit. But for finite Re, with finite values of transport, RM, in its microscopic variables such as reaction rate, does show sensitivity to the transport coefficient ratios (Sc and the Prandtl number P r) [22] .
Our evidence suggests that for the Euler equations, the RT α is indeterminate. It depends on regularizing physics and on nonideal initial conditions. Perhaps the most important conclusion of this study is that we have achieved, for the first time, RT mixing simulations in agreement with experimental, theoretical and mathematical facts, using methods applicable to problems of practical interest. This simulation capability is based on an improved scientific understanding.
