Abstract. The action of the mapping class group of the thrice-punctured projective plane on its GL(2, C) character variety produces an algorithm for generating the simple length spectra of quasi-Fuchsian thrice-punctured projective planes. We apply this algorithm to quasi-Fuchsian representations of the corresponding fundamental group to prove: a sharp upper-bound for the length of its shortest geodesic, a McShane identity and the surprising result of non-polynomial growth for the number of simple closed geodesic lengths.
1. Introduction 1.1. Background. Closed geodesics on hyperbolic surfaces have extremely rich properties, arising in geometry, topology and number theory, and this is particularly true of simple (that is: non-self-intersecting) closed geodesics. The central objects of our study are simple closed geodesics on 3-cusped projective planes. We describe an algorithm for generating these geodesics and their lengths, and use this algorithm to study systoles, McShane identities and simple length spectra of 3-cusped projective planes. 
Systoles:
The systole sys(M) of a Riemannian manifold M is the length of its shortest essential closed curve which is necessarily a simple closed geodesic. First mentioned in [23] , Loewner's torus inequality gives the following relationship between the systole sys(T ) of a Riemannian torus T and its surface area Vol(T ):
Vol(T ), equality is realised for tori obtained by gluing opposite sides of regular hexagons. Since then, systolic inequalities have been obtained for other surfaces and higher dimensional manifolds such as Gromov's inequality [8] which holds for a large 2010 Mathematics Subject Classification. 32G15, 58D27, 30F60. This work was supported by the Australian Research Council grant DP1094328. 1 class of Riemannian manifolds.
More recently, there has been growing interest in systolic hyperbolic geometry. For example, for orientable hyperbolic surfaces X with n 2 cusps and/or boundary components [26] :
sys(X) 4 arccosh 3|χ(X)| n .
Hyperbolic systolic inequalities do not require a volume term on the right, because the area of a hyperbolic surface X is topologically determined: it is 2π|χ(X)|.
McShane identities:
A McShane identity may be thought of as a type of trigonometric identity for hyperbolic surfaces. It is usually a sum over functions of lengths of simple closed geodesics on a punctured/bordered hyperbolic surface. In particular, the structure of this sum is independent of the hyperbolic structure on the surface.
McShane proved the first such identity in his doctoral dissertation [16] . Denote the collection of simple closed geodesics on a 1-cusped torus X 1,1 by S 1,1 , then:
where ℓ γ denotes the length of the simple closed geodesic γ. Each term in the above series corresponds to the probability that a geodesic launched from the cusp on X 1,1 , up to its first point of self-intersection, does not intersect γ. McShane identities for other hyperbolic surfaces and quasi-Fuchsian representations have steadily followed [1, 9, 10, 12, 16, 17, 19, 21, 28] .
Simple length spectra: Given a Riemannian surface, its length spectrum is the multiset of lengths of closed geodesics on the surface. The Selberg trace formula interprets the length spectrum in terms of the spectrum of the Laplace-Beltrami operator [27] , and can be used to show that the number of closed geodesics of length less than L on an orientable hyperbolic surface grows exponentially.
The simple length spectrum is the multiset of lengths of simple closed geodesics. Simple closed geodesics are relatively rare among closed geodesics. The growth rate of the simple length spectrum on an orientable hyperbolic surface is only polynomial in L. This was first proven using combinatorial arguments [18, 24] . Mirzakhani gives a novel proof of a refinement of this result in [20] : let S(X) denote the set of simple closed geodesics on a hyperbolic surface X, for L > 0 define s X (L) = Card {γ ∈ S(X) | ℓ γ (X) < L} .
Then, the function η : M(X) → R + defined by taking the limit
is a continuous proper function. Mirzakhani's proof employs the ergodicity of the mapping class group action on the space of geodesic measured laminations, as well as her calculations of moduli spaces volumes [19] -calculations utilising McShane identities.
Markoff triples:
A Markoff triple is a solution (x, y, z) ∈ C 3 to the equation:
The hypersurface in C 3 defined by (4) is the relative character variety of the fundamental group of the once-punctured torus. In particular, this gives a real analytic diffeomorphism between the set of positive real Markoff triples and the Fuchsian component of the character variety -a model for the Teichmüller space of hyperbolic 1-cusped tori.
The following transformations:
(x, y, z) → (x, y, xy − z) and (x, y, z) → (y, z, x), (5) take one Markoff triple to another. In particular, these transformations (5) generate the extended mapping class group of the punctured torus, and describe its action on the corresponding relative character variety. For Fuchsian characters, any triple (x, y, z) ∈ R 3 + consists of 2 cosh( 1 2 ·) of the lengths of an ordered triple of simple closed geodesics on a particular 1-cusped torus X. One is thus able to generate the entire simple length spectrum of X by applying sequences of the transformations in (5) to (x, y, z).
This relationship between positive real Markoff triples and the simple length spectra of hyperbolic 1-cusped tori was first exploited in [6] . In [3] , Bowditch uses a generalisation of this correspondence to derive a sharp systolic inequality for quasi-Fuchsian representations of 1-cusped tori, and also to establish a quasiFuchsian generalisation of McShane's original identity. The length generation algorithm can also be used to prove that quasi-Fuchsian representations of the punctured torus group have L 2 simple length growth rates [11] . 
The hypersurface in C 4 defined by (6) is the relative character variety of the fundamental group of the thrice-punctured projective plane N 1, 3 . In other words, we have the following bijective correspondence: Remark 1. The unique systolic maximum is realised by the 3-cusped projective plane with the largest isometry subgroup. This symmetric surface is doubly covered by a hyperbolic surface conformally equivalent to the unit sphere in R 3 minus the 6 points where it meets the three axes. Its simple length spectrum can be generated from the integral Markoff quad (4, 4, 4, 4). Remark 2. This result is known for Fuchsian representations owing to the second author's work in [21] . Moreover, Hu, Tan and Zhang [9] have derived a McShane identity for solutions of Markoff-Hurwitz equations (see subsection 2.4). In the n = 4 case, their identity coincides with ours for quasi-Fuchsian thrice-punctured projective planes after a coordinate change. Thus, our result affirmatively answers their question of whether their identity has a geometric interpretation in the n = 4 case.
Theorem 2 (McShane identity
Take note that theorem 2 is a series over Sim 2 (N 1,3 ), the set of two-sided simple closed curves on N 1,3 , rather than over the collection S 2 (X ρ ) of two-sided simple closed geodesics on the hyperbolic 3-manifold X ρ . This is because for non-Fuchsian representations ρ, the geodesic representatives of Sim 2 (N 1,3 ) constitutes only a subset of S 2 (X ρ ). Similarly, we consider the subset of the simple length spectrum of a quasi-Fuchsian representation ρ corresponding to the set Sim 1 (N 1,3 ) of onesided simple closed curves on N 1,3 , and study the growth rate of the following quantity:
When ρ is Fuchsian, the value of s ρ (L) is equal to the number s X ρ (L) of geodesics on X ρ below length L.
Theorem 3. Given a quasi-Fuchsian representation ρ of the thrice-punctured projective
L m > 0 for some m satisfying 2.430 < m < 2.477.
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Markoff Quads
Consider a 4-tuple (α, β, γ, δ) of distinct one-sided simple closed curves on a thrice-punctured projective plane N 1,3 that pairwise intersect once. Figure 2 shows two such 4-tuples (α, β, γ, δ) and (α, β, γ, δ ′ ); the depicted crossed circle is a cross-cap which represents an embedded Möbius strip. Up to homotopy, the curves δ and δ ′ are the only one-sided simple closed curves that intersect each of the curves α, β, γ exactly once. We call the process of replacing δ with δ ′ and vice versa, a flip. For any quasi-Fuchsian representation ρ : π 1 (N 1,3 ) → PSL(2, C), a Fricke trace identity [13] shows that
satisfies equation (6) and is therefore a Markoff quad. That is:
Just as we can flip from (α, β, γ, δ) to (α, β, γ, δ ′ ), a new Markoff quad may be obtained via the following transformation: where
Similarly flip α to α ′ , β to β ′ or γ to γ ′ , to correspondingly obtain three other transformations:
which take (a, b, c, d) to new Markoff quads. Every one-sided simple closed curve can be uniquely obtained by some sequence of flips [25] , and thus (8) gives us an algorithm for generating the (one-sided) simple length spectrum of hyperbolic 3-cusped projective planes X ρ .
We begin this section by considering the trace identities needed for this algorithm, before detailing how to store the combinatorics of Markoff quads (and hence the simple length spectrum) for a 3-cusped projective plane in its curve complex.
2.1. Trace identities. The fundamental group π 1 (N 1,3 ) for thrice-punctured projective planes is the free froup F 3 of rank 3. Any representation ρ : π 1 (N 1,3 ) → PSL(2, C) of a free group admits a lift to a representatioñ
The character ξ = trρ completely determines the geometry of X ρ , and so we consider the PSL(2, C)-character variety of
We set A i ∈ SL(2, C) to denote the matrixρ(α i ).
Goldman showed [7] that any SL(2, C)-character is determined by the values
Thus, the SL(2, C)-character variety for F 3 may be embedded as a subvariety in C 7 . In particular, the character variety is a hypersurface defined by Fricke's relation [13] for matrices in GL(2, C) -in fact for PGL(2, C) since the identity is homogeneous: given three matrices
The symmetric sum here is taken over all possible choices for {i, j, k} = {1, 2, 3}; the factor of 1 2 in (9) compensates for indices such as (i, j, k) = (1, 2, 3) and (1, 3, 2) giving repeated terms. The proof of (9) uses the fact that it extends to a relation on M(2, C) which is quadratic in each entry of A i .
For our purposes, we study the relative character variety consisting of type-preserving representations of F 3 (i.e. where peripheral elements are parabolic). The peripheral elements of the thrice-punctured projective plane are conjugate to A 1 A 2 , A 2 A 3 , A 3 A 1 or their inverses, so we impose the constraints:
Moreover, instead of considering SL(2, C) characters, we consider characters of SL ± (2, C)-representations such that
This choice may seem a little unnatural in GL(2, C) since we can simply replace A k by iA k to recover a SL(2, C) character. We choose det A k = −1 because it is natural when restricting to Fuchsian representations. With this normalisation, Fuchsian representations ρ : F 3 → PSL ± (2, R) have real coefficients. Note that when lifting from PSL ± (2, R) to SL ± (2, R), one-sided curves necessarily have negative determinant.
Since det A i = −1, then A i and A
−1 i
are not conjugate (as they would be in SL(2, C)), we need to specify orientations on the simple closed curves representing their conjugacy classes. In figure 3 , we see that there is a choice of orientation for simple close curves representing A 1 , A 2 and A 3 (anticlockwise) so that the curves representing A 1 A 2 A 3 and A 1 A 3 A 2 are simple. These are the two choices of A
3 (up to conjugation and inversion) which are simple, and we choose
, then (9) reorganises to yield (6) : 
the following identities must hold:
It should be noted that these are precisely the sum and product relations in [7] .
Remark 3. In [14] , Maloni, Palesi and Tan study a different relative character variety of representations of F 3 into SL(2, C) which arises from the four-punctured sphere -their A i are constrained to be parabolic.
Successive applications of equation (13) enables one to generate the trace (and hence the length) of every one-sided simple closed homotopy class on X. We now explain how to generate the traces of all of the 2-sided simple closed homotopy classes.
Any two one-sided simple closed curves γ i , γ j intersecting exactly once live inside an embedded punctured Möbius strip, as depicted in The following trace identity in GL(2, C) (14) tr
relates the complex lengths of peripheral curves α and β of a punctured Möbius strip to the complex lengths of γ i and γ j :
Since any 2-sided geodesic on a 3-cusped projective plane necessarily bounds a pair of pants, equation (15) allows one to obtain the length of any 2-sided simple closed geodesic. (13) and (14) give us an algorithm to generate the entire length spectrum of a 3-cusped projective plane, starting from a corresponding Markoff quad. The combinatorics of this algorithm can be stored in terms of the curve complex of N 1,3 .
The Curve Complex. Equations
Consider the geometric realisation of the abstract simplicial complex Ω * with its n-simplices given by subsets of n + 1 distinct homotopy classes of one-sided simple closed curves in N 1,3 that pairwise intersect once. Identifications of simplices as the faces of higher dimensional simplicies is given by inclusion. This is a pure simplicial 3-complex, and its 1-skeleton has been previously described by Scharlemann [25] as being the 1-skeleton of the cell complex formed from a tetrahedron by repeated stellar subdivision of the faces, but not the edges.
The curve complex Ω that we're concerned with is the dual of Ω * . The decision to take the dual accords with Bowditch's conventions in [3, 4] . We now describe and assign notation for the cells of Ω. It follows from the observation in the previous subsection regarding punctured Möbius strips embedded in S that each face represents a unique homotopy class of essential, non-peripheral two-sided simple closed curves on N 1,3 .
The 3-cells Ω 3 of Ω are:
= { {α} | α is an homotopy class of one-sided simple closed curves }
We later sometimes denote 3-cells by capital letters, and use:
to denote the collection of oriented edges of Ω. In particular, {α, β, γ; δ ′ → δ} points from {δ ′ } to {δ}. Figure 5 illustrates the local geometry of an oriented edge. 2.3. Markoff maps and characters. Given a representation ρ : F 3 → GL(2, C) satisfying the trace condition (10) and the determinant condition (11), we use Greek letters for simple closed curves and the corresponding Latin letters for the trace of the image of any homotopy class it defines. We decorate Ω with trace data by assigning to every 3-cell {α} ∈ Ω 3 its corresponding trace tr ρ(α) = a thus defining a function:
A Markoff map induced from ρ may be thought of as the character corresponding to ρ restricted to one-sided simple closed homotopy classes. Our previous discussions in subsection 2.1 mean that the data carried by a Markoff map suffices to recover the whole character.
We introduce the language of Markoff maps to allude to Bowditch's work [3, 4] ; lower-dimensional simplices in Ω may be interpreted as mnemonics for encoding the following relations:
Vertex relation: for {α, β, γ, δ} ∈ Ω 0 , (6) is equivalent to:
where a = tr ρ(α), b = tr ρ(β), c = tr ρ(γ) and d = tr ρ(δ). Note that the set of values of any four 3-cells which meet at a vertex corresponds to a Markoff quad.
Edge relation: an edge e = (α, β, γ) ∈ Ω 1 lies in the intersection of the two 0-cells (α, β, γ, δ) and (α, β, γ, δ ′ ), and (13) yields:
where d ′ = tr ρ(δ ′ ) and the others are as previously defined. Since each edge joins two vertices, the edge relation therefore tells us how to flip from one Markoff quad to another.
Face relation: given {α, β} ∈ Ω 2 and ǫ the unique non-peripheral two-sided simple closed homotopy class disjoint from α and β, from (14) we have:
where a = tr ρ(α), b = tr ρ(β) and e = tr ρ(ǫ).
We stress once again that these three relations allow us to generate the character for ρ from a starting Markoff quad: the vertex and edge relations generate the traces for all the one-sided simple closed curves and the face relation then produces the traces for all of the two-sided simple closed curves.
Thus, we're led to consider general maps φ : Ω 3 → C satisfying the edge and vertex relations. We call such functions Markoff maps, and let Φ denote the collection of all Markoff maps. In keeping with our notation for representations, we use Greek and Latin letters respectively for 3-cells (one-sided curves) and their image under some φ ∈ Φ. (10) and (11) are in canonical bijection.
Lemma 4. The collection of Markoff maps and the collection of characters induced from
Proof. The restriction of any such character ξ : F 3 → C to the one-sided simple closed homotopy classes may be thought of as a Markoff map. Hence, it suffices to show that every Markoff map may be induced by a SL ± (2, C)-representations satisfying (10) and (11) .
Given a Markoff map φ : Ω 3 → C, if there is a 3-cell {α} on which φ({α}) = 0, fix an arbitrary 0-cell {α, β, γ, δ} lying on the boundary of {α}. Then consider the representation:
It is easy to check that ρ satisfies the desired trace and determinant conditions and that it induces φ. If φ is nowhere-zero, choose an arbitrary 0-cell {α, β, γ, δ}, since φ is nowhere-zero,
This in turn means that the following representation is well-defined:
,
We omit the check to see that ρ satisfies (10) and (11) and induces φ.
The above lemma means that the relative character variety that we wish to study may be characterised as the variety of Markoff maps. Among this collection of Markoff maps, we wish to focus on those which correspond to characters of quasi-Fuchsian representations. This leads us to define BQ-Markoff maps:
This set allows us to keep track of one-sided simple curves with trace less than k, and we similarly define Ω 2 φ (k) ⊂ Ω 2 for two-sided simple curves. Every twosided simple curve corresponds to a unique 2-cell {α, β} -the shared face of the two 3-cells {α} and {β}. We define:
Note that in using |ab| instead of |ab − 2| for the conditions imposed, the set Ω 2 φ (k) doesn't quite correspond to the set of two-sided simple curves with trace less than k. Although we will find this definition more suited to our analysis. In addition, we later focus on the following collection of Markoff maps Φ BQ ⊂ Φ:
is finite for any k, and for any {α,
We show in section 4.2 that these are sufficient conditions to guarantee the existence of a McShane identity for a given Markoff map. These conditions are similar to Bowditch's BQ-condition, which is a conjectural trace-based characterisation of quasi-Fuchsian representations. The following result shows that our condition is also necessary for quasi-Fuchsian representations of the thrice-punctured projective plane.
Lemma 5. Markoff maps obtained from quasi-Fuchsian representations lie in
Proof. Given a Markoff map φ arising from a quasi-Fuchsian representation ρ, consider the multiset of complex numbers obtained from evaluating φ on Ω 3 φ (m). Since this multiset is a subset of the simple trace spectrum of ρ, which is obtained (up to sign) from taking 2 sinh( Next, if ab ∈ [0, 4] for some {a, b} ∈ Ω 2 , then there is a 2-sided non-peripheral homotopy class ǫ whose trace is ab − 2 ∈ [−2, 2], thus contradicting the fact that quasi-Fuchsian representations have neither parabolics nor elliptics.
Markoff-Hurwitz numbers. The Markoff-Hurwitz equation is given by
Its quadratic nature means its solution variety admits a discrete group action generated by a i → a 1 ...a n /a i − a i , i.e. one can obtain new solutions from old via flips. Previously, only the n = 3 solutions of the Markoff-Hurwitz equation were known to have a length spectrum interpretation-for a hyperbolic punctured torus. One observation of this paper is the association of solutions of the n = 4 solutions of the Markoff-Hurwitz equation with Markoff quads, and hence the SL ± (2, C) relative character variety of the thrice-punctured projective plane. The substitution a = a The Teichmüller space T(S) of a surface S encodes all the ways of assigning a complete finite-area hyperbolic metric to S, up to homotopy. Concretely, it may be expressed as:
is homotopy equivalent to a hyperbolic isometry. We denote these equivalence classes, or marked surfaces, by
An ideal triangulation of S is, up to homotopy, a triangulation of S with vertices at the punctures of S. Given a marked surface [X, f], the image f(σ) of an arc σ on S pulls tight to a unique homotopy equivalent geodesic arc on X. Thus, any ideal triangulation on S is represented by an (geodesic) ideal triangulation on X -a maximal collection of simple bi-infinite geodesic arcs with both ends up cusps. For our purposes, we restrict to ideal triangulations △ on thrice-punctured projective planes S representable by paths with distinct end points.
Horocycles of length 1 around a cusp are always simple on a complete hyperbolic surface. Thus, given an ordered ideal triangulation (σ 1 , σ 2 , σ 3 , τ 1 , τ 2 , τ 3 ) on X, we obtain lengths (s 1 , s 2 , s 3 , t 1 , t 2 , t 3 ) of these infinite geodesic arcs truncated at the three length 1 horocycles bounding cusps 1, 2, 3. The λ-lengths for X with respect to this ordered ideal triangulation is then given by:
In [22] , Penner shows that these λ-lengths form global coordinates on the Teichmüller space of any punctured surface. This is also true for the Teichmüller space of punctured non-orientable surfaces.
The following lemma is a topological correspondence which is promoted to a geometric correspondence below. Proof. Any essential two-sided simple closed curve is a boundary component of a thickening of a unique pair of once-intersecting one-sided simple closed curves (figure 4), and a boundary component of a thickening of a unique arc joining distinct punctures. By alternately thinking of a two-sided curve as boundary components of these two thickenings, we see that pairs of intersection points between two 2-sided simple closed curves correspond to single intersection points between two one-sided simple closed curves and between two arcs joining distinct punctures (where the punctures count as single intersection points). Hence the six arcs obtained in this way are disjoint outside the punctures if and only if the homotopy classes in {α, β, γ, δ} ∈ Ω 0 pairwise intersect exactly once. 
These λ-lengths of an ideal triangulation may be expressed in terms of the Markoff quad of the associated quadruple of one-sided geodesics in Ω 0 corresponding to the used to the define these λ-lengths.
Thus, we may also use positive Markoff quads to globally parametrise the Teichmüller space:
Proposition 8. Given an ordered 4-tuple (α, β, γ, δ) intersecting a fixed triangulation on N 1,3 as per figure 6, then the map
is a real-analytic diffeomorphism, where ℓ α (X) denotes the length of the geodesic representative of f * (α) on X. We call these global coordinates the trace coordinates for T (N 1,3 ).
Proof. With a little hyperbolic trigonometry and successive applications of the ideal Ptolemy relation [11] , we can show that (25) explicitly gives the desired diffeomorphism between the trace coordinates and the λ-coordinates for T (N 1,3 ). The fact that this map is real-analytic is then a simple consequence of the realanalyticity of the λ-lengths. In particular, at some point on the path abcd < 256. But this contradicts (6) since
where the first inequality is the arithmetic mean-geometric mean inequality.
2.6. The mapping class group. Markoff quads are points on the SL ± (2, C) relative character variety of the thrice-punctured projective plane, which is the hypersurface in C 4 defined by equation (6) . The transformation (8) ,
combined with the following even permutations
generate the pure mapping class group of the thrice-punctured projective plane, and specify its action on the corresponding relative character variety. Pure here means that we restrict to elements of the mapping class group that fix punctures.
We construct an explicit homeomorphism f 4 :
Consider the hexagonal fundamental domain of N 1,3 obtained by cutting along σ 1 , σ 2 and σ 3 . From figure 7 , we see that a rotation by π of this fundamental domain fixes the labeling of the punctures and fixes each of α, β and γ whilst taking α to α ′ . The action of the mapping class
that is: [f 4 ] corresponds to a flip in the fourth entry. By symmetry, there are four 3 ) which flip the corresponding entries of (a, b, c, d). Let F Γ (N 1,3 ) denote the subgroup generated by these four flips. Proof. First observe that each [f i ] is indeed order 2. To see that there are no other relations, consider the action of a reduced string of flips on the 1-skeleton of the curve complex: since the 1-skeleton is a 4-regular tree, performing each flip in a sequence of flips necessarily takes us farther from the origin.
We now consider a different subgroup in Γ (N 1,3 ): the stabiliser of {α, β, γ, δ}. Due to lemma 6, this subgroup must also stabilise △ -the triangulation corresponding to {α, β, γ, δ}.
Proof. There are four triangles T 1 , T 2 , T 3 , T 4 induced by the triangulation △ on N 1,3 , and any element of Stab(△) must take T 1 to one these four triangles. Since there is a unique way to map T 1 to any of these four triangles so as to preserve puncture-labeling, knowing the image of T 1 determines the entire mapping class. By symmetry, these mapping classes must have the same order, hence Stab(△) is the Klein four-group.
This stabiliser subgroup is given by:
when thought of as acting on the trace coordinates for T (N 1,3 ).
Lemma 12.
The subgroups F and Stab(△) generate the whole mapping class group Γ (N 1,3 ). (N 1,3 ).
Proof. Given an arbitrary element
[h] ∈ Γ (N 1,3 ), the action of [h] on (a, b, c, d) = [X, f] ∈ T(N 1
Lemma 13. F is a normal subgroup of Γ

Proof. Note that it suffices to show that
We perform this check for [f 1 ], the rest follow by symmetry:
Since F and Stab generate Γ (N 1,3 ) and their intersection is the trivial group, we obtain the following result: 
, we call this the horocyclic coordinate for T (N 1,3 ).
Proof. The explicit diffeomorphisms between the horocyclic coordinates and the trace coordinates is given as follows:
and the inverse map is given by:
Remark 4. The horocyclic coordinates are so named because they correspond to the lengths of horocyclic segments on the length 1 horocycles at the cusps of a marked surface [X, f]. Coupled with the labeling in figure 6 , figure 8 illustrates this correspondence. Proof. In the horocyclic coordinates described in lemma 15, the flips generating F act as follows:
From this, we see that the fixed points of
are respectively given by imposing the following conditions on the horocyclic coordinates:
2 . The region in T (N 1,3 ) enclosed by these four planes is therefore a fundamental domain for T (N 1,3 )/F. In this case, this fundamental domain is an octahedron. Since Finally, by noting that Stab(△) acts on the horocyclic coordinates by:
We obtain the desired result.
Remark 5. The interior 3-ball of M (N 1,3 ) may be geometrically interpreted as the set of 3-cusped projective planes which have a unique unordered 4-tuple of geodesics whose flips are strictly longer.
Integral Markoff quads.
To conclude this section, we characterise the positive integral Markoff quads. Positive integral Markoff triples are of importance in number theory. They arise in approximating real numbers [5] , the Markoff spectrum is closely related to the Lagrange spectrum and Markoff's theorem provides an integral Markoff triples-based characterisation of indefinite binary quadratic forms [6, 15] . 
⇒ 4 √ ab − 2 and hence 36 ab.
Moreover, if ab 4, then substituting this into equation (6):
As this is impossible, we conclude that 5 ab 36. If a = 1, then 5 b 36 and hence a + b 37 and c d − 37. Thus: It is unnecessary to consider the cases a = 5, 6 due to theorem 1, specifically: the fact that (a, b, c, d) lie on the fundamental domain of the moduli space means that a must be the trace of the systolic homotopy class on the surface corresponding to (a, b, c, d), and we know that this trace can at most be equal to 4.
Checking through these possible values for (a, b, c, d) on a computer then completes this proof.
Analysis on the Curve Complex
Given a Markoff map φ, for every edge e = {α, β, γ} fix an oriented edge e = {α, β, γ; δ ′ → δ} to satisfy |d ′ | |d|,
where as usual (a, b, c, d) = (φ(α), φ(β), φ(γ), φ(δ)). For most edges, this choice is canonical, and for edges with equality in |d ′ | = |d|, an arbitrary orientation is chosen. This produces an orientation on Ω 1 , where edges may be thought of as pointing from 3-cells corresponding to longer geodesics to 3-cells corresponding to shorter geodesics. Thus, analysis of the dynamics (in terms of the directions) of these edges informs us about the behaviour of geodesic length growth for φ.
The following lemma gives alternative algebraic characterisations of this trace comparison.
Lemma 18. For a Markoff quad (a, b, c, d) ∈ C
4 , the following conditions are equivalent:
Proof. The edge relation (17) proves the first equivalence. Furthermore (17) also proves that Im
hence the first inequality is equivalent to
which is equivalent to
By the vertex relation (16), this is precisely |d ′ | |d|.
Local analysis. Definition 2. Call a vertex with all outward pointed oriented edges a source, a vertex with all inwardly pointed oriented edges a sink and a vertex with precisely one outwardly pointed oriented edge a funnel. The remaining two types of vertices are called saddles.
Lemma 19. There are no sources.
Proof. Given such a vertex with adjoining 3-cells A, B, C, D, the vertex relation (16) gives:
which is a contradiction. (1, 1, 1, −2) is an example of a vertex with three outgoing edges.
Lemma 20. At a sink vertex, a Markoff quad contains an element of magnitude less than or equal to 4.
Proof. Let the real parts of
respectively be s r q p.
Then the sink part tells us that p 1 2 and the size ordering and the fact that s + r + q + p = 1 tells us that p (1 − p). Therefore,
Then, we see that:
Therefore, |cd| 16 and the lesser of the magnitudes of these two traces must be less than or equal to 4. Multiplying these terms together, we have:
Global analysis. Lemma 22. For k 2, the cell complex comprised of all the 3-cells in Ω
Proof. Assume that Ω 3 φ (k) isn't connected and consider a shortest path of oriented edges between two distinct connected components: e 1 , e 2 , . . . , e p−1 , e p .
Note that by assumption, any 3-cell X that contains one of these edges must satisfy |φ(X)| > k.
where the first equality uses the vertex relation (16) . This contradicts the assumption.
On the other hand, if p 2, then e 1 must point away from e 2 and e p must point away from e p−1 . But this means that at least one of the interior vertices of the path { e n } n=1,...,p must have two arrows pointing away from it, and hence by Lemma 21 one of the adjacent 3-cells X of this vertex must satisfy |φ(X)| 2, thus contradicting the assumption.
Lemma 23.
Given an infinite ray of oriented edges { e n } n∈N such that each e n is directed towards e n+1 , then this ray either:
(1) eventually spirals along the boundary of some 2-cell {ξ, η} ∈ Ω Proof. We begin by four-colouring Ω 3 with the colours α, β, γ, δ. In particular, we label the 3-cells meeting { e n } by {α i }, {β j }, {γ k }, {δ l } where the letter type is determined by the colour of the cell and the subscripts grow according to how early we encounter this 3-cell as we traverse along { e n }.
At each vertex along { e n }, we encounter six 2-cells of different colour-types: {αβ, αγ, αδ, βγ, βδ, γδ}. Now consider all the 2-cells that we encounter as we go along { e n }. Since { e n } does not repeat its edges, if we ever meet only finitely many 2-cells of a certain colour-type, then { e n } eventually just stays on the last 2-cell we meet of that cell-type. This also means that we can't meet only finitely many 2-cells of two different colour-types because we must then stay on two distinct 2-cells -impossible because the intersection of any two 2-cells is either empty or consists of a single edge.
Assume that we encounter only finitely many 2-cells of the (wlog) αβ colourtype and that the 2-cell that we stay on is (with a little notation abuse) {α, β}. This means that the vertices of { e n } eventually take the following form:
. . . , {α, β, γ i , δ j }, {α, β, γ i+1 , δ j }, {α, β, γ i+1 , δ j+1 }, {α, β, γ i+2 , δ j+1 }, . . . and the sequences {|c i |}, {|d j |} are (monotonically) non-increasing due to the directions of the oriented edges. Alternatively, we phrase this as the statements that:
and Re
noting that the latter statement implies that:
Now, if the sequence {|c i |} is bounded below by 2, it must converge. Thus for any ǫ > 0, by choosing i to be sufficiently large, |c i+1 | |c i | |c i+1 | + ǫ. Then the edge relation (17) for {α, β, δ j ; γ i → γ i+1 } tells us that:
Combining this with the inequality above, we see that:
Therefore, |ab| 4.
We have now covered the case where we meet only finitely many 2-cells of one of the colour-types. The alternative is that we meet infinitely many 2-cells of all six colour-types, and we produce from this four sequences of 3-cells:
Now, the second case arises when one of these sequences is finite -that is, we stick to the surface of some 3-cell. Assume wlog that this is for the colour α, and by truncating our ray (and abusing notation), we may take a j = a = φ({α}) for all j. Moreover, unless we're in case 3, we may further truncate our ray so that the non-increasing sequence {|b j |}, {|c k |}, {|d l |} remains bounded above 2. Then the same analysis tells us that:
and we can see from this that |a| 2.
Finally, in the case that we meet infinitely many 3-cells of every colour-type, assume that the monotonically non-increasing sequences {|a i |}, {|b j |}, {|c k |}, {|d l |} are bounded below by 2 and hence converge. The same analysis as in case one tells us that
and since these numbers are the bound below by 2, we see that:
Now, for the oriented edge {α, β, γ; δ → δ ′ } sufficiently far along { e n } so that |a|, |b|, |c|, |d|, |d ′ | are each close to 2, the edge relation (17)
tells us that:
By symmetry, this also holds for:
By mutliplying pairs of these terms and invoking the vertex relation (16), we obtain that:
ab, ac, ad, bc, bd, cd ≈ 4, and hence either a, b, c, d are approximately all 2 or all −2. But the vertex relation (16) then tells us that
giving us the desired contradiction for our assumption that these sequences could be bounded below by 2.
In particular, this shows us that we must touch some 3-cell in Ω (2). Thus, the maximum of the systole length function over the set of BQ-Markoff maps is less than or equal to 2 arcsinh(2).
To prove equality, consider the Markoff quad (4, 4, 4, 4) , which we know from lemma 4 arises from a Fuchsian representation. Any new Markoff quad generated from (4, 4, 4, 4) must be integral, and each entry is a positive multiple of 4. Thus, the corresponding Markoff map has 4 as its minimum. This in turn means that the shortest one-sided geodesic has length 2 arcsinh(2). On the other hand, the shortest two-sided geodesic has trace 14 = 4 × 4 − 2, is of length 2 arccosh(7) > 2 arcsinh(2) and hence cannot be a systolic geodesic.
To prove the uniqueness of the maximum of the systole function over the moduli space M (N 1,3 ), first recall from remark 6 that for any 3-cusped projective plane, there exists a positive real Markoff quad (a, b, c, d
If (a, b, c, d) = (4, 4, 4, 4) is a maximum of the systole function, we assume wlog that 4 = a b c d and 4 < d. Define
Expanding equation (6) in terms of these new quantities, we have: Remark 7. We can recognise the minimum of the systole geometrically due to its large symmetry group. Consider the spherical symmetric octahedron: the octahedron on the round two-sphere S 2 with great circle edges and full A 4 symmetry. Label the 6 vertices of this octahedron to get a symmetric element Σ in the moduli space M 0,6 , and note that the 6 labeled points are invariant under the antipodal map. There exists a unique hyperbolic cusped surface X with conformal structure Σ. And by the uniqueness of X, the vertex-fixing antipodal maps on S 2 uniformise to isometric Z 2 -actions on X. The 4 greater circles on S 2 which lie in the plane orthogonal to the vector between the centers of any two opposing faces uniformise to simple closed geodesics γ 1 , γ 2 , γ 3 , γ 4 ∈ X. By symmetry, each γ i is invariant under antipodal Z 2 -actions and descends to a geodesic γ i ∈ X/Z 2 , where X/Z 2 is the desired 3-cusped projective plane. By symmetry, the four geodesics γ i in X/Z 2 have the same length, and hence their traces give rise to a Markoff quad (ℓ, ℓ, ℓ, ℓ) which is necessarily (4, 4, 4, 4).
Fibonacci Growth
For any Markoff quad, solve for d to get
For |a|, |b|, |c| large, choose d to be the larger of the two solutions, hence log |d| ≈ log |a| + log |b| + log |c|.
In particular, |d| is greater than |a|, |b| and |c|. If we continue and flip from a to a ′ , then log |a| < log |a ′ | ≈ log |b| + log |c| + log |d|. This gives rise to the notion of Fibonacci growth for Markoff quads, in keeping with Bowditch's Fibonacci growth for Markoff triples [4] .
The goal of this section is to define and establish the Fibonacci growth for BQMarkoff maps defined in (23) , and use these growth rates to prove McShane identities and length spectrum growth rates. It should be noted that the Fibonacci growth rates that we define and prove here are strictly stronger than similar growth rates found in [9] , although only the weaker version is needed to prove theorem 2.
4.1. Fibonacci growth. Given an edge e ∈ Ω 1 , define the Fibonacci function F e : Ω 3 → R by:
(ii) For {α, β, γ, δ → δ ′ } ∈ Ω 1 oriented so that it points away from e (or is either of the two possible oriented edges for e itself) F e ({δ}) = F e ({α}) + F e ({β}) + F e ({γ}).
Hence F e : Ω 3 → R takes the value of 1 for the three 3-cells in Ω 3 that contain e and subsequently define values for the rest of the tree by assigning to every hitherto unassigned 3-cell meeting three assigned 3-cells at some vertex the sum of the values of those already assigned 3-cells.
Definition 3. Given a function
and Ω ′ ⊂ Ω 3 , we say that f has:
• a lower Fibonacci bound on Ω ′ if there's some positive κ such that:
• an upper Fibonacci bound on Ω ′ if there's some positive κ such that:
• Fibonacci growth on Ω ′ if there's some positive κ such that:
or in other words: it has both lower and upper Fibonacci bound. We also opt to omit "on Ω ′ " whenever
We assumed the choice of an edge e for these definitions, and now show that the existence of a κ satisfying these conditions is independent of this choice.
Lemma 25.
Given some edge e that is the intersection of the three 3-cells X 1 , X 2 , X 3 and a function f :
where A, B, C, D meet at the same vertex and D is strictly farther from e than A, B, C. Then:
Proof. We prove this by induction on the distance of a region from e. The base case is due to:
The induction step is similarly established:
Note that by essentially the same proof, we obtain the following result:
Lemma 26. Given some edge e that is the intersection of the three 3-cells X 1 , X 2 , X 3 and a function f :
However, this is insufficient for our purposes. We shall require:
Lemma 27. Given some oriented edge e that is the intersection of the three 3-cells
Proof. We first use induction to show that any two adjacent 3-cells in Ω 3 − ( e) satisfy:
The base case where X and Y are both in Ω 0 (e) follows from the definition of µ. We proceed by induction on the total distance of X and Y from e. Assume that Y is farther than X from e. The tree structure of Ω 3 − ( e) means that there is a unique closest vertex between the edge e and the face X ∩ Y. Denote the two other 3-cells at this vertex by W and Z, we then have: 
Since for any edge e ′ , the function F e ′ satisfies the criteria for these last two lemmas, we see that there is some κ > 0 such that:
Which shows that Definition 3 is indeed independent of the choice of the edge e.
Lemma 28.
If a function f : Ω 3 → R + has a lower Fibonacci bound, then for any σ > 3, the following sum converges:
Proof. It suffices for us to show that this sum converges for f = F e . We do this by bounding the growth of the level sets of F e . We will prove that:
where J k is the Jordan totient function. Hence
for ζ the Riemann zeta function, and the sum converges for σ > 3.
For the remainder of this proof, we think of F e not just as a function on the 3-cells Ω 3 , but also as a set-valued function on the 1-cells, where it assigns to each edge {α, β, γ} ∈ Ω 1 the unordered 3-tuple {F e ({α}), F e ({β}), F e ({γ})}.
When n > 1, there is a 1 : 3 correspondence between {X ∈ Ω 3 | F e (X) = n} and {α, β, γ} ∈ Ω 1 | max F e ({α, β, γ}) = n defined by assigning to X ∈ Ω 3 the three edges closest to e that lie on X. By uniqueness up to symmetry of values of F e on paths in Ω, the preimage of any unordered triple {l, m, n} in the image of F e has cardinality at most:
• 1, if {l, m, n} = {1, 1, 1}, • 6, if {l, m, n} = {1, 1, n} and • 12, if {l, m, n} are all distinct integers. Thus, the relation given by assigning to a 3-cell X the unordered 3-tuples of values of F e on the edges on X closest to e is at most 4 : 1. Any triple {l, m, n} that is in the image of F e must be relatively prime. Otherwise, a common factor would inductively propagate back to e and contradict the starting value of {1, 1, 1}. Thus, for n > 1, Card X ∈ Ω 3 | F e (X) = n 4 Card { {l, m, n} | l, m < n and gcd(l, m, n) = 1} < 4 Card { (l, m, n) | l, m n and gcd(l, m, n) = 1} = 4J 2 (n), and (31) holds as required.
These results enable us to conclude that: if the function
satisfies the following inequality at every vertex {a, b, c, d} ∈ Ω 0 :
where log + (x) := max{0, log(x)}, then:
Lemma 29. log + |φ| has an upper Fibonacci bound on Ω 3 .
Proof. By the preceding comment, we only need to show that (32) holds. To begin with, we see that when |d| 1, the desired identity is trivially satisfied. We therefore confine ourselves to when |d| > 1, that is: when log |d| = log + |d|. We now assume without loss of generality that |a| |b| |c| and case-bash the desired result.
(1) If 1 |a|, |b|, |c|, then:
log |a| + log |b| + log |c| + 2 log 1 + √ 13 2
(2) If |a| < 1 |b|, |c|, then:
log |b| + log |c| + 2 log 1 + √ 13 2 (3) And similarly, if |a|, |b| < 1 |c|, then:
log |c| + 2 log 1 + √ 13 2 (4) And finally, if |a|, |b|, |c| < 1, then:
We now aim to show that log |φ| has a lower Fibonacci bound, and introduce the following notation: given an oriented edge e on Ω, the removal of the edge e from the tree in Ω results in two connected components. We denote the collection of 3-cells containing edges from the tree on the head-side of e by 
Furthermore, all oriented edges in Ω Hence, we have a path of length at least 2 with outwardly oriented edges at the two end of this path. Thus resulting in at least one internal vertex with two outward pointing edges and hence an adjacent result in Ω 3 φ (2). This then contradicts the shortest assumption we placed on our path.
We have shown that Ω 3 φ (2) is on the head-side of e and by lemma 21, every vertex on the tail-side of e must have three incoming edges and one outgoing edge. Then lemma 23 forces all of these edges to point toward e.
Lemma 31. Given the hypotheses of the above result, define:
0 ( e) > 2 log 2, then for every tail-side 3-cell X ∈ Ω 3 − ( e) − Ω 3 0 (e), we have: log + |φ(X)| (µ − 2 log 2)F e (X) + log 2, and hence log + |φ| has a lower Fibonacci bound over Ω 3 − ( e). Proof. Let {α}, {β}, {γ}, {δ} ∈ Ω 3 − ( e) be the adjacent 3-cells to an arbitrarily chosen tail-side vertex, such that {d} is farthest from e. Then we know from every edge being naturally directed towards e that: |d| |abc| 1 2 ⇒ log |d| log |a| + log |b| + log |c| − 2 log 2.
Since this is satisfied for every tail-side vertex, lemma 27 then gives the desired conclusion.
Fix an arbitrary 2-cell {α, β} ∈ Ω 2 , its boundary is a bi-infinite path which we label by {e n } n∈Z . Each edge e n is the intersection of three distinct 3-cells, two of which are {α}, {β} and the last we'll denote by {γ n }. Proof. The edge relation (17) then tells us that:
If ab = 0, 4, we may solve for this difference equation:
2 ) 2 , then the fact that |λ| = 1 if and only ab ∈ [0, 4] means that |λ| = 1. Thus, to show that |c n | grows exponentially, it suffices to show that neither A or B equals 0. We prove this by contradiction: assume wlog that B = 0 and that |λ| > 1, then
Substituting this into equation (6) and taking the limit as n → −∞, we obtain that:
By assumption, ab = 0, 4 and therefore a + b = 0. This in turn means that c n = Aλ n . Substuting this into equation (6) shows that either A = 0 or |λ| = 1. Since λ| > 1, we conclude that c n = 0 for all n. Proof. If Ω 2 φ (4) = ∅, then there is a unique sink in Ω 0 . Otherwise, a path between two sinks would contain some vertex with at least two outward pointing oriented edges and hence be adjacent to a 2-cell in Ω 2 φ (4) by lemma 21. Then apply lemma 31 to the four oriented edges pointing into this unique sink to obtain the desired Fibonacci lower bound.
Otherwise,
. . , {α l , β l }} is finite but non-empty. Then let T denote the smallest tree in Ω containing the boundaries of all the 2-cells in Ω 2 φ (4). We claim that T must contain every sink and saddle. Firstly, it's clear from lemma 21 that every saddle lies on the boundary of some 2-cell in Ω We now show that all but finitely many vertices are funnels. Observe that all but finitely many edges in T lie on the boundary of some 2-cell in Ω 2 φ (4). Then lemma 32 tells us that since |φ| grows exponentially as we traverse the boundary of a 2-cell, there can only be finitely many sinks. Further observe that by lemma 23, every oriented edge outside of T must point into T . This means that along the boundary of any of the 2-cells in Ω 2 φ (4), there must (in all but finitely many cases) be a sink in between two saddles. Hence, we see that the number of saddles is also finite.
We now show that a Fibonacci lower bound holds over the set:
We know that all but finitely many of the 3-cells in Ω 3 0 (T ) spiral around some 2-cell in Ω 2 φ (4). And lemma 32 tells us that log + |φ| over each of these spirals grows linearly, and hence for the spiral
φ (4), we have:
where κ i is a function of |ab| and the minimum of F e on this spiral around {α i , β i }, and µ i may be negative. Since there are finitely many such spirals, only finitely many 3-cells in Ω 3 0 (T ) not on a spiral and the minimum of log + |φ| is greater than 0, we see that:
, for all X ∈ Ω 3 0 (T ). Finally, label all the oriented edges touching but not contained in T by { ǫ i } (in order of increasing distance from e if you so wish), and for each ǫ i , label the the three 3-cells in
Then lemma 31 tells us that for any 3-cell
, and hence
Therefore, if we can show that
then we'll have shown that log + |φ| has a lower Fibonacci bound over all of Ω 3 . And to see that this holds, first notice that by going out sufficiently far from e, we may effectively ignore the log(4) term. Then, because X i and Y i are in Ω 3 0 (T ), we see that:
thus yielding the desired Fibonacci lower bound. We complete this proof by invoking lemma 25 for the upper Fibonacci bound.
4.2.
McShane Identity. Our method for proving Theorem 2 follows Bowditch [3, 4] . Starting with a 4-tuple of simple closed one-sided curves {α, β, γ 0 , γ 1 }, consider the sequence of 4-tuples produced by repeatedly flipping γ 2i to get γ 2i+2 and γ 2i+1 to get γ 2i+3 . Figure 9 . Flipping γ 2i followed by γ 2i+1 .
In this manner, we obtain a sequence of Markoff quads:
By comparing the vertex relation (16) at {α, β, γ k , γ k+1 } and the edge relation (17) at {α, β, γ k }, we obtain that:
In this decomposition for
, there is another summand of the same form but with shifted indices. Thus, starting with the the vertex relation (16), we may iteratively decompose terms of the form
Since the edge relation (17) for {α, β, γ n } is a second order difference equation, we may explicitly compute
When we indefinitely apply this splitting algorithm to every summand that arises, we might intuitively expect to derive a series that sums to one, whose summands each take the form 1 1+λ for some λ -this series is the McShane identity.
In the Fuchsian case, the summands Ψ( e) are real numbers and correspond to the lengths of intervals in the length 1 horocycle around one of the cusps on X.
The complement of all of these intervals is, by construction, the union of a Cantor set and a countable set. To show that this Cantor set is of measure 0 in order to conclude that the series sums to 1, we bound the measure of this Cantor set by smaller and smaller tails of the convergent series 
Then, the edge relation (17) becomes:
and the vertex relation (16) is the following relation on four incoming oriented edges e 1 , e 2 , e 3 , e 4 :
Ψ( e 1 ) + Ψ( e 2 ) + Ψ( e 3 ) + Ψ( e 4 ) = 1.
These two properties in turn tell us that for a funnel with oriented edges e 1 , e 2 , e 3 and outgoing edge e 4 :
Ψ( e 4 ) = Ψ( e 1 ) + Ψ( e 2 ) + Ψ( e 3 ), and so we may iteratively expand either the edge or the vertex relation (16) into a statements about a finite collection of terms of the form Ψ( e) summing to 1. For a tree T in the 1-skeleton of Ω, if we use the notation C(T ) to denote C(T ) := e ∈ Ω 1 | e points into, but is not contained in T , .
For an edge e = {α, β, γ}, we define A little algebraic manipulation shows that:
h(e) = Ψ( e) if and only if Re(Ψ( e)) Re(Ψ( e)).
In other words, Ψ of a chosen edge e is equal to h(e). In fact, the main point of Theorem 33 is to prove the following result:
Lemma 35. The following infinite series taken over Ω 2 converges absolutely for all s > 0, {ξ,η}∈Ω 2 |xy| −s < ∞.
Proof. We see from Theorem 33 that the following series converges (absolutely):
Hence, the following series converges:
Squaring this series, we obtain an absolutely convergent series that's strictly greater than our desired quantity.
Before we state and prove theorem 2, we introduce one more piece of notation. Given a subset E consisting of edges in the 1-skeleton of Ω, we define: Therefore, we know that there exists a κ satisfying our requirements.
In the proof of Theorem 33, we construct a finite attracting tree T , outside of which every vertex is a funnel. Now, if we take B n (T ) to be the distance n neighbourhood of T in the 1-skeleton of Ω, then lemma 34 tells us that:
Ψ( e) = e∈C(B n (T ))
h(e).
Given e = {α, β, γ; δ ′ → δ} ∈ C(B n (T )), and suppose that e joins directly onto the oriented edge {α, β, δ; γ → γ ′ } ∈ C(B n−1 (T )), then of the three 2-cells {α, β}, {α, γ}, {β, γ} containing e, we know that {α, β} ∈ Ω 2 (B n−1 (T )) and {α, γ}, {β, γ} ∈ Ω 2 n (B n (T )) − Ω 2 (B n−1 (T )). Hence, summing over all of C(B n (T )), we obtain the following inequality: h(cd) , noting that we'd made use of the fact that any 2-cell meets either two or no edges in C(B n (T )). Then, by taking n → ∞ and observing that the second term tends to 0, we obtain that: Proof. Given a simple closed two-sided geodesics γ, there is a unique pair of onceintersecting simple closed one-sided geodesics α, β that do not intersect γ (and vice versa). Firstly, this bijection affords us the desired change in the summation indices. Secondly, by invoking the face relation (18):
ab = e + 2 = 2 cosh( Thus, for k ≫ 0, the sequence of traces for {α i } is eventually approximated by:
. . . , a ±k , a ±k exp . . . , log(a ±k ), ℓ α + log(a ±k ), 2ℓ α + log(a ±k ), 3ℓ α + log(a ±k ), . . . We see therefore that s X (L) grows linearly,
and (3) We show using Markoff quads that the answer is no, for 1-sided simple closed geodesics. Proof. Let φ denote the BQ-Markoff map induced by ρ and let φ 0 denote the Markoff map corresponding to the (4, 4, 4, 4) Markoff quad. Theorem 33 tells us that there is a positive number κ ∈ R + such that for all but finitely many X ∈ Ω 3 , 1 κ log + |φ 0 (X)| log + |φ(X)| κ log + |φ 0 (X)|.
Since 2 log + (·) = 2 log(·) ≈ 2 arcsinh( 1 2 ·) for large inputs, this means that the growth rate of φ and φ 0 are of the same order. The spectrum of φ 0 consists of Markoff quads generated starting from (4, 4, 4, 4), and may be paraphrased in terms of the integral solutions of the n = 4 Markoff-Hurwitz equation 2.4. This is known to be between the orders L 2.430 and L 2.477 by Baragar's work [2] , and the result follows.
