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In medical research, investigators often wish to characterize the distributions of remaining lifetimes.
While nonparametric analyses of residual life distributions have been widely studied with independently
right-censored data, residual life analysis has not been examined in the competing risks setting, with
multiple, potentially dependent, failure types. We define the cause-specific residual life distribution as
the residual cumulative incidence function conditionally on survival to a given time. Because of the
improper form of the cause-specific distribution, the mean cause-specific residual lifetime does not exist,
theoretically. We develop nonparametric inferences for the cause-specific residual life function and its
corresponding quantiles, which may exist. Theoretical justification, including uniform consistency and
weak convergence, is established. Simulation studies and a breast cancer data analysis demonstrate the
practical utility of the methods.
Some key words: Conditional cumulative incidence function; Dependent censoring; Empirical process; Pivotal statistic;
Quantile residual life.
1. INTRODUCTION
In medical research, investigators often characterize distributions of remaining lifetimes among sur-
vivors, with nonparametric procedures available in popular software. Under competing risks, inferences
for independently censored data do not properly account for dependent competing failure types. In breast
cancer studies (Fisher et al., 2002), there is interest in the distribution of breast-cancer-related death under
censoring from other causes of death, both from time of diagnosis and after surviving a certain number of
years. In post-diagnosis analyses of all cause survival, the residual life function may be estimated nonpara-
metrically and summarized using its mean (Hall & Wellner, 1981) and percentiles (Joe & Proschan, 1984).
Nonparametric inferences have been thoroughly investigated (Alam & Kulasekera, 1993; Berger et al.,
1988). To our knowledge, competing risk residual life analyses have not been addressed in the literature.
The cumulative incidence function correctly quantifies the cumulative probability of an event type in
the presence of competing events. Let T be the survival time and ε be the cause of failure. The cause
j cumulative incidence function is Fj (t) = pr(T  t, ε = j) =
∫ t
0 S(v)d j (v), where S(u) = pr(T > u)
is the all cause survival function,  j (u) =
∫ u
0 λ j (s)ds is the cumulative hazard function for cause j and
λ j (u) = limη→0 η−1pr(u  T  u + η, ε = j | T  t).
For all cause survival, the residual life function given T > t0 > 0 is
Ft0 (t) = pr(T − t0  t | T > t0) = {S(t0) − S(t + t0)}/S(t0), t > 0,
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which can be estimated by inserting the Kaplan & Meier (1958) estimator for S. To estimate Ft0 for
cause j events, one might naively use {Ŝ j (t0) − Ŝ j (t + t0)}/Ŝ j (t0), where Ŝ j (t) is the Kaplan–Meier
estimator, which ignores dependent censoring from causes other than j . In fact, this quantity estimates
exp{− j (t + t0) +  j (t0)} − 1, which generally lacks a meaningful probabilistic interpretation.
We define a natural extension of Ft0 ,
Fj,t0 (t) = pr(T − t0  t, ε = j | T > t0) = {Fj (t + t0) − Fj (t0)}/S(t0), t > t0,
which is the residual cumulative incidence function given survival to t0. This yields Ft0 (t) =
∑
j Fj,t0 (t),
an intuitive additive decomposition, where Ft0 = Fj,t0 with a single failure type.
For arbitrary t0, Fj,t0 is generally improper and its mean
∫ {1 − Fj,t0 (u)}du does not exist, unlike
with all cause survival. In this note, we propose nonparametric inferences for Fj,t0 and its corresponding
quantile function, extending Peng & Fine (2007) for t0 = 0. The proposed estimator’s uniform convergence
properties are established, with a simple pivotal statistic inversion method providing automated confidence
intervals. The practical utility of the methodology is illustrated via simulations and a breast cancer data
example.
2. NONPARAMETRIC INFERENCE
Without loss of generality, in the sequel, it is assumed there are two competing events, denoted by type
1 and type 2, where the type 1 events are of primary interest.
Because of early termination of study, or loss to follow-up, T may not be completely observed. Let
C be the potential censoring time. Then, the observed data consist of {(Xi , δi ), i = 1, . . . , n}, where
δ = ε I (T  C) and X = min(T, C). We assume that C is independent of (T, ε). Define the at risk
and all cause event counting processes as Yi (t) = I (Xi  t) and Ni (t) = I (Ti  Ci , δi > 0)I (Xi  t),
respectively, for i = 1, . . . , n. For the j th cause-specific event, we define the event process as N ij (t) =




Yi (t), N (t) =
n∑
i=1




Define Q1,t0 (p) to be the pth quantile of the cause 1 residual life distribution, conditionally on survival
to t0, that is, Q1,t0 (p) = inf{q : F1,t0 (q)  p}· The quantile Q1,t0 (p) exists for all p < F1,t0 (∞). For the
case t0 = 0, Q1,0 is identical to that in Peng & Fine (2007) based on F1. Assuming F1,t0 is absolutely
continuous and f1,t0 (u) = d F1,t0 (u)/du is positive around Q1,t0 , the quantile may be equivalently defined
as the solution to [
F1
{
t0 + Q1,t0 (p)
} − F1(t0)]{S(t0)}−1 = p.




} = F̂1{t0 + Q1,t0 (p)} − F̂1(t0) − pŜ(t0) = 0,
where F̂1(·) is a nonparametric estimate of F1(·) (Aalen, 1978) and Ŝ(·) is the Kaplan–Meier estimator
of overall survival. In general, the estimator for Q1,t0 (p) is defined as the smallest q at which {F̂1(t0 +
q) − F̂1(t0)}/Ŝ(t0) crosses p. That is, Q̂1,t0 (p) = F̂−11,t0 (p), where F̂1,t0 (t) = {F̂1(t + t0) − F̂1(t0)}/Ŝ(t0).
The estimator Q̂1,t0 is nondecreasing in p.
Using the uniform consistency of the nonparametric estimates of S and F1(·) (Aalen, 1978;
Andersen et al., 1993; Pepe, 1991), the estimating function û(q) converges uniformly in q to u(q) =
F1(t0 + q) − F1(t0) − pS(t0). Under absolute continuity of F1,t0 and positivity of f1,t0 (u) , u(q) has a
unique root. Hence, Q̂1,t0 (p) is consistent for fixed p. Recall that Q̂1,t0 (p) is nondecreasing in p and abso-
lute continuity of F1,t0 and strict positivity of f1,t0 give absolute continuity and monotonicity of Q1,t0 (p),
for p < F1(τ ), where pr(Xi  τ ) > η > 0 for fixed η. The uniform consistency of Q̂1,t0 (p) follows for
p ∈ [p1, p2], where 0 < p1 < p2 < F1(τ )· Next, we establish that n1/2{Q̂1,t0 (p) − Q1,t0 (p)} converges
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weakly to a Gaussian process. The key insight is recognizing that Q1,t0 may be viewed as a functional
of F1,t0 . The first step is to establish that n
1/2{F̂1,t0 (t) − F1,t0 (t)} converges weakly to a Gaussian process
with variance at given t , σ 2(t), say. Then, since the quantile functional is Hadamard differentiable (Propo-
sition II.8.5, Andersen et al., 1993), the functional delta method (Theorem II.8.1, Andersen et al., 1993)
gives the desired weak convergence for p ∈ [p1, p2] and an explicit form of the asymptotic variance as a
function of σ 2{Q1,t0 (p)} and f1,t0{Q1,t0 (p)}.
The cumulative incidence estimator for type 1 events has the following uniform asymptotic representa-
tion (Aalen, 1978; Andersen et al., 1993; Pepe, 1991):
√



























where Mi1(t) = N i1(t) −
∫ t
0 Yi (v)d1(v). The Kaplan–Meier estimator satisfies
√








+ o(n−1/2) = n−1/2
n∑
i=1





uniformly for 0 < t < τ (Andersen et al., 1993), where Mi (t) = Ni (t) −
∫ t
0 Yi (v)d(v) and  =
− log(S). Using ordinary central limit theory, for fixed t , n1/2{F̂1(t + t0) − F1(t + t0), F̂1(t0) −
F1(t0), Ŝ(t0) − S(t0)} converges to a trivariate normal. For fixed t , the finite delta method gives
n1/2
{























Ordinary central limit theory gives multivariate normality at any finite number of values of t . Weak
convergence holds for t0 + t < τ because n1/2(F̂1 − F1) is tight and because Ŝ is only evaluated at
t0 and trivially tight. Hence, the approximation (1) is uniform in t . The covariance function σ (s, t) =
E{IF1,t0 ,i (s)IF1,t0 ,i (t)} may be estimated consistently by
σ̂ (s, t) = n−1
∑
i
ÎF1,t0 ,i (s) ÎF1,t0 ,i (t),
where ÎF1,t0 ,i is IF1,t0 ,i , with theoretical quantities replaced by sample analogs.
By earlier arguments, n1/2{Q̂1,t0 (p) − Q1,t0 (p)} converges weakly for p ∈ [p1, p2], with limiting vari-
ance
σ 2Q(p) =









at fixed p, where σ 2(t) = σ (t, t). A difficulty in estimating σ 2Q is estimation of f1,t0 , which requires
nonparametric smoothing techniques. Even for t0 = 0 (Peng & Fine, 2007), such estimation has not been
studied. We propose inferences not requiring estimation of f1,t0 .
Under the null hypothesis, H0 : Q1,t0 (p) = q, the statistic
T (q) = n{F̂1,t0 (q) − p}2/σ̂ 2{Q̂1,t0 (p)}
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Table 1. Results of simulation study: bias (×100) of the quantile residual life estimator and empirical
coverage probability (×100) of the nominal 0·95 confidence interval
Percent censoring
0 10 20
p t0 Bias CP Bias CP Bias CP
0·1 0 0 96 −1 96 0 95
1 1 96 3 97 1 94
2 2 95 3 95 1 96
3 1 95 1 96 2 95
0·2 0 −2 97 −1 97 −2 98
1 −1 97 1 97 2 96
2 2 97 2 97 2 97
3 2 97 1 96 3 96
0·3 0 2 99 −3 99 0 99
1 2 99 2 98 3 98
2 1 98 1 99 2 98
3 1 98 1 97 3 97
CP, empirical coverage of 0·95 confidence interval.
follows a chi-squared distribution with 1 degree of freedom, denoted by χ21 , where σ̂
2(t) = σ̂ (t, t). A
100(1 − α) confidence region may be constructed by inverting this statistic, defined as {q : T (q)  χ21,1−α},
where χ21,1−α is (1 − α) percentile of χ21 distribution.
3. SIMULATION STUDY
A simulation study was performed to evaluate the performance of the proposed methodology. Fol-
lowing Jeong & Fine (2006, 2007), T and ε are generated using Gompertz models, where Fj (x) =
1 − exp[(β j/α j ){1 − exp(α j x)}] ( j = 1, 2). The proportion of individuals experiencing event j , pr(ε = j),
equals p j = 1 − exp(β j/α j ) when α j < 0, which is generally < 1. Fixing β j and p j , α j = β j/ log(1 −
p j ). For j = 1, 2, we take β j = 0·1 and p j = 0·5, giving α j ≈ −0·14. For cause j , the quantile residual
lifetime at t0 is
F−1j [Fj (t0) + p{1 − F1(t0) − F2(t0)}] − t0.
The censoring times are generated from a uniform distribution on (c, 10), where c controls the censoring
proportion. In each simulated dataset, 400 independent realizations are analyzed. The procedure is repeated
1000 times.
The biases of the point estimates and the empirical coverage probabilities of nominal 0·95 confidence
intervals for Q1,t0 (p) are reported in Table 1.
The biases are small overall, tending to increase slightly at larger t0. The coverage probabilities of the
confidence intervals agree well with the nominal level for smaller percentiles but are somewhat conservative
for larger quantities, as expected, owing to instability of the tails. These findings indicate that the methods
perform reasonably well with realistic sample sizes comparable to those in the analysis in § 4.
4. REAL DATA EXAMPLE
The NSABP B-04 study was designed to evaluate radical mastectomy and a less extensive surgery, total
mastectomy. A total of 1079 women with negative axillary nodes and 586 women with positive axillary
nodes underwent either procedure. The analysis below compares the disease history of women with and
without positive axillary nodes.
Fisher et al. (2002) reported on a 25-year update of the B-04 data. About 90% of patients were ei-
ther followed for 25 years or died. Competing events are death following breast cancer recurrence and
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Table 2. Estimated (100 × p) percentile residual lifetimes and 0·95 confidence intervals for breast-cancer-
related deaths in node negative and node positive groups from NSABP B-04
Node negative Node positive
p t0 Q̂1,t0 (p) CI95 Q̂1,t0 (p) CI95
0·1 0 2·72 (2·43, 3·04) 1·28 (1·15, 1·45)
2 1·95 (1·59, 2·38) 1·04 (0·78, 1·32)
4 2·63 (1·86, 2·99) 1·73 (1·10, 2·33)
6 3·96 (3·15, 5·19) 1·04 (0·70, 1·49)
8 4·92 (3·96, 5·99) 2·17 (1·18, 3·04)
0·2 0 5·26 (4·62, 5·79) 2·36 (2·03, 2·77)
2 4·81 (4·01, 5·96) 2·76 (2·18, 3·56)
4 7·87 (6·27, 9·43) 3·16 (2·65, 3·97)
6 9·99 (8·00, 12·76) 2·98 (1·98, 4·03)
8 11·80 (9·00, 14·53) 6·57 (3·81, 9·60)
0·3 0 10·53 (8·86, 12·45) 4·07 (3·27, 4·75)
2 11·45 (9·55, 13·72) 4·98 (4·31, 5·75)
4 16·03 (12·51, 19·97) 5·63 (4·55, 7·51)
6 21·41 (15·80, 29·27) 6·77 (4·20, 10·52)
CI95, 0·95 confidence interval for Q1,t0 (p).
non-breast-cancer-related deaths. There is obvious interest in understanding residual patterns of cancer
failure for women surviving to various times subsequent to treatment.
In this example, cumulative recurrence risk is low and the conditional cumulative incidence functions
do not exceed 0·5. Hence, the median does not exist. We estimate Q1,t0 (p) for recurrence death at
p = 0·10, 0·20 and 0·30 separately for node negative and node positive patients, along with 0·95 confidence
intervals. We take t0 = 0, 2, 4, 6 and 8 years. Table 2 summarizes the results.
In the node negative group, the longer a woman survives, the lower her risk of future recurrence, as
evidenced by the longer estimated percentile residual lifetimes. For instance, at time of treatment (t0 = 0),
20% of node negative women die following recurrence by roughly 5 years. The value Q̂1,t0 (0·20) increases
to roughly 8 years for women surviving four years post-treatment (t0 = 4) and to 12 years for women
surviving 8 years (t0 = 8). Similar but less marked patterns are evident in the node positive group.
Another, unsurprising, observation is that node negative women generally have lower risk and longer
percentile residual lifetimes for recurrence death, 2 to 3 times those for node positive women. In many
cases, the 0·95 confidence intervals are non-overlapping. These intervals have half-widths roughly twice
the standard errors of the point estimates. Since the standard error of their difference is in general smaller
than the sum of their standard errors, the results are statistically significant at 0·05 level using a test derived
from the difference of the point estimates. The development of formal two-sample tests merits further
research.
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