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Abstract
In this paper we show the well-posedness of the following constant delay equation:{
u˙(t) = Au(t)+Bu(t − r), t > 0,
u(0) = x, u(θ) = f (θ), θ ∈ [−r,0],
where (A,D(A)) generates a strongly continuous semigroup (T (t))t0 on a Banach space X and
(B,D(B)) is an unbounded and closed linear operator on X. Our approach is to transform the delay
equation into an abstract Cauchy problem in a special phase space and apply semigroup theory.
Furthermore, we show that the solution semigroup corresponding to the above delay equation is
uniformly exponentially bounded. Finally, we give an example to explain the well-posedness of delay
equations.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Uniform exponential stability of linear partial differential equations with delay and
robust stability with respect to small delay are of theoretical and practical importance.
Fleming [6] pointed out that PDEs with delay in observation and control represent math-
ematical challenges. A particularly interesting case arise when there is a delay in the
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study the well-posedness of the following delay equation:{
u˙(t) = Au(t)+Bu(t − r), t > 0,
u(0) = x, u(θ) = f (θ), θ ∈ [−r,0], (1.1)
where (A,D(A)) generates a strongly continuous semigroup T (t) on a Banach space X
and the delay operator (B,D(B)) is an unbounded and closed linear operator on X.
To show the well-posedness of the above delay equation, we use the well-known method
of transforming this equation into an abstract differential equation in a phase space (see
[2,3]). To the best of our knowledge, Hale [7] and Webb [11] were among the first to
apply semigroup theory to delay equations. More recently, in the phase space E = X ×
Lp(−1,0;D(B)), Bátkai and Piazzera [2,3] have studied the well-posedness of the delay
equation (1.1) and its asymptotic behaviour in the case where A generates an analytic
semigroup (T (t))t0. In their work, they applied the perturbation theorem of Migadera
and Voigt. In Section 2 we choose the phase space Er = X × Lp(−r,0;D(B)) and show
the well-posedness of the delay equation (1.1) under the following assumption:
(H) D(B) ⊃ D(A) and there exists a function k(·) ∈ Lploc(0,∞) such that∥∥BT (t)x∥∥ k(t)‖x‖, x ∈ D(A), t > 0, (1.2)
where p  1.
Moreover, we show that the delay semigroup (also called solution semigroup) (Tr (t))t0
corresponding to delay equation (1.1) is uniformly exponentially bounded, that is, for any
r0 > 0, there exist M > 0 and ω > 0 such that ‖Tr (t)‖  Meωt for all r ∈ [0, r0] and
t ∈ [0,∞).
In Section 3, we give a simple example where (T (t))t0 may be not an analytic semi-
group to illustrate that the sufficient condition for well-posedness of the delay equation
(1.1) is a nontrivial generalization of that in [3]. In addition, as an example, we apply our
abstract results to the linear elastic system with delays in the damping term. This example
was studied by Huang [9,10], where delay term was omitted.
2. Well-posedness
Throughout the paper, X and Y are Banach spaces, A is the infinitesimal generator
of C0-semigroup (T (t))t0. L(X,Y ) denotes the set of bounded linear operators from X
to Y , and L(X,X) is denoted by L(X). We denote the resolvent set and the spectrum of A
by ρ(A) and σ(A), respectively; s(A) = sup{Reλ; λ ∈ σ(A)} and ω0(T (·)) = inf{ω ∈ R;
‖T (t)‖ Meωt for some M > 0 and all t  0} denote the spectral bound and the growth
bound, respectively.
Let (A,D(A)) be the infinitesimal generator of a strongly continuous semigroup
(T (t))t0 on a Banach space X and (B,D(B)) be an unbounded and closed linear opera-
tor satisfying the assumption (H). It is easy to see that k(t) is locally integrable on [0,∞).
Moreover, assumption (1.2) implies that for any T > 0, BT (·) has a unique bounded
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inequality:{ T∫
0
∥∥BT (t)x∥∥p dt
}1/p
 ‖k‖Lp(0,T )‖x‖, x ∈ X. (2.1)
For any T > 0 and f ∈ Lp(0, T ), the convolution of f and k denoted by f ∗ k and defined
by
(f ∗ k)(t) =
t∫
0
k(t − s)f (s) ds, t ∈ [0, T ], (2.2)
satisfies the Young inequality, that is, the following lemma.
Lemma 2.1 [8]. Let k ∈ L1(0, T ) and f ∈ Lp(0, T ) for T > 0 and p  1. Then f ∗ k ∈
Lp(0, T ) and ‖f ∗ k‖Lp(0,T )  ‖k‖L1(0,T )‖f ‖Lp(0,T ).
Clearly, D(B) is a Banach space with the graph norm, and Lp(−r,0;D(B)) is also a
Banach space with the norm
‖f ‖Lp(−r,0;D(B)) =
{ 0∫
−r
[∥∥f (θ)∥∥+ ∥∥Bf (θ)∥∥]p dθ
}1/p
,
where f ∈ Lp(−r,0;D(B)) and ‖ · ‖ denotes the norm of X. We define phase space Er as
follows:
Er := X ×Lp
(−r,0;D(B)) (2.3)
with the norm∥∥(x, f )∥∥Er = ‖x‖ + ‖f ‖Lp(−r,0;D(B)), (x, f ) ∈ Er .
In this paper, we consider the following delay differential equation on the phase
space Er :{
u˙(t) = Au(t)+Bu(t − r), t > 0,
u(0) = x, u(θ) = f (θ), θ ∈ [−r,0], (2.4)
where constant r > 0, x ∈ X,f ∈ Lp(−r,0;D(B)), ut (θ) = u(t + θ), t  0, θ ∈ [−r,0]
and u˙(t) denotes the derivative of u(t) corresponding to t . The following theorem implies
the well-posedness of the delay equation (2.4).
Theorem 2.2. Let A be the infinitesimal generator of C0-semigroup (T (t))t0 and B be
a closed linear operator satisfying the assumption (H). Then for any T > 0 there exists a
unique C0-semigroup (Tr (t))t0 on Er such that for any (x, f ) ∈ Er ,
u(t) = π1Tr (t)(x, f ), t  0, (2.5)
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delay equation:{
u(t) = T (t)x + ∫ t0 T (t − s)Bu(s − r) ds, t  0,
u(0) = x, u(θ) = f (θ), −r  θ  0, (2.6)
where π1 denotes the projection from Er to X satisfying π1(x, f ) = x for any (x, f ) ∈ Er .
Moreover, the infinitesimal generator of (Tr (t))t0 is as follows:
Ar :=
(
A Bδ−r
0 d
dθ
)
(2.7)
with domain D(Ar ) = {(x, f ) ∈ D(A) × W 1,p(−r,0;D(B));f (0) = x}, where δ−r is
Dirac measure at −r .
Proof. For any (x, f ) ∈ Er , by the step-by-step method we see that a continuous solution
u(t) (t  0) of (2.6) exists in X.
Step 1. We shall show that (u(t), ut (·)) ∈ Er , and that there exists a positive and increas-
ing function M(t) (t  0) such that∥∥(u(t), ut (·))∥∥Er M(t)∥∥(x, f )∥∥Er , t  0. (2.8)
Let ‖T (t)‖M0eω0t , t  0, where ω0 > max{0,ω0(T (·))} and M0 > 0. To show (2.8),
we must show that there exists a positive and increasing function M1(t) on [−r,∞) such
that
t∫
−r
∥∥Bu(τ)∥∥p dτ Mp1 (t)∥∥(x, f )∥∥pEr , t −r. (2.9)
In fact, first, for t ∈ [−r,0], the conclusion holds when M1(t) ≡ 1.
Secondly, for t ∈ [0, r], from (2.6) and Lemma 2.1 we obtain that
∥∥Bu(·)∥∥
Lp(0,t;X)
{ t∫
0
∥∥BT (τ)x∥∥p dτ
}1/p
+
{ t∫
0
∥∥∥∥∥B
τ∫
0
T (τ − s)Bf (s − r) ds
∥∥∥∥∥
p
dτ
}1/p

{ t∫
0
kp(τ )‖x‖p dτ
}1/p
+
{ t∫
0
( τ∫
0
k(τ − s)∥∥Bf (s − r)∥∥ds
)p
dτ
}1/p
 ‖k‖Lp(0,r)‖x‖ + ‖k‖L1(0,t )‖Bf ‖Lp(−r,0;X)

(‖k‖Lp(0,r) + ‖k‖L1(0,t ))∥∥(x, f )∥∥ ,Er
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t∫
−r
∥∥Bu(τ)∥∥p dτ Mp1 (t)∥∥(x, f )∥∥pEr , t ∈ [−r, r],
where M1(t) = 1 + ‖k‖Lp(0,r) + ‖k‖L1(0,t ).
Finally, for t ∈ [−r,∞], we use the induction to show that (2.9) holds. Suppose that
(2.9) holds for t ∈ [−r, nr], where n is a natural number. Then for t ∈ [nr,nr + r], using
Lemma 2.1 and the inductive assumption we obtain that
{ t∫
0
∥∥Bu(τ)∥∥p dτ
}1/p

{ t∫
0
∥∥BT (τ)x∥∥p dτ
}1/p
+
{ t∫
0
∥∥∥∥∥
τ∫
0
BT (τ − s)Bu(s − r) ds
∥∥∥∥∥
p
dτ
}1/p

{ t∫
0
kp(τ )‖x‖p dτ
}1/p
+
{ t∫
0
( τ∫
0
k(τ − s)∥∥Bu(s − r)∥∥ds
)p
dτ
}1/p
 ‖k‖Lp(0,t )‖x‖ + ‖k‖L1(0,t )‖Bu‖Lp(−r,nr;X)

(‖k‖Lp(0,t ) + ‖k‖L1(0,t )M1(nr))∥∥(x, f )∥∥Er ,
which implies{ t∫
−r
∥∥Bu(τ)∥∥p dτ
}1/p
Mp1 (t)
∥∥(x, f )∥∥pEr , t ∈ [−r, nr + r],
where M1(t) = 1 + ‖k‖Lp(0,nr+r) + M1(nr)(1 + ‖k‖L1(0,nr+r)). Hence, by the induction
we see that (2.9) holds for t −r .
Now we prove that (2.8) holds. For t ∈ [0, r], we have
∥∥u(t)∥∥ ∥∥T (t)x∥∥+
t∫
0
∥∥T (t − s)∥∥∥∥Bf (s − r)∥∥ds
M0eω0t‖x‖ +
t∫
0
M0e
ω0(t−s)∥∥Bf (s − r)∥∥ds
M0eω0t‖x‖ +M0eω0r t1/p′‖Bf ‖Lp(−r,0;X)
M0eω0r (1 + r1/p′)
∥∥(x, f )∥∥ , (2.10)Er
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ut (θ) =
{
T (t + θ)x + ∫ t+θ0 T (t + θ − s)Bf (s − r) ds, −t  θ  0,
f (t + θ), −r  θ −t . (2.11)
Hence, for t ∈ [0, r] we have
∥∥ut (·)∥∥Lp(−r,0;X) 
{ 0∫
−t
∥∥T (t + θ)x∥∥p dθ +
−t∫
−r
∥∥f (t + θ)∥∥p dθ
}1/p
+
{ 0∫
−t
∥∥∥∥∥
t+θ∫
0
T (t + θ − s)Bf (s − r) ds
∥∥∥∥∥
p
dθ
}1/p

{
M
p
0 e
pω0t t‖x‖p + ‖f ‖pLp(−r,0;X)
}1/p
+
{ t∫
0
M
p
0 e
pω0t
( τ∫
0
∥∥Bf (s − r)∥∥ds
)p
dτ
}1/p
M0eω0rr‖x‖ + ‖f ‖Lp(−r,0;X)
+M0eω0r
{ t∫
0
τp/p
′‖Bf ‖pLp(−r,0;X) dτ
}1/p
M0eω0rr‖x‖ + ‖f ‖Lp(−r,0;X) +M0eω0r rp−1/p‖Bf ‖Lp(−r,0;X)

[
M0e
ω0r r(1 + p−1/p)+ 1]∥∥(x, f )∥∥Er . (2.12)
Similarly, using Lemma 2.1, for t ∈ [0, r] we have
∥∥But (·)∥∥Lp(−r,0;X) 
{ 0∫
−t
∥∥BT (t + θ)x∥∥p dθ +
−t∫
−r
∥∥Bf (t + θ)∥∥p dθ
}1/p
+
{ 0∫
−t
∥∥∥∥∥
t+θ∫
0
BT (t + θ − s)Bf (s − r) ds
∥∥∥∥∥
p
dθ
}1/p
 ‖k‖Lp(0,r)‖x‖ + ‖Bf ‖Lp(−r,0;X)
+
{ t∫
0
[ τ∫
0
k(τ − s)∥∥Bf (s − r)∥∥ds
]p
dτ
}1/p
 ‖k‖Lp(0,r)‖x‖
+ ‖Bf ‖Lp(−r,0;X) + ‖k‖L1(0,t )
{ t∫
0
∥∥Bf (s − r)∥∥p ds
}1/p

(‖k‖Lp(0,r) + ‖k‖L1(0,r) + 1)∥∥(x, f )∥∥ . (2.13)Er
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M0eω0r (r + rp−1/p + 1 + r1/p′)+‖k‖Lp(0,r) +‖k‖L1(0,t ) + 2. In order to prove that (2.8)
holds for t > 0, all that remains is to prove that (2.8) holds for t  r . For t  r , notice (2.9),
we have
∥∥u(t)∥∥ ∥∥T (t)x∥∥+
t∫
0
∥∥T (t − s)∥∥∥∥Bu(s − r)∥∥ds
M0eω0t‖x‖ +
t∫
0
M0e
ω0(t−s)∥∥Bu(s − r)∥∥ds
M0eω0t‖x‖ +M0
{ t∫
0
ep
′ω0(t−s) ds
}1/p′{ t∫
0
∥∥Bu(s − r)∥∥p ds
}1/p
M0eω0t‖x‖ +M0eω0t t1/p′
{ t∫
−r
∥∥Bu(τ)∥∥p dτ
}1/p
M0eω0t
(
1 + t1/p′M1(t)
)∥∥(x, f )∥∥Er . (2.14)
Similarly, for t  r , we have
∥∥ut (·)∥∥Lp(−r,0;X) 
{ 0∫
−r
∥∥T (t + θ)x∥∥p dθ
}1/p
+
{ 0∫
−r
∥∥∥∥∥
t+θ∫
0
T (t + θ − s)Bu(s − r) ds
∥∥∥∥∥
p
dθ
}1/p

{ 0∫
−r
M0e
pω0(t+θ)‖x‖p dθ
}1/p
+
{ 0∫
−r
[ t+θ∫
0
M0e
ω0(t+θ−s)∥∥Bu(s − r)∥∥ds
]p
dθ
}1/p
M0eω0t r1/p‖x‖ +M0eω0t r1/p
t∫
0
∥∥Bu(s − r)∥∥ds
M0eω0t r1/p‖x‖ +M0eω0t r1/pt1/p′
{ t∫
0
∥∥Bu(s − r)∥∥p ds
}1/p
M0eω0t r1/p
(
1 + t1/p′M1(t)
)∥∥(x, f )∥∥Er (2.15)
and
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{ 0∫
−r
∥∥BT (t + θ)x∥∥p dθ
}1/p
+
{ 0∫
−r
∥∥∥∥∥
t+θ∫
0
BT (t + θ − s)Bu(s − r) ds
∥∥∥∥∥
p
dθ
}1/p
=
{ t∫
t−r
∥∥BT (τ)x∥∥p dτ
}1/p
+
{ t∫
t−r
∥∥∥∥∥
τ∫
0
BT (τ − s)Bu(s − r) ds
∥∥∥∥∥
p
dτ
}1/p
 ‖k‖Lp(0,t )‖x‖ + ‖k‖L1(0,t )
{ t∫
0
∥∥Bu(s − r)∥∥p ds
}1/p

(‖k‖Lp(0,t ) + ‖k‖L1(0,t )M1(t))∥∥(x, f )∥∥Er . (2.16)
From (2.14)–(2.16) we see that (2.8) holds for t  r , where M(t) = M0eω0t (1 +
t1/p
′
M1(t))(1 + r1/p)+ ‖k‖Lp(0,t ) + ‖k‖L1(0,t )M1(t). Hence (2.8) holds for all t  0.
Step 2. We shall show that (Tr (t))t0 is a C0-semigroup.
It follows from (2.8) that the solution of (2.6) in Er is unique for t  0. Hence we can
define a bounded linear operator
Tr (t)(x, f ) :=
(
u(t), ut (·)
)
.
The semigroup properties of (Tr (t))t0 can be shown as in Theorem 3.2.1 in [4]. In order
to verify that (Tr (t))t0 is a C0-semigroup, we must prove that it is strongly continuous.
To see this, given r > 0, for t ∈ [0, r] we have
∥∥u(t) − u(0)∥∥  ∥∥T (t)x − x∥∥+
t∫
0
∥∥T (t − s)∥∥∥∥Bf (s − r)∥∥ds

∥∥T (t)x − x∥∥+M0eω0t
t∫
0
∥∥Bf (s − r)∥∥ds

∥∥T (t)x − x∥∥+M0eω0t t1/p′
{ t∫
0
∥∥Bf (s − r)∥∥p ds
}1/p
→ 0 (as t → +0). (2.17)
In addition, using (2.11), for t ∈ [0, r] we have the following estimates:
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
{ 0∫
−t
∥∥T (t + θ)x∥∥p dθ +
−t∫
−r
∥∥f (t + θ)− f (θ)∥∥p dθ
}1/p
+
{ 0∫
−t
∥∥∥∥∥
t+θ∫
0
T (t + θ − s)Bf (s − r) ds
∥∥∥∥∥
p
dθ
}1/p

{ t∫
0
∥∥T (τ)x∥∥p dτ +
0∫
t−r
∥∥f (τ)− f (τ − t)∥∥p dτ
}1/p
+
{ t∫
0
[ τ∫
0
M0e
ω0(τ−s)∥∥Bf (s − r)∥∥ds
]p
dτ
}1/p

{ t∫
0
∥∥T (τ)x∥∥p dτ +
0∫
t−r
∥∥f (τ)− f (τ − t)∥∥p dτ
}1/p
+M0eω0t
{ t∫
0
τp/p
′‖Bf ‖Lp(−r,0;X) p dτ
}1/p

{ t∫
0
∥∥T (τ)x∥∥p dτ +
0∫
t−r
∥∥f (τ)− f (τ − t)∥∥p dτ
}1/p
+M0eω0t t‖Bf ‖Lp(−r,0;X) → 0 (as t → +0) (2.18)
and ∥∥But (·)−Bu0(·)∥∥Lp(−r,0;X)

{ 0∫
−t
∥∥BT (t + θ)x∥∥p dθ +
−t∫
−r
∥∥Bf (t + θ)−Bf (θ)∥∥p dθ
}1/p
+
{ 0∫
−t
∥∥∥∥∥
t+θ∫
0
BT (t + θ − s)Bf (s − r) ds
∥∥∥∥∥
p
dθ
}1/p

{ t∫
0
kp(τ )‖x‖p dτ +
0∫
t−r
∥∥Bf (τ)−Bf (τ − t)∥∥p dτ
}1/p
+
{ t∫ [ τ∫
k(τ − s)∥∥Bf (s − r)∥∥ds
]p
dτ
}1/p
0 0
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{ t∫
0
kp(τ )‖x‖p dτ +
0∫
t−r
∥∥Bf (τ)−Bf (τ − t)∥∥p dτ
}1/p
+
t∫
0
k(τ ) dτ ‖Bf ‖Lp(−r,0;X) → 0 (as t → +0). (2.19)
From (2.17)–(2.19) we obtain that
lim
t→+0
∥∥Tr (t)(x, f )− (x, f )∥∥Er = limt→+0
∥∥(u(t), ut (·))− (x, f )∥∥Er = 0.
So (Tr (t))t0 is strongly continuous, and consequently, it is a C0-semigroup on Er .
Step 3. We will show that Ar is the infinitesimal generator of (Tr (t))t0.
Obviously, (Ar ,D(Ar )) is closed and densely defined. For f ∈ W 1,p(−r,0;D(B)), it
follows from the equality (2.7) in Chapter 1 of [1] we obtain that f (−r) = limθ→−r f (θ)
and there exists a complete measure set Γ such that
f (θ) = f (−r)+
θ∫
−r
f ′(τ ) dτ, θ ∈ Γ,
where f ′ denotes the generalized derivative of f . This implies that there exists a constant
c > 0 such that∥∥Bf (−r)∥∥ c‖f ‖W 1,p(−r,0;D(B)),
and consequently,
Bδ−r ∈ L
(
W 1,p
(−r,0;D(B)),X).
For the remain of proof we refer the reader to Bátkai and Piazzera [2,3]. 
Theorem 2.3. Suppose that A, B and (Tr (t))t0 are as in Theorem 2.2. Then for any
r0 > 0, there exist positive constants M and ω such that∥∥Tr (t)∥∥L(Er ) Meωt , t  0, r ∈ [0, r0]. (2.20)
Proof. Take constants ω0 > max{0,ω0(T (·))} and M0 > 0 such that ‖T (t)‖M0eω0t for
all t  0, and take constant t0 > 0 such that k(t0) < ∞. It is easy to see from assump-
tion (H) that BT (t0) ∈L(X), and ‖BT (t0)‖ k(t0). Hence, for t > t0 we obtain that∥∥BT (t)x∥∥= ∥∥BT (t0)T (t − t0)x∥∥ k(t0)M0eω0(t−t0)‖x‖ k(t0)M0eω0t‖x‖.
Take ω1 > ω0 + δ, where δ is a positive constant. Obviously, ‖e−ω1t T (t)‖ M0e−δt for
all t  0 and e−ω1·‖BT (·)‖ ∈ L1(0,∞). So
α :=
∞∫
e−ω1t
∥∥BT (t)∥∥dt < 1 for large enough ω1. (2.21)
0
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such that{ t∫
0
∥∥Be−ω1(τ−r)u(τ − r)∥∥p dτ
}1/p
M1
∥∥(x, f )∥∥Er , t  0, r ∈ [0, r0], (2.22)
where u(·) is the solution of (2.6) corresponding to (x, f ) ∈ Er . In fact, for t ∈ [−r,0] and
r ∈ [0, r0] we have{ t∫
−r
∥∥Be−ω1t u(τ )∥∥p dτ
}1/p
 eω1r
{ t∫
−r
∥∥Bf (τ)∥∥p dτ
}
 eω1r0
∥∥(x, f )∥∥Er . (2.23)
Moreover, for t  r , using Lemma 2.1 we have∥∥Be−ω1·u(·)∥∥
Lp(0,t;X)

{ t∫
0
∥∥Be−ω1τ T (τ )x∥∥p dτ
}1/p
+ e−ω1r
{ t∫
0
∥∥∥∥∥
τ∫
0
Be−ω1(τ−s)T (τ − s)Be−ω1(s−r)u(s − r) ds
∥∥∥∥∥
p
dτ
}1/p

{ t∫
0
e−pω1τ
∥∥BT (τ)∥∥p dτ
}1/p
‖x‖
+
{ t∫
0
[ τ∫
0
∥∥e−ω1(τ−s)BT (τ − s)∥∥∥∥Be−ω1(s−r)u(s − r)∥∥ds
]p
dτ
}1/p
 β‖x‖ + α
{ t∫
0
∥∥Be−ω1(s−r)u(s − r)∥∥p ds
}1/p
 β‖x‖ + α
{ r∫
0
∥∥Be−ω1(s−r)f (s − r)∥∥p ds
}1/p
+ α
{ t∫
r
∥∥Be−ω1(s−r)u(s − r)∥∥p ds
}1/p
 β‖x‖ + αeω1r‖f ‖Lp(−r,0;D(B)) + α
{ t∫
0
∥∥Be−ω1τ u(τ )∥∥p dτ
}1/p
,
or equivalently,
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Lp(0,t;X)
1
1 − α (β + αe
ω1r0)
∥∥(x, f )∥∥Er , r ∈ [0, r0], t  r, (2.24)
where β = {∫∞0 e−pω1t‖BT (t)‖p dt}1/p. Note that (2.24) also holds for t ∈ [0, r], so
(2.22) follows from (2.23) and (2.24).
We shall show that the estimate (2.20) holds.
First, for t ∈ [0, r] it follows from (2.10), (2.12), and (2.13) that∥∥(u(t), ut (·))∥∥Er M2∥∥(x, f )∥∥Er , r ∈ [0, r0], (2.25)
where M2 = M0eω0r0(r0 + r0p−1/p + 1 + r1/p
′
0 )+ ‖k‖Lp(0,r0) + ‖k‖L1(0,r0) + 2.
Secondly, for t  r , using (2.22) we have∥∥e−ω1tu(t)∥∥= ∥∥e−ω1t T (t)x∥∥
+ e−ω1r
∥∥∥∥∥
t∫
0
e−ω1(t−s)T (t − s)Be−ω1(s−r)u(s − r) ds
∥∥∥∥∥
M0e−δt‖x‖ +
t∫
0
M0e
−δ(t−s)∥∥Be−ω1(s−r)u(s − r)∥∥ds
M0‖x‖ +M0γ
{ t∫
0
∥∥Be−ω1(s−r)u(s − r)∥∥p ds
}1/p
M0(1 + γM1)
∥∥(x, f )∥∥Er , r ∈ [0, r0], (2.26)
where δ = ω1 −ω0 and γ = 1 (p = 1) or γ = (δp′)−1/p′ (p > 1 and 1/p + 1/p′ = 1).
Similarly, for t  r we have∥∥e−ω1(t+·)ut (·)∥∥Lp(−r,0;X)

{ 0∫
−r
M
p
0 e
−pδ(t+θ)‖x‖p dθ
}1/p
+
{ 0∫
−r
[ t+θ∫
0
M0e
−δ(t+θ−s)∥∥Be−ω1(s−r)u(s − r)∥∥ds
]p
dθ
}1/p
M0r1/p‖x‖ +M0eδrr1/p
t∫
0
e−δ(t−s)
∥∥Be−ω1(s−r)u(s − r)∥∥ds
M0r1/p0 ‖x‖ +M0eδr0r1/p0 γ
{ t∫
0
∥∥Be−ω1(s−r)u(s − r)∥∥p ds
}1/p
M0r1/p(1 + γM1eδr0)
∥∥(x, f )∥∥ , r ∈ [0, r0], (2.27)0 Er
322 W. Jiang et al. / J. Math. Anal. Appl. 293 (2004) 310–328and ∥∥Be−ω1(t+·)ut (·)∥∥Lp(−r,0;X)

{ 0∫
−r
∥∥e−ω1(t+θ)BT (t + θ)x∥∥p dθ
}1/p
+ e−ω1r
{ 0∫
−r
∥∥∥∥∥
t+θ∫
0
e−ω1(t+θ−s)BT (t + θ − s)Be−ω1(s−r)u(s − r) ds
∥∥∥∥∥
p
dθ
}1/p

{ t∫
0
∥∥e−ω1τBT (τ)∥∥p dτ
}1/p
‖x‖
+
{ t∫
0
[ τ∫
0
∥∥e−ω1(τ−s)BT (τ − s)∥∥∥∥Be−ω1(s−r)u(s − r)∥∥ds
]p
dτ
}1/p
 β‖x‖ + α
{ t∫
0
∥∥Be−ω1(s−r)u(s − r)∥∥p ds
}1/p
 (β + αM1)
∥∥(x, f )∥∥Er , r ∈ [0, r0]. (2.28)
Hence, from (2.26)–(2.28) we obtain that∥∥e−ω1tTr (t)(x, f )∥∥Er = ∥∥(e−ω1t u(t), e−ω1(t+·)ut (·))∥∥Er M3∥∥(x, f )∥∥Er ,
t  r, r ∈ [0, r0], (2.29)
where M3 = β + αM1 + M0[1 + γM1 + r1/p0 (1 + γM1eδr0)]. From (2.25) and (2.29),
we see that (2.20) holds for t  0, where M = M2 + M3, ω = ω1. This completes the
proof. 
3. Examples
Example 3.1. Suppose that H1 and H2 are Hilbert spaces, Aj is the infinitesimal gen-
erator of C0-semigroup (Tj (t))t0, j = 1,2, (T2(t))t0 is an analytic semigroup, and
B1 :D(B1) ⊂ H1 → H2 is a closed linear operator satisfying D(B1) ⊃ D((−A2)τ ), where
0 < τ < 1. According to the theory of analytic semigroup (see, e.g., [5]), B1T2(t) ∈
L(H2,H1) for any t > 0 and there exist M and ω such that ‖B1T2(t)‖Meωt/tτ = k(t),
t > 0. Let 1 p < 1/τ ; then k(t) ∈ Lploc(0,∞). Let H = H1 ×H2,
A =
(
A1 0
0 A2
)
, B =
(
0 B1
0 0
)
, and T (t) =
(
T1(t) 0
0 T2(t)
)
, t  0.
Then A is the infinitesimal generator of C0-semigroup (T (t))t0 and ‖BT (t)‖ =
‖B1T2(t)‖L(H2,H1)  k(t) ∈ Lploc(0,∞). Therefore, if 0  τ < 1/p, B satisfies the as-
sumption (H). On the other hand, if (T1(t))t0 is not analytic semigroup, then so is
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well-posedness of the delay equation (2.4).
Example 3.2. Consider the structural damping elastic systems with delay

x ′′(t) +Ax(t)+Aαx ′(t) +Aβx ′(t − r) = 0, t > 0,
x(0)= x0, x ′(0)= x1,
x(θ)= f0(θ), x ′(θ) = f1(θ), θ ∈ [−r,0],
(3.1)
where A is a positive definite self-adjoint linear operator on a Hilbert space H , α ∈ (0,1],
β ∈ (0,1/4), and f0(·), f1(·) ∈ L2loc(0,∞;H).
Setting x1(t) = A1/2(t), x2(t) = x ′(t), we get the equivalent first-order linear system{
y ′(t) =Ay(t)+By(t − r), t > 0,
y(0)= (A1/2x0
x1
)
, y(θ) = (f0(θ)
f1(θ)
)
, θ ∈ [−r,0], (3.2)
where
y(t) =
(
x1(t)
x2(t)
)
, A=
(
0 A1/2
−A1/2 −Aα
)
, and B =
(
0 0
0 −Aβ
)
.
Huang [9,10] has proved that A generates an analytic C0-semigroup as α ∈ [1/2,1], and
thatA generates a differentiable, but not analytic, C0-semigroup (T (t))t0 as α ∈ (0,1/2)
on the Hilbert spaceH := H ⊕H with natural norm. To show the well-posedness of system
(3.1) or (3.2), we need show that B satisfies the assumption (H).
Let the spectral measure E be the resolution of the identity for A (see [12] for details),
and let fλ(t) = λ2 + λt + t → fλ(t) = λ2 + λtα + t ; then ∆(λ) := λ2I + λAα + A =
fλ(A). In addition, if we take δ = inf{s: s ∈ σ(A)} > 0, then A =
∫∞
δ t dE(t), and ∆(λ) =
fλ(A) =
∫∞
δ fλ(t) dE(t).
Lemma 3.3. Let λ = 1 + is and 0 < β < α < 1/2 and let ∆(λ) be as the above.
(i) If |s| 2, then there exists M1 > 0 such that for all t  δ and |s| 2,∣∣λtβf−1λ (t)∣∣M1|s|−2(α−β)
and ∣∣t1/2+βf−1λ (t)∣∣M1|s|−2(α−β).
(ii) If 1 < |s| 2, then there exists M2 > 0 such that for all t  δ and 1 < |s| 2,∣∣λtβf−1λ (t)∣∣M2(|s| − 1)−1/4
and ∣∣t1/2+βf−1λ (t)∣∣M2(|s| − 1)−1/4.
(iii) If |s| 1, then there exists M3 > 0 such that for all t  δ and |s| 1,∣∣λtβf−1λ (t)∣∣M3
and ∣∣t1/2+βf−1λ (t)∣∣M3.
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that (i) and (ii) hold.
As t2α  4t , i.e., t  (1/4)1/(1−2α), it follows from Lemma 2.4 in [10] and its proof that
for some M > 0,∣∣λf−1λ (t)∣∣M|s|−2α for all |s| > 1 and t  δ, (3.3)
and ∣∣f−1λ (t)∣∣ t−1/2−α. (3.4)
From (3.3), we have(|s| − 1)∣∣f−1λ (t)∣∣ ∣∣λf−1λ (t)∣∣M|s|−2α,
and consequently,
∣∣f−1λ (t)∣∣ M|s|2α(|s| − 1) . (3.5)
In addition, from (3.5) we have
∣∣f−1λ (t)∣∣ 2M|s|2α+1 , as |s| 2, (3.6)
and ∣∣f−1λ (t)∣∣ M|s| − 1 , as 1 < |s| 2. (3.7)
(i) As |s| 2, it follows from (3.4) and (3.6) that∣∣λtβf−1λ (t)∣∣ |λ|tβ ∣∣f−1λ (t)∣∣1−β/(1/2+α)∣∣f−1λ (t)∣∣β/(1/2+α) 4M|s|−2(α−β)
and
t1/2+β
∣∣f−1λ (t)∣∣ t1/2+β ∣∣f−1λ (t)∣∣1−(1+2β)/(1+2α)∣∣f−1λ (t)∣∣(1+2β)/(1+2α)
 4M|s|2(α−β).
Taking M1 = 4M implies (i).
(ii) As 1 < |s| 2, it follows from (3.4) and (3.7) that∣∣λtβf−1λ (t)∣∣ |λ|tβ ∣∣f−1λ (t)∣∣1−2β/(1+2α)∣∣f−1λ (t)∣∣2β/(1+2α)
 2|s|tβ(Mt−1/2−α)3/4
(
M
|s| − 1
)1/4
 4Mtβ−(3/4)(1/2+α) 1
(|s| − 1)1/4
 4Mt−1/4 1
(|s| − 1)1/4  4Mδ
−1/4 1
(|s| − 1)1/4
and
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∣∣f−1λ (t)∣∣= t1/2+β ∣∣f−1λ (t)∣∣3/4∣∣f−1λ (t)∣∣1/4
M
(|s| − 1)−1/4t1/2+β−(3/4)(1/2+α)
Mδ1/2+β−(3/4)(1/2+α)
(|s| − 1)−1/4.
Taking M2 = max{Mδ1/2+β−(3/4)(1/2+α),4Mδ−1/4} implies (ii).
(iii) It follows from Lemma 2.4(a) in [10] that |λtαf−1λ (t)| 1. Thus∣∣λtβf−1λ (t)∣∣ 1tα−β  1δα−β .
On the other hand, for all |s| 1,∣∣f−1λ (t)∣∣2 = |λ2 + λtα + t|2
= t2α|λ|2 + 2tα|λ|2 + 2t1+α + 4|s|2 + (1 − |s|2 + t)2  t2.
Therefore,
∣∣t1/2+βf−1λ (t)∣∣ t1/2+βt  1t1/2−β  1δ1/2−β .
Taking M3 = max{1/δα−β,1/δ1/2−β} implies (iii). 
Theorem 3.4. If β + 1/4 < α < 1/2, then (3.2) is well posed.
Proof. It is sufficient to show that ‖BT (·)‖ ∈ L2loc(0,∞).
It follows from Plancherel theorem (see [12]) that
∞∫
−∞
∥∥BR(1 + is,A)y∥∥2 ds = 2π
∞∫
0
e−2t
∥∥BT (t)y∥∥2 dt, y ∈H. (3.8)
Moreover, it follows from Lemma 2.3(b) in [10] that
BR(1 + is,A) =
(
0 0
Aβ+1/2∆−1(λ) λAβ∆−1(λ)
)
. (3.9)
From (3.8) and (3.9), all that remains is to show that
∞∫
−∞
∥∥A1/2+β∆−1(λ)∥∥2 ds < ∞ (3.10)
and
∞∫
−∞
∥∥λAβ∆−1(λ)∥∥2 ds < ∞, (3.11)
where λ = 1 + is. From the theory of spectral resolution for self-adjoint linear operators
(see [12]), we have
326 W. Jiang et al. / J. Math. Anal. Appl. 293 (2004) 310–328∥∥A1/2+β∆−1(1 + is)y∥∥2 =
∞∫
δ
∣∣t1/2+βf−1λ ∣∣2 ∥∥dE(t)y∥∥2 (3.12)
and
∥∥λAβ∆−1(1 + is)y∥∥2 =
∞∫
δ
∣∣λtβf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2. (3.13)
Therefore,
∞∫
−∞
∥∥A1/2+β∆−1(1 + is)y∥∥2 ds =
∞∫
−∞
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt
=
1∫
−1
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt +
2∫
1
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt
+
∞∫
2
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2∥∥dE(t)y∥∥2 dt +
−1∫
−2
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt
+
−2∫
−∞
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt = I1 + I2 + I3 + I4 + I5.
For I1, it follows from Lemma 3.3(iii) that
1∫
−1
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt M23
1∫
−1
‖y‖2 ds = 2M23‖y‖2. (3.14)
For I2 and I4, it follows from Lemma 3.3(ii) that
2∫
1
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt M22 ‖y‖2
2∫
1
ds
(s − 1)1/2 = M
′‖y‖2 (3.15)
and
−1∫
−2
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt M ′‖y‖2, (3.16)
where M ′ = M22
∫ 2
1 (1/(s − 1)1/2) ds. For I3 and I5, it follows from Lemma 3.3(i) that
∞∫ ∞∫ ∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt M21 ‖y‖2
∞∫
ds
s4(α−β)
= M ′′‖y‖2 (3.17)2 δ 2
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−2∫
−∞
∞∫
δ
∣∣t1/2+βf−1λ (t)∣∣2 ∥∥dE(t)y∥∥2 dt M ′′‖y‖2, (3.18)
where M ′′ = M21
∫∞
2 (1/s
4(α−β)) ds. From (3.14)–(3.18) we have
∞∫
−∞
∥∥A1/2+β∆−1(1 + is)y∥∥2 ds M‖y‖2,
where M = 2(M23 +M ′ +M ′′). Using the same method, we have
∞∫
−∞
∥∥λAβ∆−1(1 + is)y∥∥2 ds M‖y‖2.
This completes the proof. 
Remark 3.5. A simple example where the above Theorem 3.4 applies with α = 1/3 and
β = 1/24 can readily be constructed:

utt (t, x)+∆24u(t, x)+∆8ut (t, x)+∆ut(t − r, x)= 0 in (0,∞)×Ω,
u(0, x) = u0, ut (0, x)= u1 in Ω,
u(θ, x) = f0(θ, x), ut (θ, x)= f1(θ, x), θ ∈ [−r,0],
u|Σ = ∆u|Σ = · · · = ∆23u|Σ = 0 in (0,∞)×Ω = Σ,
(3.19)
where Ω is a smooth bounded domain of Rn, f0, f1 ∈ L2loc(0,∞;Rn). Here Au = ∆24u,
D(A) = {u ∈ H 48(Ω): u|∂Ω = ∆u|∂Ω = · · · = ∆23u|∂Ω = 0}. Hence, the abstract version
of problem (3.19) is given by the equation u′′(t)+Au(t)+A1/3u′(t)+A1/24u′(t − r) = 0.
It follows from Theorem 3.4 that (3.19) is well posed. However, the semigroup (S(t))t0
generated by
A=
(
0 A1/2
−A1/2 −A1/3
)
is not analytic.
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