Abstract-Multiple instance learning is an increasingly important area in machine learning. In multi-instance learning, the training set is structured into subsets (or bags) of instances. The bags are labelled, but the label of each instance is unknown or irrelevant. In this paper, we revisit the connectionist approach to multi-instance learning. We propose a recurrent neural network model for multi-instance learning. We have applied the new model to a benchmark multi-instance dataset. The results provide evidence that connectionist multi-instance learning is more promising than previously anticipated. We argue that a principled connectionist approach should provide robust and efficient multiinstance learning, yet comparative results should be taken with caution as a result of varying methodologies.
I. INTRODUCTION
Multiple instance learning is an increasingly important area in machine learning, relational learning and Inductive Logic Programming (ILP) [1] , [2] . In multi-instance learning, the training set is structured into subsets (or bags) of instances. The bags are labelled, but the label of each instance is unknown or irrelevant. If a bag is labelled as a positive example then it is known that at least one of the instances is positive. If, however, a bag is labelled as a negative example then it must be the case that all the instances are negative.
Multi-instance learning (MIL) has been applied to drug development. The fitness of a molecule in the process of drug development depends upon some of the molecule's shapes. Biochemists know that certain molecules will fit, but they do not know, in general, which are the shapes that do. A dataset with these characteristics, known as the musk dataset, has been used for benchmark MIL experiments. The dataset describes 102 molecules with 166 features each. A molecule may have a number of different shapes because the bonds can rotate. Out of the 102 molecules described in the dataset, 39 have been classified by experts as musk, while 63 have been classified as non-musk. The MIL task is to classify the molecules given the set (bag) of features.
More generally, suppose that there are n bags {b 1 , ..., b n } and the i-th bag contains m i instances. Each instance is a feature vector with elements in {−1, 0, 1}, denoting respectively f alse, unknown and true. Let each bag i contain feature vectors of size k i (different bags may have vectors of different sizes). Let q = max{k 1 , ..., k n } denote the size of the largest feature vector in {b 1 , ..., b n }.
Since the seminal work in [1] , a number of techniques have been proposed to solve the multi-instance problem. In Section IV, we shall compare our experimental results with most of these. For now, we would like to focus attention on [3] , which reports 96.8% accuracy on the Musk dataset, [4] which reports good levels of accuracy using simple variations of the nearest-neighbour method, and [5] , [6] , which use variations of gradient-descent. All of the papers we have checked report, in their comparative results, an accuracy of 75% for the standard backpropagation algorithm [7] . Most of these papers do not mention, however, as reported in the original paper [1] , that this result was obtained by a network with 125 hidden neurons. It is quite possible that a network with this number of hidden neurons is overfitting the data. In fact, in our own experiments, using networks with 10 to 40 hidden neurons, a maximum accuracy of 90.79% was obtained by standard backpropagation. Using 10-fold cross-validation, an average accuracy of 86.96% was achieved. In this process, as should be expected, the test set has been kept completely separate from the training. In [3] , however, it seems that for each fold, instead of taking the average test set error, the smallest error for each bag is calculated on the test set (see main algorithm in [3] which contains the cross-validation algorithm, but calculates min(error) on the test set). There are other methodological variations in some of the other papers, which require careful consideration when comparing results, as discussed below.
Our objectives in this paper are to (i) contribute to addressing the problem of how to carry out structured learning in connectionist systems, (ii) propose and evaluate a method for MIL based on neural networks taking into account the studies carried out previously by the researchers in this area, and (iii) note that benchmark comparative results in this area should be taken with caution due to methodological variations. In Section II, we briefly discuss the relevant background work. In Section III, we present the new neural model for MIL. In Section IV, we present the experimental results 1 . In Section V, we discuss results in comparison with related work. In Section VI, we conclude and discuss directions for future work.
II. CONNECTIONIST MULTI-INSTANCE LEARNING
Robust learning is a key aspect of artificial intelligence and, more generally, computing [8] . We argue that the small incremental changes that characterise most of network learning, e.g. gradient descent, seem to be more appropriate than the more direct learning mechanisms of ILP and other symbolic methods. This makes ILP generally more sensitive to noise than network models. On the other hand, ILP is easily interpretable, while networks require the difficult task of knowledge extraction if they are to be explained. The neural-symbolic approach seeks to address both the problem of extraction and the problem of making use of structure in connectionism, by providing algorithms that can establish one-to-one correspondences between symbolic knowledge and connectionism, before and after learning [9] , [10] .
In what follows, we take inspiration from the neuralsymbolic approach to compare the traditional, symbolic approach to multi-instance learning and the connectionist approach based on gradient-descent. Let us start by discussing some of the main work related to multiple instance learning within a neural-network framework. In [11] , a method for learning determinate logic programs using neural networks was introduced. It used the Linus system [12] to create a propositionalisation of the logic program which was then fed to the network for learning with standard backpropagation. In [13] , two ILP datasets were transformed into multi-instance datasets and the algorithm of [6] was used. Background knowledge was used to create the instances, but not to define the initial structure of the network. The same ideas from [11] were used in [13] to define the set of inputs for the network. In [14] , the initial structure of the network was defined by a translation algorithm according to background knowledge given in the form of a function-free (grounded) logic program. In [13] , the empirical evaluation included the addition of noise into the datasets. The results showed, in a limited way, that neural networks can be better at dealing with noise than standard ILP. The first-order knowledge-based networks [15] also showed better performance than standard ILP on certain problems.
In [16] , knowledge from relational databases was added into the structure of a network creating a deep hierarchy in a feedforward network. Some synchronisation and external memory allocation was then needed to create the training examples for parts of the network to run. An alternative would be to consider recurrent networks, which have been shown useful for sequence learning [17] . In fact, a recurrent network could be used to memorise the instances in a bag and then process the bag classification. The main reason against this idea is the fact that the bag represents a set rather than a sequence, and a recurrent network would give priority to more recent memories, i.e. later in the sequence. To solve this problem, we systematically randomise the presentation of the instances to the network so that the network would learn the appropriate relations in the bag without being biased by the sequence presentation. Whilst this is clearly a possibility, and in fact a main aspect of the approach presented in this paper, most of the work on connectionist MIL has been focused on feedforward networks only. In this paper we will evaluate the use of recurrent networks in some detail.
We now recall the main algorithms in some detail. In [5] , a modified backpropagation for multiple instances was introduced. Function d max below tries to simulate the MIL problem definition. The modified backpropagation then uses d max in the output neuron instead of the usual sigmoid activation function. In [5] , it is shown that d max and the real max function are within an error bound given by ln(n)/α, where n is the number of instances in a bag and α is a learning parameter. Differently from max, d max can be differentiated as shown below. This is used in the error backpropagation. We claim that d max does not capture the intended meaning of MIL because it tries to maximise the instance value while the value of MIL instances is really unknown or irrelevant.
e αxi In [6] , standard backpropagation is used with a modified error function to achieve a similar result as [5] . Below, b i = + (resp. b i = −) denote that the bag is positive (resp. negative), and o ij is the network's output given instance j of bag i as the network's input. Neurons' activations are in the range [0, 1] and 0.5 is used as threshold. When the network agrees with the bag for a given instance then the intermediary error E ij is assumed to be zero. Otherwise, the error is computed w.r.t. a target of 0.5. We regard this as a conservative approach if compared e.g. with [3] ; [6] seems to maximise uncertainty 2 in the range [0,1].
The error that is passed on to neuron o ij so that gradient descent can be applied is not E ij , but the error for the bag E i as described below 3 . E i is computed outside the network after all the instances of bag i have been presented to the network and all E ij 's have been calculated and safely stored. In this way, a single error value ends-up being used for the entire set of instances in the bag.
We should note that [6] uses each instance of a bag as an input to the network, while [5] presents all the instances of each bag all at once in parallel as input to the network. When we ran the same experiments, the result using standard backpropagation, i.e. learning as if the Musk dataset were not a MIL problem, (86.96%) was comparable to [5] (88%) and better than [6] (83.8%). The results using recurrent networks (considering a limited number of network configurations) were better than any feedforward network approach using backpropagation and were comparable to Bayesian and Citation kNN [4] , and slightly worse than [1] . This brief analysis indicates to us that (i) there are a number of options in terms of structure and learning algorithm and (ii) the use of recurrent networks should be investigated.
III. STRUCTURED NETWORK LEARNING
We propose structured network learning (SNL), an approach where, first, a prototype vector is learned from the set of instances in a bag. Then, this prototype vector is used through supervised learning for the classification of the bag, given the bag's label. In this way, the instance learning can be seen as a kind of (supervised or unsupervised) pre-processing for a subsequent supervised learning at the level of the bags. The model can be implemented by a recurrent network such that the instances are provided as input, the prototype is learned through the network's context units, and the bag classification is learned by the network's output in the usual way.
Each instance of a bag is a feature vector i i . The set of examples is a set of bags. Each bag b j is labelled + or −, but not each instance. A recurrent neural network N is used to map each input vector i i of size q into a prototype vector p (t) j (in the network's context units) and a single output neuron (representing the bag's classification). The size of the prototype vector can vary depending on the application and is a parameter of the system 4 . Let the prototype vector have size m. Thus, our network contains q + m neurons in its input layer and m + 1 neurons in its output layer. Given a bag b j = {i 1 , i 2 , ...}, the target output for the bag is known, call it bag ∈ {−1, 1} and let bag = 1 if b j = + and bag = −1 otherwise. Let o (t) denote the actual output of N given input < i
j > at time t. The training error for N at time t is calculated in the usual way:
Each instance is randomly selected from the bag. The prototype p j is set to zero initially. After every instance has been presented, the error is propagated back through the network and the weights, including the weights in the recurrent connections, are adjusted in the usual way. The process is repeated until e (t) is smaller than a predefined small number. In the SNL algorithm below, the idea is to use standard off-the-shelf methods both in the (higher-level) learning of the 4 In this paper, networks with 3, 6 and 9 context units were evaluated. bag classification and in the (lower-level) learning of instances. This is reassuring from a neural-symbolic perspective whereby the goal is to achieve higher-level functionalities within the same efficient model of computation [9] .
We argue that [5] and [6] are inadequate in that they either use the same global error for every instance or a very large network that takes the instances accross all the bags as input assuming that they all should have the same arity. SNL uses a small network that takes as input each instance at a time. SNL uses gradient-descent for learning from instances and prototypes. As a result, the network scales better than [5] with the size of the instances. Yet, the network should be able to learn the proportional contribution of each instance to the classification of the entire bag. Differently from [6] , a sequence of prototypes with multiple error values will be considered during learning as the network changes its weights. This is done in SNL with the use of a memory and synchronisation, as implemented by the network's recurrent connections. Finally, SNL uses a bipolar activation function and inputs in {-1,0,1}, where 0 denotes unknown, allowing the representation and learning of bags containing feature vectors of different sizes. The network will contain q + m input neurons as defined above, with some neurons having input zero for certain bags.
IV. EXPERIMENTAL RESULTS
We have applied SNL to the Musk dataset [1] . In this problem, each molecule is defined by a set of observations, each observation done by measuring the distance between a point and the boundary of the molecule, considering 162 different angles. Also, each molecule will have information about the existence of oxygen atoms. Each molecule is then classified by the Musk strength (as positive or negative). The musk strength of a molecule is considered as positive if, at least, one of the observations indicates so.
Below, we compare results with a range of MIL algorithms. Recurrent networks with 15 and 20 hidden neurons and 3, 6 and 9 context units were evaluated. The table shows the accuracy results and confidence intervals (when available) on the Musk dataset based on 10 runs using 10-fold crossvalidation. We have also run the same experiment on feedforward networks with 10, 15, 20, 30 and 40 hidden neurons using standard backpropagation.
The feedforward networks have a much larger number of input neurons and no context units since the entire bag is presented in one goal to the network as a single input vector. The feedforward networks with 40 hidden neurons performed considerably better than the results reported so far in the literature for backpropagation (for a network with 125 hidden neurons). The use of this larger number of hidden neurons must have had a negative effect on the network's generalization. The recurrent networks performed even better than the feedforward networks, achieving a very high performance in some runs.
We believe that the recurrent networks have produced better results because they allow the learning of a bag's prototype vector in its context units prior to classification. This seems to Musk1 Confidence EM-DD [3] 96. produce a more natural modelling of the original MIL problem. The temporal dimension of recurrent networks is used to create an internal representation through the randomized presentation of sequences of bag instances. We hypothesize that this internal representation is responsible for an implicit assignment of labels to the instances of the bags, and is thus a useful MIL representation of context. By randomizing the presentation of the input sequences for learning, the context representations do not become dependent on the most recent sequences and seem to provide a good prototype representation of the set (or bag). This study has concluded that (i) standard backpropagation can perform MIL to a level of accuracy much higher than previously reported in the literature, and (ii) the use of simple recurrent networks allows a further improvement on accuracy, possibly to very high levels, as a result of a more structured feature learning. The only system showing a performance distinctly better than the recurrent networks of SNL is the EM-DD [3] , which does not seem to use cross-validation in the usual way, as already discussed above. The non-standard use of cross-validation by EM-DD precludes a direct, fair comparison with SNL. If we compare only the systems for which confidence intervals have been provided then the SNL's results are worse only than one of the original MIL algorithms proposed in [1] . We shall discuss this in some detail in the next section. In a nutshell, we believe that further experiments on model selection, considering different numbers of context units, would allow the recurrent networks to produce results comparable to [1] , since those have been obtained already in some folds as part of the current validation. We also argue that SNL is more general in what concerns its applicability to different application domains, as discussed below.
V. DISCUSSION
Dietterich et al, in their seminal paper [1] defined the multiple-instance learning (MIL) problem as the task of identifying an attribute or classifying an example given by a set (bag) of instances or alternative feature vectors. In the same paper, the authors propose to perform such task through the use of geometrical entities called Axis-Parallel hyper Rectangles (APR). Their idea consists of defining an APR in the domain space such that all the positive feature vectors are inside the rectangles. Three different strategies were proposed to learn this APR from examples: The first one, called all-positive APR, tries to create the minimum rectangle that contains all the positive instances, the second one, called elim-kde, uses the negative instances to "shrink" the APR and therefore reduce the chances of false positives, and the third one, called iterated-discrim starts with small APRs, growing them iteratively in order to form better descriptions of the domain.
An alternative approach to solve the problem consists of the Diverse Density (DD) method [18] . The Diverse Density of a point in space is a measurement identifying the union of the positive bags near to this point minus the intersection of the negative bags. Estimating this values for each instance in a bag may allow for the classification of the bag as a whole. The idea was extended through an Estimation-Maximization algorithm (EM-DD) [3] , where the estimation step selects a hypothesis consisting of instances from each bag that are most likely to be responsible for the label, and the maximization step uses a gradient-ascent search to find a new hypothesis that maximizes the diverse density. In [4] , a lazy-learning approach was proposed to tackle the MIL problem. In a lazylearning technique, the examples are not used directly to build a model, but are stored for future use in the classification. The approach uses the k-nearest neighbours (kNN) classification algorithm in two different ways. The first (Bayesian-kNN) uses a probabilistic approach to estimate the probability that a bag is positive given their neighbours. The second (citation-kNN) uses not only the neighbouring bags, but also the neighbours of these neighbours.
In our experiments, iterated-discrim, citation-kNN and EM-DD are the only three methods showing better results than SNL's recurrent networks. Putting EM-DD aside due to the methodological discrepancies already mentioned, we argue that SNL is more general than APR and kNN. With the use of a recurrent network, SNL can learn a prototype, context vector that should, if learning is successful, create a good feature space representation of the multiple instances. With the use of backpropagation and universal-approximator networks, SNL can learn to fit any curve, and not only rectangles, into this feature space. It should, as a result, be more generally applicable than APR to other multi-instance learning domains. Experiments in other domains are ongoing.
As mentioned earlier, neural networks have also been applied to the MIL problem. For the networks that used backpropagation-like algorithms, e.g. [16] , the performance reported was poorer than the other symbolic techniques above. However, little detail can be found in the literature about how these networks were trained exactly (e.g. training parameters). Other approaches using neural networks include the BP-MIP [6] , where as discussed earlier, the error of each instance is adjusted to try and reflect the behaviour of the entire bag during learning.
Like SNL, in [16] , Uwents and Blockeel propose a more general approach than APR or citation-kNN that also uses neural networks, called relational neural networks (RNN).
RNNs use different neural networks to represent classes of objects in a kind of unfolding of a recurrent network in time, potentially with the use of different sets of weights. A relational database is used as inspiration to connect the networks so that the output of one network can become the input of another. The resulting network is capable of learning such relations. Notice that the multi-instance learning problem is a special case of the more general relational learning problem. The results using RNNs have been generally worse than SNL, in these limited experiments. The main problem seems to be that dictating a predefined relational structure by building the RNNs as opposed to learning it in the SNL's context layer, may lead to a loss of performance when this structure is not quite the most appropriate from the beginning. We also believe that training performance of single-hidden layer SNL should be generally better than multiple-hidden layer RNNs, as indicated by experiments carried out by others, e.g. [19] .
As mentioned above, standard backpropagation was also applied to the Musk testbed using a variety of network setups. In [1] , an unusually large number of hidden neurons (128) is used, while in [16] only one example from each bag seems to ever be used for training, probably leading to a poor context representation. Our best result using backpropagation is slightly better than two of the SNL set-ups with 3 and 6 context units, indicating that the feedforward approach should, in fact, be a contender for further model evaluation. Perhaps the MIL problem can be seen as a simple learning task with noise, whereby for the negative bags, the labels are all correctly assigned, but for the positive bags, at least one of the labels is known to have been correctly assigned, while the others should be treated as false-positives. Given the natural capacity of neural networks to deal with noisy domains, we argue that they should obtain generally good performance in MIL problems.
We have investigated a number of feedforward and recurrent network architectures to tackle the Musk example, some of which are not reported in this paper. In all of them, including the ones reported here, we have used learning rate of 0.5 and no momentum. As expected, we have found a strong relationship between the number of hidden and context neurons and network performance. Recurrent networks have been used as an alternative to temporal logic learning [20] . In this setting, the MIL problem can be re-defined as the task of learning to classify sequences of instances over time. The representation of bags as sequences allows the more efficient training of each instance in the network, while the use of recurrent links and context units allows the system to learn an internal representation for the bags. We hypothesize that this learned internal representation should be sufficient for the identification of the labels to be assigned to the bags.
Although we propagate instances through time in the network, the goal of MIL is to learn concepts about each bag. Therefore, the values of one bag do not need be considered by the network when learning the next bag. In order to represent the beginning of a new bag, we reset the values in each recurrent link, applying zero to the associated input neurons. The remaining of the process is the same as in a normal temporal learning task. When analysing the network's results, for the sake of consistency with the results obtained using backpropagation, we have considered all the outputs obtained by the network for each instance of each bag, and have applied the MIL principle, i.e. the bag was labeled as positive by the network if at least one of the instance results is positive. An alternative approach would have been to assume that after the last presentation of the instances of a bag to the network, the network has got internally all the information about the bag and, therefore, use only the recurrent network's output from this last presentation as the network result to validate the bag. This is part of ongoing further experiments using SNL. Finally, it is probably useful reiterating that, in principle, bags do not take sequences into consideration whilst recurrent networks do. The use of different presentation sequences might create a strong bias in the network's results, particularly if the later of the two evaluation methods above were to be used. To deal with this issue, in all of our experiments, we have presented different sequence orders to the networks. Therefore, before putting each sequence through a training step, we have randomized the order of the values in the sequence. This process was repeated each time each sequence was presented. This use of random sequences should reduce the chances of overfitting. In the test phase, the original order was considered as the valid representation of the domain.
VI. CONCLUSION AND FUTURE WORK
When dealing with the multi-instance learning problem, we have proposed to combine instance-level preprocessing and bag-level classification in an integrated system based on recurrent networks. Results indicate that both feedforward and recurrent networks can be considered as worthy contenders in MIL problems. Further work in model selection and comparisons is warranted.
As future work, an extension would be to include the current network's output as part of the context. This should improve accuracy further as it provides more information to the prototype, context units. One may also consider adding specific features to the prototype vector as extra information for learning. For example in [4] , instance frequencies and different distance measures were considered. These could easily have been included in the SNL prototype before network learning. Finally, the system can be extended to perform semisupervised learning [21] in a more modular way, with the prototype-learning using a simple unsupervised learning and the bag classification using standard backpropagation given the prototypes.
At first inspection, structured learning may seem incompatible with connectionism. However, as the problem of MIL indicates, certain relevant domains are structured by nature. It would be very counter-productive not to take advantage of such knowledge when it is available. At the same time, some properties of unstructured connectionism are highly desirable: robustness, fault tolerance, parallelism. The work on the interplay between neural networks and ILP seeks to reconcile symbolic structures and connectionism when tackling the problems of structured learning [10] , [19] .
