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Abstract
Generalized linear models (GLMs) are indispensable modeling tools in regression analysis.
They provide a parsimonious and effective way to model the linear relationship between the
mean response and a set of predictors on a link scale. Generalized single-index models (GSIMs)
and generalized additive models (GAMs) are two popular extensions of GLMs that can account
for any potential nonlinear relationship. Specifically, GSIMs introduce an unknown univariate
function to the linear predictor, whereas GAMs replace the linear predictor with a sum of
functional predictors. These two types of models remain in a parsimonious framework yet offer
much flexibility for regression modeling in a nonparametric manner, leading to a wide range of
applications in fields, such as econometrics, survival analysis, epidemiology, and ecology.
This thesis begins with a general introduction to GLMs, GSIMs and GAMs, and high-
lights the close connections between these models. This is followed by a discussion of three
separate topics on GSIMs and GAMs, consisting of the proposal of a profile likelihood ratio
test (PLRT) statistic for parameter inferences in the standard GSIMs and the establishment of
unified doubly-nonparametric frameworks for the extended GSIMs and GAMs. These novel
methodologies also complete the standard GSIMs and GAMs and provide flexible modeling
routines for analyzing real data examples.
Firstly, we predominantly focus on the parameter inferences for GSIMs since they are less
well investigated in comparison to the model fitting. To this end, a PLRT approach is proposed
that is simple to implement, invariant against parametrization, and exhibits less bias than the
standard Wald tests in finite sample settings. The ratio statistic is constructed as twice the
difference between the maximum profile likelihoods that are achieved under the alternative
and null hypotheses, respectively. This bypasses the explicit estimation of index coefficients’
covariance matrix that is usually biased due to using noisy plug-in estimators. Moreover, the
PLRT is demonstrated to follow an asymptotically standard chi-squared distribution. This
i
circumvents the bootstrapping procedure that is essential in obtaining the quantiles of null
distribution in the recently proposed generalized likelihood ratio test (GLRT). Additionally,
the proposed PLRT is shown to be over two magnitudes of order faster to carry out than the
GLRT approach in our numerical studies. Note that the GLRT approach is designed only
for the special case of additive errors with constant variance, whereas the proposed PLRT is
based on the GLM framework. Thus, the PLRT approach is appropriate for handling data with
non-constant variance that is typical of count, binomial, and time-to-event responses. These
advantages of the proposed PLRT method are then demonstrated on various simulations and
several real data examples.
Secondly, we establish doubly-nonparametric frameworks for both GSIMs and GAMs by
allowing the response distribution to be fully unknown. By rewriting the error distribution into
an exponential tilt form, the extended models assume that the data still originates from some
exponential family but without any need to specify a priori. In comparison to the commonly
used quasi-likelihood-based methods, the proposed doubly-nonparametric models still remain
in a full probability setting that is able to provide further insight into the data generating
mechanisms. Thus, the proposed doubly-nonparametric models are particularly useful for
model selection and diagnosis, predictive inferences, and nonparametric bootstrap resampling.
By avoiding pre-specifying of the error distribution or the first two/higher moments of the data,
the doubly-nonparametric methods reduce potential bias and inaccurate inferences induced by
model misspecification and offer much flexibility and robustness for modeling. In addition, the
seemingly impossible task of estimating the mean function and response distribution over their
respective infinite-dimensional spaces becomes feasible by employing an empirical likelihood
approach coupled with penalized regression splines. The consequent estimators in the mean
model and error distribution are then shown to be root-n consistent and jointly asymptotically
normal in distribution under some regularity conditions.
In addition to extending the standard GSIMs and GAMs in a doubly-nonparametric manner,
a profile empirical likelihood ratio test is developed for parameter inferences in the doubly-
nonparametric GSIMs, and pointwise confidence bands for each smooth function and the overall
mean curve are constructed for doubly-nonparametric GAMs from a frequentist approach. In
each new framework, the extensive simulations and analyses of several real data examples
demonstrate the satisfying performance of the proposed doubly-nonparametric method under
both the correctly specified and misspecified model settings.
ii
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Chapter 1
Introduction
Regression analysis using generalized linear models (GLMs; McCullagh and Nelder, 1989)
has been extensively discussed in statistical inference, and enjoys immense popularity in a
variety of fields of applications, such as economics, epidemiology and sociology. This chapter
focuses on an overview of some topics related to GLMs that will be helpful for understanding
the constitutions made in this thesis. More specifically, by relaxing the underlying linearity
assumption in GLMs, two extensions of GLMs are introduced: generalized single-index models
(GSIMs) and generalized additive models (GAMs). Both of these models allow non-linear
modeling of the data, leading to broader applications in the real world.
Section 1.1 provides a general introduction of both GSIMs and GAMs, showing the close
connections between these models and GLMs. For model estimation of GSIMs and GAMs,
Section 1.2 introduces the popular penalized regression splines technique. Section 1.3 describes
the empirical likelihood approach employed in Huang (2014) for fitting GLMs with unspecified
response distribution. This novel idea is successfully incorporated into our projects in Chapter
3 and Chapter 4, extending the standard GSIMs and GAMs in a doubly-nonparametric manner.
Section 1.4 outlines the chapters of this thesis.
1.1 Basic models
Consider independent data pairs (X i, Yi), i = 1, . . . , n, where X i = (Xi1, . . . , Xid)T are
covariates and Yi is the response. The conditional mean function µi = E(Yi|X i) in a standard
1
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GLM is modeled by
g(µi) = X
T
i β , (1.1)
where g(·) is a user-specified link function and β ∈ Rd is a vector of unknown regression
coefficients. Moreover, it is also assumed that the conditional distribution of each response
Yi, conditional on the predictor X i, comes from some exponential family of distributions with
densities (with respect to some dominating measure) of the form
dFi(y) = exp
{
yθi − b(θi)
ϕ
+ c(y;ϕ)
}
, (1.2)
where ϕ is a scale parameter, and b(·) and c(·) are known functions that determine the form of
the distributions. This implies that
E(Yi|X i) = µi = b′(θi) ,Var(Yi|X i) = ϕb′′(θi) .
When g−1(·) = b′(·), the canonical parameter θi is related to the predictors X i directly by
θi = X
T
i β, and g(·) is said to be the canonical link function for the model. Some commonly
used examples are presented below.
• Continuous distributions
1. Gaussian distribution
dFi(y) = f(yi;µi, σ
2) =
1√
2piσ2
exp
{−(yi − µi)2
2σ2
}
= exp
{[
yiµi − µ
2
i
2
]
1
σ2
− y
2
i
2σ2
− 1
2
log(2piσ2)
}
,
where θi = µi, b(θi) = θ2i /2, ϕ = σ
2, and c(yi;ϕ) = [y2i /ϕ+ log(2piϕ)]/2.
2. Gamma distribution
dFi(y) = f(yi;µi, ν) =
(
ν
µi
)ν yν−1i exp(νyiµi )
Γ(ν)
= exp{[yi/µi − log(µi)] ν + (ν − 1) log(yi)
+ ν log(ν)− log[Γ(ν)]} ,
where θi = 1/µi, b(θi) = − log(θi), ϕ = 1/ν, c(yi;ϕ) = (ν − 1) log(yi) + ν log(ν) −
log[Γ(ν)], and Γ(·) is the gamma function.
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• Discrete distributions
3. Poisson distribution
dFi(y) = f(yi;µi) =
µyii exp(−µi)
yi!
= exp [yi log(µi)− µi − log(yi!)] ,
where θi = log(µi), b(θi) = − exp(θi), ϕ = 1, and c(yi;ϕ) = − log(yi!).
4. Binomial distribution
For given/fixed number of trials ni,
dFi(y) = f(yi;µi) =
(
ni
yi
)
piyii (1− pii)ni−yi
= exp
{
yi log
[
pii
1− pii
]
+ ni log(1− pii) + log
(
ni
yi
)}
,
where θi = log
[
pii
1−pii
]
, b(θi) = ni log(1 + exp(θi)), ϕ = 1, and c(yi;ϕ) = log
(
ni
yi
)
.
The utilization of the canonical link function generally leads to sensible conditional means
for any value of θ. For example, in Poisson regression, b′(·) = exp(·) guarantees the non-
negativity of the conditional means for any value of θ. For binomial responses, the canonical
link b′(·) = exp(·)/(1 + exp(·)) ensures that the conditional mean is between 0 and 1 for any
value of θ. However, non-canonical links can also be used, depending on the context.
It is worth mentioning that another discrete distribution example we use frequently in the
following chapters is negative-binomial distribution, which is not a GLM unless the dispersion
parameter is known a priori. The negative-binomial distribution can be expressed in many
forms (Hilbe, 2011). One that we adopt is specified in terms of its mean µi = pir1−pi and has the
form
dFi(y) = f(yi;µi, r) =
Γ(yi + r)
(yi)!Γ(r)
(
µi
µi + r
)yi ( r
µi + r
)r
,
where r is the number of failures and pi is the probability of success. Under this form, the
corresponding variance has the form of µi +
µ2i
r
. The parameter r is sometimes referred to
as size or dispersion parameter in different contexts. The negative-binomial allows modeling
over-dispersed count data.
More details of statistical modeling and parameter inferences for GLMs are available in
McCullagh and Nelder (1989). See Lindsey (1997) for further applied examples. In real data
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examples, however, the basic linearity assumption in predictors for GLMs is sometimes far
too restrictive. Therefore, two model extensions, namely, GSIMs and GAMs, have become
extremely useful tools for handling complex multivariate data. Both approaches can model
non-linear conditional relationships between the mean response and a set of predictors. We
now highlight their connections to the standard GLMs.
1.1.1 Generalized single-index models
As one of the extensions to GLMs, GSIMs provide a parsimonious yet flexible analysis tool
for statistical modeling by introducing a smooth but otherwise unspecified univariate function
f to the linear predictorXTi β. In other words, model (1.1) now has the form of
g(µi) = f(X
T
i β) .
It enables us to capture non-linear conditional relationships between the mean response and a set
of predictors without pre-specifying its form. Its parsimony, interpretability and flexibility have
led GSIMs to find a wide range of applications in a variety of fields, such as econometrics (e.g.,
Horowitz, 2009; Hu et al., 2015) and survival analysis (e.g., Ha¨rdle et al., 1993; Strzalkowska-
Kominiak and Cao, 2014).
The approaches for parameter estimation of (β, f(·;β)) have been extensively investigated.
The terminology “bundled parameter” was first used in Huang and Wellner (1997) to describe
(β, f(·;β)), where the finite-dimensional index coefficientsβ of interest and the infinite-dimensional
nuisance parameter f(·) are bundled together. The fitting methods include, but are not limited
to kernel smoothing (Ha¨rdle et al., 1993), average derivative estimation (Ha¨rdle and Stoker,
1989), sliced inverse regression (Yin and Cook, 2005), local linear methods (Carroll et al.,
1997) and penalized splines (Yu et al., 2017). Each of them possesses its own merits, and their
corresponding estimators have competing attractive properties – see individual references for
details on each method. This thesis focuses on the technique of penalized regression splines.
In contrast, parameter inferences on the index coefficient β are less explored. Recently
proposed methods, such as the generalized likelihood ratio test (GLRT; Zhang et al., 2010) for
the special case of additive errors with constant variance, the conditional quasi-likelihood ratio
test (QLRT; Cui et al., 2011) for handling data with non-constant variance and our proposed
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profile likelihood ratio test for the conventional GSIMs, will be compared and contrasted in
detail in Chapter 2.
1.1.2 Generalized additive models
An alternative way to extend GLMs is to replace the linear predictor XTi β by a sum of
smooth functional predictors
∑d
j=1 fj(Xij). That is, model (1.1) now has the form of
g(µi) =
d∑
j=1
fj(Xij) , (1.3)
where {fj, j = 1, . . . , d} is a set of smooth but otherwise unspecified functions. The unspec-
ified smooth functions fj introduce much flexibility to the classical GLM framework. It not
only allows non-linear modeling for the mean response without pre-specifying its form, but
also allows each model component to be easily interpreted in a conditional manner due to its
additivity assumption. GAMs also have found a broad range of applications in various fields,
such as epidemiology (e.g., Schwartz, 1994; Hastie and Tibshirani, 1995) and ecology (e.g.,
Yee and Mitchell, 1991; Guisan et al., 2002).
Fitting model (1.3) in terms of estimating each unknown smooth function fj and the overall
mean curve over an infinite-dimensional space is as challenging as it is in GSIMs. Similar
approaches, such as kernel smoothing and splines, have been explored and are readily available
in some R packages, for example, the gam package (Hastie, 2017) and the mgcv package
(Wood, 2017). Some aspects of model inference, such as pointwise confidence intervals for each
smooth function, have also been investigated from both a frequentist and Bayesian perspective
of view (Ruppert et al., 2003; Wood, 2006a).
Both GSIMs and GAMs relax the linear assumption in GLMs but still retain the conditional
distributional structure of GLMs. That is, GSIMs and GAMs still assume that the conditional
responses come from some exponential family of distributions and that this family is correctly
specified a priori. This includes the popular Gaussian, gamma, Poisson and binomial families,
as well as many other less popular yet equally useful families such as the inverse Gaussian
for skewed continuous data, negative-binomial for over-dispersed counts, and the generalized
Poisson (Famoye, 1993) and Conway-Maxwell-Poisson (Huang, 2017) distributions for both
over- and under-dispersed counts.
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However, the requirement of a correct specification of the conditional response distribution
for these models is particularly restrictive in practice. Misspecification typically leads to ineffi-
cient estimators and severely biased inferences. Therefore, it is useful to extend these models by
relaxing the response distributional assumption. This thesis builds upon the method of Huang
(2014) (Section 1.3) to remedy this issue.
1.2 Penalized regression splines
Various smoothing methods for fitting an the unknown smoothing function f are available.
Among these, penalized regression splines have enjoyed immense popularity due to its balance
between flexibility and computational efficiency. In addition, the estimators obtained from using
these low-rank splines can be shown to be root-n consistent under some general conditions,
which leads to favorable asymptotic results for model inferences.
When applying this approach, there are two basic components to be determined: the spline
basis and the penalty. We illustrate the idea through the GAM framework (1.3), but the idea is
the same for GSIMs. Generally speaking, the unknown univariate function fj can be approxi-
mated by using splines of the form
fj(·) = B(·)δj ,
where δj is a vector of spline coefficients andB(·) is a set of basis functions, such as B-splines
(de Boor, 1978), truncated P-splines (see e.g., Ruppert et al., 2003; Wood, 2006a) and cubic
regression splines (Wood, 2006a, Section 4.1.2), among many others. The estimation problem
of recovering each smooth function fj over an infinite-dimensional space is then reduced to
identifying the corresponding basis coefficients δj .
To avoid potential model over-fitting, a penalty term can be introduced into the model as the
second component in constructing penalized regression splines. Then, δˆj can be defined as the
maximizer of the penalized log-likelihood function,
`nλ(δ) = `n(δ)− 1
2
d∑
j=1
λjδ
T
j Dδj , (1.4)
where `n(δ) = 1n
∑n
i=1[Yiθi − b(θi)] is the unscaled log-likelihood with θi ≡ θi(δ) given by
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the solution to g(b′(θi)) = B(X i)δ, λj ≥ 0 are smoothing parameters and D is an appropriate
symmetric positive semi-definite penalty matrix.
For example, D can be any positive semi-definite symmetric matrix satisfying δTj Dδj =∫
[f ′′(x)]2 dx that induces the usual quadratic integral penalty. Alternatively, D can be a di-
agonal matrix that penalizes the sum of squares of the jumps (See Ruppert and Carroll, 1997,
2000). For instance, if truncated P-spines with K knots are employed (see Section 1.2.1 for
more details), then D can be a diagonal matrix with its last K diagonal elements as 1 and the
rest as 0, which penalizes the coefficients of the bases at the knots {κk}Kk=1 and leads to a ridge
regression-type estimator.
The penalty parameters λj in (1.4) controls the wiggliness of the curve. A smaller value of
λj leads to a more wiggly fitted curve that may capture the local fluctuations, whereas a larger
λj results in an increasingly linear estimation of the curve. Figure 1.1 below, originally from
Ruppert et al. (2003, page 67), demonstrates how λ controls the shape of a fitted curve for a
LIDAR (light detection and ranging) dataset.
Figure 1.1: Linear penalized spline regression fits to LIDAR data for λ values of 0, 10, 30 and
1000 (24 knots are used). – From Ruppert et al. (2003, page 67).
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In summary, the idea of representing unknown smooth functions using penalized regression
splines in GSIMs and GAMs is computationally simple. It eases both the model fitting and
statistical inferences by reducing the dimension of the model from infinite to finite. For fitting
these models in practice, there are multiple R packages available, e.g., the mgcv package for
GAMs (Wood, 2017), the gamlss package for fitting GAMs for location, scale and shape
(Stasinopoulos et al., 2017) and the scam package for GAMs under shape constraints (Pya,
2017). Moreover, due to the close connection of GSIMs and GAMs, the computation of GSIMs
only involves adding a few lines to the existing GAMs packages without any further effort.
To facilitate understanding of the following three chapters, we now describe in more detail
truncated P-splines and cubic regression splines, both of which are popular regression splines.
1.2.1 Truncated P-splines
P-splines sometimes stand for penalized B-splines (Eilers and Marx, 1996). To be consistent
with the content in our following chapters, we adopt the terminology from Ruppert and Carroll
(1997, 2000) to refer particularly to the penalized truncated power splines bases with the degree
of p, of the form
B(x) = (1, x, . . . , xp, (x− κ1)p+, . . . , (x− κk)p+) ,
where {κk}Kk=1 are spline knots.
The main advantage of the truncated power basis is its simplicity to construct and interpret
in contrast to the cubic regression splines described below.
1.2.2 Cubic regression splines
In some of the literature, cubic regression splines refer to truncated P-splines with degree
p = 3, whereas in our context we refer to the specific cardinal spline bases that are described in
Wood (2006a, Section 4.1.2), whose forms are not that succinct and compact. More explicitly,
denote {κk}Kk=1 as K knots, δj = f(κj) and βj = f ′′(κj). Then, the function f can be
represented as
f(x) = a−j (x)δj + a
+
j (x)δj+1 + c
−
j (x)βj + c
+
j (x)βj+1 if κj ≤ x ≤ κj+1 ,
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where a−j (x), a
+
j (x), c
−
j (x) and c
+
j (x) are defined as
a−j (x) = (κj+1 − x)/hj , c−j (x) = [(κj+1 − x)3/hj − hj(κj+1 − x)]/6 ,
a+j (x) = (x− κj)/hj , c+j (x) = [(x− κj)3/hj − hj(x− κj)]/6 .
With some further transformations (which are not our main interests), function f is also appli-
cable to be rewritten entirely in terms of basis coefficients δ. See Section 4.1.2 of Wood (2006a)
for more details.
In addition to specifying forms of basis functions, the issue of selecting the number and
position of the knots is also necessary for constructing regression splines. However, this is
not our main concern in this thesis, so we omit further discussion here. As recommended in
Yu and Ruppert (2002), for either monotonic or unimodal function, we generally place 10–15
knots at the appropriate quantiles or uniformly over the range of the data. For more complex
functions that have many local minima and maxima, more knots are needed to identify the local
curvature. We refer to Hastie and Tibshirani (1990, Chapter 9) and Ruppert (2002) for more
specific proposals and discussions regarding this issue.
1.3 Empirical Likelihood method of Huang (2014)
In classical GLMs, GSIMs and GAMs, the fundamental model assumption is that the data
come from some exponential family of distributions (1.2) which is specified a priori. The
pre-specification of the response distribution is central to the model set up and subsequent
inferences. However, this is too demanding in many applied settings. A popular extension,
quasi-likelihood (QL) relaxes this assumption by only requiring a mean-variance relationship
for the model. However, this is sometimes still too demanding, and any inference based on the
misspecification of the first two moments would be inaccurate.
A novel idea proposed in Huang (2014) considered a semiparametric GLM that allows the
error distribution to be fully unspecified. The only model assumption is that the data come from
some exponential family, but without any need to specify the family a priori. The approach is
conceptually simple and allows the response distribution to be an infinite-dimensional parameter
by rewriting it into an exponential tilting form. In other words, the densities (1.2) in the
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semiparametric GLM can be rewritten as
dFi(y) = exp(θiy − bi)dF (y)
for some reference distribution F , where the cumulant generating function bi ≡ b(Xi;β, F )
and canonical parameter θi ≡ θ(Xi;β, F ) are given by the joint solution of the normalizing
constraint
bi = log
∫
Y
exp(θiy)dF (y)
and the mean constraint
g−1(XTi β) =
∫
Y
y exp(θiy − bi)dF (y) .
This representation encompasses all classical exponential families by choosing different ref-
erence distributions F . They are not limited to those popular distributions, such as Gaussian,
Poisson and gamma distribution; many nonstandard ones are also covered. For example, over-
or under-dispersed counts can be dealt with simply by F having heavier or lighter tails than a
Poisson distribution. Zero-inflated counts can be handled by F having excess probability mass
at zero.
One immediate advantage of this representation is that it remains the model in a full prob-
ability measure. This is particularly helpful for model selection and diagnosis and predictive
inferences. In contrast, the QL-based methods typically do not correspond to actual probability
models for the data, thus being hard to provide any further information regarding the probability
mechanism generating the data.
Another key advantage of this representation is that it leaves F completely unspecified, mak-
ing apparent the idea that the reference distribution F itself can be considered as an unknown
parameter in the model and simultaneously estimated with the regression coefficient β from the
data. As the parameter space for F is the infinite-dimensional space of all distributions having
a Laplace transform in some neighborhood of 0, Huang (2014) adopted an empirical likelihood
method to reduce the original infinite-dimensional estimation problem to a finite-dimensional
one. More precisely, it is carried out by replacing the density dF (Yi) with a set of non-negative
probability masses p = (p1, p2, . . . , pn)T , so that F (y) =
∑n
i=1 piI(Yi ≤ y), where I is the
indicator function.
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This innovative semiparametric approach is demonstrated to be flexible for handling various
types of responses that come from distributions both within and outside the classical GLM
framework. It becomes an attractive alternative tool for regression analysis when there is
not much prior distributional information known about the responses. Considering the close
connection between GLMs and GSIMs/GAMs, it is of interest to further extend the conventional
GSIMs and GAMs to a doubly-nonparametric framework using this method. This will be
investigated in Chapters 3 and 4, respectively.
1.4 Preface to the following chapters
In Chapter 2 of this thesis, we focus on parameter inferences for GSIMs from both a
theoretical and computational perspective. Parameter inferences have been less well explored
than parameter estimation for GSIMs. We address this gap in the literature by proposing
a profile likelihood ratio test (PLRT), which is conceptually and computationally simple to
implement. The construction of a PLRT only involves calculating the likelihood ratio statistic
between two nested models and bypasses the explicit estimation of the covariance matrix which
is essential to standard Wald tests. Moreover, the PLRT is shown to follow a standard chi-
squared asymptotic distribution. This does not involve any computationally expensive bootstrap
sampling technique, such as that recommended in the recently proposed generalized likelihood
ratio test (GLRT; Zhang et al., 2010). On the other hand, the PLRT is easy to carry out by just
adding a few lines to the existing gam function in the state-of-the-art R package mgcv (Wood,
2017). Throughout various simulations and real data examples, the PLRT is demonstrated to
exhibit substantially less bias than standard Wald tests and GLRT, and is up to over two orders
of magnitude faster to fit than the GLRT. Additionally, as the GLRT is proposed only for data
with constant variance, the PLRT is more appropriate for handling the data with non-constant
variance, such as count, binomial and time-to-event responses.
In Chapters 3 and 4, we further extend the standard GSIMs and GAMs in a doubly-nonparametric
manner by allowing both the mean function and response distribution to be unknown. By
relaxing the distributional assumption, these novel frameworks offer robust approaches for
regression analysis in a flexible yet parsimonious way. The only assumption of these models
is that the data come from some exponential family – but, crucially, we do not need to specify
which exponential family a priori. Therefore, it still remains in a very large distributional
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family. This assumption preserves the models in a full probability setting that is particularly
useful for model selection and diagnosis, predictive inferences and nonparametric bootstrap
resampling.
The seemingly impossible task of estimating both the response distribution and smooth
mean curves over their respective infinite-dimensional spaces is then achieved by constructing
an empirical likelihood function that is analogous to Huang (2014). The subsequent estimators
are shown to be root-n consistent and asymptotically normal in distribution when penalized
regression splines with a fixed number of knots are employed. In addition to these, in Chapter
3, we propose a penalized profile likelihood ratio test for parameter inferences in doubly-
nonparametric GSIMs. Then, in Chapter 4, we establish pointwise confidence bands for each
smooth function and the mean curve for doubly-nonparametric GAMs. Extensive simulations
over both correctly and misspecified models, along with several applications to real data exam-
ples, indicate that the doubly-nonparametric framework offers much flexibility for regression
analysis. These approaches retain comparable performance under correct model specification,
but exhibit much robustness in misspecified scenarios.
Chapter 5 then analyses two more real data examples: a continuous dataset (air quality
measurement) and a count dataset (recreational boating trips). The detailed analyses provide
further insights into how the standard GSIMs/GAMs and our proposed doubly-nonparametric
methods perform in different scenarios in the real world. Finally, Chapter 6 discusses the
possible future directions of research.
Chapter 2
Profile likelihood ratio tests for parameter
inferences in generalized single-index models
Zhang, N. and Huang, A. (2017) Profile likelihood ratio tests for parameter inferences
in generalized single-index models. Revised and resubmitted to Journal of Nonparametric
Statistics.
Abstract: A profile likelihood ratio test is proposed for inferences on the index
coefficients in generalized single-index models. Key features include its simplicity in
implementation, invariance against parametrization, and exhibiting substantially less
bias than standard Wald-tests in finite-sample settings. Moreover, the R routine to
carry out the profile likelihood ratio test is demonstrated to be over two orders of
magnitude faster than the recently proposed generalized likelihood ratio test based
on kernel regression. The advantages of the method are demonstrated on various
simulations and two data analysis examples.
Keywords: Generalized single-index models, regression splines, profile likelihood
ratio test, parameter inference
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2.1 Introduction
Single-index models (SIMs; e.g., Ha¨rdle et al., 1993; Ichimura, 1993) are extremely useful
tools for analyzing complex multivariate data in a parsimonious yet flexible way. SIMs make the
simplifying assumption that the conditional distribution of a response Y given a set of covariates
x ∈ Rd depends only on the single index xTβ for some vector of parameters β ∈ Rd, with
the functional form of this dependency left unspecified. It is this balance of model parsimony,
interpretability and flexibility that has seen SIMs find a wide range of applications in a variety
of fields, such as econometrics (e.g., Hu et al., 2015) and survival analysis (e.g., Ha¨rdle et al.,
1993; Strzalkowska-Kominiak and Cao, 2014).
In this note we consider generalized single-index models (GSIMs) which assume that the
conditional distribution of a response Y given a set of covariates x has the form
Y | x ∼ dF (y|x;β) = exp
{
yf(xTβ)− b(f(xTβ))
ϕ
+ c(y;ϕ)
}
, (2.1)
where the functions b(·) and c(·) are of known forms, f : R → R is a smooth but otherwise
unspecified function, β is a vector of coefficients, and ϕ is a dispersion parameter. This
framework covers normal, Poisson, binomial and gamma responses, amongst others. Model
(2.1) implies E(Y |x) = b′(f(xTβ)), where b′(·) is the canonical inverse-link function. As with
classical generalized linear models (GLMs), the use of the canonical link generally leads to
sensible conditional mean functions for any function f . For example, b′(·) = exp(·) for Poisson
regression, ensuring non-negativity of the conditional mean for any value of the function f . For
binomial responses, the canonical link b′(·) = exp(·)/(1 + exp(·)) ensures that the conditional
mean is between 0 and 1 for any value of the function f .
The computational aspects of fitting GSIMs have been widely discussed in the literature.
The terminology “bundled parameter” was first used in Huang and Wellner (1997) to describe
(β, f(·;β)), where the finite-dimensional index coefficientsβ of interest and the infinite-dimensional
nuisance parameter f(·) are bundled together. Various methods are available for estimating
(β, f(·)) simultaneously, for example, kernel smoothing (Ha¨rdle et al., 1993), average deriva-
tive estimation (Ha¨rdle and Stoker, 1989), sliced inverse regression (Yin and Cook, 2005), local
linear methods (Carroll et al., 1997), and penalized splines (Yu et al., 2017). Implicit to any
fitting method is the selection of a smoothing parameter, which is used to prevent overfitting
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and to regularize the underlying computational problem. The smoothing parameter is usually
chosen via generalized cross-validation (e.g., Yu et al., 2017), or set to some “optimal” value
relative to a working model (e.g., Zhang et al., 2010). All the above fitting methods have
their own merits, and their corresponding estimators have competing attractive properties – see
individual references for details on each method.
While most of the existing literature on GSIMs focus on model estimation and smoothing
parameter selection, inferences on the index parameters β are less explored. This chapter is
mainly concerned with this latter problem. To this end, we propose a profile likelihood ratio test
(PLRT) for testing the index parameters that is simple on both a conceptual and computational
level. Conceptually, to test between two nested models we simply fit both models and compute a
likelihood ratio statistic between the two models. This is then compared to the usual asymptotic
χ2 distribution, or an F distribution for a finite-sample adjustment. Computationally, the PLRT
involves no more than adding a few lines of code to existing software for fitting GSIMs. For this
chapter, we recommend the gam (generalized additive models) function in the state-of-the-art R
package mgcv (Wood, 2017), although other software can be modified in a similar way to carry
out the proposed PLRT procedure. The R code to carry out these computations is particularly
simple, and can be downloaded from the Online Supplement.
A reviewer pointed out that our model estimation procedure is similar to that in Yu et al.
(2017), where generalized partially linear single-index models are investigated. Indeed, both
papers carry out model fitting via penalized splines. However, Yu et al. (2017) focus on
model fitting and parameter estimation, while the main focus here is on parameter inferences.
Although Yu et al. (2017) establish large-sample properties for their estimator and propose a
sandwich formula for estimating the asymptotic variances for Wald-based inferences, the practi-
cal performance of their approach is not examined in their numerical or data analysis examples.
The proposed PLRT also enjoys some unique advantages over Wald-based inferences, which
we now highlight.
In addition to being conceptually and computationally simple, the proposed PLRT method
is also invariant to model parametrization. A well-known property of SIMs and GSIMs is that
they are not generally identifiable. Two popular sets of identifiability constraints on β are:
1. β contains no intercept term, β1 > 0, and ‖β‖2 = 1 (e.g., Yu and Ruppert, 2002; Ha¨rdle
et al., 2004; Zhang et al., 2010; Cui et al., 2011),
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2. β contains no intercept term, and β1 = 1 (e.g., Ha¨rdle et al., 2004).
Although the fitted model is the same under any set of identifiability constraints, inferences
based on Wald-tests are generally not invariant to parametrization. For example, in either
parametrization above it is not possible to test β1 = 0, that is, if covariate x1 has no overall effect
on Y . In parametrization 2, it is also not possible to compute standard errors for the estimated
coefficient for x1 as β1 is always set to 1. Instead, one needs to relabel the covariates so that
x1 no longer corresponds to the first coefficient, in order to carry out inferences on the effect
of covariate x1. In contrast, the proposed PLRT is invariant to parametrization as it exploits the
fact that the fitted model, and subsequently the maximized likelihood, is the same regardless
of parametrization. Thus, we can simply fit the model with and without the covariate x1 and
compare the maximal log-likelihoods achieved, regardless of which identifiability constraint is
used.
The PLRT approach also exhibits substantially less bias than the usual Wald tests in all
our simulation settings (see Section 2.4). We suspect that this is because the proposed PLRT
bypasses explicit estimation of the variance matrix which is at the crux of Wald-based infer-
ences. This variance matrix is typically estimated by plugging in the estimated βˆ and fˆ into the
expression for the asymptotic variance (e.g., Yu et al., 2017, Section 4). The estimation of f
is generally very noisy, which leads to inaccurate variance estimation and subsequently biased
Wald statistics. The level of bias can be severe, as demonstrated in our simulations in Section
2.4. We stress that we use only the default automated smoothing parameter selection from the
gam function when implementing the proposed PLRT. In particular, we never “hand-pick” a
smoothing parameter value to make our method look superior to competing methods in any of
our simulations or data analysis example.
2.2 Related methods
There are two closely related approaches for inferences on index coefficientsβ using likelihood-
type functions. These are the generalized likelihood ratio test (GLRT; Zhang et al., 2010) and
the conditional quasi-likelihood ratio test (QLRT; Cui et al., 2011). We compare and contrast
these methods here.
2.2. RELATED METHODS 17
2.2.1 Generalized likelihood ratio test
The GLRT approach of Zhang et al. (2010) employs local-linear estimation for the function
f in the special case of additive errors with constant variance. This is done via the following
three steps:
1. For each z and β, minimize
∑n
i=1[Yi− a− b(xTi β− z)]2Kh(xTi β− z) in a and b, where
Kh is some kernel function with bandwidth h, giving local estimates of the intercept
aˆ = aˆ(z;β, h) and slope bˆ = bˆ(z;β, h).
2. Minimize the residual sum of squares
∑n
i=1[Yi − aˆ(xTi β;β, h)]2 in β, subject to identifi-
ability constraint βTβ = 1. This gives the estimate βˆ.
3. Estimate f by fˆ(· ;h) = aˆ(· ; βˆ, h).
To test the null hypothesis H0 : β{l} = 0 against the alternative H1 : not all β{l} = 0,
where l ⊂ {1, 2, , . . . , d} is some subset of indices, the GLRT proceeds by carrying out the
above three steps under both H0 and H1, and computing the log ratio of the residual sum of
squares. This can then be shown to follow a scaled asymptotic χ2 distribution, with the scaling
factor and degrees of freedom depending on the kernel function K, the bandwidth h, and the
support of the estimated linear predictor xTi βˆ under both the null and alternative hypotheses.
To carry out the GLRT in practice, Zhang et al. (2010) suggest two tweaks to the theory.
First, instead of directly using the asymptotic χ2 result, the authors recommend bootstrap
resampling to estimate the quantiles of the null distribution. This is because the null distribution
depends on the estimated support from both the null and alternative fitted models. In this sense,
the GLRT exhibits a non-standard type of Wilk’s phenomenon. Second, the recommended
bandwidth for hypothesis testing is different to the optimal bandwidth for fitting the model.
More precisely, if hˆopt is the estimated optimal bandwidth for fitting the model, then the corre-
sponding optimal bandwidth for hypothesis testing was found to be hˆopt × n−1/20 numerically.
This treats model fitting and model inferences on slightly different footings. These two tweaks
were employed throughout the simulation studies and data analysis example in Zhang et al.
(2010).
The main advantage of the proposed PLRT framework over the GLRT is that it is simpler to
implement in practice. In particular, the asymptotic distribution for calibrating the test does
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not depend on a chosen kernel function, a chosen bandwidth, nor the support of the fitted
linear predictors. It also does not require bootstrap approximations for the null distribution, nor
tweaking of the bandwidth – in fact, we use only the default automated smoothing parameter
selection from the gam function from the mgcv package (Wood, 2017). That is, we simply fit
the model under both the null and alternative hypotheses using the default automated smoothing
parameter selection, and directly compare the likelihood ratio statistic to an asymptotic χ2 dis-
tribution, with degrees of freedom depending only on the number of constraints imposed by the
null hypothesis. Thus, PLRT is much more computationally efficient than GLRT. Indeed, our
numerical examples in Section 2.4 demonstrate that the proposed PLRT is over two magnitudes
of order faster to carry out than the GLRT approach.
The GLRT approach is also inappropriate for data with non-constant variance, which is
typical of count, binomial and time-to-event responses. However, such responses pose no prob-
lems for the proposed PLRT approach as it is based on the generalized linear model framework
(McCullagh and Nelder, 1989).
Finally, the code for implementing the GLRT is not readily available, even after contacting
the authors. To this end, we emulated the approach in R using the npindex function from the
np package (Racine and Heyfield, 2017), and we used this implementation for our simulation
studies in Section 2.4. Our replica code is provided in the Online Supplement.
2.2.2 Conditional quasi-likelihood ratio test
For handling data with non-constant variance, Cui et al. (2011) replace the sum of squares
criterion in the above three steps from Zhang et al. (2010) with a quasi-likelihood criterion
specified via mean-variance relationship. A conditional quasi-likelihood ratio test (QLRT) can
then be constructed for inferences on the index coefficients β.
More precisely, to test the null hypothesis H0 : β{l} = 0 against the alternative H1 :
not all β{l} = 0, where l ⊂ {1, 2, , . . . , d} is some subset of indices, the QLRT first fits a
local linear quasi-likelihood model under H1. Then, conditional on the fitted smooth function gˆ
obtained under H1, a second quasi-likelihood model under H0 is fitted. A quasi-likelihood ratio
statistic between the two models fits is computed, which can then be compared to an asymptotic
χ2 distribution with degrees of freedom given by the number of constraints imposed byH0. This
approach is conditional because the fitted smooth function fˆ under the alternative hypothesis
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is treated as fixed under the null hypothesis and also in the subsequent quasi-likelihood ratio
statistic. In contrast, the proposed PLRT approach is an unconditional test as it refits the smooth
function f and the coefficients β under both the null and alternative hypotheses.
In practice, the QLRT also differs from the proposed approach as it requires selection of an
additional adjustment factor to enhance the stability and accuracy of corresponding algorithm.
Cui et al. (2011) suggest numerically searching for the “optimal” value of this adjustment factor
over some interval determined by the dimension of the problem, with the criterion for being
“optimal” defined relative to some assumed working model. In contrast, the proposed PLRT
does not require any additional stability parameter.
Moreover, while the asymptotic theory for the QLRT is valid for any well-behaving band-
width selection method, such as cross-validation, the actual bandwidth selection method used
throughout the simulation studies in Cui et al. (2011) seems to be fine-tuned using knowledge
of the true underlying function f . For real data analysis problems where the true curve is
unknown, the authors recommend “trying a number of smoothing parameters that smooth the
data and picking the one that seems most reasonable”. This approach can be subjective and
ambiguous. In contrast, the PLRT approach we examine here is implemented in the same
automated way in all of our simulations and data analysis examples. In particular, we never
fine-tune the smoothing parameter using knowledge of the true curve in any of our numerical
studies. The R code to implement the PLRT is also particularly simple.
2.3 Model and main results
2.3.1 Model and estimation
A wide range of nonparametric estimation approaches exist for fitting generalized single-
index models (2.1) to data, including kernel and local polynomial regression (Cui et al., 2011)
and sliced inverse regression (Yin and Cook, 2005). In this chapter, we consider penalized
regression splines for both model fitting and parameter inferences. We find penalized splines
particularly simple to work with on both a theoretical and practical level.
More precisely, the smooth function f(·) is approximated by a series expansion, f(·) =
δTB(·) , where δ is a vector of spline coefficients, and B(·) is a set of basis functions. Various
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types of basis functions can be used here, with the two most popular choices being cubic
regressions splines (Wood, 2006a, Section 4.1.2) and truncated P-splines (Yu and Ruppert,
2002; Yu et al., 2017). The theory and methodology in this chapter are valid for both of these
approaches.
For parameter identifiability in model estimation, we use the first set of constraints from Sec-
tion 2.1. That is, the parameter space of β is {β = (β1, . . . , βd)T : ‖β‖2 = 1, β1 > 0,β ∈ Rd},
where ‖·‖ denotes the Euclidean norm. The parameter β is on the boundary of a unit ball, which
violates the usual regularity conditions needed to establish asymptotic properties of subsequent
estimators (Cui et al., 2011, Section 2). By introducing a (d − 1)-dimensional parameter
φ = (φ1, . . . , φd−1)T , we can parametrize β through β(φ) = (
√
1− ‖φ‖2, φ1, . . . , φd−1)T ,
where φ satisfies the constraint ‖φ‖ ≤ 1. If the true value φ∗ is such that ‖φ∗‖ < 1, then
standard regularity conditions hold.
Remark 1 Identifiability constraints are only needed for model estimation. The fitted model
and, subsequently, the likelihood value achieved are the same regardless of which set of iden-
tifiability constraints is used. Thus, parameter inferences based on the likelihood are invariant
to parametrization. It is this key property that we exploit in Section 2.3.3 of this chapter.
A penalized likelihood estimator of θ = (φT , δT )T can then be obtained by maximizing the
penalized log-likelihood function,
`nλ(θ) = `n(θ)− n
2
λnδ
TDδ , (2.2)
where `n(θ) =
∑n
i=1[yiδ
TB(xTi β(φ)) − b(δTB(xTi β(φ)))] is the unscaled log-likelihood,
λn ≥ 0 is a smoothing parameter, and D is a positive semi-definite symmetric matrix satisfying
δTDδ =
∫
[f ′′(z)]2dz . This penalizes the curvature of f to avoid the overfitting of regression
curve. A smaller value of λ results in a more wiggly fitted function fˆ that may capture local
fluctuations, while a larger value of λ leads to an increasingly linear estimation of function f .
Finally, the dispersion parameter ϕ can be estimated from the Pearson residuals using the
method-of-moments estimator, ϕˆ = (n− k)−1∑ni=1(Yi − µˆi)2/vˆi, where k is the degree of the
freedom of the fitted model, µˆi are the estimated means, and vˆi = b′′(δˆB(xTi β(φˆ))) are the
estimated (unscaled) variances.
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2.3.2 Large sample properties
We follow the fixed-knot asymptotics of Yu and Ruppert (2002) and assume that the true
underlying function f is itself a spline function. For functions f that are not spline functions,
the asymptotic bias can be offset by increasing the number of knots. However, as Yu and
Ruppert (2002, Section 3) argue, the variability in the choice of smoothing parameter in practice
is typically larger than this asymptotic bias and so fixed-knot asymptotics are a reasonable
approximation for practical purposes. The assumptions we impose on θ = (φT , δT )T and the
corresponding parametrized space Θ are specified in the Section 2.7. Results 1 and 2 below
follow from Yu and Ruppert (2002).
Result 1 (Consistency) Under Assumptions A1–A3 in the Appendix, if the smoothing parame-
ter λn = o(1) then there exists a local maximizer θˆ of (2.2) such that ‖θˆ−θ‖ = Op(n−1/2+λn).
In particular, θˆ → θ in probability.
Result 2 (Asymptotic normality) Under Assumptions A1–A3 in the Appendix, if the smooth-
ing parameter λn = o(n−1/2) then a sequence of constrained penalized estimators θˆ = (φˆ
T
, δˆ
T
)T
exists, is consistent, and is asymptotically normally distributed. That is,
√
n(θˆ − θ∗) →
N (0, I(θ∗)−1) in distribution, where I(θ∗) is the Fisher information matrix defined in the
Appendix. Moreover, we have
√
n
 βˆ − β
δˆ − δ
→ N (0, J(θ)I(θ)−1J(θ)T ) (2.3)
in distribution, where J is the Jacobian matrix for transforming back from θ = (φT , δT )T to
(βT , δT )T .
Result 2 is often used to motivate Wald statistics for inferences on the regression parameters
β, with the asymptotic variance in (2.3) estimated using a plug-in estimator by substituting the
fitted δˆ and βˆ in for δ and β. However, Wald tests using a plug-in estimator of variance can
be very biased in practice, as demonstrated in our simulations in Section 2.4. We suspect that
this is due to the fact that fˆ can still exhibit a lot of local fluctuations even with large sample
sizes. Another drawback is that the Wald-test is not invariant to the choice of identifiability
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constraints. As mentioned in Section 2.1, it is not possible to test if β1 = 0, that is, if covariate
x1 has no overall effect on Y , without first reparametrizing the model so that x1 is no longer the
first covariate.
2.3.3 Profile likelihood ratio test
To overcome the drawbacks of the Wald-test, we propose an alternative approach for in-
ferences on β that does not require explicit estimation of the variance, is easy to implement
computationally, and is invariant to identifiability constraints. The method is based on the
profile log-likelihood function for β, which is defined as
pl(β) =
n∑
i=1
[yiδˆ
T
βB(x
T
i β)− b(δˆ
T
βB(x
T
i β))] ,
where δˆβ is the maximizer of the penalized log-likelihood (2.2) for fixed β. A profile likelihood
ratio test (PLRT) statistic can be then be constructed by comparing the profile likelihoods
achieved under the null and alternative hypotheses.
More precisely, suppose we are interested in testing the hypothesis H0 : Mβ = 0 versus
H1 : Mβ 6= 0, where M is a r × d matrix with rank r < d and MMT = I . For example, if we
are testing whether x1 and x3 have no overall joint effect on the response Y , then r = 2 and M
is
M =
 1 0 0 0 · · · 0
0 0 1 0 · · · 0
 .
To carry out this test, we simply fit two models, one with the constraint Mβ = 0 and one with-
out, and evaluate the maximum profile likelihoods under the null and alternative hypotheses.
The profile likelihood ratio statistic can then be shown to have usual χ2 asymptotic distributions.
The proof of Proposition 1 is given in the Supplemental Materials.
Proposition 1 (Profile likelihood ratio test) Suppose Assumptions A1–A3 in the Appendix hold
and λn = o(n−1/2). Then under the null hypothesis H0, 2
{
supH1 pl(β)− supH0 pl(β)
} →
ϕχ2r in distribution as n→∞.
In practice, ϕ is typically unknown and we replace it with its estimate ϕˆ. A finite-sample
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adjustment to the above test is to compare the profile likelihood ratio to an rFr, n−df(H1) dis-
tribution instead, where df(H1) is the degrees of freedom of the fitted model obtained under
alternative hypothesis. This is justified since rFr, n−df(H1) = χ
2
r + oP (1) for large n.
We can also use the PLRT to define equivalent standard errors for βˆj via
seeq(βˆj) =
√
ϕˆ |βˆj|√
2
{
sup pl(β)− supβj=0 pl(β)
} (2.4)
where supβj=0 pl(β) is the maximal log-likelihood achieved under the constraint βj = 0. By
construction, the t-statistic |βˆj|/seeq(βˆj) achieves the same significance as the PLRT for testing
βj = 0. A null value other than 0 can also be used to calculate the equivalent standard error, but
in the absence of any additional knowledge about the true parameter value, the choice of 0 is a
good default to use in practice.
2.4 Simulation studies
To assess the practical performance of the proposed PLRT approach for inference on the
index parameters β, we looked at five sets of simulations covering continuous and binary
responses, and monotonic, unimodal and sinusoidal means curves. We employed cubic re-
gression splines for the first two sets of simulations and truncated cubic splines for the other
three, demonstrating that the methodology works well for either choice of basis functions. For
monotonic or unimodal regressions, we follow the recommendation in Yu and Ruppert (2002)
and set the default number of knots to 10. For more complex regressions, the number of knots
may be increased – see Yu and Ruppert (2002) and Ruppert (2002) for more discussions on
selecting the number of knots.
The practical performance of the proposed PLRT approach was compared to that of the
standard Wald test, as well as that of the generalized likelihood ratio test (GLRT) of Zhang
et al. (2010). Interestingly, computer software for implementing the GLRT was not readily
available, even after contacting the authors. For the purposes of this chapter, we replicated
the GRLT method ourselves in R using the npindex function from the np package (Racine
and Heyfield, 2017). We employed local constant estimation using second order Epanechnikov
kernels. All three methods were run on a Windows desktop with an i7-3770 CPU running at
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3.40 GHz and 16.0 GB RAM.
2.4.1 Continuous responses with sinusoidal means
To compare the performance of the GLRT, Wald and PLRT approaches for continuous data,
we generated synthetic datasets using the sinusoidal model from Cui et al. (2011),
Yi | xi ∼ N(sin(axTi β), σ2) , for i = 1, 2, . . . , n ,
with sample sizes n = 100 and 400 covering moderately small to moderately large sample
sizes. The true index parameters were set to β = (β1, β2, β3, . . . , β10)T = (2, 1, 0, . . . , 0)T/
√
5.
Each covariate in xi were generated independently from a N(2, 1) distribution and the error
standard deviation σ was set to 0.2. Two different periodicities were considered, with a = pi/2
corresponding to a unimodal mean function and a = 3pi/4 corresponding to a mean function
with one peak and one trough. A total of N = 1, 000 simulations were carried out for each
setting.
For each simulated dataset, a Gaussian GSIM model was fit using either local linear esti-
mation for the GLRT approach, or penalized cubic regression splines for the Wald and PLRT
approaches. The bandwidth for the local linear approach was chosen via least-squares cross-
validation method as implemented in the np package, while the smoothing parameter for pe-
nalized cubic splines was chosen via the default cross-validation method as implemented in the
mgcv package. In keeping with the recommendation in Zhang et al. (2010), the bandwidth
for inferences in the GLRT approach was modified to be hˆopt × n−1/20, where hˆopt was the
estimated optimal bandwidth for model fitting. For each dataset, 200 bootstraps were used for
the GLRT method due to its slow computation speeds (see average run times in Table 2.1).
Table 2.1 displays the Type 1 error rates at nominal 1%, 5% and 10% levels for simultane-
ously dropping 1, 3, 5 and 7 zero index coefficients using the GLRT, Wald test and the proposed
PLRT approach from Proposition 1. Here, dropping 1 covariate refers to testing β10 = 0,
dropping 3 refers to testing β8 = β9 = β10 = 0, dropping 5 refers to testing β6 = · · · = β10 = 0
and dropping 7 refers to testing β4 = · · · = β10 = 0 simultaneously. Note that β3, β4, . . . , β10
are all exchangeable, so there is no loss of generality in defining hypotheses in this sequential
manner.
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From Table 2.1 we see that the proposed PLRT provides substantially less biased Type 1
error rates than those of the GLRT and Wald tests for both periodicities. While Type 1 error
rates of both the Wald and PLRT methods approach nominal levels as the sample size increases,
the PLRT always exhibits comparable, if not superior, performance throughout. Note that it was
not feasible to run the GLRT on sample sizes of n = 400 due to its extremely slow computation
speed (see next paragraph). The Type 1 error rates in Table 2.1 suggest that the proposed PLRT
can perform well for parameter inferences in Gaussian single-index models.
Also displayed in Table 2.1 are the average computer run times for simultaneously dropping
7 covariates, β4 = · · · = β10 = 0, for each synthetic dataset using each of the three methods.
We see that the computation times for the PLRT approach are comparable to that of the simple
plug-in Wald test, but are over two orders of magnitude faster than the GLRT approach. Indeed,
the long computation times for the GLRT make it rather unfeasible for use in practice, taking
over 83 minutes on average to analyze a single dataset of sample size n = 100, and over 200
minutes to analyze a single dataset of sample size n = 400. In contrast, the proposed PLRT
approach does not require bootstrapping to approximate the null distribution of the test statistic,
making it much more computationally efficient. This, coupled with its superior accuracy, makes
it more appealing to use in practice.
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We also looked at the accuracy of the equivalent standard error (2.4) obtained by inverting
the PLRT. The simulation standard deviations, average Wald-based standard errors, and average
equivalent standard errors of βˆ1 and βˆ2 for estimating the two non-zero coefficients β1 and β2 are
given in the left half of Table 2.2. These results suggest that the PLRT provides both accurate
Type 1 errors for testing zero coefficients and accurate equivalent standard errors for inferences
on non-zero coefficients.
2.4.2 Binary responses with non-canonical mean curves
We also compared the performance of the GLRT, Wald and PLRT approaches on binary
data generated from the following three models:
1. c-log-log: P (Yi = 1 | xi) = 1− exp(− exp(xTi β)) ;
2. Unimodal: logit {P (Yi = 1 | xi)} = −0.05(0.5− 4xTi β)2 + 0.8 ;
3. Monotonic: logit {P (Yi = 1 | xi)} = exp(5xTi β−2)/{1+exp(5xTi β−3)}−1.5;
In each of the above settings, the sample size was set to either n = 350 or 700, corresponding
to moderate and large sample sizes for binary data, respectively. The true index coefficients
were set to β = (β1, β2, β3, β4)T = (2, 1, 0, 0)T/
√
5, and each covariate in xi were simulated
independently from a uniform distribution on (−2, 2). A total of N = 1, 000 simulations were
carried out for each setting.
For each simulated dataset, a binary GSIM model was fit using either local linear estimation
for the GLRT approach, or penalized truncated cubic splines for the Wald and PLRT approaches.
Again, the bandwidth for the local linear approach was chosen via the default least-squares
cross-validation method as implemented in the np package, while the smoothing parameter for
penalized cubic splines was chosen via the default cross-validation method as implemented in
the mgcv package. In keeping with the recommendation in Zhang et al. (2010), the bandwidth
for inferences in the GLRT approach was again modified to be hˆopt × n−1/20, where hˆopt was
the estimated optimal bandwidth for model fitting. For each dataset, 200 bootstraps were again
used for the GLRT method due to its slow computation speeds (see average run times in Table
2.3).
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Table 2.2: Simulation “true” standard errors (×10−2), average Wald-based standard errors
(×10−2), and average equivalent standard errors (×10−2) obtained by inverting the PLRT for
βˆ1 and βˆ2 for simulated continuous data with sinusoidal means (Section 2.4.1) and simulated
binary data with non-canonical means (Section 2.4.2). N = 1, 000 simulations in each setting.
Continuous responses Binary responses
model n method se(βˆ1) se(βˆ2) model n method se(βˆ1) se(βˆ2)
a = pi/2 100 true 0.98 1.92 c-log-log 350 true 3.43 6.91
Wald 0.93 1.84 Wald 3.08 6.07
PLRT 0.96 1.90 PLRT 3.15 6.24
400 true 0.43 0.85 700 true 2.30 4.53
Wald 0.42 0.84 Wald 2.20 4.36
PLRT 0.42 0.87 PLRT 2.21 4.41
a = 3pi/4 100 true 0.62 1.25 unimodal 350 true 3.80 7.11
Wald 0.71 1.32 Wald 3.45 6.61
PLRT 0.64 1.29 PLRT 3.43 6.72
400 true 0.29 0.58 700 true 2.42 4.70
Wald 0.28 0.57 Wald 2.43 4.75
PLRT 0.30 0.57 PLRT 2.38 4.71
monotonic 350 true 4.33 9.17
Wald 3.96 8.14
PLRT 4.10 8.56
700 true 2.67 5.67
Wald 2.70 5.58
PLRT 2.74 5.74
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Table 2.3: Binary responses with non-canonical mean models - Type 1 error rates (%) and
average run times (minutes) for simultaneously dropping 1 and 2 covariates using the GLRT,
Wald and PLRT approaches. Sample sizes n = 350 and 700. N = 1, 000 simulations in each
setting.
Nominal significance levels (%)
Drop 1 covariate Drop 2 covariates run time
model n method 1 5 10 1 5 10 (mins)
c-log-log 350 GLRT 1.8 10.0 21.0 2.2 11.6 22.0 105.93
Wald 2.7 8.2 12.5 3.3 10.7 16.0 0.06
PLRT 2.1 6.4 11.3 1.3 7.7 12.8 0.10
700 GLRT 1.4 6.4 14.4 1.4 10.0 19.0 157.00
Wald 2.0 5.8 10.6 1.7 6.7 11.9 0.08
PLRT 1.2 4.9 9.7 1.3 5.6 10.9 0.13
unimodal 350 GLRT 7.8 17.4 21.8 7.8 15.4 21.2 75.02
Wald 2.3 6.9 13.3 2.5 7.4 13.4 0.07
PLRT 1.7 6.5 12.8 1.6 6.8 11.9 0.20
700 GLRT 15.6 18.2 20.2 12.8 14.4 16.2 180.68
Wald 1.1 5.8 10.4 1.2 4.9 10.7 0.10
PLRT 1.0 5.6 10.3 1.1 4.8 9.9 0.24
monotonic 350 GLRT 2.0 6.8 12.2 1.8 8.2 14.0 68.05
Wald 2.5 8.1 15.1 3.8 10.1 16.0 0.08
PLRT 1.7 6.7 12.5 2.6 7.3 13.2 0.19
700 GLRT 5.6 7.6 12.8 4.6 9.6 13.4 154.60
Wald 1.6 7.6 13.7 1.8 8.4 13.7 0.12
PLRT 1.6 6.9 12.9 1.6 7.0 11.9 0.29
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Table 2.3 displays the Type 1 error rates at nominal 1%, 5% and 10% levels for simulta-
neously dropping 1 and 2 zero index coefficients using the GLRT, Wald test and the proposed
PLRT approach from Proposition 1. The results demonstrate that the proposed PLRT exhibits
substantially less biased Type 1 error rates than those of the GLRT and Wald tests for all
three mean models and for both sample sizes. The Wald test and PLRT both approach their
nominal rates as the sample size increases, but the GLRT actually diverges. The particularly
poor performance of the GLRT approach reflects the fact that it was designed for single-index
models with additive errors and constant variance – here, even bootstrapping the test statistic
does not provide a good enough approximation to the null distribution when the data are binary.
Also displayed in Table 2.3 are the average computation times for simultaneously dropping
2 covariates (i.e., β3 = β4 = 0) for each synthetic dataset using each of the three methods.
We again see that the computation times for the PLRT approach are comparable to that of the
simple plug-in Wald test, but over two orders of magnitude faster than the GLRT approach,
which took over 68 minutes to analyze a single dataset of sample size n = 350 and over 154
minutes to analyze a single dataset of sample size n = 700. These computation times make the
GLRT approach unusable in practice. In contrast, the proposed PLRT is both more accurate and
computationally more efficient, making it more appealing to use in practice.
Finally, we also looked at the accuracy of the equivalent standard errors (2.4) for binary
GSIMs obtained by inverting the PLRT. The simulation standard deviations, average Wald-
based standard errors, and average equivalent standard errors of βˆ1 and βˆ2 for estimating the
two non-zero coefficients β1 and β2 are given in the right half of Table 2.2. These results again
suggest that the PLRT provides both accurate Type 1 errors for testing zero coefficients and
accurate equivalent standard errors for inferences on non-zero coefficients.
2.5 Data analysis example
2.5.1 Rats prevalence data
We apply the proposed PLRT method to make inferences on the relationship between the
prevalence of bile duct hyperplasia in rats and 5 covariates, namely, gender, dose level, initial
weight, cage position and age at death. The response is a binary variable, with y = 1 and y = 0
denoting the presence and absence of nonlethal lesions in the bile duct at death, respectively.
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The dataset consists of 319 samples and comes from Dinse and Lagakos (1984).
Green and Silverman (1994, Section 6.4.1) analyze the subset of male rats using a binary
GSIM implemented via natural cubic splines with a fixed smoothing parameter. However, no
standard errors or inferences for the index coefficients are provided. Here, we give a full analysis
of the dataset by fitting a binary GSIM, with smoothing parameter chosen automatically by
the gam function, computing standard errors and assessing the relative importance of each
covariate. The R code for carrying out these calculations is provided in the Online Supplement.
Estimated index coefficients from the fitted model, along with standard errors and p-values
based on both the PLRT and the usual plug-in estimator of variance, are displayed in Table 2.4.
We see that inferences based on the two methods are qualitatively different here. For example,
the PLRT suggests that dose level is a more important predictor than gender, but Wald-tests
suggest the opposite. Age at death is not significant according to the Wald-test, but it is highly
significant according to the PLRT. Because the PLRT exhibits substantially less bias in our
simulations, we argue that they should be more reliable here.
Table 2.4: Rats tumor prevalence data analysis – estimated coefficients, standard errors (se) and
p-values based on profile likelihood ratio tests (PLRT) and Wald tests using plug-in estimator
of variance.
Generalized single-index model Logistic regression
PLRT Wald
Covariate βˆ se p se p βˆ se p
Gender 0.945 0.458 0.040 0.054 <0.001 1.127 0.431 0.009
Dose level 0.258 0.090 0.005 0.126 0.042 0.152 0.082 0.061
Initial weight 0.002 0.006 0.707 0.016 0.880 -0.003 0.009 0.753
Cage position 0.200 0.099 0.044 0.129 0.121 0.131 0.097 0.177
Age at death -0.034 0.009 <0.001 0.018 0.061 -0.024 0.007 0.001
A logistic regression model was also fit to the data for comparison, with the corresponding
estimates, standard errors and p-values displayed in Table 2.4. From Figure2.1, we find that the
logistic model may be inadequate in capturing the functional relationship between the covariates
and the tumor prevalence of rats. Specifically, the estimated mean curves obtained from the
nonparametric GSIM suggest that the probability of tumor presence may increase up to some
threshold but stays comparatively flat thereafter. This trend is not captured by the logistic model.
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Figure 2.1: Scatterplot (with jitter) of tumor presence data, with fitted mean curves using
generalized single-index (lines) and logistic regression (+ signs) models, for male (blue) and
female (red) rats.
2.5.2 Wine quality data
We apply the PLRT method for inferences on the relationship between red wine quality
and 11 possible predictors, namely, fixed acidity (g/dm3), volatile acidity (g/dm3), citric acid
(g/dm3), residual sugar (g/dm3), chlorides (g/dm3), free sulfur dioxide (mg/dm3), total sulfur
dioxide (mg/dm3), density (g/cm3), pH, sulphates (g/dm3) and alcohol (vol.%). The quality
of red wine is measured as a binary variable, with y = 0 representing a quality score of less than
or equal to 5 out of 10 (unsatisfactory) and y = 1 representing a score over 5 (satisfactory). The
dataset consists of 1599 samples, and is available from website: http://archive.ics.
uci.edu/ml/datasets/Wine+Quality.
In order to compare the index coefficients on the same scale, we standardize each covariate
before fitting the model. We fit a binary GSIM to the data and compare the model with a logistic
regression. Estimated parameters from both methods, along with standard errors and p-values
based on plug-in variance estimates (Wald) and the proposed PLRT, are displayed in Table 2.5.
All models identify alcohol, volatile acidity, total sulphur dioxide and sulphate levels as
being the most significant predictors for the satisfactory rating of red wines. However, the binary
GSIM model identifies a significantly stronger positive effect of fixed acidity than logistic
regression. Overall, it is reassuring that inferences and conclusions using either the PLRT or
standard Wald-tests are essentially the same in large sample settings. However, the simulation
results in the chapter demonstrate that PLRT-based inferences can be substantially less biased
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and more reliable in smaller sample scenarios.
Table 2.5: Red wine quality data analysis – estimated coefficients, standard errors (se) and p-
values based on profile likelihood ratio tests (PLRT) and Wald tests using plug-in estimator of
variance.
Generalized single-index model Logistic regression
PLRT Wald
Covariate βˆ se p se p βˆ se p
Alcohol 0.652 0.074 <0.001 0.066 <0.001 0.895 0.108 <0.001
Fixed acidity 0.247 0.114 0.030 0.115 0.032 0.209 0.168 0.214
Volatile acidity -0.427 0.059 <0.001 0.053 <0.001 -0.598 0.089 <0.001
Citric acid -0.241 0.078 0.002 0.068 <0.001 -0.265 0.110 0.016
Residual sugar 0.067 0.054 0.211 0.050 0.182 0.072 0.076 0.338
Chlorides -0.105 0.053 0.048 0.054 0.054 -0.181 0.075 0.015
Free sulfur dioxide 0.182 0.061 0.003 0.059 0.002 0.247 0.086 0.004
Total sulfur dioxide -0.353 0.064 <0.001 0.070 <0.001 -0.571 0.098 <0.001
Density -0.068 0.104 0.514 0.106 0.522 -0.055 0.151 0.715
pH -0.025 0.076 0.742 0.077 0.746 -0.063 0.110 0.566
Sulphates 0.309 0.048 <0.001 0.052 <0.001 0.464 0.074 <0.001
2.6 Discussion
The proposed PLRT approach is demonstrated to be both conceptually and computationally
simple to implement, invariant to identifiability constraints, and can exhibit substantially less
bias than standard Wald tests and the recently proposed GLRT method for inferences on the
index parameters in GSIMs. Moreover, the computational times for the PLRT are comparable to
the simple plug-in Wald test, and over two orders of magnitude faster than the GLRT. We believe
that the accuracy of the PLRT can be further improved upon using Bartlett-type corrections. The
method can also be extended to partially linear single-index models. These are topics for future
research.
Appendix
The results in Section 2.3 hold under the following regularity conditions:
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A1. The parameter space Θ is compact.
A2. The Fisher information matrix
I(θ) = E
{[
∂ log dF (y;θ)
∂θ
] [
∂ log dF (y;θ)
∂θ
]T}
= E
[
b′′(f(x;θ))
∂f(x;θ)
∂θ
∂f(x;θ)
∂θT
]
is finite and positive definite at θ = θ∗.
A3. For θ in some neighborhood of θ∗, there exist functions Mjkl such that∣∣∣∣∣∂3 log dF (y;θ)∂θj∂θk∂θl
∣∣∣∣∣ ≤Mjkl(x, y),
and Eθ∗ [Mjkl(x, y)] <∞ for all j, k, l.
Supplementary material
2.7 Proof of Proposition 1
Parametrize β via β(φ) = (
√
1− ‖φ‖2, φ1, . . . , φd−1)T , where the true value φ∗ for φ is
such that ‖φ∗‖ < 1. Without loss of generality, let H0 : φ1 = φ2 = . . . = φr = 0, r ≤ d − 1,
be our hypothesis of interest. Note that general hypotheses Mβ = 0 for some matrix M can be
handled in the same way via a reparametrization.
Recall that θ = (φT , δT )T , whereφ and δ are d−1 andK dimensional vectors, respectively.
We partition θ into θ1 and θ2, where θ1 = (φ1, . . . , φr)T represents the r parameters of interest
under the hypothesis test, and θ2 = (φr+1, . . . , φd−1, δT )T contains all other parameters. The
maximum profile likelihood estimators under the null and alternative hypothesis are given
respectively by
(θˆ1, θˆ2) = arg max
θ1,θ2
`n(θ1,θ2),
θ˜2 = arg max
θ2
`n(θ1 = 0,θ2).
Writing θ1∗ = 0 and θ2∗ for the true values of θ1 and θ2, respectively, we have the
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decomposition,
`n(θˆ1, θˆ2)− `n(θ1∗, θ˜2) = [`n(θ1∗,θ2∗)− `n(θ1∗, θ˜2)]− [`n(θ1∗,θ2∗)− `n(θˆ1, θˆ2)].
Let
∂`n
∂θ1
= ˙`1n,
∂`n
∂θ2
= ˙`2n,
∂2`n
∂θ1∂θ
T
1
= ¨`11n ,
∂2`n
∂θ2∂θ
T
1
= ¨`21n ,
∂2`n
∂θ2∂θ
T
2
= ¨`22n .
Then, for the first term in braces we have
`n(θ1∗,θ2∗)− `n(θ1∗, θ˜2) = n(θ2∗ − θ˜2)T
˙`2
n(θ1∗, θ˜2)
n
+
1
2
√
n(θ2∗ − θ˜2)T
¨`22
n (θ1∗,θ2†)
n
√
n(θ2∗ − θ˜2) ,
for some θ2† between θ2∗ and θ˜2, by a Taylor expansion around (θ1∗, θ˜2). Similarly, a Taylor
expansion around (θˆ1, θˆ2) gives the second term in braces as
`n(θ1∗,θ2∗)− `n(θˆ1, θˆ2) = n
θ1∗ − θˆ1
θ2∗ − θˆ2

T
˙`
n(θˆ1, θˆ2)
n
+
1
2
√
n
θ1∗ − θˆ1
θ2∗ − θˆ2

T
¨`
n(θ
†
1,θ
†
2)
n
√
n
θ1∗ − θˆ1
θ2∗ − θˆ2
 ,
for some (θ†1,θ
†
2) between (θ1∗,θ2∗) and (θˆ1, θˆ2).
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Now, ˙`n(θˆ1, θˆ2) = 0 and ˙`2n(θ1∗, θ˜2) = 0, then
2{`n(θˆ1, θˆ2)− `n(θ1∗, θ˜2)} =
√
n(θ˜2 − θ2∗)T
¨`22
n (θ1∗,θ2†)
n
√
n(θ˜2 − θ2∗)
− √n
θˆ1 − θ1∗
θˆ2 − θ2∗

T
¨`
n(θ
†
1,θ
†
2)
n
√
n
θˆ1 − θ1∗
θˆ2 − θ2∗

=
√
n
 0
θ˜2 − θ2∗

T 0 0
0 ¨`22n (θ1∗,θ2†)/n
√n
 0
θ˜2 − θ2∗

− √n
θˆ1 − θ1∗
θˆ2 − θ2∗

T
¨`
n(θ
†
1,θ
†
2)
n
√
n
θˆ1 − θ1∗
θˆ2 − θ2∗
 .
Next, we expand ˙`2n(θ1∗, θ˜2) in θ˜2 around θ2∗ and ˙`
2
n(θˆ1, θˆ2) in (θˆ1, θˆ2) around (θ1∗,θ2∗),
giving
˙`2
n(θ1∗, θ˜2) = ˙`
2
n(θ1∗,θ2∗) + ¨`
22
n (θ1∗,θ2∗)(θ˜2 − θ2∗) + op(n−1/2) ,
˙`2
n(θˆ1, θˆ2) =
˙`2
n(θ1∗,θ2∗) + ¨`
21
n (θ1∗,θ2∗)(θˆ1 − θ1∗) + ¨`22n (θ1∗,θ2∗)(θˆ2 − θ2∗) + op(n−1/2) .
Solving the above two equations, we get
θ˜2−θ2∗ = ¨`22n (θ1∗,θ2∗)−1[ ˙`2n(θ1∗, θ˜2)− ˙`2n(θˆ1, θˆ2)+¨`21n (θ1∗,θ2∗)(θˆ1−θ1∗)]+(θˆ2−θ2∗)+op(n−1/2),
or equivalently, 0
θ˜2 − θ2∗
 =
 0 0
¨`22
n (θ1∗,θ2∗)
−1[ ˙`2n(θ1∗, θ˜2)− ˙`2n(θˆ1, θˆ2) + ¨`21n (θ1∗,θ2∗)] 1

θˆ1 − θ1∗
θˆ2 − θ2∗
+ op(n−1/2)
≈
 0 0
¨`22
n (θ1∗,θ2∗)
−1 ¨`21
n (θ1∗,θ2∗) 1

θˆ1 − θ1∗
θˆ2 − θ2∗
 .
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Then, to first order,
2{`n(θˆ1, θˆ2)− `n(θ1∗, θ˜2)}
≈ √n
θˆ1 − θ1∗
θˆ2 − θ2∗

T
×
[ 0 0
¨`22
n (θ∗)
−1 ¨`21
n (θ∗) 1

T 0 0
0 ¨`22n (θ1∗,θ2†)

 0 0
¨`22
n (θ∗)
−1 ¨`21
n (θ∗) 1

−¨`n(θ†1,θ†2)
]/
n
×√n
θˆ1 − θ1∗
θˆ2 − θ2∗
 .
Now, both (θˆ1, θˆ2) and (θ1∗, θ˜2) converge to (θ1∗,θ2∗) by Result 1, and ¨`n(θ1∗,θ2∗), ¨`n(θ1∗,θ2†)
and ¨`n(θ
†
1,θ
†
2) all converge to ϕI(θ1∗,θ2∗) in probability by Result 2, where I is the information
matrix defined in assumptions in the Appendix.
Partitioning I according to θ = (θT1 ,θ
T
2 )
T , that is,
I(θ1∗,θ2∗) =
I11(θ1∗,θ2∗) I12(θ1∗,θ2∗)
I21(θ1∗,θ2∗) I22(θ1∗,θ2∗)
 ,
38 CHAPTER 2. PLRT FOR GSIM
we see that 2{`n(θˆ1, θˆ2)− `n(θ1∗, θ˜2)} is asymptotically equivalent to
√
n
θˆ1 − θ1∗
θˆ2 − θ2∗

T
× ϕ

I11 I12
I21 I22
−
 0 0
I−122 I21 1

T 0 0
0 I22

 0 0
I−122 I21 1


×√n
θˆ1 − θ1∗
θˆ2 − θ2∗

=
√
n(θˆ1 − θ1∗)Tϕ
[
I11 − I12I−122 I21
]√
n(θˆ1 − θ1∗), (2.5)
where I11 = I11(θ1∗,θ2∗), I12 = I12(θ1∗,θ2∗),I21 = I21(θ1∗,θ2∗) and I22 = I22(θ1∗,θ2∗).
Finally, from Result 2 we know that
√
n
θˆ1 − θ1∗
θˆ2 − θ2∗
 D−→ N(0, I(θ1∗,θ2∗)−1).
Therefore, using the formula for a block matrix inverse, we have
√
n(θˆ1 − θ1∗) D−→ N
(
0,
[
I11 − I12I−122 I21
]−1 )
.
Combining this and (2.5) we see that 2{`n(θˆ1, θˆ2) − `n(θ1∗, θ˜2)} has an asymptotic ϕχ2r
distribution.
2.8 R code
This section includes R functions for fitting generalized single-index models (GSIMs) with
automated smoothing parameter selection, and for computing equivalent standard errors and
p-values based on the profile likelihood ratio test. Various spline bases are available for this
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fitting procedure by specifying the option bs in smooth terms s. Here, we use a 10-knot cubic
regression spline (cr) as our default. For spline bases that are not provided in gam function,
users need to construct them via smooth.construct(). Syntax is demonstrated on the rat
data analysis example from Section 2.5.1 of the chapter. In addition, we also provide our replica
code for carrying out the bootstrapped generalized likelihood ratio test (GLRT) of Zhang et al.
(2010).
2.8.1 Fitting GSIMs with automated smoothing parameter selection
require(mgcv)
gsim.fit=function(y,xmatrix,k=10,family="gaussian",method="GCV.Cp",
sp=NULL){
xmatrix=as.matrix(xmatrix); # ensure xmatrix is a matrix
# computes penalized log-likelihood for given beta
pl=function(beta,y,xmatrix,k=k,sp=sp,opt=TRUE){
# apply identifiability constraint to beta
beta=beta/sqrt(sum(betaˆ2))*sign(beta[1])
z=xmatrix%*%beta
fit.gam=gam(y˜s(z,bs="cr",k=k),family=family,method=method,sp=sp)
if(opt) return(fit.gam$deviance) else{
if(length(fit.gam$sp)==0) fit.gam$sp=sp
fit.gam$coef=beta
return(fit.gam)
}
}
# obtain starting values from gsim with k=5 and no penalty
start0=glm(y˜xmatrix,family=family)$coef[-1]
f0=optim(start0,pl,y=y,xmatrix=xmatrix,k=5,method="BFGS",sp=0)
# fit gsim with k=10 and automatic smoothing penalty selection
f1=optim(start0,pl,y=y,xmatrix=xmatrix,k=k,method="BFGS",sp=sp)
beta.est=f1$par
fitted=pl(beta.est,y=y,xmatrix=xmatrix,k=k,sp=sp,opt=FALSE)
return(fitted)
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}
2.8.2 Wrapper function for GSIMs with automated smoothing parameter selection, com-
puting p-values and equivalent standard errors if requested
gsim=function(y,xmatrix,family="gaussian",method="GCV.Cp",sp=NULL,
pvalue=FALSE){
fit1=gsim.fit(y,xmatrix,family=family,method=method,sp=sp)
if(pvalue==TRUE){
d=dim(xmatrix)[2]
for(j in 1:d){
# fit gsim without covariate j
fit0=gsim.fit(y,xmatrix[,-j],sp=fit1$sp,family=family,method=method)
# compute p-value from PLR test and equivalent standard error
plrt=(fit0$dev-fit1$dev)/(fit1$sig2*fit1$df.resid/(fit1$df.resid-d))
fit1$pvalue[j]=1-pf(plrt,1,fit1$df.resid-d)
fit1$se[j]=abs(fit1$coef[j])/sqrt(plrt)
}
}
return(fit1)
}
2.8.3 Rat data analysis example from Section 2.5 of chapter
> fit=gsim(y=prevalence,xmatrix=xmatrix,family="binomial",pvalue=TRUE)
> round(cbind(fit$coef,fit$se,fit$pvalue),3)
[,1] [,2] [,3]
xmatrixgender 0.945 0.458 0.040
xmatrixdose_level 0.258 0.090 0.005
xmatrixinitial_weight 0.002 0.006 0.707
xmatrixcage_tier 0.200 0.099 0.044
xmatrixsurvival_time -0.034 0.009 0.000
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2.8.4 Bootstrap function for GLRT with adjusted bandwidth
require(np)
glrt.bootstrap=function(xmatrix,res0,ghat0,NBS){
n=length(res0)
# to store quantiles of GLRT using NBS times bootstrapping
lams=rep(NA,NBS)
for(i in 1:NBS){
res=sample(res0-mean(res0),n,replace=TRUE)
ys=ghat0+res
# fit a full sim
bw1=npindexbw(xdat=xmatrix,ydat=ys,method="ichimura",regtype="lc",
bwmethod="cv.ls",bwtype="fixed",ckertype="epanechnikov",
ckerorder=2)
bw1$bw=bw1$bw*nˆ(-1/20); fit1=npindex(bws=bw1,residuals=TRUE)
RSS1=sum(residuals(fit1)ˆ2)
# fit a sim without covariate j
bw0=npindexbw(xdat=xmatrix[,-j],ydat=ys,method="ichimura",regtype="lc",
bwmethod="cv.ls",bwtype="fixed",ckertype="epanechnikov",
ckerorder=2)
bw0$bw=bw1$bw; fit0=npindex(bws=bw0,residuals=TRUE)
RSS0=sum(residuals(fit0)ˆ2)
lams[i]=n*log(RSS0/RSS1)/2
}
return(lams)
}
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Chapter 3
Doubly-nonparametric generalized single-index
models
Zhang, N. and Huang, A. (2017) Generalized linear models with unspecified link and error
distribution. To be submitted to Statistics & Probability Letters.
Abstract: We extend the classical nonparametric generalized single-index models
by allowing both the mean function and response distribution to be nonparametric.
The parameter estimation over two infinite-dimensional spaces is made feasible by
using an empirical likelihood approach coupled with penalized regression splines.
In addition, we propose a profile likelihood ratio test for parameter inferences and
establish a Wilk’s phenomenon. Various numerical studies demonstrate the flexibility
and robustness of our model under different settings.
Keywords: Generalized single-index models, penalized regression splines, profile
likelihood ratio test
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3.1 Introduction
Generalized linear models (GLMs; McCullagh and Nelder, 1989) are fundamental tools for
regression analysis. Commonly used models, such as linear regression, Poisson regression and
logistic regression, are all examples of GLMs. They assume a linear relationship between the
mean of the responses and a set of predictors on some link scale, which is however sometimes
too restrictive. Generalized single-index models (GSIMs) introduce an unknown univariate
function to replace the link function. This effectively extends GLMs by allowing the condi-
tional non-linear relationships between the mean of the responses and a set of predictors to be
modeled. Specifically, the conditional mean of each response Yi is modeled as E(Yi|X i) =
g−1(f(XiTβ)), where f is a smooth but otherwise unspecified function and g−1(·) is a known
inverse-link function as in GLMs. Use of g−1 allows users to have more control over the
model, for example, enforcing non-negative means for count data. If g−1 ≡ identity, then
f is essentially the inverse-link function. In addition to the flexibility introduced by using
an unknown smooth function f , GSIMs still retain parsimony and interpretability of GLMs.
These attractive features have led GSIMs to find broad applications in many fields, including
econometrics (e.g., Horowitz, 2009) and epidemiology (e.g., Fan and Gijbels, 1996).
Similar to GLMs, the other model assumption of GSIMs is that the conditional responses
come from some exponential family of distributions. This covers Gaussian, gamma, Poisson
and many other standard models in the exponential family. However, correctly specifying the
response distribution a priori is overly demanding in real data analysis. A misspecification of
the response distribution can create inefficient estimates and severely biased inferences. To
partially address this issue, quasi-likelihood (QL) -based approaches have been proposed (e.g.,
Carroll et al., 1997; Cui et al., 2011; Huang et al., 2013). However, it should be noted that QL-
based approaches require a correctly-specified mean-variance relationship for the data that is
still too demanding in practice. Further, the QL-based approaches typically do not correspond
to any probability model and thus provide no further insights into the probabilistic mechanism
generating the data.
In this chapter, it is still assumed that the conditional responses come from some exponential
family, but that there is no need to pre-specify which one a priori. In other words, in addition
to the unspecified function f(·) in the GSIMs, we treat the response distribution as an infinite-
dimensional parameter. This remains the GSIMs in a full probability model for the data, thus
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being particularly useful for model diagnosis and predictions. On the other hand, this novel
doubly-nonparametric framework offers greater flexibility in modeling data. Specifically, the
data themselves help inform the appropriate distribution to use, and thus to avoid potentially
biased inferences that could result from distributional misspecification.
The seemingly impossible task of estimating the unknown smooth function f and distribu-
tion F over their respective infinite-dimensional spaces is feasible via an empirical likelihood
method coupled with penalized regression splines (see Section 3.2.2). By employing low-rank
regression splines with a fixed number of knots, the resulting joint estimator is demonstrated
to be root-n consistent and jointly asymptotically normal in distribution (see Section 3.3) under
some regularity conditions.
Another contribution of this chapter is that we propose a profile likelihood ratio test for
parameter inferences in the linear predictor. The test statistic is constructed by twice the differ-
ence of the profile empirical likelihoods estimated under both the alternative and null hypotheses
for the regression coefficients β. It bypasses explicit estimation of the variance matrix that is
typically very noisy, which leads to less biased model inferences. Various simulation studies
and a real data example (see Section 3.4) are used to assess the finite sample performance of the
method. The results show the flexibility and robustness of the proposed model in comparison
with standard GSIMs.
3.2 Model and method
3.2.1 Classical nonparametric GSIMs
Given independent data pairs (X i, Yi), i = 1, . . . , n, where X i = (Xi1, . . . , Xid)T are
covariates and Yi is the response. Recall the conditional mean function µ(X i) = E(Yi|X i) in
a standard GSIM can be modeled by
g(µ(X i)) = f(X
T
i β) , (3.1)
where g(·) is a user-specified link function as in GLMs and f(·) is an unknown univariate
smooth function. If g−1 ≡ identity, then f is essentially the inverse-link function. For model
identifiability, the constraint {β = (β1, . . . , βd)T : ‖β‖2 = 1, β1 > 0,β ∈ Rd} is adopted,
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where ‖ · ‖ denotes the Euclidean norm. It is also assumed that the conditional distribution
of each response Yi, conditional on the predictor X i, comes from some exponential family of
distributions with densities in the following form
dFi(y) = exp
{
yθi − b(θi)
ϕ
+ c(y;ϕ)
}
, (3.2)
where ϕ is a scale parameter, and b(·) and c(·) are known functions that determine the form
of the distributions. Combined with (3.1), these induce µi = b′(θi) and g(b′(θi)) = f(XTi β),
where b′(·) is the canonical inverse-link function. When g(·) = b′(·)−1, the canonical parameter
θi is related to the predictorsX i directly by θi = f(XTi β). The link function g(·) does not need
to be the canonical link. Indeed, any proper given link function that is able to provide sensible
responses and interpretable models would be preferred. For example, a log-link function should
be used for count data, regardless of whether the underlying distribution is Poisson, negative-
binomial or Conway-Maxwell-Poisson (Huang, 2017).
The approaches of fitting GSIMs have been widely discussed, which include but are not
limited to kernel smoothing (Ha¨rdle et al., 1993), average derivative estimation (Ha¨rdle and
Stoker, 1989), sliced inverse regression (Yin and Cook, 2005), local linear methods (Carroll
et al., 1997), and penalized splines (Yu et al., 2017). See Fan and Gijbels (1996) for further
details on these nonparametric techniques. This chapter focus on the use of penalized regression
splines to identify the mean function and the index coefficient. Specifically, suppose that the
smooth function f(·) can be approximated by using truncated P-splines (Yu and Ruppert, 2002)
with K knots, that is,
f(u) = B(u)δ ,
where B(u) = (1, u, . . . , up, (u − κ1)p+, . . . , (u − κK)p+) are basis functions of order p and
δ ∈ R1+p+K is a vector of basis coefficients. Write β = (√1− ||φ||2, φ1, . . . , φd−1)T and
γ = (φT , δT )T . Then γ is the maximizer of the penalized log-likelihood function,
`nλ(γ) = `n(γ)− 1
2
λδTDδ , (3.3)
where `n(γ) = 1n
∑n
i=1[Yiθi − b(θi)] is the unscaled log-likelihood, λ ≥ 0 is a smoothing
parameter, and D is a diagonal matrix with its last K diagonal elements as 1 and the rest as
0. The penalty properly regulates the bias-variance trade-off that controls the roughness of the
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function f to avoid model over-fitting. For further discussions on the theoretical properties and
practical performance of the model, see Yu et al. (2017) and Chapter 2 of this thesis.
3.2.2 Doubly-nonparametric GSIMs
We establish a doubly-nonparametric GSIM by further relaxing the specific distributional
assumption in the classical GSIMs. By employing Rathouz and Gao (2009) recently proposed
exponential tilting technique, the densities of form (3.2) can be rewritten as
dFi(y) = exp{yθi − bi}dF (y) , (3.4)
for some reference distribution F , where the cumulant generating function bi ≡ b(Xi;γ, F ) and
the canonical parameter θi ≡ θ(Xi;γ, F ) are given by the joint solution to the normalization
constraint, ∫
Y
exp{θ(Xi;γ, F )y − b(Xi;γ, F )}dF (y) = 1 , (3.5)
and the mean constraint,
∫
Y
y exp{θ(Xi;γ, F )y − b(Xi;γ, F )}dF (y) = g−1(B(XTi β)δ) . (3.6)
In other words, each density dFi is an exponential tilt of the reference density dF , with the
amount of tilting determined by θ. Thus, this novel form can recover all the distributions in
the exponential family by choosing dF to be different kernels, such as Gaussian, Poisson, or
gamma kernel. In addition, it also covers many other useful yet non-standard models. For
example, over-dispersed or under-dispersed count data can be handled simply by F having
heavier or lighter tails than a Poisson distribution, respectively.
The key advantage of this exponential tilt representation is that it treats the reference distri-
bution F as an infinite-dimensional parameter in the model. Without any requirement of the first
two moments as in QL-based methods, nor specific distributional assumption as in conventional
GSIMs, the proposed doubly-nonparametric method gains much flexibility for modeling. The
penalized log-likelihood function for the bundled parameter (γ, F ) has the form of
`nλ(γ, F ) =
1
n
n∑
i=1
{log dF (Yi)− b(Xi;γ, F ) + θ(Xi;γ, F )Yi} − 1
2
λδTDδ , (3.7)
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where b and θ are given by (3.5) and (3.6). Note that the parameter space for F is the infinite-
dimensional space of all distributions having a Laplace transform in some neighborhood of
0. To make model estimation feasible, an empirical likelihood is employed where the density
dF (Yi) is replaced with a set of non-negative probability masses {pi, i = 1, . . . , n}, so that
F (y) =
∑n
i=1 piI(Yi ≤ y), where I is the indicator function. Thus, the estimator is obtained by
maximizing the penalized empirical log-likelihood function,
max
γ,p
`nλ(γ,p) =
1
n
n∑
i=1
{log pi − bi + θiYi} − 1
2
λδTDδ
s.t.
n∑
j=1
exp{θiYj − bi}pj = 1
n∑
j=1
Yj exp{θiYj − bi}pj = g−1
(
B(XTi β(φ))δ
)
.
The estimated reference distribution Fˆ is then given by Fˆ (y) =
∑n
i=1 pˆiI(Yi ≤ y).
3.3 Asymptotic results
Before proceeding to the main results, it is necessary to define a distance function in the
joint parameter space Rd+p+K × F as ‖(γ1, F1) − (γ2, F2)‖ = ‖γ1 − γ2‖ + ‖F1 − F2‖HL ,
where ‖γ1 − γ2‖ is the Euclidean distance, ‖F1 − F2‖HL = suph∈HL
∫
h(dF1 − dF2), andHL
is the set of all left indicator functions on Y . Due to the close connection between GLMs and
GSIMs, the following large sample results for the proposed doubly-nonparametric GSIMs can
be established by following the corresponding technique in Huang (2014). Details are provided
in the supplementary material.
3.3.1 Large sample properties
Proposition 2 (Consistency and joint asymptotic normality) Under Assumptions A1–A3 in
the Appendix,
(a) if the smoothing parameter satisfies λ = o(1), then there exists a local maximizer (γˆλ, Fˆ λ)
of (3.7) such that γˆλ → γ in probability and Fˆ λ → F in probability relative to the weak
topology;
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(b) if the smoothing parameter satisfies λ = o(n−1/2), then
√
n
 γˆ
λ − γ
Fˆ λ − F
→
Gγ
GF

in distribution in Rd+p+K × l∞(HL), where Gγ is a mean zero normal random vector with
covariance matrix
Wγ =
{
EX
(
µ′(B(XTβ(φ))δ)2
V (X;γ, F )
f ′γ(f
′
γ)
T
)}−1
,
f ′γ is the first derivative of function f with respect to γ, GF is a mean zero Gaussian random
process indexed by h ∈ HL with some covariance function WF (h1, h2), and Gγ and GF are
independent.
Expressions for f ′γ and WF (h1, h2) are set out in the supplementary material. Similar
to GLMs, the asymptotic covariance matrix Wγ usually motivates the Wald statistics for the
parameter inferences in GSIMs. However, the estimation of the covariance matrix involves
several plug-in estimators that are generally very noisy. The use of such estimators would lead
to biased practical performance of Wald tests. This was shown in the classical GSIMs in Chapter
2, where GSIMs with known response distribution were considered. To this end, a profile
likelihood ratio test for parameter inferences in doubly-nonparametric GSIMs is proposed that
profiles out the responses distribution F for each fixed β.
3.3.2 Profile likelihood ratio test
As an alternative method to Wald-tests, the likelihood-based inferences avoid the explicit
estimation of covariance matrices but still possess the asymptotic property. Consider the null
hypothesis of testing H0 : β{l} = 0 against a full model, where l ⊂ {1, 2, . . . , d} is some subset
of indices, a profile log-likelihood for index coefficient β can be defined as
pl(β) = sup
F
`nλ(β, F ) . (3.8)
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Then the test statistic is constructed by calculating twice the difference of (3.8) evaluated under
the alternative and null hypotheses, respectively.
Proposition 3 (Profile likelihood ratio test) Suppose Assumptions A1–A3 in the Appendix hold
and λ = o(n−1/2). Then under the null hypothesis H0, 2{plH1(β) − plH0(β)} → χ2q in
distribution as n→∞, where q is the dimension of index for testing.
This shows a Wilk’s type of phenomenon in which the asymptotic null distribution of profile
likelihood ratio test (PLRT) is independent of the nuisance parameter F . Like the PLRT
proposed for classical nonparametric GSIMs in Chapter 2, the equivalent standard error for
βj in our doubly-nonparametric framework can also be defined as
seeq(βˆj) =
|βˆj|√
2 {pl(β)− pl(βj = 0)}
,
where pl(βj = 0) is the maximal penalized profile log-likelihood achieved under the constraint
βj = 0. Consequently, the t-statistic |βˆj|/seeq(βˆj) enjoys the same significance as the PLRT
for testing βj = 0. See Chapter 2 for further discussions on likelihood-based inferences for
classical GSIMs.
3.4 Numerical analysis
3.4.1 Simulation studies
To examine the practical performance of the proposed approach, various simulations were
undertaken, covering both continuous and count responses. Consider the following sinusoidal
functional predictor (see the red curve in Figure 3.1)
η = sin
{
pi(XTβ − A)
C − A
}
,
where A =
√
3/2 − 1.645/√12, C = √3/2 + 1.645/√12. X is a three-dimensional vector
with independent uniform U(0,1) components, and the true index coefficient vector is β =
(
√
3, 1, 0)T/2. Responses were generated under four settings, each with n = 200 samples and
1, 000 replications. Table 3.1 summarizes the model settings.
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Figure 3.1: True functional predictor η (red) and estimated ηˆ (black) plotted with approximate
95% confidence intervals obtained via the proposed doubly-nonparametric GSIM for a negative-
binomial dataset simulated under Setting 4 with sample size n = 200.
Table 3.1: Simulation settings – conditional distributions, mean functions and variance
functions for Y |X .
Response type Conditional distribution Mean µ Dispersion Variance
Continuous 1. Gamma exp(η) 1 µ2
2. Heteroscedastic Normal exp(η) – µ
Count 3. Poisson exp(η) – µ
4. Negative-Binomial exp(η) 2 µ+ µ2/2
The proposed method was compared with the classical GSIMs, where a set of variance
functions were taken into account. For continuous data, we consider constant variance V (µ) =
σ2, linear variance V (µ) = φµ and quadratic variance V (µ) = φµ2. For count data, we consider
V (µ) = φ, V (µ) = φµ and negative-binomial variance V (µ) = µ + φµ2. All methods adopt
cubic truncated P-splines (Ruppert et al., 2003) with 10 knots placed at the deciles of the linear
predictors. The classical GSIMs were carried out using the R code from Section 2.8 of this
thesis. MATLAB code for implementing our proposed method can be obtained by emailing the
author.
Note that both the gamma distribution in Setting 1 and the Poisson distribution in Setting 3
are standard exponential families. Conversely, the heteroscedastic normal family in Setting 2
and the negative-binomial (with unknown dispersion) in Setting 4 fall outside the exponential
family. The negative-binomial distribution is useful for modeling over-dispersed counts, but
can only be considered as a member of exponential family of distribution when the dispersion
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parameter is known a priori. The proposed method is therefore examined under both correctly
specified and misspecified scenarios.
Table 3.2 reports the average coverage rates for β under different nominal levels. Note
that gam function is unable to fit quasi-Poisson models where there are negative responses in
Setting 2. We found that our proposed method performs comparable as the correctly specified
models and rather robust to model misspecification. As a comparison, classical GSIMs suffer
disastrous results under model misspecifications. Additionally, Figure 3.1 illustrates that the
proposed method is able to properly identify the functional predictor (equivalently the mean
function) even when the underlying response distribution is outside the model space.
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Figure 3.2: Estimated (black) and true (red) distributions from one simulation under each
setting. Sample size n = 200.
To asses the goodness-of-fit of the estimated distribution Fˆ obtained by the proposed doubly-
nonparametric method, Fˆ (or probability mass functions dFˆ for the discrete data) are plotted
against their true underlying distributions for one simulation under each setting in Figure 3.2.
We see that the proposed method can estimate the true ones quite well under both correctly
specified and misspecified scenarios.
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3.4.2 A real data example
This section investigates the relationship between the attendance behavior of high school
juniors and several covariates: mathematics score, gender and the type of program in which a
student is enrolled (i.e., general, academic and vocational). The dataset comprised 314 samples
and is available at https://stats.idre.ucla.edu/stat/stata/dae/nb_data.
dta.
A detailed description of this dataset in Huang (2017) shows that the absent days exhibit
strong over-dispersion. Thus, it was anticipated that the classical Poisson GSIM would not
fit the data adequately. Consequently, four models were considered: (i) a Poisson GSIM;
(ii) a quasi-Poisson GSIM; (iii) a negative-binomial GSIM; and (iv) the proposed doubly-
nonparametric (DNP) GSIM with no variance or response distribution assumptions. All meth-
ods employed a quadratic 10-knot truncated P-spline with a canonical log link. Compared to
model (i), models (ii) and (iii) are able to capture any dispersion of the response data given
a correctly-specified mean-variance relationship, and model (iv) is the most flexible one that
only assumes that the data come from the exponential family of distribution. Additionally, a
traditional log-linear negative-binomial model was also fit to the data for comparison.
Table 3.3 summarizes the estimates of index coefficients, standard errors, dispersion pa-
rameters and weighted mean squared errors (WMSE) across all methods. The WMSE is given
by
1
n
n∑
i=1
(yˆi − yi)2
Vˆi
,
where Vˆi is the estimated mean variance. According to the estimated dispersion parameters
from both quasi-Poisson and negative-binomial methods, the absent days show strong over-
dispersion. This is also validated by the quantile-quantile probability inverse transform (PIT)
plot for the estimated response distribution in Figure 3.4 (a). The significant deviance from
the theoretical uniform quantiles indicates an inappropriate fit using a Poisson GSIM. Then the
resulting estimates and inferences for index coefficients β based on a Poisson model would be
biased and improper.
Additionally, we notice that all models provide quite different inferences in relation to
the covariates. For example, Poisson GSIM and DNP GSIM suggest that all covariates are
significant, whereas only program (Academic) is significant based on the quasi-Poisson GSIM,
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only math score is insignificant using the negative-binomial GSIM and only gender (male) is
insignificant in the log-linear negative-binomial model. Specifically, in method (ii) to (iv), pro-
gram (academic) is a more important predictor than math score, whereas program (vocational)
is found to be the most important predictor in log-linear negative-binomial model.
The WMSE of Poisson GSIM is significantly larger than those of other models. Further, the
fitted smooth function fˆ(XTβ) with its 95% pointwise confidence band in Figure 3.3 shows
a nonlinear relationship between the mean response and the linear predictors. However, the
corresponding f obtained by the log-linear negative-binomial model almost lies within the
confidence band from DNP GSIM. This indicates that the log-link assumption for the negative-
binomial model may be appropriate. Figure 3.4 (b)-(d) demonstrate that two negative-binomial
models and the proposed DNP GSIM indeed fit the data well. Again, this shows the flexibility
of the proposed method, which which requires no assumption on the response distribution or
variance function.
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Figure 3.3: Absent behavior data – fitted function f using a log-linear negative-binomial model
(red) and DNP GSIM (black), with corresponding 95% pointwise confidence band from DNP
GSIM.
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Figure 3.4: Absent behavior data – quantile-quantile PIT plots for (a) Poisson GSIM; (b)
Negative-binomial GSIM; (c) DNP GSIM; (d) Log-linear negative-binomial model.
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3.5 Discussion
Scallan et al. (1984) and Weisberg and Welsh (1994) investigated GLMs with an unknown
link function. However, their corresponding methods depend on a correct response distribu-
tional assumption, the misspecification of which affects the choice of link. Thus, the proposed
doubly-nonparametric GSIMs can be considered as a further extension of these methods. The
novel method allows both the link function and response distribution to be fully unknown. This
introduces much flexibility and robustness for classical GLMs.
Supplementary material
Appendix
The results in Section 3.3 hold under the regularity conditions below.
A1. The response space Y is (contained in) a closed, finite interval [L,U ] in R and the
covariate space X is (contained in) a closed, finite hyperrectangle in Rd.
A2. There exists δ1 > 0 such that µ(x) maps into Y and µ′(X) and µ′′(X) exist and are
continuous on X × {γ ∈ Rd+p+K : ||γ − γ∗|| ≤ δ1}.
A3. There exists δ2 > 0 such that V (X;γ, F ) ≥ V2 on X × {(γ, F ) ∈ Rd+p+K × Fµ :
||γ − γ∗, F − F∗|| ≤ δ2}.
3.6 Proof of Propositions 2 and 3
3.6.1 Proof of Proposition 2
We first state some useful notations and results before the main proofs. Recall the penalized
log-likelihood function
`nλ(γ, F ) =
1
n
n∑
i=1
{log dF (Yi)− b(Xi;γ, F ) + θ(Xi;γ, F )Yi} − 1
2
λγTPγ , (3.9)
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where P is a (d + p + K) × (d + p + K) diagonal matrix with last K diagonal elements as 1
and the rest as 0. The score function of γ has the form
Sλγ,F (X, Y ) = Sγ,F (X, Y )− λPγ
=
[
Y − µ(B(XTβ(φ))δ)] µ′(B(XTβ(φ))δ)
V (X;γ, F )
f ′γ − λPγ ,
where V (X;γ, F ) =
∫
Y
[
Y − µ(B(XTβ(φ))δ)]2 exp [θ(X;γ, F )y − b(X;γ, F )] dF (y) and
f ′γ =
 f
′
φJ
TX
B(XTβ(φ))T
 .
A score function for distribution F is given by
Aγ,Fh(X, Y ) = h(Y )−Bγ,Fh(X)− Y − µ(B(X
Tβ(φ))δ)√
V (X;γ, F )
Cγ,Fh(X) ,
where
Bγ,Fh(X) = Eγ,F [h(Y )|X] ,
Cγ,Fh(X) = Eγ,F [h(Y )(Y − µ(B(XTβ(φ))δ))|X]/
√
V (X;γ, F ) ,
and h belongs to the class of all left indicator functions on Y ,HL := {I(y ≤ r) : r ∈ Y}.
Using the results in Huang (2014), note that there is a linear (Fre´chet derivative) operator Ψ˙
such that
∣∣∣√nΨn(γ, F )−√nΨn(γ∗, F∗)−√nΨ˙(γ − γ∗, F − F∗)∣∣∣ = oP (1 +√n‖γ − γ∗, F − F∗‖) ,
where Ψ˙ has the block-diagonal form,
Ψ˙(γ − γ∗, F − F∗) =
Ψ˙11 0
0 Ψ˙22

γ − γ∗
F − F∗
 .
Denote B∗γ∗,F∗ and C
∗
γ∗,F∗ as the Hilbert space adjoints of Bγ∗,F∗ and Cγ∗,F∗ , respectively.
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Then we have
Ψ˙11 = −EX
[
(µ′(B(XTβ(φ∗))δ)
2
V (X;γ∗, F∗)
f ′γ(f
′
γ)
T
]
and Ψ˙2 being some negative definite score operator such that
Ψ˙22(F − F∗)h = −
∫
Y
(
ω −B∗γ∗,F∗Bγ∗,F∗ − C∗γ∗,F∗Cγ∗,F∗
)
hd(F − F∗) .
The trivial expressions and derivations of B∗γ∗,F∗ , C
∗
γ∗,F∗ and ω are not our main concern and
are thus omitted here. Further details can be found in Huang (2014).
Proof of consistency
We first show there is a maximizer of (3.9) that is consistent for (γ˜, F˜ ). To do this, consider
γ = γ˜+n−1/2u, where γ˜ is the penalized estimator of γ given the true F∗ and u is some vector,
and take F to be defined by dF (y) ∝ {1 + sn−1/2h(y)}−1dF˜ (y), where F˜ is the empirical
likelihood estimator of F given the true γ∗ and h ∈ H = {I(y ≤ r) : r ∈ Y} is the collection
of left half-plane indicators. We want to show that for any given ε > 0, there exists large
constants C and S such that
P
{
sup
‖u‖=C,|s|=S,h∈H
`nλ(γ, F ) < `nλ(γ˜, F˜ )
}
≥ 1− ε .
This implies that with probability at least 1 − ε there is a maximizer (γˆλ, Fˆ λ) of (3.9) such
that ‖γ − γ˜‖ ≤ Cn−1/2 and {1 + Sn−1/2h(y)}−1 ≤ dFˆ λ/dF˜ ≤ {1 + Sn−1/2h(y)} for any
h ∈ H. We then appeal to the √n-consistency of γ˜ and F˜ , as established in Chapter 2 and
Huang (2014), respectively, to conclude that (γˆλ, Fˆ λ) is
√
n-consistent for (γ∗, F∗). Note that
F˜ is used here because empirical likelihood estimators are typically not comparable to the true
distribution F∗ on the likelihood scale.
Denote
Dn := `nλ(γ, F )− `nλ(γ˜, F˜ )
=
[
`n(γ, F )− `n(γ˜, F˜ )
]
− 1
2
λ
(
γTPγ − γ˜P γ˜) .
Let t = sn−1/2. By the argument on the Taylor expansion of the unpenalized likelihood
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function, we have
`n(γ, F )− `n(γ˜, F˜ )
= (γ − γ˜)T
[
∂`n
∂γ
∣∣∣
γ=γ˜,F=F˜
]
+
1
2
(γ − γ˜)T
[
∂2`n
∂γ∂γT
∣∣∣
γ=γ˜,F=F˜
]
(γ − γ˜)(1 + op(1))
+ t
[
∂`n
∂t
∣∣∣
t=0
(γ˜, F˜ )
]
+
1
2
t2
[
∂2`n
∂t2
∣∣∣
t=0
(γ˜, F˜ )
]
(1 + op(1))
By the consistency property of (γ˜, F˜ ) and the arguments in Amemiya (1983, page 340), we
have
`n(γ, F )− `n(γ˜, F˜ ) = n− 12uT
[
Sγ∗,F∗ + op(1)
]
+
1
2
n−1uT
[
Ψ˙11 + op(1)
]
u(1 + op(1))
+ n−
1
2 s
[
Aγ∗,F∗h+ op(1)
]
+
1
2
n−1s2
[
Ψ˙22h+ op(1)
]
(1 + op(1))
Then
Dn = n
− 1
2
[
uTSγ∗,F∗ + sAγ∗,F∗h
]
+
1
2
n−1
[
uT Ψ˙11u+ s
2Ψ˙22h
]
− λ
[
n−
1
2 (γ∗ + op(1))
TPu+
1
2
n−1uTPu
]
+
[
op(n
− 1
2 ) + op(n
−1)
]
= I1 + I2 + I3 + I4 .
Note that Sγ∗,F∗ = Op(n
−1/2) and Aγ∗,F∗h = Op(n
−1/2). I1 and I2 on the right hand side
are of the order Op(n−1). When λ = o(1), the terms in I3 are of the order op(n−1/2) and
op(n
−1), respectively. Then by choosing C and S large enough, I2 is negative and dominates
I1, uniformly in both ‖u‖ = C, |s| = S and h ∈ H, I3 and I4 tend to zero. Thus, consistency is
established.
Proof of joint asymptotic normality
The penalized score equations for γ and F in a 1/
√
n-neighborhood of (γ∗, F∗) can be
linearized as
0 =
√
n
(
Sγ∗,F∗ − λPγ∗
)
+
(
Ψ˙11 − λP
)√
n(γ − γ∗) + oP (n−1/2)
0 =
√
nAγ∗,F∗h+ Ψ˙22
√
n(F − F∗)h+ oP (n−1/2) .
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As λ = o(n−1/2), the proof of joint asymptotic normality follows analogously from the
argument in Huang (2014). More precisely,
√
n(γ − γ∗) converges in distribution to a mean
zero Gaussian random vector with covariance matrix
Wγ =
{
EX
(
µ′(B(XTβ(φ∗))δ)
2
V (X;γ∗, F∗)
f ′γ(f
′
γ)
T
)}−1
,
and
√
n(F −F∗) converges in distribution to a mean zero Gaussian process indexed by h ∈ HL
with some covariance function
WF (h1, h2) = W2(Rh1, Rh2) ,
where
W2(h1, h2) = EX
{
cov(h1(Y ), h2(Y ) |X)−
[
Cγ∗,F∗h1(X)
] [
Cγ∗,F∗h2(X)
]}
and R is a continuous inverse given by
R =
(
ω −B∗γ∗,F∗Bγ∗,F∗ − C∗γ∗,F∗Cγ∗,F∗
)−1
.
3.6.2 Proof of Proposition 3
Sine we adopted the low-rank penalized regression splines to approximate the univariate
function f in our DNP GSIM, our model can be simply considered as a general extension
of semiparametric GLM in Huang (2014). Then the asymptotic χ2 distribution can be easily
derived using the similar technique in Huang (2014). Here we only present a sketch of proof
for brevity. Further details of the corresponding technique can be found in Huang (2011, 2014)
and Murphy and van der Vaart (2000).
According to the Theorem 3.3 (Huang, 2011, page 37) and the main theorem of Murphy
and van der Vaart (2000), the following four conditions need verifying to prove Proposition 3.
First, for any sequence γn such that γn
p−→ γ∗, the sequence Fˆ (γn), where Fˆ (γ) is the
value of F that maximizes the log-likelihood for fixed γ, is consistent with respect to the weak
topology. This condition follows directly from Proposition 2.
Second, an approximately least favorable submodel exists. This condition can be verified
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by constructing an explicit approximately least favorable submodel. Denote `λγ,F (X, Y ) as the
penalized log-likelihood for a generic covariate-response pair (X, Y ) from the exponential tilt
regression model (3.4)-(3.6). For each (γ, F ) ∈ Rd+p+K×Fµ, consider the mapping (γ, F ) 7→
(t, Ft(γ, F )), indexed by t, for a (d+ p+K)× 1-dimensional function h = h(y), where Ft is
given by dFt(γ, F ) = (1 + (t − γ)Th)dF . For fixed (γ, F ), the penalized log-likelihood for
parameter t along this mapping is
`λγ,F (t)(X, Y ) = log dFt(γ, F )(Y )− b(X; t, Ft(γ, F )) + θ(X; t, Ft(γ, F ))Y −
1
2
λtTPt .
Then the score function (evaluated at t = γ) has the form of
˙`λ
γ,F (γ)(X, Y ) = h(Y )− Eγ,F [h(Y )|X] +
µ′(B(XTβ(φ))δ)f ′γ
V (X;γ, F )
[
Y − µ(B(XTβ(φ))δ)]
− Eγ,F [h(Y )(Y − µ(B(X
Tβ(φ))δ))|X]
V (X;γ, F )
[
Y − µ(B(XTβ(φ))δ)]
− λPγ . (3.10)
Define the efficient score function as
S˜λ(γ, F ) = Sλ(γ, F )− Πγ,FSλ(γ, F ) ,
where Πγ,FSλ(γ, F ) is the projection of the naive score function Sλ(γ, F ) onto the nuisance
tangent space of the corresponding DNP GSIM model. Due to the close connection between
GLMs and GSIMs, it is easy to find that the projection Πγ,FSλ(γ, F ) = 0 (Huang, 2011, page
90). That means the efficient score coincides with the naive score with the form of
S˜λ(γ, F ) = Sλ(γ, F ) =
µ′(B(XTβ(φ))δ)f ′γ
V (X;γ, F )
[
Y − µ(B(XTβ(φ))δ)]− λPγ . (3.11)
Additionally, the score function (3.10) along the above mapping coincides with the efficient
score function (3.11) for all (γ, F ) by just letting h(y) = y1, where 1(d+p+K)×1 denotes a
(d+ p+K)-vector of 1s. That is,
˙`λ
γ,F (γ)(X, Y ) =
µ′(B(XTβ(φ))δ)f ′γ
V (X;γ, F )
[
Y − µ(B(XTβ(φ))δ)]− λPγ ,
which is exactly a least favorable submodel at parameter (γ, F ) (see condition (9) in Murphy
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and van der Vaart, 2000).
Third, the score function along the approximately least favorable submodel is asymptotically
biased. In other words, we would like to show
Eγ∗F∗
[
˙`λ
γ,F (γ∗)(X, Y )
] ∣∣∣
γ=γ∗,F=Fˆ (γn)
= op(‖γn − γ∗‖+ n−1/2) . (3.12)
Following the calculations similar to (3.10), it is easy to show that
Eγ∗F∗
[
˙`λ
γ,F (γ∗)(X, Y )
] ∣∣∣
γ=γ∗
= −λPγ∗ .
If the smoothing parameter satisfies λ = o(n−1/2), then the above term is of order op(n−1/2) for
any F , which is a special case of (3.12). See discussions in Murphy and van der Vaart (2000,
Section 3).
Finally, the first and second derivatives of the penalized log-likelihood function along the
approximately least favorable submodel are well-behaved in a Donsker and Glivenko-Cantelli
sense, respectively. This condition can also be shown without any further effort following the
proof in Huang (2014). The only difference is that our first and second derivatives of the pe-
nalized log-likelihood function have another separate term related to the smoothing parameter.
However, when λ = o(n−1/2), all the statements in verifying this condition are still valid.
In summary, the asymptotic χ2 distribution of the proposed PLRT is thus derived.
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Chapter 4
Doubly-nonparametric generalized additive models
Huang, A. and Zhang, N. (2017) Doubly-nonparametric generalized additive models. Sub-
mitted to Australian & New Zealand Journal of Statistics.
Abstract: The popular generalized additive model framework is extended to allow
both the mean curves and the response distribution to be nonparametric. The approach
is demonstrated to be a flexible yet parsimonious tool for data analysis in its own
right, as well as being a useful tool for model selection and diagnosis in the classical
generalized additive model framework. Finite-sample performance of the method is
examined via various simulation settings and the method is illustrated on two data
analysis examples.
Keywords: Empirical likelihood, generalized additive models, penalized regression
splines, probability inverse transform
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4.1 Introduction
Generalized additive models (GAMs; Hastie and Tibshirani, 1990) are popular nonpara-
metric extensions of generalized linear models (GLMs; McCullagh and Nelder, 1989) that
replace the linear predictor η =
∑d
j=1 βjXj with a sum of smooth functional predictors η =∑d
j=1 fj(Xj), where {fj, j = 1, 2. . . . , d} is a set of smooth, but otherwise unspecified, func-
tions and X1, X2, . . . , Xd is a set of covariates. The flexibility of GAMs arise from their
ability to model non-linear relationships between the response and the covariates without pre-
specifying its form. The parsimony of GAMs comes from its additivity assumption, allowing
each model component to be easily interpreted in a conditional manner, much like in classical
linear regression and GLMs. For these reasons GAMs have found a wide range of applications
in a variety of fields, including epidemiology (e.g., Schwartz, 1994; Hastie and Tibshirani, 1995)
and ecology (e.g., Yee and Mitchell, 1991; Guisan et al., 2002).
As with GLMs, GAMs assume that the conditional responses come from some exponential
family of distributions. This covers the popular normal, Poisson, binomial and gamma families,
as well as many other less popular but equally useful families such as the inverse Gaussian
for skewed continuous data, negative-binomial for over-dispersed counts, and the generalized
Poisson (Famoye, 1993) and Conway-Maxwell-Poisson (Huang, 2017) distributions for both
over- and under-dispersed counts. Thus, the types of responses that can be covered by the GAM
framework is very large. However, a particularly restrictive requirement of GAMs is that the re-
sponse distribution needs to be correctly specified from the outset, with model misspecification
typically leading to inefficient estimators and biased inferences on model parameters. It seems
rather paradoxical to consider flexible curves for the mean function yet remain so rigid with the
response distribution. Indeed, it is well-known that even in simple linear regression settings,
misspecification of the response distribution can lead to significantly biased inferences (e.g.,
Eicker, 1967; White, 1982). This problem is equally detrimental in nonparametric regression
settings.
There are some existing methods that aim to relax the stringent distributional assumptions.
For example, quasi-likelihood (QL; Fan et al., 1995) based approaches require only a mean-
variance relationship for the data. However, the first two moments still needs to be correctly
specified, and this requirement is often still too demanding in practice. An alternative approach
is to model both the mean and variances nonparametrically (e.g., Ruppert et al., 2003, Chapter
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14.2), but this requires two levels of smoothing – one level of smoothing for the mean function
and another for the variance function. Rigby and Stasinopoulos (2005) extend this idea further
by modeling the mean, scale, shape, skewness and kurtosis of the response conditional distri-
bution. This is an incredibly flexible approach, but it requires multi-level smoothing which is
somewhat unsuitable for smaller-sized problems. The proposed approach in this chapter strikes
a balance between the parsimony and interpretability of classical GAMs and the flexibility of
nonparametric second (and higher) moment models of Ruppert et al. (2003) and Rigby and
Stasinopoulos (2005).
More precisely, this chapter introduces a novel extension of classical GAMs that allows the
response distribution to be unknown. That is, neither the form of the functional relationship
between the response and the predictors, nor the distributional form of the response, need to
correctly pre-specified. The proposed approach is a genuine extension of GLMs and GAMs, in
that the only distributional assumption we make is that the data come from some exponential
family – but, crucially, we do not need to specify which exponential family a priori. The model
space is in fact the class of all GAMs with a given set of additive predictors.
An immediate advantage of the proposed approach is that we always remain in a full prob-
ability setting. In contrast, QL-based methods typically do not correspond to actual probability
models for the data and thus do not provide any further insight into the probabilistic mechanism
generating the data beyond that of the first two moments. Having a full probability model is
particularly useful for model selection and diagnosis, predictive inferences and nonparametric
bootstrap resampling. Moreover, we also provide an explicit estimate of the underlying dis-
tribution, which we show in Section 4.3 to be consistent and jointly asymptotically normal in
distribution, along with the mean curves. Our approach can therefore also be used for model
selection and diagnosis in the classical GAM framework. We illustrate how this can be carried
out in the data analysis examples in Section 4.5.
The only aspect of the proposed approach that requires user input is the selection of smooth-
ing parameters. However, this process too can be automated via a selection method such
as cross-validation. Note that smoothing parameters are central to all smoothing methods in
statistics, including the classical approach of Hastie and Tibshirani (1990) which this chapter
extends. An attractive aspect of our proposed approach is that it only requires specification of
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the smoothing parameters, whereas existing methods require specification of both the smooth-
ing parameters and an underlying response distribution or variance and higher order moments
for the data. As is evidenced through the various simulation examples in Section 4.4 and
the data analysis examples in Section 4.5, relaxing the distributional assumptions in GAMs
makes the doubly-nonparametric GAM approach a particularly flexible yet parsimonious tool
for regression analyses.
4.2 Model and method
4.2.1 Classical nonparametric GAMs
We first review the classical penalized likelihood approach to nonparametric GAMs. The
extension to doubly-nonparametric GAMs is then developed using a novel exponential tilt
representation of GLMs introduced in Rathouz and Gao (2009).
Following Hastie and Tibshirani (1990, Chapter 6), recall that a GAM assumes that the
conditional mean µi = E(Yi|X i) of a response Yi is related to a corresponding set of predictors
X i = (Xi1, Xi2, . . . , Xid)
T via g(µi) = ηi =
∑d
j=1 fj(Xij), where g(·) is a user-specified
link function as in classical GLMs. In a slight abuse of notation, it is often convenient to write
µ(·) = g−1(·) for the inverse-link function, so that µi = µ
(∑d
j=1 fj(Xij)
)
. It is also assumed
that the conditional distribution of each response Yi, given the predictorsX i, comes from some
exponential family of distributions with densities (with respect to some dominating measure) of
the form
dFi(y) = exp
{
yθi − b(θi)
ϕ
+ c(y;ϕ)
}
, (4.1)
where ϕ is a scale parameter, and b(·) and c(·) are known functions that determine the form of
the distributions. Note that the means µi =
∫
ydFi(y) = b
′(θi) are related to the canonical
parameter θi via the canonical link b′(·). In turn, each θi is related to the predictors X i
via g(b′(θi)) =
∑d
j=1 fj(Xij). If the canonical link is used, then g
−1 = b′ and so θi =∑d
j=1 fj(Xij) directly. However, g needs not to be the canonical link in general. For example,
for count responses it is ordinarily sensible to use the log-link, g(·) = log(·), regardless of
whether the underlying distribution in (4.1) is Poisson, negative-binomial, generalized Poisson
or Conway-Maxwell-Poisson. This allows each function fj to be interpreted directly in terms
of a multiplicative effect on the mean response, irrespective of the underlying distribution.
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Various computational approaches are available for fitting each individual function and the
overall mean curve to data, including but not limited to back-fitting combined with local scoring
(Hastie and Tibshirani, 1990), marginal integration approach (Linton and Nielsen, 1995) and
low-rank smoothers (Marx and Eilers, 1998). Here we focus on the penalized splines technique
in which each smooth function fj can be approximated using regression splines, that is,
fj(·) =
K∑
k=1
βjkBk(·) ,
where B = (B1, B2, . . . , BK)
T is a set of basis functions, such as B-splines or P-splines (see,
e.g., Ruppert et al., 2003; Wood, 2017), and βj = (βj1, βj2, . . . , βjK)T is a corresponding vector
of coefficients. For convenience, write β = (βT1 , . . . ,β
T
d )
T for the full vector of coefficients
and extend B to be the multivariate function B(X i) = (BT (Xi1),BT (Xi2), . . . ,BT (Xid))T
so that each functional predictor can be written as ηi =
∑d
j=1 fj(Xij) = β
TB(X i).
Given a set of observations (X1, Y1), (X2, Y2), . . . , (Xn, Yn), the penalized maximum like-
lihood estimator ofβ can then be obtained by maximizing the penalized log-likelihood function,
`nλ(β) = `n(β)− 1
2
d∑
j=1
λjβ
T
j Dβj ,
where `n(β) = 1n
∑n
i=1[Yiθi − b(θi)] is the unscaled log-likelihood with θi ≡ θi(β) given by
g(b′(θi)) = β
TB(X i), λj ≥ 0 are smoothing parameters, and D is some K × K positive
semi-definite symmetric penalty matrix. Writing P = diag(λ1D,λ2D, . . . , λdD) for the block-
diagonal matrix with λjD on the diagonals, the penalized log-likelihood can then be written
as
`nλ(β) = `n(β)− 1
2
βTPβ . (4.2)
The penalty term in (4.2) controls the roughness of each function to avoid over-fitting. A
smaller value of λj results in a more wiggly fitted function fˆj that may capture local fluctuations,
whereas increasing the value of λj leads to an increasingly linear estimation of function fj .
How this translates to the smoothness of the mean curve depends on the user-specified link
function, g. For model identifiability, each smooth function fj can be constrained to sum to 0,
i.e.,
∑n
i=1 fj(Xij) = 0 for j = 1, . . . , d. For more discussions on the theoretical and practical
properties of penalized regression splines, see Hastie and Tibshirani (1990) and Wood (2017).
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4.2.2 Doubly-nonparametric GAMs
A recent innovation by Rathouz and Gao (2009) showed that any family of distributions
with densities of the form (4.1) can be rewritten as dFi(y) = exp {θiy − bi}dF (y) for some ref-
erence distribution F , where the cumulant generating function bi ≡ b(Xi;β, F ) and canonical
parameter θi ≡ θ(Xi;β, F ) are given by the joint solution to the normalization constraint,∫
Y
exp{θ(Xi;β, F )y − b(Xi;β, F )}dF (y) = 1 , (4.3)
and the mean constraint,
∫
Y
y exp{θ(Xi;β, F )y − b(Xi;β, F )}dF (y) = µ
(
βTB(X i)
)
. (4.4)
In other words, each density dFi is an exponential tilt of some reference density dF , with the
amount of tilting θi determined by the mean µi = µ
(
βTB(X i)
)
. Note that the scale parameter
φ has been absorbed into the functions b, θ and F .
The key advantage of the exponential tilt representation (4.3)–(4.4) is that it allows the
underlying response distribution F itself to be considered as a parameter in the model. Indeed,
we can now write the penalized log-likelihood (4.2) as a function of both β and F ,
`nλ(β, F ) =
1
n
n∑
i=1
{log dF (Yi)− b(Xi;β, F ) + θ(Xi;β, F )Yi} − 1
2
βTPβ . (4.5)
The GAM characterized by the log-likelihood (4.5) is now doubly-nonparametric, as the
parameter space for F is the infinite-dimensional space of all distributions having a Laplace
transform in some neighborhood of 0. This covers all discrete and continuous exponential
families, including the Poisson, Generalized Poisson and Conway-Maxwell-Poisson families
for discrete data and the normal, gamma and inverse-Gaussian families for continuous data.
Note that the requirement of a Laplace transform is needed so that the cumulant generating
function b(·) in (4.3) is well-defined.
Treating F as a free parameter introduces much flexibility and robustness into the model.
For example, over-dispersed counts can be dealt with simply by F having heavier tails than a
Poisson distribution, while under-dispersed counts can be dealt with simply by F having lighter
tails than a Poisson distribution. Similarly, zero-inflated counts can be dealt with simply by F
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having excess probability mass at zero. More importantly, perhaps, is that F can be left com-
pletely unspecified and estimated nonparametrically from the data along with the mean curves.
In other words, we can let the data inform us which mean curves and response distribution fit
best.
The seemingly intractable problem of working with this infinite-dimensional distributional
space can be reduced to a finite maximization problem via constructing an empirical likelihood
by replacing the density dF with a set of non-negative probability masses p = (p1, p2, . . . , pn)T ,
so that F (y) =
∑n
i=1 piI(Yi ≤ y), where I is the indicator function. A doubly-nonparametric
penalized maximum likelihood estimator for β and p can then be defined as the solution to the
finite constrained optimization problem:
maximize `nλ =
1
n
n∑
i=1
{log(pi)− bi + θiYi} − 1
2
βTPβ in β,p, b and θ ,
subject to
n∑
j=1
exp{θiYj − bi}pj = 1 , for i = 1, 2, . . . , n ,
and
n∑
j=1
Yj exp{θiYj − bi}pj = µ
(
βTB(X i)
)
, for i = 1, 2, . . . , n .
Denoting the maximizer by βˆ and pˆ, the penalized maximum likelihood estimator of the
underlying distribution F is then given by Fˆ (y) =
∑n
i=1 pˆiI(Yi ≤ y). In the next section, we
show that (βˆ, Fˆ ) is consistent and jointly asymptotically normal in distribution. This allows
us to construct asymptotically correct confidence bands for each function predictor fj and to
develop model diagnostics for the distributional component F .
The exponential tilt representation (4.3)–(4.4) is also used in Huang (2014) to develop
a semiparametric extension of GLMs in which the mean function is parametric but the re-
sponse distribution is nonparametric. The key innovation in this chapter is that both the mean
function and the response distribution can be modeled nonparametrically, allowing the data
to “speak for themselves” in a doubly-nonparametric way. The close connection between
doubly-nonparametric GAMs and semiparametric GLMs makes the corresponding techniques
and arguments in Huang (2014) readily applicable for our proposed method. We use these
methods in deriving the asymptotic properties of doubly-nonparametric estimator in Section
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4.3.
4.3 Asymptotic theory
For the joint parameter space, define a distance function by ‖(β1, F1)− (β2, F2)‖ = ‖β1−
β2‖+‖F1−F2‖HL , where ‖β1−β2‖ is the Euclidean distance and ‖F1−F2‖HL = suph∈HL
∫
h(dF1−
dF2) with HL := {I(y ≤ r) : r ∈ Y} is the set of all left indicator functions on Y . We will
use this distance function when establishing the asymptotic properties of the proposed doubly-
nonparametirc GAM estimator.
Let (X, Y ) be a generic observation pair. Following the derivations in Huang (2014), the
penalized score function for β has the form
Sλβ,F (X, Y ) =
[
Y − µ(βTB(X))] µ′(βTB(X))
V (X;β, F )
B(X)− Pβ ,
where V (X;β, F ) =
∫
Y
[
Y − µ(βTB(X))]2 exp {θ(X;β, F )y − b(X;β, F )} dF (y) is the
conditional variance of Y given X . Similarly, a score operator Aβ,F : HL → l∞(HL) for the
distribution parameter F can be derived as
Aβ,Fh(X, Y ) = h(Y )−Bβ,Fh(X)− Y − µ(β
TB(X))√
V (X;β, F )
Cβ,Fh(X) ,
whereBβ,Fh(X) = Eβ,F [h(Y )|X] andCβ,Fh(X) = Eβ,F
[
h(Y )(Y−µ(βTB(X)))|X]/√V (X;β, F );
see Huang (2014, Section 3) for more details of these calculations.
The doubly-nonparametric maximum penalized likelihood estimator (βˆ, Fˆ ) can then be
characterized as the joint solution to the score equations
1
n
n∑
i=1
Sλβ,F (X i, Yi) = 0 and
1
n
n∑
i=1
Aβ,Fh(X i, Yi) = 0 .
This characterization proves useful for establishing the consistency and joint asymptotic nor-
mality of the proposed estimator. The proof of Proposition 1 below is given in the Online
Supplement.
Proposition 4 (Consistency and joint asymptotic normality) Under Assumptions A1–A3 in
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the Appendix,
(a) if the smoothing parameters satisfy λj = o(1), then there exists a local maximizer (βˆ, Fˆ )
of (4.5) such that βˆ → β in probability and Fˆ → F in probability relative to the weak
topology;
(b) if the smoothing parameters satisfy λj = o(n−1/2), then
√
n
βˆ − β
Fˆ − F
→
Gβ
GF

in distribution in RKd × l∞(HL), where Gβ is a mean zero normal random vector with
covariance matrix
Wβ =
{
EX
(
µ′(βTB(X))2B(X)TB(X)
V (X;β, F )
)}−1
,
GF is a mean zero Gaussian random process indexed by h ∈ HL with some covariance
function WF (h1, h2) given in the Online Supplement, and Gβ and GF are independent.
The asymptotic independence of Gβ and GF motivates a simple estimator of the covariance
matrix of βˆ for given Fˆ using a sandwich formula. Let
W (β) =
n∑
i=1
∂
∂βT
Sλ
β,Fˆ
(X i, Yi) and H(β) =
n∑
i=1
Sλ
β,Fˆ
(X i, Yi)S
λ
β,Fˆ
(X i, Yi)
T .
Then the covariance matrix of βˆ can be estimated by
Wˆβ = W (βˆ)
−1H(βˆ)W (βˆ)−T . (4.6)
This frequentist covariance matrix can be used for inferences on each smooth function and the
overall mean curve. More specifically, writing the estimated smooth predictors as fˆj = βˆ
T
j B, an
approximate 95% confidence band for each smooth function can be obtained by fˆj±1.96se(fˆj),
where se(fˆj) =
√
BT WˆβjB and Wˆβj is the j-th K × K block matrix along the diagonal of
matrix Wˆβ. Similarly, the additive predictor can be estimated by ηˆ =
∑d
j=1 fˆj with estimated
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standard error se(ηˆ) =
√
BT WˆβB, so that an approximate 95% confidence band for the overall
mean curve can be constructed via g−1(ηˆ ± 1.96se(ηˆ)) .
To assess the goodness-of-fit of the estimated distribution Fˆ , we recommend using a prob-
ability inverse transform (PIT; Smith, 1985). If the fitted model is indeed appropriate, then
the PIT should resemble a random sample from a standard uniform distribution. This can be
assessed graphically using either a histogram or a quantile-quantile plot of the PIT against
the uniform distribution. The estimated distribution Fˆ can also be directly plotted, perhaps
alongside a postulated parametric model. These plots can then be used for model selection and
diagnosis in the classical GAM setting. Some examples of these plots can be found in Sections
4.4 and 4.5.
Throughout the rest of this chapter we treat the smoothing parameters λj as being given
sequences. In practice, there are a few competing ways to choose the smoothing parameter, with
perhaps the most popular approach being cross-validation. Our recommendation for the doubly-
nonparametric GAM framework is to simply plug in the default smoothing parameters obtained
from fitting a preliminary gam from the mgcv R package (Wood, 2017) under some working
distribution model using generalized cross-validation. Although the smoothing parameters
chosen in this way might be different to the “optimal” set of smoothing parameters for any
given problem, we find that this simple plug-in approach still enjoys excellent performance
in all our simulations and data analysis examples. In fact, the smoothing parameters turn out
to be rather robust to the working distributional model. This is an advantage of carrying out
smoothing on the mean scale rather than on the canonical scale, as the latter depends critically
on the underlying distribution.
4.4 Simulation study
The doubly-nonparametric GAM (4.3)–(4.5) is an extension of classical GAMs that does not
require correct specification of the conditional distribution or variance function for the response.
Thus, the approach is expected to be flexible enough to handle a very wide range of response
types. Here, we examine the practical performance of the proposed approach using various
simulations. We adopt the design from Marra and Wood (2012). Consider the following set of
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smooth functions,
f1(x1) = 2 sin(pix1) ,
f2(x2) = e
2x2 ,
f3(x3) = x
11
3 {10(1− x3)}6 + 10(10x3)3(1− x3)10 ,
f4(x4) = 0 . (4.7)
These four functions are plotted in Figure 4.1 in solid lines. The corresponding covariates
X1, . . . , X4 are each generated independently fromU(0, 1). The additive predictor η = f1(X1)+
f2(X2) + f3(X3) + f4(X4) is then transformed via the inverse-link to generate the true mean
curve µ = g−1(η).
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Figure 4.1: True smooth functions (solid red) plotted with approximate 95% confidence
intervals obtained via the proposed doubly-nonparametric (light grey) and Gaussian (dark grey)
GAM for a heteroscedastic normal dataset simulated under Setting 2 with sample size n = 200.
To examine the flexibility, robustness and practical performance of the proposed approach
in both correctly specified and misspecified scenarios, we simulated data from a range of
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distributional settings. These include the normal and gamma distributions for continuous data,
the Poisson, over-dispersed negative-binomial, and both over-dispersed and under-dispersed
mean-parametrized Conway-Maxwell-Poisson distributions (Huang, 2017) for discrete data,
and the binomial and quasi-binomial distributions for binary data. Table 4.1 summarizes the
simulation settings considered in this chapter.
Table 4.1: Simulation settings – conditional distributions, mean functions and variance
functions for Y |X . In all scenarios, the additive predictor is η = f1(X1) + f2(X2) + f3(X3) +
f4(X4) with the smooth functions f1, f2, f3 and f4 specified in (4.7).
response type conditional distribution mean µ dispersion variance
continuous 1. Gamma exp(η) 0.6 0.6µ2
2. Heteroscedastic Normal exp(η) – µ
count 3. Poisson exp(η) – µ
4. Negative-Binomial (over-dispersed) exp(η) 1 µ+ µ2
5. Conway-Maxwell-Poisson (under-dispersed) exp(η) 3 no closed form
6. Conway-Maxwell-Poisson (over-dispersed) exp(η) 0.2 no closed form
binary 7. Binomial (with 3 trials) exp(η)1+exp(η) – µ(1− µ)
8. Quasi-Binomial (with 6 trials) exp(η)1+exp(η) 4 4µ(1− µ)
Settings 1, 3, 4 and 7 correspond to “standard” GAM scenarios, and the correct model
can be fit using existing software such as the gam function in the mgcv R package (Wood,
2017). In contrast, settings 2, 5, 6 and 8 are non-standard models, and the correct model cannot
be easily fit using any existing software. Although setting 2 has the form of a quasi-Poisson
model with the log-link, the observations themselves can be negative and software such as
gam cannot fit quasi-Poisson models when there are negative observations. Moreover, setting 2
cannot be written in the exponential family form (4.1), so it is outside our model space and is
therefore misspecified. Note that Settings 4, 5 and 6 are also not of the exponential family form
(4.1) unless the dispersion parameter is known a priori – these settings can also be considered
as being misspecified. It is precisely these non-standard and misspecified settings that make
the doubly-nonparametric approach invaluable as it removes the need to correctly specify the
response distribution from the outset.
Furthermore, for generalized additive models it is not at all easy to identify or postulate
appropriate working distributions a priori. Marginal plots of the response against each covariate
are incapable of showing the joint effect of the smooth additive predictors on the conditional
mean and variance of the response. It is again in such scenarios that the doubly non-parametric
approach proves invaluable, as a correct specification of the conditional variance is no longer
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needed.
For each set of simulations we consider sample sizes of n = 200 and 500 with N = 1, 000
replications. For continuous data settings, we consider a set of three popular working variance
models, namely, V (µ) = σ2 (constant variance), V (µ) = µ (linear variance) and V (µ) = µ2
(quadratic variance). For count data settings, we consider the set V (µ) = σ2, V (µ) = µ and
V (µ) = µ + φµ2 (negative-binomial variance). For binary data settings, we consider the set
V (µ) = σ2, V (µ) = µ and V (µ) = µ(1 − µ) (Bernoulli variance). These all correspond
to “classical” GAM settings and can be fit to data using the gam function from the mgcv R
package (Wood, 2017). We also model each simulated dataset using the proposed doubly-
nonparametric (DNP) GAM. All methods used cubic truncated P-splines (Ruppert et al., 2003)
with 10 knots placed at the deciles of the covariates. MATLAB code for fitting DNP GAM can
be obtained by emailing the authors.
The values of the smoothing parameters used in each of the classical GAM approaches were
automatically chosen by generalized cross-validation in the gam function in R. For the doubly-
nonparametric approach, we used the default smoothing parameters obtained from fitting a
preliminary working gam model to the data. For continuous data, this preliminary model was
the normal gammodel. For count data, this preliminary model was the Poisson gam. For binary
data, this preliminary model used was the Bernoulli gam. We again note that an advantage
of carrying out the smoothing on the mean scale, rather than the canonical scale, is that the
smoothing parameters become rather robust to the working distributional model. Although
these smoothing parameters might not be “optimal” for the doubly-nonparametric approach,
this simple plug-in method emulates how one might actually approach each type of problem
in practice. Moreover, simply using the default smoothing parameters given by a preliminary
gam fit to each dataset, rather than fine-tuning our method using knowledge of the true model,
makes this a more-than-honest comparison with existing methods, and can also demonstrate the
robustness of the proposed approach. In practice, researchers can directly cross-validating the
doubly-nonparametric approach to get the “optimal” smoothing parameters for each problem at
hand.
Table 4.2 displays the average 95% pointwise coverage rates of each smooth function and
the overall mean curve across all observations, for simulations with sample size n = 200. The
results for sample size n = 500 in Table 4.3 essentially confirm that the proposed method indeed
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Table 4.2: Average coverage rates (%) for pointwise 95% confidence bands for each smooth
function and overall mean function, using GAMs with specified variance functions and doubly-
nonparametric (DNP) GAMs. N = 1, 000 simulations in each setting. Sample size n = 200 for
each simulation.
variance 1. Gamma variance 2. Heteroscedastic Normal
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 79.5 78.0 69.8 70.2 77.7 σ2 87.0 85.5 79.9 76.0 84.4
µ 68.7 67.8 65.9 65.2 67.8 µ Not Applicable
φµ2 92.2 92.6 68.1 93.0 86.9 φµ2 Not Applicable
DNP — 96.5 95.6 82.8 96.4 93.3 — 86.3 86.0 83.0 83.5 85.3
variance 3. Poisson variance 4. Negative-Binomial
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 85.8 85.2 74.0 76.7 82.9 σ2 59.6 61.9 55.2 58.1 50.6
µ 94.3 94.5 78.7 93.5 90.6 µ 82.6 81.2 73.8 80.1 80.2
µ+ φµ2 95.0 95.2 75.3 94.1 90.6 µ+ φµ2 94.4 93.9 84.2 93.8 92.3
DNP — 91.8 91.6 80.2 89.6 89.0 — 94.1 93.5 89.8 93.4 92.6
variance 5. COMPoisson (under-dispersed) variance 6. COMPoisson (over-dispersed)
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 91.2 90.5 76.8 85.5 87.5 σ2 69.2 71.2 61.4 65.2 68.1
µ 99.1 99.2 82.3 99.0 97.0 µ 86.5 86.2 75.3 85.3 84.0
µ+ φµ2 Not Applicable µ+ φµ2 94.8 94.4 82.9 94.6 92.5
DNP — 91.3 91.5 76.0 89.5 88.0 — 93.4 92.7 87.1 92.6 91.7
variance 7. Binomial variance 8. Quasi-Binomial
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 90.0 90.5 83.8 89.9 88.3 σ2 89.8 90.5 83.8 89.8 88.5
µ 28.7 20.5 32.4 99.8 89.1 µ 20.7 14.3 30.4 96.5 79.8
µ(1− µ) 93.5 94.0 85.7 93.9 91.3 µ(1− µ) 78.3 79.0 77.8 80.0 79.1
DNP — 92.4 92.4 86.6 92.8 90.5 — 92.6 92.8 83.1 92.8 89.6
approaches nominal coverage rates for the mean curve as sample size increases.
We see from Table 4.2 that the doubly-nonparametric approach can perform as well as
correctly-specified models, even with suboptimal smoothing parameters. For misspecified mod-
els, its performance can be much better than classical approaches with incorrectly-specified
response working variance functions. In particular, coverage rates for classical GAMs can
be quite biased under model misspecification. The increased accuracy in inferences is due
to the model flexibility induced by treating the error distribution as an infinite-dimensional
parameter in the doubly-nonparametric framework. This reinforces the versatility and flexibility
of exponential families for modeling data, as argued for in Hiejima (1997).
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Table 4.3: Average coverage rates (%) for pointwise 95% confidence bands for each smooth
function and overall mean function, using GAMs with specified variance functions and doubly-
nonparametric (DNP) GAMs. N = 1, 000 simulations in each setting. Sample size n = 500 for
each simulation.
variance 1. Gamma variance 2. Heteroscedastic Normal
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 77.4 79.0 76.7 69.6 78.3 σ2 83.2 84.5 84.8 75.6 84.8
µ 65.5 64.8 66.6 62.6 66.2 µ Not Applicable
φµ2 93.1 93.1 77.5 93.5 87.4 φµ2 Not Applicable
DNP — 98.5 97.7 87.3 98.5 95.8 — 93.3 93.3 93.0 92.7 93.2
variance 3. Poisson variance 4. Negative-Binomial
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 84.9 86.3 85.2 78.6 85.7 σ2 70.3 70.2 63.7 65.0 68.0
µ 94.2 94.5 89.4 94.7 92.6 µ 81.4 79.9 69.8 79.5 78.1
µ+ φµ2 94.6 95.1 86.1 95.2 91.9 µ+ φµ2 94.3 93.7 71.4 94.2 89.5
DNP — 95.3 95.3 93.0 95.2 94.4 — 96.7 95.8 88.3 96.8 94.7
variance 5. COMPoisson (under-dispersed) variance 6. COMPoisson (over-dispersed)
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 90.3 90.4 87.1 87.6 89.5 σ2 79.5 80.0 71.7 73.2 78.4
µ 98.7 99.3 75.9 99.2 94.0 µ 86.6 85.7 73.4 84.9 82.9
µ+ φµ2 Not Applicable µ+ φµ2 94.8 94.4 71.4 94.0 89.7
DNP — 94.1 93.9 81.8 93.9 90.5 — 96.4 95.5 85.7 96.3 94.1
variance 7. Binomial variance 8. Quasi-Binomial
method function f1 f2 f3 f4 µ function f1 f2 f3 f4 µ
GAM σ2 90.0 90.7 90.1 90.9 90.3 σ2 90.0 90.7 90.1 90.8 90.3
µ 11.3 10.3 23.4 99.6 76.6 µ 8.0 7.4 19.5 95.3 64.1
µ(1− µ) 92.8 93.7 92.8 94.4 93.4 µ(1− µ) 78.3 79.4 81.3 81.1 80.1
DNP — 94.2 94.5 95.0 94.9 94.3 — 94.1 94.6 94.8 94.7 94.3
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As mentioned in Section 4.3, one of the key advantages of the doubly-nonparametric ap-
proach is that it also provides a consistent estimate of the underlying data-generating distri-
bution. This estimated distribution can be plotted against parametric distributions for model
selection and diagnostics in the classical GAM framework. To illustrate this, the estimated
distributions Fˆ (or probability mass functions dFˆ for discrete distributions) are plotted below
against the true data-generating distribution from each of our parametric simulation settings. In
each case, the estimated distribution closely matches the true underlying distribution.
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Figure 4.2: Estimated (black) and true (red) distributions from one simulation under each
setting. Sample size n = 200.
To gain some insight into how the doubly-nonparametric approach deals with model mis-
specification, the default graphical output from the MATLAB routine dnpgam.m for a generic
dataset under Setting 2 is given in Figure 4.1. It is outside the model space, however, we see
that the doubly-nonparametric approach approximates the smooth functions well even using the
arbitrary smoothing parameters.
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4.5 Data analysis example
4.5.1 Divorce data
We apply the proposed approach to model divorce rates in the US between 1920 and 1996
as a function of unemployment rate, female participation rate in labor force, births rate, military
personnel rate and marriages rate. The rates are all measured in terms of number of cases
per 1000 females. The dataset consists of 77 samples and comes from faraway R package
(Faraway, 1996).
As divorce rates vary between 6 and 23 cases per thousand, a gamma GAM coupled with the
log-link would be a reasonable model from a classical GAM point of view. For comparisons,
we also fit the data using the DNP approach with a log link. Both approaches used 10-knot
quadratic truncated P-splines to approximate each smooth functional predictor.
Figure 4.3 (a)-(e) displays the estimates of each curve along with their corresponding con-
fidence bands using the DNP approach. We find that unemployment rates and birth rates have
an overall negative association with divorce rates, while military, labor and marriage rates are
generally positively associated with divorce rates. Also plotted in Figure 4.3 (f) is the PIT plot
for the fitted model (light grey) as well as the PIT plot for the corresponding gamma GAM
(dark grey). We see that the doubly-nonparametric approach is a much better fit to the data
than the gamma model, with the PIT of the former being very close to the uniform distribution.
Moreover, the Kolmogorov-Smirnov test statistic for testing the gamma distribution is 0.694
with a p-value less than 0.001, confirming that the gamma model is indeed not a good fit for
the data. Thus, model estimates and inferences based on the gamma distribution may well be
biased, with the proposed doubly-nonparametric approach being a better fit for these data.
4.5.2 Science scores data
We apply the proposed framework to model science scores as a function of income index,
education index and health index across 52 countries. The science scores were obtained from
the Program for International Student Assessment, where students were assessed in science,
mathematics, reading, collaborative problem solving and financial literacy1. The income index
1http://www.oecd.org/pisa
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Figure 4.3: Divorce rates data – (a)-(e) fitted curves (solid) and 95% confidence bands (light
grey, shaded); (f) PIT-uniform quantile plots for fitted DNP (light grey) and gamma (dark grey)
GAMs.
is measured by gross national income per capita, the education index is determined by the mean
of years of schooling for adults aged 25 years and more and expected years of schooling for
children of school entering age, and the health index is assessed by life expectancy at birth.2
Residual plots from a preliminary Gaussian additive model analysis of the data3 indicate
fairly strong heteroscedasticity in the data. This renders the fitted model invalid, leading poten-
tially to biased inferences on model components. In fact, it is rather difficult to determine an
appropriate conditional variance function in this scenario, as it is not clear how the predictors
jointly affect the conditional variability of the data. This is precisely when the proposed DNP
approach proves invaluable, as it can relax such distributional assumptions and offers a certain
flexibility and robustness to the underlying data-generating mechanism.
To this end, we modeled the data with a DNP GAM using the identity link and 10-knot
quadratic truncated P-splines. Figure 3 (a)-(c) displays the fitted curves for each covariate,
along with their corresponding confidence bands. We see that while education and health have
an overall monotonic relationship with science scores, the effect of income does not appear to
be monotonic. Indeed, the relationship between the scientific performance of students from
2http://hdr.undp.org/en/content/human-development-index-hdi
3https://m-clark.github.io/docs/GAM.html
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Figure 4.4: Science scores data – (a)-(c) fitted curves (solid) and 95% confidence bands
(shaded); (d) PIT-uniform quantile plots for fitted DNP GAM.
different countries and their national wealth seems to be rather complex. If we fix both the
education and health index, it is not surprising that students get considerably lower scores from
impoverished countries as these countries may do not have sufficient money for the national
education. However, wealthy countries in terms of their gross national income also do not
guarantee higher science scores. The proportion of investment in education and many other
neglected factors may need to be introduced into the model to provide a better understanding of
these results.
Finally, the PIT plot in Figure 3 (d) confirms that the fitted model is indeed appropriate for
these data. The DNP approach has adequately accounted for the heteroscedasticity in the data
in a completely nonparametric way.
4.6 Discussion
The confidence bands in this chapter are constructed from a frequentist approach. The
finite-sample performance of the proposed method, although a marked improvement over mis-
specified models, may still be biased due to the penalty-induced bias problem as noted in Wood
(2006b). This may be improved by considering a corresponding Bayesian approach, similar to
that in Marra and Wood (2012). In addition, constructing simultaneous confidence bands for
each unknown function and for the overall mean curve would be topics for future research.
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Supplementary material
Appendix
The results in Section 4.3 hold under the regularity conditions below.
A1. The response space Y is (contained in) a closed, finite interval [L,U ] in R and the
covariate space X is (contained in) a closed, finite hyperrectangle in Rd.
A2. There exists δ1 > 0 such that µ(x) maps into Y and µ′(X) and µ′′(X) exist and are
continuous on X × {β ∈ RKd : ||β − β∗|| ≤ δ1}.
A3. There exists δ2 > 0 such that V (X;β, F ) ≥ V2 on X × {(β, F ) ∈ RKd × Fµ : ||β −
β∗, F − F∗|| ≤ δ2}.
4.7 Proof of Proposition 4
Before proceeding to the main proof, we clarify some useful notations. Recall the penalized
log-likelihood function
`nλ(β, F ) =
1
n
n∑
i=1
{log dF (Yi)− b(Xi;β, F ) + θ(Xi;β, F )Yi} − 1
2
βTPβ , (4.8)
where P = diag(λ1D,λ2D, . . . , λdD) is the block-diagonal matrix with λjD on the diagonals.
The score function of β has the form
Sλβ,F (X, Y ) = Sβ,F (X, Y )− Pβ
=
[
Y − µ(βTB(X))] µ′(βTB(X))
V (X;β, F )
B(X)− Pβ ,
where V (X;β, F ) =
∫
Y
[
Y − µ(βTB(X))]2 exp {−b(X;β, F ) + θ(X;β, F )y} dF (y) .
A score operator for the distribution F is given by
Aβ,Fh(X, Y ) = h(Y )−Bβ,Fh(X)− Y − µ(β
TB(X))√
V (X;β, F )
Cβ,Fh(X) ,
whereBβ,Fh(X) = Eβ,F [h(Y )|X] andCβ,Fh(X) = Eβ,F [h(Y )(Y−µ(βTB(X)))|X)]/
√
V (X;β, F ),
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and h belongs to the class of all left indicator functions on Y ,HL := {I(y ≤ r) : r ∈ Y}.
Using the results in Huang (2014), note that there is a linear (Fre´chet derivative) operator Ψ˙
such that
∣∣∣√nΨn(β, F )−√nΨn(β∗, F∗)−√nΨ˙(β − β∗, F − F∗)∣∣∣ = oP (1 +√n‖β − β∗, F − F∗‖) ,
where Ψ˙ has the block-diagonal form,
Ψ˙(β − β∗, F − F∗) =
Ψ˙11 0
0 Ψ˙22

β − β∗
F − F∗
 .
Denote B∗β∗,F∗ and C
∗
β∗,F∗ as the Hilbert space adjoints of Bβ∗,F∗ and Cβ∗,F∗ , respectively. Then
we have
Ψ˙11 = −EX
[
µ′(βT∗B(X))
2B(X)TB(X)
V (X;β∗, F∗)
]
and Ψ˙2 being some negative definite score operator such that
Ψ˙22(F − F∗)h = −
∫
Y
(
ω −B∗β∗,F∗Bβ∗,F∗ − C∗β∗,F∗Cβ∗,F∗
)
hd(F − F∗) .
The complicated expressions and derivations of B∗β∗,F∗ , C
∗
β∗,F∗ and ω are not our main concern
and are thus omitted here. More details can be found in Huang (2014).
4.7.1 Proof of consistency
We first show there is a maximizer of (4.8) that is consistent for (β˜, F˜ ). To do this, consider
β = β˜+n−1/2u, where β˜ is the penalized estimator of β given the true F∗ and u is some vector,
and take F to be defined by dF (y) ∝ {1 + sn−1/2h(y)}−1dF˜ (y), where F˜ is the empirical
likelihood estimator of F given the true β∗. We want to show that for any given ε > 0, there
exists large constants C and S such that
P
{
sup
‖u‖=C,|s|=S,h∈H
`nλ(β, F ) < `nλ(β˜, F˜ )
}
≥ 1− ε .
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This implies that with probability at least 1− ε there is a maximizer (βˆλ, Fˆ λ) of (4.8) such that
‖β− β˜‖ ≤ Cn−1/2 and {1 + Sn−1/2h(y)}−1 ≤ dFˆ λ/dF˜ ≤ {1 + Sn−1/2h(y)} for any h ∈ H.
We then appeal to the
√
n-consistency of β˜ and F˜ , as established in Hastie and Tibshirani
(1990) and Huang (2014), respectively, to conclude that (βˆ
λ
, Fˆ λ) is
√
n-consistent for (β∗, F∗).
Note that F˜ is used here because empirical likelihood estimators are typically not comparable
to the true distribution F∗ on the likelihood scale.
Denote
Dn := `nλ(β, F )− `nλ(β˜, F˜ )
=
[
`n(β, F )− `n(β˜, F˜ )
]
− 1
2
(
βTPβ − β˜P β˜
)
.
Let t = sn−1/2. By the argument on the Taylor expansion of the unpenalized liklelihood
function, we have
`n(β, F )− `n(β˜, F˜ ) = (β − β˜)T
[
∂`n
∂β
∣∣∣
β=β˜,F=F˜
]
+
1
2
(β − β˜)T
[
∂2`n
∂β∂βT
∣∣∣
β=β˜,F=F˜
]
(β − β˜)(1 + op(1))
+ t
[
∂`n
∂t
∣∣∣
t=0
(β˜, F˜ )
]
+
1
2
t2
[
∂2`n
∂t2
∣∣∣
t=0
(β˜, F˜ )
]
(1 + op(1))
By the consistency property of (β˜, F˜ ) and the arguments in Amemiya (1983, page 340), we
have
`n(β, F )− `n(β˜, F˜ ) = n− 12uT
[
Sβ∗,F∗ + op(1)
]
+
1
2
n−1uT
[
Ψ˙11 + op(1)
]
u(1 + op(1))
+ n−
1
2 s
[
Aβ∗,F∗h+ op(1)
]
+
1
2
n−1s2
[
Ψ˙22h+ op(1)
]
(1 + op(1))
Then
Dn = n
− 1
2
[
uTSβ∗,F∗ + sAβ∗,F∗h
]
+
1
2
n−1
[
uT Ψ˙11u+ s
2Ψ˙22h
]
−
[
n−
1
2 (β∗ + op(1))
TPu+
1
2
n−1uTPu
]
+
[
op(n
− 1
2 ) + op(n
−1)
]
= I1 + I2 + I3 + I4 .
Note that Sβ∗,F∗ = Op(n
−1/2) and Aβ∗,F∗h = Op(n
−1/2). I1 and I2 on the right hand side
are of the order Op(n−1). When λj = o(1), the terms in I3 are of the order op(n−1/2) and
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op(n
−1), respectively. Then by choosing C and S large enough, I2 is negative and dominates
I1, uniformly in both ‖u‖ = C, |s| = S and h ∈ H, I3 and I4 tend to zero. Thus, consistency is
established.
4.7.2 Proof of joint asymptotic normality
The penalized score equations for β and F in a 1/
√
n-neighborhood of (β∗, F∗) can be
linearized as
0 =
√
n
(
Sβ∗,F∗ − Pβ∗
)
+
(
Ψ˙11 − P
)√
n(β − β∗) + oP (n−1/2) ,
0 =
√
nAβ∗,F∗h+ Ψ˙22
√
n(F − F∗)h+ oP (n−1/2) .
As λj = o(n−1/2), j = 1, . . . , d, the proof of joint asymptotic normality follows directly
from the argument in Huang (2014). More precisely,
√
n(β − β∗) converges in distribution to
a mean zero Gaussian random vector with covariance matrix
Wβ =
{
EX
(
µ′(βTB(X))2B(X)TB(X)
V (X;β, F )
)}−1
,
and
√
n(F −F∗) converges in distribution to a mean zero Gaussian process indexed by h ∈ HL
with some covariance function
WF (h1, h2) = W2(Rh1, Rh2) ,
where
W2(h1, h2) = EX
{
cov(h1(Y ), h2(Y ) |X)−
[
Cβ∗,F∗h1(X)
] [
Cβ∗,F∗h2(X)
]}
and R is a continuous inverse given by
R =
(
ω −B∗β∗,F∗Bβ∗,F∗ − C∗β∗,F∗Cβ∗,F∗
)−1
.
88 CHAPTER 4. DNP GAMS
Chapter 5
Further data analysis examples
The main focus of this chapter lies in the comparison of the fits of several regression models
over two real data examples, which cover both continuous and count data scenarios. In addition
to employing the standard GSIMs and GAMs, the following analyses will also provide further
insights regarding how our proposed doubly-nonparametric GSIMs and GAMs perform in these
real data analysis examples. The implementation of the conventional GSIMs was carried out
using the R codes from Section 2.8 of this thesis, and GAMs were fitted using the gam function
in the mgcv R package (Wood, 2017). The doubly-nonparametric methods were implemented
in MATLAB.
5.1 Continuous data: air quality measurements
We study a dataset of air quality measurements for the New York metropolitan area (Cham-
bers et al., 1983). The response variable mean ozone (in parts per billion) was recorded at
Roosevelt Island from May 1, 1973 to September 30, 1973, along with several predictors:
solar radiation (in langleys), maximum daily temperature (in Fahrenheit) and average wind
speed (in miles per hours). No time indicator was presented in the original dataset, so here we
only manage to examine the relationship between the ozone concentration and the above three
predictors without considering any time effect. In total there are 111 samples, after removing
all missing observations.
From the pairwise scatter plot in Figure 5.1, we suspect that the ozone concentration might
depend nonlinearly on three predictors. Therefore, the linear model (LM) may be unsuitable.
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This is then confirmed by the LM partial residual plots in Figure 5.2, which suggest that
additional nonlinear relationships need to be modeled. More precisely, the red lines model
the residuals of one predictor against the response variable, whereas the blue lines provide the
corresponding best fits. Thus, the significant difference between these two colored lines indi-
cates that the predictors (specifically, temperature and wind) do not have a linear relationship
with the response variable. Thus, some non-linear models may be considered as alternatives.
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Figure 5.1: Air quality measurement – pairwise scatter plot.
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Figure 5.2: Air quality measurement – partial residual plots of LM with residual lines (red) and
best fitted lines (blue).
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To constrain our focus on the models discussed in this thesis, we apply a Gaussian single-
index model (SIM), a doubly-nonparametric GSIM (DNP GSIM), a Gaussian additive model
(AM) and a doubly-nonparametric GAM (DNP GAM) to this dataset for further investigations.
A canonical identity link function is employed in all methods and 10-knot quadratic truncated
P-splines are used to approximate the smooth functional predictor(s). The fitted mean curves
using the standard Gaussian SIM and DNP GSIM in Figure 5.3 again demonstrate that there is a
non-linear functional relationship between the responses and predictors. However, the residuals
plots in Figure 5.4 and 5.5 clearly show that the model assumptions for the classical Gaussian
SIM and AM are violated by the strong heteroscedasticity in the residuals. Therefore, both the
standard Gaussian SIM and AM are still inappropriate for the dataset. To overcome this issue,
Yu and Ruppert (2002) considered modeling using the cubic root of the responses. However,
based on the superior performance across the previous simulations, we suspect that the proposed
doubly-nonparametric methods would perform well even for the untransformed data.
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Figure 5.3: Air quality measurement – scatter plots with fitted mean curve and pointwise 95%
confidence bands using (a) Gaussian SIM and (b) DNP GSIM.
−40 −20 0 20 40
−
40
−
20
0
20
40
60
80
theoretical quantiles
de
vi
an
ce
 re
si
du
al
s
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l l
l
l
l
ll l
l
l
l
l
l
l
l
l
ll
l
20 40 60 80 100 120
−
40
−
20
0
20
40
60
80
Resids vs. linear pred.
linear predictor
re
si
du
al
s
Histogram of residuals
Residuals
Fr
eq
ue
nc
y
−40 −20 0 20 40 60 80 100
0
10
20
30
40
50
l
l
l
l
ll
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
lll
l
l
l
ll
l
l
ll
l
l
l
l
l l
20 40 60 80 100 120
0
50
10
0
15
0
Response vs. Fitted Values
Fitted Values
R
es
po
ns
e
Figure 5.4: Air quality measurement – diagnostic plots for Gaussian SIM.
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Figure 5.5: Air quality measurement – diagnostic plots for Gaussian AM.
The results of all competing methods are summarized in Table 5.1, including the estimated
coefficients and standard errors. p-values for each covariate are not reported here since they
are less than 0.001 for all methods. The intercept term of LM is omitted for simplicity, and
the estimated coefficients are standardized to satisfy ‖β‖ = 1 for further comparison with the
results obtained from other methods. Considering that the determination of effective degrees of
freedom in our doubly-nonparametric is still veiled, which we will discuss in the next chapter,
we only display the probability inverse transform (PIT) plots for further model comparison. The
noticeable deviation from the theoretical uniform quantiles in both the standard Gaussian SIM
and AM (see Figure 5.6 (a) and (c)) again reinforces the claim that neither of these two models
provides a good fit to the data, whereas the DNP GSIM and DNP GAM (see Figure 5.6 (b) and
(d)) indeed fit the data better.
Table 5.1: Air quality measurement – estimated coefficients and standard errors (in parentheses)
using three models.
LM Gaussian SIM DNP GSIM
Covariate estimate (se) estimate (se) estimate (se)
Radiation 0.016 (0.006) 0.021 (0.005) 0.024 (0.007)
Temperature 0.443 (0.068) 0.379 (0.029) 0.521 (0.059)
Wind -0.896 (0.176) -0.925 (0.140) -0.853 (0.161)
For completeness, the fitted curve with its pointwise 95% confidence band for each predictor
using the Gaussian AM and DNP GAM are presented in Figure 5.8 and 5.7, respectively. We see
that radiation and temperature are both positively associated with ozone concentration, whereas
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(c) Gaussian AM
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(d) DNP GAM
Figure 5.6: Air quality measurement – probability inverse plots for (a) Gaussian SIM; (b) DNP
GSIM; (c) Gaussian AM; (d) DNP GAM.
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Figure 5.7: Air quality measurement – fitted curves (solid) and pointwise 95% confidence
bands (shaded) using Gaussian AM.
0 100 200 300
-30
-20
-10
0
10
20
30
Radiation
f ( R
a
d i
a
t i o
n
)
60 70 80 90
-20
0
20
40
60
80
100
Temperature
f ( T
e
m
p e
r a
t u
r e
)
5 10 15 20
-40
-20
0
20
40
60
Wind
f ( W
i n
d )
Figure 5.8: Air quality measurement – fitted curves (solid) and pointwise 95% confidence
bands (shaded) using DNP GAM.
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wind has a negative association with ozone concentration. This conclusion coincides with the
findings from (DNP) GSIM.
5.2 Count data: recreational boating trips
In this section, we consider a count dataset, investigating how the number of recreational
boating trips to Lake Somerville, East Texas in 1980, depends on three variables: the travel
cost to Lake Somerville (in USD), the facility’s subjective quality scores (from 1 to 5) and the
respondent’s income (in 1,000 USD). The dataset comprises 285 samples and is available in the
AER R package (Kleiber and Zeileis, 2017).
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Figure 5.9: Recreational boating trips – histogram.
We notice that the responses may exhibit strong over-dispersion (Figure 5.9) with a marginal
variance of 76.242, which is more than 10 times the marginal mean of 5.123. Thus, we suspect
that the classical Poisson-based models may not perform well for this dataset. Considering
the nature of the data, we also utilize quasi-Poisson, negative-binomial-based models and the
proposed doubly-nonparametric models to fit the data. A log-link function is employed for each
method, and 10-knot quadratic truncated P-splines are applied to approximate the functional
predictor(s). As GLMs are the special cases of GSIMs, we do not consider GLMs here for
brevity.
The results of using four GSIM-type competing methods are presented in Table 5.2. The
large values of the estimated dispersion parameters of quasi-Poisson GSIM and negative-binomial
GSIM demonstrate that the responses indeed possess significant over-dispersion, and hence the
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inferences made using the Poisson GSIM and GAM would be biased and inaccurate.
Table 5.2: Recreational boating trips – estimated coefficients, standard errors (in parentheses)
and dispersion parameters using four GSIM models.
Poisson Quasi-Poisson Negative-Binomial DNP
Covariate estimate (se) estimate (se) estimate (se) estimate (se)
Cost 0.021 (0.004) 0.019 (0.012) 0.029 (0.010) 0.036 (0.010)
Quality -0.942 (0.086) -0.636 (0.217) -0.963 (0.046) -0.951 (0.347)
Income 0.336 (0.054) 0.772 (0.179) 0.267 (0.166) 0.306 (0.185)
Dispersion 1 11.832 0.789 –
In Figure 5.10, we notice that the all the GSIMs found a negative nonlinear trend of the
fitted smooth function over the linear predictor, which is impossible for a GLM to discover.
Along with the estimated index coefficients in Table 5.2, we can conclude that the cost and
income have an overall negative association with the response variable, whereas the quality is
positively associated with the response variable using the GSIMs. This conclusion coincides
with the findings from DNP GAM in Figure 5.11
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Figure 5.10: Recreational boating trips – fitted functional predictor f(xTβ) with pointwise
95% confidence bands (shaded) using four different GSIMs.
Additionally, the PIT plots in Figure 5.12, which include the Poisson, negative-binomial and
doubly-nonparametric GSIMs and GAMs, also verify that the doubly-nonparametric models are
preferable to the Poisson models. More specifically, the DNP GSIM/GAM provide the best fit
and the negative-binomial models also does a fairly good job.
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Figure 5.11: Recreational boating trips – fitted curves (solid) and pointwise 95% confidence
bands (shaded) using DNP GAM.
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(d) Poisson GAM
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(e) Negative-binomial GAM
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(f) DNP GAM
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(a) Poisson GSIM
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(b) Negative-binomial GSIM
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Figure 5.12: Recreational boating trips – probability inverse plots for (a) Poisson GSIM; (b)
Negative-binomial GSIM; (c) DNP GSIM; (d) Poisson GAM; (e) Negative-binomial GAM; (f)
DNP GAM.
Chapter 6
Future directions
6.1 Effective degrees of freedom in the doubly-nonparametric framework
A doubly-nonparametric framework is established for GSIMs and GAMs in Chapters 3
and 4, respectively, where both the mean curve and response distribution are assumed to be
unknown. To complement this framework, an analogous idea of degrees of freedom (DF)
is needed for model complexity measurement and comparison. The proposition of DF is
essential in many fields, such as constructing the Akaike information criterion and the Bayesian
information criterion for model comparison, testing the linearity of each smooth function in
doubly-nonparametric GAMs. This is actually not a serious concern in previous simulations
of Chapters 3 and 4, where we always considered moderate to large sample sizes. However,
the issue would become particularly important with a small sample size since the difference
between theoretical asymptotic chi-squared distribution and practical F distribution can not be
ignored. In other words, df1 · Fdf1,df2 = χ2df1 + op(1) is not valid for a small sample size.
In regression models, the concept of DF is often used for the measurement of model com-
plexity and comparison of different models. For example, in a simple linear model,
Y = XTβ + ε , ε ∼ N(0, σ2I) ,
where Y = (y1, . . . , yn)T is the response vector, X is a d× n design matrix with d predictors,
β is the d-dimensional coefficient vector and I is the identity matrix. With the commonly used
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least squares method, it is easy to derive
βˆ = (XXT )−1XY
and
µˆ = XT (XXT )−1XY .
Let H = (hij)n×n = XT (XXT )−1X , and then µˆ = HY . Thus, the DF can be obtained via
the trace of the so-called “hat” matrix
DF = tr(H) =
n∑
i=1
hij =
n∑
i=1
∂µˆi
∂yi
. (6.1)
That is, the DF is the sum of sensitivities of the fitted values with respect to the observed values.
Usually, DF in a simple linear model is the number of predictors, namely, DF = tr(H) = d.
However, this is not always true when smoothing parameters are introduced into the regression
models, such as the standard GSIMs and GAMs.
The DF, or more precisely, the effective degrees of freedom (EDF) in these penalized
models, depend on the values of the smoothing parameters. Fortunately, the EDF are still
accessible using the “hat” matrix. Consider a univariate Gaussian additive model as a simplest
case of GAMs,
Y = f(X) + ε , ε ∼ N(0, σ2I) ,
where f(·) is an unknown univariate smooth function. Rewriting the model using regression
splines, we have
Y = B(X)β + ε ,
whereB(·) is a set of basis function. By minimizing the penalized least squares,
‖Y −B(X)β‖2 + λβTDβ ,
the penalized estimator of the basis coefficient is given by
βˆ =
[
B(X)TB(X) + λD
]−1
B(X)TY ,
where λ is the non-negative smoothing parameter and D is some K ×K positive semi-definite
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symmetric matrix (see Chapter 1 for more model details). Then, the EDF can be easily derived
according to the idea of (6.1).
The whole above idea is based on the fact that the corresponding estimator has an explicit
expression that helps construct the hat matrix. However, this seems difficult or even impossible
for our doubly-nonparametric framework. This issue might be resolved by introducing the idea
of generalized degrees of freedom (GDF; Ye, 1998; Shen et al., 2004). The GDF is applicable to
the complex and highly irregular modeling procedure, where the fitted values are often complex,
non-differentiable or even discontinuous with the observed values. In particular, Ye (1998)
considered a general modeling procedure M : Y → µˆ for normally distributed responses
Y ∼ N(µ, σ2I), mapping from Y ∈ Rn to a set of fitted values µˆ ∈ Rn. The author defined
the GDF by the sum of the average sensitivities of the fitted values µˆi(Y ) to a small change in
yi. That is, the GDF for a modeling procedureM is given by GDF(M) =
∑n
i=1 h
M
i (µ), where
hMi (µ) =
∂Eµ[µˆi(Y )]
∂µi
= lim
δ→0
Eµ
[
µˆi(Y + δei)− µˆi(Y )
δ
]
=
1
σ2
E[µˆi(Y )(yi − µi)] = 1
σ2
Cov(µˆi(Y ), yi − µi) ,
where ei is the i-th column of the n × n identity matrix. The GDF directly measures the
flexibility of the modeling procedureM. IfM is highly flexible, then the fitted values tend to
be closer to the observed values, leading to a large GDF value.
Ye (1998) recommends using a Monte Carlo method to estimate the GDF(M), where one
needs to fit the model in each perturbation. This has been demonstrated to work well for many
modeling procedures, such as tree-based regressions. However, it is commonly known that the
empirical likelihood based methods are time consuming. Thus, the computational burden would
be a major concern if the GDF idea could be extended to the doubly-nonparametric framework.
6.2 Simultaneous confidence bands
In Chapter 4, we mainly considered the pointwise confidence bands for each smooth func-
tion and the mean curve by using a frequentist estimation of the variance matrix. This provides
the performance of the function at each specific point. However, the performance of the whole
function assessed by the simultaneous confidence bands is sometimes of more interest.
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Generally speaking, a pointwise 100(1− α)% confidence band {(L(X), U(X)) : X ∈ X}
approximately satisfies
P{L(X) ≤ f(X) ≤ U(X)} ≥ 1− α for all X ∈ X .
It is easy to get
L(X) = fˆ(X)− z1−α/2
√
Var{fˆ(X)− f(X)}
U(X) = fˆ(X) + z1−α/2
√
Var{fˆ(X)− f(X)} .
In contrast to these, a simultaneous 100(1− α)% confidence band must satisfy
P{L(X) ≤ f(X) ≤ U(X) for all X ∈ X} ≥ 1− α .
In this sense, we have

f(x1)
...
f(xn)

±m1−α

√
Var{fˆ(x1)− f(x1)}
...√
Var{fˆ(xn)− f(xn)} ,

where the critical value m1−α is the (1− α) quantile of the random variable
sup
X∈X
∣∣∣∣∣∣ fˆ(X)− f(X)√Var{fˆ(X)− f(X)}
∣∣∣∣∣∣ .
There are mainly two ways to determine the value of m1−α. One is using Monte Carlo
methods, where m1−α can be accurately approximated via a very large number of repetitions.
However, it is obviously computationally demanding to carry out this procedure. The other way
is based on the upcrossing theory (Rice, 1939). Recently, for example, Krivobokova et al. (2010)
and Wiesenfarth et al. (2012) investigated the simultaneous inferences for the univariate/additive
spline-based models with heterogeneous functional components and heteroscedastic errors.
They proposed to construct the simultaneous confidence bands based on the upcrossing theory,
where utilizing the mixed model representation of penalized splines and the volume-of-tube
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formula directly enables the corresponding simultaneous inferences. This avoids the proba-
bly underestimated coverage rates resulting from the smoothing parameters. However, when
adopting these ideas into our doubly-nonparametric framework, the major concern would be
the feasibility of representing our empirical likelihood based models into a mixed models form.
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