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Abstract
We present a method for customizing the root grid of zoom-in initial conditions used for simulations of galaxy formation.
Starting from the white noise used to seed the structures of an existing initial condition, we cut out a smaller region of
interest and use this trimmed white noise cube to create a new root grid. This new root grid contains similar structures
as the original, but allows for a smaller box volume and different grid resolution that can be tuned to best suit a given
simulation code. To minimally disturb the zoom region, the dark matter particles and gas cells from the original zoom
region are placed within the new root grid, with no modification other than a bulk velocity offset to match the systemic
velocity of the corresponding region in the new root grid. We validate this method using a zoom-in initial condition
containing a Local Group analog. We run collisionless simulations using the original and modified initial conditions,
finding good agreement. The dark matter halo masses of the two most massive galaxies at z = 0 match the original to
within 15%. The times and masses of major mergers are reproduced well, as are the full dark matter accretion histories.
While we do not reproduce specific satellite galaxies found in the original simulation, we obtain qualitative agreement
in the distributions of the maximum circular velocity and the distance from the central galaxy. We also examine the
runtime speedup provided by this method for full hydrodynamic simulations with the ART code. We find that reducing
the root grid cell size improves performance, but the increased particle and cell numbers can negate some of the gain.
We test several realizations, with our best runs achieving a speedup of nearly a factor of two.
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1. Motivation
Numerical simulations are an indispensable tool for
understanding the complex processes that occur during
galaxy formation. Various groups, using different numeri-
cal approaches, have used simulations to successfully repli-
cate galaxy properties and interpret observations (e.g.,
Vogelsberger et al., 2020). One approach to simulating
individual galaxies within a cosmological context is with
so-called ”zoom-in” initial conditions (Navarro & White,
1994; Hahn & Abel, 2011). They rely on first simulating a
large volume of the universe containing many galaxies with
coarse resolution, and selecting a region around a partic-
ular galaxy, such as one resembling the Milky Way. Then
this comparatively small region is resampled with many
more resolution elements while keeping the initial low res-
olution in the rest of the volume. The zoom-in technique
allows simulations to model galaxies specifically picked to
have desirable properties at very high resolution, enabling
detailed modeling of the relevant physical processes.
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Particularly common are zoom-in simulations designed
to target the Milky Way or larger Local Group volume.
Recent surveys (e.g. Gaia Collaboration et al., 2018; Ma-
jewski et al., 2017) have collected a large amount of data
for Milky Way and other Local Group galaxies. To help
interpret these observations, theorists have long been sim-
ulating isolated galaxies with similar masses to the Milky
Way (e.g., Hopkins et al., 2014). However, recent advances
both in the knowledge of the Local Group’s formation his-
tory (Hammer et al., 2007; D’Souza & Bell, 2018) and
improved understanding from simulations of how isolated
galaxies are different from those in groups (Santistevan
et al., 2020), have shown that the Local Group’s environ-
ment is essential to understanding its formation. As a re-
sult, any computational setup aiming to uncover the origin
of the Milky Way must be specifically tailored to match
the known properties of the full Local Group, including
the assembly histories of its galaxies.
As several key galaxy properties such as halo mass and
merger history are determined by the initial conditions
(ICs) used in a given simulation, these ICs play a critical
role in any comparison of results between different sim-
ulations. Many galaxy formation simulations have been
run by different groups, using different codes and differ-
ent ICs (e.g., Hopkins et al., 2014; Ceverino et al., 2014;
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Vogelsberger et al., 2014; Wang et al., 2015; Schaye et al.,
2015; Sawala et al., 2016; Wetzel et al., 2016; Grand et al.,
2017; Li et al., 2017; Hopkins et al., 2018). These differ-
ent ICs can lead to different galaxy properties, even before
accounting for differences in modeled physics or numerical
implementation, making a comparison of results challeng-
ing. If groups were to use the same ICs (particularly for
zoom-in ICs that replicate the properties of the entire Lo-
cal Group), any differences caused by different ICs would
be eliminated, making it easier to understand how mod-
eling differences affect the results. However, such zoom-in
simulations are often computationally expensive, requir-
ing on the order of 106 CPU hours (Wetzel et al., 2016;
Hopkins et al., 2018). Importantly, the performance of
different codes may be affected by the details of the ICs,
particularly for zoom-in ICs, where the root grid cells are
usually coarse and most of the volume of the box is un-
interesting. This may make simulations using some ICs
prohibitively expensive when run using certain codes. Cus-
tomizing these parameters, while preserving the properties
of the zoom region, may improve computational efficiency
and lower the cost of these high-resolution simulations of
galaxy formation, making a commonly used set of initial
conditions more practical and facilitating code compari-
son.
Here we present a method of customizing the root grid
in ICs to improve code performance. This method can
be used to reduce the box size and increase the resolution
of the root grid. As an example we use the “Thelma &
Louise” IC, initially presented in Garrison-Kimmel et al.
(2014). It is a zoom-in IC that contains a Local Group
analog. In particular, the merger history of the Milky
Way and M31 analogs has a qualitative resemblance to
the Local Group.
We validate the method using the Adaptive Refinement
Tree (ART) code (Kravtsov et al., 1997; Kravtsov, 1999,
2003; Rudd et al., 2008). The ART code uses adaptive
mesh refinement of the simulation grid to provide high
resolution only in interesting regions where it is needed.
Specifically, it starts with a uniform grid of root cells that
are refined if they meet one of several criteria, such as
a density threshold or a comparison to the local Jeans
length. The size of the root grid cells is relevant because
the load balancing algorithm operates on these root cells.
Each root grid cell and all its refined “children” are as-
signed to a given MPI rank. Very large root grid cells
therefore may contain entire structures that are all as-
signed to a given rank. For example, in a Local Group-like
simulation, both main galaxies may each be located in sin-
gle root grid cells, with very little in any other root grid
cells. This decreases efficiency for two reasons. First, it
is difficult to evenly divide the needed workload among
different computational nodes. Such uneven load balanc-
ing may result in one rank taking much longer than the
rest, wasting computation time as other processors wait.
Second, it is difficult for the ART code to scale to a large
number of nodes, as adding more nodes will not bring any
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Figure 1: An illustration of how the grid structure changes when
using our method. Panel (a) shows the level of refinement in the
original IC. The maximum zoom level contains all the particles that
end up in the main galaxies at z = 0. Note that this is an inset of the
original box, which is 70.4 Mpc across. Panel (b) shows a further
inset, with cell boundaries outlined. Panels (c) and (d) are the
equivalents from the modified IC with a box length of 17.6 Mpc and
a 2563 root grid. Note how the original root grid and lower-resolution
intermediate levels are now replaced by a new higher-resolution root
grid, while the original zoom region and high resolution intermediate
levels are preserved.
benefit if the work cannot be subdivided that finely. Re-
ducing the root grid cell size will address both of these
issues.
We also demonstrate that this method reproduces basic
properties of the target galaxies, such as their z = 0 dark
matter halo masses, growth histories (including times and
masses of major mergers), and their populations of satellite
galaxies.
2. Method
A detailed description of the process of creating our
cosmological ICs can be found in Hahn & Abel (2011),
but we summarize some of the key points here to provide
context for our method. To start, a cube of a chosen cosmic
volume is covered by a uniform 3D grid, known as the “root
grid.” A white noise field is obtained by assigning a random
value sampled from a N (0, 1) distribution to each cell in
the root grid. This is then convolved with the matter
power spectrum to obtain realistic matter overdensities.
The convolution is done using a Fast Fourier Transform,
which enforces periodic boundary conditions on the cube.
Lagrangian perturbation theory (e.g. Zeldovich, 1970) is
used to turn the overdensity field into particle positions
and velocities. When used for grid-based codes such as
ART, this process creates the gas densities and velocities
2
Figure 2: An illustration of the process of customizing ICs. All panels show the z-axis component of the gas velocity in the same slice through
the simulation volume, with a dashed black line outlining the zoom region. Panel (a) shows the original realization, while panel (b) shows
an inset of the region that will become the new full simulation volume. Note the higher resolution cells in the central refined region, with
low resolution cells in the outskirts. This region has a nonzero bulk velocity, so we subtract it off to obtain panel (c). Panel (d) shows the
new root grid constructed with our method, which represents the same volume of space as the insets (b, c). A comparison with panel (c)
shows that many of the key features are present in both panels, with differences near the edges. These are required for periodic boundary
conditions. Note that in panel (d) the velocity at the top boundary matches the bottom, and left matches right, unlike panel (c). The higher
resolution root grid cells are also apparent in the new root grid, as the outskirts do not have the pixelation present in panels (b) and (c).
Panels (e) and (f) show the result of combining the new root grid with the zoom region from panels (b) and (c) respectively. The velocity
correction is necessary to give a smooth velocity field. Panel (f) is used as our final IC.
for root grid cells, as well as the positions and velocities
for each cell’s corresponding dark matter particle (“root
grid particle”).
When producing zoom-in ICs, a region of interest is se-
lected, then a finer grid is used in that region. The spacing
of the finer grid can be arbitrarily small, only limited by
the computational resources required to run a simulation
at such high resolution. A buffer of intermediate grid lev-
els is used around the zoom region to transition smoothly
to unrefined regions. The process for generating the prop-
erties of the dark matter particles and gas cells (referred to
as “zoom particles” and “zoom cells”) in the zoom region
follows the same basic process as the root grid, just on a
finer grid and with constraints to ensure consistency with
the root grid (see Hahn & Abel 2011 for full details).
Our goal is to customize the root grid while preserving
the environment of the zoom-in region. To achieve this,
we create a hybrid IC, where we produce a new root grid
that uses a smaller box size with a higher resolution grid,
then embed the zoom region from the original IC. Keeping
the original zoom region intact ensures that the galaxies
in this region are minimally disturbed.
Creating the new root grid starts by taking the white
noise field of the original cube and cutting out a smaller
white noise cube. The same process (convolution with the
power spectrum and gravity calculations) is used to create
a new IC from this trimmed white noise cube. As the white
noise cube is what seeds the resulting structures, they will
be nearly preserved in the new box. The only changes will
be due to the enforcement of periodic boundary conditions
by the Fast Fourier Transform. This process results in root
grid cells and particles with properties nearly identical to
those in the original, with only slight modifications near
the boundaries (far from the region of interest) to ensure
periodicity. The resulting root grid can be regenerated at
any desired resolution. This allows us to have significantly
smaller root grid cells, potentially improving performance
in codes like ART that use root grid cells for load balanc-
ing.
After creating the new root grid, we combine it with
the particles and gas cells from the original zoom region.
We start by keeping all the particles and cells from the
zoom region of the original IC, as we want to minimally
disturb the zoom region. We also keep the particles and
cells from the intermediate levels that are at the same level
or deeper than the new root grid. We then go through all
the new root grid particles and remove any that are in the
same root grid cell as a previously kept particle. Figure 1
shows an example of the new grid structure.
Importantly, we also need to correct the velocities of
the zoom particles. The new root grid will have a mean
velocity of zero by construction, as the simulation box is
not moving in any particular direction, while the equiv-
alent section of the original volume may have some bulk
3
Run Box Length [Mpc] Number of Root Grid Cells Root Grid Cell Size [kpc] Number of Particles
L1-128 70.4 (Original) 1283 550.0 51,196,181
L2-256 35.2 2563 137.5 65,589,360
L4-128 17.6 1283 137.5 50,908,382
L4-256 17.6 2563 68.75 64,538,268
Table 1: List of initial conditions used to run dark-matter-onlysimulations. Note that all realizations have the same zoom region that includes
47,517,792 particles, which dominates the total count.
velocity. We calculate the mean velocity of the root grid
particles that are replaced, and correct the mean velocity
of the zoom particles to match. This important correction
minimizes the discontinuity between the zoom region and
the root grid and is illustrated in Figure 2.
This simple method, while designed to minimize the
discontinuity between the zoom region and root grid, nev-
ertheless cannot fully eliminate the discontinuity. How-
ever, this approach allows us to preserve the properties of
the zoom region as much as possible (other than its bulk
velocity). It results in z = 0 galaxy properties most similar
to the original. In addition, since there are intermediate
levels between the maximally refined zoom region and the
root grid, the discontinuities will be far from the galaxies
of interest. As the zoom region is typically selected to in-
clude all particles that end up within the virial radius of
the main galaxies, the particles far outside do not play a
strong role in the evolution of the galaxies. This minimizes
the affect of velocity discontinuity.
We illustrate our method by generating several modi-
fied versions of the Thelma & Louise IC. The original IC is
a 70.4 comoving Mpc box with a 1283 root grid (Garrison-
Kimmel et al., 2014). A non-spherical zoom region is ap-
proximately 10 comoving Mpc across. This zoom region
is 5 levels below the root grid, with intermediate levels
nested around the zoom region (see Figure 1 for the grid
structure in this IC). We create modified versions where
we decrease the box size by factors of 2 and 4. A smaller
box should improve the simulation runtime, but may cause
too much disruption to the regions near the galaxies of in-
terest, affecting their evolution (Neyrinck et al., 2004). We
also use two options for the number of root grid cells, as it
is a primary driver of ART’s load balancing. Table 1 de-
tails the suite of ICs we generated, including abbreviated
names for each realization, which we use throughout the
rest of this paper.
3. Comparison of Galaxy Properties
To verify the success of this method, we now evalu-
ate how well the properties of the galaxies at the present
time are preserved. To do this, we use all the ICs de-
tailed in Table 1 to run dark-matter-onlysimulations. We
use the ROCKSTAR halo finder (Behroozi et al., 2013a) and
the Consistent Trees code (Behroozi et al., 2013b) to
generate halo catalogs and merger trees.
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Figure 3: Projected dark matter density of the region surrounding
the Local Group analogs at z = 0 in our dark matter only simulation
runs.
As a visual representation of the simulations, Figure 3
shows the projected dark matter density of the region sur-
rounding the two main galaxies. Their halos are clearly
visible in similar positions, with similar large scale fila-
mentary structures.
As the original IC was chosen because of its close match
to the observed present-day mass of the Milky Way and
Andromeda galaxies, our simulations using modified ICs
must reproduce these final masses and growth histories.
Figure 4 shows the mass assembly history for the analogs
of the Milky Way and Andromeda for different simulation
runs. The Milky Way analog has a smooth growth his-
tory with few mergers (Hammer et al., 2007), while the
Andromeda analog has a more violent accretion history
(D’Souza & Bell, 2018), qualitatively matching observa-
tions and making this IC a good representation of the Lo-
cal Group. The final halo masses are reproduced well in
all simulations. The z = 0 halo masses for the Andromeda
analog are all within 15% or the original, while the largest
difference in the Milky Way analog is 30%, due to late
growth in the L4-128 run. These halos are all still compa-
rable to the real Milky Way and M31, making them useful
for studies of these galaxies.
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Figure 4: The growth of the dark matter halos of the two most massive galaxies in the Local Group. Symbols show when significant galaxy
mergers occur, and are placed at the time of the merger and the mass of the infalling satellite. The bottom panels show the differences in
mass as a function of time. Note the excellent agreement at all times in the Milky Way analog, and at late times in the Andromeda analog.
Larger differences can occur near the times of mergers, but the final agreement is excellent.
While galactic mergers are extremely common in the
first few billion years of the universe’s history, later merg-
ers can make a significant impact on galactic stellar con-
tent, and so are more important to reproduce. The simu-
lated Milky Way has no significant mergers after about 2
Gyr in any realization. The Andromeda analog does have
a few major mergers, which are reproduced well. Note the
clumps of points at around 4 and 6 Gyr in Figure 4. These
are two mergers that occur at roughly the same time in all
simulations.
The merger histories of the two galaxies are also re-
flected in their growth histories. The Milky Way analog’s
quieter accretion history results in smooth growth that is
reproduced extremely well, with typical deviations of less
than 10%. Some larger deviations are driven by differences
in timing, for example the more rapid growth at z ≈ 2 that
occurs later in the L4-128 run than in the original. The
Andromeda analog shows larger variations, driven primar-
ily by its more violent accretion history. Large differences
in mass (up to nearly a factor of 2) can occur around the
times of these major mergers, primarily driven in the dif-
ferences in timing of rapid growth events. Once the merg-
ers are completed, though, the agreement is excellent, with
typical deviations of 10% after z = 0.5.
In addition to the central Milky Way and Andromeda
galaxies, each has many smaller satellite galaxies. We ex-
amine the properties of all dark matter subhalos within
200 kpc (approximately the virial radius) of the two main
halos. The left panels of Figure 5 show the distribution
in the maximum circular velocities (vmax) of the satellites.
This quantity is calculated by ROCKSTAR using the dark
matter particles identified as belonging to a given satel-
lite. This makes vmax subject to numerical discreteness,
making exact replication difficult. While the distributions
follow similar shapes, the normalization can differ between
different runs. One other noteworthy difference is the mass
of the most massive satellite, where most modified real-
izations have a largest satellite significantly more massive
than the original run. Interestingly, this larger circular
velocity agrees better with the measured circular veloci-
ties of the Large Magellanic Cloud around the Milky Way
(van der Marel & Kallivayalil, 2014) and M33 around An-
dromeda (Corbelli, 2003).
The positions of satellites relative to the central galax-
ies are also important. As the trajectory of a particle is a
solution to systems of partial differential equations, small
differences separate exponentially over time. This leads to
chaotic non-linear orbital dynamics, making it difficult to
obtain exactly the same positions relative to the galaxy
center. In the Aquarius suite of simulations, positions of
satellites were reproduced very well when changing the res-
olution of the ICs, showing that positions can be preserved
after small changes to the ICs (Springel et al., 2008). Un-
like Aquarius, our realizations change the large scale struc-
tures around the Local Group analog, resulting in changes
to the positions of the main galaxies, as well as signifi-
cant changes to the positions of the satellites around each
central (see the visual differences apparent in Figure 3).
However, we find that the radial distributions of satellites
are similar. The right panels of Figure 5 show the cumu-
lative radial distribution of satellite galaxies of the Milky
Way and Andromeda analogs with vmax > 10 km/s (which
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Figure 5: Properties of the satellite galaxies within 200 kpc of the two central galaxies at z = 0. The left two panels show the cumulative
distribution of the maximum circular velocity, while the right two panels show the cumulative radial distribution of satellites with maximum
circular velocity above 10 km s−1 (most likely to produce observable stars).
selects halos likely to produce observable stars). For the
Milky Way analog, the agreement is excellent. The ra-
dial distributions of satellites agree within 150 kpc. Be-
yond that, the modified realizations start to diverge, re-
flecting differences in the total number of satellites with
vmax > 10 km/s. In the Andromeda analog, while the
original realization does have significantly more satellites
closer in, the shapes of the distributions are quite similar,
with differences in normalization again due to differences
in the total number of satellites. Note that in this com-
parison we only considered satellites within 200 kpc, and
for the radial distribution plots chose a cut at 10 km/s in
circular velocity. Changing these cuts would change the
details of all distributions, but does not change the quali-
tative agreement present in all panels.
As our method subtly modifies the large scale struc-
ture around the zoom region, it may change which parti-
cles end up in the final z = 0 halos. While contamina-
tion from higher mass particles was not identically zero
in the runs using modified ICs, in most runs it remained
insignificant. Figure 6 shows the fraction of mass within
the virial radii of the two central galaxies contributed by
particles other than the zoom particles. We found higher
contamination in our smallest boxes, indicating that mov-
ing the periodic boundary conditions closer to the target
galaxy modified the structure more strongly. In the L4-
128 run, a satellite made entirely of root grid particles flew
by both two central galaxies at z ≈ 0.1, while in the L4-
256 run a smaller root grid satellite came near the Milky
Way analog. The L2-256 run had less contamination, with
no infalling satellites made of root grid particles. However,
about 1% of the virial mass of the Milky Way analog came
from intermediate level particles. By identifying the con-
taminating particles in all runs and tracking them back
to the IC, we determined that all contaminating particles
came from just outside the zoom region. Regenerating the
zoom region within the original IC to include the region
where the contamination originated, then embedding this
larger zoom region within the new root grid would solve
this issue.
Similarly, one possible modification to the method pre-
sented here would be to use the trimmed white noise cube
to generate a new zoom region in addition to the root
grid, rather than copying the zoom region from the orig-
inal IC. This would eliminate the discontinuity between
the zoom region and the root grid cells, but would also
likely lead to more significant changes in the galaxy prop-
erties. The hybrid IC method results in minor changes to
the halo growth history and satellite distributions without
changing the zoom region of the IC at all. Regenerating
the zoom region would likely lead to much larger changes
in galaxy properties. A major reason to use a hybrid IC
is to facilitate code comparison with other groups using
the same IC, and large changes in galaxy properties would
eliminate this benefit.
4. Code Speedup
To test the code speedup provided by this method, we
ran full hydrodynamic simulations of each realization of
our IC using the latest version of the ART code. The code
utilizes adaptive mesh refinement to reach high spatial
resolution. It includes radiative transfer of ionizing and
UV radiation from both stars and the extragalactic back-
ground. Radiative transfer is calculated using an improved
version of the Optically Thin Variable Eddington Ten-
sor method that minimizes numerical diffusion (Gnedin,
2014). The ART code includes a non-equilibrium chem-
istry network that calculates the abundances of all species
of hydrogen (H i, H ii, H2) and helium (He i, He ii, He iii),
calibrated using observations in nearby galaxies (Gnedin
& Kravtsov, 2011). A subgrid-scale model for numerically
unresolved turbulence (Semenov et al., 2016) follows tur-
bulent motions in the interstellar medium generated by
stellar feedback. The most novel aspect of these simula-
tions is the time-resolved modeling of star cluster forma-
tion (Li et al., 2017, 2018). Growth of star clusters is ter-
minated by their own feedback, allowing a self-consistent
calculation of cluster masses. The resulting mass function
of modeled clusters matches observations of young star
clusters in nearby galaxies.
All of these simulations were run on the Stampede2
cluster at the Texas Advanced Computing Center using 8
Skylake nodes. The code version and setup of all runs were
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Figure 6: The fraction of mass within the virial radii of the two most massive galaxies contributed by particles other than the zoom particles.
Not shown is Species 0, the most highly refined zoom particles, which constitute most of the mass. Higher species number corresponds to
higher particle mass. The dramatic contamination in L4-128 run comes from several satellites that fly by the Milky Way analog to the
Andromeda analog.
Run Time [hours] to
z ≈ 10
Speedup Number of
Cells at z ≈ 10
L1-128 80.0 — 217,326,943
L2-256 57.5 1.39 219,741,152
L4-128 43.3 1.85 191,168,251
L4-256 43.6 1.83 204,306,243
Table 2: The runtime of full hydro simulations to z ≈ 10 for different
realizations of our IC using the ART code. These simulations were
all done on Stampede2 with 8 Skylake nodes with identical setups
(other than the IC). Here speedup is defined as the walltime of the
original divided by the walltime of the other run.
identical. The dark matter particle mass in the refined re-
gion is 1.57 × 105 M, with 47.5 million particles in this
region. Within the refined region, we use adaptive mesh
refinement to reach spatial resolution of ≈ 5 pc (physi-
cal, not comoving), which is high enough to resolve giant
molecular clouds. We refine cells if either their gas mass
or dark matter mass exceeds a given threshold, which acts
to keep all cells with roughly the same mass. Additionally,
we use a Jeans length criterion, requiring at least 3 cells to
resolve the local Jeans length. At z ≈ 10, most of the cells
in the refined region are at the original level or with one
additional level of refinement, but densest regions within
galaxies reach the maximum resolution of ≈ 5 pc.
Table 2 shows the walltime it took each of these sim-
ulations to reach z ≈ 10. All of the modified versions
show substantial improvement. The L2-256 run is nearly
1.4 times faster than the original, while both L4 runs are
more than 1.8 times faster. To determine the relative influ-
ence of different features of these realizations, we examine
the particle number, cell number at z ≈ 10, and the root
grid cell size. While the cell number initially equals the
particle number, runtime adaptive mesh refinement can be
affected by slightly different growth of structure and stellar
feedback.
First, the L2-256 and L4-128 runs have the same root
grid cell size, but different particle and cell numbers. The
L2-256 run took 1.33 times longer than the L4-128 run,
consistent with the higher number of particles (1.28 times)
and cells (1.15 times) in L2-256 run. This indicates that
the walltime scales roughly with the particle and cell num-
bers, as expected. Second, we examine the effect of the
root grid cell size. The L2-256 run has more cells and
particles than the L1-128 run, but also 4 times smaller
root grid cell size. It ran 1.4 times faster than the L1-128
run, indicating that smaller cell size did improve compu-
tational performance. However, smaller root grid cell sizes
do not automatically lead to performance gains. In the
L4-256 run the root grid cell size is half that of the L4-128
run, but the finer root grid results in more particles and
cells, causing both runs to take nearly the same amount
of time. Together, these results indicate that for the ART
code, smaller root grid cell size does improve performance,
but the increased particle and cell numbers required by
finer root grids can negate some of these gains. We expect
that load balancing gains enabled by the finer grid would
become more important at later cosmic epochs.
5. Summary
We have presented a method for customizing the root
grid surrounding the region of interest in a zoom-in cos-
mological simulation. We use the original white noise cube
to produce structures that remain similar to the ones in
the original IC, while allowing for customized box size and
root grid. The modified root grid is combined with the
7
original zoom region to produce an IC that minimally dis-
turbs the galaxies in the zoom region. This method results
in galaxies with similar properties to those in an unmodi-
fied simulation. The customization of the root grid can be
tuned to maximize computational performance for a given
code.
By reducing the cost of cosmological zoom-in simula-
tions, this method will allow for more groups to run sim-
ulations using a common well-tested IC. This will enable
more detailed code comparisons, as the confounding fac-
tor of groups using different ICs will be removed, and will
allow the community to determine which aspects of galaxy
formation are modeled most robustly.
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