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Abstract
We develop a Petrov-Galerkin stabilization method for multiscale convection-diffusion
transport systems. Existing stabilization techniques add a limited number of degrees of
freedom in the form of bubble functions or a modified diffusion, which may not suffi-
cient to stabilize multiscale systems. We seek a local reduced-order model for this kind
of multiscale transport problems and thus, develop a systematic approach for finding
reduced-order approximations of the solution. We start from a Petrov-Galerkin frame-
work using optimal weighting functions. We introduce an auxiliary variable to a mixed
formulation of the problem. The auxiliary variable stands for the optimal weighting func-
tion. The problem reduces to finding a test space (a reduced dimensional space for this
auxiliary variable), which guarantees that the error in the primal variable (representing
the solution) is close to the projection error of the full solution on the reduced dimensional
space that approximates the solution. To find the test space, we reformulate some recent
mixed Generalized Multiscale Finite Element Methods. We introduce snapshots and local
spectral problems that appropriately define local weight and trial spaces. In particular, we
use energy minimizing snapshots and local spectral decompositions in the natural norm
associated with the auxiliary variable. The resulting spectral decomposition adaptively
identifies and builds the optimal multiscale space to stabilize the system. We discuss
the stability and its relation to the approximation property of the test space. We design
online basis functions, which accelerate convergence in the test space, and consequently,
improve stability. We present several numerical examples and show that one needs a few
test functions to achieve an error similar to the projection error in the primal variable
irrespective of the Peclet number.
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1. Introduction
Existing techniques for solving multiscale problems usually seek a reduced dimen-
sional approximation for the solution space. Many of these multiscale problems with
high contrast require stabilization due to the large variations in the medium properties.
For example, in a multiscale convection-dominated diffusion with a high Peclet number,
besides finding a reduced order model, one needs to stabilize the system to avoid large
errors [56]. Stabilization of multiscale methods for convection-diffusion cannot simply use
a modified diffusion and requires more sophisticated techniques. In this paper, we discuss
a general framework for stabilization, which combines recent developments in Generalized
Multiscale Finite Element Method (e.g., [33]) and Discontinuous Petrov-Galerkin method
(e.g., [29, 54, 55]).
We consider a convection-diffusion equation in the form
−∇ · (κ∇u) + b · ∇u = f (1)
with a high Peclet number, where κ is a diffusion tensor and b is the velocity vector [41, 56].
Both fields are characterized by multiscale spatial features. Many solution techniques
for multiscale problems require a construction of special basis functions on a coarse
grid [3, 12, 13, 16, 30–35, 37–39, 42, 43, 46, 57]. These approaches include the Multiscale
Finite Element Methods (MsFEM) [2, 33, 37–39, 45] and Variational Multiscale Meth-
ods [1, 5, 6, 9, 23, 47–50, 52, 53] among others. In MsFEM, local multiscale basis functions
are constructed for each coarse region. Recently, a general framework, the Generalized
Multiscale Finite Element Method (GMsFEM), for finding a reduced approximation was
proposed [10, 11, 17, 19–22, 33, 35, 36, 44, 45]. GMsFEM generates a reduced dimensional
space on a coarse grid that approximates the solution space by introducing local snapshot
spaces and appropriate local spectral decompositions. However, a direct application of
these approaches for singularly-perturbed problems, such as convection-dominated diffu-
sion, faces difficulties due to the poor stability of these schemes. Simplified stabilization
techniques on a coarse grid are not efficient. Indeed, the modification of the diffusion
coefficient and similar approaches assumes the use of a few degrees of freedom locally
to stabilize the problem. These approaches do not suffice for complex problems and one
needs a systematic method to generate the necessary test spaces.
We use the discontinuous Petrov-Galerkin (DPG) techniques following [15, 25–27, 29,
58] to stabilize the system. We start with a stable fine-scale finite element discretization
that fully resolves all scales of the underlying equation
Au = f. (2)
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The system is written in a mixed framework using an auxiliary variable as follows
Rw + Au = f, (3)
ATw = 0. (4)
The variable w plays the role of a test function and the matrix R is related to the norm
in which we seek to achieve stability. We assume that the fine-scale system gives w = 0,
that is, it is discretely stable. In multiscale methods, one approximates the solution using
a reduced dimensional subspace for u. More precisely,
u ≈
∑
i
zui φi, or u ≈ Φzu.
The resulting system also needs a reduced dimensional test space,
w ≈
∑
i
zwi ψi or w ≈ Ψzw.
The stabilization of (2) requires appropriate Φ and Ψ. We discuss the design of these
spaces in the following.
Within the DPG framework, one can achieve stability by choosing test functions w
with global support [4, 28]. However, our goal is to design procedures for constructing
localized test spaces. In this paper, we design a novel test space which guarantees stability
for singularly perturbed problems such as convection-dominated diffusion in a multiscale
media with a high Peclet number. To generate a multiscale space for w, we use the
recently developed theory for GMsFEM for mixed problems [18]. We start by constructing
a local snapshot space which approximates the global test functions. These snapshot
vectors are supported in coarse regions and are constructed solving local adjoint problems
in neighboring coarse elements. The snapshot spaces are augmented with local bubble
functions. The dimension of the snapshot space is proportional to the number of fine-grid
edges (i.e., proportional to the Peclet number). To reduce the dimension of this space,
making the construction independent of the Peclet number, we propose a set of local
spectral problems. In these local spectral problems, we use minimum energy snapshot
vectors [14] and perform a local spectral decomposition with respect to the AAT norm.
Our objective is to find a reduced dimensional approximation, wN , of w such that ‖w−wN‖
is small. We can show that the approximation property of the test space is important
to achieve the stability (cf. [24]). We note that the least squares approach [7, 8, 40, 51]
can also be used to achieve the stability in the natural norm. Contrary to the traditional
least squares approach, the proposed approach minimizes the residual with some special
weights related to the test functions.
We discuss how to construct online basis [14], which uses residual information. Online
basis functions speed-up convergence at a cost proportional to additional multiscale test
functions, which are computed by solving local problems. In [14], we developed online
basis functions for flow equations. One can show that by adding online basis functions,
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the error reduces by a factor of 1− Λmin, where Λmin is the smallest eigenvalue for which
the corresponding eigenvector is not included in the coarse test space. That is,
‖w − wonlineN ‖ ≤ C(1− Λmin)‖w − wofflineN ‖,
where C is independent of the mesh size, physical scales, and material properties’ contrast.
Thus, if we use all eigenvectors that correspond to asymptotically small eigenvalues in the
coarse test space, it guarantees that with a few online iterations, we achieve stability. We
observe this behavior in our numerical simulations. Our construction differs from [14]. In
this paper, we design different coarse spaces for trial and test. Additionally, the mixed
formulation we present in (3)-(4) involves higher-order partial-derivative operators than
standard mixed forms.
Then, we present several relevant numerical examples of multiscale transport prob-
lems. In particular, we consider heterogeneous velocity fields and a constant diffusion
such that the resulting Peclet number is high. We consider several types of the velocity
fields. The first class of velocity fields we use are motivated by [41] and contain eddies
and channels. The second class of velocity fields, which are motivated by porous media
applications, consist of heterogeneous channels (layers). In all examples, we consider how
the appropriate error (which is based on our stabilization) behaves as we increase the
number of test functions. We observe that one needs several test functions per coarse
degree of freedom to achieve an error close to the projection error of the solution of the
span of the coarse degrees of freedom. Moreover, the number of test functions does not
change as we increase the Peclet number. By using a few test functions, we can reduce
the error achieved by standard GMsFEM by several orders of magnitude.
The paper is organized as follows. In Section 2, we present preliminary results and
notations, which include the problem setup as well as the coarse and fine mesh descrip-
tions. In Section 3, we describe our proposed procedure. Section 4 contains numerical
results. Section 5 summarizes our findings and draws conclusions.
2. Preliminaries
We consider the following problem
−∇ · (κ∇u) + b · ∇u = f, in Ω
u = 0, on ∂Ω
where κ and b are highly heterogeneous multiscale spatial fields with a large ratio maxΩ(b)/minΩ(κ).
The weak formulation of this problem is to find u ∈ V = H10 (Ω) such that
a(u, v) = l(v), ∀v ∈ V,
where
a(u, v) =
ˆ
Ω
κ∇u · ∇v + (b · ∇u)v,
l(v) =
ˆ
Ω
fv.
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We start with a fine-grid (resolved) discretization of the problem and define uh to be
the fine-grid finite element solution in the fine-grid space Vh, Ah and fh are the stiffness
matrix and the source vector on the fine grid, that is,
(Ah)ij = a(φj, φi) for φi, φj ∈ Vh
(fh)i = l(φi) for φi, φj ∈ Vh
and uh =
∑
φi(uh)i with Ahuh = fh.
We introduce an auxiliary variable (a test variable) and re-write the system in mixed
form. In particular, we consider the following problem. Find (uPGh , wh) ∈ Vh × Vh such
that uPGh =
∑
φi(uh)i and wh =
∑
φi(wh)i solve(
AhA
T
h Ah
ATh 0
)(
wh
uPGh
)
=
(
fh
0
)
.
Since det(Ah) 6= 0, we have uPGh = uh and wh = 0. Therefore, these two problems have
the same solution. Our objective is to find a reduced dimensional coarse approximation
for wh, which can guarantee that the corresponding uPGh is a good approximation to uh.
K
ωi
Figure 1: Illustration of coarse neighborhoods and elements. Red designates a coarse element. Green
designates two neighboring elements that share a common face (used to construct test functions). Blue
designates the union of all coarse elements that share a common vertex (used to construct trial functions).
2.1. Coarse-grid description
Next, we introduce some notation. We use T H to denote a conforming partition of the
computational domain D. The set T H is called the coarse grid and the elements of T H
are called coarse elements. Moreover, H > 0 is the coarse mesh size. We only consider
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rectangular coarse elements to simplify the discussion and illustrations. The methodology
presented can be easily extended to coarse elements with more general geometries. Let
N be the number of nodes in the coarse grid T H , and let {xi | 1 ≤ i ≤ N} be the set of
nodes in the coarse grid (or coarse nodes for short). For each coarse node xi, we define a
coarse neighborhood ωi by
ωi =
⋃
{Kj ∈ T H ; xi ∈ Kj}. (5)
That is, ωi is the union of all coarse elements Kj ∈ T H having the coarse node xi (blue
region in Figure 1). We use two neighboring elements sharing a common face to construct
the test functions. An example of this region is depicted in green in Figure 1.
3. Generalized Multiscale Finite Element Method for Petrov-Galerkin Ap-
proximations
In this section, we discuss the construction of the multiscale basis functions for the
trial space V and the test space W . In particular, we show that one needs a good
approximation for wh in order to achieve discrete stability. We start by introducing
some notation and formulating the multiscale Petrov-Galerkin framework we solve. We
introduce the snapshot space and then the local spectral decomposition used to construct
the multiscale basis functions.
To simplify notations, we let
Au := −∇ · (κ∇u) + b · ∇u,
and
A∗u := −∇ · (κ∇u)−∇ · (b u).
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Figure 2: A trial snapshot basis and the resulting offline trial basis for a given coarse block.
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3.1. Construction of the multiscale trial space
3.1.1. Snapshot space
We solve a local problem with specifically designed boundary conditions to construct
the snapshot basis functions. For each coarse neighborhood ωl, we define a set of snapshot
functions φsnapi,l such that
A(φsnapi,l ) := −∇ · (κ∇φsnapi,l ) + b · ∇φsnapi,l = 0, in ωl,
φsnapi,l |ωl(xj) = δij, on ∂ωl,
where δij is the discrete delta function defined on ∂ωl with respect to the fine grid. The
local snapshot space for the trial space is defined by V snap(ωl) = span{φsnapi,l }. The
snapshot functions and multiscale basis functions (offline space) are defined in the union
of coarse elements that share a common vertex (Figure 1 shows a schematic representation
of the grid while Figure 2 shows a solution snapshot and a multiscale basis function). We
use ΦTl to denote the change of basis matrix from the fine-grid space Vh(ωl) to V snap(ωl).
Here Vh(ωl) is the restriction of Vh in ωl.
3.1.2. Eigenproblem
To construct the offline trial space, we solve the following eigenproblem
(Aωlsnap)
TAωlsnapvj = λjM
ωl
snapvj,
where
Aωlsnap = Φ
T
l A
ωl
h Φl
Mωlsnap = Φ
T
l M
ωl
h Φl
and (λj, vj) is the j-th eigen-pair. In the above definition, Aωlh andM
ωl
h are the restrictions
of the fine-scale stiffness matrix Ah and the fine-scale mass matrixMh in ωl. We order the
eigenvalues in increasing order and we use the first m eigenfunctions as the offline trial
basis functions. Specifically, we define ξl,j = Φlvj and Voff = span{χlξl,j|1 ≤ j ≤ m, 1 ≤
l ≤ N}, where {χl} is the partition of unity.
3.2. Construction of the multiscale test space
3.2.1. Snapshot space
The snapshot space for the test space consists of three components, and is denoted
as Wsnap = W 1snap +W 2snap +W 3snap. Next, we will give the constructions for W 1snap,W 2snap
and W 3snap. In each coarse block Kk, we define W 1snap(Kk) as
W 1snap(Kk) := {ψsnap ∈ Vh,0(Kk) | A∗(ψsnap) = ξl,j in Kk for some ξl,j ∈ Voff}
where Vh(Kk) is the restriction of Vh in Kk and Vh,0(Kk) is the subspace of Vh(Kk)
containing functions that vanish on ∂Kk. The spaceW 1snap(Kk) contains functions that are
solution of the adjoint problem on Kk with a source term ξl,j and zero Dirichlet boundary
7
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Figure 3: A test snapshot basis and the resulting offline test basis for a given coarse block of W3.
condition. The space W 1snap, is defined as W 1snap = ⊕kW 1snap(Kk). The space W 1snap is
considered as the space of multiscale bubble functions. We remark that we obtain perfect
test functions (with perfect stabilization) if the above local problems are solved on the
whole domain.
The second space W 2snap is defined as follows. For each coarse block Kk, we define
W 2snap(Kk) := {ψsnap ∈ Vh(Kk) | A∗(ψsnap) = 0 in Kk and ψsnap is linear on E ∈ ∂Kk}.
The space W 2snap is defined by W 2snap = ⊕kW 2snap(Kk) ∩ C0(Ω). Note that this space is
similar to the classical multiscale finite element space.
Finally, we give the definition for W 3snap. For each coarse edge Ek, we define K(Ek)
as the set of all coarse blocks having the edge Ek. Then, we find ψsnapi,k ∈ Vh(K(Ek)) such
that
A∗ψsnapi,k := −∇ · (κ∇ψsnapi,k )−∇ · (bψsnapi,k ) = 0 in each K ∈ K(Ek),
ψsnapi,k |Ek(xj) = δ0ij for all xj ∈ Ek,
ψsnapi,k |∂K(Ek)\Ek = 0.
In the above system, δ0ij is the discrete delta function defined on Ek with respect to the
fine mesh and is zero on the boundary of Ek. Then we define W 3snap(Ek) = span{ψsnapi,k },
andW 3snap = ⊕kW 3snap(Ek). (Figure 1 illustrates a grid and Figure 3 illustrates a snapshot
solution and a multiscale basis function).
We remark that Wsnap = Vh.
Lemma 1. For each u ∈ Voff, there exists a test function φ ∈ Wsnap such that
a(v, φ) = (u, v)l2 , ∀v ∈ Vh. (6)
8
Proof: Given u ∈ Voff, we assume that φ ∈ Vh satisfies (6). For each K ∈ T H , we define
φ
(1)
snap ∈ W 1snap satisfying
a(v, φ(1)snap) = (u, v)l2 , ∀v ∈ Vh,0(K), ∀K ∈ T H .
Next, we define φ(2)snap ∈ W 2snap +W 3snap such that
φ(2)snap = φ on ∂K, ∀K ∈ T H .
Then, we have
a(v, φ− φ(1)snap − φ(2)snap) = 0, ∀v ∈ Vh,0(K), ∀K ∈ T H
with φ− φ(1)snap − φ(2)snap = 0 on ∂K, ∀K ∈ T H . Therefore, φ− φ(1)snap − φ(2)snap is a solution of
the adjoint problem with zero Dirichlet boundary condition and zero source term in all
K ∈ T H . Thus, φ = φ(1)snap + φ(2)snap ∈ Wsnap.
3.2.2. Eigenproblem
Among the three parts of the test space, the dimension of W 3snap is proportional to the
number of fine-grid blocks and thus proportional to the Peclet number of the problem.
Consequently, our objective is to reduce the degrees of freedom associated with W 3snap.
Both the dimensions of W 1snap and W 2snap are proportional to the number of coarse grid
degrees of freedom. We consider two different eigenvalue problems to construct the offline
test space for W 3snap.
The first eigenvalue problem for W 3snap(Ek): In this eigenvalue problem, we will
use the edge values of the snapshot solutions.
ˆ
K(Ek)
(ATv)(ATψj) = λ
ˆ
Ek
vψ
The eigenvalues go to ∞ as we refine the fine mesh.
The second eigenvalue problem for W 3snap(Ek): This eigenvalue problem is mo-
tivated by [14], where we construct minimum energy snapshot solutions and perform a
local spectral decomposition using the same norms. More precisely,
ˆ
K(Ek)
(AT v˜)(AT ψ˜j) = λ
ˆ
K(Ek)
(ATv)(ATψj)
where ψ˜ = argminψ˜∈{v∈W 3snap|v|Ek=ψ|Ek}{
´
K(Ek)
(AT ψ˜)(AT ψ˜)}. In this case, the eigenvalues
are always smaller than 1.
We will arrange the eigenvalues of the above spectral problems in increasing order, and
choose the first Lk eigenfunctions as the offline test basis functions. The span of these basis
functions is denoted asW 3off . The final test spaceWoff is defined byW 1snap⊕W 2snap⊕W 3off .
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3.3. Global coupling
We can use the above trial and test spaces to get a reduced system for the multiscale
solution. In particular, the multiscale solution is computed by solving(
ΘTAhA
T
hΘ Θ
TAhΞ
ΞTAThΘ 0
)(
wms
uPGms
)
=
(
ΘTfh
0
)
. (7)
The columns of Θ consist of the computed multiscale test functions while the columns of
Ξ consist of the computed multiscale trial functions.
3.4. Discussion
Next, we discuss the approximation properties for the test space and how the defini-
tion of this space affects the discrete stability of the resulting method. To simplify the
discussion, we introduce some notation. Let N and M be the dimensions for the test and
trial spaces, respectively. Thus, we can write(
ΘTNAhA
T
hΘN Θ
T
NAhΞM
ΞTMA
T
hΘN 0
)(
wN,M
uPGN,M
)
=
(
ΘTNfh
0
)
. (8)
For simplicity, we denote by Θ∞ the snapshot matrix that contains all snapshot vectors
in the test space and similarly for the trial space Ξ∞. Therefore, the following statements
are true:
• w∞,∞ = 0.
• u∞,M is a projection of u∞,∞ onto ΞM
u∞,M = ΠΞMu∞,∞.
• Our objective is to find the smallest possible N andM0, such that ‖uPGN,M−uPG∞,∞‖ 
‖uPG∞,∞ − uPG∞,M‖ for any M , when M > M0.
• The inf-sup condition for our discrete saddle-point problem can be written as
sup
Θ
ΘTNAhΞM
(ΘTNAhA
T
hΘN)
1/2
≥ Cinfsup(ΞTMMΞM)1/2. (9)
The inf-sup condition implies that
Cinfsup = inf
u=ΞM q
‖ΠATΘN (u)‖l2
‖u‖l2 .
Next, we take u = AT z. Then, the projection of u onto ATΘN is
ΠATΘN (u) = A
TΘN((A
TΘN)
TATΘN)
−1(ATΘN)TAT z
= ATΘN(Θ
T
NAA
TΘN)
−1ΘTNAA
T z. (10)
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We define the Θ projection in the B norm to be
ΠΘ,B(z) = Θ(Θ
TBΘ)−1ΘTBz.
Thus,
‖ΠATΘN (u)‖2 = zTAATΘN(ΘTNAATΘN)−1ΘTNAATΘN(ΘTNAATΘN)−1ΘTNAAT z
= zTAATΘN(Θ
T
NAA
TΘN)
−1ΘTNAA
T z
= ‖ΠΘN ,AAT (z)‖2AAT . (11)
Also,
‖u‖l2 = ‖z‖AAT .
Thus,
Cinfsup = inf
u=AT z,u=ΞM q
‖ΠΘN ,AAT (z)‖AAT
‖z‖AAT
. (12)
If the inf-sup is satisfied, then we have
‖wN,M − w∞,∞‖+ ‖uPGN,M − uPG∞,∞‖  ‖ŵN,M − w∞,∞‖+ ‖ûPGN,M − uPG∞,∞‖
= 0 + ‖uPG∞,M − uPG∞,∞‖. (13)
From here, we have
‖w∞,M − 0‖+ ‖uPG∞,M − uPG∞,∞‖  ‖ûPG∞,M − uPG∞,∞‖. (14)
Because N =∞, uPG∞,M = ûPG∞,M , we get
‖w∞,M‖  ‖ûPG∞,M − uPG∞,∞‖.
• The discrete inf-sup condition can be shown if for any z (e.g., z = A−TΞMq), there
exists z0 in the space spanned by ΘN (i.e., z0 = ΘNzr), such that
‖z − z0‖AAT ≤ δ‖z‖AAT , (15)
for some δ < 1. In multiscale methods (in particular, in our works [14, 18]), we
reduce the error in ‖z− z0‖AAT by selecting appropriate multiscale spaces (as those
used herein). In addition, this procedure can be done adaptively. Thus, by selecting
a sufficient number of multiscale basis functions, we can reduce the error ‖z−z0‖AAT
and can achieve the stability sought. We do not have rigorous error estimates, but
study this problem numerically. We emphasize that we need good approximation
properties in the test space (as in [24]), which is due to the primal formulation and
the choice of z in (10).
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3.5. Online test basis construction (residual-driven correction)
One can use residual information to construct online basis functions. Online basis
functions use global information and thus accelerate the convergence. In [14], we discuss
the online basis construction for flow equations using a mixed formulation. We use the
local residual to construct an online basis function locally in each non-overlapping coarse
grid region ωi.
The offline solution in the fine-scale test space (w∞,M , u∞,M) ∈ Vh × Voff satisfies(
AhA
T
h AhΞM
ΞTMA
T
h 0
)(
w∞,M
u∞,M
)
=
(
fh
0
)
(16)
and the multiscale solution (wN,M , uN,M) ∈ Woff × Voff satisfies(
ΘTNAhA
T
hΘN Θ
T
NAhΞM
ΞTMA
T
hΘN 0
)(
wN,M
uN,M
)
=
(
ΘTNfh
0
)
. (17)
The above motivates the following local residual operator Ri, which is defined as
Ri : Vh(ωi)→ R is defined by
Ri(v) = v
T
(
(AhA
T
h )
(i)ΘNwN,M + (Ah)
(i)ΞMuN,M − fh
)
and the local residual norm, ‖Ri‖ is defined by
‖Ri‖ = sup
v∈Vh(ωi)
|Ri(v)|√
vT (AhATh )
(i)v
,
where (AhATh )(i) and A
(i)
h are local sub-matrices of AhA
T
h and Ah which correspond to the
coarse grid subdomain ωi. Next, we use the local residual to construct the local test basis,
φ
(i)
on ∈ Vh(ωi) such that
vT (AhA
T
h )
(i)φ(i)on = Ri(v), ∀v ∈ Vh(ωi).
In [14], we show that if online basis functions are constructed using the second eigenvalue
problem, then the error will decrease at a rate (1 − minE ΛEmin), where ΛEmin is the min-
imum of the eigenvalues of the spectral problem defined on W 3snap(E) corresponding to
eigenfunctions not chosen as basis. Consequently, using online basis functions, we can
achieve the discrete inf-sup stability in one iteration provided minE ΛEmin > 0.
3.5.1. Online test basis enrichment algorithm
First, we choose an offline trial space, Voff and an initial offline test space, W
(1)
off , by
fixing the number of basis functions for each coarse neighborhood. Next, we construct a
sequence of online test spaces W (m)off and compute the multiscale solution (w
(m)
ms , u
(m)
ms ) by
solving equation (17). The test space is constructed iteratively for m = 1, 2, 3, . . . , by the
following algorithm:
12
Step 1: Find the multiscale solution in the current space. Solve for (w(m)ms , u(m)ms ) ∈ W (m)off ×Voff
such that(
(Θ
(m)
off )
TAhA
T
hΘ
(m)
off (Θ
(m)
off )
TAhΠ
(m)
off
(Ξ
(m)
off )
TAThΘ
(m)
off 0
)(
w
(m)
ms
u
(m)
ms
)
=
(
(Θ
(m)
off )
Tfh
0
)
.
Step 2: For each coarse region ωi, compute the online basis, φ
(i)
on ∈ Vh(ωi) such that
vT (AhA
T
h )
(i)φ(i)on = Ri(v), ∀v ∈ Vh(ωi).
Step 3: Enrich the test space by setting
W
(m+1)
off = W
(m)
off + span{φ(i)on}.
We remark that in each iteration, we perform the above procedure on non-overlapping
coarse neighborhoods, see [14].
4. Numerical Results
In this section, we present representative numerical examples. In all our examples, {χi}
is a multiscale partition of unity. In each coarse space, we compare the l2 projection error
and the l2 error for the multiscale solution. For simplicity, we refer to “the multiscale error”
as the error between the multiscale solution and the exact solution, and “the projection
error” as the error between the exact solution and its l2 projection onto the span of the
coarse trial space. We also assume κ is a constant and b is a multiscale field. In particular,
the velocity fields contain oscillations and cells (eddies, separatrices and/or layers) within
a single coarse block of the discretization and, thus, we do not have a single streamline
direction per coarse block. Fully resolved velocity solutions are shown in Figures 4 to 6
and in Figure 8. The method can easily handle multiscale diffusion coefficients. The
fine-grid problem is always chosen such that the local Peclet number is about 1 ensuring
a stable fine discretization. All coarse discretizations have a Peclet number at least an
order of magnitude larger than 1. We analyze the performance of the trial and test spaces
proposed in the previous section. We pay special attention to the effect of eigenvalue
problem on the performance of the discrete system and discuss this for each example.
Example 1
These first numerical examples are defined by the following diffusion and convection
coefficients and right-hand side,
κ =
1
100
,
b = α
(
+ sin(18pix) cos(18piy)
− cos(18pix) sin(18piy)
)
,
f = 1.
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Figure 4: Reference solutions for Example 1.
#basis L2 (projection error)
(trial, test) Eigenproblem 1 Eigenproblem 2
α = 2 α = 4 α = 2 α = 4
(1,1) 8.56% 7.06% 11.94% 9.60%
(1,3) 3.22% 4.96% 4.74% 4.48%
(1,5) 2.85% 4.74% 2.90% 5.02%
(1,7) 2.85%(2.85%) 3.64%(3.52%) 2.85%(2.85%) 3.55%(3.52%)
(3,1) 9.00% 7.58% 11.95% 8.86%
(3,3) 3.12% 5.22% 5.01% 3.96%
(3,5) 2.61% 3.96% 2.70% 4.83%
(3,7) 2.60%(2.60%) 3.41%(3.21%) 2.61%(2.60%) 3.25%(3.21%)
(5,1) 8.65% 7.88% 12.80% 9.08%
(5,3) 2.72% 4.97% 4.69% 3.35%
(5,5) 2.31% 3.62% 2.37% 3.99%
(5,7) 2.31%(2.31%) 2.89%(2.77%) 2.31%(2.31%) 2.79%(2.77%)
Table 1: Errors for test space derived using Eigenproblems 1 and 2 for Example 1. Coarse and fine mesh
sizes are H = 1/10 and h = 1/200, respectively. The projection errors are in parentheses.
This velocity field has a cellular structure with several eddies and separatices. In the
simulations α takes values of 2 and 4. Figure 4 depicts well-resolved fine-scale solutions
for the chosen values of α. In both cases, we take the coarse mesh size to be H = 1/10,
while the fine mesh size to be h = 1/200.
Table 1 shows the impact of increasing the number of coarse basis functions as well
as how the system converges as we increase the number of test functions included per
14
#basis test min{λLi+1}
α = 2 α = 4
1 0.3445 0.3693
3 0.7273 0.7707
5 0.9542 0.9514
7 0.9908 0.9919
Table 2: Minimum eigenvalue for the test space constructed using the Eigenproblem 2 (minimal energy
test functions) for Example 1. Coarse and fine mesh sizes are H = 1/10 and h = 1/200, respectively.
coarse block edge. The table shows the evolution of the multiscale error as we increase
the number of test functions for different numbers of trial functions in each coarse block.
Each column is labeled by its corresponding value of α. Table 1 shows the performance
of the reduced-dimensional test space constructed using the first and second eigenvalue
problems we describe in Section 3.2.2. This table shows that 7 test functions per edge of
the coarse mesh are enough to deliver similar multiscale and projection errors irrespective
of α (i.e., coarse scale Peclet number) and the number of coarse basis functions used in
each coarse block. In fact, these errors are similar even when the number of test functions
is 5. Table 2 shows the evolution of the minimum eigenvalue for the test space constructed
using the Eigenproblem 2 (minimal energy test functions) of Section 3.2.2. As it follows
from the theory, for a rich enough test space with a sufficient number of multiscale test
functions, multiscale and projection errors converge. The eigenvalue behavior shown in
Table 2 and the convergence shown in Table 1 verifies that when the minimum eigenvalue
is close to 1, the multiscale error converges to the projection error.
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Figure 5: Reference solutions for Example 2.
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Example 2
We consider the following right-hand side, and diffusion and convection coefficients:
κ = 1/100,
b = α
(
+ sin(18pix) cos(18piy) + δ cos(18
√
2pix) sin(18
√
2piy)
− cos(18pix) sin(18piy − δ sin(18√2pix) sin(18√2piy)
)
,
f = 1.
This velocity field has a cellular structure with eddies and channels, as can be seen in the
fine-scale solutions depicted in Figure 5. These channels introduce global effects. α takes
values of 2 and 4, as in our previous example. δ takes value of
√
2/4. For both cases, we
take the coarse mesh size to be H = 1/10, while the fine mesh size to be h = 1/200.
#basis L2 (projection error)
(trial, test) Eigenproblem 1 Eigenproblem 2
α = 2 α = 4 α = 2 α = 4
(1,1) 9.49% 8.57% 12.27% 9.99%
(1,3) 3.11% 5.04% 4.62% 4.22%
(1,5) 2.90% 4.73% 2.95% 4.62%
(1,7) 2.90%(2.90%) 3.87%(3.67%) 2.90%(2.90%) 3.70%(3.67%)
(3,1) 10.04% 9.09% 12.35% 9.33%
(3,3) 2.97% 4.50% 5.09% 3.73%
(3,5) 2.65% 3.85% 2.75% 4.52%
(3,7) 2.65%(2.64%) 3.56%(3.33%) 2.65%(2.64%) 3.38%(3.33%)
(5,1) 9.22% 9.25% 13.37% 9.98%
(5,3) 2.67% 4.18% 4.60% 3.26%
(5,5) 2.36% 3.43% 2.42% 3.84%
(5,7) 2.36%(2.36%) 3.18%(2.84%) 2.36%(2.36%) 2.88%(2.84%)
Table 3: Errors for test space derived using Eigenproblems 1 and 2 for Example 2, with δ =
√
2/4. Coarse
and fine mesh sizes are H = 1/10 and h = 1/200, respectively. The projection errors are in parentheses.
In Table 3, we increase the number of test functions and consider different numbers
of trial functions for both eigenvalue problems described in Section 3.2.2. As before, we
observe that for 7 test functions, the multiscale and projection errors converge, while for
5 test functions per edge, the errors are close. As we increase, the dimension of the coarse
trial space, we observe a similar behavior. The eigenvalue behavior shows (see Table 4)
that when the eigenvalue is close to 1, the multiscale and projection errors converge.
16
#basis test min{λLi+1}
α = 2 α = 4
1 0.3551 0.2967
3 0.7289 0.6761
5 0.9510 0.9331
7 0.9909 0.9813
Table 4: Minimum eigenvalue for the test space constructed using the Eigenproblem 2 (minimal energy
test functions) for Example 2 for δ =
√
2/4. Coarse and fine mesh sizes are H = 1/10 and h = 1/200,
respectively.
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Figure 6: Reference solutions for Example 3.
Example 3
We consider the following diffusion and convection coefficients and right-hand side.
κ = α,
b =
(
−∂H
∂y
+∂H
∂x
)
,
f = 1,
where
H = (sin(5pix) sin(6piy)/(60pi)) + 0.005(x+ y).
This velocity field again has a cellular structure with eddies and channels, as the fine-
scale solutions show in Figure 6. In this example, α is a diffusion coefficient and we
take α = 1/1000 and α = 1/2000. For both cases, we take the coarse mesh size to be
H = 1/10, while the fine mesh sizes are set to h = 1/400 and h = 1/800 for α = 1/1000
and α = 1/2000, respectively.
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#basis L2 (projection error)
(trial, test) Eigenproblem 1 Eigenproblem 2
α = 1/1000 α = 1/2000 α = 1/1000 α = 1/2000
(1,1) 9.59% 32.36% 19.09% 34.55%
(1,3) 7.84% 13.70% 15.58% 32.00%
(1,5) 7.83% 12.10% 9.10% 22.53%
(1,7) 7.83%(7.83%) 11.85%(11.48%) 7.95%(7.83%) 14.70%(11.48%)
(3,1) 6.01% 16.24% 16.70% 37.12%
(3,3) 4.89% 9.07% 7.93% 18.82%
(3,5) 4.88% 7.98% 5.33% 11.90%
(3,7) 4.88%(4.88%) 8.06%(7.58%) 4.98%(4.88%) 9.71%(7.58%)
(5,1) 4.70% 14.77% 14.00% 31.46%
(5,3) 3.74% 6.61% 4.79% 13.66%
(5,5) 3.72% 6.23% 3.80% 7.55%
(5,7) 3.72%(3.72%) 6.21%(6.15%) 3.74%(3.72%) 6.53%(6.15%)
Table 5: Errors for test space derived using Eigenproblems 1 and 2 for Example 3. Discrete parameters
used are: α = 1/1000, H = 1/10, h = 1/400 and α = 1/2000, H = 1/10, h = 1/800. The projection
errors are in parentheses.
#basis test min{λLi+1}
α = 1/1000 α = 1/2000
1 0.3547 0.3068
3 0.7497 0.6304
5 0.9546 0.8718
7 0.9952 0.9754
Table 6: Minimum eigenvalue for test space derived using Eigenproblem 2 for Example 3. Discrete
parameters used are: α = 1/1000, H = 1/10, h = 1/400 and α = 1/2000, H = 1/10, h = 1/800.
Tables 5 and 6 show a similar behavior to the one discussed in the previous two
examples. That is, table 5 shows that if only one test function is chosen for α = 1/2000,
the error is about 35% (when the number of test functions coarse edge is 1 and the number
of trial functions per coarse block is 1). These errors rapidly drop to about the projection
error as we increase the dimension of the test space. Similar behavior is observed for both
eigen-constructions of the test space as we refine the coarse trial space.
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#basis (trial, test) L2 (projection error)
(1,1) 20.12%
(1,3) 11.25%
(1,5) 4.03%
(1,7) 3.93%(3.93%)
(3,1) 19.99%
(3,3) 13.02%
(3,5) 3.31%
(3,7) 3.23%(3.23%)
(5,1) 13.93%
(5,3) 9.14%
(5,5) 2.90%
(5,7) 2.74%(2.70%)
Table 7: Errors for test space derived using Eigenproblem 2 for Example 4. Coarse and fine mesh sizes
are H = 1/10 and h = 1/200, respectively. The projection errors are in parentheses.
Example 4
As we remove the eddies from the flow field and make the flow more channelized, the
multiscale error grows. To expose this behavior, we take the velocity field to be
κ = 1,
b = 200
(
sin(18
√
2piy)
0
)
,
f = 1,
which corresponds to solving the flow equations with a channelized permeability field.
The numerical results are presented in Table 7 (the mesh sizes for the coarse and fine
spaces are H = 1/10 and h = 1/200). We observe that the multiscale error is 20.12% for
one trial function per coarse block and one test function per coarse interface, while the
error reduces to the projection error of 3.93% when we select 7 test functions interface. As
before, for 5 trial functions per coarse block, it takes 7 test functions per coarse interface to
reduce the error to the projection error from 13.93%. For this discrete problem setup, the
smallest eigenvalue is 0.9952 for 7 test functions per edge when minimal energy functions
are used (Eigenproblem 2 in Section 3.2.2).
Example 5
We consider the following diffusion and convection coefficients, and right-hand side.
κ = α,
b = κ∇p
f = 1,
19
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Figure 7: Permeability field used to compute the transport velocity field in Example 5. The black region
corresponds to the permeability 500 and the white region corresponds to the permeability 1.
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Figure 8: Reference solutions for Example 5.
where the velocity field solves this flow equation
−∇ · (κ∇p) = 0
p|∂Ω = xy
Figure 7 shows the permeability field used in the above equation. The resulting velocity
field contains channels with variable velocity in each coarse region. Figure 8 shows the
fine-scale structure of the fully resolved velocity field. In this case α is a diffusion coefficient
and takes values 1/250 and 1/500. In both cases, we take the coarse mesh size is set to
H = 1/10, while the fine mesh sizes are h = 1/200 and h = 1/400 for α = 1/250 and
α = 1/500, respectively.
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#basis L2 (projection error)
(trial, test) Eigenproblem 1 Eigenproblem 2
α = 1/250 α = 1/500 α = 1/250 α = 1/500
(1,1) 2.11% 4.64% 2.24% 4.56%
(1,3) 2.08% 4.59% 2.09% 4.24%
(1,5) 2.07% 4.45% 2.07% 4.15%
(1,7) 2.07%(2.07%) 4.23%(4.04%) 2.07%(2.07%) 4.19%(4.04%)
(3,1) 1.01% 1.98% 1.68% 3.57%
(3,3) 0.99% 1.93% 1.07% 2.36%
(3,5) 0.99% 1.93% 1.00% 2.05%
(3,7) 0.99%(0.99%) 1.93%(1.91%) 0.99%(0.99%) 2.01%(1.91%)
(5,1) 0.85% 1.70% 1.64% 4.12%
(5,3) 0.75% 1.44% 0.84% 1.91%
(5,5) 0.75% 1.44% 0.76% 1.53%
(5,7) 0.75%(0.75%) 1.44%(1.42%) 0.75%(0.75%) 1.49%(1.42%)
Table 8: Errors for test space derived using Eigenproblems 1 amd 2 for Example 5. Discrete parameters
used are: α = 1/250, H = 1/10, h = 1/200 and α = 1/500, H = 1/10, h = 1/400. The projection errors
are in parentheses.
Tables 8 and 9 show a similar behavior to that observed in the prior examples. That
is, the multiscale error converges to the projection error as we increase the number of
test functions per coarse edge for either eigenvalue problem and for any number of coarse
functions in each coarse block.
#basis test min{λLi+1}
α = 1/1000 α = 1/2000
1 0.4106 0.3544
3 0.8592 0.7583
5 0.9828 0.9535
7 0.9985 0.9919
Table 9: Minimum eigenvalue for test space derived using Eigenproblem 2 for Example 3. Discrete
parameters used are:α = 1/250, H = 1/10, h = 1/200 and α = 1/500, H = 1/10, h = 1/400
4.1. Numerical Result for online test basis enrichment
In this section, we present some numerical results, which use online test basis functions
to stabilize the system. In Table 10, we show the convergence history for the online test
basis enrichment for Example 1, while in Table 11, we show the convergence history of the
online test basis enrichment for Example 4. In these two cases, with only one iteration,
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#basis #iter Eigenproblem 1 Eigenproblem 2
(trial, test) α = 2 α = 4 α = 2 α = 4
0 8.56% 7.06% 11.94% 9.60%
(1,1) 1 2.89% 3.79% 2.96% 4.30%
2 2.85%(2.85%) 3.52%(3.52%) 2.85%(2.85%) 3.52%(3.52%)
0 3.22% 4.96% 4.74% 4.48%
(1,3) 1 2.85% 3.54% 2.86% 3.63%
2 2.85%(2.85%) 3.52%(3.52%) 2.85%(2.85%) 3.52%(3.52%)
0 8.65% 7.88% 12.80% 9.08%
(5,1) 1 2.33% 2.97% 2.58% 3.29%
2 2.31%(2.31%) 2.77%(2.77%) 2.32%(2.31%) 2.78%(2.77%)
0 2.72% 4.97% 4.69% 3.35%
(5,3) 1 2.31% 2.79% 2.33% 2.81%
2 2.31%(2.31%) 2.77%(2.77%) 2.31%(2.31%) 2.77%(2.77%)
Table 10: Error evolution as online basis functions are added to the system (test space derived using
Eigenproblems 1 and 2 for Example 1). Coarse and fine mesh sizes are H = 1/10 and h = 1/200,
respectively. The projection errors are in parentheses.
the multiscale error becomes similar to the projection error. In the second iteration, the
multiscale error converges to the projection error.
#basis #iter
(trial, test)
0 20.12%
(1,1) 1 3.93%
2 3.92%(3.92%)
0 11.15%
(1,3) 1 3.92%
2 3.92%(3.92%)
0 13.93%
(5,1) 1 3.24%
2 2.72%(2.70%)
0 9.14%
(5,3) 1 2.74%
2 2.70%(2.70%)
Table 11: Error evolution as online basis functions are added to the system (test space derived using
Eigenproblem 2 for Example 4). Coarse and fine mesh sizes are H = 1/10 and h = 1/200, respectively.
The projection errors are in parentheses.
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5. Conclusions
In this paper, we study multiscale methods for convection-dominated diffusion with
heterogeneous convective velocity fields. This stabilization generalizes the approaches
described in [29] to multiscale problems. To construct this stabilization we reformulate
overall problem in mixed form. The auxiliary variable we introduce plays the role of the
test function. We describe the multiscale spaces we use for the test and trial spaces,
which are built using GMsFEM framework. First, we construct snapshots spaces. For
the test variable, we propose local snapshot spaces. Furthermore, we propose a local
spectral decomposition following our recent work [14], where we consider minimum energy
snapshot functions. We discuss the discrete stability of the system and its relation to
the approximation properties of the velocity field. The resulting approximation error is
minimized within our multiscale framework by selecting a few multiscale basis functions.
Our numerical results show that we can stabilize the system using a few test functions
for a given trial space. We describe and analyze several relevant numerical examples that
validate our theoretical results.
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