Similarity-based search of sequence collections is a core task in bioinformatics, one dominated for most of the genomic era by exact and heuristic alignment-based algorithms. However, even efficient heuristics such as BLAST may not scale to the data sets now emerging, motivating a range of alignment-free alternatives exploiting the underlying lexical structure of each sequence.
Introduction

1
Rapid comparison of molecular sequences is an essential task in bioinformatics, with 2 applications including homology detection, annotation, and phylogenetic analysis [1] . 3 For most of the genomic era, sequence comparison has relied primarily on a succession 4 of exact and subsequently heuristic algorithms for sequence alignment, the most 5 successful being BLAST, the Basic Local Alignment Search Tool, which has in various 6 sequences-sequences with a common evolutionary history-from a database. Here we 58 take membership of the same protein family as a marker of homology, relying on the 59 family definition provided in PFAM [8] for protein sequences. The exponential increase 60 in database size over the last decade or more has posed fundamental challenges for 61 alignment-based techniques, primarily due to the quadratic complexity of the 62 algorithms. In this paper, we propose alternative techniques for homologous sequence 63 retrieval which provide an order of magnitude improvement in execution time over these 64 methods. The methods, which we term SuperVec, and in its hierarchical form,
65
Hierarchical SuperVec, fall broadly under the umbrella of alignment-free sequence 66 comparison but are based more firmly in the tradition of Representation Learning (RL) 67 in text processing.
68
In the earlier bioinformatics applications ( [6] , [7] ), k-mers are embedded in a 69 manner that reinforces their surrounding context, implicitly capturing the 'semantics' of 70 these co-occurring terms. Here we implicitly adopt a distributional hypothesis for 71 sequence k-mers, the view that commonly occurring k-mers are likely drawn from associations and may be used directly (see for example, the protein-protein interaction 79 work of [10] ) or indirectly to support inference. Class information of this nature may be 80 available implicitly in features or representations exploited by other methods, for 81 example in the BLOSUM scores employed by BLAST [11] , which summarise the 82 alignments of hundreds of proteins.
83
SuperVec makes supervised learning of sequence representations based on class 84 information explicit, extending the earlier context-based ( [6] , [7] ) approaches to 85 incorporate additional labels or metadata associated with the sequences from which we 86 derive a set of k-mers. Our hypothesis is that by infusing meta information in the 87 learning process, the approach will yield sequence representation better suited to the 88 task at hand, with members of the same class (even if they are divergent sequences -89 those who might otherwise exhibit a lower degree of shared context) -embedded in 90 close vicinity in the vector space. This is achieved by joining two embedding models in 91 one framework. The first enforces class supervision, while the second incorporates 92 contextual information present in the sequence, achieved as before by extracting a set of 93 k-mers from each sequence. Class information constrains the intra-class vectors to fall 94 closer together within the vector space, which in turn induces class information in the 95 embedding of the constituent k-mer sets.
96
The number of constraints enforced increases with the number of classes, reducing 97 the efficacy of the training process and ultimately limiting its accuracy as the inter-class 98 separation decreases. To overcome these issues we consider a range of partitions other 99 than the original classes, and construct a series of embeddings using the SuperVec 100 algorithm to better cover the space. This method, which we call Hierarchical
101
SuperVec or H-SuperVec, supports embeddings across feature spaces based on the class 102 labels and their exclusive and exhaustive subsets. As we have seen, some of the most bioinformatics context, we may work with a number of additional label sources such as 110 the functional categories of the Gene Ontology [12] and regulatory pathway information 111 from databases such as KEGG [13] and RegPrecise [14] .
112
Experimental results on sequence retrieval tasks illustrate that SuperVec provides a 113 substantial improvement (40 − 100% for many precision-recall values) in the retrieval 114 performance vis-a-vis the embedding methods reported in [6] and [7] . These results also 115 demonstrate that H-SuperVec further improves the retrieval performance providing 116 80 − 200% improvement for many precision-recall values when compared to [6] and [7] . 117 The proposed methods can also be used as a filter to rapidly select a relevant subset 118 of sequences from the large database, allowing methods with high precision to give 119 desirable output. We call such an approach as a Hybrid approach. The experimental 120 results show that the Hybrid approach-H-SuperVec+BLAST is significantly faster than 121 the BLAST and gives similar performance for early recall levels. While the 122 representations provided by our model are used in this paper only for the homologous 123 sequence retrieval problem, these representations can be directly utilised for other 124 bioinformatics applications, such as the prediction of protein-protein interactions.
125
Further, there is also some scope for improvement in learning models that provide vector 126 space representations for biological sequences, and this paradigm has the potential to 127 match the accuracy of alignment based methods while offering far greater computational 128 efficiency, in part through the reduced dimensionality of the representation.
129
In summary, following are the main contributions of the paper:
130
• We present a supervised approach -SuperVec to learn embeddings for biological 131 sequences. SuperVec provides flexibility to utilize meta-information (like class 132 labels) along with the contextual information present in the sequences to generate 133 their embeddings.
134
• We present an approach -H-SuperVec that is designed specifically for sequence 135 retrieval task. H-SuperVec is built over series of SuperVec models. Although we 136 have shown the use of SuperVec and H-SuperVec approaches for particular 137 bioinformatics application these approaches are generic and can be easily extended 138 to other domains with similar problems.
139
• We show that our approaches provide a faster alternative to the alignment-based 140 method like BLAST for sequence retrieval task, providing an order of magnitude 141 speedup in querying time.
142
• We show that our approaches can be used as a pre-processing filter for applying a 143 high precision method for sequence retrieval tasks.
144
In the next section we give a more detailed introduction to the key approaches in introduction to the architecture of Word2Vec and Doc2Vec, which have been prominent 154 in previous studies and appear later as building blocks for our proposed methods.
The fundamental principle of Word2Vec [5] lies in the distributional hypothesis [15] : 156 co-occurring words also share a semantic relationship. Word2Vec captures co-occurrence 157 information in word embeddings by employing a simple classification task wherein a 158 word is predicted based on its context (nearby words) and the representations are 159 learned in a manner such that words with similar meanings appear proximal in the 160 embedding space. Follow up works [16] [17] [18] extended the idea of word embedding to 161 learning of embeddings for the whole document, based on suitable combinations of word 162 embeddings.
163
Asgari et. al. [6] introduced BioVec, an adaptation of the Word2Vec framework to 164 learn embeddings for molecular sequences. Here, the skip-gram variant of Word2Vec is 165 used to obtain k-mer embeddings, with the sequence embedding given by the sum of the 166 embeddings of all the k-mers present in the sequence. However, BioVec does not 167 preserve the k-mer ordering of the sequence. Kimothi et.al. [7] addressed this limitation 168 through Seq2Vec [7] , which relies on the Doc2Vec [16] architecture to provide a direct 169 embedding for the sequence.
170
While the application of Word2Vec and Doc2Vec to biological sequences is rather 171 straightforward, the insights obtained are not. Both of these studies confirmed the 172 utility of the embeddings in capturing relevant features of the protein sequences -173 initially using BioVec and through subsequent improvements in Seq2Vec. The BioVec 174 study also provided an important insight regarding the relationship among k-mer 175 embeddings and the biochemical and biophysical properties of the sequence, the mass, 176 volume, and charge. It was shown that k-mers with similar physico-chemical properties 177 form clusters in the embedding space. Further, in the Seq2Vec paper we demonstrated 178 that the use of the sequence tag during learning results in even better clustering of the 179 sequence data -sequences belonging to the same family were more likely to be clustered 180 together using Seq2Vec than with the BioVec model. Such representations have proven 181 beneficial for classification task.
182
In the present context, there is an analogue to the distributional hypothesis in that 183 co-occurring k-mers are likely associated with the same or similar proteins, potentially 184 sharing structure and function, and as we have seen, physico-chemical properties. We
185
here build upon the earlier notion of context driven embeddings based on these k-mers, 186 incorporating the available sequence labels to obtain sequence representations through a 187 novel optimisation framework which we call SuperVec. As we shall discuss later, the 188 SuperVec method performs better for the sequence retrieval task when compared with 189 embeddings obtained using the earlier approaches, while retaining the computational 190 efficiency critical when dealing with a large biological sequence database. 
Word2Vec Architecture
192
We now briefly discuss the Word2Vec architecture, which forms a core building block for 193 SuperVec. As discussed above, the idea behind Word2Vec is that pairs of words which 194 share a semantic relationship should be proximally located in the embedding space. predict the word, whereas in the Skip-gram architecture, the word is used to predict the 212 context. A context is represented through a binary vector by keeping all elements zero except 218 the indices corresponding to its constituent words. As shown in Fig 1(a) , the 219 one-hot-encoding of words in the context operates on the weight matrix W to give the 220 hidden layer vector h, where
Here, w −2 + w −1 + w 1 + w 2 is the vector corresponding to the context. Similarly, the 222 input to the output layer is given as y T = h T W . Finally the Softmax function is 223 applied at the output layer to produce the output vector z = sof tmax(y). The output 224 at node j is thus
Here, z j , y j are the j th elements of the vectors z and y respectively. Vector z can be Having introduced the background to our work and the components which underpin 254 our model, we now explain in detail the architecture and operation of SuperVec. We now discuss our proposed supervised approach for training a sequence embedding 257 framework, which once trained, can be utilised to generate embeddings for new 258 unlabeled protein sequences. As outlined earlier, providing sequence labels while 259 training may lead to a model that captures both a macro-level pattern from the class 260 labels and the micro-level contextual information present in the protein sequences. We 261 call our method SuperVec, reflecting the supervised nature of the approach. We discuss 262 the model architecture and its operation in detail in following sections. We then 263 introduce a new approach which utilizes the fact that SuperVec generates diverse and 264 multiple embeddings for a sequence when trained with a diverse set of classes. These 265 sets are obtained by partitioning the classes randomly and hence generating a tree-like 266 structure (shown in Fig 3) . The diversity of sequence embeddings gives us diverse 267 query-subject distances which are processed jointly to give a better estimate of the 268 similarity between the query-subject pair. We call this approach Herierchical
269
SuperVec or H-SuperVec. We show in the result section that the use of label 270 information during the training together with an increased diversity of representation 271 models considerably increases the retrieval performance while continuing to offer good 272 computational performance.
Notation
274
We denote the corpus of N protein sequences as S = {s 1 , s 2 , . . . , s N } and the
To avoid notation clutter we use s i 277 to also denote its tag. Each sequence in S belongs to one of the L classes l 1 , l 2 , . . . , l L 278 and s i ∈ l k means l k is the label for sequence s i . Finally, the embeddings of the k-mer 279 k i and the sequence s i are denoted k i and s i respectively. 
292
Here we couple NN1 and NN2 by sharing the sequence embedding between them. 
The context of the s i are sequences which have the same label as s i .
Optimization problem formulation
294
To train the SuperVec model, i.e., to learn its parameters, two prediction tasks are 
differs between them, as seen in Table 1 below. Here we see the sample kmer k ij , its 298 context C ij and the corresponding sequence tag s i , and the relationships between them.
299
Since the sequence embedding task is shared by the sub-networks, the parameters of these networks influence each other. Mathematically, the coupling of these sub-networks means solving a joint optimization problem with the overall loss function a linear combination of those for NN1 and NN2
Here γ controls the balance between class information and contextual information.
300
The matrices
denote the embeddings for sequences and k-mers respectively. We define I + i to be the 302 set of indices of sequences which have the same label as s i . The conditional probability 303 for NN1 in Eq (4) can be computed by a softmax function, but considering the large 304 number of k-mers and the computational burden involved, we approximate it using 305 hierarchical softmax (HS) [21] . To compute the second part of Eq (4) we use negative 
where
is the sigmoid function. Maximizing the first part of the Eq (5) maximizes s z , s i and therefore reduces their cosine distance in the embedding space. Similarly, maximizing σ (− s r , s i ) translates into maximizing the cosine distance between s i and s r . As defined above, the s z have the same label as s i whereas the s r have a different label. Maximizing Eq (5) therefore forces the sequences from the same class to be mapped closer in the embedding space, while other sequence pairs are pushed apart. Employing negative sampling thus yields embeddings with low intra-class and high inter-class separation, a mapping well suited to the retrieval task. Replacing the second part of Eq (4) with its negative sampling expansion, the final loss function for SuperVec is given as
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Computing the second part of Eq (6) Before discussing the parameter learning process for SuperVec, it is important to note 322 that as for the Word2Vec model, the parameters of SuperVec constitute the embeddings 323 of the k-mers and the sequences. At the end of the training process, we not only get a 324 trained network but we also obtain the embeddings for k-mers and the sequences used 325 in the training process. The process of learning the parameters involves a training 326 process similar to that used for the Word2Vec framework. The parameters are initialized 327 randomly and then modified for each sample to reduce the value of the loss function.
328
The sample here consists of the k-mer, its context, and the corresponding sequence tag. 329 As explained before, SuperVec employs two prediction tasks for each selected sample.
330
In these prediction tasks, for any context/word at the input, the parameters are 331 modified to maximize the probability of word/context at the output by updating the 332 values of parameters using gradient descent. After sufficient iterations, we obtain a 333 trained network which retains the relevant information -in this case, the contextual 334 and class information. The update equations and the derivation of the gradient for s i , 335 k ij and other parameters of SuperVec over J(S, K) are provided in the appendix ??.
336
Once the model is trained it can be employed for learning the representation of any new 337 sequence. Note that new sequences do not require any label information: as discussed 338 below, we use only NN1 for learning this representation. representations for new sequences may prove useful for many downstream bioinformatics 343 tasks. The efficacy of the inference step is evaluated with respect to the task for which 344 the learned representations are employed. In this paper, we consider retrieval as the 345 downstream application. Here it is expected that the information learned by the trained 346 model is exploited in the representation of the new sequence.
347
For the retrieval task, SuperVec is trained over labeled sequences. Once we have the 348 trained SuperVec model, we use it to generate embeddings for the database sequences. 349 When a new sequence is given as a query, the first step is to generate its representation 350 within the embedding space, and to compute the relevant distances. Since the inference 351 step does not utilize the sequence labels, only one of the sub-networks of SuperVec, i.e. 352 NN1 (refer to Fig 2) , is used. Although the standalone NN1 only uses contextual 353 information, we expect that since NN1 and NN2 are coupled and jointly trained, NN1 354 will also capture the class information to some extent, and that this will eventually 355 influence the representation learned in the inference step. While the representation for a 356 sequence is computed during the inference step, all the parameters of NN1 remain 357 unchanged except for the sequence vector, which is initialized with zeros. This vector is 358 updated iteratively following a gradient descent approach similar to the training stage. 359 The comparison of Seq2Vec and SuperVec results for retrieval tasks confirms our learning methods (Seq2Vec [7] , BioVec [6] ) for a number of retrieval tasks, we observe 364 that its retrieval performance deteriorates with an increasing number of classes. With 365 the increase in the number of classes, the constraints enforcing interclass and intraclass 366 separation necessarily increase in number. Satisfying this set of constraints may prove 367 difficult, reducing the efficacy of the training process and ultimately leading to a 368 deterioration in retrieval performance. The other important observation to note here is 369 that the interclass and intraclass distances of a set of sequences change when we 370 generate sequence embeddings using SuperVec models trained on a diverse set of classes. 371 This observation implies that we get a diverse embedding of a sequence when generated 372 through multiple models. Keeping these observations in mind, we propose a hierarchical 373 approach which improves the retrieval results by computing a better estimate of the 374 query-subject similarity. We call this proposed method H-SuperVec. In this approach
375
we work with a binary-tree obtained by partitioning a set of classes at each parent node 376 (refer Fig 3) . Once the tree is created, a SuperVec model is trained for each of the 377 nodes. Following this approach gives us multiple trained models, which can be used to 378 generate many observations of the same quantity (here the query-subject distance).
379
These observations are processed jointly to get a better estimate of query-subject 380 similarity. We describe the H-SuperVec model in detail in the following section. 
Hierarchical SuperVec
382
H-SuperVec exploits the fact that we can generate multiple, diverse embeddings for a
383
given sequence using multiple SuperVec models trained on sequence data belonging to a 384 diverse set of classes. Note that for each query-subject (database sequence) pair, each
385
SuperVec model results in a distance computation corresponding to that model. This 386 distance is used as a proxy to measure the similarity between two sequences. Each
387
SuperVec model introduces some noise in the embeddings it generates and hence in the 388 distance computed for any query-subject pair. Processing the query-subject distances 389 obtained from different SuperVec models together reduces the overall noise and give us 390 a better estimate of query-subject similarity. We utilize this fact in H-SuperVec and 391 apply it to the same retrieval task. Applying H-SuperVec for retrieval tasks involves the 392 following steps:
393
• Form a Hierarchical Structure: First, we assign all of the class labels and their 394 corresponding sequences to the root node. The root node is then split into two 395 child nodes by randomly partitioning its associated class labels into equal halves. 396 These child nodes are further partitioned, following the same process for each 397 node until we are left with leaf nodes, each associated with a single class label. An 398 example of such an hierarchical tree is shown in Fig 3. 
399
• Train a SuperVec model for each node of the above tree: these models can 400 subsequently be used to generate embeddings for a new sequence.
401
• Assign weights to each node: As we traverse down the tree, SuperVec is 402 successively trained with fewer classes, leading to an increase in noise in the 403 computed query-subject distance. To get a better estimate of query-subject 404 similarity, we apply a simple linear model (weighted sum) over the distances 405 computed at each node. For query (q), the similarity is estimated as the weighted 406 sum:
where d i is the query-subject distance computed at the i th node and w i is the 408 weight assigned to node i. Since noise increases as we traverse down the tree, the 409
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largest weight is assigned to the root node, with node weights decreasing as we 
414
• Retrieve sequences: Once we build a hierarchical tree and train the SuperVec 415 model for each node, the retrieval task is performed as follows. First, we learn 416 embeddings for database sequences using the SuperVec model at each node. For a 417 new query sequence, multiple embeddings are generated corresponding to the 418 nodes of the tree using the inference step. Pairwise query-subject distances are 419 then calculated for each node using Eq (8). These distances are finally combined 420 as a linear sum to give an estimate of similarity between the query-subject pair.
421
The results are returned in descending order of their similarity with the query 422 sequence.
423
Since the weight assigned to each node is reduced as we traverse down the tree, the 424 contribution of the nodes in the computation of similarity between query-subject pair 425 also decreases. We empirically determined that working with a one or two level tree 426 produces consistently better retrieval results. For our experiments, we chose a tree with 427 only one level, i.e., the tree having root and its child nodes. We demonstrate the 428 mechanism followed by the H-SuperVec method to estimate the distance of 429 query-subject pair in Fig 4. SuperVec1, SuperVec2 and SuperVec3 are the models for 430 root and first level nodes respectively. Each of these models is utilized to obtain the 431 query-subject distance; the distance computed at i th node and hence through i th model 432 is given as, 
Task and Data
444
We now discuss the experimental setup to demonstrate the quality of embeddings 445 generated using the proposed method. Asgari et. al [6] demonstrated the utility of the 446 embeddings generated through their method BioVec on the protein family classification 447 task. In this work, we focus on the related problem of homologous sequence retrieval,
448
where the task is to return a set of sequences from a database that are homologous to a 449 given query. For embedding based methods, we address the retrieval problem by 450 employing nearest neighbour search, where for a given query the sequences from a 451 database are retrieved based on their cosine-distance to the query sequence embedding. 452 We use the protein sequence data provided by Asgari et al. [6] for evaluation of our 453 approach on the sequence retrieval task. The dataset consist of 324018 protein 454 sequences, each uniquely annotated with one of the 7027 family labels. In this dataset, 455 there are families who have the same functional description given in the PFAM database. 456 For example, Chitin synth 1 (PF01644) and Chitin synth 2 (PF03142) are two different 457 entries in PFAM, but both represent the chitin synthase enzyme. We merged such 458 families into a single representative family; this led to a reduction in the number of 459 families to 6967. The families/classes present in this dataset differ considerably in their 460 size; the largest family contains 3024 sequences, whereas many families are based on a 461 single sequence. The distribution of class sizes and sequence lengths is shown in Fig 5. In the experiments below, we first demonstrate the utility of our method on a small 466 (two-class) data-set. Subsequently, we perform retrieval experiments on different 
Experimental Design
470
The experimental setup used to conduct most of the retrieval experiments in this paper 471 is discussed below. 
485
Note that the process of generating embeddings for the sequences differs for each 486 of the considered RL methods. For BioVec, sequence embeddings are generated 487 by adding the corresponding k-mer embeddings; we use the k-mer embeddings 488 provided by [6] . To generate the sequence embedding using the Seq2Vec or
489
SuperVec approach, we first train them using the database sequences; note that 490 unlike Seq2Vec, SuperVec also uses the database sequence label for training.
491
Once these models are trained, the sequence vectors are generated by following 492 the inference step.
493
In this study, all experiments were performed using a commodity Linux workstation 494 equipped with an Intel Core i7-4790K, 3.6GHz 8 core, 16 thread processor. The values 495 of hyper-parameters-the k -mer size and the representation length of sequences for
496
SuperVec and Seq2Vec-are kept same as given in [6] , whereas the context size and Table 2 . 
Evaluation
501
The performance of SuperVec and H-SuperVec on the homologous sequence retrieval 502 task was evaluated through comparison against the other representation learning (RL) 503 approaches-BioVec and Seq2Vec-along with BLAST, the standard approach for this 504 problem.
505
The evaluation metrics for the retrieval task were chosen as follows: which is defined as the ratio of the number of relevant sequences to be retrieved at 510 recall r, and the number of sequences that need to be retrieved to get that many 511 relevant sequences for a given query.
512
2. Querying Time:
513
The querying time is defined as the time required to retrieve the significant 514 matches from the database for a given query. As discussed before, the retrieval 515 process for RL methods requires that we first train the model, which is then used 516 for generating the representations for the database and subsequent query 517 sequences followed by the nearest-neighbor search. This training process is 518 computationally intensive, but is required only once for each model. The training 519 time for SuperVec for 90k training sequences is 28 hours, and there remains 520 scope to improve this performance through parallelization and optimization. We 521 compute the querying time as the sum of the time taken to generate the sequence 522 embedding and the time required to produce the list of nearest neighbor(s) for a 523 given query. For BLAST, we report the querying time as the time required for it 524 to return the list of database sequences for a given query, i.e. we do not consider 525 the creation of the BLAST database.
526
Results and Discussion
527
In this section, we present the results obtained on the retrieval task for SuperVec,
528
H-SuperVec and the other methods considered. 
Supervised Vs Unsupervised Embeddings
530
Biological sequence embeddings generated through Representation Learning methods
531
can be broadly categorized as supervised or unsupervised based on the training process 532 adopted. Here, SuperVec will generate supervised embeddings, while approaches such 533 as BioVec and Seq2Vec will yield unsupervised embeddings. The information captured 534 in these embeddings plays a vital role in ensuring a suitable basis for the task 535 undertaken. In the case of retrieval, high precision requires that the representation: (i) 536 generate a database embedding space with low intraclass and high interclass separation, 537 and (ii) map each new query close to its class in the embedding space.
538
To demonstrate the effect of the supervision adopted in SuperVec on database and 539 query embeddings, and its consequences for retrieval performance, we initially consider 540 a retrieval task over a small database -consisting of the two largest classes from the 541 dataset. We then visualize the two-dimensional t-SNE plots [24] of the database and 542 query sequence embeddings generated through SuperVec, BioVec and Seq2Vec and 543 subsequently compare their retrieval performance.
544
From the t-SNE plots shown in Fig 6, we observe that:
545
• BioVec generated database embeddings are well-separated by class, but form 546 small groups within each class. Seq2Vec provides (relatively) better intraclass 547 organisation than BioVec, but the two classes are merged to a great extent.
548
SuperVec database embeddings show a better intraclass and interclass separation 549 than the other methods, albeit with some overlap at the boundary.
550
• For a new query, the presence of the relevant subjects (here the database 551 sequences from the same class) decreases as we increase the neighborhood size. Thus, we expect to see a decrease in the precision values for increasing recall 553 levels. Analyzing the plots we can infer that such an effect will have a stronger 554 impact on the retrieval performance of Seq2Vec and BioVec when compared to 555 SuperVec, especially for late recall levels. To validate this observation, we 556 compare the retrieval performance of the RL methods considered, and find results 557 consistent with our observations from the t-SNE plots. From the retrieval results 558 in Table 3 , we can infer that supervision helps in the retrieval task.
559
• To ensure that these results hold more broadly, we conducted a similar two-class 560 experiment for 100 randomly selected pairs and found the outcomes consistent 561 with the largest pairing discussed above. The results are shown in Table 4 . We 
564
are shown in Table 5 and Table 6 respectively.
565 Table 3 . Largest two class experiment results : Average interpolated precision values at ten recall levels computed for 2242 sequences queried on the database of largest two classes, 3360 sequences. The average precision value at a particular recall level is calculated by first computing the class wise average followed by averaging the precision value obtained for both the classes. BLAST. For the experiments involving the largest eight and sixteen classes, the average 574 querying time is 20 − 30 ms for RL approaches and ∼ 900 ms for BLAST.
Recall Levels
575
Fig 6. t-SNE plots:
The mapping of database and query embeddings generated through BioVec, Seq2Vec and SuperVec approaches for largest two classes from the dataset; DB1, DB2 denotes the database sequences and Q1, Q2 denotes the query sequences from class 1 and class 2 respectively. There is a better segregation of the DB1 and DB2 for SuperVec as compared to Seq2Vec and BioVec. Also, the presence of number of relevant database sequences for a given query decreases at a lower rate for SuperVec followed by BioVec and Seq2Vec as we increase the neighborhood size.
These experiments were subsequently extended to much larger databases involving a 576 large number of classes and sequences. We again followed experimental setup-1 and we 577 limited our analysis to the top 200 classes, ensuring a minimum size of 400 samples.
578
The results of these experiments are shown in Fig 7. The plots in Fig 7(a) and Fig 7(b) 579 shows the interpolated precision-recall graph obtained for a small database-21531 580 sequences, 25 classes-and for a larger database-90121 sequences 200 classes-respectively. 581 These results show that SuperVec maintains its superiority when compared to the 582 unsupervised methods even for larger databases. Note that although the results for only 583 April 22, 2019 Table 4 . Retrieval results for 100 random pairs: Average interpolated precision values at ten recall levels computed for 100 random pair of classes. All of these pairs differ in the number of database and query sequences. The precision value shown at particular recall level below is averaged over the chosen 100 pairs.
Recall 
587
Our observations may be summarized as follows:
588
• SuperVec consistently outperforms the baseline biological sequence embedding 589 approaches on the sequence retrieval task for a wide range of database sizes.
590
• RL methods are substantially faster than BLAST and provide a gain of 35× in 591 querying time, albeit with some reduction in precision.
592
• The presence of a large number of sequences and classes in the database leads to 593 deterioration in the performance of all methods. Although the retrieval performance of SuperVec also deteriorates for larger databases it still consistently 595 performs better than Seq2Vec and BioVec, most likely as a result of its ability to 596 incorporate the class label information in the sequence embeddings. To study the robustness of our approach, we conducted experiments on larger databases, 599 this time following the different setup discussed below.
600
• Setup 2: In this setup the sequences are chosen randomly from each class in the 601 ratio 60:20:20, generating the training, database and query set. Here the training 602 sequences are used for training the models whereas the database and query sets 603 are reserved for validation on the retrieval task. Once the models are trained, the 604 process followed to generate sequence embeddings and retrieval of homologous 605 sequences for a given query is the same as described in setup-1. Note that this 606 change won't have much effect on BioVec generated sequence embeddings as we 607 use the k-mer embeddings directly from [6] .
608
As mentioned before, setup-1 uses database sequences and their labels as part of 609 the training process, leading to the possibility of overfitting with respect to the 610 database sets. This setup is intended to show the robustness of our approach, 611 demonstrating that our method gives retrieval results similar to those obtained in 612 setup-1 even when a different set of sampled sequences are used to train the 613 models.
614
The retrieval results obtained following setup 2 are consistent with setup-1, in which the 615 supervised approach outperforms the baseline RL approaches. The retrieval result for 616 the database of 100 class and 75576 sequences is shown in Fig 8. Since the database and 617 training sequences are different in setup-2, the superior results obtained using SuperVec 618 suggest that SuperVec transfers the information learned from the training sequence and 619 their labels more efficiently to the database and query sequence embeddings. 
Retrieval using H-SuperVec
621
H-SuperVec is the hierarchical version of SuperVec and is specifically designed to 622 address the retrieval problem. As discussed before, H-SuperVec partitions the set of classes in the database into a series of exclusive and exhaustive subsets to make a binary 624 tree (Fig 3) . We then train a SuperVec model for each of the subset nodes of the tree. give a better measure of the similarity of the sequences in the embedding space leading 648 to performance superior to SuperVec on the retrieval task. BLAST for re-ranking in accord with the given query. Fig. 11 shows the block diagram 678 for the H+BLAST approach, where DB represents the original database, DB r the 679 reduced database set obtained from the first step and DB o the final ranked list of 680 similar sequences for the given query.
Fig 11. Hybrid Approach :
Step1 uses H-SuperVec for pruning the original database (DB) and gives reduced database (DB r ). In step2, BLAST re-ranks DB r based on alignment-based similarity between its sequences and the given query, q and finally provide the list of retrieved sequences, DB o .
681
The size of the DB r is fixed by choosing a sufficient number of nearest neighbors
682
(NN) for a given query. For our experiment on 90k sequences and 200 classes, we keep 683 NN = 10k, thereby allowing BLAST to operate on a comparatively small database 684 (DB r ). This provides a significant improvement in querying time compared to the 685 direct application of BLAST to the original database. The average querying times using 686 H+BLAST and BLAST to process 60k queries on a database of 90k sequences are 687 400 msec and 1 sec respectively. Also, the use of BLAST in step 2 gives a 688 performance improvement over H-SuperVec on the retrieval task. With the increase in 689 database sizes, we expect to see further improvements in querying time and retrieval 690 performance of H+BLAST as compared to BLAST and H-SuperVec respectively. Utilizing 691 both approaches together thus gives us the best of both worlds -faster processing of 692 queries and higher precision levels in the results.
693
Fig 12 provides the comparison for the methods considered of retrieval performance 694 over the database of 200 classes. As shown, the proposed approaches, SuperVec,
695
HSuperVec and H+BLAST considerably improve over the baseline RL approaches; Fig 13 696 shows the percentage gain in precision value achieved by our approaches compared to 697 the baseline approaches.
698
Improved RL approaches are expected to yield better database and query 699 embeddings, so that the relevant subjects for a given query may be confined to a close 700
April 22, 2019 neighborhood in the database embedding space, leading to improved performance on 701 the retrieval task. Improvements in RL approaches would also allow us to choose a 702 smaller number of candidate relevant subjects for a given query, thus providing further 703 gains in processing time and performance for hybrid approaches. In this paper, we introduced SuperVec, a supervised approach to learning embeddings 706 for biological sequences. SuperVec not only learns from the information present in the 707 sequences, but also captures sequence label information. We have demonstrated the 708 utility of SuperVec generated embeddings for the homologous sequence retrieval task 709 and noted its superior performance relative to other RL approaches in the bioinformatics 710 domain. The better performance of SuperVec on the retrieval task suggests that we can 711 generate task-specific sequence embeddings by infusing relevant meta information along 712 with the sequence information during the learning phase of a RL model.
713
We also presented a hierarchical version of SuperVec-specifically designed for the 714 sequence retrieval task-which we call H-SuperVec. H-SuperVec is seen to provide 715 improved performance SuperVec when applied to the retrieval task. The major 716 advantage offered by our methods lies in the speedy retrieval of relevant sequences from 717 the database for a given query, some 30-50× faster than BLAST. We also proposed a 718 hybrid approach for the retrieval task which exploits these performance advantages. 
723
Use of representation learning approaches for sequence comparison is growing, and 724 the improvement in retrieval performance achieved with our approaches is a strong step 725 forward in this direction. Our current work is focused on further improving the
726
Representation Learning techniques for biological sequences so that we can obtain a 727 better estimate of sequence similarity from the distances calculated in the embedding 728 space. Embeddings generated through such RL techniques can then be used for a wide 729 range of downstream bioinformatics tasks, including large scale phylogeny construction, 730 PPI prediction, and sequence clustering. 
