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В распределенной базе данных вся 
информация разделена на сегменты, 
которые находятся на различных 
рабочих станциях. При ограниченной 
циркуляции сегментов для каждого 
из них на сервере создается таблица 
адресов рабочих станций, где 
отдельно взятый сегмент должен 
обрабатываться. Создана система 
моделирования, с помощью 
которой можно проследить, как 
разные параметры влияют на время 
ожидания сегментов рабочими 
станциями, а также выявить 
преимущества и недостатки двух 
архитектур систем управления 
базами данных – централизованной 
и с ограниченной циркуляцией 
сегментов.
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Важным направлением развития вычислительных систем является разработка высокопроизводитель-
ных СУБД – систем управления базами 
данных. Непрерывно возрастающие воз-
можности современных компьютерных 
сетей ставят перед разработчиками пробле-
му выбора, а в некоторых случаях и модер-
низации архитектуры СУБД. Модерниза-
ция, в свою очередь, не обходится без 
предварительного моделирования [1, 2].
Существует множество языков и систем 
моделирования: GPSS, AnyLogic, ДАСИМ 
и т. д., которые имеют свои преимущества 
и недостатки [1, 6–8]. Например, такие 
языки, как GPSS, обладают немалым по-
тенциалом для построения и анализа мо-
делей, но сложны в использовании, и раз-
работка модельных схем с их участием 
требует навыков в программировании 
и может занимать много времени. Распре-
деленные системы имитационного моде-
лирования применяются поэтому лишь для 
увеличения вычислительных возможно-
стей, но не для взаимодействия моделей.
С учетом проведенного в [3] анализа 
можно считать, что все имеющиеся систе-
мы моделирования не позволяют создавать 
модели, взаимодействующие между собой 
Ирина СафОнОВа
irina E. safOnOVa
яков гОлдОВСкИй
Yakov m.gOldOVskiY
борис жЕлЕнкОВ
boris V.zHElEnkOV
33
•МИР ТРанСПОРТа 04’14
по каналам связи компьютерной сети. Это 
и послужило причиной для разработки 
своей оригинальной системы моделирова-
ния, которая реализует сетевую СУБД 
с ограниченной циркуляцией сегментов. 
Частным ее случаем становится централи-
зованная архитектура СУБД, если исполь-
зуется один сегмент для всей базы данных. 
Одновременно следует отметить, что на ка-
федре «Вычислительные системы и сети» 
МИИТ под руководством профессора 
А. Б. Барского проводятся исследования 
сетевых баз данных с циркулирующей ин-
формацией.
ТЕхнОлОгИИ ИнфОРМацИОннОгО 
ОбМЕна
В данный момент применяются следу-
ющие технологии обмена информации 
в сетевых базах данных (БД): файловый 
сервер, клиент-сервер, циркулирующие [4, 
5]. В циркулирующих БД предполагается 
разделение баз данных на части – сегмен-
ты. Сегментом может быть группа таблиц, 
одна таблица, группа записей, одна запись. 
Все это зависит от настройки СУБД в ка-
ждом отдельном случае. Далее термин 
«сегмент» будем использовать для обозна-
чения минимальной единицы данных 
из базы, которая передается по сети.
При доступе большого числа пользова-
телей к некоторой базе данных каждому 
из них требуется или один сегмент БД (про-
стой запрос), или несколько таких сегментов 
(сложный запрос), но в сетевой БД инфор-
мация находится на сервере, и в каждый 
момент времени сегмент может быть досту-
пен только одному пользователю. В статье 
[5] показано, что обработка любой совре-
менной БД полностью реализуется SPMD-
технологией [4], причем основная концеп-
ция этой технологии относительно БД за-
ключается в превращении ее из однока-
нальной в многоканальную систему 
массового обслуживания (СМО). В этом 
случае СУБД является каналом обслужи-
вания, и она должна быть размножена 
на всех рабочих станциях (РС).
Работа с БД осуществляется по одной 
программе, но в зависимости от полей, 
которые необходимо обрабатывать, выпол-
нение этой программы может происходить 
по разным ветвям алгоритма, а потому 
выбираются и различные сегменты БД, т. е. 
каждый из них обрабатывается по собст-
венному алгоритму.
В результате любая СУБД обслуживает 
поток запросов со «своей» РС. Это позво-
ляет разделить общий поток запросов к БД 
( ρ ), ослабив влияние критического соот-
ношения:
1
λ
ρ
µ
= < ,  (1)
где λ – интенсивность потока запросов 
к БД, µ – интенсивность потока обслужи-
вания.
Соотношение (1) влияет на среднее 
время обслуживания запроса ( обслТ ):
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где t
обсл
 – «чистое» время обработки одного 
запроса.
Если предположить, что при располо-
жении СУБД на каждой РС время обслу-
живания будет зависеть только от ситуа-
ции, складывающейся на станции, тогда:
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где 1 n
λ
ρ
µ
= , n – число РС.
Для централизованной БД недостатком 
реализации доступа к данным является то, 
что они находятся на одном сервере, и воз-
никают очередь при обращении к нему, 
существенные задержки в работе.
В распределенной БД вся информация 
разделена на сегменты, которые находятся 
на различных РС. Но при этом появляется 
ряд проблем, связанных с тем, каким обра-
зом будет осуществляться доступ к сегмен-
ту БД, расположенному на некоторой i-й 
PC с другой i+n-й.
Если использовать принципы цикличе-
ской циркуляции сегментов БД в сети, 
то решается проблема синхронизации 
и доступа. Все сегменты последовательно 
переходят от одной PC к другой, но здесь 
необходим механизм, обеспечивающий 
циркуляцию сегментов только между теми 
станциями, которые с ними взаимодейст-
вуют. В [4] предложен такой механизм – 
метод ограниченной циркуляции или 
адресации сегментов. В той же статье 
приводится описание технологии работы 
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БД с ограниченной циркуляцией сегмен-
тов, показано поведение РС при доступе 
к сегментам, приведен анализ времени 
выполнения запросов и разрешения кон-
фликтов при обработке сложных запросов 
к сетевой БД с циркулирующей информа-
цией, а также алгоритм поиска и устране-
ния перекрестных ссылок.
Для каждого сегмента на сервере созда-
ется таблица адресов (ТА) рабочих станций, 
на которых тот или иной сегмент должен 
обрабатываться. Эта таблица динамически 
изменяется во времени. ТА станций вклю-
чает в себя: поле, содержащее список адре-
сов (номеров, имен) РС, к которым направ-
ляется сегмент; коэффициент частоты 
обращений PC к данному сегменту (это 
число обращений за некоторый временной 
интервал) и другую статистическую инфор-
мацию [4, 5]. Кроме ТА формируется спи-
сок приоритетных адресов PC, который 
постоянно находится на ней.
Основную функцию по передаче и мо-
дификации таблицы адресов выполняет 
сервер, она аналогична работе РС по пере-
даче сегмента, но с той лишь разницей, что 
для сложных запросов генерируется соот-
ветствующий коэффициент – приоритет 
сложного запроса [5]. Рабочая станция 
выполняет простые действия по генерации 
номера записи, определению номера сег-
мента для этой записи и вызову метода 
получения сегмента. Пока РС не получит 
все необходимые ей сегменты, никаких 
действий она не выполняет. Затем ею при-
бавляется время, потребовавшееся для 
получения сегмента на обработку, к общей 
для всех РС переменной, а также инкри-
минируется другая общая переменная для 
последующего вычисления среднего вре-
мени ожидания (первая переменная будет 
разделена на вторую).
В качестве дополнительных возможно-
стей по уменьшению загрузки сервера, 
на котором хранится база данных, можно 
использовать вариант распределения сег-
ментов БД по нескольким вспомогательным 
серверам [4, 5]. При этом имеются в виду 
различные алгоритмы. Их использование 
зависит от таких параметров, как частота 
обращений, размер, среднее количество 
рабочих станций, между которыми цирку-
лирует сегмент, расстояние или маршрут 
между рабочей станцией и сервером [5].
Следовательно, БД с ограниченной 
циркуляцией дает ряд преимуществ:
• возможность максимально гибкого 
использования за счет механизма ограни-
ченной циркуляции;
• возможность использования в гло-
бальных сетях;
• минимизацию времени доступа за счет 
SPMD технологий и ограниченной цирку-
ляции [4];
• перестройка БД для новых условий 
происходит автоматически и без дополни-
тельных затрат;
• поскольку механизм ограниченной 
циркуляции – это механизм функциони-
рования клиента и сервера, то возможно 
его совмещение с любыми существующими 
БД.
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Рис. 1. Блок-схема модуля взаимодействия пользователя с системой.
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ОСнОВнЫЕ эТаПЫ 
МОдЕлИРОВанИя
При создании системы моделирования 
наиболее целесообразным признано при-
менение языковых средств Java. В качестве 
среды разработки был выбран Eclipse – 
свободно распространяемый программный 
комплекс Java-приложений от компании 
IBM.
Интегральным критерием анализа про-
изводительности СУБД при моделирова-
нии является время доступа к БД, т. е. 
время ожидания рабочими станциями за-
прошенного сегмента. Критерий нагляд-
ный и очень важный, ибо РС, которая 
сгенерировала запрос на какую-либо за-
пись, должна как можно быстрее его полу-
чить, а это зависит от проектировщика 
СУБД. Именно снижение времени ожида-
ния сегмента служит критерием, позволя-
ющим оценить производительность СУБД. 
Основной задачей здесь остается опреде-
ление того, как различные параметры си-
стемы и условия, в которых она работает, 
влияют на время ожидания сегмента и, 
соответственно, на эффективность всей 
СУБД.
Разработанная система состоит из двух 
основных модулей: модуля взаимодействия 
пользователя с системой и модуля модели-
рования.
Блок-схема модуля взаимодействия 
пользователя с системой представлена 
на рис. 1. В блоке 1 происходит инициали-
зация графического интерфейса. Окно 
программы содержит несколько полей для 
указания входных параметров, а также 
пункты меню управления, которые обес-
печивают вызов процедур, указанных 
в блоках 3-7.
Блок-схема модуля моделирования 
представлена на рис. 2. В блоке 7-1 иници-
ализируются переменные, основные зна-
чения которых этот модуль получает 
от первого. Одна из переменных – число 
РС используется для цикла запуска пото-
ков-рабочих станций (7-2 – 7-4), а также 
для их остановки (7-6 – 7-8). После запуска 
потоков основной модуль приостанавли-
вает свое выполнение на время, равное 
времени одного прохода (блок 7-5), то есть 
в этот момент работают лишь потоки-ра-
бочие станции. В блоке 7-9 вычисляется 
среднее время ожидания записей РС.
Цикл запуска потоков, от 
0 до числа рабочих 
станций
Запуск потоков - 
рабочих станций
Задержка, равная 
времени моделирования
Остановка потоков - 
рабочих станций
Цикл запуска потоков
Цикл остановки потоков, 
от 0 до числа рабочих 
станций
Цикл остановки потоков
Запуск процесса 
моделирования.
Начало
Запуск процесса 
моделирования.  
Конец
Инициализация 
значений основных 
переменных
7-1
7-2
7-3
7-4
7-5
7-6
7-7
7-8
7-9
Установка среднего 
времени ожидания 
записей
Рис. 2. Блок-схема модуля моделирования 
сетевой БД.
 
Модуль взаимодействия пользователя 
с системой представляет собой удобную 
графическую оболочку для установки па-
раметров и запуска процесса моделирова-
ния (рис. 3). С помощью интерфейса 
пользователь может:
1) указать диапазон для каждого пара-
метра;
2) установить время одного прохода;
3) установить максимальное количество 
проходов для каждого параметра;
4) установить путь к файлу для сохране-
ния результата;
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5) сбросить все значения во всех полях 
на значения по умолчанию;
6) сохранить настройки в файл;
7) загрузить настройки из файла;
8) запустить процесс моделирования.
Второй модуль должен получать в каче-
стве входного параметра переменные раз-
личного типа.
Рис. 3. Графический 
интерфейс системы.
Рис. 4. Окно, 
информирующее 
пользователя о том, 
сколько займет процесс 
моделирования.
Рис. 5. Сообщение 
пользователю 
об успешном завершении 
процесса моделирования.
На рис. 4 и 5 представлены фрагменты 
работы системы моделирования, реализу-
ющей модель сетевой СУБД с ограничен-
ной циркуляцией сегментов.
До того времени, пока процесс не бу-
дет завершен, никаких выводов систе-
мой не производится. После выполне-
ния программы пользователь получит 
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сообщение о том, что результат сохра-
нен.
Далее полученный файл с расширением 
ndout следует открыть в WEB-браузере или 
текстовом редакторе.
аналИз РЕзУльТаТОВ
Система, реализующая модель сетевой 
СУБД с ограниченной циркуляцией сег-
ментов, дает возможность пользователю 
вводить не одно значение для каждого 
параметра, а целый их диапазон, тем самым 
облегчая ввод данных особенно для изуче-
ния большого числа моделей. При помощи 
разработанной системы можно проследить, 
как разные параметры влияют на время 
ожидания сегментов рабочими станциями, 
а также выявить преимущества и недостат-
ки двух архитектур СУБД – централизо-
ванной и с ограниченной циркуляцией 
сегментов.
На рис. 6 представлен график оценки 
влияния размеров БД на производитель-
ность СУБД. Число записей в базе изменя-
ется от 50 до 500. Это довольно большой 
диапазон, который демонстрирует четкую 
зависимость задержек при различных раз-
мерах базы данных.
Так как количество клиентов постоян-
но, увеличение количества записей в одном 
сегменте снижает время ожидания сегмен-
тов, ведь «интересы» рабочих станций от-
носительно различных записей «пересека-
ются» реже. Таким образом, большая БД 
позволяет лишь познать преимущества 
СУБД с ограниченной циркуляцией сег-
ментов.
На рис. 7 показан график оценки влия-
ния количества записей в одном сегменте 
на производительность СУБД. Параметр 
меняется в пределах от 8 до 200, причем чем 
больше записей содержится в сегменте, тем 
чаще сегменты будут востребованы РС.
Увеличение количества записей в сег-
менте приводит к тому, что рабочие стан-
ции часто обращаются к одинаковым сег-
ментам, поэтому график возрастает. Не-
большой спад в конце графика вызван тем, 
что когда количество записей в сегменте 
превышает 100, приходится иметь дело 
с двумя сегментами, и все проходы после 
этой отметки являются, по сути, одинако-
выми. Разброс в 70 мс крайне мал, и можно 
считать это погрешностью.
Рис. 6. График зависимости производительности 
СУБД от количества записей в БД.
Рис. 7. График зависимости производительности 
СУБД от количества записей в сегменте.
Рис. 8. Зависимость производительности СУБД 
от частоты появления сложных запросов.
Рис. 9. График зависимости производительности 
СУБД от числа клиентов.
0
1000
2000
3000
4000
5000
6000
50 80 11
0
14
0
17
0
20
0
23
0
26
0
29
0
32
0
35
0
38
0
41
0
44
0
47
0
Количество записей в БД
С
ре
дн
ее
 в
ре
м
я 
ож
ид
ан
ия
 
се
гм
ен
то
в 
(м
с)
1700
1750
1800
1850
1900
1950
2000
2050
2100
2150
2200
2250
6 19 32 45 58 71 84 97 11
0
12
3
13
6
14
9
16
2
17
5
18
8
Количество записей в сегменте
С
ре
дн
ее
 в
ре
м
я 
ож
ид
ан
ия
 
се
гм
ен
то
в 
(м
с)
0
500
1000
1500
2000
2500
10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
Процент сложных запросов
С
ре
дн
ее
 в
ре
м
я 
ож
ид
ан
ия
 
се
гм
ен
то
в 
(м
с)
34 сегмента
1 сегмент
0
1000
2000
3000
4000
5000
6000
7000
8000
5 11 17 23 29 35 41 47 53 59 65 71 77 83 89
Количество клиентов в сети
С
ре
дн
ее
 в
ре
м
я 
ож
ид
ан
ия
 
се
гм
ен
то
в 
(м
с)
34 сегмента
1 сегмент
38
•МИР ТРанСПОРТа 04’14
На рис. 9 приводится оценка влияния 
количества клиентов на производитель-
ность СУБД. Этот параметр меняется от 5 
до 100.
Возрастание графика показывает, что 
чем больше клиентов, тем больше время 
ожидания сегментов. Это происходит из-за 
возникновения конфликтов, поскольку 
количество сегментов одно и то же, а кли-
ентов больше, их «интересы» очень часто 
«пересекаются», поэтому рабочие станции 
больше времени ожидают освобождения 
нужных им сегментов. Преимущество базы 
данных с ограниченной циркуляцией про-
является в большей степени для случая, 
когда количество клиентов системы срав-
нительно велико.
Рис. 10 иллюстрирует влияние частоты 
обращений к БД на производительность 
СУБД. Пусть средний промежуток времени 
между запросами будет меняться от 100 
до 3000 мс. Чем реже появляются запросы, 
тем меньше должно быть время ожидания. 
Например, промежуток в 100 мс означает, 
что после каждого запроса «поток-РС» 
станция «неактивна» в течение случайного 
промежутка времени от 50 до 150 мс.
Увеличение времени простоя станции 
при постоянном времени обработки сег-
ментов уменьшает время их ожидания. Это 
связано с тем, что рабочие станции рабо-
тают не синхронно. Иными словами, 
во время простоя одних РС, остальные 
могут обмениваться сегментами. Увеличе-
ние времени простоя снижает частоту об-
ращений к серверу, и на графике это четко 
отражено. Так как графики и числовые 
значения параметра для каждой архитек-
туры являются очень похожими, то в такой 
ситуации довольно сложно сделать точные 
выводы относительно того, какую архитек-
туру предпочесть при разных частотах об-
ращений к БД.
На рис. 11 представлен график зависи-
мости производительности СУБД от вре-
мени обработки сегментов. Этот параметр 
подразумевает сумму всех временных за-
держек при манипуляции с сегментом, 
а основным остается время передачи сег-
мента по сети. Время обработки сегментов 
изменяется в пределах от 100 до 3000 мс. 
Чем дольше сегмент будет находиться у i-й 
РС, тем время ожидания на получение 
сегментов должно быть больше.
Рис. 10. График зависимости производительности 
СУБД от времени между запросами.
Рис. 11. График зависимости производительности 
СУБД от времени обработки сегментов.
Рис. 12. Зависимость производительности СУБД 
от количества записей в сложных запросах.
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Оценка влияния частоты появления 
сложных запросов на производительность 
СУБД представлена на рис. 8. Процент их 
изменяется в пределах от 5 до 80, и возра-
стание частоты указывает на то, как такие 
запросы увеличивают время ожидания 
сегментов.
Здесь очевидно, что увеличение частоты 
появления сложных запросов негативно вли-
яет на время ожидания сегментов в обеих 
архитектурах. Больший выигрыш от предпоч-
тения архитектуры с ограниченной циркуля-
цией сегментов имеется в том случае, когда 
сложных запросов в системе крайне мало.
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График подтверждает предположения 
о том, что чем дольше проходит обработка 
сегментов, тем больше время ожидания 
этих сегментов рабочими станциями.
Оценка влияния количества записей 
в сложных запросах на производитель-
ность СУБД показана на рис.12. Макси-
мальное количество записей в сложном 
запросе может меняться, и чем больше 
сегментов будет ожидать рабочая стан-
ция, тем больше должно быть время 
ожидания этих сегментов.
Возрастание графика, то есть увели-
чение времени ожидания сегментов, 
вызвано тем, что чем больше сегментов 
за один сложный запрос захватывает од-
на станция, тем больше других РС про-
стаивает, ожидая, когда освободятся не-
обходимые им сегменты. Это справедли-
во в обоих случаях. Централизованная 
архитектура обслуживает запросы мед-
леннее, чем архитектура с ограниченной 
циркуляцией сегментов.
По результатам моделирования можно 
сделать следующие выводы:
– лучшая производительность будет 
достигнута в случае, если отношение коли-
чества сегментов к количеству пользовате-
лей будет больше единицы;
– при увеличении числа сложных за-
просов и количества сегментов в них про-
исходит увеличение времени ожидания 
сегментов; негативно на этот параметр 
влияет и большая активность пользовате-
лей и высокая частота обращений к БД;
– при использовании централизован-
ной архитектуры (один сегмент) все РС 
обращаются к одному и тому же сегменту, 
поэтому практически во всех случаях их 
общее время ожидания больше, чем при 
использовании архитектуры с ограничен-
ной циркуляцией сегментов (несколько 
сегментов);
– ограниченная циркуляция является 
перспективным направлением в развитии 
архитектур баз данных.
При увеличении числа сегментов с оди-
наковым числом записей в сегменте сни-
жается время ожидания сегмента при по-
стоянном количестве клиентов.
При увеличении размера сегмента вре-
мя ожидания возрастает.
При увеличении числа пользователей 
время ожидания сегмента возрастает.
Если запрос рабочей станции не содер-
жит запросов модификации данных, сег-
мент может сразу же передаваться следую-
щей рабочей станции, не дожидаясь завер-
шения обработки. Так как большинство 
запросов базе данных требует поиска ин-
формации, а не ее изменения, это позво-
ляет нескольким РС одновременно обра-
батывать целый сегмент, что ускоряет 
циркуляцию и уменьшает время ожидания 
сегмента.
заключЕнИЕ
Система моделирования, реализующая 
модель сетевой СУБД с ограниченной 
циркуляцией сегментов, дает возможность 
моделировать поведение различных архи-
тектур и проводить оценку необходимых 
параметров разрабатываемых СУБД. Мо-
делирование позволяет получить ответ 
на очень важный вопрос, насколько эф-
фективной будет создаваемая система 
управления в тех или иных условиях, при 
тех или иных параметрах.
Существенно то, что модель обеспечи-
вает работу СУБД в корпоративной 
компьютерной сети, ведь именно в ее усло-
виях должны максимально проявиться 
преимущества базы данных с ограничен-
ной циркуляцией.
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