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Abstract
We investigate the limit behavior of supercritical multitype branching processes in
random environments with linear fractional offspring distributions and show that
there exists a phase transition in the behavior of local probabilites of the process
affected by strongly and intermediately supercritical regimes. Some conditional limit
theorems can also be obtained from the representation of generating functions.
Keywords: multitype branching process in random environments, supercritical,
random walk, conditional limit theorem;
Mathematics Subject Classification: Primary 60J80; secondary 60G50.
1 Introduction
Branching processes in random environments (BPRE), which are one of the interesting and
important generalizations of the Galton-Watson processes, have been first introduced by Smith
and Wilkinson [1] for the case of i.i.d. environmental situation. Athreya and Karlin in [2] and
[3] extended this model to a more general environmental situation. Since then, Weissner [4],
Kaplan [5] and Tanny [6] considered the multitype branching processes in random environments
(MBPRE) of Smith-Wilkinson model and Athreya-Karlin model respectively, and have got the
extinction criteria for them. Recently, some interesting properties such as a kind of phase
transition were noted in the subcritical and supercritical cases for BPRE model in [7], [9], [11],
[10], and [12], [13], [14]. To be more specific, it was shown that the survival probability decreases
at different rates in the strongly, intermediately and weakly subcritical phases. These finding
were complemented in [16] and [17] by describing the asymptotics of the survival probability for
some classes of subcritical MBPRE.
All these papers deal with the statements concerning the events occurring with negligible prob-
ability when time goes to infinity (survival of subcritical processes, conditional limit theorems
for subcritical processes given their survival, small population size for single-type supercritical
processes given their survival). However, up to now the supercritical MBPRE were not inves-
tigated in detail. In the present paper, we study the distribution of the population size for a
class of supercritical MBPRE and investigate the asymptotic behavior of the probabilities of
some rare events including the probability to have a small number of particles in a supercritical
MBPRE. In particular, we generalize some results from [12] concerning the asymptotic behavior
of the probabilities of some rare events for single-type BPRE to the multitype setting.
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2 Preliminaries
Dealing with multitype processes it is impossible to avoid complicated notation and formulas.
We begin our description with introducing some standard agreement for K-dimensional vectors
and matrices. First we make no distinction in the notation of row and column vectors. It will be
clear from the context which form (row or column) of the respective vector is used. In addition,
• we denote by ej a K-dimensional vector whose j-th component equals 1 and all others
equal zero;
• all zero and all one vectors will be written as 0 = (0, . . . , 0) and 1 = (1, . . . , 1);
• for x = (x1, . . . , xK) and y = (y1, . . . , yK) we set
|x| =
K∑
i=1
|xi|, (x,y) =
K∑
i=1
xiyi;
• for a positive K × K matrix A = (A(i, j))Ki,j=1, denote its Perron root by ρ(A) and let
v(A) = (v1(A), . . . , vK(A)) and u(A) = (u1(A), . . . , uK(A)) be the strictly positive left
and right eigenvectors of A corresponding to ρ(A) and meeting the scaling
(1,u(A)) = 1, (v(A),u(A)) = 1; (2.1)
• finally, using the notation N0 := {0, 1, 2, . . .} and taking s = (s1, . . . , sK) ∈ [0, 1]
K and
z = (z1, . . . , zK) ∈ N
K
0 we set s
z :=
K∏
i=1
szii .
We now introduce notation related to the K−type BPRE’s.
Let P(NK0 ) be the space of all probability measures on the set N
K
0 of K-dimensional vectors
with integer-valued nonnegative components. For f∈P(NK0 ) we denote its weights by f [z],
z =(z1, ..., zK) ∈ N
K
0 . We put
f(s) :=
∑
z∈NK0
f [z]sz, s =(s1, . . . , sK) ∈ [0, 1]
K .
The resulting function on the K-dimensional cube [0, 1]K is the generating function of the
measure f . We take the liberty here to denote the measure and its generating function by one
and the same symbol f . We need to consider K−dimensional vectors
f =
(
f (1), ..., f (K)
)
∈ P(NK0 )× · · · ×P(N
K
0 ) := P
K(NK0 )
of probability measures on
(
N
K
0
)K
:= NK0 × N
K
0 × · · · × N
K
0 where f
(i) ∈ P(NK0 ) for all i =
1, 2, ...,K.
Now we specify a K-type branching process in varying environment on the underlying prob-
ability space (Ω,F ,P) .
Definition 1. A sequence v = (f1, f2, . . .) of vector-valued probability measures on
(
N
K
0
)K
is
called a varying environment.
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Definition 2. Let v = (fn, n ≥ 1) be a varying environment. A stochastic process Z =
{Zn = (Zn(1), . . . , Zn(K)), n ≥ 0} with values in N
K
0 is called a branching process with varying
environment v, if for any z ∈ NK0 and n ≥ 1
P (Zn = z |Z0, . . . ,Zn−1) =
(
fZn−1n
)
[z].
This definition admits the following interpretation in probabilistic terms for n ≥ 1: given
Z0, . . . ,Zn−1 the random vector Zn = (Zn(1), . . . , Zn(K)) may be realized as the sum of inde-
pendent random vectors Y
(j)
i,n =
(
Y
(j)
i,n (1), . . . , Y
(j)
i,n (K)
)
with distributions f
(j)
n , j = 1, . . . ,K
Zn =
K∑
j=1
Zn−1(j)∑
i=1
Y
(j)
i,n.
Thus, informally, Zn(j) is the number of type j individuals of some population in generation n,
where all individuals reproduce independently of each other and of Zn, and where f
(j)
n is the
distribution of the offspring vector Y
(j)
n =
(
Y
(j)
n (1), . . . , Y
(j)
n (K)
)
of a type j individual in
generation n−1. The distribution of Z0, which is the initial distribution of the population, may
be arbitrary. In the sequel we often choose Z0 = ej for some j ∈ {1, . . . ,K}.
We associate with a vector-valued probability generating function f =
(
f (1), . . . , f (K)
)
the
mean matrix
m =m (f) = (m(i, j))Ki,j=1 :=
(
∂f (i)
∂sj
(1)
)K
i,j=1
and use mn for m (fn) in the sequel.
In what follows we write Pz,v(·) and Ez,v [·] for the distribution and expectation of the process
in varying environment v with Z0 = z. If the particular form of the environment is of no
importance we often write Pz(·) and Ez [·] for Pz,v(·) and Ez,v [·] .
Let us pass to the description of K-type branching processes in random environment. To
this aim we endow the space PK(NK0 ) of vector-valued probability measures on
(
N
K
0
)K
with the
metric dTV of total variation, given by
dTV (f ,g) =
1
2K
∑
z∈NK0
|f [z]− g[z]| , f ,g ∈ PK(NK0 )
and with the respective Borel σ-algebra. This allows us to consider vector-valued random proba-
bility measures on
(
N
K
0
)K
, which are random vectors F =
(
F (1), ..., F (K)
)
with values inPK(NK0 )
and components specified by probability generating functions
F (i)(s) :=
∑
z∈NK0
F (i)[z]sz, i = 1, . . . ,K. (2.2)
Definition 3. A sequence V = (F1,F2, ...) of random probability measures on
(
N
K
0
)K
is called
a random environment for a K-type BPRE. An i.i.d. environment is a random environment
whereF1,F2, . . . are i.i.d. copies of some vector-valued random probability measureF on
(
N
K
0
)K
.
In the sequel we use the symbols P and E for probabilities and expectations for the branching
processes evolving in random environment in contrast with the symbols P and E used for the
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branching processes evolving in varying environment. We denote by P the law of the environment
and by P the annealed law of the MBPRE respectively, and use the symbols E and E for the
corresponding expectations. Then P(·) :=
∫
Pv (·)P (dv).
Definition 4. Let V be a random environment. A process Zn = (Zn(1), . . . , Zn(K)) with
values in NK0 is called a K−type branching process with random environment V , if for each
varying environment v and for all z, z1, . . . , zm ∈ N
K
0 we have
P(Z1 = z1, . . . ,Zm = zm|Z0 = z;V = v) = Pz,v(Z1 = z1, . . . ,Zm = zm) a.s.
In the sequel working in a random environment we use capital letters for the variables or func-
tions denoted by small letters in case of varying environment. For instance, the (random) repro-
duction law of particles of the n-th generation will be specified by the tuple Fn = (F
(1)
n , . . . , F
(K)
n )
of (random) probability generating functions. Similarly, we denote by
Mn := (Mn(i, j))
K
i,j=1 =
(
∂F
(i)
n
∂sj
(1)
)K
i,j=1
(2.3)
the mean matrix corresponding to Fn and so on. Clearly, Mn, n ≥ 1, are i.i.d. matrices having
the same distribution as the matrix
M = (M(i, j))Ki,j=1 =
(
∂F (i)
∂sj
(1)
)K
i,j=1
. (2.4)
Now we formulate basic assumptions to be valid throughout the paper.
Hypothesis 1. We assume that the offspring generating functions of our process are fractional-
linear, that is, with probability 1 the generating functions F and Fn have the form
F(s) = 1−
M(1− s)
1 + (w,1− s)
, Fn(s) = 1−
Mn(1− s)
1 + (wn,1− s)
, n ≥ 1, (2.5)
wherew = (w1, · · · , wK) andwj = (wj1, · · · , wjK) , j = 1, · · · ,K are independentK-dimensional
nonnegative row random vectors of the environment with w
d
= wj.
Hypothesis 2. There exists a number α ∈ (0, 1) such that
α ≤
maxi,jM(i, j)
mini,jM(i, j)
≤
1
α
with probability 1.
Hypothesis 3. There exists a nonrandom vector v = (v1, · · · , vK) with positive components
such that, for M and all Mn, n ≥ 1,
vM = ρ(M)v, vMn = ρ(Mn)v,
that is, for matrices M and Mn, n ≥ 1, the v is the left eigenvector corresponding to their
Perron roots.
Under this assumption, direct calculations with generating functions are feasible, i.e. we can
explicitly calculate the generating function of Zn, conditioned on the environment. Moreover,
under this condition a simple extension of the classification of the single type BPRE given in [8]
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to the MBPRE is possible. Namely, setting X := ln ρ, Xn := ln ρn and introducing the so-called
associated random walk S = {Sn, n ≥ 0} as
S0 := 0, Sn := X1 + ...+Xn,
we call a MBPRE satisfying Hypotheses 1 and 3 supercritical if lim
n→∞
Sn = ∞ a.s., critical if
lim sup
n→∞
Sn =∞ a.s. and lim inf
n→∞
Sn = −∞ a.s., and subcritical if lim
n→∞
Sn = −∞ a.s.
In particular, if E [X] exists then a MBPRE {Zn, n ≥ 0} is supercritical, critical or subcritical,
if E [X] > 0, E [X] = 0 or E [X] < 0, respectively.
The supercritical case admits additional classification based on the value of E
[
Xe−X
]
.
We call a MBPRE meeting Hypothesis 3 strongly supercritical if E
[
Xe−X
]
> 0, intermedi-
ately supercritical if E
[
Xe−X
]
= 0 and weakly supercritical if E
[
Xe−X
]
< 0.
In the present paper, we mainly study the limiting behavior of the MBPRE in the strongly
and intermediately supercritical regimes and assume the validity of the following
Hypothesis 4.
κ := E
[
e−X
]
= E
[
ρ−1
]
<∞.
We use the parameter κ to introduce a new measure P defined as follows: for any n ∈ N :=
{1, 2, . . .} and any bounded measurable function φ : (P(NK0 ))
n × (NK0 )
n+1 → R,
E [φ (F1, . . . ,Fn;Z0, . . . ,Zn)] := κ
−n
E
[
e−Snφ (F1, . . . ,Fn;Z0, . . . ,Zn)
]
.
This change of measure is an important tool which will be used throughout our paper.
Note that under the new measure the sequence {Zn, n ≥ 0} is still a K-type branching process
in i.i.d. random environment. Moreover, it is supercritical (E [X] > 0) for the initial strongly
supercritical process, critical (E [X] = 0) for the initial intermediately supercritical process and
subcritical (E [X] < 0) for the initial weakly supercritical process.
3 Main results
3.1 The strongly supercritical case
In this subsection we assume that
0 < E [X] = E
[
Xe−X
]
<∞, (3.1)
there exists an ε > 0 such that
E
[
e−X |X + log |w||1+ε
]
<∞ (3.2)
and, in addition, that
E
[
e−X log
(
K∑
i=1
(1− Pei,v (|Z1| = 0))
)]
= κE
[
log
(
K∑
i=1
(1− Pei,v (|Z1| = 0))
)]
> −∞,
(3.3)
which imply (see Theorem 9.10 in [6]) that the process survives under the measure P with a
positive probability. Now we are ready to formulate our first result concerning the limiting
behavior of the MBPRE.
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Theorem 3.1 If conditions (3.1) – (3.3) and Hypotheses 1 to 3 are valid then there exists a
constant θi ∈ (0,∞) such that, for each fixed z = 1, 2, . . .
Pei (|Zn| = z) ∼ θi · κ
n (3.4)
If, in addition,
E [X] < log
1 + α2
1− α2
, (3.5)
then, for each z ∈NK0 , |z| > 0, there exists a constant Θi(z) > 0 such that as n→∞,
Pei (Zn = z) ∼ Θi(z) · κ
n. (3.6)
Remark 1 We see from (3.4) that for every c ∈ N and 1 ≤ z ≤ c, as n→∞,
Pei
(
|Zn| = z
∣∣∣1 ≤ |Zn| ≤ c)→ 1
c
,
i.e. the limiting distribution of |Zn| is uniform on {1, . . . , c}.
Remark 2 The explicit form of the constants Θi(z) is given by formula (4.11) below.
Before we state the next theorem, we formulate an important property concerning the eigen-
vectors of the matrices
Mk,n :=Mk · · ·Mn = (Mk,n(i, j))
K
i,j=1 , k = 1, 2, . . . .
We denote by u (M1,n) := (u1 (M1,n) , , uK (M1,n)) the right positive eigenvector of M1,n that
corresponds to the Perron root ρ (M1,n) = ρ1 · · · ρn and meets the scaling (1,u (M1,n)) =
(v,u (M1,n)) = 1.
Lemma 1 (compare with points (i) and (ii) of Theorem 1 in [18]) Under Hypotheses 2 and 3,
for all i, j as n→∞
M1,n(i, j)
ρ (M1,n)
− vjuj (M1,n)→ 0 P− a.s.,
and there exists a random vector u = (u1, . . . , uK) such that u (M1,n)→ u P− a.s.
In addition, (v,u) = 1.
With this lemma in hands, we can establish one more result concerning conditional limiting
properties of the process. For vectors z = (z1, . . . , zK) and v = (v1, . . . , vK) denote for brevity
C(z,v) :=
|z|!
z1! · · · zK ! |v|
K∏
r=1
(
vr
|v|
)zr
,
set
Rn(i) := Pei(|Zn| = 0) = Pei,v(|Zn| = 0), Qn(i) := Pei(|Zn| > 0) = Pei,v(|Zn| > 0),
and for the event {|Z∞| > 0} := {|Zn| > 0,∀n ∈ N} let
R(i) := Pei(|Z∞| = 0), Q(i) := 1−R(i) = Pei(|Z∞| > 0).
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Theorem 3.2 If conditions (3.1) – (3.3), (3.5) and Hypotheses 1 to 3 are valid then, for all
i, l ∈ {1, . . . ,K} and z = (z1, . . . , zK) 6= 0 and all t ∈ (0, 1),
lim
n→∞
Pei
(
Z⌊nt⌋ = z
∣∣∣Zn = el) = p(z),
where p = (p(z))
z∈NK0
is a proper probability distribution being the same for all i and l and
having components
p(z) = C(z,v)E

 K∑
r=1
zr
ur
Q2(r)
R(r)
·
K∏
j=1
Rzj (j)

 .
3.2 The intermediately supercritical case
In this case, we assume, along with (3.3) that
E
[
Xe−X
]
= 0. (3.7)
Then E [X] = 0 and S is a recurrent random walk under P.
For our results, we impose some additional restrictions on the characteristics of the MBPRE.
Hypothesis 5. The distribution of X := log ρ under P belongs to the domain of attraction
of a stable law with index a ∈ (0, 2]. It is a non-lattice distribution.
Define the random variable
ϑ := 1 +
1
ρ2
∑
z∈NK
K∑
i=1
vi
K∑
j,k=1
zjzkF
(i) [z] .
Hypothesis 6. There is an ε > 0 such that E
[
loga+ε ϑ
]
<∞, where the parameter a is from
Hypothesis 5.
Now we are ready to formulate our next statement showing a different rate of convergence to
zero concerning the probabilities of rare events, compared with the strongly supercritical case.
Theorem 3.3 If condition (3.7) and Hypotheses 1 to 6 are valid then, for any i ∈ {1, 2, ...,K}
and z ∈ NK0 , |z| > 0, there exists a constant ∆i(z) > 0 such that as n→∞,
Pei (Zn = z) ∼ ∆i(z) · κ
nP
(
min
0≤k≤n
Sk ≥ 0
)
∼ ∆i(z) · κ
nn−(1−a)l(n),
where l(n) is a function slowly varying at infinity.
The next theorem deals with the limiting distribution of {Zn, n ≥ 0} when the values of |Zn|
are restricted to a finite interval [1, c].
Theorem 3.4 If condition (3.7) and Hypotheses 5 and 6 are valid, then, for every c ∈ N and
1 ≤ z ≤ c,
lim
n→∞
Pei
(
|Zn| = z
∣∣∣1 ≤ |Zn| ≤ c) = 1
c
,
i.e. the limiting distribution is uniform on {1, ..., c}.
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To state our next result, we need to introduce some notation related to the associated random
walk. Denote the time of the first minimum up to the generation n as
τn := min {0 ≤ k ≤ n : Sk = min{S0, S1, ..., Sn}} ,
and the time of the first minimum between generations k and n by
τk,n := min {k ≤ j ≤ n : Sj = min{Sk, ..., Sn}} .
Theorem 3.5 If condition (3.7) and Hypotheses 1 to 6 are valid then, for any i, l ∈ {1, ...,K}
and t ∈ (0, 1)
lim
n→∞
Pei
(
Zτ⌊nt⌋,n = z
∣∣∣Zn = el) = q(z),
where q = (q(z))
z∈NK0
is a probability distribution with
q(z) = C(z,v)E+

 K∑
r=1
zr
ur
Q2(r)
R(r)
K∏
j=1
Rzj(j)

 .
Remark 3 The measure P+ corresponding to the expectation E+ will be defined in Section 5.
Here we just write the representation of q(z).
Remark 4 Note that the distributions p and q which look similar are, in fact, essentially dif-
ferent: they are generated by different measures.
It follows from Theorem 3.3 that there exists a constant δi such that, as n→∞
Pei (|Zn| = 1) ∼ δi · κ
nn−(1−a)l(n).
3.3 Basic formulas
Set Fn,n(s) = s, and let, for 0 ≤ k < n
Fk,n(s) = Fk+1 (Fk+2 · · · (Fn(s))) =
(
F
(1)
k,n(s), . . . , F
(K)
k,n (s)
)
,
where F
(i)
k,n(s) denote the probability generating function for the number of particles in the nth
generation given the process is initiated at time k by a single particle of type i. Recall that
Fn(s) are all linear fractional generating functions. It is easy to see by iterating that, for n ≥ 1
1− F0,n (s) =
M1 (1− F1,n (s))
1 + (w1,1− F1,n (s))
=
M1,2 (1−F2,n (s))
1 + (w1M2 +w2,1− F2,n (s))
= . . . =
M1,n (1− s)
1 + (Dn,1− s)
,
(3.8)
where
Dn := (Dn(1), . . . ,Dn(K)) := w1M2,n +w2M3,n + · · ·+wn−1Mn,n +wn.
Write
M1,n(i) = (M1,n(i, 1), . . . ,M1,n(i,K)) := eiM1,n
to denote the ith row of M1,n. It follows from (3.8) that
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1− F
(i)
0,n(s) =
(eiM1,n,1− s)
1 + (Dn,1− s)
=
(M1,n(i),1 − s)
1 + |Dn| − (Dn, s)
=
|M1,n(i)|
1 + |Dn|
∞∑
k=0
(
(Dn, s)
1 + |Dn|
)k
−
(M1,n(i), s)
1 + |Dn|
∞∑
k=0
(
(Dn, s)
1 + |Dn|
)k
. (3.9)
Substituting s = 0, we get the explicit expressions for survival and extinction probabilities:
Qn (i) = Pei,v (|Zn| > 0) =
|M1,n(i)|
1 + |Dn|
, Rn (i) = Pei,v (|Zn| = 0) = 1−
|M1,n(i)|
1 + |Dn|
. (3.10)
For z ≥ 1, z ∈ N, by comparing the corresponding coefficient for the total size of particles in
the nth generation, regardless of the types, we deduce that
Pei,v (|Zn| = z) =
|M1,n(i)|
(1 + |Dn|)
2
(
|Dn|
1 + |Dn|
)z−1
. (3.11)
It is known [19] that for the productMk,n, k ≤ n of the matrices satisfying Hypothesis 2, the
relation
Mk,n(i, j) =
n∏
r=k
ρr · ui(Mk,n) · vj
(
1 + θi,jβ
n−k
)
(3.12)
is valid, where β :=
(
1− α2
)
/
(
1 + α2
)
∈ (0, 1), |θi,j| ≤ C1, C1 is a positive constant. Further,
|M1,n(i)| =
K∑
j=1
M1,n(i, j) ≥
1
|v|
K∑
j=1
M1,n(i, j)vj =
vi
|v|
eSn (3.13)
and, similarly, for v∗ := min1≤j≤K vj
|M1,n(i)| ≤
1
v∗
K∑
j=1
M1,n(i, j)vj =
vi
v∗
eSn . (3.14)
Using the associated random walk Sn = X1 + · · · + Xn, n ≥ 1, S0 = 0, with increments
Xi = ln ρi, i ≥ 1, summing M1,n(i, j) over j and applying (3.12), we see that
|M1,n(i)| =
K∑
j=1
M1,n(i, j) = |v|ui(M1,n) (1 +O(β
n)) eSn . (3.15)
Recalling the definition of Dn = (Dn(1), . . . ,Dn(K)) and denoting
ηk,n :=
|v|
ρk
(wk,u(Mk+1,n)) (3.16)
we conclude that
Dn(j) =
n∑
k=1
(wk,Mk+1,nej) = vj
n∑
k=1
(wk,u(Mk+1,n))
n∏
r=k+1
ρr ·
(
1 +O(βn−k)
)
=
vj
|v|
n∑
k=1
ηk,ne
Sn−Sk−1
(
1 +O(βn−k)
)
(3.17)
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and
|Dn| =
K∑
j=1
Dn(j) =
n∑
k=1
ηk,ne
Sn−Sk−1
(
1 +O(βn−k)
)
. (3.18)
Combining (3.10) and (3.11) with the representation above and setting
Hn :=
|Dn|
1 + |Dn|
=
e−Sn |Dn|
e−Sn + e−Sn |Dn|
, (3.19)
we get for z ≥ 1, z ∈ N, i = 1, · · · ,K, an important formula which will be used many times in
our proof,
Pei (|Zn| = z) = Pei,v (|Zn| = z) =
1
|M1,n(i)|
Q2n (i)H
z−1
n P− a.s. (3.20)
Note that Hn is bounded by 1 and if Sn →∞ P− a.s. as n→∞, then also Hn → 1 P− a.s.
4 Proofs for the strongly supercritical case
In this section, we assume the validity of conditions (3.1) – (3.3). Let
ηk :=
|v|
ρk
(
wk,u
(k+1)
)
, k = 1, 2, . . . ,
where u(k+1) = (u
(k+1)
1 , . . . , u
(k+1)
K ) is the limiting random vector, as n → ∞ for u(Mk+1,n) in
the sense of Lemma 1.
Lemma 2 Given conditions (3.1) – (3.3) and Hypotheses 2 to 4
G :=
∞∑
k=0
ηk+1e
−Sk <∞ P− a.s. (4.1)
Proof. By the strong law of large numbers k−1Sk → E [X] > 0 P-a.s. as k → ∞. Hence,
for any ε > 0
e−Sk = O
(
e−k
1/(1+ε/3)
)
as k →∞ P− a.s. (4.2)
Further, in view of the inequality ηk ≤ |v| |wk| e
−Xk we have
P
(
ηk > e
k1/(1+ε/2)
)
≤
(
1
k
) 1+ε
1+ε/2
E
[(
log(|v| |wk| e
−Xk)
)1+ε]
=
(
1
k
) 1+ε
1+ε/2 E
[
e−X |X + log |v| |w||1+ε
]
E [e−X ]
.
Thus, by assumption (3.2) and Borel-Cantelli lemma
ηk = O
(
ek
1/(1+ε/2)
)
P− a.s.
This estimate combined with (4.2) justifies (4.1).
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Lemma 3 Given conditions (3.1) – (3.2) and Hypotheses 2 to 4,
lim
n→∞
n∑
k=0
ηk+1,ne
−Sk = G P− a.s. (4.3)
If, in addition, condition (3.5) is valid, then
lim
n→∞
eSn
n∑
k=0
ηk+1,ne
−Skβn−k = 0 P− a.s. (4.4)
Proof. Since, for each k = 1, 2, . . .
ηk,n =
|v|
ρk
(wk,u(Mk+1,n))→
|v|
ρk
(
wk,u
(k+1)
)
as n→∞ in the sense of convergence established in Lemma 1, (4.3) follows from Lemma 2. To
prove (4.4) it is necessary to observe that, as n→∞
n−1Sn + log β → E [X]− log
1 + α2
1− α2
< 0 P− a.s.
and to repeat almost literally the proof of Lemma 2.
Lemma 4 Given conditions (3.1) – (3.2), and Hypotheses 2 to 4,
lim
n→∞
e−SnDn = Gv, lim
n→∞
Dn
1 + |Dn|
=
v
|v|
P− a.s.
and
lim
n→∞
M1,n
1 + |Dn|
=
u⊗ v
|v|
1
G
P− a.s.,
where u = (u1, . . . , uK) is a random vector given by Lemma 1 and u⊗v =(uivj)
K
i,j=1 is a K×K
random matrix. In particular,
lim
n→∞
Qn(i) = lim
n→∞
|M1,n(i)|
1 + |Dn|
=
ui
G
P− a.s. (4.5)
Proof. The first two statements are easy consequences of Lemma 3, equalities (3.17) and
(3.18) and the evident fact that Sn → ∞ P − a.s. as n → ∞. To check the third and fourth
statements it is sufficient to additionally attract (3.12) with k = 1.
4.1 Proof of Theorem 3.1
Recalling (3.20) and the definition of the measure P, we have
Pei(|Zn| = z) = E [Pei (|Zn| = z)] = κ
nE
[
eSn
|M1,n(i)|
Q2n (i)H
z−1
n
]
. (4.6)
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Since ρ (M1,n) = e
Sn , Lemma 1 gives, as n→∞
|M1,n(i)|
eSn
→ ui |v| P− a.s. (4.7)
Finally, Hn ≤ 1 and Hn → 1 P a.s., as n → ∞. The estimates above and (3.13) allow us to
apply the dominated convergence theorem to (4.6) and to show by Lemma 2 that
θi := lim
n→∞
Pei(|Zn| = z)
κn
= E
[
lim
n→∞
eSn
|M1,n(i)|
lim
n→∞
Q2n (i)
]
= E
[
Q2 (i)
|v|ui
]
=
1
|v|
E
[
ui
G2
]
∈ (0,∞).
This completes the proof of the first part of the theorem.
To prove (3.6) we fix z = (z1, . . . , zK) ∈ N
K , |z| > 0, and recalling the expression of F
(i)
0,n(s)
in (3.9) obtain, after some evident but cumbersome transformations that
Pei (Zn = z) =
|z|!
z1! · · · zK !
K∏
r=1
(
Dn(r)
1 + |Dn|
)zr  K∑
j=1
zjM1,n(i, j)
|z|Dn(j)
−
|M1,n(i)|
1 + |Dn|

 . (4.8)
We know by (3.12), (3.15), (3.17), (3.18) and (4.4) that given (3.5)
lim
n→∞
eSn
(
M1,n(i, j)
|M1,n(i)|
|Dn|
Dn(j)
− 1
)
= 0 P− a.s. (4.9)
Therefore,
K∑
j=1
zjM1,n(i, j)
|z|Dn(j)
−
|M1,n(i)|
1 + |Dn|
= |M1,n(i)|

 1
|Dn|
K∑
j=1
zj
|z|
M1,n(i, j)
|M1,n(i)|
|Dn|
Dn(j)
−
1
1 + |Dn|


= |M1,n(i)|

1 + o(e−Sn)
|Dn|
K∑
j=1
zj
|z|
−
1
1 + |Dn|

 = |M1,n(i)|
|Dn|(1 + |Dn|)
(1 + εi(n)), (4.10)
where εi(n)→ 0 P−a.s. as n→∞. Using the equality
Pei (Zn = z) = E [Pei (Zn = z)] = κ
nE
[
eSnPei (Zn = z)
]
,
applying the dominated convergence theorem (recall (3.10)) and Lemma 4 we obtain
lim
n→∞
Pei(Zn = z)
κn
=
|z|!
z1! · · · zK !
E
[
lim
n→∞
K∏
r=1
(
Dn(r)
1 + |Dn|
)zr |M1,n(i)|
1 + |Dn|
eSn
|Dn|
]
=
|z|!
z1! · · · zK !
K∏
r=1
(
vr
|v|
)zr
E
[
ui
|v|G2
]
=
|z|!
z1! · · · zK !|v|
K∏
r=1
(
vr
|v|
)zr
E
[
Q2(i)
ui
]
=: Θi(z). (4.11)
The proof of Theorem 3.1 is completed.
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4.2 Proof of Theorem 3.2
Fix z ∈ NK , z 6= 0, and t ∈ (0, 1). By the Markov property of the process and the independence
of the environment we have
Pei
(
Z⌊nt⌋ = z,Zn = el
)
= E
[
Pei
(
Z⌊nt⌋ = z,Zn = el
)]
=
∑
|z|=z
Pei
(
Z⌊nt⌋ = z
)
· Pz
(
Zn−⌊nt⌋ = el
)
,
where Pz(·) = P(z1,··· ,zK)(·) denotes the distribution of the process with the initial state Z0 =
z = (z1, · · · , zK).
From Theorem 3.1, we know that, as n→∞
Pei
(
Z⌊nt⌋ = z
)
∼ κ⌊nt⌋ · C(z,v)E
[
Q2(i)
ui
]
. (4.12)
Besides, in view of (4.8) – (4.10)
Pej
(
Zn−⌊nt⌋ = el
)
=
Dn−⌊nt⌋(l)∣∣Dn−⌊nt⌋∣∣
∣∣M1,n−⌊nt⌋(i)∣∣(
1 +
∣∣Dn−⌊nt⌋∣∣)2 (1 + εi(n− ⌊nt⌋))
=
Dn−⌊nt⌋(l)∣∣Dn−⌊nt⌋∣∣
1∣∣M1,n−⌊nt⌋(i)∣∣Q2n−⌊nt⌋(j) (1 + εi(n − ⌊nt⌋)) .
Starting from the state Z0 = z, the event {Zn−⌊nt⌋ = el} means that only a single subpopula-
tion steamed from the initial |z| particles survives, while the other |z|−1 subpopulations extinct
before time n− ⌊nt⌋. So we get by (3.20) as n→∞
Pz
(
Zn−⌊nt⌋ = el
)
=
K∑
j=1

zjRzj−1n−⌊nt⌋(j)Pej (Zn−⌊nt⌋ = el)∏
k 6=j
Rzk
n−⌊nt⌋(k)


∼
Dn−⌊nt⌋(l)∣∣Dn−⌊nt⌋∣∣
K∑
j=1
[
zj∣∣M1,n−⌊nt⌋(i)∣∣
Q2
n−⌊nt⌋(j)
Rn−⌊nt⌋(j)
·
K∏
k=1
Rzk
n−⌊nt⌋(k)
]
.(4.13)
Using the change of measure, we obtain
Pz
(
Zn−⌊nt⌋ = el
)
κn−⌊nt⌋
∼ E
[
Dn−⌊nt⌋(l)∣∣Dn−⌊nt⌋∣∣
K∑
j=1
zje
Sn−⌊nt⌋∣∣M1,n−⌊nt⌋(i)∣∣
Q2
n−⌊nt⌋(j)
Rn−⌊nt⌋(j)
K∏
k=1
Rzk
n−⌊nt⌋(k)
]
.
By the dominated convergence theorem, Lemma 4 and the inequality P (|Z∞| > 0) > 0 we
conclude that
Pz
(
Zn−⌊nt⌋ = el
)
κn−⌊nt⌋
∼
vl
|v|2
E

 K∑
j=1
zj
uj
Q2(j)
R(j)
·
K∏
k=1
Rzk(k)

 > 0,
as n→∞. By (4.11), we also know that
Pei (Zn = el)
κn
∼
vl
|v|2
E
[
Q2(i)
ui
]
, (4.14)
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as n→∞. Combining (4.12) and (4.14) we get the following relations:
Pei
(
Z⌊nt⌋ = z
∣∣∣Zn = el) = Pei
(
Z⌊nt⌋ = z
)
· Pz
(
Zn−⌊nt⌋ = el
)
Pei (Zn = el)
∼ C(z,v)E

 K∑
j=1
zj
uj
Q2(j)
R(j)
·
K∏
k=1
Rzk(k)

 =: p(z).
Note that p(z) does not depend on i, l and t.
Let us check that p := (p(z))
z∈NK0
is a proper distribution. It is not difficult to see that
∑
|z|=z
C(z,v)E

 K∑
j=1
zj
uj
Q2(j)
R(j)
·
K∏
k=1
Rzk(k)


= E

∑
|z|=z
K∑
j=1
C(z,v)
zj
uj
Q2(j)Rzj−1(j)
∏
k 6=j
Rzk(k)


= E
[
K∑
j=1
Q2(j)
uj
∑
|z|=z
z · (z − 1)!vj
z1! · · · (zj − 1)! · · · zK !|v|
(
vj
|v|
R(j)
)zj−1 ∏
k 6=j
(
vk
|v|
R(k)
)zk ]
= E

 K∑
j=1
Q2(j)
uj
· z
vj
|v|
(
v1
|v|
R(1) + · · · +
vK
|v|
R(K)
)z−1
= zE

( K∑
i=1
vi
|v|
R(i)
)z−1 K∑
j=1
vj
|v|uj
Q2(j)


implying
lim
n→∞
Pei
(
|Z⌊nt⌋| = z
∣∣∣Zn = el) = z
|v|
E


(
K∑
i=1
vi
|v|
R(i)
)z−1 K∑
j=1
vj
uj
Q2(j)

 .
Using, for x ∈ [0, 1), the equality
∞∑
z=1
zxz−1 =
1
(1− x)2
and observing that
K∑
k=1
vk
|v|
R(k) =
K∑
k=1
vk
|v|
(1−Q(k)) =
K∑
k=1
vk
|v|
(
1−
uk
G
)
= 1−
1
|v| G
and
K∑
j=1
vj
|v|uj
Q2(j) =
1
|v|G2
K∑
j=1
vjuj =
1
|v|G2
we see that
∞∑
z∈NK0
p(z) =
∞∑
z=1
E
[
z
|v|2
1
G2
(
1−
1
|v| G
)z−1 ]
= 1.
This completes the proof of Theorem 3.2.
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5 Proofs of the intermediately supercritical case
In this section, we assume that E
[
Xe−X
]
= 0, and thus E [X] = 0.
5.1 Some properties of random walks
In the proofs concerning the intermediately supercritical case, we analyze the trajectory of the
environment in more detail using mainly the tools of the associated random walk S. To describe
them, we first introduce some notation and list needed properties of S.
For 0 ≤ k ≤ n, we define
Lk,n := min
0≤j≤n−k
{Sk+j − Sk} , Ln := L0,n = min {S0, . . . , Sn} , Mn := max {S0, . . . , Sn} .
Recall the definition of τn, τn = min {0 ≤ k ≤ n : Sk = Ln}.
Introduce the renewal function V (x) specified by the relations
V (x) := 1 +
∞∑
k=1
P(−Sk ≤ x,Mk < 0) if x ≥ 0,
and zero otherwise. Since E [X] = 0, it follows that (see, for instance, [8])
E [V (x+X);x +X ≥ 0] = V (x), x ≥ 0. (5.1)
Below we describe properties of random walks conditioned to never hit the strictly negative half
line. To do this in a formal way we need to specify an auxiliary measure P+ as follows.
Let {Fn, n ∈ N0} be a sequence of σ-algebras defined by
F0 := σ (Z0) , Fn := σ (F1, . . . ,Fn,Z0, . . . ,Zn) , n ≥ 1.
Using (5.1) we introduce a measure P+ by setting for any bounded Fn-measurable random
variable Yn
E+Yn := E [YnV (Sn);Ln ≥ 0] ,
where E+ is the expectation corresponding to the measure P+. The reader may find in [8] more
details showing that P+ is well defined.
For a probability measure µ ∈ NK0 , we use the symbol Z
µ
n, n ≥ 0, to denote a K-type MBPRE
if Zµ0 is distributed as µ, and use the symbols Pµ, Eµ to denote the corresponding probability
law and the expectation. With this notation in hands we now are ready to formulate several
important statements.
Lemma 5 [8] Under (3.7), let µ be a probability measure on NK0 which is not concentrated at
0. Let Yn, n ∈ N0, be a uniformly bounded sequence of real-valued random variables adapted to
the filtration {Fn} which converges P
+
µ − a.s. to some random variable Y∞. Then as n→∞,
Eµ
[
Yn
∣∣∣Ln ≥ 0]→ E+µ [Y∞] .
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Lemma 6 [8] Under (3.7), suppose that V1, V2, . . . is a uniformly bounded sequence of real-
valued random variables which for every k ≥ 0 satisfy the relation
E
[
Vn; |Zk| > 0, Lk,n ≥ 0
∣∣∣Fk] = P (Ln ≥ 0) (Vk,∞ + o(1)) P− a.s.
for some sequence of random variables V1,∞, V2,∞, . . . . Then
E [Vn; |Zτn | > 0] = P(Ln ≥ 0)
(
∞∑
k=0
E [Vk,∞; τk = k] + o(1)
)
,
where the series in the right-hand side is absolutely convergent.
Lemma 7 For every ε > 0 and z ∈ N there exists an m = m(ε) ∈ N such that
Pei (|Zn| = z, τn > m) < εκ
nP(Ln ≥ 0), i = 1, . . . ,K.
Proof By (3.20) and (3.13), we have
Pei (|Zn| = z, τn > m) = E [Pei (|Zn| = z) ; τn > m]
= E
[
1
|M1,n(i)|
Q2n (i)H
z−1
n ; τn > m
]
≤
|v|
vi
E
[
e−SnQ2n (i) ; τn > m
]
.
We know from (3.10) and (3.14) that
Qn(i) ≤ min
0≤k≤n
Qk(i) ≤ min
0≤k≤n
|M1,k(i)| ≤
vi
v∗
min
0≤k≤n
eSk =
vi
v∗
eLn P− a.s.
Recall the definition of the measure P and use the fact that {τn = k} = {τk = k, Lk,n ≥ 0},
Pei (|Zn| = z, τn > m) ≤
|v|
v∗
n∑
k=m+1
E
[
e−Sn+2Ln ; τk = k, Lk,n ≥ 0
]
=
|v|
v∗
κn
n∑
k=m+1
E
[
e2Ln ; τk = k, Lk,n ≥ 0
]
=
|v|
v∗
κn
n∑
k=m+1
E
[
e2Sk ; τk = k
]
P (Ln−k ≥ 0) .
From Lemma 2.2 in [8] by letting u(x) = e−2x, we deduce that for every ε > 0 and m ∈ N big
enough,
n∑
k=m+1
E
[
e2Sk ; τk = k
]
P (Ln−k ≥ 0) < εP(Ln ≥ 0).
Hence the desired statement follows.
Remark 5 It follows from the proof of the lemma, that for every ε > 0 and sufficiently large r
lim sup
n→∞
P(Ln ≥ 0)
−1
n∑
k=r+1
E
[
Q2k(i); τn = k
]
< ε.
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Lemma 8 For every k and z = (z1, . . . , zK) ∈ N
K
0 ,
T (z) := lim
n→∞
E
[
eSnPz (|Zn| = k)
∣∣∣Ln ≥ 0] = E+

 K∑
i=1
zi
|v|ui
Q2(i)
R(i)
K∏
j=1
Rzj (j)

 ,
where the limit does not depend on k.
Proof We will complete the proof by two steps and mainly use the method of induction.
step 1, induction in single type.
First we prove that for each zi ≥ 1
eSnPziei (|Zn| = k)
n→∞
−→
zi
|v|ui
Q2(i)Rzi−1(i) P+ − a.s. (5.2)
We know that under P+, Sn →∞ a.s. This and (3.19) show that Hn → 1 P
+-a.s.
Recalling now (3.20) and (3.15) gives
lim
n→∞
eSnPei (|Zn| = k) = lim
n→∞
1
|v|ui
Q2n (i)H
k−1
n =
1
|v|ui
Q2(i) P+ − a.s.,
proving the desired statement for zi = 1. Assume that (5.2) is valid for some zi ∈ N. For zi+1,
the process starts from zi + 1 particles of type i, and the size of the nth generation is the sum
of zi + 1 i.i.d. random variables. Then we have the decomposition
eSnP(zi+1)ei (|Zn| = k) = Pei (|Zn| = 0) e
SnPziei (|Zn| = k)
+
k−1∑
j=1
Pei (|Zn| = j) e
SnPziei (|Zn| = k − j)
+ eSnPei (|Zn| = k)Pziei (|Zn| = 0) a.s.
For the first term, by the assumption (5.2) and Pei (|Zn| = 0)
n→∞
−→ Pei (|Z∞| = 0) = R(i) under
P+, so
Pei (|Zn| = 0) e
SnPziei (|Zn| = k)
n→∞
−→
zi
|v|ui
Q2(i)Rzi(i) P+ − a.s.
For the second term, from previous analysis and the assumption (5.2), we know under P+, both
eSnPei (|Zn| = j) and e
SnPziei,v (|Zn| = k − j) converge. Recall that under P
+, Sn →∞ a.s. So
Pei (|Zn| = j)
n→∞
−→ 0, P+ − a.s. Thus we get
k−1∑
j=1
Pei (|Zn| = j) e
SnPziei (|Zn| = k − j)
n→∞
−→ 0 P+ − a.s.
For the last term, by the independence of the evolution of each particle,
Pziei (|Zn| = 0) = Pei (|Zn| = 0)
zi n→∞−→ Rzi(i).
Combined with the case of zi = 1 gives
eSnPei (|Zn| = k)Pziei (|Zn| = 0)
n→∞
−→
1
|v|ui
Q2(i)Rzi(i) P+ − a.s.
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As a result we obtain
eSnP(zi+1)ei (|Zn| = k)
n→∞
−→
zi + 1
|v|ui
Q2(i)Rzi(i) P+ − a.s.
The first step is accomplished.
step 2, induction from L-type to L+ 1-type.
We assume that under P+, for L ≥ 1 and all (z1, . . . , zL) ∈ N
L
0 ,
eSnP(z1,...,zL,0) (|Zn| = k)
n→∞
−→
L∑
i=1
zi
|v|ui
Q2(i)
R(i)
L∏
j=1
Rzj (j) P+ − a.s.
Then for (z1, . . . , zL+1) ∈ N
L
0 , by the independence of the evolution of each particle,
eSnP(z1,...,zL+1) (|Zn| = k) = P(z1,...,zL,0) (|Zn| = 0) e
SnPzL+1eL+1 (|Zn| = k)
+
k−1∑
j=1
P(z1,...,zL,0) (|Zn| = j) e
SnPzL+1eL+1 (|Zn| = k − j)
+ eSnP(z1,...,zL,0) (|Zn| = k)PzL+1eL+1 (|Zn| = 0) .
According to step 1 and the assumption, under P+, both eSnP(z1,··· ,zL,0) (|Zn| = j) and
eSnPzL+1eL+1 (|Zn| = k − j) converge to finite limits as n →∞. For the same reason as in step
1, the second term converges to 0, P+-a.s. Similar to the method used in step 1, we get that
under P+,
eSnP(z1,...,zL+1) (|Zn| = k)
n→∞
−→
zL+1
|v|uL+1
Q2(L+ 1)
R(L+ 1)
L+1∏
j=1
Rzj(j)
+
L∑
i=1
zi
|v|ui
Q2(i)
R(i)
L+1∏
j=1
Rzj (j)
=
L+1∑
i=1
zi
|v|ui
Q2(i)
R(i)
L+1∏
j=1
Rzj (j).
Combining the two steps we conclude that under P+,
eSnP(z1,...,zK) (|Zn| = k)
n→∞
−→
K∑
i=1
zi
|v|ui
Q2(i)
R(i)
K∏
j=1
Rzj (j). (5.3)
Observe that the limit does not depend on k.
By (5.3) and Lemma 5, we complete the proof.
Corollary 5.1 For every l ∈ {1, . . . ,K} and z = (z1, · · · , zK) ∈ N
K
0 ,
Tl(z) := lim
n→∞
E
[
eSnPz (Zn = el)
∣∣∣Ln ≥ 0] = vl
|v|
T (z).
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Proof. To prove the corollary it is necessary to take into account (4.13) with n for n− ⌊nt⌋,
to observe, using formulas (3.17) and (3.18), that
Dn(l)
|Dn|
→
vl
|v|
P+ − a.s. (5.4)
as n→∞, and to repeat almost literally the proof of Lemma 8.
We now formulate the last auxiliary lemma needed to prove Theorem 3.3.
Lemma 9 [12] For every ε > 0 and t ∈ (0, 1), there exists an m ∈ N such that
P
(
τ⌊nt⌋,n > ⌊nt⌋+m
∣∣∣Ln ≥ 0) ≤ ε.
5.2 Proof of Theorem 3.3
First we prove Theorem 3.3 for the case when Zn = el for a fixed l.
In the intermediately supercirical case EX = 0, and, therefore, relation (4.9) holds true
implying in view of (4.8) and (4.10) that
Pei (Zn = el) =
Dn(l)
1 + |Dn|
(
M1,n(i, l)
Dn(l)
−
|M1,n(i)|
1 + |Dn|
)
=
Dn(l)
|Dn|
|M1,n(i)|
(1 + |Dn|)2
(1 + εi(n)),
where εi(n)→ 0 P-a.s as n→∞. After the change of measure we see that
Pei(Zn = ej) ∼ κ
nE
[
eSn
|M1,n(i)|
Dn(l)
|Dn|
Q2n (i)
]
, (5.5)
as n→∞. Put
Vn :=
eSn
|M1,n(i)|
Dn(l)
|Dn|
Qn (i) · 1{Z0=ei,|Zn|>0}.
For k ≤ n the event {|Zn| > 0} implies {|Zk| > 0}. Thus,
Vk,n : = E
[
Vn; |Zk| > 0
∣∣∣Lk,n ≥ 0,Fk]
= E
[
eSn
|M1,n(i)|
Dn(l)
|Dn|
· 1{Z0=ei,|Zn|>0}; |Zk| > 0
∣∣∣Lk,n ≥ 0,Fk
]
= E
[
eSn
|M1,n(i)|
Dn(l)
|Dn|
· 1{Z0=ei,|Zn|>0}
∣∣∣Lk,n ≥ 0,Fk
]
a.s.
Note that Vk,n is adapted to the flow of σ-algebras {Fk}k∈N. Denoting P
+
µk
the measure corre-
sponding to P+ and calculated given Fk , we see by (3.15) and Lemma 1 that for some random
vector u = (u1, . . . , uK) and all i = 1, 2, . . . ,K
e−Sn |M1,n(i)| ∼ |v|ui(M1,n) = |v|ui(M1,kMk+1,n)
n→∞
−→ |v|ui P
+
µk
− a.s. (5.6)
and, in addition,
1{Z0=ei,|Zn|>0}
n→∞
−→ 1{Z0=ei,|Z∞|>0} P
+
µk
− a.s.,
Qn (i) = 1− F
(i)
0,k(Fk+1,n(0))
n→∞
−→ 1− F
(i)
0,k(Fk+1,∞(0)) P
+
µk
− a.s. (5.7)
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Recalling (5.4) we see that the conditions of Lemma 5 are valid for Vk,n. As a result we get that
P+µk − a.s., as n→∞
Vk,n → E
+
µk

1− F (i)0,k(Fk+1,∞(0))
ui
1{Z0=ei,|Z∞|>0}

 := V (i)k,∞. (5.8)
Since P(Ln ≥ 0) ∼ P(Lk,n ≥ 0) as n→∞ for each fixed k, we get
E
[
Vn; |Zk| > 0, Lk,n ≥ 0
∣∣∣Fk] = P(Lk,n ≥ 0)E [Vk,n∣∣∣Lk,n ≥ 0,Fk]
= P(Ln ≥ 0)
(
V
(i)
k,∞ + o(1)
)
P+µk − a.s.
This representaion allows us to use Lemma 6 to obtain
E [Vn; |Zτn | > 0] =
vl
|v|2
(
∆ˆi(el) + o(1)
)
P(Ln ≥ 0) (5.9)
where
∆ˆi(el) :=
∞∑
k=0
E
[
V
(i)
k,∞; τk = k
]
. (5.10)
According to Lemma 6 ∆ˆi(el) <∞. Besides, ∆ˆi(el) ≥ E
[
V
(i)
0,∞; τ0 = 0
]
> 0. Observing that
E [Vn; |Zτn | > 0] = E
[
eSn
|M1,n(i)|
Dn(l)
|Dn|
Qn (i) · 1{Z0=ei,|Zn|>0}; |Zτn | > 0
]
= E
[
eSn
|M1,n(i)|
Dn(l)
|Dn|
Qn (i) · 1{Z0=ei,|Zn|>0}
]
= E
[
eSn
|M1,n(i)|
Dn(l)
|Dn|
Q2n (i)
]
(5.11)
and applying (5.5) and Lemma 2.1 in [8], we see for ∆i(el) := |v|
2∆ˆi(el)/vl that, as n→∞,
Pei(Zn = el) ∼ κ
n∆i(el)P(Ln ≥ 0) ∼ κ
n∆i(el) · n
−(1−a)l(n),
where l(n) is a function slowly varying at infinity. Note, finally, that in view of (5.11) ∆i(el)
may be rewritten as
∆i(el) =
∞∑
k=0
E


(
1− F
(i)
0,k(Fk+1,∞(0))
)2
ui
; τk = k

 (5.12)
Using now methods similar to those applied to prove Theorem 3.1, one can check the validity
of Theorem 3.3 for any nonzero vector z ∈ NK with
∆i(z) = C(z,v)∆i(el).
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5.3 Proof of Theorem 3.4
Recall the definition of the measure P and decompose at the minimum, then for every 0 ≤ m ≤ n
and every k ∈ N,
Pei (|Zn| = k) =
m∑
j=0
Pei (|Zn| = k; τn = j) + Pei (|Zn| = k; τn > m)
=
m∑
j=0
Pei (|Zn| = k; τj = j, Lj,n ≥ 0) + Pei (|Zn| = k; τn > m)
= κn
m∑
j=0
E
[
eSnPei (|Zn| = k) ; τj = j, Lj,n ≥ 0
]
+ Pei (|Zn| = k; τn > m) .
For the first term, by the Markov property of the process, Lemma 8 and the dominated conver-
gence theorem we have
κn
m∑
j=0
E
[
eSnPei (|Zn| = k) ; τj = j, Lj,n ≥ 0
]
= κn
m∑
j=0
E
[
eSjE
[
eSn−jPZj (|Zn| = k)
∣∣∣Ln−j ≥ 0] ; τj = j]P(Ln−j ≥ 0)
∼ κn
m∑
j=0
E
[
eSjT (Zj); τj = j
]
P(Ln−j ≥ 0) (5.13)
as n→∞. Hence this sum does not depend on k as n→∞.
For the second term, by Lemma 7 and Theorem 3.3, we know that for every ε > 0 and m big
enough, as n→∞,
Pei (|Zn| = k; τn > m) ≤ εPei (|Zn| = 1) .
Hence, for every k ∈ N,
lim
n→∞
Pei (|Zn| = 1)
lim
n→∞
Pei (|Zn| = k)
= 1
which, evidently, imply the statement of Theorem 3.4.
5.4 Proof of Theorem 3.5
For l ∈ {1, . . . ,K} , 0 ≤ m ≤ n and t ∈ (0, 1) write
Pei
(
Zτ⌊nt⌋,n = z,Zn = el
)
= Pei
(
Zτ⌊nt⌋,n = z,Zn = el; τn ≤ m
)
+Pei
(
Zτ⌊nt⌋,n = z,Zn = el; τn > m
)
.
By Lemma 7 and Theorem 3.3 the second term admits the following estimate for every ε > 0
and m big enough:
lim sup
n→∞
Pei
(
Zτ⌊nt⌋,n = z,Zn = el; τn > m
)
Pei (Zn = el)
≤ ε.
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So this term can be neglected when we calculate the conditional probability, and we only need
to consider the first term.
For fixed k ≤ m and r < n− ⌊nt⌋, using the change of measure, we have
Pei
(
Zτ⌊nt⌋,n = z,Zn = el; τn = k
)
= Pei
(
Zτ⌊nt⌋,n = z,Zn = el; τk = k, Lk,n ≥ 0
)
= κn
n−⌊nt⌋∑
j=0
E
[
eSnPei
(
Zτ⌊nt⌋,n = z,Zn = el
)
; τk = k, Lk,n ≥ 0, τ⌊nt⌋,n = ⌊nt⌋+ j
]
= κn (H1(k, r) +H2(k, r)) , (5.14)
where
H1(k, r) :=
r∑
j=0
E
[
eS⌊nt⌋+jeSn−S⌊nt⌋+jPei
(
Z
⌊nt⌋+j
= z,Zn = el
)
; τk = k, Lk,n ≥ 0, τ⌊nt⌋,n = ⌊nt⌋+ j
]
and
H2(k, r) := E
[
eSnPei
(
Z
⌊nt⌋+j
= z,Zn = el
)
; τk = k, Lk,n ≥ 0, τ⌊nt⌋,n > ⌊nt⌋+ r
]
. (5.15)
Observe that {τ⌊nt⌋,n = j} = {τ⌊nt⌋,j = j} ∩ {Lj,n ≥ 0} and
{τ⌊nt⌋,n = j, Ln ≥ 0} = {τ⌊nt⌋,j = j, Lj ≥ 0} ∩ {Lj,n ≥ 0}.
Hence
H1(k, r) =
r∑
j=0
E
[
eS⌊nt⌋+jPei
(
Z⌊nt⌋+j = z
)
; τk = k, Lk,⌊nt⌋+j ≥ 0, τ⌊nt⌋,⌊nt⌋+j = ⌊nt⌋+ j
]
×E
[
eSn−⌊nt⌋−jPz
(
Zn−⌊nt⌋−j = el
)
;Ln−⌊nt⌋−j ≥ 0
]
=
r∑
j=0
E
[
eS⌊nt⌋+jPei
(
Z⌊nt⌋+j = z
)
; τk = k, Lk,⌊nt⌋+j ≥ 0, τ⌊nt⌋,⌊nt⌋+j = ⌊nt⌋+ j
]
×E
[
eSn−⌊nt⌋−jPz
(
Zn−⌊nt⌋−j = el
) ∣∣∣Ln−⌊nt⌋−j ≥ 0]P(Ln−⌊nt⌋−j ≥ 0). (5.16)
Recalling that EX = 0 and using (4.8), (4.9), (5.6) and (5.4) we conclude that, as n→∞
eS⌊nt⌋+jPei
(
Z⌊nt⌋+j = z
)
−Wnt,j(z) = o(1) P−a.s.,
where
Wnt,j(z) := C(z,v)
Q2⌊nt⌋+j(i)
ui(M1,⌊nt⌋+j)
. (5.17)
By Corollary 5.1 we have
E
[
eSn−⌊nt⌋−jPz
(
Zn−⌊nt⌋−j = el
) ∣∣∣Ln−⌊nt⌋−j ≥ 0]→ Tl(z) P−a.s.
as n− ⌊nt⌋ − j →∞. Inserting the above formulas into (5.16) gives
H1(k, r) ∼
r∑
j=0
E
[
Wnt,j(z); τk = k, Lk,⌊nt⌋+j ≥ 0, τ⌊nt⌋,⌊nt⌋+j = ⌊nt⌋+ j
]
×Tl(z)P(Ln−⌊nt⌋−j ≥ 0)
=
r∑
j=0
E
[
Wnt,j(z); τk = k, Lk,n ≥ 0, τ⌊nt⌋,n = ⌊nt⌋+ j
]
Tl(z)
= E
[
Wnt,j(z); τk = k, Lk,n ≥ 0, τ⌊nt⌋,n ≤ ⌊nt⌋+ r
]
Tl(z).
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Note that by Lemma 9 and the asymptotic representation P (Ln ≥ 0) ∼ n
−(1−a)l(n) as n→∞
(see, for instance, Lemma 2.1 in [8]), we have
E
[
Wnt,j(z); τk = k, Lk,n ≥ 0, τ⌊nt⌋,n ≤ ⌊nt⌋+ r
]
= E
[
E
[
Wnt,j(z); τ⌊nt⌋,n ≤ ⌊nt⌋+ r
∣∣∣Lk,n ≥ 0,Fk] ; τk = k]P(Ln−k ≥ 0)
∼ E
[
E
[
Wnt,j(z)
∣∣∣Lk,n ≥ 0,Fk] ; τk = k]P(Ln ≥ 0)
= C(z,v)E
[
E
[
Q2⌊nt⌋+j(i)
ui(M1,⌊nt⌋+j)
∣∣∣Lk,n ≥ 0,Fk
]
; τk = k
]
P(Ln ≥ 0)
as n → ∞. Using (5.7) we deduce by the dominated convergence theorem and (5.6) that
P+µk − a.s., as n→∞
E
[
Q2⌊nt⌋+j(i)
ui(M1,⌊nt⌋+j)
∣∣∣Lk,n ≥ 0,Fk
]
∼ E+µk


(
1− F
(i)
0,k(Fk+1,∞(0))
)2
ui

 .
By Theorem 3.3, Lemma 5 and Lemma 9, we get if first n→∞, than r→∞
E
[
E
[
Wnt,j(z); τ⌊nt⌋,n ≤ ⌊nt⌋+ r
∣∣∣Lk,n ≥ 0,Fk] ; τk = k]
→ C(z,v)E

E+µk


(
1− F
(i)
0,k(Fk+1,∞(0))
)2
ui

 ; τk = k

 := ψik(z).
Combining the estimates above we conclude that
Pei
(
Zτ⌊nt⌋,n = z,Zn = el; τn = k
)
= ψik(z)Tl(z)P(Ln ≥ 0)(1 + ε(n, k)), (5.18)
where limn→∞ ε(n, k) = 0.
To evaluate H2(k, r) specified in (5.15) we first recall that by (3.20) and (3.13)
Pei
(
Z⌊nt⌋+j = z,Zn = el
)
≤ Pei (|Zn| = 1) ≤
|v|
vi
e−Sn a.s.
Using this estimate, monotonicity of P (Ln ≥ 0) in n, Lemma 9 and Theorem 3.3 we get for each
fixed k and sufficiently large n
H2(k, r) ≤
|v|
vi
n−⌊nt⌋∑
j=r+1
P
(
τk = k, Lk,n ≥ 0, τ⌊nt⌋,n = ⌊nt⌋+ j
)
=
|v|
vi
P (τk = k)P (Ln−k ≥ 0)P
(
τ⌊nt⌋−k,n−k > ⌊nt⌋+ r − k
∣∣∣Ln−k ≥ 0)
≤
ε |v|
vi
P (τk = k)P (Ln ≥ 0) ≤ εCκ
−nP (τk = k)Pei (Zn = el) . (5.19)
Hence when consider the conditional probability, as n→∞ and m→∞ the sum
m∑
k=0
H2(k, r) ≤ εCκ
−n
Pei (Zn = el)
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can be neglected. Combining this estimate with (5.18) gives, as n→∞
Pei
(
Zτ⌊nt⌋,n = z,Zn = el
)
∼ κnC(z,v)Ψi(z)Tl(z)P(Ln ≥ 0),
where
Ψi(z) =
∞∑
k=0
ψik(z) = C(z,v)
∞∑
k=0
E

E+µk


(
1− F
(i)
0,k(Fk+1,∞(0))
)2
ui

 ; τk = k

 .
Using the conclusions of Theorem 3.3 and (5.12), we see that
lim
n→∞
Pei
(
Zτ⌊nt⌋,n = z
∣∣∣Zn = el) = C(z,v)T (z) =: q(z).
By similar method as the proof of Theorem 3.1, one can check that q(z) is a probability measure
on NK0 .
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