gorithms associated with these methods are tested in a toxicology study.
Introduction
There is a growing interest in density regression methods which allow the entire distribution of a univariate response variable y ∈ Y to be unknown, and changing with a vector of predictors x ∈ X . Indeed, the increased flexibility provided by these procedures allows relevant improvements in inference and prediction compared to classical regression frameworks, as seen in several applications (e.g. Dunson and Park, 2008; Griffin and Steel, 2011; Wade et al., 2014; Gutiérrez et al., 2016) .
Within a Bayesian nonparametric framework, there is a wide set of alternative methodologies to provide flexible inference for conditional distributions. Most of these methods represent generalizations of the marginal density estimation problem for f (y), which is commonly addressed via Bayesian nonparametric mixture models of the form f (y) = Θ K(y; θ)dP (θ), where K(y; θ) is a known parametric kernel indexed by θ ∈ Θ, and arXiv:1701.02969v4 [stat.CO] 11 Jan 2018 P (θ) denotes an unknown mixing measure which is assigned a flexible prior Π. Popular choices for Π are the Dirichlet process (Ferguson, 1973) , the two-parameter Poisson-Dirichlet process (Pitman and Yor, 1997) , and other almost surely discrete random measures having a stick-breaking representation (Ishwaran and James, 2001 ). This choice leads to the infinite mixture model
with π h = ν h h−1 l=1 (1 − ν l ), h = 1, . . . , +∞. In (1), the kernel parameters θ h , h = 1, . . . , +∞ are distributed according to a base measure P 0 , whereas the stickbreaking weights ν h ∈ (0, 1), h = 1, . . . , +∞, have independent Beta(a h , b h ) priors, so that +∞ h=1 π h = 1 almost surely. Fixing a h = 1 and b h = a leads to a Dirichlet process mixture model, whereas the two-parameter Poisson-Dirichlet process mixture can be obtained letting a h = 1 − a and b h = b + ha, 0 ≤ a < 1 and b > −a.
Model (1) has key computational benefits in allowing the implementation of simple Markov Chain Monte
Carlo methods for posterior inference (e.g. Escobar and West, 1995; Neal, 2000) , and provides a consistent procedure for density estimation (e.g. Ghosal et al., 1999; Tokdar, 2006; Ghosal and Van Der Vaart, 2007) . This has motivated different generalizations of (1) to incorporate the conditional density inference problem for f (y | x) = f x (y), by allowing the unknown random mixing measure P x (θ) to change with x ∈ X , under a dependent stick-breaking characterization (MacEachern, 1999 (MacEachern, , 2000 . Popular representations consider predictorindependent mixing weights π h , and incorporate changes with x ∈ X in the atoms θ h (x) (e.g. De Iorio et al., 2004; Gelfand et al., 2005; Caron et al., 2006; De la Cruz-Mesía et al., 2007) . Although these constructions have desirable theoretical properties (Barrientos et al., 2012; Pati et al., 2013) , as noted in MacEachern (2000) and Griffin and Steel (2006) , the predictor-independent assumption for the mixing weights can have limited flexibility in practice, thus requiring the introduction of many mixture components. This has motivated more general formulations allowing also π h (x), to change with the predictors. Relevant examples include the orderbased dependent Dirichlet process (Griffin and Steel, 2006) , the kernel stick-breaking process (Dunson and Park, 2008) , the infinite mixture models with predictordependent weights (Antoniano-Villalobos et al., 2014) , and more recent representations for Bayesian dynamic inference (Gutiérrez et al., 2016) . These formulations provide a broader class of priors for Bayesian density regression, and have desirable theoretical properties (Barrientos et al., 2012; Pati et al., 2013) . However their flexibility comes at a computational cost. In particular, the availability of simple algorithms for tractable posterior inference is limited by the specific construction and parameterization of these representations.
The above issues motivate alternative formulations which preserve the theoretical properties, but facilitate tractable posterior computation under a broader variety of standard algorithms in Bayesian inference, thus facilitating a wider implementation of nonparametric density regression. We address this goal via a logit stickbreaking prior (lsbp) which relates each stick-breaking weight ν h (x) ∈ (0, 1), to a function η h (x) ∈ of the covariates, using the logistic link. The proposed statistical model is partially related to the probit stick-breaking prior of Rodriguez and Dunson (2011) , which leverages the probit link and provides posterior inference via Markov Chain Monte Carlo (mcmc) algorithms. However, in large-scale applications-when either the number of observations or the dimension of the covariates is large-mcmc via Gibbs sampling could face scalability and mixing issues, thus motivating the development of alternative computational routines. As we will outline in Section 3, the logistic mapping allows simple posterior computation under a broader variety of routineuse algorithms beyond mcmc. These include a tractable Expectation Maximization (em) routine for point estimation, and simple variational Bayes (vb) for scalable posterior inference. We shall emphasize that the overarching focus of our contribution is not on developing a novel methodological framework for Bayesian density regression, but on providing alternative representations within this well-established class of models which are characterized by improved interpretability and computational tractability for a wider set of algorithms. To our knowledge this goal remains partially unaddressed, but represents a fundamental condition to facilitate routine implementation of Bayesian density regression by the practitioners.
As discussed in Section 3, there is also a formal connection between the lsbp and the hierarchical mixtures of experts (Jordan and Jacobs, 1994; Bishop and Svensén, 2003) , for which vb algorithms are available. Ren et al. (2011) noticed a similar connection in their logistic stick-breaking process. However, their focus is exclusively on clustering of spatio-temporal data, and inference is only available via local vb routines based on the bound of Jaakkola and Jordan (2000) . Compared to the approaches mentioned above, our contribution is instead designed for a general class of density regression problems and provides additional algorithms-i.e.
Gibbs sampling, em and a global vb-combining the recent Pólya-Gamma data augmentation for Bayesian logistic regression (Polson et al., 2013) , and a continuationratio representation (Tutz, 1991) of the lsbp which is described in Section 2. The three routines are empirically compared in Section 4 using a real data toxicology study, previously considered in Dunson and Park (2008) . Section 5 provides concluding remarks.
The logit stick-breaking prior (LSBP)
This section presents a formal construction of the lsbp via a continuation-ratio parameterization of the hierarchical mechanism assigning the units to mixture components. As a natural extension of model (1), we consider the general class of predictor-dependent infinite mixture models (2) where π h (x) = ν h (x) h−1 l=1 {1 − ν l (x)} are predictordependent mixing probabilities having a stick-breaking representation (Sethuraman, 1994) , and K x (y; θ) is a predictor-dependent kernel function indexed by θ.
To provide a constructive representation of the lsbp, let us first consider an equivalent formulation of the predictor-dependent mixture model in (2) . In particular, following standard hierarchical representations of mixture models, independent samples y 1 , . . . , y n from the random variable with density function displayed in (2) , can be obtained from
for every unit i = 1, . . . , n, where θ h ∼ P 0 and G i ∈ {1, 2, . . . , +∞} the categorical variable denoting the mixture component associated with unit i. According to (3), every G i has probability mass function p(
for each h = 1, . . . , +∞, allows each ν h (x i ) to be easily interpreted as the probability of being allocated to component h, conditionally on the event of surviving to the previous 1, . .
. This result provides a formal characterization of the stick-breaking construction in (3) as the continuation-ratio parameterization In particular, according to Figure 1 , in the first step of this continuation-ratio generative mechanism, unit i is either assigned to the first component with probability ν 1 (x i ) or to one of the others with complement probability. If G i = 1 the process stops, otherwise it continues considering the reduced space {2, . . . , +∞}.
A generic step h is reached if i has not been assigned to 1, . . . , h − 1, and the decision at this step will be to either allocate i to component h with probability ν h (x i ) or to one of the subsequent components h + 1, . . . , +∞ with probability 1 − ν h (x i ), conditioned on G i ∈ {h, . . . , +∞}. Based on this representation, each indicator 1(G i = h) = ζ ih , i = 1, . . . , n-denoting the assignment to component h-can be expressed as (5) for each h = 1, . . . , +∞, where z ih is a Bernoulli variable denoting the decision at the hth step to either allocate i to component h or to one of the subsequents h + 1, . . . , +∞. Hence, according to (5), the sampling of each G i , under the predictor-dependent stick-breaking representation for each π h (x i ) in (3), can be reformulated as a set of sequential Bernoulli choices with natu-
. . , +∞, and logistic canonical link, under an exponential family representation. This result motivates the logit stick-breaking factorization
for each h = 1, . . . , +∞, while allowing each η h (x i ) to be explicitly interpreted as the log-odds of the probability of being allocated to component h or to one of the subsequents h + 1, . . . , +∞, conditionally on the event of surviving to the first 1, . . . , h − 1 components.
This result facilitates prior specification and posterior inference for the stick-breaking weights, while allowing recent computational advances in Bayesian logistic regression (Polson et al., 2013) to be inherited in our density regression problem.
To conclude our Bayesian representation, we require priors for the log-odds η h (x i ) of every ν h (x i ), in the continuation-ratio logistic regressions. A natural choiceconsistent with classical generalized linear models (e.g. Nelder and Wedderburn, 1972) -is to define η h (x i ) as a linear combination of selected functions of the co-
Gaussian priors for the coefficients, obtaining
for every h = 1, . . . , +∞. Although the linearity assumption in (7) may seem restrictive, note that flexible formulations for η h (x i ), including regression via splines and Gaussian processes, induce linear relations in the coefficients. Moreover, as we will outline in Section 3, the linearity assumption simplifies computations, while inducing a logistic-normal prior for each ν h (x i ), with well defined moments (Aitchison and Shen, 1980) . Based on the above discussion, the logit stick-breaking does not induce Beta distributed stick-breaking weights, and therefore cannot be included in the general class of stick-breaking priors discussed in Ishwaran and James (2001) . However-as discussed in Section 2.1-adapting the theoretical results in Dunson and Park (2008) and Rodriguez and Dunson (2011) to our logistic link, it can be shown that many relevant properties characterizing the priors discussed in Ishwaran and James (2001) are met also under our case. Hence, the lsbp is highly similar in its probabilistic nature and properties to other popular predictor-dependent stick-breaking constructions (e.g. Dunson and Park, 2008; Rodriguez and Dunson, 2011) . However, as discussed in Section 3, differently from the current representations, the lsbp facilitates tractable computations under a broad variety of algorithms for posterior inference.
Properties of the logit stick-breaking prior
Let Θ be a complete and separable metric space endowed with the Borel σ-algebra B(Θ), and let {P x :
x ∈ X } denote the class of predictor-dependent random probability measures on Θ, induced by the lsbp
dently for every h = 1, . . . , +∞. As discussed in Section 2, representation (8) does not provide Beta distributed priors for the logit stick-breaking weights ν h (x), h = 1, . . . , +∞. However, in line with the random measure outlined in Ishwaran and James (2001) , also the lsbp provides a well defined predictor-dependent random probability measure P x at every x ∈ X . This property is formalized in Proposition 1.
Proof: Recalling results in Ishwaran and James (2001) , +∞ h=1 π h (x) = 1 almost surely if and only if the equality
the usual properties of the expectation we have that 0 < E{ν h (x)} = µ 1ν (x) < 1, thereby providing log{1 − µ 1ν (x)} < 0. Leveraging these results, the proof of Proposition 1 follows after noticing that
Such property holds also for truncated models based on a finite number of components H. Indeed, consistent with Ishwaran and James (2001) , in this case it suffices to model the first H −1 weights ν 1 (x), . . . , ν H−1 (x) and let ν H (x) = 1 for any x ∈ X , to ensure Proposition 2 For every x ∈ X and B ∈ B(Θ) the expectation of P x (B) is E{P x (B)} = P 0 (B), whereas the variance of P x (B) for any truncated version of P x (·) in (8) with H > 1-including the infinite case-is
where µ 1ν (x) = E{ν h (x)} and µ 2ν (x) = E{ν h (x) 2 } for every h = 1, . . . , +∞. The covariance at two different predictor values x ∈ X and x ∈ X , x = x , is instead
Proof: Results are a direct consequence of the calculations in Appendix 2 and Appendix 6 in Rodriguez and Dunson (2011) , after replacing the probit link with the logistic one.
According to Proposition 2, the expectation of P x (·) coincides with the base measure P 0 (·) which can be therefore interpreted as the prior guess for the mixing measure at any x ∈ X . This quantity is predictorindependent, meaning that a priori we are not forcing particular dependence structure between the atoms θ and the predictors. The variance changes instead with the predictors via a function of the first two moments of the logistic-normal stick-breaking weights. Note that, since each ν h (x) is bounded between 0 and 1, we have
2 for every h = 1, . . . , +∞ and x ∈ X , implying 0 < µ 2ν (x) ≤ µ 1ν (x) < 1. These results provide the bound 1 − 2µ 1ν (x) + µ 2ν (x) < 1, which leads to a well defined limiting variance for the infinite case
Hence the association is always positive and increases the closer x is to x .
Although Proposition 2 provides simple expressions for E{P x (B)}, var{P x (B)} and cov{P x (B), P x (B)}, the calculation of these quantities requires the moments of logistic-normal priors for the stick-breaking weights, induced by representation (7). Unfortunately these quantities are not available in explicit form (e.g. Aitchison and Shen, 1980) . However, Proposition 3 provides a simple procedure to accurately approximate the moments of logit stick-breaking weights leveraging a connection with the probit stick-breaking priors.
Proposition 3 The logit stick-breaking prior described in representation (7), can be accurately approximated by a probit stick-breaking process ν h (x) ≈ Φ{ψ(x) Tᾱ h },
every x ∈ X and h = 1, . . . , +∞.
Proof: Consistent with results in Amemiya (1981) , the
According to Proposition 3, the lsbp can be approximated by a psbp, up to a simple transformation of the prior for the coefficients α h . This result allows simple approximation for the moments of the logistic-normal priors on the stick-breaking weights by rescaling those provided in Rodriguez and Dunson (2011) for the psbp.
Moreover, a researcher considering a psbp, could perform inference leveraging our algorithms, after rescaling the prior for each α h by 8/π.
Bayesian computational methods
Although the lsbp and the associated computational procedures apply to a wider set of dependent mixture models and kernels, we will mainly focus-for the sake of clarity-on the general class of predictor-dependent infinite mixtures of Gaussians
with β h = (β 1h , . . . , β P h ) T a vector of coefficients linearly related to selected functions of the observed pre-
comprising the vector λ(x).
Formulation (9) provides a flexible construction (Barrientos et al., 2012; Pati et al., 2013) , and is arguably the most used in Bayesian density regression. Generalizations to other kernels will be also discussed.
Remark 1 Although we focus on density regression via (9), leveraging the prior for the mixing weights induced by (6)- (7), we emphasize that the properties discussed in Section 2, and the algorithms derived in Section 3, hold under more general priors for the predictordependent log-odds of the stick-breaking weights. A relevant one can be obtained by replacing (7) 
. This is the case of the logistic mapping characterizing our lsbp construction.
Besides the above desirable properties, it shall be noticed that under the Gaussian process prior and letting x * 1 , . . . , x * R the set of unique values of x 1 , . . . , x n , each η h (x i ) can be easily rewritten as in (7), with α h ∼
This allows the properties discussed in Section 2, and the algorithms in Section 3 to be directly applied to the Gaussian process case.
As mentioned in Section 1, we provide here detailed derivation of three computational methods for Bayesian density regression under model (9), with logit stickbreaking prior (7) for the mixing weights. In particular we consider a Gibbs sampler converging to the exact posterior, an Expectation Maximization (em) algorithm for fast estimation, and a global variational Bayes (vb) approximation for scalable inference. The algorithms associated with these methods are available at https://github.com/tommasorigon/LSBP, along with the code to reproduce the application in Section 4.
All the above computational methodologies exploit 
Moreover, exploiting G, and the continuation-ratio representation, inference for the stick-breaking parameters α h , h = 1, . . . , +∞ in (7), proceeds as in a Bayesian logistic regression for the data ( (5), for each i = 1, . . . , n and h = 1, . . . , +∞. Adapting results from the recent Pólya-Gamma data augmentation scheme (Polson et al., 2013 ) to our statistical model, the updating of α h , h = 1, . . . , +∞ can be easily accomplished exploiting the following result:
independently for every i = 1, . . . , n and h = 1, . . . , +∞, where f xi (ω ih ) and f (ω ih ) are the density functions of the Pólya-Gamma random variables PG{1, ψ(
and PG{1, 0}, respectively. Hence, based on (10), the contribution to the augmented likelihood for each pair (z ih , ω ih ) is proportional to a Gaussian kernel for trans- Theorem 1 For a sample y = (y 1 , . . . , y n ) T with co-
the marginal joint density of the data based on a truncated version of the lsbp in (6)- (7) with H components, and let f
X (y) be the same quantity in the infinite case. Then
Proof: Adapting the proof of Theorem 1 in Ishwaran and James (2002) to our representation we have that
Since
H−1 h=1 π h (x i ) ≤ 1, and 1 = n i=1 1, following Lemma 1 in page 358 of Billingsley (1995) , we can write
, we obtain the final bound 4
According to Theorem 1, for fixed n and X, the total variation distance between f for i from 1 to n do Sample G i ∈ (1, . . . , H) from the categorical variable with probabilities
, for every h = 1, . . . , H.
[2] Update the parameters α h , h = 1, . . . , H − 1, for the lsbp, exploiting the continuation-ratio representation and the results from the Pólya-Gamma data augmentation in (10);
. . , ω in h ) and
[3] Update the kernel parameters β h , h = 1, . . . , H, in (9), leveraging results from standard Bayesian linear regression; for h from 1 to H do Sample the coefficients comprising β h from the full conditional (
h I n h ×n h and y h the n h × 1 vector containing the responses for all the units with G i = h.
[4] Update the precision parameters σ −2 h , h = 1, . . . , H of each kernel in (9); for h from 1 to H do Sample σ
MCMC via Gibbs sampling
In deriving the Gibbs sampling algorithm for the model in (9), with lsbp in (6)- (7), we focus on a dependent mixture of Gaussians with fixed H. Although we do not derive it in detail here, the generalization to the infinite case is also possible, and can be easily incorporated leveraging the slice samplers of Walker (2007) and Kalli et al. (2011) , which introduce a set of augmented latent variables allowing each step of the Gibbs sampler to rely on a finite representation. Such strategy slices the infinite mixture model, reducing it to a finite dimensional problem withH mixture components, wherē
H varies stochastically at each step.
Let Λ h (x) and Ψ h (x) denote the n h × P and thē n h × R predictor matrices in (9) and (7) having row entries λ(x i ) T and ψ(x i ) T , for only those statistical units i such that G i = h and G i > h−1, respectively, the Gibbs sampler for the truncated representation of model (9) alternates between the full conjugate updating steps in Algorithm 1.
Step [1] can be run in parallel across units i = 1, . . . , n, whereas parallel computing for the different mixture components h = 1, . . . , H can be easily implemented in steps [2] , [3] and [4].
EM algorithm
In several situations, when either P or n are large, the Gibbs sampler described in Section 3.1 could face computational bottlenecks. If a point estimate of model (9) is the main quantity of interest-e.g. for prediction purposes-one possibility in these high-dimensional prob-
Algorithm 2:
Steps of the em algorithm for predictor-dependent finite mixtures of Gaussians
) denote the values of the parameters at iteration t.
[1] Expectation: Exploiting results in (13), the expectation of (12) with respect to the augmented data (ζ i ,ω i ),
for each i = 1, . . . , n, can be simply obtained by plugging inζ i = E(ζ i | y i , x i , β (t) , σ 2(t) ) and
) in (13). Therefore:
for i from 1 to n do for h from 1 to H do Computeζ ih by applying the following expression (Polson et al., 2013) .
[2] Maximization: To maximize the expected complete log-posterior logf (α, β, σ 2 | y,ζ,ω, x), note that according to (12)- (13), modes α (t+1) and (β (t+1) , σ 2(t+1) ) can be obtained separately as follow:
, note that since α h has Gaussian prior, and provided that the second term in (13) is based on Gaussian kernels, the estimated α h at step t + 1 coincides with the mean of a full conditional Gaussian, similar to the one in step [2] of Algorithm 1.
A similar approach is can be considered to compute β (t+1) h and σ
2(t+1) h
under the Gaussian and Inverse-Gamma priors for these parameters and the Gaussian kernel characterizing the first term in (13).
Hence, adapting steps [3] and [4] in Algorithm 1 to the em setting, provides:
lems is to rely on a more efficient procedure specifically designed for this goal, such as the em (Dempster et al., 1977) . The implementation of a simple em for a finite representation of model (9) with lsbp (6)- (7), greatly benefits from the Pólya-Gamma data augmentation, which has analytical expectation and allows direct maximization within a Gaussian linear regression framework. Note that, although the em algorithm is commonly implemented for maximum likelihood estimation, it can be easily modified to estimate posterior modes (e.g. Dempster et al., 1977) .
The em proposed in Algorithm 2 alternates between a maximization step for the parameters (α h , β h , σ (5), to facilitate simpler derivations. Indeed, also un-der this parameterization, the Pólya-Gamma data augmentation can be easily considered, provided that-
for every unit i = 1, . . . , n. Based on the above quantities, the complete log-posterior logf
H | y, ζ,ω) underlying the proposed em routine, can be written-up to an additive constant-as (12) where (α, β, σ 2 ; y i , ζ i ,ω i , x i ) is the contribution of unit i to the complete log-likelihood, whereas f (α), f (β), and f (σ 2 ) are the prior density functions for the model parameters. Working on (α, β, σ 2 ; y i , ζ i ,ω i , x i ) has relevant benefits. Indeed, exploiting equations (3) and (11), and the results in Polson et al. (2013) , Choi and Hobert (2013) 
, where the first summand equals to
whereas the second coincides with
where both terms in equation (13) (Bishop, 2006; Blei et al., 2017) .
We seek a variational distribution q x (α, β, σ 2 , z, ω) that best approximates the joint posterior f x (α, β, σ 2 , z, ω | y), while maintaining simple computations. This can be obtained by minimizing the Kullback-Leibler di-
between the variational distribution and the full posterior, or alternatively by maximizing the evidence lower bound elbo{q x (α, β, σ 2 , z, ω)} of the log-marginal den-
X (y) can be analytically expressed as the sum of the elbo and the positive kl divergence. This lower bound to be maximized, can be expressed as
where the above expectation is taken with respect to the variational distribution q x (α, β, σ 2 , z, ω).
Algorithm 3:
Steps of the vb algorithm for predictor-dependent finite mixtures of Gaussians begin Let q (t) (·) denote the generic variational distribution at iteration t.
[1] Compute q * (t)
x i (z ih ), for each i = 1, . . . , n and h = 1, . . . , H − 1; for i from 1 to n do for h from 1 to H − 1 do It can be easily shown that the optimal solution for the variational distribution of each z ih coincides with q * (t)
where the expectations are taken with the respect to the current variational distributions for the other parameters, whereas ζ
The optimal solution q * (t) x (α h ) for the variational distribution of each α h is easily available as a Gaussian
with V h = diag{E(ω 1h ), . . . , E(ω nh )} and ρ h = (ρ 1h − 0.5, . . . , ρ nh − 0.5).
[3] Compute the variational distribution q * (t)
x i (ω ih ) for each i = 1, . . . , n and h = 1, . . . , H − 1 for i from 1 to n do for h from 1 to H − 1 do Update the optimal solution q * (t)
x i (ω ih ), having Pólya-gamma distribution with parameters
From Polson et al. (2013) , recall that E(ω ih ) = 0.5ξ
ih tanh(0.5ξ ih ), with tanh(·) denoting the hyperbolic tangent function.
[4] Compute q * (t) x (β h ) and q * (t) x (σ 2 h ) , for each h = 1, . . . , H; for h from 1 to H do Update the optimal solution for the variational distributions of β h and σ
Without further restrictions, the Kullback-Leibler divergence is minimized when the variational distribution is equal to the true posterior distribution, which is analytically intractable. To address this issue, a common strategy in vb inference (see e.g. Blei et al., 2017) is to assume that the variational distribution belongs to a mean field variational family. This assumption forces a posteriori independence among distinct groups of parameters, implying that the variational distribution can be expressed as the product of the marginals distributions. Specifically, we let the variational distribution to factorize in distinct groups
with z h = (z 1h , . . . , z nh ) and ω h = (ω 1h , . . . , ω nh ). Note that we are not making any assumption about the functional form of the distributions q x (α, β), q x (σ 2 ) and
h=1 q x (z h , ω h ), neither we are imposing any additional independence structure between the parameters.
However, a closer look at the augmented likelihood func-
reveals that the variational distribution in equation (14) can be furtherly factorized exploiting the conditional independence structure between the parameters-which is apparent from the above equation-and independence among prior distributions. This additional simplification is sometimes called induced factorization (Bishop, 2006, Ch. 10.2.5) , since it arises from the assumed mean field approximation (14) and the structure of the true posterior distribution. Combining (14) with the factorization induced by the full posterior f x (α, β, σ 2 , z, ω | y), we obtain
Following Bishop (2006, Ch. 10) , the optimal solutions for the variational distribution-under the factorization given in the equation above-have the following form log q *
, for every h = 1, . . . , H, and (Bishop and Svensén, 2003) and consider the lower bound of Jaakkola and Jordan (2000) to allow simple computation, thus providing a local vb routine (e.g. Bishop, 2006, Ch. 10.5) . Leveraging the conjugacy induced by the Pólya-gamma data augmentation, we obtain instead a global mean field vb routine within an exponential family representation. This guarantees that the Kullback-Leibler divergence between the variational distribution and the true posterior is minimized, and allows recent theoretical properties for this class of computational methods (Blei et al., 2017) to be valid also for our variational algorithm.
Epidemiology application
We compare the performance of the three computational methods developed in Section 3, in a toxicology study. Consistent with recent interests in Bayesian density regression (e.g. Dunson and Park, 2008; Hwang and Pennell, 2014; Canale et al., 2017) , we focus on a dataset aimed at studying the relationship between the DDE concentration in maternal serum, and the gestational days at delivery (Longnecker et al., 2001 ).
The DDE is a persistent metabolite of ddt, which is still used against malaria-transmitting mosquitoes in certain developing countries-according to the Malaria Report 2015 from the World Health Organizationthus raising concerns about its adverse effects on premature delivery. Popular studies in reproductive epidemiology address this goal by dichotomizing the gestational age at delivery (GAD) with a clinical threshold, so that births occurred before the 37-th week are considered preterm. Although this approach allows for a simpler modeling strategy, it leads to a clear loss of information. In particular, a greater risk of mortality and morbidity is associated with preterm birth, which increases rapidly as the GAD decreases. This has motivated an increasing interest in modeling how the entire distribution of GAD changes with DDE exposure within a density regression framework (e.g. Dunson and Park, 2008; Hwang and Pennell, 2014; Canale et al., 2017) .
As shown in Figure 2 , data are composed by n = 2,312 measurements (x i , y i ), for women i = 1, . . . , n, where x i represents the DDE concentration, and y i is the gestational age at delivery for woman i. Our goal is to reproduce the analyses in Dunson and Park (2008) on this dataset, and compare the inference and com- 
DDE (mg/L)
Gestational age at delivery putational performance of the mcmc via Gibbs sampling, the em algorithm, and the vb routine proposed in Section 3. Note that, consistent with the main novelty of this contribution, we do not attempt to improve the flexibility and the efficiency of the available statistical models for Bayesian density regression-such as the kernel stick-breaking (Dunson and Park, 2008) , and the psbp (Rodriguez and Dunson, 2011 while using results in Dunson and Park (2008) as a benchmark to provide reassurance that inference under the lsbp is comparable to alternative representations widely considered by the practitioners.
We apply the predictor-dependent mixture of Gaussians (9) with lsbp (6)- (7), to a normalized version of the DDE and GAD (x i ,ȳ i ), i = 1, . . . , n, and then show results for f x (y) on the original scale of the data. Consistent with previous works (Dunson and Park, 2008; Canale et al., 2017) , we let P = 2, with λ 1 (x i ) = 1 and λ 2 (x i ) =x i , for every i = 1, . . . , n, and rely instead on a flexible representation for η h (x i ) to characterize changes in the stick-breaking weights with DDE.
In particular, each η h (x i ) is defined via a natural cu- In providing posterior inference under the Gibbs sampling algorithm described in Section 3.1, we rely on 30,000 iterations, after discarding the first 5,000 as a burn-in. Analysis of the traceplots for the quantities discussed in Figures 3 and 4 showed that this choice is sufficient for good convergence. The em algorithm and the vb procedures discussed in Sections 3.2 and 3.3, respectively, are instead run until convergence to a modal solution. Since such modes could be only local, we run both the algorithms for different initial values, and consider the solutions having the highest log-posterior and the lowest bound of the marginal density, respectively.
We also controlled the monotonicity of the sequences for thresholds y * ∈ (7 · 33, 7 · 35, 7 · 37, 7 · 40)-along with 0.95 pointwise credibility intervals (shaded area). These quantities are not available from the em algorithm, for which a plug-in estimate of pr(y < y * | x) is displayed.
these quantities, in order to further validate the correctness of our derivations. In this study, the em and the vb reach convergence in 2.1 and 6.6 seconds, respectively, whereas the Gibbs sampler requires 5 minutes, using a MacBook Air (OS X Sierra) with a Intel Core i5.
Similarly to Figure 3 in Dunson and Park (2008) , Prior to conclude our analysis, note that the results in Figures 3 and 4 are similar to those obtained under the kernel stick-breaking prior in Dunson and Park (2008) . This provides empirical guarantee that the flexibility and efficiency properties characterizing popular Bayesian nonparametric models for density regression are maintained also under our lsbp, which has the additional relevant benefit of facilitating computational implementation of these methodologies. Minor differences are found at extreme DDE exposures, but this is mainly due to the sparsity of the data in this subset of the predictor space, as shown in Figure 2 .
Discussion
The focus of this paper has been on providing novel methodologies to facilitate computational implementation of Bayesian nonparametric models for density re- 
