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Abstract
Retinal prostheses require the presence of viable population of cells in the inner retina. Evalua-
tions of retina with Age-Related Macular Degeneration (AMD) and Retinitis Pigmentosa (RP)
have shown a large number of cells remain in the inner retina compared with the outer retina.
Therefore, vision loss caused by AMD and RP is potentially treatable with retinal prostheses.
Photostimulation based retinal prostheses have shown many advantages compared with retinal
implants. In contrary to electrode based stimulation, light does not require mechanical contact.
Therefore, the system can be completely external and not does have the power and degradation
problems of implanted devices. In addition, the stimulating point is flexible and does not require
a prior decision on the stimulation location. Furthermore, a beam of light can be projected on
tissue with both temporal and spatial precision. This thesis aims at finding a feasible solution
to such a system.
Firstly, a prototype of an optoelectronic stimulator was proposed and implemented by using the
Xilinx Virtex-4 FPGA evaluation board. The platform was used to demonstrate the possibility
of photostimulation of the photosensitized neurons. Meanwhile, with the aim of developing
a portable retinal prosthesis, a system on chip (SoC) architecture was proposed and a wide
tuning range sinusoidal voltage-controlled oscillator (VCO) which is the pivotal component of
the system was designed. The VCO is based on a new designed Complementary Metal Oxide
Semiconductor (CMOS) Operational Transconductance Amplifier (OTA) which achieves a good
linearity over a wide tuning range. Both the OTA and the VCO were fabricated in the AMS
0.35 µm CMOS process. Finally a 9×9 CMOS image sensor with spiking pixels was designed.
Each pixel acts as an independent oscillator whose frequency is controlled by the incident light
intensity. The sensor was fabricated in the AMS 0.35 µm CMOS Opto Process. Experimental
validation and measured results are provided.
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List of Original Contributions
• Prototype platform: a prototype of an optoelectronic stimulator was proposed and im-
plemented by using the Xilinx Virtex-4 FPGA evaluation board. It has the ability to
generate desired patterns for photostimulation experiments.
• Chip 1 (OTA): a highly linear CMOS OTA with wide tuning range was fabricated in the
AMS 0.35 µm CMOS process. Measured results show that the transconductance of the
OTA ranges from 30 pA/V to 25 µA/V, and a good linearity over a wide tuning range is
achieved. The chip size is about 200 µm × 230 µm.
• Chip 2 (VCO): based on the new designed OTA, an OTA-C VCO was designed and
fabricated in the AMS 0.35 µm CMOS process. It achieves a tuning range from 6 Hz to
180 kHz. The chip size is about 550 µm × 400 µm.
• Chip 3 (Image Sensor): a 9×9 CMOS image sensor was fabricated in the AMS 0.35 µm
CMOS Opto Process. It achieves a linear dynamic range of over 134 dB (from 100 mHz
to 502 kHz) and an overall dynamic range of over 143 dB (from 34 mHz to 502 kHz). The
nominal power dissipation is about 50 nW per pixel. The chip size is about 1700 µm ×
1700 µm, and the pixel size is about 160 µm × 160 µm.
• Test board: a six-layer PCB board was developed for chip testing. It supports multi-
channel V-to-I and I-to-V conversions and voltage regulations. In additions it provides
up to 100 independent I/O sockets.
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Chapter 1
Introduction
In many forms of blindness, such as Age-Related Macular Degeneration (AMD) and Retinitis
Pigmentosa (RP), there is a loss of the photoreceptors (the rods and cones); however suffer-
ers generally retain a normal optical apparatus and a viable population of Retinal Ganglion
Cells (RGCs) that form the optic nerve. In addition, recent investigations show that non-
photoreceptor cells can be induced to become photosensitive to light by several strategies,
including expression of natural photosensitive proteins, photolysis of caged-neurotransmitters,
and light-sensitive ion channels containing a synthetic photoswitch [71]-[78]. These new findings
raise the possibility of developing a bionic optoelectronic retinal prosthesis based on photostim-
ulation of the photosensitized RGCs [98].
Photostimulation based retinal prostheses have shown many advantages over the traditional
invasive visual prostheses. Contrary to electrode based stimulation, light does not require me-
chanical contact. Therefore, the system can be completely external and do not have the power
and degradation problems of implanted devices. In addition, the stimulating point is flexible
and does not require a prior decision on the stimulation location. Furthermore, a beam of
light can be projected on tissue with both temporal and spatial precision. The project aims at
finding a feasible solution to such a system. An organization chart is given by Fig. 1.1. The
neuron photosensitization techniques are investigated in collaborations with the Hankins Lab at
Oxford University, and the Burrone Lab at Kings College, London. The gallium nitride (GaN)
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Light Emitting Diode (LED) arrays are fabricated by the Dawson group at the University of
Strathclyde and optically functionalized by the Neil group at Imperial College. The optoelec-
tronic retinal stimulator is fabricated by the Bioinspired VLSI Circuits and Systems Group at
Bioengineering Department, Imperial College London. And the image processing algorithms
and architectures are developed by the Neurobionics group at the Institute of Biomedical En-
gineering, Imperial College London. This thesis focuses on the design of the optoelectronic
retinal stimulator.
Figure 1.1: The research groups investigating neuron photostimulation and retinal prosthesis
at Imperial College London, University of Oxford, King’s College London and University of
Strathclyde.
Chapter 1 deals with the foundation and biological background of the novel bionic optoelectronic
retinal prosthesis approach. In this chapter the anatomy of the eye, the retinal diseases, and
the photosensitization techniques are introduced. A literature review on visual prosthesis is
provided. A description of the bionic optoelectronic retinal prosthesis is also presented.
Chapter 2 describes the implementation of a prototype platform designed for the experimen-
tations in the development of a non-invasive retinal prosthesis. The platform is highly pro-
grammable and reconfigurable as required for experimentation. It provides retinomorphic en-
coding and optoelectronic stimulation.
Chapter 3 describes the synthesis and performance characteristics of a key circuit component
needed for the programmable stimulator chip of the system: a wide tuning range voltage-
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controlled oscillator (VCO). The VCO is based on a new designed Complementary Metal Oxide
Semiconductor (CMOS) Operational Transconductance Amplifier (OTA) which achieves a good
linearity over a wide tuning range. Both the OTA and the VCO were fabricated in the AMS
0.35 µm CMOS process.
Chapter 4 presents a 9×9 CMOS image sensor intended for the novel bionic optoelectronic
retinal prosthesis. Each pixel acts as an independent oscillator, whose frequency is controlled
by the incident light intensity. The sensor was fabricated in the AMS 0.35 µm CMOS Opto
Process. Experimental validation and measured results are also provided.
1.1 Anatomy of the eye
The eye is a sensory organ which transfers visible light into a stream of information that can
be transmitted via optic nerves. Fig. 1.2 shows a cross section of the human eye. The outer
shell of the eye consists of three layers: the corneoscleral layer, the uvea, and the retina [1].
The corneoscleral layer (the outer layer) consists of the cornea and the sclera. The cornea is a
transparent surface that covers the iris and pupil. The cornea, together with the lens, refracts
light and helps the eye to focus. The iris is a pigmented circular muscle, and it divides the
space between the cornea and the lens into the anterior chamber and the posterior chamber.
The central black-looking aperture is The pupil is the central black-looking aperture that allows
the light to enter the eye. The pupillary constrictor and the dilator are the two muscles in the
iris which adjust the size of the pupil. Behind the lens is the vitreous cavity, which is filled the
vitreous humor. The uvea (the intermediate layer) is divided into two parts: anterior (iris and
ciliary body) and posterior (choroid). The retina is the internal layer which lines the sides and
back of the vitreous cavity. The retina is a neural tissue with multilayer structure (Fig. 1.3).
It performs the functions of photodetection and the front end visual signal processing [1].
There are mainly five types of neuron cells found in the retina: photoreceptor cells, horizontal
cells, bipolar cells, amacrine cells and ganglion cells [1]. The outermost layer in the retina is
Pigment Epithelium (PE), which regulates the exchanges of nutrients and waste between the
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Figure 1.2: Cross section of a human eye (taken from [1]).
retina and choriocapillaris. Next to the PE is the Outer Nucleus Layer (ONL) which contains
the cell bodies of the photoreceptors. There are two types of photoreceptors: rods and cones.
The rods are located in the periphery of the retina and are responsible for peripheral, motion
and night vision. Cones are densely concentrated in the macula area and responsible for central
visual acuity and color vision. The pigment-bearing membranes of the photoreceptors are in
contact with the PE layer, which provides a steady stream of the vital retinal molecule (vitamin
A). The Inner Nucleus Layer (INL) contains the cell bodies of horizontal cells, bipolar cells and
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Figure 1.3: Cross section of the retina (taken from [1]).
amacrine cells. The Ganglion Cell Layer (GCL) contains the cells bodies of ganglion cells. The
synaptic connections between the photoreceptors and the bipolar cells occur at the junction
of the Outer Plexiform Layer (OPL). The Inner Plexiform Layer (IPL) contains the synaptic
connections between the bipolar cells and the ganglion cells. The Internal Limiting Membrane
(ILM) is the inner most layer which forms the barrier between the retina and the vitreous. The
axons of the ganglion cells form the Optic Nerve Fiber Layer (ONFL) which is located between
GCL and ILM [1][2].
1.2 Retinal Diseases [3]
According to the International Classification of Diseases (ICD) published by the World Health
Organization (WHO), the main diseases or disorders that affect the retina include Retinal De-
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tachments, Retinal Vascular Occlusions, and Retinal Disorders, such as Retinopathy, Macular
Degeneration, and Retinitis Pigmentosa.
Table 1.1: Retinal Disorders and Diseases
Retinal Diseases Causes Symptoms
and Disorders
Retinal Detachments the retina detaches vision loss
Retinal Vascular a blockage in the blood blurred vision
Occlusions vessels the retina
Retinopathy non-inflammatory damage vision loss
to the retina
Macular Degeneration photoreceptors malfunction central vision loss
Retinitis Pigmentosa photoreceptors malfunction tunnel vision and
night blindness
A summary of the causes and symptoms of the main retinal disorders and diseases defined by
ICD is given by Table 1.1. For retinal diseases and disorders caused by malfunction of the
photoreceptors, such as Macular Degeneration and Retinitis Pigmentosa, there is a loss of the
photoreceptors in the retinal; however sufferers generally retain a normal optical apparatus and
a viable population of RGCs that form the optic nerve. Therefore recovery of vision can be
achieved by stimulation of the RGCs using retinal prostheses.
A. Age-Related Macular Degeneration (AMD)
AMD is a degenerative disease occurred at the outer retina. It associated with age and occurs
with the degeneration of the macula (central area of the retina which provides detailed central
vision). AMD is diagnosed as either dry (non-neovascular) or wet (neovascular). Dry AMD
occurs when the photoreceptors in the macula break down, which causes the loss of central
vision. Wet AMD causes vision loss due to abnormal blood vessel growth behind the retina,
these new blood vessels are fragile and lead to blood and protein leakage below the macula.
This leakage causes permanent damage to the photoreceptors, which die off and create blind
spots in central vision.
B. Retinitis Pigmentosa (RP)
RP is one form of inherited retinal degeneration. This disorder is characterized by the progres-
sive loss of photoreceptors and eventually leads to blindness. In the progression of symptoms
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for RP, night blindness generally precedes tunnel vision.
1.3 Visual Prosthesis
In human retina, light are firstly detected by two types of photoreceptors which are rods and
cones. Electrical signals from the photoreceptors are then processed by horizontal cells, bipolar
cells, amacrine cells and ganglion cells within the retina, before passing to the optic nerve [13].
There are over 120 million photoreceptors and only about 1 million ganglion cells, therefore the
amount of information entering the eye is reduced considerably [14].
In 1929, it was found that stimulating the visual cortex led to the perception of phosphenes
[15]. Visual prosthetic systems attempt to utilize the perception of phosphenes to provide a
useful substitute for normal vision. Most of current approaches for a visual prosthesis are
based on electrical stimulations. So far, four different locations along the visual pathway have
been proposed and investigated: in front of the retina, behind the retina, the optic nerve, and
the visual cortex. Most visual prosthesis systems have similar system architectures, which are
mainly composed of an imager, a signal processor, a power and data telemetry, and a stimulator.
The imager is the first stage of any visual prostheses is the image acquisition. At this stage the
light emanated from sources or reflected from surfaces in the physical environment is detected
and delivered to the retina. CMOS/CCD image sensors are usually used to acquire and digitize
image information from the environment. The primary role of the signal processor is the
transformation from image data to stimulus data. The transformation for each stimulating
position is different and the exact model cannot be known until enough data is collected from
the experiments on patients. Therefore, the initial image processor should be flexible to account
for the current lack of knowledge. In addition, real-time operation and portability are also
indispensable features. At present, general purpose processors, such as DSP, FPGA, and CNN-
UM, are desirable solutions for the image processing subsystem. A power/data link between
the external part and the internal part is required for two purposes. First is to provide the
power that is required by the implant devices. Second is to transfer stimulus parameters to the
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implant and to receive diagnostic information from the implant. The purpose of the stimulator
is to send the stimulation current through electrodes [16][17].
1.3.1 Retinal Stimulation
According to the anatomical location of the electrode neuron interface, two types of retinal
implants are defined:
1. Epiretinal Stimulation
Epiretinal prosthesis involves a stimulator chip being implanted against the ganglion cells in
the retina. This approach attempts to stimulate the remaining retinal neurons of patients who
are blind from photoreceptor degenerations.
A. Retinal Prosthesis Project (Humayun)
The project started with a dual unit intraocular prosthesis was described in 1997 [20]. The
proposed device is comprised of two basic components: a photosensing, processing and stimu-
lating (PPS) chip and an electrode array. The PPS chip, mounted directly behind the cornea,
is a 5×5 array, each pixel is divided into two parts, the photoreceptor and the current pulse
generator. The current pulse generator consists of a comparator, a D Flip-Flop (DFF), and an
output current driver. The threshold voltage of the comparator is adjustable which allows the
chip function in different lighting conditions. The system can generate biphasic current pulses
with adjustable amplitudes up to 600 µA and drive the loads by 1×5 multiplexing at 60 Hz.
The clock period and pulse width are controlled by the external clock signals and in the range
of millisecond. The Retina-1 chip was fabricated in 2 µm CMOS process. The phototransistor
size is 30 µm × 30 µm and the pixel area is 300 µm × 300 µm. The chip functions in a
range from a fraction of a lux (a very dim room) to several thousand lux (HeNe laser). It was
demonstrated that when the pattern of an ‘E’ was shone on the chip, the same pattern of the
‘E’ was output through the current generating components of the pixels [20].
Based on the study of this chip, it was concluded that the photosensor array on the implanted
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chip is not a viable solution. First, it is hard to achieve extra image processing required before
the retinal neurons are stimulated. Second, the large power requirement for such sensing circuits
is hard to meet. Therefore, the photosensing circuits were shifted outside the eye and data link
was established [21]. In 1999, an improved system structure was proposed [22]. The new system
is composed of two units, one extraocular and one intraocular. The two units are connected by
a telemetric inductive link, allowing the intraocular unit to derive both power and data signals
from the extraocular unit. The extraocular unit includes a video camera, a video processing
board, a telemetry protocol encoder chip, an RF amplifier and a primary coil. The intraocular
unit consists of a secondary coil, a rectifier and regulator, a retinal stimulator with a telemetry
protocol decoder, a stimulus signal generator, and an electrode array. The extraocular unit is
implemented by using a FPGA board which integrates an 8-bit pipeline A/D converter and a
RS232 transceiver to interface with the camera, a FPGA chip for image processing and SRAMs
as buffers. A prototype telemetry/stimulus chip (Retina-2 chip) was fabricated in the AMI 1.2
µm CMOS process. The chip has 100 channels (10×10) with 20 drivers and 1×5 multiplexing.
The communication subcircuit operates at a data rate of 25 to 250 Kb/s, which can provide a
maximum frame rate of 600 frame/sec for a 10×10 array. There are 20 pulse-stimulator circuits
in the chip, all of which support a set of full-scale current value of 200, 400, or 600 µA. The
current at each stimulator can also be refined by the corresponding 4-bit DAC [23].
The Retina-3 chip had additional circuitry for data recovery from a data link. An amplitude
shift keying (ASK) demodulator and delay locked loop (DLL) were used for alternate pulse
width modulation (PWM) data recovery. The Retina-3.5/3.55 chips had 60 dedicated drivers
and two independently programmable DACs to provide more flexibility in the current waveform.
The communication was strengthened through error detection using cyclic redundancy check
(CRC) and checksum. A novel charge cancellation circuitry with current limiting capability is
implemented to discharge the electrodes for medical safety. Because a binary weighted DAC
increases the size of the most significant bit (MSB) devices by a factor of two for every bit
of resolution, a smaller area multibias DAC was designed and tested in Retina-4. This 8-bit
multibias DAC reduces the DAC area by half [24]-[32].
In 2004, Parikh implemented real-time algorithms on a TMS320C6711 DSP [34]. This system
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runs in real time and implements algorithms such as decimation and edge detection. The
decimation algorithm converts a 480×720 resolution to a 32×32 resolution. The edge detection
routine convolves the original image with a sobel window to detect edges.
B. Boston retinal implant project
This project is a collaboration between Joseph Rizzo (Massachusetts Eye and Ear Infirmary,
Harvard Medical School, MA, USA) and John Wyatt (Massachusetts Institute of Technology,
MA, USA). The main difference between this approach and Humayun’s approach is the use of
a laser (instead of RF transmission) to transfer power and data to the stimulator chip, because
laser will not be effected by electronic noise interference (unlike radiofrequency transmission)
[35]. This approach also uses an efficient neural tissue stimulator based on a voltage-based
driver. It achieves a 53% reduction in power compared to efficient traditional linear current
sources [36].
In 1996 electrically invoked cortical potentials were successfully recorded from stimulation of
a rabbit retina [37]. In 2003 the microelectrode arrays were tested with six patients [38].
All patients were able to perceive phosphenes in response to stimulation; however, the results
were mixed. Threshold charge densities were found to be much higher and above safe levels
in blind patients compared with the normally sighted patients. In this study, it was found
that multiple phosphenes would be presented by a single electrode stimulation. In addition,
multiple-electrode stimulation did not reliably produce matching phosphenes [38].
C. EPI-RET (Eckmiller)
The German EPI-RET project was started from 1995. The aim is to develop a learning visual
prosthesis and to provide the corresponding implantation and training methods [39]. The retinal
implant of the EPI-RET project has two basic components: the Retina Encoder (RE) and the
Retina Stimulator (RS). RE is a learning neural computer that transforms a visual scene into
nerve signals. The proposed implant can interactively change its function so as to produce
the best possible perception. RE together with a photosensor array for image acquisition and
a transmitter for the transmission of data and power are housed in a pair of glasses. The
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signals are transmitted wireless to the implanted Retina Stimulator. The RS is a flexible
microcontact foil consisting of a receiver for the data from the RE and microcontacts with
corresponding control devices to stimulate the RGCs. To bridge the degenerated retina, the
Retina Stimulator forwards the information via more than 100 microcontacts to the ganglion
cells which are directly linked to the optic nerve [40]-[43].
The implementation of the real-time RS consists of 16 × 16=256 individually tunable spatio-
temporal (ST) filters consisting of four separate filter-types (P-on centre, P-off centre, M-on
centre, and M-off centre) with 11 tunable parameters [44][45]. Both input and output pattern
arrays consists of 32× 32 pixels. RE is implemented by computer with an average output of 20
frames/s and alternatively by a combination of program modules in C and in assembler as digital
signal processor (DSP) simulation with an average quasi real-time output of 50 frames/s. The
ST filter outputs are modulated asynchronous pulse trains as input signals for the stimulation
electrodes.
2. Subretinal stimulation
A subretinal implant is located behind the photoreceptor layer and in front of the PE layer.
Therefore, the subretinal approach may be capable of utilizing the inner retinal cells remained
in the retina. Subretinal implant is composed of electrodes that are powered, partially or fully,
by solar cells. Therefore light coming into the eye both powers the device and is transmitted to
the brain. The device is intended to replace the photoreceptors by producing electrical current
in response to light.
A. Optobionics Corp. (Chow)
In the 1980s Alan and Vincent Chow started the investigation in subretinal implant [46]. In an
animal experiment, a strip electrode was inserted behind the photoreceptor layer in a rabbit’s
eye. The evoked electrical response of stimulation to the operated eye was compared with the
normal eye by presenting a flash of light and then measuring the response from the scalp over
the visual cortex. It was found that electrical spikes were generated during stimulation. It
demonstrated the feasibility of converting light into electrical signals and therefore to produce
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a cortical electrical evoked response by using subretinal stimulation [47].
A further animal experiment focused on the long-term biocompatibility of subretinal stimulation
[48].The implant is approximately 50 µm in thickness and about 2 to 2.5 mm in diameter.
Following implantation in the cat’s right eye, the arrays were evaluated over 10 to 27 months.
During this time, a gradually decreased response to light was found, due to the dissolution
of the gold electrode layer. It was found that the implant maintained a stable position over
time with no rejection, inflammation or degeneration of the retina outside the location of the
implant [49].
Between 2000 and 2001, the US Food and Drug Administration and institution review board
approval were obtained to enrol six patients into an artificial silicon retina (ASR) safety and
feasibility clinical trial [50] [51]. The ASR microchip is a 2-mm-diameter and 25-µm-thickness
silicon-based device that contains about 5000 microphotodiodes and is powered by incident
light. The ASR microchip was implanted into the right eyes of six legally blind patients with
RP. During a follow-up period of 6 to 18 months, all ASRs were found to function electrically
with no rejection, inflammation, erosion, retinal detachment or migration of the device, and all
patients experienced improvements in visual functions.
1.3.2 Optic Nerve Stimulation
The optic nerve based visual prosthesis started with the Microsystem Based Visual Prosthe-
sis (MIVIP) project [57][58]. In this project, microsystems based prototypes were built to
demonstrate the efficiency of a functional prototype of visual prosthesis interfaced with the
optic nerve. In the first stage of the project, an external stimulator was connected to wires
going through the skin of a patient to an implanted spiral cuff electrode. A portable computer
was used to send standard current waveforms sequentially through the current stimulator to
the electrodes. The stimulator included four current sources which were controlled by FPGA.
The cuff electrode consists of four platinum contacts and is able to adapt continuously to the
diameter of the optic nerve. Based on the prototype, an implantable VLSI integrated version
of the stimulator was built.
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Lately the OPTIVIP project has launched [60] [61]. The aim is to further develop the optic
nerve based visual prosthesis designed during MIVIP. A neurostimulator and antenna were
implanted and connected to the electrode, and an external controller with telemetry was used for
stimulating the cuff electrode. In addition, the electrical components were improved in terms of
size and consumption, the surgical procedure involving the electrode implantation was adapted
and eased, the underlying neurophysiological process linking the stimulation parameters to
the evoked visual sensations was decoded, artificial neural networks (ANNs) techniques were
proposed to estimate the characteristics of the visual sensations, modeled and physiological data
were further collected. It showed that the prediction performances of the ANNs are superior
to the performances achieved by classical linear statistical methods [61].
1.3.3 Cortical Stimulation
The investigations of visual cortical prostheses began since the 1960’s [62] [63] [64]. It has
the potential to aid individuals with blindness due to diseases such as glaucoma and diabetic
retinopathy, where either the inner retina or optic nerve is damaged. A cortical prosthesis has
a higher threshold for safety than a retinal prosthesis, because the morbidity rate and mortality
rate associated with brain surgery are higher than eye surgery. In addition, it has to account for
the significant signal processing that occurs in both the retina and lateral geniculate nucleus.
Positioning electrodes precisely in primary visual cortex is also a challenge [17].
A. Dobelle
In 2000, a subject who had been using a cortical visual prosthesis system for over 20 years
was reported [65]. The system used a 64-channel electrode array, which had been implanted
on the medial surface of the subject’s right occipital lobe in 1978. The system utilized a
black and white camera connected to a laptop. Cables from the laptop were connected to a
percutaneous connecting pedestal, which interfaced to the microcontroller, stimulus generator
and electrode array. When stimulated, each electrode produced one to four closely spaced
phosphenes. The stimulation parameters and phosphene locations had been stable for the past
20 years; however, the electrode thresholds required a 15-min recalibration every morning. The
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frame rates of around 4 fps had been found to be optimal. The subject had a visual acuity of
approximately 20/200.
B. CORTIVIS
The Cortical Neuroprosthesis for the Blind (CORTIVIS) project commenced in 2002. The
project aims at developing a cortical neuroprosthesis to interface the visual cortex through
intracortical microstimulation [66] [67]. The system includes a neuromorphic encoder, a radio
frequency (RF) link and an array of penetrating electrodes which were implanted into the
primary visual cortex. The neuromorphic encoder was implemented in a video processing
board based on a XILINX Spartan XC3S400 FPGA. It simulates the spatiotemporal receptive
field’s characteristic response of the RGCs and generates the spikes delivered to the RF link.
Based on the developed prototype, a complete system is being designed in ASIC technology.
The wireless RF link provides both power and bidirectional transmission of data between the
outside and the implant. The microelectrodes were provided by Utah electrode arrays (UEA).
One UEA has 100 microelectrodes, each 1.5 mm long, arranged in a square grid and contained
in a package covering an area of approximately 4mm× 4mm [68].
1.4 Optobionic Retinal Prosthesis
Postmortem evaluation of retina with AMD and RP has shown a large number cells remain
in the inner retina compared with the outer retina. In AMD, 90% of the inner retina cells
remained [7]. In RP, only 4% of photoreceptors remained in the macular but 80% of inner
retina cells remained [4]-[6]. Thus, by measures of cell counting, the inner retina cells in AMD
and RP appears to be less affected by disease compared with the photoreceptors. Further,
electrical stimulation of human retina with AMD and RP results in the perception of light,
so some neural elements exist and can be activated [8]-[10]. In addition, recent studies using
novel cell tracing, suggest that the inner retina undergoes significant remodeling during retinal
degeneration [11] [12]. In summary, AMD and RP do not result in complete degeneration of
the retina, therefore, the vision loss caused by AMD and RP are potentially treatable with a
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retinal prosthesis.
It has been demonstrated that electrical stimulation of the RGCs can produce visual perceptions
in blind patients suffering from AMD and RP. However, current retinal implants have several
problems. Since the prosthetic devices have to be implanted inside the eyeball, surgeries are
required and the stimulating electrodes have to be in good physical contact with the cells. The
invasive electrodes may cause further degradation of the remaining functional tissue. Current
retinal implants provide very low resolution, whereas at least several thousands pixels would
be required for functional restoration of sight. Increasing resolution raises critical requirements
for micro-electrode array and power transmission scheme.
Recently various strategies have been developed to make normally insensitive cells photosen-
sitive, including expression of natural photosensitive proteins, photolysis of caged neurotrans-
mitters, and photoswitching of isomerizable tethered ligands that act on specially engineered
ion channels and receptor targets [71]-[78]. It raises the possibility of the generation of a novel
bionic optoelectronic retinal prosthesis that is based on photostimulation [98]. Such a retinal
prosthesis has many advantages compared with traditional retinal implants. First, contrary to
electrode based stimulation, light does not require mechanical contact and can enable nonin-
vasive remote control on the cell activities. Therefore, the imager, processor, and stimulation
system can be completely external and do not have the power and degradation problems of
implanted devices, and be easily tuned and upgraded. Second, since light beams can be easily
scanned, the stimulating point is flexible and does not require a prior decision on the stimula-
tion location. Third, a beam of light can be projected on tissue with both temporal and spatial
precision and it may be focused on either single cells or just parts of cells.
1.4.1 Neuron Photosensitization [71][78]
The ion channels found in animal cells can be directly activated by changes in transmembrane
voltage, ligand binding, changes in temperature and mechanical forces, but none is directly
sensitive to light. For photoreceptors which naturally have photoreceptive proteins such as
rhodopsins, the ion channels are indirectly activated through a complex biochemical cascade.
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Therefore, either an electrical or a chemical stimulus need to be applied to rapidly elicit cellular
responses mediated by ion channels.
Light stimulation of neuronal signals was first demonstrated in 1971 by Richard Fork at Bell
laboratories. An intense beam of blue light was used to stimulate action potentials in the
abdominal ganglion of Aplysia California [69]. Since then scientists have been investigating in
Nanotechnology and Genomics to realize various photostimulation tools. Fig. 1.4 shows that
photosensitization of the normally insensitive cells can be achieved by through the illustrated
systems: transfection of genes that encode naturally occurring photoreactive proteins (left),
the application and photolysis of caged agonists (center) or transfection of genes that encode
customized proteins in conjunction with tethered molecular photoswitches (right) [71].
Figure 1.4: Light switches for cellular control. Light sensitivity may be imparted onto normally
insensitive cells by through application of one of the illustrated systems: transfection of genes
that encode naturally occurring photoreactive proteins (left), the application and photolysis of
caged agonists (centre) or transfection of genes that encode customized proteins in conjunction
with tethered molecular photoswitches (right) (scanned from [71]).
Expression of natural photosensitive proteins
One way to photosensitize a non-photoreceptor cell is to genetically make it express a photosen-
sitive protein that is not normally found in that cell type. Most of the photosensitive proteins
are in the same family as rhodopsin, which is the protein found in the photoreceptor cells of
retina (rods and cones).
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Melanopsin is a photoreceptor protein found in a small subset (2%) of intrinsically light-sensitive
RGCs which are not involved in the image formation process, but regulate the circadian system
and the pupil constriction instead [73]. Phototransduction in melanopsin is based on an inver-
tebrate type G-protein cascade. It has been showed that when melanopsin was expressed in
mammalian cell lines it enabled light-evoked depolarization responses [74]. The spike jitter of
the melanopsin can be seconds to minutes long [75]. Melanopsin has a sensitivity maximum at
480nm, and the threshold light intensity required for producing responses is near 1012 photons
cm-2s-1. For comparison, the thresholds for the rod and cone photoreceptors are about 106 and
1010 photons cm-2s-1. The advantage of the melanopsin is that it is bi-stable due to its intrinsic
capability to reisomerise the retinal molecule back to its cis state after the photoisomerization
[74].
Channelrhodopsin-2 (ChR2), a distant relative of rhodopsin, is also used to induce light sensitiv-
ity to non-photoreceptor cells. When expressed in animal cells, ChR2 forms small-conductance,
nonselective cation channels that can be activated by exposure to blue light [76]. ChR2 is a
seven-transmembrane protein with a molecule of All-Trans Retinal (ATR) bound at the core
as a photosensor. Upon illumination with 470 nm blue light, ART isomerizes and triggers a
conformational change to open the channel pore. Its activation threshold was reported to be
between 1015 photons cm-2s-1 [77] and 1018 photon cm-2s-1 [78]. Compared with melanopsin
and rhodopsin, the phototransduction in ChR2 does not involve any amplifying signaling cas-
cades, since the ChR2 is sensor and ion channel combined. Hence, cells that express ChR2
respond faster. The channel is opened within 50 µs from illumination and first spikes are ex-
pected after 1-3 ms [78]. ChR2 can be stably introduced into tissues through techniques such
as viral delivery, creation of transgenic lines or electroporation. Lentiviral technology provides
a convenient combination of stable long-term expression, ease of high-titer vector production
and low immunogenicity, which are common elements in state-of-the-art lentiviral vectors [78].
Photolysis of caged neurotransmitter
Photorelease of chemically caged neurotransmitters is an alternative strategy for neuron pho-
tosensitization. It uses light to uncage biologically active compounds from inert precursors. It
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Figure 1.5: Functional expression of ChR2 in intact rodent hippocampus. (a) Lentiviral vector
used for delivery of ChR2 into the brain. (b) Scanning confocal image of dentate gyrus granule
cells expressing ChR2-EYFP in the adult mouse hippocampus. (c) Inward current in a voltage-
clamped neuron in an acute slice evoked by 500 ms of 470 nm blue light. (d) Voltage traces
showing spikes in a current-clamped hippocampal dentate gyrus hilar interneuron in an acute
adult mouse slice evoked by 20, 30 or 50 Hz trains of light pulses. (e) The five traces of 50 Hz
spike trains superimposed to demonstrate the low temporal jitter, reliability and sustainability
of ChR2-based photostimulation (scanned from [78]).
results in spike with temporal jitter (the time between stimulus and the first single spike) of
1-3 ms [84]. Since UV light are required to break the covalent bound between the blocking
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molecule and the neurotransmitter, it hinders stimulating in volumetric tissue and therefore
reduces the biocompatibility of the approach.
Light-sensitive ion channels containing a synthetic photoswitch
Figure 1.6: SPARK channels contain a small photoswitch, MAL-AZO-QA (a) that, upon pho-
toisomerization, changes length. When adducted to customized K+ channels (b), visible light
causes the QA blocking group to prevent ion flow. Upon exposure to UV light, MAL-AZO-QA
interconverts to the cis form, thus relieving QA-induced block and causing hyperpolarization
of the cell (scanned from [71]).
As explained in [94] and [95]: “Light sensitivity can be conferred on otherwise light-insensitive
cells by coupling a synthetic photoisomerizable compound (a photoswitch molecule) onto a
cell-surface signaling protein. A photoswitch molecule has been attached onto a voltage-gated
Shaker K+ channel to produce a hybrid ion channel that can be turned on and off with light [96].
The photoswitch (MAL-AZO-QA; Fig. 1.6a) contains a cysteine-reactive maleimide (MAL)
group, for covalent attachment to the channel; an azobenzene (AZO) group, which is photoi-
somerizable; and a quaternary ammonium (QA) group, which is a blocker of the pore of the
channel. In its extended, transform, MAL-AZO-QA is long enough that the QA group can
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reach a binding site in the pore and block ion conduction. Upon exposure to short wavelength
light, the AZO photoisomerizes to its bent, cis form, which is too short to allow the QA to
reach the binding site, thereby relieving pore blockade and allowing ion conduction (Fig. 1.6b).
Illumination with long-wavelength light accelerates the reverse cis to trans conversion, restor-
ing the blocked state. Hence channel conduction can be controlled bidirectionally with light.
The light-activated Shaker channel, called SPARK (synthetic photoisomerizable azobenzene-
regulated K+ channel) can be rapidly (less than 100 ms) switched on and off with different
wavelengths of light (Fig. 1.7a). For opening the channel, 380 nm light is optimal, and 500 nm
light is optimal for accelerating its closure. However, when kept in complete darkness for several
minutes, the SPARK channel spontaneously reverts to its blocked state, as the MAL-AZO-QA
thermally relaxes from the cis to the trans configuration (Fig. 1.7b). Therefore, the default
state of the SPARK channel, both in darkness and in white light, is closed. Expression of
the SPARK channel in mammalian neurons allows light to reversibly regulate action potential
firing (Fig. 1.7c). In the dark, SPARK channels are blocked, and the K+ conductance of the
membrane is low. Exposure to 380 nm light opens the channels, increasing K+ conductance,
which hyperpolarizes the membrane potential and inhibits the firing of action potentials. So
opening the SPARK channels silences neuronal activity, whereas closing the channels restores
activity.”
As stated in [71] and [78]: “The probable outcome is that all of the methods will find impor-
tant uses in cell biology in general and in neurobiology in particular. These techniques may
eventually be used as medical tools for the noninvasive and precise input of information into
the nervous system, downstream of sites of degeneration or injury. It is worth noting that
the remarkable advances in this field are driven not only by new discoveries in chemical and
molecular biology, but also by new and amazingly accurate and powerful optical technology.
Together, these approaches constitute a new optobionic interface for controlling the function of
cells, tissues and perhaps entire organisms.”
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Figure 1.7: (a) When MAL-AZO-QA is applied to patches from cells expressing the SPARK
gene, repeated opening and closing of channels occurs after exposure to UV or visible light.
(b) Cis to trans thermal relaxation occurs in the dark and can be accelerated by exposure to
visible light. (c) Mammalian neurons that have been transfected with the SPARK gene and
subsequently treated with MAL-AZO-QA are made photosensitive. Spontaneous activity can
be repeatedly and reversibly silenced after exposure to UV light owing to hyperpolarization
caused by SPARK channel opening; it resumes upon closure of SPARK channels (scanned from
[71]).
1.4.2 Optobionic Retinal Prosthesis
As introduced before, a photostimulation-based retinal prosthesis would be preferable to the
types of invasive stimulation methods for many reasons. First, contrary to electrode based stim-
ulation, light does not require mechanical contact and can enable noninvasive remote control on
the cell activities. Therefore, the imager, processor, and stimulation system can be completely
external and do not have the power and degradation problems of implanted devices, and be
easily tuned and upgraded. Second, since light beams can be easily scanned, the stimulating
point is flexible and does not require a prior decision on the stimulation location. Third, a
beam of light can be projected on tissue with both temporal and spatial precision and it may
be focused on either single cells or just parts of cells.
Fig. 1.8 illustrates the proposed optobionic retinal prosthesis, which comprises an imager, a
signal processor, a signal generator and a micro-LED array. The whole system is mounted on
a spectacle frame, generates optical stimuli for the photosensitized neurons [98].
The first stage of the proposed system is the image acquisition. At this stage a retinal pros-
thesis needs to detect light emanated from sources or reflected from surfaces in the physical
environment. The light must be transduced to an artificial stimulus and delivered to the retina.
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Figure 1.8: The proposed optobionic retinal prosthesis [98].
The image acquisition is performed by CMOS image sensors which offer superior integration,
power dissipation and system size. An adaptive mechanism (such as automatic gain control)
will also be required to allow the device to function at different levels of illumination.
Then, the acquired signals are passed to the signal processing subsystem. In addition to handle
functions requested by the user such as zoom, brightness adjustment, and contrast adjustment,
the primary role of the image processing system is the transformation from image data to stim-
ulus data. The transformation for each type of visual prosthesis is different and the exact model
cannot be known until enough data is collected from the experiments on patients. Therefore,
the initial image processor should be flexible to account for the current lack of knowledge. In
addition, real-time operation and portability are also indispensable features. At present, gen-
eral purpose processors, such as DSP, FPGA, and CNN-UM, are desirable solutions for the
image processing subsystem.
In addition, a signal generator is required to bridge the signal processing subsystem and the
micro-LED array. The signal generator is composed of an oscillating pixel array and each pixel
acts as an independent voltage-controlled oscillator (VCO). The frequency for each VCO is
controlled by the signal processor from the last stage. Such a design allows the multisite photo-
stimulation of the photosensitized neuron cells; therefore high spatial and temporal resolution
can be achieved.
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The micro-LED arrays developed are based on Gallium Nitride (GaN) technology [70]. Nitride
semiconductors such as aluminum nitride (AlN), gallium nitride (GaN), indium nitride (InN)
and their alloys emerged in the mid-1990s as a very promising technology for LED manufacture.
These semiconductor materials and their alloys cover an energy band gap range from 1.9 to
6.2 eV. Therefore almost the entire visible range and deep UV wavelengths are spanned in
the nitride alloy system. Also, the band structure has a direct band gap across the entire
alloy range, allowing the nitride-based LEDs to exhibit quantum efficiencies as high as 12%,
significantly higher than quantum efficiencies from most other inorganic semiconductor systems.
By varying the composition of the semiconductor alloy, a wide spectrum of wavelengths from
red (644 nm) down to UV (197 nm) can be potentially achieved. The narrow spectral emission
of nitride semiconductors, together with their high quantum efficiencies and their remarkable
physical properties enable high current densities and therefore high brightness LED sources
with long lifetimes for the semiconductor emitters, usually more than 100,000-hour operations.
The ultimate objective will be to embed all functions in one single design, including image
acquisition, signal processing, and independent optical stimulation, allowing us to do complex
and flexible signal processing and implement independent oscillator control of the individual
pixels of the micro-LED array.
Chapter 2
Prototype Platform
2.1 Introduction
In most forms of degenerative retinal diseases, the photoreceptors are lost, but a variable popu-
lation of RGCs survives and projects to the retinorecipient areas of the visual cortex. Recently
various strategies have been developed for imparting light sensitivity onto normally insensitive
cells, including (1) transfection of genes that encode naturally occurring photoreactive proteins,
(2) the application and photolysis of caged agonists or (3) transfection of genes that encode
customized proteins in conjunction with tethered molecular photoswitches [71]. These new
findings provide the opportunities to generate a novel retinal prosthesis that is based on optical
stimulation.
For a given type of photosensitization, the efficiency of the photostimulation process is deter-
mined by four characteristics of the light stimulus, including wavelength, irradiance, spatial
resolution and temporal resolution. To determine these aspects required for photostimulation
of photosensitized neurons, a system is proposed and illustrated in Fig. 2.1. The system is con-
structed around a microscope. A microelectrode array (MEA) recording system is mounted on
the stage of a microscope and the photostimulation is provided by a LED array which is driven
by an optoelectronic platform. Fig. 2.2 shows the block diagram of the proposed platform [99].
The platform includes a web-camera, a retinomorphic encoder, a signal generator and a LED
24
2.1. Introduction 25
Figure 2.1: The proposed system for photostimulation and simultaneous electrical recording of
neuron cells.
array. The retinomorphic encoder is an approximation of the spatio-temporal receptive field’s
characteristic response of RGCs and runs on a laptop. The signal generator is implemented
by the Xilinx Virtex-4 FPGA evaluation board, providing driving signals for the LED array.
The display used for demonstration of the platform is a full-colour 8×8 dot-matrix LED ar-
ray (RGB-1004-002, LEDtronics) with each pixel consisting of three LEDs with the colour of
red, blue and green. While for photostimulation of the neuron cells, a GaN based micro-light
emitting diode (LED) array is used. The optoelectronic platform is capable of generating light
stimuli of tunable frequency, intensity and duration at different spectral areas as required by
different photostimulation strategies. This chapter focuses on the design and evaluation of the
proposed optoelectronic platform shown in Fig. 2.2.
Figure 2.2: Block diagram of the platform and its reference to the cross section of a retina.
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2.2 Retinomorphic Encoder
2.2.1 Retinal Circuits
Photoreceptors
Two basic types of photoreceptor, rods and cones, have been found in the vertebrate retina.
Cones are robust conical-shaped structures that have the cell bodies situated in a single row
right below the outer limiting membrane (OLM) and their inner and outer segments protruding
into the subretinal space towards the pigment epithelium (Fig. 2.3 and 2.4). Rods are rod-
shaped structures whose inner and outer segments fill the area between the larger cones in the
subretinal space and stretching to the pigment epithelium cells. The photoreceptor consists of
an outer segment filled with stacks of membranes , an inner segment containing mitochondria,
a cell body containing the nucleus of the photoreceptor cell and a synaptic terminal where
neurotransmission to second order neurons occurs [103].
Figure 2.3: Semithin section of human outer retina to show the rods and cones. Short wave-
length cones (blue cones) are commonly found occurring next to a neighbouring longer wave-
length cone (red arrows) (taken from [102]).
As explained in [104], rods are highly sensitive photoreceptors and are used for vision under
dark-dim conditions at night. Cones contain cone opsins as their visual pigments and three
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Figure 2.4: Low magnification EM image of monkey rods and cones with an enlargement of the
outer segment discs (taken from [102]).
different cone mechanisms have been demonstrated to exist in human retina by photometric
and psychophysical methods: L-cones (red) are known to be maximally sensitive to wavelengths
peaking at 564 nm, M-cones (green) at 533 nm and S-cones (blue) at 437 nm respectively (Fig.
2.5).
Figure 2.5: The peak spectral sensitivities of the 3 cone types and the rods in the primate
retina (taken from [102]).
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Photoreceptors are organized in an exact mosaic. The mosaic is a hexagonal packing of cones
in the fovea. Outside the fovea, the rods break up the close hexagonal packing of the cones
but still allow an organized architecture with cones. The cone density is highest in the foveal
pit and falls rapidly outside the fovea to a fairly even density into the peripheral retina [105].
There is a peak of the rod photoreceptors in a ring around the fovea at about 4.5 mm or 18
degrees from the foveal pit. The optic nerve (blind spot) is photoreceptor free (Fig. 2.6 & 2.7).
Figure 2.6: Graph to show rod and cone densities along the horizontal meridian (taken from
[102]).
Figure 2.7: Cone densities in human retina as revealed in whole mount. The foveal area is
enlarged in B (taken from [102]).
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Outer plexiform layer
Bipolar cells: eleven different bipolar cell types are revealed in human retina (ten for cones
and one for rods). Since human retina is rod dominated outside of the fovea, rod bipolar cells
form the numerically superior part of the bipolar population in human retina. Among the ten
different types of cone bipolar, seven are concerned with converging information from many
cones. And the other three cone bipolar types are concerned only with single cone contacts in
a one-to-one relationship [106].
Horizontal cells: three types of horizontal cell have been found in primates, called HI, HII, and
HIII respectively. HIs contact medium and long wavelength cones but with a small number of
contacts to short wavelength cones. The HII cells axon contacts short wavelength cones only.
HIII cells have large dendritic terminals in medium and long wavelength cones. Fig. 2.8 shows
the wiring diagram which summarizes the spectral connections of the three HC cell types of
the primate retina [107].
Figure 2.8: Summary of the spectral connections of the three HC types of the primate retina
(taken from [102]).
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Inner plexiform layer
The amacrine cells are classified into different types on morphological characteristics of dendritic
tree size, branching characteristics, and on the stratification of their dendrites in the IPL. As
many as 25 different types of amacrine cell exist in mammalian retinas [108].
The ganglion cell collects the electrical messages concerning the visual signal from the two
layers of neuron cells preceding it in the retinal wiring scheme. Ganglion cells are capable of
passing the electrical signal, in the form of transient spike trains, to the retinal recipient areas
of the brain. The optic nerve collects all the axons of the ganglion cells (about one million
fibers) and passes information to the brain. There are at least 18 different morphological types
of ganglion cell in the human retina. The commonest ganglion cell types are the parasol and
the midget ganglion cells which are shown in Fig. 2.9 [109].
Figure 2.9: The most common primate ganglion cells are P and M cells that occur as On and
OFF pairs (taken from [102]).
Is was found that the visual message leaving the retina was in the form of spikes that occurred
either when a spot of light stimulated the retina, or when the spot of light was turned off
[110][111]. The intracellular recordings from the five basic cell types in a mudpuppy retina
revealed that cells preceding ganglion cells also fell into the two physiological types [112].
It suggested that OFF-centre bipolar chains excited OFF ganglion cells and that ON-centre
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bipolar cell chains excited ON ganglion cells (Fig. 2.10).
Figure 2.10: Bipolar cell types in human retina (taken from [102]).
To keep the ON and OFF channels separate through the ganglion cells to the brain, the in-
ner plexiform layer is divided into two functionally discrete sublaminae, called a and b (Fig.
2.11). Interactions are only allowed between basal-contacting cone bipolar types and one set of
ganglion cells in sublamina a, while invaginating-contacting cone bipolar cells can only interact
with the other set of ganglion cells in sublamina b [113].
Figure 2.11: Organization of ON- and OFF-centre ganglion cells into sublaminas a and b (taken
from [102]).
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Fig. 2.12 shows the intracellular responses of ON-centre and OFF-centre ganglion cells. The
ON-centre cells give a burst of spikes riding on a depolarization of the membrane as soon as
the light flash goes on. In contrast, the OFF-centre cells hyperpolarize the membrane when
the light flash is on, but a burst of spikes riding on the depolarization when the light flash is
over [114].
Figure 2.12: Intracellular responses of ON-centre and OFF-centre ganglion cells (taken from
[102]).
Receptive field
Electrical recordings of single optic nerve fiber responses revealed that light stimulation causes
action potentials [115]. Three patterns of light response were found. ‘ON’ fibers responded with
a transient burst to light onset, and a sustained elevated discharge rate during the stimulation.
‘ON-OFF’ fibers responded with discharge bursts at the onset and cessation of light stimuli, but
were otherwise quiet. ‘OFF’ fibers were quiet until the stimulus light was turned off, whereupon
they responded with sustained spikes. (Fig. 2.13).
Receptive field is a concept introduced to describe the spatial properties of retinal ganglion
cells [115]. With ‘Spot mapping technique’ cells were found to respond to relatively dim spots
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Figure 2.13: ON, OFF and ON-OFF ganglion cells (taken from [102]).
when the stimulus was positioned in the ‘centre’ of the receptive field but brighter stimuli were
required as the spots were moved away from this centre (Fig. 2.14). It was found that ganglion
cell receptive fields were fixed in space and immobile, within 1 mm in diameter, and were graded
in sensitivity over this region.
Figure 2.14: Spot mapping of cat retinal ganglion cell receptive-field centre (taken from [102]).
As stimuli are moved across ganglion cell receptive field, a change in the form of response
occurs [110]. In Fig. 2.15a, a spot in the centre of the receptive field of the neuron closest to
the electrode tip evokes a burst of impulses at stimulus onset. In Fig. 2.15b the spot is displaced
by 0.5 mm, where it evokes no impulses at onset, but a burst of impulses at offset. In Fig. 2.15c
an intermediate spot position is found where both actions are evoked by the stimulus. Fig. 2.15
shows properties of a classic ON-centre receptive field. Conversely OFF-centre cells are excited
at stimulus offset by central stimulation, and ON excitation in the peripheral receptive field.
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Figure 2.15: Opposed centre and surround responses in cat ganglion cell (taken from [102]).
Fig. 2.16 shows an intracellular recording of centre and surround responses of ganglion cell [116]
In Fig. 2.16a, with an ON-centre cell, a small spot of light depolarizes the cell’s membrane and
evokes a vigorous burst of impulses. In Fig. 2.16b, a ring of light stimulated the surround of the
receptive field surround, spikes are silenced during stimulation, but a burst appears at annulus
offset. Finally, a large spot (Fig. 2.16c) evoked a membrane depolarization and sustained burst
of impulses, but the depolarization is smaller, and the burst is less vigorous.
Figure 2.16: Changes in ganglion cell membrane potential accompanying centre and surround
responses (taken from [102]).
Fig. 2.17 shows the peaked contrast sensitivity functions [111]. The sensitivities are plotted
as a function of spatial frequency. The result reveals that in ganglion cells there is an optimal
spatial frequency of stimulation. Patterns of this frequency can be observed with the highest
sensitivity and lowest contrast.
The spatial characteristic of receptive fields can be successfully modeled as a linear subtraction
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Figure 2.17: Contrast sensitivity functions of cat retinal ganglion cell. Green and yellow symbols
are the data generated with vertical and horizontal patterns respectively, showing a symmetry
of size sensitivity (taken from [102]).
of two concentric, opposed receptive-field mechanisms as illustrated in Fig. 2.18 [117]. This
model is often referred to as the Difference of Gaussian (DoG) model. The centre mechanism
predominates for centrally located stimuli, because it is stronger at this location, but the
surround mechanism prevails for peripheral stimulation because the surround radius is greater
than the centre radius.
Figure 2.18: Difference-of-Gaussian Receptive-Field Model (taken from [102]).
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2.2.2 Retinomorphic Signal Processing
The use of direct stimulation of RGCs in order to create some visual perception for blind requires
the prosthetic device to perform the image collection and retinomorphic signal processing. For
that purpose we designed an image processing system to convert an image captured by a web-
camera into a stimulus pattern. It may also handle functions of zoom, brightness adjustment,
and contrast adjustment. The exact transformation cannot be known due to the current lack
of knowledge concerning pattern stimulation of the retina and the likely variability in patient
response due to different disease states. Therefore, the initial image processing system must be
flexible for different algorithm implementations. Here we used a webcam for image acquisition
and the image processing was implemented by a PC.
The basic model architecture includes a kernel function K(r, t) as its first stage. The kernel
function K(r, t) is assumed to factorize into a spatial and a temporal part (space-time separa-
bility), K(r, t) = K(r)K(t), where the former exhibits a spatial difference-of-Gaussians (DoG)
profile, and the later has a biphasic structure [117]-[139]. 2.1 shows the formulation of the DoG
model:
K(r) =
A+
2piσ2+
exp
(−r2
2σ2+
)
− A−
2piσ2−
exp
(−r2
2σ2−
)
(2.1)
where the first Gaussian function models the excitatory centre while the second Gaussian func-
tion models the inhibitory surround. The parameters A+ and A− correspond to the excitatory
and inhibitory weights respectively, while σ+ and σ− control the diameter of the centre and
surround Gaussian function respectively. Fig. 2.19 shows an example of such a DoG function.
In the temporal part, K(t) acts as a high-pass filter, so that the response to a static stimulus
is simply given by the baseline activity. The temporal factor has the expression
K(t) = δ(t)− αH(t)exp(−αt) (2.2)
corresponding to a high-pass filter which impulse response has a time decay of 1/α, and where
H(t) is the Heaviside step function. Heaviside step function is a discontinuous function whose
value is zero for negative argument and one for positive argument.
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Figure 2.19: (a) Example of shape of receptive-field function K(r) (solid line) described by
the DoG model 2.1. The dotted line corresponds to the centre mechanism (first term in 2.1),
while the dashed line corresponds to the surround mechanism (second term in 2.1). (b) 3D
representation of the DoG function.
The second stage of the model describes how the filter outputs are transformed into a firing rate
response. This transformation typically takes the form of a static nonlinearity (e.g. half-wave
rectification), a function that depends only on its instantaneous input. The rectification has
the form
f(r, t) = α˜[u(r, t) + θ]+ (2.3)
where α˜ establishes the scale and θ the baseline of the firing rate, respectively. [x]+ = xH(x)
is the rectification operator
The model is complemented with a contrast gain control (CGC) feedback loop to capture the
major characteristics of retinal responses to a uniformly moving bar [141]. The loop involves a
low-pass temporal filtering integration of the neuron activation signal:
v(r, t) = Bu(r, t) ∗ [H(t)exp(−t/τ)] (2.4)
where the parameter B controls the amplitude, and τ controls the time duration of the integra-
tion. Functionally, this feedback loop generates a delayed suppression of high, sustained RGC
activation, thus altering the temporal characteristics of RGC firing rates.
The result of the CGC is transformed into a local modulation factor g(r, t) ⊂ [0, 1] for the
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activation via a static non-linear function
g(r, t) =
1
1 + [v(r, t) ·H(v(r, t))]4 (2.5)
Fig. 2.20 shows the picture before (a) and after (b) the neuromorphic encoder.
Figure 2.20: Pictures before (a) and after (b) the encoder.
This part of model has been developed with Matlab. There is specific Matlab software, called
Image Acquisition Toolbox for Matlab, which is able to utilize the Windows drivers for a web
camera to capture the streaming video and import it into the Matlab environment (so called
M-files). Thus a stream of images is collected and ready for image processing. In our example
we set the Webcam to the lowest resolution, 128×96 pixels, three colours RGB 24 bit, and 30
frames per second transmission rate. We can adjust in the Matlab code whether we need every
frame. Since colour information was not important for us at this stage, the picture was turned
into grey-scale, so that each pixel was presented by an integer number between 0 (black) and
255 (white) and then processed by the algorithms performed by the retinal model. Finally, the
processed data was exported to the FPGA development board through the serial port (RS-232)
on the PC. The speed of communication can be up to 115,200 bits per second, which allows
transfer of 16×16 processed (’ganglion’) pictures by the speed of 25 frames per second.
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2.3 Optoelectronic Stimulator
The optoelectronic stimulator was implemented in XILINX ML401 Evaluation Platform (Fig.
2.21). Powered by the XILINX Vertex-4 XC4VLX25-FF668-10C FPGA and supported by
industry-standard peripherals, connectors, and interfaces, the Virtex-4 ML401 Evaluation Plat-
form provides a rich feature set that spans a wide range of applications. The ML40x Evaluation
Platform has two crystal oscillator sockets, each wired for standard LVTTL-type oscillators. A
100 MHz oscillator is pre-installed in the X1 SYSCLK socket. There are five active-High user
push buttons available for general purpose usage and are arranged in a North-East-South-West-
Centre orientation. The board contains expansion headers for easy expansion or adaptation of
the board for other applications. The expansion connectors use standard 0.1-inch headers. The
expansion connectors contain connections to 32 single-ended and 16 pairs of differential FPGA
I/Os, ground, 2.5 V/3.3 V/5 V power, JTAG chain, and the I2C bus. The board contains one
male DB-9 RS-232 serial port allowing the FPGA to communicate serial data with another
device. In addition, it supports configuration in all modes: JTAG, Master Serial, Slave Serial,
Master SelectMAP, and Slave SelectMAP modes.
2.3.1 FPGA Design Flow
A Field Programmable Gate Array (FPGA) is a semiconductor device containing programmable
logic components and programmable interconnects. The programmable logic components can
be programmed to duplicate the functionality of complex logic gates (AND, OR, XOR, IN-
VERT). The programmable interconnects allows the logic blocks to be interconnected as needed
by the design, like a programmable bread board. These logic components and interconnects can
be programmed after the manufacturing process by the customer so that the FPGA can perform
whatever logical function is needed. FPGAs are generally slower than their application-specific
integrated circuit (ASIC) counterparts and draw more power. However, they have several ad-
vantages such as a shorter time-to-market, ability to re-program in the field to fix bugs and
lower development costs (for quantities fewer than 10K). Vendors may offer less flexible versions
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Figure 2.21: XILINX ML401 Evaluation Platform.
of their FPGAs that are cheaper. The development of these designs is made on regular FPGAs
and then migrated into a fixed version that more resembles an ASIC due to lack of ability to
modify the design once it is committed.
To define the behavior of the FPGA the user provides a hardware description language (HDL)
or a schematic design. Common HDLs are VHDL and Verilog. Then, using an electronic design
automation tool, a technology-mapped netlist is generated. The netlist can then be fitted to
the actual FPGA architecture using a process called place-and-route, usually performed by the
company’s proprietary place-and-route software. The user will validate the map, place and
route results via timing analysis, simulation, and other verification methodologies. Once the
design and validation process is complete, the binary file generated is used to (re)configure the
FPGA. To simplify the design of complex systems in FPGAs, there exist libraries of predefined
complex functions and circuits that have been tested and optimized to speed up the design
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process. These predefined circuits are commonly called IP cores, and are available from FPGA
vendors and third-party IP suppliers.
In a typical design flow, an FPGA application developer will simulate the design at multiple
stages throughout the design process. Initially the RTL description in VHDL or Verilog is
simulated by creating test benches to simulate the system and observe results. Then, after the
synthesis engine has mapped the design to a netlist, the netlist is translated to a gate level
description where simulation is repeated to confirm the synthesis proceeded without errors.
Finally the design is laid out in the FPGA at which point propagation delays can be added
and the simulation run again with these values back-annotated onto the netlist.
A FPGA design tool is a software package that helps realize an application design onto an
FPGA. A number of vendors have put efforts in developing FPGA design tools. By the approach
of decomposing the FPGA design flow into a sequence of steps and relating them to the various
tools, the tools have been classified into three categories: general function, single/multi function
and application specific. A sample taxonomy table for FPGA design tools is summarized and
listed below.
ISE Foundation is the industry’s most complete programmable logic design solution for optimal
performance, density, and power (up to 70% faster logic performance advantage versus any
competing FPGA). Since the target device is provided by Xilinx, it will be more compatible
with the target device by choosing ISE Foundation WebPack 7.1i as the design environment.
In addition ModelSim SE 5.8 was selected as the simulation and debugging environment.
Fig. 2.23 illustrates the block diagram of the stimulator. A UART controller was designed in
VHDL to receive the data streams from PC through the RS-232 port. Then a shift register, used
as a serial-to-parallel converter, allocates the data to the driving signal generators, generating
the driving signals for the LED array through the driver circuits. In addition, a scan mode
selector was designed to select the addressing mode for the LED array.
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Figure 2.22: FPGA design tools.
2.3.2 UART Controller with Shift Register
The data transmission between the PC and the FPGA was achieved by using the RS-232 port
on both ends. Therefore a null modem cable is normally required to connect the board to the
serial port on a PC. The serial port is designed to operate up to 115.2 kbps. An interface
chip is used to shift the voltage level between FPGA and RS-232 signals. The FPGA is only
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Figure 2.23: Block diagram of the stimulator.
connected to the TX and RX data pins on the serial port. Therefore other RS-232 signals,
including hardware flow control signals, are not utilized. Flow control should be disabled when
communicating with a PC.
According to the specifications of the planned experiments, an 8×8 dot matrix display works
at the refresh rate of 50 Frames per Second (FPS) and 20-bit data is used for each pixel, which
translates to a communication bandwidth of 64 kbps. The RS-232 protocol, which provides
up to 115.2 kbps bandwidth, satisfies the requirements. An UART controller was designed
to operate at 115.2 kbps without flow control. The data word starts with an attention bit,
continues with eight data bits and ends with a stop bit (no parity bit). Two data words (20
bits) are used for each pixel. Two data words (20 bits) are used for each pixel. The frame
format is defined in Fig. 2.24.
The UART controller receives data continuously with the sampling rate of 115.2 kbps (which
can be converted to 8.68 µs). After receiving one byte (10 bits) data, an enable signal is
generated and the receiver waits for the next byte. The cycle for receiving one byte is 86.8 µs
(10×8.68 µs). The data sent by the PC may have unequal intervals between adjacent bytes.
Receiver is designed with the ability to detect the intervals automatically. It stops working
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Figure 2.24: Block diagram of the stimulator.
when no data comes in and start to work again once the start bit is detected.
Figure 2.25: FSM diagram for the UART controller.
Fig. 2.25 shows the finite state machine diagram for the receiver. It starts with the IDLE state.
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Once the voltage level goes low (start bit) the state jumps from the IDLE state to the START
state and the internal counter starts counting at the frequency of 230.4 kHz. Every 4.34 µs
the internal counter generates a pulse which synchronizes the receiver with the incoming data.
During the START state, once the pulse generated by the internal counter is detected, the
current state jumps to the EDGE state. During the EDGE state, once the pulse generated
by the internal counter is detected, the current state jumps to the SHIFT state. During the
SHIFT state, once the pulse generated by the internal counter is detected, it stores the data
into an 8-bit shift register and the current state jumps to the EDGE state. This structure
allows the data to be sampled at the middle point which is assumed to be the most stable point
during transmission. After sampling all 8 bits data, the current state jumps to the STOP state
during which the enable signal is generated and the data stored in the shift register is send to
the output. Then the current state recovers to the IDLE state waiting for the next start bit.
Fig. 2.26 shows the simulation results of the UART controller. When the start bit of the
data is detected, the internal counter starts working and generates the internal pulses with the
frequency of 230.4 kHz. The first byte (8 bits) data received is ‘10000000’. It can be seen
from the waveform that the 8-bit data starts with the MSB and ends up with the LSB. After
receiving all 8 bits, an enable signal is generated and the 8-bit data is sent to the output. When
no data comes in, the internal counter stops counting and the output will be all zero.
Figure 2.26: Simulation results of the UART controller.
In addition, a 128-bit shift register was designed to be working as a serial to parallel converter.
When the enable signal from the receiver is high, all the data shifts 8 bits towards the MSB
and the latest 8-bit data received from the receiver comes into the register from the LSB. After
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receiving 16 enable signals (16 bytes = 128 bits data), an enable signal is then generated. If no
data comes in, the register will keep the previous value. Fig. 2.27 shows the simulation results.
Figure 2.27: Simulation results of the shift register.
2.3.3 The Driving Signal Generator
As explained, the platform will be used for experimentations on genetically modified neurons.
The experiments are designed to record the neurons’ responses to light stimuli with different
frequencies, intensities, and durations and at different spectral areas. A driving signal generator
was designed to produce two sets of stimulation signals for the blue and the green pixels. The
stimulation signals are in the form of pulses of tunable frequency, intensity and duration. In
addition, the delay between the two sets of signals is also tunable. The signal generator provides
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4 frequency levels (2 bits), 8 intensity levels (3 bits), 4 duration levels (2 bits) and 4 delay
levels (2 bits). This increased flexibility of the stimulation pulses is dictated by a wide range
of physiological results detailing the photosensitivity properties of artificially photosensitized
RGCs.
Triggered by a 100 MHz oscillator, the counter-based frequency divider can generate 4 different
frequencies. The maximum frequency that can be achieved is 100 MHz (which is the clock
frequency) and the minimum frequency is determined by the counter length. For a 31-bit
counter triggered by 100 MHz clock signal, a minimum frequency of 0.1 Hz can be generated.
Fig. 2.28 shows the simulation result which confirms the frequency modulation.
Figure 2.28: Simulation result: frequency modulation.
The light intensity of a LED is dependent on the average current flowing through it. Generally
speaking, higher average current results in a brighter response. The intensity controller is based
on the Pulse Width Modulation (PWM) technique, which uses a square wave whose duty cycle
is modulated resulting in the variation of the average value of the waveform. The duty cycle is
defined by the ratio of the pulse width to the pulse period and shown in Fig. 2.29.
Figure 2.29: Pulse Width Modulation.
The simulation result of the PWM is illustrated in Fig. 2.30. Eight duty cycle values can be
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generated, changing from 0% to 100%, stepped by 14.3%.
Figure 2.30: Simulation result: Pulse Width Modulation.
The length of a pulse stream is tuned by the duration controller. Four duration levels are
provided. Triggered at 100 MHz, the duration controller is capable of providing duration levels
range from 10ns as the minimum to 10 s as the maximum with a 31-bit counter. Fig. 2.31
shows the simulation result of the duration modulation.
Figure 2.31: Simulation result: duration modulation.
Once the blue pulse stream stops, the delay controller is enabled. After a delay, which is tuned
by the 2-bit control signals, an enable signal is given to the green duration controller and the
green intensity controller. The delay levels are in the same range as the duration levels. The
simulation result of the delay modulation is shown in Fig. 2.32.
Figure 2.32: Simulation result: delay modulation.
2.3.4 The Scan Mode Selector
The stimulator presented provides two scan modes: ’continuous scan’ and ’static scan’. During
the continuous scan mode, the LED array is scanned continuously from the first row to the last
row and repeats. In the static scan mode, a certain row is selected to stimulate leaving other
rows deactivated. A scan mode selector was designed to select between these two modes.
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Figure 2.33: FSM for the scan mode selector.
Fig. 2.33 shows the finite state machined designed for the scan mode selector. During the
START state, it scans the rows one by one continuously from the very beginning to the end in
cycles. Once the button b1 is pressed, the current state shifts from the START state to the
ROW1 state and it will enable the first row of the LED array all the time leaving the other
rows turned off. If button b1 is pressed during the ROW1 state, the current state will shift to
the ROW2 state which enables the first row of the LED array all the time leaving the other
rows turned off. ROW3, ROW4, ROW5, ROW6, ROW7, ROW8 follow the same design rules
as ROW1 and ROW2. The current state shifts back to ROW1 once the button b1 is pressed
during the state ROW8. If the button b2 is pressed at any state, the current state will return
to the START state and start the continuous scan mode.
As shown in Fig. 2.34, pressing button b1 enables the controller to work at the static scan
mode during which the first row is scanned leaving the other rows deactivated. Keep pressing
button b1 will shift to the next row and deactivates the current row. Whenever button b2 is
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pressed, it shifts to the continuous scan mode.
Figure 2.34: Simulation result of the scan mode selector.
2.3.5 Debouncing Circuits
Pushing the button will basically make it swing, it will bounce between ’off’ and ’on’ for about
80ms. A debouncing circuit is introduced below.
First, the switch is synchronized by connecting to a clock impulse. One solution would be to
send the input from the button through a D Flip-Flop (DFF). Because a DFF is edge triggered,
which means that no matter weather the button is pressed, changes will only occur on the next
rising edge of the clock signal for a positive edge triggered or on the next falling edge for a
negative edge triggered DFF.
Debouncing takes place, by sending the data from the switch to a shift register into which the
input of the switch is read. At first the shift register will be filled with ‘0’s and ‘1’s, because
of the bouncing. However, with the switch settling in its high state, the shift register will fill
with ‘1’s which means that the switch has been really pressed.
It doesn’t make sense though to fill the register at a sampling rate of 25 MHz, because then a
single bounce (up or down) may fill the entire register. This would lead to incorrect results. A
sensible sampling speed here is 50 Hz, which implies a clock period of 20 ms. It would thus take
80 ms, which is also the bouncing time, to fill the register. Thus the register should be filled
fast enough that the delay in execution of the button pressing will not be noticeable. However,
the sampling should be slow enough to avoid any erroneous decisions due to bouncing. The
easiest way to achieve the desired delay in clock speed is again to create a register. Fill it with
a one every time the system clock ticks. When the register is now completely filled with ones,
make the slow clock tick once.
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Figure 2.35: Timing diagram of the single pulsing circuit.
In order to make sure that the system does not mistakenly read one push of the button as
several pushes, a single pulsing hardware is designed using two DFFs and an And Gate (shown
in Fig. 2.35 (a). It is designed to generate a single pulse which lasts for 1.3889 ms. Because the
clock for the state machine of ROW has the period of 1.3889 ms. The design structure of the
state machine need the pulse width to be the same as its clock frequency. The timing diagram
and simulation result are illustrated in Fig. 2.35 (b) and Fig. 2.36 respectively.
Figure 2.36: Simulation result of the single pulsing circuit.
2.3.6 LED Array
A light-emitting diode (LED) is a semiconductor diode that emits incoherent narrow-spectrum
light when electrically biased in the forward direction of the p-n junction. This effect is a form
of electroluminescence. A LED is usually a small area source, often with extra optics added
to the chip that shapes its radiation pattern. The colour of the emitted light depends on the
composition and condition of the semiconducting material used, and can be infrared, visible,
or near-ultraviolet. The LED array is a critical element for the optoelectronic retinal prosthe-
sis. It provides optical stimuli for photosensitized neurons. It should allow enough power to
be transmitted into the eye within the selected spectrum, so that the cells can be activated
efficiently and promptly. In addition, the spatial and temporal resolutions should meet the
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requirements for a given photostimulation approach. The display used for demonstration of
the platform is a full-colour 8×8 dot-matrix LED array (RGB-1004-002, LEDtronics). Each
pixel consists of three LEDs with the colour of red, blue and green. The peak emission wave-
length/dominant wavelength ratios of the green, red and blue LEDs are 428/466, 568/573, and
660/643 respectively.
To realize photostimulation of the neuron cells, micro-LED arrays based on Gallium Nitride
(GaN) technology were developed [70]. Nitride semiconductors such as aluminum nitride (AlN),
gallium nitride (GaN), indium nitride (InN) and their alloys emerged in the mid-1990s as a very
promising technology for LED manufacture. These semiconductor materials and their alloys
cover an energy band gap range from 1.9 to 6.2 eV. Therefore almost the entire visible range
and deep UV wavelengths are spanned in nitride alloy system. Also, the band structure has
a direct band gap across the entire alloy range, allowing the nitride-based LEDs to exhibit
quantum efficiencies as high as 12%, significantly higher than quantum efficiencies from most
other inorganic semiconductor systems. By varying the composition of the semiconductor alloy,
a wide spectrum of wavelengths from red (644 nm) down to UV (197 nm) can be potentially
achieved. The narrow spectral emission of nitride semiconductors, together with their high
quantum efficiencies and their remarkable physical properties enable high current densities
and therefore high brightness LED sources with long lifetimes for the semiconductor emitters,
usually more than 100,000-hour operations.
So far two types of GaN based Micro-LED array have been fabricated [70], including a 120×1
stripe addressable array and a 64×64 matrix array. As explained in [70]: “For the 64×64
device, a planar LED layer structure is grown starting with an n-type GaN substrate layer on
a sapphire wafer. Isolated columns with a common cathode are formed by dry etching through
the complete LED structure including the n substrate. A second stage of dry etching down
to the n substrate forms rectangular mesas with isolated anodes which become the individual
LEDs. A metal line is then patterned along the substrate of each column to form the common
cathode contacts. A p-metal line anode running across the mesa structure finally connects all
the emitters in a row as shown in Fig. 2.37. This allows matrix addressing of the array, which
has proven an effective drive strategy. With this scheme, 2N contacts are needed in order
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Figure 2.37: (a) Cross-section of a second generation matrix addressable LED array. (b)
Microscope image of a blue 64×64 matrix LED where two rows of LEDs are turned on. The
scale on the top image is 200 µm (scanned from [100]).
to address N×N individual emitters, whereas 2N2 contacts are required using an individual
addressing scheme. The fabrication process for the 120×1 stripe device is similar, although
no matrix addressing is required in this case as the 120 individual LEDs are arranged with a
common n-contact via metallization on the substrate and can be driven in parallel by current
sources on their individual p-contacts. A particular stripe is then addressed by sourcing a
constant current to its corresponding p-contact with the common cathode held at ground.
Each stripe is 17 µm wide and 3600 µm long, and the centre-to-centre spacing is 34 µm, giving
an overall diode structure size of 3.6×4.08 mm2. Emission spectra for UV and blue devices
are shown in Fig. 2.38(a). Calibrations of stripe array LEDs (Fig. 2.38(b)) show that the
power consumption for a single element driven at 30 mA can be up to 700 µW in the blue and
more than 300 µW in the UV. The next generation micro-LED array will use the individual
addressing scheme which allows us to implement independent control of the individual pixels
rather than raster scanning.”
54 Chapter 2. Prototype Platform
Figure 2.38: Blue and UV stripe array diode characteristics. (a) Blue and UV emission spectra.
The scale bar on the microscope picture of the blue stripe array is 34 µm. (b) Optical output
from a blue and UV single stripe emitter measured on the diode (scanned from [70]).
2.4 Experimental Results
2.4.1 Platform Evaluation
A. Experimental Setup
Fig. 2.39 shows the experimental setup. The FPGA evaluation board generates stimulation
signals for the LED array, and the stimulation patterns are defined by the PC connecting to
the FPGA board. A set of micro ball lenses are mounted on top of the selected LEDs. The
light emitted by the LEDs is refracted into parallel light rays through the micro ball lenses. A
microscope is used to make the parallel light rays converge on a photodiode (PD) (Newport 818-
UV) which is fixed directly on the LED in a dark surrounding. The outputs of the photodiode
and the stimulator were both measured by an oscilloscope.
B. Experimental Results
Fig. 2.40 shows the test results. The two square waves on Fig. 2.40(a) are driving signals
with different frequencies measured by the oscilloscope. The measured results show that the
frequencies are 1.56 kHz and 0.78 kHz respectively, which is in accord with what was expected
(1.5625 kHz and 0.78125 kHz). Also two square waves with different duty cycles (71.4% and
28.6%) were measured. Fig. 2.40(b) shows the measured results of the two square waves; the
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Figure 2.39: Experimental setup for the platform evaluation.
duty cycles are measured to be 71% and 29% respectively.
Figure 2.40: LED driving signals with (a) frequency modulation (b) and Pulse Width Modu-
lation.
We have measured the power from a single blue LED, which is an important factor for char-
acterizing the neurons. When the LED (whose dominant wavelength is 466 nm) was biased
with a 5 V DC voltage, we measured a power of 96 µW, which corresponds to a photon flux of
2.4×1014 photons cm-2s-1. Fig. 2.41 shows the measured photon flux corresponding to different
input intensity levels achieved by means of different duty cycles. The signals used here have
a constant frequency and amplitude which are 97.66 Hz and 5 V respectively. Eight intensity
levels are generated by increasing the duty cycle from 0% to 100% linearly, stepped by 14.3%
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each time. Observed from the chart, the measured photon flux is proportional to the intensity
level.
Figure 2.41: The measured photon flux of the photodiode versus the LED intensity levels.
2.4.2 Photostimulation of Neuron Cells [70]
At early stage, the micro-LEDs were driven by a simple driver to demonstrate the possibility
of photostimulation of the genetically engineered neurons [70]. The developed platform using
FPGA has the ability to generate more complicated patterns which are required by experiments
at next stage.
Photoactivation of Caged Fluorescein
Fluorescein is a widely used fluorophore which can be released by UV flash photolysis. Therefore
a stripe UV micro-LED array that emits at 370 nm was used for photostimulation.
As explained in [70]: “The 370 nm stripe micro-LED was placed in a critical illumination in
an Olympus BX41 upright microscope so that the pattern is imaged onto the sample (Fig.
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Figure 2.42: Microscope setup for photo-uncaging experiment (scanned from [70]).
2.42). The light from the LED was collected using a standard Olympus 180 mm tube lens,
so illuminating a field of view of L/M×W/M mm2 on the sample, where M is the objective
magnification and W and L are the overall width and length of the diode. A 470 nm Luxeon V
LED was placed in Kolher illumination to excite the fluorescence from uncaged molecules and
coupled into the microscope using a 50/50 beam splitter. This arrangement of light sources
reduced the need to introduce an extra mirror when switching from the UV illumination to the
blue, although it does result in a loss of 50% of the UV power. Uncaging light was projected
onto the sample using a UV Olympus dichroic and fluorescence from the sample was observed
using a separate standard blue fluorescence filter cube. In this way the units had to be switched
between the UV uncaging phase and the blue observation phase. The CMNB-caged fluorescein
was dissolved in the glycerol to make a 1000-fold dilution from 100 mM to 0.1 mM. The solution
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was then spin coated onto plasma treated microscope cover slips to produce uniform thin films.
During the uncageing experiment UV light was shone onto the sample for a period controlled
by the LED driver. The filter cube was then switched from UV to blue, the blue LED was
turned on and the fluorescence light was imaged onto a CCD camera. The diode elements were
driven at 5 mA under 10 V maximum forward voltage, resulting in an average power of 34 nW
per emitter on the sample. The caging ligands have peak sensitivity at 330 nm (3.8 eV). Thus,
the 370 nm wavelength (3.4 eV) emitted by the UV GaN micro-LED array was not optimal.
To test the process, a spectro-fluorometer (Shimadzu RF-5301PC) was used to illuminate the
sample at λ = 370 nm, recording the fluorescence spectrum of the uncaged compound before
and after with 470 nm excitation. A 4-fold increase in the fluorescence signal after illumination
was observed, with an emission peak in both cases at 513 nm. The sample was then illuminated
with a structured micro-stripe pattern. A random pattern of stripes was used as shown in the
left image of Fig. 2.43(c). The resulting uncaged fluorescence patterns after 34 nJ, 85 nJ and
170 nJ per stripe (corresponding to 1 s, 2.5 s and 5 s of illumination respectively) are shown
in the remaining images in Fig. 2.43(c). Approximately 100 nJ was required with the current
setup to photolysis a significant visible fluorescent pattern and the increase in fluorescence
signal varied approximately linearly with excitation dose. In this setup, the width of a single
stripe in the image was approximately 1 µm, and the corresponding uncaged width in the image
was about 5 µm due to diffusion and uncaging outside the focal plane.”
Photostimulation of Neuron Cells Transfected with ChR2
A blue (470 nm) stripe micro-LED array was used to stimulate action potentials in rat hip-
pocampal neurons transfected with ChR2. The neurons were obtained from rats on embryonic
day 18 and grown for 12 days in vitro. A system was proposed for photostimulation and
simultaneous electrical recording of neuron cells (Fig. 2.44).
“The system is constructed around an inverted microscope for sample imaging and alignment.
The microelectrode array (MEA) system is mounted on the stage of this microscope and the
photostimulation is provided by mounting the LED array and projection optics in a trans-
illumination position above the stage. The LED driver and the MEA instrumentation are
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Figure 2.43: Uncaging experiment: (a) CMNB-caged fluorescein. Dotted lines are the bonds to
be cleaved. (b) Fluorescence spectra of fluorescein in glycerol under 470 nm excitation before
(lower trace/black) and after 370 nm illumination (upper trace/red). (c) Line uncaging pattern.
Image of the UV micro-LED array displayed on a fluorescent sheet (left). The resulted uncaged
pattern of fluorescence after 1 s, 2.5 s and 5 s (left to right) of UV illumination (scanned from
[70]).
controlled by a computer, which can adjust the stimulation and record the neuron’s response
as required. The MEA recording system consists of a matrix of indium tin oxide electrodes
on a glass substrate, coated with titanium nitride at the stimulation recording points. Non-
stimulating areas are passived with silicon nitride. The array is thus transparent to both
trans-illumination and epi-illumination light. The inter-electrode spacing is typically between
100 and 500 µm. Typical electrode tip dimensions of the microelectrodes are between 10 and
20 µm, and the electrodes are arranged in an 8×8 array. The micro-LED array must be imaged
onto the neuron cells using a suitable optical system which provides the required spatial profile
and sufficient irradiance for photostimulation. Additional, other factors such as appropriate
working distance to accommodate the MEA, perfusion chambers and probes must be taken
into account. For the initial instrument, a 1:14f relay comprising two 50 mm triplet lenses (Still
Optics GmbH 55LPJ2851) has been chosen. Although the system is not diffraction limited,
the peak to valley aberrations are less than 1.5 waves across the entire field and greater than
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Figure 2.44: Micro-LEDs photostimulation system (scanned from [70]).
90% of the light collected from a 17 µm diameter emitter is contained within a 32 µm diameter
circle at the image plane. Thus for centre-centre spacing of > 32 µm crosstalk from adjacent
emitters is low. The working distance of this arrangement is 40 mm allowing good access to
the MEA and any cell culture. However the numerical aperture (NA) of the collection system
is low (0.14) and given unity magnification the irradiance at the sample will be no greater than
2% of that at the diode chip.”
Fig. 2.45(a) shows a fluorescence image of a neuron transfected with ChR2. When the soma is
illuminated by a single stripe from the blue micro-LED array with a train of 4 light pulses having
a duration of 10 ms and a frequency of 10 Hz, individual action potentials were accurately and
reliably triggered up to a frequency of 40 Hz (the inset on the bottom left). In contrast, Fig.
2.45(b) shows that when the stripe illuminating the soma was turned off and adjacent stripes
illuminating the axon and dendrites were turned on, no action potentials were activated.
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Figure 2.45: Photostimulation of ChR2 transfected neuron using micro-LED array. (a) Somatic
pulsed illumination result in corresponding spike train. (b) Illumination with neighboring
stripes has little effect on cell depolarization (scanned from [70]).
Chapter 3
OTA-C Voltage-Controlled Oscillator
3.1 Introduction
With the aim of developing a portable visual prosthesis, the architecture of a miniature system
is proposed (Fig. 3.1). The system embeds all functions in one single design, including im-
age acquisition, signal processing, signal generation (by using tunable oscillators), and optical
stimulation (micro-LED array).
The first stage of the proposed system is the image acquisition. At this stage a retinal pros-
thesis needs to detect light emanated from sources or reflected from surfaces in the physical
environment. The light must be transduced to an artificial stimulus and delivered to the retina.
The image acquisition is performed by CMOS image sensors which offer superior integration,
power dissipation and system size. An adaptive mechanism, such as automatic gain control
(AGC) will also be required to allow the device to function at different levels of illumination.
Then, the acquired signals are passed to the signal processing subsystem. In addition to han-
dling functions requested by the user such as zoom, brightness adjustment, and contrast ad-
justment, the primary role of the image processing system is the transformation from image
data to stimulus data. The transformation for each type of visual prosthesis is different and
the exact model cannot be known until enough data is collected from the experiments on pa-
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Figure 3.1: Architecture of the proposed miniature system.
tients. Therefore, the initial image processor should be flexible to account for the current lack of
knowledge. In addition, real-time operation and portability are also indispensable features. At
present, general purpose processors, such as DSP, FPGA, and CNN-UM, are desirable solutions
for the image processing subsystem.
In addition, a signal generator is required to bridge the signal processing subsystem and the
micro-LED array. The signal generator is composed of an oscillating pixel array with each pixel
acting as an independent VCO. The frequency for each VCO is controlled by the signal processor
from the last stage. Such a design allows the multisite photostimulation of the photosensitized
neuron cells; therefore high spatial and temporal resolution can be achieved.
In this chapter, a signal generator implemented by an OTA-C VCO is presented. The VCO is
based on a new designed OTA which achieves a good linearity over a wide tuning range. Both
the OTA and the VCO have been fabricated in the AMS 0.35 µm CMOS process.
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3.2 Operational Transconductance Amplifier (OTA)
The operational transconductance amplifier (OTA) is an amplifier whose differential input
voltage produces an output current. Thus it is a voltage controlled current source (VCCS).
There is usually an additional input for a current to control the amplifier’s transconductance.
The first commercially available integrated circuit units were produced by RCA in 1969, in the
form of the CA3080, and they have been improved since that time. There are some principal
differences between OTA and the standard operational amplifier (op-amp). First, the output
of an OTA is a current contrast to that of an op-amp whose output is a voltage. Second,
the OTA is constructed completely of transistors and diodes; it uses no resistors or capacitors.
Third, it is usually used ‘open-loop’, without negative feedback in linear applications. Fourth, it
has a tunable transconductance gain. All these features make it the common building block in
implementing electronically controlled applications such as variable gain amplifiers and variable
frequency oscillators.
The symbol used for the OTA is shown in Fig. 3.2.
Figure 3.2: Schematic symbol for the OTA.
In the ideal OTA, the output current is a linear function of the differential input voltage,
calculated as follows:
Iout = (Vin+ − Vin−) · gm (3.1)
where Vin+ is the voltage at the non-inverting input, Vin− is the voltage at the inverting input
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and gm is the transconductance of the amplifier.
The amplifier’s output voltage is the product of its output current and its load resistance:
Vout = Iout ·Rload (3.2)
The voltage gain is then the output voltage divided by the differential input voltage:
Gvoltage =
Vout
Vin+ − Vin− = Rload · gm (3.3)
The transconductance of the amplifier is usually controlled by a bias current, denoted Iabc. The
amplifier’s transconductance is directly proportional to this current. This is the feature that
makes it useful for electronic control of amplifier gain.
The main attributes of a practical OTA are: finite input dynamic range (DR), finite transcon-
ductance (gm) tuning range, finite bandwidth and finite output impedance. The input voltage
linear range and the DR are determined by the chosen OTA architecture. At the expense of
power consumption and transistor size, several decades of transconductance tuning range can
be obtained by MOS transistors operating in weak inversion while about two octaves by MOS
transistors operating in strong inversion. The output impedance can be increased using cascode
structures at the expense of reduced output signal swing. Considerable efforts have already been
devoted to the design of highly linear CMOS OTAs with wide tuning range [155]-[157].
3.2.1 Wide Tuning Range OTAs - Review
A. Tunable gain current mirror based OTA:
Fig. 3.3(a) shows a tunable gain current mirror with an active input [152]. A differential
input voltage amplifier drives the transistor sources. If transistors M1 and M2 are identical and
operate in weak inversion then
Io = Iine
VG2−VG1
nVTH (3.4)
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with n denoting the subthreshold slope factor and VTH denoting the thermal voltage. The gain
of the current mirror is controlled exponentially by VG2− VG1, and this anticipates a very wide
tuning range for this mirror.
Figure 3.3: (a) Schematic diagram of an active-input tunable current mirror. (b) Constant
linear input range OTA (scanned from [152]).
Fig. 3.3(b) shows a conventional OTA in which the current mirrors have been changed by those
of the type in Fig. 3.3(a). The transconductance is adjusted through VG2 − VG1 of the two top
current mirrors. The bottom one is of constant unity gain.
In a conventional OTA, the transconductance is controlled through the tail current of the dif-
ferential pair, which means that its linear input range deteriorates as the tail current decreases.
This is illustrated in Fig. 3.4(a) where gm is tuned between 30 and 40 µA/V through tail
current. For the OTA shown in Fig. 3.3(b), if the tail current is set to its maximum value
and VG2 − VG1 is used to tune the transconductance, the linear input range of the OTA is not
degraded when gm is changed from 30 to 40 µA/V, as shown in 3.4(b).
B. Translinear loop based OTA:
Fig. 3.5 shows a translinear loop based transconductor circuit [153]. It is designed to operate
in both weak and strong inversion regions in order to increase the transconductance range. The
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Figure 3.4: Normalized OTA output current against differential input voltage: (a) For tuning
through the tail current. (b) For tuning through VG2 − VG1 (scanned from [152]).
linearity has been well maintained while tuning the transconductance.
When both the input and output stages of the transconductor operate in weak inversion region,
the relationship between differential input voltage and output current can be described by
gm =
Io
V1 − V2 =
IC2
IC1
Req (3.5)
The output current can be tuned by two dc bias current IC1 and IC2 for various transconduc-
tance values.
As the transistors M1 to M6 are working in the strong inversion region, the transconductance
of the circuit is given by
gm =
Io
V1 − V2 ≈
√
2IC2
IC1√
2
KIC1
+Req
(3.6)
With a suitable value of Ic1, the overall transconductance can be tuned by Ic2.
In order to increase the tuning range of the transconductance, the transconductor is designed
to be able to switch from the weak inversion region to the strong inversion region continuously.
Thus, the transconductor circuit would operate in the regions where the input stage, including
transistors M1, M2, M5 and M6, remains in the same inversion condition, weak or strong, while
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Figure 3.5: Translinear loop based transconductor circuit (scanned from [153]).
the output stage, including transistors M3, M4, M7, M8, and M9, is forced to move from weak
to strong inversion region or vice versa.
C. Multiplier based OTA:
The OTA shown in Fig. 3.6 is based on the pseudodifferential VGSVDS-type four-quadrant
multiplier [154]. M1 operates in the triode region and M2 operates in the saturation region
with proper bias voltages VX and VY . M2 operates as a source follower and injects the small
signal vy into the drain of M1, thus modulating its drain current. The total differential output
current is proportional to the product vxvy. A current division scheme is also included in order
to reduce the transconductance gain of the multiplier even further. The differential output
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current of the multiplier is
iod = iop − ion =
(
8µCoxW
L
)
M1
(
1
k + 1
)
vxvy (3.7)
where µ, Cox, W , L are the carrier mobility, oxide capacitance per unit area, channel width
and channel length, respectively.
Figure 3.6: Multiplier based OTA (scanned from [154]).
If one of the signals vx or vy is kept constant, the other is varied, thus the multiplier can be
used as a programmable transconductance amplifier. For this application, it is more convenient
to choose vy as the input signal because the common-mode input voltage can be larger. For the
design presented in [154], a transconductance tuning range of two decades has been achieved,
which is from 50 pA/V to 5 nA/V.
3.2.2 The New OTA - Analysis
In this section a new realization for a fully-balanced highly linear CMOS OTA with wide tuning
range is presented. The circuit operation is based on a cross-coupled channel length modulation
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(CLM) OTA and a tunable-gain current mirror.
Figure 3.7: (a) Tunable-gain current mirror. (b) Structure of the channel length modulation
OTA (CLM-OTA).
The current gain of a conventional current mirror can be tuned either by varying the aspect
ratio of the pair of devices or by tuning the gate-to-source voltage difference applied to them.
The principle of operation of the tunable-gain current mirror used here is illustrated in Fig.
3.7(a) and is composed of two matched transistors M1 and M2. The two transistors share
a common gate which connects to the drain of M1. The sources of the two transistors are
separated and the current gain can be controlled by tuning the difference of the two source
voltages. Referring to Fig. 3.7(a), when the transistors M1 and M2 operate in the saturated
weak inversion region and are assumed matched, then
Iout
Iin
= exp(
VS1 − VS2
nVTH
) = f (3.8)
with n denoting the subthreshold slope factor and VTH denoting the thermal voltage. From
(3.8) it is clear that the gain of the current mirror can be controlled exponentially (by the
difference of the two source voltages) and this suggests a wide tuning range.
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Fig. 3.7(b) shows the structure of a CLM-OTA with differential inputs [158]. The differential
input stage comprises the two transistors M1 and M2 which operate as voltage followers due to
the presence of the matched M3, M4 and M5 which provide a dc current bias Ibias to M1 and
M2. Hence, the source voltages of M1 and M2, which also are the drain voltages of M3 and
M4, follow the variations of the positive and negative input voltages V +in and V
−
in respectively.
The transistors M3 and M4 operate in the saturation region. In addition, the currents I1 and
I2 through the two OTA branches are modulated by the drain voltages V1 and V2 of M3 and
M4 respectively where:
I1 =
K ′W
2L
(VGS5 − VTH)2[1 + λ(V1 − Vss)] (3.9)
I2 =
K ′W
2L
(VGS5 − VT )2[1 + λ(V2 − Vss)] (3.10)
λ is the channel length modulation coefficient. Since V1 and V2 follow the variations of the
differential input voltages V +in and V
−
in , the output current Iout = I1 − I2 of the OTA can be
derived by:
Iout = λ× K
′W
2L
(VGS5 − VTH)2(V +in − V −in ) (3.11)
Leading to an OTA Gm value:
Gm = λ× K
′W
2L
(VGS5 − VTH)2 = λ× Ibias (3.12)
By changing the state of M8 in Fig. 3.7(b), the circuit can operate either in the channel length
modulation mode, when M8 is turned off, or in the normal OTA mode, when M8 is turned on
[158].
The full structure of the proposed practical OTA is illustrated in Fig. 3.8. It consists of two
main parts. The first part is the channel length modulation section (M1 - M7) which can be
considered as the cross-coupled connection of two CLM-OTAs like the one presented earlier.
The matched M1 and M3 operate in the saturation region. Their drain currents I1 and I2 are
set by the biasing current Ibias through M2 and are modulated by their drain voltages. Suppose
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Figure 3.8: The transistor-level structure of the proposed OTA.
Vss is grounded (Vss = 0), it holds:
I1 = Ibias(1 + λV1) (3.13)
I2 = Ibias(1 + λV2) (3.14)
where Ibias = K1(Vb − VTH)2, K1 = 0.5µCoxW/L and µ, Cox, W , L are the carrier mobility,
oxide capacitance per unit area, channel width and channel length, respectively.
The differential input stage is composed of four transistors M4, M5, M6, and M7. The devices
M4 and M5 have their gates and sources in common and so do M6 and M7. The drains of M5
and M6 are cross-coupled and connected to the drains of M7 and M4 respectively. The drain
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currents of these four transistors equal:
I4 = K2(V
+
in − V1 − VTH)2 (3.15)
I5 = K3(V
+
in − V1 − VTH)2 (3.16)
I6 = K3(V
−
in − V2 − VTH)2 (3.17)
I7 = K2(V
−
in − V2 − VTH)2 (3.18)
where the pairs M4, M7 and M5, M6 share aspect ratio values. Hence:
√
I4√
I5
=
√
K2√
K3
(3.19)
and √
I6√
I7
=
√
K3√
K2
(3.20)
From (3.16) and (3.18) we obtain:
V +in =
√
I5√
K3
+ V1 − VTH (3.21)
V −in =
√
I7√
K2
+ V2 − VTH (3.22)
In addtion:
I1 = I4 + I5 (3.23)
I2 = I6 + I7 (3.24)
From (3.19), (3.20), (3.23) and (3.24) we can get:
I5 =
√
K3√
K2 +K3
I1 (3.25)
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and
I6 =
√
K2√
K2 +K3
I2 (3.26)
Calculating V +in − V −in from (3.15) to (3.24) we obtain:
V +in − V −in =
√
I1 −
√
I2√
K2 +K3
+ (V1 − V2) (3.27)
and thus:
V +in − V −in =
√
Ibias
K2 +K3
(
√
1 + λV1 −
√
1 + λV2) + (V1 − V2) (3.28)
Let V +in − V −in = x,
√
Ibias/(K2 +K3) = a and V1 − V2 = y, it becomes:
x = a(
√
1 + λV1 −
√
1 + λV2) + y (3.29)
(x− y)2 = a2(1 + λV1) + a2(1 + λV2)− 2a2
√
1 + λ(V1 + V2) + λ2V1V2 (3.30)
(x− y)2 = 2a2 + a2λ(V1 + V2)− 2a2[1 + λ
2
(V1 + V2)− λ
2
8
(V1 + V2)
2] (3.31)
(x− y)2 = a
2λ2
4
(V1 + V2)
2 (3.32)
x− y = aλ
2
(V1 + V2) (3.33)
From (3.29) we can also get:
x = a
√
1 + λV1 − a
√
1 + λV2 + y (3.34)
x = a(1 +
λ
2
V1 − λ
2
8
V 21 + · · ·)− a(1 +
λ
2
V2 − λ
2
8
V 22 + · · ·) + y (3.35)
x =
aλ
2
(V1 − V2)− aλ
2
8
(V1 + V2)(V1 − V2) + y (3.36)
x =
aλ
2
y − aλ
2
8
(V1 + V2)y + y (3.37)
x
y
= 1 +
aλ
2
− aλ
2
8
(V1 + V2) (3.38)
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From (3.33) and (3.38) we obtain:
x
y
= 1 +
aλ
2
+
λ
4
(x− y) (3.39)
x = y +
aλ
2
y +
λ
4
(xy − y2) (3.40)
x = (1 +
aλ
2
) +
λ
4
xy − λ
4
y2 (3.41)
(
λ
4
)y2 − (1 + aλ
2
+
λ
4
x)y + x = 0 (3.42)
and the solutions for (3.42) are:
y1,2 =
(1 + aλ
2
+ λ
4
x)±
√
(1 + aλ
2
+ λ
4
x)2 − λx
λ
2
(3.43)
The binomial expansion of
√
(1 + aλ
2
+ λ
4
x)2 − λx is:
√
(1 +
aλ
2
+
λ
4
x)2 − λx = [(1 + aλ+ a
2λ2
4
)− λ
2
x+
aλ2
4
x+
λ2
16
x]
1
2 (3.44)
and thus: √
(1 +
aλ
2
+
λ
4
x)2 − λx = [(1 + aλ)− λ
2
x]
1
2 (3.45)
Let 1 + aλ = Q: √
(1 +
aλ
2
+
λ
4
x)2 − λx = (Q− λ
2
x)
1
2 (3.46)
The binomial expansion of (Q− λ
2
x)
1
2 is:
(Q− λ
2
x)
1
2 = Q
1
2 (1− λ
4Q
x− λ
2
32Q2
x2 + · · ·) (3.47)
(Q− λ
2
x)
1
2 = Q
1
2 − λ
4Q
1
2
x− λ
2
32Q
3
2x2
+ · · · (3.48)
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Therefore
y1,2 = (
2
λ
± 2
λ
Q
1
2 + a) + (
1
2
∓ 1
2Q
1
2
)x∓ λ
16Q
3
2
x2 (3.49)
The reasonable approximate expression of y is:
y = (
1
2
+
1
2
√
Q
)x+
λ
16
√
Q3
x2 (3.50)
Let V +in = Vcm + Vd/2 and V
−
in = Vcm − Vd/2, x = V +in − V −in = Vd:
V1 − V2 = (1
2
+
1
2
√
Q
)Vd +
λ
16
√
Q3
V 2d (3.51)
The second part is the tunable-gain current mirror section (M8 - M17). The control voltage
Vc ensures that the currents IX and IY are scaled further by a factor G (recall equation (3.8))
such that:
G = exp(
VDD − VC
nUT
) (3.52)
Bearing in mind 3.12 and given that the factor G can be swept exponentially across a range of
values, the overall transconductance of the new OTA can have a wide tuning range that can
be electronically controlled by varying the control voltage Vc. The differential output currents
are given by:
I+o = G[(I4 + I6)− (I5 + I7)] (3.53)
I−o = G[(I5 + I7)− (I4 + I6)] (3.54)
Therefore:
I+o = G
K2 −K3
K2 +K3
(I1 − I2) (3.55)
Replacing I1 and I2 by (3.13) and (3.14):
I+o = GλIbias
K2 −K3
K2 +K3
(V1 − V2) (3.56)
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Inserting (3.51) into (3.56):
I+o = GλIbias
K2 −K3
K2 +K3
[(
1
2
+
1
2
√
Q
)Vd +
λ
16
√
Q3
V 2d ] (3.57)
and
I−o = GλIbias
K2 −K3
K2 +K3
[−(1
2
+
1
2
√
Q
)Vd +
λ
16
√
Q3
V 2d ] (3.58)
so the differential output is:
Io = I
+
o − I−o = GλIbias
K2 −K3
K2 +K3
(1 +
1√
Q
)Vd (3.59)
The transconductance is described by:
gm = GλIbias
K2 −K3
K2 +K3
(1 +
1√
Q
) (3.60)
Ideally, the output current would be zero if the two input signals were equal. However, an
offset voltage may be caused by mismatches, which arise from two main sources: the mismatch
between the λ factors at the two transistors M1 and M3, and the mismatch between the current
gains at the current mirror transistors M8 - M10 and M13 - M15. Hence, the λ factors should
be chosen as large as possible, which means that the transistor gate length of M1 and M3
should be proportionally small. Also, the width of these two transistors should be made large
enough to decrease mismatch. Hence, the gate length of transistors M1, M2 and M3 should be
proportionally small to minimize the λ mismatch, and the width should be made large enough
to decrease mismatch.
3.3 OTA-C VCO
Based on the OTA shown in Fig. 3.8, a second-order OTA-C VCO has been designed and
fabricated in the AMS 0.35 µm CMOS process. In this section, several VCO topologies are
presented, and the design of a CMOS limiter is also introduced.
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OTA-C VCO Structure
An electronic oscillator is a circuit that produces a repetitive electronic signal, often a sine wave
or a square wave.
An oscillator can be modeled as a combination of at least one active device which acts as an
amplifier and a positive/negative feedback loop. The canonical form of a negative feedback
system is shown in Fig. 3.9, and 3.61 describes the performance of the feedback system.
Figure 3.9: Canonical form of a negative feedback system.
VOUT
VIN
=
A
1 + Aβ
(3.61)
External input signal is not required for oscillators to oscillate. At turn on, when power is first
applied, random noise is generated within the active device and then amplified. This noise is
fed back positively through frequency selective circuits to the input, providing the initial boost
signal to the circuit. Over a period of time, a state of equilibrium is reached where the losses in
the circuit are compensated by consuming power from the power supply and the frequency of
oscillation is determined by the external components (inductors, capacitors or a crystal). The
amount of positive feedback to sustain oscillation is also determined by external components.
Oscillation sustains when the feedback system is not able to find a stable state because its
transfer function cannot be satisfied. The system becomes unstable when the denominator in
Eq. 3.61 is zero. When 1 + Aβ = 0, Aβ = −1. Thus, for stable oscillation, the magnitude of
the loop gain must be 1 with a corresponding phase shift of 180◦ as indicated by the minus
sign. An equivalent expression using complex math is Aβ = 1 6 −180◦ for a negative feedback
system, and Aβ = 16 0◦ for a positive feedback system. This is called the Barkhausen criterion.
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Once the conditions are satisfied, the output voltage of the unstable system heads for infinite
voltage and is prevented from succeeding by an energy-limited power supply. Once the output
voltage approaches either power rail, the active devices in the amplifiers change gain, so that
the value is Aβ 6= 1; thus the charge to infinite voltage slows down and eventually halts. At this
point, there are three possibilities. First, the system becomes stable and locks up at the power
rail. Second, the system stays at the power rail for a period of time before it heads for the
opposite power rail. Third, the system reverses direction heading for the opposite power rail.
The second situation produces relaxation oscillators with highly distorted oscillations. And the
third situation produces sine wave oscillators.
A VCO is an electronic oscillator designed to be controlled in oscillation frequency by a voltage.
VCO is one of the important building blocks in analogue and digital circuits and is commonly
used in function generators, the production of electronic music (to generate variable tones),
phase-locked loops (PLLs), and frequency synthesizers. There are several considerations in
VCO design, including the oscillation frequency, phase noise, output power and frequency
tuning range, et al. And the design specifications are application dependent. For biomedical
applications, VCOs are usually required to provide a wide tuning range and very low frequency
with low power consumption.
For a second-order oscillator, the general expression for its characteristic equation is
s2 − bs+ ω2o = 0 (3.62)
where ωo is the oscillation frequency.
The oscillation conditions are obtained by finding the roots of the characteristic equation. The
two roots of Eq. 3.62 are
p1, p2 =
b
2
±
√√√√( b
2
)2
− ω2o (3.63)
Ideally, for oscillations to exist, the pair of roots of the characteristic equation should be lying
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on the closed right-half plane of the complex frequency plane (Nyquist Stability Criterion) so
that b ≥ 0 [159].
In practical OTA-C oscillator structures, parameters b and ωo are given as functions of the OTA
transconductance gains and capacitor values. The basic design goal is to achieve an independent
control of these parameters, so that the oscillation frequency can be adjusted without affecting
the oscillation condition, which is an appealing feature for VCO operation.
There is a tradeoff between complexity and degrees of freedom. At one end the structures have
a minimum number of components but with a very limited degree of freedom, whereas at the
other end the structures will have larger component counts and more degrees of freedom. Here
we show a selection of OTA-C oscillator structures, by which different degree of freedom can
be achieved [160][161].
Fig. 3.10 shows an oscillator structure composed of two OTAs and 3 capacitors. The character-
istic equation of this structure (Eq. 3.64) shows two degrees of freedom. Parameter b depends
on the difference between both transconductance gains whereas parameter ω2o depends on their
product.
s2 − s C3
C2eq
(gm1 − gm2) + gm1gm2
C2eq
= 0 (3.64)
Figure 3.10: 2OTA-3C oscillator structure (scanned from [161]).
This structure is the simplest form that can be obtained by an ideal OTA model. However
it exhibits a limitation in the interdependence between both parameters b and ω2o . Fig. 3.11
raises one solution to independent control of the two parameters. It contains three OTAs and
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two capacitors and achieves three degrees of freedom. Its characteristic equation is given by
s2 − sgm3
C1
+
gm1gm2
C1C2
= 0 (3.65)
Figure 3.11: 3OTA-2C oscillator structure (scanned from [161]).
Note that the parameter b is a linear function of the transconductance gain gm3, while being
independent of gm1 and gm2. Thus separate control of parameters b and ωo is achieved.
Fig. 3.12 illustrates two more structures which obtain four degrees of freedom. Both structures
are composed of four OTAs and two capacitors but in different connections. The characteristic
equation of the structure shown in Fig. 3.12(a) is given by
s2 − s
(
gm3
C1
− gm4
C2
)
+
gm1gm2 − gm3gm4
C1C2
= 0 (3.66)
where the parameter b is determined by the difference between gm3 and gm4 and separate control
of b and ω2o is achieved. However, there is a coupling between b and ω
2
o through gm3 and gm4.
This can be improved by connecting gm4 to the same node as gm3 as shown in Fig. 3.12(b) and
described by Eq. 3.67.
s2 − sgm3 − gm4
C1
+
gm1gm2
C1C2
= 0 (3.67)
For the current design, the 3OTA-2C VCO structure (Fig. 3.11) was selected, and the OTA
was implemented with the design shown in Fig. 3.8.
Amplitude Stabilization and Control
A practical sinusoidal oscillator must contain a nonlinear amplitude-controlling mechanism to
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Figure 3.12: (a) 4OTA-2C oscillator structure. (b) Alternative 4OTA-2C oscillator structure
(scanned from [161]).
maintain stable oscillations [159]. In the OTA-C oscillator structures introduced before, their
characteristic equation should be designed to exhibit a pair of complex conjugate roots on
the right-half of the complex frequency plane. This means obtaining a sinusoidal signal with
exponentially growing amplitude. The amplitude-controlling mechanism is intended to limit
the growth of the amplitude and regulate the output level.
There are two basic guidelines for limiting circuits design: (1) the operation of the limiter
must be compatible with the OTA operation principle (voltage to current conversion); (2)the
equation describing the global operation of the oscillator together with the limiter must be in
accordance with the oscillator models [160][161].
The design rules can be satisfied by using the natural nonlinear saturation characteristics of the
OTA. Adding external nonlinear circuits is an alternative and provides better controllability.
In addition, AGC scheme is also suitable for such a task and it can be implemented by simply
exploiting the tunability of the transconductance gain of the OTA.
One simple way to implement the external limiter is to use a nonlinear resistor described as in
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Fig. 3.13. Fig. 3.14 shows the CMOS implementation of the limiter. Exploiting the tunability
of the transconductance gain of the OTA is a natural and yet simple way to implement the
AGC concept in OTA-C oscillator. The basic idea is to make parameter b in equation (3.62)
depend on the oscillation amplitude A. Specifically, db/dA < 0 is required to guarantee that the
roots of the characteristic equation are pulled back towards the imaginary axis as the amplitude
increases, and hence that the amplitude control operation is stable [161].
Figure 3.13: Nonlinear resistor for amplitude limitation and control of oscillators (scanned from
[161]).
Figure 3.14: CMOS implementation of the limiter (scanned from [161]).
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3.4 Measured Results
3.4.1 OTA Characteristics
In this section, measured results of the CMOS OTA (shown in Fig. 3.8) are presented. The
OTA was fabricated in the AMS 0.35 µm CMOS process and operates at ±2.5 V power supply.
Its maximum power consumption is 3.2 mW when the tuning voltage is 2.5 V. The aspect ratio
of 100 µm/1 µm is used for transistors M1, M2, and M3 and the bias current Ibias (see Fig.
3.8) equals to 1 µA. The value of 50 µm/3 µm is used for transistors M4 and M7, 50 µm/15
µm for M5 and M6, 50 µm/5 µm for M8 - M17, and 22 µm/5 µm for M18 - M25.
Fig. 3.15 to 3.19 illustrate the measured results of the OTA’s transfer characteristic for different
values of the control voltage Vc (see Fig. 3.8). Ibias is set to be 1 µA and Vc is used to tune the
transconductance of the OTA. By increasing the control voltage Vc from 1.6 V to 2.5 V, the
input stage stays in the strong inversion region while the output stage operates from the weak
inversion region to the strong inversion region, and the transconductance varies from 30 pA/V
to 25 µA/V. Observed from the results shown in Fig. 3.15 to 3.19, as the control voltage Vc
increases from 1.6 V to 2.5 V with a step of 0.1 V, the corresponding transconductance values
are: 30 pA/V (Vc=1.6 V), 1.3 nA/V (Vc=1.7 V), 33 nA/V (Vc=1.8 V), 0.4 µA/V (Vc=1.9 V),
2.5 µA/V (Vc=2 V), 7.5 µA/V (Vc=2.1 V), 12 µA/V (Vc=2.2 V), 16 µA/V (Vc=2.3 V), 20
µA/V (Vc=2.4 V), and 25 µA/V (Vc=2.5 V).
In addition it can be verified that the OTA can be tuned for a wide range of transconductance
values (from 30 pA/V to 25 µA/V). Fig. 3.20 to 3.22 illustrate the measured total harmonic
distortion (THD) of the proposed OTA for three different transconductance values correspond-
ing to Vc values of 2.1 V, 2.2 V, and 2.3 V. The differential signals used for each THD simulation
were corresponding to frequencies placed at one tenth of the OTA’s -3 dB bandwidth and have
their peak to peak amplitudes (V +in − V −in ) changing from 0 to 3.6 V. As observed from the
measured results, the best linearity performance is achieved when the control voltage Vc is at
its maximum value which is 2.5 V. Decreasing the Vc value results in degraded linearity. It is
worth noticing that the THD is less than 1%, up to approximately 2.6 Vpp differential input
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voltages over the range, which is an appealing feature. Fig. 3.23 shows the measured band-
width of the OTA for different transconductance values: when the control voltage Vc changes
from 1.8 V to 2.5 V, the bandwidth increases from 20 Hz to 19 MHz.
Fig. 3.24 illustrates the microphoto of the OTA fabricated in the AMS 0.35 µm CMOS process.
Table 3.1 summarizes the measured results of the OTA.
Table 3.1: Summary of the OTA’s Measured Results
Parameter Value
Technology AMS 0.35 µm CMOS
Chip area 200 µm × 230 µm
Power supply ±2.5 V
Integrated input referred noise (1 Hz-2 MHz) 635 µV
Dynamic range (THD=1%, Vc=2.5 V @2 MHz) 62 dB
CMRR >80 dB
PSRR+, PSRR- >80 dB
Power consumption < 0.3 mW
Transconductance range 30 pA/V - 25 µA/V
3.4.2 VCO Characteristics
The VCO was fabricated in the AMS 0.35 µm CMOS process and operates at ±2.5 V power
supply. Fig. 3.25 presents the measured transient response of the designed VCO (with 2×10 pF
capacitors). Observed from the results, the oscillation frequency is 6.2 kHz and the amplitude
is 1.5 V.
Fig. 3.26 illustrates the VCO frequency against the tuning voltage Vc1 of the gm1 (see Fig.
3.11). The measured results show a tuning range covering from 6 Hz to 180 kHz. Fig. 3.27
illustrates the microphoto of the VCO fabricated in the AMS 0.35 µm CMOS process.
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Figure 3.15: Measured OTA’s transfer characteristics corresponding to Vc values of 2.0 V, 2.1
V, 2.2 V, 2.3 V, 2.4 V and 2.5 V.
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Figure 3.16: Measured OTA’s transfer characteristic with Vc = 1.9V .
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Figure 3.17: Measured OTA’s transfer characteristic with Vc = 1.8V .
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Figure 3.18: Measured OTA’s transfer characteristic with Vc = 1.7V .
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Figure 3.19: Measured OTA’s transfer characteristic with Vc = 1.6V .
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Figure 3.20: Comparison of the OTA’s simulated THD performance with the measured results,
under the condition of Vc=2.1 V and f=0.8 MHz.
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Figure 3.21: Comparison of the OTA’s simulated THD performance with the measured results,
under the condition of Vc=2.2 V and f=1.2 MHz.
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Figure 3.22: Comparison of the OTA’s simulated THD performance with the measured results,
under the condition of Vc=2.3 V and f=1.5 MHz.
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Figure 3.23: Measured OTA bandwidth for different transconductance values obtained by vary-
ing the control voltage Vc (see Fig. 3.8).
3.4. Measured Results 95
Figure 3.24: Microphoto of the OTA in the AMS 0.35 µm CMOS process.
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Figure 3.25: Measured VCO transient response for Vc=2.2 V. The oscillation frequency and
amplitude are 6.2 kHz and 1.5 V respectively.
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Figure 3.26: Measured oscillation frequency versus the tuning voltage Vc1 of the gm1 (see Fig.
3.11).
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Figure 3.27: Microphoto of the VCO in the AMS 0.35 µm CMOS process.
Chapter 4
CMOS Image Sensor
4.1 Introduction
Research in image sensors started approximately four decades ago, however, the research ac-
tivities nearly started in the 80’s when neural network research was resurrected and VLSI
technologies started to mature. Two major tasks of vision systems are the acquisition and
processing of visual information. The usual architectural framework for image sensors consists
of a set of distinct, cooperating sub-units: an image acquisition device, a processing sub-system
and an interconnecting pathway linking the two. A rich variety of solutions are available for
each component. For instance, the acquisition device can be realized with a Charge-Coupled
Device (CCD) or with CMOS technology. As to the processing sub-system, the alternatives
are even richer and more distinct in design: at one extreme, operators, which are specialized in
achieving certain specific image processing tasks and then being hardly programmable; at the
opposite extreme, massively parallel visual microprocessors, which are more programmable and
corresponding machines are intended for a wider class of applications. The interconnection unit
can range anywhere between a high-speed video bus for image processing systems composed of
operators, and the ad hoc parallel pathways designed for visual microprocessors.
This rough characterization of the architectural framework highlights a feature common to all
conventional systems: the acquisition device and the processing unit are kept separate and
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the organization complys with the sequential Von Neumann based architecture. With modern
sequential processing hardware, ‘real-time’ processing at standard scan rates (eg. 25 Hz) is
achievable for many tasks, at the expense of power consumption and system size which are
major issues for portable battery-operated image sensor applications having stringent power
and size constraints. Furthermore, the sequential processing is unusable for high frame rate
applications. The concept of ‘neuromorphic system’ was initiated by Professor Carver Mead’s
silicon retina design in his book Analog VLSI and Neural Systems [124]. By integrating both
the functions of acquisition and processing onto the same substrate, a silicon die, neuromorphic
vision chips could perform local, parallel and distributed vision processing. This has been made
possible through the use of modern CMOS technology.
CMOS image sensors have been widely used in micro vision systems, such as retinal implant
and wireless capsule-endoscopy, where power consumption and dynamic range are critical issues
due to the system’s limited size and the uncontrolled illumination conditions. One approach
to achieve high dynamic range is to use light-to-frequency encoding. By converting the optical
energy directly into digital representations in frequency domain, it can achieve a wide linear
range and is more robust to some noise sources. In addition, by encoding the analogue infor-
mation in temporal domain, it is insensitive to power-supply scaling, which shows the potential
for ultra-low-power implementations.
The first MOS compatible light intensity-to-frequency converter suited for monolithic integra-
tion was proposed in 1982 by Frohmader [166]. The circuit was based on an R S flip-flop whose
toggle frequency was controlled by the discharge of the capacitances at the R S flip-flop inputs.
This design achieved a dynamic range of more than six decades and a linear dynamic range of
five decades, covering from 0.3 Hz to 400 kHz. However, this circuit was very power hungry.
Operating at 23 V power supply, an average power consumption of 70 mW was reported.
In 1994, a 32×32 array of photosensors with pulse frequency outputs using standard 2 µm
CMOS technology was designed [163]. The light-controlled oscillator was simply achieved by
a reset NMOS and a four-stage inverter chain. This design demonstrated a six-order linear
dynamic range with output frequency ranging from 1 Hz to 1 MHz. The power dissipation of
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this design was proportional to the frequency of the pulse outputs. The typical power dissipation
for the array was estimated to be 64 nW and it consumed 100 µW under high illumination.
McIlrath took an alternative approach in constructing the light-controlled oscillator [164]. A
differential amplifier was used as a comparator, and a bistable half-latch reset the feedback from
the comparator. This design achieved a dynamic range of 104 dB and the power consumption
was 40 nW/pixel at 3.3 V power supply.
To satisfy critical power consumption requirements while maintaining good performance, an
ultra-low-power high-dynamic-range CMOS image sensor with in pixel light-to-frequency con-
version is proposed. Here we propose an ultra low-power optoelectronic chip design which
ultimately will be used as part of an experimental retinal prosthesis system which bases its
operation on the photosensitisation of retinal ganglion cells (RGCs). In short our approach
could be described as an ”opto-electro-opto” process where an imager first acquires the im-
age which is subsequently processed appropriately (retinomorphically) (opto-electric process).
The processed image guides the generation of control/driving signals for a microarray of light
sources (e.g. micro-LED arrays) which generate the light pulses of appropriate wavelength and
duration (electro-optical process) which will excite the photosensitized RGCs.
Figure 4.1: Block diagram of the 9× 9 CMOS spiking pixel array.
The sensor combines photodetection with electronic processing circuitry, performing local, par-
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allel and distributed processing. As shown in Fig. 4.1, each pixel in the 9× 9 array consists of
an input stage, an edge detection unit, current controlled ring oscillators and a pulse width con-
trol unit. The array provides the functions of photodetection, brightness and contrast control,
spatial processing, light intensity-to-frequency conversion and pulse width control. The sensor
generates frequency-modulated pulse trains for the micro-LED array through an appropriate
drive which accommodates the power requirements of the micro-LED array. This sensor use
can be extended to other applications requiring operation over a wide dynamic range with low
power consumption.
The circuit schematics of a single pixel are shown in Fig. 4.2. Each pixel in the array is
composed of an input stage, a spatial processing unit, two current controlled ring oscillators
and a pulse width control unit. The input stage converts the incoming light into currents
by a Nwell-over-Psubstrate type photodiode. The brightness (offset) and contrast (gain) are
programmable through the brightness control unit and contrast control unit inside the input
stage for each pixel. A conventional current controlled ring oscillator is used to convert the
current intensities into frequencies. Finally, the voltage signal generated by the oscillator is fed
into the pulse width control unit. The pulse width control unit regulates this voltage signal
to have the pulse width the same as the clock signal’s and keeps its frequency unchanged.
The clock signal is generated by another current controlled ring oscillator whose frequency is
controlled by an off-chip biasing current. By changing the frequency of the clock signal, the
pulse width of the voltage signal can be controlled.
4.2 Input Stage Design
The Charge-Coupled Device (CCD) and CMOS image sensors are two different technologies
for images acquisition. Both techniques are pixelated metal oxide semiconductors (MOS). In
a CCD sensor, every pixel’s charge is transferred through one output nodes to be converted
to voltage, buffered and sent off-chip as an analogue signal. In a CMOS sensor, each pixel
has independent charge-to-voltage conversion, and the sensor also includes amplifiers, noise-
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Figure 4.2: Schematics of a single pixel of the image sensor.
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correction, and digitization circuits [135].
CCD Imager
CCD was first invented by George Smith and Willard Boyle at Bell Labs in the late 1960’s
[133]. CCD imaging is performed in the following process [134]: “(1) Light to Electronic
Charge Conversion: when incident light falls on the array of pixels, the energy associated with
each photon is absorbed by the silicon and causes the creation of electron-hole charge pairs.
(2) Potential Wells and Barriers: a CCD MOS structure simply consists of a vertically stacked
conductive material (doped poly-silicon) overlying a semiconductor (silicon) separated by a
highly insulating material (silicon dioxide). By applying a voltage potential to the poly-silicon
or ”gate” electrode, the electrostatic potentials within the silicon can be changed. With an
appropriate voltage a potential ”well” can be formed which has the capability of collecting the
localized electrons that were created by the incident light. The electrons can be confined under
this gate by forming zones of higher potentials, called barriers, surrounding the well. Depending
on the voltage, each gate can be biased to form a potential well or a barrier to the integrated
charge. (3) Charge Transfer Techniques: once charge has been integrated and held locally by
the bounds of the pixel architecture, one must now have a means of getting that charge to the
sense amplifier which is physically separated from the pixels. The common methods used today
involve four differing charge transfer techniques that are described below. One thing to keep
in mind as we walk through these techniques is that as we move the charge associated with
one pixel, we are at the same time moving all the pixels associated with that row or column.
(4) Readout Techniques: the packets of charge are eventually shifted to the output sense node
where the electrons (which represent a charge) are converted to a voltage that is easier to work
with off chip. Conventional techniques usually employ a floating diffusion sense node followed
by a charge to voltage amplifier such as a source follower. The process begins by resetting the
floating diffusion through a reset gate and reset drain that dictates the reset potential. This
reset potential or zero signal level is converted to a voltage and processed as the reference level
at the output pin of the device. The charge is then shifted from the last phase within the CCD
and dumped onto the floating diffusion. The resulting change in potential is converted into a
voltage and sensed off chip.”
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Figure 4.3: CCD image sensor with camera PCB (scanned from [135]).
As shown in Fig. 4.3, most functions take place outside the CCD imager. Therefore, for
different applications, designers can change the electronics without redesigning the imager.
CMOS Imager
CMOS image sensor technology was invented in the early 1970’s. With the maturation of the
modern CMOS technology CMOS imagers started renewal as a competitor to CCD technology
with the following ideas [135]: “(1) Lithography and process control in CMOS fabrication had
reached high levels and would allow CMOS sensor image quality to rival that of CCDs. (2)
Integration of companion functions on the same die as the image sensor, creating system-on-
chip capabilities. (3) Lower power consumption and reduced imaging system size as a result
of integration and reduced power consumption. (4) Fabrication of the mainstream logic and
memory device can be done using the same CMOS production line, delivering scale economics
for CMOS imager manufacturing.”
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Figure 4.4: CMOS image sensor (scanned from [135]).
As shown in Fig. 4.4 a CMOS imager sensor achieves charge to voltage conversion on pixel,
and most functions can be integrated on chip.
4.2.1 Photodiode Design
A photodiode is a p-n junction or p-i-n structure. When a photon of sufficient energy strikes
the diode, it excites an electron thereby creating a mobile electron and a positively charged
electron hole. Photodiodes work under either zero bias (photovoltaic mode) or reverse bias
(photoconductive mode). In photovoltaic mode, light falling on the diode causes a current
across the device, leading to forward bias which in turn induces dark current in the opposite
direction to the photocurrent. Reverse bias widens the depletion layer and strengthens the
photocurrent. Photodiodes working under the photoconductive mode are more sensitive to
light than ones based on the photovoltaic effect and also tend to have lower capacitance. On
the other hand, the photovoltaic mode tends to exhibit less electronic noise [132].
Fig. 4.5 shows a cross section of a photodiode. The P-layer material at the active surface and
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the N material at the substrate form a PN junction. The neutral region at the junction between
the P-layer and N-layer is known as the depletion layer. By controlling the thickness of the
outer P-layer, substrate N-layer and bottom N+-layer as well as the doping concentration, the
spectral response and frequency response can be controlled [132].
Figure 4.5: Cross section of the photodiode cross section (scanned from [132]).
As illustrated in Fig. 4.6, light stimulates the electrons within the crystal structure. If the
light energy exceeds the band gap energy Eg, the electrons are pulled up into the conduction
band, leaving holes in the valence band. In the depletion layer the electric field accelerates
these electrons toward the N-layer and the holes toward the P-layer. Of the electron-hole pairs
generated in the N-layer, the electrons, along with electrons that have arrived from the P-layer,
are left in the N-layer conduction band. The holes are diffused through the N-layer up to
the depletion layer while being accelerated, and collected in the P-layer valence band. In this
manner, electron-hole pairs are collected in the N-layer and P-layer respectively. This results
in a positive charge in the P-layer and a negative charge in the N-layer [132].
For each pixel, an area of 20 µm × 20 µm Nwell-over-Psubstrate type photodiode is designed
in the AMS 0.35 µm CMOS Opto Process. Compared with standard 0.35 µm CMOS Process,
the Opto Process has one additional Anti-Reflective-Coating (ARC) layer on top of the CMOS
base process, providing enhanced optical sensitivity for embedded photodiodes. The sensitivity
of the photodiode is around 0.4 A/W at a dark current of around 45 pA/cm2 at 27◦C and 200
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Figure 4.6: Photodiode PN junction state (scanned from [132]).
nA/mm2 at 125◦C. The capacitance is 112 pF/mm2 for a square-shaped photodiode. It can
operate in the full wavelength range from 550 nm to beyond 900 nm [169].
4.2.2 Brightness Control Unit
The average solar constant is around 1366 W/m2 and the total solar radiation received by the
earth is one fourth the solar constant or about 342 W/m2. Since the solar constant includes
all types of solar radiation, the visible light intensity is usually less than 100W/m2. In theory,
for 100 W/m2 light intensity, an area of 20 µm × 20 µm square-shaped photodiode in this
design can generate a photocurrent of 16 nA. In order to achieve a wide intensity range (three
decades for current application), the maximum photocurrent should be big enough to ensure
the minimum photocurrent is above the noise floor. Bigger photocurrents can be realized either
by increasing the area of the photodiodes or introducing an offset current.
Here a brightness control unit was used to accommodate the photocurrent with the light inten-
sities. The brightness control unit is composed of a NMOS cascode current mirror, a PMOS
cascode current mirror and a switch to choose from the output currents of the two current
mirrors. The input of this unit is a universal biasing current provided off-chip. This current
changes the offset of the photocurrent and its direction is selected by a control voltage Vb: when
this voltage is low, the PMOS current mirror pushes current into the next stage; as the voltage
goes high, the NMOS current mirror draws current out of the next stage.
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4.2.3 Contrast Control Unit
The contrast control unit is implemented by a three-output cascode current mirror. The current
gains for the three outputs are set to be 0.5, 1 and 2 respectively by tuning the transistor’s
aspect ratio. A switch is attached to each output and all three outputs connect together,
providing the control current for the oscillator. By setting the three switches, eight contrast
levels (current gains) can be achieved: 0, 0.5, 1, 1.5, 2, 2.5, 3 and 3.5.
4.3 Image Processing
The primary role of image processing systems is to achieve a transformation from image data to
stimulus data. The initial image processor needs to be flexible to account for the current lack
of knowledge concerning pattern stimulation of the retina and the likely variability in patient
response due to different disease states.
The image processing system can be implemented on platforms ranging from general purpose
processors to custom chips with hardwired processing schemes. Custom chips are meant to
be more specialized than others, achieving very specific image processing tasks and then being
hardly programmable. Machines that are built out of custom chips are fully optimized and
dedicated to very useful, task-specific smart sensors. General purpose processors are more
programmable and corresponding machines are intended for a wider class of applications. Yet
this class strongly depends on the processor architecture and granularity, and on the way it
is embedded into a machine with respect to communications, parallelism type and memory.
Regardless of the variability, these systems will have several common requirements. Real-time
operation is necessary because the subjects will be correlating camera direction with the location
of the perception, and the stimulus must update fast enough to create the perception of where
the camera is pointed. The system need to be portable. Compared with a laptop computer
worn in a backpack, a glasses-mounted system would be preferable. Thus custom hardware will
be required. The retina performs gain control, edge enhancement, and motion detection, so a
first-generation image processor should anticipate the need to replicate some of these functions.
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Eckmiller has developed a retinal encoder (RE) to predict the ganglion cell output in response
to a given input. RE is a learning neural computer that transforms a visual scene into nerve
signals, just like the retina does. The person wearing the implant can interactively alter its
function so as to produce the best possible perception. The RE together with a photosensor
array for pattern reception and a transmitter for the transmission of signals and energy are
housed in a pair of glasses. The signals are transmitted wireless to the implanted Retina
Stimulator. The Retina Stimulator is a flexible microcontact foil consisting of a receiver for the
signals produced by the Retina Encoder and stimulation microcontacts with their corresponding
controlling devices to stimulate the retinal ganglion cells. In order to bridge the degenerated
retina, the Retina Stimulator forwards the information via more than 100 microcontacts to
the ganglion cells which are directly linked to the optic nerve [40]-[43]. The implementation of
the real-time retina stimulator consisted of 16 × 16=256 individually tunable spatio-temporal
(ST) filters consisting of four separate filter-types (P-on centre, P-off centre, M-on centre, and
M-off centre) with 11 tunable parameters. Both input and output pattern arrays consisted of
32 × 32 pixels. RE was implemented by program modules in C/C++ as PC simulation with
an average output of 20 frames/s and alternatively by a combination of program modules in C
and in assembler as digital signal processor (DSP) simulation with an average quasi real-time
output of 50 frames/s. The ST filter outputs were modulated asynchronous pulse trains as
input signals for the stimulation electrodes. More recently, a novel RE has been introduced
which considers both ambiguity removal and miniature eye movements during fixation [44][45].
The Cortical Neuroprosthesis for the Blind (CORTIVIS) project proposes a neuromorphic en-
coder which was implemented in a video processing board based on a XILINX Spartan XC3S400
FPGA. It simulates the spatiotemporal receptive fields characteristic response of the RGCs and
generates the spikes delivered to the RF link. Based on the developed prototype, a complete
system is being designed in ASIC technology. The wireless RF link provides both power and
bidirectional transmission of data between the outside and the implant. The microelectrodes
were provided by 10 Utah electrode arrays (UEAs). One UEA has 100 microelectrodes, each
1.5 mm long, arranged in a square grid and contained in a package covering an area of approx-
imately 4 mm × 4 mm [68].
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The European project OPTIVIP (Optimisation of the Visual Implantatable Prosthesis) pro-
poses to use artificial neural networks (ANNs) for predicting the characteristics of the visual
sensations. ANNs are adaptive methods, able to evolve when new data are gained from exper-
iments on the blind volunteers. A grey-box model, incorporating physiological knowledge, as
well as a complete black-box model was investigated. They both provide tools for predicting the
features of phosphenes and achieve a comparable accuracy. It showed that the prediction per-
formances of the ANNs are superior to the performances achieved by classical linear statistical
methods, suggesting that the physiological process is strongly non-linear [61].
Parikh has implemented real-time algorithms on a TMS320C6711 DSP [34]. This system runs
in real time and implements algorithms such as decimation and edge detection. The decimation
algorithm converts a 480×720 resolution to a 32×32 resolution. The edge detection routine
convolves the original image with a sobel window to detect edges.
All the approaches introduced above use a standard CCD or CMOS imager for parallel acqui-
sition of the input image, and serial transmission of the digitalized image to the memory. A
separate processing element, such as FPGA, embedded DSP, or general purpose microproces-
sor then executes image processing algorithms, either randomly or sequentially accessing the
stored image within memory. The advantage of this structure is that it is reconfigurable and
versatile, for the processing algorithm is defined in software. With modern sequential process-
ing hardware, ‘real-time’ processing at standard scan rates (e.g. 25 Hz) is achievable for many
tasks, at the expense of power consumption and system size which are major issues for portable
battery-operated machine vision applications which have stringent power and size constraints.
Furthermore, the sequential processing architecture results in huge data rates, which is unus-
able for high frame rate applications. For instance, for 8-bit VGA resolution (640×480 pixels),
working at 1000 fps refresh rate, the imager alone would require a 2.46 Gbps communication
bandwidth.
It has been found that nervous systems use tremendously few resources of energy, space and time
to perform complex computational tasks, compared with computers. An important reason for
such efficiency is that the biological information processing systems operate on completely differ-
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ent principles, such as nonlinear, adaptive, and parallel and hybrid mixed-mode computational
architectures, instead of the operation of sequential processing. The design of neuromorphic
vision systems started in 80’s when Carver Mead introduced the concept of a ‘neuromorphic
system’ [125]. Functionally, neuromorphic vision systems do what a video camera does when
combined with a computer running some dedicated vision programs. Computationally, though,
the architectures of the two systems are quite different. By integrating both the functions of
acquisition and processing onto the same substrate, a silicon die, neuromorphic vision systems
could perform local, parallel and distributed vision processing. One possible strategy uses flip-
chip bonding of separated imagers and 2-D processors. Another possibility is to incorporate
the sensory and the processing circuitry on the same semiconductor substrate. Modern CMOS
technologies offer unique features for this latter type of chip due to the availability of good
CMOS photo-transduction devices and the possibility to realize linear and nonlinear processing
functions with simple CMOS circuitry.
Mahowald and Mead proposed the first silicon model for the retina in 1980s [123]-[125]. In
this silicon retina, each node in the network is linked to its six neighbours with resistive el-
ements to form a hexagonal array, as shown in Fig. 4.7. The resistive network computes a
spatially weighted average of photoreceptor inputs. The spatial scale of the weighting function
is determined by the product of the lateral resistance and the conductance coupling of the
photoreceptors into the network. In addition, the voltage stored on the capacitance of the re-
sistive network is the temporally as well as spatially averaged output of the photoreceptors; the
output of the retinal computation is thus the difference between the immediate local intensity
and the spatially and temporally smoothed image. It therefore enhances both the temporal
and spatial derivatives of the image. The photoreceptor in this model compressed the pho-
tocurrent into a voltage signal logarithmically. However, a logarithmic encoding degrades the
signal-to-noise ratio because large signals are compressed more than smaller ones. In addition,
device mismatches due to fabrication variables will skew the response of adjacent receptors to
identical input. Mead et. al. have subsequently improved this design by including network-level
adaptation and adaptive photoreceptors [126][127].
In 1992 a current-mode silicon retina was introduced by Boahen and Andreou [128]. It models all
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Figure 4.7: Schematic of pixel from the silicon retina proposed by Mahowald and Mead [123]-
[125]. The output is the difference between the potential of the local receptor and that of the
resistive network. The network computes a weighted average over neighbouring pixels (scanned
from [125]).
major synaptic interactions in the outer-plexiform layer of the retina using current-mode CMOS
circuits, producing the antagonistic centre/surround receptive field. A one-dimensional version
of the current-mode silicon retina circuit is shown in Fig. 4.8. It directly maps the neurocircuitry
of the outer-plexiform layer onto silicon using one transistor per chemical synapse/gap junction.
Devices M1 and M2 model the reciprocal synapses. M4 and M5 model the gap junctions; their
diffusitivities are set globally by the bias voltages VG and VF . The phototransistor M6 models
the photoreceptor in the retina. The transistor M3, with a fixed gate bias VU , is analogous to
a leak in the horizontal cell membrane that counterbalances synaptic input from the cone.
Zaghloul and Boahen have recently described the development and testing of a silicon retina
[162]. Firstly, 13 neuronal types have been constructed in silicon and are linked together in
two synaptic layers on a physical scale comparable to the human retina. Furthermore, a silicon
retina which can modulate its synaptic strengths locally has been created. The silicon retina
realizes luminance adaptation, without using logarithmic compression, and contrast gain control
independent of external control, thus capturing properties of retinal neural adaptation for the
first time. The 3.5×3.3 mm2 silicon die has 5760 phototransistors at a density of 722 per mm2,
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Figure 4.8: Current-mode Outer-Plexiform Circuit (scanned from [128]).
tiled in 2×48×30 and 2×24×15 mosaics of sustained and transient ON and OFF ganglion cells.
The chip consumes 17 µW per ganglion cell at an average spike rate of 45 spikes per second
per ganglion cell.
The Cellular Neural Networks (CNNs) chip is another way of using analogue hardware for early
vision processing [129]-[131]. CNNs are parallel-computing, analogue arrays, which are suitable
for most of the computation needed. Adaptive sensing is one of the ideal applications for CNN-
type sensor-computers, where both the 2D parallel architecture and the high speed are utilized,
when the CNN Universal Machine (CNN-UM) architecture is used. Its chief advantage over a
resistive network is that it can be programmed to carry out a wide range of local mathematical
operations. This flexibility comes at a price, though, for the basic pixel is very large, and the
chip is quite power hungry.
As the basis of most current models of neurons in the early visual system is the concept of the
linear receptive field. The receptive field refers to the limited area on the retina upon which
illumination changes the activity of a neuron. It involves three dimensions: two dimensions
of space and the dimension of time. Whether they are specified in space, time, or jointly
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in space and time, receptive fields are typically endowed with ON and OFF subfields. An
ON region is one in which a bright light evokes a positive response and a dark light evokes a
negative response. An OFF region does the opposite [136][137]. Research aimed at testing the
linear receptive field led to the discovery of important nonlinear phenomena, which cannot be
explained by a linear receptive field alone [142][143]. These phenomena have been discovered
at all stages of the early visual system, which forced a revision of the model based on the linear
receptive field [140].
For the current design, spatial convolution kernels are used to implement the edge detection
algorithm. For a 3 × 3 mask, the groups of the pixel currents are described by the following
equations:
iX1 = i(1, 1) + i(1, 3) (4.1)
iX2 = i(2, 1) + i(2, 3) (4.2)
iX3 = i(3, 1) + i(3, 3) (4.3)
iY 1 = i(1, 1) + i(3, 1) (4.4)
iY 2 = i(1, 2) + i(3, 2) (4.5)
iY 3 = i(1, 3) + i(3, 3) (4.6)
iorg = i(2, 2) (4.7)
idel = i(2, 2, t− 1) (4.8)
Table 4.1: Summary of Convolution Kernel Construction
X edges Iout = −Ix1 − Iy2 − Iy3 + 2Ix2 + 2Iorg
Y edges Iout = −Ix1 − Ix2 − Ix3 + 2Iy2 + 2Iorg
45◦C edges Iout = Ix1 − Iy3
135◦C edges Iout = Ix1 − Iy1
Gaussian Iout = Ix2 + Iy2 + 4Iorg
Laplacian Iout = −Ix2 − Iy2 + 4Iorg
Rectangular smooth Iout = (Ix1 + Ix2 + Ix3 + Iy2 + Iorg)/9
Temporal derivative Iout = Iorg − kIdel
Other combinations are possible, but the presented grouping will yield the maximum number of
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Figure 4.9: Convolution kernel coefficients for a 3× 3 mask: (a) Horizontal edge detection. (b)
Vertical edge detection. (c) Laplacian mask. (d) Gaussian mask.
independent kernels, processed in parallel [170]. Table 4.1 gives some examples of convolution
kernels realized with the pixel grouping and the convolution kernel coefficients for 3× 3 masks
are shown in Fig. 4.9. The current design uses the Laplacian mask for spatial convolution
processing. The pixel current coefficients are achieved by setting different current gains of
the current mirrors. For the application of the Laplacian mask, in each pixel, the output
current flowing into the next stage are four times bigger than the current drawing from the
neighbouring pixel. By setting all the necessary coefficients (current gains) for each pixel,
different convolution kernels can be realized by the configuration of the switches which select
the coefficient distribution.
4.4 Signal Generator
As introduced before, a signal generator is required to bridge the signal processing subsystem
and the micro-LED array. It generates electrical signals with tunable frequencies to drive the
micro-LED array. The frequency of the signal generator is controlled by the signal processor
from the last stage. Based on a highly linear wide tuning range operational transconductance
amplifier (OTA), an OTA-C VCO was designed and fabricated. Measured results showed that
the transconductance of the OTA ranges from 30 pA/V to 25 µA/V, and the VCO achieves a
tuning range from 6 Hz to 180 kHz. The size of the VCO is about 550 µm × 400 µm.
As illustrated by the latest results from the photostimulation experiments [70], the temporal
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response of neuron cells is typically on the millisecond timescale. And for the spatial resolu-
tion, the cell bodies of neuron cells have diameters typically between 10 µm and 100 µm. To
enable single cell photostimulation with sub-cellular spatial resolution and sufficient temporal
resolution, the stimulator needs to provide a frequency tuning range varying from a few hertz
to at least a few kilohertz, and the diameter of a single pixel needs to be in the range of tens of
micrometer. The OTA-C oscillator achieves a tuning range from 6 Hz to 180 kHz, which satis-
fies the temporal requirements. But it cannot provide the required spatial resolution due to its
large size (550 µm × 400 µm). In order to enable single cell photostimulation with sub-cellular
spatial resolution, it is necessary for the image sensor to have its pixel size minimized to fit in
the range between 10 µm and 100 µm. Therefore, an alternative oscillator design is adapted to
satisfy both of the temporal and spatial requirements.
4.4.1 Current Controlled Oscillator
As shown in Fig. 4.10, a conventional current controlled ring oscillator is used to convert the
current intensities into frequencies [147]. N is an odd number and shows the number of inverter
stages. Assume that all the NMOS and PMOS transistors have the same gate to source parasitic
capacitance Cp, the frequency of the oscillator is given by
fosc =
1
2Nτ
(4.9)
where τ is the delay of one inverter stage. The delay of each inverter stage is described by
Vosc =
∫ Ictrl
Cp
dt (4.10)
τ =
VoscCp
Ictrl
(4.11)
where Vosc is the oscillation amplitude. Substituting equation (4.11) into equation (4.9) will
give
fosc =
Ictrl
2NVoscCp
. (4.12)
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where the oscillation frequency is determined by the control current Ictrl, the number of stages
N , the amplitude Vosc and the parasitic capacitance Cp. For a given number of stages, the
oscillation frequency can be controlled by varying control current or oscillation amplitude only
since Cp is a fixed parameter.
Figure 4.10: Conventional current controlled ring oscillator.
The oscillator used in the current application has three stages and the maximum oscillation
amplitude is 3.3 V which is the V DD. For a given control current range from 25 pA to 25
nA, the oscillator was designed to have its oscillation frequency changing from about 1 Hz to 1
kHz correspondingly. Although a tuning range of three decades is achieved for this application
(defined by the biological specifications), the oscillator itself can cover a much wider tuning
range with very good linearity of the frequency to current curve, as illustrated by equation
(4.12).
4.4.2 Pulse Width Control Unit
Fig. 4.11 illustrates the proposed pulse width control unit. It consists of two rising edge-
triggered D-Flip-Flops (DFFs), an inverter and an AND gate. The voltage Vin is the output of
the oscillator in Fig. 4.10. Its frequency is controlled by the incoming light intensity as described
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Figure 4.11: The used pulse width controller.
before. The clock signal CLK is generated by another current controlled ring oscillator which
is the same as the one introduced before. The frequency of the clock signal is controlled by
means of an off-chip biasing current.
Figure 4.12: The timing diagram of the pulse width control unit: (a) The input voltage of the
pulse-width-controller. (b) Clock signal generated by another current controlled ring oscillator.
(c) The output voltage of the pulse-width-controller. The pulse width control unit resets
the input voltage to have a pulse width identical to the clock’s signal while maintaining the
frequency unchanged.
The positive output of the first DFF follows the input voltage Vin at the rising edge of the clock
signal. Due to the inverter, the second DFF is triggered at the falling edge of the signal CLK.
Therefore there is latency between the positive outputs of the two DFFs and the latency is the
same as the pulse width of the clock signal. The two inputs of the AND gate connect to the
positive output of the first DFF and the negative output of the second DFF respectively, while
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the output of the AND gate generates the regulated pulses whose pulse width is the same as
that of the clock’s signal. In this way, the pulse width control unit resets the input voltage
Vin to have a pulse width identical to the clock’s signal while maintaining the frequency of
Vin unchanged. By changing the frequency of the clock signal, the pulse width of Vin can be
controlled. The timing diagram of the pulse width control unit is shown in Fig. 4.12.
4.5 Measured Results
To characterize the designed CMOS image sensor, a six-layer PCB board was developed for
chip testing Fig. 4.13. In addition to satisfy all the biasing conditions for the chips, the testing
board provides 81 independent output channels which make it possible to test all the 81 outputs
of the chip individually. In order to validate the optical characteristics of the chips, a testing
system is proposed to provide the required spatial profile and sufficient irradiance Fig. 4.14.
The system is constructed around a microscope. The testing board is mounted on the stage
of a microscope and a flat light source with a fixed light intensity is selected as the optical
input. The light generated by the flat light source is projected into a monochromator where
monochromatic light with specific spectrum is produced. The output of the monochromator is
then connected with a Neutral Density (ND) filter wheel assembly (FW2AND). By combining
10 absorptive ND filters into a two wheel assembly, optical intensities can be changed over a
large dynamic range (1 to 108). Through the lens of the microscope, the light from the output
of the ND filter wheel assembly can be projected on the selected photodiode of the testing chip.
The image sensor characterization work was performed in two steps. The first step is to validate
the behaviour of the oscillator alone. The chip was tested with its lid sealed, and an input
current provided by an external current source (Keithley 6221) was injected into the input
stage of the chip to work as the photocurrent, so that the function of the photodiodes was
skipped and the photocurrent was replaced by the current generated by the external current
source. The output was measured and recorded by an oscilloscope. By setting the external
current source with different current intensities, a wide frequency range is observed at the
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Figure 4.13: A six-layer PCB board for chip testing.
output. Fig. 4.15 presents the oscillator’s output frequency against the input current. Observe
that when the input current varies from 0.5 pA to 5 µA, the frequency of the oscillator’s output
voltage increases from 34 mHz to 502 kHz.
The second step is to test one single pixel’s response to incident light intensity. All the bias
currents used at the first step were turned off. The light generated by a high intensity light
source was projected into a monochromator (Oriel Cornerstone 260 1/4 m). The monochro-
mator selected the light with wavelength of 600 nm and transmitted it to the Neutral Density
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Figure 4.14: The system is constructed around a microscope. The testing board is mounted on
the stage of a microscope and a flat light source with a fixed light intensity is selected as the
optical input. The light generated by the flat light source is projected into a monochromator
where monochromatic light with specific spectrum is produced. The output of the monochro-
mator is then connected with a Neutral Density (ND) filter wheel assembly (FW2AND). By
combining 10 absorptive ND filters into a two wheel assembly, optical intensities can be changed
over a large dynamic range (1 to 108).
(ND) filter wheel assembly (FW2AND). It includes 10 absorptive optical density filters which
are 0.2, 0.3, 0.4, 0.5, 0.6, 1, 2, 3, (2)4 ND filters. By combining 10 absorptive ND filters into a
two wheel assembly, optical intensities can be changed over a large dynamic range (1 to 108).
Through the lens of the microscope, the light from the output of the ND filter wheel assembly
can be projected on the selected photodiode of the testing chip. Fig. 4.16 illustrates the pixel’s
response to incident light intensity. The output signal frequency varies with the intensity of
the light incident upon the photodiode. The generated light has a fixed wavelength of 600 nm
and its intensity ranges from 0.35 µW/cm2 to 3.5 mW/cm2. The corresponding output signal
frequencies range from 0.24 Hz (lowest light intensity) to 2.2 kHz (highest light intensity).
Fig. 4.17 and 4.18 show the output pulse trains with the lowest and highest measured frequen-
cies. As mentioned already the bias currents were set to be 0.2 pA and 5 µA respectively, while
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the photodiodes were prevented from light-activation. Fig. 4.19 presents indicative measured
traces which show how the output frequency of a single pixel changes from 0.83 Hz to 8.7 Hz
when the light intensity varies from 1.5 µW/cm2 to 17 µW/cm2.
Intra-chip mismatch and inter-chip mismatch were also tested. For intra-chip mismatch mea-
surement evaluation, the centre pixel in the array and its neighbouring four pixels (left, right,
up and down) were selected for testing. The bias current was turned off and a flat light source
was used to excite the chip. The light intensity was controlled by the indexed ND filters and
the intensity-to-frequency response for the selected five pixels was recorded. Fig. 4.20 shows
the inner-chip mismatch measurement result. Table 4.2 summarizes the measured intra-chip
frequency error for each light intensity level.
Table 4.2: Measured Intra-chip mismatches.
Light Intensity (µW/cm2) 0.95 9.5 95 950
Frequency Error ±8.6% ±9.1% ±8.8% ±8.8%
For inter-chip mismatch measurements, 10 chips were tested with the centre pixel of each chip
excited by light. The bias current was turned off and a flat light source was used to excite
the centre pixel of each chip through a microscope. ND filters were used to change the light
intensity and the intensity-to-frequency response for each pixel was recorded individually. Fig.
4.21 illustrates the inter-chip mismatch measurements whereas Table 4.3 summarizes the inter-
chip frequency error at each light intensity level.
Table 4.3: Measured Inter-chip mismatches.
Light Intensity (µW/cm2) 0.95 9.5 95 950
Frequency Error ±13.9% ±14.6% ±13% ±12.1%
From Table 4.2 & 4.3 it is clear that the intra-chip frequency error amounts to around 10%
whereas the inter-chip error can be close to 15%. For the application in mind (photoexcitation
of photosensitized neurons) such variability can be tolerated. The other functions have also
been validated, including brightness control, contrast control, pulse width control and edge
detection. Measured results verified the very good performance of these functions. Fig. 4.23
illustrates the 9 × 9 image sensor microphoto fabricated in the AMS 0.35 µm CMOS Opto
process. Table 4.4 summarizes the performance of the imager presented here whereas Table 4.5
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compares its performance against other spiking pixel chips. Observe that the imager presented
here compares very well against previously reported ones.
Table 4.4: Summary of the Chip’s Performance
Parameter Value
Technology AMS 0.35 µm CMOS Opto
Power Supply VDD = 1.8V VSS = 0V
Average Power Consumption 50nW/pixel
Array Size 1.7 mm × 1.7 mm
Pixel Size 160 µm × 160 µm
Measured Frequency Range (electrical) 34 mHz - 502 kHz (134 dB)
Measured Frequency Range (optical) 0.24 Hz - 2.2 kHz
Table 4.5: Performance Comparison
Name DR fmin fmax power
Yang [163] 120 dB 1 Hz 1 MHz 62.5 pW/pixel
McIlrath [164] 104 dB 1 Hz 156 kHz 40 nW/pixel
Doge [165] 93.4 dB 30 Hz 1.4 MHz 664 nW/pixel
Frohmader [166] 120 dB 0.3 Hz 400 kHz 70 mW/pixel
Ziegler [167] 40 dB 4 Hz 400 kHz 85 µA/pixel
Wang [168] 130 dB 2 Hz 10 MHz 250 mW/pixel
This work 140 dB 0.4 Hz 500 kHz 10 nA/pixel
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Figure 4.15: The output frequency of a single pixel varies from 34 mHz to 502 kHz when the
input current varies from 0.5 pA to 5 µA.
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Figure 4.16: The output frequency of a single pixel varies from 0.24 Hz to 2.2 kHz when the
light intensity varies from 0.35 µW/cm2 to 3.5 mW/cm2.
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Figure 4.17: Pixel ouput pulse train of 34 mHz; bias current set to 0.2 pA.
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Figure 4.18: Pixel output pulse train with a frequency of 502 kHz; bias current is set to 5 µA.
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Figure 4.19: The output frequency of a single pixel changes from 0.83 Hz to 8.7 Hz when the
light intensity varies from 1.5 µW/cm2 to 17 µW/cm2.
130 Chapter 4. CMOS Image Sensor
Figure 4.20: Intra-chip mismatch measurement results for various intensity levels. Results from
other chips were almost identical.
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Figure 4.21: Inter-chip mismatch measurement results for various intensity levels.
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Figure 4.22: Photo of the chip.
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Figure 4.23: Microphoto of the image sensor with 9 × 9 spiking pixels in the AMS 0.35 µm
CMOS Opto process. The photodiode, the input stage, the edge detection unit, oscillator and
the pulse width control unit are highlighted in the magnified picture of a single pixel on the
right.
Chapter 5
Conclusion and Future Work
5.1 Conclusion
Photostimulation based retinal prostheses have many advantages compared with retinal im-
plants. First, contrary to electrode based stimulation, light does not require mechanical contact
and can enable non-invasive remote control of the cell activities. Therefore, the imager, proces-
sor, and stimulation system can be completely external, not have the power and degradation
problems of implanted devices, and be easily tuned and upgraded. Second, since light beams
can be easily scanned, the stimulating point is flexible and does not require a prior decision on
the stimulation location. Third, a beam of light can be projected on tissue with both temporal
and spatial precision and it may be focused on either single cells or just parts of cells.
Firstly, a prototype of an optoelectronic stimulator was proposed and implemented by using
the Xilinx Virtex-4 FPGA evaluation board. The prototype platform was used for the designed
experiments to characterize the photosensitized neurons. It is highly programmable and recon-
figurable as required for experimentations, and is capable of generating light stimuli of tunable
frequency, intensity and duration. The platform was used to demonstrate the possibility of
photostimulation of the CMNB-caged fluorescein and the caged glutamate.
Meanwhile, with the aim of developing a portable visual prosthesis, a system on chip (SoC)
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architecture was proposed and a wide tuning range OTA-C VCO (the pivotal component of
the system) was designed. The VCO is based on a new designed CMOS OTA which achieves
a good linearity over a wide tuning range. Both the OTA and the VCO were fabricated in the
AMS 0.35 µm CMOS process. Measured results show that the transconductance of the OTA
ranges from 30 pA/V to 25 µA/V, and the VCO achieves a tuning range from 6 Hz to 180 kHz.
For a given cell type and level of photosensitization, the efficiency of the photostimulation
process is determined by four characteristics of the light stimuli: wavelength, irradiance, spatial
resolution and temporal resolution. For the process of ChR2 and melanopsin, the peak spectral
sensitivity is in the blue at 470 nm. Photolysis of caged neurotransmitters, which involves
breaking of a covalent bound between the blocking molecule and the neurotransmitter, requires
a UV light source (typically between 300 nm and 380 nm). The blue (470 nm) and UV (370
nm) micro-LED arrays that are available today match these requirements. Also the micro-LED
arrays have sufficient irradiance to trigger almost any photostimulation technique. Ideally, the
temporal response of neuron cells is typically on the millisecond timescale. And for the spatial
resolution, the cell body of neuron cells has a diameter typically between 10 µm and 100 µm. To
enable single cell photostimulation with sub-cellular spatial resolution and sufficient temporal
resolution, the stimulator needs to provide a frequency range varying from a few hertz to at least
a few kilohertz, and the diameter of a single pixel need to be in the range of tens of micrometers.
The micro-LED arrays which were developed can be pulsed on a sub-microsecond time scale
and have a diameter of 20 µm, which satisfies all the requirements.
To power and control the micro-LED array, a 9×9 CMOS image sensor with spiking pixels
was designed. Each pixel acts as an independent oscillator whose frequency is controlled by
the incident light intensity. Other functions, such as brightness control, contrast control, edge
detection and pulse width regulation, are also provided by the sensor. The sensor was fabricated
in the AMS 0.35 µm CMOS Opto Process. It achieves a linear dynamic range of over 134 dB
(from 100 mHz to 502 kHz) and an overall dynamic range of over 143 dB (from 34 mHz to
502 kHz). The nominal power dissipation is about 50 nW per pixel. The chip size is about
1700 µm × 1700 µm, and the pixel size is about 160 µm × 160 µm. Measured results show
that the intra-chip frequency error amounts to around 10% whereas the inter-chip error can be
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close to 15%. For the application in mind (photostimulation of photosensitized neurons) such
variability can be tolerated.
5.2 Future Work
The future work will concentrate on the improvement of the proposed CMOS system and make
it more suitable for optobionic visual prosthetics.
Figure 5.1: The Intended device. All functions are embedded in one single design, including
image acquisition, signal processing, and independent optical stimulation.
First, it is very important to make persistent efforts in the image processing subsystem design.
In addition to handling functions requested by the user such as zoom, brightness adjustment,
and contrast adjustment, the primary role of the image processing system is the transformation
from image data to stimulus data. The transformation for each type of visual prosthetics
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is different and the exact model cannot be known until enough data is collected from the
experiments on patients. Therefore, the initial image processor should be flexible to account
for the current lack of knowledge. In addition, real-time operation and portability are also
indispensable features. At present, general purpose processors, such as DSP, FPGA, and CNN-
UM, are desirable solutions for the image processing subsystem.
Second, the cell bodies of neurons have diameters typically between 10 and 100 µm, whereas
the image sensor has its single pixel size of about 160 µm × 160 µm. In order to enable single
cell photostimulation with sub-cellular spatial resolution, it is necessary for the image sensor
to have its pixel size minimized to fit in the range between 10 and 100 µm. Furthermore, to
improve the performance of the whole system, the inner and inter-chip mismatches need to be
minimized.
Finally, the future objective is to embed all these functions into one single design (Fig. 5.1),
including image acquisition, signal processing, and independent optical stimulation. The in-
tended device allows us to do complex and flexible signal processing in real time and implement
independent oscillator control of the individual pixels of the micro-LED array.
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