Abstract. We establish a relative Bertini type theorem for multiplier ideal sheaves. Then we prove a relative version of the Kollár-Nadel type vanishing theorem as an application.
is highly nontrivial. In [9, Theorem 1.10], we established that there are many members of Λ satisfying the above good properties. The main purpose of this paper is to prove the following theorem. 
for some ε > 0. Then, for any non-zero holomorphic section s of M, the map
induced by the tensor product with s is injective for every q, where ω X is the canonical bundle of X and J (h) is the multiplier ideal sheaf associated to the singular hermitian metric h.
By using Theorems 1.1 and 1.3, we prove a relative version of the Kollár-Nadel type vanishing theorem (see [7] ). 
for every i > 0 and j, where ω X is the canonical bundle of X and J (h) is the multiplier ideal sheaf associated to the singular hermitian metric h.
As an application of Theorem 1.4 and the strong openness in [10] , we have: 
For related vanishing theorems, see [6] , [7] , [11] , [13] , [15] , [16] , and so on. We recommend the reader to see [8, Chapters 5 and 6] , where we discuss various Kollár type vanishing theorems by using the theory of mixed Hodge structures on cohomology with compact support and explain their applications to the minimal model program for higher-dimensional complex algebraic varieties.
We close this introduction with a remark on Nakano semipositive vector bundles. Remark 1.6 (Twists by Nakano semipositive vector bundles). Let E be a Nakano semipositive holomorphic vector bundle on X. Then it is not difficult to see that Theorems 1.3, 1.4, and Corollary 1.5 hold even when ω X is replaced by ω X ⊗ E. We leave the details as an exercise for the reader (see [9, Section 6]).
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Preliminaries
For the basic results of the theory of complex analytic spaces, see [1] and [5] . For various analytic methods used in this paper, see [3] . Definition 2.1 (Singular hermitian metrics and curvatures). Let F be a holomorphic line bundle on a complex manifold X. A singular hermitian metric on F is a metric h which is given in every trivialization θ :
where ξ is a section of F on U and ϕ ∈ L 1 loc (U) is an arbitrary function. Here L 1 loc (U) is the space of locally integrable functions on U. We usually call ϕ the weight function of the metric with respect to the trivialization θ. The curvature of a singular hermitian metric h is defined by Θ h (F ) := 2∂∂ϕ, where ϕ is a weight function and ∂∂ϕ is taken in the sense of currents. It is easy to see that the right hand side does not depend on the choice of trivializations. Therefore, we get a global closed (1, 1)-current Θ h (F ) on X.
Definition 2.2 ((Quasi-)plurisubharmonic functions and multiplier ideal sheaves
n is called plurisubharmonic if (i) ϕ is upper semicontinuous, and (ii) for every complex line L ⊂ C n , ϕ| U ∩L is subharmonic on U ∩ L, that is, for every a ∈ U and ξ ∈ C n satisfying |ξ| < d(a, U c ) = inf{|a − x| | x ∈ U c }, the function ϕ satisfies the mean inequality
Let X be an n-dimensional complex manifold. A function ϕ : X → [−∞, ∞) is said to be plurisubharmonic if there exists an open cover X = i∈I U i such that ϕ| U i is plurisubharmonic on U i (⊂ C n ) for every i. A quasi-plurisubharmonic function is a function ϕ which is locally equal to the sum of a plurisubharmonic function and of a smooth function.
Let ϕ be a quasi-plurisubharmonic function on a complex manifold X. Then the multi-
It is well known that J (ϕ) is a coherent ideal sheaf on X.
Let S be a complex submanifold of X. Then the restriction J (ϕ)| S of the multiplier ideal sheaf J (ϕ) to S is defined by the image of J (ϕ) under the natural surjective morphism O X → O S , that is,
where I S is the defining ideal sheaf of S on X. We note that the restriction J (ϕ)| S does not always coincide with
Definition 2.3 (Multiplier ideal sheaves associated to singular hermitian metrics). Let F be a holomorphic line bundle on a complex manifold X and let h be a singular hermitian metric on F . We assume √ −1Θ h (F ) ≥ γ for some smooth (1, 1)-form γ on X. We fix a smooth hermitian metric h ∞ on F . Then we can write h = h ∞ e −2ψ for some ψ ∈ L 1 loc (X).
Then ψ coincides with a quasi-plurisubharmonic function ϕ on X almost everywhere. In this situation, we put J (h) := J (ϕ). We note that J (h) is independent of h ∞ and is well-defined.
Bertini type theorem revisited
In this section, we will reformulate some results in [12] for our purposes. Let us recall the definition of analytically meagre subsets. Definition 3.1. A subset S of a complex analytic space X is said to be analytically meagre
where each Y n is a locally closed analytic subset of X of codimension ≥ 1.
The following result is a slight reformulation of [12, (II.5) Theorem and (II.7) Corollary]. We need it for the proof of Theorem 1.1 in Section 4.
Theorem 3.2 (Bertini type theorem for complex manifolds). Let M be a complex manifold which has a countable base of open subsets and let L be a holomorphic line bundle on M. Assume that M has only finitely many connected components. Let t l be an element of
H 0 (M, L ) for every 1 ≤ l ≤ N + 1 such that {t 1 , . . . , t N +1 } generates L , that is, W ⊗ C O M → L is surjective, where W is the linear subspace of H 0 (M, L ) spanned by {t 1 , . . . , t N +1 }. We consider an (N + 1)-dimensional vector space V = N +1 l=1 Ct l . Then there exists a dense subset D of Λ = (V − {0})/C × (≃ P N ) such that Λ \ D
is analytically meagre and that for each element of D the corresponding divisor on M is smooth.
In Theorem 3.2, we do not assume that {t 1 , . . . , t N +1 } is linearly independent.
Proof of Theorem 3.2. If N = 0, then the statement is trivial. Therefore, we may assume that N ≥ 1.
Step 1. In this step, we will prove that there exists a dense subset E of V , which is a countable intersection of dense open subsets of V , such that for every s ∈ V the zero set (s = 0) is a smooth divisor on M if and only if s ∈ E .
We take a countable covering {K i } i∈N of M such that K i is compact for every i. We may assume that K i is contained in an open subset U i of M such that there exists s i ∈ V which is never zero on U i for every i. We put
(s = 0) contains no irreducible components of M and is smooth at every point of
.
Step in the proof of (II.5) Theorem] and is dense in V by [12, II Step in the proof of (II.5) Theorem]. We put E = i∈N E i . Then E is dense in V by the Baire category theorem. By definition, for every s ∈ V , (s = 0) is a smooth divisor on M if and only if s ∈ E . By definition, E i is C × -invariant and E i ⊂ V − {0}. We put p(E ) = D, where p : V − {0} → Λ is the natural projection. Of course, D is dense in Λ.
Step 2. In this step, we will prove that Λ\D is a countable union of locally closed analytic subsets of Λ.
Let {U i } i∈N be an open covering of M on which L is trivial as in Step 1. With respect to this trivialization of L , we can see that every s ∈ V is a holomorphic function on each U i . Since the number of connected components of M is finite, we can take a finite number of lineaer subspaces {V j } k j=1 of V such that V j V for every j and that s ∈ V is not identically zero on any irreducible component of M if and only if s ∈ V \ k j=1 V j . For each i, we can consider the holomorphic map
is not smooth at (x, s)}. Then, by [12, (0. 3) a) Proposition], A i is an analytic subset of U i ×V † for every i. Therefore, Remark 3.4. Theorem 3.2 and Remark 3.3 hold true without assuming that M has only finitely many connected components. We assume that M has infinitely many connected components. Then we have the following irreducible decomposition M = n∈N M n since M has a countable base of open subsets. By applying Theorem 3.2 and Remark 3.3 to each M n , we get a dense subset D n of Λ with the desired properties for every n. We put D = n∈N D n . Then Λ \ D is a countable union of locally closed analytic subsets of Λ of codimension ≥ 1, and for every s ∈ Λ the zero set (s = 0) defines a smooth divisor on M if and only if s ∈ D.
We prepare easy lemmas for the proof of Theorem 1.1 in Section 4. be the linear projection from P ∈ P N . Then there exists an analytically meagre subset S
Proof. We may assume that S is a countable union of locally closed analytic subsets of P N . We note that p(V − {P }) is a countable union of locally closed analytic subsets of P N −1 , where V is any locally closed analytic subset of P N (see, for example, [12, Lemma in (0.2)]). By taking a suitable subdivision of S into locally closed analytic subsets of P N , we can write
where dim Y j = N − 1 such that p : Y j − {P } → P N −1 has no positive dimensional fibers for every j, and any irreducible component of p(Z k − {P }) has dimension ≤ N − 2 for every k. We put S ′ = k∈N p(Z k − {P }). Then S ′ satisfies the desired properties. Lemma 3.6 will play an important role in the induction on N.
Lemma 3.6. Let G N be a subset of P N and let Σ be an analytically meagre subset of P N . Let G N −1 be a subset of P N −1 such that G N −1 \ S N −1 is dense in P N −1 in the classical topology for any analytically meagre subset S N −1 of P N −1 . Let p : P N − {P } → P N −1 be the linear projection from P ∈ P N . Assume that almost all points of p −1 (x) is contained in G N for every x ∈ G N −1 with p −1 (x) \ Σ = ∅. Then G N \ S N is dense in P N in the classical topology for any analytically meagre subset S N of P N .
Proof. We put S = Σ ∪ S N . Then S is an analytically meagre subset of P N . We can define an analytically meagre subset S ′ of P N −1 as in the proof of Lemma 3.5. Then G N −1 \ S ′ is dense in P N −1 in the classical topology by assumption. By assumption again, almost all points of p −1 (x) is contained in G N \ S N for every x ∈ G N −1 \ S ′ . Therefore, we can easily see that G N \ S N is dense in P N in the classical topology.
We will use Lemma 3.6 in order to prove the density of G in Theorem 1.1 by induction on N.
Remark 3.7. In Lemma 3.6, we assume that P N is the linear system Λ = |O P N (1)| as in Theorem 1.1. We assume that P ∈ P N = Λ corresponds to a hyperplane H In this section, we will prove Theorem 1.1. We prepare some lemmas before we start the proof of Theorem 1.1. Lemma 4.1 is nothing but [9 
holds in a neighborhood of F , where
Proof. Let Λ 0 be the sublinear system of Λ 0 spanned by {H
We note that the number of irreducible components of
We also note that the number of the associated primes of O X † /J (ϕ)| X † and the number of the associated primes of
Let H ′ be a member of F 0 . Then
Thus, by Lemma 4.1 and Remark 4.2, the equality J (ϕ|
The following example may help the reader understand Theorem 1.1 and its proof given below.
Example 4.4. We put
Let π : ∆ n → ∆ = {z ∈ C | |z| < 1} be the projection given by (z 1 , . . . , z n ) → z n . Let ϕ be a quasi-plurisubharmonic function in a neighborhood of ∆ n , that is, the closure of ∆ n in C n . Then, by the Ohsawa- Takegoshi Step 1. In this step, we will prove that G is dense in Λ in the classical topology under the assumption that N = 1. More generally, we will see that H, G \ S, and H \ S are dense in Λ in the classical topology for any analytically meagre subset S of Λ under the assumption that N = 1.
By Sard's theorem (see, for example, [12, (I.1) Theorem]), there exists a countable subset Σ of P 1 such that X x = h * x is a smooth divisor on X for every x ∈ P 1 \ Σ. Of course, it may happen that h −1 (x) is empty. By the Ohsawa-Takegoshi L 2 extension theorem, we have
On the other hand, by Fubini's theorem, we see that
holds for almost all x ∈ P 1 \ Σ, where X † x := X x ∩ X † . This means that G is dense in Λ ≃ P 1 in the classical topology. Since there are only finitely many associated primes of O X /J (ϕ) on X † (see, for example, [12, (I.6 ) Lemma]), G \ H is an analytically meagre subset of Λ. We note that (Λ \ G) ∪ S has measure zero for any analytically meagre subset S of Λ ≃ P 1 . Therefore, we see that H, G \ S, and H \ S are dense in Λ in the classical topology for any analytically meagre subset S of Λ.
Step 2. By Step 1, we can prove the following lemma. Lemma 4.5 . First, by Lemma 4.3, for almost all H ′ ∈ P, {H ′ } satisfies ♠. Next, we consider the following commutative diagram.
In the above diagram, X is a resolution of the blow-up of
over X † (see, for example, [17] ). We apply the argument in Step 1 to X → S × P 1 → P 1 and get the desired property, that is,
Note that a point of P 1 corresponds to a hyperplane of
by the projection P N P 1 .
Step 3. In this step, we will prove the following lemma, which is the most difficult part of the proof of Theorem 1.1. 
Thus, if we shrink Z around z suitably, then we have E i,j 2 = 0 for every i ≥ 2 and j in the following commutative diagram of spectral sequences.
for every i, where ∆ n r = {(z 1 , . . . , z n ) | |z 1 | < r, · · · , |z n | < r}. We put q = H)) ≥ 0 after shrinking Z around z suitably because M ⊗k ⊗ H is π-ample. Let s be the canonical section of O X (f * E), that is, s ∈ Γ(X, O X (f * E)) with (s = 0) = f * E. Let g 2 be any smooth hermitian metric on O X (f * E). We put
Then g 3 is a singular hermitian metric on O X (f * E) such that √ −1Θ g 3 (O X (f * E)) ≥ 0 and that g 3 is smooth outside Supp f * E. We put
. Then h ′ is a singular hermitian metric on f * M, which is smooth outside Supp f * E. By construction, √ −1Θ g (f * H) ≥ 0 and
for some ε > 0. If k is sufficiently large, then we can make h ′ satisfy J (hh ′ ) = J (h) by Lemma 6.1. We note that we can freely shrink Z around z if necessary. Anyway, this means that √ −1Θ g (f * H) ≥ 0 and
for some ε > 0 such that the equality J (hh ′ ) = J (h) holds. By applying Theorem 1.4, we obtain that
holds for every i > 0 and j.
