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Abstract. Mazurkiewicz traces describe concurrent behaviors of dis-
tributed systems. Trace-closed word languages, which are “lineariza-
tions” of trace languages, constitute a weaker notion of concurrency but
still give us tools to investigate the latter. In this vein, our contribu-
tion is twofold. Firstly, we develop definitions that allow classification
of ω-regular trace languages in terms of the corresponding trace-closed
ω-regular word languages, capturing E-recognizable (reachability) and
(deterministically) Bu¨chi recognizable languages. Secondly, we demon-
strate the first automata-theoretic result that shows the equivalence of
ω-regular trace-closed word languages and Boolean combinations of de-
terministically I-diamond Bu¨chi recognizable trace-closed languages.
1 Introduction
Traces were introduced as models representing partially concurrent behaviors of
distributed systems by Mazurkiewicz, who later also provided explicit definition
of infinite traces [6]. Zielonka demonstrated the close relation between traces
and words that can be viewed as “linearizations” of traces, and also established
automata-theoretic results regarding recognizability of languages of finite traces
[8] (alternatively, see [5] for an introduction). We also refer the reader to [2] for
a comprehensive collection of early results. Subsequently, Gastin-Petit [3] and
Diekert-Muscholl [1], respectively, demonstrated the direct correspondence be-
tween the family of recognizable languages of infinite traces (ω-regular trace lan-
guages), and the families of asynchronous Bu¨chi and deterministic asynchronous
Muller automata. As with languages of finite traces, a set of infinite traces is
recognizable iff the set of linearizations, i.e. the word language, corresponding
to the set of infinite traces is.
It is well known that ω-regular languages can be obtained by various opera-
tions from regular languages of finite words. In general, any ω-regular language
L can be represented as K1 · Kω2 , with K1,K2 regular. Languages L of this
form are recognized by Muller automata. There are also notions of subclasses
of ω-regular languages that are obtained from given regular languages K in the
following ways:
– ext(K) = {α ∈ Σω | α has a prefix in K}
– lim(K) = {α ∈ Σω | α has infinitely many prefixes in K}
For K regular, languages lim(K) are referred to as deterministically Bu¨chi
recognizable languages, and the corresponding deterministic Bu¨chi automata
(DBAs) can be constructed efficiently from the minimal DFA recognizing K.
The same is true for languages ext(K), which are recognized by E-automata
(reachability automata). Finite Boolean combinations of languages ext(K) yield
the family of weakly recognizable languages. This class can alternatively be char-
acterized in terms of automata, being precisely the class of languages recog-
nizable by deterministic weak automata (DWAs). Finite Boolean combinations
of languages lim(K) result in all ω-regular languages. For a class K of regular
languages, we refer to classes ext(K), lim(K).
For both of these operations, we define corresponding operations for recogniz-
able languages T of finite traces, ext(T ) and lim(T ). We show these operations
relate to the classical word operations on the language K of linearizations of
traces in T . More precisely, given a language of finite traces T with K the lan-
guage of its linearizations, we show how K can be modified to a trace-closed
KI , such that the diagram in Fig. 1a commutes. In particular, for every trace-
closed K, ext(KI) is trace-closed. Furthermore, for every recognizable T , the
linearizations of ext(T ) are recognizable by an I-diamond E-automaton. Using
this, we characterize the class of languages of infinite traces whose linearizations
are recognizable by I-diamond DWAs, as precisely the Boolean combinations of
languages of the form ext(T ) for recognizable languages T of finite traces. In the
same spirit, we consider lim(T ) and lim(K). Here the situation is different, in
that not for every recognizable T , the language of linearizations of lim(T ) is rec-
ognizable by an I-diamond DBA. We characterize the subclass of recognizable
T , where AK , the minimal DFA for the linearizations K, also recognizes the lin-
earizations of lim(T ) as a DBA. For those languages, the diagram 1b commutes.
In particular, for such K, lim(K) is trace-closed. Moreover, we show that every
recognizable language of infinite traces is a finite Boolean combination of lan-
guages lim(T ) for such T . Hence, any trace-closed language L of infinite traces is
a Boolean combination of I-diamond DBA recognizable trace-closed languages.
T
K
ext(T )
KI ext(K)
(a) Infinitary extensions
T
K
lim(T )
lim(K)
(b) Infinitary limits
Fig. 1: Infinite trace-closed languages from finite trace-closed languages.
In related work, Muscholl and Diekert [1] consider a form of “deterministic”
trace languages. In [7] it is shown that every recognizable language of infinite
traces is a Boolean combination of these deterministic languages. However, those
languages require modifications to the Bu¨chi acceptance condition in order to
obtain a correspondence in terms of I-diamond DBAs. The problem of finding
a suitable class of languages which has a classical automaton correspondence is
left open in [7].
We begin with presenting definitions that are relevant to the connections
between regular and ω-regular languages. We also formally introduce the notion
of regular and ω-regular trace languages. In Sec. 3, we present definitions that
allow construction of various classes of ω-regular trace languages from regular
trace languages. In particular, we classify trace languages whose linearizations
are weakly recognizable, and those whose linearizations are DBA recognizable.
We establish that every ω-regular trace language is a Boolean combination of
those trace languages whose linearizations are DBA recognizable.
2 Preliminaries
We denote a recognizable language of finite words, or simply a regular language,
with the upper case letter K and a class of such languages with K. Finite words
are denoted with lower case letters u, v, w etc. Infinite words are denoted by
lower case Greek letters α and β, and a recognizable language of infinite words,
or simply an ω-regular language, by upper case L. For a word u or α, we denote
its infix starting at position i and ending at position j by u[i, j] or α[i, j], and
the ith letter with u[i] or α[i]. For a language K, we denote the complement
language by K.
We assume the reader is familiar with the notions of Deterministic Finite
Automata (DFAs) and Deterministic Bu¨chi Automata (DBAs). We say that a
language is DBA recognizable iff it is recognized by a DBA. For the class REG
of regular languages, the class lim(REG) coincides with the DBA recognizable
languages. Further, the class BC(lim(REG)) of finite Boolean combinations of
languages from lim(REG) is also the class of ω-regular languages, and it coincides
with the class of languages recognized by nondeterministic Bu¨chi or deterministic
Muller automata.
Recall that a Deterministic Weak Automaton (DWA) is a DBA where every
strongly connected component of the transition graph has only accepting states
or only rejecting states. For a regular language K, the minimal DFA recognizing
K also recognizes lim(K) as a DBA. Given the minimal DFA A = (Q,Σ, q0, δ, F )
recognizing K, a DWA A′ := (Q′, Σ, q0, δ
′, F ′) recognizing ext(K), respectively
ext(K), can be constructed as follows:
1. For a symbol ⊥ /∈ Q and define Q′ := (Q \ F ) ∪ {⊥}.
2. For each q ∈ Q′, a ∈ Σ, define δ′(q, a) :=
{
δ(q, a) if q 6= ⊥ and δ(q, a) /∈ F,
⊥ otherwise.
3. Define F ′ := {⊥}, respectively F ′ := Q′ \ {⊥}
The family of DWAs is closed under Boolean operations. For an ω-language
L, define a congruence ∼L⊆ Σ∗ × Σ∗ where u ∼L v ⇔ ∀α ∈ Σω, uα ∈ L iff
vα ∈ L. If L is recognized by a DWA then this congruence has a finite index. We
say that an ω-language is weakly recognizable if it is recognized by a DWA. The
class BC(ext(REG)) of finite Boolean combinations of languages in ext(REG) is
exactly the set of weakly recognizable languages.
Remark 1 (The minimal DWA [4]). If for a weakly recognizable language L, M
is the index of the congruence defined above, then the language is recognized
by a DWA A = (Q,Σ, q0, δ, F ) with |Q| = M . Also, for each state q ∈ Q there
exists a word uq ∈ Σ∗ such that for each u ∈ Σ∗, δ(q0, u) = q iff u ∈ [uq]∼L . ⊠
Turning to traces, let I ⊆ Σ × Σ denote an irreflexive1, symmetric inde-
pendence relation over an alphabet Σ, then D := Σ2 \ I is the reflexive, sym-
metric dependence relation over Σ. We refer to the pair (Σ, I) as the depen-
dence alphabet. For any letter a ∈ Σ, we define Ia := {b ∈ Σ | aIb} and
Da := {b ∈ Σ | aDb}. A trace can be identified with a labeled, acyclic, di-
rected dependence graph [V,E, λ] where V is a set of countably many vertices,
λ : V → Σ is a labeling function, and E is a countable set of edges such that,
firstly, for every v1, v2 ∈ V : λ(v1)Dλ(v2)⇔ (v1, v2) ∈ E∨ (v2, v1) ∈ E; secondly,
every vertex has only finitely many predecessors. M(Σ, I) and R(Σ, I) repre-
sent the sets of all finite and infinite traces whose dependence graphs satisfy the
two conditions above. We denote finite traces with the letter t, and an infinite
trace with θ; the corresponding languages with T and Θ respectively. For a trace
t = [V,E, λ], define alph(t) := {a ∈ Σ | ∅ 6= λ−1(a) ⊆ V }, and similarly for a
trace θ. For an infinite trace, define alphinf(θ) := {a ∈ Σ | |λ−1(a)| =∞}.
For two traces t1, t2, t1 ⊑ t2 (or t1 ⊏ t2) denotes that t1 is a (proper) prefix of
t2. We denote the prefix relation between words similarly. The least upper bound
of two finite traces, whenever it exists, denoted t1⊔t2 is the smallest trace s such
that t1 ⊑ s and t2 ⊑ s. Whenever it exists, one can similarly refer to the least
upper bound
⊔
S of a finite or an infinite set S of traces. The concatenation
of two traces is denoted as t1 ⊙ t2. Note that for any t, θ the concatenation
t⊙ θ ∈ R(Σ, I). However, θ ⊙ t ∈ R(Σ, I) iff alphinf(θ)Ialph(t).
The canonical morphism Γ : Σ∗ →M(Σ, I) associates finite words with finite
traces, and the inverse mapping Γ−1 : M(Σ, I) → 2Σ
∗
associates finite traces
with equivalence classes of words. The morphism Γ can also be extended to
a mapping Γ : Σω → R(Σ, I). For a (finite or infinite) trace t, the set Γ−1(t)
represents the linearizations of t. Two words u, v are equivalent, denoted u ∼I v,
iff Γ (u) = Γ (v). We note that for finite traces the relation ∼I coincides with
the reflexive, transitive closure of the relation {(uabv, ubav) | u, v ∈ Σ∗ ∧ aIb}.
For a word w, define the set [w]∼I := Γ
−1(Γ (w)). Finally, we say that a word
language K is trace-closed iff K = [K]∼I , where [K]∼I :=
⋃
u∈K [u]∼I .
Definition 2. A trace language T ⊆ M(Σ, I) (resp. Θ ⊆ R(Σ, I)) is recogniz-
able or regular iff Γ−1(T ) (resp. Γ−1(Θ)) is a recognizable word language.
With Rec(M(Σ, I)) and Rec(R(Σ, I)) we denote the classes of recognizable lan-
guages of finite and infinite traces respectively.
1 A relation R is irreflexive if for no x we have xRx.
Asynchronous cellular automata have been introduced [1,3] as acceptors
of ω-regular trace languages. However, a global view of their (local) transi-
tion relations yields a notion of automata that recognize trace-closed word
languages. Throughout this paper, we take this global view of asynchronous
automata. Formally, a deterministic asynchronous cellular automaton (DACA)
over (Σ, I) is a 4-tuple a = (
∏
a∈Σ Qa, (δa)a∈Σ , q0, F ), where q0 ∈
∏
a∈Σ Qa,
δa :
∏
b∈Da
Qb → Qa and F ⊆
∏
a∈Σ Qa. Given a state q ∈
∏
a∈Σ Qa and a
letter b ∈ Σ, the unique b-sucessor δ(q, b) = q′ = (q′a)a∈Σ ∈
∏
a∈Σ Qa is given
by q′b = δb((qa)a∈Db) and q
′
a = qa for all a 6= b. That is, the only component that
changes its state is the component corresponding to b. Given a word u ∈ Σ∗ the
run ρu of a on u is given as usual by ρu(0) = q0 and ρu(i+1) = δ(ρu(i), u[i]). This
definition extends naturally to infinite runs ρα on infinite α ∈ Σω. A determin-
istic asynchronous Muller automaton (DACMA) is an asynchronous automaton
a = (
∏
a∈Σ Qa, (δa)a∈Σ , q0,F) with F ⊆
∏
a∈Σ P(Qa). We define occa(ρ) of
(a finite or an infinite) run ρ to be the set {ρ(0)a, ρ(1)a, . . .} ⊆ Qa. Likewise,
infa(ρ) = {q ∈ Qa | ∃∞n : ρ(n)a = q}. A DACMA accepts α ∈ Σω if for some
F = (Fa)a∈Σ ∈ F we have infa(ρα) = Fa.
A word automaton A = (Q,Σ, q0, δ) is called I-diamond if for every (a, b) ∈ I
and every state q ∈ Q, δ(q, ab) = δ(q, ba). Every T ∈ Rec(M(Σ, I)) (resp.
Θ ∈ Rec(R(Σ, I))) is recognized by a DACA [2] (resp. a DACMA [1]). Via their
global behaviors, they accept the corresponding trace-closed languages, and in
particular, every regular trace-closed language (resp. trace-closed ω-regular lan-
guage) is recognized by an I-diamond DFA (resp. I-diamond Muller automaton).
In fact for every trace-closed K ∈ REG, the minimal DFA AK accepting K is
I-diamond.
Finally, we want to recall some basic algebraic definitions. Given a language
T of finite traces, a semigroup S, and a morphism ϕ : M(Σ, I) → S, ϕ is said
to recognize T if there exists P ⊆ S with T = ϕ−1(P ). By extension, S is
said to recognize T if such a morphism exists. A linked pair of a semigroup
is a tuple (s, e) ∈ S2 with s · e = s and e · e = e. We state a well known
consequence of Ramsey’s theorem: Let A be a (possibly infinite) alphabet, S be
any finite semigroup and f : A+ → S any mapping. Given an infinite sequence
α ∈ Aω and an arbitrary factorization α = (ui)i of α into words ui ∈ A+,
there exists a linked pair (s, e) and a strictly monotone sequence (ni)i of natural
numbers with the property that f(u0 · · ·un0) = s and f(uni · · ·uni+1−1) = e for
all i ∈ N. Let (u′i)i be given by u
′
0 = u0 · · ·un0 and u
′
i = uni · · ·uni+1−1 for
i ≥ 1. We say this superfactorization is associated with (s, e). We will often use
Ramsey’s theorem implicitly. Given a semigroup S, a morphism ϕ : M(Σ, I)→ S
is said to saturate Θ ⊆ R(Σ, I) if for every linked pair (s, e) of S we have
either ϕ−1(s) ⊙ (ϕ−1(e))ω ∩ Θ = ∅ or ϕ−1(s) ⊙ (ϕ−1(e))ω ⊆ Θ. Let Θ be a
language of infinite traces, S be a finite semigroup, and ϕ : M(Σ, I) → S a
saturating morphism. Then ϕ recognizes Θ, if for some set P of linked pairs
of S we have Θ =
⋃
(s,e)∈P ϕ
−1(s) ⊙ (ϕ−1(e))ω . Again, we say S recognizes Θ
if such a morphism exists. These notions of recognizability coincide with the
corresponding notions from Def. 2.
3 From Regular Trace Languages to ω-Regular Trace
Languages
We wish to extend the well-studied relations between regular and ω-regular lan-
guages to the field of finite and infinite traces. We first look at reachability and
safety languages, their Boolean combinations, i.e. the weakly recognizable lan-
guages, and study how they can be obtained as a result of infinitary operations
on regular trace languages. We will later see that the case of Bu¨chi recognizabil-
ity is not straight forward. Our definitions are consistent with those over word
languages; that is, if the dependence relation over the alphabet is complete then
these definitions coincide.
3.1 Infinitary Extensions of Regular Trace Languages
In the classification hierarchy of ω-regular languages, reachability and safety
languages occupy the lowest levels. For trace languages we have the following.
Definition 3. Let T ∈ Rec(M(Σ, I)). The infinitary extension is the ω-trace
language given by ext(T ) :=
⋃
t∈T t⊙ R(Σ, I).
However, the definition of infinitary extensions of a trace-closed languages is
not sound with respect to trace equivalence of ω-words; i.e. if T ∈ Rec(M(Σ, I))
and K = Γ−1(T ), then, in general, ext(K) 6= Γ−1(ext(T )).
Example 4. Let Σ = {a, b, c}, and bIc. Define K := [ab]∼I . Clearly K is trace-
closed and, moreover, acb /∈ K. Let T = Γ (K). Clearly abcω, acbcω, accbcω, . . .
are equivalent words since they induce the same infinite trace which belongs to
ext(T ). However, while abcω ∈ ext(K), ac+bcω * ext(K). ⊠
Definition 5. Let K ⊆ Σ∗ be trace-closed. Define the I-suffix extended trace-
closed language (or I-suffix extension) of K as KI := K ∪
⋃
a∈Σ [Ka
−1aI∗a ]∼I .
Due to the closure of Rec(M(Σ, I)) under concatenation and finite union [2],
we know that KI is regular whenever K is regular.
Proposition 6. If T ∈ Rec(M(Σ, I)), K = Γ−1(T ), and KI is the I-suffix
extension of K, then Γ−1(ext(T )) = ext(KI).
Proof. From the definitions of KI and T , we trivially observe that for every
α ∈ ext(KI) it holds that Γ (α) ∈ ext(T ). Therefore, ext(KI) ⊆ Γ−1(ext(T )).
To show Γ−1(ext(T )) ⊆ ext(KI), we show that: (1) for every infinite trace
in ext(T ), there exists a linearization in ext(KI); (2) the language ext(KI) is
trace-closed.
(1) Consider θ ∈ ext(T ). Hence there exist t ∈ T and θ′ ∈ R(Σ, I) such that
θ = t ⊙ θ′. From the definitions, it follows that for any w ∈ Γ−1(t) and β ∈
Γ−1(θ′), w · β ∈ ext(K) and therefore in ext(KI).
(2) Let α ∈ ext(KI), and t ∈ T be a trace such that t ⊏ Γ (α). Consider any
β ∈ Σω such that β ∼I α. Trace equivalence implies that t ⊏ Γ (β). Moreover
there exists a minimal natural number i ∈ N, t ⊑ Γ (β[1, i]). Observe that β[i]
is a maximal symbol appearing in t because otherwise we can contradict the
minimality of i and find i′ < i such that t ⊑ Γ (β[1, i′]). Now, let s ∈ M(Σ, I) be
the finite trace such that t⊙ s = Γ (β[1, i]).
It must hold that either s is the empty trace or β[i]× alph(s) ⊆ I, because
otherwise t⊙ s 6= Γ (β[1, i]). This implies β[1, i] ∈ KI , and hence β ∈ ext(KI).
Remark 7. In generalKI 6= (KI)I . However, iterated I-suffix extensions preserve
the infinitary extension languages: ext(K) ⊆ ext(KI) = ext((KI)I) . . . ⊠
Proposition 6 provides us the basis for generating the class of weakly rec-
ognizable trace-closed languages corresponding to the recognizable subset of
BC(ext(M(Σ, I))). Henceforth, whenever we speak of the language Γ−1(ext(T ))
we refer to ext(Γ−1(T )I). Similarly, for a trace-closed language K we always
mean ext(KI) whenever we say ext(K).
Theorem 8. A trace-closed language L ⊆ Σω is recognized by an I-diamond
DWA if and only if L ∈ BC(ext(K)) for a finite set K ⊆ 2Σ
∗
of trace-closed
regular languages.
Proof. Given trace-closed regular languages K ∈ K, we construct I-diamond
DWA AK accepting ext(K) as mentioned previously. Let L :=
⋃
i(
⋂
j Li,j) be
the language expressed in disjunctive normal form over ext(K) (for each i, j, Li,j
is either of the form ext(K) or ext(K)). We define the product DWA A :=
(
∏
K∈KQK , Σ, (q
K
0 )K∈K, δ, F ) where:
– δ((pK)K∈K, a) = (q
K)K∈K if and only if δK(p
K , a) = qK for all K ∈ K
– The tuple (qK)K∈K ∈ F if and only if it satisfies some conjunct. That is, for
some i it holds that whenever Li,j = ext(K) then q
K = ⊥K , and whenever
Li,j = ext(K) then q
K 6= ⊥K for all K ∈ K.
It is easily verified that A is an I-diamond DWA accepting L.
For the other direction, consider the minimal DWA A = (Q,Σ, q0, δ, F ) that
accepts L. Since trace equivalence ∼I over finite words is a finer congruence than
the language congruence ∼L (i.e. u ∼I v ⇒ u ∼L v for all u, v ∈ Σ
∗), it follows
that for any pair of finite trace equivalent words u, v ∈ Σ∗, δ(q0, u) = δ(q0, v).
Thus, A is I-diamond.
For each SCC S ⊆ Q of A, let KS ∈ REG trace-closed be the language
accepted by AS := (Q,Σ, q0, δ, S). Recall that each SCC of a DWA contains
either only accepting states or rejecting states. Then, the language L accepted
by A is given by the following disjunction over all accepting SCC’s L :=
⋃
S LS ,
where LS := ext(KS) ∩
⋂
S′ 6=S ext(KS′).
3.2 Infinitary Limits of Regular Trace Languages
We now consider the infinitary limit operator. In the case of word languages,
this operator extends regular languages to the family ω-regular languages that
are DBA recognizable. In particular, we seek an effective characterization of
languages T ∈ Rec(M(Σ, I)), such that Γ−1(lim(T )) is recognized by an I-
diamond DBA.
Definition 9. Let T ∈ Rec(M(Σ, I)), the infinitary limit lim(T ) is the ω-trace
language containing all θ ∈ R(Σ, I) such that there exists a sequence (ti)i∈N, ti ∈
T satisfying ti ⊏ ti+1 and
⊔
i∈N ti = θ.
Remark 10. For T ∈ Rec(M(Σ, I)), it holds that lim(T ) ∈ Rec(R(Σ, I)). In
fact, if for a finite semigroup S, a morphism ϕ : M(Σ, I) → S recognizes T ,
then lim(T ) can be described in terms of a set PT of linked pairs of S, i.e.
lim(T ) =
⋃
(s,e)∈PT
ϕ−1(s)⊙ (ϕ−1(e))ω . ⊠
0
1
2
3
4
5
6
7
8
a
b
a
b
b
a
a
b
b
a
b
a
a
b
b
a
a
b
Fig. 2: The minimal DFA recognizing language K of Example 11.
Example 11. Let Σ = {a, b}, and I = {(a, b), (b, a)}. Define K := [(aa)+(bb)+]∼I
as the trace-closed language with even number of occurrences of a’s and b’s. The
minimal DFA accepting this language is shown in Figure 2. If T = Γ (K), then
lim(T ) is defined as
Θ =
{
θ ∈ R(Σ, I)
∣∣∣∣∣∣
|θ|a even, |θ|b =∞, or
|θ|a =∞, |θ|b even, or
|θ|a = |θ|b =∞


The trace-closed language L = Γ−1(Θ) consists of all infinite words α ∈ Σω
that satisfy the same conditions as θ ∈ Θ above. ⊠
It is easy to verify that the DFA of Figure 2 does not accept L when equipped
with a Bu¨chi acceptance condition. For instance, the automaton can loop forever
in states 4, 6, and 7, thereby witnessing infinitely many a’s and b’s, without ever
visiting state 8.
Proposition 12. There does not exist any I-diamond DBA recognizing L ⊆ Σω
as described in Example 11.
A proof of this proposition can be found in the appendix.
Corollary 13. There exists a family K of trace-closed regular languages of finite
words, namely K := {[(am)+(bn)+]∼I | m,n ≥ 2} over Σ = {a, b}, such that
given T = Γ (K) for any K ∈ K, there exists no I-diamond DBA recognizing
Γ−1(lim(T )).
Definition 14. A trace-closed language K ⊆ Σ∗ is I-limit-stable (or simply
limit-stable) if lim(K) is also trace-closed. By extension, T ⊆M(Σ, I) is limit-
stable if Γ−1(T ) is.
Toward characterizing limit-stable languages, we introduce some definitions.
Let T ⊆ M(Σ, I) be a language of traces and let t ⊏ t′ be two traces. The
prefix graph of the pair (t, t′) is the directed, acyclic graph Gt,t′ = (V,E) with
V = {x ∈ M(Σ, I) | t ⊑ x ⊑ t′} and (x, y) ∈ E if y = x ⊙ a for some a ∈ Σ. A
cut of Gt,t′ is a set C ⊆ V \ {t, t′} such that each path from t to t′ in Gt,t′ visits
at least one vertex from C. Note that if t′ = t ⊙ a for some a ∈ Σ, then Gt,t′
does not admit a cut. A pair (t, t′) is T -separable if Gt,t′ admits a cut C ⊆ T .
Let θ ∈ lim(T ). Define an infinite transition-graph G = Gθ = (V,∆) with
V = {t ∈ M(Σ, I) | t ⊑ θ} and (t, a, t′) ∈ ∆ if t′ = t ⊙ a for some a ∈ Σ. Then
there is a one to one correspondence between the paths starting from ǫ through
G and the linearizations of θ. More precisely, for any finite word u ∈ Σ∗, there
exists a run ρu from ǫ on u in Gθ iff u is the linearization of some prefix t of
θ. An infinite word α is a linearization of θ iff α[1, n] is a linearization of some
prefix tn of θ for all n ∈ N. Hence, an ω-word α is a linearization of θ iff it
induces a run ρα in Gθ.
Let S be a finite semigroup, let P ⊆ S, and let (s, e) be a linked pair of S. Let
ϕ be a morphism from M(Σ, I) onto S. The pair (s, e) has the P -cut property if
– either for every factorization ϕ(a1) · · ·ϕ(ak) = e with ai ∈ Σ, we have
eϕ(a1 ⊙ · · · ⊙ aj) ∈ s−1P for some j ∈ [1, k];
– or for every factorization ϕ(a1) · · ·ϕ(ak) = e with ai ∈ Σ, we have eϕ(a1 ⊙
· · · ⊙ aj) /∈ s−1P for all j ∈ [1, k].
Lemma 15. Let T ∈ Rec(M(Σ, I)). Then there exists a finite semigroup S and
a saturating morphism α : M(Σ, I)→ S which recognizes both lim(T ) and T .
Such a morphism is said to simultaneously recognize T and lim(T ). Given an
automaton, we write p
u
−→ q if some u ∈ Σ∗ leads from p to q, and p
u
=⇒ q if a
final state is also visited.
Definition 16. Given (Σ, I), let A = (Q,Σ, q0, δ, F ) be an I-diamond automa-
ton. A is F, I-cycle closed, if for all u ∼I v and all q we have q
u
=⇒ q iff q
v
=⇒ q.
We can now give an effective characterization of limit-stable languages. Due
to space constraints, we only present a part of the following proof here. Lem. 15
ensures that (e) is not trivially satisfied.
Theorem 17. Let T ∈ Rec(M(Σ, I)) and let K = Γ−1(T ). The following are
equivalent:
(a) K, and therefore T , is limit-stable.
(b) For all sequences (ti) = t0 ⊏ t1 ⊏ t2 · · · ⊆ T and all sequences (ui)i with
ui ∈ Γ−1(ti), there exists a subsequence (uji)i and a sequence (vji)i of proper
prefixes vji ⊏ uji with |vji | < |vji+1 | and vji ∈ K for all i ∈ N.
(c) For any θ ∈ lim(T ) there exists a strictly monotone (ni)i such that any
infinite path ρ in Gθ visits T in each segment ρ(ni, ni+1 − 1).
(d) Let (ti)i be a sequence of traces in T . Then there exists a subsequence (tmi)i,
such that (tmi , tmi+1) is T -separable for all i.
(e) If T and lim(T ) are simultaneously recognized by a morphism ϕ : M(Σ, I)→
S for some finite semigroup S, then every linked pair (s, e) has the ϕ(T )-cut
property.
(f) Any DFA A recognizing K is F, I-cycle closed.
Proof. (a) =⇒ (b): If (b) is false, then we may choose a sequence (ti)i of traces
in T with the property that for some sequence (ui)i of linearizations of (ti)i,
every subsequence (uni)i, and every sequence (vni)i of proper prefixes vni ⊏
uni , vni ∈ K, we have supi |vni | < ∞. Since |Σ| < ∞ we have that Σ
∞ is a
compact space. Hence (ui)i has a converging subsequence (umi)i. Because every
subsequence of (ui)i has the properties given in the previous sentence, so does
(umi)i. Let α = limi→∞ umi . Then α ∼I β for some β = x · y1 · y2 · · · with
x · y1 · · · yi ∈ Γ−1(tmi). Hence, β ∈ lim(L). But, by construction, α /∈ lim(K)
because for some n ∈ N no prefix of length > n of α is in K.
(b) =⇒ (a): Let θ =
⊔
i ti for traces ti ∈ T . We may assume that ti ⊏ t ⊏ ti+1
implies t /∈ T . Let α ∈ Γ−1(θ). Then we pick prefixes (wi)i of α, such that wi is
of minimal length with ti ⊑ Γ (wi). Consider the subsequence (t2i)i of (ti)i. Each
w2i+1 is a prefix of some linearization of t2(i+1), say u2(i+1). We apply (b) to the
sequence (t2i)i and get a sequence (v2i)i of proper prefixes of the u2i, such that
supi |v2i| =∞ and v2i ∈ K. We now have to show that v2i is already a prefix of
w2i−1. Suppose not, i.e. w2i−1 ⊏ v2i ⊏ u2i. Then this would give a trace t ∈ T
with t2i−1 ⊏ t ⊏ t2i.
(a) =⇒ (f): Suppose A is not I-cycle closed. Then there exists q ∈ Q and
u ∼I v with q
u
=⇒ q but not q
v
=⇒ q. Since A is I-diamond, this means that the
run q
v
−→ q exists, but does not visit a final state. Now pick x ∈ Σ∗ with q0
x
−→ q.
Then α = x · uω ∈ lim(K) and β = x · vω /∈ lim(L). But clearly α ∼I β implies
that lim(K) is not trace-closed.
(f) =⇒ (a): Let α ∼I β and let α ∈ lim(K). Take A = AK and consider
extended transition profiles τw ⊆ Q×{0, 1}×Q for w ∈ Σ∗ defined by (p, 1, q) ∈
τw iff p
w
=⇒ q and (p, 0, q) ∈ τw iff p
w
−→ q but not p
w
=⇒ q. Then we can factorize
α = uv0v1v2 · · · for finite words u, v0, v1, . . . with τu · τvi = τu and τvi · τvi = τvi .
Likewise we can factorize β = u′v′0v
′
1 · · · .
Next, we observe that we find r ∈ N with Γ (u′v′0) ⊑ Γ (uv0 · · · vr). This
gives x ∈ Σ∗ with u′v′0 · x ∼I uv0 · · · vr. Conversely, there exists m ∈ N
with Γ (uv0 · · · vr+1) ⊑ Γ (u′v′0 · · · v
′
m) and therefore y ∈ Σ
∗ with u′v′0 · · · v
′
m ∼I
uv0 · · · vrvr+1y ∼I u′v′0xvr+1y, which implies xvr+1y ∼I v
′
1 · · · v
′
m.
Notice that if q0
u
−→ q and q0
u′
−→ q′, then (by trace equivalence and the fact
that A is I-diamond) we have q′
x
−→ q. Likewise we have q
y
−→ q′ and q′
xvr+1y
−−−−→ q′.
Now we can apply (f) to see that q′
xvr+1y
====⇒ q′ iff q′
v′1···v
′
m====⇒ q′. However, since
α ∈ lim(K), since τvr+1 = τvi for all i, and since q
vr+1
===⇒ q, we have q′
xvr+1y
====⇒ q′.
Hence, q′
v′1···v
′
m====⇒ q′. Since furthermore τv′
1
···v′
m
= τv′
i
, we have for all i, q′
v′
i=⇒
F
q′
whence β ∈ lim(K).
Corollary 18. Let K = Γ−1(T ) for some T ∈ Rec(M(Σ, I)). Given AK, it is
decidable in time O(|Q|2 · |Σ|(|Σ|+ log |Q|)) whether or not K is limit-stable.
Let L ⊆ Σω be recognizable, trace-closed. Pick a DACMA (c.f. Sec. 2) a
recognizing L. Recall that the global transition behavior of a gives an I-diamond
DFA, which we denote by A = (
∏
a∈Σ Qa, Σ, q0, δ). Given q ∈ Qa we define the
DBA Aq = (
∏
a∈Σ Qa, Σ, q0, δ, Fq), where Fq = {q} ×
∏
b6=aQb. Note that Aq is
Fq, I-cycle closed, because for any q
′ ∈
∏
a∈Σ Qa and all u ∼I v with q
′ u−→ q′
and q′
v
−→ q′ we have2 occa(q′
u
−→ q′) = occa(q′
v
−→ q′). Now:
L =
⋃
(Fa)a∈Σ∈F
⋂
a∈Σ
⋂
q∈Fa
L(Aq) ∩
⋂
q/∈Fa
L(Aq)
In [1], it was shown using algebraic arguments that every ω-regular trace
language can be expressed as a finite Boolean combination of “restricted” lim-
languages. This result also extends to the corresponding trace-closed lineariza-
tion languages. Our characterization of limits of limit-stable languages allows for
a first automata-theoretic equivalence result.
Theorem 19. Let L be a trace-closed ω-language. L is ω-regular iff L is a finite
Boolean combination of I-diamond DBA recognizable trace-closed languages.
4 Conclusion
The main contribution of this paper is a new setup for a classification the-
ory of languages of infinite traces (motivated by the first two levels of the
Borel hierarchy). For any T ∈ Rec(M(Σ, I)) we investigated the relationship be-
tween its infinitary extension ext(T ) and the infinitary extension ext(K), where
K = Γ−1(T ). We showed that any such K can be modified to KI such that
ext(KI) is also trace-closed and thus corresponds to the linearizations of ext(T ).
Building on this correspondence, we characterized the class of I-diamond DWA
recognizable trace-closed languages in terms of Boolean combinations of trace-
closed extensions of languages from REG. In a similar vein, we characterized
the class of languages T ∈ Rec(M(Σ, I)) for which the linearization language of
2 This can be proven by an induction on the number of swapping operations needed
to obtain v from u.
lim(T ) is recognizable by an I-diamond DBA obtained from the minimal DFA
for Γ−1(T ), called limit-stable languages. Moreover, we showed that this class of
languages is a decidable, proper subclass of finite recognizable trace languages.
We proved how every recognizable language of infinite traces is a Boolean com-
bination of languages lim(T ) for limit-stable languages T .
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A Proofs
A.1 Proof of Proposition 12
Proposition. There does not exist any I-diamond DBA recognizing L ⊆ Σω as
described in Example 11.
Proof. Firstly, verify that L is an ω-regular trace-closed language. The transition
graph of Figure 2 can be equipped with Muller accepting conditions to recognize
L, namely F := {{6, 8}, {7, 8}, {4, 6, 7}, {4, 6, 8}, {4, 7, 8}, {6, 7, 8}, {4, 6, 7, 8}}.
Also note that since the Muller sets are closed under supersets, L is in fact
recognized by some DBA.
Now, let us assume that L is also recognized by some I-diamond DBA
AL with n states. Let q0 be the initial state and δ be the transition function
of this automaton. We consider the word a2n+1b2n+1. Let p1 = δ(q0, a
2n+1),
p2 = δ(q0, b
2n+1), and p3 = δ(q0, a
2n+1b2n+1) = δ(q0, b
2n+1a2n+1). Let k2 be the
smallest non-zero number such that δ(p1, a
k2) = p1. Then we can factorize a
2n+1
into ak1ak2 , k1 + k2 = 2n + 1. Now, for b
2n+1, let ℓ2 be the smallest non-zero
number that yields the corresponding factorization bℓ1bℓ2 at state p3. This is
shown in Figure 3, which shows the transition subgraph that must necessarily
occur in the automaton. Along state p2, we obtain another pair of factorizations
with k′1 + k
′
2 = ℓ
′
1 + ℓ
′
2 = 2n+ 1. Moreover, our assumptions ensure that k
′
2 > 0
and ℓ2 > 0. Now consider the following possibilities.
q0
p1
p2
p3
ak1
bℓ
′
1
bℓ1
ak2
ak
′
1
bℓ
′
2
bℓ2
ak
′
2
Fig. 3: Behavior of any I-diamond DBA AL over a
2n+1b2n+1.
If k1 is even, then the word a
k1bℓ1bω ∈ L. Therefore, the ℓ2-loop beginning
at state p3 must contain at least one Bu¨chi accepting state. But then, the word
ak1ak2bℓ1bω = a2n+1bω is also accepted, which is a contradiction.
If k1 is odd, then the ℓ2-loop beginning at state p3 cannot contain any Bu¨chi
accepting states otherwise ak1bω will be accepted by the automaton. Now, ℓ1 can
be either even or odd. In the former case, it must hold that the k′2-loop beginning
at state p3 must contain a Bu¨chi accepting state since a
k1bℓ1aω ∈ L. But then
ak1bℓ1bℓ2aω will be accepted, leading to a contradiction. In the other case (ℓ1
odd), the k′2-loop cannot contain any Bu¨chi accepting states since a
k1bℓ1aω /∈ L.
But then, since the ℓ2-loop also does not have any accepting states, the word
ak1bℓ1(ak
′
2bℓ2)ω ∈ L will also be rejected.
A.2 Proof of Lemma 15
Lemma. Let T ⊆ M(Σ, I) be a recognizable trace-language. Then there exists
a finite semigroup S and a morphism α : M(Σ, I) → S which saturates lim(T )
and recognizes T .
Proof. There exists a finite semigroup S′ and a morphism ϕ′ which saturates
lim(T ). Furthermore, there exists a finite semigroup S′′ and a morphism ϕ′′
which recognizes T , say T = ϕ′′−1(P ). Let S := S′ × S′′ and ϕ := ϕ′ × ϕ′′.
Then α recognizes T and saturates lim(T ). It remains to show that there stil
exists a set of linked pairs (s, e) of S recognizing lim(T ). To see this, pick any
linked pair of S′, say (s′, e′). Then any trace θ associated with this pair admits
a factorization xy1y2 · · · with ϕ(x) = s and ϕ(yi) = e. Now this factorization
admits a superfactorization which is associated with a linked pair of S′′. The
claim now follows.
A.3 Full Proof of Theorem 17
Theorem. Let T ∈ Rec(M(Σ, I)) and let K = Γ−1(T ). The following are equiv-
alent:
(a) K, and therefore T , is limit-stable.
(b) For all sequences (ti) = t0 ⊏ t1 ⊏ t2 · · · ⊆ T and all sequences (ui)i with
ui ∈ Γ−1(ti), there exists a subsequence (uji)i and a sequence (vji)i of proper
prefixes vji ⊏ uji with |vji | < |vji+1 | and vji ∈ K for all i ∈ N.
(c) For any θ ∈ lim(T ) there exists a strictly monotone (ni)i such that any
inifnite path ρ in Gθ visits T in each segement ρ(ni, ni+1 − 1).
(d) Let (ti)i be a sequence of traces in T . Then there exists a subsequence (tmi)i,
such that (tmi , tmi+1) is T -separable for every i.
(e) If T and lim(T ) are simultaneoulsy recognized by a morphism ϕ : M(Σ, I)→
S for some finite semigroup S, then every linked pair (s, e) has the ϕ(T )-cut
property.
(f) Any DFA A recognizing K is F, I-cycle closed.
Proof. (a) =⇒ (c): Let θ ∈ lim(T ). If for every n ∈ N there exists a run ρn
through Gθ that visits a trace t ∈ T only after n positions, then there exists a
run through Gθ which never visits a trace in T . This is because (ρn)n admits
a converging subsequence (the space is compact) and because the set [Gθ] of
all paths is closed and so this limit must itself be a path through Gθ. This
contradicts (a). Hence there exists n0, such that every path through Gθ visits
T after at most n0 steps. We now consider all finite segements of length n0 and
extend them. Let U be the set of all those segements. Let u ∈ U . By a similar
argument as before, there exists a number nu, such that every extension v = ux
of length n1 has visited T at least once after u. Since there are finitely many
segements in U , we can take the maxmimum n1 = maxu∈U nu. In this way we
construct (ni)i.
(c) =⇒ (d): Given (ti)i ⊆ T we let θ =
⊔
i ti and pick (ni)i as in (c).
Now we pick m0 arbitrary. Then, given mi, we pick mi+1, such that |tmi+1 | >
min{nj+1 | |tmi | < nj}. Now consider (tmi , tmi+1). Because there exists nj with
|tmi | < nj < nj+1 < |tmi+1 | we have that every path from tmi to tmi+1 visits T
at least once. Hence (tmi , tmi+1) is T -separable.
(d) =⇒ (e): Let ϕ and S be as in the statement. Let (s, e) be a linked pair. If
lim(T )∩ϕ−1(s)⊙(ϕ−1(e))ω = ∅, then for every factorization ϕ(a1⊙· · ·⊙ak) = e
with ai ∈ Σ and every i we have eϕ(a1 ⊙ · · · ⊙ ai) /∈ s−1P . Indeed, if for
some ϕ(a1 ⊙ · · · ⊙ ak) = e we have eϕ(a1 ⊙ · · · ⊙ ai) ∈ s−1P , then the trace
x(a1 ⊙ · · · ⊙ ak)
n(a1 ⊙ · · · ⊙ ai) ∈ T for every x ∈ ϕ
−1(s) and n ∈ N. This
contradicts the premise.
Now if lim(T ) ⊇ ϕ−1(s)⊙(ϕ−1(e))ω we pick an arbitrary factorization ϕ(a1⊙
· · · ⊙ ak) = e and consider the sequence (ti)i of traces given by t0 = x ∈ ϕ−1(s)
and ti+1 = ti⊙ a1⊙ · · ·⊙ ak. Then by (d) there exists a subsequence (tai)i, such
that the pair (tai , tai+1) is stable. Since ϕ(tai) = s = se for all i, this implies that
x(a1⊙· · ·⊙ak)(a1⊙· · ·⊙ak)r⊙a1⊙· · ·⊙aj ∈ T for some 1 ≤ j ≤ k and 0 ≤ r <
ai+1−ai. Hence, ϕ((a1⊙· · ·⊙ak)
r+1⊙a1⊙· · ·⊙aj) = eϕ(a1⊙· · ·⊙aj) ∈ s
−1P .
(e) =⇒ (a): By lemma 15, we may pick a finite semigroup S, a subset P of
S and a morphism ϕ from M(Σ, I) onto S which recognizes T and saturates
lim(T ). By (e) every linked pair has the P -cut property. Let α ∈ Γ−1(θ) for
some θ ∈ lim(T ). We may factorize θ = α(0)⊙ α(1)⊙ · · · . Let (s, e) be a linked
pair associated with a superfactorzation of this factorization and denote the
corresponding factorization of α by α = uv0v1v2 · · · . Let vi = vi1 · · · viki with
vij ∈ Σ. Then, because ϕ(Γ (vi)) = e and because (s, e) has the P -cut property,
the factorization e = ϕ(vi1⊙· · ·⊙viki) satisfies eϕ((vi1⊙· · ·⊙vij) ∈ s
−1P for some
j. Hence ϕ(Γ (u)⊙Γ (v0)⊙· · ·⊙Γ (vr−1)⊙vr1⊙· · ·⊙vrj) = s·e·ϕ(vr1⊙· · ·⊙vrj) ∈
P . Hence α has infinitely many prefixes in T , so α ∈ lim(L).
A.4 Proof of Corollary 18
Corollary. Let K = Γ−1(T ) for some T ∈ Rec(M(Σ, I)). Given AK, it is
decidable in time O(|Q|2 · |Σ|(|Σ|+ log |Q|)) whether or not K is limit-stable.
Proof. Let AK = (Q,Σ, q0, δ, F ). Write Aq,q′ = (Q,Σ, q, δ, {q′}) and Aq =
(Q,Σ, q, δ, F ). Denote by LE(AK) the language recognized by AK as an E-
automaton (reachability condition). Note that F, I-cycle closure is equivalent to
the following property: For every state q ∈ Q the language Kq = L(Aq,q) ∩
LE(Aq) is trace-closed.
Since Kq is regular and a DFA for Kq can be constructed from AK in
O(|Q| · |Σ|) (take Q × {0, 1} as states and memorize reaching F in the sec-
ond component), we can obtain the minimal DFA for Kq from AK in time
O(|Q| · |Σ| + |Q| · |Σ| · log |Q|) = O(|Q| · |Σ| · log |Q|) using Hopcroft’s algo-
rithm. We then have to check if this automaton is I-diamond. This requires
time O(|Q| · |Σ|2). So we have time O(|Q| · |Σ|(|Σ|+ log |Q|)) for every q ∈ Q.
