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Une note a` propos du Jacobien de n fonctions
holomorphes a` l’origine de Cn
M. Hickel
Abstract
Let f1, . . . , fn be n germs of holomorphic functions at the origin of C
n,
such that fi(0) = 0, 1 ≤ i ≤ n . We give a proof based on the J. Lip-
man’s theory of Residues via Hochschild Homology [L] that the jacobian
of f1, . . . , fn belongs to the ideal generated by f1, . . . , fn if and only if the
dimension of the germ of common zeros of f1, . . . , fn is strictly positive.
In fact, we prove much more general results which are relatives versions of
this result replacing the field C by convenients noetherian rings A (c.f Th.
3.1 and Th. 3.3). We then show a  Lojasiewicz inequality for the Jacobian
analogous to the classical one by S.  Lojasiewicz for the gradient. 1
1 Introduction
Soit On = C{z1, . . . , zn} l’anneau des germes de fonctions holomorphes a`
l’origine de Cn . Il est classique que si f1, . . . , fn sont n e´le´ments de On, ayant
un ze´ro isole´ a` l’origine de Cn, alors leur jacobien J(f1, . . . , fn) = det(∂fi/∂zj)
n’appartient pas a` l’ide´al I de On engendre´ par f1, . . . , fn. Motive´ par un re´sultat
de S. Spodzieza [S] prouvant un e´nonce´ de E. Netto ([N] p.142) dans le cas de
polynoˆmes homoge`nes, on peut se demander, comme le faisait A. Ploski [P], si
la re´ciproque de cette assertion est vraie. Dans [H1] nous re´pondions par l’af-
firmative a` cette question. Ce faisant, nous ne faisions que rede´couvrir dans ce
contexte un re´sultat du a` W.V. Vasconcellos [W1] dans le cas polynomial. Nous
pre´sentons ici dans un premier temps une preuve tre`s simple de ce re´sultat comme
une conse´quence de la the´orie des re´sidus de J. Lipman [L], et qui vise a` montrer
l’efficacite´ de celle-ci (Comparer avec les commentaires de nature historique de
[W2] p.268 «Scheja-Storch Formula »et [W3] p. 129 «Tate Formula »). En fait la
the´orie des re´sidus de J. Lipman via l’homologie de Hochschild nous permet de
de´montrer des versions relatives de ces re´sultats (c.f. Th. 3.1 et 3.3) et de rempla-
cer le corps C par des anneaux noethe´riens A convenables. Si (f1, . . . , fn) ont un
ze´ro isole´ a` l’origine, nous montrons dans un second temps que, de´signant par m
1
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le rang en 0 de la matrice Jacobienne ∂fi∂zj (0) on a : si n−m ≥ 3 J(f1, . . . , fn) ∈ Iθ,
ou` θ est un nombre rationnel strictement plus grand que 1 et que si n −m = 2
on a : J(f1, . . . , fn) ∈ I ou` Iq de´signe la cloˆture inte´grale des ide´aux (c.f. plus bas
et [H-S], [L-T] pour des rappels concernant ces notions). On ame´liore ainsi un
re´sultat de B. Teissier [T1] et on prouve une ine´galite´ de  Lojasiewicz pour le Ja-
cobien, analogue a` celle du Gradient [Lo], [B-M],[T2]. Tout d’abord l’anneau On
e´tant local noethe´rien, son comple´te´ Oˆn = C[[X1, . . . ,Xn]] est fide`lement plat sur
On et donc pour tout ide´al I ⊂ On, on a : I.Oˆn∩On = I. Le passage au comple´te´
ne changeant pas les dimensions, il suffira de travailler dans C[[X1, . . . ,Xn]]. On
a alors :
The´ore`me 1.1
Soient k un corps de caracte´ristique ze´ro et k[[X1, . . . ,Xn]] l’anneau des se´ries
formelles en n variables a` coefficients dans k. Pour f1, . . . , fn ∈ k[[X1, . . . ,Xn]]
de´finissant un ide´al propre, les proprie´te´s suivantes sont e´quivalentes :
1) Dim k[[X]]/(f1, . . . , fn) > 0 (ou` Dim de´signe la dimension de Krull de
l’anneau conside´re´).
2) Le jacobien JX(f1, . . . , fn) est dans l’ide´al (f1, . . . , fn)k[[X]].
De plus si dimk
k[[X1,...,Xn]]
(f1,...,fn)
< +∞ (comme k-espace vectoriel) i.e. Dimk[[X1,...,Xn]](f1,...,fn)
= 0, on a :
JX(f1, . . . , fn).(X1, . . . ,Xn) ⊂ (f1, . . . , fn).
Autrement dit la classe de JX(f1, . . . , fn) dans
k[[X1,...,Xn]]
(f1,...,fn)
est un ge´ne´rateur du
socle de cette alge`bre Artinienne.
La dernie`re assertion est aussi valide lorsque k est de caracte´ristique positive p,
et p ne divise pas dimk
k[[X1,...,Xn]]
(f1,...,fn)
. Cette assertion est due a` S. Scheja, U. Storch
[S-S]. L’implication 1) =⇒ 2) est due a` W.V. Vasconcelos dans le cas des alge`bres
de polynoˆmes [W1]. Nous pre´sentons une preuve d’une version relative de toutes
ces assertions via la the´orie des re´sidus de J. Lipman [L] (c.f Th.3.1, Th.3.3 et
Cor. 3.5) remplac¸ant le corps k par des anneaux noethe´riens convenables. Nous
rappelons a` la section 2 quelques e´le´ments concernant cette the´orie et prouvons
les re´sultats a` la section 3).
Nous prouvons ensuite le re´sultat suivant :
The´ore`me 1.2
Soient k un corps de caracte´ristique 0 et f1, . . . , fn ∈ k[[X1, . . . ,Xn]] tels que
fi(0) = 0 et l’ide´al I = (f1, . . . , fn) est m = (X1, . . . ,Xn) primaire (Ainsi JX(f) 6∈
I). De´signons par m le rang en 0 de la matrice Jacobienne ∂fi∂Xj (0) :
1) Si n−m = 2, on a JX(f1, . . . , fn) ∈ I.
2) Si n−m ≥ 3, il existe un nombre rationnel θ = p/q > 1 tel que JX(f1, . . . , fn) ∈
Iθ ou` encore JX(f1, . . . , fn)
q ∈ Ip.
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3) Si k est muni d’une valeur absolue non triviale | | : k −→ [0,+∞[ et si
les fi sont des germes de se´ries convergentes alors :
- Dans le cas 1), ∃r > 0, ∃C > 0/ ‖ x ‖≤ r =⇒ |JX(f1, . . . , fn)(x)| ≤
C(
∑n
i=1 |fi(x)|).
- Dans le cas 2), ∃r > 0, ∃C > 0/ ‖ x ‖≤ r =⇒ |JX(f1, . . . , fn)(x)| ≤
C(
∑n
i=1 |fi(x)|)θ, ou` θ est un rationnel strictement plus grand que 1.
Bien entendu, il n’y a pas de re´sultats similaires lorsque n −m = 1, car on est
alors ramene´ au cas ou` n = 1. La conclusion de 2) n’est pas valide en ge´ne´ral
dans le cas n−m = 2 comme nous le verrons par des exemples. Nous rappelons
quelques e´le´ments concernant la cloˆture inte´grale des ide´aux a` la section 4) et y
prouvons le re´sultat ci-dessus.
2 Quelques rappels sur la the´orie des re´sidus de J.
Lipman [L]
On rappelle ici quelques de´finitions et re´sultats de [L] § 3, pour d’autres
pre´cisions et applications nous renvoyons le lecteur a` [L], [BO], [B-H1], [B-H2].
On conside`re R une A-alge`bre commutative et unitaire de morphisme struc-
tural h : A −→ R. On conside`re f = (f1, . . . , fn) une suite quasi-re´gulie`re
de R, I l’ide´al qu’elle engendre, et Rˆ le comple´te´ I-adique de R. Rappelons
que f est dite quasi-re´gulie`re si f.R = I.R 6= R et si le R/I homomorphisme
de (R/I)[X1, . . . ,Xn] −→ grI(R) =
⊕
m≥0
Im
Im+1
qui a` un polynoˆme homoge`ne
Pm(X1, . . . ,Xn) de degre´ m fait correspondre la classe de Pm(f1, . . . , fn) dans
Im
Im+1 est un isomorphisme. On suppose que P = R/I est un A-module projectif
de type fini et l’on note σ : R/I −→ R une section A line´aire de la projection
canonique de R −→ RI . Tout e´le´ment r de R admet dans Rˆ une e´criture unique
de la forme :
r =
∑
α∈Nn
σ(rα).f
α, avec rα ∈ P
Par conse´quent, il existe des uniques γα ∈ HomA(P,P) tels que :
∀p ∈ P, r.σ(p) =
∑
α∈Nn
σ(γα(p)).f
α
On de´finit l’e´le´ment r♯ ∈ HomA(P,P)[[f ]] par :
r♯ =
∑
α∈Nn
γαf
α
Soit ǫi le n-uplet dont toutes les composantes sont nulles sauf la i
e`me qui vaut 1.
On conside`re l’e´le´ment suivant de HomA(P,P)[[f ]] :
∂
∂fi
(r♯) =
∑
α=(α1,...,αn)∈Nn
αiγα.f
α−ǫi
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P e´tant une A-alge`bre projective de type fini, on dispose d’un ope´rateur trace
canonique TrP/A ∈ homA(EndA(P),A) qui a` tout e´le´ment de EndA(P) fait
correspondre sa trace (c.f. [B1] chap. II §4 p. 78-79). On a alors :
The´ore`me 2.1 ([L] §3 corollaire (3.7))
Soient f = (f1, . . . , fn) une suite quasi-re´gulie`re de R telle que le P = R/I
module soit un A-module projectif de type fini, ω = rdr1 ∧ . . . ∧ drn ∈ ∧qΩR/A,
ou` ΩR/A est le R-module des diffe´rentielles de la A-alge`bre R. Pour tout multi-
indice (m1, . . . ,mn) ∈ (N∗)n, posant :
r♯det(
∂
∂fi
(r♯j)) =
∑
α∈Nn
δα.f
α ∈ homA(P,P)[[f ]]
On a :
ResR/A
[
rdr1 ∧ . . . ∧ drn
fm11 , . . . , f
mn
n
]
= TrP/A(δm1−1,...,mn−1)
Ce the´ore`me peut servir de de´finition, dans le cas conside´re´, pour le symbole
re´sidu ResR/A de J. Lipman.
Corollaire 2.2 ([L] corollaire 3.8 p.51)
Soient A, R ,f = (f1, . . . , fn), I et P = R/I comme ci-dessus alors pour tout
r ∈ R :
ResR/A
[
rdf1 ∧ . . . ∧ dfn
f1, . . . , fn
]
= TrP/A(pr)
ou` pr est l’ope´rateur de multiplication par r dans P −→ P, p −→ r.p
A e´tant un anneau commutatif unitaire noethe´rien, conside´rons la situation
particulie`re ou` R = A[X1, . . . ,Xn] ou bien A[[X1, . . . ,Xn]] ou encore le localise´
en un ide´al premier d’un tel anneau. De´signons toujours par f une suite quasi-
re´gulie`re telle que le P = R/I soit un A-module projectif de type fini. On a
alors :
Corollaire 2.3 (c.f. [BO] Chap.1 prop. 2.2.2 p. 21, prop. 2.3.1 p.29 , prop. 4.1.2
p. 48)
HomA(P,A) est un P-module libre de rang 1 dont un ge´ne´rateur est l’homomor-
phisme re´sidu :
r −→ ResR/A
[
rdX1 ∧ . . . ∧ dXn
f1, . . . , fn
]
.
En particulier, on a la proprie´te´ de non de´ge´ne´rescence suivante :
r ∈ I = (f1, . . . , fn)⇐⇒ ∀h ∈ R, ResR/A
[
rhdX1 ∧ . . . ∧ dXn
f1, . . . , fn
]
= 0
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3 Versions relatives de 1.1
Nous pouvons a` pre´sent e´noncer le re´sultat suivant qui est une version relative
de 2) =⇒ 1) et de la dernie`re assertion de 1.1.
The´ore`me 3.1
Soit A un anneau commutatif noethe´rien inte`gre de caracte´ristique p ≥ 0. De´signons
par R l’anneau A[X1, . . . ,Xn] ou A[[X1, . . . ,Xn]] ou bien le localise´ en un ide´al
premier d’un de ces deux anneaux. Soit f = (f1, . . . , fn) ∈ R une suite d’e´le´ments
de R telle que I = (f1, . . . , fn).R 6= R. On suppose que :
- a) f est quasi-re´gulie`re
- b) P = R/I est un A module projectif de type fini dont on note r le rang.
Alors notant par JX(f1, . . . , fn) = det(
∂fi
∂Xj
) le Jacobien de (f1, . . . , fn) on a :
1) JX(f1, . . . , fn).
√
I ⊂ I
2) Si r est premier a` p (en particulier si p = 0) alors JX(f1, . . . , fn) 6∈ I.
Les conclusions ci-dessus 1) et 2) sont aussi satisfaites sous les hypothe`ses alter-
natives suivantes. A est un anneau local noethe´rien d’e´gale caracte´ristique p, de
dimension 0 (non ne´cessairement inte`gre), et a) est satisfaite et b) est remplace´e
par :
- b’) P = R/I est un A module libre de type fini et la longueur du A-module P
(qui est ne´cessairement finie) est premie`re a` p.
Avant de prouver le the´ore`me notons que dans le cas particulier ou` A est un
corps k infini les hypothe`ses a) et b) se re´duisent a` dimkk[X1, . . . ,Xn]/I < +∞
ou dimkk[[X1, . . . ,Xn]]/I < +∞. En effet cette seule condition garantit la quasi-
re´gularite´ de la suite f = (f1, . . . , fn) (c.f. [Bo] appendice prop. 3.1 et cor. 1.9).
Ceci e´quivaut au fait que Dimk[X1, . . . ,Xn]/I = 0 ou Dimk[[X1, . . . ,Xn]]/I = 0
et l’on retrouve les re´sultats de 1.1 annonce´s.
Preuve :
Soit σ ∈ EndA(P), σ : P −→ P. Puisque P est un A-module projectif de type
fini, on peut trouver un entier n et un morphisme surjectif u : An −→ P −→ 0.
Puisque P est projectif, on peut trouver un morphisme v : P −→ An tel que v
soit une section de u, c’est a` dire :
u ◦ v = idP.
Conside´rons l’endomorphisme de An, lσ ∈ EndA(An) de´fini par :
lσ = v ◦ σ ◦ u.
On a alors le lemme suivant :
Lemme 3.2
Soient σ ∈ EndA(P) et lσ ∈ EndA(An) comme ci-dessus.
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1) Si σ est nilpotent, lσ est nilpotent.
2) TrP/A(σ) = TrAn/A(lσ)
3) Si σ est nilpotent, TrP/A(σ) = 0.
Preuve :
1) Supposons σm = 0 pour un entier m. Alors lmσ = (v ◦ σ ◦ u) ◦ . . . ◦ (v ◦ σ ◦ u).
Comme u ◦ v = idP, on a lmσ = v ◦ σm ◦ u. D’ou` lmσ = 0, puisque σm = 0.
2) Notons P∗ = HomA(P,A). D’apre`s [B1] et l’isomorphisme canonique :
P∗ ⊗A P −→ EndA(P)
on peut trouver des x∗i ∈ P∗, des yi ∈ P tels que pour tout x ∈ P :
σ(x) =
m∑
i=1
< x, x∗i > .yi
On a ainsi TrP/A(σ) =
∑m
i=1 < yi, x
∗
i > ([B1] Chap II § 4 78-79). Soit (ei)1≤i≤n
la base canonique de An. Posons :
ai = u(ei), σ(ai) =
m∑
j=1
< ai, x
∗
j > .yj et v(yj) =
n∑
k=1
vj,k.ek
Ainsi :
lσ(ei) = v(σ(ai)) =
m∑
j=1
< ai, x
∗
j > .v(yj) (1)
=
m∑
j=1
< ai, x
∗
j > (
n∑
k=1
vj,k.ek) (2)
=
n∑
k=1
(
m∑
j=1
< ai, x
∗
j > vj,k).ek (3)
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Ainsi :
TrAn/A(lσ) =
n∑
i=1
(
m∑
j=1
< ai, x
∗
j > .vj,i) (4)
=
m∑
j=1
<
n∑
i=1
vj,iai, x
∗
j > (5)
=
m∑
j=1
<
n∑
i=1
vj,iu(ei), x
∗
j > (6)
=
m∑
j=1
< u(
n∑
i=1
vj,i.ei), x
∗
j > (7)
=
m∑
j=1
< u ◦ v(yj), x∗j >=
m∑
j=1
< yj, x
∗
j >= TrP/A(σ) (8)
3) Soient K = frac(A) et l′σ : K
n −→ Kn obtenu a` partir de lσ par extension
des scalaires. Notons K une cloˆture alge´brique de K et lσ l’extension a` K
n
de
l′σ. Comme σ est nilpotent par 1), lσ est nilpotent et par conse´quent l
′
σ et lσ sont
nilpotents. Maintenant lσ : K
n −→ Kn e´tant une application line´aire nilpotente
toutes ses valeurs propres sont nulles et l’existence de la re´duction des matrices
carre´es a` coefficients dans K nous assure que TrKn/K(lσ) = 0. Mais d’apre`s 2)
TrP/A(σ) = TrAn/A(lσ) = TrKn/K(lσ) = 0. 
Nous pouvons a` pre´sent prouver 3.1. Concernant la premie`re affirmation, soit
r ∈ √I. Il s’agit de voir que JX(f).r ∈ I. Pour cela, il est e´quivalent par 2.3 de
prouver que pour tout h ∈ R, on a :
ResR/A
[
rJX(f)hdX1 ∧ . . . ∧ dXn
f1, . . . , fn
]
= 0
Or
ResR/A
[
rJX(f)hdX1 ∧ . . . ∧ dXn
f1, . . . , fn
]
= ResR/A
[
rhdf1 ∧ . . . ∧ dfn
f1, . . . , fn
]
Donc en vertu de 2.2 ce dernier re´sidu n’est autre que la trace de l’ope´rateur
phr de multiplication par hr dans P. Comme r ∈
√
I , rh ∈ √I et donc prh est
un ope´rateur nilpotent. Le lemme 3.2 nous assure que sa trace est nulle et nous
permet donc de conclure a` la premie`re affirmation de 3.1.
Concernant la seconde assertion de 3.1. Supposons que JX(f1, . . . , fn) ∈ I. Alors
pour tout ide´al maximal m deA, de´signant toujours par JX(f) la classe de JX(f)
dans le localise´ Rm de R en m, on aurait JX(f) ∈ Im. On aurait ainsi :
ResRm/Am
[
JX(f)dX1 ∧ . . . ∧ dXn
f1, . . . , fn
]
= ResRm/Am
[
df1 ∧ . . . ∧ dfn
f1, . . . , fn
]
= 0
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D’apre`s 2.2 ce dernier re´sidu n’est autre que la trace de l’ope´rateur identite´ de
Pm. Comme Pm est un Am module libre de rang r (c.f [B2] II § 5 p.141), ce re´sidu
vaut donc r. Il ne peut donc eˆtre nul que si la caracte´ristique de Am, c’est a` dire
celle de A, divise r.
Nous indiquons maintenant comment modifier la preuve ci-dessus dans les hy-
pothe`ses alternatives. La seule chose qui soit modifie´e est le fait que l’on utilise
des arguments diffe´rents pour faire les calculs de trace. Soient Aˆ et Pˆ les comple´te´s
mA-adiques de A et P. Comme P est suppose´ eˆtre un A-module libre, Pˆ est un
Aˆ libre (car le morphisme A −→ Aˆ est fide`lement plat). Si g est un e´le´ment
de P la matrice de l’ope´rateur de pg de multiplication par g comme e´le´ment
de EndA(P) est la meˆme que celle de l’ope´rareur de multiplication pˆg comme
e´le´ment de End
Aˆ
(Pˆ). Il suffit pour le voir de conside´rer un isomorphisme d’un
Am sur P et de tensoriser par Aˆ. Ainsi :
TrP/A(pg) = TrPˆ/Aˆ(pˆg)
Ensuite notons K = A
mA
, le the´ore`me de structure des anneaux locaux complets
d’e´gale caracte´ristique de I. Cohen nous dit que Aˆ est isomorphe a` K[[Y ]]/J , ou`
J est un ide´al (Y ) primaire puisqueA et donc Aˆ sont de dimension 0. Ainsi Pˆ est
une K-alge`bre et un K-espace vectoriel de dimension finie, dimension qui n’est
autre que la longueur du A-module Artinien P. Maintenant on a (c.f. [B1] chap
III § 9 p.110 (21)) :
Tr
Pˆ/Aˆ(pˆg) = TrPˆ/K(pˆg)
Dans le cas ou` pg est nilpotente, cette trace est donc nulle puisque pˆg est un
endomorphisme nilpotent sur un K-espace vectoriel de dimension finie. Et si
g = 1 cette trace est la classe dans K, de la longueur qui intervient dans l’e`nonce´
ou encore celle de dimKPˆ. Cette classe est non nulle puisque par hypothe`se ce
nombre est premier a` la caracte´ristique de K. Ceci permet de conclure comme
plus haut aux assertions 1) et 2) de 3.1). 
Nous allons maintenant e´noncer une version relative de 1) =⇒ 2) dans 1.1.
Pour la notion d’anneau de Gorenstein nous renvoyons a` [E] Chap. 21 p. 525 ou
[B3] § 3, p. 48.
The´ore`me 3.3
Soit A un anneau local de Gorenstein, Artinien d’e´gale caracte´ristique ze´ro. Po-
sons R = A[[X1, . . . ,Xn]] et (f1, . . . , fn) ∈ R tels que (f1, . . . , fn).R = I.R 6= R.
Alors si R/I n’est pas Artinien alors :
JX(f1, . . . , fn) ∈ I
Preuve :
Remarquons d’abord que A e´tant de Gorenstein, il est de Cohen-Macauley. Il
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en est de meˆme de R qui est de Gorenstein et de Cohen-Macauley. Comme
la dimension de Krull de R est n, il s’en suit que toute suite (g1, . . . , gn) qui
engendre un ide´al mR primaire est re´gulie`re donc quasi-re´gulie`re puisque l’on
travaille ici dans un cadre local. Par ailleurs R/(g1, . . . , gn).R est un A module
libre de type fini. En effet, A e´tant local Artinien il est se´pare´ et complet pour
la topologie mA-adique. Par le the´ore`me de structure de I. Cohen des anneaux
locaux complets d’e´gale caracte´ristique on a A ≃ k[[Y ]]/a, ou` a est mA-primaire,
k ≃ A/mA et Y = (Y1, . . . , Yp). Notons g1(Y,X), . . . , gn(Y,X) des e´le´ments de
k[[Y,X]] repre´sentant les gi ∈ R ≃ k[[Y,X]]/a. Puisque R/(mA, g1, . . . , gn).R est
Artinien, on peut affirmer que :
k[[X]]
(g1(0,X), . . . , gn(0,X))
≃ k[[Y,X]]
(Y, g1(Y,X), . . . , gn(Y,X))
≃ R
(mA, g1, . . . , gn)
est un k-espace vectoriel de dimension finie. Il en de´coule que g1(0,X), . . . , gn(0,X)
est une suite re´gulie`re de k[[X]] ≃ R/mA.R. Par conse´quent, puisque R est A-
plat, le crite`re local de platitude (c.f. [M] Th. 22.5 et Cor. p. 176-177) nous assure
que R/(g1, . . . , gn)R est un A-module (de type fini) plat. Puisque A est local,
R/(g1, . . . , gn)R est un A-module libre de type fini. On pourra donc appliquer
3.1 a` de telles suites (g1, . . . , gn).
Soit (f) = (f1, . . . , fn) satisfaisant les hypothe`ses du the´ore`me. Notons d’abord
que le re´sultat est trivial si le nombre minimal de ge´ne´rateurs de I est stricte-
ment plus petit que n. En effet, dans cette e´ventualite´, si u1, . . . , uk, k < n est
un syste`me de ge´ne´rateurs de I. On a :
fi =
n∑
j=1
ai,juj, dXfi =
n∑
j=1
ai,jdXuj (mod I), ai,j ∈ R
Ainsi JX(f) = 0 (mod I). On peut donc supposer sans restriction que le nombre
minimal de ge´ne´rateurs de I est n. Notons mR l’ide´al maximal de R. Par le
the´ore`me d’intersection de Krull, on a :
I = ∩a∈N(I +maR)
Il suffit donc de de´montrer que : JX(f) ∈ I + maR pour a assez grand. Fixons a
et soient na le nombre minimal de ge´ne´rateurs de Ia et g1, . . . , gna un syste`me
minimal de ge´ne´rateurs de Ia. Comme Dim(R) = n, les re´sultats de Northcott-
Rees [N-R] sur la re´duction des ide´aux nous assurent que quitte a` remplacer
les gi par na combinaisons line´aires a` coefficients dans Q suffisamment ge´ne´raux
des gi, on peut supposer que toute sous-famille gi1 , . . . , gin est telle que l’ide´al
(gi1 , . . . , gin) est mR-primaire. Deux e´ventualite´s peuvent se pre´senter.
- Soit na > n. Alors :
fi =
na∑
j=1
ai,j.gj , donc dXfi =
na∑
j=1
ai,j.dXgj (mod Ia)
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Ainsi :
JX(f) =
∑
1≤i1<...<in
A(i1,...,in)JX(gi1 , . . . , gin) (mod Ia), A(i1,...,in) ∈ R
Il suffit donc de voir que chaque JX(gi1 , . . . , gin) est dans Ia. Soient i = (i1, . . . , in)
un tel multi-indice et Pi = R/(gi1 , . . . , gin). Notons Si le socle dePi i.e. Si = {x ∈
Pi/mi.x = 0} ou` mi est l’ide´al maximal de Pi. D’apre`s 3.1 JX(gi1 , . . . , gin) ∈ Si
(car gi1 , . . . , gin est une suite re´gulie`re de R). Maintenant on a les inclusions
strictes :
0 ⊂ Ia.Pi ⊂ Pi
Pi e´tant Artinien, tout sous-module non trivial de Pi contient un sous-module
simple. Un sous-module simple est par le lemme de Nakayama inclus dans le socle
de Pi. Maintenant R e´tant de Gorenstein et gi1 , . . . , gin une suite re´gulie`re de R,
Pi est de Gorenstein (c.f [B3] exemple 2 p. 48) et donc son socle est simple et
c’est le seul sous-module simple de Pi. On a donc :
JX(gi1 , . . . , gin) ∈ Si ⊂ Ia.Pi
Ce que nous souhaitions.
-Soit na = n. Puisque Ia est mR-primaire et R/I n’est pas Artinien, on a une
inclusion stricte : I ⊂ Ia. Par conse´quent il existe des ai,j ∈ R tels que :
fi =
n∑
j=1
ai,jgj .
On a ne´cessairement det(ai,j) ∈ mR, sans quoi I = Ia. Maintenant on a :
JX(f) = det(ai,j).JX (g).
On conclut alors par 3.1 puisque g1, . . . , gn est re´gulie`re et det(ai,j) ∈
√
(g1, . . . , gn) =
mR. 
Exemple 3.4
1) Si A = k un corps de caracte´ristique ze´ro, on retrouve l’implication 1) =⇒ 2)
du the´ore`me 1.1.
2) Soit toujours k un corps de caracte´ristique ze´ro, on peut prendre pour A =
k[[Y1, . . . , Yp]]/(h1, . . . , hp) ou` (h1, . . . , hp) engendre un ide´al (Y )-primaire. Si k
est muni d’une valeur absolue non triviale, on peut prendre de la meˆme fac¸on
A = Op/(h1, . . . , hp) ou` Op de´signe l’anneau des germes de se´ries covergentes en
p variables et (h1, . . . , hp) est un ide´al primaire pour l’ide´al maximal de Op.
3) Conside´rons toujours S = k[[Y1, . . . , Yp]] ou sa version convergente Op dans
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le cas ou` k est muni d’une valeur absolue non triviale. Soit ∆ un ope´rateur
diffe´rentiel a` coefficients constants :
∆ =
∑
α∈Np, |α|≤m
aα
∂α
∂Y α
Alors ∆ de´fini un morphisme ∆0 ∈ Homk(S, k) en posant ∆0(f) = ∆(f)(0). Soit
J l’annulateur de ∆0, i.e.
J = {a ∈ S/∀f ∈ S, ∆0(a.f) = 0}
Alors J est un ide´al primaire et A = S/J est un anneau de Gorenstein Artinien
d’e´gale caracte´ristique ze´ro et le re´sultat s’applique. Prenant par exemple ∆ le
«Laplacien » : ∆ =
∑p
i=1
∂2
∂Y 2i
, on obtient un anneau de Gorenstein qui n’est pas
intersection comple`te et qui n’est pas du type de l’exemple 2).
Corollaire 3.5
Soient A un anneau local de Gorenstein de dimension 0 d’e´gale caracte´ristique
ze´ro, R = A[[X1, . . . ,Xn]] et f1, . . . , fn des e´le´ments de R tels que l’ide´al I
engendre´ par f1, . . . , fn soit un ide´al propre. Alors les proprie´te´s suivantes sont
e´quivalentes :
1) DimR/I > 0
2) JX(f1, . . . , fn) ∈ I
Preuve : On vient de prouver 1) =⇒ 2). 2) =⇒ 1) ou de manie`re e´quivalente
non1) =⇒ non2) de´coule de 3.1). Puisque R est de dimension n et de Cohen-
Macauley, si (f1, . . . , fn) ne satisfont pas 1) alors I est primaire pour l’ide´al
maximal de R et donc la suite (f1, . . . , fn) est re´gulie`re. On est donc dans les
conditions alternatives de 3.1), comme nous l’avons plus haut. 
Remarque 3.6 Meˆme dans le cas le plus simple, c’est a` dire A = C et R = On
ou C[[X]] le re´sultat n’est pas imme´diat a` prouver par des techniques purement
analytiques. Nous renvoyons a` [B-Y] pour de telles tentatives.
4 Preuve de 1.2 et corollaire
Par commodite´ pour le lecteur, nous rappelons d’abord ici quelques notions
essentielles pour lesquelles nos sources sont [H-I-O],[H-S], [L-T], [N-R], [R] et nous
renvoyons a` ces re´fe´rences pour de plus amples pre´cisions. Nous donnons ensuite
une preuve du crite`re me´trique de de´pendance inte´grale de [L-T] qui n’utilise
pas la de´singularisation et permet son extension en caracte´ristique arbitraire ou
au contexte de tout corps muni d’une valeur absolue non triviale. De meˆme,
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nous prouvons que dans le contexte des anneaux locaux d’e´gale caracte´ristique
le crite`re valuatif de de´pendance inte´grale peut eˆtre ve´rifier avec des arcs. Nous
de´montrons ensuite le the´ore`me 1.2
Proposition et De´finition 4.1 Soient R un anneau commutatif untaire et noethe´rien,
I un ide´al de R.
1) Un e´le´ment x ∈ R est dit entier sur I si et seulement si il satisfait une
relation :
xk + a1x
k−1 + . . .+ ak = 0, avec ai ∈ Ii, 1 ≤ i ≤ k.
L’ensemble de tous les e´le´ments entiers sur I est un ide´al I de R, appele´
cloˆture inte´grale de I.
2) Soit θ = pq un nombre rationnel positif, on dit qu’un e´le´ment x ∈ R est
dans Iθ si et seulement si x satisfait une relation :
xk + a1x
k−1 + . . .+ ak = 0, avec
ordI(ai)
i
≥ θ, 1 ≤ i ≤ k.
ou` ordI(f) = Sup{k ∈ N ∪ {+∞}/f ∈ Ik}. Il revient au meˆme de dire que
f q ∈ Ip. Iθ est un ide´al de R.
Lemme 4.2
Soient R et I comme ci-dessus.
1) Pour toute partie multiplicativement ferme´e S ⊂ R, I.RS = I.RS.
2) Si R −→ R′ est un morphisme fide`lement plat d’anneaux noethe´riens
alors :
I.R′ ∩R = I.
L’appartenance d’un e´le´ment f a` I se ve´rifie souvent a` l’aide du crite`re valuatif
de de´pendance inte´grale.
The´ore`me 4.3 (Crite`re valuatif de de´pendance inte´grale)([H-I-O],[H-R], [R])
Soient R un anneau noethe´rien, I ⊂ R un ide´al, f ∈ R. Les proprie´te´s suivantes
sont e´quivalentes :
1) f ∈ I
2) Pour toute valuation discre`te v : R −→ N ∪ {+∞}, on a :
v(f) ≥ v(I), v(I) =Min(v(x), x ∈ I)
De plus si I n’est contenu dans aucun des premiers minimaux de R, il existe un
ensemble fini de valuation discre`te vl, l ∈ Λ, de rang 1, unique a` l’e´quivalence pre`s
des valuations et minimal pour la proprie´te´ : f ∈ I si et seulement si vl(f) ≥ vl(I),
∀l ∈ Λ. Cet ensemble de valuation est appele´ l’ensemble des valuations de Rees de
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I. Pour tout k ∈ N∗, l’ensemble des valuations de Rees de I et de Ik coincident
(c.f. [H-S] chap. 10). De plus pour tout θ ∈ Q>0, f ∈ R, on a f ∈ Iθ si et
seulement si on a :
vl(f) ≥ θ.vl(I), ∀l ∈ Λ
Les valuations de Rees peuvent eˆtre construites par le proce´de´ suivant.(c.f. [H-S]
chap 10 Ex. 10.6 p.208). C’est une «version faisceautise´e »de cette construction
qui est adopte´e dans [L-T] dans le cadre de la ge´ome´trie analytique complexe.
Notons Π′ :X ′ −→ Spec(R) l’e´clatement normalise´ de centre I. C’est a` dire Π′ est
le compose´ de l’e´clatement de centre I, Π : X −→ Spec(R), X = Proj(⊕m≥0Im),
et du morphisme de normalisation N : X ′ −→ X. Posons Z = Spec(R/I) et soit
Y ′ = Π′−1(Z). Conside´rons la de´composition en composantes irre´ductibles de
Y ′red i.e. :
Y ′red = ∪l∈ΛY ′l
PuisqueX ′ est normal, il est re´gulier en codimension 1. Chaque Y ′l e´tant irre´ductible
de codimension 1, notant OX′,Y ′
l
la fibre du faisceau structural OX′ deX ′ au point
correspondant a` l’ide´al premier de´finissant Y ′l , chaque anneau OX′,Y ′l est un an-
neau re´gulier de dimension 1 donc un anneau de valuation discre`te dont on note
vl la valuation. On a pour tout a ∈ OX′,Y ′
l
:
vl(a) = long(OX′,Y ′
l
/a.OX′,Y ′
l
)
ou` long de´signe la longueur. Ou bien encore vl(a) = Max{k ∈ N/a ∈ mkX′,Y ′l } ,
ou` l’on a de´signe´ par mX′,Y ′
l
l’ide´al maximal (principal) de OX′,Y ′
l
. On fait alors
agir les vl sur R via le morphisme Π
′♯ : R −→ OX′ −→ OX′,Y ′
l
. On a ainsi une
construction des valuations de Rees. Pour plus d’informations et une pre´sentation
dans le vocabulaire de l’alge`bre de Rees nous renvoyons a` [H-S] chap. 10.
Proposition et De´finition 4.4 (fonction asymptotique de Samuel) ([H-S],[S],[L-
T])
Soient R et I comme pre´ce´demment, on appelle fonction asymptotique de Samuel
de I et on note vI la fonction :
vI(x) = Limm→+∞
ordI(x
m)
m
= Sup{m∈N∗}
ordI(x
m)
m
qui est a` valeurs dans Q+ ∪ {+∞}. On a :
vI(x) =Min{vl(x)
vl(I)
, ou` vl parcourt l’ensemble des valuations de Rees de I}
Ainsi : x ∈ I, si et seulement si vI(x) ≥ 1. De fac¸on plus ge´ne´rale, si θ ∈ Q>0,
on a : x ∈ Iθ si et seulement si vI(x) ≥ θ.
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Dans [L-T], M. Lejeune et B. Teissier ont e´tudie´ la notion de cloˆture inte´grale
des ide´aux en relation avec certaines ine´galite´s de  Lojasiewicz dans le cadre de la
ge´ome´trie analytique complexe. Leurs preuves utilisent l’existence de de´singularisa-
tion et des proprie´te´s topologiques de C. Au moins deux faits importants res-
sortent de [L-T]. Le premier est le crite`re me´trique de de´pendance inte´grale qui
permet de relier la fonction asymptotique de Samuel et certains exposants de
 Lojasiewicz, le second est que l’on puisse ve´rifier le crite`re valuatif uniquement
a` l’aide d’arcs. Nous indiquons ici comment leurs re´sultats se ge´ne´ralisent en
caracte´ristique arbitraire et pour des corps alge´briquement clos arbitraires (no-
tamment en ge´ome´trie analytique rigide ) et comment la the´orie ge´ne´rale permet
d’en donner une preuve.
L’ essence du crite`re me´trique de de´pendance inte´grale est le lemme suivant.
Lemme 4.5
Soit A un anneau (ne´cessairement inte`gre) muni d’une valeur absolue non tri-
viale : | |, A −→ [0,∞[. Alors si a ∈ A satisfait une e´quation :
am +
m∑
i=1
aia
m−i = 0
Alors : |a| ≤ 2.Max|ai| 1i
Preuve : Soit K = fracA) et Kˆ son comple´te´ pour la topologie de´finie par
la valeur absolue. Alors la valeur absolue | | se prolonge de manie`re unique a`
Kˆ. De meˆme de´signons par K ′ une cloˆture alge´brique de Kˆ, alors il existe une
unique extension de la valeur absolue de Kˆ a` K ′ (c.f [B-G-R]). On peut ainsi
supposer sans perte de ge´ne´ralite´ que A est un corps alge´briquement clos muni
d’une valeur absolue non triviale. Le lemme est alors e´le´mentaire. Soit en effet i0
tel que |ai0 |
1
i0 = Max|ai| 1i et α ∈ k tel que αi0 = ai0 . Alors a′ = aα satisfait une
e´quation :
(a′)m +
m∑
i=1
bi(a
′)m−i, avec Max1≤i≤m|bi|
1
i ≤ 1
Posons r = |a′|. Alors : 1 ≤ ∑mi=1 1ri < ∑+∞i=1 1ri Donc ne´cessairement 1r ≥ 12 et
donc r ≤ 2. 
The´ore`me 4.6
Soit k un corps alge´briquement clos, R = k[[X1, . . . ,Xn]] ou bien R = On l’an-
neau des germes de se´ries convergentes en n variables, lorsque k est munie d’une
valeur absolue non triviale | | : k −→ [0,+∞[. Soit I = (u1, u2, . . . , um) un ide´al
de R. Alors pour u ∈ R et tout θ ∈ Q>0 les proprie´te´s suivantes sont e´quivalentes.
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1) u ∈ Iθ.
2) (Crite`re me´trique de de´pendance inte´grale) Si k est munie d’une valeur absolue
non triviale et R = On :
∃ε > 0,∃c > 0/ x ∈ knet ‖ x ‖< ε =⇒ (|u(x)| ≤ C.(Max1≤i≤m|ui(x)|)θ
3) (k alge`briquement clos quelconque, Crite`re valuatif par les arcs) Pour tout arc
ϕ∗ : R −→ k[[t]]
ordt(ϕ
∗(u)) ≥ θ.Min(ordt(ϕ∗(ui)))
Il existe de plus un nombre fini d’arcs ϕl∗, l ∈ Λ tels que 3) est satisfaite si et
seulement si elle satisfaite pour ces arcs ϕl∗, l ∈ Λ. On a de plus :
vI(u) =Minl∈Λ
ordt(ϕ
l∗(u)
Min1≤i≤n{ordt(ϕl∗(ui))}
La donne´e d’un arc ϕ∗ : R −→ k[[t]], c’est a` dire d’un morphisme ne´cessairement
local de k-alge`bres de R dans k[[t]] est e´quivalente a` la donne´e d’un e´le´ment
ϕ(t) ∈ (tk[[t]])× . . .× (tk[[t]]) qui agit par composition sur R et nous emploierons
indiffe´rement les deux notations. Le fait que l’on puisse ve´rifier le crite`re valuatif a`
l’aide d’arcs est une spe´cifite´ due au fait que l’on travaille avec des anneaux locaux
noethe´riens qui contiennent des corps (contexte d’e´gale caracte´ristique), contexte
qui est suffisant pour nous. On peut faire des e´nonce´s similaires en ge´ome´trie
analytique rigide ou bien conside´rer des alge`bres essentiellement de type fini sur
un corps alge´briquement clos.
Preuve : (Sche´ma)
1) =⇒ 2) par le lemme ci-dessus. 1) =⇒ 3) imme´diat. 2) =⇒ 3) car le corps
k contient des e´le´ments arbitrairement petits pour la valeur absolue. 3) =⇒ 1)
re´sulte facilement de la the´orie ge´ne´rale et du the´ore`me de structure (I.S. Cohen)
des anneaux complets re´guliers d’e´gales caracte´ristiques (En imitant [L-T]). En
effet conside´rons toujours Π′ : X ′N−→XΠ−→Spec(R) l’ e´clatement normalise´ de centre
I et Z →֒ Spec(R), Z = Spec(R/I) et toujours Y ′ = Π′−1(Z) et sa de´composition
en composantes irre´ductibles Y ′red = ∪l∈ΛY ′l et soit :
m′l = long(OY ′,Y ′l ) = long(OX′,Y ′l /I.OX′,Y ′l )
X ′ e´tant normal et donc re´gulier en codimension 1, chaque OX′,Y ′
l
est un anneau
re´gulier de dimension 1 et donc un anneau de valuation discre`te dont on note vl
la valuation. Ces valuations sont une description des valuations de Rees comme
nous l’avons mentionne´ plus haut. Posons vl(u.OX′,Y ′l ) = vl. Notons Pl le sous-
faisceau d’ide´aux premiers de´finissants Y ′l . De´signant par ˆ la comple´tion pour
l’ide´al maximal, le the´ore`me de structure des anneaux re´guliers complets locaux
d’ e´gales caracte´ristiques permet d’affirmer que si y′l est un point ferme´, y
′
l ∈
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Reg(Y ′l ) ∩ Reg(X ′) suffisament ge´ne´ral, on a en de´signant par K(Yl) le corps
re´siduel de OX′,Yl :
OˆX′,Y ′
l
≃ K(Y ′l )[[t]] (9)
I.OˆX′,Y ′l ≃ (t)
m′lK(Y ′l )[[t]] (10)
OˆX′,y′
l
≃ k[[t, U ]], U = (U2, . . . , Un) (11)
I.OˆX′,y′l ≃ (t)
m′lk[[t, U ]] (12)
u.OˆX′,y′
l
≃ (t)vlk[[t, U ]] (13)
Pi′,y′
l
.OˆX′,y′
l
≃ (t).k[[t, U ]] (14)
L’arc :
ϕl∗ : R
Π′♯−→ OˆX′,y′
l
= k[[t, U ]] −→ k[[t]]
ou` la dernie`re fle`che est t→ t et U −→ 0, calcule alors vl(I) (resp. vl(u)) comme
Minordt(ϕ
l∗(uj)) (resp. ordt(ϕ
l∗)(u)))) . Ainsi si 3) est satisfaite la conside´ration
des arcs ϕl∗, l ∈ Λ, nous assure que vl(u) ≥ θ.vl(I), pour les valuations de Rees
et donc que u ∈ Iθ au vu des re´sultats ge´ne´raux rappele´s ci-dessus. Il en va de
meˆme pour le calcul de la fonction asymptotique de Samuel. 
Preuve de 1.2 :
Soit m le rang de la matrice Jacobienne ∂fi∂Xj (0). Alors le the´ore`me des fonctions
implicites formel nous assure qu’il existe un k-automorphisme α∗ de k[[X1, . . . ,Xn]]
tel que :
α∗(fi) = Xi, 1 ≤ i ≤ m, α∗(fm+i) = Fi, 1 ≤ i ≤ n−m,
avec posant X ′ = (Xm+1, . . . ,Xn), dX′Fi(0) = 0, 1 ≤ i ≤ n−m. Posons gi(X ′) =
Fi(0,X
′), 1 ≤ i ≤ n − m. On a JX(α∗(f1), . . . , α∗(fn)) = JX′(g1, . . . , gn−m).
Posons :
I = (X1, . . . ,Xm, F1, . . . , Fn−m) = (X1, . . . ,Xm, g1(X
′), . . . , gn−m(X
′)) (15)
J = (g1, . . . , gn−m) ⊂ k[[X ′]] (16)
Pour θ ≥ 1, on a JX(f) ∈ Iθ si et seulement si JX′(g) ∈ Jθ. Ainsi quitte a` substi-
tuer les gi aux fi, on pourra supposer sans perte de ge´ne´ralite´s que f1, . . . , fn sont
n e´le´ments de k[[X1, . . . ,Xn]] tels que le rang de la matrice Jacobienne
∂fi
∂Xj
(0)
est nul. Il s’agit de voir que si n = 2, alors JX(f) ∈ I et que si n > 2, il existe
θ > 1 tel que JX(f) ∈ Iθ.
Pour cela on peut supposer que k est alge´briquement clos. En effet si cela n’est pas
le cas, soit k une cloˆture alge´brique de k. Le morphisme naturel k[[X1, . . . ,Xn]] −→
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k[[X1, . . . ,Xn]] est fide`lement plat. Ainsi si h ∈ k[[X]] et I est un ide´al on a :
h ∈ Iθ si et seulement si h ∈ (I.k[[X]])θ . D’autre part si k est munie d’une valeur
absolue non triviale | |, on comple`te celui-ci pour la valeur absolue en un corps
k′ et celle-ci se prolonge de manie`re unique a` une cloˆture alge´brique de k′ (c.f.
[B.G.R]). Pour les questions ayant trait aux ine´galite´s, il suffit de ve´rifier celles-ci
au voisinage de 0 dans k′
n
. Nous supposerons donc que k est alge´briquement
clos. D’apre`s les re´sultats mentionne´s plus haut, notant I = (f1, . . . , fn), il existe
un nombre fini d’arcs ϕl, l ∈ Λ, ϕl ∈ (tk[[t]]) × . . . × (tk[[t]]) tels que pour tout
θ = p/q ∈ Q>0 et tout h ∈ k[[X]] on a : h ∈ Iθ si et seulement si :
∀l ∈ Λ, ordt(h ◦ ϕl) ≥ θ.Min1≤i≤nordt(fi ◦ ϕl)
Fixons un tel arc ϕ (nous omettrons l’exposant l). On a alors :
(fi ◦ ϕ)′(t) =
n∑
j=1
∂fi
∂Xj
(ϕ(t))ϕ′j(t)
Par les re`gles de Cramer, de´signant par ∆i,j le mineur obtenu a` partir de la
matrice Jacobienne en rayant la ie`me ligne et la je`me colonne on a :
ϕ′j(t).JX(f)(ϕ(t) =
n∑
i=1
(−1)i+j∆i,j(ϕ(t))(fi ◦ ϕ)′(t)
Comme la caracte´ristique de k est ze´ro, on a ordt(ϕ
′
j) = ordt(ϕj)− 1 et ordt(fi ◦
ϕ)′ = ordt(fi ◦ ϕ)− 1. Ainsi l’identite´ ci-dessus fournit :
ordt(ϕj) + ordt(JX(f)(ϕ) ≥Min1≤i≤n(ordt(∆i,j(ϕ(t)) + ordt(fi ◦ ϕ))
Fixons alors j tel que ordt(ϕj) = Min1≤k≤nordt(ϕk) = ordt(ϕ
∗(m)) = ordt(ϕ)
ou` m est l’ide´al maximal de k[[X]]. Pour un tel indice j, on obtient par l’ine´galite´
ci-dessus :
ordt(JX(f)(ϕ) ≥Min1≤i≤n(ordt(∆i,j(ϕ)) − ordt(ϕ)) +Min1≤i≤n(ordt(fi ◦ ϕ))
Maintenant puisque le rang de la matrice jacobienne de (f1, . . . , fn) en 0 est nul,
on a : ∆i,j ∈ m si n = 2 et ∆i,j ∈ m2 si n ≥ 3. Par suite l’ine´galite´ ci-dessus
assure que JX(f) ∈ I si n = 2. Si n ≥ 3, alors puisque ∆i,j ∈ m2 on a :
ordt(∆i,j(ϕ)) − ordt(ϕ) ≥ ordt(ϕ)
Maintenant I est un ide´al m-primaire, donc il existe s ∈ N∗ tel que : ms ⊂ I.
D’ou` s.ordt(ϕ) ≥Min1≤i≤nordt(fi ◦ ϕ). Ce qui permet d’obtenir :
ordt(JX(f)(ϕ) ≥ (1 + 1/s)Min1≤i≤nordt(fi ◦ ϕ)
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Ainsi le nombre rationnel θ :
θ =Minl∈Λ
ordt(JX (f) ◦ ϕl)
Min1≤i≤n(ordt(fi ◦ ϕl)) = vI(JX(f))
est strictement plus grand que 1. Les ine´galite´s de  Lojasiewicz de 1.2) dans le
cas convergent s’obtiennent par le crite`re me´trique de de´pendance inte´grale men-
tionne´ plus haut. 
Remarque 4.7
1) Si n −m = 2, il n’existe pas en ge´ne´ral de θ > 1 plus grand que 1 tel que :
JX(f1, . . . ,Xn) ∈ Iθ. Il suffit de conside´rer l’exemple :
(f1, . . . , fn) = (X1, . . . ,Xn−2,X
2
n−1,X
2
n).
On a alors JX(f) ∈ I mais pour aucun nombre θ > 1, JX(f1, . . . , fn) ∈ Iθ.
En effet ici I = (X1, . . . ,Xn−2,X
2
n−1,Xn−1Xn,X
2
n) et JX(f) = 4Xn−1Xn. Mais
c’est a` peu pre`s le seul cas ou` une telle situation se produit. La meˆme preuve que
ci-dessus montre que vI(JX(f)) > 1 de`s que Min(ordX(fi)) ≥ 3.
2) Bien entendu le cas de k = R ou C est le premier qui se pre´sente. Mais on peut
conside´rer aussi le cas ou` R est un corps re´el clos et prendre pour k le corps des
se´ries de puiseux a` coefficients dans R ou C = R + iR i.e k = ∪q∈N∗R((X1/q))
ou k = ∪q∈N∗C((X1/q)). De tels corps sont naturellement munis d’une valeur
absolue ultrame´trique non triviale |a| = e−ordX(a). Les ine´galite´s de  Lojasiewicz
de 1.2 sont valables pour les se´ries convergentes a` coefficients dans de tels corps.
3) Un ce´le`bre re´sultat de S.  Lojasiewicz affirme que si f est un germe de se´rie
convergente en n variables re´elles, f(0) = 0, alors il existe un nombre rationnel
θ > 1 tel que au voisinage de 0 dans Rn, on ait |f(x)| ≤ C(∑1≤i≤n | ∂f∂Xi (x)|)θ.
Pour des preuves tre`s diffe´rentes les unes des autres nous renvoyons respective-
ment a` [B-M] prop. 6.8 p.35, [T2] comple´ment 1) et [Loj]. Ce re´sultat peut eˆtre
e´tendu au cas d’un corps de caracte´ristique ze´ro muni d’une valeur absolue non
triviale en proce´dant comme ci-dessus. Les ine´galite´s de 1.2) qui nous ont e´te´
inspire´es par [T1] sont les analogues pour le Jacobien de ces ine´galite´s.
Signalons pour terminer le corollaire imme´diat.
Corollaire 4.8
Soient k un corps alge´briquement clos, de caracte´ristique ze´ro, muni d’une va-
leur absolue non triviale | | : k −→ [0,∞[ et On l’anneau des germes de se´ries
convergentes en n variables (z1, . . . , zn).
1)Soit f ∈ On, f(0) = 0. Alors f est a` singularite´ isole´e a` l’origine si et seule-
ment si son Hessien HZ(f) n’appartient pas a` l’ide´al jacobien de f .
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2) Soit f ∈ On, f(0) = 0 a` singularite´ isole´e a` l’origine. Alors f est, a` change-
ment de variables pre`s, e´gale a` une singularite´ du type z21 + z
2
2 + · · ·+ zkn, k ≥ 2,
si et seulement si son ide´al jacobien est inte´gralement clos.
Preuve :
1) est la traduction directe au cas conside´re´ des re´sultats de 3). 2) Les singula-
rite´s du type conside´re´ ont bien e´videmment un ide´al jacobien inte´gralement
clos. Re´ciproquement, soit HZ(f) la matrice Hessienne de f . Soit m le rang de
HZ(f) en 0. Si n − m ≥ 2 alors HZ(f) est dans la cloˆture inte´grale de l’ide´al
(∂f/∂z1, . . . , ∂f/∂zn) . Par conse´quent si celui-ci e´tait inte´gralement clos on au-
rait HZ(f) ∈ (∂f/∂z1, . . . , ∂f/∂zn). Ceci est absurde en vertu du 1) et de l’hy-
pothe`se de singularite´ isole´e. Donc la seule possibilite´ pour que l’ide´al jacobien de
f soit inte´gralement clos est que le rang m de HZ(f) en ze´ro satisfasse n−m < 2.
Par suite m ≥ n−1. Ceci implique que f est du type propose´, en vertu du lemme
de Morse a` parame`tres (c.f. [A-G-V] p.187). 
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