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ABSTRACT
La complessità  delle  applicazioni  che  fanno uso  di  tecniche  di  computer  grafica  sono in
costante aumento in molti settori e applicazioni dell’informatica. In particolare, il campo di
ricerca  che  va  sotto  il  nome  di  Ambienti  Virtuali  necessita  frequentemente  della
visualizzazione di modelli tridimensionali di elevata complessità, spesso proposti all’utente
attraverso sofisticate  installazioni  video di  tipo immersivo o semi-immersivo.  Sempre più
spesso si presentano però situazioni in cui le risorse di calcolo necessarie alla visualizzazione
grafica sono maggiori di quanto riesce a fornire un singolo calcolatore. La ricerca alla base del
presente lavoro di tesi  affronta  il  problema della distribuzione del carico grafico su di  un
cluster  di  calcolatori  che  operano  in  parallelo,  utilizzati  nell’ambito  di  varie  installazioni
caratterizzate  da  grafica  interattiva.  La  soluzione  proposta  utilizza  un’insieme  di  moduli
software organizzati in un architettura single-master multiple-slaves, che complessivamente
consentono  di  effettuare  rendering  OpenGL  in  maniera  distribuita,  concorrente  e
sincronizzata. Questa architettura, chiamata nel seguito “network renderer”, permette inoltre
un controllo avanzato delle modalità di presentazione dell’immagine, spesso necessarie nella
gestione dei sistemi video per Ambienti Virtuali. Ulteriore obiettivo del lavoro di tesi è stato
quello di implementare un sistema di tracking ottico a basso costo; le informazioni rilevate da
questo dispositivo sono infatti spesso necessarie per un corretto funzionamento del network
renderer,  ragione  per  la  quale  le  tecnologie  di  tracking  risultano  essere  componenti
fondamentali in molte tipologie di sistemi grafici immersivi.
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CAPITOLO 1 - INTRODUZIONE
a  realtà  virtuale  (o  VR:  Virtual Reality)  consiste  nella  simulazione  interattiva  e
simultanea,  realizzata  mediante  un  sistema  informatico,  di  un  ambiente  reale  o
immaginario, in cui l’utente abbia l’impressione di divenire parte di ciò che viene
rappresentato. Esistono due tipi di realtà virtuale: quella non immersiva e quella immersiva. Il
primo tipo si limita alla sola illusione della tridimensionalità: l'utente ha l'impressione che un
oggetto si  trovi fisicamente nello spazio 3D, ma i suoi movimenti e le sue azioni  non ne
influenzano la visione o lo stato. Il secondo tipo si spinge fino ad un coinvolgimento quasi
totale e multisensoriale (visivo, uditivo, tattile), che tenga anche conto della posizione e delle
azioni dell'utente all'interno dell'ambiente stesso. 
L
Le motivazioni  per cui tali  sistemi sono pensati e realizzati  sono molteplici. Realizzare un
ambiente virtuale, ad esempio, è genericamente più economico che realizzarne uno reale. In
più  l'ambiente  simulato  mette  al  sicuro  da  eventuali  rischi  che  quello  reale  potrebbe
presentare. In ambito militare, infatti, sono state investite ingenti somme per realizzare sistemi
che simulassero accuratamente il volo degli aeroplani: addestrare un pilota in un ambiente
virtuale è decisamente più economico e sicuro piuttosto che addestrarlo su un reale velivolo
militare, con tutti i rischi che ne conseguono.
Il notevole grado di coinvolgimento dell'utente, proprio della realtà virtuale, è chiaramente di
forte attrattiva anche per il settore dell'entertainment. 
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1.1 Componenti chiave di una installazione VR
Un'installazione  per  la  realtà  virtuale  che  possa  offrire  all'utente  un  elevato  grado  di
immersività, necessita di  varie componenti,  ognuna delle  quali  si  occupa di uno specifico
ambito sensoriale. L'insieme dei contributi forniti da ogni componente determina l'entità della
sensazione di immersione nell'ambiente virtuale. 
Nella realtà virtuale, le  immagini non sono calcolate in precedenza, ma vengono generate in
tempo  reale. Per ottenere un effetto sufficientemente fluido, è necessario visualizzare almeno
25  fotogrammi  al  secondo;  altrimenti,  i  movimenti  nel  mondo  virtuale  risultano  essere
imprecisi e a scatti. Per questo motivo, ogni parte di un'installazione per la realtà virtuale deve
essere  in  grado  di  gestire  almeno  questo  frame  rate.  È  pertanto  necessario  che  ogni
componente sia gestita da strumenti estremamente efficienti.
Segue una breve analisi delle componenti principali.
1.1.1 Video
L'illusione  visiva  della  tridimensionalità  viene  fornita  mediante  meccanismi  di  visione
stereoscopica,  che  sfruttano  i  meccanismi  di  funzionamento  della  vista  umana.  L’occhio
umano  è  formato  da  diverse  parti,  l’insieme  delle  quali  può  essere  paragonato,  per
funzionalità,  alle  componenti  di  una  macchina  fotografica.  La  pupilla  mette  a  fuoco
l’immagine.  Questa,  passando  attraverso  il  cristallino,  viene  proiettata  sulla  retina.
Successivamente, l’immagine viene trasferita al cervello attraverso il nervo ottico. Essendo i
due  occhi  distanziati  di  circa  7-8  cm,  l’immagine  prodotta  dall’occhio  sinistro  risulta
leggermente sfalsata rispetto a quella prodotta dall’occhio destro.  Quando il  cervello deve
ricomporre l’immagine originale partendo da quelle prodotte dai due occhi è in grado, grazie
allo  sfasamento  dovuto  alla  distanza  interpupillare,  di  dare profondità  agli  oggetti  [19].  I
meccanismi di visualizzazione stereoscopica fanno in modo che ciascun occhio dell'utente
percepisca un'immagine differente, con prospettiva opportunamente sfalsata rispetto all'altro.
In tal modo il cervello darà la sensazione visiva di un ambiente tridimensionale.
1.1.2 Audio
Le workstation per la realtà virtuale utilizzano una tecnologia detta audio 3D. Essa permette
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di  posizionare  i  suoni  in  qualsiasi  punto  della  sfera  virtuale,  di  direzionarli  a  piacere,  di
spostarli, di generare effetti di assorbimento e di eco, esattamente come avviene nel mondo
reale. L'utente, indossando delle cuffie stereofoniche di alta qualità, è in grado di individuare
la posizione delle sorgenti sonore [19].
Per  capire  il  funzionamento  dei  sistemi  audio  3D,  è  utile  capire  come  l'uomo  riesca  a
localizzare i suoni utilizzando solo due orecchie. Un suono generato nello spazio crea un'onda
sonora che si propaga fino alle orecchie del soggetto. Quando il  suono è generato alla sua
sinistra, raggiunge l'orecchio sinistro prima dell'orecchio destro. Inoltre il segnale percepito
dall'orecchio destro risulterà attenuato a causa della presenza della testa dell'ascoltatore. In più
entrambi i segnali sono soggetti ad un complesso filtraggio causato dall'interazione acustica
con il  torso, la testa e soprattuto il  padiglione auricolare del soggetto. Le varie cavità del
padiglione  modificano  la  frequenza  del  segnale,  rinforzandone  alcune  componenti  ed
attenuandone  altre,  in  funzione  della  direzione  del  suono  incidente.  Il  cervello  utilizza
inconsciamente il  ritardo tra i  due segnali  e le differenze di  ampiezza  e di  frequenza per
determinare la posizione della fonte sonora [4]. L'audio 3D riesce a ricostruire le differenze tra
i due segnali percepiti, partendo dalla locazione e dalla direzione di propagazione del suono
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che si vuole riprodurre.
1.1.3 Interazione con l'ambiente virtuale
Un notevole  contributo  alla  sensazione  di  immersione  nell'ambiente  virtuale  è  dato  dalla
possibilità dell'utente di interagire con l'ambiente stesso. I tradizionali mezzi di interazione
con  un  sistema  informatico,  quali  mouse,  tastiera  o  joystick,  possono  essere  affiancati  o
addirittura sostituiti da strumenti che offrono un'interfaccia più naturale, quindi più adatta a
dare la sensazione di immersività.
L'interfaccia di cui si necessita deve quindi permettere all'utente di interagire con l'ambiente
mediante  lo  strumento  che  normalmente  utilizza  nella  maniera  più  comoda  e  naturale
possibile, ovvero il proprio corpo. L'interazione può essere bidirezionale: l'utente, muovendo
una parte del corpo, dà un input al sistema e riceve, da esso, un ritorno di forza, ovvero una
sensazione  tattile  coerente  con  la  forma  dell'oggetto  virtuale  coinvolto  nell'interazione.
Siffatte interfacce sono dette aptiche, e possono coinvolgere qualsiasi parte del corpo. Le più
diffuse si limitano alla mano o al braccio dell'utente, ma la tendenza di questa tecnologia è
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Figura 2: Esempio di interfaccia aptica
CAPITOLO 1 - INTRODUZIONE
orientata  verso  lo  sviluppo  di  WBMHI  (Whole  Body  Motion  Haptic  Interface),  ovvero
interfacce che coinvolgano l'intero corpo umano.
Per  ottenere  l'effetto  del  ritorno  di  forza  si  possono  utilizzare  vari  meccanismi.  Alcune
interfacce aptiche fanno uso di supporti meccanici per consentire o negare lo spostamento di
alcune  delle  loro  componenti.  Altre  utilizzano  piccole  scariche  elettriche  per  stimolare le
connessioni nervose sottocutanee, altre ancora adoperano materiali in grado di flettersi quando
sono sottoposti all’azione di un campo elettrico. 
1.1.4 Monitoraggio della posizione dell'utente 
L'interazione con l'ambiente virtuale non si limita alla manipolazione degli oggetti virtuali ed
alla  modifica  delle  loro  proprietà,  ma  comprende  anche  la  notifica  all'ambiente  della
collocazione dell'utente al suo interno. Senza questa informazione il sistema non riuscirebbe
infatti a calcolare e generare correttamente le sensazioni visive, uditive e tattili che rendono
immersivo un ambiente virtuale.
C'è pertanto la necessità di un meccanismo che sappia monitorare la posizione dell'utente, o di
una parte di esso, al fine di registrarne il moto. Il sistema dovrà tenerne conto al momento di
fornire gli stimoli sensoriali precedentemente descritti.
1.1.5 Comunicazione tra i meccanismi di gestione delle componenti
Ogni  componente  descritta  deve  essere  gestita  da  un  meccanismo  hardware:  una  scheda
grafica per quella visiva, una scheda audio per quella uditiva, interfacce aptiche per quella
tattile e particolari prodotti, che saranno descritti in seguito, che gestiscano il tracking. Uno o
più  calcolatori  gestiscono  a  loro  volta  i  meccanismi  hardware.  Chiaramente  tutti  questi
meccanismi  non  possono  lavorare  indipendentemente  l'uno  dall'altro.  È  necessaria  infatti
l'interazione  tra  alcuni  di  essi,  affinché  il  sistema  funzioni  correttamente.  Compito  dei
calcolatori che si occupano del pilotaggio dei meccanismi hardware sarà pertanto quello di
sincronizzare le interfacce da essi pilotati e di sincronizzarsi tra loro.
Come  detto  in  precedenza,  perché  l'ambiente  virtuale  possa  funzionare  con  fluidità,  è
necessario  garantire  che  la  visualizzazione  abbia  una  frequenza  minima  di  25  frame  al
secondo. Tuttavia per avere performance di qualità, tale soglia va ulteriormente aumentata.
Perciò ogni sistema hardware deve gestire i suoi input entro un tempo massimo, che tiene
Studio,  progettazione  e  realizzazione  di  un'architettura  software  per  la  visualizzazione
interattiva di Ambienti Virtuali ad elevato grado di complessità                                     14
CAPITOLO 1 - INTRODUZIONE
anche in  considerazione  il  tempo che  occorre  per  la  comunicazione  con gli  altri  sistemi
hardware.  C'è  pertanto la  necessità  di  avere dei  mezzi  di  comunicazione  che introducano
ritardo minimo e supportino elevate velocità di trasmissione.
1.2 Il Comparto video
In questo paragrafo si focalizzerà l'attenzione sulla parte di un sistema per la realtà virtuale
che si occupa di fornire l'illusione della vista tridimensionale, analizzandone i meccanismi di
funzionamento utilizzati.
1.2.1 La computer grafica
La computer grafica è il  settore dell'informatica che riguarda l'impiego del calcolatore nel
campo della grafica, e quindi lo studio di tecniche di rappresentazione delle informazioni atte
a  migliorare  la  comunicazione  tra  uomo  e  macchina.  La  grafica  consente  di  comunicare
tramite figure, schemi e diagrammi e offre un'alternativa stimolante alle stringhe di simboli
della tastiera; un grafico può sostituire un'enorme tabella di numeri, e permette a chi lo legge
di notarne immediatamente gli elementi e le caratteristiche fondamentali. Dare al calcolatore
la  possibilità  di  esprimere  i  suoi  dati  in  forma  grafica  significa  dunque  aumentare
enormemente la capacità di fornire informazioni all'utente. 
La  computer  grafica  costituisce  uno  dei  campi  dell'informatica  moderna  più  ricchi  di
applicazioni. Si pensi infatti a tutte le interfacce grafiche basate su sistemi desktop-window,
alla produzione di mappe di informazione geografica, alla visualizzazione e all'analisi dei dati
generati  negli  esami  di  medicina  diagnostica  (quali  ad  esempio  le  tomografie  assiali
computerizzate, TAC), ai sistemi di progettazione assistita dal calcolatore (CAD) o a tutti i
contributi forniti al settore dell'entertainment.
Nonostante  l'enorme  numero  di  applicazioni,  tuttavia,  la  computer  grafica  è  un  settore
piuttosto  giovane  dell'informatica,  soprattutto  se  si  considera  la  sua  effettiva  diffusione:
soltanto  grazie  al  notevole  sviluppo  tecnologico  degli  ultimi  anni,  che  ha  consentito
l'immissione sul mercato di terminali grafici e di programmi applicativi di costo accessibile,
essa si è progressivamente diffusa. 
I primi dispositivi di output grafico utilizzavano tubi a raggi catodici (CRT), ed erano basati
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su  grafica  vettoriale.  La  caratteristica  principale  di  questi  dispositivi  è  che  il  fascio  di
elettroni, che va a colpire il rivestimento fosforescente del CRT, può muoversi direttamente
da una posizione all'altra, secondo l'ordine arbitrario dei comandi di display. Questa tecnica,
chiamata  random scan, è rimasta in uso fino agli anni settanta, quando hanno cominciato a
diffondersi i sistemi di grafica raster, basati sulla tecnologia televisiva.  
Nella grafica raster,  ogni immagine è rappresentata tramite una matrice,  chiamata appunto
raster, di elementi, o pixel, ciascuno dei quali corrisponde ad una piccola area dell'immagine.
L'elaborazione delle immagini è dunque basata su matrici di pixel che rappresentano l'intera
area dello schermo.  Un CRT a scansione raster  percorre,  con il  suo fascio di  elettroni,  la
matrice  di  pixel;  la  scansione  dell'immagine  viene  fatta  sequenzialmente,  e  l'intensità  del
fascio  di  elettroni  viene  regolata  in  modo  da  riflettere  l'intensità  di  ciascun  pixel.  La
tecnologia raster ha consentito l'introduzione del colore, realizzato controllando tre fasci di
elettroni,  relativi  ai  tre  colori  primari  rosso,  verde  e  blu,  così  come  specificato  in
corrispondenza di ciascun pixel [20].
Vedremo  adesso  come  viene  gestita  la  matrice  di  pixel  fino  alla  sua  visualizzazione  su
schermo, facendo uso di una moderna scheda grafica accelerata.
Quando il  programma applicativo fa uso di routine grafiche, viene chiamato un  driver, un
breve programma che fa da interfaccia tra l'applicazione e la scheda grafica. Il driver decide
quali  di  queste  routine  devono  essere  eseguite  dal  processore  e  quali  accelerate,  ovvero
eseguite dal chip grafico della scheda. L'output di tali routine consiste in un insieme di matrici
di pixel, detto pixmap o bitmap. La pixmap viene memorizzata in un'area di memoria gestita
dalla scheda grafica, detta frame buffer. Il contenuto del frame buffer viene quindi trasferito
nella  RAMDAC  (Random  Access  Memory  Digital-to-Analog  Converter),  memoria  della
scheda  grafica  che  ha  il  compito  di  convertire  la  pixmap  in  un  segnale  analogico.  Tale
segnale, attraverso un connettore VGA (Video Graphic Array ), è inviato al monitor, che è in
grado di visualizzarlo sotto forma di pixel colorati [21]. Se la scheda grafica supporta schermi
digitali, il segnale non viene convertito dalla RAMDAC, ma giunge al monitor direttamente in
formato digitale, attraverso un connettore DVI (Digital Video Interface).
1.2.2 Tecnologie per la visione tridimensionale
Com'è stato spiegato precedentemente, per ottenere la visione tridimensionale di un oggetto, è
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necessario  che  ogni  occhio  dell'osservatore  lo  veda  con una  prospettiva  diversa.  Esistono
molteplici  tecnologie  atte  a  fare  in  modo  di  far  percepire  ad  ogni  occhio  una  immagine
differente. Di seguito sono analizzate le principali.
1.2.2.1 Stereo passivo
Questa tecnica si basa sulla visualizzazione contemporanea dei due canali stereo sullo stesso
schermo. Facendo uso di particolari filtri ed occhiali, è possibile limitare ad ogni occhio la
visione di un singolo canale.
Una  delle  prime  tecniche  utilizzate,  detta  stereo
anaglifico,  si  basa su dei  semplici  filtri  colorati  con
colori  complementari  (ad  esempio  rosso  e  blu).
L'utente indossa degli occhiali con lenti colorate con
colori invertiti rispetto a quelli dei filtri applicati alle
immagini.  Questa  tecnica  è  molto  economica,  ma
produce risultati scadenti con immagini a colori.
Una tecnica più recente è quella che si basa sul principio della luce polarizzata. Le immagini
per l’occhio destro e sinistro sono separate attraverso filtri polarizzati negli occhiali e filtri
polarizzati opposti applicati a due proiettori, che proiettano le due immagini sovrapposte sullo
stesso schermo. Un'onda luminosa non polarizzata vibra in tutte le direzioni, mentre quella
polarizzata vibra in una singola direzione. La luce può essere polarizzata facendola passare
attraverso un filtro polarizzato. Se si fa passare
la luce polarizzata in una direzione attraverso
un  filtro  polarizzato  nella  direzione  opposta,
esso la blocca totalmente. Se invece il filtro è
polarizzato  nella  stessa  direzione  della  luce,
non si ha alcun effetto.
L’occhio  umano  è  poco  sensibile  alla
polarizzazione della luce, pertanto l’immagine
che ogni occhio percepirà non sarà degradata.
Se  la  luce  è  polarizzata  in  una  singola
direzione,  si  dice che la luce è polarizzata  linearmente. Se l’utente cambia l’orientamento
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degli occhiali polarizzati linearmente, inclinando la testa, l’orientamento della polarizzazione
dell’utente non coinciderà con quello dei filtri montati sui proiettori, e ci sarà una perdita di
informazione  stereo.  Tale  fenomeno  è  detto  ghosting.  Usando  invece  una  polarizzazione
circolare si ottiene un’immagine stereo che non è influenzata dall’inclinazione [22].
L'inconveniente di questa tecnica è che le immagini
non possono essere proiettate su qualsiasi superficie,
ma  necessariamente  su  uno  schermo  fatto  di  un
particolare materiale che ha la proprietà di mantenere
invariata la polarizzazione della luce. Schermi siffatti
sono molto costosi.
Esiste infine un'altra tecnologia per lo stereo passivo,
detta  INFITEC  (INterference  FIlter  TEChnology)
[23].  I  filtri  utilizzati  modificano  leggermente  la
lunghezza d'onda della luce che li attraversa, in modo non apprezzabile dall'occhio umano, ma
riconoscibile dalle lenti degli occhiali. I vantaggi di quest'approccio stanno nel fatto che non è
necessario alcuno schermo particolare e nel fatto che la visualizzazione è del tutto priva di
ghosting, quale che sia l'orientamento degli occhiali.
1.2.2.2 Stereo attivo
Questa  tecnologia  serve  per  poter  ottenere  una
visualizzazione  stereoscopica  utilizzando  solamente
lo  schermo  del  computer.  La  visualizzazione
stereoscopica è possibile grazie alla visualizzazione
contemporanea di due immagini, una per occhio. Gli
occhiali, detti shutter glasses, montano, al posto delle
lenti,  dei  filtri  a  cristalli  liquidi  che,  se  polarizzati
correttamente,  diventano  completamente  neri
impedendo all’occhio di vedere attraverso essi. 
Le immagini vengono mostrate in sequenza sullo schermo alternando ripetutamente i frame
destinati  all’occhio  destro  con quelli  destinati  all’occhio  sinistro.  In contemporanea  viene
inviato un segnale agli occhiali in modo da oscurare l’occhio non interessato dall’immagine
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presente sullo schermo.  Questo implica la necessità di utilizzare macchine molto veloci, in
quanto per ottenere i 25 fotogrammi al secondo è necessario visualizzare nello stesso periodo
di tempo 50 immagini (25 per ogni occhio). 
Il  vantaggio  di  questa  tecnologia  è  rappresentato  dall’alta  definizione  grafica  ottenibile,
dipendente solamente dalla velocità del sistema di elaborazione [19]. 
Gli svantaggi consistono nel fatto che gli occhiali, contenendo componenti elettroniche, sono
piuttosto costosi, e nel fatto che poche schede video commerciali supportano tale tecnologia.
1.2.2.3 Head Mounted Display
Gli  HMD  (Head  Mounted  Display)  sono  caschi  che  contengono  dei  display  per  la
visualizzazione delle immagini. Al loro interno sono integrate delle cuffie stereofoniche di
alta qualità per permettere l’utilizzo di audio tridimensionale. 
Le tecniche usate per visualizzare le immagine in un HMD variano a seconda del tipo di
prodotto  e in  base  al  costo  sostenuto  per  la  sua costruzione.  Possono utilizzare  dei  mini
schermi a cristalli liquidi, oppure dei piccoli monitor simili a quelli montati sulle telecamere
amatoriali.  Questi display sono in bianco e nero in quanto la tecnologia attuale non consente
la  costruzione  di  schermi  a colori  di  dimensioni  ridotte.  Per  ottenere  una  visualizzazione
policromatica si  fa  uso di  filtri  colorati  (rossi,  verdi  e blu).  Il  sistema invia  al  display in
sequenza le immagini corrispondenti alla componente rossa, a quella blu e a quella verde e, in
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contemporanea,  attiva  i  relativi  filtri.  Il  risultato  è  identico  a  quello  che  si  otterrebbe
utilizzando dei display a colori. 
Il  vantaggio dell’utilizzo  di  display a cristalli  liquidi  è dato dalle ridotte dimensioni  degli
HMD che li  montano,  dal  basso voltaggio di  esercizio  e dal  fatto  che essi  non emettono
radiazioni elettromagnetiche. 
I vantaggi  della seconda tecnologia  sono rappresentati  dall’alta  qualità  ottenibile,  più alta
rispetto  ai  cristalli  liquidi;  gli  svantaggi  sono  dati  dalle  grandi  dimensioni  degli  HMD,
dall’emissione  di  radiazioni  elettromagnetiche  e  dall’alto  voltaggio  necessario  al
funzionamento dei tubi catodici (nell’ordine dei 12000-20000 volts). 
1.2.3 Pipeline grafica e la libreria OpenGL
La grafica tridimensionale, che sta alla base della realtà virtuale, consiste nel rappresentare un
ambiente  3D  su  un  dispositivo  di  output  che  per  sua  natura  è  2D.  Per  operare  tale
rappresentazione  si  simula  il  comportamento di  una macchina fotografica  che osserva  lo
scenario da una determinata posizione (view point) e con un certo orientamento.
La trasformazione  della  scena  in  un'immagine  bidimensionale  (frame)  è  un  processo  che
prende il nome di pipeline grafica. Essa si occupa perciò di generare matrici di pixel, a partire
da una serie di semplici entità geometriche (primitive), descritte per mezzo di liste di vertici.
La  pipeline  grafica  consta  di  una  serie  di  fasi  consecutive.  La  prima  è  la  fase  di
trasformazione, che a sua volta è divisa in tre sottofasi, ognuna delle quali viene realizzata
mediante moltiplicazioni tra matrici. Ogni sottofase è paragonabile ad una delle azioni che si
svolgono quando viene scattata una fotografia.
La sottofase  di  Modelview transformation gestisce  la  trasformazione  delle  coordinate  dei
vertici degli oggetti. Riceve in input le coordinate solidali all'oggetto stesso e le trasforma in
coordinate  solidali  con  la  posizione  dell'osservatore  (world  coordinate  system).  Questa
sottofase  è  assimilabile  al  posizionamento  nella  scena  della  macchina  fotografica  e  degli
oggetti stessi da fotografare.
La sottofase successiva è detta Projection transformation, e si occupa di definire il  volume di
vista (view volume). Uno dei fattori di cui si tiene conto in questa fase è il tipo di proiezione
che si vuole utilizzare. Si può infatti scegliere una distanza finita tra il centro della proiezione
ed il punto di vista, definendo così una proiezione prospettica, oppure considerare infinita tale
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distanza, definendo una proiezione ortografica o parallela. Una volta definito il view volume
si  procede  ad  eliminare  dalla  scena  le  superfici  che  non  rientrano  all'interno  di  esso
(operazione di  clipping) e quelle che, a causa del proprio orientamento, appaiono nascoste
all'osservatore (operazione di culling). La Projection transformation è paragonabile alla scelta
della lente della macchina fotografica o alla regolazione dello zoom.
L'ultima  sottofase,  assimilabile  alla  scelta  delle  dimensioni  della  fotografia,  è  detta
trasformazione di Viewport. Consiste nel convertire le coordinate 3D dei vertici degli oggetti
in coordinate bidimensionali, che indicano la posizione del vertice all'interno dello schermo
(window  coordinates).  Oltre  a  tali  coordinate,  tuttavia,  se  ne  memorizza  una  terza,  che
identifica la distanza dell'oggetto dall'osservatore. Essa viene utilizzata per capire, nel caso di
oggetti che abbiano le stesse coordinate, quale di essi debba risultare coperto dall'altro. La
terza coordinata di ogni vetrice (coordinata z), viene memorizzata in un apposito buffer, detto
z-buffer.
La  fase  della  pipeline  grafica  successiva  a  quella  di  trasformazione  viene  detta  di
illuminazione, ed ha lo scopo di determinare il colore di ogni pixel dell'immagine, facendo
interagire  le  proprietà  delle  luci  presenti  nella  scena con le  proprietà  delle  superfici  degli
oggetti e della radiazione luminosa incidente. La modalità con cui questa fase viene eseguita
dipende dal modello di illuminazione che viene utilizzato. Un modello accurato tiene conto
delle componenti assorbita e riflessa della luce. Oltre alla riflessione diretta della luce devono
essere considerate anche le riflessioni reciproche tra gli oggetti (inter-riflessioni).
Ogni oggetto della scena deve essere associato ad uno specifico materiale, i cui parametri
possono essere applicati uniformemente sulla superficie o modulati da una tessitura (texture),
che  consiste  in  un'immagine  bidimensionale  applicata  a  primitive  geometriche
tridimensionali, con le quali condivide tutte le trasformazioni successive.
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L'ultima fase della pipeline, che prende il nome di rasterizzazione, consiste nel produrre ogni
pixel del frame buffer, avendo a disposizione le posizioni, all'interno di tale frame, dei vertici
di ogni primitiva visibile.
Uno  dei  mezzi  più  potenti  e  flessibili  per  gestire  ad  alto  livello  l'intero  processo  è
rappresentato  dalla  libreria  OpenGL  (Open  Graphics  Library)  [24].  Essa  fornisce
un'interfaccia  software capace di   rendere una generica applicazione  in  grado di  accedere
facilmente  alla  pipeline  grafica.  Le  primitive  fornite  sono  infatti  indipendenti  dalla
piattaforma, dall'hardware grafico e dal linguaggio di programmazione utilizzato. La sempre
maggiore diffusione di questa libreria (è lo standard di fatto per la computer grafica 3D in
ambiente  Unix)  ha  fatto  sì  che  esista  una  sua  versione  per  ognuno dei  maggiori  sistemi
operativi in uso, e che gran parte dell'esistente hardware grafico ne supporti direttamente le
funzionalità.
Le  specifiche  OpenGL  sono  state  stabilite  e  vengono  periodicamente  riesaminate  da  un
comitato indipendente di  produttori  di software ed hardware (chiamato ARB, Architecture
Review Board) , tra i quali membri permanenti figurano, tra gli altri, Digital Equipment, IBM,
Intel, Microsoft e Silicon Graphics. Tale comitato ha quindi la funzione di rendere note le
variazioni  alle  specifiche,  l'uscita  di  nuove  versioni  ed  i  test  di  conformità  che  le  varie
implementazioni devono soddisfare.
OpenGL mette a disposizione del programmatore un insieme di circa 150 procedure diverse
che  permettono  di  descrivere  gli  oggetti  e  gli  stadi  della  pipeline  grafica.  La  libreria  è
maggiormente orientata alla grafica tridimensionale in tempo reale, sebbene sia in grado di
gestire grafica 2D, considerandola un caso particolare della prima. Le funzioni a disposizione
del programmatore possono essere di vari tipi:
• Funzioni  primitive:  permettono  di  descrivere gli  oggetti  che descrivono il  modello
virtuale.
• Funzioni attributo: consentono di descrivere le proprietà degli oggetti primitivi.
• Funzioni  di  visualizzazione:  tramite  queste  funzioni  il  programmatore  gestisce  le
sottofasi di Projection transformation e di Viewport della pipeline grafica.
• Funzioni  di  trasformazione:  permettono  di  effettuare  trasformazioni  sugli  oggetti,
proprie dello stadio di Modelview transformation.
• Funzioni di input: servono per gestire la comunicazione con i dispositivi di input.
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• Funzioni  di  controllo:  si  occupano dell'inizializzazione del contesto OpenGL, della
comunicazione con i sistemi window, e della gestione di alcuni errori.
La libreria OpenGL, come accennato precedentemente, implementa la fase di trasformazione
della pipeline grafica mediante l'utilizzo di matrici, che vengono premoltiplicate per i vettori
rappresentanti  le  coordinate  dei  vertici  degli  oggetti.  In  particolare,  la  Modelview
transformation viene descritta mediante due matrici,  model_matrix  e view_matrix, mentre la
Projection transformation mediante la perspective_matrix.
OpenGL gestisce la fase di Illuminazione della pipeline prevedendo quattro tipi di sorgenti
luminose:
• Illuminazione d'ambiente:  consente di  ottenere un'illuminazione omogenea, essendo
caratterizzata da intensità costante per ogni punto della scena.
• Sorgente puntiforme: l'emissione di luce è omnidirezionale e l'effetto di intensità su
una superficie è inversamente proporzionale al quadrato della distanza tra la sorgente e
la superficie stessa.
• Spotlight:  una sorgente luminosa la cui luce emessa si distribuisce all'interno di un
cono, con la maggior emissione concentrata nel centro dello stesso.
• Sorgente distante: gli oggetti sono illuminati con raggi di luce paralleli. La distanza
dalla sorgente è dunque sostituita dalla sua direzione, cosa che corrisponde idealmente
ad avere una sorgente luminosa a distanza infinita dalla superficie illuminata.
1.3 Tracking 
Com'è  stato  detto  precedentemente,  al  fine  di  offrire  all'utente  una  forte  sensazione  di
immersività,  è  strettamente  necessario che l'ambiente virtuale  sia  costantemente  informato
della  sua posizione ed del suo orientamento. Per ottenere questi dati si usano meccanismi di
motion tracking  (o più semplicemente  meccanismi di tracking, o  tracker), in grado cioè di
misurare il moto dell'utente, o di una parte di esso.
Affinché un meccanismo di tracking sia di buona qualità è necessario che abbia determinate
caratteristiche:
• Frequenza  elevata:  un  lento  aggiornamento  delle  informazioni  ottenute  sull'utente
porterebbe  ad  una  scadente  responsività,  caratterizzata  da  una  visualizzazione  non
fluida e da un'interazione poco naturale con gli oggetti virtuali.
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• Precisione della misura: una bassa accuratezza del sistema non fornirebbe una risposta
coerente con gli stimoli dell'utente. 
• Robustezza  alle  interferenze:  le  interferenze  che  minano l'accuratezza  della  misura
possono essere molteplici, a seconda della tecnologia usata. Una loro gestione ottimale
garantisce un funzionamento sempre corretto, senza che l'utente debba preoccuparsi
dello stato dell'ambiente fisico quando interagisce con quello virtuale.
• Minimo  ingombro  per  l'utente:  meno  il  meccanismo  è  invasivo  per  la  mobilità
dell'utente, maggiore sarà la naturalezza con cui viene adoperato, quindi la sensazione
di immersività.
La misura della posizione e dell'orientamento effettuate da tracker è relativa ad una posizione
ed un orientamento di riferimento, e viene effettuata mediante l'uso di  sorgenti di segnale e
sensori  in grado di intercettarle. A seconda della collocazione di queste due componenti, i
meccanismi di tracking si dividono in tre categorie:
• Inside-in:  le  sorgenti  ed  i  sensori  si  trovano entrambi  sull'oggetto  di  cui  si  vuole
misurare  la  posizione,  tipicamente  una  parte  del  corpo  dell'utente.  Generalmente
questo tipo di meccanismi non è in grado di fare misurazioni assolute rispetto ad un
sistema di riferimento esterno, ma soltanto relative ad uno stato iniziale.
• Inside-out: i sensori sono applicati sull'oggetto e rilevano i segnali emessi da sorgenti
collocate all'esterno in posizioni  fisse.  Questi  meccanismi sono in grado di  fornire
posizioni riferite ad un sistema di coordinate assolute.
• Outside-in: le sorgenti di segnale si trovano sull'oggetto, mentre i sensori sono posti in
punti esterni prestabiliti. Anche questi meccanismi sono in grado di fornire coordinate
assolute. Quest'approccio è sicuramente il  meno intrusivo, poiché l'utente non deve
“indossare” sensori, che possono essere voluminosi e che necessitano di alimentazione
e di un mezzo per comunicare con il sistema [11].
I tipi di segnali che possono essere utilizzati sono di natura molto varia tra loro, ciò porta ad
avere in commercio tracker che funzionano in maniera profondamente differente tra loro. Il
motivo per cui esiste una così grande varietà di tecnologie risiede nel fatto che nessuna di esse
supera le altre da tutti i punti di vista. L'uso di ciascun tipo di tracker presenta vantaggi e
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svantaggi, che dipendono spesso anche dalle condizioni dell'ambiente in cui sono utilizzati.
1.4 XVR
Esistono  molti  validi  strumenti  in  grado  di  svolgere  efficientemente  specifici  compiti  in
un'installazione VR, quali la gestione della scena e del suono, il rilevamento delle collisioni
tra oggetti virtuali, la modellazione 3D, il rendering aptico, etc. Tuttavia, poiché generalmente
questi strumenti sono separati tra loro, spesso mancano di una visione d'insieme del problema.
Le  ridondanze  di  dati  perciò  sono  molto  comuni,  ed  il  processo  di  sviluppo  diventa
macchinoso a causa delle differenze tra i linguaggi e le piattaforme utilizzate per la gestione di
ogni meccanismo.
Per rispondere a questa esigenza il laboratorio PERCRO della Scuola Superiore Sant'Anna ha
sviluppato XVR, un ambiente integrato che può essere utilizzato come supporto generale per la
progettazione di architetture per sistemi VR e per lo sviluppo di applicazioni  per la realtà
virtuale.
Utilizzando  un'architettura  modulare  ed  un  linguaggio  di  scripting  VR-oriented  (S3D
language), i contenuti XVR possono essere inseriti all'interno di una varietà di applicazioni,
permettendo così di sviluppare contenuti che vanno da semplici presentazioni web-oriented
fino a più complesse installazioni VR. Accanto alla gestione dei contenuti 3D, XVR supporta
un'ampia gamma di dispositivi per la realtà virtuale (come tracker, mouse 3D, strumenti per la
motion capture, sistemi di proiezione stero e HMD) ed usa una engine grafica avanzata per la
visualizzazione  in  tempo  reale  di  modelli  tridimensionali  complessi  che  è  perfettamente
adeguata anche per avanzate installazioni VR offline. L'engine si basa sulla libreria grafica
OpenGL.
In  generale  un  programma  XVR può  essere  visto  come un  ciclo  principale  che  riunisce
insieme diversi cicli, ognuno eseguito con frequenza diversa, ad esempio quelli che gestiscono
la grafica, la simulazione fisica, la rete, il tracking e persino le interfacce aptiche.
Le applicazioni XVR sono sviluppate per mezzo di un linguaggio di scripting dedicato, i cui
costrutti e comandi sono pensati per la realtà virtuale. Lo sviluppatore ha infatti la possibilità
di gestire animazioni 3D, effetti sonori posizionali, streaming audio e video, e l'interazione
con l'utente. Le funzioni  e le classi XVR possono consistere in interfacce di librerie C++
sviluppate da PERCRO, oppure in moduli software sviluppati ad-hoc che implementano le
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funzionalità desiderate.
XVR è diviso in due moduli principali: ActiveX Control module, il quale ospita le componenti
più basilari della tecnologia, come la verifica delle versioni e le interfacce dei plug-in, e la
XVR Virtual Machine (VM), che contiene il nocciolo della tecnologia, ovvero l'engine grafico
3D, l'engine multimediale e tutti i moduli software che gestiscono le altre funzionalità proprie
di XVR. È anche possibile caricare moduli addizionali che offrano funzionalità avanzate non
direttamente  disponibili.  La  XVR-VM,  come  molte  altre  Virtual  Machines,  contiene  un
insieme di funzioni in bytecode, un insieme di registri, una pila ed un'area in cui memorizzare
i  metodi.  Il  linguaggio  di  scripting  S3D  permette  di  specificare  il  comportamento
dell'applicazione, offrendo le funzionalità basilari ed i metodi VR-oriented, disponibili come
funzioni o classi. Lo script viene compilato in bytecode il quale è elaborato dalla XVR-VM.
Il network driver sviluppato nel presente lavoro di tesi è stato pensato per applicazioni XVR,
nonostante la quasi totalità delle sue funzioni sia usufruibile da parte di qualsiasi applicazione
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OpenGL.
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n questo capitolo verrano passate in rassegna alcune tra le più significative tecnologie
che  stanno  alla  base  del  presente  lavoro  di  tesi.  In  particolare  verranno  analizzate
soluzioni  software per il rendering parallelo, focalizzando particolarmente l'attenzione
sugli  aspetti  di  rendering distribuito (network rendering).  Saranno analizzate le alternative
proposte  in  letteratura  ed  i  principali  prodotti  software realizzati  in  questo ambito.  Verrà
inoltre fatta  una panoramica dei  diversi  tipi  di  tecnologie esistenti  per  il  motion tracking,
facendo particolare riferimento ai sistemi di tracking ottico e, più dettagliatamente, a quelli
che si basano sull'utilizzo di marker che riflettono la luce infrarossa.
I
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2.1 Rendering Parallelo
Il  rendering  grafico  è  notoriamente  considerato  un'operazione  costosa  dal  punto  di  vista
computazionale,  specie quando si  ha la  necessità  di  avere immagini  realistiche ed elevate
frequenze  di  aggiornamento.  Molte  sono  infatti  le  applicazioni  che  richiedono  risorse
computazionali  e di  memoria  che superano le  capacità  di  un singolo processore e di  una
singola scheda grafica. Basti pensare alle applicazioni scientifiche, agli strumenti CAD, alle
simulazioni del moto dei fluidi o del moto di veicoli, alle applicazioni per la realtà virtuale.
Esse  possono  richiedere  performances  di  migliaia  di  MFLOPS  (Million  Floating  point
Operation  Per  Second)  e  velocità  di  trasferimento  di  dati  in  memoria  dell'ordine  dei
Gigabytes/sec. 
Per gestire applicazioni con elevati  rendering-load, perciò,  sono state sviluppate molteplici
soluzioni,  le quali  hanno la caratteristica comune di dividere il  carico totale in porzioni  e
gestire  separatamente  e  simultaneamente  ogni  porzione.  Si  parlerà  quindi  di  rendering
parallelo. 
Una forma di parallelismo, definito in letteratura
functional parallelism, è già insito nel concetto
di pipeline grafica. Ogni stadio delle pipeline è
infatti pensato per funzionare indipendentemente
dalle  altre  e  contemporaneamente  alle  altre.
Perciò mentre uno stadio si occupa di elaborare
una  parte  dei  dati,  lo  stadio  precedente  può
gestire la parte successiva.
Vi  è  inoltre  il  data  parallelism,  che  consiste
nell'affidare il rendering a pipeline multiple, o ad
una pipeline in  cui  sia  replicato uno o più  dei
suoi stadi. Si distingue infatti l'object-parallelism, consistente nel replicare i meccanismi che
gestiscono la fase di trasformazione, ed il  pixel- parallelism o image-parallelism, tramite il
quale  invece vengono replicati  quelli  che  gestiscono la  rasterizzazione.  I due  tipi  di  data
parallelism,  naturalmente,  potranno  coesistere.  Si  parlerà  in  questo  caso  di  sistemi  fully
parallel. La pipeline grafica potrà essere vista come un insieme di processori grafici, ognuno
dei  quali  si  occuperà  di  effettuare  i  calcoli  delle  geometrie  (processore  G)  oppure  della
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Figura 10: Pipeline grafica per sistemi fully
parallel
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rasterizzazione (processore R).
L'operazione di rendering consiste, in sostanza, nel calcolare l'effetto di ogni primitiva su ogni
pixel. A causa della natura arbitraria della trasformazione di Modelview, una primitiva può
avere  effetto  in  un  qualunque  punto  dello  schermo.  Pertanto  il  rendering  può  essere
considerato come l'operazione di disporre le primitive sullo schermo [18]. Per sistemi fully
parallel,  tale  disposizione  implica  una  ridistribuzione  di  dati  tra  i  processori,  poiché  la
responsabilità sulle primitive e sui pixel risulta distribuita. 
In [10], Molnar et al. propongono una catalogazione dei sistemi fully parallel, che si basa sul
punto della pipeline in cui viene effettuata la disposizione delle primitive. La disposizione può
infatti  avvenire in qualsiasi  punto della pipeline. Si parla perciò di  sistemi  sort-first,  sort-
middle, e sort-last.
Scopo dei sistemi sort-first è quello di distribuire
il  prima  possibile  le  primitive,  ovvero  durante
l'elaborazione  delle  geometrie,  ai  processori  G.
Ognuno di  essi,  poi,  affiderà la  rasterizzazione
degli output prodotti ad un diverso processore R.
Generalmente  ciò  viene  effettuato dividendo lo
schermo  in  regioni  disgiunte  e  assegnando  ad
ogni  processore  il  compito  di  effettuare  le
elaborazioni  necessarie a gestire il  rendering di
una  delle  regioni.  Ciò  presuppone  un  qualche
tipo  di  conoscenza  a  priori  della  zona  dello
schermo  all'interno  della  quale  avrà  effetto
ciascuna primitiva. L'approccio sort-first richiede
una  limitata  comunicazione  tra  i  processori,
tuttavia  non  prevede  alcun  bilanciamento  del
carico  computazionale,  né  per  l'elaborazione
delle geometrie, né per la rasterizzazione.
I sistemi sort-middle non hanno bisogno di alcun
tipo di conoscenza a priori. Le primitive, invece,
vengono distribuite  ai  processori  G in  maniera
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Figura 11: Funzionamento dei sistemi sort-first
Figura 12: Funzionamento dei sistemi sort-
middle
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bilanciata. Ognuno di essi esegue le operazioni geometriche sulla propria porzione di dati.
All'uscita di questo stadio le primitive elaborate vengono inviate al processore R responsabile
della  porzione  di  schermo  all'interno  della  quale  esse  hanno  effetto.  Questo  approccio  è
genericamente ben bilanciato per quanto riguarda l'elaborazione delle geometrie, ma risulta
sbilanciato nella rasterizzazione se l'effetto delle primitive non è equamente distribuito tra le
porzioni  dello  schermo.  Inoltre,  le  comunicazioni  tra  processori  possono  risultare
congestionate se tutti i processori G inviano dati ad un singolo processore R.
Secondo l'approccio sort-last, le primitive sono
distribuite  in  maniera  equilibrata  tra  più
componenti,  le  quali  si  occupano
indipendentemente  sia  dell'elaborazione  delle
geometrie  che  della  rasterizzazione.  Ogni
componente è perciò costituita da un processore
G  e  da  un  processore  R.  Ogni  componente
produce  una  diversa  immagine,  che  viene
composta insieme a quelle generate dalle altre
componenti,  in  modo  da  formare  l'immagine
finale.  I sistemi  sort-last  si  comportano particolarmente bene rispetto al  bilanciamento del
carico,  poiché  tutte  le  primitive  sono  distribuite  in  maniera  equa  all'inizio.  Tuttavia,  per
comporre l'immagine è necessario gestire un gran numero di comunicazioni tra i processori.
Un'altra distinzione tra i sistemi di rendering parallelo si basa sulle componenti hardware da
essi adottate. Si  parlerà quindi  di  multipipe rendering e  di  rendering distribuito o  cluster
rendering.
2.1.1 Multipipe Rendering
Il rendering multipipe consiste nel far coesistere più pipeline all'interno della stessa macchina.
Ciò può essere realizzato in modi diversi.
2.1.1.1 Multipipe on Chip
Le schede dotate di questa tecnologia sono caratterizzate dalla presenza di stati multipli della
pipeline grafica all'interno dello stesso chip. Genericamente il numero dei processori G (detti
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Figura 13: Funzionamento dei sistemi sort-last
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vertex pipelines) differisce da quello dei processori R (detti pixel pipelines), pertanto adottano
un approccio del tipo sort-middle. Entrambe le due aziende leader del settore, la nVidia e la
ATI, hanno sviluppato schede grafiche che realizzano questa tecnologia. Il loro prodotti di
punta, la GeForce 7800 GTX e la ATI Radeon X1800 XT, implementano rispettivamente 24/8
pixel/vertex pipelines, e 16/8 pixel/vertex pipelines.
2.1.1.2 Multipipe on board
Questa tecnologia consiste nel far elaborare un flusso di comandi grafici in parallelo a due
schede grafiche montate sulla stessa motherboard.
La  nVidia  realizza  questo  tipo  di  tecnica  tramite  una
tecnologia  detta  Scalable Link  Interface  (SLI)  [25].
Affinché  due  schede  predisposte  possano  lavorare  in
parallelo è necessario che siano montate su un'apposita
motherboard e che siano collegate tramite uno speciale
connettore,  come  mostrato  in  Figura  16.  Esistono  due
modalità di funzionamento parallelo:
•  Split Frame Rendering (SFR): il display di ogni frame
viene diviso a metà. Una scheda si occupa di gestire la
parte superiore dello schermo mentre l'altra si occupa
della  parte  inferiore.  Grazie  ad  un  meccanismo  di
bilanciamento, i driver si occupano di equalizzare il carico tra le due schede in maniera più
efficiente possibile, seguendo l'approccio sort-middle.
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Figura 16: Due schede SLI collegate
dall'apposito connettore
Figura 15: ATI Radeon X1800 XTFigura 14: nVidia GeForce 7800 GTX
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• Alternate Frame Rendering (AFR): le schede gestiscono a turno i frame dell'animazione.
La  tecnologia  corrispondente  sviluppata  dalla
ATI  prende  il  nome  di  CrossFire  [26].  La
configurazione  fisica  prevede  la  presenza  di
una scheda CrossiFire  che si  affianca ad una
normale scheda grafica ATI. La comunicazione
tra  le  schede  avviene  tramite  il  bus  della
motherboard e l'unione degli output è effettuata
grazie  ad  un  cavo  DVI  che  unisce  le  due
schede.
Le modalità di funzionamento previste sono:
• Alternate Frame Rendering (AFR), del tutto simile a quella implementata dalla SLI
• Scissor: corrispondente della modalità SFR per la tecnologia SLI
• Supertile:  ogni frame è partizionato  in un certo numero di rettangoli,  le metà dei quali
viene gestita da una scheda differente, secondo un modello  a scacchiera. Non sono previsti
meccanismi software di bilanciamento del carico, in quanto esso viene in qualche modo
garantito a causa delle ridotte dimensioni dei rettangoli.
2.1.1.3 Supercomputer grafico
Questa tecnica comporta l'utilizzo di sistemi hardware complessi, i quali non si limitano al
parallelismo delle operazioni grafiche, ma sono composti da un gran numero di processori,
motherboard  e  memorie  che operano in  parallelo.  Le prestazioni  ottenibili  tramite  siffatti
sistemi sono estremamente elevate. Tuttavia il costo di tali apparecchiature è molto alto, tanto
da non essere affrontabile se non da aziende medio-grandi.
Un esempio di sistema di questo tipo è rappresentato da Onyx della Silicon Graphics Inc [27].
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Figura 18: Modalità AFR, Scissor e Supertile
Figura 17: Configurazione hardware CrossFire
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Esso monta una serie di componenti video specifiche dette  Infinite Reality, ed una serie di
dispositivi di output indipendenti.
2.1.2 Rendering distribuito
Il rendering distribuito consiste nella parallelizzazione degli gli stadi della pipeline grafica per
mezzo di un cluster di macchine connesse in rete. Ogni macchina del cluster si occupa di
elaborare autonomamente una porzione dei dati, ed utilizza la rete per organizzare la divisione
dei  compiti  e  la  combinazione  dei  singoli  output  in  modo da  ottenere  l'immagine  finale.
Questa  tecnica  pertanto  separa  la  parte  di  calcolo  di  un'applicazione  grafica  da  quella  di
visualizzazione. Una delle prime soluzioni che propone un disaccoppiamento di questo tipo è
stata sviluppata dalla Silicon Graphics Inc., e prende il nome di Vizserver [12]. Essa fornisce un
accesso remoto trasparente all’applicazione, verso stazioni grafiche SGI dalle elevate potenzialità,
attraverso qualsiasi tipo di rete esistente. 
Successivamente  sono  state  sviluppate  una  serie  di  soluzioni  non  commerciali,  quali  quella
proposta da Bethel in [1], consistente in un software di rendering distribuito, detto Visapult, il
quale fa uso di due componenti: un motore di volume-rendering parallelo basato su MPI [28] ed
un visualizzatore basato su OpenGL. Altra proposta proviene da Engel et al. in [3], e prevede la
trasmissione delle immagini  compresse a client Java da parte di un server di  visualizzazione.
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Figura 19: Sistema SGI Onyx con Infinite Reality
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L'interazione con l'applicazione si basa sull'uso di richieste CORBA [13]. Più recentemente, in
[16],  Stegmaier et al.  propongono una generica soluzione per la visualizzazione remota di
applicazioni basate su OpenGL. Tali applicazioni vengono eseguite localmente su un server di
rendering,  mentre  l'output  è  rediretto  su  un  display  server  remoto.  La  trasmissione
dell'immagine usa l'infrastruttura client-server VNC [15].
2.1.2.1 WireGL
I recenti miglioramenti delle schede video dei Personal Computer hanno permesso l’impiego
di  architetture  cluster  come  valida  alternativa  a  basso  costo  ai  sistemi  multiprocessore
proprietari. La Stanford University ha sviluppato WireGL [5]: una piattaforma scalabile per il
rendering distribuito di applicazioni grafiche OpenGL, effettuato tramite architetture cluster.
WireGL è realizzato usando il  classico modello client-server.  Un sistema per il  rendering
basato su WireGL consiste in uno o più client, i quali inviano comandi OpenGL ad uno o più
server grafici, detti pipeserver. I pipeserver sono organizzati come una pipeline grafica per il
rendering parallelo  che  segue  il  modello  sort-
first,  ed  insieme si  occupano del  rendering di
una  singola  immagine.  Ogni  pipeserver  ha  il
proprio acceleratore grafico ed è collegato a tutti
i client tramite una rete ad alta velocità. I server
si  occupano  di  partizionare  l'immagine  che
costituisce l'output in vari rettangoli, ognuno dei
quali viene gestito da un server. Ogni server può
potenzialmente  gestire  partizioni  multiple.
L'immagine  finale  sarà  ottenuta  assemblando
l'output  di  ogni  pipeserver.  WireGL,  tuttavia,
virtualizza  completamente  questa  architettura,
fornendo al  client  una singola pipeline grafica
virtuale. 
WireGL è implementato come un driver che si
frappone tra l'applicazione ed il driver OpenGL di sistema (opengl32.dll per sistemi Windows
o libgl.so su sistemi Unix).  Il driver intercetta i  comandi OpenGL chiamati  da una o più
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Figura 20: Architettura di WireGL
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applicazioni  grafiche,  e  genera  una  serie  di  sequenze  di  comandi,  ognuna  delle  quali  si
riferisce ad una porzione dello schermo ed è codificata in maniera compatta. Se un comando
presenta effetti su più di una porzione dello schermo, esso comparirà in più di una sequenza.
L’applicazione grafica originaria, se scritta in OpenGL, non deve essere modificata; a run-
time  la  libreria  WireGL viene  invocata  dinamicamente  per  trasmettere  ogni  sequenza  di
comandi grafici ad un diverso rendering server.
Il  modo  più  semplice  ed  efficiente  in  cui  può  essere  effettuato  il  riassemblamento
dell'immagine finale consiste nel far gestire ad ogni pipeserver un singolo display per ognuna
delle partizioni di cui effettua il rendering. I vari display potranno quindi essere affiancati in
modo da formare un'unica area di output. Ciò comporta, come ci si aspetta da un rendering
parallelo del tipo sort-first, il mancato bilanciamento del rendering load tra i server grafici. Per
limitare il problema si può pensare di assegnare ai pipeserver delle partizioni dello schermo
particolarmente  piccole,  in  maniera  che  ognuno  gestisca  un  numero  limitato  di  chiamate
OpenGL. Tuttavia questa scelta risulta poco scalabile, in quanto causa un aumento del numero
totale di pipeserver e provoca un aumento del carico della rete, dovuto al fatto che un numero
maggiore di  comandi avranno effetti  su più di una porzione dello schermo, perciò la loro
codifica andrà replicata.
Un modo meno efficiente, ma che soffre di meno di questi problemi, consiste nell'affidare il
riassemblamento  dell'immagine  finale  ad  un  apposito  meccanismo,  il  quale  estrae  dai
framebuffer dei pipeserver soltanto le informazioni utili a tale operazione. Tale meccanismo
può  essere  realizzato  via  software  o  tramite  un  apposita  componente  hardware,  quale
Lighting-2 [17].
2.1.2.2 Chromium
Il progetto  Chromium  (Cluster Rendering)  [6]  è un ulteriore  sviluppo di WireGL. Di tale
progetto eredita completamente la codifica utilizzata per memorizzare i comandi OpenGL, il
meccanismo di intercettazione delle chiamate e l'impostazione del tipo client-server.
L'utente  di  Chromium deve  decidere  quali  nodi  del  cluster  saranno coinvolti  in  una data
sessione  di  rendering  distribuito,  e  quale  tipo  di  comunicazione  sarà  necessaria.  Ciò  è
specificato, per mezzo di un sistema di configurazione centralizzato, sotto forma di un grafo
aciclico.  Ogni  nodo  del  grafo  rappresenta  un  computer  del  cluster,  mentre  gli  archi
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rappresentano il traffico di rete. Ogni nodo viene diviso in due parti, dette rispettivamente di
trasformazione e di serializzazione. 
L'operazione di trasformazione, che viene effettuata da moduli detti  Stream Processing Unit
(o  SPU),  consiste nel produrre, partendo da una sequenza di comandi OpenGL, una o più
sequenze  le  cui  caratteristiche  sono  totalmente  configurabili.  È  possibile  ad  esempio
configurare  una  SPU in  modo  tale  che  divida  la  sequenza  in  tanti  sottoinsiemi  secondo
l'approccio sort-first, oppure in modo che modifichi il flusso OpenGL per implementare un
particolare effetto grafico. È possibile, al fine di avere trasformazioni multiple, far passare il
flusso  OpenGL attraverso  catene  di  SPU.  Le SPU sono  implementate  per  mezzo  di  una
libreria caricata a runtime, così come era implementato il driver di WireGL.
L'operazione  di  serializzazione  consiste  nel  trasformare  sequenze  di  comandi  multiple  in
un'unica  sequenza,  in  maniera  simile  a  come  un  sistema  monoprocessore  gestisce
un'applicazione multitasking: il serializzatore sceglie una sequenza da “eseguire” e la copia
nella sequenza di output, finché essa non diviene “bloccata”. A quel punto seleziona una delle
sequenze  non  bloccate  ed  effettua  una  “commutazione  di  contesto”.  Ci  sarà  pertanto  la
necessità di definire delle particolari funzioni che servano per gestire la sincronizzazione in
maniera simile a come viene fatto dal meccanismo dei semafori. Così com'è stato proposto da
Igehy et  al.  in  [7],  esse  vengono implementate  come estensioni  OpenGL.  I  serializzatori
possono funzionare da  server, ovvero ottenere le sequenze da un insieme di connessioni di
rete ad altri nodi, oppure da client, cioè ricevere i comandi che sono stati eseguiti localmente
da un'applicazione grafica.
L'intero sistema è inizializzato attraverso una particolare componente detta mothership. Essa
si occupa di configurare e gestire i processi di  Chromium riconfigurando dinamicamente i
componenti del sistema. La mothership provvede inoltre alla distribuzione delle risorse, ed è
responsabile di garantire che ogni catena di SPU ed ogni connessione di rete siano create su
richiesta dell'applicazione. La mothership gestisce l'allocazione e la negoziazione delle risorse
e può essere interrogata o può ricevere indicazioni da un'applicazione. Un'applicazione, ad
esempio,  può  controllare  se  è  eseguita  tramite  Chromium,  e  se  lo  è  può  informare  la
Mothership che vuole effettuare una sessione di rendering parallelo. 
La  mothership  non  è  basata  sui  classici  file  di  configurazione  statici,  bensì  su  una
configurazione dinamica basata su script definiti tramite il linguaggio Python [29]. Tali script
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possono negoziare una configurazione di rendering dinamica sia con i gestori delle risorse del
sistema, che con altri script di configurazione. Ciò permette una configurazione più flessibile
rispetto  a  quella  statica e  consente a Chromium di  adattarsi  ai  cambiamenti  dinamici  che
possono verificarsi nei cluster grafici.
Il sistema perciò può essere utilizzato per realizzare un ampio spettro di configurazioni di
rendering, personalizzate a seconda dei requisiti della specifica applicazione e delle capacità
del cluster. 
A causa di questa grande varietà di possibili configurazioni, è possibile mettere in atto ognuna
delle  tre  tecniche  di  rendering  parallelo.  Sarà  anche  possibile  utilizzare  approcci  ibridi  o
combinati. La figura 21 mostra tre possibili configurazioni: la (a) realizza il rendering sort-
first puro, la (b) il sort-last, mentre la (c) replica l'approccio utilizzato da WireGL.
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2.2 Tracking
Come  accennato  nel  precedente  capitolo,  esistono  numerose  tecnologie  per  effettuare  il
tracking di un oggetto nello spazio, ognuna delle quali fa uso di sensori e sorgenti di segnale
che sfruttano mezzi diversi.
2.2.1 Tracking Meccanico
I  tracker  meccanici  misurano  la  posizione  e  l'orientamento  utilizzando  una  connessione
meccanica  diretta  tra  un punto  di  riferimento  e  l'oggetto.
Tipicamente,  un  leggero  braccio  meccanico  collega  una
scatola  di  controllo  ad  una  banda  posta  sopra  la  testa
dell'utente,  e  sensori  posti  nelle  giunzioni  del  braccio
misurano le variazioni della posizione e dell'orientamento
rispetto ad un punto di riferimento. Il ritardo introdotto dal
tempo impiegato per il calcolo della misura (lag), è molto
breve (meno di 5 msec), la frequenza di aggiornamento è
abbastanza  alta  (300  aggiornamenti  al  secondo),  e
l'accuratezza è buona. Il principale svantaggio consiste nel
fatto  che  il  moto  dell'utente  risulta  vincolato  dal  braccio
meccanico.  Un esempio di  tracker  meccanico  è  il  Boom,
sviluppato da  Fake Space Labs.  Molte interfacce aptiche,
inoltre, oltre a fornire un ritorno di forza, misurano i movimenti
effettuati dall'utente, fungendo così anche da tracker meccanico.
I tracker  inerziali  utilizzano un  diverso  approccio meccanico,
basandosi sul principio di conservazione del momento angolare.
Questi  tracker  misurano  i  cambiamenti  di  orientamento
mediante  una  coppia  di  piccoli  giroscopi.  Se  si  necessita  di
misurare ognuno dei 6 gradi di libertà di cui dispone un oggetto
tridimensionale,  i  giroscopi  devono  essere  affiancati  da  un
dispositivo di misura della posizione. Un giroscopio consiste in
una  ruota  che  gira  velocemente  all'interno  di  un  apposito
contenitore.  Le  leggi  della  meccanica  fanno  sì  che  la  ruota
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Figura 22: Boom, della Fake Space
Labs
Figura 23: InertiaCube2 della
Intersense
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resista ad ogni cambio di orientamento. Tale resistenza può essere misurata, e convertita nelle
tre componenti di imbardata, beccheggio e rollio (yaw, pitch e roll). 
I tracker inerziali sono veloci ed accurati, e poiché privi di una sorgente separata del segnale,
il loro range di mobilità è limitato unicamente dalla lunghezza del cavo che le interfaccia al
computer.  Il maggior svantaggio consiste  nella  differenza tra la  misura  percepita  e quella
effettiva,  che si  accumula col passare del tempo e può raggiungere valori  di  10 gradi per
minuto [30].
Uno dei più noti sistemi di questo tipo è l'InertiaCube2, sviluppato dalla Intersense.
2.2.2 Tracking elettromagnetico
Il  funzionamento  dei  tracker  elettromagnetici  si  basa  sulla  misura  dell'entità  del  campo
magnetico generato facendo scorrere corrente elettrica all'interno di tre cavi disposti a spirale,
orientati perpendicolarmente l'uno con l'altro. Le tre spirali sono inserite dentro un piccolo
contenitore  che è  fissato all'oggetto  di  cui  si  vuole fare  il  tracking (tipicamente  l'utente).
Finché è presente corrente elettrica in una spira, essa produce un campo elettromagnetico.
Attivandole in  sequenza,  e  misurando il  campo magnetico generato da ognuna di  esse,  è
possibile determinare la posizione e l'orientamento dell'oggetto.
Siffatti  meccanismi  di  tracking  possono  riscontrare
interferenze  se  operano  in  prossimità  di  CRT  o  altri
device che producono campi magnetici,  oppure oggetti
metallici,  quali  arredo  d'ufficio,  che  interrompono  i
campi magnetici.  Un altro svantaggio di questo tipo di
tracker  consiste  nel  limitato  volume  di  lavoro  che  lo
caratterizza.
La più  nota  azienda  produttrice  di  sensori  elettromagnetici  è  sicuramente  la  Polhemus.  I
sistemi da essa prodotti offrono latenze estremamente basse (nell'ordine dei 5 msec) ed hanno
la capacità di monitorare diversi oggetti contemporaneamente [30]. 
2.2.3 Tracking acustico
I meccanismi  di  tracking acustico  fanno uso  di  onde  sonore  ultrasoniche per  misurare  la
posizione  e  l'orientamento  degli  oggetti.  Ci  sono  due  modi  con  cui  ciò  viene  fatto:  il
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cosiddetto time-of-flight tracking ed il phase-coherence tracking.
Il time-of-flight tracking si basa sulla misura del tempo che un suono emesso impiega per
raggiungere i sensori, collocati in posizioni fissate dell'ambiente. I trasmettitori emettono dei
suoni ad istanti prefissarti, e in ogni istante può essere attivo soltanto uno di essi. Misurando
l'istante in cui i  suoni raggiungono i vari sensori,  il  sistema riesce a determinare il  tempo
impiegato dal suono a percorrere il  tragitto sorgente-sensori, e da qui la distanza percorsa.
Poiché, nel volume delimitato dai sensori, può esserci un solo punto che soddisfa le equazioni
per ognuna delle distanze, la posizione dell'oggetto può essere determinata univocamente. Un
solo  trasmettitore  è  sufficiente  per  calcolare  la  posizione.  Per  calcolare  l'orientamento,
tuttavia, è necessario conoscere la posizione di almeno tre trasmettitori.
I tracker time-of-flight sono tipicamente caratterizzati da frequenze di aggiornamento basse,
causate dalla bassa velocità del suono. Un altro problema consiste nel fatto che tale velocità è
influenzata da fattori ambientali quali temperatura, pressione e umidità.
Il phase-coherence tracking consiste nel misurare lo sfasamento tra le onde sonore emesse da
un  trasmettitore  posto  sull'oggetto  e  quelle  emesse  da  un  trasmettitore  collocato  in  una
posizione di riferimento. La fase di un suono rappresenta la sua posizione all'interno dell'onda
sonora, ed è misurata in gradi: 360 gradi è equivalente alla differenza di una lunghezza d'onda.
Ciò risulta chiaro se si pensa all'onda sonora come un'onda sinusoidale pura. Il grafico del
seno ritorna al punto di partenza dopo 360 gradi (un ciclo, o una lunghezza d'onda). Finché la
distanza percorsa dall'oggetto tra una misura e la successiva è minore di una lunghezza d'onda,
il sistema è in grado di aggiornare la sua posizione. Così come per il time-of-flight tracking,
utilizzando trasmettitori multipli è possibile misurare l'orientamento.
Poiché questi sistemi utilizzano periodici aggiornamenti della posizione, invece che misurare
la  posizione  assoluta  ad  ogni  passo,  i  tracker  phase-coherence  sono soggetti  all'accumulo
progressivo dell'errore [30].
2.2.4 Tracking ottico
La maggior parte dei meccanismi di tracking ottico utilizzati  in ambienti  virtuali vengono
usati per il tracking della posizione e dell'orientamento della testa. Questi sistemi fanno uso di
sensori ottici di vario tipo, atti a riconoscere la posizione degli oggetti o di alcuni punti di essi,
e da ciò ricavarne posizione ed orientamento. Gli strumenti ottici in uso possono essere di
Studio,  progettazione  e  realizzazione  di  un'architettura  software  per  la  visualizzazione
interattiva di Ambienti Virtuali ad elevato grado di complessità                                     41
CAPITOLO 2 - STATO DELL'ARTE
diversi tipi:
• Videocamere, che proiettano l'immagine tridimensionale sul proprio piano focale.
• Four quadrants (4Q), ovvero componenti piane in grado di generare due segnali che
specificano  le  coordinate  del  centro  del  raggio  luminoso  incidente  sulla  propria
superficie.
• Lateral effect diode, ovvero particolari diodi che generano un segnale proporzionale
alla posizione dell'onda luminosa su un'asse [14].
• Emettitori laser, tramite i quali, in modo del tutto simile ai sistemi acustici, è possibile
calcolare il tempo che un raggio laser impiega per raggiungere l'oggetto e ritornare.
I  tracker  ottici  hanno  genericamente  frequenze  di  aggiornamento  elevate  e  lag
sufficientemente breve.  Tuttavia soffrono del  problema della linea  di  vista  (line of  sight),
ovvero il fatto che la presenza di ostacoli tra i sensori e gli oggetti degrada le performance del
tracker.  Inoltre  le  prestazioni  variano  anche  a  seconda  delle  condizioni  di  luminosità
dell'ambiente e delle sorgenti di luce contenute in esso. Pertanto è necessario progettare con
cura l'ambiente di lavoro, per limitare il più possibile tali disturbi. Un altro svantaggio dei
tracker ottici è rappresentato dal loro elevato costo.
Focalizzeremo,  in  questa  trattazione,  l'attenzione  su  quei  sistemi  che  fanno  uso  di
videocamere,  poiché è lo stesso tipo di sensore utilizzato dal presente lavoro di tesi.
2.2.4.1 Tracking marker based e markerless
Gli algoritmi di tracking ottico che utilizzano camere per l'acquisizione della scena possono
leggere l'immagine acquisita considerando due differenti tipi di fonte di informazioni. 
Vi è l'approccio detto  markerless, che si basa sull'analisi dell'immagine al fine di ricercarne
all'interno la forma dell'oggetto. Questa tecnica, la cui realizzazione risulta particolarmente
complessa, si basa principalmente sulla suddivisione dell'immagine in aree di colore e sulla
conseguente  individuazione  di  segmenti  ed  aree  critiche.  Tali  elementi  possono  fornire
informazioni sulla posizione e sull'orientamento dell'oggetto all'interno della scena.
Vi è poi l'approccio marker based, che si fonda sul riconoscimento della posizione di fonti di
luce  puntiformi,  dette  marker  (o  beacon).  Per  riconoscere  l'orientamento  è  necessario
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localizzare più marker. I marker, se il sistema è outside-in, sono applicati sull'oggetto di cui si
intende misurare posizione ed orientamento. Se invece il tracker è del tipo inside-out, essi
sono collocati in posizioni note dell'ambiente.
Per rilevare la posizione dei marker è necessario utilizzare almeno una coppia di camere, le
quali  ricercano  indipendentemente,  all'interno  dell'immagine  bidimensionale  acquisita,  la
posizione di ogni singolo marker, mediante algoritmi di blob detection (o spot detection). La
posizione nello spazio 3D si otterrà poi triangolando le informazioni fornite da ogni camera. 
I marker sono detti  attivi se emettono luce,  passivi se si limitano a rifletterla. L'impiego di
marker attivi può risultare preferibile, in quanto i sistemi che ne fanno uso sono più robusti
alle  interferenze;  tuttavia,  poiché  i  marker  attivi  contengono  componenti  elettroniche,
necessitano di una fonte di alimentazione, e possono perciò risultare ingombranti. La scelta
più frequente nel caso di marker attivi consiste nell'uso di LED. Come marker passivi, invece,
è possibile utilizzare dei punti colorati. In questa maniera, utilizzando colori diversi, diventa
molto semplice effettuare il tracking di più target contemporaneamente. Il sistema risulta però
molto sensibile alle variazioni di illuminazione dell'ambiante. Per evitare questo problema si
usano marker fatti di materiale retroriflettente, che riflettono la luce infrarossa generata da una
sorgente.  Chiaramente  sarà  necessario  disporre  di  camere  sensibili  alle  frequenze
dell'infrarosso. Il sistema risulta essere sostanzialmente immune alle variazioni di luminosità
dell'ambiente,  ma  diventa  più  complicato  per  l'algoritmo  di  blob  detection  riuscire  a
distinguere un marker dall'altro. 
Tutti i sistemi che si basano sulla triangolazione di informazioni bidimensionali, comunque,
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necessitano che ogni marker rientri nel cono di vista di almeno due camere, altrimenti risulta
impossibile risalire alla posizione tridimensionale dei marker. Da ciò ne deriva che il volume
di lavoro risulta limitato, e comunque dipendente dal numero di camere utilizzate.
Segue dunque un'analisi delle soluzioni commerciali più note per quanto riguarda i sistemi di
tracking ottico marker based che utilizzano tecnologie a infrarossi.
2.2.4.2 Il sistema della Qualisys 
Il sistema prodotto dalla Qualisys Inc. utilizza camere ad alta frequenza (da 120Hz, fino a
1000Hz)  e precisione,  chiamate  ProReflex.  Il  numero di  camere  presenti  nel  sistema  può
variare  da una  a  16,  a seconda delle  prestazioni  desiderate.  Ognuna di  esse,  ad intervalli
stabiliti,  emette un flash di luce infrarossa che viene riflessa sui marker retroriflettenti.  Le
camere  sono  sincronizzate  mediante  un  meccanismo  che  invia,  contemporaneamente  ad
ognuna di esse, un segnale detto trigger. All'arrivo del trigger hardware la camera emette gli
infrarossi ed inizia la sua acquisizione.
Il sistema è in grado di gestire fino a 150 marker lavorando a 60Hz, un numero minore per
frequenze più elevate.
Il sistema trova svariate applicazioni.  Ad esempio il  motion capture di  figure umane può
essere molto utile per studiare dettagliatamente il moto di alcune parti del corpo, per risalire
alle cause di alcune disfunzioni o verificare il corretto funzionamento di una protesi, che deve
garantire  la  stessa mobilità.  È possibile  inoltre  studiare il  moto  di  un animale,  al  fine di
analizzarne le capacità fisiche e prevenirne gli infortuni.
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2.2.4.3 Il sistema della Motion Analysis 
La Motion Analysis Corp. ha sviluppato diversi sistemi per il tracking ottico estremamente
accurati. Il modello di camera più recente è chiamato Eagle-4. Essa permette di raggiungere
altissime risoluzioni  di acquisizione (fino a 4 milioni di pixel per frame), e frequenze che
vanno dai 200Hz ad oltre 10.000Hz. La camera è dotata di LED ad infrarossi che servono a
localizzare i  marker  retroriflettenti.  Le configurazioni  possibili  arrivano a gestire fino a 8
camere. L'installazione e la calibrazione del sistema è semplice e molto personalizzabile. Ogni
camera infatti presenta un sistema di zoom e di messa a fuoco indipendente dalle altre. Le
Eagle-4 comunicano le misure ottenute mediante un cavo Ethernet.
Un esempio di applicazione di questo sistema risiede nel motion tracking al fine di pilotare gli
effetti speciali in ambito cinematografico, per rendere realistico il movimento di personaggi
virtuali.
2.2.4.4 Il sistema della Northern Digital 
Optotrak,  uno di  sistemi  prodotti  dalla  Northern  Digital  Inc.,  fa  uso di  marker  attivi  che
emettono infrarossi.  I segnali  inviati  sono catturati  da tre  camere montate  su un supporto
rigido. Il sistema rileva la posizione al più di 256 marker con un rate che può arrivare fino a
750Hz. Il sistema può essere utilizzato per motion tracking real-time o non real-time.
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2.2.4.5 Il sistema della Vicon Motion Systems
I sitemi sviluppati dalla Vicon Motion System fanno solitamente uso di un gran numero di
camere. In particolare il sistema Vicon 8i prevede l'utilizzo di più di 24 camere CCD ad alta
risoluzione  con  frequenza  di  aggiornamento  che  arriva  fino  a  120 frame per  secondo.  Il
sistema è in grado di gestire fino a 200 marker retroriflettenti. Ogni camera è infatti circondata
da LED ad infrarossi.
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Figura 28: Il sistema Optotrak della Nothern Digital
Figura 29: Il sistema Vicon 8i
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Questo sistema genericamente è utilizzato  per tecniche di motion capture non real-time. È
particolarmente conosciuto per essere uno dei sistemi maggiormente utilizzati per il motion
capture cinematografico.
2.2.5 Tecniche ibride
Molti sistemi di tracking commerciale, infine, utilizzano tecniche miste, al fine di sfruttare i
vantaggi di ogni approccio. La scelta che viene solitamente effettuata è quella di affiancare a
sistemi  con  buone  prestazioni,  ma  che  presentano  particolari  svantaggi,  altri  sistemi  che
riescono a rimediare ad essi. Può essere utile, ad esempio, far funzionare un tracker inerziale,
con ottime prestazioni ma con il problema dell'accumulo progressivo dell'errore di misura,
insieme ad  un  tracker  ottico  che,  anche  con frequenza  molto  bassa,  fornisca  una  misura
assoluta.
Accoppiamenti  di  questo  tipo  possono  risultare  particolarmente  utili,  pertanto  sono
ampiamente utilizzati nei sistemi commerciali.
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Figura 30: Sistema di tracking misto inerziale e ultrasuoni IS-900 della
Intersense
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ramite XVR Network Renderer è possibile fare in modo che un pc, che disponga di
risorse  video  limitate,  sia  in  grado  di  eseguire  un'applicazione  grafica  OpenGL
complessa, sfruttando il rendering power di un insieme di calcolatori con i quali è
collegato in rete,  cioè secondo l'approccio del cluster rendering. Il Network Renderer può
essere visto come un sistema che sia in grado di fornire all'applicazione un contesto OpenGL
virtuale  dalle  elevate  potenzialità.  La  virtualizzazione  del  contesto  OpenGL  è  effettuata
mediante  l'utilizzo  di  un  Network  Driver capace  di  intercettare  le  chiamate  alle  funzioni
grafiche  effettuate  da  una  qualsiasi  applicazione  OpenGL eseguita  in  ambiente  Windows,
detta  master,  e  farle  eseguire  da  un  insieme  di  programmi,  detti  slave,  che  operano  su
macchine che montano schede grafiche di alta qualità ed efficienza.
T
In aggiunta il Network rendering è in grado di adattare il rendering dell'applicazione master a
sistemi di visualizzazione per Ambienti Virtuali complessi che, tra le altre cose, tengano conto
della  posizione e  dell'orientamento del  punto di  vista dell'utente,  misurati  da un qualsiasi
meccanismo  di  tracking.  Le  elaborazioni  necessarie  a  realizzare  tale  adattamento  sono
effettuate soltanto dagli slave, senza gravare perciò sulle risorse computazionali  e grafiche
della macchina che esegue il master, in quanto potrebbero essere limitate.
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3.1 Descrizione degli ambienti di utilizzo
Al fine di chiarire alcune delle scelte di progetto operate, segue una breve descrizione dei
sistemi di visualizzazione per i  quali il  lavoro di tesi è stato pensato, ed in cui il  sistema
software è stato testato. 
3.1.1 Powerwall
Un ambiente di questo tipo è realizzato presso il laboratorio PERCRO della Scuola Superiore
Sant’Anna. Esso consente la rappresentazione stereoscopica di un Ambiente Virtuale, fa uso
di  due  proiettori  ad  alta  risoluzione,  ed  uno  speciale  schermo  retroproiettato.  Il  sistema
fornisce  all’utente,  posto  davanti  ad  esso  con  dei  particolari  occhiali,  l’illusione  della
tridimensionalità. Speciali filtri, applicati ai proiettori ed alle lenti degli occhiali, permettono
infatti all’utente di vedere con ogni occhio un’immagine differente. Il sistema è caratterizzato
da uno spazio di movimento dell’utente piuttosto ristretto e da un’illuminazione dell’ambiente
molto bassa, al fine di assicurare la massima nitidezza delle immagini proiettate.
I proiettori sono pilotati da una macchina dual-core che monta una scheda video di altissima
qualità. I due PC sono connessi in LAN (Ethernet o Firewire) con un’ ulteriore macchina, la
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Figura 31: Powerwall
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quale si occupa di gestire il tracking ed eventualmente di ospitare il programma master. Un
qualunque PC può essere collegato alla rete e pilotare il sistema.
3.1.2 CAVE
Il CAVE (CAVE Automatic Virtual Environment) è un sistema di realtà virtuale basato su
proiezioni, una stanza di circa tre metri per tre. L'idea che sta alla base della sua realizzazione
è stata proposta nel 1992 da Cruz-Neira et al. In [2]. Immagini stereoscopiche, che utilizzano
la  tecnica  dello  stereo  attivo,  vengono proiettate  sulle  pareti  creando l'illusione  che  nella
stanza insieme al visitatore esistano degli oggetti tridimensionali. Il visitatore indossa shutter-
glasses per  la  visualizzazione  delle  proiezioni  stereoscopiche.  Un  sensore  di  posizione
elettromagnetico  posizionato  sugli  occhiali  permette  al  sistema  CAVE  di  determinare  la
posizione  e  l'orientamento  della  testa  del  visitatore.  Questa  informazione  è  usata  per
visualizzare l'immagine dal punto di vista dell'osservatore. 
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L'osservatore  può  fisicamente  camminare  intorno  ad  un  oggetto  che  sembra  essere
tridimensionalmente presente al centro del CAVE. Il soggetto tiene in mano un navigatore che
è anch'esso tracciato ed è  dotato  di  un joystick e bottoni  per  l'interazione  con l'ambiente
virtuale. 
Il Network Renderer è stato testato nel CAVE dell’UPC (Universitat Politècnica de Catalunya
- Barcelona). In tale sistema ogni schermo è pilotato da un PC distinto. Ognuno di essi è
collegato in rete locale ad un ulteriore PC che si occupa della gestione del tracking e della
sincronizzazione.
3.2 Descrizione del Network Renderer
Compito principale di XVR Network Renderer è quello di fare in modo che il Network Driver
intercetti  le  chiamate  alle  API  OpenGL effettuate  dal  programma master,  e  che  ne  invii
identificativo e parametri  ad un cluster  di  host.  Ognuno degli  host  gestisce lo  scambio di
informazioni  con  il  Network  Driver  mediante  un  programma  chiamato  slave.  Una  volta
ricevute tali informazioni sulle funzioni eseguite dal master, il programma slave le riesegue
localmente applicando, se previsto, alcuni effetti grafici od alcune trasformazioni atte a gestire
applicazioni dotate di visuale stereografica.
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Per  fare  in  modo  che  il  driver  intercetti  le  chiamate,  è  necessario  che  si  frapponga  tra
l’applicazione e il driver di OpenGL. Tale driver (vedi Figura 33, che mostra la struttura del
software layering di windows) fa parte del layer che contiene le DLL di sistema.
Infatti  la  sua  implementazione  è  contenuta  all'interno  del  file  di  sistema
“c:\windows\system32\opengl32.dll”. Affinché il Network Driver ne possa prendere il posto è
quindi necessario che il file che lo definisce (che dovrà chiamarsi anch’esso “opengl32.dll”)
venga  inserito  in  una  directory  che  stia  in  una  posizione  precedente  rispetto  a
“c:\windows\system32\”, all’interno dell’elenco dei path dell'applicazione master (ad esempio
nella sua working directory).
3.2.1 Schema di funzionamento
La Figura  34  mostra lo  schema di  funzionamento  generale  del  meccanismo  di  rendering
distribuito realizzato da XVR Network driver. 
Ognuna  delle  chiamate  OpenGL  effettuata  dall'applicazione  master  viene  intercettata  dal
network driver. Il driver ricava le informazioni necessarie a descrivere in maniera univoca le
chiamate effettuate ed affida tali informazioni ad un modulo detto pacchettizzatore. Questi si
occupa di  codificare gli input che riceve e memorizzarli all’interno di un buffer. Al momento
Studio,  progettazione  e  realizzazione  di  un'architettura  software  per  la  visualizzazione
interattiva di Ambienti Virtuali ad elevato grado di complessità                                     52
Figura 34: Schema di funzionamento generale di XVR Network Renderer
CAPITOLO 3 - XVR NETWORK RENDERER
opportuno, il pacchettizzatore si occupa di gestire lo scambio di informazioni tra il network
driver e gli slave, tramite i protocolli descritti al paragrafo 3.3.1. Al fine di ridurre il traffico di
rete,  il  pacchettizzatore,  prima  di  inviare  pacchetti,  ne  riduce  le  dimensioni  tramite  un
apposito modulo   compressore. Il programma slave gestisce la comunicazione con il driver
mediante un modulo detto  spacchettizzatore. Esso si occupa innanzitutto di decomprimere i
dati,  facendo  uso  di  un  apposito  decompressore.  Quindi  estrae  da  essi  le  informazioni
riguardanti ogni singola chiamata OpenGL effettuata dall'applicazione master. Grazie a tali
informazioni, le chiamate potranno essere rieseguite localmente.
3.2.2 Gestione dello stereo
XVR Network Renderer fornisce un supporto software per diverse modalità di visualizzazione
stereoscopica. Tale supporto è estremamente utile in quanto la gran parte delle schede grafiche
commerciali non fornisce supporto hardware allo stereo.
Molte delle applicazioni che fanno uso di grafica stereoscopica effettuano, al loro avvio, un
check sulla disponibilità del supporto stereo da parte della scheda grafica. Se esso ha esito
negativo, l'applicazione lo segnala tramite un messaggio di errore, oppure effettua soltanto le
chiamate grafiche relative ad uno dei due canali, fornendo così un output mono. In questo
modo si evita di eseguire funzioni OpenGL che non producano alcun effetto. 
Affinché  XVR  Network  Renderer  possa  fornire  il  supporto  software  alla  stereoscopia  è
tuttavia necessario che il programma slave riceva codice OpenGL stereo, quindi che anche
l'applicazione master lo esegua, anche se non vi è supporto hardware. Il check effettuato dal
master  consiste  nella  chiamata  ad  una  API OpenGL, su  cui  il  driver  ha  pieno  controllo.
Pertanto, se per gli slave è prevista una delle modalità di visualizzazione stereoscopica, il
driver farà in modo che il check abbia sempre esito positivo.
XVR Network Renderer permette inoltre di visualizzare, con visione stereoscopica sia attiva
che  passiva,  un'applicazione  che,  per  sua  natura,  non  è  stereoscopica.  Per  ottenere  tale
risultato, tuttavia, è necessario apportare delle piccole modifiche al codice dell'applicazione e
disporre di un dispositivo di tracking della posizione e dell'orientamento del punto di vista
dell'utente.
Segue la descrizione di tutte le possibili modalità di visualizzazione stereoscopica che XVR
Network Renderer è in grado di gestire.
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3.2.2.1 Stereo Visualization Mode
Il  contesto  OpenGL dello  slave  riproduce  uno  dei  due  canali  dell'applicazione  stereo.  È
possibile,  impostando  questa  modalità  su  due  slave  distinti,  visualizzare  un'applicazione
stereoscopica, facendo uso di stereo passivo. Ognuno degli slave gestirà un canale diverso, e i
due output saranno proiettati sullo stesso schermo (vedi Figura 35).
3.2.2.2 Red and Blue stereo
Tale modalità realizza lo stereo anaglifico. Il contesto OpenGL visualizza entrambi i canali
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Figura 36: Esempio di output realizzato tramite la modalità Red and Blue stereo
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stereo sovrapposti. L'output è preparato per adattarlo alla separazione tramite filtri ottici blu e
rossi.  Tale  modalità  può  essere  impostata  anche  in  maniera  che  venga  visualizzata
direttamente nel contesto dell'applicazione master.
3.2.2.3 Side by side stereo
Il contesto OpenGL viene diviso verticalmente in due parti di uguale dimensione. In ciascuna
metà viene visualizzato uno dei canali stereo. È conveniente utilizzare questa modalità se si
vogliono gestire entrambi i canali con la stessa macchina, poiché non è necessario fare uso di
due contesti OpenGL distinti. Per isolare i due canali è necessario che la scheda grafica della
macchina sulla quale risiede l'applicazione slave sia dotata di due uscite video, ognuna delle
quali visualizzi metà contesto (horizontal span). Anche questa modalità può essere impostata
in maniera da essere applicata all'output del programma master.
3.2.2.4 Stereo con tracker
Di questa  categoria  fanno parte  tre  diverse  modalità:  tracker  stereo,  tracker  side by  side
stereo  e  tracker  active stereo.  Tutte  utilizzano  un  algoritmo  che  imposta  la  matrice  di
prospettiva OpenGL in modo tale da rendere stereoscopica un'applicazione che per sua natura
non  lo  è.  Tramite  queste  modalità  è  inoltre  possibile  ruotare  e  traslare  il  punto  di  vista
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OpenGL, operazioni utili per gestire alcuni sistemi di visualizzazione per ambienti virtuali
composti  da più schermi,  quali  il  CAVE. Affinché questo sia possibile c'è bisogno di  un
sistema che effettui il tracking della posizione e dell'orientamento del punto di vista dell'utente
dell'ambiente  virtuale.  Tali  parametri  devono  essere  continuamente  aggiornati,  perciò
l'applicazione master deve assumersi il compito, una volta ottenute queste informazioni dal
tracker, di comunicarle al Network Driver. Per far ciò, una volta che la matrice di prospettiva
del frame è stata definitivamente impostata, chiama la funzione OpenGL glEnable(), seguita
da due chiamate a  glVertex3f(), che hanno come parametri rispettivamente le tre coordinate
che  identificano  la  posizione  del  punto  di  vista  ed  i  tre  angoli  che  ne  identificano
l'orientamento. Il parametro della  glEnable() deve assumere il valore 0xAAAA (valore non
contemplato da OpenGL). Questa chiamata indica al Network Driver che le due successive
chiamate a  glVertex3f()  non devono essere  eseguite,  ma soltanto  inviate  agli  slave.  In tal
maniera questi vengono a conoscenza, frame per frame, della posizione e dell'orientamento
del punto di vista. 
C'è inoltre bisogno di altre grandezze per impostare la matrice di  prospettiva, che devono
essere definite in fase di inizializzazione (vedi paragrafo 3.2.4). 
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Figura 38: Combinazione dell'output di quattro programmi slave
 che simulano gli schermi di un sistema CAVE
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3.2.3 Effetti grafici
XVR Network Renderer permette di realizzare effetti grafici sui programmi slave, che sono
particolarmente  utili  se  la  scena  viene  proiettata  su  una  superficie  particolare  o  risulta
composta da più parti gestite da slave diversi.
3.2.3.1 Attenuazione
Questo effetto consiste nell'effettuare un'attenuazione,  pixel  per pixel,  della luminosità del
contesto OpenGL di uno slave. Sfruttando tale effetto è possibile comporre una scena a partire
da più sottoinsiemi in maniera tale che, per evitare che si noti il distacco tra un sottoinsieme
ed  un  altro,  le  parti  proiettate  siano  parzialmente  sovrapposte.  Se  non  si  attenuassero
gradualmente i margini delle sottoscene, le parti sovrapposte risulterebbero più luminose delle
altre.  Per  definire  il  modo in  cui  l'immagine  deve essere  attenuata  si  utilizza  un file  che
definisce una maschera di attenuazione di dimensione 1024x1024 pixel. Tale  maschera viene
adattata  alle  dimensioni  del  contesto  dello  slave.  Ogni  byte  del  file  specifica  il  valore di
luminosità di un pixel. 0 corrisponde ad attenuazione nulla, 255 a luminosità nulla.
3.2.3.2 Distorsione
Questo effetto consiste nel distorcere l'output del programma in maniera definita dall'utente.
La finestra dello slave viene divisa in una matrice di  10x10 quadrilateri.  Le posizioni  dei
vertici  di  tali  poligoni  sono  definiti  da  una  griglia  11x11  descritta  in  un  file.  Il  file  di
distorsione deve contenere infatti una matrice di 11x11 reali, scritti in codifica ASCII. Ogni
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Figura 39: Confronto tra output regolare e con attenuazione laterale sinistra
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colonna della matrice definisce una colonna della griglia, equidistante dalle altre. I suoi valori
variano da 0 a 1, dove 0 indica il margine inferiore del contesto, 1 il margine superiore. La
scena verrà infine mappata all’interno del poligono unione di tutti i quadrilateri.
3.2.4 Configurazione
Genericamente le macchine su cui sono presenti i programmi slave, negli ambienti di utilizzo
del sistema software proposto, sono utilizzate soltanto per eseguirli ciclicamente. Pertanto è
molto facile che siano prive di interfacce di comunicazione con l'utente. La modifica delle
impostazioni  dei  programmi slave  può  quindi  risultare  scomoda e  complicata.  Per  venire
incontro  a  tale  problema si  è  deciso  di  mantenere  sulle  macchine  slave  il  minor  numero
possibile di impostazioni. L'unica cosa infatti che il programma slave ha bisogno di conoscere
a priori è un identificatore univoco che lo distingua dagli altri. Esso dev'essere contenuto nel
file  di  configurazione  dello  slave:  slaveconfig.ini,  che  deve  risiedere  nella  sua  working
directory. 
Il  Network  Driver  legge  da  un  file  di  configurazione  (C:\XVR  Network
Renderer\MasterConfig.ini) i  parametri  di  inizializzazione relativi a ciascuno degli slave e
comunica il  tutto ad ognuno di  essi.  Ogni slave saprà quali  parametri sono destinati  a lui
poiché, all'interno del messaggio di configurazione, ogni gruppo di parametri destinati ad uno
slave è associato all'identificativo univoco di quello slave. 
Masterconfig.ini deve contenere un parametro per riga. Le righe che iniziano con il carattere
“;” sono considerate commenti e verranno pertanto ignorate.
Studio,  progettazione  e  realizzazione  di  un'architettura  software  per  la  visualizzazione
interattiva di Ambienti Virtuali ad elevato grado di complessità                                     58
Figura 40: Confronto tra output  regolare e distorto. Sono evidenziati in giallo i quadrilateri che compongono
la matrice di distorsione
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Segue una lista  dei  parametri  che  possono essere impostati  nel  file  masterconfig.ini,  e  la
descrizione di ciascuno di essi.
➢ [Implementation]  –  la  riga  successiva  deve  contenere  il  path  del  file  di  sistema
originale “opengl32.dll”.
➢ [Redblue] – Setta la modalità di visualizzazione “Red and Blue stereo” sul master.
➢ [Side] – Setta la modalità di visualizzazione “Side by side stereo” sul master.
➢ [Statistics]  – Visualizza sulla finestra del master varie informazioni  sullo stato del
sistema.
➢ [Send]  – Attiva il  rendering distribuito.  Nelle  righe successive a questo parametro
devono essere indicati ulteriori parametri, nell’ordine in cui sono di seguito esposti:
 Visualization Mode: può assumere sette valori:
• VGL_MONO: gli  slave  visualizzano,  totalmente  o  in  parte,  il  contesto  del
master
• VGL_STEREO: gli slave visualizzano, totalmente o in parte, un singolo canale
del contesto del master
• VGL_RED_BLUE_STEREO:  setta  sugli  slave  la  modalità  “Red  and  Blue
stereo”
• VGL_SIDE_STEREO: setta sugli slave la modalità “Side by side stereo”
• VGL_TRACKER_STEREO: setta sugli slave la modalità “Tracker stereo”
• VGL_TRACKER_SIDE_STEREO: setta sugli slave la modalità “Tracker side
by side stereo”
• VGL_TRACKER_ACTIVE_STEREO: setta sugli slave la modalità “Tracker
active stereo”
 Number of slaves: Numero totale di slave in ascolto
 Broadcast Address: Indirizzo IP broadcast al quale Network Driver e slave inviano
i pacchetti
 Packet threshold: Valore in byte della NOGLP threshold (vedi  paragrafo 3.3.1.2)
 Parametri propri di ogni slave:
• Slave ID: un nome simbolico che identifica univocamente lo slave
• Window physical size (x e y): dimensioni in pixel del contesto OpenGL dello
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slave. Impostando almeno una delle due dimensioni a 0 il contesto dello slave
avrà le stesse dimensioni di quello del master. Specificando valori negativi per
le dimensioni, lo slave sarà eseguito in modalità fullscreen con dimensioni date
dai valori specificati cambiati di segno
• Viewport scale (x e y): fattore di ingrandimento delle dimensioni del contesto
dello slave rispetto a quelle del master
• Viewport offset (x e y): coordinate (considerando come 0,0 l’angolo in basso a
sinistra) del primo pixel del master che deve essere visualizzato sullo slave
• Screen position:  opzione  disponibile  soltanto  per  le  modalità  stereo
visualization  mode e  tracker  stereo.  Indica il  canale  stereo che deve essere
visualizzato dallo slave. Può assumere i valori LEFT (canale sinistro) o RIGHT
(canale destro).
• Attenuation:  path  del  file  di  attenuazione  (“NO ATTENUATION” per  non
specificare alcun file). 
• Distortion:  path  del  file  che  contiene  la  matrice  di  distorsione  (“NO
DISTORTION” per non specificare alcun file). 
• Tracker  file:  opzione  disponibile  soltanto  per  le  modalità  tracker  stereo,
tracker side by side stereo e  tracker active stereo. Indica il path del file che
contiene parametri di configurazione aggiuntivi, specifici per tali modalità. I
parametri sono, nell'ordine:
– Eye separation value:  valore,  in  metri,  del  fattore  di  separazione  tra  le
visuali di ogni occhio.
– Screen size (x  e  y):  dimensioni,  in  metri,  dello  schermo  su  cui  verrà
visualizzato l'output dello slave.
– m_near e m_far: valore degli omonimi parametri della funzione glFrustum,
che  indicano  la  distanza  minima  e  massima  dal  punto  di  vista  che  un
oggetto OpenGL può avere per essere visualizzato.
– m_ angle: angolazione dello schermo rispetto a quello frontale.
– m_rotate (x, y e z): asse di rotazione dello schermo.
– m_ translate (x, y e z): posizione del centro dello schermo rispetto a quella
dello schermo frontale.
Studio,  progettazione  e  realizzazione  di  un'architettura  software  per  la  visualizzazione
interattiva di Ambienti Virtuali ad elevato grado di complessità                                     60
CAPITOLO 3 - XVR NETWORK RENDERER
3.3 Implementazione di XVR Network Renderer
Il codice di XVR Network Renderer è stato realizzato il linguaggio C/C++ utilizzando come
sistema di sviluppo Microsoft Visual C++ .NET. È stata inoltre realizzata una versione del
programma slave per Linux, utilizzando l'ambiente di sviluppo Code::Blocks 1.0 RC2
3.3.1 Protocolli di rete
Il traffico di rete generato dal Network Driver ha l'esigenza di essere real-time e  lossless,
perciò si necessita di larga banda, di network delay limitati e di un trasporto affidabile con
garanzia di arrivo in ordine dei pacchetti. Tali esigenze non sono soddisfatte dal protocollo
TCP poiché, a causa dei meccanismi di  congestion-
control, introduce un eccessivo overhead di rete. Per
questa ragione si è deciso di utilizzare il protocollo
UDP.   Poiché  la  macchina  che  esegue  il  master  è
collegata in LAN con quelle che eseguono gli slave,
il  meccanismo  di  error-recovery implementato  dal
protocollo di livello data-link è sufficiente ad avere
garanzia che i pacchetti siano ricevuti correttamente
e nell'ordine giusto.
Come mostrato in Figura 41, il network layer corrispondente all'applicazione è diviso in due
sub-layer gestiti  da due protocolli:  FDP  e  NOGLP.  Ciascuno di  essi  si  occupa  di  aspetti
diversi della comunicazione.
3.3.1.1 Fragmented Datagram Protocol
Il  protocollo  UDP  impone  una  dimensione  massima  per  i  datagram  inviati,  che  varia  a
seconda del protocollo di livello data-link utilizzato. Se le dimensioni del pacchetto generato
dal  Network Driver risultano maggiori  di  tale dimensione massima, è necessario che esso
venga  frammentato  in  più  datagram  UDP.  Il  protocollo  Fragmented  Datagram  Protocol
(FDP)  si occupa di gestire tale frammentazione, e di garantire che ogni frammento giunga
correttamente a destinazione.
Un pacchetto FDP consiste in un datagram UDP a cui viene aggiunto un header costituito da
Studio,  progettazione  e  realizzazione  di  un'architettura  software  per  la  visualizzazione
interattiva di Ambienti Virtuali ad elevato grado di complessità                                     61
Figura 41: Stack di protocolli usato da XVR
Network Renderer
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due  flag.  Il  primo,  detto  fragmentation  flag, se  settato,  indica  che  il  pacchetto  di  livello
superiore è stato diviso in più frammenti FDP, ed il datagram è uno di essi. Il secondo è detto
last fragment flag, e notifica che il datagram è l'ultimo frammento di un pacchetto di livello
superiore.
Per  ridurre  il  consumo  di  banda,  ciascun  pacchetto  FDP,  prima  di  essere  inviato,  viene
compresso, e decompresso una volta giunto a destinazione.
Per  assicurarsi  che ogni  pacchetto  FDP sia  ricevuto correttamente  si  rende  necessario  un
meccanismo che faccia  in modo che il  buffer di  ricezione degli  slave non si  riempia mai
completamente, altrimenti  gli ulteriori pacchetti ricevuti  prima che tale buffer sia svuotato
andrebbero persi. Pertanto il protocollo FDP prevede, dopo l'invio di un pacchetto da parte del
Network Driver, l'invio di un messaggio di conferma da parte di ciascuno degli slave, segno
che il pacchetto è stato ricevuto con successo e che il buffer di ricezione è stato svuotato. La
conferma degli slave consiste in un piccolo datagram UDP inviato al master in unicast, che
può contenere due diversi messaggi, espressi in codifica ASCII:
Studio,  progettazione  e  realizzazione  di  un'architettura  software  per  la  visualizzazione
interattiva di Ambienti Virtuali ad elevato grado di complessità                                     62
Figura 42: Funzionamento del protocollo FDP
CAPITOLO 3 - XVR NETWORK RENDERER
• “ACK”,  che  indica  semplicemente  che  la  ricezione  del  pacchetto  è  avvenuta
correttamente
• “END”, che indica che lo slave sta per essere terminato. Se il Network driver riceve
questo  messaggio,  dopo  il  prossimo  invio  di  un  pacchetto  FDP,  attenderà  un
messaggio di conferma in meno. Se il numero di slave attivi viene ridotto a zero il
driver non invia più alcun pacchetto.
La Figura 42 mostra un esempio di comunicazione tramite il protocollo FDP. 
Il  sistema  prevede  la  presenza  iniziale  di  quattro  programmi  slave.  Nel  corso  della
comunicazione uno slave termina e lo notifica tramite l'apposito messaggio. Nell'esempio il
pacchetto  di  livello  superiore  ha  dimensione  che  supera  il  doppio  dell'MTU (Maximum
Transmission Unit) del  protocollo UDP, pertanto viene frammentato in tre pacchetti  FDP,
ognuno dei quali,  prima di essere inviato, viene compresso separatamente. Si noti  come il
protocollo preveda periodi di inattività del driver dovuti all'attesa dei pacchetti di conferma,
pari almeno al Round Trip Time della rete.
3.3.1.2 Network OpenGL Protocol
Il protocollo  Network OpenGL Protocol  (NOGLP)  prevede che l'applicazione master invii
pacchetti  caratterizzati  dalla  presenza  di  un  header  di  un  solo  bit,  e  di  un  payload  di
dimensione variabile.
Il bit che costituisce l'header è detto type flag, ed individua il tipo del payload. Esso può essere
infatti di due tipi: configurazione e dati.
Il payload di un pacchetto di configurazione contiene i parametri necessari ad inizializzare
ciascuno slave.
I suoi campi,  come mostrato in Figura 43, sono molteplici  e contengono informazioni  sia
comuni che specifiche per ogni slave. I campi contrassegnati con il simbolo (*) non sono
necessariamente presenti in ogni pacchetto.
Il payload di un pacchetto dati  contiene informazioni dettagliate su ognuna delle funzioni
OpenGL intercettate  dal  driver.  Ognuna  di  tali  informazioni  è  codificata  diversamente,  a
seconda della specifica funzione. Caratteristica comune ad ognuna è la presenza di un campo
iniziale di 16 bit che funge da identificatore. È possibile identificare quattro tipi di funzioni, a
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seconda del tipo di parametri di cui
fanno uso:
• Funzioni  semplici:  funzioni
senza  parametro  o  che  non
presentano parametri  di  tipo
puntatore.
• Funzioni a payload  costante:
i  parametri  di tipo puntatore
si  riferiscono  a  zone  di
memoria di dimensione fissa.
• Funzioni a payload variabile
deducibile:  almeno  un
parametro  di  tipo  puntatore
punta ad un'area di memoria
la cui dimensione è variabile,
ma  la  si  può  dedurre  dal
valore degli altri parametri.
• Funzioni a payload variabile
non  deducibile:  contengono
almeno un parametro di tipo
puntatore  che  indica  una
zona  di  memoria  la  cui
dimensione non è deducibile
dal  valore  di  nessuno  degli
altri parametri.
Gli eventuali parametri delle funzioni semplici vengono scritti nel pacchetto, nell'ordine in cui
sono dichiarati nella funzione, così come sono intercettati.
Le  funzioni  a  payload  costante  ed  a  payload variabile  deducibile  prevedono  anch'esse  il
salvataggio dei parametri nell'ordine originario, ma, in luogo di salvare il valore delle variabili
puntatore, sul pacchetto viene memorizzata una copia dell'intera area di memoria puntata.
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Per  le  funzioni  a  payload variabile  non deducibile  è  necessario  indicare esplicitamente  le
dimensioni delle aree di memoria puntate dai parametri a dimensione non deducibile. Prima di
copiare  il  contenuto  dell'area di  memoria  sul  pacchetto,  pertanto,  viene scritto  in  esso un
intero a 32 bit che ne fornisce le dimensioni. La Figura 44 mostra un esempio della codifica di
una funzione per ognuno dei tipi.
La  prima  azione  prevista  dal  protocollo  NOGLP  consiste  nell'invio  di  un  pacchetto  di
configurazione in broadcast, destinato quindi a tutti gli slave. 
Tutti i pacchetti successivi, inviati anch'essi in broadcast, saranno di tipo dati. Conterranno
perciò informazioni sulle chiamate OpenGL effettuate dal master.
Per far sì che la visualizzazione degli slave sia solidale con quella del master è necessario che
master e slave siano sincronizzati  a livello di frame. Pertanto il  protocollo prevede che il
master, prima di eseguire l’istruzione  wglSwapBuffers(),  corrispondente al passaggio tra un
fotogramma ed il successivo, invii agli slave le informazioni riguardanti le funzioni OpenGL
eseguite in quel frame, tramite un pacchetto dati broadcast. È quindi previsto che attenda un
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pacchetto di sincronizzazione da ogni slave, che viene inviato subito prima che esso esegua
localmente la   wglSwapBuffers().  Poiché anche gli  slave devono risultare sincronizzati  tra
loro, ognuno di essi, dopo aver inviato il pacchetto di sincronizzazione, ne attende un altro da
parte di tutti gli altri slave. Anche questi pacchetti sono inviati in broadcast.
Se il protocollo prevedesse l'invio di pacchetti dati soltanto al momento della wglSwapBuffers
() si avrebbe una situazione  in cui, quando il master è in esecuzione, lo slave è bloccato in
attesa di un pacchetto, e viceversa. Per evitare tali inutili attese, NOGLP prevede l'invio di un
pacchetto  ogniqualvolta  il  buffer  raggiunge una  dimensione  maggiore di  una  certa  soglia
stabilita  dall’utente,  detta  NOGLP threshold.  In questo modo, mentre gli slave eseguono i
comandi ricevuti, il master esegue i successivi e ne memorizza le informazioni relative. 
Il master,  comunque, attende il  pacchetto  di  sincronizzazione soltanto alla fine del frame,
ovvero dopo l'invio del pacchetto dati contenente informazioni sulla wglSwapBuffers().
Il  pacchetto  di  sincronizzazione,  similmente  al  protocollo  di  più  basso livello  FDP,  è  un
datagram UDP che può assumere due valori, “ACK” o “END”, quest'ultimo per notificare la
chiusura dello slave.
La Figura 45 mostra le modalità di funzionamento del protocollo NOGLP nel caso in cui si
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faccia uso di una  NOGLP threshold infinita e nel caso in cui assuma un valore finito, minore
della dimensione di un frame.
Per semplicità si considera che sia presente un solo slave. Si può facilmente notare come nel
primo caso i  periodi di  inattività, sia del Network Driver che del programma slave,  siano
notevolmente superiori. Questo risultato potrebbe portare a pensare che convenga impostare
un valore di threshold tendente allo zero, in modo da annullare i periodi di inattività. Tuttavia
non si dimentichi che l'invio di un pacchetto NOGLP è effettuato mediante il protocollo di
basso livello FDP, il quale prevede, per l'invio di ogni pacchetto, ulteriori periodi di inattività
dettati  dal  tempo  di  attesa  dei  pacchetti  di  conferma.  Perciò  l'invio  troppo  frequente  di
pacchetti NOGLP causerebbe periodi di inattività eccessivi derivanti dall'uso del protocollo
FDP.
Si vedrà nel capitolo 6 come il valore della NOGLP threshold influisca sulle performance del
sistema. 
3.3.2 Network driver
3.3.2.1 Punto di partenza: l'utility gltrace
Il codice del driver ha come punto di partenza quello dell'utility opensource gltrace [31]. Essa
consiste  in  un  driver  che  intercetta  le  chiamate  alle  funzioni  OpenGL  effettuate  da
un'applicazione  grafica  e  ne  effettua  il  log  su  file.  Questo  meccanismo  può  essere
particolarmente utile per analizzare il comportamento di un'applicazione di cui non si conosce
il codice, oppure in fase di sviluppo o di debug dell'applicazione stessa. Gltrace permette di
intercettare tutti i comandi OpenGL base ed un gran numero di estensioni.
Nella realizzazione del network driver sono state preservate le funzionalità fornite dal driver
di gltrace. Le modifiche apportate riguardano il supporto per l'intercettazione di estensioni non
previste  da  gltrace  e,  naturalmente,  l'aggiunta  dei  meccanismi  di  gestione  del  rendering
distribuito.
3.3.2.2 Struttura del driver
Poiché il driver realizzato è una DLL(Dynamic Linked Library), ne presenta la tipica struttura,
che prevede la definizione e la successiva esportazione di ognuna delle funzioni che si vuole
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rendere disponibile ad un programma esterno. Il meccanismo di intercettazione delle chiamate
OpenGL  ricalca  quello  implementato  da  gltrace,  che  consiste  nel  fare  in  modo  che
l'applicazione chiami le funzioni esportate dal network driver, dette handler OpenGL, in luogo
di quelle originali. Il driver realizzato avrà a sua volta importato tali funzioni dalla DLL di
sistema, quindi sarà in grado di chiamarle e fornire i risultati al master. In questa maniera il
suo funzionamento risulterà trasparente a tale applicazione.
Il  caricamento della  “opengl32.dll”  originale,  insieme  ad altre  inizializzazioni,  avvengono
all'interno della  funzione  driverInit().  La funzione,  tra le  altre cose, effettua il  parsing dei
parametri  contenuti  nel  file  di  configurazione  masterconfig.ini ed,  a  seconda  dei  valori,
inizializza le sue variabili di stato e riempie i campi del pacchetto di configurazione NOGLP,
che alla fine invia in broadcast agli slave.
Esiste  una chiamata alla  driverInit() all'interno di tutti  quegli  handler OpenGL associati  a
funzioni che genericamente vengono eseguite alla creazione della finestra OpenGL. In questo
modo c'è la certezza che la driverInit() sia chiamata in fase di inizializzazione del contesto e
che, perciò, non ci siano chiamate OpenGL che non vengono intercettate. Le inizializzazioni,
tuttavia,  devono  essere  effettuate  una  volta  soltanto,  ovvero  alla  prima  invocazione  della
driverInit().  Affinché le regole del protocollo siano rispettate,  inoltre, è necessario che gli
slave, in tutto il tempo di esecuzione del master, ricevano un solo pacchetto di configurazione,
anche se l'applicazione carica e rilascia più volte il network driver, cancellando così ogni volta
lo stato del driver stesso. Nel caso in cui avvenga questa operazione, è necessario ricaricare la
libraria OpenGL ed effettuare le inizializzazioni, ma non bisogna inviare un nuovo pacchetto
di  configurazione.  Per  gestire  questa  condizione  si  fa  uso  di  un  file  (C:\XVR  Network
Renderer\needinit.txt), all'interno del quale il driver scrive il numero totale di volte in cui è
stato caricato, dall'istante in cui il processo master è stato lanciato. Il file contiene un contatore
che viene incrementato ad ogni caricamento del driver ed azzerato in fase di chiusura del
processo  master.  Insieme  al  contatore,  il  file  contiene  informazioni  relative  alla  tecnica
dell'API hooking, di cui si parlerà nel paragrafo 3.3.6.
La struttura tipica di un handler OpenGL prevede inizialmente di effettuare, se richiesto, il log
della  chiamata  su  file  (funzionalità  implementata  da  gltrace).  Quindi,  se  il  rendering
distribuito  è  attivato,  avviene  il  salvataggio  dell'identificativo  della  funzione  e  dei  suoi
parametri sul pacchetto NOGLP, che al momento opportuno sarà inviato agli slave.
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3.3.2.3 Gestione dei vertex array
Particolari accorgimenti sono stati presi nella gestione degli  OpenGL vertex array.  Questa
tecnica consiste in un diverso approccio alla descrizione degli  oggetti virtuali.  In luogo di
definire vertici di poligoni e, per ognuno di essi, specificarne le proprietà,  viene allocato un
unico buffer di memoria contenente i parametri necessari a specificare le proprietà di ogni
vertice. Successivamente, mediante la glArrayElement(), verrà fornito un indice che identifica
univocamente  un  vertice.  Tramite  esso  OpenGL è  in  grado di  rintracciare,  all'interno  del
buffer, le informazioni relative alle proprietà di ogni vertice. In questa maniera è possibile
gestire  un  vertice  nella  sua  interezza,  effettuando un'unica  chiamata  OpenGL. Ciò  ha  un
effetto positivo sulle performance dell'applicazione.
Sfortunatamente le funzioni OpenGL che permettono di identificare l'area di memoria in cui
sono immagazzinate le informazioni, non prevede l'indicazione della dimensione di tale area.
OpenGL si limita a memorizzarne l'indirizzo, sommandoci un diverso offset al momento della
glArrayElement(),  a  seconda del  valore dell'indice fornito.  Il driver non avrà perciò alcun
modo  per  risalire  alla  dimensione  totale  del  buffer,  né  tantomeno  potrà  monitorare  le
modifiche al suo contenuto effettuate dall'applicazione. Per questo motivo il driver non invia
agli  slave  nessuna  delle  chiamate  a  funzione  relative  a  questa  tecnica,  ma  converte  la
glArrayElement() in  chiamate  OpenGL  corrispondenti,  ricostruendo  il  meccanismo  di
funzionamento  stesso  della  glArrayElement().  Nel  pacchetto  NOGLP  andranno  le
informazioni relative alle chiamate ottenute dal meccanismo di ricostruzione.
3.3.3 Programma slave
Il programma slave è stato realizzato utilizzando la libreria GLUT (openGL Utility Toolkit)
[9], uno strumento multipiattaforma per lo sviluppo ad alto livello di applicazioni OpenGL.
La libreria si occupa di creare e manipolare le finestre OpenGL facendo uso delle funzioni di
gestione delle finestre che sono proprie della piattafoma utilizzata.
La struttura generale del programma slave sarà pertanto quella propria di un'applicazione glut,
che  prevede  la  definizione  di  alcune  callback,  tramite  le  funzioni  glutIdleFunc(),
glutDisplayFunc() e glutReshapeFunc(), l'inizializzazione dei parametri del contesto OpenGL,
tramite  la  glutInitDisplayMode(),  la  definizione  delle  sue  dimensioni  in  pixel,  tramite  la
glutInitWindowSize(),  il  suo  posizionamento  all'interno  dello  schermo,  mediante  la
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glutInitWindowPosition(), la sua effettiva creazione, tramite la glutCreateWindow(), ed infine
la chiamata a glutMainLoop(), che dà il via al ciclo glut. Tale ciclo non termina se non con il
terminare dell'applicazione, e viene interrotto soltanto dalle callback.
La prima azione effettuata dal programma slave consiste nel procurarsi un identificativo, che
viene ottenuto dal file  slaveconf.ini. Quindi, lo slave, seguendo le specifiche del protocollo
NOGLP, attende dal master un pacchetto di configurazione. Da esso estrae le informazioni
che lo riguardano e le immagazzina su variabili globali. Quindi visualizza su schermo una
tabella  riassuntiva  della  propria  configurazione.  Alcune  delle  informazioni  così  ottenute
vengono passate come parametro alle funzioni di inizializzazione glut.
Importante compito è svolto dalla idle function idle(), che da sola costituisce la maggior parte
del codice dello slave. Ogni singola esecuzione di questa funzione si occupa della gestione di
un pacchetto NOGLP. Per prima cosa infatti il programma slave attende un pacchetto dati. Da
esso estrae l'identificativo di ogni funzione. A seconda del valore di questo parametro viene
eseguito del codice specifico per gestire una determinata istruzione OpenGL.
Particolarmente  interessante può risultare  l'analisi  di  come il  programma slave gestisce  le
varie modalità per lo stereo e per gli effetti grafici.
3.3.3.1 Stereo Visualization Mode
Questa modalità prevede che lo slave visualizzi un solo canale dell'applicazione stereo. Per
raggiungere questo obiettivo è necessario inibire l'effetto di visualizzazione su schermo che
avrebbero le funzioni chiamate per tracciare l'altro canale stereo. Tuttavia tali funzioni non
possono essere ignorate, poiché bisogna preservare le modifiche che esse apportano  allo stato
del  contesto  OpenGL.  Per  avere  l'effetto  desiderato  è  necessario  agire  al  momento  della
glDrawBuffer(),  funzione  che  indica  il  canale  su  cui  dev'essere  diretto  l'output  OpenGL.
Quando lo slave in modalità stereo visualization mode si trova a gestire questa funzione, se il
canale indicato è diverso da quello che lo slave ha il compito di visualizzare, le dimensioni
della  finestra  di  viewport  e  della  scissor  box  vengono  poste  uguali  a  zero.  Quando  la
glDrawBuffer() tornerà a dirigere l'output  sul  canale  corretto,  le  due dimensioni  verranno
ripristinate. Segue una porzione del codice che realizza questi accorgimenti:
if(mode == VGL_STEREO){
if( (screenPosition == RIGHT) && ((par == GL_FRONT_LEFT) || (par == GL_BACK_LEFT) || (par == GL_LEFT)) ){
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glEnable(GL_SCISSOR_TEST);
glViewport(0,0,0,0);
glScissor(0,0,0,0);
}
else if( (screenPosition == LEFT) && ((par == GL_FRONT_LEFT) || (par == GL_BACK_LEFT) || (par == GL_LEFT)) ){
glEnable(GL_SCISSOR_TEST);
glViewport(lastViewport[0],lastViewport[1],lastViewport[2],lastViewport[3]);
glScissor(lastViewport[0],lastViewport[1],lastViewport[2],lastViewport[3]);
}
else if( (screenPosition == LEFT) && ((par == GL_FRONT_RIGHT) || (par == GL_BACK_RIGHT) || (par == GL_RIGHT)) ){
glEnable(GL_SCISSOR_TEST);
glViewport(0,0,0,0);
glScissor(0,0,0,0);
}
else if((screenPosition == RIGHT) && ((par == GL_FRONT_RIGHT) || (par == GL_BACK_RIGHT) || (par == GL_RIGHT))){
glEnable(GL_SCISSOR_TEST);
glViewport(lastViewport[0],lastViewport[1],lastViewport[2],lastViewport[3]);
glScissor(lastViewport[0],lastViewport[1],lastViewport[2],lastViewport[3]);
}
else{
glEnable(GL_SCISSOR_TEST);
glViewport(lastViewport[0],lastViewport[1],lastViewport[2],lastViewport[3]);
glScissor(lastViewport[0],lastViewport[1],lastViewport[2],lastViewport[3]);
}
if(par == GL_FRONT_RIGHT) par = GL_FRONT_LEFT;
else if(par == GL_BACK_RIGHT) par = GL_BACK_LEFT;
else if(par == GL_RIGHT) par = GL_LEFT;
}
La variabile mode contiene il valore del corrente visualization mode, mentre par il valore del
primo parametro della  glDrawBuffer(), che indica quindi il canale stereo su cui deve essere
diretto l'output OpenGL.
Si noti come nelle ultime righe di codice il  parametro della  glDrawBuffer() venga sempre
convertito in modo tale da dirigere l'output grafico sul canale sinistro. La spiegazione di ciò
consiste nel fatto che lo slave è un'applicazione mono, perciò essa considera l'esistenza di un
unico canale, quello sinistro.
3.3.3.2 Red and Blue stereo
Al  fine  di  visualizzare  entrambi  i  canali  stereo  sovrapposti  è  necessario  evitare  il  loro
disaccoppiamento, che un'applicazione stereo normalmente effettua. Per far ciò basterà fare in
modo che la scelta del canale di output ricada sempre su quello sinistro. Anche in questo caso,
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perciò, bisogna operare al momento della gestione della glDrawBuffer() da parte dello slave.
Per applicare una maschera colorata all'output si utilizza la funzione OpenGL glColorMask().
Il codice che implementa tale funzione è il seguente:
if(mode == VGL_RED_BLUE_STEREO){
if((par == GL_FRONT_LEFT) || (par == GL_BACK_LEFT) || (par == GL_LEFT)){
glColorMask(0,0,1,0);
lastColorMask[0]=0;
lastColorMask[1]=0;
lastColorMask[2]=1;
lastColorMask[3]=0;
}
if((par == GL_FRONT_RIGHT) || (par == GL_BACK_RIGHT) || (par == GL_RIGHT)){
glColorMask(1,0,0,0);
lastColorMask[0]=1;
lastColorMask[1]=0;
lastColorMask[2]=0;
lastColorMask[3]=0;
}
if(par == GL_FRONT_RIGHT) par = GL_FRONT_LEFT;
else if(par == GL_BACK_RIGHT) par = GL_BACK_LEFT;
else if(par == GL_RIGHT) par = GL_LEFT;
}
L'uso dell'array globale  lastColorMask[] è utile per tener traccia delle operazioni effettuate
senza modificare lo stato del contesto OpenGL. Esso viene usato, ad esempio, per ripristinare
la  machera  dopo  aver  eseguito  alcune  istruzioni  che,  per  un  corretto  funzionamento,  ne
prevedono la disabilitazione.
3.3.3.3 Side by side stereo
La modalità side by side stereo prevede che la finestra del contesto sia divisa verticalmente in
due  parti,  ognuna  delle  quali  visualizzi  uno  dei  canali  stereo.  È  perciò  necessario,
ogniqualvolta la  glDrawBuffer() prevede un cambio di canale, cambiare la posizione della
finestra di viewport e della scissor box, e fare in modo che la loro dimensione orizzontale sia
la metà di  quella della finestra del contesto. A seguire il  codice per la gestione di questo
effetto:
if (mode == VGL_SIDE_STEREO){
if((par == GL_FRONT_LEFT) || (par == GL_BACK_LEFT) || (par == GL_LEFT)){
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glEnable(GL_SCISSOR_TEST);
glScissor(0 ,0 ,winPhysicalSizeX / 2 , winPhysicalSizeY);
glViewport(0 - viewportOffsetX,0 - viewportOffsetY, lastViewport[2] , lastViewport[3]);
}
if((par == GL_FRONT_RIGHT) || (par == GL_BACK_RIGHT) || (par == GL_RIGHT)){
glEnable(GL_SCISSOR_TEST);
glScissor(winPhysicalSizeX / 2  ,0 ,winPhysicalSizeX / 2 , winPhysicalSizeY);
glViewport(winPhysicalSizeX / 2  - viewportOffsetX ,0 - viewportOffsetY, lastViewport[2] , lastViewport[3]);
}
if(par == GL_FRONT_RIGHT) par = GL_FRONT_LEFT;
else if(par == GL_BACK_RIGHT) par = GL_BACK_LEFT;
else if(par == GL_RIGHT) par = GL_LEFT;
}
ViewportOffsetX e viewportOffsetY sono due variabili globali che indicano lo sfasamento tra
la finestra del master e quella dello slave.
3.3.3.4 Tracker stereo
Questa modalità prevede la visualizzazione di un canale stereo, a partire da chiamate OpenGL
proprie di un'applicazione mono. Per realizzare tale trasformazione è necessario operare dei
cambiamenti  alla  perspective_matrix di  OpenGL,  spostando  ed  inclinando  leggermente  il
punto di vista, al fine di simulare la visione prospettica della scena da parte di un occhio
umano. Ulteriori traslazioni e rotazioni vanno inoltre effettuate per tener conto della posizione
e dell'orientamento dello schermo, rispetto a quello frontale. La trasformazione va effettuata
nel momento in cui l'applicazione master definisce una volta per tutte la perspective_matrix
propria di ogni fotogramma. Il codice del master deve prevedere, a questo punto, l'esecuzione
della  funzione  glEnable() con  parametro  0xAAAA  e,  subito  dopo,  di  due  chiamate  a
glVertex3f(),  i  cui  parametri  specifichino rispettivamente la  posizione  e l'orientamento del
punto  di  vista  dell'utente,  che  sono stati  rilevati  dal  tracker.  Queste  chiamate a funzione,
chiaramente, non verranno eseguite dal programma slave, ma servono unicamente per ottenere
i  parametri  del  tracker  e  per capire  in  quale istante  è necessario modificare la  matrice di
prospettiva.
La  perspective_matrix viene azzerata, ed il suo nuovo valore è determinato da una serie di
parametri, quali i dati forniti dal tracker, la distanza che separa i due occhi e le dimensioni
dello schermo in cui l'immagine verrà visualizzata. 
L'assegnamento  di  un  nuovo  valore  alla  matrice  di  prospettiva  è  realizzato  dal  codice
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seguente:
initial_tracker_pos[0]=m_tracker_pos[0];
initial_tracker_pos[1]=m_tracker_pos[1];
initial_tracker_pos[2]=m_tracker_pos[2];
m_tracker_pos[0]-=m_translatex;
m_tracker_pos[1]-=m_translatey;
m_tracker_pos[2]-=m_translatez;
VRVectorRotate(m_angle, m_rotatex, m_rotatey, m_rotatez,m_tracker_pos);
if(screenPosition==LEFT) {
asse_x[0]=m_eyesep * 0.5;
asse_x[1]=0.0;
asse_x[2]=0.0;
}else{
asse_x[0]= (-m_eyesep) * 0.5;
asse_x[1]=0.0;
asse_x[2]=0.0;
}
VRVectorRotate(m_tracker_ori[2],0,0,-1,asse_x);
VRVectorRotate(m_tracker_ori[1],1,0,0,asse_x);
VRVectorRotate(m_tracker_ori[0],0,-1,0,asse_x);
VRVectorRotate(m_angle ,m_rotatex,m_rotatey,m_rotatez,asse_x);
glMatrixMode(GL_PROJECTION);
glLoadIdentity();
right=(m_screensize[0]*0.5-(m_tracker_pos[0]-asse_x[0]))*(m_near/(m_tracker_pos[2]-asse_x[2]));
left=(-m_screensize[0]*0.5-(m_tracker_pos[0]-asse_x[0]))*(m_near/(m_tracker_pos[2]-asse_x[2]));
top=(m_screensize[1]*0.5-(m_tracker_pos[1]-asse_x[1]))*(m_near/(m_tracker_pos[2]-asse_x[2]));
bottom=(-m_screensize[1]*0.5-(m_tracker_pos[1]-asse_x[1]))*(m_near/(m_tracker_pos[2]-asse_x[2]));
glFrustum(left,right,bottom,top,m_near,m_far);
glRotatef(m_angle,m_rotatex,m_rotatey,m_rotatez);
glTranslatef(asse_x[0],asse_x[1],asse_x[2]);
glTranslatef(-initial_tracker_pos[0],-initial_tracker_pos[1],-initial_tracker_pos[2]);
3.3.3.5 Tracker side by side stereo e tracker active stereo
Queste  modalità,  come  la  precedente,  consentono  la  visualizzazione  in  stereoscopia  di
un'applicazione mono.  Mediante la prima,  però,  vengono visualizzati  entrambi i canali,  in
modalità side by side stereo. Tramite la seconda viene invece generato codice OpenGL per
un'applicazione che fa uso di stereo attivo.
In ognuno dei due casi sarà necessario costruire due volte la stessa scena virtuale e, per ogni
canale,  applicare  una  matrice di  prospettiva  appropriata.  Per  questo motivo  il  programma
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slave, nel tracciare il primo canale, memorizza in un buffer ausiliario tutte le funzioni eseguite
che  abbiano effetto  sullo  stato  del  contesto  e sulla  scena.  Quindi,  dopo aver  terminato  il
tracciamento del primo canale,  legge dal buffer le informazioni  memorizzate,  in modo da
replicarle per il secondo. 
L'applicazione slave si riferisce alla variabile di stato booleana readingFromPacket per capire
se  le  informazioni  riguardanti  le  istruzioni  OpenGL da  eseguire  si  trovano  nel  pacchetto
NOGLP (caso in cui si stia tracciando il primo dei canali stereo), oppure nel buffer ausiliario
(caso in cui si stia tracciando il  secondo canale). Il valore di tale variabile viene commutato al
momento  della  wglSwapBuffers(),  quando  cioè  la  scena,  per  un  canale,  è  stata  tracciata
completamente. La  wglSwapBuffers() viene eseguita una volta soltanto, quando entrambi i
canali sono stati disegnati completamente.
Il codice eseguito durante la gestione della wglSwapBuffers() è il seguente:
if( (! ((mode==VGL_TRACKER_SIDE_STEREO) || (mode==VGL_TRACKER_ACTIVE_STEREO)) ) || (!readingFromPacket) ){
//...
glutSwapBuffers();
//...
if(mode==VGL_TRACKER_SIDE_STEREO){
//...
readingFromPacket=true;
glEnable(GL_SCISSOR_TEST);
glScissor(0 ,0 ,winPhysicalSizeX / 2 , winPhysicalSizeY);
glViewport(lastViewport[0],lastViewport[1], lastViewport[2] , lastViewport[3]);
}
if(mode==VGL_TRACKER_ACTIVE_STEREO){
//...
readingFromPacket=true;
glDrawBuffer(GL_BACK_LEFT);
}
}else{ /*start to read from he auxiliary buffer*/
//...
readingFromPacket=false;
if(mode==VGL_TRACKER_SIDE_STEREO){
glEnable(GL_SCISSOR_TEST);
glScissor(winPhysicalSizeX / 2  ,0 ,winPhysicalSizeX / 2 , winPhysicalSizeY);
glViewport(lastViewport[0]+(winPhysicalSizeX / 2),lastViewport[1], lastViewport[2] , lastViewport[3]);
}
if(mode==VGL_TRACKER_ACTIVE_STEREO){
glDrawBuffer(GL_BACK_RIGHT);
}
}
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Si noti come le operazioni effettuate per la modalità tracker side by side stereo sono del tutto
similari a quelle effettuate per la gestione di ogni canale della modalità side by side stereo, e
che quelle effettuate per la modalità tracker active stereo ricalcano esattamente la procedura
per cambiare canale in un'applicazione stereo OpenGL.
La costruzione  della  matrice  di  prospettiva  è  identica  a  quella  effettuata  per  la  modalità
tracker stereo.
Il  buffer  ausiliario  è  un  oggetto  appartenente  alla  classe  DinamicBuffer,  una  versione
semplificata della classe PacketBuffer (vedi paragrafo 3.3.7).
3.3.3.6 Distorsione
Per effettuare la distorsione desiderata, come accennato precedentemente, il programma slave
fa uso di una matrice di 10x10 quadrilateri, descritta da una matrice di vertici di dimensioni
11x11,  distortionMatrix[]. Al momento della wglSwapBuffers() lo slave salva su una texture
il contenuto del buffer di visualizzazione, mediante la funzione glCopyTexSubImage2D(). La
texture ha dimensioni 2048x2048 pixel, perciò di essa se ne considera soltanto una porzione
corrispondente alla grandezza della finestra del contesto OpenGL. Dopo aver ripulito il buffer,
verrà creata la matrice di poligoni descritta da  distortionMatrix[], e ad essa verrà applicata la
porzione di texture considerata. 
Il frammento di codice che realizza la distorsione è il seguente:
GLfloat u = ((GLfloat)winPhysicalSizeX)/2048.0;
GLfloat v = ((GLfloat)winPhysicalSizeY)/2048.0;
//...
/* Translation and rotation used to map vertex space into texture one */
glTranslated(-1,-1,0);
glScaled(2.0,2.0,0.0);
//...
glCopyTexSubImage2D(GL_TEXTURE_2D,0,0,0,0,0,winPhysicalSizeX,winPhysicalSizeY);
glClearColor(0,0,0,0);
glClear(GL_COLOR_BUFFER_BIT );
/* Draw a poligon, according to the distortion matrix, applying Image texture on it */
glBegin(GL_QUADS);
for(int i =0; i<10; i++)
for(int j=0; j<10; j++){
glTexCoord2f(((GLfloat)i/10.0)*u,(1-(GLfloat)j/10.0)*v);
glVertex3f((GLfloat)i/10.0,distortionMatrix[j][i],0);
glTexCoord2f(((GLfloat)i/10.0)*u,(1-(GLfloat)(j+1)/10.0)*v);
glVertex3f((GLfloat)i/10.0,distortionMatrix[j+1][i],0);
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glTexCoord2f(((GLfloat)(i+1)/10.0)*u,(1-(GLfloat)(j+1)/10.0)*v);
glVertex3f((GLfloat)(i+1)/10.0,distortionMatrix[j+1][i+1],0);
glTexCoord2f(((GLfloat)(i+1)/10.0)*u,(1-(GLfloat)j/10.0)*v);
glVertex3f((GLfloat)(i+1)/10.0,distortionMatrix[j][i+1],0);
}
glEnd();
La texture utilizzata per realizzare la distorsione è 2048x2048, pertanto può gestire finestre
OpenGL che abbiano al massimo tale risoluzione. Per contesti più grandi la distorsione non è
supportata.
3.3.3.7 Attenuazione
L'effetto di attenuazione (blending) si ottiene tramite una texture 1024x1024 i cui pixel sono
interamente di colore nero ed hanno componente alpha stabilita dall'utente tramite un'apposita
matrice.  L'applicazione  slave  crea  la  texture  una  volta  per  tutte  e,  al  momento  della
wglSwapBuffers() di  ogni  frame,  la  mappa su  un rettangolo che copre tutta  la  finestra  di
viewport. Il codice che viene eseguito è perciò il seguente:
/* Translation and rotation used to map vertex space into texture one */
glTranslated(-1,-1,0);
glScaled(2.0,2.0,0.0);
//...
glBindTexture(GL_TEXTURE_2D, attenTexture);
glEnable(GL_BLEND);
glBlendFunc (GL_SRC_ALPHA, GL_ONE_MINUS_SRC_ALPHA);
/* Draw a rectangle, covering the whole screen, applying Attenuation texture on it */
glBegin(GL_QUADS);
glTexCoord2f(0,0);
glVertex3f(0,0,0);
glTexCoord2f(1.0,0);
glVertex3f(1.0,0,0);
glTexCoord2f(1.0,1.0);
glVertex3f(1.0,1.0,0);
glTexCoord2f(0,1.0);
glVertex3f(0,1.0,0);
glEnd();
La funzione  glBlendFunc(GL_SRC_ALPHA, GL_ONE_MINUS_SRC_ALPHA) indica che il
rettangolo dev'essere attenuato considerando i valori della componente alpha dei suoi pixel,
mentre la scena sottostante dev'essere attenuata considerando il valore complementare di tali
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componenti. Questa è la configurazione più utilizzata per effettuare il blending tra due oggetti
sovrapposti.
3.3.4 Gestione delle estensioni
Le estensioni OpenGL sono funzioni personalizzate, implementate dalle aziende facenti parte
dell'ARB, che non fanno parte dello standard vero e proprio. Tuttavia ogni scheda grafica ne
supporta  un  gran  numero.  Quando  viene  lanciata  un'applicazione  OpenGL,  in  fase  di
inizializzazione, viene verificato, per ognuna delle estensioni che si intende utilizzare, se essa
è supportata dal driver OpenGL e dalla scheda grafica. In sostanza si cerca l'estensione tra le
funzioni esportate dalla DLL di OpenGL a cui l'applicazione fa riferimento. Se la verifica ha
esito negativo l'applicazione grafica non è in grado di utilizzare l'estensione.
XVR Network Renderer, allo stato attuale, fornisce il supporto per circa trenta estensioni, la
maggior parte delle quali è orientata alla gestione dei Pixel e Vertex Shaders [8]. 
Il driver gestisce un'estensione al pari di qualsiasi altra funzione OpenGL. Lo slave non può
sapere a priori quali sono le estensioni che utilizzerà durante le propria esecuzione, in quanto
non conosce il codice dell'applicazione master. Pertanto all'inizio della propria esecuzione fa
un check della disponibilità di ognuna delle estensioni supportate dal master. Nel caso in cui
una o più estensioni non dovessero essere supportate dalla macchina in cui risiede, stamperà
su schermo un messaggio di notifica e, qualora il driver gli inviasse informazioni relative a
quelle estensioni, si limiterà ad ignorarle. Naturalmente in questo caso non c'è alcuna garanzia
che il rendering dello slave venga realizzato correttamente.
3.3.5 Ottimizzazione della dimensione dei parametri
La  dimensione  del  frame,  come  mostrato  nel  capitolo  5,  influenza  pesantemente  le
performance del rendering distribuito. Essa è data dalla somma delle dimensioni della codifica
delle informazioni riguardanti ciascuna funzione OpenGL eseguita. Ridurre le dimensioni di
tale codifica significa ridurre le dimensioni del frame, pertanto migliorare le performance. Il
sistema realizza un'ottimizzazione che si basa sull'osservazione che, per un discreto numero di
funzioni OpenGL, alcuni tra i parametri possono assumere un numero notevolmente limitato
di valori distinti. Pertanto è possibile codificarli con un numero di bit inferiore a quello con il
quale sono normalmente codificati.
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A titolo di  esempio si  consideri  la funzione  glBegin():  essa prevede un parametro di tipo
GLenum, codificato da OpenGL in 32 bit. Il parametro può assumere più di quattro miliardi di
valori  distinti,  tuttavia  OpenGL  ne  consente  soltanto  dieci:  GL_POINTS,  GL_LINES,
GL_LINE_STRIP,  GL_LINE_LOOP,  GL_TRIANGLES,  GL_TRIANGLE_STRIP,
GL_TRIANGLE_FAN, GL_QUADS, GL_QUAD_STRIP e GL_POLYGON.
Si potrebbe perciò codificarne il contenuto, ad esempio, in soli 8 bit, riducendo di tre quarti
l'occupazione di memoria per la codifica del parametro. 
La Figura 46 mostra come è possibile, tramite questa ottimizzazione, dimezzare le dimensioni
della codifica della glBegin().
Perché l'ottimizzazione sia realizzabile è necessario dotare sia il driver che lo slave di una
tabella di corrispondenza tra ogni valore consentito del parametro e la sua codifica in 8 bit.
3.3.6 Terminazione dei processi master/slave e tecnica dell'API Hooking
È stato visto come entrambi i protocolli  NOGLP e FDP prevedano che, al momento della
terminazione di uno slave, esso dia una notifica al driver di questo evento, in modo tale da
non far sì che esso si blocchi nell'attesa di pacchetti di conferma o di sincronizzazione che non
arriveranno mai. XVR Network renderer prevede inoltre che, al momento della terminazione
del processo master, ciò sia notificato ad ogni slave, al fine di far terminare anche ognuno di
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essi. C'è perciò la necessità di definire due funzioni, una per l'applicazione master e l'altra per
lo slave, che vengano eseguite sempre e soltanto al termine dei processi corrispondenti. Non
esiste un metodo convenzionale per impostare questa operazione tramite il driver, in quanto
l'applicazione grafica può caricarlo e rilasciarlo più volte , ed ad ogni rilascio non c'è modo di
sapere  se  ne  avverranno altri  in  seguito.  Per  quanto  riguarda  lo  slave,  esiste  la  funzione
_onexit()  (atexit() su Linux), che permette di dichiarare la routine che dev'essere eseguita in
fase di chiusura. Tuttavia GLUT prevede l'apertura di due diverse finestre: una finestra di
console e la finestra  grafica OpenGL. La routine di chiusura viene eseguita soltanto se il
programma slave viene terminato per mezzo della finestra grafica.
Per  ovviare  alla  mancanza  di  un meccanismo che  permetta  di  definire  univocamente una
funzione che verrà chiamata alla terminazione di un processo, nel presente lavoro di tesi è
stata utilizzata la tecnica dell'API hooking. Essa consiste nella ridefinizione di una o più delle
API fornite dal sistema operativo, al fine di estenderne o modificarne le funzionalità. 
In questo caso si è deciso di ridefinire il comportamento della API ExitProcess(), contenuta
nel file di sistema kernel32.dll, che si occupa di far terminare il processo che la esegue. Ogni
processo pertanto la eseguirà sempre e soltanto al momento della sua terminazione. 
La funzione che ridefinisce la ExitProcess() si occupa di liberare la memoria dinamica che il
processo  ha  utilizzato  e  di  notificare,  tramite  l'invio  di  datagram  UDP,  la  propria
terminazione. Quindi ripristina le vecchie funzionalità della API e la chiama a sua volta, in
modo che il processo possa effettivamente terminare.
3.3.7 Le classi DinamicTable e PacketBuffer
Queste due classi sono entrambe derivate dalla classe template  CVmTVector, sviluppata dal
laboratorio PERCRO, che gestisce un vettore dinamico, la cui dimensione è modificabile a
runtime  dal  programmatore.  Questa  classe  alloca  uno  spazio  di  memoria,  destinato  a
contenere  il  vettore,  sovradimensionato  rispetto  alla  grandezza  che  il  programmatore
percepisce. In questa maniera si evita lo spostamento di grosse moli di dati ogni volta che la
dimensione del vettore viene variata, anche se di poco.
Un  oggetto  DinamicTable consiste  in  una  tabella  dinamica  di  corrispondenza  tra  interi
positivi. Ognuno dei suoi elementi è contraddistinto da una posizione e da un valore, entrambi
interi.
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Le principali funzioni membro della classe sono:
• DinamicTable *Create( long n ): genera una tabella dinamica con n entry.
• void Destroy(): dealloca la tabella.
• void Insert( const GLuint Pos, const GLuint x ): inserisce il valore  x nella entry
della tabella di posizione Pos. Se x vale -1, la entry corrispondente viene disattivata.
Negli altri casi, se la entry di posizione Pos non esiste, allora viene creata, aumentando
la dimensione della tabella. Se esiste ed è attiva viene sovrascritta, altrimenti viene
attivata e le viene assegnato il nuovo valore.
• GLuint Get( GLuint Pos ): ricerca l'entry di posizione Pos e ne ritorna il valore. Se
l'entry non esiste o non è attiva viene restituito il valore -1.
Oggetti di questo tipo vengono utilizzati dal programma slave per la gestione di alcuni oggetti
OpenGL che, essendo creati indipendentemente da master e slave, possono avere identificativi
(che sono numeri interi) differenti. La entry della tabella di posizione pari all'identificativo
generato dallo slave, avrà come valore l'identificativo generato dal master. In questo modo,
quando  lo  slave  riceverà  come  parametro  di  una  funzione  l'identificativo  di  un  oggetto,
riuscirà a comprendere a quale tra gli oggetti da lui stesso allocati corrisponde quello a cui si
riferisce  il master.
Le  tabelle  di  corrispondenza  presenti  nel  programma  slave  sono  quattro:  callListTable,
textureTable, shaderTable e uniformLocationTable. Esse che memorizzano gli identificativi di
oggetti OpenGL quali call lists,  texture e vertex e pixel shaders. UniformLocationTable, in
particolare, serve per memorizzare le corrispondenze tra offset di memoria necessari per la
gestione di alcuni vertex shaders.
La classe PacketBuffer gestisce un buffer di caratteri di dimensione variabile. Le strutture dati
e le funzioni membro sono analoghe a quelle della DinamicTable. L'unica differenza consiste
nel funzionamento di metodi di inserimento e  di estrazione dei valori, in quanto la posizione
di  ogni  elemento  del  buffer  corrisponde  esattamente  alla  posizione  dell'array  che  lo
implementa. Pertanto le funzioni non  avranno bisogno di ricercare una determinata posizione,
ma potranno accedervi direttamente, controllando soltanto che la posizione richiesta non sia
superiore alla dimensione dell'array.
Un oggetto di questa classe viene utilizzato dalla classe Packet.
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3.3.8 La classe Packet
Questa classe gestisce lo scambio di pacchetti tra master e slave, tramite i protocolli descritti
al  paragrafo 3.3.1.  Si  occupa quindi,  lato master,  di gestire il  pacchettizzatore. Lato slave
implementa le funzioni dello spacchettizzatore.
Segue un elenco dei principali campi e funzioni membro della classe.
• PacketBuffer data: buffer dinamico contenente il pacchetto NOGLP.
• unsigned int currentIndex: indice dell'ultimo elemento significativo di data.
• unsigned  char*  udpDatagram:  puntatore  al  buffer  di  memoria  contenente  il
pacchetto FDP da inviare, oppure quello appena ricevuto.
• unsigned int firstHeader: combinazione dei valori dell'header del pacchetto NOGLP
e di quello del primo pacchetto FDP.
• unsigned int maxFragSize: dimensione massima consentita per ogni datagram UDP.
Questo  valore  dipende  dal  protocollo  di  livello  data-link  utilizzato.  In  una  rete
Ethernet vale 65507 bytes.
• char* sourceIP: puntatore al  buffer di memoria contenente l'indirizzo IP del mittente
dell'ultimo datagram ricevuto.
• int nCom: numero di comandi OpenGL all'interno del frame corrente
• int  uncompressedFrameSize,  compressedFrameSize:  somma delle  dimensioni  di
ogni datagram UDP che compone il frame corrente, rispettivamente prima e dopo la
compressione prevista dal protocollo FDP.
• void read(char* dest, int len): legge len bytes dal pacchetto e li copia nella zona di
memoria puntata da dest.
• void write(char* src, int len): scrive nel pacchetto i primi len bytes puntati da src.
• bool  packetSend(VRNetManager  &manager,  char  *addr,  int  port,  int
inputChannel,  int  &numExpectedUnicastAck):  invia  il  contenuto  del  pacchetto
NOGLP, facendo uso del protocollo di livello inferiore FDP. I campi indirizzo e porta
di destinazione dei datagram inviati avranno valori indicati rispettivamente dall'area di
memoria  puntata  da  addr e  da  port.  L'oggetto  classe  manager gestisce  la
comunicazione tramite socket UDP. InputChannel è l'identificativo del socket su cui ci
si blocca in attesa di dati.
NumExpectedUnicastAck indica il numero di slave coinvolti nella comunicazione. Il
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valore  numExpectedUnicastAck viene aggiornato qualora qualcuno dei  messaggi di
conferma ricevuti indichi il termine dell'esecuzione di uno slave.
La funzione restituisce false se, allo scadere di un timeout, non vengono ricevuti tutti
gli acknowledgement, true altrimenti.
• void  packetReceive(VRNetManager  &manager,  int  channel,  int  destport):
gestisce la ricezione di un pacchetto NOGLP, tramite il  protocollo FDP. L'oggetto
manager si  blocca  sul  socket  channel  in  attesa  di  dati.  I  messaggi  di  conferma
verranno inviati alla porta destport.
• void  setType  (unsigned  int  type):  imposta  il  tipo  del  pacchetto  NOGLP (dati o
configurazione), settando l'apposito flag.
• unsigned int getType (): restituisce il tipo del pacchetto.
• void reset(): elimina tutti i dati contenuti nel buffer del pacchetto.
3.3.9 Altre librerie utilizzate
Verranno descritte brevemente in questo paragrafo le librerie di  cui fa uso XVR Network
Renderer, di cui non c'è stato modo di occuparsi in precedenza.
La compressione e la decompressione dei pacchetti FDP è realizzata mediante la libreria zlib
[32].  Trattasi  di  una libreria gratuita,  general  purpose e multipiattaforma, che permette  di
ottenere una compressione senza perdite. Tale compressione e la successiva decompressione
avvengono in maniera abbastanza rapida ed efficiente da poter essere effettuate in applicazioni
real-time, garantendo comunque un rapporto di compressione sufficientemente elevato. XVR
Network Renderer produce pacchetti  dati  che hanno una struttura  estremamente ripetitiva,
perciò sono particolarmente adatti ad essere compressi.
La gestione dei  socket  UDP è invece affidata  alla  libreria  VRNetManager,  sviluppata  dal
laboratorio  PERCRO.  Essa  fornisce  un'interfaccia  per  la  gestione  ad  alto  livello  delle
funzionalità dei socket UDP e TCP.
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omponente  fondamentale  di  un  sistema  per  Ambienti  Virtuali  è  senz'altro  un
meccanismo che permetta di  misurare il  moto dell'utente all'interno dello spazio
virtuale, al fine di adattarne l'output video e di permettere all'utente di manipolare
gli oggetti virtuali in maniera più naturale possibile, fornendo così una forte sensazione di
immersività.
C
Nel presente capitolo è presentato il sistema di tracking sviluppato nell'ambito di questa tesi.
Esso ha la finalità di tracciare il punto di vista e le mani dell'utente in modo sufficientemente
performante e preciso, ma facendo uso di componenti commerciali a basso costo.
Il tracker realizzato sfrutta una tecnologia di tipo ottico, ovvero analizza le immagini acquisite
da  due  webcam  poste  frontalmente  rispetto  all'utente.  Le  webcam  utilizzate  hanno
caratteristiche  e  funzionalità  non  professionali,  rientrando  quindi  in  una  fascia  di  costo
estremamente contenuto.
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4.1 Descrizione del tracker
Il  tracking  della  posizione  delle  mani  prevede  soltanto  3  gradi  di  libertà,  perciò  si  basa
unicamente sul collocamento nello spazio di un marker posto su una bacchetta che l'utente
tiene in mano.
Il tracking del punto di vista è invece caratterizzato da 6 gradi di libertà, descritti dalle tre
coordinate  della  posizione  e  dai  tre  angoli  di  rotazione  che  identificano  l'orientamento.
Tuttavia, poiché gli  effetti  che la  componente di  beccheggio ha sull'output del sistema di
visualizzazione  dell'ambiente  virtuale  sono
estremamente  ridotti,  si  è  scelto  di  considerare
costante e nullo il suo valore, riducendo a 5 i gradi
di  libertà.  Per effettuare il  tracking del  punto di
vista  saranno  perciò  necessari  due  marker,  che
identificano un segmento nello spazio.  Per avere
una  maggiore  robustezza  e  distinguere  con
maggior  facilità  i  marker  del  punto  di  vista  da
quelli che identificano le mani, tuttavia, si è scelto di utilizzare tre marker allineati. Essi, come
mostrato in  Figura 47,  sono posti  equidistanziati  sugli  occhiali  che consentono la  visione
stereoscopica dell'ambiente virtuale.
4.1.1 Ambiente d'uso e componenti utilizzati
Nella scelta dei componenti di cui il sistema di tracking fa uso, importante peso hanno avuto
le caratteristiche fisiche dell'ambiente all'interno del quale il  sistema deve funzionare.  Una
peculiarità di tale ambiente è il limitato spazio di movimento che l'utente ha a disposizione. Si
è  pertanto  ritenuto  sufficiente  l'utilizzo  di  due  webcam,  posizionate  entrambe  in
corrispondenza del margine superiore dello schermo, distanziate di circa 60 cm. Lo spazio di
intersezione tra le due visuali delle webcam, che come sarà successivamente spiegato è lo
spazio di funzionamento del tracker, si colloca ad un'altezza dal pavimento solidale all'altezza
della testa dell'utente. Inoltre, se le webcam sono sufficientemente angolate tra loro, l'utente
potrà collocarsi anche ad una piccola distanza dallo schermo, senza uscire da tale spazio. 
Altra caratteristica dell'ambiente è la scarsa illuminazione. Utilizzando il giusto sistema, per
un tracker ottico, la scarsa luminosità può essere resa un vantaggio, in quanto garantisce la
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quasi  totale  assenza  di  disturbi
luminosi.  Si  è  quindi  deciso  di
utilizzare marker passivi retroriflettenti,
illuminati  da  fonti  di  luce  infrarossa.
Sulla  parte  anteriore  di  ogni  webcam
sono stati montati otto led che emettono
infrarossi,  in  maniera  tale  che  la
superficie  del  marker  rivolta  verso  la
webcam  sia  sempre  interamente
illuminata. Le webcam utilizzate, come
la maggior parte di quelle commerciali,
sono dotate di un particolare filtro che attenua fortemente la luce infrarossa. Tale filtro è posto
davanti  al  sensore  della  webcam  e  serve  ad  impedire  che  le  frequenze  dell'infrarosso
disturbino la  visualizzazione  dell'immagine.  Per  i  nostri  scopi  si  è  reso  perciò  necessario
rimuoverlo [33].
In queste condizioni l'immagine acquisita dalla webcam risulta molto nitida: il marker viene
percepito di colore bianco acceso, su uno sfondo completamente nero. In questa maniera è
semplice realizzare un algoritmo di blob detection efficiente, come sarà mostrato in seguito.
Le webcam utilizzate nel presente lavoro di tesi sono Creative webcam Live!Effects. Hanno
una risoluzione dell'immagine acquisita di 640x480 pixel ed una frequenza di acquisizione di
30Hz.
4.1.2 Tracking bidimensionale
La camera ha una visione bidimensionale della realtà. Ogni punto dello spazio 3D viene infatti
proiettato sopra un piano immaginario, detto  view plane della camera, determinando così la
sua posizione all'interno dell'immagine acquisita.
Ogni webcam fornirà quindi una visione soggettiva della scena. Per individuare la posizione
3D  dei  marker  è  necessario  tuttavia  prima  individuarne  la  posizione  all'interno  di  tale
immagine bidimensionale.
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4.1.2.1 Algoritmo di Blob Detection
Un marker viene visto dalla camera come una nuvola di pixel bianchi, detta  centroide. Per
avere informazioni sulla posizione bidimensionale di tale centroide è necessario estrapolarlo
dal  resto  dell'immagine.  Gli  algoritmi  che  si  occupano  di  questa  operazione  sono  detti
algoritmi  di  blob detection,  atti  cioè  a  rilevare  le  “macchie”  di  colore  all'interno  di
un'immagine. Per i nostri  scopi, tuttavia, non è necessario conoscere le coordinate di ogni
pixel del centroide. La cosa importante è ottenere informazioni sulla posizione del suo centro.
L'algoritmo di blob detection proposto suddivide i pixel in due categorie: quelli che fanno
parte di uno dei centroidi (pixel  bianchi) e quelli che non ne fanno parte (neri). Un pixel è
considerato bianco se supera un test atto a verificare che ognuna delle sue componenti RGB
sia superiore ad una certa soglia.
Le webcam acquisiscono immagini con la frequenza di 30 fotogrammi al secondo. Perciò, per
avere prestazioni massime, l'intera operazione di tracking dovrà essere eseguita in meno di un
trentesimo di  secondo.  C'è quindi  la  necessità  che ogni  componente  del  processo,  tra cui
appunto l'algoritmo di  blob detection, sia il più efficiente possibile. Le webcam utilizzate in
questa tesi, come detto precedentemente, hanno una risoluzione di 640x480 pixel. L'algoritmo
dovrà  quindi,  nel  caso  peggiore,  analizzare  ognuno dei   pixel  dell'immagine,  quindi  ben
307.200. Considerata l'entità di questo numero, si cerca di fare in modo che all'algoritmo basti
analizzare una sola volta ciascun pixel, in maniera da ridurre al minimo possibile i tempi di
elaborazione.
L'algoritmo  di  blob  detection  realizzato  calcola  le  coordinate  del  centro  di  ogni  marker
effettuando la media aritmetica delle componenti  dei  pixel  che lo costituiscono. Per poter
effettuare tale media l'algoritmo, man mano che analizza l'immagine, tiene traccia, per ogni
centroide, del numero di pixel che lo compongono, della somma totale delle loro componenti
orizzontali  e  della  somma  di  quelle  verticali.  Quando  l'immagine  è  stata  totalmente
scansionata,  grazie  alle  informazioni  acquisite,  sarà  immediato  ottenere  le  coordinate  del
centro di ogni marker.
L'algoritmo esamina, una per volta, le righe dell'immagine e individua tutti gli insiemi di pixel
bianchi consecutivi contenuti in ognuna di esse. Ognuno di questi insiemi è detto white line.
Quando individua una white line, l'algoritmo si  occupa di associarla al centroide di cui fa
parte, aggiornando quindi le somme di componenti ad esso riferite. La scelta del marker a cui
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associare la white line viene effettuata considerando le distanze orizzontali tra il centro della
white line da assegnare ed i centri delle ultime white line che sono state associate ad ognuno
dei marker. Qualora una delle distanze risulti  inferiore ad un certo valore, detto  maximum
center distance, la white line viene assegnata al centroide relativo a tale distanza. Se nessuna
delle distanze soddisfa la condizione, l'algoritmo considera che la white line sia la prima di un
centroide di cui non si aveva ancora alcuna informazione.
Seppur  di  rado,  può accadere  che  uno o  più  pixel  collocati  all'interno  del  centroide  non
passino il test delle componenti RGB. Ciò porta al fatto che le white line appartenenti ad un
centroide possano apparire frammentate.  Se l'algoritmo non tenesse conto di  ciò vedrebbe
ogni frammento di una white line come una white line a sé stante. In più, al fine del calcolo
del  centro  del  marker,  non  terrebbe  conto  delle  coordinate  dei  pixel  che  sono  stati
erroneamente considerati  neri.  Perché l'algoritmo possa essere preciso, quindi,  i  frammenti
devono essere legati insieme a formare un'unica white line, che contenga anche i pixel per cui
è stato sbagliato il test. Per fare in modo che questo avvenga è stata impostata una grandezza,
detta  lookback  distance. Se due pixel bianchi si trovano sulla stessa linea ad una distanza
inferiore ad essa, allora tutti i pixel che li separano sono considerati bianchi. Ad ogni pixel è
associata una lookback window, una finestra che contiene tutti i pixel che si trovano tra esso
ed il  pixel  che  lo  precede  sulla  stessa  riga di  un numero di  posizioni  pari  alla  lookback
distance. Ogniqualvolta viene trovato un pixel bianco, perciò, si deve verificare la presenza di
altri pixel bianchi all'interno della lookback window, per sapere se il pixel considerato fa parte
della white line corrente o è il primo di una nuova white line.
4.1.2.2 Numero di pixel riesaminati
Facendo uso del meccanismo della lookback window, il tracker è costretto ad analizzare più di
una volta lo stesso pixel. Tuttavia il numero di pixel da riesaminare è estremamente limitato.
Come  mostrato  in  Figura  49,  per  la  maggior  parte  dei  casi,  infatti,  il  pixel  in  posizione
precedente a quello considerato è un pixel bianco (caso a), trovandosi all'interno della stessa
white line. Pertanto basterà esaminare quel pixel per rendere vera la condizione di presenza di
pixel  bianchi nella  lookback window. Se ciò non avviene bisognerà esaminare pixel  neri,
finché  non se  ne  incontra  uno bianco (caso  b).  Nel  caso  peggiore,  ovvero  quando viene
esaminata  la  lookback  window  associata  al  primo  pixel  di  una  white  line,  andranno
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rianalizzati un numero di pixel pari alla dimensione della lookback distance (caso c).
Se una white line ha in media un numero di pixel pari a npix, e contiene in media nblackpix
pixel  neri, il  numero  totale  di  pixel  che  andranno  riesaminati  sarà  quindi  circa
npix+nblackpix+lookback_distance. Se l'immagine contiene n white line si rianalizzeranno in
totale n(npix+nblackpix+lookback_distance). Poiché è estremamente raro che ci siano white
line frammentate,  nblackpix risulta  molto  minore di npix,  pertanto  può essere considerato
trascurabile. I pixel da riesaminare saranno perciò in media n(npix+lookback_distance). Nelle
normali  condizioni  operative,  per  valori  ragionevoli  della  lookback  distance,  tale  numero
risulta considerevolmente inferiore al numero totale di pixel che compongono l'immagine.
4.1.2.3 Previsione della posizione dei centroidi
Analizzare  l'intera  immagine  acquisita  dalla  webcam  per  ogni  frame  può  risultare
un'operazione particolarmente pesante in termini di tempo di elaborazione. 
L'algoritmo proposto prevede un'ottimizzazione che si basa sull'osservazione che le webcam
acquisiscono il  moto di oggetti  reali,  moto che di norma è continuo ed abbastanza fluido.
Monitorando  il  moto  dei  centroidi,  è  possibile  effettuare  una  previsione  di  quale  sarà  la
posizione di ognuno di essi al frame successivo, in maniera abbastanza precisa e con piccole
probabilità di errore. 
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Figura 49: Tre differenti casi in cui è applicato il meccanismo della lookback
window. Il valore della lookback distance è 4
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Una volta che viene effettuata la previsione, l'algoritmo ricerca il centroide in un intorno della
posizione ipotizzata. Le dimensioni di tale intorno dipendono dalla grandezza del centroide
che ci si aspetta di trovare, che è considerata pari a quella riscontrata nell'ultimo frame. 
Facendo uso di questa ottimizzazione, l'algoritmo dovrà analizzare un ristretto sottoinsieme
dell'immagine, risparmiando quindi tempo di elaborazione.
Naturalmente è possibile, specie se l'utente effettua movimenti improvvisi, che la previsione
risulti errata, quindi che almeno un centroide non venga trovato nell'area in cui viene cercato.
In questo caso si considera che l'analisi del frame abbia avuto esito negativo, e l'immagine del
frame successivo verrà scansionata per intero.
4.1.3 Ordinamento dei centroidi
L'algoritmo di blob detection, applicato all'immagine acquisita da ciascuna camera, fornisce la
posizione di ogni centroide presente nel campo visivo. Tuttavia l'ordine con cui essi vengono
individuati può risultare diverso a seconda della camera. C'è quindi la necessità di associare
ogni centroide rilevato da una webcam a quello rilevato dall'altra, in modo tale che essi si
riferiscano allo stesso marker fisico. Senza questo ordinamento il tracker non può ricavare
correttamente la posizione tridimensionale di ogni marker.
Risulta inoltre particolarmente utile discriminare fin da subito i centroidi che si riferiscono ai
marker che identificano il punto di vista dell'utente, detti head centers, da quelli associati alla
posizione di ogni mano, chiamati hand centers.
Esiste perciò una procedura che si occupa, per prima cosa, di rilevare gli head centers. La
rilevazione si fonda sulla ricerca di un terzetto di centroidi le cui posizioni siano coerenti con
la geometria con cui i tre marker sono disposti sugli occhiali indossati dall'utente.
Dopo aver diviso i centroidi in due gruppi, i marker di ogni gruppo vengono ordinati in modo
tale da risultare coerenti per entrambe le camere. Solo a questo punto è possibile effettuare la
triangolazione al fine di collocare ogni marker nello spazio 3D. 
4.1.4 Procedura di calibrazione
L'informazione che una singola camera riesce a fornire riguardo alla posizione di un marker,
come mostrato nel precedente paragrafo, si limita ad indicare il punto del suo view plane nel
quale  è  collocato  il  suo  centro.  L'informazione  tridimensionale  che  si  evince  da  questa
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indicazione consiste nel fatto che il marker può trovarsi in un qualsiasi punto di una semiretta
uscente  dalla  webcam e  passante  per  il  punto  del  view plane  indicato. Per  conoscere  le
caratteristiche  di  questa  semiretta  è  necessario  disporre  della  posizione  della  webcam
all'interno dello spazio 3D ed il suo orientamento (quindi l'orientamento del view plane). 
Esiste  un'opportuna  procedura  di  calibrazione  atta  a  fornire  tali  parametri.  È  necessario
eseguire questa procedura per ogni webcam, e ripeterla ogniqualvolta si modifica la posizione
o l'orientamento della stessa.
Per eseguire la calibrazione è necessario conoscere la posizione della webcam e munirsi di un
pattern di calibrazione costituito da quattro marker complanari posti a distanza tra loro nota.
All'interno del pattern non devono essere presenti gruppi di tre marker allineati. 
Il  pattern  dev'essere  collocato  in  una  posizione  nota  rispetto  all'origine  del  sistema  di
coordinate tridimensionali di cui si fa uso, e dev'essere totalmente inquadrato dalla webcam. Il
piano che contiene il pattern, detto  piano di calibrazione, deve inoltre risultare parallelo al
piano  XY del  sistema  di  coordinate  tridimensionali  (genericamente  corrispondente  con  il
piano contenente lo schermo). Sul piano di calibrzione è possibile individuare un sistema di
coordinate bidimensionali, con verso e direzione solidali a quelle del piano XY globale. La
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Figura 50: Posizionamento dei marker nella procedura di calibrazione
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sua  origine è  assunta  in  corrispondenza  della  posizione  di  uno dei  quattro  marker,  scelto
dell'utente in fase di calibrazione.
L'utente dovrà fornire al programma le coordinate tridimensionali della webcam, la posizione
dell'origine  del  piano di  calibrazione  e la  posizione  di  ognuno dei  marker  relativa  a tale
origine.
L'output del programma consiste in un file detto file di calibrazione, fondamentale affinché il
tracker possa risalire alla posizione dei maker nello spazio.
4.1.5 Tracking nello spazio 3D
L'algoritmo di tracking sfrutta le informazioni sulla posizione di ogni marker nel view plane
di  ognuna  delle  webcam  al  fine  di  effettuarne  la  triangolazione,  determinando  così  la
posizione di ogni marker nello spazio 3D. Pertanto il volume di funzionamento del tracker
consiste nell'intersezione tra i volumi di vista di ogni camera.
Il  tracker,  facendo  uso  delle  informazioni  contenute  nel  file  di  calibrazione  di  ciascuna
camera, ottiene, per ognuna di esse, la descrizione di una retta che passa per la camera stessa
e per il punto in cui è collocato il marker. 
Se il sistema fosse esente da errori, dovuti sia all'imprecisione dell'algoritmo di blob detection
che a quella delle webcam stesse, le due rette si intersecherebbero esattamente  nel punto in
cui si trova il marker. Poiché il sistema è imperfetto, tuttavia, le due rette, in generale, non
hanno intersezione. Si definisce allora un punto atto ad approssimare l'intersezione tra le rette,
detto di  minima distanza, punto in cui la distanza tra le due rette risulta essere minima. Il
calcolo di questo punto (closest point of aproach) [34], è analogo al calcolo delle posizioni in
cui due determinati oggetti in movimento raggiungono la loro distanza minima possibile. 
L'algoritmo utilizzato, detto algoritmo per il calcolo della distanza fra due rette, nel punto di
massimo avvicinamento, permette di trovare, date due rette, il vettore distanza tra di esse che
abbia il  minimo modulo possibile.  La posizione del  marker verrà quindi approssimata nel
punto medio di questo vettore.
Con riferimento alla Figura 51,  si  indicano con  u e v i  versori  uscenti  dalle due camere,
posizionate nei punti P0 e Q0. Si definisce inoltre  w0 il vettore distanza tra P0 e Q0, e  wc il
vettore cercato, distanza tra P(sc) e Q(tc). La formula per il calcolo si sc e tc è:
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sc=
be−cd
ac−b2
t c=
ae−bd
ac−b2
dove i parametri a, b, c, d, ed e valgono:
a=u⋅u ; b=u⋅v ; c=v⋅v ;
d=u⋅w0 ; e=v⋅w0 ;
Una  volta  ottenuti  sc e  tc,  wc può  essere
calcolato come:
wc=P sc−Q t c=P0Q0usc−vt c
La posizione tridimensionale  del marker è
quindi calcolata come punto medio di wc.
Come  detto  precedentemente,  i  centroidi
sono divisi tra head centers ed hand centers.
Anche le posizioni dei marker nello spazio
3D mantengono questa distinzione: ci saranno pertanto head markers ed hand markers.
4.1.6 Calcolo della posizione e dell'orientamento del punto di vista
Come  spiegato  in  precedenza,  per  effettuare  il  tracking  del  punto  di  vista  dell'utente,  è
necessario considerare le posizioni tridimensionali dei tre head markers.
La posizione  del  punto di  vista  è  calcolata  mediante  la  semplice  media  aritmetica  di  tali
posizioni.
Il calcolo degli angoli di inclinazione tiene conto soltanto degli head markers laterali. Basta
infatti  conoscere la loro posizione per capire l'orientamento del  segmento che individuano
(vedi Figura 52)
La componente di imbardata (yaw) consiste nell'angolo tra della proiezione del segmento sul
piano XZ del sistema di coordinate globali e l'asse X. La componente di rollio (roll) invece è
l'angolo tra la proiezione sul piano XY e l'asse X.
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Figura 51: Calcolo del closest point of aproach
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4.1.7 Configurazione
I  parametri  di  configurazione  di  cui  necessita  il  programma  di  tracking  possono  essere
catalogati in tre categorie.
Vi sono i parametri generali, che sono contenuti nel file trackerconfig.ini, che deve risiedere
nella stessa cartella del programma ed è definito dall'utente. Ogni parametro è contenuto in
una singola riga del file. Le righe vuote e quelle che iniziano con il carattere “;” vengono
ignorate. I parametri contenuti in questo file sono, nell'ordine:
➢ l'indirizzo IP di destinazione del pacchetto contenente le misure effettuate dal tracker
➢ porta di destinazione del pacchetto
➢ valore del parametro maximum center distance
➢ valore del parametro lookback distance
Vi  sono  poi  i  parametri  propri  della  camera,  contenuti  nei  file  wdm_camera0.xml e
wdm_camera1.xml. Ognuno di essi è un file xml definito dall'utente che contiene i parametri
relativi  all'acquisizione  di  una  delle  camere,  così  come  sono  previsti  dalla  libreria
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Figura 52: Calcolo degli angoli che identificano
l'orientamento del punto di vista
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DSVideoLib,  libreria  utilizzata  per  effettuare  l'acquisizione  (vedi  4.2.7).  La Figura  53  ne
mostra un esempio.
I parametri da adattare alla specifica configurazione, sono:
➢ show_format_dialog: variabile booleana che, se posta a True, fa in modo che il
programma, all'avvio, presenti una schermata che permette di modificare alcuni dei
parametri impostati nel file stesso.
➢ friendly_name: nome simbolico che il sistema operativo assegna alla webcam.
➢ frame_width: larghezza in pixel delle immagini acquisite dalla webcam.
➢ frame_height: altezza in pixel delle immagini acquisite dalla webcam.
Vi sono infine i  parametri di calibrazione, contenuti nei file di calibrazione  camera0.cal e
camera1.cal. Ognuno di essi contiene i dati prodotti dalla procedura di calibrazione effettuata
per una delle webcam. Per una precisa descrizione del loro significato si rimanda alla lettura
del paragrafo 4.2.1.
 
4.2 Implementazione del tracker
4.2.1 Il processo di tracking visto dal punto di vista matematico
La procedura di calibrazione realizzata è atta a calcolare una matrice 3x3 che definisca una
omografia  tra  il  view plane della camera ed il  piano di  calibrazione.  Un'omografia è una
trasformazione proiettiva tra due piani, ovvero una trasformazione che associa i punti di un
piano a quelli dell'altro. La matrice di trasformazione cercata ha 9 componenti, ma 8 gradi di
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libertà  [35],  perciò  la  nona  componente  (h33)  è posta  uguale  ad  1  (scelta  tipica  per  la
normalizzazione). Definito v' il vettore delle coordinate di un generico punto nel view plane e
v quello delle coordinate del punto corrispondente nel piano di calibrazione, considerando v in
coordinate omogenee, si ha che:
v '=x ' 1x ' 2x ' 3=Hv=
h11 h12 h13
h21 h22 h23
h31 h32 1 
x
y
1
Si consideri anche v' in coordinate omogenee. Si possono ricavare due vincoli:
x '=
x ' 1
x ' 3
=
h11 xh12 yh13
h31 xh32 y1
y '=
x ' 2
x ' 3
=
h21 xh22 yh23
h31 xh32 y1
Definito il vettore di incognite p=(h11, h12, h13, h21, h22, h23, h31, h32)T, le espressioni precedenti
possono essere scritte in forma matriciale:
x y 1 0 0 0 −x ' x −x ' y0 0 0 x y 1 −y ' x −y ' y p= x 'y '
Per calcolare il valore di ognuna delle 8 componenti di p saranno necessarie quattro coppie di
vincoli, quindi quattro corrispondenze tra la posizione del marker nel piano di calibrazione e
la  posizione  della  sua  proiezione  nel  view plane.  È  per  questo  motivo  che  il  pattern  di
calibrazione è composto da 4 marker.
La matrice  ottenuta  dalla  risoluzione  del  sistema,  indica,  per  ciascun  punto  del  piano  di
calibrazione, qual'è il pixel corrispondente sul view plane.
Per individuare la semiretta passante  per un marker,  l'algoritmo di  tracking ha bisogno di
conoscere la posizione di due punti per i quali essa è sicuramente tangente: uno di essi è il
punto in cui risiede la webcam, l'altro è il punto del piano di calibrazione corrispondente alla
posizione del centro del marker nel view plane. Tale punto è detto intercetta di calibrazione. 
L'esistenza dell'intercetta è garantita a meno che il marker non si trovi nel piano contenente la
webcam, parallelo al piano di calibrazione. Tale condizione si verifica soltanto in posizioni
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che non rientrano nello spazio  di  funzionamento
del tracker.
Per poter calcolare le coordinate dell'intercetta di
calibrazione,  è  necessario  effettuare  l'operazione
inversa  rispetto  a  quella  definita  dall'omografia.
C'è  quindi  bisogno  di  invertirne  la  matrice.
Calcolare  l'inversa  per  ogni  fotogramma sarebbe
tuttavia  un  lavoro  inutile,  pertanto  essa  viene
calcolata  una  volta  per  tutte  dalla  procedura  di
calibrazione  stessa,  e  viene  detta  matrice  di
calibrazione M.
L'algoritmo di tracking, perciò, si limita a moltiplicare la matrice di calibrazione per il vettore
contenente  la  posizione  del  centro  del  marker  all'interno  del  view  plane,  espresso  in
coordinate  omogenee.  Le  componenti  x  e  y  del  vettore  risultante,  espresso  anch'esso  in
coordinate omogenee,  indicano la posizione bidimensionale dell'intercetta  di  calibrazione,
solidale al sistema di riferimento del piano del pattern. Le coordinate assolute nello spazio 3D
di tale punto si ottengono effettuando operazioni che dipendono dalla posizione dell'origine
del piano di calibrazione rispetto a quella del sistema di riferimento 3D. Le componenti del
vettore distanza tra questi due sistemi di riferimento sono dette distanze di calibrazione. 
Questi parametri, insieme alla matrice di calibrazione, sono scritti in un file dal programma di
calibrazione, e vengono letti dal tracker in fase di inizializzazione.
In definitiva, l'operazione che svolge il tracker è la seguente:
 x1y1z1=M 
x '
y '
1 
dove  (x',  y')  è  la  posizione  in  pixel  del  marker  all'interno  dell'immagine  acquisita.  Se  le
distanze di calibrazione valgono x0, y0 e z0, la posizione 3D dell'intercetta di calibrazione
vale (x1/z 1 + x0 ,  y1/z1 + y0 , z0).
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Figura 54: L'intercetta di calibrazione
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4.2.2 Meccanismo di previsione della posizione dei centroidi
La previsione della posizione di ogni centroide si basa sull'analisi delle posizioni passate fino
al più a tre frame precedenti a quello sotto esame. A seconda del numero di informazioni di
cui si dispone, la previsione della posizione di ogni marker viene fatta in maniera diversa:
• Se si dispone soltanto di informazioni riguardanti la posizione al frame precedente, la
posizione prevista coincide con essa.
• Se  si  dispone  di  informazioni  riguardo  la  posizione  ai  due  frame  precedenti,  la
posizione prevista viene calcolata considerando costante la velocità del centroide nello
spazio 2D. Perciò, definite p0 e p1 le posizioni del marker rispettivamente al primo ed
al secondo frame, la posizione prevista pp è calcolata nel seguente modo:
pp.x=p1.x+(p1.x-p0.x)
pp.y=p1.y+(p1.y-p0.y)
• Se  si  dispone  di  informazioni  riguardo  la  posizione  ai  tre  frame  precedenti,  la
posizione prevista viene calcolata facendo uso di una formula di interpolazione atta a
ricostruire l'andamento di due funzioni, ognuna delle quali rappresenta l'andamento di
una componente della posizione del centro del marker. Si suppone che l'intervallo di
tempo che intercorre tra un frame ed il successivo sia costante. Perciò si assume che il
terzultimo  frame  sia  visualizzato  all'istante  0,  il  penultimo  all'istante  1  e  l'ultimo
all'istante 2. Dette p0, p1 e p2 le posizioni del marker in questi tre istanti, applicando
la formula di interpolazione di newton, si ottengono queste equazioni:
f ' t = p0.x−3 p0.x−4 p1.x p2.x
2
t p0.x−2 p1.x p2.x
3
t2
f ' ' t = p0.y−3 p0.y−4 p1.y p2.y
2
t p0.y−2 p1.y p2.y
3
t2
Il valore delle due funzioni nel punto di ascissa 3 rappresenta la posizione prevista pp.
Sostituendo nelle equazioni precedenti si ottiene che:
f ' 3= pp.x= p0.x−3 p1.x3 p2.x
f ' ' 3= pp.y= p0.y−3 p1.y3 p2.y
4.2.3 La classe TrackingCamera
Questa classe si occupa di gestire l'acquisizione di ogni webcam, di applicare l'algoritmo di
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blob detection ad ognuna delle immagini acquisite e di calcolare le intercette di calibrazione.
È  utilizzata  sia  dal  tracker  che  dal  programma  di  calibrazione.  Ad  ogni  centroide  viene
assegnato un identificatore numerico che dipende dall'ordine in cui è stato rilevato all'interno
dell'immagine di ogni camera.
Segue un elenco dei principali campi e funzioni membro della classe.
• DSVL_VideoSource* videoSource: oggetto che si occupa della gestione dello stato
della webcam.
• MemoryBufferHandle  mbHandle:  hander  al  buffer  di  memoria  utilizzato  dalla
webcam per l'acquisizione delle immagini.
• BYTE* pixelBuffer: buffer di memoria contenente l'immagine acquisita.
• Matrix calibrationMatrix: matrice di calibrazione.
• float  calibrationXDistance,  calibrationYDistance,  calibrationZDistance:  valori
delle tre distanze di calibrazione.
• Coords3D cameraPosition: posizione della webcam nello spazio 3D.
• int  max_center_distance,  lookback_distance:  valori  degli  omonimi  paramerti,
descritti in precedenza.
• int num_markers: numero totale dei marker gestiti dal sistema.
• int *markerSumX, *markerSumY, *markerPixelsNum:  puntatori  a tre vettori  di
num_markers componenti ciascuno, contenenti rispettivamente, per ogni centroide, la
somma totale delle componenti orizzontali  e verticali ed il numero dei pixel che lo
compongono.
• Coords *center: puntatore ad un vettore di num_markers componenti, contenente, per
ogni centroide, le coordinate bidimensionali del suo centro.
• bool catchFrame(): acquisisce una nuova immagine. Restituisce true se l'acquisizione
è avvenuta con successo, false altrimenti.
• bool  findCenters(bool  enablePrediction):  localizza  il  centro  di  ogni  centroide
presente  nell'immagine  corrente,  utilizzando  l'algoritmo  di  blob  detection.  Se
enablePrediction vale true attiva il sistema di predizione della posizione dei centroidi.
• void finishFrame(bool displayCameraOutput): rilascia il buffer di acquisizione in
modo  tale  che  la  webcam  possa  acquisire  il  successivo  fotogramma.  Se
displayCameraOutput vale  true predispone  il  programma  alla  visualizzazione
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dell'immagine  acquisita,  con  le  relative  modifiche  apportate  dall'algoritmo  di  blob
detection.
• void  init(char* calibrationFile,  int  numberOfMarkers,  int  maxCenterDistance,
int  maxLookbackDistance):  funzione che inizializza  le  strutture  dati  della  classe.
Prende  in  ingresso,  tra  le  altre  cose,  il  path  del  file  contenente  i  parametri  di
calibrazione.  Il  programma  di  calibrazione  imposta  a  NULL  il  valore  di  questo
parametro.  In questo caso il  file  non viene caricato e le  strutture dati  che da esso
dipendono non vengono inizializzate, in quanto non utili in fase di calibrazione.
• bool setupCamera(char* setupFile): rende la camera pronta ad acquisire immagini.
Riceve come parametro il path del file contenente i parametri propri della camera. Se
le operazioni sono state effettuate con successo restituisce true, false altrimenti.
• bool  testPix  (int  x,  int  y,  int  red,  int  green,  int  blue):  restituisce  true se  le
componenti  RGB del  pixel  di  coordinate  (x,  y)  valgono  (red,   green,  blue),  false
altrimenti.
• void drawPix (int  x,  int  y,  int  red,  int  green, int  blue):  imposta  il  valore delle
componenti RGB del pixel di coordinate (x, y).
• bool lookBack(int x, int y, int minX, int red, int green, int blue): analizza i pixel
contenuti  nella  loockback  window  associata  al  pixel  di  coordinate  (x,  y).  Se  per
almeno uno di essi le componenti RGB valgono (red,  green,  blue) ritorna true,  false
altrimenti.  MinX è  il  valore  minimo  della  componente  orizzontale  dei  pixel  che
possono essere analizzati.
• void  assignLineToMarker(int  actLineY,  int  actLineFirstX,  int  actLineLastX):
associa  la  white  line,  di  coordinate  orizzontali  comprese  tra  actLineFirstX ed
actLineLastX e  coordinate  verticali  pari  a  actLineY,  al  centroide  di  cui  fa  parte,
aggiornando le strutture dati associate a tale centroide.
• void scanRow(int lineY): passa in rassegna tutta la riga dell'immagine di coordinata
verticale lineY, assegnando ogni white line trovata al centroide corrispondente. Colora
di blu ogni white line trovata.
• Coords getCenterPosPix(int n):  restituisce le coordinate bidimensionali  del centro
del marker di identificativo n.
• Coords3D  findIntersect(int  n):  calcola  l'intercetta  di  calibrazione  relativa  al
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centroide di identificativo n.
4.2.4 La classe MarkerDetector
La classe implementa il meccanismo che distingue gli head centers dagli hand centers di ogni
webcam e che ordina i due gruppi in maniera che l'ordine dei centroidi di una camera risulti
coerente  con  quello  dell'altra.  La  classe  non  apporta  modifiche  alle  strutture  dati  della
TrackingCamera, ma si limita a definire una tabella di corrispondenza tra gli identificativi dei
centroidi, tale che l'i-esimo elemento della tabella di una camera contenga l'identificativo di
un centroide che si riferisce allo stesso marker reale a cui si riferisce l'identificativo contenuto
nell'i-esimo  elemento  dell'altra.  In  realtà  la  classe  definisce  due  tipi  di  tabelle  di
corrispondenza: quelle per gli head centers e quelle per gli hand centers.
Segue la descrizione dei principali campi e funzioni membro della classe.
• int headCenter[2][3], int *handCenter[2]: tabelle di corrispondenza che contengono
rispettivamente gli identificativi degli head centers e degli hand centers di entrambe le
camere.
• int num_hands: numero di marker che indicano la posizione delle mani
• void initHands(int  num):  funzione che alloca le tabelle  di  corrispondenza per gli
hand centers. L'intero num indica il numero di entry della tabella da allocare.
• int getHeadCenter(int ncam, int nmarker): restituisce il valore della entry numero
nmarker della tabella di corrispondenza per gli head centers della webcam numero
ncam.
• int getHandCenter(int ncam, int nmarker): restituisce il valore della entry numero
nmarker della tabella di corrispondenza per gli hand centers della webcam numero
ncam.
• bool  detectHead(TrackingCamera*  camera,  int  ncam):  la  funzione  ottiene
dapprima le coordinate dei centri dei marker rilevati dalla webcam gestita dall'oggetto
classe  camera.  Quindi  cerca  tra  esse  gli  identificativi  di  tre  marker  che  risultino
allineati  e  che  siano  a  due  a  due  equidistanti.  Sono questi  i  marker  che  vengono
considerati  head markers. I loro identificativi  vengono memorizzati  nella tabella di
corrispondenza per gli head markers numero  ncam, in ordine tale che la coordinata
orizzontale della posizione dei centroidi a cui si riferiscono sia crescente. Poiché le
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due  webcam  sono  entrambe  poste  frontalmente  all'utente  c'è  la  garanzia  che
l'ordinamento  effettuato  per  entrambe  le  camere  risulti  coerente,  finché  l'utente  si
muove all'interno del volume di funzionamento del sistema.
La funzione restituisce true se gli head markers sono stati individuati, false altrimenti.
• int detectHands(TrackingCamera* camera, int ncam): considera hand centers tutti
quei centroidi che non sono stati presi in considerazione dalla  detectHead. Pertanto
questa funzione deve essere necessariamente chiamata dopo di essa. La prima volta
che tutti gli hand centers sono presenti nell'immagine acquisita dalla webcam numero
num,  i  loro  identificativi  vengono  memorizzati  all'interno  della  tabella  di
corrispondenza appropriata. L'ordinamento, anche in questo caso, è crescente rispetto
alla  coordinata  orizzontale  degli  hand marker  a cui  gli  identificativi  si  riferiscono.
L'ordinamento,  per  i  frame  successivi,  segue  una  regola  diversa.  Ogni  entry della
tabella conterrà infatti l'identificativo dell'head center che presenta la minima distanza
dall'head  center  del  fotogramma  precedente,  il  cui  identificativo  era  contenuto  in
quella entry. In questo modo l'ordinamento dei marker risulterà sempre coerente per le
due webcam.
Sarà pertanto necessario tuttavia, all'avvio del tracker, posizionare gli hand marker in
modo tale che ogni camera li visualizzi con lo stesso ordine.
4.2.5 Struttura del programma Tracker
Il programma tracker è sviluppato facendo uso della libreria GLUT, al fine di sfruttarne il
meccanismo delle callback e di mostrare su schermo l'output delle due camere.
La finestra OpenGL creata dal programma è divisa verticalmente in due riquadri di 640x480
pixel ciascuno. In ognuno di essi viene visualizzato l'output di una webcam, modificato in
modo da evidenziare i centroidi in blu e da indicare la posizione dei loro centri mediante delle
croci di colore diverso. Sulla finestra sono inoltre visualizzati dati riguardanti le performance
del sistema e le misure effettuate. L'utente, al fine di migliorare le prestazioni del marker, può
disabilitare la visualizzazione dell'output delle camere, tramite la pressione del tasto funzione
F2.
In fase di inizializzazione il programma legge i parametri generali dal file  trackerconfig.ini,
inizializza la finestra OpenGL ed inizializza le proprie strutture dati, tra cui due occorrenze
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della classe TrackingCamera (una per ogni webcam) mediante i parametri di calibrazione e
quelli  propri  della  camera,  acquisiti  dagli  opportuni  file.  Quindi  predispone  le  camere
all'acquisizione e dà il via al ciclo GLUT mediante la chiamata a glutMainLoop().
La funzione render, che è una callback sia di tipo Idle Function che di tipo Display Function,
si occupa della gestione di ogni fotogramma. Essa, al fine di sincronizzare più possibile le
operazioni  effettuate  dalle  due  webcam,  effettua  dapprima  entrambe  le  acquisizioni,  poi
analizza le immagini acquisite, quindi rilascia contemporaneamente il buffer delle camere, in
modo che possano avviare l'acquisizione del fotogramma successivo. L'analisi dell'immagine
di una webcam si basa sull'algoritmo di blob detection descritto al paragrafo 4.1.2.1, pertanto
fa uso della funzione findCenters dell'oggetto TrackingCamera associato alla webcam stessa.
I centroidi rilevati vengono quindi divisi in head e hand centers, mediante l'oggetto detector,
della classe MarkerDetector. Una volta che le posizioni dei centroidi sono state catalogate ed
ordinate, si effettua la loro triangolazione al fine di trovare le coordinate tridimensionali di
ogni marker. La posizione ed il punto di vista sono calcolate, a partire dalle posizioni degli
head markers, con le modalità descritte nel paragrafo 4.1.6. 
Ognuno  dei  dati  raccolti  viene  inviato  in  rete  tramite  pacchetto  UDP,  la  cui  struttura  è
descritta nel paragrafo 4.3.
4.2.6 Programma di calibrazione
L'interfaccia utente del programma di calibrazione consiste in una finestra di console ed in una
finestra OpenGL 640x480.
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Figura 55: La finestra del tracker
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All'avvio l'utente fornisce, tramite finestra di console, le posizioni tridimensionali, in metri,
della webcam e del marker assunto come origine del piano di calibrazione. Successivamente
viene creata la finestra OpenGL dentro la quale vengono visualizzate le immagini acquisite
dalla webcam: di ciascun marker viene evidenziato il centro, ognuno con un diverso colore.
Nel momento in cui l'utente ritiene che il pattern sia correttamente posizionato e inquadrato
dalla webcam nella sua interezza, può fermare l'acquisizione tramite la pressione del tasto “s”.
Quindi, dopo la pressione del tasto “i”,  l'output della finestra di  console invita l'utente ad
immettere le coordinate dei quattro marker solidali al piano di calibrazione, espresse anch'esse
in metri. Tali dati, combinati con le informazioni sulla posizione dei centroidi all'interno del
view plane della camera, permettono il calcolo della matrice di calibrazione, che viene scritta
su  un  file  insieme  alle  distanze  di  calibrazione,  che  altro  non  sono  che  le  coordinate
tridimensionali dell'origine del piano di calibrazione.
Similmente  al  programma Tracker,  il  programma di  calibrazione è  realizzato  mediante  la
libreria grafica GLUT, pertanto condivide con esso la struttura di base. Render, ad esempio,  è
la funzione chiave del programma e, così come per il programma Tracker, si occupa della
gestione  di  ogni  fotogramma.  È  anch'essa  una  callback  di  tipo  Idle  Function  e  Display
Function.
Poiché non è importante avere un frame rate necessariamente vicino ai 30 fps, il meccanismo
di previsione della posizione dei centroidi è disabilitato, in modo da avere la garanzia che essi
vengano  sicuramente  rilevati  ad  ogni  frame.  Inoltre,  poiché  l'input  proviene  da  una  sola
camera,  non  viene   abilitata  neppure  la  procedura  di  ordinamento  degli  identificativi  dei
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Figura 56: Esempio di esecuzione del programma di calibrazione
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marker.
Il  calcolo  della  matrice  di  calibrazione  avviene  tramite  la  funzione  calibrate(Coords
imageCenters[4],  Coords  markerCenters[4]).  I  due  vettori  passati  come  parametro
contengono le coordinate bidimensionali dei marker rispettivamente all'interno del view plane
e riferite al piano di calibrazione. Le prime sono espresse in pixel, le seconde in metri. La
funzione restituisce la matrice di calibrazione.
4.2.7 Altre librerie utilizzate
L'acquisizione  delle  webcam  è  gestita  tramite DirectShow  Video  processing  Library
(DSVideoLib) [36], una libreria gratuita ed opensource, che supporta l'accesso concorrente ai
buffer  di  acquisizione  da  parte  di  più  thread.  Tale  libreria  è  particolarmente  utile  per
applicazioni, come il tracker sviluppato, che necessitano di input video da fonti differenti.
Sia il programma di calibrazione che il tracker vero e proprio eseguono operazioni matriciali.
Per gestire tali operazioni si è fatto uso della libreria gratuita, opensource e multipiattaforma
Matrix TCL Lite [37], che supporta le operazioni basilari sulle matrici, quali l'inversa.
4.3 Integrazione con XVR Network Renderer
Affinché il sistema di tracking possa dare il  proprio contributo nel dare una sensazione di
immersività  all'utente  di  un ambiente  virtuale,  è necessario che l'output  visivo fornito dal
sistema  tenga  conto  delle  misurazioni  fatte.  Pertanto  il  tracker  dev'essere  in  grado  di
comunicare  al  sistema  la  posizione  e  l'orientamento  del  punto  di  vista  dell'utente  ed
eventualmente anche la posizione delle sue mani.
Le modalità di invio delle misure effettuate sono state pensate in modo tale da integrare il
sistema di tracking con XVR Network Renderer, ma sono valide per qualsiasi sistema che
consideri la presenza di un tracker.
Come discusso nel  capitolo  3,  sono i  programmi  slave  che  si  occupano di  modificare  la
matrice di prospettiva OpenGL, al fine di adattarla al moto dell'utente. Essi dovranno pertanto
essere  a  conoscenza  delle  misurazioni  effettuate  dal  tracker  relative  alla  posizione  ed
all'orientamento del punto di vista. 
I  programmi  slave,  tuttavia,  si  occupano  unicamente  dell'output.  È  invece  affidato
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all'applicazione master il compito di modificare il  modello virtuale, ovvero manipolare gli
oggetti  virtuali  a  seconda  degli  input  dell'utente.  Pertanto  è  il  master  che  dovrà  ricevere
informazioni riguardo la posizione delle mani dell'utente.
La scelta  che  possa  soddisfare  tutte  le  esigenze  è  quella  di  far  comunicare  il  sistema di
tracking direttamente con l'applicazione master, la quale, mediante il meccanismo descritto al
paragrafo 3.2.2.4, provvederà a comunicare agli slave i parametri di cui essi necessitano.
La comunicazione consiste nell'invio da parte del tracker di una sequenza datagram UDP.
Ognuno  dei  pacchetti  che  compongono  tale  sequenza  contiene  una  stringa  iniziale  che
identifica il tipo di informazione fornita, seguita da tre numeri reali espressi in codifica ASCII.
Le possibili stringhe iniziali sono:
• VR_TRACKER_POSITION:  indica  che  il  pacchetto  contiene  informazioni  sulla
posizione del punto di vista.
• VR_TRACKER_ORIENTATION:  indica  che  il  pacchetto  contiene  informazioni
sull'orientamento del punto di vista.
• VR_TRACKER_BUTTONS:  indica  che  il  pacchetto  contiene  informazioni  sulla
posizione delle mani dell'utente.
Come detto nel paragrafo  4.1.7, l'indirizzo IP e la porta di destinazione dei datagram sono
configurabili direttamente dall'utente.
Le applicazioni XVR sono dotate di un meccanismo automatico che provvede a mettersi in
attesa di datagram, provenienti dal sistema di tracking, sulla porta 45000, e ad effettuare il
parsing del loro contenuto al fine di estrapolarne le informazioni che contengono.
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ll'interno  di  questo  capitolo  saranno  analizzate  le  performances  del  sistema
proposto, al fine di evidenziarne pregi e difetti e di indicare quali sono gli scenari e
le condizioni di utilizzo che ne garantiscono un funzionamento ottimale.  A
Relativamente  ad  XVR  Network  Renderer,  sono  stati  misurati  e  confrontati  i  tempi  di
elaborazione  dei  frame  relativi  ad  alcune  configurazioni  particolarmente  significative,
ricostruendo i casi di utilizzo più probabili.
Del  sistema  di  tracking  è  stata  misurata  l'accuratezza  in  varie  zone  del  suo  volume  di
funzionamento ed il  tempo impiegato per rilevare ogni aggiornamento della  posizione dei
marker nello spazio,  con o senza l'utilizzo dell'algoritmo di previsione della posizione dei
centroidi.
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5.1 XVR Network Renderer
Uno dei fattori che può influire sulle performances di XVR Network Renderer è la qualità
dell'hardware grafico utilizzato dalle macchine che eseguono i programmi slave, o da quella
che esegue l'applicazione master ed il network driver, e la quantità memoria video di cui tale
hardware  dispone.  Altri  fattori  discriminanti  consistono  nella  banda  fornita  e  nei  delay
introdotti dalla rete locale che permette a driver e slaves di comunicare e, naturalmente, nella
specifica configurazione del driver stabilita dall'utente.
Considerata la  molteplicità  delle  diverse  configurazioni,  i  test  effettuati  si  limitano  ad un
sottoinsieme selezionato dei possibili casi d'uso.
Gli scenari relativi ai vari test hanno in comune la presenza di un solo slave, eseguito su una
macchina che monta una scheda grafica di elevata qualità: la NVIDIA GeForce 7800 GTX,
che dispone di 512 MB di memoria video. L'applicazione master ed il driver sono eseguiti su
un laptop che dispone di una scheda grafica ATI Mobility Radeon 9700 AGP, con soli 64 MB
di memoria video.
5.1.1 Confronto tra diversi tipi di rete locale
Per questo test  è stata eseguita un'applicazione master che ha una risoluzione di 955x563
pixel.  Il  driver  è  impostato  in  visualization  mode  mono,  ma  in  modo  tale  che  lo  slave
visualizzi l'output a full screen con una risoluzione di 1400x1050, quindi con un fattore di
scala pari a 1,407. 
Una volta che l'applicazione ha caricato le texture ed i modelli 3D, creando così le display
lists, ogni frame viene codificato in soli 27 Kbytes. Il traffico di rete generato dal driver risulta
perciò  abbastanza  ridotto,  pertanto  è  conveniente  inviare  un  pacchetto  NOGLP per  ogni
frame, in modo che i delay introdotti dal protocollo FDP (vedi  paragrafo  3.3.1.1) risultino
minimi. A tal fine si è scelto di assegnare alla NOGLP threshold un valore di 50000 Bytes,
superiore  quindi  alla  dimensione  della  codifica  del  frame.  A causa  dell'entità  ridotta  del
traffico di rete si è scelto di utilizzare un'applicazione master che impegnasse limitatamente le
schede grafiche delle due macchine. In questo modo i tempi di invio dei pacchetti possono
risultare confrontabili con quelli impiegati dalle schede per gestire il rendering.
La Figura 57 mette a confronto i tempi richiesti per l'elaborazione dei frame, in scenari che
fanno uso di diverse tecnologie di trasmissione in rete locale. I tempi di elaborazione tengono
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conto  del  delay  introdotto  dalla  comunicazione  in  rete  locale.  Ogni  punto  del  grafico  è
ottenuto mediante la media dei tempi di elaborazione di 10 frame consecutivi. 
Si  noti  come  il  tempo  necessario  alla  comunicazione  non  incida  eccessivamente  sulle
prestazioni,  nonostante  questo  scenario  sia  stato  appositamente scelto  per  massimizzare  il
contributo da esso causato. Le curve infatti non risultano molto distanti tra loro, sebbene si
riferiscano a  bitrate  molto  diverse.  C'è  tuttavia  da  notare  che  la  quasi  totalità  del  tempo
impiegato nello scambio dei pacchetti consiste nei network delay. Il protocollo FDP, infatti,
prevede che ogni pacchetto, prima di essere spedito, venga compresso. La dimensione di ogni
pacchetto inviato scende perciò a circa 2,30 Kbyte. Il tempo necessario a trasmettere così
pochi  dati  risulta di  gran lunga inferiore al  ritardo di trasmissione introdotto dalla rete.  È
questo il motivo per cui le curve relative alle reti Firewire o Ethernet a 100 Mbps risultano
così prossime a quella relativa alla Ethernet a 10 Mbps
La  Figura  58 descrive  l'andamento  delle  curve  nel  caso  in  cui  venga  disabilitata  la
compressione dei pacchetti FDP. Si osserva che il divario tra le funzioni cresce in maniera
significativa,  soprattutto  per  reti  che  forniscono  una  banda  limitata,  come  la  Ethernet  a
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10Mbps. Il tempo necessario per inviare 27 Kbytes, infatti, non è più trascurabile a confronto
del delay introdotto dalla rete, ed assume un peso sempre maggiore col diminuire della bitrate.
Dal confronto tra i due grafici si nota chiaramente che il tempo impiegato per la compressione
dei dati risulta decisamente inferiore al tempo necessario ad inviare una quantità di dati pari
alla differenza tra la dimensione del pacchetto prima e dopo la compressione. Pertanto, in un
caso  come questo,  utilizzare  la  compressione  risulta  particolarmente  conveniente.  Questo
risultato  è  dovuto  alla  grande  ridondanza  presente  nel  traffico  di  funzioni  OpenGL,  che
assicura eccezionali rapporti di compressione. 
Esistono  tuttavia  dei  casi  in  cui  l'uso  della  compressione  può  risultare  sconveniente.  Si
considerino ad esempio i primi frame di un'applicazione che faccia uso di parecchie texture.
Le  prime  chiamate  effettuate  consisteranno  nella  definizione  di  tali  texture,  pertanto
prevederanno l'invio in rete delle immagini ad esse associate, che possono essere di grandi
dimensioni e generalmente sono codificate in un formato già compresso. La dimensione di
ogni pacchetto sarà perciò molto grande e si avrà un limitato rapporto di compressione. La
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Figura 58: Performances a seconda del tipo di tecnologia di rete locale utilizzata, con compressione
disabilitata
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Figura 59 mostra  i  tempi  di  inizializzazione  di  un'applicazione  master  che  utilizza  molte
texture di grandi dimensioni. Il grafico si riferisce a vari tipi di LAN ed all'utilizzo o meno
della compressione dei pacchetti, e mostra la somma dei tempi di elaborazione dei primi 26
frames, considerati come la durata della fase di inizializzazione. Si osservi come per LAN che
offrono velocità di trasmissione elevate, quali la Gigabit Ethernet e la rete Firewire, il tempo
risparmiato in trasmissione risulta minore del tempo impiegato a comprimere. Pertanto la fase
di  inizializzazione  dell'applicazione  risulta  più  lunga  se  si  fa  uso  della  compressione  dei
pacchetti.  Per bitrate basse, invece, il  tempo impiegato per la compressione resta costante,
mentre  quello  impiegato  per  la  trasmissione  dei  pacchetti  aumenta,  facendo  risultare
conveniente l'uso della compressione. 
Anche per  reti  con una  grossa  bitrate,  comunque,  tali  particolari  condizioni  si  verificano
unicamente durante la fase iniziale dell'applicazione. Pertanto converrà sempre ottimizzare il
comportamento a regime tramite la compressione dei pacchetti.
5.1.2 Analisi delle performance al variare della NOGLP Threshold
Scopo di questo test è mostrare come la scelta del valore della NOGLP Threshold incida sulle
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Figura 59: Somma dei tempi di elaborazione dei primi 26 frames con / senza compressione
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prestazioni  del  sistema.  Il  test  prevede  l'esecuzione  di  due  diverse  applicazioni  master,
caratterizzate  da  una  dimensione  della  codifica  del  frame  che  vale  rispettivamente  circa
125Kbytes e 80 Kbytes. La Figura 60 mostra l'andamento delle performances per la prima
applicazione.  Col  decrescere  della  threshold  i  tempi  di  inattività  introdotti  dal  protocollo
NOGLP diminuiscono, ma si ha una crescita di  quelli  introdotti  da FDP. Si  noti  che, nel
momento in cui la threshold supera la dimensione di un frame, si ha un brusco cambiamento
delle  prestazioni.  Ciò  è  dovuto  al  fatto  che  tale  passaggio  comporta  l'invio  di  un  unico
pacchetto NOGLP, in luogo di due. Pertanto, mentre il tempo di trasmissione dei dati, perciò
l'idle time dovuto a NOGLP, cresce di una quantità minima, il delay introdotto dal protocollo
FDP  risulta  dimezzato.  Questo  comporta  un  notevole  aumento  delle  performance.  Le
prestazioni maggiori, pertanto, non si avranno mai per valori della threshold poco inferiori alla
soglia del frame. Tuttavia non è vero che le prestazioni ottime si avranno necessariamente con
l'invio  di  un  unico  pacchetto  NOGLP.  Il  grafico  riportato  in  Figura  61,  che  riporta  le
performance  relative  alla  seconda  applicazione  testata,  mostra  infatti  come  in  taluni  casi
convenga inviare più di un pacchetto NOGLP. Il valore ottimale della threshold vale poco più
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della metà della dimensione del frame. Questo risultato non stupisce, in quanto, se la soglia
fosse poco minore di tale valore, verrebbero inviati tre pacchetti NOGLP in luogo di due,
causando effetti analoghi al caso precedente. 
Generalizzando, la conclusione che se ne può trarre è che il valore ottimale della threshold
dipende  dalla  natura  della  specifica  applicazione,  ma  si  aggira  nell'intorno  destro  di  un
sottomultiplo della dimensione del pacchetto.
5.2 Tracker
5.2.1 Precisione del sistema
La precisione  è  forse  l'aspetto  più  importante  per  un  sistema di  tracking,  poiché  da  tale
proprietà dipende l'accuratezza con cui l'utente può osservare l'ambiente virtuale ed interagire
con esso. Il presente paragrafo analizza gli errori di misura effettuati dal tracker al fine di
rilevarne appunto il livello di accuratezza.
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Com'è  stato  mostrato  nel  capitolo  2,  esistono  in
commercio  sistemi  di  tracking  che  raggiungono
livelli  di  precisione  dell'ordine  della  frazione  di
millimetro. Il sistema realizzato non raggiunge tali
livelli,  tuttavia  si  ricordi  che  gli  obbiettivi  della
presente tesi sono quelli di realizzare un tracker con
un costo particolarmente contenuto, che garantisca
un'accuratezza  accettabile,  ma  non  di  livello
professionale. 
La calibrazione del sistema è stata effettuata facendo uso di un piano di calibrazione la cui
origine ha coordinate (-0.03,-0.17,2),  ed è stato posizionato in modo tale che entrambe le
webcam inquadrassero tale punto il più possibile nei pressi del centro dell'immagine acquisita,
punto in cui la distorsione introdotta dalla lente della camera risulta minima. È perciò nei
pressi di tale punto che ci si aspetta che il tracker effettui le rilevazioni più accurate.
Per stimare l'errore di misura effettuato dal tracker è necessario confrontare le coordinate della
posizione di un marker rilevate dal tracker con quelle reali, misurate in maniera più precisa
possibile. La misura delle coordinate è stata effettuata tramite un distanziometro ad ultrasuoni.
Anche tale  misurazione,  non avvalendosi  di  strumenti  molto  accurati,  è fonte  di  errori  di
misura, pertanto si consideri che anche i risultati qui mostrati possono presentare errori.
Le misurazioni sono state effettuate in maniera tale da coprire il più possibile ogni zona del
volume di funzionamento del tracker, ovvero l'intersezione tra i  volumi di vista delle due
webcam. A tal fine sono state individuate tre sezioni di tale volume, parallele al piano XY del
sistema  di  riferimento  globale,  poste  a
diverse  distanze  da  esso.  Per  via  della
geometria del volume di funzionamento,
le  sezioni  hanno  forma  pressoché
trapezoidale.  I vertici  di  ognuno dei  tre
trapezi  sono  stati  individuati  misurando
la  posizione  dei  quattro  punti  che
rappresentano  i  limiti  di  funzionamento
rispettivamente  superiore  destro,
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Figura 63: schema dei punti della sezione del volume di
funzionamento di cui è stata misurata la posizione
Figura 62: Distanziometro ad ultrasuoni
usato per effettuare le misurazioni
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superiore sinistro, inferiore destro ed inferiore sinistro. Oltre a questi quattro punti, all'interno
dei trapezi ne sono stati individuati altri sedici, disposti nella maniera indicata in Figura 63,
per un totale di venti misurazioni per ogni sezione.
Sono di seguito riportati i grafici relativi all'errore della misura effettuata dal tracker relativa
all'asse X. In particolare,  la  Figura 64 mostra,  per ognuna delle  posizioni  sotto esame, la
componente sull'asse X misurata e quella rilevata dal tracker. La Figura 65, invece, studia la
distribuzione dell'errore lungo l'asse X.
Si noti come l'errore risulti minimo in corrispondenza del valore -0.03, corrispondente alla
coordinata X dell'origine del piano di calibrazione, e vada aumentando man mano che ci si
allontana verso i margini del volume di funzionamento. Ciò è dovuto sia alle imprecisioni
dell'algoritmo di tracking, che alle distorsioni  introdotte dalla lente della camera. Il valore
assoluto dell'errore si mantiene in media sotto la soglia dei 2 centimetri, anche se esistono casi
in  cui  si  possono  raggiungere  picchi  di  oltre  5  centimetri.  È  necessario  però  tenere  in
considerazione, come già accennato, anche l'errore dovuto ad una misurazione manuale della
posizione del marker.
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Osservazioni analoghe possono essere fatte per le misurazioni relative all'asse Y, mostrate in
Figura  66  ed  in  Figura  67.  poiché  si  dispone  di  una  serie  di  misure  effettuate  in
corrispondenza  dello  stesso valore  dell'asse  Y,  l'ordinata  di  ogni  punto  della  Figura  67 è
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ottenuta tramite la loro media aritmetica.
Anche  in  questo  caso  il  valore  assoluto  dell'errore  risulta  minimo  in  corrispondenza
dell'origine del piano di calibrazione, e va aumentando allontanandosi da esso. Si noti come
l'errore su questa componente si mantenga in media più ridotto rispetto al grafico precedente.
La Figura 68 dà un'idea di come l'errore sia distribuito all'interno di ognuna delle sezioni del
volume  di  funzionamento  del  tracker  che  sono  state  prese  in  considerazione.  Il  valore
dell'errore in ogni punto è considerato come il modulo del vettore differenza tra la misura e la
rilevazione della posizione di tale punto nello spazio. Nelle tre immagini, la componente del
rosso di ogni punto cresce al  crescere dell'errore e quella del  blu cresce al suo diminuire.
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Figura 67
Figura 68: distribuzione dell'errore all'interno delle sezioni poste alle distanze di 115, 168 e 281 cm
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Come c'è da aspettarsi, le zone blu si trovano grossomodo nella zona dell'immagine prossime
al centro della sezione. L'allontanamento da tale punto comporta la crescita della componente
del rosso.
Le misurazioni  fin qui analizzate sono insufficienti  per registrare l'accuratezza del sistema
relativamente alla componente Z, in quanto sono relative a soltanto tre valori distinti.  Per
ovviare a ciò sono state effettuate apposite misurazioni, il cui risultato è descritto dalle figure
69 e 70.
È possibile notare come l'errore cresca con l'allontanarsi dalle due camere. Ciò è dovuto al
fatto che il marker, all'interno dell'immagine acquisita, occupa un insieme di pixel più piccolo,
quindi più suscettibile ad incertezza. Tale fenomeno può tuttavia essere limitato tramite una
opportuna scelta della collocazione dell'origine del piano di calibrazione. La Figura 70 mostra
infatti che l'errore in corrispondenza di tale punto risulta pressoché nullo, nonostante esso si
trovi a due metri di distanza dal tracker.
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5.2.2 Performance del sistema
Le prestazioni del sistema di tracking, nel caso in cui si faccia uso dell'algoritmo di previsione
della posizione dei centroidi, variano a seconda del numero di marker utilizzati. Per ognuno di
essi, infatti, sarà necessario scansionare una distinta parte dell'immagine. Le dimensioni di tali
parti, che influenzano anch'esse le performance del sistema, dipendono dalla grandezza dei
centroidi ad esse associate, la quale è influenzata dalle dimensioni fisiche dei marker e dalla
vicinanza dell'utente alle camere. È stato pertanto misurato il tempo di cui il sistema necessita
per elaborare le immagini acquisite, al fine di rilevare le posizioni dei centroidi. Le misure
sono  state  effettuate  in  scenari  caratterizzati  da  un  numero  crescente  di  marker,  posti
orientativamente sempre alla stessa distanza dal sistema. La Figura 71 ne riporta i risultati. È
possibile osservare come i tempi di elaborazione crescano linearmente e, per un numero di
marker limitato, risultino decisamente inferiori rispetto al tempo necessario per scansionare
ogni pixel  dell'immagine (ultima colonna del  grafico).  Tuttavia,  se il  numero di  marker è
superiore a 9, l'uso del meccanismo di previsione risulta sconveniente, in quanto la somma dei
pixel di ogni area scansionata supera il numero totale di pixel dell'immagine.
È  comunque  opportuno  far  notare  che  il  sistema  rispetta  comunque  i  requisiti  di
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temporizzazione che fissano il funzionamento a 30Hz, anche senza far uso del meccanismo di
previsione. Sarà pertanto sempre preferibile disabilitare tale meccanismo, in modo da non
correre il rischio che la previsione si riveli errata. Il meccanismo è tuttavia utile in vista di
sviluppi futuri del sistema che prevedano una frequenza di campionamento più elevata o una
maggiore risoluzione delle immagini acquisite.
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Figura 71
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In base ai risultati ottenuti, analizzati nel capitolo precedente, segue una breve analisi generale
dei pregi e dei difetti dei sistemi realizzati.
6.1 XVR Network Renderer
I vantaggi introdotti dall'uso di XVR Network Renderer consistono in:
• Possibilità di pilotare meccanismi di visualizzazione complessi per mezzo di un pc dalle
risorse molto limitate
• Performance del sistema legate in maniera molto limitata alla tecnologia di rete utilizzata
• Indipendenza delle performance dal numero di programmi slave in uso
• Configurazione del sistema semplice e centralizzata
Gli svantaggi consistono invece in:
• Dipendenza  delle  performance,  seppur  in  maniera  limitata,  dalla  qualità  dell'hardware
grafico presente sul pc che esegue l'applicazione master
• Configurazione  manuale  del  valore  della  NOGLP  Threshold,  cosa  che  presuppone  la
presenza di un utente che conosca il funzionamento del protocollo di rete
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• Gestione poco efficiente dei vertex array
Al fine di limitare i difetti del sistema, sono tracciate di seguito alcune linee guida per un suo
futuro sviluppo:
• Totale  virtualizzazione  del  contesto  OpenGL  dell'applicazione  master:  la
virtualizzazione consiste nel simulare il comportamento del contesto OpenGL, senza però
effettivamente eseguirne i comandi. Realizzando questa funzionalità sarebbe possibile, lato
master, non eseguire alcuna primitiva grafica, senza tuttavia influire sul flusso di funzioni
OpenGL generate dal driver. Ciò comporterebbe la totale indipendenza delle prestazioni
del sistema dal tipo di scheda grafica montata sulla macchina che esegue l'applicazione
master.
• Gestione  automatica  della  NOGLP  Threshold:  poiché,  come  mostrato  nel  capitolo
precedente,  il  valore  ottimale  della  Threshold  può essere  localizzata  nell'intorno  di  un
numero limitato di valori, sarebbe relativamente semplice realizzare una procedura che lo
determini automaticamente. In questa maniera si avrebbe la garanzia che il valore scelto sia
sempre quello ottimo. Inoltre non sarebbe più necessario che l'utente sia a conoscenza del
funzionamento del protocollo NOGLP.
6.2 Tracker
I principali pregi che il sistema di tracking realizzato presenta sono:
• Costo decisamente ridotto rispetto ai sistemi di tracking professionali
• Eccezionale robustezza rispetto ad interferenze luminose non infrarosse
• Scarso ingombro dei marker necessari al rilevamento delle posizioni
• Precisione  e  performance  sufficienti  affinché  il  sistema  possa  essere  utilizzato  in  un
ambiente Powerwall
Tra i difetti si evidenziano invece:
• Volume di funzionamento piuttosto ristretto rispetto ad altri tipi di tracker
• Mancata gestione delle distorsioni introdotte dalla lente di ogni camera
• Mancata gestione delle occlusioni e delle interferenze generate da fonti di luce infrarossa
• Inadattabilità del tracker a sistemi per ambienti virtuali più complessi del Powerwall, quale
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ad esempio il CAVE.
Le  modifiche  che  possono  essere  apportate  in  modo  da  migliorare  il  sistema  sono
sostanzialmente le seguenti:
• Impiego  di  un  numero  maggiore  di  camere:  tramite  l'uso  di  più  di  due  camere  si
aumenterebbe  il  volume di  funzionamento  del  sistema  e  lo  si  renderebbe  robusto  alle
occlusioni, poiché ci sarebbe una probabilità maggiore che almeno due camere inquadrino i
marker.  Tale  probabilità  cresce  con  il  numero  di  camere  in  uso.  Con  un'opportuna
collocazione  delle  camere,  inoltre,  si  potrebbe  permettere  l'uso  del  tracker  anche  in
ambienti  CAVE.  Ci  sarebbe  tuttavia  la  necessità  di   un  meccanismo  per  la  gestione
efficiente delle camere, in modo che  le performance del sistema non diminuiscano con
l'aumentare del numero di webcam in uso.
• Gestione  dei  parametri  intrinseci  delle  camere:  i  parametri  intrinseci  di  una  camera
consistono nella misura delle distorsioni che essa introduce per sua natura. Monitorando
tali  parametri  è  possibile  applicare delle  controdistorsioni  atte  ad annullarne gli  effetti.
Rendere  il  sistema  di  tracking  capace  di  agire  in  questo  senso  significa  migliorane
significativamente la precisione.
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