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A step forward in Doppler-broadening thermometry is demonstrated using a comb-assisted cavity-ring-down
spectroscopic approach applied to an isolated near-infrared line of carbon dioxide at thermodynamic equilibrium.
Specifically, the line-shape of the Pe(12) line of the (30012) ← (00001) band of CO2 at 1.578 µm is accurately
measured and its Doppler width extracted from a refined multispectrum fitting procedure accounting for the
speed dependence of the relaxation rates, which were found to play a role even at the very low pressures explored,
from 1 to 7 Pa. The thermodynamic gas temperature is retrieved with relative uncertainties of 8 × 10−6 (type
A) and 11 × 10−6 (type B), which ranks the system at the first place among optical methods. Thanks to a
measurement time of only ≈5 h, the technique represents a promising pathway toward the optical determination
of the thermodynamic temperature with a global uncertainty at the 10−6 level.
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The forthcoming redefinition of the unit kelvin [1], in 2018,
in terms of a fixed value of the Boltzmann constant, prompts
the interest for primary thermometers that are capable to
operate over a relatively large part of the temperature scale
with very high accuracy. Among primary methods, important
advancements [2] have been obtained over the past decade
on dielectric constant gas thermometry and Johnson noise
thermometry [3,4]. After a first successful experiment of
Doppler-broadening thermometry (DBT) [5], followed by
significant improvements [6,7], the international community
of fundamental metrology recognized the importance of an
optical method that links the thermodynamic temperature to
an optical frequency, as an independent confirmation of other
primary approaches.
DBT consists of retrieving the Doppler width νD from
the highly accurate observation of the shape of a given atomic
or molecular line, in a laser-based absorption-spectroscopy
experiment under a linear regime of radiation–matter inter-
action [8]. Once νD is measured, if the central frequency
(ν0) and the atomic or molecular mass (M) are known, the
inversion of the well-known equation νD = ν0c
√
8 ln 2 kBT
M
allows one to determine the thermal energy and, consequently,
either the gas temperature (T ) or the Boltzmann constant (kB).
So far, the most accurate implementation of DBT has been
performed on a rovibrational transition of a water isotopologue
at 1.39 µm. Using a dual-laser spectrometer and adopting a
very sophisticated spectral analysis procedure, the Boltzmann
constant could be determined with a combined uncertainty of
24 parts per million (ppm) [6,9,10].
The history of DBT [11] shows that the major hurdle for a
low-uncertainty determination of the Doppler width and hence
of the thermal energy is the choice of the line-shape model
adopted for the spectral analysis. Since a fully ab initio line-
shape calculation is prohibitively complex for self-colliding
molecules, a model suitable for being implemented into a
fitting routine requires approximations and simplifications.
At the same time, the model must be sophisticated enough
to account for various collisional effects [12]. A way to
overcome these difficulties, while preserving the advantage of
a near-infrared spectral range where the linearity of detectors
is well assessed [11], is to resort to a highly sensitive detection
technique, such as cavity-ring-down spectroscopy (CRDS),
enabling the investigation of few-Pascal Doppler regimes and
the use of simplified line-shape models. This approach has been
recently pursued by Hu et al., by recording acetylene spectra at
787 nm at 1.5 Pa [13]. Nevertheless, their thermometer showed
a large systematical deviation (800 ppm) as attributed to weak
lines overlapped with the selected transition.
This work, taking full advantage of the CRDS potential,
tackles in a global way the reduction of the uncertainty budget
in a DBT experiment, through a proper choice of gas sample,
pressure regime, calibration of the horizontal and vertical
axis of the measurement, line-shape modeling, and fitting
procedure. The molecular target is pure carbon dioxide, which
is an excellent choice as it is a centrosymmetric linear molecule
with only three fundamental vibrations exhibiting a simplified
infrared spectrum as compared to other polyatomic molecules.
Moreover, its spectral lines do not present any hyperfine
structure, while the lack of a permanent dipole moment reduces
significantly the interactions with the walls of the gas container
[11]. Specifically, a weak overtone line of CO2 is probed around
1.578 µm at a pressure of a few Pascal by means of a highly sen-
sitive CRDS spectrometer referenced to an optical frequency
comb, affording a very favorable combination of sensitivity,
frequency calibration, and dense frequency grid. Together
with a multispectrum fitting procedure applied to a large set
of spectra at different pressures, this results in a statistical
uncertainty of 8 ppm over a measurement time of 5 h, 40 times
shorter than the golden standard for DBT [6]. As this couples
with an 11.5-ppm systematic uncertainty, mainly related to
the choice of the line-shape model, the combined uncertainty
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FIG. 1. Experimental setup. SSM, single-sideband-modulator;
L1,2, lenses; HWP (QWP), half- (quarter-) wave plate; AOM,
acousto-optic modulator; HVA, high-voltage amplifier; HC, 90°
hybrid coupler; PZT, piezoelectric transducer; PD, photodetector;
CRIO, compact reconfigurable input-output board. Solid lines, optical
beams. Dashed line, electrical connections.
in the determination of the gas temperature amounts to 14 ppm,
which represent a leap forward by a factor of 2 with respect to
the state of the art of molecular samples [6] and by a factor of
4 with respect to that of atomic targets [7].
The optical lay-out of the spectrometer, sketched in Fig. 1,
minimizes some of the major sources of uncertainties in
DBT. The 1.5–1.63 µm spectral range covers well-known
combination vibrational bands of CO2 and matches the telecom
spectral window where lasers, detectors and optics are avail-
able with high quality. The requirement of a high signal-to-
noise-ratio (SNR) at few-Pascal pressures with line strengths
of ≈10−23 cm/molecule is fulfilled by an enhancement cavity
with a finesse of 125 000 and a free-spectral-range of 300 MHz.
The intracavity absorption is extracted by CRDS, which
benefits from a minimal sensitivity to laser intensity noise
and to frequency-to-amplitude noise conversion; moreover,
it offers excellent linearity over a large dynamic range since
it relies on a relative measurement of cavity-photon-lifetime
rather than on the determination of an absorption depth. Using
a high-finesse cavity implies the need to bring a narrow
cavity mode into coincidence with the laser frequency, which
results in a time-consuming cavity-length adjustment if a high
number of spectral points are targeted to achieve an accurate
modeling of the absorption profile and correspondingly reduce
systematic deviations. We solved this trade-off by combining
a dither-based locking of the cavity to the laser with a fast and
agile scanning of the laser through an optical single-sideband
modulator (SSM) [14,15]. The piezo-dithering is performed
at 500 Hz over ± 8.3 MHz and ensures a 1-kHz ring-down
(RD) rate. The single sideband is quickly stepped by 300 MHz
from a cavity mode to the next one over a span of 4.2 GHz
(≈12 times the Doppler width) without the need for cavity
length adjustment apart from a compensation for small cavity
drifts; once the stepping is completed, the single sideband is
detuned by a few MHz (within the capture range of the dither
locking) and then stepped back across the cavity modes to
provide an interleaved spectrum. Back-and-forth frequency
scans are repeated till a uniform distribution of points over
4.2 GHz is obtained: interestingly, this results in an acquisition
time of only 6.4 s for a 3200-points spectrum with 2 RD times
per spectral point. An even number of RD times is required
to average out the effect of the Doppler shift given by the
moving mirror (see discussion below). Typically, a higher (yet
even) number of RD times is chosen for the central part of the
absorption spectrum to not degrade the SNR when the RD time
is reduced. On the spectra wings, where the RD time is 64 µs,
the noise level with a 2-ms acquisition time per spectral point
is 9.8 × 10−11cm−1 (see Ref. [16] for a sensitivity analysis).
To achieve a highly repeatable frequency axis and average
consecutive spectra, the probe laser is frequency locked to
a 100-MHz self-referenced Er:fiber frequency comb whose
repetition frequency is calibrated against a GPS-disciplined
Rb reference through interposition of a quartz oscillator.
This gives a stability of 1.8 × 10−12 over the 17 s required
for the acquisition of a single spectrum with a nonuniform
distribution of RD times. On the thermodynamic side, the
cavity is sandwiched between two massive aluminum shells
actively kept by stripe heaters at a temperature around 298.5 K,
as read out with a resolution of 0.1 mK by a set of PT100
sensors calibrated within 25 mK. The temperature stability is
3 mK rms. The temperature uniformity is at the same level and
it is ensured by the high thermal conductivity of aluminum
combined with air-recirculation within the enclosure box.
Spectroscopic measurements were focused on the
Pe(12) line of the 30012-00001 band of CO2, centered
at 6337.990396 cm−1 with strength of 1.512 × 10−23 cm/
molecule (HITRAN data, [17]). The explored pressure range
goes from 1 to 7.3 Pa, corresponding to peak absorption values
from 2.7 × 10−7 to 1.6 × 10−6 cm−1. In these conditions the
Doppler width (353 MHz) dominates by more than three orders
of magnitude with respect to the collisional contribution. The
measurements were performed at 33 different pressure values
over several days for a reliable reproducibility check. Each
measurement encompasses 35 consecutive profiles acquired
in ≈10 min. By subdividing each measurement in 7 groups
and by averaging together the 5 profiles of each group,
7 spectra were obtained at each pressure: this allowed to
organize the overall ensemble of spectroscopic data in 7
data sets, each one composed of 33 spectra, as many as the
pressure values. Figure 2 reports an example of those spectra
at different pressures: the zoomed-in views highlight an rms
noise level of 4.3 × 10−11 cm−1 on the spectral wings and
a 1.3-MHz spacing between adjacent points. The residuals
obtained from the multiple-fitting procedure described below
are substantially flat and featureless: a slightly higher noise
pedestal is visible at the center of the spectrum, due to
the shorter ring-down times and to correspondingly lower
SNR. Etalon effects are barely visible thanks to an efficient
suppression by fringe scrambling [16]: moreover, as their
free-spectral-range is much smaller than the absorption
linewidth, they negligibly impact on the fitting quality.
The choice of the line-shape model was influenced by the
need to include the collisional width and its speed dependence,
despite it being smaller than 1 MHz. In fact, individual fits with
a Gaussian function returned an unphysical dependence of the
retrieved Doppler width on pressure, showing that a simplified
description was unsatisfactory. For this reason, we decided to
start from the partially correlated quadratic speed-dependent
hard-collision profile, a widely recognized model for high-
resolution spectroscopy. It is sufficiently sophisticated to
012512-2
CAVITY-RING-DOWN DOPPLER-BROADENING PRIMARY … PHYSICAL REVIEW A 97, 012512 (2018)
FIG. 2. Averaged spectra at different pressures. Each spectrum
is the average of five consecutive profiles. Insets highlight vertical
and horizontal resolution. The bottom panel reports the residuals
obtained from a Multiple Fitting Procedure with a speed-dependent
Voigt profile.
capture various collisional perturbations to the isolated line-
shape [18–21], but at the same time, thanks to the implementa-
tion provided by Ngo et al. [22], it requires a small computation
effort and may efficiently be integrated into a fitting routine.
We will hereafter refer to it as Hartmann-Tran profile (HTP).
Under the quadratic approximation for the collisional width
() and shift (), the complex dephasing collision frequency
 + i is expressed as a function of the square of the molecular
speed v according to the formula









where v˜ = √2kBT /M is the most probable speed, 0 and
0 are the collisional width and shift averaged over all
molecular speeds, 2 and 2 are the quadratic contributions
linearly related to 0 and 0 through the equations 2 = aW0
and 2 = aS0, with aW and aS depending on the specific
intermolecular potential [23]. The HTP line-shape,FHTP(ω), as
a function of the angular frequencyω and with/ parameters
given by Eq. (1), is reported and discussed elsewhere [23].
The absorption coefficient α(ω) may be written as
α(ω) = (P0 + P1ω) + αtotFHTP(ω), (2)
where P0 and P1 are a pair of parameters accounting for
background variations of instrumental nature, while αtot is the
integrated absorption coefficient.
CRDS spectra were analyzed by a Multispectrum Fitting
Procedure (MFP) described in Ref. [24]. MFP allows to apply
physical constraints between preselected HTP parameters
leading to very accurate determinations [25]. It also reduces
the statistical correlation among the parameters. Specifically,
it was assumed that the collisional parameters 0 and 0
are linearly dependent on the pressure and, hence, on the
integrated absorption coefficient αtot. Conversely, since aW
and aS can be considered constant in the entire pressure
range, they were shared among the spectra. Concerning the
FIG. 3. Absolute temperature given by the CRDS thermometer
for each data set, as retrieved by MFP. The mean temperature of
298.517 K is offset by 10 mK (33 ppm) from the PT100 reading
(red line). The weighted mean is affected by an uncertainty of 8 ppm
(2.4 mK).
velocity-changing collision frequency (β) and the correlation
parameter (η) entering the HTP expression, we observed
that, at the available SNR level, from 20 000 to 87 500, the
fit quality did not improve significantly leaving β and η as
free parameters or setting them to zero. This shows that in
our experimental conditions the absorption spectra are well
reproduced by the simpler speed-dependent Voigt profile
(SDVP). A confirmation comes from the fact that the adoption
of SDVP returns a physically meaningful value for aW , namely
0.052(4), corresponding to an interaction potential of the form
1/rq with an exponent q equal to about 4 [26], thus consistent
with a quadrupole-dipole interaction.
MFP was applied for each data set leaving the individual
temperature of the 33 spectra as a free parameter. This choice
does not force a single temperature value (and thus a poor
fitting quality) for spectra acquired in different days under
slightly variable experimental conditions. On the other hand,
the comparison between the mean temperatures of the 7 data
sets is significant since the data sets virtually refer to the same
temperature conditions. The absolute temperatures for each
data set are reported in Fig. 3. Their standard deviation is equal
to 6 mK and is consistent with the error bars provided by MFP,
indicating that the temperatures retrieved are a meaningful
statistical ensemble. A value of 6 mK corresponds to 20 ppm
and is remarkably low if one considers that it is affected by a
temperature stability of the cavity of 3 mK rms. The averaged
spectroscopic temperature (298.517 K) remains offset by
10 mK (33 ppm) with respect to the averaged set-point sta-
bilization temperature of the cavity, but such a gap minimally
relates to the accuracy of the CRDS thermometer since the cali-
bration uncertainty of the PT100 sensors was 25 mK (80 ppm).
Table I provides the uncertainty budget for the DBT
determinations. The statistical uncertainty calculated as the
standard deviation of the weighted mean is as low as 8 ppm
over a total measurement time of ≈5 h. This value ranks
among the most favorable points of the approach: as a sake
of comparison, 3.2 ppm were obtained with ammonia over
70 h [27] and 15.7 ppm with water over about 50 h [9]. Due to
the inverse-square-root dependence of the Type A uncertainty
on the measurement time, our statistical advantage translates
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TABLE I. Main uncertainty sources. Natural width, pressure
leakage, and baseline distortion are excluded because of a negligible
contribution (see text).
Uncertainty source Type A Type B
Experimental reproducibility 8 ppm
Frequency scale uncertainty 0.5 ppm
Laser linewidth 0.2 ppm
Detector + DAQ linearity 2.3 ppm
Saturation broadening 0.3–1.6 ppm
Line-shape model 10 ppm
Doppler shift 4.8 ppm
Total uncertainty 14 ppm
into a 2.2-fold and 38-fold reduction of the measurement time,
respectively. This is highly promising to bring future DBT
experiments to the 1-ppm level over practicable times. In this
respect, the 6-ppm value over a “few hours” declared by Cheng
et al. on acetylene and by CRDS [13] is a further independent
indication in favor of a CRDS approach.
Concerning systematic uncertainties, negligible contribu-
tions come from the natural linewidth, which is below 1 Hz
level, and from the pressure leakage, due to a minimal impact
on the Gaussian part of the profile. The frequency scale uncer-
tainty given by the GPS-disciplined clock over the 10-min time
of a single DBT determination is 0.2 kHz (10−12), affecting
the error budget by 0.5 ppm. The linearity of detector and
acquisition board were independently measured and provide a
cumulative effect of 1.7 × 10−4 only at weak optical (<50 nW)
and electrical (<40 mV) signals, i.e., on the part of the RD
decay of less weight in the exponential fitting. This distortion
translates in an uncertainty of only 2.3 ppm, thanks to the
robustness given by the differential CRDS absorption law.
The laser emission is relatively large (≈200 kHz linewidth),
but due to its nearly Gaussian profile and to the quadrature
addition law for the widths of convoluted Gaussian profiles,
it affects the error budget by 0.2 ppm. Baseline distortions
due to adjacent lines give a negligible contribution at the
adopted pressures, where the Lorentzian term is very weak:
the nearest line is 1.5 GHz apart and its strength is 5 decades
lower than the Pe(12) line, whereas a stronger line at the
10−25 cm/mol level is 8.1 GHz away. Saturation was found to
have minor relevance: in fact, while being emphasized by the
high finesse of the cavity and by the few-Pascal pressure range,
it is mitigated by the weak Einstein coefficient (0.0078 Hz)
of the transition. Specifically, a saturation broadening varying
from 0.3 to 1.6 ppm depending on the pressure was calculated
by an overestimated analysis where the laser was assumed
steadily coupled to the cavity, with an intracavity optical power
of 60 mW (which occurs only at the beginning of the RD
decay) and a beam radius of 470 µm. At the lowest pressure of
1 Pa the saturation parameter amounts to 0.06%. To estimate
the uncertainty given by the line-shape model we compared
the mean temperature reported in Fig. 3, resulting from a
SDV-profile (β = 0, η = 0), with that obtained by a more
sophisticated HTP profile, where β was purposely set to the
upper physically meaningful limit given by diffusion theory
(1.03 MHz/Torr) and η was fixed to the 0.273 value reported in
Ref. [20] for the specific CO2 band. We found a discrepancy of
10 ppm, which may be retained as a reliable yet excess estimate
for the line-shape uncertainty due to the highly different models
considered.
A further uncertainty contribution comes from the Doppler
shift that the intracavity field undergoes during the RD decays
due to reflections from a moving mirror. This translates into a
distortion of the absorption profile at the second order when
the mirror speed is the same for the two motion directions
and an even number of RD times are acquired and averaged
together at each spectral point. To quantify the impact of
this distortion on DBT experiments we made use of the
numerical model discussed in Ref. [28]: from that we inferred,
at each pressure value, the profile distortion and the impact
on the retrieved gas temperature. The model makes use of
both spectroscopic data from the sample and of experimental
parameters, such as mirror speed, cavity finesse, acquisition
time, and fitting procedure for the RD decays. The results show
that the systematic deviation depends on pressure and that in
the explored pressure range can be as high as 48 ppm. Thanks to
the accurate modeling, however, its impact on the uncertainty
budget remains well within 10% of the maximum deviation,
which explains the 4.8 ppm value ascribed in Table I.
As a result of all factors considered in Table I, the combined
uncertainty is 14 ppm, i.e., almost two times better than the
best result reported so far [9]. On the statistical side, an
improvement could straightforwardly result from an increased
number of spectra, possibly over an even larger pressure range,
whereas on the systematic side, the dominant contribution
comes from the line-shape model, thus analogously to what
was found in Refs. [9] and [27]. This prompts even more the
identification of adequate absorption models and of reliable
collisional parameters for interesting DBT candidates such as
CO2, even in the low-pressure regime here explored.
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