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Let p be a prime number, and F a nonarchimedean local field of residual characteristic
p. This thesis is dedicated to the study of the pro-p-Iwahori-Hecke algebra HFp(G, I(1))
in the mod-p Local Langlands Program, where G is the group of F -points of a connected,
reductive group, and I(1) is a pro-p-Iwahori subgroup of G.
When G = U(2, 1)(E/F ) is an unramified unitary group in three variables, we first de-
scribe the structure and simple modules of the algebra HFp(G, I(1)). We then adapt meth-
ods of Schneider–Stuhler and Paškūnas to construct, for each supersingular HFp(G, I(1))-
module, a supersingular representation of G. These are exactly the representations which
are expected to correspond to irreducible Galois parameters.
When G = U(1, 1)(Qp2/Qp) is an unramified unitary group in two variables, we use
the pro-p-Iwahori-Hecke algebra HFp(GS, IS(1)) of the derived subgroup GS to classify the
supersingular representations of G. Combining this with previous results, we obtain a
classification of all irreducible representations of G, and then construct a correspondence
between representations of G and Galois parameters.
Finally, when G = GLn(F ) and GS = SLn(F ), we show how to relate the two algebras
HFp(G, I(1)) and HFp(GS, I(1) ∩ GS). Using this interplay, we prove a numerical corre-
spondence between L-packets of supersingular HFp(GS, I(1) ∩GS)-modules and irreducible
projective n-dimensional Galois representations, and prove that this correspondence is in-
duced by a functor when F = Qp.
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This thesis concerns the mod-p representation theory of p-adic reductive groups and Hecke
algebras, and their relation to the mod-p Local Langlands Program, which lies at the helm
of current mathematical research. We begin by giving a cursory introduction to the circle
of ideas surrounding this program.
1.1 Motivation
One of the grandest and most ambitious directions of research in modern number theory
stems from the Langlands conjectures, proposed by Robert Langlands in the late 1960s.
Langlands’ beautiful theory aims to develop a precise relationship between the fields of
number theory, representation theory, and algebraic geometry, thereby elucidating deeper
structure hidden in each of them. The most fundamental example of this philosophy is given
by the classical Local Langlands Correspondence for GLn, which may be stated as follows.
Fix two distinct primes p and `, let Q` denote the field of `-adic numbers, and let F be a
nonarchimedean local field of residual characteristic p. We then have a natural bijection:
“certain” continuous
representations of









This was first proved by Harris–Taylor [Harris and Taylor, 2001] and Henniart [Henniart,
2000] (if the characteristic of F is 0), and by Laumon–Rapoport–Stuhler [Laumon et al.,
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1993] (if the characteristic of F is p). Specializing to the n = 1 case shows that the
correspondence above is a higher-dimensional analog of Local Class Field Theory. Moreover,
results of Vignéras [Vignéras, 2001] show that the correspondence above is compatible with
the process of “reduction modulo `” on both sides.
The pioneering work of Breuil–Mézard [Breuil and Mézard, 2002] in the early 2000s
showed that the Hilbert–Samuel multiplicities of deformation rings of certain mod-p Galois
representations were controlled by the mod-p representation theory of GL2(Zp). This sug-
gested that there should be a version of the correspondence (1.1.1) above with the primes
` and p being equal. In this case, the correspondence above is much more delicate, and the
proposed remedies are still highly conjectural. One of the sources of this difficulty comes
from the “Galois side:” there are many more Galois representations than before, and de-
scribing them is an intricate problem which requires machinery established by Fontaine (see
[Fontaine, 1990]). As a result, if one seeks a p-adic analog of the above correspondence,
the set of representations of GLn(F ) that one considers must be enhanced in some fashion.
Such a p-adic Local Langlands Correspondence has been made precise and proven only for
the group GL2(Qp), by work of Berger, Breuil, Colmez, Emerton, Kisin, Paškūnas and oth-
ers (see [Berger and Breuil, 2010; Breuil, 2003a; Breuil, 2003b; Breuil, 2004; Colmez, 2010;
Emerton, 2010; Kisin, 2009; Paškūnas, 2013] and the references therein). The utility (and
ubiquity) of this p-adic correspondence is made evident by its local and global consequences:
several aspects of the correspondence were used by Kisin [Kisin, 2009] in his proofs of (many
cases of) the Breuil–Mézard conjecture and the Fontaine–Mazur conjecture for GL2 (which
characterizes when a global Galois representation comes from geometry). Moreover, the
p-adic correspondence for GL2(Qp) is compatible with a “reduction modulo p” procedure,
as in the `-adic case.
The first step in grasping the subtleties of a potential p-adic correspondence (and its
generalizations to other p-adic groups) is to consider the (often easier) problem modulo
p; that is, one should establish an analog of (1.1.1) with Q` replaced with Fp. This is
still a notoriously difficult problem: many techniques from the characteristic 0 setting do
not translate to the characteristic p case, due in part to the absence of an Fp-valued Haar
measure. Aside from the isolated case of GL2(Qp) (due to Barthel–Livné [Barthel and Livné,
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1994; Barthel and Livné, 1995] and Breuil [Breuil, 2003a]), we lack an explicit description
of irreducible mod-p representations of GLn(F ). One way of attacking these difficulties is























 “certain” modulesover the Hecke algebraHFp(GLn(F ), I(1))

88hh
The (extremely näıve) hope is that these Hecke modules will provide a substitute for
representations of GLn(F ), and that we will be able to glean representation-theoretic data
from the combinatorial structure of these modules.
In this thesis, we study the role of the pro-p-Iwahori-Hecke algebra HFp(G, I(1)) in the
correspondence above, for reductive groups G other than GLn(F ) (and in particular, for
groups which are not split over F ). The correspondence we consider looks as follows:
 “certain” continuoushomomorphisms







 “certain” smoothrepresentations of










Here LG(Fp) denotes the Fp-points of the Langlands L-group of G. We now give a brief
overview of the contents contained in the chapters which follow.
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1.2 Summary of Results
1.2.1 The group U(2, 1)
After setting some notation and discussing representation-theoretic preliminaries, we take
up the study of the unramified unitary group U(2, 1)(E/F ) in Chapter 3. The results
contained therein constitute a joint project with Peng Xu (University of East Anglia).
The goal of Chapter 3 is to investigate the smooth mod-p representations of the uni-
tary group G = U(2, 1)(E/F ), where E/F is an unramified quadratic extension of nonar-
chimedean local fields. The irreducible subquotients of parabolically induced representations
have been classified by Abdellatif [Abdellatif, 2011], and we shall focus on the representa-
tions that do not appear in this fashion, which we call supersingular representations (we
will comment on this terminology in Chapter 2). These representations are the ones which
are expected to correspond to irreducible Galois parameters, and therefore play a crucial
role in a potential mod-p Local Langlands Correspondence.
Let I(1) be the unique pro-p-Sylow subgroup of the standard Iwahori subgroup I of
G. The pro-p-Iwahori-Hecke algebra HFp(G, I(1)) is the convolution algebra of compactly
supported, Fp-valued functions on the double coset space I(1)\G/I(1). The motivation
for considering modules of the algebra HFp(G, I(1)) comes from the following key lemma
(Lemma 2.4.1).
Lemma. Let π be a smooth representation of G on an Fp-vector space. Then we have
πI(1) 6= 0.
The space πI(1) is equipped with an action of HFp(G, I(1)), and we therefore obtain a
functor with values in the category of HFp(G, I(1))-modules (though in general, we don’t
expect this functor to be an equivalence of categories (cf. [Ollivier, 2009])). In the first
section of Chapter 3, we explicitly describe the structure of HFp(G, I(1)) and classify its
simple modules, isolating the supersingular ones (that is, those modules which “should come
from” supersingular representations).
Next, we adapt the methods of Schneider–Stuhler [Schneider and Stuhler, 1997] and
Paškūnas [Paskunas, 2004] to construct coefficient systems (i.e., cosheaves) on the Bruhat-
Tits building X of U(2, 1)(E/F ). Using our classification of HFp(G, I(1))-modules, we
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attach to each supersingular module m a G-equivariant coefficient system Dm. The 0-
homology of such a coefficient system is naturally a smooth G-representation, and we show
that any nonzero irreducible quotient is a supersingular representation of G. More precisely,
we prove the following:
Theorem A (Kozio l–Xu). Assume the residue field of F is Fp. Let m be a supersingu-
lar HFp(G, I(1))-module, and Dm the associated coefficient system. Then there exists an
auxiliary coefficient system Em and an embedding Dm ↪−→ Em. This embedding induces a
morphism on homology
H0(X,Dm) −→ H0(X, Em),
and the representation afforded by the image is nonzero, irreducible, and supersingular.
We remark that while Dm is uniquely determined, the choice of the coefficient system
Em is in general not unique. Therefore, to every supersingular module we attach at least
one supersingular representation; in this way, we construct at least p2(p+ 1) supersingular
representations of G.
1.2.2 The group U(1, 1)
In Chapter 4, we examine the group G = U(1, 1)(E/F ), where, as before, E/F denotes an
unramified quadratic extension of nonarchimedean local fields. We let GS = SU(1, 1)(E/F )
denote the derived subgroup of G, and IS(1) the unique pro-p Sylow subgroup of the
standard Iwahori subgroup of GS. Since GS ∼= SL2(F ), the structure and properties of
the pro-p-Iwahori-Hecke algebra HFp(GS, IS(1)) are well-understood (cf. [Abdellatif, 2011;
Vignéras, 2005]). In particular, a classification of finite-dimensional simple right modules
forHFp(GS, IS(1)) is known (see [Abdellatif, 2011]). We use this classification to gain insight
into the representation theory of G.
As in the case of the group U(2, 1)(E/F ), the smooth, irreducible, nonsupersingular rep-
resentations of U(1, 1)(E/F ) have been classified by Abdellatif [Abdellatif, 2013]. We recall
these results in the first portion of Chapter 4, and then begin to study the supersingular
representations. In order to accomplish this task, we specialize to the case where F = Qp
and E = Qp2 . Building on results of Breuil in the GL2(Qp) case ([Breuil, 2003a]) and
5
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Abdellatif in the SL2(Qp) case ([Abdellatif, 2012]), we utilize the algebra HFp(GS, IS(1))
to give a classification of all smooth, irreducible representations of U(1, 1)(Qp2/Qp). More-
over, we arrange the irreducible representations into sets called L-packets, and determine
the L-packets on U(1, 1)(Qp2/Qp) explicitly.
In the final section, we discuss the relevant Galois groups and L-groups attached to G,
adapted from the complex setting. Since the group G is not split, the “Galois side” of a
potential Langlands Correspondence should consist of homomorphisms from Gal(Qp/Qp) to
LG(Fp) = GL2(Fp)oGal(Qp/Qp), which are called Langlands parameters. After classifying
the relevant Langlands parameters, we arrive at the following result:
Theorem B. There exists a bijection between equivalence classes of Langlands parameters
coming from the unique elliptic endoscopic group of U(1, 1)(Qp2/Qp) and L-packets of irre-
ducible supersingular representations of the group U(1, 1)(Qp2/Qp), which is compatible with
twisting by characters on both sides. This can be upgraded to a bijection between equivalence
classes of all semisimple Langlands parameters and “certain” packets of semisimple repre-
sentations of U(1, 1)(Qp2/Qp), in which every irreducible representation of U(1, 1)(Qp2/Qp)
appears.
1.2.3 The group SLn
In Chapter 5, we turn our attention to the “split case,” with particular focus on the groups
G = GLn(F ) and GS = SLn(F ). Once again, we let I(1) (resp. IS(1)) denote the standard
pro-p-Iwahori subgroup ofG (resp. GS). Since the groupsG andGS are split over F , we have
a complete description of the structures of the pro-p-Iwahori-Hecke algebras HFp(G, I(1))
and HFp(GS, IS(1)), due to Vignéras [Vignéras, 2005]. In order to relate the two algebras,
we prove the following theorem.
Theorem C. There exists an injection of algebras
HFp(GS, IS(1)) ↪−→ HFp(G, I(1)),
which makes HFp(G, I(1)) into a free (left and right) module over HFp(GS, IS(1)). Moreover,
HFp(GS, IS(1)) is a direct summand of HFp(G, I(1)).
6
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This theorem leads to some interesting corollaries.
Corollary. Assume p > 2 and n = 2. The functor sending a smooth representation π of
SL2(Qp) to the HFp(SL2(Qp), IS(1))-module π
IS(1) induces an equivalence of categories be-
tween the category of representations of SL2(Qp) generated by their IS(1)-invariant vectors,
and the category of right HFp(SL2(Qp), IS(1))-modules.
As a second application of the interaction between the two algebras HFp(G, I(1)) and
HFp(GS, IS(1)), we investigate the supersingular modules of HFp(GS, IS(1)). By work of
Ollivier ([Ollivier, 2013]), the supersingular modules of pro-p-Iwahori-Hecke algebras of
split groups have been completely classified. Given this classification, we define the notion
of an L-packet of supersingular modules, and arrive at the following numerical result.
Theorem D. The number of “regular” supersingular L-packets of HFp(GS, IS(1))-modules
of size d is equal to the number of irreducible projective Galois representations of dimension
n having exactly d q−1n isomorphism classes of lifts to genuine Galois representations, where
q is the size of the residue field of F . In particular, the number of “regular” supersingular
L-packets of HFp(GS, IS(1))-modules is equal to the number of irreducible projective Galois
representations of dimension n.
This theorem generalizes the analogous result for supersingular HFp(G, I(1))-modules,
due to Vignéras and Ollivier (cf. [Vignéras, 2005; Ollivier, 2010]). Moreover, using a recent
construction of Große-Klönne [Große-Klönne, 2013], we show that this bijection is actually
induced by a functor W (at least when F = Qp). This fits into the following commutative
diagram.
Corollary. Assume F = Qp and let m be an HFp(G, I(1))-module. We let m 7−→ GK(m) de-
note Große-Klönne’s functor from the category of finite-dimensional HFp(G, I(1))-modules
to the category of mod-p Gal(Qp/Qp)-representations constructed in [Große-Klönne, 2013],
and let m 7−→ JH(m|HFp (GS,IS(1))) denote the functor obtained by taking the Jordan-Hölder
constituents of the HFp(GS, IS(1))-module m|HFp (GS,IS(1)) (without multiplicity). The follow-
ing diagram of sets is commutative (where we consider all objects up to isomorphism), and
the horizontal arrows are bijections:
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 regular, supersingularL-packets ofHFp(GS, IS(1))-modules
 W(−) //
 absolutely irreduciblen-dimensional projective
Gal(Qp/Qp)-representations

This corollary illustrates the principle of functoriality in the Langlands philosophy: oper-
ations on the “Galois side” of the correspondence (i.e., the projectivization map GLn(Fp) −







We now set some notation which will be used throughout the course of this thesis. For a
reference on local fields, the reader may consult [Serre, 1968].
Fix a prime number p, and let F be a nonarchimedean local field of residual characteristic
p. Denote by oF its ring of integers, and by pF the unique maximal ideal of oF . Fix a
uniformizer $F and let kF = oF /pF denote the (finite) residue field. The field kF is a finite
extension of Fp of size q = pf . We fix also a separable closure F of F , and let kF denote its
residue field.
Let E denote the unique unramified extension of degree 2 in F . The ring of integers
of E is denoted oE , and pE is its unique maximal ideal. As E is unramified, we may and
do take $E = $F =: $ as our uniformizer. The residue field of E is kE = oE/pE ; it is
a degree 2 extension of kF . Let ι : kF
∼−→ Fp denote a fixed isomorphism, and assume
that every F×p -valued character factors through ι. We identify kF and kE with Fq and Fq2 ,
respectively, using the isomorphism ι. For x ∈ E, we let x 7−→ x denote the nontrivial
Galois automorphism of E fixing F . This automorphism preserves oE and pE , and induces
the automorphism x 7−→ xq on Fq2 . We will continue to denote by x 7−→ x the induced
automorphism of the residue field. When p 6= 2, we write E = F (
√
ε), where ε ∈ o×F is some











When p 6= 2, we denote by ϑ a fixed representative of the nontrivial coset in o×E/o
×
FU(1)(E/F ).
The finite group U(1)(Fq2/Fq) is defined analogously.
More generally, for n ≥ 1, we will denote by Fn the unique unramified extension of F
of degree n contained in F . Since the extension is unramified, we may and do take $ to be
a uniformizer for Fn. If F = Qp denotes the field of p-adic numbers, we will denote Fn by
Qpn , with canonical uniformizer p.
Aside from the notation set forth here, any other notation will be defined in the intro-
ductions of subsequent chapters, and remain in effect only for the duration of each respective
chapter. For example, the symbol G will denote a different reductive group in Chapters 3,
4, and 5.
We shall make the following assumption about the residue characteristic: if we are
considering an algebraic group over F which is not split, then p will be assumed to be
greater than 2 . If we consider an algebraic group over F which is split, then p may be
arbitrary .
2.2 Smooth Representations
Let G denote a locally profinite group. We shall be interested in the category RepC(G)
of smooth representations of G over C, where C denotes an algebraically closed field. By
a smooth representation, we mean one for which the stabilizer of every vector is an open
subgroup ofG. Let J be a closed subgroup ofG, and let (σ, Vσ) be a smooth J-representation
over C, by which we mean that Vσ is a vector space over C and σ : J −→ GL(Vσ) is a
homomorphism. We will often conflate the homomorphism σ with the underlying vector
space Vσ, and abuse notation by writing statements such as “v ∈ σ.” Given a vector v ∈ σ,
we will usually denote the action of j ∈ J on v by j.v (as opposed to σ(j)v).
Given a representation π of G, we let π|J denote the representation with the same
underlying vector space as π, with action of J given by restricting the given G-action. This
gives the restriction functor from RepC(G) to RepC(J).
10
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We denote by indGJ (σ) the space of functions f : G −→ σ such that f(jg) = j.f(g) for
j ∈ J, g ∈ G, and such that the action of G given by right translation is smooth. Explicitly,
this means that for every f ∈ indGJ (σ), there exists some open subgroup J ′ (depending on
f) such that f(gj′) = f(g) for every j′ ∈ J ′, g ∈ G. If in addition J is open, we let c-indGJ (σ)
denote the subspace of indGJ (σ) spanned by functions whose support in J\G is compact.
This gives the functors of induction and compact induction, respectively, from RepC(J) to
RepC(G). We will mostly be concerned with the cases when J is a compact open subgroup
of G, or when J = J(F ) (with J a parabolic subgroup of a reductive algebraic group G for
which G = G(F )).
We will repeatedly use two forms of Frobenius Reciprocity, stated below. First, we
assume J is a closed subgroup of G, σ is a smooth representation of J , and π a smooth




∼= HomJ(π|J , σ).





For more details, see Section 5.7 of [Vignéras, 1996].
Finally, if S is a subset of a G-representation π and H is a subgroup of G, we let 〈H.S〉C
be the smallest subspace of π containing S and stable by the action of H.
2.3 Hecke Algebras
Let G be a locally profinite group, J an open subgroup, and π a smooth G-representation
over C. We let
πJ := {v ∈ π : j.v = v for all j ∈ J}
denote the subspace of vectors fixed by J . Frobenius Reciprocity for compact induction
gives
πJ ∼= HomJ(1, π|J) ∼= HomG(c-indGJ (1), π),
where 1 denotes the trivial character of J . We define the Hecke algebra
HC(G, J) := EndG(c-indGJ (1))
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to be the algebra of G-equivariant endomorphisms of the universal module c-indGJ (1). This
algebra naturally acts on HomG(c-ind
G
J (1), π) (on the right) by pre-composition, which
induces a right action on πJ . In this way, we obtain the functor of J-invariants, π 7−→ πJ ,
from the category of smooth G-representations over C to the category of right HC(G, J)-
modules.
By adjunction, we have a natural identification
HC(G, J) ∼= c-indGJ (1)J ,
so we may view endomorphisms of c-indGJ (1) as compactly supported functions on G which
are J-biinvariant. This leads to the following definition.
Definition 2.3.1. Let g ∈ G. We let Tg ∈ HC(G, J) denote the endomorphism of c-indGJ (1)
corresponding by adjunction to the characteristic function of JgJ ; in particular, Tg maps
the characteristic function of J to the characteristic function of JgJ .
From this definition it is clear that Tg = Tg′ if and only if JgJ = Jg
′J . Moreover, using
the natural adjunction isomorphisms above, we see that if π is a smooth G-representation,
v ∈ πJ , and g ∈ G, then the right action of HC(G, J) on πJ is given by







For more details, see [Barthel and Livné, 1994].
2.4 Representations of Reductive Groups
Throughout this thesis, we will mostly be concerned with the following special case of the
above setup. Let G denote a connected, reductive group, which is quasisplit over F , and
let G = G(F ) denote its group of F -points. We let X denote the semisimple Bruhat–Tits
building of G, and fix a chamber C in X. The pointwise stabilizer in G of the preimage C̃
of C in the extended Bruhat–Tits building is an Iwahori subgroup denoted I (equivalently,
we may define I = G
C̃
(oF ), where GC̃ is the Bruhat–Tits group scheme over oF associated
to C̃). Its pro-p-Sylow subgroup is denoted I(1) (see [Tits, 1979], Sections 3.4, 3.7, and
3.8 for more details). For example, when G = GLn, we may take I(1) to be the set of
12
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all matrices with entries in oF , which are upper triangular and unipotent modulo pF . The
algebra HC(G, I(1)) is called the pro-p-Iwahori-Hecke algebra, and will play a central role
in what follows.
While investigating the properties of the algebra HC(G, I(1)), a case of particular in-
terest will be when C = Fp. This special case hinges on the following key lemma.
Lemma 2.4.1. Let π be a smooth representation of G on an Fp-vector space. We then have
πI(1) 6= 0.
For the simple proof, see [Barthel and Livné, 1994], Lemma 3(1). This lemma has the
following consequence.
Corollary 2.4.2. Let Rep
I(1)
Fp
(G) denote the full subcategory of RepFp(G) consisting of rep-
resentations generated by their I(1)-invariant vectors, and Mod−HFp(G, I(1)) the category








We briefly address our choice of nomenclature. The notion of supersingularity was in-
troduced by Barthel–Livné ([Barthel and Livné, 1994; Barthel and Livné, 1995]) in their
classification of smooth, irreducible, nonsupercuspidal mod-p representations of GL2(F ). A
smooth representation of GL2(F ) is called supersingular if a certain operator of the spheri-
cal Hecke algebra acts by zero, while it is called supercuspidal if it is not a subquotient of a
parabolically induced representation. The results of [Barthel and Livné, 1994] show that a
smooth representation of GL2(F ) admitting a central character is supercuspidal if and only
if it is supersingular. The study of spherical Hecke algebras for general split groups has been
initiated by Herzig in [Herzig, 2011], and for nonsplit groups by Henniart–Vignéras in [Hen-
niart and Vignéras, 2013], with the analogous notion of supersingularity defined therein (see
also [Henniart and Vigneras, 2012]). Forthcoming work of Abe–Henniart–Herzig–Vignéras
13
CHAPTER 2. PRELIMINARIES
([Abe et al., ]) establishes the equivalence of supersingularity and supercuspidality for any
connected, reductive group. In anticipation of these results, we will make no distinction
between supercuspidal and supersingular representations, and henceforth only use the term
supersingular.
14





In this chapter we discuss the representation theory of the group U(2, 1)(E/F ), using the
pro-p-Iwahori-Hecke algebra HFp(G, I(1)). We first discuss the structure of the algebra, and
classify its simple modules. We then show how to associate a supersingular representation
to each supersingular module, using the theory of coefficient systems. Let us remark that
some of the results of this chapter have now been subsumed under recent work of Vigneras
([Vignéras, 2014a; Vignéras, 2014b]).
This chapter consists of a joint project with Peng Xu.
3.2 Notation
3.2.1 General Notation
Denote byG the F -rational points of the algebraic group U(2, 1), which we take to be defined
and quasisplit over F . Recall that by our standing assumption, we assume throughout this
chapter that the residue characteristic p is greater than 2. We perform our computations
using the following realization of G: let V denote a three-dimensional vector space over E.
We identify V with E3 by a choice of basis of column vectors, and for ~x = (x1, x2, x3)
>, ~y =
15
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(y1, y2, y3)
> ∈ V we define a nondegenerate Hermitian form 〈−,−〉 by








our form is represented by 〈~x, ~y〉 = ~x ∗s~y, where m∗ = m> denotes the conjugate transpose
of a matrix m with entries in E. With this notation, we have
G = {g ∈ GL3(E) : g∗sg = s}.
The group G possesses, up to conjugacy, two maximal compact subgroups (cf. [Tits,
1979], Sections 2.10 and 3.2), given by










1 be the following subgroups of G:
K1 :=

1 + pE pE pE
pE 1 + pE pE
pE pE 1 + pE
 ∩G, K ′1 :=

1 + pE oE oE
pE 1 + pE oE
p2E pE 1 + pE
 ∩G.
The group K1 (resp. K
′
1) is the maximal normal pro-p subgroup of K (resp. K
′). We define
G := K/K1 ∼= U(2, 1)(Fq2/Fq), G′ := K ′/K ′1 ∼= (U(1, 1)×U(1))(Fq2/Fq).
We let B denote the upper triangular Borel subgroup of G, U its unipotent radical, and
U− the opposite unipotent; let B′ denote the lower triangular Borel subgroup of G′, U′
its unipotent radical, and U′− the opposite unipotent. The groups U and U′ are p-Sylow
subgroups of G and G′, respectively. We define the Iwahori subgroup I to be the intersection
of K and K ′, which we may also think of as the preimage in K under the reduction-modulo-
$ map of B ≤ U(2, 1)(Fq2/Fq). We denote by I(1) the unique pro-p-Sylow subgroup of I,
which is the preimage in K of U.
16
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Let U and U− denote the upper triangular and lower triangular unipotent elements of












where x, y ∈ E satisfy xx+y+y = 0. We have u(x, y)−1 = u(−x, y), u−(x, y)−1 = u−(−x, y).

















































with a ∈ E×, δ ∈ U(1)(E/F ). Note that T (or, more precisely, the algebraic group defining
T ) is not split over F . Let
T0 := T ∩K = T ∩K ′, T1 := T ∩K1 = T ∩K ′1,
17
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T := T0/T1 ∼= I/I(1) ∼= F×q2 ×U(1)(Fq2/Fq).
We will identify the characters of T and those of I/I(1). We will also identify Fq2 with the
image of the Teichmüller lifting map [−] : Fq2 −→ oE when convenient.
Let N denote the normalizer of T in G. The affine Weyl group Waff is defined as N/T0,
and the finite Weyl group W is defined as N/T . By direct calculation, we see that the group
Waff is a Coxeter group (isomorphic to an infinite dihedral group), generated by the classes
of the two reflections s and s′. We have G = INI, where two cosets InI and In′I are equal
if and only if n and n′ have the same image in Waff (cf. [Tits, 1979], Section 3.3.1). This





here we engage in the standard abuse of notation, letting IwI denote IẇI for any preimage
ẇ of w in N . We will take as our double coset representatives the elements αn, nsα
n, for
n ∈ Z. We let ` denote the length of an element of Waff, defined by
q`(w) := [IwI : I]
(cf. Section 3.3.1 in [Tits, 1979]). In particular, we have `(ns) = 3, `(ns′) = 1 (cf. equations
(3.3.2) and (3.3.3)). Moreover, one can easily verify that the pair (I,N) forms a BN pair
(cf. Definition 6.55 in [Abramenko and Brown, 2008]).
3.3 Hecke Algebras
We now turn our attention to the pro-p-Iwahori-Hecke algebra HC(G, I(1)). The main goal
of the remainder of this section will be to give the structure of HC(G, I(1)), and describe
its simple modules. As in the previous chapter, we see that a basis for HC(G, I(1)) is
given by {Tn}n∈R, where R is a set of double coset representatives of I(1)\G/I(1). Since
Waff = N/T0 is a set of representatives for the double coset space I\G/I (cf. equation
(3.2.1)), the group N/T1 gives a set of representatives for I(1)\G/I(1). We therefore only
consider the operators Tn, where n is a representative of a coset in N/T1. These operators
give a basis for HC(G, I(1)) as a vector space over C.
18
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3.3.1 Decomposition of the pro-p-Iwahori-Hecke Algebra
Let T̂ denote the group of all C×-valued characters of T = T0/T1, and let χ : T −→ C× be
an element of T̂. We define ζ : F×
q2












where a ∈ F×
q2
and δ ∈ U(1)(Fq2/Fq). We stress that the characters ζ and η depend on
χ, though we will supress this dependence from our notation, and write χ = ζ ⊗ η when
convenient. The finite Weyl group W acts on the characters χ by conjugation; we denote
by χs the character
χs : h 7−→ χ(n−1hn),
where h ∈ T and n ∈ N r T .
Definition 3.3.1. Let χ : T −→ C× be a character. We say χ is of trivial Iwahori type if
χ factors through the determinant, χ is hybrid if χs = χ, but χ does not factor through the
determinant, and χ is regular if χs 6= χ.
Note that χ = ζ ⊗ η factors through the determinant if and only if ζ is trivial, and
χs = χ if and only if ζq+1 is trivial. For a character χ, we let γχ denote the representation
of T defined by
γχ =

χ if χs = χ,
χ⊕ χs if χs 6= χ.
From this point onwards, we make the following simplifying technical assumption:
Assumption 1. The integers char(C) and |T| are relatively prime.
With this hypothesis, we will decompose HC(G, I(1)) into blocks indexed by W -orbits
of characters of T. For h ∈ T, we define Th ∈ HC(G, I(1)) to be the operator Tt0 , for any
preimage t0 of h in T0.
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eχ + eχs if χ
s 6= χ.
The operators eχ have the following properties:
• eχeχ = eχ,




These follow readily from the orthogonality relations of characters. Applying these relations
to πI(1) gives the following lemma.








Here πI,χ = {v ∈ π : i.v = χ(i)v for every i ∈ I} is the χ-isotypic subspace of π.
Proof. Since I(1) is normal in I, the action of I on π preserves the subspace πI(1). As
I/I(1) ∼= T is abelian and of order prime to char(C), this action is semisimple and decom-
poses πI(1) as a sum of characters. Since (lifts of) elements of T normalize I(1), Lemma
2.3.1 implies that (πI(1)) · eχ = πI,χ. The orthogonality properties above give the direct
sum decomposition.
We now use the idempotents eγχ to decompose the algebra HC(G, I(1)). For χ ∈ T̂,
denote by HC(G, γχ) the algebra EndG(c-indGI (γχ)).








the sums taken over all W -orbits of C-characters of T.
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Proof. Assumption 1 guarantees that the regular representation of I/I(1) is semisimple.
Using this fact, the proof is nearly identical to that in [Vignéras, 2004], Proposition 3.1.
Proposition 3.3.5. The operators Tns ,Tns′ and eχ for all χ ∈ T̂ generate HC(G, I(1)) as
an algebra.
Proof. We first claim that eχ(c-ind
G
I(1)(1))
∼= c-indGI (χ). Indeed, since the characteristic
function of I(1) generates c-indGI(1)(1) as a G-representation, its image under eχ will generate
eχ(c-ind
G
I(1)(1)). Denote this image by ϕχ. By definition of the operators eχ, we have
supp(ϕχ) = I and ϕχ(h) = |T|−1χ(h) for h ∈ I (via the isomorphism T ∼= I/I(1)). The
action of G on ϕχ shows that the representation it generates is canonically isomorphic to
c-indGI (χ).
Let M be the subalgebra of HC(G, I(1)) generated by Tns ,Tns′ and the operators eχ
for every χ ∈ T̂. Using the decomposition of Proposition 3.3.4, we have that Meγχ is a
subalgebra of HC(G, γχ). Assume first that χs = χ. The claim above shows that Tnseχ
and Tns′eχ are elements of HC(G,χ), and Propositions 3.3.8 and 3.3.14 imply that these
elements generate HC(G,χ). We therefore have Meγχ ∼= HC(G,χ).
Assume now that χs 6= χ. The claim above shows that Tnseγχ and Tns′eγχ are elements
of HC(G, γχ). The algebraMeγχ also contains the elements eχ and eχs , which implies that
each of the elements Tnseχ,Tns′eχ,Tnseχs ,Tns′eχs are contained in Meγχ . Propositions
3.3.19 and 3.3.21 show that these elements generate HC(G, γχ), so thatMeγχ ∼= HC(G, γχ).
Combining these results with the decomposition of Proposition 3.3.4 shows that M =
HC(G, I(1)).
Theorem 2. The algebra HC(G, I(1)) is a noncommutative algebra, generated by the ele-
ments Tns ,Tns′ and eχ for every χ ∈ T̂, subject to the following relations:
(i)





0 if χ′ 6= χ.
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(ii) If χ factors through the determinant, then
T2nseχ = (q
3 − 1)Tnseχ + q3eχ, T2ns′eχ = (q − 1)Tns′eχ + qeχ.
If χs = χ, but χ does not factor through the determinant, then





eχ = (q − 1)Tns′eχ + qeχ.










eγχ = ζ(−1)qeγχ .
(iii) The center Z of HC(G, I(1)) is generated by the idempotents eγχ, and the elements
(Tns(Tns′ − (q − 1)) + Tns′ (Tns − (q
3 − 1)) + 1)eχ for χ = η ◦ det,
(Tns(Tns′ − (q − 1)) + Tns′ (Tns − (q − q
2)))eχ for χ
s = χ, but χ 6= η ◦ det,
ζ(−1)(Tns′Tnseχ + TnsTns′eχs) and
ζ(−1)(Tns′Tnseχs + TnsTns′eχ) for χ
s 6= χ = ζ ⊗ η.
Proof. Part (i) follows directly from the definitions. To prove part (ii), we may either appeal
to Propositions 3.3.8, 3.3.14, and 3.3.21 below, or note that these results are a special case
of [Carter and Lusztig, 1976], Proposition 3.18. One simply needs to use the fact that T2nseχ
(resp. T2ns′eχ) maps the characteristic function of I(1) to a function with support contained
in K (resp. K ′) and reduce the computations to those in the respective finite groups, as
in [Paskunas, 2004], Lemma 2.11. Part (iii) follows from Propositions 3.3.8, 3.3.14, and
Corollary 3.3.22.
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These elements satisfy the relation τsτs′ = τs′τs = (q − 1)τs. Using Fourier inversion and
the theorem above, the quadratic relations take the form
T2ns = Tnsτs + q
3Ths(−1)
T2ns′ = Tns′ τs′ + qThs(−1).
Moreover, we see that the center Z of HC(G, I(1)) is generated by the central idempotents
eγχ and the elements
Tns′Tnsϑ1 + TnsTns′ϑ2 − Tnsτs′ − Tns′ τs + (q − 1)τs,

















where the sums are taken over W -orbits of characters, in such a way so that ϑ1 +ϑ2 = 2Tid.
In light of Theorem 2, we make the following definition:
Definition 3.3.7. Assume char(C) = p, and let m be a nonzero simple right HC(G, I(1))-
module which admits a central character. We say m is supersingular if every generator of
the center Z (as given in Theorem 2) which is not a central idempotent eγχ, acts by 0.
In the subsequent sections, we describe the structures of the Hecke algebras HC(G, γχ).
From the descriptions of these blocks, we obtain Proposition 3.3.5 and Theorem 2, and
identify the supersingular modules of HC(G, I(1)) when char(C) = p.
3.3.2 The Trivial Case
We first assume that χ is “trivial,” meaning χ factors through the determinant and χ =
η ◦ det, for η a character of U(1)(Fq2/Fq). In this case, we have HC(G,χ) ∼= HC(G, 1) =
EndG(c-ind
G
I (1)); this equivalence is induced by the isomorphism c-ind
G
I (χ)
∼= η ◦ det
⊗c-indGI (1) and Frobenius Reciprocity.
Let 1I ∈ c-indGI (χ) denote the function with support in I, taking the value 1 at the
identity. We let Tns (resp. Tns′ ) denote the endomorphism of c-ind
G
I (χ) sending 1I to the
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function with support InsI (resp. Ins′I), taking the value 1 at ns (resp. ns′), on which I
acts by χ. In the notation of the previous subsection, we have a natural identification
Tns = Tnseχ, Tns′ = Tns′eχ.
We now arrive at the following result on the structure of HC(G,χ):
Proposition 3.3.8. The algebra HC(G,χ) is a noncommutative algebra, generated by Tns
and Tns′ , subject to the relations
(Tns + 1)(Tns − q3) = 0
(Tns′ + 1)(Tns′ − q) = 0.
The center Zχ is generated by Z := Tns(Tns′ − (q − 1)) + Tns′ (Tns − (q
3 − 1)) + 1. We have
an isomorphism of algebras
HC(G,χ) ∼= C〈X,Y 〉/(X2 + (1− q3)X − q3, Y 2 + (1− q)Y − q),
sending Tns to X and Tns′ to Y . Here C〈X,Y 〉 denotes the noncommutative polynomial
algebra in two variables over C.
Remark 3.3.9. Note that using the length function on Waff, the Hecke relations take the
simple form (Tn + 1)(Tn − q`(n)) = 0, where n = ns or ns′ .
Proof. The verification of the above proposition is included in the proof of Proposition
3.3.14 below.
Given this result, we can quickly classify the finite-dimensional simple right HC(G,χ)-
modules.
Definition 3.3.10. (i) Let (θ, θ′) ∈ {−1, q3} × {−1, q}. We define the characters µθ,θ′ :
HC(G,χ) −→ C by
Tns 7−→ θ, Tns′ 7−→ θ
′.
The central element Z maps to θ(θ′ − q + 1) + θ′(θ − q3 + 1) + 1.
(ii) Let 〈v1, v2〉C be a two-dimensional vector space over C, and let λ ∈ C. We define m(λ)
to be the right HC(G,χ)-module with underlying vector space 〈v1, v2〉C and action of
HC(G,χ) given by:
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v1 · Tns = −v1, v1 · Tns′ = v2
v2 · Tns = (λ− q)v1 + q3v2, v2 · Tns′ = qv1 + (q − 1)v2
The central element Z acts by λ.
One may check directly that the action of HC(G,χ) on m(λ) is well-defined. This fact
will also be made clear in the proof of Theorem 3.
Proposition 3.3.11. Assume q3 + 1 6= 0 in C. Then the module m(λ) is reducible if and
only if λ = q3 + q + 1 or λ = −q4. In these cases, we have the following exact sequences:
0 −→ µq3,q −→ m(q3 + q + 1) −→ µ−1,−1 −→ 0
0 −→ µq3,−1 −→ m(−q4) −→ µ−1.q −→ 0
The sequences are not split.
Proof. Assume that m(λ) is reducible, so that we have some character µ ⊂ m(λ). This
means exactly that there is some vector v ∈ m(λ) which is a common eigenvector for Tns
and Tns′ . The eigenvectors for Tns are (λ − q)v1 + (q
3 + 1)v2 and v1, with eigenvalues q
3
and −1, respectively; the eigenvectors for Tns′ are v1 + v2 and −qv1 + v2, with eigenvalues
q and −1 , respectively.
We see that the only possibility for a common eigenvector is if (λ− q)v1 + (q3 + 1)v2 is a
scalar multiple of v1 + v2 or of −qv1 + v2. Assume the former. We then have λ− q = q3 + 1,
implying λ = q3 + q + 1. Thus,
〈v1 + v2〉C ∼= µq3,q ⊂ m(q3 + q + 1) and m(q3 + q + 1)/µq3,q ∼= µ−1,−1.
If the surjection m(q3 + q + 1) − µ−1,−1 split, then there would exist a −1-eigenvector in
m(q3 + q + 1) for both Tns and Tns′ , which clearly cannot happen.
Assume now that (λ− q)v1 + (q3 + 1)v2 is a scalar multiple of −qv1 + v2. We then have
λ− q = −q4 − q, implying that λ = −q4. Thus, we have
〈−qv1 + v2〉C ∼= µq3,−1 ⊂ m(−q4) and m(−q4)/µq3,−1 ∼= µ−1,q.
By the same reasoning as before, the surjection m(−q4) − µ−1,q cannot split.
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Proposition 3.3.12. Assume q3 + 1 = 0 in C, but q + 1 6= 0. Then the module m(λ) is
reducible if and only if λ = q. In this case the module decomposes as m(q) ∼= µ−1,q⊕µ−1,−1.
Proof. Assume that m(λ) is reducible, so that it contains either µ−1,−1 or µ−1,q. In either
case, the central element Tns(Tns′ − (q − 1)) + Tns′ (Tns + 2) + 1 acts by q, so we must have
λ = q. The action of Tns and Tns′ on m(q) shows that
〈v1 + v2〉C ∼= µ−1,q and 〈−qv1 + v2〉C ∼= µ−1,−1,
so that
m(q) = µ−1,q ⊕ µ−1,−1.
Proposition 3.3.13. Assume q + 1 = 0 in C. Then the module m(λ) is reducible if and
only if λ = q = −1. In this case, we have an exact sequence:
0 −→ µ−1,−1 −→ m(−1) −→ µ−1,−1 −→ 0.
The sequence is not split.
Proof. Assume that m(λ) is reducible, so that it contains the character µ−1,−1. The central
element Tns(Tns′ + 2) + Tns′ (Tns + 2) + 1 acts by −1, and therefore we have λ = q = −1.
We have
〈v1 + v2〉C ∼= µ−1,−1 ⊂ m(−1) and m(−1)/µ−1,−1 ∼= µ−1,−1.
If the surjection m(−1) − µ−1,−1 split, then the operators Tns and Tns′ would both be
diagonalizable, which is clearly not the case.
We now imitate the proof of Theorem 1.2 in [Vignéras, 2004] to classify simple right
HC(G,χ)-modules.
Theorem 3. Every finite-dimensional simple right HC(G,χ)-module is either a character
µθ,θ′ , (θ, θ
′) ∈ {−1, q3} × {−1, q}, or a module of the form m(λ), λ 6= q3 + q + 1,−q4.
Proof. Assume m is a nonzero simple right module which is not a character, and assume
that Z acts by λ. Consider the space ker(Tns + 1). We claim that this is a nontrivial proper
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subspace of m. Indeed, if ker(Tns + 1) = 0 or m, the element Tns would act by a scalar, and
any nonzero eigenvector for Tns′ would generate a one-dimensional submodule. This gives
a contradiction, since m was assumed simple of dimension greater than 1.
The element Tns′ (Tns−q
3) maps ker(Tns +1) into itself, and therefore has an eigenvector
v in ker(Tns + 1). We have
v · Tns′ (Tns − q
3) = v · (Z − (Tns + 1)Tns′ + (q − 1)Tns − 1)
= λv + (q − 1)v · Tns − v
= (λ− q)v.
Consider now the subspace V := 〈v〉C + 〈v · Tns′ 〉C . The quadratic relations and the com-
putation above show that V is stable under HC(G,χ), and therefore must be all of m by
simplicity. Moreover, since m was assumed to be of dimension greater than one, we have
v · Tns′ 6∈ 〈v〉C , and the sum 〈v〉C + 〈v · Tns〉C is direct. Writing out the actions of Tns and
Tns′ on the basis {v, v · Tns′} shows that M ∼= m(λ). We again use simplicity of m to deduce
that λ 6= q3 + q + 1,−q4.
3.3.3 The Hybrid Case
We now assume that χs = χ = ζ ⊗ η, but that χ does not factor through the determinant.
This condition implies that the character ζ is nontrivial. In addition, we have ζ(a) = ζ(a−1);
since the map a 7−→ aq+1 maps F×
q2
onto F×q , this implies ζ is trivial on F×q .
As before, we let 1I ∈ c-indGI (χ) denote the function with support in I, taking the value
1 at the identity. We let Tns (resp. Tns′ ) denote the endomorphism of c-ind
G
I (χ) sending
1I to the function with support InsI (resp. Ins′I), taking the value 1 at ns (resp. ns′), on
which I acts by χ. In the notation of Section 3.3.1, we have a natural identification
Tns = Tnseχ, Tns′ = Tns′eχ.
Proposition 3.3.14. The algebra HC(G,χ) is a noncommutative algebra, generated by Tns
and Tns′ , subject to the relations
(Tns + q2)(Tns − q) = 0
(Tns′ + 1)(Tns′ − q) = 0.
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The center Zχ is generated by Z := Tns(Tns′ − (q − 1)) + Tns′ (Tns − (q − q
2)). We have an
ismorphism of algebras
HC(G,χ) ∼= C〈X,Y 〉/(X2 + (q2 − q)X − q3, Y 2 + (1− q)Y − q),
sending Tns to X and Tns′ to Y . Here C〈X,Y 〉 denotes the noncommutative polynomial
algebra in two variables over C.
Proof. We shall prove Propositions 3.3.8 and 3.3.14 simultaneously. We begin with only the
assumption that χs = χ. By Frobenius Reciprocity, we may identify elements ofHC(G,χ) ∼=
c-indGI (χ)
I,χ with functions ϕ : G −→ C satisfying
ϕ(igi′) = χ(i)ϕ(g)χ(i′)
for g ∈ G, i, i′ ∈ I (cf. [Barthel and Livné, 1994], Proposition 5(1)). If Tϕ1 , Tϕ2 are the
endomorphisms associated to functions ϕ1, ϕ2 : G −→ C, respectively, then the composition
product on HC(G,χ) gives Tϕ1Tϕ2 = Tϕ1∗ϕ2 , where





(see loc. cit., Proposition 5(3)).
Assume that ϕ has support in IwI, where w ∈ Waff. Let w = s1s2 · · · sk be a reduced
word expression for w, where si ∈ {s, s′}, and let ϕns (resp. ϕns′ ) be the function in
c-indGI (χ)
I,χ with support in InsI (resp. Ins′I) taking the value 1 at ns (resp. ns′). We
claim that ϕ is a scalar multiple of ϕns1 ∗ ϕns2 ∗ . . . ∗ ϕnsk . Indeed, the definition of the
convolution product shows that supp(ϕ1 ∗ϕ2) ⊂ supp(ϕ1)supp(ϕ2). By induction, we have
that
supp(ϕns1 ∗ ϕns2 ∗ . . . ∗ ϕnsk ) ⊂ supp(ϕns1 )supp(ϕns2 ) · · · supp(ϕnsk )
= Ins1Ins2I · · · InskI
= IwI,
where the last equality follows from [Abramenko and Brown, 2008], Prop. 6.36(4). An
elementary inductive argument shows that ϕns1 ∗ ϕns2 ∗ . . . ∗ ϕnsk 6= 0, which implies that
HC(G,χ) is generated as an algebra by Tns and Tns′ .
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It now suffices to determine relations for the operators Tns and Tns′ . We again iden-














In the above decompositions (and henceforth) we use the notational convention that x and
y are representatives in oE for the set Fq2 , satisfying xx+ y + y = 0.
We have supp(ϕns ∗ϕns) ⊂ InsInsI = InsI t I, and therefore it suffices to evaluate this
function at 1 and ns. We shall make use of the following identity, valid for y 6= 0:











Note that if u− is a nonidentity lower triangular unipotent element, then u− ∈ UnsTU . We
compute:




















































If χ factors through the determinant, then the last sum equals q3 − 1. Assume that χ
does not factor through the determinant. We then have
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= (q − 1) + (1− q2)
= q − q2.
The equality (?) follows from the fact that if y+ y = 0, then −y
√
ε ∈ Fq, while (??) follows
from the fact that ζ is a nontrivial character.
We now compute the Hecke relations for ϕns′ . As before it suffices to evaluate ϕns′ ∗ϕns′
at 1 and ns′ .










































= q − 1.
Note that the last equality depends only on the fact that χs = χ.
We again assume only that χs = χ. It is an elementary computation to check that
the element Z defined in the statements of Propositions 3.3.8 and 3.3.14 belongs to the
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center Zχ. To show that these elements generate Zχ, we first note that any central element,
when viewed as a polynomial in Tns and Tns′ , must be of even degree (this follows from
the Hecke relations). Moreover, the Hecke relations imply that the coefficients of the two
highest even-degree terms must be equal. Let Y ∈ Zχ be of degree 2k. Then there exists
some c ∈ C such that Y − cZk is of strictly smaller degree. Proceeding by induction, we see
that Y is a polynomial in Z, and therefore Zχ = C[Z].
As before, we can now classify the finite-dimensional simple right HC(G,χ)-modules.
Definition 3.3.15. (i) Let (θ, θ′) ∈ {−q2, q} × {−1, q}. We define the characters µθ,θ′ :
HC(G,χ) −→ C by
Tns 7−→ θ, Tns′ 7−→ θ
′.
The central element Z maps to θ(θ′ − q + 1) + θ′(θ − q + q2).
(ii) Let 〈v1, v2〉C be a two-dimensional vector space over C, and let λ ∈ C. We define m(λ)
to be the right HC(G,χ)-module with underlying vector space 〈v1, v2〉C and action of
HC(G,χ) given by:
v1 · Tns = −q2v1, v1 · Tns′ = v2
v2 · Tns = (λ+ q2 − q3)v1 + qv2, v2 · Tns′ = qv1 + (q − 1)v2
The central element Z acts by λ.
Again, the proof of Theorem 4 shows that the action ofHC(G,χ) on m(λ) is well-defined.
Proposition 3.3.16. Assume char(C) 6= p. Then m(λ) is reducible if and only if λ = q3 +q
or λ = −2q2. In these cases, we have the following exact sequences:
0 −→ µq,−1 −→ m(−2q2) −→ µ−q2,q −→ 0
0 −→ µq,q −→ m(q3 + q) −→ µ−q2,−1 −→ 0
The sequences are not split.
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Proof. Assume first that q + 1 6= 0 in C, and suppose that m(λ) is reducible, so that it
contains a character µ. The operator Tns has eigenvectors v1 and (λ+q2−q3)v1 +(q+q2)v2,
with eigenvalues −q2 and q, respectively; the operator Tns′ has eigenvectors −qv1 + v2 and
v1 + v2, with eigenvalues −1 and q, respectively.
We see that the only possibility for a common eigenvector of Tns and Tns′ is if the vector
(λ+ q2− q3)v1 + (q+ q2)v2 is a scalar multiple of −qv1 + v2 or v1 + v2. Assume the former.
Then λ+ q2 − q3 = −q(q + q2), which implies λ = −2q2. It is then clear that
〈−qv1 + v2〉C ∼= µq,−1 ⊂ m(−2q2) and m(−2q2)/µq,−1 ∼= µ−q2,q.
Since m(−2q2) does not contain a (−q2, q)-eigenvector for Tns , Tns′ , the surjection m(−2q
2) −
µ−q2,q cannot split.
Assume now that (λ+ q2− q3)v1 + (q+ q2)v2 is a scalar multiple of v1 +v2. This implies
λ = q3 + q. It is clear that
〈v1 + v2〉C ∼= µq,q ⊂ m(q3 + q) and m(q3 + q)/µq,q ∼= µ−q2,−1.
By the same reasoning as above, the surjection m(q3 + q) − µ−q2,−1 doesn’t split.
Assume now that q + 1 = 0 in C, and suppose m(λ) is reducible. The assumption on q
implies that m(λ) contains the character µ−1,−1. Examining central characters shows that
λ = −2. We then have
〈v1 + v2〉C ∼= µ−1,−1 ⊂ m(−2) and m(−2)/µ−1,−1 ∼= µ−1,−1.
If the surjection m(−2) − µ−1,−1 split, this would imply in particular that the −1-
eigenspace of Tns′ is two-dimensional, which is clearly not the case.
Proposition 3.3.17. Assume char(C) = p. Then m(λ) is reducible if and only if λ = 0.
In this case the module decomposes as m(0) ∼= µ0,0 ⊕ µ0,−1.
Proof. Assume that m(λ) is reducible, so that it contains either µ0,0 or µ0,−1. In either
case, the central element Z = Tns(Tns′ + 1) +Tns′Tns acts by 0, so we must have λ = 0. The
action of Tns and Tns′ on m(0) shows that
〈v1 + v2〉C ∼= µ0,0 and 〈v2〉C ∼= µ0,−1,
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so that
m(0) ∼= µ0,0 ⊕ µ0,−1.
We may now classify the simple right HC(G,χ)-modules.
Theorem 4. Every finite-dimensional simple right HC(G,χ)-module is either a character
µθ,θ′ , (θ, θ
′) ∈ {−q2, q} × {−1, q}, or a module of the form m(λ), λ 6= q3 + q,−2q2.
Proof. The proof is virtually the same as the proof of Theorem 3, with only a few cosmetic
changes. More precisely, we consider the space ker(Tns + q2) in m, and compute the action
of Tns′ (Tns − q) on an eigenvector v in ker(Tns + q
2). The set {v, v · Tns′} then forms a basis
for m.
3.3.4 The Regular Case
We assume now that χs 6= χ = ζ ⊗ η. In this case we have nontrivial intertwining maps
between c-indGI (χ) and c-ind
G
I (χ
s), and we are led to consider the algebra
HC(G, γχ) = HC(G,χ⊕ χs)
= HC(G,χ)⊕HomG(c-indGI (χ), c-indGI (χs))
⊕ HomG(c-indGI (χs), c-indGI (χ))⊕HC(G,χs).
We first determine the algebra HC(G,χ). For n ∈ N , we denote by 1InI ∈ c-indGI (χ) the
function with support InI, taking the value 1 at n, on which I acts by χ or χs (depending
on the class of n in W ). We let Tα−1 (resp. Tα) denote the endomorphism of c-indGI (χ)
sending 1I to 1Iα−1I (resp. 1IαI).
Proposition 3.3.18. The algebra HC(G,χ) is commutative, generated by Tα−1 and Tα,
with the relations
Tα−1Tα = TαTα−1 = q4.
We have an isomorphism of algebras HC(G,χ) ∼= C[X,Y ]/(XY − q4), sending Tα−1 to X
and Tα to Y .
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Proof. We adopt the same method as in the proof of Proposition 3.3.14, viewing elements
of HC(G,χ) as functions ϕ on the double cosets I\G/I. In this case, however, the relation
ϕ(igi′) = χ(i)ϕ(g)χ(i′) shows that the functions ϕ associated to elements of HC(G,χ) are
supported only on cosets of the form IαnI, n ∈ Z. Once again using properties of the
Bruhat decomposition for BN pairs (cf. [Abramenko and Brown, 2008]), if ϕ has support
in Iα−nI (resp. IαnI) with n > 0, then ϕ is a scalar multiple of ϕα−1 ∗ ϕα−1 ∗ . . . ∗ ϕα−1
(resp. ϕα ∗ ϕα ∗ . . . ∗ ϕα), the convolution taken n times.
It therefore suffices to compute the products ϕα−1 ∗ϕα and ϕα ∗ϕα−1 . We compute the
first of these; the method of computation for the second is the same. We have supp(ϕα−1 ∗
ϕα) ⊂ Iα−1IαI ⊂ I t InsI t Iα−1nsI, and since the convolution must have support on
cosets of the form IαnI, we actually have supp(ϕα−1 ∗ ϕα) ⊂ I. Hence, we need only




























s)). This has the structure of
an (HC(G,χs),HC(G,χ))-bimodule, with the action given by post-composition and pre-






s)) ∼= HomI(χ, c-indGI (χs)|I) ∼= c-indGI (χs)I,χ,
which has a basis consisting of the functions 1InsαnI with support Insα
nI and value 1 at
nsα
n, on which I acts by χ. We let Sn,χ denote the homomorphism sending 1I ∈ c-indGI (χ)
to 1InsαnI ∈ c-indGI (χs), and append a χ (or χs) to the parameters for the operator Tα (or
Tα−1) to specify the Hecke algebra to which it corresponds. In the notation of Section 3.3.1,
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we have natural identifications
S0,χ = Tnseχ, S0,χs = Tnseχs ,
S−1,χ = Tns′eχ, S−1,χs = Tns′eχs .
We note that the set
{idχ, T mα,χ, T mα−1,χ, idχs , T
m
α,χs , T mα−1,χs , Sn,χ, Sn,χs}m>0,n∈Z (3.3.5)
forms a basis forHC(G, γχ), where idχ (resp. idχs) denotes the identity element ofHC(G,χ)
(resp. HC(G,χs)).







Tα−1,χsSn,χ = Sn,χTα,χ =

Sn+1,χ n ≥ 0
qSn+1,χ n = −1
q4Sn+1,χ n ≤ −2
Tα,χsSn,χ = Sn,χTα−1,χ =

q4Sn−1,χ n ≥ 1
q3Sn−1,χ n = 0






s)) is generated as a left HC(G,χs)-module or a
right HC(G,χ)-module by S0,χ and S−1,χ.










































nu−($x,$y) if n < 0 (3.3.9)
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In order to compute Sn,χTα,χ, it suffices to know its action on the function 1I ∈
c-indGI (χ). The definitions of Sn,χ and Tα,χ show that the image will have support contained
in Insα
nIαI. Using Proposition 6.36 and Exercise 6.37 of [Abramenko and Brown, 2008], we




or is contained in Insα
n+1I t Iα−nI t Iα−n−1I (if `(nsαn+1) 6= `(nsαn) + `(α)). Since the
support of Sn,χTα,χ(1I) must be of the form InsαmI, we see that in both cases the support
is contained in Insα


































1 n ≥ 0
q n = −1
q4 n ≤ −2.
The last line follows from (the transpose of) equation (3.3.4).
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q4 n ≥ 1
q3 n = 0
1 n ≤ −1.
Again, the last line follows from equation (3.3.4).
The support of Tα,χsSn,χ(1I) is contained in the coset Insαn−1I. In computing the
value of Tα,χsSn,χ(1I)(nsαn−1), we must treat the cases n ≥ 0 and n < 0 separately (based
on the coset decomposition of Insα



































q4 n ≥ 1
q3 n = 0.
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Equation (3.3.4) once again shows that the element nsα
n−1u−(−$x,$y)α−nn−1s is not in
IαI for y 6= 0. We omit the argument for Tα−1,χsSn,χ, as the computation is virtually the
same as that for Tα,χsSn,χ.






s)) ∼= (HC(G,χ)⊕HC(G,χ))/((Tα−1,χ,−q3), (−q, Tα,χ)),
the isomorphism sending S0,χ to (1, 0) and S−1,χ to (0, 1).






s)) ∼= (HC(G,χs)⊕HC(G,χs))/((Tα,χs ,−q3), (−q, Tα−1,χs)),
the isomorphism sending S0,χ to (1, 0) and S−1,χ to (0, 1).





s)), we also have a
composition product between elements Sn,χs ∈ HomG(c-indGI (χs), c-indGI (χ)) and elements
Sm,χ ∈ HomG(c-indGI (χ), c-indGI (χs)). The product of two such homomorphisms will be an
element of HC(G,χ). We have the following result:
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Proposition 3.3.21. The composition Sn,χsSm,χ has the following property:
Sn,χsSm,χ =

ζ(−1)q3+4 min(n,m)T max(0,m−n)α,χ T max(n−m,0)α−1,χ n,m ≥ 0
ζ(−1)q1+4 min(−n−1,−m−1)T max(0,m−n)α,χ T max(n−m,0)α−1,χ n,m < 0
ζ(−1)T m−nα,χ n < 0,m ≥ 0
ζ(−1)T n−m
α−1,χ
m < 0, n ≥ 0.
Proof. By Proposition 3.3.19, it suffices to compute the four products S0,χsS0,χ, S−1,χsS−1,χ,
S−1,χsS0,χ and S0,χsS−1,χ. The method of proof is the same as in the proof of Proposition
3.3.19, this time using equations (3.3.8) and (3.3.9) for n = 0 and n = −1. We give the
proof for the first of these products. The definition of S0,χs and S0,χ shows that the function
S0,χsS0,χ(1I) will have support contained in I t InsI; as S0,χsS0,χ ∈ HC(G,χ), the support





















The other products follow similarly.
Combining Propositions 3.3.18, 3.3.19, and 3.3.21, we now have a full description of the
algebra structure of HC(G, γχ). When char(C) = p, there is a more elegant presentation of
HC(G, γχ). We record the result here.
Corollary 3.3.22. Assume char(C) = p. We then have
HC(G, γχ) ∼=
C[X,Y ]/(XY ) C[X]⊕ C[Y ]
C[Y ]⊕ C[X] C[X,Y ]/(XY )
 ,
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where the algebra on the right is a “twisted matrix algebra.” If (f1(X), f2(Y )) ∈ C[X] ⊕
C[Y ], (g2(Y ), g1(X)) ∈ C[Y ]⊕ C[X], then we define their product to be
(f1(X), f2(Y ))(g2(Y ), g1(X)) := ζ(−1)Xf1(X)g1(X) + ζ(−1)Y f2(Y )g2(Y )
=: (g2(Y ), g1(X))(f1(X), f2(Y )).


























0 (0, Y −n−1)
0 0
 for n < 0.
The center Zγχ of HC(G, γχ) consists of all elements of the form
h(Tα,χ, Tα−1,χ) + h(Tα−1,χs , Tα,χs),
where h is a polynomial of two variables.
Proof. It only remains to verify the claim about the center Zγχ of HC(G, γχ). Let Y be an
arbitrary element of Zγχ . Writing Y as a linear combination of the basis elements given in
(3.3.5), multiplying Y on the left and right by the “diagonal” elements Tα,χ, Tα−1,χ, etc.,
and using Proposition 3.3.19 shows that the coefficients of Sn,χ and Sn,χs in Y must be zero.
Subtracting an appropriate central element of the form h(Tα,χ, Tα−1,χ) + h(Tα−1,χs , Tα,χs),
we may assume that Y is a polynomial in Tα,χ and Tα−1,χ alone. Proposition 3.3.19 again
shows that 0 = S0,χsY = YS0,χs , 0 = S−1,χsY = YS−1,χs , which is enough to conclude that
Y = 0.
Remark 3.3.23. The characterization of the center Zγχ of HC(G, γχ) is the same for the
case char(C) 6= p. The proof carries over without any essential change.
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We may now classify finite-dimensional simple modules for the algebra HC(G, γχ). We
begin with the characters.
Proposition 3.3.24. Assume char(C) 6= p. Then HC(G, γχ) admits no characters.
Proof. Let µ : HC(G, γχ) −→ C be a character. Since S2n,χ = S2n,χs = 0, we must have
µ(Sn,χ) = µ(Sn,χs) = 0 for every n ∈ Z. Proposition 3.3.21 now implies that all elements of
HC(G,χ) and HC(G,χs) map to 0. This gives a contradiction, since 1 = µ(idc-indGI (γχ)) =
µ(idχ + idχs) = 0.
Assume now that char(C) = p.





and every other basis element in the set (3.3.5) maps to 0.
Proposition 3.3.26. Assume char(C) = p. Then the characters of HC(G, γχ) are exactly
µ0 and µ1.
Proof. As in the characteristic prime-to-p case, we use Propositions 3.3.19 and 3.3.21 to
conclude that every basis element besides idχ and idχs must map to zero. Since idχ+idχs =
idc-indGI (γχ)
and idχidχs = 0, we see that the characters must be exactly those stated.
We now turn our attention to modules of dimension greater than one. We first assume
that char(C) 6= p. Let
√




We have that A2 = Tα,χ+Tα−1,χs , and that HC(G, γχ) is free of rank two over Zγχ [A], with
basis {idχ, idχs}.




λ denote the character of Zγχ [A] spanned
by a vector v, with action given by
v · (Tα,χ + Tα−1,χs) = λv, v · (Tα,χs + Tα−1,χ) = q4λ−1v,
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v · A =
√
λv.
We consider the induced representation µλ,
√
λ ⊗Zγχ [A] HC(G, γχ). Since the algebra
HC(G, γχ) admits no characters, this immediately implies that this module is simple.
Lemma 3.3.27. The (isomorphism class of the) representation µλ,
√
λ⊗Zγχ [A]HC(G, γχ) is





Proof. Let 〈v〉C denote the underlying space of µλ,√λ. Then µλ,√λ ⊗Zγχ [A] HC(G, γχ) is
spanned by {v ⊗ idχ, v ⊗ idχs}. The action of Zγχ [A] on the vector v ⊗ (idχ − idχs) shows
that µλ,−
√
λ is contained in µλ,
√
λ ⊗Zγχ [A] HC(G, γχ)|Zγχ [A]. By Frobenius Reciprocity we
have
0 6= HomZγχ [A](µλ,−√λ, µλ,√λ ⊗Zγχ [A] HC(G, γχ)|Zγχ [A])
∼= HomHC(G,γχ)(µλ,−√λ ⊗Zγχ [A] HC(G, γχ), µλ,√λ ⊗Zγχ [A] HC(G, γχ)).
As both modules are simple, the result follows.
We now define m(λ) = µλ,
√
λ ⊗Zγχ [A] HC(G, γχ), the isomorphism class of which is
independent of all choices. By considering central characters, we see that the modules m(λ)
are pairwise nonisomorphic for distinct values of λ.
Theorem 5. Assume char(C) 6= p. Every finite-dimensional simple right HC(G, γχ)-
module is of the form m(λ), λ ∈ C×.
Proof. Assume m is a nonzero simple right module, and assume that m|Zγχ [A] contains a
character µλ,
√
λ. Frobenius Reciprocity gives
0 6= HomZγχ [A](µλ,√λ,m|Zγχ [A]) ∼= HomHC(G,γχ)(m(λ),m),
which implies m(λ) ∼= m by simplicity of m(λ) and m.
Assume now that char(C) = p. Let
√
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Note that A1A2 = A2A1 = 0, A21 = Tα,χ + Tα−1,χs , and A22 = Tα−1,χ + Tα,χs . The algebra
HC(G, γχ) is free of rank two over Zγχ [A1,A2], with basis {idχ, idχs}.









denote the representation of Zγχ [A1,A2] spanned by v, with action given by
v · (Tα,χ + Tα−1,χs) = λv, v · (Tα−1,χ + Tα,χs) = λ′v,
v · A1 =
√
λv, v · A2 =
√
λ′v.




λ′ ⊗Zγχ [A1,A2] HC(G, γχ).




λ′⊗Zγχ [A1,A2]HC(G, γχ) is reducible if and only
if (λ, λ′) = (0, 0). In this case, we have
µ0,0,0,0 ⊗Zγχ [A1,A2] HC(G, γχ) ∼= µ0 ⊕ µ1.




λ′⊗Zγχ [A1,A2]HC(G, γχ) is reducible, so that it contains either
µ0 or µ1. In either case, both A1 and A2 must act by 0, and therefore (λ, λ′) = (0, 0).
The action of idχ and idχs show that if 〈v〉C ∼= µ0,0,0,0 as a Zγχ [A1,A2]-module, then
〈v ⊗ idχ〉C ∼= µ0 and 〈v ⊗ idχs〉C ∼= µ1 as HC(G, γχ)-modules.












Proof. This is obvious if λ = λ′ = 0, so assume that λ′ = 0, λ 6= 0. If we let 〈v〉C denote the




λ,0 ⊗Zγχ [A1,A2]HC(G, γχ) is spanned
by {v⊗idχ, v⊗idχs}. Considering the action of Zγχ [A1,A2] on the vector v⊗(idχ−idχs), we
see that 〈v⊗ (idχ− idχs)〉C ∼= µλ,0,−√λ,0 as Zγχ [A1,A2]-modules. By Frobenius Reciprocity
we have
0 6= HomZγχ [A1,A2](µλ,0,−√λ,0, µλ,0,√λ,0 ⊗Zγχ [A1,A2] HC(G, γχ)|Zγχ [A1,A2])
∼= HomHC(G,γχ)(µλ,0,−√λ,0 ⊗Zγχ [A1,A2] HC(G, γχ), µλ,0,√λ,0 ⊗Zγχ [A1,A2] HC(G, γχ)).
As both modules are simple, the result follows. The case λ = 0, λ′ 6= 0 is identical.




λ′ ⊗Zγχ [A1,A2] HC(G, γχ), the isomorphism class
of which is independent of all choices. By examining central characters, we see that the
modules m(λ, λ′) are pairwise nonisomorphic for distinct pairs (λ, λ′).
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Theorem 6. Assume char(C) = p. Every finite-dimensional simple right HC(G, γχ)-
module is either a character µ0 or µ1, or a module of the form m(λ, λ
′) with λλ′ = 0, (λ, λ′) 6=
(0, 0).
Proof. Assume m is a nonzero simple right module which is not a character, and assume
that m|Zγχ [A1,A2] contains a character µλ,λ′,√λ,√λ′ . If (λ, λ
′) = (0, 0), then m would contain
either µ0 or µ1, and by simplicity would be equal to a character, giving a contradiction.
Frobenius Reciprocity now gives
0 6= HomZγχ [A1,A2](µλ,λ′,√λ,√λ′ ,m|Zγχ [A1,A2]) ∼= HomHC(G,γχ)(m(λ, λ
′),m),
which implies m(λ, λ′) ∼= m by simplicity of m(λ, λ′) and m.
We conclude with one final definition.
Definition 3.3.30. Let χ : T −→ C× be an arbitrary character, and let m be a finite-
dimensional simple module for HC(G, γχ). We append χ to the list of parameters of m, and
use this notation to denote the corresponding module for HC(G, I(1)), via the decomposition
of Proposition 3.3.4.
Remark 3.3.31. The isomorphism in Corollary 3.3.22 depends on the ordered pair (χ, χs).
There is an obvious isomorphism of algebrasHC(G,χ⊕χs) ∼= HC(G,χs⊕χ), which identifies
simple modules. In particular, the isomorphism gives m(λ, χ) ∼= m(q4λ−1, χs) if char(C) 6= p,
and µ0,χ ∼= µ1,χs , µ1,χ ∼= µ0,χs , m(λ, λ′, χ) ∼= m(λ′, λ, χs) if char(C) = p.
3.4 Principal Series and Supersingular Modules
3.4.1 Principal Series
We shall assume from this point onwards that C = Fp, and that all representations are
smooth representations over Fp. We call such representations mod-p or modular representa-
tions. In an attempt to understand supersingular representations of G, we will make use of
the functor sending a smooth representation π to πI(1), called the functor of I(1)-invariants.
By Lemma 2.4.1, if π is a nonzero smooth representation of G, then the module πI(1) will
also be nonzero.
44
CHAPTER 3. SUPERSINGULAR REPRESENTATIONS OF U(2, 1)(E/F )
Let ε = ζ̃ ⊗ η̃ be a smooth character of the full torus T of G, and consider the principal
series representation indGB(ε), where B is the standard upper triangular Borel subgroup of
G, and ζ̃ and η̃ are characters of E× and U(1)(E/F ), respectively. In Théorème 1.1 of
[Abdellatif, 2013], Abdellatif has shown that the principal series representation is reducible
if and only if ε = η̃ ◦ det, in which case it is of length 2. More precisely, we have a nonsplit
short exact sequence
0 −→ η̃ ◦ det −→ indGB(ε) −→ η̃ ◦ det⊗StG −→ 0,
where StG = ind
G
B(1B)/1G is the Steinberg representation of G.
The Bruhat decomposition applied to the finite group G gives
G = B t BnsB = B t BnsU
(cf. [Digne and Michel, 1991], Chapter 1). Pulling this decomposition back by the reduction-
modulo-$ map gives the Bruhat decomposition for K:
K = I t InsI = I t InsI(1).
By the Iwahori decomposition ([Tits, 1979], Section 3.1.1), we may write
I = (I ∩ U)(I ∩ T )(I ∩ U−),
which gives a refined version of the Bruhat decomposition for K:
K = I t (I ∩B)nsI(1)
Multiplying on the left by B and using the Iwasawa decomposition G = BK ([Tits, 1979],
Section 3.3.2), we get
G = BI tBnsI = BI(1) tBnsI(1).
Therefore, we may take as a basis for the space of I(1)-invariants of indGB(ε) the functions
{f1, f2}, defined by
f1(1) = 1, f1(ns) = 0,
f2(1) = 0, f2(ns) = 1;
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the function f1 is the unique I(1)-invariant function with support BI(1) taking the value 1
at the identity (likewise for f2, supported in BnsI(1)).
Since T1 is a pro-p subgroup, the restriction of ε to T1 must be trivial. Let ε
∗ denote
the representation of T = T0/T1 given by restricting ε to T0. The action of HFp(G, I(1)) on
indGB(ε)





and the action of HFp(G, I(1)) factors through algebra HFp(G, ε
∗) (via the decomposition






and the action of HFp(G, I(1)) factors through HFp(G, ε
∗ ⊕ (ε∗)s).
Theorem 7. The algebra HFp(G, I(1)) acts on 〈f1, f2〉Fp as follows:
(i) If ε∗ factors through the determinant, then
f1 · eε∗ = f1, f1 · eχ = 0, f1 · Tns = f2, f1 · Tns′ = −f1
f2 · eε∗ = f2, f2 · eχ = 0, f2 · Tns = −f2, f2 · Tns′ = ε(α)f1,
for χ 6= ε∗.
(ii) If (ε∗)s = ε∗, but ε∗ does not factor through the determinant, then
f1 · eε∗ = f1, f1 · eχ = 0, f1 · Tns = f2, f1 · Tns′ = −f1
f2 · eε∗ = f2, f2 · eχ = 0, f2 · Tns = 0, f2 · Tns′ = ε(α)f1,
for χ 6= ε∗.
(iii) If (ε∗)s 6= ε∗, then
f1 · eε∗ = f1, f1 · eχ = 0, f1 · Tns = f2, f1 · Tns′ = 0
f2 · e(ε∗)s = f2, f2 · eχ′ = 0, f2 · Tns = 0, f2 · Tns′ = ζ̃(−1)ε(α)f1,
for χ 6= ε∗, χ′ 6= (ε∗)s.
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Proof. See Appendix.




is given by the following:
(i) Assume ε∗ factors through the determinant. Then indGB(ε)
I(1) ∼= m(ε(α), ε∗) as right
HFp(G, I(1))-modules.
(ii) Assume (ε∗)s = ε∗, but ε∗ does not factor through the determinant. Then indGB(ε)
I(1) ∼=
m(ε(α), ε∗) as right HFp(G, I(1))-modules.
(iii) Assume (ε∗)s 6= ε∗. Then indGB(ε)I(1) ∼= m(0, ε(α), ε∗) as right HFp(G, I(1))-modules.
Proof. (i) Firstly, note that by Theorem 7, the central element of HFp(G, ε
∗) acts by ε(α).
Assume that indGB(ε)
I(1) is reducible as an HFp(G, ε
∗)-module, and let c1f1 + c2f2, for
c1, c2 ∈ Fp, span a one-dimensional invariant subspace. The action of Tns shows that
either c1 = c2, or c1 = 0. In the first case, the action of Tns′ implies ε(α) = 1, while
in the second case it implies ε(α) = 0, an impossibility.
If ε(α) 6= 1, then indGB(ε)I(1) is a simple module, with the center of HFp(G, ε
∗) acting
by ε(α). Therefore indGB(ε)
I(1) ∼= m(ε(α), ε∗). If ε(α) = 1, then the action of the
operators Tns and Tns′ on the basis {f2, f1} shows that ind
G
B(ε)
I(1) ∼= m(1, ε∗). The
condition ε(α) = 1 implies ε = η̃ ◦ det, in which case we have a short exact sequence
0 // η̃ ◦ det // indGB(ε) // η̃ ◦ det⊗StG // 0.
Using the same argument as in [Vignéras, 2004], we conclude that taking I(1)-invariants
is exact in this case, and we obtain:











0 // µ0,0,ε∗ // m(1, ε∗) // µ−1,−1,ε∗ // 0
Applying the Five Lemma gives η̃ ◦ det⊗StI(1)G ∼= µ−1,−1,ε∗ .
(ii) By Theorem 7, the central element ofHFp(G, ε
∗) acts by ε(α). Assume that indGB(ε)
I(1)
is reducible as an HFp(G, ε
∗)-module, so that it contains either µ0,0,ε∗ or µ0,−1,ε∗ . In
either case, the central element acts as 0, which implies ε(α) = 0, an impossibility.
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Thus, the module indGB(ε)
I(1) is simple, and by Theorem 4, we must have indGB(ε)
I(1) ∼=
m(ε(α), ε∗) as right HFp(G, I(1))-modules.
(iii) The action described in Theorem 7 shows that indGB(ε)
I(1) does not contain a charac-
ter. Thus indGB(ε)
I(1) is simple as a right HFp(G, ε
∗ ⊕ (ε∗)s)-module, and is therefore
determined by the action of the center. Proposition 3.3.21 and Corollary 3.3.22 imply
that the center is generated by
ζ̃(−1)(eε∗Tns′Tns + e(ε∗)sTnsTns′ ) and ζ̃(−1)(e(ε∗)sTns′Tns + eε∗TnsTns′ ).
The first element acts by 0, while the second element acts by ε(α). Therefore, we have
indGB(ε)
I(1) ∼= m(0, ε(α), ε∗) as right HFp(G, I(1))-modules.
3.4.2 Supersingular Modules
In light of the results of the previous section, we make the following definition:
Definition 3.4.2. Let χ = ζ⊗η be a character of the finite torus T. We define the following
characters of HFp(G, I(1)):
(i) Assume that χ = η ◦ det. We set
mχ,(S,∅): eχ 7−→ 1, eχ′ 7−→ 0, Tns 7−→ 0, Tns′ 7−→ −1;
mχ,(∅,S′): eχ 7−→ 1, eχ′ 7−→ 0, Tns 7−→ −1, Tns′ 7−→ 0,
for χ′ 6= χ.
(ii) Assume that χs = χ, but χ 6= η ◦ det. We set
mχ,(∅,S′): eχ 7−→ 1, eχ′ 7−→ 0, Tns 7−→ 0, Tns′ 7−→ 0;
mχ,(∅,∅): eχ 7−→ 1, eχ′ 7−→ 0, Tns 7−→ 0, Tns′ 7−→ −1,
for χ′ 6= χ.
(iii) Assume that χs 6= χ. We set
mχ,(∅,∅): eχ 7−→ 1, eχ′ 7−→ 0, Tns 7−→ 0, Tns′ 7−→ 0,
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for χ′ 6= χ.
The modules defined in this way are supersingular (as defined in Definition 3.3.7). We will
denote a generic supersingular module above by mχ,J, where J = (J, J
′) is an ordered pair
as above with J ⊂ J0(χ), J ′ ⊂ J ′0(χ). This notation is motivated by the notation of Section
3.5 (cf. Definitions 3.5.2 and 3.5.3).
Note that we have mχ,J ∼= mχ′,J′ if and only if χ = χ′ and J = J′. The computations of
the previous sections lead to the following Corollary:
Corollary 3.4.3. (i) Let m be a finite-dimensional supersingular HFp(G, I(1))-module.
Then m ∼= mχ,J for some χ and J, where mχ,J is a module as in Definition 3.5.3.
(ii) The functor of I(1)-invariants induces a bijection between irreducible nonsupersingular
representations of G and nonsupersingular finite-dimensional simple right HFp(G, I(1))-
modules. Moreover, if m is a simple right HFp(G, I(1))-module such that m 6
∼= πI(1)
for any nonsupersingular representation π, then m is a supersingular module.
Proof. This follows from Theorems 3, 4, 6, and Corollary 3.4.1.
Corollary 3.4.4. Let π be a smooth irreducible representation of G. If πI(1) contains a
submodule isomorphic to a supersingular module, then π is supersingular.
3.5 Representations of the Finite Groups and Finite Hecke
Algebras
In this section, we recall results about mod-p representations of the finite groups G =
U(2, 1)(Fq2/Fq) and G′ = (U(1, 1) × U(1))(Fq2/Fq). On one hand, we have a complete
description of such representations in terms of characters χ of T and subsets of certain sets
J0(χ) and J
′
0(χ), due to Carter and Lusztig (cf. [Carter and Lusztig, 1976]); on the other
hand, we have a more classical description in terms of highest weight modules. Our goal will
be to provide a dictionary for matching the two sets of representations. For references on
the highest weight classification, the reader is urged to consult the lecture notes of Steinberg
([Steinberg, 1968]) or Humphreys ([Humphreys, 1976]).
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We fix some notation. Let S and S′ denote the sets of Coxeter generators for the Weyl
groups associated to G and G′, respectively. In both cases, the sets S and S′ have size 1,
consisting of the class of the elements s and s′, respectively.
3.5.1 Finite Hecke Algebras
We first describe the Hecke algebras for the finite groups G and G′, and their associated
simple modules.
Definition 3.5.1. We define
HG := EndG(indGU(1)), HG′ := EndG′(indG
′
U′ (1)),
where ind denotes induction in the category of representations of finite groups and 1 denotes
the trivial character of U or U′.
Extending functions by zero induces the injections of K- and K ′-representations (re-
spectively)
indGU(1)










By passing to I(1)-invariants, we may view the algebras HG and HG′ as subalgebras of
HFp(G, I(1)) by the morphisms











I(1)(1)) = HFp(G, I(1)).
We deduce from these morphisms that the algebra HG is generated by Tns and eχ for all
characters χ of T, while HG′ is generated by Tns′ and eχ for all characters χ of T.
Definition 3.5.2. Let χ : T −→ F×p be a character. We define
J0(χ) :=





{s′} if χs = χ,
∅ otherwise.
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Definition 3.5.3. Let χ : T −→ F×p be a character.
(i) Let J ⊂ J0(χ), and let mχ,J denote the character of HG given by
eχ 7−→ 1, eχ′ 7−→ 0, Tns 7−→

0 if s ∈ J,
−1 if s ∈ J0(χ) r J,
0 if s 6∈ J0(χ).
for χ′ 6= χ.
(ii) Let J ′ ⊂ J ′0(χ), and let m′χ,J ′ denote the character of HG′ given by
eχ 7−→ 1, eχ′ 7−→ 0, Tns′ 7−→

0 if s′ ∈ J ′,
−1 if s′ ∈ J ′0(χ) r J ′,
0 if s′ 6∈ J ′0(χ).
for χ′ 6= χ.
With these definitions in place, we arrive at the following Proposition.
Proposition 3.5.4. Let χ : T −→ F×p be a character.
(i) Every simple right HG-module is isomorphic to a character mχ,J with J ⊂ J0(χ).
(ii) Every simple right HG′-module is isomorphic to a character m′χ,J ′ with J ′ ⊂ J ′0(χ).
Proof. The pairs (B, (N ∩K)/(N ∩K1)) and (B′, (N ∩K ′)/(N ∩K ′1)) form “strongly split
BN pairs of characteristic p” (cf. [Cabanes and Enguehard, 2004] Definition 2.20). The
result then follows from Theorem 6.10(iii) of loc. cit..
3.5.2 Carter–Lusztig Theory
Using the results of the previous section, we may begin classifying the mod-p representations
of the finite groups G and G′. The starting point of this theory relies on Proposition 26
of [Serre, 1977b]: if ρ is a nonzero mod-p representation of G, then ρU 6= 0. The latter
space has a right action of the Hecke algebra HG, so we obtain a functor from the category
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of mod-p representations of G to right HG-modules. We remark that this discussion holds
equally well for G′ and U′. The necessary properties of this functor are made precise by the
following proposition:
Proposition 3.5.5. (i) The functor ρ 7−→ ρU induces a bijection between irreducible
representations of G and simple right HG-modules.
(ii) The functor ρ′ 7−→ (ρ′)U′ induces a bijection between irreducible representations of G′
and simple right HG′-modules.
Proof. SinceHG andHG′ are Frobenius algebras, the result follows from Proposition 1.25(ii)
of [Cabanes and Enguehard, 2004].
In light of this proposition, we make the following definition:
Definition 3.5.6. Let χ : T −→ F×p be a character.
(i) For J ⊂ J0(χ), we define ρχ,J to be the representation of G such that ρUχ,J ∼= mχ,J .
(ii) For J ′ ⊂ J ′0(χ), we define ρ′χ,J ′ to be the representation of G′ such that (ρ′χ,J ′)U
′ ∼=
m′χ,J ′.
The irreducible mod-p representations of G (resp. G′) have been classified by Carter and
Lusztig in terms of characters χ of T and certain subsets of S (resp. S′). More precisely,
given a nonzero irreducible mod-p representation ρ of G, we have ρU 6= 0; by Frobenius
Reciprocity for finite groups, we obtain a surjection from indGU(1) onto ρ, where 1 denotes
the trivial character of U. Since indGU(1) decomposes as a direct sum of indGB (χ), we see
that ρ is actually a quotient of a parabolically induced representation. In [Carter and
Lusztig, 1976], Carter and Lusztig show how to construct irreducible quotients of parabolic
inductions indGB (χ) by using the Hecke operators eχ and Tns (with analogous results holding
for the group G′).
Proposition 3.5.7. Let χ : T −→ F×p be a character.
(i) If χ factors through the determinant, then
ρχ,S ∼= im(1 + Tns : indGB (χ) −→ indGB (χ)),
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ρχ,∅ ∼= im(Tns : indGB (χ) −→ indGB (χ)).
If χ does not factor through the determinant, then
ρχ,∅ ∼= im(Tns : indGB (χ) −→ indGB (χs)).
(ii) If χs = χ, then
ρ′χ,S′
∼= im(1 + Tns′ : ind
G′




∼= im(Tns′ : ind
G′
B′ (χ) −→ indG
′
B′ (χ)).
If χs 6= χ, then
ρ′χ,∅
∼= im(Tns′ : ind
G′




Proof. Theorem 7.1 and Corollary 7.5 of [Carter and Lusztig, 1976] imply that the repre-
sentations afforded by the images of the Hecke operators are irreducible and inequivalent;
it therefore suffices to match the two sets of representations. Theorem 7.1 and Proposition
6.6 of loc. cit. give the action of HG and HG′ on the U- and U′-invariants of the image
representations. The claim then follows from Proposition 3.5.4 and Definition 3.5.6.
Lemma 3.5.8. Let χ = ζ ⊗ η : T −→ F×p be a character.
(i) Assume χ = η ◦ det. Then eχ(1 + Tns)eχ and −eχTnseχ are orthogonal idempotents,
and induce a splitting
indGB (χ)
∼= ρχ,S ⊕ ρχ,∅.
Moreover, we have
ρχ,S ∼= η ◦ det, ρχ,∅ ∼= η ◦ det⊗StG,
where StG = ind
G
B (1B)/1G is the Steinberg representation of G.





∼= ρ′χ,S′ ⊕ ρ′χ,∅.
Let det? : U(1, 1)(Fq2/Fq) −→ U(1)(Fq2/Fq) denote the determinant map of the group
U(1, 1)(Fq2/Fq). Then there exists a unique character ζ ′ : U(1)(Fq2/Fq) −→ F
×
p such
that χ ∼= ((ζ ′ ◦ det?)  η)|T, and we have
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ρ′χ,S′
∼= (ζ ′ ◦ det?)  η, ρ′χ,∅ ∼= (ζ
′ ◦ det?⊗StG′)  η,
where StG′ = ind
U(1,1)(Fq2/Fq)
B′∩U(1,1)(Fq2/Fq)
(1B′)/1U(1,1)(Fq2/Fq) is the Steinberg representation of
U(1, 1)(Fq2/Fq).
Remark 3.5.9. We use the notation  to denote the external tensor product of representa-
tions of U(1, 1)(Fq2/Fq) and U(1)(Fq2/Fq).
Proof. The first claim of parts (i) and (ii) follow from Theorem 2. For a character χ = η◦det
that factors through the determinant, we have indGB (χ)
∼= (η ◦ det)⊗ indGB (1), so it suffices
to assume χ = 1 is the trivial character of B. Theorem 7.1 of [Carter and Lusztig, 1976] and
Proposition 3.5.7 now imply that ρ1,S is the trivial representation, which means ρ1,∅ = StG.
This proof also applies mutatis mutandis for representations of G′.
We record one final result regarding the constituents of indG
′
B′ (χ), which will be of use
later.
Lemma 3.5.10. Let χ : T −→ F×p be a character.




∼= ρ′χ,S′ ⊕ ρ′χ,∅.
(ii) Assume χs 6= χ. Then the complex
0 −→ ρ′χs,∅ −→ ind
G′
B′ (χ)
Tns′−→ ρ′χ,∅ −→ 0
is exact if and only if q = p. In this case, the sequence is nonsplit.
Proof. Part (i) follows from Lemma 3.5.8. For part (ii), note that the representation ρ′χ,∅
is defined by ρ′χ,∅
∼= Tns′ (ind
G′










B′ (χ). Since T
2
ns′




have ρ′χs,∅ ⊂ ker(Tns′ ). If ρ
′
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this quantity is equal to q + 1 = dimFp(ind
G′
B′ (χ)) if and only if q = p. Theorem 7.4 of
[Carter and Lusztig, 1976] implies that the sequence is nonsplit.
Remark 3.5.11. One can show, by computing dimensions and using Proposition 3.5.14 be-
low, that for χ 6= η ◦ det the complex
0 −→ ρχs,∅ −→ indGB (χ)
Tns−→ ρχ,∅ −→ 0
is never exact, even for q = p.
3.5.3 Highest Weight Modules: U(2,1)
We now describe a classification of representations of G in terms of highest weight modules.
Let us remark that a more concise treatment of the following results may also be found in
the Appendix of [Herzig, 2009].
We begin with the representations of SL3(Fp). Let χj,k denote the character of the







where a, b ∈ F×p and j, k ∈ Z. The characters χj,k with j, k ≥ 0 are called the dominant
weights (with respect to the “standard” choice of upper triangular Borel subgroup).
Theorem/Definition 8. The irreducible finite-dimensional mod-p representations of the
algebraic group SL3(Fp) are parametrized by the set of dominant weights. For a weight χj,k,
we let Vj,k denote the corresponding representation. If U denotes the subgroup of upper
triangular unipotent elements of SL3(Fp), then V Uj,k is one-dimensional, and the diagonal
maximal torus of SL3(Fp) acts on V Uj,k by the character χj,k.
Proof. This is §12, Theorem 39 in [Steinberg, 1968].
Given a representation V of SL3(Fp), we form a new representation V Fr: the underlying
space of V Fr is the same as that of V , with the action given by first applying the map
x 7−→ xp to the entries of an element of SL3(Fp). In particular, we have V Frj,k ∼= Vpj,pk. With
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this tool we can be more precise about the structure of the representations Vj,k thanks to
Steinberg’s Tensor Product Theorem:






i be the p-adic expansions








Proof. This is §12, Theorem 41 in [Steinberg, 1968].
Remark 3.5.12. The theorem above shows that in order to classify the irreducible finite-
dimensional representations of SL3(Fp), it suffices to understand the representations Vj,k
with 0 ≤ j, k < p. The precise structure of these representations is governed by the Linkage
Principle. We shall not need these results here, but for more information on this topic the
reader may consult the book of Jantzen [Jantzen, 2003].
Theorem 10. The representations Vj,k of SL3(Fp) with 0 ≤ j, k < q remain irreducible
upon restriction to SU(2, 1)(Fq2/Fq). Moreover, the given representations Vj,k exhaust the
irreducible mod-p representations of SU(2, 1)(Fq2/Fq).
Proof. This is §13, Theorem 43 in [Steinberg, 1968].






 : δ ∈ U(1)(Fq2/Fq)

gives a full set of coset representatives for G/SU(2, 1)(Fq2/Fq). For an irreducible represen-
tation Vj,k of SU(2, 1)(Fq2/Fq), we let V δj,k denote the representation with the same underly-







. Since these diagonal elements normalize U ≤ SU(2, 1)(Fq2/Fq), we have that
(V δj,k)
U = V Uj,k (as vector spaces), for every δ ∈ U(1)(Fq2/Fq). Moreover, the action of
the maximal torus of SU(2, 1)(Fq2/Fq) on these spaces is identical. Theorem/Definition 8
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implies that V δj,k
∼= Vj,k for every δ ∈ U(1)(Fq2/Fq), which means we may lift Vj,k to a
projective representation of G. Since
H2(G/SU(2, 1)(Fq2/Fq),F
×
p ) = 0,
this representation lifts to a genuine representation of G (for more details, see [Cho et al.,







acts by the scalar aj+qk on V Uj,k. We continue to denote by Vj,k this
representation of G.
Corollary 3.5.13. The irreducible mod-p representations of G are given by Vj,k ⊗ detc,
where 0 ≤ j, k < q and 0 ≤ c < q + 1.
Proof. Restricting Vj,k ⊗ detc to SU(2, 1)(Fq2/Fq) verifies that each representation is irre-
ducible, and by examining the action of T (and dimensions of the Vj,k) we see that they are
pairwise nonisomorphic. Since the number of p-regular conjugacy classes of G is q2(q + 1),
we conclude that these exhaust all irreduble representations.
We can now provide a dictionary between the Carter–Lusztig description of representa-
tions and the description in terms of highest weight modules.
Proposition 3.5.14. Let χ = ζ ⊗ η : T −→ F×p be a character, and recall that q = pf . Let
0 ≤ r < q2 − 1 be the unique integer such that
ζ(a) = ar
for every a ∈ F×
q2
, and let 0 ≤ c < q + 1 be the unique integer such that
η(δ) = δc
for every δ ∈ U(1)(Fq2/Fq).
(i) Assume r = 0. Then χ = η ◦ det factors through the determinant, and we have
ρχ,S ∼= V0,0 ⊗ V Fr0,0 ⊗ · · · ⊗ V Fr
f−1
0,0 ⊗ detc ∼= detc
ρχ,∅ ∼= Vp−1,p−1 ⊗ V Frp−1,p−1 ⊗ · · · ⊗ V Fr
f−1
p−1,p−1 ⊗ detc ∼= StG ⊗ detc,
where StG denotes the Steinberg representation of G.
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(ii) Assume r 6= 0. Then there exists a unique pair (j, k) such that 0 ≤ j, k < q and






i be the p-adic expansions of j and k.
We have




Proof. In each description of irreducibles, we have q2(q + 1) representations; it therefore
suffices to match these representations. Given a character χ = ζ ⊗ η : T −→ F×p with







(i) We see that r = 0 if and only if χ = η ◦ det. In this case, Lemma 3.5.8 implies that
ρχ,S ∼= η ◦ det = detc and ρχ,∅ ∼= StG ⊗ η ◦ det = StG ⊗ detc .
Of the representations Vj,k⊗detc, the only representations on which T acts by (aa−1δ)c
on the U-invariants are V0,0⊗detc and Vq−1,q−1⊗detc. We have that the dimension of
V0,0 ⊗ detc is 1, while the representation StG has dimension |U| = q3; hence we must
have
detc ∼= V0,0 ⊗ detc and StG ⊗ detc ∼= Vq−1,q−1 ⊗ detc .
(ii) As before, it suffices to match the action of T on the U-invariants of each representa-
tion. Let (j, k) be integers such that 0 ≤ j, k < q and r = j + qk. We see that T acts
on (Vj,k ⊗ detc)U by aj+qk(aa−1δ)c = ar(aa−1δ)c. Writing out the p-adic expansions
of j and k implies




Remark 3.5.15. The results of [Steinberg, 1968] apply more generally to a split reductive
algebraic group over a finite field with a semisimple derived subgroup, or one of their
“twisted analogues.” In particular, we may match the representations ΘJw0Fχ of Carter–
Lusztig with the highest weight modules as described in loc. cit..
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3.5.4 Highest Weight Modules: U(1,1)×U(1)
We now describe representations of G′ = (U(1, 1)×U(1))(Fq2/Fq) in terms of highest weight
modules. Every such representation is of the form ρ′  η, where ρ′ is a representation of
U(1, 1)(Fq2/Fq) and η is a character of U(1)(Fq2/Fq). Though we may again use the results
of [Steinberg, 1968], we instead proceed in a more explicit and ad hoc manner.
Definition 3.5.16. Let 0 ≤ j < q, 0 ≤ k < q + 1, and let j =
∑f−1
i=0 jip
i be the p-adic




Fr ⊗ · · · ⊗ Symjf−1(F2p)Fr
f−1
⊗ ( det?)k,
where det? denotes the determinant map of U(1, 1)(Fq2/Fq).
Definition 3.5.17. We let ω : U(1)(Fq2/Fq) ↪−→ F×q2
ι
↪−→ F×p denote a fixed fundamental
character of U(1)(Fq2/Fq). Every F
×
p -valued character of U(1)(Fq2/Fq) is of the form ωc,
0 ≤ c < q + 1.
Theorem 11. The irreducible mod-p representations of G′ are given by V ′j,k  ωc, where
0 ≤ j < q and 0 ≤ k, c < q + 1.
Proof. One may check that the q(q + 1)2 representations V ′j,k  ω
c are inequivalent and
irreducible. Since the number of p-regular conjugacy classes of G′ is q(q + 1)2, we conclude
that these exhaust all irreducible representations.
Remark 3.5.18. We remark that this theorem may also be deduced from the fact that
SU(1, 1)(Fq2/Fq) is conjugate to SL2(Fq) inside of SL2(Fp).
Lemma 3.5.19. Let 0 ≤ j < q and 0 ≤ k, c < q+ 1. Then the action of T on (V ′j,k  ωc)U
′







Proof. The previous theorem implies that V ′j,k  ω
c is irreducible, and Proposition 3.5.5
implies that (V ′j,k  ω
c)U
′
is one-dimensional. Let j =
∑f−1
i=0 jip
i be the p-adic expansion of





2 ⊗ · · · ⊗ v
jf−1
2 ⊗ 1  1
is fixed by U′, and therefore spans (V ′j,k  ωc)U
′






on this vector is
given by (a−1)ja(1−q)kδc = a−qj+(1−q)kδc.
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Proposition 3.5.20. Let χ = ζ ⊗ η : T −→ F×p be a character, and recall that q = pf . Let
0 ≤ c < q + 1 be the unique integer such that
η(δ) = δc
for every δ ∈ U(1)(Fq2/Fq), and let 0 ≤ r < q2 − 1 be the unique integer such that
ζ(a) = ar+c(q−1)
for every a ∈ F×
q2
.
(i) Assume r ≡ 0 (mod q−1). Then χs = χ, and there exists a unique integer 0 ≤ k < q+1
such that (1− q)k ≡ r (mod q2 − 1). We have
ρ′χ,S′
∼= V ′0,k  ωc ∼= ( det?)k  ωc
ρ′χ,∅
∼= V ′q−1,k+1  ωc ∼= (StG′ ⊗ ( det?)k)  ωc,
where StG′ denotes the Steinberg representation of U(1, 1)(Fq2/Fq).
(ii) Assume r 6≡ 0 (mod q − 1). Then χs 6= χ, and there exists a unique pair (j, k) such




be the p-adic expansion of j. We have
ρ′χ,∅




Fr ⊗ · · · ⊗ Symjf−1(F2p)Fr
f−1
⊗ ( det?)k)  ωc.
Proof. In each description of irreducibles, we have q(q + 1)2 representations; it suffices to
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(i) We see that r ≡ 0 (mod q − 1) if and only if χs = χ. Let 0 ≤ k < q + 1 be the unique
integer such that (1 − q)k ≡ r (mod q2 − 1). In this case, Lemma 3.5.8 implies that




∼= (ζ ′ ◦ det?)  η = ( det?)k  ωc,
ρ′χ,∅
∼= (StG′ ⊗ ζ ′ ◦ det?)  η = (StG′ ⊗ ( det?)k)  ωc.
Of the representations V ′j,kω
c, the only representations on which T acts by a(1−q)kδc
on the U′-invariants are V ′0,k  ωc and V ′q−1,k+1  ωc. Since dimFp(V
′
0,k  ω
c) = 1 and
the representation StG′ has dimension |U′| = q, we see that we must have
(ζ ′ ◦ det?)  η ∼= V ′0,k  ωc and (StG′ ⊗ ( det?)k)  ωc ∼= V ′q−1,k+1  ωc.
(ii) As before, it suffices to compute the action of T on the U′-invariants of each repre-
sentation. Let (j, k) be a pair of integers such that 0 ≤ j < q, 0 ≤ k < q + 1 and
r ≡ −qj+(1− q)k (mod q2−1); the condition r 6≡ 0 (mod q−1) implies 1 ≤ j ≤ q−2
and χs 6= χ, which in turn implies that the pair (j, k) is unique. Lemma 3.5.19 implies
that T acts on (V ′j,kωc)U
′
by a−qj+(1−q)kδc = arδc. Writing out the p-adic expansion
of j implies




Fr ⊗ · · · ⊗ Symjf−1(F2p)Fr
f−1
⊗ ( det?)k)  ωc.
3.6 Diagrams and Coefficient Systems
3.6.1 Coefficient Systems: Definitions and First Properties
In this section, we follow [Paskunas, 2004] closely and translate the language of coefficient
systems to the group G. In fact, our case is even easier to some extent, due mainly to the
fact that the extended Bruhat-Tits building of G coincides with the reduced Bruhat-Tits
building, and therefore stabilizers of vertices are maximal compact subgroups of G.
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Let X be the reduced Bruhat-Tits building of G (which is also the Bruhat-Tits building
of the derived subgroup SU(2, 1)(E/F )). We refer the reader to [Tits, 1979] for an excellent
exposition, particularly Sections 2.7 and 2.10. The building X is a simplicial complex of
dimension 1 (that is, a tree), with a natural action of G. We let X0 denote the set of all
vertices on the tree, and let X1 denote the set of all edges of X. Given a simplex σ ⊂ X,
we let
K(σ) := stabG(σ) = {g ∈ G : g.σ = σ}
denote its stabilizer subgroup. We denote by A the apartment corresponding to the maximal
F -split subtorus of T . Since the group K is hyperspecial, there exists a vertex σ0 in A such
that K(σ0) = K. Moreover, there exists a unique vertex σ
′
0 neighboring σ0 in A such that
K(σ′0) = K
′ (cf. loc. cit. Section 3.1.1). The vertex σ′0 has q + 1 neighboring vertices in X;
the vertex σ0 has q
3 + 1 neighboring vertices and is hyperspecial (these facts follow from
Statement 3.5.4 in loc. cit. and |G/B| = q3 + 1, |G′/B′| = q + 1). Moreover, in any fixed
apartment the vertices alternate valency (that is, the number of neighboring vertices in X)
between q3 + 1 and q + 1. We let τ1 denote the edge from σ0 to σ
′
0; we have K(τ1) = I.
We remark that we may alternatively define X in terms of additive norms (cf. loc. cit.
Examples 2.10 and 3.11).
The tree X has a natural (combinatorial) G-invariant distance function, and we denote
by Xe0 (resp. X
o
0) the set of vertices at an even (resp. odd) distance from σ0. The group
N acts on A, and under this action the points of A ∩Xe0 (resp. A ∩Xo0) all lie in the same
orbit. Given any vertex σ in Xe0 (resp. X
o
0) and an apartment A
′ containing σ and σ0, there
exists an element g ∈ G fixing σ0 such that g.A′ = A (cf. Section 2.2.1 in loc. cit.). This
implies that all vertices in Xe0 (resp. X
o
0) all lie in the same orbit. Since the action of G
preserves valency, we conclude that Xe0 and X
o
0 constitute two disjoint orbits for the action
of G on X0.
Coefficient systems over C were first introduced in [Schneider and Stuhler, 1997] by
Schneider–Stuhler, and used in the mod-p setting by Paškūnas in [Paskunas, 2004]. We
recall here the definitions from [Paskunas, 2004].
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Definition 3.6.1.
(i) A coefficient system V = {Vσ}σ on X consists of Fp-vector spaces Vσ for every simplex
σ ⊂ X, along with linear restriction maps rτσ : Vτ −→ Vσ for every inclusion σ ⊂ τ ,
such that rσσ = idVσ for every σ.
(ii) Let V = {Vσ}σ be a coefficient system on X. We say the group G acts on V if for
every g ∈ G and every simplex σ ⊂ X, we have linear maps gσ : Vσ −→ Vg.σ satisfying
the following properties:
• For every g, h ∈ G and every simplex σ ⊂ X, we have (gh)σ = gh.σ ◦ hσ.
• For every simplex σ ⊂ X, we have 1σ = idVσ .











(iii) Let V = {Vσ}σ be a coefficient system on which G acts. The definition above implies
that Vσ is a representation of K(σ) for every simplex σ ⊂ X. If this action is smooth,
we call V a G-equivariant coefficient system. We denote by CoefG the category of all
G-equivariant coefficient systems on X, with the evident morphisms.
Before going on to more details, we record the following fact: given a G-equivariant
coefficient system V = {Vσ}σ, let τ = {σ, σ′} be an edge such that σ ∈ Xe0 , σ′ ∈ Xo0 . There
exists g ∈ G such that τ = g.τ1, meaning σ = g.σ0 and σ′ = g.σ′0. We see that this implies
Vσ = gσ0 .Vσ0 , Vσ′ = gσ′0 .Vσ′0 , Vτ = gτ1 .Vτ1 .
From these translation relations, we have the following relations on the restriction maps rτσ:
rτσ = gσ0 ◦ rτ1σ0 ◦ (g
−1)τ , r
τ
σ′ = gσ′0 ◦ r
τ1
σ′0
◦ (g−1)τ . (3.6.11)
In particular, rτ1σ0 and r
τ1
σ′0
are injective (resp. surjective) if and only if rτσ is injective (resp.
surjective) for every inclusion of σ ⊂ τ .
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3.6.2 From Coefficient Systems to Represenations
Fix a G-equivariant coefficient system V = {Vσ}σ. We recall the following notation from
[Paskunas, 2004]. Denote by Cc(X0,V) the Fp-vector space of all maps:





• ω has finite support;
• ω(σ) ∈ Vσ for every vertex σ.
We call such a map ω a 0-chain.
Let X(1) be the set of all oriented edges: if {σ, σ′} is the edge joining σ and σ′, we let
(σ, σ′) denote the oriented edge from σ to σ′. Denote by Cc(X(1),V) the Fp-vector space of
all maps:





• ω has finite support;
• ω((σ, σ′)) ∈ V{σ,σ′};
• ω((σ′, σ)) = −ω((σ, σ′)).
We call such a map ω a 1-chain.
There is an action of G on the two spaces above, induced from the action of G on the
tree X and the coefficient system V. Explicitly, for an element g ∈ G, we have
(g.ω)(g.σ) = gσ.(ω(σ)), for ω ∈ Cc(X0,V);
(g.ω)(g.(σ, σ′)) = g{σ,σ′}.(ω((σ, σ
′))), for ω ∈ Cc(X(1),V).
The action of G on Cc(X0,V) and Cc(X(1),V) is smooth.
The boundary map ∂ is defined as:
64
CHAPTER 3. SUPERSINGULAR REPRESENTATIONS OF U(2, 1)(E/F )
















both inherit a smooth action of G.
3.6.3 Properties of H0(X,V) and H1(X,V)
We fix a G-equivariant coefficient system V = {Vσ}σ. As most of the proofs in this section
are identical to the ones in Section 5.3 of [Paskunas, 2004], we will omit them.
Lemma 3.6.2. Let ω be a 1-chain, supported on a single edge τ = {σ, σ′}. Then
∂(ω) = ωσ − ωσ′,
where ωσ and ωσ′ are two 0-chains, supported respectively on σ and σ
′. More precisely,





Lemma 3.6.3. Let ω be a 0-chain, supported on a single vertex σ. Suppose that the two
restriction maps rτ1σ0 and r
τ1
σ′0
are both injective. Then the image of ω in H0(X,V) is nonzero.




surjective. Then, for any vertex σ, there is a 0-chain ωσ, supported on the single vertex σ,
such that
ω + ∂(Cc(X(1),V)) = ωσ + ∂(Cc(X(1),V)).
Proposition 3.6.5. Suppose rτ1σ0 and r
τ1
σ′0
are both isomorphisms of vector spaces. We then
have H0(X,V)|K ∼= Vσ0 , H0(X,V)|K′ ∼= Vσ′0, and H0(X,V)|I
∼= Vτ1.
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Lemma 3.6.6. Suppose that the two restriction maps rτ1σ0 and r
τ1
σ′0
are both injective. Then
H1(X,V) = 0.
Proof. Let ω ∈ Cc(X(1),V) be a nonzero 1-chain such that ∂(ω) = 0, and let σ be a
vertex which is contained in only one edge τ = {σ, σ′} of the support of ω. We then have
0 = ∂(ω)(σ) = rτσ(ω((σ, σ




We now discuss diagrams, which are simpler and easier to handle than coefficient systems.
Definition 3.6.7. A diagram is a quintuple D = (D0, D
′
0, D1, r, r
′), in which (ρ0, D0) is a
smooth representation of K, (ρ′0, D
′
0) is a smooth representation of K
′, (ρ1, D1) is a smooth
representation of I, and r ∈ HomI(D1, D0|I), r′ ∈ HomI(D1, D′0|I).











Definition 3.6.8. A morphism ψ between two diagrams D = (D0, D
′
0, D1, rD, r
′
D) and E =
(E0, E
′
0, E1, rE , r
′
E) is a triple (ψ0, ψ
′
0, ψ1), where ψ0 ∈ HomK(D0, E0), ψ′0 ∈ HomK′(D′0, E′0),






















We say ψ is an embedding if the maps ψ0, ψ
′
0, and ψ1 are injective.
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The set of diagrams with the morphisms defined above becomes a category, which we
denote by Diag. The main result here is:
Theorem 12. The categories Diag and CoefG are equivalent. The equivalence is induced
by the functors
D : CoefG −→ Diag
C : Diag −→ CoefG,
where C and D are as in Definitions 3.6.9 and 3.6.10.
Proof. See Appendix.
3.6.5 The Functors C and D
To prove the equivalence of CoefG and Diag, we first observe that there is an obvious
“forgetful” functor in one direction:
Definition 3.6.9. Let D be the functor from CoefG to Diag given by:
D : CoefG −→ Diag





















We now proceed to construct the functor C. We continue to follow [Paskunas, 2004]
closely. Let D = (D0, D
′
0, D1, r, r
′) denote a diagram in Diag, fixed throughout the whole
discussion.
3.6.5.1 Representations
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For a vertex σ ∈ X0, there exists g ∈ G such that σ = g.σ0 or σ = g.σ′0, depending on
whether σ ∈ Xe0 or σ ∈ Xo0 . We define a smooth K(σ)-representation by
Fσ :=

{f ∈ c-indGK(ρ0) : supp(f) ⊂ Kg−1} if σ ∈ Xe0 ,
{f ∈ c-indGK′(ρ′0) : supp(f) ⊂ K ′g−1} if σ ∈ Xo0 .
For an edge τ ∈ X1, there exists g ∈ G such that τ = g.τ1. We define a smooth K(τ)-
representation by
Fτ := {f ∈ c-indGI (ρ1) : supp(f) ⊂ Ig−1}.
We note that these definitions are independent of the choice of g.
Since the vector spaces Fσ and Fτ are subspaces of a G-representation, there is an
obvious way to equip F := {Fσ}σ with a G-action, which is easily seen to satisfy the first
two points of Definition 3.6.1(ii).
3.6.5.2 G-equivariant restriction maps
Given the simplex σ0 (resp. σ0, resp. τ1) and a vector v ∈ D0 (resp. v ∈ D′0, resp. v ∈ D1),
we will denote by fv the unique function satisfying supp(fv) = K (resp. supp(fv) = K
′,
resp. supp(fv) = I) and fv(k) = ρ0(k)v for k ∈ K (resp. fv(k′) = ρ′0(k′)v for k′ ∈ K ′, resp.
fv(i) = ρ1(i)v for i ∈ I). This is the function denoted f̂v in [Barthel and Livné, 1994]. Note
that fv ∈ Fσ0 (resp. fv ∈ Fσ′0 , resp. fv ∈ Fτ1).
We first define the restriction maps rτ1σ0 and r
τ1
σ′0
. Since every element of Fτ1 is of the
form fv for some v ∈ D1, we define




The maps rτ1σ0 and r
τ1
σ′0
are well defined, and are easily seen to be I-equivariant.
Now let τ = {σ, σ′} be an edge such that σ ∈ Xe0 , σ′ ∈ Xo0 . There exists an element
g which satisfies τ = g.τ1, σ = g.σ0, and σ
′ = g.σ′0; such a choice of g is unique up to an
element of I. Since g defines a vector space isomorphism between Fτ1 and Fτ , every element
of Fτ is of the form g.fv, for some v ∈ D1. We define rτσ and rτσ′ in the unique way which















Finally, for any simplex σ, we define rσσ = idFσ . Combining all of these results, we
see that to each diagram D ∈ Diag we may associate a G-equivariant coefficient system
F = {Fσ}σ ∈ CoefG.
3.6.5.3 Morphisms
Let D = (D0, D
′
0, D1, rD, r
′
D) and E = (E0, E
′
0, E1, rE , r
′
E) be two diagrams, and ψ =
(ψ0, ψ
′
0, ψ1) a morphism between them. Let F = {Fσ}σ and F ′ = {F ′σ}σ be the coefficient
systems associated to D and E, respectively.
Let σ ∈ Xe0 , let g ∈ G be such that σ = g.σ0, and let v ∈ D0. Given g.fv ∈ Fσ, we




if σ′ ∈ Xo0 , σ′ = g.σ′0, and v ∈ D′0.
Let τ be an edge, let g ∈ G be such that τ = g.τ1, and let v ∈ D1. Given g.fv ∈ Fτ , we
define the ψτ (g.fv) ∈ F ′σ by
ψτ (g.fv) := g.fψ1(v).
The definitions of ψσ and ψτ are both independent of the choice of g.
This process gives a collection of linear maps {ψσ}σ; we need to verify they are com-
patible with the restriction maps and the action of G. That is, we must check that the
















ψσ // F ′σ Fg.σ
ψg.σ // F ′g.σ
In the first square, τ is an edge containing a vertex σ, and in the second, σ is any simplex
and g ∈ G. Both claims follow directly from definitions.
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We may now make the following definition:
Definition 3.6.10. Let C be the map:
C : Diag −→ CoefG
D = (D0, D
′
0, D1, r, r
′) 7−→ F = {Fσ}σ,
where {Fσ}σ is the coefficient system defined above.




We begin with some general remarks. Given any irreducible mod-p representation ρ of G,
we may view it as a representation of K via the projection K − K/K1 ∼= G. Conversely,
any smooth irreducible representation of K must be of this form; this follows from Lemma
2.4.1 and the fact that K1 is a normal pro-p subgroup of K. In light of this, we shall abuse
notation and identify smooth irreducible representations of K and those of G. The same
statements apply to the groups K ′ and G′, and I and T.
Using the functor C, we may now construct coefficient systems by defining the appro-
priate diagrams. In particular, to each supersingular Hecke module in Definition 3.4.2, we
associate a diagram as follows.
Definition 3.7.1. Let χ = ζ ⊗ η : T −→ F×p be a character.
(i) Assume χ = η ◦ det. We associate to mχ,(S,∅) and mχ,(∅,S′) the diagrams
Dχ,(S,∅) := (ρχ,S , ρ
′
χ,∅, χ, j, j
′);
Dχ,(∅,S′) := (ρχ,∅, ρ
′
χ,S′ , χ, j, j
′),
where j and j′ are inclusion maps.
(ii) Assume χs = χ, but χ 6= η ◦ det. We associate to mχ,(∅,S′) and mχ,(∅,∅) the diagrams
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Dχ,(∅,S′) := (ρχ,∅, ρ
′
χ,S′ , χ, j, j
′);
Dχ,(∅,∅) := (ρχ,∅, ρ
′
χ,∅, χ, j, j
′),
where j and j′ are inclusion maps.
(iii) Assume χs 6= χ. We associate to mχ,(∅,∅) the diagram
Dχ,(∅,∅) := (ρχ,∅, ρ
′
χ,∅, χ, j, j
′),
where j and j′ are inclusion maps.
If Dχ,J = (ρ, ρ
′, χ, j, j′) is a diagram as defined above, we let the underlying space of the
I-representation χ be spanned by a fixed vector v, and identify v with its image in ρI(1) = ρU
and (ρ′)I(1) = (ρ′)U
′
via j and j′, respectively.
For a diagram Dχ,J, we define Dχ,J := C(Dχ,J) to be the associated G-equivariant coef-
ficient system.
Remark 3.7.2. We note that if mχ,J is a supersingular module and Dχ,J = (ρ, ρ
′, χ, j, j′)
is the associated diagram, we have ρU ∼= mχ,J|HG as HG-modules and (ρ′)U
′ ∼= mχ,J|HG′ as
HG′-modules.
Proposition 3.7.3. Let mχ,J be a supersingular HFp(G, I(1))-module, and let π be a
nonzero irreducible quotient of H0(X,Dχ,J). Then πI(1) contains mχ,J, and π is super-
singular as a G-representation.
Proof. In the notation of Subsection 3.6.5.2, we let ωσ0,fv ∈ Cc(X0,Dχ,J) be the 0-chain
supported on σ0, satisfying ωσ0,fv(σ0) = fv, and let ω̄σ0,fv denote its image in H0(X,Dχ,J).
Recall that fv ∈ c-indGK(ρ0) denotes the unique function such that supp(fv) = K and
fv(1) = v, where v is a fixed vector spanning the underlying space of χ. By definition of the
G-action, ωσ0,fv is I(1)-invariant and the group I acts on it by the character χ. To proceed,
we must show two things:
(i) The element ω̄σ0,fv generates H0(X,Dχ,J) as a G-representation.
(ii) The right action of HFp(G, I(1)) on 〈ω̄σ0,fv〉Fp yields an isomorphism onto mχ,J.
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Assuming these two results, we let π be a nonzero irreducible quotient of H0(X,Dχ,J).
Since ω̄σ0,fv generates H0(X,Dχ,J), its image in π will be nonzero. The second result above
then shows that πI(1) contains the HFp(G, I(1))-module mχ,J and the Proposition follows
from Corollary 3.4.4.
It remains to prove the two claims. For the first, we note that if ωσ′0,fv ∈ Cc(X0,Dχ,J)
denotes the 0-chain supported on σ′0 satisfying ωσ′0,fv(σ
′
0) = fv, then Lemma 3.6.2 implies
ω̄σ0,fv = ω̄σ′0,fv in H0(X,Dχ,J). Since any irreducible representation of K or K
′ is generated
by its space of I(1)-invariants, ω̄σ0,fv (resp. ω̄σ′0,fv) generates the image in H0(X,Dχ,J) of
the space Cc(σ0,Dχ,J) (resp. Cc(σ′0,Dχ,J)) of 0-chains supported on σ0 (resp. σ′0). This




For the second claim, note that by Definition 3.5.6 and our choice of irreducible K- and
K ′-representations, we have
〈v〉Fp = (ρχ,J)




I(1) ∼= m′χ,J ′ as HG′-modules,
where J = (J, J ′). We conclude from Proposition 3.3.5 that 〈ω̄σ0,fv〉Fp is equivalent to mχ,J
as a right H(G, I(1))-module.
3.7.2 Injective Envelopes
In this section we briefly recall some definitions and notation regarding socles and injective
envelopes, which will be of use in subsequent sections. For more details, we refer to [Serre,
1977b] and [Paskunas, 2004].
Let K be any finite or profinite group, and denote by RepFp(K) the category of smooth
Fp-representations of K. Denote by IrrFp(K) be the set of isomorphism classes of irreducible
representations of K.
Definition 3.7.4. (i) Let π ∈ RepFp(K) and let ρ be a subrepresentation of π. We say π
is an essential extension of ρ if for every nonzero subrepresentation π′ of π, we have
π′ ∩ ρ 6= 0.
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(ii) Let ρ ∈ RepFp(K) and let I be an injective object of RepFp(K). We say I is an injective
envelope of ρ if there exists an injection ρ ↪−→ I such that I is an essential extension
of the image of ρ. We write I = injK(ρ).
(iii) Let ρ ∈ RepFp(K). The socle of ρ, denoted socK(ρ), is the maximal semisimple sub-
representation of ρ.
It is known that injective envelopes exist, and are unique up to isomorphism: for finite
groups, see Chapter 14 of [Serre, 1977b], and for profinite groups, see Section 3.1 of [Symonds
and Weigel, 2000].
We now apply these constructions to the groups K,K ′ and I.
Lemma 3.7.5. (i) Let ρ be an irreducible representation of K and let ρ ↪−→ injK(ρ) be






where mρ,χ = dimFp(HomT(χ, injG(ρ)
U)).
(ii) Let ρ′ be an irreducible representation of K ′ and let ρ′ ↪−→ injK′(ρ′) be an injective











In particular, the integers mρ,χ and mρ′,χ are finite for every character χ of T.
Proof. The proof is identical to the proof of Lemma 6.19 of [Paskunas, 2004].
Remark 3.7.6. Under the assumption q = p, we will determine (3.7.13) explicitly, using a
simple counting argument.
Corollary 3.7.7. Let K ∈ {K, K ′}, and let ρ ∈ RepFp(K) be a representation such that
socK(ρ) is of finite length as a K-representation. Then the space of I(1)-invariants of injK(ρ)
is finite-dimensional and ρ is admissible.
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Proof. From Lemma 3.7.5, we have
























for the last isomorphism, we use the fact that injI(χ)
I(1) ∼= injI/I(1)(χ) ∼= χ as representa-
tions of T. Admissibility now follows from [Paskunas, 2004], Lemma 6.18.
3.7.3 Pure Diagrams
In light of Proposition 3.7.3, it suffices to construct irreducible quotients of H0(X,Dχ,J)
to produce supersingular representations. With this in mind, we adapt the arguments of
[Paskunas, 2004] into a more formal context:
Definition 3.7.8. Let mχ,J be a supersingular module, and let D = (D0, D
′
0, D1, r, r
′) be
a diagram. We say D is essentially pure with respect to mχ,J if it satisfies the following
conditions:
(i) There exists an embedding of diagrams:
ψ : Dχ,J ↪−→ D.
(ii) The maps r and r′ induce isomorphisms D0|I ∼= D′0|I ∼= D1.
Moreover, we say D is pure with respect to mχ,J, if it also satisfies the following extra
condition:
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With these definitions, we prove a formal result, whose proof is due to Paškūnas.
Theorem 13. Let mχ,J be a supersingular module, and suppose that D is a pure diagram
with respect to mχ,J. Then the image of the induced G-morphism between the 0-homology
πD = im(ψ∗ : H0(X,Dχ,J) −→ H0(X, C(D)))
is an irreducible admissible supersingular representation. Moreover, we have
πD ∼= socG(H0(X, C(D))).
Proof. Let D = (D0, D
′
0, D1, r, r
′). To verify the result, it suffices to show πD is irreducible,
admissible and nonzero, by Proposition 3.7.3. Let us assume that socK(D0) is irreducible;
the case with socK′(D
′
0) irreducible is the same.
We first claim that the space socK(H0(X, C(D))|K)I(1) generates πD. Let ψ∗(ω̄σ0,fv)
denote the image of the homology class ω̄σ0,fv . Claim (i) in the proof of Proposition 3.7.3
shows that
πD = 〈G.ψ∗(ω̄σ0,fv)〉Fp ;
since ψ is an embedding, we have ψ∗(ω̄σ0,fv) 6= 0 and hence πD 6= 0. From the definition of
pure diagrams and Proposition 3.6.5, we know that H0(X, C(D))|K ∼= D0. The purity con-
dition on D also implies that the K-representation of the diagram Dχ,J is exactly socK(D0),
so that ψ∗(ω̄σ0,fv) ∈ socK(H0(X, C(D))|K). This shows
〈ψ∗(ω̄σ0,fv)〉Fp = socK(H0(X, C(D))|K)
I(1),
which combined with the previous observation verifies the claim. Moreover, this shows how
to define an action of HFp(G, I(1)) on socK(H0(X, C(D))|K)
I(1) such that
socK(H0(X, C(D))|K)I(1) ∼= mχ,J
as right HFp(G, I(1))-modules.
Now let π′ a be nonzero G-invariant subspace of πD. Since K1 is a pro-p group we have
(π′)K1 6= 0 and consequently socK(π′|K) 6= 0. We also note that
socK(H0(X, C(D))|K)I(1) ∩ (π′)I(1) 6= 0,
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as socK(π
′|K) is contained in socK(H0(X, C(D))|K). However, we have just shown that the
space socK(H0(X, C(D))|K)I(1) is simple as a right H(G, I(1))-module, which implies
socK(H0(X, C(D))|K)I(1) ⊂ (π′)I(1).
Note that we can deduce this simply from the fact that
dimFp(socK(H0(X, C(D))|K)
I(1)) = 1.
Collecting these results, we conclude that π′ = πD. This argument also shows that the socle
of H0(X, C(D)) is exactly πD.
To show admissibility, we observe that
πD|K ⊂ H0(X, C(D))|K ∼= D0,
which implies that socK(πD|K) is of finite length. The claim then follows from Corollary
3.7.7.
The definitions of pure and essentially pure diagrams do not make it clear that such
diagrams exist in general. We take up this question when q = p in the next section, and in
general propose the following:
Conjecture 3.7.9. Given a supersingular module mχ,J, an essentially pure diagram D with
respect to mχ,J exists, and the image of H0(X,Dχ,J) in H0(X, C(D)) is a sum of supersin-
gular representations.
3.7.4 Construction of Pure Diagrams when q = p
We now give an application of the formalism developed in the previous section, using results
of Section 3.5.
Theorem 14. Suppose q = p. Then for every supersingular module mχ,J, there exists a
pure diagram with respect to mχ,J.
More precisely, the corresponding initial diagram
Dχ,J = (ρ, ρ
′, χ, j, j′)
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can be embedded into a pure diagram
Eχ,J = (injK(P), injK′(P
′), injI(X), jp, j
′
p)
where P = ρ, P′ is a semisimple representation of K ′ having ρ′ as a summand, and X is a
semisimple representation of I having χ as a summand. Furthermore, the maps jp and j
′
p
induce isomorphisms injK(P)|I ∼= injI(X) ∼= injK′(P′)|I .
Our main tool in proving this Theorem will be Lemma 3.7.5, which states that if ρ and











In general, it is not clear how the multiplicities in the above equations compare with each
other. We record one result in this direction, which holds for general q:
Lemma 3.7.10. We have mρ,χ = mρ,χs, and mρ′,χ = mρ′,χs .
Proof. The definition of the numbers mρ,χ and Frobenius Reciprocity give






We note that given an arbitrary finite-dimensional mod-p representation V of G, the number
dimFp(HomG(V, injG(ρ))) is precisely the multiplicity with which ρ occurs as a composition
factor of V .
Given a Qp-representation W of G, there exists a G-stable Zp-lattice in W. Reducing
this lattice modulo the maximal ideal gives a mod-p representation of G, and Theorem 32
in [Serre, 1977b] asserts that the semisimplification of this quotient is independent of the
choice of Zp-lattice. In our case, it is straightforward to verify that (the semisimplification
of) every mod-p principal series representation comes from a characteristic 0 principal series
representation in this fashion.
The character tables of irreducible complex representations of G (and G′) have been de-
termined by Ennola in [Ennola, 1963]. Considering the character tables with values in Qp,
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we obtain the Brauer characters of the principal series representations indGB (χ). In particu-
lar, the Brauer characters of the representations indGB (χ) and ind
G
B (χ
s) are identical. Since
Brauer characters determine mod-p representations up to semisimplification, we conclude
that mρ,χ = mρ,χs . The same proof holds for the numbers mρ′,χ.
Remark 3.7.11. We note that this result holds in a more general context. In particular, if
G is a finite group with a “split BN pair (B,N ) of characteristic p,” χ is a character of B,
and w is an element of the Weyl group of (B,N ), then the induced representations indGB(χ)
and indGB(χ
w) have the same composition factors. The proof may be found in the Remarks
of Section 7.2 and Section 9.7 of [Humphreys, 2006].
Proposition 3.7.12. Assume q = p. We then have
injK′(ρ
′
χ,J ′)|I ∼= injI(χ) if χs = χ and J ′ ⊂ J ′0(χ),
injK′(ρ
′
χ,∅)|I ∼= injI(χ)⊕ injI(χ
s) if χs 6= χ.








′) denotes the set of isomorphism classes of irreducible mod-p representations
of G′.





















where we use the fact that ρ′χ,∅ with χ = χ
s is a twist of the Steinberg representation, and
is therefore injective of dimension p. A similar argument as in the proof of Lemma 4.7 of




for any character χ satisfying χ 6= χs. Additionally, by Lemma 3.5.10, we have
78





χs,∅) = p+ 1.
These two facts allow us to evaluate the dimensions of both sides in the decomposition
above:










The number of χ satisfying χ = χs is (p + 1)2, while the number of unordered pairs
{χ, χs} such that χ 6= χs is 12(p+ 1)







Since the order of U′ is p, Corollary 4.6 of loc. cit. implies that dimFp(injG′(ρ
′





χ,S′)) ≥ (p+ 1)2p.
which forces every inequality above to be an equality. Once again, using Corollary 4.6 of




















U′) = 2 if χs 6= χ.
To proceed, note that the dimensions computed above tell us precisely the number of
terms (with multiplicity) appearing on the right-hand side of equation (3.7.13). Taking
U′-invariants of the exact sequence 0 −→ ρ′χ,J ′ −→ injG′(ρ′χ,J ′) yields
0 −→ χ −→ injG′(ρ′χ,J ′)U
′
.
This shows that mρ′
χ,J′ ,χ
≥ 1; combining this with Lemma 3.7.10 gives the result.
Remark 3.7.13. We note that an alternate proof of this result may be obtained by explicitly
computing the composition factors of the representations indG
′
B′ (χ) using Lemma 3.5.10.
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(injI(µ)⊕ injI(µs))⊕mρ,µ , (3.7.14)
the sums being taken over W -orbits of characters.






















µ,∅} if µ = µ




µs,∅} if µ 6= µ
s; the only
stipulation we make is that ρ′ be among the summands. By definition and Proposition
3.7.12, we have injK(P)|I ∼= injK′(P′)|I ∼= injI(X).
We now have natural injective maps from ρ to injK(P), from ρ
′ to injK′(P
′) and from χ
to injI(X): they are defined by first mapping each representation into its respective injective
envelope, followed by the canonical inclusion into the direct sum. Moreover, one can choose
the maps jp and j
′
p such that these injective maps induce a morphism of diagrams
ψ : Dχ,J −→ Eχ,J.
It is evident that the diagram Eχ,J is pure with respect to mχ,J.
Corollary 3.7.14. Assume q = p, let mχ,J be a supersingular module, and let Eχ,J be a
pure diagram with respect to mχ,J, constructed as in the proof of the previous theorem. Set
Eχ,J = C(Eχ,J). Then the image
πEχ,J = im(ψ∗ : H0(X,Dχ,J) −→ H0(X, Eχ,J))
is an irreducible admissible supersingular representation. Moreover, for distinct modules
mχ,J,mχ′,J′, the representations πEχ,J , πEχ′,J′ are nonisomorphic.
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Proof. The first part of the Corollary follows from Theorems 13 and 14. To prove the
second part, let us assume φ : πEχ,J
∼−→ πEχ′,J′ is an isomorphism; we then obtain an
induced isomorphism
φ : socK(πEχ,J |K)
I(1) ∼−→ socK(πEχ′,J′ |K)
I(1).
The proof of Theorem 13 shows how to equip these spaces with an action of HFp(G, I(1)),
which gives
mχ,J ∼= socK(πEχ,J |K)
I(1) ∼−→ socK(πEχ′,J′ |K)
I(1) ∼= mχ′,J′ .
The claim now follows from the comments following Definition 3.4.2.
Remark 3.7.15. Assume q = p. Given a supersingular module mχ,J, our construction shows
that there may be many choices of pure diagram Eχ,J associated to mχ,J. As a consequence,
if Eχ,J and E
?
χ,J are two such diagrams, we obtain two supersingular representations πEχ,J
and πE?χ,J whose I(1)-invariants contain mχ,J. It is not clear, however, if these representa-
tions are isomorphic.
3.8 Some Remarks
3.8.1 The Case q 6= p
In this section we point out the shortcomings of our method in the case when q 6= p. We
assume that q = p2 for the sake of simplicity.
Let 1 denote the trivial character of T (or, equivalently, of I), and consider the diagram
D1,(∅,S′) = (ρ1,∅, ρ
′
1,S′ , 1, j, j
′). Here ρ1,∅ is the Steinberg representation of K, and
ρ′1,S′ is the trivial character of K
′. We claim that there does not exist a pure diagram
D with respect to m1,(∅,S′) of the form (injK(P), injK′(P
′), injI(X), jp, j
′
p), where P is
a semisimple representation of K, P′ is a semisimple representation of K ′, and X is a
semisimple representation of I.
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ss ∼= V ′0,0  ω0 ⊕ V ′p2−2p+1,p  ω
0 ⊕ V ′2p−2,1−p  ω0 ⊕ V ′p2−2p−3,p+2  ω
0





where the superscript “ss” denotes semisimplification. Alternatively, we may obtain this
decomposition from a slightly modified version of Proposition 1.1 in [Diamond, 2007], along
with the character tables computed in [Ennola, 1963]. Using the fact that SU(1, 1)(Fp4/Fp2)








1,S′)|I ∼= injI(1)⊕ injI(µ)⊕ injI(µs).
Assume now that we have an embedding of diagrams D1,(∅,S′) −→ D, with D pure, of



















Assume first that the K-representation of D has simple K-socle, so that P ∼= ρ1,∅. Since
ρ1,∅ is injective as a representation of G, we have injK(ρ1,∅)|I ∼= injI(1). We have an injection
ρ′1,S′ ↪−→ injK′(P′)





Restricting to I and using the defintion of purity gives
injI(1)⊕ injI(µ)⊕ injI(µs) ∼= injK′(ρ′1,S′)|I ↪−→ injK′(P′)|I ∼= injI(1),
which is absurd.
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We may therefore assume that the K ′-representation of D has simple K ′-socle, so that
P′ ∼= ρ′1,S′ and
injK′(P
′)|I ∼= injI(1)⊕ injI(µ)⊕ injI(µs) ∼= injK(P)|I ,
by the definition of purity. This implies that we must have
injK(P)/ρ1,∅|I ∼= injI(µ)⊕ injI(µs);
the only representations for which this could potentially be true are ρµ,∅ and ρµs,∅. The
dimensions of the injective envelopes of SU(2, 1)(Fp4/Fp2) have been computed explicitly
by Dordowsky in his Diplomarbeit ([Dordowsky, 1988]). In particular, his results show that
dimFp(injG(ρµ,∅)) = dimFp(injG(ρµs,∅)) = 12p
6, which implies that the number of summands
in the decompositions of injK(ρµ,∅)|I and injK(ρµs,∅)|I is 12. This verifies our claim.
3.8.2 Comparison with SL2(F )
In the course of defining diagrams and coefficient systems for U(2, 1)(E/F ), there are several
parallels one can draw between the formalism we have used and the analogous formalism
for the group SL2(F ). We hope to make this connection precise here, drawing on results
of Abdellatif in [Abdellatif, 2011]. By our standing assumption, in this section the prime p
may be arbitrary.









the groups KS and K
′
S are representatives of the two conjugacy classes of maximal compact
subgroups of GS. We note that our notation differs slightly from that of [Abdellatif, 2011].













p-Iwahori-Hecke algebra, and let Tws (resp. Tws′ ) be the endomorphism corresponding by
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adjunction to the characteristic function of IS(1)wsIS(1) (resp. IS(1)ws′IS(1)). We denote
by TS := IS/IS(1) the finite torus of GS, and by T̂S the group of all F
×
p -valued characters





where a ∈ F×q . Every element of T̂S is of the form ωr with 0 ≤ r < q − 1.





where Th denotes the operator Tt0 for any preimage of t0 of h in IS.
The following properties of the operators er follow readily from the orthogonality rela-
tions of characters:
• erer = er;







Using these orthogonal idempotents er, we obtain the following structure theorem. We note
that the results of [Vignéras, 2005] apply in this setting, since the group GS is split.
Theorem 15. The operators Tws, Tws′ and er, for 0 ≤ r < q− 1, generate HFp(GS, IS(1))
as an algebra. They satisfy the following relations:
(i)








0 if ωr 6= ωr′ .
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(iii)



















Proof. The claim follows from (the remark following) Theorem 1 of [Vignéras, 2005], along
with Fourier inversion on the elements er.
As in the case of U(2, 1)(E/F ), the notion of supersingularity of HFp(GS, IS(1))-modules
plays a prominent role. We recall the definition here.
Definition 3.8.2 ([Vignéras, 2005], Definition 3). Let m be a nonzero simple right
HFp(GS, IS(1))-module which admits a central character. We say m is supersingular if
every element of the center of HFp(GS, IS(1)) which is of “positive length” acts by 0. For
the precise notion of “positive length,” see the discussion preceding Definition 2 ( loc. cit.).
The finite-dimensional simple right HFp(GS, IS(1))-modules have been classified in
Chapitre 6 of [Abdellatif, 2011]. The supersingular modules take on a particularly sim-
ple form:
Proposition 3.8.3. The supersingular HFp(GS, IS(1))-modules are one-dimensional. They
are determined by:
m0 : e0 7−→ 1, Tws 7−→ 0, Tws′ 7−→ −1;
mq−1 : eq−1 7−→ 1, Tws 7−→ −1, Tws′ 7−→ 0;
mr : er 7−→ 1, Tws 7−→ 0, Tws′ 7−→ 0,
where 0 < r < q − 1.
For future applications, we will need a precise relationship between smooth representa-
tions of SL2(F ) and HFp(GS, IS(1))-modules. The following theorems provide us with the
necessary link.
85
CHAPTER 3. SUPERSINGULAR REPRESENTATIONS OF U(2, 1)(E/F )
Theorem 16 ([Abdellatif, 2011], Corollaire 6.1.10 (i)). The functor of IS(1)-invariants
π 7−→ πIS(1) induces a bijection between isomorphism classes of smooth, irreducible, non-
supersingular representations of the group SL2(F ) and isomorphism classes of simple, finite-
dimensional, nonsupersingular right HFp(GS, IS(1))-modules.
Theorem 17 ([Abdellatif, 2011], Corollaire 6.1.10 (ii)). The functor of IS(1)-invariants
π 7−→ πIS(1) induces a bijection between isomorphism classes of smooth, irreducible repre-
sentations of the group SL2(Qp) and isomorphism classes of simple, finite-dimensional right
HFp(GS, IS(1))-modules. Under this bijection, supersingular representations correspond to
supersingular modules.
As is the case for U(2, 1)(E/F ), the Bruhat-Tits building XS of GS is a tree. We let
σ0 denote the hyperspecial vertex for which K(σ0) = KS. The action of GS partitions the
vertices into two orbits, those at an even distance from σ0 and those at an odd distance
from σ0. Since the action of GS on the set of (nonoriented) edges is transitive, the notion
of a diagram is the same as in Definition 3.6.7. Moreover, the results of Section 3.6 do not
rely on any other properties of the group U(2, 1)(E/F ); replacing G by GS, K by KS, etc.,
shows that every conclusion holds equally well for GS. In particular, the categories CoefGS
and Diag are equivalent, the equivalence being induced by a functor C : Diag −→ CoefGS .
With this analogy in mind, we define the following diagrams.
Definition 3.8.4. We denote by Symr(F2p) the rth symmetric power of the standard two-
dimensional representation of SL2(Fq), and view Symr(F
2
p) as a representation of KS and
K ′S by inflation. We recall that the image of IS in the quotient of K
′
S by its maximal normal







Fr ⊗ · · · ⊗ Symp−1(F2p)Fr
f−1





Fr ⊗ · · · ⊗ Symp−1(F2p)Fr
f−1











Fr ⊗ · · · ⊗ Symp−1−rf−1(F2p)Fr
f−1
, ωr, j, j′),
where 0 < r =
∑f−1
i=0 rip
i < q − 1, and where j and j′ are inclusion maps.
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Using the same arguments as in Section 3.7, one can show that given a diagram Dr of
the form above, the IS(1)-invariants of every nonzero irreducible quotient of H0(XS, C(Dr))
contain mr, and therefore such a quotient must be supersingular. Moreover, if we specialize
to the case q = p, there exists a natural choice of pure diagram Er corresponding to an
initial diagram Dr:
Proposition 3.8.5. Assume q = p. For 0 ≤ r ≤ p − 1, let mr be a supersingular










r(F2p))|IS , jp, j
′
p)
is pure with respect to mr, where jp and j
′
p are isomorphisms.
Theorem 18. Assume q = p. Let mr be a supersingular HFp(GS, IS(1))-module as in
Proposition 3.8.3, let Dr and Er be the diagrams constructed above, and let ψ : Dr −→ Er
denote the natural embedding. Then the representation afforded by
im(ψ∗ : H0(XS, C(Dr)) −→ H0(XS, C(Er)))
is irreducible, admissible and supersingular. For distinct supersingular modules mr,mr′, the
resulting representations are nonisomorphic.
Proof. The proofs of Proposition 3.7.3 and Theorem 13 hold equally well in the context
of the group GS, which implies the first claim. The proof of the second claim follows in a
manner similar to the proof of Corollary 3.7.14.
In this way, we have constructed p irreducible supersingular representations, correspond-
ing to the supersingular HFp(GS, IS(1))-modules. In particular, for F = Qp, we recover the
following classification of supersingular representations:
Theorem 19. Let mr be the supersingular Hecke module for SL2(Qp) defined in Proposition
3.8.3, and let Dr and Er be the diagrams constructed above. We then have
im(ψ∗ : H0(XS, C(Dr)) −→ H0(XS, C(Er))) ∼= πr,
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where πr is the supersingular representation of SL2(Qp) defined in [Abdellatif, 2011], Chapitre
3 (recalled below, before Theorem 25).
Proof. By Théorème 3.6.13 of [Abdellatif, 2011], there are precisely p isomorphism classes
of irreducible supersingular representations of SL2(Qp), given by the representations πr, 0 ≤
r ≤ p− 1. Likewise, the representations
im(ψ∗ : H0(XS, C(Dr)) −→ H0(XS, C(Er))),
for 0 ≤ r ≤ p − 1 constitute p pairwise nonisomorphic irreducible supersingular represen-
tations. It therefore suffices to match these. Since the IS(1)-invariants of the image of the




as right HFp(GS, IS(1))-modules, we conclude
im(ψ∗ : H0(XS, C(Dr)) −→ H0(XS, C(Er))) ∼= πr.
Remark 3.8.6. When q 6= p, the above construction fails in a manner similar to the con-
struction for U(2, 1)(E/F ), meaning that pure diagrams of the form
(injKS(P), injK′S(P
′), injIS(X), jp, j
′
p),
with one of P or P′ simple, do not always exist. One may translate the example of the
previous section to the case of SL2(F ) to produce such an example explicitly.
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In this chapter, we use the pro-p-Iwahori-Hecke algebra to study the representation theory
of the group U(1, 1)(E/F ). After recalling the classification of nonsupersingular represen-
tations, we specialize to the case F = Qp, E = Qp2 , and use the algebra HFp(G, I(1))
to classify all irreducible representations of U(1, 1)(Qp2/Qp). To conclude, we define L-




Denote by G the F -rational points of the algebraic group U(1, 1), which we take to be
defined and quasisplit over F . Once again, we assume throughout this chapter that p > 2.
We perform our computations using the following realization of G: let V denote a two-
dimensional hyperbolic plane over E. We identify V with E2 by a choice of basis of column
vectors, and for ~x = (x1, x2)
>, ~y = (y1, y2)
> ∈ V the nondegenerate Hermitian form 〈−,−〉
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is given by






our form is represented by 〈~x, ~y〉 = ~x ∗s~y, where m∗ = m> denotes the conjugate transpose
of a matrix m with coefficients in E. With this notation, we have
G = {g ∈ GL2(E) : g∗sg = s}.
Let K denote the maximal compact subgroup of G given by
K := GL2(oE) ∩G,
and let
K1 :=
1 + pE pE
pE 1 + pE
 ∩G
denote its pro-p radical. The group K is a representative of one of two conjugacy classes of
maximal compact subgroups of G ([Tits, 1979], Sections 2.10 and 3.2). We define
G := K/K1 ∼= U(1, 1)(Fq2/Fq).
The Iwahori subgroup I is defined as the preimage under the quotient map K −→ G of the
Borel subgroup of upper triangular matrices in G. We denote by I(1) the pro-p radical of







 ∩G, I(1) :=
1 + pE oE
pE 1 + pE
 ∩G.
Let B denote the Borel subgroup of upper triangular elements of G, U its unipotent radical,
and U− the opposite unipotent. The subgroups U and U− are both isomorphic to the
additive group F .
We let GS denote the derived subgroup of G. For any subgroup J of G, we let JS denote
its intersection with GS. We have GS = SU(1, 1)(E/F ) ∼= SL2(F ), the latter isomorphism
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given by conjugation by the element√ε 0
0 1
 ∈ GL2(E).
We shall exploit this isomorphism to give a classification of the smooth irreducible repre-
sentations of U(1, 1)(Qp2/Qp).


























The maximal torus T of G consists of all elements of the forma 0
0 a−1
 ,
with a ∈ E×. Note that T (or, more precisely, the algebraic group defining T ) is not split
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with a ∈ F×, and is split over F . The center Z of G is given by the subgroup of elementsa 0
0 a
 ,
with a ∈ U(1)(E/F ).
Let
T0 := T ∩K, T1 := T ∩K1, T := T0/T1 ∼= I/I(1) ∼= F×q2 .
We will identify the characters of T and those of I/I(1). We will also identify Fq2 with the
image of the Teichmüller lifting map [−] : Fq2 −→ oE when convenient.
Let N denote the normalizer of T in G. We define the affine Weyl group Waff as N/T0,
and the finite Weyl group W as N/T . The group Waff is a Coxeter group (isomorphic to an
infinite dihedral group), generated by the classes of the two reflections s and s′. We have
G = INI, where two cosets InI and In′I are equal if and only if n and n′ have the same





here we engage in the standard abuse of notation, letting IwI denote IẇI for any preimage ẇ
of w inN . We will take as our double coset representatives the elements (ns′ns)
n, ns(ns′ns)
n,
for n ∈ Z.





In light of the isomorphism N/T0 ∼= NS/T0,S, we will take the elements (ns′ns)n, ns(ns′ns)n,
for n ∈ Z as our double coset representatives in GS.
4.3 Hecke Algebras
In exploring the smooth irreducible representations of G, we make essential use of the
pro-p-Iwahori-Hecke algebra of the derived subgroup GS. We collect the relevant results
here.
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We shall be interested in the structure of the pro-p-Iwahori-Hecke algebraHFp(GS, IS(1)).
Since GS ∼= SL2(F ), the structure of this algebra is well-understood (cf. Subsection 3.8.2).
In particular, we have the following result.
Proposition 4.3.1. Let IwS(1) denote the standard upper triangular pro-p-Iwahori sub-
group of SL2(F ). We then have an isomorphism of algebras
HFp(SL2(F ), IwS(1))
∼= HFp(GS, IS(1)),
given by sending Tws to Tns, Tws′ to Tns′ , and er to er (with notation as in Subsection
3.8.2). In particular, HFp(GS, IS(1)) is generated by Tns, Tns′ , and er for 0 ≤ r < q − 1.
The supersingular modules are described in Proposition 3.8.3, and the relationship between
representations of GS and HFp(GS, IS(1))-modules is given in Propositions 16 and 17.
4.4 Nonsupersingular Representations
In [Abdellatif, 2013], Abdellatif has classified the smooth, irreducible, nonsupersingular rep-
resentations of connected quasisplit reductive groups of relative rank 1 (or more accurately,
the groups of F -rational points of these algebraic groups). In particular, these results apply
to the group G = U(1, 1)(E/F ). We recall the results here.
Theorem 20 ([Abdellatif, 2013], Théorème 1.1). Let χ : T −→ F×p be a smooth character
of T , which we inflate to a smooth character of B.
(1) As a B-module, the Fp-representation indGB(χ)|B is of length 2, with irreducible sub-
quotients given by the character χ and the representation Vχ, consisting of elements of
indGB(χ) which take the value 0 at the identity.
(2) The following are equivalent:
(a) The B-module indGB(χ)|B is semisimple;
(b) The G-module indGB(χ) is reducible;
(c) The B-character χ extends to a character of G.
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(3) If χ extends to a character of G, then the G-module indGB(χ) admits as subquotients the





denotes the Steinberg representation of G, and 1B and 1G denote the trivial characters
of B and G, respectively. The short exact sequence
0 −→ χ −→ indGB(χ) −→ χ⊗ StG −→ 0
does not split.
This theorem shows that the irreducible nonsupersingular representations divide into
three families. The next result demonstrates the lack of isomorphisms between these rep-
resentations.
Theorem 21 ([Abdellatif, 2013], Théorème 1.2, Section 3.3). There do not exist any iso-
morphisms between representations from distinct families. If χ and χ′ are two charac-
ters of B which extend to G (resp. do not extend to G) and there exists an isomorphism
χ⊗ StG ∼= χ′ ⊗ StG (resp. indGB(χ) ∼= indGB(χ′)), then χ = χ′.
We make Theorem 20 explicit. For any finite extension L of F , we let ω denote the
character of L× whose value at a fixed uniformizer $L is 1, and whose restriction to o
×
L is
given by the composition
ω : o×L
rL−→ k×L
ι−→ F×p , (4.4.1)
where rL : oL −→ kL denotes the reduction modulo the maximal ideal. For λ ∈ F
×
p , we
denote by µλ : L
× −→ F×p the unramified character taking the value λ at $L. In this
notation, any smooth character of E× (resp. F×) is of the form µλω
r for a unique λ ∈ F×p
and a unique 0 ≤ r < q2 − 1 (resp. 0 ≤ r < q − 1). Likewise, any smooth character of
U(1)(E/F ) is of the form ωr for a unique 0 ≤ r < q + 1.
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Assume now that the character µλω
r extends to a character of G. This extension must






where a ∈ F×q is arbitrary. Hence, we see that if the character µλωr extends to G, we must
have λ = 1 and r = (q − 1)m for 0 ≤ m < q + 1. The converse statement is easily verified,
and combining Theorems 20 and 21, we obtain the following theorem.
Theorem 22. Let π be a smooth, irreducible, nonsupersingular representation of the group
U(1, 1)(E/F ). Then π is isomorphic to one and only one of the following representations:
• the smooth Fp-characters ωk ◦ det, where 0 ≤ k < q + 1;
• twists of the Steinberg representation (ωk ◦ det)⊗ StG, where 0 ≤ k < q + 1;
• the principal series representations indGB(µλωr), where λ ∈ F
×
p and 0 ≤ r < q2 − 1
with (r, λ) 6= ((q − 1)m, 1).
In addition to this classification, we will also need to know how the nonsupersingular
representations behave upon restriction to SU(1, 1)(E/F ).
Theorem 23. We have the following isomorphisms:






r′), where r′ denotes the unique integer satisfying 0 ≤
r′ < q − 1 and r′ ≡ r (mod q − 1);
(iii) (ωk ◦ det)⊗ StG|GS ∼= StGS, where StGS := ind
GS
BS
(1BS)/1GS is the Steinberg represen-
tation of GS.
Proof. We proceed as in the proof of Théorème 2.16 of [Abdellatif, 2012]. Part (i) follows
from the definition of GS. For part (ii), we note that G = BGS = GSB, and use the Mackey
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Taking the quotient of indGSBS(1BS) by the subrepresentation consisting of constant functions
induces an injection
(ωk ◦ det)⊗ StG|GS = ind
G
B(ω
(1−q)k)/(ωk ◦ det)|GS ↪−→ ind
GS
BS
(1BS)/1GS = StGS .
Proposition 2.7 of [Abdellatif, 2012] shows that StGS is irreducible as a representation of
GS, and therefore the injection is an isomorphism. This proves (iii).
Corollary 4.4.1. If π is a smooth irreducible nonsupersingular representation of the group
U(1, 1)(E/F ), then π remains irreducible and nonsupersingular upon restriction to the de-
rived subgroup SU(1, 1)(E/F ).
Proof. This follows from the two preceding Theorems and Proposition 2.7 of [Abdellatif,
2012].
In determining the representations of U(1, 1)(Qp2/Qp), we shall need to know how su-
persingular representations behave upon restriction to SU(1, 1)(Qp2/Qp). We record two
results in this direction.
Proposition 4.4.2. Let π be a smooth irreducible representation of G. Then π admits a
central character, and the restriction π|GS is semisimple of length at most 2.
Proof. We proceed using a method outlined in Lemma 2.4 of [Labesse and Langlands,
1979]. We first note that, since K1 is a pro-p group, the vector space π
K1 is nonzero, and
has an action of the group K. This action factors through G, and we let σ ⊂ πK1 be an
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irreducible G-subrepresentation (such a representation always exists since G is finite). As
σ is irreducible, the center of K acts on σ by a character. The injection
σ ↪−→ π|K
gives, by Frobenius Reciprocity, a G-equivariant surjection of c-indGK(σ) onto π. Since K
contains the center Z, we conclude that π admits a central character.
The subgroup ZGS is an index 2 subgroup of G; the choice of ϑ made in Subsection
4.2.1 implies that the matrix θ represents the nontrivial coset. Consider first the restriction
π|ZGS , and suppose that it is reducible, with a nonzero proper subrepresentation τ . Let Vτ
denote the underlying vector space of τ . It then follows that the space Vτ + θ.Vτ is nonzero
and stable by G, so must be all of π, by irreducibility. Likewise, the space Vτ ∩θ.Vτ is stable
by G, and hence must be 0. Thus we see that
π|ZGS ∼= τ ⊕ τ
θ,
where τ θ denotes the representation with the same underlying space as τ , with the action
given by first conjugating an element of ZGS by θ. Moreover, the same argument shows that
τ must be irreducible as a representation of ZGS. Since π admits a central character, the
representations τ and τ θ will remain irreducible upon further restricting to GS. Therefore,
we see that if π is a smooth irreducible representation of G, the restriction π|GS is semisimple
of length at most 2.
Proposition 4.4.3. Let π be a smooth irreducible representation of G, and let τ ⊂ π|GS
be a nonzero irreducible GS-subrepresentation. Then π is supersingular if and only if τ is
supersingular.
Proof. Suppose π is not supersingular, so that π is isomorphic to either a character of
G, a twist of the Steinberg representation, or a principal series representation. Theorem
23 implies that the restriction π|GS must be the trivial character of GS, the Steinberg
representation of GS, or an irreducible principal series for GS, respectively. Therefore τ
cannot be supersingular.
Suppose now that π|GS contains a nonsupersingular representation τ . If τ is the trivial
character of GS, then Proposition 4.4.2 implies π is finite-dimensional. This implies by
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smoothness and irreducibility that π must be a character, and hence not supersingular. We
may therefore assume that τ is a quotient of a parabolically induced representation, that is
to say, there exists χ : BS −→ F
×
p such that τ is a quotient of ind
GS
BS
(χ). Let χ̃ : ZBS −→ F
×
p
denote the character whose restriction to BS is χ, and whose restriction to Z is the central




(χ̃), π|ZGS) 6= 0.










∼= HomG(indGB(χ′ ⊕ χ′′), π),
where χ′ and χ′′ are the two extensions of χ̃ to B. From this we see that π is a quotient of
a parabolically induced representation, and is therefore not supersingular.
4.5 Supersingular Representations
We suppose throughout this section that F = Qp, E = Qp2 , and $ = p. We let Zp and Zp2
denote the rings of integers of Qp and Qp2 , respectively.
The supersingular representations of GL2(Qp) and SL2(Qp) have been classified by Breuil
and Abdellatif, respectively (cf. [Breuil, 2003a], [Abdellatif, 2012]). We review their results
here.
4.5.1 The Group GL2(Qp)
Let 0 ≤ r ≤ p − 1 be an integer. Denote by σr = Symr(F
2
p) the Fp-vector space of
homogeneous polynomials in two variables of degree r, with an action of GL2(Zp) given bya b
c d
 .xr−iyi = (rQp(a)x+ rQp(c)y)r−i(rQp(b)x+ rQp(d)y)i,
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where rQp : Zp −→ Fp is the reduction map defined in Section 4.4. We denote by Q×p the
center of GL2(Qp), and extend the above action to Q×p GL2(Zp) by letting p · id act trivially.
Proposition 8 of [Barthel and Livné, 1994] shows that the algebra of GL2(Qp)-equivariant




to a polynomial algebra over Fp in one variable, generated by an endomorphism denoted
Tr. For a smooth character χ of Q×p , we denote by π(r, 0, χ) the representation of GL2(Qp)
afforded by the cokernel of the map Tr, twisted by χ :







The necessary properties of the representations π(r, 0, χ) are summarized in the following
theorem, proved by Barthel–Livné and Breuil.




(i) Every smooth irreducible supersingular representation of GL2(Qp) is of the form
π(r, 0, χ).
(ii) The only isomorphisms among the representations π(r, 0, χ) are the following :
π(r, 0, χ) ∼= π(r, 0, χµ−1)
π(r, 0, χ) ∼= π(p− 1− r, 0, χωr)
π(r, 0, χ) ∼= π(p− 1− r, 0, χµ−1ωr).
(iii) Let Iw(1) denote the standard upper triangular pro-p-Iwahori subgroup of GL2(Qp).
We have
π(r, 0, 1Q×p )
Iw(1) = Fp[id, xr]⊕ Fp[β, xr],
where, for g ∈ GL2(Qp) and v ∈ σr, [g, v] denotes the image in π(r, 0, 1Q×p ) of the
element [g, v] of c-ind
GL2(Qp)
Q×p GL2(Zp)
(σr) with support Q×p GL2(Zp)g−1 and value v at g.
Proof. This follows from Theorems 33, 34 and Corollary 36 of [Barthel and Livné, 1994],
and Théorème 3.2.4 and Corollaires 4.1.1, 4.1.4, and 4.1.5 of [Breuil, 2003a]. We remark
that the hypothesis of having a central character made in [Barthel and Livné, 1994], [Barthel
and Livné, 1995], and [Breuil, 2003a] may be omitted by [Berger, 2012].
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4.5.2 The Group SL2(Qp)
Consider now the group SL2(Qp). Théorème 3.36 of [Abdellatif, 2012] implies that for any
smooth irreducible representation σ of SL2(Qp), there exists a smooth irreducible represen-
tation Σ of GL2(Qp) such that σ is a Jordan–Hölder factor of Σ. Moreover, Corollaires 3.38
and 3.41 (loc. cit.) imply that in order to classify supersingular representations of SL2(Qp),
it suffices to compute the restriction of the representations π(r, 0, 1Q×p ). Let πr,∞ denote the
SL2(Qp)-subrepresentation of π(r, 0, 1Q×p )|SL2(Qp) generated by [id, x
r], and let πr,0 denote
the SL2(Qp)-subrepresentation of π(r, 0, 1Q×p )|SL2(Qp) generated by [β, x
r].
Theorem 25. In the following, r denotes an integer 0 ≤ r ≤ p− 1.
(i) We have π(r, 0, 1Q×p )|SL2(Qp)
∼= πr,∞ ⊕ πr,0.
(ii) The representations πr,0 and πr,∞ are smooth, irreducible, admissible, and supersin-
gular.
(iii) Conversely, any smooth irreducible supersingular representation of SL2(Qp) is isomor-
phic to one of the form πr,0 or πr,∞.
(iv) The only isomorphisms among the representations πr,0 and πr,∞ are the following:
πr,∞ ∼= πp−1−r,0
(v) Let IwS(1) denote the standard upper triangular pro-p-Iwahori subgroup of SL2(Qp).
We have
πIwS(1)r,∞ = Fp[id, xr],
π
IwS(1)
r,0 = Fp[β, xr].
Proof. This follows from Propositions 4.5 and 4.7 and Corollaires 4.8 and 4.9 of [Abdellatif,
2012], and the comments following Corollaire 4.9.
Definition 4.5.1. We let πr denote the representation πr,∞. In light of Theorem 25,
the representations πr with 0 ≤ r ≤ p − 1 are a full set of representatives for the set of
supersingular representations of SL2(Qp) (cf. [Abdellatif, 2012], Théorème 4.12).
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We shall henceforth view the representations πr as representations of SU(1, 1)(Qp2/Qp)
via the isomorphism SU(1, 1)(Qp2/Qp) ∼= SL2(Qp). We may now be more precise about the
structures of π
IS(1)
r as Hecke modules.
Lemma 4.5.2. The bijection of Theorem 17 is given explicitly by
πr 7−→ πIS(1)r ∼= mr,
where mr is the Hecke module defined in Proposition 3.8.3.
Proof. This follows from Propositions 6.3.50, 6.3.52, and 6.3.54 of [Abdellatif, 2011].
4.5.3 The Group U(1, 1)(Qp2/Qp)
We now proceed to examine the supersingular representions of U(1, 1)(Qp2/Qp). For n ≥ 1,
let U(1)n denote the group U(1)(Qp2/Qp) ∩ (1 + pnZp2). We begin with a simple lemma.
Lemma 4.5.3. Let n ≥ 1. Any element x ∈ 1 + pnZp2 can be written uniquely as x = yz,
with y ∈ 1 + pnZp and z ∈ U(1)n. In other words, we have
1 + pnZp2 ∼= (1 + pnZp)×U(1)n.






Since the extension Qp2/Qp is unramified, the norm map restricts to a surjection
NQp2/Qp : 1 + p
nZp2 −→ 1 + pnZp
([Serre, 1968], Chapitre V, Proposition 3(a)). The kernel is precisely U(1)n, so we obtain
an exact sequence




−→ 1 + pnZp −→ 1.
By Proposition 6(b) of Chapitre IV and Lemme 2 of Chapitre V (loc. cit.), the map
x 7−→ x2 is an automorphism of 1 + pnZp (since p was assumed odd). Therefore, the map
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x 7−→ x1/2 gives a section to the norm map in the short exact sequence above. The result
now follows.
Remark 4.5.4. The Lemma above and its proof are both valid for any unramified quadratic
extension of nonarchimedean local fields of odd residual characteristic.
Let G0 denote the subgroup of G generated by GS and the central subgroup
a 0
0 a
 : a ∈ U(1)1
 .
Since U(1)1 is a pro-p group, Lemma 3 of [Barthel and Livné, 1994] implies that the set of
smooth, irreducible mod-p representations of G0 and GS are in canonical bijection. A more
useful description of G0 is given by the following Lemma.





where rQp2 is as in Section 4.4. Then ker(η) = G0.





Every element g of G can be written (not necessarily uniquely) as
g = hs(x)hs([a])g
′,
with x ∈ 1 + pZp2 , a ∈ F×p2 and g
′ ∈ GS. Assume that g ∈ ker(η), so that
a1−p ≡ 1 (mod 1 + pZp2).
This implies a ∈ F×p and hs([a]) ∈ GS. Hence, if g is in ker(η), then it must be of the form
hs(x)g
′′ for x ∈ 1 + pZp2 and g′′ ∈ GS. Lemma 4.5.3 implies that g ∈ G0, so ker(η) is a
subgroup of G0. The reverse inclusion is easily verified.
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By the Lemma above, we have G/G0 ∼= U(1)(Fp2/Fp). Hilbert’s Theorem 90 (Corollaire
to Proposition 2, Chapitre X in [Serre, 1968]) implies that T0G0 = G, so we may and do
choose coset representatives {δi}pi=0 such that δi ∈ T0. In particular, each δi normalizes the
subgroups I(1) ∩ U , I(1) ∩ U− and I(1) ∩ TS.
Let 0 ≤ r ≤ p − 1, and let πr be a smooth irreducible supersingular representation
of GS, inflated to G0. For δi a coset representative of G/G0 as above, we let π
δi
r denote
the representation with the same underlying space as πr, with the action given by first
conjugating an element of G0 by δi. Since δi normalizes the subgroups I(1)∩U , I(1)∩U−
and I(1) ∩ TS, the Iwahori decomposition (cf. [Abdellatif, 2013], Lemme 2.2) implies we
have π
IS(1)
r = (πδir )
IS(1) as vector spaces, and equation (2.3.1) shows that the actions of the




∼= (πδir )IS(1) as HFp(GS, IS(1))-modules, and Theorem 17 now implies that πr
∼= πδir
as GS-representations (and consequently as G0-representations). Therefore, we may lift πr
to a projective representation of G. Since
H2(G/G0,F
×
p ) = H
2(U(1)(Fp2/Fp),F
×
p ) = Ĥ
0(U(1)(Fp2/Fp),F
×
p ) = 0,
this representation lifts to a genuine representation π̃r of G. For more details, see [Cho et
al., 2006].
It remains to determine the action of G on the lift π̃r of πr. Consider the homomorphism
hs defined in the proof of Lemma 4.5.5. Since the image under hs of U(1)1 acts trivially on




r = Fpvr, where vr = [id, xr]. As the elements hs([a]) for a ∈ F×p2
normalize I(1), we have
hs([a]).vr = a
mvr,
for some 0 ≤ m < p2 − 1. Since ap+1 ∈ F×p for a ∈ F×p2 , we have hs([a]




by the action of IS on [id, xr] ∈ πIS(1)r . Thus, we must have m = r+(1−p)k for some k ∈ Z.
This leads to the following definition.
Definition 4.5.6. Let 0 ≤ r ≤ p − 1 and 0 ≤ k < p + 1. We define the representation
(ωk ◦ det)⊗ πr of G = U(1, 1)(Qp2/Qp) by the following conditions:
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• (ωk ◦ det)⊗ πr|GS = πr;
• ((ωk ◦ det)⊗ πr)I(1) = πIS(1)r = Fpvr as vector spaces;
• hs([a]).vr = ar+(1−p)kvr for a ∈ F×p2.
The last point defines the character that gives the action of I on ((ωk ◦ det) ⊗ πr)I(1),
and the preceding discussion ensures that the vector spaces (ωk ◦ det) ⊗ πr are bona fide
representations of G. We collect their properties in the following Proposition.
Proposition 4.5.7. Let 0 ≤ r ≤ p− 1 and 0 ≤ k < p+ 1.
(i) The representations (ωk ◦ det)⊗πr are smooth, irreducible, admissible, and supersin-
gular representations of G.
(ii) The representations (ωk ◦ det)⊗ πr are pairwise nonisomorphic.
Proof. (i) The claim about irreducibility follows from the fact that the restriction of the
representation (ωk ◦ det) ⊗ πr to GS is irreducible. The space of I(1)-invariants is one-
dimensional, and therefore (ωk ◦ det)⊗πr is admissible. Proposition 4.4.3 implies that the
representations are supersingular.
(ii) Suppose that
ϕ : (ωk ◦ det)⊗ πr −→ (ωk
′ ◦ det)⊗ πr′
is a G-equivariant isomorphism. The map ϕ then defines a GS-equivariant isomorphism, so
we must have r = r′ by Theorem 25. The last point of Definition 4.5.6 now shows that we
must have k ≡ k′ (mod p+ 1), which implies k = k′ (since 0 ≤ k, k′ < p+ 1).
Theorem 26. Let π be a smooth irreducible supersingular representation of the group G =
U(1, 1)(Qp2/Qp). Then π is isomorphic to a unique representation of the form (ωk◦det)⊗πr
with 0 ≤ r ≤ p− 1 and 0 ≤ k < p+ 1.
Proof. Let π be a smooth irreducible supersingular representation. Propositions 4.4.2 and
4.4.3 imply that upon restriction to GS, we must have
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for some 0 ≤ r ≤ p − 1. Assume the latter. Since θ normalizes the subgroups I(1) ∩
U, I(1) ∩ U− and I(1) ∩ TS, equation (2.3.1), Theorem 15, and the Iwahori decomposition
imply that the Hecke modules π
IS(1)
r and (πθr)
IS(1) are isomorphic. Theorem 17 now implies
that πθr
∼= πr as GS-representations. Let v be a nonzero eigenvector for T0 contained in
πIS(1) ∼= πIS(1)r ⊕ (πθr)IS(1). The space 〈G.v〉Fp is stable by G, and therefore must be all of π.
This implies that π|GS ∼= πr, a contradiction.
We may therefore assume that π|GS ∼= πr. The discussion preceding Definition 4.5.6
then shows that there exists an integer k such that π ∼= (ωk ◦ det)⊗ πr.
Corollary 4.5.8. Let π be a smooth irreducible representation of G = U(1, 1)(Qp2/Qp).
Then π admits a central character and is admissible. Moreover, π is isomorphic to one and
only one of the following representations:
• the smooth Fp-characters ωk ◦ det, where 0 ≤ k < p+ 1;
• twists of the Steinberg representation (ωk ◦ det)⊗ StG, where 0 ≤ k < p+ 1;
• the principal series representations indGB(µλωr), where λ ∈ F
×
p and 0 ≤ r < p2 − 1
with (r, λ) 6= ((p− 1)m, 1);
• the supersingular representations (ωk◦det)⊗πr, where 0 ≤ r ≤ p−1 and 0 ≤ k < p+1.
Proof. If π is not supersingular, then the result follows from Theorem 22, and if π is su-
persingular it follows from Proposition 4.5.7 and Theorem 26. It only remains to prove
that no supersingular representation is isomorphic to a nonsupersingular representation.
Assume this is the case; we then obtain a GS-equivariant isomorphism between a supersin-
gular representation and a nonsupersingular representation, contradicting Corollaire 3.19
of [Abdellatif, 2012].
4.5.4 L-packets
We define the general unitary group GU(1, 1)(Qp2/Qp) by
{g ∈ GL2(Qp2) : g∗sg = κs for some κ ∈ Q×p }.
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The association g 7−→ κ is in fact a character, and induces a surjective homomorphism
sim : GU(1, 1)(Qp2/Qp) −→ Q×p . We obtain a short exact sequence of groups
1 −→ U(1, 1)(Qp2/Qp) −→ GU(1, 1)(Qp2/Qp)
sim−→ Q×p −→ 1
which splits, and we have




 : a ∈ Q×p
 . (4.5.2)
Since the group G = U(1, 1)(Qp2/Qp) is a normal subgroup of GU(1, 1)(Qp2/Qp), the latter
group acts on G by conjugation, and consequently acts on representations of G. The
following definition is adapted from the complex case (see Section 11.1 of [Rogawski, 1990]).
Definition 4.5.9. An L-packet of semisimple representations on G = U(1, 1)(Qp2/Qp) is
a GU(1, 1)(Qp2/Qp)-orbit of smooth semisimple representations of G. An L-packet is called
supersingular if it consists entirely of irreducible supersingular representations.
Proposition 4.5.10. Let Π be an L-packet of smooth irreducible representations on G =
U(1, 1)(Qp2/Qp). Then Π has cardinality 1 if and only if it contains an irreducible non-
supersingular representation. If Π is a supersingular L-packet, then it is of the form
Π = {(ωk ◦ det)⊗ πr, (ωk+r+1 ◦ det)⊗ πp−1−r},
for some 0 ≤ r ≤ p− 1, 0 ≤ k < p+ 1.
Proof. We begin with the following general fact. Let f : G −→ G be a continuous automor-
phism. Given an irreducible representation π, we let πf denote the representation with the
same underlying vector space as π, and the action of g ∈ G given by first applying f to g.
We then have
indGB(χ)






with a ∈ Q×p , and let f : G −→ G denote the automorphism g 7−→ tgt−1 given by con-
jugation by t. Given an irreducible representation π, we denote by πt the representation
πf .
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If π = ωk ◦ det is a character of G, it is clear that (ωk ◦ det)t = ωk ◦ det. Likewise, if
π = indGB(µλω
r), then the above fact shows that
πt = indGB(µλω
r)t ∼= indGt−1Bt((µλω
r)t) ∼= indGB(µλωr) = π.
Since the functor π 7−→ πt is exact in the category RepFp(G), we conclude that ((ω
k ◦
det)⊗ StG)t ∼= (ωk ◦ det)⊗ StG. Hence, if Π is an L-packet containing a nonsupersingular
representation, then Π has size 1.





with a ∈ Z×p . Since
πt|GS = (π|GS)
t
and t normalizes IS(1), we have ((π|GS)t)IS(1) = (π|GS)IS(1) as vector spaces. Equation
(2.3.1) implies that the action of HFp(GS, IS(1)) on these spaces is the same, and Theorem
17 shows that πt|GS ∼= π|GS . Definition 4.5.6 and the action of T on (ωk ◦ det) ⊗ πr now
imply πt ∼= π.





since s ∈ U(1, 1)(Qp2/Qp), we have πs ∼= π and it suffices to determine πβ. Corollaire 4.6





and Theorem 26 gives πβ ∼= (ωk′ ◦ det)⊗ πp−1−r for some k′. As the element β normalizes
I(1), we have
Fpvr = πI(1) = (πβ)I(1)
as vector spaces. For a ∈ F×
p2
, the action of hs([a]) on (π
β)I(1) is given by the character
vr 7−→ a−pr−pk+kvr,
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while the action of hs([a]) on ((ω




Since these characters coincide, we have that (1−p)k′−(1−p)−r ≡ (1−p)k−pr (mod p2−1),
which shows k′ ≡ r + k + 1 (mod p+ 1). Hence
Π = {(ωk ◦ det)⊗ πr, (ωk+r+1 ◦ det)⊗ πp−1−r},
which concludes the proof.
4.6 Galois Groups and Representations
In this section we recall the definitions associated to Galois representations, which will be
used in the current and subsequent chapters. We begin the discussion with an arbitrary
nonarchimedean local field F of residual characteristic p.
4.6.1 Galois Groups
Let GF := Gal(F/F ) denote the absolute Galois group of F , and let IF denote the inertia
subgroup of elements which act trivially on the residue field kF . For any extension L of
F contained in F , we define GL := Gal(F/L). Let F ur denote the maximal unramified
extension of F ; we may then realize the subgroup IF as
IF = Gal(F/F ur).
This gives GF /IF ∼= Gal(F ur/F ) ∼= Gal(kF /kF ) ∼= Ẑ, where the last isomorphism is given
by sending the geometric Frobenius to 1.
Recall that for n ≥ 1, Fn denotes the unique unramified extension of F of degree n
contained in F . We let
ιn : F
×
n −→ GabFn (4.6.3)
denote the reciprocity map of local class field theory, normalized so that uniformizers cor-
respond to geometric Frobenius elements. We shall denote by Frq a fixed element of GF
whose image in GabF is equal to ι1($−1).
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Using the injections ιn, we will identify the smooth Fp-characters of F×n and GFn in the
following way. We fix a compatible system { qn−1
√
$}n≥1 of (qn − 1)th roots of $, and let
ωn : IF −→ F
×
p denote the character given by











where h ∈ IF and rF : oF −→ kF denotes the reduction modulo the maximal ideal. Lemma
2.5 of [Breuil, 2007] shows that the character ωn extends to a character of GFn ; we continue
to denote by ωn the extension which sends the element Fr
n
q to 1.
Lemma 4.6.1. For n ≥ 1, we have ωn◦ιn = ω, where ω is the character defined in equation
(4.4.1), sending $ to 1.
Proof. Let
(−, ∗/Fn) : F×n −→ GabFn
denote the norm residue symbol of the field Fn, constructed in Chapitre XIII of [Serre, 1968];
with this notation we have ιn(x) = (x
−1, ∗/Fn) for x ∈ F×n . We also let νn : F×n −→ Z
denote the valuation of F×n normalized by νn($) = 1, and let
(−,−)νn : F×n × F×n −→ µqn−1(F×n )
denote the Hilbert symbol, where µqn−1(F
×
n ) denotes the group of (q
n− 1)th roots of unity
in F×n (cf. Chapitre XIV, loc. cit.).
Denote by oFn the ring of integers of Fn, and suppose u ∈ o×Fn . Propositions 6 and 8 of






























Applying ι ◦ rF to both sides shows that ωn ◦ ιn(u) = ω(u).
The functorial properties of the reciprocity maps ιn (cf. Chapitre XIII, Proposition 10
of [Serre, 1968]) imply that we have equalities
ωn ◦ ιn($−1) = ωn ◦ ver ◦ ι1($−1) = ωn(Frnq ) = 1 = ω($−1),
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where ver : GabF −→ GabFn denotes the transfer map. The result now follows.
Lemma 4.6.2. For h ∈ IF and n ≥ 1, we have
ωn(FrqhFr
−1
q ) = ωn(h)
q.
Proof. See the proof of Lemma 2.5 in [Breuil, 2007].
For λ ∈ F×p and n ≥ 1, we let µn,λ : GFn −→ F
×
p denote the unramified character which
is trivial on IF and sends Frnq to λ.
Corollary 4.6.3. Let n ≥ 1. Every smooth Fp-character of GFn is of the form µn,λωrn,
where λ ∈ F×p and 0 ≤ r < qn − 1. Moreover, the reciprocity maps ιn induce a bijection
between smooth Fp-characters of GFn and F×n , given explicitly by µn,λωrn ◦ ιn = µλ−1ωr.
Proof. This follows from Lemmas 4.6.1 and 4.6.2.
4.6.2 Galois Representations
We now recall the classification of irreducible n-dimensional mod-p representations of the
group GF . Throughout, we assume that GLn(Fp) is given the discrete topology. We take
[Vignéras, 1997], Sections 1.13 and 1.14, and [Berger, 2010], Section 2, as our references.
Definition 4.6.4. (i) A Galois representation is a continuous homomorphism
ρ : GF −→ GLn(Fp).
(ii) We say a Galois representation ρ is irreducible if its image does not lie in any proper
parabolic subgroup of GLn(Fp).







for every proper divisor d of n.
The necessary results are summarized in the following proposition.
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Proposition 4.6.5.





where λ ∈ F×p , and r ∈ Z/(qn − 1)Z is primitive.








if and only if λ′ = λ and r′ = qar for some a ∈ Z.






n ⊕ µn,λωqrn ⊕ . . .⊕ µn,λωq
n−1r
n .







n)) = µ1,(−1)n+1 ⊗ (µn,λωrn) ◦ ver = µ1,(−1)n+1λωr1,
where ver : GabF −→ GabFn is the transfer map.
Proof. Parts (i) and (ii) follow from Section 1.14 of [Vignéras, 1997], part (iii) follows from
Mackey theory, and part (iv) may be deduced from Proposition 13.15 of [Curtis and Reiner,
1990]. See also Lemma 2.1.4 and the subsequent remarks in [Berger, 2010].
4.6.3 L-groups
From this point onwards, we specialize to the case F = Qp, $ = p. We review here the
construction of L-groups for the group U(1, 1)(Qp2/Qp). For general references on L-groups,
the reader should consult [Borel, 1979]; for the specific case of unitary groups, see Appendix
A of [Belläıche and Chenevier, 2009], [Mı́nguez, 2011], or Section 1.8 of [Rogawski, 1990].
Let Ĝ denote the Fp-valued points of the dual group of G = U(1, 1)(Qp2/Qp); since G
splits over Qp2 , we have Ĝ = GL2(Fp). Let α1 be the Fp-character of the diagonal maximal
torus T̂ of GL2(Fp) defined by
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for x, y ∈ F×p , and let B̂ be the Borel subgroup of upper triangular matrices containing T̂ .





 : x ∈ Fp
 .
Let X1 := u(1) be a basis for Xα1 . The discussion of [Borel, 1979], Section 1, implies we
have Aut(Ĝ) ∼= Inn(Ĝ)oΘ, where Θ denotes the group of pinned automorphisms preserving
the quadruple {Ĝ, B̂, T̂ ,X1}. The group Θ is of order 2, generated by the automorphism







Since the group G splits over Qp2 , the discussion of Section 1 (loc. cit.) implies we have an
injection (indeed, an isomorphism) of Gal(Qp2/Qp) into Θ.
Definition 4.6.6. The L-group of G is defined as the semidirect product
LG = Ĝo GQp = GL2(Fp) o GQp ,






for g ∈ Ĝ, h ∈ GQp2 .
In addition to the group G, we shall also need unitary groups of lower rank. In particular,
we will need the endoscopic group associated to G. For the general definition in the complex
case, see Sections 4.2 and 4.6 of [Rogawski, 1990].
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Definition 4.6.7. (a) The group J := (U(1)× U(1))(Qp2/Qp) is the unique elliptic endo-
scopic group associated to G = U(1, 1)(Qp2/Qp).
(b) The L-group of J is defined as the semidirect product




p ) o GQp ,





h(x, y)h−1 = (x, y),
for x, y ∈ F×p , h ∈ GQp2 .
(c) The L-group of U(1)(Qp2/Qp) is defined as the semidirect product
LU(1) = F×p o GQp ,








for x ∈ F×p , h ∈ GQp2 .
Proposition 4.6.8 ([Rogawski, 1990], Proposition 4.6.1). There exists a homomorphism
ξ : LJ ↪−→ LG,













where x, y ∈ F×p , h ∈ GQp2 .
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4.6.4 Langlands Parameters for U(1)(Qp2/Qp)
We begin by defining and investigating Langlands parameters in characteristic p associated
to U(1)(Qp2/Qp).
Definition 4.6.9. A Langlands parameter is a homomorphism
ϕ : GQp −→ LU(1) = F
×
p o GQp ,
such that the composition of ϕ with the canonical projection LU(1) −→ GQp is the identity
map of GQp. We say two Langlands parameters are equivalent if they are conjugate by an
element of F×p .
With this definition, we come to our first result.
Proposition 4.6.10. Let ϕ : GQp −→ LU(1) be a Langlands parameter. Then there exists
0 ≤ k < p+ 1 such that, up to equivalence, ϕ is of the following form:
Frp 7−→ Frp
h 7−→ ω(1−p)k2 (h)h,
where h ∈ GQp2 .
Proof. The conjugation action of GQp on F
×
p shows that, up to equivalence, we have ϕ(Frp) =
Frp. It remains to determine the image of GQp2 . Since GQp2 acts trivially on F
×
p , we see that




where λ ∈ F×p , 0 ≤ r < p2 − 1, and h ∈ GQp2 . Examining the element ϕ(Fr
2







and thus λ = 1.
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which implies r ≡ 0 (mod p− 1).
Definition 4.6.11. Let 0 ≤ k < p + 1. We denote by ηk : GQp −→ LU(1) the Langlands





where h ∈ GQp2 .
Corollary 4.6.12. There is a bijection between the Langlands parameters associated to
the group U(1)(Qp2/Qp) and smooth irreducible representations of U(1)(Qp2/Qp), given
explicitly by
ηk ←→ ωk,
where 0 ≤ k < p+ 1, and ω is the character defined in equation (4.4.1).
4.6.5 Langlands Parameters for U(1, 1)(Qp2/Qp)
We now proceed to explore Langlands parameters in characteristic p for the group G =
U(1, 1)(Qp2/Qp). For the analogous definitions in the complex setting, see [Rogawski, 1990],
[Rogawski, 1992], and Appendix A of [Belläıche and Chenevier, 2009].
Definition 4.6.13. (a) A Langlands parameter is a homomorphism
ϕ : GQp −→ LG = GL2(Fp) o GQp ,
such that the composition of ϕ with the canonical projection LG −→ GQp is the identity
map of GQp. We say two Langlands parameters are equivalent if they are conjugate by an
element of Ĝ = GL2(Fp).
115
CHAPTER 4. SUPERSINGULAR REPRESENTATIONS OF U(1, 1)(E/F )
(b) Let ϕ : GQp −→ LG be a Langlands parameter and let 0 ≤ k < p + 1. We define the
twist of ϕ by ω
(1−p)k
2 , denoted ϕ⊗ ω
(1−p)k
2 , by












where h ∈ GQp2 . One easily checks that this is well-defined and gives a bona fide Langlands
parameter.
Definition 4.6.14. Let ϕ : GQp −→ LG be a Langlands parameter. Since the group GQp2
acts trivially on Ĝ, the restriction of ϕ to GQp2 must be of the form
ϕ(h) = ϕ0(h)h,
where h ∈ GQp2 and ϕ0 : GQp2 −→ Ĝ is a homomorphism. As Ĝ = GL2(Fp), ϕ0 is a
two-dimensional Galois representation; we call it the Galois representation associated to ϕ.
Definition 4.6.15. Let ϕ : GQp −→ LG be a Langlands parameter. We say ϕ is stable if
the associated Galois representation ϕ0 : GQp2 −→ GL2(Fp) is irreducible.
Our first result on Langlands parameters for U(1, 1)(Qp2/Qp) stands in stark contrast
to the complex case (cf. [Rogawski, 1990], Section 15.1).
Proposition 4.6.16. There do not exist any stable parameters ϕ : GQp −→ LG.
Proof. The inclusion SL2(Qp) ↪−→ U(1, 1)(Qp2/Qp) gives rise, by duality, to a homomor-
phism of L-groups, given explicitly by
ı : LG = GL2(Fp) o GQp −→ LSL2 = PGL2(Fp)× GQp
gh 7−→ JgKh,
where g ∈ GL2(Fp), h ∈ GQp , and JgK denotes the image in PGL2(Fp) of the element g. Given
ϕ : GQp −→ LG, we consider the Langlands parameter ı ◦ ϕ : GQp −→ PGL2(Fp)× GQp and
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the associated Galois representation (ı ◦ ϕ)0 : GQp2 −→ PGL2(Fp). It is clear that ϕ0 is
irreducible if and only if (ı ◦ ϕ)0 is irreducible, and therefore it suffices to examine ı ◦ ϕ.
Now, since the group SL2 is split, GQp acts trivially on ŜL2 = PGL2(Fp), and therefore
ı ◦ ϕ takes the form
ı ◦ ϕ(h) = ϕ′(h)h,
where h ∈ GQp and ϕ′ : GQp −→ PGL2(Fp) is a homomorphism. Assume ϕ′ is irreducible.
By Theorem 31, we have
H2(GQp ,F
×
p ) = 0,
which implies that every projective representation has a lift to GL2(Fp). Hence, we may
write ϕ′(h) = Jϕ̃′(h)K, where ϕ̃′ : GQp −→ GL2(Fp) is an irreducible Galois representation.




















∼= µ2,λωm2 ⊕ µ2,λω
pm
2 ,
which implies that the original Langlands parameter ϕ cannot be stable.
We have a completely analogous definition of Langlands parameters and equivalence for
the endoscopic group J . We may classify such parameters in a manner nearly identical to
that of Proposition 4.6.10.
Definition 4.6.17. Let 0 ≤ k, ` < p + 1. We denote by ηk,` : GQp −→ LJ the Langlands
parameter defined by






where h ∈ GQp2 .
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Corollary 4.6.18. The Langlands parameters ηk,` are pairwise inequivalent and exhaust
all Langlands parameters of the group J = (U(1) × U(1))(Qp2/Qp). These parameters
correspond bijectively (via the correspondence of Corollary 4.6.12) to the smooth irreducible
representations of J . Explicitly, the bijection is given by
ηk,` ←→ ωk ⊗ ω`,
where 0 ≤ k, ` < p+ 1.
Using the parameters ηk,`, we obtain the first nontrivial explicit examples of Langlands
parameters for the group G.
Definition 4.6.19. Let 0 ≤ k, ` < p + 1. We denote by ϕk,` : GQp −→ LG the Langlands












for h ∈ GQp2 .
We say ϕk,` is regular if k 6= `, and singular otherwise.
Lemma 4.6.20. Let 0 ≤ k, k′, `, `′ < p + 1. Then ϕk,` is equivalent to ϕk′,`′ if and only if
the sets {k, `} and {k′, `′} coincide.
Proof. Conjugation by Φ2 ∈ Ĝ shows that ϕk,` is equivalent to ϕ`,k. Assume conversely
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Corollary 4.6.21. There exists a bijection between Ĝ-equivalence classes of regular Lang-
lands parameters coming from the endoscopic group J = (U(1) × U(1))(Qp2/Qp) and L-
packets of irreducible supersingular representations on the group G = U(1, 1)(Qp2/Qp),
given by
ϕk,` ←→ {(ω` ◦ det)⊗ π[k−`−1], (ωk ◦ det)⊗ π[`−k−1]},
where 0 ≤ k, ` < p+ 1, and where [k − `− 1] (resp. [`− k − 1]) denotes the unique integer
between 0 and p− 1 congruent to k − `− 1 (resp. `− k − 1) modulo p+ 1. Moreover, this
bijection is compatible with twisting by characters on both sides (under the correspondence
of Corollary 4.6.12).
Proof. Let Πk,` denote the L-packet on the right-hand side of the correspondence above.
Proposition 4.5.10 and Lemma 4.6.20 show that two L-packets of the form Πk,` and Πk′,`′
are identical if and only if {k, `} = {k′, `′}, if and only if ϕk,` is equivalent to ϕk′,`′ .
Our next task will be to extend the correspondence of the above corollary to nonsuper-
singular L-packets. In doing so, we are led to consider Langlands parameters arising from
a proper Levi subgroup of LG. We let
LT = T̂ o GQp ,
where the action of GQp on T̂ is the restriction of the action on Ĝ.
Proposition 4.6.22. Let ϕ : GQp −→ LG be a Langlands parameter which factors through
the group LT , that is, such that ϕ is the composition
GQp −→ LT ↪−→ LG,
where the second arrow denotes the canonical inclusion. Then there exist 0 ≤ r < p2 − 1
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where h ∈ GQp2 .
Proof. We proceed as in the proof of Proposition 4.6.10. Using the action of GQp on T̂ we





for some λ ∈ F×p . Let ϕ0 : GQp2 −→ T̂ ↪−→ Ĝ be the Galois representation associated to ϕ,
so that






where 0 ≤ ri < p2 − 1, λi ∈ F
×
p , and h ∈ GQp2 . In particular, for h = Fr
2
















and thus λ2 = λ
−1
1 = λ.
Again using Lemma 4.6.2, we get, for h ∈ GQp2 ,ωpr12 (h) 0
0 ωpr22 (h)

















which shows that r2 ≡ −pr1 (mod p2 − 1).
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Definition 4.6.23. Let 0 ≤ r < p2 − 1 and λ ∈ F×p . We denote by ψr,λ : GQp −→ LG the











where h ∈ GQp2 .
We shall also need more precise information about equivalence classes of the Langlands
parameters ϕk,` and ψr,λ. This is the content of the following two lemmas.
Lemma 4.6.24. Let 0 ≤ r, r′ < p2 − 1 and λ, λ′ ∈ F×p . Then ψr,λ is equivalent to ψr′,λ′ if
and only if r′ = r, λ′ = λ or r′ ≡ −pr (mod p2 − 1), λ′ = λ−1.
Proof. Conjugation by the element  0 1
−λ−1 0

shows that ψr,λ is equivalent to ψ−pr,λ−1 . Assume conversely that ψr,λ is equivalent to ψr′,λ′ .











which gives the desired result.
Lemma 4.6.25. Let 0 ≤ k, ` < p + 1, 0 ≤ r < p2 − 1, and λ ∈ F×p . Then ϕk,` is
equivalent to ψr,λ if and only if k = `, r ≡ (1− p)k (mod p2 − 1), and λ = −1.





A bit of algebra verifies that gϕk,k(h)g
−1 = ψ(1−p)k,−1(h) for every h ∈ GQp .
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∼= µ2,λ−1ωr2 ⊕ µ2,λω
−pr
2 .
This implies λ = −1, r ≡ (1− p)k (mod p2 − 1) and k = `, which gives the result.
Definition 4.6.26. Let p > 2. We define a “semisimple mod-p correspondence for G =
U(1,1)(Qp2/Qp)” to be the following correspondence between certain Ĝ-equivalence classes
of Langlands parameters over Fp and certain isomorphism classes of semisimple L-packets
on U(1,1)(Qp2/Qp):
• the supersingular case: Let 0 ≤ k, ` < p+ 1 with k 6= `.
ϕk,` ←→
{
(ω` ◦ det)⊗ π[k−`−1], (ωk ◦ det)⊗ π[`−k−1]
}
• the nonsupersingular case: Let 0 ≤ r ≤ p− 1, λ ∈ F×p , and 0 ≤ k < p+ 1.






(ωk ◦ det)⊗ indGB(µλ−1ω−pr) ⊕ (ωk ◦ det)⊗ indGB(µλωr)
}
– if (r, λ) = (0, 1):
ψ0,1 ⊗ ω(1−p)k2 = ψ(1−p)k,1
←→
{
ωk ◦ det ⊕ (ωk ◦ det)⊗ StG ⊕ ωk ◦ det ⊕ (ωk ◦ det)⊗ StG
}
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4.6.6 Remarks
(i) Corollary 4.6.21 and Lemmas 4.6.20 and 4.6.24 imply that the correspondence above
is well-defined. Moreover, it is compatible with twisting by characters on both sides
(via the bijection of Corollary 4.6.12).
(ii) We may state this correspondence more elegantly as follows. For 0 ≤ r ≤ p − 1,
the group K acts irreducibly on the representation σr defined in Subsection 4.5.1.
We let τr,1 denote the endomorphism of c-ind
G
K(σr) which corresponds via Frobenius
Reciprocity to the function with support Kα−1K and taking the value Ur at α
−1,




0 if i 6= r,
yr if i = r.
The spherical Hecke algebra HFp(G,K, σr) of G-equivariant endomorphisms of the
compactly induced representation c-indGK(σr) is then isomorphic to a polynomial al-
gebra over Fp in one variable, generated by an endomorphism τr. Explicitly, we have
τr =

τr,1 if r 6= 0,
τr,1 + 1 if r = 0.





A simple argument shows that
π(r, λ)|GS ∼= π0(r, λ),
where π0(r, λ) denotes the representation of SL2(Qp) (viewed as a representation of
GS) defined in [Abdellatif, 2012], Section 3.4. Using Théorème 3.18 (loc. cit.) and





−pr) if (r, λ) 6= (0, 1),
nonsplit extension of 1G by StG if (r, λ) = (0, 1).
123
CHAPTER 4. SUPERSINGULAR REPRESENTATIONS OF U(1, 1)(E/F )




−pr) if (r, λ) 6= (0, 1), (p− 1, 1),
ωp ◦ det ⊕ (ωp ◦ det)⊗ StG if (r, λ) = (p− 1, 1),
1G ⊕ StG if (r, λ) = (0, 1).
The correspondence of Definition 4.6.26 now takes the form:
Definition 4.6.26, Modified.
• The supersingular case: Let 0 ≤ k, ` < p+ 1 with k 6= `.
ϕk,` ←→
{
(ω` ◦ det)⊗ π[k−`−1], (ωk ◦ det)⊗ π[`−k−1]
}




←→ {(ωk ◦ det)⊗ π(r, λ)ss ⊕ (ωk+r+1 ◦ det)⊗ π(p− 1− r, λ−1)ss}
(iii) The correspondences of Corollary 4.6.18 and Definition 4.6.26, along with the homo-
morphism ξ of Proposition 4.6.8, imply that we have an endoscopic transfer map
ξ̃ : RepFp((U(1)×U(1))(Qp2/Qp)) −→ L-packFp(U(1, 1)(Qp2/Qp))
from the set of isomorphism classes of smooth irreducible representations of (U(1) ×
U(1))(Qp2/Qp) to the set of isomorphism classes of L-packets of semisimple repre-









(ω` ◦ det)⊗ π[k−`−1], (ωk ◦ det)⊗ π[`−k−1]
}




if k = `.
This bears a striking resemblence to the complex case (see Proposition 11.1.1 of [Ro-
gawski, 1990], especially points (c) and (e)). Moreover, the equation
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gives an example of transfer of unramified representations, which may also be deduced
from (a modified version of) the discussion in Section 2.7 of [Mı́nguez, 2011] (see also
Theorem 4.4, loc. cit., and Section 4.5 of [Rogawski, 1990]).
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Chapter 5
Numerical Langlands
Correspondence for SLn(F )
5.1 Introduction
In this chapter, we investigate the relationship between the pro-p-Iwahori Hecke algebras of
the groups GLn(F ) and SLn(F ). By exploiting this interaction, we show that the functor
of IS(1)-invariants induces an equivalence of categories between representations of SL2(Qp)
generated by their IS(1)-invariant vectors, and right HFp(SL2(Qp), IS(1))-modules. As an-
other consequence, we define L-packets of supersingular HFp(SLn(F ), IS(1))-modules, and
show that the number of “regular” supersingular L-packets is equal to the number of n-
dimensional projective mod-p Galois representations.
5.2 Notation
Let n ≥ 2, and denote by G the F -rational points of the algebraic group G := GLn. We
denote by GS the F -rational points of the derived subgroup GS of G, which is equal to the
group SLn(F ). For any subgroup J of G (resp. any algebraic subgroup J of G), we will
denote by JS = J ∩ GS its intersection with GS (resp. JS = J ∩GS the intersection with
GS). The maximal torus of diagonal matrices in G will be denoted by T, with group of
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rational points T .
We begin by discussing the various Weyl groups associated to G and GS.
5.2.1 Root Data
For an algebraic subgroup J of G, we let X∗(J) (resp. X∗(J)) denote the group of algebraic
characters (resp. cocharacters) of J. In particular, the groups X∗(T) and X∗(T) are both
free Z-modules of rank n, in duality by a perfect pairing
〈−,−〉 : X∗(T)×X∗(T) −→ Z,
defined by χ(ξ(a)) = a〈χ,ξ〉, for χ ∈ X∗(T), ξ ∈ X∗(T) and a ∈ F×. We have a similar
statement for TS, with X
∗(TS) and X∗(TS) being Z-free of rank n− 1.
We let Φ ⊂ X∗(T) denote the set of roots of T acting on Lie(G) by conjugation; it is a
root system of type An−1. We partition Φ into two disjoint sets
Φ = Φ+ t Φ−,










for 1 ≤ i < j ≤ n, and Φ− := −Φ+. The Borel subgroup B of G corresponding to this
choice of positive roots is the subgroup of upper triangular matrices. We denote by U its
unipotent radical.
For 1 ≤ i ≤ n − 1, we let αi := αi,i+1 ∈ Φ+. The elements αi are simple roots, and
constitute a basis for Φ. We let si denote the reflection of X
∗(T) and associated to αi. The
reflections si generate a Coxeter group isomorphic to Sn, the symmetric group on n letters.
We describe this action explicitly. For α ∈ Φ, let
ϕα : SL2 −→ GLn
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denote the standard morphism of algebraic groups defined by the root α. If 1 ≤ i ≤ n− 1
and χ ∈ X∗(T), we define χsi by
χsi(t) := χni(t) = χ(nitn
−1
i ),

















In order to ease notation in the following discussion (and throughout the remainder of the
thesis), we let • denote either the empty symbol or S.
Since the group G• is split over F , the torus T• is extends to a smooth closed oF -
subgroup scheme of G• (see [Tits, 1979], Sections 3.4, 3.5, and 3.8). We may therefore
define the subgroup T•(oF ) of oF -valued points of T• (that is, elements with entries in o
×
F ),
and denote its maximal pro-p subgroup by T•(1 + pF ). By Teichmüller lifting, we will
identify T•(Fq), the group of Fq-valued points of T•, with a finite subgroup of T•(oF ).
We let NG•(T•) denote the normalizer of T• in G•, and define the following groups:
W•,0 := NG•(T•)/T•,
W• := NG•(T•)/T•(oF ),
W
(1)
• := NG•(T•)/T•(1 + pF ).
The elements ni for 1 ≤ i ≤ n − 1 defined above normalize the torus T•, and along
with T• generate NG•(T•). Hence, the group W•,0 is a finite Coxeter group isomorphic
to Sn, generated by (the classes of) the elements ni. Notice that we have an injection
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NGS(TS) ↪−→ NG(T ), which induces an isomorphism
WS,0 = NGS(TS)/TS
∼= NG(T )/T = W0.
Let α0 := α1 +α2 + . . .+αn−1 denote the highest root of the root system Φ with respect













We let Waff denote the subgroup of W generated by (the images of) the elements ni for
0 ≤ i ≤ n− 1. The group Waff is an affine Coxeter group of type Ãn−1 with generating set
S := {n1, . . . nn−1, n0}
and braid relations
ninj = 1 if |i− j| = 0,
(ninj)
3 = 1 if |i− j| = 1,
(ninj)
2 = 1 if |i− j| > 1,
where we consider the indices i, j modulo n, and where the products are computed in W .
We let ` : Waff −→ N denote the length function on the Coxeter group (Waff, S).
The following results are straightforward.
Proposition 5.2.1. We have an isomorphism of Coxeter groups WS ∼= Waff.
Proof. The elements ni all lie in NGS(TS), and it is clear that any element of NGS(TS) may
be written as a product of the ni and an element of TS(oF ). Hence, we have a surjection
NGS(TS) −→Waff, whose kernel is exactly NGS(TS) ∩ T (oF ) = TS(oF ).
Proposition 5.2.2. The group W
(1)
S is isomorphic to the subgroup of W
(1) generated by
(the images of) the elements ni for 0 ≤ i ≤ n− 1 and t ∈ TS(Fq).
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Proof. It is clear that we have a surjection from NGS(TS) onto the group described, whose
kernel is exactly NGS(TS) ∩ T (1 + pF ) = TS(1 + pF ).
Consider now the exact sequence
1 −→ TS −→ T −→ T/TS −→ 1,
where T/TS is a torus of rank 1. Taking the cocharacter group of this exact sequence, we
obtain
1 −→ X∗(TS) −→ X∗(T) −→ X∗(T/TS) −→ 1.
We fix a splitting of the surjection X∗(T) −→ X∗(T/TS), and denote by h′ ∈ X∗(T) a
cocharacter generating the image of this splitting.
We let W
(1)
aff denote the preimage in W
(1) of Waff under the natural projection map




and the images of the elements h′(a) for a ∈ F×q .











where the index is considered modulo n. One easily verifies that W is generated by (the
images of) the elments ni for 0 ≤ i ≤ n− 1 and ω, and moreover, we have a decomposition
W = ωZ nWaff
(cf. [Vignéras, 2005], Section 1.2). Consequently, W (1) is generated by (the images of) the
elements ni for 0 ≤ i ≤ n − 1, ω, and t for t ∈ T (Fq). By Proposition 1 of [Vignéras,
2005], the length function ` on Waff ∼= WS inflates to W (1) and W
(1)
S in such a way that
`(ω) = `(t) = 0 for every t ∈ T (Fq). For convenience, we shall further inflate the length
function from W (1) to NG(T ). Since the isomorphism of Proposition 5.2.2 preserves length,
we deduce the following.
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Proposition 5.2.3. The elements {ωjh′(a)}j∈Z,a∈F×q form a set of coset representatives for
the coset spaces W
(1)
S \W (1) and W (1)/W
(1)
S . In particular, the coset spaces admit represen-
tatives of length 0.
5.3 Pro-p-Iwahori-Hecke Algebras
5.3.1 Bruhat Decompositions
Let • denote either the empty symbol or S. By Sections 3.4 and 3.5 of [Tits, 1979], the
groups G• and T• have integral models over oF . We let I• denote the Iwahori subgroup
of G•, which we take to be the preimage under the quotient map G•(oF ) −→ G•(Fq) of
the Borel subgroup of G•(Fq) corresponding to Φ+ . We let I•(1) denote the pro-p radical
of I•. More explicitly, we have that I•(1) consists of all matrices in G• with entries in
oF , which are upper triangular and unipotent modulo pF . This yields the decomposition
I• = T•(Fq) n I•(1). Moreover, the elements ωjh′(a) of Proposition 5.2.3 normalize I• and
I•(1). See also Section 3.7 of loc. cit..






Here I•wI• denotes the double coset I•ẇI• for any lift ẇ in NG•(T•) of w. Using this, one






We define the pro-p universal module by
C• := c-indG•I•(1)(1),
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where 1 denotes the trivial character of I•(1). For any element g ∈ G•, we denote by
1I•(1)g ∈ C• the characteristic function of the coset I•(1)g. With this notation, we realize
the pro-p-Iwahori-Hecke algebra as
HFp(G•, I•(1)) = EndG•(C•)
∼= CI•(1)• .
For brevity, we will denote H• = HFp(G•, I•(1)). As in Chapter 2, for an element g ∈ G•,
we let T•g ∈ H• denote the endomorphism corresponding to the characteristic function of
the coset I•(1)gI•(1). By abuse of notation, we shall often speak of elements T
•
w, where
w ∈W (1)• ; by the Bruhat decomposition (equation (5.3.1)), this is independent of the choice
of lift of w to NG•(T•).
We will need one more algebra, defined as follows. Let Z be the center of G, and denote
by Z($Z) the subgroup of Z consisting of elements whose entries are a power of $. We
define G-representation C by
C := c-indGZ($Z)I(1)(1).
Once again, this space has a natural action of G. We set
H := HFp(G,Z($
Z)I(1)) = EndG(C) ∼= CZ($
Z)I(1) = CI(1);
the product on H is given by composition.
For 0 ≤ i ≤ n− 1, we let Ti denote the rank 1 subtorus of TS defined by the embedding












The structures of H• and H are summarized in the following theorem.
Theorem 27 ([Vignéras, 2005], Theorem 1 and [Ollivier and Sécherre, 2011], Section 5.1.3).
Let • denote either the empty symbol or S.
(i) As an Fp-vector space, the algebra H• has basis {T•w}w∈W (1)• .
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for any w,w′ ∈W (1)• satisfying `(ww′) = `(w) + `(w′).










(iv) The algebra HS is generated by the elements TSni and T
S
t for 0 ≤ i ≤ n−1, t ∈ TS(Fq).
(v) The algebra H is generated by the elements Tni ,Tω and Tt for 0 ≤ i ≤ n−1, t ∈ T (Fq).
(vi) We have an isomorphism of algebras
H ∼= H/(Tnω − 1).
For future applications, we will also need the affine subalgebra of H•.
Definition 5.3.1.
(i) We denote by Haff the vector subspace of H generated by Tw for w ∈ W
(1)
aff . By
Corollary 3 of [Vignéras, 2005], Haff is a subalgebra of H, called the affine pro-p-
Iwahori-Hecke algebra.
(ii) We define HS,aff to be equal to HS.
Remarks. (i) By Theorem 27 and the remarks following Proposition 5.2.2, we see that
Haff is generated by the elements Tni and Tt for 0 ≤ i ≤ n− 1 and t ∈ T (Fq).
(ii) Since the subgroup of WS generated by the elements ni, with 0 ≤ i ≤ n−1, is WS itself
(cf. Proposition 5.2.1), the second part of Definition 5.3.1 is consistent with Corollary
3 of [Vignéras, 2005].
We may now relate the various Hecke algebras.
Proposition 5.3.2.
(i) The linear map defined by
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f : HS −→ H
TSg 7−→ Tg
where g ∈ GS, is an injective algebra homomorphism.
(ii) Let Tg denote the image of Tg in H/(Tnω − 1) ∼= H. Then the linear map defined by
f : HS −→ H
TSg 7−→ Tg
where g ∈ GS, is an injective algebra homomorphism.
Proof. The proofs for both parts are similar; we prove the first assertion.
One can easily show that the GS-linear map defined by
f: CS −→ C|GS
1IS(1) 7−→ 1I(1)
is injective. Taking IS(1)-invariants gives the injection
HS ∼= CIS(1)S
f
↪−→ CIS(1) = CI(1) ∼= H,
which is easily seen to send TSg to Tg for g ∈ GS.
It remains to check compatibility of f with the algebra structures. The injectionW
(1)
S ↪−→
W (1) is compatible with the length function `; hence, if n, n′ ∈ NGS(TS) are two elements
satisfying `(nn′) = `(n) + `(n′), we get
f(TSn)f(T
S








f(τSi ) = τi
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This verifies our claim.
Using the proposition above, we shall henceforth identify HS with its images in H and
H. Thus, we have the following chain of inclusions:
HS,aff = HS ⊂ Haff ⊂ H
Proposition 5.3.3. Let h′ ∈ X∗(T) denote the fixed cocharacter lifting a generator of
X∗(T/TS).
(i) As a left (resp. right) HS-module, H is free with basis {Tωjh′(a)}j∈Z,a∈F×q .
(ii) As a left (resp. right) HS-module, H is free with basis {Tωjh′(a)}0≤j<n,a∈F×q .









is stable by the action of left and right multiplication by HS. Moreover, we have
H ∼= HS ⊕H′







is stable by the action of left and right multiplication by HS. Moreover, we have
H ∼= HS ⊕H′
as both left and right HS-modules.
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Proof. It is clear that H′ is stable by left multiplication by HS. To show it is stable by
right multiplication, let w ∈ W (1)S . One easily sees that ωjh′(a) normalizes NGS(TS) and
TS(1 + pF ), so that (by abuse of notation) we have ω
jh′(a)wh′(a)−1ω−j ∈ W (1)S . Since
`(ωjh′(a)) = 0, we obtain
Tωjh′(a)Tw = Tωjh′(a)wh′(a)−1ω−jTωjh′(a) ∈ HSTωjh′(a).
Over the next several sections, we present some consequences of the interactions between
these algebras.
5.4 Equivalence of Categories between GS-Representations
and HS-modules
5.4.1 Mod-p Representations
Throughout we let • denote either the empty symbol or S. We shall now be concerned
with the category RepFp(G•) of smooth representations of G• over Fp. Let π ∈ RepFp(G•);
Frobenius Reciprocity for compact induction gives
πI•(1) ∼= HomI•(1)(1, π|I•(1)) ∼= HomG•(c-ind
G•
I•(1)
(1), π) ∼= HomG•(C•, π),
where 1 denotes the trivial character of I•(1). The algebra H• has a natural right action
on HomG•(C•, π) by pre-composition, which induces a right action on πI•(1). In this way,
we obtain the functor of I•(1)-invariants
I• : RepFp(G•) −→ Mod−H•
π 7−→ πI•(1)




(G•) denote the full subcategory of RepFp(G•) of objects generated by their




(G•). The corollary to Lemma 2.4.1 implies that this functor is faithful.
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Given a right H•-module m, we may consider the G•-representation m⊗H• C•, with the
action of G• given on the right tensor factor. We thus obtain a functor
T• : Mod−H• −→ RepI•(1)Fp (G•)
m 7−→ m⊗H• C•.






(T•(m), π) = HomMod−H•(m, I•(π)).
We furthermore let Rep
I(1)
Fp











acts trivially. Taking I(1)-invariants of a representation in Rep
I(1)
Fp
(G)$=1 yields a right
H-module on which the element Tnω acts trivially. Therefore, we obtain a functor
I : RepI(1)Fp (G)$=1 −→ Mod−H
π 7−→ πI(1).
The adjoint functor T is given by
T : Mod−H −→ RepI(1)Fp (G)$=1
m 7−→ m⊗H C.
It is natural to ask whether the functors defined above induce equivalences of categories.
This shall be the main goal of this section. We begin with some simple lemmas.
Lemma 5.4.1.
(i) There exists an isomorphism
H⊗HS CS ∼= C|GS
which is both GS-equivariant and H-equivariant.
(ii) There exists an isomorphism
H⊗HS CS ∼= C|GS
which is both GS-equivariant and H-equivariant.
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Proof. We prove the first assertion. Recall the map f defined in the proof of Proposition
5.3.2:
f: CS −→ C|GS
1IS(1) 7−→ 1I(1)
It is obviously GS- and HS-equivariant. By Frobenius Reciprocity, we obtain a map f̃,
defined by
f̃: H⊗HS CS −→ C|GS
Tw ⊗ g.1IS(1) 7−→ Tw(f(g.1IS(1))) = g.Tw(1I(1))
for g ∈ GS. The map f̃ is GS- and H-equivariant. Therefore it remains to show that it is an
isomorphism.
We note that {ωjh′(a)}j∈Z,a∈F×q is a set of coset representatives for the double coset










I(1) (1) denotes the subspace of C with support contained in the double






It is clear that f̃ defines an isomorphism between Tωjh′(a) ⊗HS CS and c-ind
I(1)ωjh′(a)GS
I(1) (1),
which finishes the proof.
Corollary 5.4.2.
(i) Let m be a right H-module. We then have an isomorphism
m|HS ⊗HS CS ∼= m⊗H C|GS
as GS-representations.
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(ii) Let m be a right H-module. We then have an isomorphism
m|HS ⊗HS CS ∼= m⊗H C|GS
as GS-representations.
Proof. We have
m|HS ⊗HS CS ∼= m⊗H H⊗HS CS
∼= m⊗H C|GS ,
where the last line follows from the preceding lemma. The second claim follows similarly.
Corollary 5.4.3. The module C is flat over H if and only if CS is flat over HS, if and only
if C is flat over H.
Proof. This is a simple exercise in (non)commutative algebra, which we recall.
Assume first that CS is flat over HS, and let
0 −→ m′ −→ m −→ m′′ −→ 0
be a short exact sequence of right H-modules. Restricting to HS and tensoring by CS, we
obtain a short exact sequence
0 −→ m′|HS ⊗HS CS −→ m|HS ⊗HS CS −→ m
′′|HS ⊗HS CS −→ 0
of GS-representations. By Corollary 5.4.2, this exact sequence is equal to
0 −→ m′ ⊗H C|GS −→ m⊗H C|GS −→ m
′′ ⊗H C|GS −→ 0.
This implies that the sequence remains exact upon considering the action of G, and therefore
C is flat over H.
Assume conversely that C is flat over H, and let
0 −→ m′ −→ m −→ m′′ −→ 0
be a short exact sequence of rightHS-modules. Let m̃ = m⊗HSH denote the induced module
(with similar notation for m′ and m′′). Since H is free over HS, it is flat in particular, and
therefore we obtain an exact sequence of G-representations
0 −→ m̃′ ⊗H C −→ m̃⊗H C −→ m̃′′ ⊗H C −→ 0.
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Restricting to GS and once again applying Corollary 5.4.2, we obtain an exact sequence of
GS-representations
0 −→ m̃′|HS ⊗HS CS −→ m̃|HS ⊗HS CS −→ m̃
′′|HS ⊗HS CS −→ 0.
Since HS is a direct factor of H as an HS-module (cf. Corollary 5.3.4), we know that
m⊗HS CS is a direct factor of m̃|HS ⊗HS CS (and likewise for m′ and m′′). Hence, we obtain
a diagram
m′ ⊗HS CS // _

m⊗HS CS // _

m′′ ⊗HS CS // _

0
0 // m̃′|HS ⊗HS CS // m̃|HS ⊗HS CS // m̃′′|HS ⊗HS CS // 0
where both rows are exact and all squares commute. This implies that the leftmost arrow in
the top row is injective, which implies CS is flat overHS. The proof of the second equivalence
is similar.
Corollary 5.4.4.
(i) Let n = 2. Then CS is flat if and only if q = p.
(ii) Let n = 3 and assume q = p. Then CS is flat if and only if p = 2.
Proof. Using the previous corollary, part (i) follows from [Ollivier, 2007], Théorème 1, while
part (ii) follows from [Ollivier and Sécherre, 2011], Théorème 7.15.
Lemma 5.4.5. Assume that (n, q) = 1 and let π ∈ RepI(1)Fp (G). We then have an equality
of vector spaces πIS(1) = πI(1).
Proof. It is clear that πI(1) ⊂ πIS(1). We prove the opposite inclusion.
Consider the short exact sequence
1 −→ IS(1) −→ I(1)
det−→ 1 + pF −→ 1.
By Proposition 6(b) of Chapitre IV and Lemme 2 of Chapitre V of [Serre, 1968], the map
x 7−→ xn is an automorphism of 1 + pF (since p and n are relatively prime). Hence, if Z
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gives an isomorphism 1 + pF ∼= Z(1 + pF ), and a section to the surjection I(1)
det−→ 1 + pF .
Thus, we have a decomposition
I(1) ∼= IS(1)× Z(1 + pF ).
Now, since Z(1 + pF ) is contained in I(1), it acts trivially on π
I(1). As π is generated
by its space of I(1)-invariants, Z(1 + pF ) acts trivially on the whole of π. Hence, by the
above decomposition, we get πIS(1) ⊂ πI(1).
Remark 5.4.6. By considering the action of H on πI(1) and restricting to HS, the above
lemma actually yields an isomorphism of HS-modules
πIS(1) ∼= πI(1)|HS . (5.4.2)




(G) and Mod − H if and only if IS and TS induce and equiva-
lence of categories between Rep
IS(1)
Fp
(GS) and Mod−HS, if and only if I and T induce an




Proof. Once again, the proofs of both equivalences are similar. We prove the first statement.
(=⇒) Assume first that I and T induce an equivalence of categories, and let m be a
right HS-module. We will show that the natural map
m −→ IS ◦ TS(m) = (m⊗HS CS)IS(1)
m 7−→ m⊗ 1IS(1)
is an isomorphism.
Let m̃ denote the induced H-module m⊗HS H, and let m′ denote the right HS-module
m⊗HS H′ (where H′ is as in Corollary 5.3.4). Since HS is a direct summand of H, we have
an injection
m ↪−→ m̃|HS ∼= m⊕m
′.
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By Corollary 5.4.2, we have (in the category of GS-representations)
m̃|HS ⊗HS CS ∼= m̃⊗H C|GS .
Taking IS(1)-invariants of both sides and applying equation (5.4.2) gives
(m̃|HS ⊗HS CS)
IS(1) ∼= (m̃⊗H C|GS)
IS(1)
∼= (m̃⊗H C)I(1)|HS .
Since I and T induce an equivalence, we have that the homomorphism
m̃ −→ I ◦ T (m̃) = (m̃⊗H C)I(1)
m 7−→ m⊗ 1I(1)
is bijective. Thus we get
m̃|HS ∼= (m̃⊗H C)
I(1)|HS
∼= (m̃|HS ⊗HS CS)
IS(1),
and in particular
m⊕m′ ∼= (m⊗HS CS)
IS(1) ⊕ (m′ ⊗HS CS)
IS(1).
Since the image of m (resp. m′) under the natural map m̃ −→ (m̃⊗H C)I(1) must lie in the
space (m⊗HS CS)IS(1) (resp. (m′ ⊗HS CS)IS(1)), we conclude that
m ∼= (m⊗HS CS)
IS(1) = IS ◦ TS(m).
Now let π ∈ RepIS(1)Fp (GS), and consider the natural map
TS ◦ IS(π) = πIS(1) ⊗HS CS −→ π
v ⊗ 1IS(1)g−1 7−→ g.v,
where v ∈ πIS(1) and g ∈ GS. Since π is generated by its space of IS(1)-invariant vectors,
this map is surjective. Letting π′ denote its kernel, we obtain a short exact sequence
0 −→ π′ −→ πIS(1) ⊗HS CS −→ π −→ 0.
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Taking IS(1)-invariants of this short exact sequence yields
0 −→ (π′)IS(1) −→ (πIS(1) ⊗HS CS)
IS(1) −→ πIS(1),
and the statement just proved shows that the third arrow is an isomorphism. Hence
(π′)IS(1) = 0, and faithfulness of the functor IS shows π′ = 0. We conclude that
TS ◦ IS(π) = πIS(1) ⊗HS CS ∼= π.
(⇐=) Assume now that IS and TS induce an equivalence of categories, and let m ∈
Mod−H. Consider the natural map
m −→ I ◦ T (m) = (m⊗H C)I(1)
m 7−→ m⊗ 1I(1).
We claim that this map is an isomorphism. Indeed, if we restrict this morphism to HS and
use Corollary 5.4.2 and equation (5.4.2), we obtain




∼= (m|HS ⊗HS CS)
IS(1).
Since IS and TS induce an equivalence of categories, this map is an isomorphism, and we
obtain
m ∼= (m⊗H C)I(1) = I ◦ T (m).











T ◦ I(Π) = ΠI(1) ⊗H C ∼= Π.
Corollary 5.4.7. Let I : RepI(1)Fp (G) −→Mod−H denote the functor of I(1) invariants.
(i) The functor I induces an equivalence of categories for n = 2 and F = Qp with p > 2.
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Let IS : RepIS(1)Fp (GS) −→Mod−HS denote the functor of IS(1) invariants.
(ii) The functor IS induces an equivalence of categories for n = 2 and F = Qp with p > 2.
(iii) The functor IS does not induce an equivalence of categories when n = 2 and q > p > 2.
(iv) The functor IS does not induce an equivalence of categories when n = 2 and F =
Fp((T )) with p > 2.
(v) The functor IS does not induce an equivalence of categories when n = 3 and q = p > 3.
Proof. Using Theorem 28 above, parts (i) - (iv) follow from Théorème 1.3 of [Ollivier, 2009],
and part (v) follows from Corollary 5.4.4.
5.4.2 Generalizations
We now provide some generalizations of the above results. As the proofs are virtually the
same as the ones given above for GLn, we will omit them (for the most part), and only
indicate where they differ. Throughout this section, we will conflate the symbols for an
algebraic group and its group of F -rational points in order to ease notation.
5.4.2.1 Other Reductive Groups
Let G denote the group of F -rational points of a connected, reductive group which is split
over F , with simply connected derived subgroup. We denote by GS the group of F -rational
points of the derived subgroup, by T the F -rational points of a maximal split torus of G,
and set TS := T ∩GS. The set of roots of T acting on Lie(G) is denoted by Φ, and we fix
a set of simple roots Π ⊂ Φ; restriction to TS gives a bijection between Φ and the set of
roots of TS acting on Lie(GS) ([Borel, 1991], Section 21.1).
Let • denote either the empty symbol or S. Each of the groups defined above have
integral models defined over oF (cf. [Tits, 1979], Sections 3.4, 3.5, and 3.8), and therefore
we can speak of the subgroup T•(oF ), its maximal pro-p subgroup T•(1 + pF ), and the
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group T•(Fq). We define the following Weyl groups:
W•,0 := NG•(T•)/T•
W• := NG•(T•)/T•(oF )
W(1)• := NG•(T•)/T•(1 + pF )
The choice of simple roots Π along with the set of maximal roots of Φ provides us with
a set of simple affine reflections in W•; we let W•,aff denote the subgroup these reflections
generate. See [Lusztig, 1989], Section 1.5 for more details.
The injection NGS(TS) ↪−→ NG(T) induces an injection
WS = NGS(TS)/TS(oF )
ι
↪−→ NG(T)/T(oF ) = W,
which fits into a diagram








1 // X∗(T) //W //W0 // 1
(5.4.3)
with exact rows and commuting squares. Here we have used the isomorphism X∗(T•) ∼=
T•/T•(oF ), given by sending a cocharacter ξ to the class of ξ($−1).
We have the following results regarding the above Weyl groups.
Proposition 5.4.8. The map ι induces an isomorphism WS,0 ∼= W0.
Proof. This follows from Section 21.1 and Theorem 21.2 of [Borel, 1991].
Proposition 5.4.9. The map ι induces an isomorphism WS ∼= Waff.
Proof. We note firstly that ι restricts to a bijection between the coroots of TS and the
coroots of T. By fixing compatible splittings in diagram (5.4.3), the discussion contained in
Section 1.5 of [Lusztig, 1989] and the previous proposition imply that the map ι induces an
isomorphism between WS,aff and Waff. The assumption that GS is simply connected implies
that the submodule of X∗(TS) generated by the coroots of GS is the whole of X∗(TS), and
therefore WS,aff = WS.
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Now, Section 1.5 of [Lusztig, 1989] implies that W admits a decomposition
W ∼= Ω nWaff ∼= Ω nWS,
where Ω denotes the subgroup of elements of length 0 in W (the length on W is defined in
Section 1.4 of loc. cit.). Furthermore, the groups W(1)• and W• fit into a diagram










1 // T(Fq) //W(1) //W // 1
with exact rows and commuting squares. The length function on W(1)• is given by inflation
from W•, and after a quick diagram chase, we conclude the following.
Proposition 5.4.10. The coset spaces W(1)S \W(1) and W(1)/W
(1)
S admit representatives of
length 0.
We may now define the Hecke algebras. By Sections 3.4 and 3.5 of [Tits, 1979], the
groups G and T have integral models over oF . We let I denote the preimage under the
projection map G(oF ) −→ G(Fq) of the Borel subgroup of G(Fq) defined by Π. We let I(1)
denote the pro-p radical of I, and set IS := GS ∩ I, IS(1) := GS ∩ I(1). We consider the
G•-representation C• defined by
C• := c-indG•I•(1)(1).
We define the pro-p-Iwahori-Hecke algebra as
H• := HFp(G•, I•(1)) = EndG•(C•);
by Frobenius Reciprocity, we have an identification H• ∼= CI•(1)• , with the algebra structure
given by convolution of functions. Using a slight generalization of the Bruhat decomposition
(see Section 3.3.1 of [Tits, 1979] and Theorem 6 of [Vignéras, 2005]), we see that a basis for
H• is given by the characteristic functions of the double cosets I•(1)ẇI•(1), where ẇ is any
lift of an element of W(1)• . Theorem 1 of [Vignéras, 2005] once again gives us the structure
of the algebra H•, and we deduce the following results.
Proposition 5.4.11. There exists an injection of algebras
HS ↪−→ H,
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which makes H into a free module over HS. Moreover, HS is a direct summand of H, both
as a left and right HS-module.
Proposition 5.4.12. There exists an isomorphism
H⊗HS CS ∼= C|GS ,
which is both GS-equivariant and H-equivariant.
Corollary 5.4.13. The module C is flat over H if and only if CS is flat over HS.
5.4.2.2 Iwahori-Hecke Algebras
We now briefly recall Iwahori-Hecke algebras for the groups GLn(F ) and SLn(F ). The
comparison of these algebras has been initiated by Abdellatif in [Abdellatif, 2011], Section
6.2.






The Iwahori-Hecke algebra is defined as
H• := HFp(G•, I•) = EndG•(C•);
once again, we have H• ∼= C I•• , with the algebra structure given by convolution of functions.
Section 3.3.1 of [Tits, 1979] shows that a basis for H• is given by characteristic functions
of the double cosets I•ẇI•, where ẇ is any lift of an element of W•. The structure of H• is
given by [Iwahori and Matsumoto, 1965], Theorem 3.3 and Proposition 3.4, and we again
deduce the following results.
Proposition 5.4.14. There exists an injection of algebras
HS ↪−→H ,
which makes H into a free module over HS. Moreover, HS is a direct summand of H ,
both as a left and right HS-module.
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Proof. The first claim is Théorème 6.2.1, part 2, of [Abdellatif, 2011]. The statements about
freeness and the direct sum decomposition follow exactly as in the proofs of Proposition
5.3.3 and Corollary 5.3.4, respectively.
Proposition 5.4.15. There exists an isomorphism
H ⊗HS CS ∼= C |GS ,
which is both GS-equivariant and H -equivariant.
Corollary 5.4.16. The module C is flat over H if and only if CS is flat over HS.
5.5 L-Packets of HS-modules
Once again, we let • denote either the empty symbol or S throughout.
5.5.1 Supersingular Hecke Modules
We recall the following definition of supersingular modules.
Definition 5.5.1 ([Vignéras, 2005], Definition 3). Let m be a nonzero right H•-module.
Then m is said to be supersingular if the center of H• acts by a character which is null.
For a more precise definition of a null character of the center of H•, we refer to Definition
2 (loc. cit.). We have the following theorems on the structure of supersingular modules.
Theorem 29. Let m be a simple supersingular right H•-module. Then m contains a char-
acter for the affine pro-p-Iwahori-Hecke algebra H•,aff.
Proof. When G• = G = GLn(F ), this is the exactly the content of Section 7 of [Ollivier,
2010]. In fact, the same proofs apply to the group GS. One only needs to verify that the
proof of Proposition 7.2 (loc. cit.) goes through. We consider the monoid of dominant
elements in TS/TS(oF ), by which we mean those classes whose representatives t satisfy
t(U ∩ I)t−1 ≤ U ∩ I. By Gordan’s Lemma, the monoid of dominant elements in TS/TS(oF )
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is finitely generated. We simply replace the condition “nj is at least 2” in the proof of
Proposition 7.2 of loc. cit. by “nj is at least N + 1,” where N = max(〈α, µ〉) with α
ranging over Φ+ and µ ranging over the generators of the dominant elements of TS/TS(oF )
(using the inverse of the isomorphism X∗(TS) ∼= TS/TS(oF ) sending ξ to the class of ξ($)).
See also Proposition 5.10 of [Ollivier, 2013].
The characters of the algebraH•,aff are described explicitly by the following construction.
Let λ : T•(Fq) −→ F
×
p be a character, and set
Sλ := {ni ∈ S : λ|Ti(Fq) is the trivial character of Ti(Fq)}.
We remark that the set Sλ can never have size n− 1; if the character λ is trivial on n− 1
of the tori Ti(Fq), then it must be trivial on the remaining one.
Proposition 5.5.2 (Proposition 2 in [Vignéras, 2005]). The Fp-valued characters of H•,aff
are parametrized by pairs (λ, J), where λ : T•(Fq) −→ F
×
p is a character and J ⊂ Sλ. We
denote the character associated to the pair (λ, J) by χ•λ,J . This character is defined by
(1) χ•λ,J(Tt) = λ(t) for t ∈ T•(Fq),
(2) χ•λ,J(Tni) = 0 if ni 6∈ J ,
(3) χ•λ,J(Tni) = −1 if ni ∈ J .
Let 1 denote the trivial character of T•(Fq). The proposition above shows in particular,
that the algebra H•,aff possesses two distinguished characters: the trivial character χ•1,∅,
sending all Tni to 0, and the sign character χ
•
1,S , sending all Tni to −1.
Since the algebras HS,aff and HS coincide, Theorem 29 implies that every simple super-
singular module of HS is a character. We have the following converse. This result is due to
Rachel Ollivier, and I would like to thank her for allowing me to include it here.
Theorem 30. Let χSλ,J : HS −→ Fp be a character, which is not the trivial or sign character.
Then χSλ,J is supersingular.
Proof. The case n = 2 is easily verified by hand (or we may refer to Proposition 3.8.3), so
we assume n > 2.
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Recall from [Vignéras, 2005], Corollary 2, that we have an involutive automorphism ı of
HS defined by
ı(Tni) = −Tni + τi, ı(Tt) = Tt
for t ∈ TS(Fq). By Proposition 3.2 of [Ollivier, 2013], χSλ,J is supersingular if and only if
χSλ,J ◦ ı = χSλ,SλrJ is supersingular, so way may assume χ
S
λ,J(Tn0) = 0.
Let Π′λ denote the subset of {n1, . . . , nn−1} = S r {n0} such that λni = λ for every
ni ∈ Π′λ, and set Πλ = Π′λ r J . Let X∗(TS) ⊗Z R denote the standard apartment of the
Bruhat-Tits building of GS, v0 the vertex corresponding to GS(oF ), and C the chamber
corresponding to IS. We let F denote the facet of C containing v0 satisfying
{ni ∈ S r {n0} : 〈αi, ξ〉 = 0 for all ξ ∈ F} = Πλ.
If F was equal to v0, we would have Πλ = Π
′
λ = Sr{n0}, which implies J = ∅. Since n > 2,
this gives λ = 1, implying that χSλ,J is the trivial character. Hence, we must have F 6= v0.
Fix ξ ∈ X∗(TS) such that 〈αi, ξ〉 ≥ 0 for 1 ≤ i ≤ n−1, and such that `(ξ) > 0 (we define
the length of a cocharacter using the isomorphism X∗(TS) ∼= TS/TS(oF ) ⊂ WS sending ξ
to the class of ξ($)). Let zξ denote the central element defined by ξ (cf. [Ollivier, 2013],




where B+F (ξ) denotes the generalized Bernstein function defined in [Ollivier, 2012]. One
can show, using the existence of a unique highest root, that the condition F 6= v0 implies
B+F (ξ) ∈ Tn0HS. This gives the desired result, since χ
S
λ,J(Tn0) = 0. See also Theorem 5.13
of [Ollivier, 2013].
5.5.2 L-packets
Consider now a simple supersingular module m for H. By Theorem 29, m|Haff contains a
character. Restricting to HS, we obtain a character χ of HS, which furthermore must be
supersingular. By the construction of the character χ, the underlying vector space is stable
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by simplicity of m.
The element ω acts on the set S by conjugation, and we see that
χ•λ,J · Tω ∼= χ•λω ,ω−1Jω, (5.5.4)
where λω is defined by λω(t) = λ(ωtω−1) for t ∈ T•(Fq) ∼= I•/I•(1). This leads to the
following definition.
Definition 5.5.3. Let λ : TS(Fq) −→ F
×
p be a character, and J ⊂ Sλ ⊂ S. We define an




∼= χSλ,J · Tω.
We define an L-packet of HS-modules to be an orbit of ωZ acting on characters of HS.
We say an L-packet is supersingular if it consists entirely of supersingular characters, or,
equivalently, if it contains a supersingular character.
In particular, we see that the size of an L-packet must divide n.
Definition 5.5.4. We say a supersingular character χSλ,J is regular if there exists a sim-
ple supersingular H-module m of dimension n such that χSλ,J is a Jordan-Hölder factor of
m|HS. We say an L-packet is regular every character contained in the packet is regular, or,
equivalently, if it contains a regular character.
It is an easy exercise to see that if m is a simple n-dimensional supersingular H-module,
the restriction m|Haff is a direct sum of n distinct characters. This implies that χSλ,J is
regular if and only if, for any character λ̃ : T (Fq) −→ F
×
p satisfying λ̃|TS(Fq) = λ, the orbit
of the character χ
λ̃,J
of Haff has size n under the action of ωZ (where the action of ωZ on
χ
λ̃,J
is defined by equation (5.5.4)).
Lemma 5.5.5.
(i) The number of supersingular characters of HS is q + q2 + . . .+ qn−1.










where µ : N −→ {−1, 0, 1} denotes the Möbius function.
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Proof. (i) We identify characters λ of TS(Fq) with elements of (Z/(q− 1)Z)n/〈(1, 1, . . . , 1)〉,
that is, equivalence classes of n-tuples ((a1, a2, . . . , an)). Let χ
S
λ,J be a character of HS,
where J is a subset of S, and λ is identified with ((a1, a2, . . . , an)). The condition ni ∈ J
implies that ai − ai+1 ≡ 0 (mod q − 1), with the indices taken modulo n. Thus, given
J ( S, there are exactly (q−1)n−1−|J | characters λ such that χSλ,J is a character of HS, and
exactly one character λ such that χSλ,S is a character of HS. Therefore, the total number of











(q − 1)n−j − 1

= 1 + (q − 1)−1(qn − 1)
= 2 + q + q2 + . . .+ qn−1.
Since the only characters which are not supersingular are the trivial and sign characters,
the result follows.
(ii) By the remark following Definition 5.5.4, a character χSλ,J is regular if and only if we
can find χ
λ̃,J
“lifting χSλ,J” whose orbit under ω
Z has size n. The result then follows from
[Vignéras, 2005], Lemma 15 Part (3).
In what follows, we let (e1, . . . , ej) denote the greatest common divisor of the integers




the q-analog of a.
To proceed further, we need a combinatorial lemma.
Lemma 5.5.6. Let f : N −→ C be an arbitrary arithmetic function, let µ : N −→ {−1, 0, 1}
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(−1)j |{1 ≤ e1 < . . . < ej < m : ei|m, (e1, . . . , ej) = e}|;








(−1)j |{1 ≤ e′1 < . . . < e′j < m′ : e′i|m′, (e′1, . . . , e′j) = 1}|.
The claim now follows from (the example following) Proposition 4.29 in [Aigner, 1997]: one
takes P to be the distributive lattice of divisors of m′, with partial order given by x  y if
and only if y divides x.
Proposition 5.5.7. Let d be a divisor of n, and let g(d) denote the number regular super-












, q − 1
)
.
Proof. Let χSλ,J be a supersingular character whose orbit under ω
Z has size dividing d. This
means that ω−dJωd = J , that is, the set J is stable under the map ni 7−→ ni+d. Hence, the
subsets J of S satisfying ω−dJωd = J correspond bijectively to subsets J ′ of {n1, . . . , nd}
in the obvious way.
Let λ correspond to the equivalence class
((a1, a2, . . . , an)) ∈ (Z/(q − 1)Z)n/〈(1, 1, . . . , 1)〉.
The condition λω
d
= λ implies that there exists z ∈ Z/(q − 1)Z such that
ai+d ≡ ai + z (mod q − 1)










ai+jd (mod q − 1),
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(nd , q − 1)
)
.
The element corresponding to λ takes the form((













Now, let J ⊂ S satisfy ω−dJω = J , and let J ′ be the subset of {n1, . . . , nd} to which it
corresponds. Note that J ′ must be a proper subset, else we would have J = S and λ would




for which J corresponds to a fixed J ′ is therefore equal to
(q − 1)d−1−|J ′|
(n
d
, q − 1
)
.
Hence, the total number of supersingular characters satisfying ωd.χSλ,J = χ
S




(q − 1)d−1−|J ′|
(n
d
, q − 1
)












, q − 1
)
= −1 + (q − 1)−1(qd − 1)
(n
d
, q − 1
)
= −1 + [d]
(n
d
, q − 1
)
(the −1 accounts for the contribution of the trivial character χS1,∅).
It remains to verify how many of these characters are regular. Let λ̃ : T (Fq) −→ F
×
p
be a character whose restriction to TS(Fq) is equal to λ, and let e be a proper divisor
of n. Denote by χ
λ̃,J
: Haff −→ F
×
p a character of the affine Hecke algebra Haff “lifting





. This implies in particular that ω−eJωe = J ; hence,
we obtain ω−(d,e)Jω(d,e) = J , and the set of such J correspond bijectively to subsets J ′ of
{n1, . . . , n(d,e)}.
We let λ̃ correspond to
(a1, a2, . . . , an) ∈ (Z/(q − 1)Z)n
(lifting the class ((a1, a2, . . . , an)) ∈ (Z/(q − 1)Z)n/〈(1, 1, . . . , 1)〉 above). By the above
computation, the n-tuple corresponding to λ̃ is of the form(
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For an integer i ∈ Z, we let i ∈ Z denote the unique integer satisfying 0 < i ≤ d and
i ≡ i (mod d). The n-tuple corresponding to λ̃ then satisfies





z (mod q − 1) (5.5.5)
for every 0 < i ≤ n. The condition λ̃ωe = λ̃ implies, for example, that





z (mod q − 1)





j = d(d,e) above yields
e
(d, e)
z ≡ 0 (mod q − 1),
which gives
z ≡ 0
mod q − 1(
e
(d,e) , q − 1
)
 .
Equation (5.5.5) above also has the following consequence. Fix 0 < i ≤ (d, e). For
any integer 0 ≤ m < n(d,e) , there exists a unique integer 0 ≤ j <
d
(d,e) such that je ≡
m(d, e) (mod d). This gives












































z (mod q − 1).
This implies that the character λ̃ is determined by the integers a1, . . . , a(d,e) and the element
z. Proceeding as above, given a proper subset J ′ of {n1, . . . , n(d,e)}, we obtain




, q − 1
)
characters χSλ,J such that the lift χλ̃,J has an orbit of size dividing e, with J corresponding
to a fixed J ′. Hence, the total number of supersingular characters χSλ,J such that the lift
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χ
λ̃,J
has an orbit of size dividing e is




, q − 1
)
.














−1+[(d, e1, . . . , ej)]
(
(e1, . . . , ej)
(d, e1, . . . , ej)
, q − 1
)
.
Applying Lemma 5.5.6 with f(e) = −1 + [(d, e)]
(
e
(d,e) , q − 1
)






= 0 gives the result.








(e, q − 1).
As a function of n, g(1) is multiplicative; this property implies that
g(1) =

ϕ(n) if (n, q − 1) = n,
0 if (n, q − 1) 6= n,
where ϕ denotes Euler’s phi function.
Corollary 5.5.9. Let d be a divisor of n, and let h(d) denote the number of regular super-












Proof. By the inclusion-exclusion principle and Lemma 5.5.6, the total number of regular

















Lemma 5.5.10. Let d be a divisor of n.
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(i) We have g(d) 6= 0 if and only if
(
n
d , q − 1
)
= nd .
(ii) We have h(d) 6= 0 if and only if
(
n
d , q − 1
)
= nd .
Proof. By Corollary 5.5.9, it suffices to prove the first claim. The proof is a tedious (but
straightforward) exercise in elementary number theory, and is left to the reader.
5.6 Projective Galois Representations
For preliminaries on Galois groups and Galois representations, we refer to Section 4.6. We
now consider projective representations.
Definition 5.6.1. By an n-dimensional mod-p projective Galois representation we mean
a continuous homomorphism from GF to PGLn(Fp), where PGLn(Fp) is given the discrete
topology. We say a projective Galois representation is irreducible if it does not factor
through a proper parabolic subgroup of PGLn(Fp). Moreover, we say two projective rep-
resentations σ and σ′ are equivalent if there exists an element m ∈ PGLn(Fp) such that
σ(g) = mσ′(g)m−1 for all g ∈ GF . This equivalence relation will be denoted σ ∼ σ′.
Given any n-dimensional Galois representation ρ, we denote by
JρK : GF
ρ−→ GLn(Fp) −→ PGLn(Fp)
the projective representation obtained as the composition of ρ with the natural quotient
map. The extent to which these representations constitute all projective Galois representa-
tions is given by the following theorem.
Theorem 31. We have
H2(GF ,F
×
p ) = 0,
where we consider continuous cohomology. Consequently, every irreducible n-dimensional
projective Galois representation lifts to a genuine Galois representation, i.e., is of the form
JρK, where ρ is a continuous irreducible n-dimensional Galois representation.
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Proof. This follows from (the proof of) Theorem 4 (and its corollary) in [Serre, 1977a]; one
simply uses the decomposition F×p ∼=
⊕
` 6=pQ`/Z`.

































Since we are interested in irreducible projective Galois representations, the above results






Definition 5.6.3. Let σ be an irreducible projective Galois representation of dimension n.
We will say a Galois representation ρ is a lift of σ if ρ is of the form
ρ = indGFGFn
(ωrn)
and JρK ∼ σ.



















Hence, any irreducible projective Galois representation has at most q−1 isomorphism classes
of lifts. This also shows we may always choose a lift satisfying 0 ≤ r < [n].
Proposition 5.6.4. Let d be a divisor of n and let r ∈ Z/(qn − 1)Z with 0 ≤ r < [n]. The
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Proof. Firstly, note that for a, b ∈ N, we have the equation




, q − 1
)
(5.6.6)
(see, for example, equation (13) under the entry “Greatest Common Divisor” in [Weisstein,
2003]).
Assume we have
(qd − 1)r ≡ 0 (mod [n]).





[d](nd , q − 1)
)
.
Hence, we have r ≡ s [n]
[d](nd ,q−1)
with 0 ≤ s < [d](nd , q− 1). It remains to determine which of
these elements are primitive. Let e be a proper divisor of n, and assume




d , q − 1





























































































CHAPTER 5. NUMERICAL LANGLANDS CORRESPONDENCE FOR SLN (F )
is equivalent to
s ≡ 0




(d,e) , q − 1
)
 .









, q − 1
)
.
Using the inclusion-exclusion principle, the number of 0 ≤ r < [n] which are primitive and













[(d, e1, . . . , ej)]
(
(e1, . . . , ej)
(d, e1, . . . , ej)
, q − 1
)
;
applying Lemma 5.5.6 with f(e) = [(d, e)]
(
e
(d,e) , q − 1
)
yields the result.
Corollary 5.6.5. Let d be a divisor of n, and let r ∈ Z/(qn − 1)Z with 0 ≤ r < [n].
The number of such r which are primitive and such that d is the minimal integer satisfying








Proof. This follows from the previous proposition, the inclusion-exclusion principle, and
Lemma 5.5.6 (cf. the proof of Corollary 5.5.9).
Lemma 5.6.6. Assume σ is an irreducible projective Galois representation of dimension
n, and let indGFGFn
(ωrn) be a fixed lift of σ with 0 ≤ r < [n]. Then the number of isomorphism
classes of lifts of σ is of the form d q−1n , where d is a divisor of n. Moreover, σ has exactly
d q−1n isomorphism classes of lifts if and only if d is the minimal divisor of n satisfying
qdr ≡ r (mod [n]).
Proof. There is nothing to prove if σ has q − 1 lifts, so assume that σ has fewer than q − 1
isomorphism classes of lifts. This means exactly that there exists some integer 1 ≤ d < n
and some 0 ≤ m < q − 1 such that
r +m[n] ≡ qdr (mod qn − 1). (5.6.7)
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One easily verifies that we may take d to be a proper divisor of n, and we may further take
d to be the smallest such divisor. Proceeding as in the proof of Proposition 5.6.4, we get
that




d , q − 1
) (mod qn − 1),
with 0 ≤ s < [d]
(
n
d , q − 1
)
. Substituting into equation (5.6.7) above, we obtain
m ≡ s q − 1(n
d , q − 1
) (mod q − 1),
where 0 ≤ s <
(
n
d , q − 1
)
is the unique integer satisfying s ≡ s (mod
(
n
d , q − 1
)
).
Now, the assumption that qdr ≡ r (mod [n]) implies g(d) 6= 0, so that
(
n
d , q − 1
)
= nd by




d , q − 1
)




[n] ≡ r + q − 1(n
d , q − 1
) [n] ≡ qd′r (mod qn − 1)



















are pairwise nonisomorphic. This shows that σ has exactly d q−1n isomorphism classes of
lifts.
We again suppose that d is a proper divisor of n. Assume now that σ has exactly d q−1n
isomorphism classes of lifts, so that
(
n
d , q − 1
)















[n] ≡ qer (mod qn − 1)
for some 1 ≤ e < n. Adding (nd − 1)d
q−1
n [n] to both sides and applying this equation
recursively, we obtain





[n] ≡ qne/dr (mod qn − 1).
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[n] ≡ qudr (mod qn − 1),
where u is some invertible element of Z/ndZ; adding an appropriate multiple of d
q−1
n [n] to




[n] ≡ qdr (mod qn − 1)
for some s. Thus, d satisfies qdr ≡ r (mod [n]). If d was not the minimal such divisor, then
the first part of the proof shows that we would obtain fewer than d q−1n isomorphism classes
of lifts, a contradiction.
Corollary 5.6.7. Let d be a divisor of n. The number of irreducible projective Galois













Proof. By the preceding lemma, the number of such representations is equal to the number
of primitive 0 ≤ r < [n] such that d is the minimal integer satisfying qdr ≡ r (mod [n]),
subject to the equivalence relation r ≈ r′ if r′ ≡ qar (mod [n]) for some a ∈ Z. Corollary
5.6.5 implies that this number is exactly h(d).
Remark 5.6.8. The statement of the corollary should be understood in the following sense:
we have d q−1n ∈ Z if and only if
(
n
d , q − 1
)
= nd , if and only if h(d) 6= 0 by Lemma 5.5.10.
Corollary 5.6.9. Let d be a divisor of n. The number of regular supersingular L-packets of
HS-modules of size d is equal to the number of irreducible projective Galois representations of
dimension n having exactly d q−1n isomorphism classes of lifts. In particular, the number of
regular supersingular L-packets of HS-modules is equal to the number of irreducible projective
Galois representations of dimension n.
Proof. This follows from Corollaries 5.5.9 and 5.6.7, and Lemma 5.6.6.
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5.6.1 Comparison with Große-Klönne’s Functor
Große-Klönne has recently constructed a functor from the category of right HS-modules to
the category of étale (ϕr,Γ0)-modules ([Große-Klönne, 2013]). When applied to the group
GLn(Qp), his construction, composed with Fontaine’s equivalence of categories, yields a
bijection between isomorphism classes of (absolutely) simple, supersingular rightH-modules
of dimension n and isomorphism classes of (absolutely) irreducible n-dimensional mod-p
representations of Gal(Qp/Qp). We now analyze these (ϕr,Γ0)-modules for SLn(Qp). For
this subsection only, we adhere to the notation of loc. cit.; the reader should consult that
article for precise statements and definitions.
We take F = Qp, oF = Zp, with residue field Fp, and uniformizer $ = p. We let k
denote the residue field in a fixed (sufficiently large) finite extension of Qp. Let X denote the
Bruhat-Tits building of GS, and A = X∗(TS)⊗Z R the standard apartment corresponding
to TS. We let C be the chamber corresponding to the Iwahori subgroup IS, and choose
a semiinfinite chamber gallery as follows: the building X is naturally isomorphic to the
semisimple building of G, and therefore G acts on X. For i ≥ 0, we set
C(i) := (n−1n−1ω)
i.C,
and note that the action on A of
(n−1n−1ω)











is the same as the action of
φ := n−1n−1n
−1





We have φ.C(i) = C(i+n) by definition. The choice of a chamber gallery and such an element
φ provides us with a half tree Y ⊂ X and a simplicial isomorphism between Y and “the
half tree of PGL2(Qp)” (cf. loc. cit., Section 3).
To every simple supersingular HS-module χSλ,J we associate an n-tuple of integers
(k1, . . . , kn−1, kn)
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 = xki+1 .
If λ|Ti(Fp) is not the trivial character of Ti(Fp), then ki+1 is uniquely determined. The
condition of λ|Ti(Fp) being equal to the trivial character of Ti(Fp) is equivalent to ni ∈ Sλ;
in this case, we set ki+1 = p − 1 if ni ∈ J and ki+1 = 0 otherwise. Likewise, we define





 = xk1 ,
subject to the same restrictions as above if λ|T0(Fp) is trivial.
Tracing through the construction of [Große-Klönne, 2013], we arrive at the following
proposition.
Proposition 5.6.10. The (ϕn,Γ0)-module Dλ,J associated to χ
S
λ,J is one-dimensional over
















where γ ∈ Γ0 and χcyc : Γ
∼−→ Z×p denotes the cyclotomic character. In particular, we see
that distinct supersingular characters χSλ,J give rise to distinct (ϕ
n,Γ0)-modules.
Proof. See Appendix.
Remark 5.6.11. The construction of Dλ,J depends on the choice of chamber gallery C
(0),
C(1),C(2), . . . and the element φ.
Let χSλ,J be as before, and let (k1, . . . kn−1, kn) denote the associated n-tuple. We define






(p− 1− kn−j)pj . (5.6.8)
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By Theorem 8.5 of loc. cit., r is in fact an integer. The condition of regularity on χSλ,J
is equivalent to the condition that the pair (λ̃, J) satisfies Hypothesis (73) of loc. cit. for
any lift λ̃ of λ to T (Fp), the finite torus of GLn(Qp). By Theorems 8.6(c) and 8.7, (λ̃, J)
satisfying Hypothesis (73) is equivalent to the integer r being primitive (note that the proof
of Theorem 8.7 shows how to construct a pair (λ̃, J) from such an r). Combining everything,
we obtain the following.
Proposition 5.6.12. Let χSλ,J be a simple supersingular HS-module, and let r be the integer
given by equation (5.6.8). Then χSλ,J is regular if and only if r is primitive.
We can push the construction of Proposition 5.6.10 a bit further. Given a one-dimensional
(ϕn,Γ0)-module Dλ,J as above, we construct an n-dimensional (ϕ,Γ0)-module as follows.
Let D̃λ,J denote the kE vector space spanned by {~e0, . . . , ~en−1}, with actions given by
ϕ(~ei) =























as (ϕn,Γ0)-modules, the isomorphism given by sending kE .~ei to Dλω−i ,ωiJω−i . The discussion
of Section 2.2 of [Berger, 2010] shows that we may (nonuniquely) extend the action of Γ0 to
Γ, so that we obtain a bona fide (ϕ,Γ)-module. By abuse of notation, we shall also denote
this module by D̃λ,J .
We may now relate simple supersingular HS-modules and projective Galois representa-
tions more precisely. We denote by
D 7−→W (D)
Fontaine’s equivalence of categories, from the category of (ϕ,Γ)-modules over kE to the
category of finite-dimensional representations of GQp over k (see [Fontaine, 1990] for more
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details). Applying this functor to the (ϕ,Γ)-module D̃λ,J and using the computations
contained in Section 2.2 of [Berger, 2010], we obtain




for some 0 ≤ s < p − 1, β ∈ F×p , and r as in equation (5.6.8). Here Qpn denotes the
unique unramified extension of Qp of degree n contained in a fixed algebraic closure Qp.
Precomposing this with Große-Klönne’s functor (and the lifting map Dλ,J −→ D̃λ,J) and
postcomposing with the projectivization functor, we get a map W from the set of simple
supersingular HS-modules to the category of projective Galois representations. Explicitly,













where r is given by equation (5.6.8).
There are several immediate consequences of this definition. Firstly, we see that the
isomorphism class of W(χSλ,J) is independent of the choice of action of Γ on the (ϕ,Γ0)-
module D̃λ,J , so that the map W is well-defined. Secondly, Propositions 4.6.5 and 5.6.12
and Theorem 31 show that χSλ,J is regular if and only if W(χSλ,J) is irreducible. Finally,
it is clear that two simple supersingular HS-modules in the same orbit under ωZ will yield
isomorphic projective Galois representations underW, so we may viewW as a map defined
on supersingular L-packets of HS-modules.
Proposition 5.6.13. Let χSλ,J be a simple, regular supersingular HS-module, and let d be a
divisor of n. Then the orbit of χSλ,J under ω
Z has size d if and only if W(χSλ,J) has exactly
dp−1n isomorphism classes of lifts.
Proof. Let (k1, . . . , kn−1, kn) denote the n-tuple of integers associated to χ
S
λ,J , and d a
divisor of n. The group ωZ acts on the set of such n-tuples by
ω.(k1, . . . , kn−1, kn) := (kn, k1, . . . , kn−1),
and we claim ωd.χSλ,J = χ
S
λ,J if and only if ω
d.(k1, . . . , kn−1, kn) = (k1, . . . , kn−1, kn). In the
notation of Proposition 5.5.7, we see that the integers ki satisfy
ki ≡ ai−1 − ai (mod p− 1),
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where the indices are considered modulo n. Hence, if λω
d
= λ, then we obtain
ki ≡ ki+d (mod p− 1).
If ki 6≡ 0 (mod p− 1), then the definition of the n-tuple shows that ki = ki+d, so we obtain
the desired periodicity. On the other hand, the condition ki ≡ 0 (mod p− 1) is equivalent
to ni−1 ∈ Sλ. Since ωdJω−d = J , we have ki = p − 1 if and only if ni−1 ∈ J = ωdJω−d,
if and only ni+d−1 = ω
−dni−1ω
d ∈ J , if and only if ki+d = p − 1. This gives the desired
periodicity on the n-tuple (k1, . . . , kn−1, kn). Tracing through these arguments in reverse
gives the converse.
Now let r be given by equation (5.6.8). We claim that
ωd.(k1, . . . , kn−1, kn) = (k1, . . . , kn−1, kn)
if and only if pdr ≡ r (mod [n] = p
n−1
p−1 ). Indeed, the condition ω
d.(k1, . . . , kn−1, kn) =








(p− 1− kn−j)pj ,
so that
pdr =







= r + [n]
d−1∑
j=0
(p− 1− kn−j)pj .
The converse statement follows similarly.
Combining everything, we get that ωd.χSλ,J = χ
S
λ,J if and only if p
dr ≡ r (mod [n]). Using
Lemma 5.6.6, we see that the orbit of χSλ,J has size d if and only if d is the minimal divisor




Remark 5.6.14. Since W factors through the formation of L-packets, the above proposition
shows in particular that we obtain an induced map from the set of regular supersingular
L-packets of HS-modules of size d to the set of irreducible projective representations of GQp
of dimension n having exactly dp−1n isomorphism classes of lifts.
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Corollary 5.6.15. The map W realizes the numerical bijection of Corollary 5.6.9. More
precisely, W induces a bijection between regular supersingular L-packets of HS-modules of
size d and irreducible projective representations of GQp of dimension n having exactly d
p−1
n
isomorphism classes of lifts.







, Theorem 8.7 of [Große-








. Hence, the map W from regular supersingular L-packets
of size d to irreducible projective Galois representations having dp−1n isomorphism classes
of lifts is surjective. By Corollary 5.6.9, these two sets have the same size, and W must be
injective as well.
Corollary 5.6.16. Let m be an H-module. We let m 7−→ GK(m) denote the functor from
the category of finite-dimensional H-modules over k to the category of continuous GQp-
representations over k constructed in Section 8 of [Große-Klönne, 2013], and let m 7−→
JH(m|HS) denote the functor obtained by taking the Jordan-Hölder constituents of the HS-
module m|HS (without multiplicity). The following diagram of sets is commutative (where








 regular, supersingularL-packets of
HS-modules
 W(−) //
 absolutely irreduciblen-dimensional projectiveGQp-representations

Proof. This follows from the explicit calculation of Theorem 8.5 in [Große-Klönne, 2013],
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169
BIBLIOGRAPHY
[Berger and Breuil, 2010] Laurent Berger and Christophe Breuil. Sur quelques
représentations potentiellement cristallines de GL2(Qp). Astérisque, (330):155–211, 2010.
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et représentations de GL2(Zp) et de Gal(Qp/Qp) en l = p. Duke Math. J., 115(2):205–310,
2002. With an appendix by Guy Henniart.
[Breuil, 2003a] Christophe Breuil. Sur quelques représentations modulaires et p-adiques de
GL2(Qp). I. Compositio Math., 138(2):165–188, 2003.
[Breuil, 2003b] Christophe Breuil. Sur quelques représentations modulaires et p-adiques de
GL2(Qp). II. J. Inst. Math. Jussieu, 2(1):23–58, 2003.
[Breuil, 2004] Christophe Breuil. Invariant L et série spéciale p-adique. Ann. Sci. École
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A.1 Proof of Theorem 7
Here we carry out the computations for Theorem 7. We retain the notation of Chapter
3. Recall that ε = ζ̃ ⊗ η̃ is a character of the torus T , and the space of I(1)-invariants
indGB(ε)
I(1) is two-dimensional, spanned by the functions f1 and f2 (cf. Section 3.4). The
computations are split up according to the nature of ε∗.
Using Proposition 6 in [Barthel and Livné, 1994], we can compute the action of Tns and
Tns′ on v ∈ ind
G
B(ε)
I(1). Equation (3.3.8) implies






Substituting f1 for v and evaluating at 1 and ns gives

























where the last equality follows from equation (3.3.4). Similarly,


















































−1 if ε∗ = η̃ ◦ det
0 if (ε∗)s = ε∗, ε∗ 6= η̃ ◦ det
0 if (ε∗)s 6= ε∗.
The last equality is obtained in precisely the same manner as in the proof of Proposition
3.3.14 (cf. the computation of ϕns ∗ ϕns(ns)).
Equation (3.3.9) implies















































−1 if ε∗ = η̃ ◦ det
−1 if (ε∗)s = ε∗, ε∗ 6= η̃ ◦ det
0 if (ε∗)s 6= ε∗












The equality (?) follows from the fact that ζ̃ is trivial on o×F if and only if ζ̃
q+1 is trivial on
o×E . Similarly, we have






































A.2 Proof of Theorem 12
We maintain the notation of Chapter 3. In order to prove that the categories CoefG and
Diag are equivalent, we must verify that there is a natural transformation from D◦C (resp.
C ◦ D) to idDiag (resp. idCoefG).
Given a diagram D = (D0, D
′
0, D1, rD, r
′
D), the definition of the functors D and C gives






(notation of Section 3.6.5). Define a map evσ0 : Fσ0 −→ D0 by
evσ0(fv) := fv(1) = v,
where v ∈ D0. We similarly define evσ′0 and evτ1 . One can easily show that the map
ev := (evσ0 , evσ′0 , evτ1) is an isomorphism of diagrams from D ◦ C(D) to D. To show it
gives a natural transformation, we let E = (E0, E
′
0, E1, rE , r
′
E) be another diagram and
ψ = (ψ0, ψ
′
0, ψ1) a morphism from D to E. Let
D ◦ C(E) = (F ′σ0 , F
′
σ′0















Writing this out explicitly, commutativity of this diagram is equivalent to commutativity






























We check the first of these assertions. Given v ∈ D0, we have ψ0 ◦ evσ0(fv) = ψ0(v).
By the definitions of C(ψ) and D, we know that D ◦ C(ψ0)(fv) = fψ0(v), therefore ev′σ0(D ◦
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C(ψ0)(fv)) = ψ0(v). The commutativity of the other two diagrams follow similarly, and
hence ev gives a natural transformation between D ◦ C and idDiag.
For the other direction, let V = {Vσ}σ be a G-equivariant coefficient system, with
restriction maps tτσ. Let F = {Fσ}σ be the coefficient system C ◦ D(V), with restriction
maps rτσ. Given an edge τ containing a vertex σ ∈ Xe0 , let g ∈ G be such that τ = g.τ1 and
σ = g.σ0, and let v ∈ D0. For this vertex σ, we define a map evσ : Fσ −→ Vσ by
evσ(g.fv) := gσ0 .v.
One defines evσ similarly if σ ∈ Xo0 . For the edge τ and v ∈ D1, define evτ : Fτ −→ Vτ by
evτ (g.fv) := gτ1 .v.
Note that both definitions are independent of the choice of g, and that the maps evσ, evτ
are isomorphisms of vector spaces.
We must now show that the system {evσ}σ is compatible with the G-action. Let σ ∈
Xe0 be such that σ = g.σ0 for some g, and let v ∈ D0. For an element h ∈ G and
g.fv ∈ Fσ, we have evh.σ(hσ(g.fv)) = evhg.σ0(hg.fv) = (hg)σ0 .v. On the other hand, we
have hσ ◦ evσ(g.fv) = hσ(gσ0v) = (hg)σ0 .v. The same argument applies for the case σ ∈ Xo0
or τ ∈ X1.
To check that the system {evσ}σ is compatible with the restriction maps, we need to










Let τ ∈ X1 contain σ ∈ Xe0 , let g ∈ G be such that τ = g.τ1, σ = g.σ0, and let v ∈ D1.
Given g.fv ∈ Fτ , we have tτσ ◦evτ (g.fv) = tτσ(gτ1 .v). On the other hand, since F comes from





), we have evσ ◦rτσ(g.fv) = evσ(g.ftτ1σ0 (v)) = gσ0 ◦ t
τ1
σ0(v). By
definition of a G-equivariant coefficient system, we have tτσ ◦ gτ1 = gσ0 ◦ tτ1σ0 , and therefore
the diagram commutes. The argument for the case σ ∈ Xo0 is the same.
It only remains to check the compatibility of {evσ}σ with morphisms in CoefG. Let
V ′ = {V ′σ}σ be another coefficient system and ψ = {ψσ}σ : V −→ V ′ a morphism. Let
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ψ // V ′









ψσ // V ′σ
is commutative for every simplex σ ⊂ X. Assume that σ ∈ Xe0 , let g be such that g.σ0 = σ,
and let v ∈ D0. Given g.fv ∈ Fσ, we use the definitions of the maps evσ and the fact that ψ
is a morphism of coefficient systems to obtain ψσ ◦ evσ(g.fv) = ψσ(gσ0 .v) = gσ0 .ψσ0(v). On
the other hand, the definition of D(ψ) and C shows that we have C◦D(ψ)σ(g.fv) = g.fψσ0 (v),
so we have ev′σ(C ◦ D(ψ)σ(g.fv)) = ev′σ(g.fψσ0 (v)) = gσ0 .ψσ0(v). The other two cases (that
is, σ ∈ Xo0 and σ ∈ X1) follow similarly.
We conclude that C ◦ D ' idCoefG , and therefore the two categories are equivalent.
A.3 Relation to C-groups
We now translate the results of Section 4.6 into the language of C-groups of Buzzard–Gee
[Buzzard and Gee, 2013]. As most of the computations are similar to those already given in
the case of L-groups, we will omit them. We refer to [Buzzard and Gee, 2013] throughout,
in particular drawing on the example contained in Section 8.3.
The C-group of G, denoted CG, is defined as LG̃, where G̃ is an algebraic group defined
by a certain central Gm-extension of the algebraic group defining G:
1 −→ Gm −→ G̃ −→ U(1, 1) −→ 1.
For the precise definition, see Proposition 5.3.1 of [Buzzard and Gee, 2013]. By Proposition
5.3.3 (loc. cit.), the Fp-points of the dual group
̂̃
G take the form
̂̃





We will denote elements of
̂̃
G by [g, µ], with g ∈ GL2(Fp), µ ∈ F
×
p . The action of GQp on
̂̃
G


















h[g, µ]h−1 = [g, µ],
for g ∈ Ĝ, µ ∈ F×p , h ∈ GQp2 .
The inclusion Gm −→ G̃ induces, by duality, a map d : CG −→ F
×
p , which is given
explicitly by
d : CG −→ F×p
[g, µ]Frp 7−→ µ2,
[g, µ]h 7−→ µ2,
where g ∈ Ĝ, µ ∈ F×p , and h ∈ GQp2 .
We now consider Langlands parameters with target CG.
Definition A.3.1. (a) A Langlands parameter is a homomorphism
Cϕ : GQp −→ CG =
̂̃
Go GQp ,
such that the composition of Cϕ with the canonical projection CG −→ GQp is the identity




(b) Let Cϕ : GQp −→ CG be a Langlands parameter. Since the group GQp2 acts trivially on̂̃
G, the restriction of Cϕ to GQp2 must be of the form
Cϕ(h) = Cϕ0(h)h,
where h ∈ GQp2 and
Cϕ0 : GQp2 −→
̂̃
G is a homomorphism. We say Cϕ is stable if the
image of the associated Galois representation Cϕ0 : GQp2 −→
̂̃
G is not contained in any





The first concrete examples of Langlands parameters with target CG are given by the
following definition.












ω1/21 (h), ω1/21 (h)
h,
for h ∈ GQp2 .












ω1/21 (h), ω1/21 (h)
h,
for h ∈ GQp2 .
Lemma A.3.3. (i) Let 0 ≤ k, k′, `, `′ < p + 1. Then Cϕk,` is equivalent to Cϕk′,`′ if an
only if the sets {k, `} and {k′, `′} coincide.
(ii) Let 0 ≤ r, r′ < p2 − 1 and λ, λ′ ∈ F×p . Then Cψr,λ is equivalent to Cψr′,λ′ if and only
if r′ = r, λ′ = λ or r′ ≡ −pr − (p+ 1) (mod p2 − 1), λ′ = λ−1.
(iii) Let 0 ≤ k, ` < p+ 1, 0 ≤ r < p2 − 1 and λ ∈ F×p . Then Cϕk,` is equivalent to Cψr,λ if
and only if k = `, r ≡ −1 + (1− p)k (mod p2 − 1), and λ = −1.
Proof. The proofs are almost identical to the proofs of Lemmas 4.6.20, 4.6.24, and 4.6.25.
We may now deduce the following results.
Proposition A.3.4. (i) There do not exist any stable parameters Cϕ : GQp −→ CG.
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(ii) Let Cϕ : GQp −→ CG denote a Langlands parameter which is semisimple (that is, for
which Cϕ0(h) is semisimple for every h ∈ GQp2 ), and for which d ◦
Cϕ : GQp −→ F
×
p
is equal to ω1. Then
Cϕ is equivalent to either Cϕk,` or
Cψr,λ.
Proof. This is left as an exercise for the reader.
We may now state an analog of Definition 4.6.26.
Definition A.3.5. We define a “semisimple mod-p correspondence forG = U(1,1)(Qp2/Qp)”
to be the following correspondence between certain equivalence classes of CG-valued Lang-
lands parameters over Fp and certain isomorphism classes of semisimple L-packets on G:
• The supercuspidal case: Let 0 ≤ k, ` < p+ 1 with k 6= `.
Cϕk,` ←→
{
(ω` ◦ det)⊗ π[k−`−1], (ωk ◦ det)⊗ π[`−k−1]
}
• The nonsupercuspidal case: Let 0 ≤ r ≤ p− 1, λ ∈ F×p , and 0 ≤ k < p+ 1.
Cψ(r−1)+(1−p)k,λ
←→ {(ωk ◦ det)⊗ π(r, λ)ss ⊕ (ωk+r+1 ◦ det)⊗ π(p− 1− r, λ−1)ss}
A.4 Proof of Proposition 5.6.10
We now carry out the computations for the proof of Proposition 5.6.10, which have been
relegated to the appendix due to an excess of notation. We maintain the notation of
Subsection 5.6.1, so that F = Qp, o = Zp, etc..
We let X+ denote the “half tree of PGL2(Qp)” described in Section 3 of [Große-Klönne,
2013], and let X+ denote the half tree X+ with the (unique) extremal edge removed. The
choice of the chamber gallery C(0),C(1),C(2), . . . and the element φ provides us with a half



















(n− 1− j)th row
for 0 ≤ j < n − 1, and take νn−1 := ν−10 . For j ≥ n, the element νj is determined by












then the isomorphism Θ is “equivariant” for the action of U ∩ IS on Y and N0 on X+ (resp.
the action of φ on Y and ϕn on X+). See loc. cit., Theorem 3.2 for more details.
We make the isomorphism Θ explicit for future reference. Recall from loc. cit. that for
i ≥ −1 we define vi := ϕi.[Zp ⊕ Zp] ∈ X+. For 0 ≤ i ≤ n− 1, we also define
Fi := C ∩ n−1i .C = C
(0) ∩ n−1i .C
(0).
We then have the following identifications under the map Θ, for 0 ≤ i ≤ n− 1 and m ≥ 0:

























Now let χSλ,J be a supersingular character of HS (which we consider as being valued in
k), let (k1, . . . , kn−1, kn) the associated n-tuple, and let Vλ,J denote the partial coefficient
system on X constructed in Section 5 of loc. cit.. Any chamber of X has the form g.C for
some g ∈ GS; we then have
Vλ,J(g.C) = {f ∈ c-indGSIS (λ
−1) : supp(f) ⊂ ISg−1}.
We let f1 denote the function in Vλ,J(C) satisfying
supp(f1) = IS, f1(h) = λ
−1(h)
for h ∈ IS. Note that f1 spans Vλ,J(C) (and therefore, g.f1 spans Vλ,J(g.C)).
Likewise, any facet of codimension 1 is of the form g.Fi for some g ∈ GS and a unique
0 ≤ i ≤ n− 1; we then have








Here stabGS(Fi) is the (parahoric) subgroup generated by IS and ni, andHi is the subalgebra
of HS generated by Tt for t ∈ T (Fp) and the element Tni . The space Vλ,J(Fi) is naturally
a representation of stabGS(Fi). The group stabGS(Fi) contains a subgroup which maps
surjectively onto SL2(Fp); the restriction of the representation Vλ,J(Fi) to this subgroup is
isomorphic to Symki+1(k2). We let f i0 denote the function in Vλ,J(Fi) satisfying
supp(f i0) = stabGS(Fi), f
i
0(h) = h.ιFi,Fi(1)
for h ∈ stabGS(Fi), and where ιFi,Fi is the map constructed in loc. cit., Section 5. The
restriction maps of the coefficient system Vλ,J are the unique k-linear maps which are “G-










By restriction, we may view Vλ,J as a coefficient system on Y . Pushing forward by Θ,
we obtain a coefficient system Θ∗Vλ,J on X+, and we consider the space
H0(X+,Θ∗Vλ,J),










Θ∗Vλ,J(v) −→ H0(X+,Θ∗Vλ,J) −→ 0.








In particular, using the equations (A.4.1) and (A.4.2), we have the following equalities:
∂(n−1n−1n
−1

























The space H0(X+,Θ∗Vλ,J) has an action of the submonoid of GL2(Qp) generated by ϕn




k+E is the completed group ring of N0 over k. In the terminology of loc. cit., H0(X+,Θ∗Vλ,J)
is a standard cyclic k+E [ϕ
n]-module of perimeter 1. Additionally, by Theorem 4.3 (loc. cit.),
we have
H0(X+,Θ∗Vλ,J)N0 ∼= Θ∗Vλ,J({v0, v−1}) = Vλ,J(C),
where we identify Vλ,J(C) with a subspace of H0(X+,Θ∗Vλ,J) by the map f1 7−→ fn−10 .
In what follows, we denote the natural actions of U ∩ IS and φ on Vλ,J by a period,
and denote the actions of N0 and ϕ
n (induced by Θ) by ∗. In addition, for 1 ≤ i, j ≤ n











 ∈ N0 and t := ν − 1 ∈ k[[N0]] = k+E .
We then obtain





Using the explicit action of N0 on Θ∗Vλ,J described in loc. cit., Theorem 4.2, we get (for
m ≥ 0)
νp






















(cf. loc. cit., Lemma 2.5), we get
tp
n−1k1ϕn ∗ fn−10 = −t
pn−1k1 ∗ φ.f00
= −(νn−1 − 1)pk1φ.f00
= −k1!n−1n−1n
−1





























































0 = (νi−1 − 1)
kn−i+1n−1n−1n
−1
























Note that the last line is only valid if i ≥ 2.











The results contained in Section 6.2 of loc. cit. show that the ϕn-module Dλ,J associated
to χSλ,J is one-dimensional over kE = Frac(k
+






(note that the proofs of loc. cit. necessary to deduce this do not rely on the action of Γ).
Now, Corollary 7.3 of loc. cit. shows that we may extend Dλ,J to a (ϕ
n,Γ0)-module, and
therefore it suffices to compute the Γ0-action. Let γ ∈ Γ0 act on ~e by a Laurent series


































Comparing degrees shows that Pγ(t) ∈ k[[t]]×. Let us write Pγ(t) = aγP̃γ(t), with aγ ∈ k×







(1 + t)χcyc(γ) − 1
t
)−∑n−1j=0 (p−1−kn−j)pj
∈ 1 + tFp[[t]].
Expanding the left-hand side shows that we actually have P̃γ(t) ∈ 1 + tFp[[t]]. By Propo-
sition 6(b) of Chapitre IV and Lemme 2 of Chapitre V of [Serre, 1968], x 7−→ xpn−1 is an



















One easily checks that the assignment γ 7−→ aγ is a homomorphism from Γ0 to k×, so that
aγ|k|−1 = a
|k|−1
γ = 1. However, using the same argument as above, the map γ 7−→ γ|k|−1 is
an automorphism of Γ0 ∼= 1 + pZp, so that aγ = 1 for all γ ∈ Γ0.
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