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a b s t r a c t
Two kinds of two-grid new mixed finite element schemes for the elliptic eigenvalue
problem based on less regularity of flux are considered. In the new mixed variational
formulation, the flux belongs to the square integrable space instead of the classical H(div),
and the choices of finite element pairs become simple and easy. The two-grid methods
consist of solving a small elliptic eigenvalue problem on the coarse mesh and then solving
a linear algebraic system on the finemesh, which can still maintain asymptotically optimal
accuracy. Finally, the performance of two kinds of two grid schemes are compared in
efficiency and precision aspects by a series of numerical experiments. Numerical results
show that the accelerated two-grid method is a viable choice for the lowest order
approximations of the elliptic eigenvalue problem.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Numerical approximation of eigenvalue problems plays an important role in many application areas, such as structural
mechanics and fluid mechanics (see [1]). Thus, the development of an efficient and effective computational method for
investigating these problems has practical significance, and has received increasing attention frommany people. Numerous
works are devoted to these problems (see [2–9], and the references cited therein).
In practical applications, it is equally a challenging task to adopt efficient methods to reduce computational costs, such
as the computational time and storage requirement, and still not decrease the optimal numerical approximation accuracy
of a problem, so that larger-scale and much more complicated problems can be settled. The two-grid discretization is an
important method to reduce the computational costs and improve the accuracy of finite element solutions. The schemewas
first introduced by Xu [10,11] for nonsymmetric and nonlinear elliptic problems. The technique was then applied to other
problemsbymany researchers, includingAxelsson and Layton [12] for nonlinear elliptic problems, Dawson andWheeler [13]
for nonlinear parabolic equations and Layton and Lenferink [14] and Layton and Tobiska [15] for Navier–Stokes problems.
Recently, Xu and Zhou [16] proposed a two-grid discretization scheme of the standard finite element for eigenvalue
problems. Chien and Jeng [17,18] used the two-grid method along with the continuation method for solving semilinear and
nonlinear elliptic eigenvalue problems. Yang and Fan [19] have extended the Rayleigh quotient accelerated technique and
two-grid finite element discretization schemes to solve the non-selfadjoint elliptic problem. On the other hand, Huang et al.
used several stabilized finite element methods and two-level stabilized finite element methods for the Stokes eigenvalue
problem, respectively. Especially, Hu and Cheng [20] proposed a accelerated two-grid finite element discretization scheme
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for solving elliptic eigenvalue problems. Based on the above works, two kinds of two-grid [16,20] newmixed finite element
discretization schemes are established to solve linear elliptic eigenvalue problems in this paper. The main feature of our
method is to combine a new mixed finite element scheme with the two-grid discretization, which is different from above
works. Of course, this method can also be extended to solve the nonlinear case.
The development of stable mixed finite element methods is a fundamental component in the search for efficient
numerical methods for solving the elliptic equations. Finite element methods in which two spaces are used to approximate
two different variables receive the general denomination ofmixedmethods. In some cases, the second variable is introduced
in the formulation of the problembecause of its physical interest and it is usually relatedwith somederivatives of the original
variable. In comparison with the standard finite element method, the mixed method is developed to approximate both this
variable and a scalar variable (e.g., a pressure) simultaneously and to give a high-order approximation of both variables. The
importance of ensuring the compatibility of the component approximations of two spaces by satisfying the so-called inf–sup
condition is widely understood. It is well known that numerous mixed finite elements satisfying the inf–sup condition have
been proposed over the years [21–23]. These mixed spaces in two dimensions do not include the lowest order element for
the P0–P1 pair. Moreover, we can find the P0–P1 finite element pair satisfies the discrete inf–sup condition based on a new
variational formulation of the Poisson equation [24] and the parabolic problem [25]. The P0–P1 pair, which is simple and has
good computational properties, is a popular choice in practice. Besides, theory analysis shows that the newmixed scheme is
simple and convenient and has fewer degrees of freedom in comparison with the classical mixed formulation. So we extend
the stable finite element pair to solving the elliptic eigenvalue problem in this paper.
In [9] was presented a one-grid new mixed variational formulation for the second-order elliptic eigenvalue problem.
Based on [9], this paper focuses onmethods which combine two kinds of two-grid discretization schemeswith a newmixed
finite element scheme based on less regularity of flux for the elliptic eigenvalue problem. The remainder of this paper is
organized as follows. In the next section, we introduce the studied problemwith some basic statements. A newmixed finite
element discretization scheme is recalled for solving the elliptic eigenvalue problem in Section 3. Then, error estimates of
the two kinds of two-grid algorithms will be derived in Section 4. In Section 5, a series of numerical experiments confirm
the theoretical results and the efficiency of our proposed methods. Finally, we will conclude our presentation in Section 6
with a few comments and also possible future research topics.
2. Preliminaries
In this article, the elliptic eigenvalue problem is considered as follows:
−1p = λp, inΩ, (1)
p = 0, on ∂Ω, (2)
whereΩ ⊂ R2 is a bounded and convex domain with a Lipschitz-continuous boundary ∂Ω, p(x) represents the eigenvector
and λ ∈ R the eigenvalue.
Note that the flux u = −∇p need not be imposed with such high regularity. In fact, it only needs to be square integrable.
Based on this observation, by integration by parts and p|∂Ω = 0, the new mixed formulation of Eqs. (1)–(2) is to find
((u, p), λ) ∈ (V×W )× R and ∥p∥0 = 1 such that
−(u,∇q) = λ(p, q), ∀q ∈ W , (3)
(u, v)+ (v,∇p) = 0, ∀v ∈ V. (4)
Here V = L2(Ω)2 andW = H10 (Ω).
Remark 2.1. The classical mixed formulation of Eqs. (1)–(2) is to find u ∈ V1, p ∈ W1, such that
(∇ · u, q) = λ(p, q), ∀q ∈ W1,
(u, v)− (∇ · v, p) = 0, ∀v ∈ V1.
Here we denote by V1 = H(div;Ω),W1 = L2(Ω). For more information on the features of the classical mixed formulation,
please refer to [21].
The spaces L2(Ω)m,m = 1, 2, are equipped with the L2-scalar product (·, ·) and L2-norm ∥ · ∥L2 or ∥ · ∥0. The norm and
seminorm in Hk(Ω)d are denoted by ∥ · ∥k and | · |k, respectively. The space W is equipped with the norm ∥∇ · ∥0 or its
equivalent norm ∥ · ∥1 due to the Poincare inequality. Spaces consisting of vector-valued functions are denoted in boldface.
Furthermore, we denote a ‘‘negative space’’ by H−1, and the dual ofW with the norm ∥ · ∥−1 is given by
∥p∥−1 = sup
q∈W ,∥q∥1=1
(p, q).
Therefore, we define three bilinear forms a(·, ·), d(·, ·) and b(·, ·) on V× V,V×W andW ×W respectively, by
a(u, v) = (u, v), ∀u, v ∈ V,
d(v, q) = −(v,∇q), ∀v ∈ V,∀q ∈ W ,
b(p, q) = (p, q), ∀p, q ∈ W
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and a generalized bilinear form B((·, ·), (·, ·)) on (V×W )× (V×W )
B((u, p), (v, q)) = a(u, v)− d(v, p)+ d(u, q), ∀(u, p), (v, q) ∈ V×W . (5)
With the above notations, the variational formulation of problem (1)–(2) reads as follows: Find (u, p; λ) ∈ (V×W )× R
with ∥p∥0 = 1, such that
B((u, p), (v, q)) = λb(p, q), ∀(v, q) ∈ V×W . (6)
Under the assumptions we have made, (6) has a countable sequence of real eigenvalues
0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · ,
and the corresponding eigenvectors
p1, p2, p3, . . . ,
with the property b(pi, pj) = δij.
Let
M(λi) = {p ∈ W , p is an eigenvector of (6) corresponding to λi}.
Obviously, Eqs. (3)–(4) are a saddle point system. Concerning this system, we give the following lemma.
Lemma 2.1. Bilinear forms a(·, ·) and d(·, ·) are continuous, and a(·, ·) is elliptic. Moreover
a(u, v) ≤ ∥u∥0∥v∥0, ∀u, v ∈ V
d(v, p) ≤ ∥v∥0∥p∥1, ∀v ∈ V, p ∈ W
a(u,u) = ∥u∥20, ∀u ∈ V.
The proof is direct and we omit it here.
Comparedwith classicalmixed formulation, on the one hand, the bilinear forms a(·, ·) satisfy the continuous and discrete
elliptic condition naturally in the newmixed formulation because the bilinear forms a(·, ·) in the classicalmixed formulation
do not satisfy the discrete strong elliptic condition on V1×V1. On the other hand, the newmixed formulation can avoid the
divergence space H(div) to make the choice of two spaces become simple and easy.
Lemma 2.2 ([24]). The bilinear form d(·, ·) satisfies the inf–sup condition, i.e. there exists a constant β > 0 independent of h,
such that
inf
w∈W supv∈V
−(v,∇w)
∥v∥V∥w∥W ≥ β. (7)
Combining Lemma 2.1with Lemma 2.2 proves the existence and uniqueness of the solution of Eqs. (3)–(4) by the classical
abstract theory of the saddle point problem [26].
Therefore, the generalized bilinear form B satisfies the continuity property and the coercivity property
|B((u, p), (v, q))| ≤ C(∥u∥0 + ∥p∥1)× (∥v∥0 + ∥q∥1), (8)
sup
(v,q)∈(V,W )
|B((u, p), (v, q))|
∥v∥0 + ∥q∥1 ≥ β1(∥u∥0 + ∥p∥1), (9)
where C andβ1 are positive constants depending only onΩ . In this article, we use c or C to denote a generic positive constant
whose value may change from place to place but remains independent of the mesh parameter.
3. A newmixed finite element approximation
For h > 0, we introduce the P0–P1 finite element pair that satisfies the inf–sup condition. We focus our attention on
the triangle elements on two dimensions in this section. Let Th be a regular partition of Ω into triangles in the sense of
Ciarlet [26]. Now choose (Vh,Wh) as the P0–P1 finite element pair as follows:
Vh = {vh = (v1, v2) ∈ V : vi ∈ P0(T ), ∀T ∈ Th, i = 1, 2}, (10)
Wh = {w ∈ C0 ∩W : w ∈ P1(T ), ∀T ∈ Th} (11)
where P1(T ) represents the space of linear functions on T .
Moreover, we can also consider that
Kh = {vh = (v1, v2) ∈ V : vi|T ∈ P1 ⊕ Span{λ0λ1λ2}, ∀T ∈ Th, i = 1, 2},
where λi are area coordinates on T , i = 0, 1, 2. The Kh × Wh finite element pair (P1b–P1) also satisfies the inf–sup
condition [26].
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Remark 3.1 (Nonconforming Finite Element Space). For the nonconforming finite element spaces, Crouzeix and Raviart [27]
presented a linear nonconforming finite element. The boundary edge is denoted byΓi = ∂Ω∩∂Ti and the interior boundary
by Γia = Γai = ∂Ti ∩ ∂Ta. Set the centers of Γi and Γia byMi andMia, respectively. The nonconforming finite element space
NCh for the velocity will be taken to be
NCh = {qh ∈ W : qh ∈ P1(T ), qh(Mia) = qh(Mai), qh(Mi) = 0, ∀Ti ∈ Th, i = 1, 2}.
In this nonconforming case, the pair of finite element spaces is NCh × Vh [27]; i.e., the conforming space is still used for the
velocity. The P0–P1nc finite element pair [27] for the velocity and pressure satisfies the inf–sup condition, so we can apply
the finite element pair to solve the elliptic eigenvalue problem.
Remark 3.2 (Raviart–Thomas Elements [21]). The Raviart–Thomas element RTk is denoted by P2k + xP˜k on a grid of triangles.
The function u has the form P2k + xP˜k. P2k is meant to be a vector of polynomials of degree k, and x = (x, y) is a vector of the
independent variables. P˜k is a homogeneous polynomial. Here, we take k = 0 as the lowest-order Raviart–Thomas element
(denoted by RT0). The finite-element pair RT0–P0 for the velocity and pressure also satisfies the inf–sup condition [21] based
on the classical mixed formulation of Eqs. (1)–(2).
Lemma 3.1 ([24]). The P0–P1 finite element pair defined by the spaces (10) and (11) satisfies the discrete inf–sup condition as
follows:
inf
wh∈Wh
sup
vh∈Vh
−(vh,∇wh)
∥vh∥V∥wh∥W ≥ β2 > 0, (12)
where β2 is a constant independent of h.
Remark 3.3. In the classical mixed formulation, P0–P1 finite-element pairs do not satisfy the discrete inf–sup condition, so
we can add some simple stabilization terms to avoid inf–sup condition, which increases the amount of calculation.
Now, introduce the bilinear form as follows: find uh ∈ Vh and ph ∈ Wh \ {0} such that
Bh((uh, ph), (v, q)) = a(uh, v)− d(v, ph)+ d(uh, q), ∀(uh, ph), (v, q) ∈ Vh ×Wh. (13)
Now, the corresponding discrete variational formulation of (6) for the elliptic eigenvalue problem is recast: Find
(uh, ph; λh) ∈ (Vh ×Wh \ {0})× Rwith ∥ph∥0 = 1, such that
Bh((uh, ph), (v, q)) = λhb(ph, q), ∀(v, q) ∈ Vh ×Wh. (14)
Under the assumptions we have made, (14) has a countable sequence of real eigenvalues
0 < λ1,h ≤ λ2,h ≤ λ3,h ≤ · · · λN,h,
and the discrete corresponding eigenvectors
p1,h, p2,h, p3,h, . . . , pN,h,
with the property b(pi,h, pj,h) = δij, 1 ≤ i, j ≤ Nh (Nh is the dimension ofWh).
Let
Mh(λi) = {ph ∈ Wh, ph is an eigenvector of (14) corresponding to λi,h}.
Let λj be the j-th eigenvalue of (6) and λj,h be the j-th eigenvalue of (14), respectively.
Next, the continuity property and the weak coercivity property of the bilinear form Bh((uh, ph), (v, q)) are shown for the
finite element pair Vh ×Wh in [24].
Theorem 3.1. For all (uh, ph), (v, q) ∈ Vh ×Wh, there exist positive constants C and β3 independent of h, such that
|Bh((uh, ph), (v, q))| ≤ C(∥uh∥0 + ∥ph∥1)× (∥v∥0 + ∥q∥1), (15)
sup
(v,q)∈(Vh,Wh)
|Bh((uh, ph), (v, q))|
∥v∥0 + ∥q∥1 ≥ β3(∥uh∥0 + ∥ph∥1). (16)
Proof. (1) By the continuous property of the bilinear forms a(·, ·) and d(·, ·), we can easily obtain the continuous property
of Bh.
(2) For the weakly coercivity of Bh, we borrow the results from [28]. The proofs are omitted for the sake of simplicity. 
By well-established techniques for eigenvalue approximation [1,3,7,23,29] and for the new mixed finite element
method [24,25], one has the following results.
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Theorem 3.2. Let (u, p; λ) be an eigenvalue pair of (6). Then, the eigenvalue pair (uh, ph; λh) of (14) satisfies the following
error estimates:
∥p− ph∥0 + h(∥u− uh∥0 + ∥p− ph∥1) ≤ ch2 (17)
and
|λ− λh| ≤ ch2. (18)
4. Two-grid methods based on mixed finite element scheme
In this section, we aim to propose the two kinds of two-grid algorithms of the article and derive their optimal error
estimates.
First, a new bilinear form is defined as follows: Bν((u, p), (v, q)) : (V×W )× (V×W )→ R,
Bν((u, p), (v, q)) = B((u, p), (v, q))− νb(p, q). (19)
Next, we have the following lemma for the above bilinear form:
Lemma 4.1. For all (u, p) ∈ V×W and (uh, ph) ∈ Vh×Wh, if ν is not an eigenvalue, there exist two constants C(ν) and Ch(ν)
such that
sup
(v,q)∈(V,W )
|Bν((u, p), (v, q))|
∥v∥0 + ∥q∥1 ≥ C(ν)(∥u∥0 + ∥p∥1) (20)
and
sup
(v,q)∈(Vh,Wh)
|Bν((uh, ph), (v, q))|
∥v∥0 + ∥q∥1 ≥ Ch(ν)(∥uh∥0 + ∥ph∥1), (21)
where the constant Ch(ν) is not related to h.
According to (20)–(21), if ν is an eigenvalue, then Bν((u, p), (v, q)) = (f , q)may have no solution. (In fact, it has at least
one solution if and only if f ⊂ M(ν)⊥, see [20].) If ν is not an eigenvalue, then Bν((u, p), (v, q)) = (f , q) is uniquely solvable
for all.
Next, wewill study the convergence of the two-gridmixed finite element solution (u, p; λ) to (uh, ph; λh) in some norms.
To do this, we need define two projection operatorsΠv andΠw . The operatorΠv is the standard L2 projection: L2(Ω)→ Vh,
which satisfies the following properties [26]:
(u−Πvu, v) = 0, ∀v ∈ Vh, (22)
∥Πvu∥0 ≤ c∥u∥0, ∀u ∈ V, (23)
∥u−Πvu∥0 ≤ ch∥u∥1, ∀u ∈ H1(Ω) ∩ V. (24)
The operatorΠw denotes the usual projection:W → Wh. Furthermore, the operator has the following properties [26]:
∥Πwp∥0 ≤ c∥p∥1, ∀p ∈ W , (25)
∥p−Πwp∥0 + h∥p−Πwp∥1 ≤ ch2∥p∥2, ∀p ∈ H2(Ω) ∩W . (26)
Lemma 4.2. If p ∈ H10 (Ω), then
(∇(p−Πwp), v) = 0, ∀v ∈ Vh. (27)
Now, H and h ≪ H < 1 will be two real positive parameters tending to zero. The finite element subspace (VH ,WH) of
(V,W ) is characterized by TH , a partitioning ofΩ into triangles T with the mesh size H , assumed to be uniformly regular in
the usual sense. Moreover, the fine mesh partition Th can be thought of as generated from TH by a mesh refinement process.
The conforming finite element space pairs (Vh,Wh) and (VH ,WH) ⊂ (Vh,Wh) based on the triangulations Th(Ω) and TH(Ω),
respectively. Two-grid new mixed finite element approximations are defined as follows.
Algorithm 4.1. Two-grid mixed finite element approximation.
Step 1. Solve the following elliptic eigenvalue problem on the coarse grid TH for (pH ,uH; λH) ∈ (WH × VH) × R with
∥pH∥0 = 1:
BH((uH , pH), (v, q)) = λHb(pH , q), ∀v ∈ VH , q ∈ WH . (28)
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Step 2. Compute (ph,uh) ∈ Wh × Vh on the fine grid Th to satisfy the following elliptic problem:
Bh((uh, ph), (v, q)) = λHb(pH , q), ∀v ∈ Vh, q ∈ Wh. (29)
Step 3. Compute the Rayleigh quotient
λh = Bh((uh, ph), (uh, ph))b(ph, ph) , (30)
where ph ∈ Wh \ {0}.
Then, we give an important but straightforward identity that relates the errors in the eigenvalue and eigenvector
approximation in [16].
Lemma 4.3. Let (u, p; λ) be an eigenvalue pair of (6), for any s ∈ V andw ∈ W \ {0},
B((s, w), (s, w))
b(w,w)
− λ = B((s− u, w − p), (s− u, w − p))
b(w,w)
− λb(w − p, w − p)
b(w,w)
. (31)
The following theorem gives the error estimates for our two-grid mixed scheme.
Theorem 4.1. Let (u, p; λ) be an eigenvalue pair of (6). Then, (uh, ph; λh) satisfies the following error estimates:
∥u− uh∥0 + ∥p− ph∥1 ≤ c(h+ H2) (32)
and
|λ− λh| ≤ c(h2 + H4). (33)
Proof. Setting (e, η) = (u−Πvu, p−Πwp) and (eh, ηh) = (Πvu−uh,Πwp− ph). Subtracting (29) from (6) and using (22)
and (27), for any v ∈ Vh, q ∈ Wh, it is easy to see that
Bh((eh, ηh), (v, q)) = λb(p− pH , q)+ (λ− λH)b(pH , q). (34)
Using (16), the Sobolev embedding theorem and Theorem 3.2, we arrive at
∥eh∥0 + ∥ηh∥1 ≤ β−13 (λ∥p− pH∥−1 + |λ− λH |∥pH∥−1) ≤ CH2. (35)
Combining this inequality with (24), (26) and the triangle inequality, we get
∥u− uh∥0 + ∥p− ph∥1 ≤ C(∥e∥0 + ∥eh∥0 + ∥η∥1 + ∥ηh∥1) ≤ c(h+ H2), (36)
which is (32).
Next, using (30) and Lemma 4.3, we obtain
Bh((uh, ph), (uh, ph))
b(ph, ph)
− λ = B((uh − u, ph − p), (uh − u, ph − p))
b(ph, ph)
− λ(ph − p, ph − p)
b(ph, ph)
. (37)
Taking the norm, we have
|λ− λh| ≤ C∥u− uh∥20 + ∥p− ph∥21. (38)
Next, using (32), we can get the result of (33). 
Then, we will give the algorithm of accelerated two-grid mixed scheme as follows:
Algorithm 4.2. Accelerated two-grid mixed finite element approximation.
Step 1. Solve the elliptic eigenvalue problem on a coarse mesh find (pH ,uH; λH) ∈ (WH × VH) × R with ∥pH∥0 = 1
satisfying (28).
Step 2. On the fine grid Th, compute (ph,uh) ∈ Wh × Vh to satisfy the following elliptic problem:
BλH ((uh, ph), (v, q)) = b(pH , q), ∀v ∈ Vh, q ∈ Wh. (39)
Step 3. Solve the eigenvalue λh on the fine grid which satisfies Eq. (30).
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The following theorem gives the error estimates for our accelerated two-grid mixed scheme.
Theorem 4.2. Let (u, p; λ) be an eigenvalue pair of (6). Then, the eigenvalue pair (uh, ph; λh) of our accelerated two-grid scheme
satisfies the following error estimates:
∥u− uh∥0 + ∥p− ph∥1 ≤ c(h+ H4) (40)
and
|λ− λh| ≤ c(h2 + H8). (41)
Proof. Consider an equivalent linear system on the fine grid as follows:
BλH ((u¯h, p¯h), (v, q)) = (λ− λH)b(pH , q), ∀v ∈ Vh, q ∈ Wh. (42)
Note that
λh = Bh((uh, ph), (uh, ph))b(ph, ph) =
Bh((u¯h, p¯h), (u¯h, p¯h))
b(p¯h, p¯h)
. (43)
Putting (ξ , θ) = (u − Πvu, p − Πwp) and (ξh, θh) = (Πvu − u¯h,Πwp − p¯h). From (6), (22), (27) and (42), for any
v ∈ Vh, q ∈ Wh, it is easy to see that
BλH ((ξh, θh), (v, q)) = λb(θ, q)+ (λH − λ)b(θ, q)+ (λ− λH)b(p− pH , q). (44)
Using Lemma 4.1, we can get
∥ξh∥0 + ∥θh∥1 ≤ C(∥θ∥−1 + |λ− λH |∥θ∥−1 + |λ− λH |∥p− pH∥−1). (45)
Using the triangle inequality and Sobolev embedding theorem yields
∥u− u¯h∥0 + ∥p− p¯h∥1 ≤ C(∥θ∥1 + |λ− λH |(∥θ∥1 + ∥p− pH∥0)+ ∥θ∥1 + ∥ξ∥0). (46)
Note that ∥u−uh∥0+∥p−ph∥1 ≤ ∥u−u¯h∥0+∥p−p¯h∥1, (40) follows from (24), (26) and (46)with Theorem3.2 immediately.
Next, due to Lemma 4.3, we can obtain
Bh((uh, ph), (uh, ph))
b(ph, ph)
− λ = B((uh − u, ph − p), (uh − u, ph − p))
b(ph, ph)
− λ(ph − p, ph − p)
b(ph, ph)
. (47)
From (43) and (15), we have
|λ− λh| ≤ C∥u− uh∥20 + ∥p− ph∥21, (48)
which together with (40) yields (41). 
Remark 4.1. Also we can derive similar results for the P1b–P1, P0–P1nc and RT0–P0 pairs in Theorems 4.1 and 4.2, the proofs
are omitted for the sake of simplicity.
Theorem 4.1 means that the asymptotically optimal accuracy is obtained by taking h = H2. But with this accelerated
two-grid scheme, the asymptotically optimal accuracy is obtained by taking h = H4. Obviously, this scheme in Theorem 4.2
accelerates the convergence.
5. Numerical results
In this section we report several test problems for the elliptic eigenvalue problem based on the newmixed finite scheme
to demonstrate the efficiency of our algorithms. The finite element discretization uses the P0–P1 pair for the velocity and
pressure based on less regularity of the velocity. The accuracy and the numerical stability of ourmethods is checked, thenwe
compare the results among some kinds of two-grid methods. Our algorithms are implemented using public domain finite
element software [30].
Let the computation be carried out in the region Ω = [0, 1] × [0, 1] in R2. The domain Ω is uniformly divided by the
triangulations of mesh size H and h in Fig. 1, respectively. We denote by U the array of the velocity and by P the array of the
pressure. It is easy to see that (14) can be written in matrix form
A B
−BT O
 
U
P

= λh

O O
O E
 
U
P

,
where the matrices A, B and E are deduced in the usual manner, using the bases for Vh and Wh, from the bilinear forms
a(·, ·), d(·, ·) and b(·, ·), respectively, and BT is the transpose of matrix B. The left coefficient matrix is solved by LU
decomposition (Tables 5–7) or by the GMRES (Tables 1–4 and 8) iteration method with a fixed tolerance as 1.0E − 6. The
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Fig. 1. (a) Coarse grid division at H = 14 ; (b) Fine grid division at h = 116 for the two-grid method.
Table 1
Relative error and convergence rate of the one-grid and two-grid methods for the
P0–P1 pair.
1/H 1/h λt
|λ−λt |
|λ| Rate CPU time
4 16 19.9423 1.029E−2 0.094
16 19.9298 9.656E−3 0.702
5 25 19.8226 4.224E−3 1.9951 0.234
25 19.8172 3.951E−3 2.0023 3.214
6 36 19.7795 2.042E−3 1.9933 0.484
36 19.7768 1.906E−3 1.9991 10.405
7 49 19.761 1.104E−3 1.9948 0.999
49 19.7595 1.029E−3 1.9994 28.002
8 64 19.752 6.486E−4 1.9916 1.748
64 19.7511 6.044E−4 1.9924 67.704
9 81 19.7472 4.055E−4 1.9939 3.151
81 19.7467 3.780E−4 1.9916 148.134
Table 2
Relative error and convergence rate of the one-grid and two-grid methods for the
P1b–P1 pair.
1/H 1/h λt
|λ−λt |
|λ| Rate CPU time
4 16 19.8263 4.411E−3 0.203
16 19.8168 3.929E−3 1.685
5 25 19.7733 1.728E−3 2.0999 0.499
25 19.7702 1.572E−3 2.0526 5.694
6 36 19.7552 8.122E−4 2.0704 1.061
36 19.754 7.488E−4 2.0339 19.937
7 49 19.7477 4.315E−4 2.0515 1.919
49 19.7471 4.021E−4 2.0168 56.488
8 64 19.7441 2.503E−4 2.0392 3.386
64 19.7438 2.348E−4 2.0144 135.663
9 81 19.7423 1.553E−4 2.0262 5.882
81 19.7421 1.465E−4 2.0024 316.132
right coefficient matrix is solved by the conjugate gradient method with a fixed tolerance as 1.0E − 6. The inverse power
method is used for solving the generalized eigenvalue problem. This procedure is implemented on the coarse mesh for the
two-grid methods.
For the sake of simplicity, we just consider the first eigenvalue of the elliptic eigenvalue problem. Then, the exact solution
of this problem is unknown so we take the numerical solution by the standard Galerkin method with the P2 element
computed on a very fine mesh (h = 164 ) as the exact solution for the purpose of comparison. Here, we take λ = 19.7392 as
the first exact eigenvalue.
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Table 3
Relative error and convergence rate of the one-grid and two-grid methods for the
P0–P1nc pair.
1/H 1/h λt
|λ−λt |
|λ| Rate CPU time
4 16 19.7188 1.031E−3 0.156
16 19.7181 1.069E−3 1.186
5 25 19.7308 4.278E−4 1.9710 0.297
25 19.7306 4.371E−4 2.0039 5.975
6 36 19.7351 2.076E−4 1.9829 0.578
36 19.7351 2.099E−4 2.0116 21.216
7 49 19.737 1.123E−4 1.9930 1.108
49 19.737 1.123E−4 2.0287 65.739
8 64 19.7379 6.586E−5 1.9982 1.856
64 19.7379 6.483E−5 2.0572 189.238
9 81 19.7384 4.103E−5 2.0089 3.261
81 19.7384 4.001E−5 2.0488 501.957
Table 4
Relative error and convergence rate of the one-grid and two-grid methods for the
RT0–P0 pair.
1/H 1/h λt
|λ−λt |
|λ| Rate CPU time
4 16 19.7962 2.888E−3 0.11
16 19.7603 1.068E−3 1.654
5 25 19.7618 1.145E−3 2.0730 0.281
25 19.7479 4.396E−4 1.9890 7.628
6 36 19.7499 5.416E−4 2.0531 0.484
36 19.7434 2.131E−4 1.9858 25.288
7 49 19.7449 2.887E−4 2.0407 0.858
49 19.7415 1.153E−4 1.9923 66.279
8 64 19.7425 1.678E−4 2.0318 1.436
64 19.7406 6.855E−5 1.9470 190.168
9 81 19.7413 1.043E−4 2.0185 2.387
81 19.7401 4.368E−5 1.9131 412.761
Table 5
Relative error and convergence rate of the accelerated two-grid method for the P0–P1
pair.
1/H 1/h |λat−λ|
λ
Rate λat CPU time
2 16 3.096E−2 20.3505 0.093
3 81 7.651E−4 29.1270 19.7543 2.387
4 256 7.098E−5 28.2648 19.7406 26.857
Table 6
Relative error and convergence rate of the accelerated two-grid method for the P1b–P1
pair.
1/H 1/h |λat−λ|
λ
Rate λat CPU
2 16 8.694E−3 19.9108 0.218
3 81 2.277E−4 28.983 19.7437 5.398
4 256 1.981E−5 28.487 19.7396 208.494
When solving the linear problem with a mesh size h, we need the solution λH and pH generated on a coarse mesh. To do
this we interpolate the solution λH and pH onto the grid withmesh size h. In conclusion, the solution of the two-gridmethod
is obtained by one simple eigenvalue problem on the coarse mesh and one time interpolation on the fine mesh.
We first show the convergence rate of our two kinds of two-grid schemes. From Tables 1–4, we can see that the one-
grid method and two-grid method work well and maintain the convergence rates just like in the theoretical analysis. As
expected, the two-grid method takes less time than the one-grid method. In Theorem 4.2, the results shown in Tables 5–8,
which consist of eigenvalue error estimates for the accelerated two-grid scheme validate the theoretical result.
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Table 7
Relative error and convergence rate of the accelerated two-grid method for the P0–P1nc
pair.
1/H 1/h |λat−λ|
λ
Rate λat CPU
2 16 1.0561E−3 19.7184 0.094
3 81 4.112E−5 28.0051 19.7384 2.699
4 256 3.725E−6 28.3474 19.7391 31.917
Table 8
Relative error and convergence rate of the accelerated two-grid method for the RT0–P0
pair.
1/H 1/h |λat−λ|
λ
Rate λat CPU time
2 16 1.165E−3 19.7622 0.172
3 81 4.646E−5 27.9461 19.7401 2.294
3.4 144 1.790E−5 27.6204 19.7396 44.294
Table 9
Results onΩ for the first eigenvalue λ = 19.7392 with the P0–P1 pair.
Coarse Fine λh λt λat |λt–λh| |λat–λh|
1/H 1/h
4 16 19.9298 19.9423 19.9303 1.25E−2 4.59E−4
8 64 19.7511 19.752 19.7511 9.03E−4 3.11E−6
16 256 19.7400 19.7400 19.7400 1.19E−5 4.80E−5
4 64 19.7511 19.7517 6.37E−4
8 256 19.7400 19.7400 4.80E−5
4 8 20.5055 20.5136 20.5057 8.07E−3 2.12E−4
8 16 19.9298 19.9303 19.9298 5.02E−4 9.43E−6
16 32 19.7868 19.7868 19.7868 2.60E−5 7.70E−6
32 64 19.7511 19.7511 19.7511 2.98E−6 8.37E−7
64 128 19.7422 19.7422 19.7422 1.82E−5 1.84E−5
128 256 19.7400 19.7400 19.7400 4.80E−5 4.80E−5
Table 10
CPU time for numerical solution of the elliptic eigenvalue problemat h = 1/64.
Numerical solution p u1 u2
Two-grid 2.533 2.556 2.476
Acceleration of two-grid 2.319 2.212 2.279
Meanwhile, we have an interesting observation that the errors of the nonconforming method in Tables 3 and 7 are
better than the conforming version in Tables 1 and 5, which is not surprising since the number of degrees of freedom of
the nonconforming method (P0–P1nc pair) is nearly three times that of the conforming method (P0–P1 pair) on a uniform
mesh. Hence, it is natural that the nonconforming method is more accurate and takes little more CPU time. The other
interesting discovery is that the eigenvalue by the conforming method becomes small to converge to the exact solution
and the eigenvalue by the nonconforming method becomes large to converge to the exact solution for the two kinds of
two-grid schemes.
For the two-grid scheme in Tables 1–4, we find the eigenvalue relative error of the P1b–P1 pair and RT0–P0 pair is less
than the P0–P1 pair because the P1b–P1 pair needs 7NP degrees of freedom and RT0–P0 pair needs 11NP degrees of freedom.
In order to demonstrate the acceleration of our new proposed scheme in Theorem 4.2 and compare our numerical results
fairly with the two-grid method in Theorem 4.1, we apply both our schemes on the same uniform coarse and fine grid
satisfying H2 = h in Table 9. In addition, we apply our accelerated scheme on coarser grids H = 14 , 18 with the fine grids
h = 164 , 1256 to show that we can obtain better results by applying our accelerated scheme using a coarser grid and the same
fine grid. Also, in order to show that our accelerated scheme can improve the results on a large class of coarse and fine grids,
we choose mesh sizes satisfying h = H/2, a common occurrence in the mesh refinement process. Here, λh denotes the
approximate eigenvalues obtained by the one-grid scheme on the fine grid. λt and λat denote the approximate eigenvalues
obtained by our two-grid scheme and accelerated two-grid scheme, respectively.
From Table 9, we can see that our accelerated two-grid scheme outperforms in all cases for P0–P1 pair. Although our
accelerated scheme cannot obtain asymptotically optimal accuracy when H = h 12 , we can still get a better approximate
eigenvalue. Furthermore, we can use coarser grids (H = 1/8, h = 1/256) to obtain the same accuracy of the approximation.
For grids obtained by the mesh refinement procedure (H = 2h), our accelerated scheme still works better in Table 9.
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Fig. 2. Plot of the pressure and velocity at h = 1/64: numerical solution of two-grid method (top) and numerical solution of the accelerated two-grid
method (bottom) with ph, u1h, u2h .
Moreover, we give two plots of numerical solutions of two schemes at the mesh 1/h = 64 and 1/H = 8 in Fig. 2 for
detail. Table 10 also lists the CPU time for the two schemes. On the same coarse and fine grids, though the stability of two
schemes is obtained from Fig. 1, our accelerated scheme may take a less time.
6. Conclusions
In this paper, we present two kinds of two-grid algorithm for the elliptic eigenvalue problem discretized by a newmixed
finite element scheme based on less regularity of velocity. We show that when the coarse grid and the fine grid satisfy
H = O(h 12 ) andH = O(h 14 ), our two-grid and the accelerated two-grid algorithmcan achieve the same accuracy of themixed
finite element solution, respectively. Finally, numerical tests show that the two kinds of two-grid newmixed finite element
method are efficient numerically in solving the two-dimensional elliptic eigenvalue problem. Obviously, this method can
be extended to the case of three dimensions and the nonlinear case. There are some open questions, including the possible
extension of the method to other eigenvalue problems.
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