An inversion algorithm which takes into account the varying geometry in magnetotelluric models is considered. The particular problem of estimating the shape of the interface between two different conductivities is studied. This boundary is represented by an implicit function and its parameters are calculated in the inversion process. The assumption of using such a function allows us to simplify the computation of the sensitivity matrix of the model, and gives a stronger numerical stability to the inversion procedure. The finite element method is used to solve the forward problem. The inversion algorithm is based on a Bayesian approach that allows the introduction of a priori information. Several examples with simple geometries show the possibilities offered by the algorithm.
INTRODUCTION
Two-dimensional MT inversion has been studied since reliable 2-D forward modelling became possible. In the beginning, two-dimensional inversion processes were developed to obtain the conductivity values of a model of known geometry (e.g. Weidelt 1975; Rodi 1976; Jupp & Vozoff 1977) . This previous scheme presents a lack of flexibility with respect to the model geometry since this is fixed during the inversion process. At this point, Zhdanov & Varentsov (1983) , with an integral equation approach, and Pek (1987) , using the finite differences method, allowed the model geometry to be an unknown during the inversion, thereby opening up the study of models with a variable geometry.
The aim of this paper is to study 2-D inversion with a particular kind of model which involves changes in the geometry. We have worked with models represented in Fig.  1 . For these, the main idea consists of assuming that the shape of the boundar,y between two conductivities u1 and u2 is described by a function f ( y ; z ; p) = 0, where ( y , z ) are the boundary coordinates, and p represents the function or boundary parameters.
We have considered the finite element method to solve the forward problem, and the Bayesian approach for the inverse problem. A relevant point in the inversion process is, therefore, to calculate the sensitivity matrix in a reliable way. This calculation is simplified and reduced when using such a function to describe the boundary between the two media.
In order to focus our attention on the problem of the model geometry, we assumed the conductivity values leaving the model to be fully described by the parameter set
P.
We first describe the points of interest in the forward modelling and the inversion procedure, Subsequently, we discuss the particular way of calculating the sensitivity matrix. Finally, the whole process is illustrated with several examples which correspond to simple geological models.
T H E FORWARD SOLUTION
The forward problem is stated from the Maxwell equations, V X E = -B ,
assuming a harmonic time dependence, eiru'; the constitutive relations B = pH and D = EE; and Ohm's law, J = aE; we obtain the equations for the two electromagnetic modes:
Fields are obtained by solving these equations under Dirichlet boundary conditions at z = f 00, and Neumann boundary conditions at y = f 00. The impedance tensor is calculated as the ratio between the horizontal electric and magnetic fields, and the apparent resistivity and phase are found from this impedance.
The solution of these equations is found numerically with the finite element method (FEM) (see, e.g., Zienkiewicz E-pol. case, and the fieid values at the nodes, fj, are found by imposing that the weighted differences between the approximate and the exact solutions are zero. In the further development, the weighting functions are the same as the shape functions, and this is known as the Galerkin method. Under these assumptions the solution of the equations (1) is reduced to solve the following system of linear equations (Kaikkonen 1983):
The whole domain 8 is divided into smaller subdomains called elements, where the integration is simpler. Taking account of the boundary conditions and rearranging, these systems can be represented in a general form as Kf=b.
In this paper, the coefficient matrix K and the independent term b are calculated considering linear shape functions, and triangular elements with constant conductivity where the vertices correspond to the nodes. It is important to note that under these conditions, the coefficient matrix and the independent term will only depend on the physical properties of the triangular element and its node coordinates.
The system of equations is solved by using direct methods, which is justified later, when calculating the sensitivity matrix.
The inverse solution is found with an iterative process due to the non-linearity of the problem. The algorithm is based on a statistical approach where the information about parameters and data are taken as a random variable, with known probability density functions. In this case, normal distributions were taken for both parameter and data information. Under these assumptions, using Bayes' theorem, and maximizing the a posteriori probability (Pous, Marcuello & Queralt 1987) , we obtain the expression:
where P,+~ and P k are the new and old models; do is the experimental data and d(pk) is the data associated with the model Pk; c d and C , are the covariance matrices of data and parameters, and A, is the partial derivative matrix or sensitivity matrix of the mode1 Qk. If Cd = 41 and C, = @, where I is the identity matrix, the expression ( 5 ) coincides with,Marquardt's algorithm with the regularizing parameter This process stops when the data associated to the model fits properly the experimental data.
It is clear in the previous procedure that if the model geometry changes in each iteration, the coefficient matrix K will also change in each iteration; thus, an automatic mesh generator is needed to perform the inversion automatically.
The mesh generator that we have constructed follows a simple idea: the curve that describes the boundary is superposed over a rectangular grid, and then the grid is deformed to fit the boundary. This is performed in four steps (see Fig. 2 ). The first consists of constructing a rectangular mesh. In the second, the intersections between the boundary and the vertical and horizontal lines of the rectangular mesh are found. Later, in the third step, the former mesh is deformed by moving the closest node of the rectangular mesh to each intersection point. If a node is the closest to more than one intersection point, its new position will be the average between these intersection points. Finally, in the last step, the conductivity of every triangular element is identified. The previous fitting is done in such a way that the curve only cuts the grid at the nodes. Thus, inside of every triangular element of the mesh, the conductivity can be taken as a constant.
C A L C U L A T I O N OF THE S E N S I T I V I T Y MATRIX
In the inversion procedure the new model is obtained from the preceding one by using formula (5). In this formula the sensitivity or partial derivative matrix of the model is needed. This matrix is calculated with the known technique that begins from expression (4) (Rodi 1976) , and takes derivatives with respect to parameters on both sides of El 3 1 4 -re 2. Scheme of the steps followed by the mesh generator for building the grid. expression (4). Thus:
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This represents a system of linear equations which has the same coefficient matrix as the system of linear equations obtained for the field values. Its solution corresponds to the i-column of the sensitivity matrix %/dpi. The other columns are found out by changing the corresponding right-hand term of (6) and solving the system. The calculation of the involved partial derivatives must be performed for the whole domain, that is to say, for all the elements of the mesh. However, this computation will be zero except for the elements which have nodes on the boundary. Making use of the expression f (y, z ; p) = 0 it is possible to calculate the derivatives of the node position with respect to the model parameters using the rule of derivation for implicit functions. Since the vaiues of b and K depend on the node coordinates, the derivatives of b and K will be calculated from the derivatives of the node coordinates.
The computation of the derivatives of node coordinates with respect to the parameters is performed at the same time as the deformation of the mesh. They are calculated in the intersections between the boundary and the rectangular mesh, and these values are used to calculate the derivatives at the nodes of the deformed mesh in the same way as the positions of the nodes in the deformed mesh were found from the intersection points.
The advantage of solving system (4) by direct methods consists in a strong reduction of computing time in the calculation of (6) because the factorization of the K matrix is already made. This factorization, which is very time consuming, is only made once for each iteration in the inversion.
EXAMPLES
In order to show how this process works, we have chosen three boundaries, which may be connected to simple geological structures. The first one consists of a boundary described by a Gaussian function which may simulate structures like horsts, grabens or diapirs; the second is a sloping step, which can be related to faults, and the third, an ellipse which may be associated to special cases of intrusions.
For simplicity in the presentation, we have chosen all of the exampIes over the same conductors: a 1 = 3 . 3 3 x 10-'Sm-' and ~, = 1 0 -~S m -' . The data taken as experimental has been generated synthetically, and they are presented by profiles perpendicular to the strike direction. We have only considered the H-polarization case because it is more sensitive to lateral variations of the physical properties of the Earth.
In algorithm (5) we have not used di and p I , but their logarithms log poi and log pi. This will give stability to the algorithm because all the parameters will have the same order of magnitude. In this way, the data variances are assumed to be var(di) = (A log pat)' = (Apa,/p,,)2, which means the square of its relative error. If we consider for the synthetic data only two significant figures, an adequate variance would be var(d,) =0.01, which means a relative error of 10 per cent for all the data set. The values of parameter variances are given in the same way, and they quantify the knowledge of the parameter values. Our experience has shown that var (pi) = 1 is a good choice when there is no other information. If we have better information with respect to the parameter, this variance will be reduced.
For the comparison of the response of a model p and a data set do in the examples presented here, we have defined a function E' as, where n is the number of data.
The criterion considered for knowing if the model p is compatible with the data set do is to check if E < 1, which coincides with considering that the differences dy -d,(p,) are on average lower than their standard deviation.
In order to study different aspects of the algorithm, we have taken into account two situations for data: with or without noise,
Synthetic data without noise

' " I
We first studied the case of data without noise, and we will see if the inversion process reaches the model considered for generating the synthetic data. In this study we have examined three different boundaries.
Gaussian function
In this case the boundary is described by the expression where ( y , z) are the boundary coordinates, with the physical meaning of the parameter set p : ( p l , p 2 , p 3 , p 4 ) described in Fig. 3(a) . For this example, the synthetic data have been generated by the model p: p 1 = 6.00 km; p 3 = 3.00 km;
The values of the apparent resistivity for T = 1 s calculated along the profile are shown in Fig. 4 . The behaviour of the sensitivity for the different parameters over the surface is presented in Fig. 5 . For inversion purposes, the following model was the starting one: which corresponds to a stratified two-layer media, with a thickness of 3 km, and resistivities 30 Qm and 1000 Qm. The variances for parameters and data were var (pi) = 1 and var (di) = 0.01. After I 16 iterations the process had satisfactorily reached the right model from which it was generated. The evolution of the mesh is represented in Fig.  6 .
Sloping step
This boundary is described by the expression: in the intervals y 5 p 2 , p 2 5 y 5 p 2 + p 4 , and y ?p2+p4, respectively, and having the parameter set p : ( p l , p2, p 3 , p4) the meaning given in Fig. 3(b) . The synthetic data used in this example have been generated for T -1 s with the following parameters: p1 = 0.50 km; p3 = 1.50 km;
In Fig. 7 the apparent resistivity profile is shown, and the behaviour of the sensitivity for the parameters is presented in Fig. 8 . y (km) Figure 10 . Apparent resistivity profile for the boundary described by an ellipse.
The physical meaning of the parameters (pl, p 2 , p 3 , p4) is shown in Fig. 3(c) . The particular values of p taken for data generation were: p 1 = 4.00 km; p 3 = 2.00 km;
The apparent resistivity profile for T = 1 s, and the behaviour of the sensitivity are shown in Figs 10 and 11.
For inverting the data, the following model has been taken as the starting one: 
Synthetic data with noise
In this example we examine the case of the boundary described by the Gaussian function. Noisy data has been obtained by adding a random error to the synthetic data.
The random error has a normal distribution of zero mean and a variance of 0.01. In order to compare the results, we have taken the same starting model as before, and the same variances. After eight iterations, the process stopped because the algorithm did not significantly change the parameters ( E = 0.74). The data and the response of the final model are presented in Fig. 13 . The starting and final models are given in Table 1 . 
I .
, , Since there was noise in the data, the final model is not exactly the right one, although it is close to it.
Use of a priori information
In order to simulate more realistic situations, where the profile may present an irregular distribution of data, and even data gaps, we considered the distribution of data points indicated in Fig. 14 and T = 1 s.
If we now run the algorithm with the same starting model as before, we get the model indicated in Table 2 (a). Given this special data distribution (irregular and with gaps), the ambiguity due to the non-uniqueness of the inverse problem increases. However, the non-uniqueness of the solution will be reduced if a priori information is available.
In our example, one can have information on the approximate value of p 2 from other geophysical or geological sources. Let us suppose that p 2 is 0.5 km. One way of implementing this information in the algorithm consists of including this value in the starting model. The final model is shown in Table 2 (b), and the value of this parameter does not accord with the a priori information. This is because we must assign the proper value of var ( p 2 ) , ( c ) in accordance with the a priori information quality. In Table  2 (c), we show the result obtained by giving a value of 0.001 to the var ( p 2 ) , which ascribes the value to the a priori one.
Since the final models in the Table 2 adjust the data, taking into account the noise, they are equivalent models.
We can also reduce this ambiguity if we use more than one period. The final models in Table 2 showed that the parameter p 2 takes the values 0.5 km and 0.3 km. Let us assume an extra data profile, for T =0.1 s (Fig. 14) . In order to know which of these two values of p 2 is compatible with the new data, we took two starting models that include these particular values of p 2 . After running the algorithm with the same variances as the example in Table 2 (c), we obtained the results indicated in Table 3 . There, we can see that the second model is the only one compatible, as the model with p 2 = 0.3 km did not converge ( E = 1.38). These results have shown how the use of more periods also reduces the non-uniqueness of the solutions.
All the examples were calculated with the computer IBM 3090 of the University of Barcelona. The models had a size of 2.4 x lo3 nodes, and the computer took an average of 3.5 s per iteration of the inverse process.
DISCUSSION A N D CONCLUSIONS
In this paper, we have described a new algorithm of inversion where the main goal was the determination of the boundary shape between two conductors. The twodimensional models considered were the ones whose boundary is represented by an implicit function f ( y , r ; p) = 0, which links the boundary coordinates and the model parameters p. This allows us to study typical geological structures with a reduced number of parameters. For these models, we have shown that one part of the computation of the sensitivity matrix can be done analytically, giving greater stability to the algorithm. The use of the mesh generator is an important point because it allows the process to be automatic.
The results in the examples showed the proper convergence of the algorithm. First, we considered a dense distribution of data without noise for each of the three boundaries selected. The solutions for every case confirmed the correction of the scheme described. Thereafter, two aspects have been considered with noisy data. In the first, a dense distribution of data was taken, and the algorithm presented a good convergence. In the second, a poor spatial distribution of data was studied. This increased the ambiguity of the solution. In order to reduce it, two different strategies were tested. One strategy was based on the introduction of a priori information concerning the parameters. This was performed by assigning a lower variance to the parameter which was assumed to be better known. The other strategy consisted of considering that the data included more periods. In both cases, the examples showed a reduction in the ambiguity, and the algorithm c6nverged to the proper model.
