Abstract. An explicit fully discrete finite element method, which satisfies the nonconvex side constraint at every node, is developed for approximating the p-harmonic flow for p ∈ (1, ∞). Convergence of the method is established under certain conditions on the domain and mesh. Computational examples are presented to demonstrate finite-time blow-ups and qualitative geometric changes of weak solutions of the p-harmonic flow.
1. Introduction and Summary. Minimizing the energy
for maps u : Ω → S m−1 (m ≥ 2), where Ω ⊂ R n (n ≥ 1) is bounded and S m−1 ⊂ R m is the unit sphere, gives rise to p-harmonic maps. Such maps have natural applications such as micromagnetics [11, 27] , liquid crystal theory [1, 23, 28, 5] (p = 2) or color image denoising [32, 33, 34, 10, 21, 4] (p = 1). At present, there are not many schemes available to reliably approximate such maps. The main numerical difficulties are the nonconvexity of the constraint, | u | = 1 a.e. in Ω, and the limited regularity and nonuniqueness of minimizers.
The first numerical schemes to approximate (1.1) in the case p = 2 were proposed in [16, 17, 22, 28] . The idea is in each search direction, first to reduce the energy functional ignoring the sphere constraint; then renormalize this solution V j to obtain U j = V j | V j | . However, the question is then if the energy is still decreased during the renormalization step. This problem has been elegantly solved in [1] , where an interesting convergent algorithm is proposed. Given an admissible U j , the strategy there is to decrease the energy E 2 (U j − V j ) for V j belonging to the tangential plane {w ∈ H 1 (Ω, R m ) : w, U j R m = 0 a.e. in Ω};
then perform the renormalization
(Ω, S m−1 ). By construction, it follows that E 2 (U j − V j ) = min w E 2 (U j − w) ≤ E 2 (U j ), since w = 0 is admissible. Moreover, | U j − V j | ≥ 1 a.e. in Ω, which is sufficient to guarantee decrease of the energy in the renormalization step. Recently, convergence of a finite element realization of this algorithm has been verified for restricted (acute) mesh partitions [8] . A generalization of this (Alouges') strategy to the degenerate regime p = 2 is easily possible, but convergence behavior seems unclear to the authors for the singular cases p < 2.
Another discretization approach is based on the convergent penalization strategy, see [29] . Here the nonconvex constraint is approximated by adding the penalty term ε −1 Ω (|u| 2 − 1) 2 dx to E p (u), leading to the unconstrained Ginzburg-Landau energy E p,ε (u) for an ε > 0. However, a numerical approximation of E p,ε (u) requires the penalization parameter ε and the mesh parameter h to be tuned. In [34] a different approach is proposed. This is based on the unconstrained minimization of for any T > 0. Here Ω T := (0, T ) × Ω, ∂Ω T := (0, T ) × ∂Ω with ∂Ω being the boundary of Ω with normal n. The system (1.3)-(1.4) characterizes the L 2 -gradient flow of (1.1) with ∆ p u ≡ ∇ · (|∇u| p−2 ∇u). Solutions to this problem have been studied intensively over the last fifteen years, starting with the case p = 2 [13] , and followed by p > 2 (existence [14, 26] , nonuniqueness [24] ), and 1 < p < 2 (existence and nonuniqueness [18, 30] ). Weak solutions to (1.3)-(1.4) satisfy (1.3) in a distributional sense, the initial condition in (1.4) in the sense of traces for u 0 ∈ W 1,p (Ω, S m−1 ), and the energy inequality (cf. [31] )
2 L 2 ds + E p u(t) ≤ E p (u 0 ) for a.e. t ∈ (0, T ) .
This motivates the conjecture that there exists a subsequence {t k } ⊂ {t k }, for t k → ∞, such that u * = lim k →∞ u(t k , ·) is a p-harmonic map, which is known for the case p = 2, and for any p > 1 in the case of small initial data [19] .
In order to verify existence of a weak solution to (1.3)-(1.4), the problem is modified to first finding a solution u ε : Ω T → R m to the following unconstrained penalized formulation for ε > 0 and T > 0:
cf. [13, 15] . Tracing the limit as ε → 0 for solutions to (1.6)-(1.7) then leads to weak solutions of (1.3)-(1.4) satisfying (1.5) for the cases 1 < p < ∞. When p = 1, which is the most difficult case, local strong solutions are proved by Giga et al. in [21] , whereas global weak solutions are established in [4] . Apart from its use as an analytical tool, problem (1.6)-(1.7) is often the starting point to construct convergent discretizations for which the computed (discrete) solutions U ε k,h converge to solutions of (1.3)-(1.4), see [4] , as the time step k, the mesh parameter h and the penalization parameter ε tend to zero. Popularization of this approach is partially due to the fact that the direct construction of a convergent discretization of (1.3)-(1.4) is a nontrivial task.
The goal of this paper is to propose a convergent fully discrete finite element approximation of (1.3)-(1.4). Its construction is inspired by the recent work [2] for the Landau Lifshitz equations. Our numerical scheme is based on the following equivalent reformulation of (1.3)-(1.4): find u satisfying the constraint and the initial condition such that
and ·, · R 1 × 2 is the standard inner product on R 1 × 2 . To introduce our finite element scheme and state the main convergence result, we need to make the following assumptions on the finite element partitioning:
(A1) Assuming that Ω is either polygonal (n = 2) or polyhedral (n = 3), let T h be a quasi-uniform partitioning of Ω into disjoint open simplices K with h K := diam(K) and h := max K∈T h h K , so that Ω = ∪ K∈T h K.
We require the quasi-uniformity constraint on the partitioning, as many of the proofs in this paper use the inverse inequalities on functions in V V V h . The convergence proof of our finite element approximation for p > n or p = 2 is fairly straightforward. In order to prove convergence if p ≤ n and p = 2; our proof requires the denseness of
, which imposes the restrictions of either p = n or p < m − 1; see [9] . Moreover, in this case we have to place a further restriction on the partitioning for a monotonicity argument to hold: (A2) In addition to the assumptions (A1) above, we assume that all simplices K ∈ T h are right-angled. (For n = 3 this means that all tetrahedra have one vertex with exactly one right angle, one vertex with exactly two right angles and all other angles are strictly acute, see Section 4 for more details. We note that a cube is easily partitioned into such tetrahedra. Sufficient for our analysis is to assume that each element has n mutually perpendicular edges; the case that a tetrahedron has a vertex with three right angles is unrealistic in practice and therefore, for ease of exposition, excluded.) Let P 1 be the space of linear polynomials. We then introduce the following sets of functions:
where |K| is the area/volume of K.
Let k be the time step such that Jk = T and
. Then a fully discrete implicit approximation of (1.8) reads:
. This problem is clearly too difficult to solve because of the imposed nonconvex constraint on M M M h . However, since u t , u R m = 0, we may assume that d t U j+1 is almost an element of F F F h ( U j ). This motivates our explicit scheme, which adapts the algorithm in [2] for the Landau Lifshitz equations to the p-harmonic flow with p ∈ (1, ∞).
SCHEME
Step 1: Start with an initial vector field
Step 3:
We note that Step 2 is explicit, due to the use of numerical integration on the left-hand side, but remark that our analysis also holds if exact integration is used. For the fully discrete finite element solution {U j } j≥1 we define its constant and linear interpolations in time as follows:
In this paper we will prove the following theorem.
3 Theorem 1.1. If p = 2 or p ∈ (n, ∞), let the assumptions (A1) hold. If p = n or p ∈ (1, m − 1), let the assumptions (A2) hold. In addition, we assume that
Then there exists a subsequence of {U} h such that as h → 0
To summarize: we prove convergence of our finite element approximation when
We remark also that the above theorem does not hold for p = 1, in which case the weak solutions are only BV -functions, instead of Sobolev functions [4] . Moreover, computational experiments suggest that the constraint on the time step k is sharp as p → 1. Convergence of a space-time discretization of a GinzburgLandau penalization, (1.6)-(1.7), which also handles the case p = 1 is proposed in [4] . That approach requires an additional penalization parameter ε, which, as is common with any penalization process, poses some additional constraint on the mesh parameters.
The remainder of this paper is organized as follows. In Section 2, we give a precise weak formulation of problem (1.3)-(1.4). In Section 3, we establish the stability of the numerical solution and the mesh conditions on k described in Theorem 1.1 above. In Section 4, we prove the convergence result of Theorem 1.1. Finally, in Section 5, we present some numerical experiments, which motivate finite-time blow-up and other qualitative behaviors of solutions of the p-harmonic flow for various values of p.
Preliminaries.
For Ω ⊂ R n be bounded, we define the nonlinear Sobolev space
Critical points u ∈ W 1,p (Ω, S m−1 ) of E p (u) for p ∈ (1, ∞) can be characterized as solutions to the EulerLagrange equation
If a map u ∈ W 1,p (Ω, S m−1 ) satisfies (2.1) in the sense of distributions, u is called a weakly p-harmonic map. The p-harmonic flow (1.3)-(1.4) was first studied in [14, 25] . We now make precise what we mean by a weak solution to (1.3)-(1.4).
Definition 2.1.
are continuous for t > 0, with possible modification on a set of measure zero on (0, ∞),
3) holds in the sense of distributions, 5. the initial condition holds in the sense of traces. Verification of the existence of a weak solution to (1.3)-(1.4) uses monotonicity arguments for a penalization approach to approximate the p-harmonic flow on the space W 1,p (Ω, R m ). A parabolic version of Murat's lemma then gives enough compactness to identify limits of terms of a wedged version of the penalized problem as a wedged version of (1.3), which holds in distributional sense. The weak solution is known to satisfy the energy law (1.5), We refer to [31, 23] for further details in this direction. Also, weak solutions to (1.3)-(1.4) are not unique, see e.g. [30] and [24] . Of course, the subsequent proof of Theorem 1.1 can be considered as an alternative way to construct weak solutions to (1.3)-(1.4).
Remark 2.1. In [30] (see also [26] , for p > 2), Misawa demonstrates existence of weak solutions to (1.3)-(1.4) by the Rothe method: set u 0 = u 0 , then for j ≥ 1 minimizers
, exist, and solve
In addition, they satisfy a semidiscrete version of energy inequality (1.5) on the equidistant time mesh {t j } j≥0 . Then a compactness argument as in [14] , together with a parabolic version of Murat's lemma (cf. [26] ) proves subsequence convergence to a weak solution of (1.3)-(1.4) as k → 0. Unfortunately, the scheme (2.2) is not practically useful, due to the nonconvex constraint. We end this section by introducing some notation and stating a few useful results. Let 1 < p < ∞. For all P, Q ∈ R m×n , m, n ≥ 1, and δ ≥ 0 there exist positive constants
For example, these results were proved in [7] for the case R n×n , and that proof easily transfers to the present case. We recall the following well-known results concerning (·, ·) h :
For later purposes, we introduce also the linear interpolation operator
Finally, throughout the paper we adopt the standard notation for Sobolev spaces and their associated norms. For notational convenience, we drop the domain from the norm
3. Stability. As a first step toward showing the convergence of our numerical scheme to a weak solution of problem (1.3)-(1.4), we shall establish a discrete version of the energy inequality (1.5).
Lemma 3.1. Let the assumptions (A1) hold.
as h → 0, and let k satisfy (1.12). Then the iterates
where c i are o(1).
Proof. Firstly, we choose W = V j in Step 2 of the scheme. As U j ∈ M M M h , on noting (2.4) and on applying an inverse inequality, we conclude that
We note that if ∇U j L p ≤ C; then we have, via (2.4) and inverse inequalities, the improved bound
The following argument is adapted from [2] . On defining
Step 3 of the scheme yields for all nodes q i of T h that
Therefore, on recalling (2.4), we have that
Similarly, it follows from (2.4) and an inverse inequality that
and hence we have that
Step 2 of our scheme, noting the convexity of
, together with inverse estimates and (3.5), we arrive at
We first consider the simpler case, p ∈ [2, ∞). It follows from our assumptions on U 0 that there exists a constant
Therefore, combining (3.7) and (3.8) yields in the case p ∈ [2, ∞) that there exists a constant C 3 > 0 such that
If the time step k satisfies C 3 k ≤ h p , it follows from the above inequality that ∇U j+1 L p ≤ C 1 . Hence, by induction, (3.9) holds for j = 0 → J − 1 under the above two restrictions on k. On recalling our assumptions on k, (1.12), the desired stability result (3.1) for p ∈ [2, ∞), with no c 2 term on the right hand side, follows from summing (3.9) and noting from (3.
We now consider the case p ∈ (1, 2). Firstly, there exists a constant C 4 (p) > 0 such that
, it then follows from (3.2) that there exists a constant
Therefore combining (3.7), (3.8) and (3.10) yields in the case p ∈ (1, 2) that there exists a constant C 6 > 0 such that
On recalling our assumptions on k, (1.12), the desired stability result (3.1) for p ∈ (1, 2) then follows from summing (3.11) and noting (3.7).
Convergence.
The following lemma, where we adopt the notation (1.11), will be needed for showing the convergence of our scheme.
Lemma 4.1. Let the assumptions of Lemma 3.
where σ = 0 if p ∈ (1, 2) and σ = n(
Step 2 of our scheme to obtain for any
¿From (3.6), (3.3) and (3.1) we have that
Hence the desired result (4.1) follows from (4.2), (4.3), (2.5) and (3.1).
It follows from (3.1), our assumptions on U 0 and as
, and a subsequence of {U} h such that as h → 0
where q < ∞ if p ≤ n and q = ∞ if p > n. Furthermore, we have that (1.5) holds.
As U ∈ M M M h it follows that I h [|U|] ≡ 1, and hence for every K ∈ T h that (4.5)
Therefore, we deduce that
Next, in order to identify the limit of the p-Laplacian term in (4.1), we need to establish that
The standard employment of Minty's lemma for monotone operators (see [35] , 'the decisive monotonicity trick') is not so straightforward as (4.1) is only valid for W ∈ L 2 ((0, T ); F F F h (U)) and not for all W ∈ 7 L 2 ((0, T ); V V V h ). Obviously, if p = 2 then (4.7) follows immediately from (4.4). The lemma below establishes a stronger version of (4.7) in the easier case when p ∈ (n, ∞).
Lemma 4.2. In addition to the assumptions of Lemma 3.1 hold, let p ∈ (n, ∞). Then we have for the subsequence {U} h of (4.4) that
Proof. As p ∈ (n, ∞), it follows that I h u is well-defined and
We deduce from (2.3)(ii) with δ = p − 2 that
It follows from (4.4), (3.1) and (4.9) that T 1 , T 2 → 0 as h → 0. As I h U ≡ U and U, I h u ∈ M M M h , recall (4.6), we have that I h u − U ≡ W + Z, where
and
It follows from (4.11), (4.1), (1.12), an inverse inequality and (3.1) that
On noting (4.4), as p > n, we have that T 3 → 0 as h → 0; and hence we have that the subsequence of {U} h in (4.4) is such that
The above and (2.3)(i) with δ = 0 immediately yields the desired result (4.8).
Unfortunately, if p ∈ (1, n] and p = 2 the proof of the desired result (4.7) is far more complicated. One difficulty occurs as I h is not well-defined on u. If one replaces I h by a generalised interpolation operator, I g h , then I g h U ≡ U, I g h u ∈ M M M h and, moreover, a generalization of (4.11) with the second crucial identity for Z, exploited in (4.12) above, does not hold. To overcome this difficulty, we employ a density argument by smoothing u and continue to work with I h . However, to obtain a generalization of the second identity for Z in (4.11) we require this smoothed u(·, t) to belong to S m−1 and not just R m . This requires the denseness of
, which imposes the restrictions of either p = n or p < m − 1; see [9] . Another difficulty occurs if p ∈ (1, n] and p = 2 as U → u in L q (Ω T , R m ) only for q < ∞ and not for q = ∞, recall (4.4). To overcome this we require a discrete version of Theorem 2.1 in [14] , which exploits a monotonicity argument to deduce that the term II in the proof there is non-positive. To obtain a discrete analogue of this, we require the right angle constraint, (A2), on our partitioning; which we now discuss in more detail.
Let {e i } n i=1 be the standard orthonormal vectors in R n , such that the j th component of e i is δ ij , i, j = 1 → n. Given non-zero constants ρ i , i = 1 → n; let K({ρ i } n i=1 ) be a reference simplex in R n with
, where q 0 is the origin and q i = q i−1 +ρ i e i , i = 1 → n. Then under assumptions (A2), given a K ∈ T h with vertices {q ji } n i=0 , such that q i0 is not a right-angled vertex, there exists a rotation/reflection matrix B K ∈ R n×n such that the mapping F K : x ∈ R n → q j0 + B K x ∈ R n maps the vertex q i to q ji , i = 0 → n, and hence K({ρ i } n i=1 ) to K. Then for all K ∈ T h , φ ∈ C(K, R) and φ φ φ ∈ C(K, R m ), we set for all
We have for any Z ∈ V V V h and K ∈ T h that (4.15)
It is easily deduced, see e.g. [6] for details, that for any z 1 , z 2 ∈ C(Ω, R)
where for any Z ∈ V h ,
and D( Z) is the n × n diagonal matrix with diagonal entries
Lemma 4.3. In addition to the assumptions of Lemma 3.1 hold, let either p = n or p < m − 1, and let the assumptions (A2) hold. Then we have for the subsequence {U} h of (4.4) and for any s ∈ [1, p) that
Hence the desired result (4.7) holds.
Proof. As either p = n or p < m − 1, it follows that C ∞ (Ω, S m−1 ) is a dense subset of W 1,p (Ω, S m−1 ); see [9] . Hence for any fixed α ∈ (0, 1), there exists
Therefore I h u α is well-defined and
In addition, we introduce η η η α : R m → R m and η α : R → R such that
On adopting the notation in (4.14) and (4.15), we have for all Z ∈ V V V h and K ∈ T h that
For any y ∈ R m , we deduce from the monotonicity of η α that
is symmetric positive semi-definite for any Z ∈ V V V h . Similarly to (4.25), we have for all Z ∈ V V V h and on any K ∈ T h that 
Hence we deduce from (4.27) that for all Z, Y ∈ V V V h and
It is this bound, which we use in bounding T 3 below (containing the analogue of the term II in the proof of Theorem 2.1 in [14] ), that exploits the right angle constraint, (A2), on the partitioning.
As |u α | = |U| = 1 in Ω T , we have from (4.22) that
It follows from (4.29) and (4.22) that
It follows from (4.15), (4.14), (4.29) and (4.22) 
T h,α (t) := {K ∈ T h : K has a vertex q i ∈ J h,α (t)}, and
It follows from (2.4), (1.9) and (4.32) that 
For any s ∈ [1, p), we have that .3)(ii) with δ = p − 2 we have that
(4.37)
It follows from (3.1), (4.21) and (4.20) that
Hence we deduce from (4.38), (4.21), (4.4) and (4.20) that
Next we note from (4.32) and (4.22) that
It follows from (4.28) and (3.1) that
, we have that
It then follows from (4.1), (1.12), an inverse inequality, (3.1), (2.4), (4.22) and (4.20) that
We note from (3.1), (4.16), (4.17), (4.18), (4.30) and (4.31) that 
The desired result (4.19) then follows immediately from (4.45), (4.20) and (4.21) . Finally, the desired result (4.7) follows immediately from (4.19) and (3.1), cf. [30, Lemma 6] .
We now are ready to give a proof for Theorem 1.1.
Proof of Theorem 1.1: Given any φ φ φ ∈ C ∞ (Ω T , R m ), let w = u × φ φ φ, and W = I h (U × φ φ φ). Interpolation theory yields that
where γ = n(2 − p)/p if p ∈ (1, 2] and γ = 0 if p ∈ (2, ∞). Therefore (4.46) and (4.4) yield that W → w strongly in L 2 (Ω T , R m ), which in turn implies that (4.47)
We now consider the p-Laplacian term. Similarly to (4.46), we have that
On noting the vector identity ∇z, ∇(z × φ φ φ) R m×n = ∇z, z × ∇φ φ φ R m×n , (4.4) and (4.7) it follows that as
Noting (4.48), (4.49) and (4.7) we have that
Finally if p ∈ (1, 2] , we deduce from an inverse inequality that
It follows from (4.47), (4.50), (4.1), (4.46), (4.4), our constraints on the time step k, (1.12), (4.51), (4.48) and (3.1) that we now can pass to the limit h → 0 in (4.1) to obtain that for all We employ our convergent numerical scheme to compute such phenomenon. Throughout these numerical experiments, we set Ω := (−1, 1) 2 ⊂ R 2 , i.e. n = 2, and m = 3; recall (1.13). We choose a uniform right-angled triangulation of Ω with h = √ 2/2 3 and set U 0 ≡ I h u 0 . Unless otherwise stated, we choose k = h s+1/2 /10 for s = max{p/(p − 1), p}. In all of the experiments reported below we observed that
for all j ≥ 0 for this choice of k; recall the stability requirements of Theorem 1.1 and that for p ∈ (1, 2) we computed with p = 3/2 and 5/4 ⇒ p/(p − 1) ≥ p + 1 ≡ p + n 2 . Finally, as m = 3, below we plot at each node q i of T h a vector based on the first two components of U j (x i ). According to the results in [12, 31] we expect finite time blow-up for p = 2 if b > π. We choose (ai) p = 2 and b = π/2 and (aii) p = 2 and b = 3π/2, (bi) p = 3/2 and b = π/2 and (bii) p = 3/2 and b = 3π/2, (ci) p = 5/2 and b = π/2 and (cii) p = 5/2 and b = 3π/2. Figure 5 .1 displays the numerical solution in Example 5.1 (ai) at various times. As expected we do not observe finite time blow-up; at t = 0.9180 all vectors point in the same direction. We observe a similar behaviour in (bi) and (ci). In Figure 5 .2 we plotted the numerical solution in Example 5.1 (aii) at various times. Blow-up occurs at t ≈ 0.3516 when the vector at the origin changes its direction from (0, 0, 1) to −(0, 0, 1). A zoom at the values of the nodes in a neighborhood of the origin at some times is displayed in Figure 5 .5 and magnifies the change of direction at the origin.
The blow-up happens differently for (bii). Some snapshots of its dynamics are displayed in Figure 5 .3. In the time interval 1 ≤ t ≤ 1.7 all vectors apart from the one at x = 0 approximately point out of the plane. Then, at time t ≈ 1.78 the vector at the origin changes direction so that a uniform state is achieved.
The behaviour in (cii) is different from that in (aii) and (bii). No blow-up occurs, cf. The lower right plot in Figure 5 .6 displays the energy E 2 U(t, ·) in Example 5.1 (ai) obtained with k = h 2 . The results clearly indicate that k = h 2 is not small enough for p = 2 and n = 2 in this experiment. Analytical studies [3] of the scalar-valued total variation (TV) flow (p = 1) −u t ∈ ∂J(u), u(0) = u 0 ∈ L 2 (Ω), for J(u) = | Du |(Ω) show interesting characterizations of the strong solution in the sense of semigroup theory: i) finite extinction time (n = 2), ii) u(t, ·) ∈ L ∞ (Ω), t > 0, if u 0 ∈ L n (Ω), and no L 1 − L 2 -regularizing effect for L 1 (Ω)-initial data, in general, iii) C 1,α -regularity of level sets ∂ * u(t) > λ for u 0 ∈ L n (Ω) of decreasing size, i.e., d dt H n−1 ∂ * u(t) > λ ≤ 0, and iv) invariance of supports, provided e.g. the curvature of the smooth boundary of the simply connected convex staring support is not too large; cf. [20] for a convergence analysis of a regularized, fully discrete scheme, and corresponding computational studies. We next discuss the latter issue in the present vectorial case. and set (i) p = 2, (ii) p = 3/2, and (iii) p = 5/4. Figure 5 .7, 5.8, and 5.9 display snapshots of the numerical solutions in Example 5.2 (i), (ii), and (iii), respectively. For p = 2 in (i) we observe that the solution is rather smooth for positive times and that at t ≈ 0.24 a uniform (constant) state is obtained. As opposed to the results in (i) for p = 2, the discontinuity along the circle |x| = 0.5 is preserved for p = 3/2 in (ii) until t ≈ 0.31992 when a constant state is achieved. For p = 5/4 the discontinuity is preserved for a significantly longer time, cf. Figure 5. 9. In the left plot of Figure 5 .10 we displayed the angle between the vectors U(t, x) and (1, 0, 0) for t ∈ (0, 1) and x ∈ {A, B}, where A = (0, 0) and B = (3/4, 3/4), and for p = 2, p = 3/2, and p = 5/4. We observe that the angle at the origin changes almost linearly in case p = 3/2. In the right plot of Figure 5 .10 we displayed the energies E 2 (U(t, ·)), E 3/2 (U(t, ·)), and E 5/4 (U(t, ·)) as a function of t for the solutions in Example 5.2 (i), (ii), and (iii), respectively. Of course, even though u 0 is discontinuous, U 0 ≡ I h u 0 ∈ W 1,p (Ω, R 3 ) with a mesh dependent norm, and so we still expect energy decay. We observe that this energy decay is slower for smaller exponents p.
