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Efficient Robust Model Predictive Control using Chordality
Anders Hansson and Sina Khoshfetrat Pakazad
Abstract—In this paper we show that chordal structure can
be used to devise efficient optimization methods for robust
model predictive control problems. The chordal structure is
used both for computing search directions efficiently as well
as for distributing all the other computations in an interior-
point method for solving the problem. The framework enables
efficient parallel computations.
I. INTRODUCTION
Model Predictive Control (MPC) is an important class
of controllers that are being employed more and more
in industry, [23]. It has its root going back to [5]. The
success is mainly because it can handle constraints on control
signals and/or states in a systematic way. In the early years
its applicability was limited to slow processes, since an
optimization problem has to be solved at each sampling
instant. Tremendous amount of research has been spent on
overcoming this limitation. One avenue has been what is
called explicit MPC, [2], where the optimization problem is
solved parametrically off-line. Another avenue has been to
exploit the inherent structure of the optimization problems
stemming from MPC, [10], [28], [25], [3], [29], [24], [12],
[13], [26], [16], [1], [6], [4], [27], [15], [7], [8], [18], [22].
Typically this has been to use Riccati recursions to efficiently
compute search directions for Interior Point (IP) methods or
actives set methods to solve the optimization problem. In
[14] it was argued that the important structures that have
been exploited can all be summarized as chordal structure.
Because of this the same structure exploiting software can
be used to speed up all computations for MPC. This is
irrespective of what MPC formulation is considered and
irrespective of what type of optimization algorithm is used.
In this paper we will in detail discuss robust MPC, which was
not discussed in the above mentioned reference. We assume
that the reader is familiar with the receding horizon strategy
of MPC and we will only discuss the associated constrained
finite-time optimal control problem. We will from now on
refer to the associated problem as the MPC problem.
The remaining part of the paper is organized as follows.
We will in Section 2 discuss how chordal sparsity arises
and how it can be utilized in general convex optimization
problems to obtain computations distributed over a so called
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clique tree. The presentation is based on [17]. In Section 3
we then discuss how this is can be used within IP methods
for general Robust Quadratic Programs (RQPs). In Section 4
we state the robust MPC problem. It is formulated using a
scenario tree, and we will see that it is a special case of RQP.
In Section 5 we will give some conclusions, discuss gener-
alizations of our results and directions for future research.
Notation
We denote with R the set of real numbers, with Rn the
set of n-dimensional real-valued vectors and with Rm×n the
set of real-valued matrices with m rows and n columns. We
denote by N the set of natural numbers and by Nn the subset
{1, 2, . . . , n} of N. For a vector x ∈ Rn the matrix X =
diag(x) is a diagonal matrix with the components of x on
the diagonal. For two matrices A and B the matrix A⊕B is
a block-diagonal matrix with A as the 1,1-block and B as the
2,2-block. For a symmetric matrix A the notation A() ≻ 0
is equivalent to A being positive (semi)-definite.
II. CHORDAL SPARSITY AND CONVEX OPTIMIZATION
Consider the following convex optimization problem
min
x
F1(x) + · · ·+ FN (x), (1)
where Fi : R
n → R for all i = 1, . . . , N . We assume
that each function Fi is only dependent on a small subset of
elements of x. Let us denote the ordered set of these indexes
by Ji ⊆ Nn. We can then rewrite the problem in (1), as
min
x
F¯1(EJ1x) + · · ·+ F¯N (EJNx), (2)
where EJi is a 0–1 matrix that is obtained from an identity
matrix of order n by deleting the rows indexed by Nn \
Ji. The functions F¯i : R
|Ji| → R are lower dimensional
descriptions of Fis such that Fi(x) = F¯i(EJix) for all x ∈
Rn and i ∈ NN . For details on how this structure can be
exploited using message passing the reader is referred to
[17].
A brief summary is that we may define a so-called sparsity
graph for the above optimization problem with n nodes and
edges between two nodes j and k if xj and xk appear in the
same term F¯i. We assume that this graph is chordal, i.e. every
cycle of length four our more has a chord.1 The maximal
complete subgraphs of a graph are called its cliques. If the
original graph is chordal then there exists a tree of the cliques
called the clique tree which is such that it enjoys the clique
1In case the graph is not chordal we make a chordal embedding, i.e. we
add edges to the graph until it becomes chordal. This corresponds to saying
that some of the F¯i depend on variables that they do not depend on.
intersection property. This property is that all elements in the
intersection of two cliques Ci and Cj should be elements of
the cliques on the path between the cliques Ci and Cj . It
is then possible to use the clique tree as a computational
tree where we non-uniquely assign terms of the objective
function to each clique in such a way that all the variables
of the term in the function are elements of the clique. After
this we may solve the optimization problem distributively
over the clique tree by starting with leafs and for each leaf
solve a parametric optimization problem, where we optimize
with the respect to the variables of the leaf problem which
are not variables of the parent of the leaf in the clique tree.
The optimization should be done parametrically with respect
to all the variables that are shared with the parent. After
this the optimal objective function value of the leaf can be
expressed as a function of the variables that are shared with
the parent. This function is sent to the parent and added to its
objective function term. The leaf has been pruned away, and
then the optimization can continue with the parent assuming
all its children has also carried out their local optimizations.
Eventually we reach the root of the tree, where the remaining
variables are optimized. Then we can finally go down the tree
and recover all optimal variables. This is based on the fact
that we have stored the parametric optimal solutions in the
nodes of the clique tree.
III. INTERIOR-POINT METHODS
The robust MPC problem is a special case of a so-called
Robust Quadratic Program (RQP). We will now discuss
how such a problem can be solved using IP methods, [30].
Consider the RQP
min
τ,t,z
τ (3a)
s.t.
1
2
(
z
j
0
)T
Qj0z
j
0 + t
j
1 ≤ τ, j ∈ NM (3b)
1
2
(
z
j
k
)T
Qjkz
j
k + t
j
k+1 ≤ t
j
k, j ∈ NM , k ∈ NN−1
(3c)
1
2
(
z
j
N
)T
QjNz
j
N ≤ t
j
N , j ∈ NM , (3d)
Az = b (3e)
Cz ≤ d (3f)
where Qjk  0, i.e. positive semidefinite, where A has
full row rank, and where the matrices and vectors are of
compatible dimensions. Here z = (z1, . . . , zM ) with zj =
(zj0, . . . , z
j
N ), and the inequality in (3f) is component-wise
inequality. We will detail the dimensions of z
j
k, b and d later
on. Introduce t = (t1, . . . , tM ) with tj = (tj1, . . . , t
j
N ). We
let
Qj = ⊕Nk=0Q
j
k
Q = ⊕Mj=1Q
j
Qjµ = ⊕
N
k=0µ
j
kQ
j
k
Qµ = ⊕
M
j=1Q
j
µ
Qjz = ⊕
N
k=0Q
j
kz
j
k
Qz = ⊕
M
j=1Q
j
z
where µ
j
k ≥ 0 are Lagrange multipliers for the inequality
constraints in (3b–3d). We also define
Bj =


1
−1 1
−1 1
. . .
. . .
−1 1
−1


∈ R(N+1)×N
and B = ⊕Mj=1B
j . Finally we let β = (e1, . . . , e1), were
e1 ∈ R
N+1 is the first unit vector, and where β contains
M of these vectors. The Lagrangian for the optimization
problem may now be written as
L(τ, t, z, µ, νλ) = (1− µTβ)τ − µTBt+
1
2
zTQµz
+ νT (Cz − d) + λT (Az − b)
where λ and ν are Lagrange multipliers for the constraints
in (3e) and (3f), respectively, and where µ = (µ1, . . . , µM )
with µj = (µj0, . . . , µ
j
N ) are the multipliers associated to
the remaining constraints. The Karush-Kuhn-Tucker (KKT)
optimality conditions for this problem are
1− βTµ = 0
BTµ = 0
Qµz +A
Tλ+ CT ν = 0
1
2
QTz z − βτ + Bt+ s = 0
Az = b
Cz + w = d
µ
j
ks
j
k = 0
ν
j
kw
j
k = 0
and (µ, ν, s, w) ≥ 0, where the vectors s and w are slack
variables for the inequality constraints.
In IP methods one linearizes the above equations to obtain
equations for search directions
−βT∆µ = rτ
BT∆µ = rt
Qµ∆z +Qz∆µ+A
T∆λ+ CT∆ν = rµ
QTz ∆z + B∆t− β∆τ +∆s = rz
A∆z = rλ
C∆z +∆w = rν
M∆s+ S∆µ = rs
V∆w +W∆ν = rw
where M = diag(µ), S = diag(s), V = diag(ν), W =
diag(w), and where r = (rt, rµ, rz , rλ, rν , rs, rw) is some
residual vector that depends on what IP method is used. The
quantities r, M , S, V , W , Qµ and Qz depend on the value
of the current iterate in the IP method.
From the last three equations above we have ∆w = rν −
C∆z, ∆s = M−1(rs−S∆µ) and ∆ν = W
−1(rw−V∆w).
After substitution of these expressions into the third and
fourth equation we obtain
(Qµ + C
TW−1V C)∆z +Qz∆µ+A
T∆λ = r¯µ
QTz ∆z + B∆t− β∆τ −M
−1S∆µ = r¯z
where r¯µ = rµ−C
TW−1(rw−V rν) and r¯z = rz−M
−1rs.
Solve from the last equation with respect to ∆µ to obtain
∆µ = S−1M(QTz ∆z + B∆t− β∆τ − r¯z)
We now substitute this expression into all equations contain-
ing ∆µ and obtain the following linear system of equations
for the remaining variables
P R
T
R Qs A
T
A



∆η∆z
∆λ

 =

rηr˜µ
rλ


where ∆η = (∆τ,∆t),
P =
[
−β B
]T
S−1M
[
−β B
]
R = QzS
−1M
[
−β B
]
Qs = Qµ + C
TW−1V C +QzS
−1MQTz
and where rη = (rτ − β
TS−1Mr¯z, rt − B
TS−1Mr¯z). The
matrix P is invertible by construction. Hence we may solve
for ∆η to obtain ∆η = P−1(rη−RT∆z) and substitute into
the other equations, which gives[
Qs −RP
−1RT AT
A
] [
∆z
∆λ
]
=
[
r˜µ − P
−1rη
rλ
]
(4)
We notice that the search directions are obtained by solving
an indefinite symmetric linear system of equations. This
matrix is referred to as the KKT matrix. Notice that the above
linear system of equations for the search directions can be
interpreted as the optimality conditions for a QP in ∆z with
only equality constraints. In case this QP is loosely coupled
with chordal structure message passing over a clique tree can
be used to compute the search directions in a distributed way.
This is explained in more detail in [17], [14]. We remark that
in case A and C are block diagonal , i.e. there is no coupling
for different j in the constraints, then the only coupling with
respect to j is related to RP−1RT . The matrix P has a block
arrow structure, and the coupling structure is weak because
of the structure of β. It is easy to see that only the variables
∆zj0 will be coupled. We will see that we have even more
structure that can be exploited for robust MPC.
IV. ROBUST MPC
There are many ways to define robust (linear) MPC
problems. However, they all fall into the category
min
u(p)
max
p∈P
1
2
N−1∑
k=0
[
xk(p)
uk(p)
]T
Q
[
xk(p)
uk(p)
]
+
1
2
xN (p)
TSxN (p)
s.t. xk+1(p) = A(p)xk(p) +B(p)uk(p) + vk(p), x0 = x¯
Cxk(p) +Duk(p) ≤ ek
where P is some set. Here A(p) ∈ Rn×n and B(p) ∈ Rn×m.
Here ek is not a basis vector. We also assume that there are q
inequality constraints for each k and that the dimensions of
the other matrices and vectors are compatible with this. One
usually makes the assumption that p depends on k and that
uk only depends on values of p prior to k, the so-called non-
anticapativity constraint. Since point-wise maximum over
convex functions preserves convexity, it follows that the
above problem also is convex. It should, however, be stressed
that it is in general not tractable unless further assumptions
are made on P , such as e.g. finiteness. It is possible to also
let C, D, Q, S, and ek depend on p without destroying
convexity.
We will consider a special important case that is obtained
by letting the dynamics evolve as
xk+1(p¯k) = A(pk)xk(p¯k−1)+
B(pk)uk(p¯k−1) + vk(pk), x0 = x¯
where p¯k = (p0, p1 . . . , pk), with pk ∈ Pk, where Pk are
finite sets with cardinality Mk. We realize that the number
of equality constraints grows exponentially with k, in case
the cardinality is independent of k. In order to get tractable
problems one often letMk = 1 for k > Nr, for some integer
Nr. Then the problem can be written
min
u
max
p¯N−1∈P¯N−1
1
2
N−1∑
k=0
[
xk(p¯k−1)
uk(p¯k−1)
]T
Q
[
xk(p¯k−1)
uk(p¯k−1)
]
+
1
2
xN (p¯N−1)
TSxN (p¯N−1)
s.t. xk+1(p¯k) = A(pk)xk(p¯k−1) +B(pk)uk(p¯k−1) + vk(pk)
Cxk(p¯k−1) +Duk(p¯k−1) ≤ ek
where x0 = x¯, u = (u0, u1(p¯0), . . . , uN−1(p¯N−1)), and
where P¯k = P0 × P1 × · · · × Pk.
We will now reformulate the problem into an equivalent
problem with more variables and constraints. We let all states
and control signals depend on p = p¯Nr ∈ P = P¯Nr with
cardinality M = M0 ×M1 × · · · ×MNr , i.e. we introduce
M independent scenarios which we constrain using so-called
non-anticipativity constraints:
min
u
max
p∈P
1
2
N−1∑
k=0
[
x¯k(p)
u¯k(p)
]T
Q
[
x¯k(p)
u¯k(p)
]
+
1
2
xN (p)
TSxN (p)
s.t. x¯k+1(p) = A(pk)x¯k(p) +B(pk)u¯k(p) + vk(pk)
Cxk(p) +Duk(p) ≤ ek
where x0(p) = x¯,
u¯k(p0, . . . , pk, p
1
k+1, . . . , p
1
Nr
) =
u¯k(p0, . . . , pk, p
2
k+1, . . . , p
2
Nr
)
for all p1k+1, . . . , p
1
Nr
; p2k+1, . . . , p
2
Nr
, and where
u = (u¯0(p), . . . , u¯N−1(p))
We further define an enumeration of all scenarios using an
index j ∈ {1, 2, . . . ,M} which make it possible to define
the equivalent problem
min
u
max
1≤j≤M
1
2
N−1∑
k=0
[
x
j
k
u
j
k
]T
Q
[
x
j
k
u
j
k
]
+
1
2
(xjN )
TSx
j
N
s.t. xjk+1 = A
j
kx
j
k +B
j
ku
j
k + v
j
k, x
j
0 = x¯
Cx
j
k +Du
j
k ≤ ek
C¯u = 0
where u = (u1, u2, . . . , uM ) with uj = (uj0, u
j
1, . . . , u
j
N−1),
and
C¯ =


C1,2 −C1,2
C2,3 −C2,3
. . .
. . .
CM−1,M −CM−1,M


with
Cj,j+1 =
[
I 0
]
where I is an identity matrix of dimension m times the
number of time instances that scenarios j and j + 1 have a
control signal in common. Notice that several of the matrices
A
j
k, B
j
k and v
j
k are also constrained, however, we do not
have to write those out as they are not optimization variables.
Exploiting structure stemming from scenario trees have been
investigated in a stochastic setting, e.g. [11], [21], [20], [9],
[19]. Here we show how this structure can be exploited due
to chordality of the inherent coupling in the problem.
The above problem is equivalent with the problem in (3).
To see this we let Q
j
k = Q and z
j
k = (x
j
k, u
j
k) for k =
0, . . . , N − 1, and QjN = S and z
j
N = x
j
N . We also let
bj = (x¯, vj0, v
j
1, . . . , v
j
N−1)
ej = (e0, e1, . . . , eN−1)
and
A
j
=


I
−A
j
0
−B
j
0
I
−A
j
1
−B
j
1
I
.
.
.
−A
j
N−1
−B
j
N−1
I


D
j
=
[
C D
]
⊕
[
C D
]
⊕ . . . ⊕
[
C D
]
Finally we let A = ⊕Mj=1A
j ⊕ C˜, D = ⊕Mj=1D
j , b =
(b1, . . . , bM ) and e = (e1, . . . , eM ). Here C˜ is a matrix ob-
tained from C¯ by combining its columns with zero columns
such that the non-anticipativity constraint holds.
We see that the data matrices are banded. Hence, sparse
linear system solvers could be used when solving (4) for
search directions in an IP method, but we will see that the
structure within the bands can be further utilized. The only
coupling between the N different time instances for a fixed
j is via the dynamic equation for j. The associated QP can
be written
min
∆u,∆x
[
∆x0
∆u0
]T
Q˜0
[
∆x0
∆u0
]
+ r˜T0
[
∆x0
∆u0
]
+
1
2
M∑
j=1
N−1∑
k=1
[
∆xjk
∆ujk
]T
Q˜
j
k
[
∆xjk
∆ujk
]
+
(
r˜
j
k
)T [∆xjk
∆ujk
]
+
1
2
(
x
j
N
)T
Q˜
j
NxN +
(
r˜
j
N
)T
∆xjN
s.t. ∆xjk+1 = A
j
k∆x
j
k +B
j
k∆u
j
k + δr
j
k, ∆x0 = δx
j
0
C¯∆u = δu
where ∆x0 = (∆x
1
0, . . . ,∆x
M
0 ), ∆u0 = (∆u
1
0, . . . ,∆u
M
0 ),
and where the other quantities are defined to agree with the
optimality conditions in (4). We see that the only coupling
between the different scenarios are in the first term in the
objective function and via the non-anticipativity constraints.
We may equivalently rewrite the above QP as
min
∆u,∆x
F¯ (∆x0,∆u0, )
+
M∑
j=1
N∑
k=0
F¯
j
k (∆x
j
k,∆u
j
k,∆x
j
k+1,∆u
j+1
k ) (5)
Here the first function F¯ is the incremental cost for k = 0.
The remaining functions are the sum of quadratic functions
for the incremental costs (not for k = 0) and indicator
functions for the constraints, i.e. the dynamic constraints and
the non-anticipativity constraints. We remark that for k > Nr
there is no dependence on ∆uj+1k . Also for smaller values
of k this dependence is not present in all F¯
j
k . One has to
study the non-anticipativity constraint in detail to see where
it is present.
We now study the case when Nr = 1, M0 =
M1 = 2 and N = 4 in more detail. Then M = 4.
The sparsity graph is shown in Figure 1. We label the
nodes with x10 instead of ∆x
1
0 and so on. Moreover we
do not show all the edges related to the coupling in
F¯ (∆x0,∆u0) since this would clutter the graph. Actually
all of the eight variables x
j
0 and u
j
0 have edges connecting
them. We realize that the sparsity graph is not chordal.
A chordal embedding is obtained by adding edges such
that C0 = {x
1
0,
2
0 , x
3
0, x
4
0, u
1
0, u
2
0, u
3
0, u
4
0, x
1
0,
2
0 , x
3
0, x
4
0}, C
1
1 =
{x10, u
1
0, x
1
1, x
2
0, u
2
0, x
2
1} and C
3
1 = {x
3
0, u
3
0, x
3
1, x
4
0, u
4
0, x
4
1}
are complete graphs. A clique tree for the chordal embedding
is shown in Figure 2, where C
j
k+1 = {x
j
k, u
j
k, x
j
k+1} with
k ∈ NN−1. The assigned functions to C0 are
x10
u10
x11
u11
x12
u12
x13
u13
x14
x20
u20
x21
u21
x22
u22
x23
u23
x24
x30
u30
x31
u31
x32
u32
x33
u33
x34
x40
u40
x41
u41
x42
u42
x43
u43
x44
Fig. 1. Sparsity graph for the problem in (5).
C0
C11
C12
C13
C31
C32
C33
C22
C23
C42
C43
Fig. 2. Clique trees for the problem in (5).
F¯ (∆x0,∆u0, ) +
4∑
j=1
F¯
j
0 (∆x
j
0,∆u
j
0,∆x
j
1,∆u
j+1
0 )
for C11
F¯ 10 (∆x
1
0,∆u
1
0,∆x
1
1,∆u
2
1) + F¯
2
0 (∆x
2
0,∆u
2
0,∆x
2
1)
and for C31 are
F¯ 30 (∆x
3
0,∆u
3
0,∆x
3
1,∆u
4
1) + F¯
4
0 (∆x
4
0,∆u
4
0,∆x14)
For C
j
k+1, where k ∈ NN−1 and j ∈ NM , we assign
F¯
j
k (∆x
j
k,∆u
j
k,∆x
j
k+1)
It is possible to introduce even further parallelism by com-
bining the above formulation with a parallel formulation in
time as described in [14]. It is possible to make use of
Riccati recursions to compute the messages that are sent
up-wards in the clique trees, see [14] for details. However,
there is no reason to do this. A general purpose solver for
loosely coupled convex problems with chordal structure is as
efficient and much easier to use. This is the main message
of this article.
V. CONCLUSIONS
We have in this paper shown how it is possible to make
use of the inherent chordal structure of a robust MPC
problem in order to exploit IP methods that make use of any
chordal structure to distribute its computations over several
computational agents that can work in parallel. We argue that
this level of abstraction, i.e. chordality, is more appropriate
than a more detailed level of abstraction where one tries
to see Riccati recursion structure. The reason for this is that
chordality is a more general concept. It also appears when the
dynamic equations are obtained from spatial discretization
of partial differential equations. Hence we believe that this
structure can be utilized using the same formalism as we have
presented above. How to carry out these extensions is left for
future work. Also it is left for future work to implement a
code that carries out the computations is parallel and to make
comparisons with serial implementations.
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