Abstract. We give optimal upper bounds for the Dirichlet and Neumann eigenvalue ratios of the one-dimensional p-Laplacian with nonnegative potentials. In case the potential is single-well, the upper bound for the Dirichlet eigenvalue ratios can be further refined.
It is well known that there exists a sequence of simple isolated eigenvalues λ n such that λ 1 < λ 2 < λ 3 < · · ·, and the associated eigenfunction y n has exactly n simple zeros in [0, 1). The issues of optimal estimates for the eigenvalue ratios λ n λ m and eigenvalue gaps λ n − λ m (where n > m) have attracted a lot of attention (cf. [13, 8, 10] ). In 1989, Ashbaugh and Benguria [1] studied the optimal upper bound of eigenvalue ratios using a modified Prüfer substitution 
Equality holds if and only if q = 0 and n is an integral multiple of m.
Later, Huang and Law [11] extended the results in [2] to more general boundary conditions, in particular, Neumann boundary conditions (1.4) y (0) = y (1) = 0.
Let μ n be the nth eigenvalue for the Neumann problem, whose associated eigenfunction has exactly n zeros in [0, 1). 
Equality holds if and only if
Here f is a single-well function on [0, 1] if there is a point a ∈ [0, 1] such that f is decreasing on [0, a] and increasing on [a, 1] . Note that convex functions and constant functions are also single-well.
In their paper [9] , Horváth and Kiss made use of another modified Prüfer substitution
and then let ψ = ϕ ω , so that
This modified phase ψ is very similar to the θ function given in (1.3). Their method is to show that as long as q is decreasing on [0, a], ϕ (x) > 0 and ψ(a, ω) is also a strictly increasing function of ω. Then they defined
whereψ is the modified Prüfer substitution corresponding to the potentialq(x) = q(1 − x). So if q is single-well, then Φ is increasing in ω, and at ω n = √ λ n , Φ(ω n ) = nπ ω n after some computations, and hence Theorem 1.3 is valid.
It has now been understood that the p-Laplacian eigenvalue problem
where
f has very similar properties as the classical case when p = 2, especially in the one-dimensional case (cf. [7, 14, 3] ). In that case, the problem becomes
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with Dirichlet boundary conditions
or Neumann boundary conditions
The classical Sturm-Liouville problem corresponds to the case when p = 2. Now a generalized Prüfer substitution helps to establish the classical Sturm-Liouville properties in that there is an increasing sequence of simple eigenvalues λ n (μ n ) such that the associated eigenfunction y n has n zeros in [0, 1) ( [3, 14] 
Equality holds if and only if q = 0 and n is odd. 
Equality holds if and only if
We find that the method of Horváth-Kiss cannot be extended directly. The main difficulty is in the proof for the analogue of ϕ > 0. Since θ as given in (1.3) is a commonly used modified Prüfer substitution in studying the eigenvalue ratio, we try the associated generalized Prüfer substitution instead of the analogues of φ and ψ and the proof goes through.
Furthermore we also have an extension of [9, Corollary 2.3] for Dirichlet-Neumann boundary conditions, whence
The proof is standard and will be omitted.
In section 2, we shall introduce a generalized Prüfer substitution and develop some of its properties. Then we shall prove Theorem 1.4 and Theorem 1.5 in section 3. In section 4, we shall prove Theorem 1.6.
Finally we remark that Theorems 1.1-1.3 are now special cases of our theorems. It seems that the one-dimensional p-Laplacian inherits most of the Sturm-Liouville properties that are related to Prüfer substitution. Our results add more evidence to the above statement.
Preliminaries
If λ = 1, let S be the solution of this equation satisfying the initial conditions S p (0) = 0, S p (0) = 1. The functions S and S are periodic functions on R. They are in fact p-analogues of sine and cosine functions in the classical case. It is well
is the first zero of S. The following lemma was proved by Elbert [7] .
and
We consider a generalized Prüfer substitution on the one-dimensional p-Laplacian (1.5). With ρ := λ 1/p , we have
Differentiate both sides with respect to x. Then from Lemma 2.1(b) and (1.5), with S p being the derivative of S p with respect to its argument, we have part (a) of the following lemma.
Differentiate (2.4) and simplify to yield
Therefore, we get (2.3).
Proof. Let
For any critical value Θ c , we have f
Nonnegative potentials
Let y j denote the normalized eigenfunctions corresponding to the eigenvalue λ j (j ∈ N). Then to each y j we can associate a Prüfer angle via the transformation (2.1). Letting Θ j (0) = 0 for j = 1, 2, 3, . . . , one has Proof. We use the classical generalized Prüfer substitution:
Note that the above equation can be found in [3] . Then when q ≥ 0 and λ ≤ 0, we have Proof of Theorem 1.4. Suppose that (1.8) is not true, i.e.,
Consider the equation (ȳ
Then it follows from (2.2) that
> n by (3.2). Also let ϕ = ρΘ. By Lemma 2.4, as long as |ρΘ(x)|
That is, as long as
Thus,
It follows from the comparison theorem ( [11, p. 1431 ]; see also [4, p. 30] ) that
which implies that
This contradicts our assumption (3.2). Obviously when q = 0, λ 1 = π p and λ n = (n π) p . Thus equality holds. Conversely, if
, which is impossible unless q = 0.
Proof of Theorem 1.5. We let
Hence if (1.9) is not valid, then
which leads to a contradiction. By the comparison theorem again, equality implies that q = 0, and
, which implies that n is odd. Conversely, when q = 0 and n is odd, then μ 1 = π p and μ n = (n π) p . 
Nonnegative single-well potentials
Proof. (a) In view of Lemma 2.3 and the fact that q is monotonically decreasing, it suffices to show that Θ > 0 for 0
where dq ≤ 0 and t lies between ρ and q(x)
2) with respect to ρ to obtain
In view of (2.3), (4.2) becomes
Thus (4.1) is valid.
Theorem 4.2. Let q(x) be negative and decreasing in
We need to have one lemma before proving Theorem 4.2. From (2.3), we have ), but decreasing on (x k+ 1 2 , x k+1 ). Furthermore for all x 0 ∈ (x k+1 , x k+ 3 2 ), R(x 0 ) ≤ R(x k+ 1 2 ).
Proof. The first part is now obvious. To prove the second part, we observe that, from (2.3), for all x 0 ∈ (x k+1 , x k+ 3 2 ), log R(x)
).
Proof of Theorem 4.2. First we note thatΘ(0, ρ) = 0. So as long as (R pΘ ) > 0, Θ > 0. Now from (4.1) and (2.3),
By the sign analyses in (4.3) and (4.4), we do have (R
On the other hand, for
Hence for any x ∈ (x k+ 1 2 , x k+ LetR(x) = c 2 R(1 − x). From (4.7) and the fact thatỹ (0, ρ n ) = 1, we have
