The coupled nonlinear matrix integral equations for the matrices X(z) and Y(z) which factor the dispersion matrix A(z) of multigroup transport theory are studied in a Banach space X. By utilizing fixedpoint theorems we are able to show that iterative solutions converge uniquely to the "physical solution" in a certain sphere of X. Both isotropic and anisotropic scattering are considered.
I. INTRODUCTION
In a recent paper, 1 the Chandrasekhar H equation has been studied. In particular the following results were shown:
1. An iterative procedure, proved by Bittoni et al 2 to converge to a unique solution inside a certain region of the Banach space L 1 (0, 1), actually converges to the "physical solution, " i. e., the solution which is analytic in the right-half complex plane. (Alternatively, the "physical solution" is the one which obeys the so-called constraining equations. 3.4) 2. The iteration scheme of Bittoni et al can be extended to all values of Ilzpll, provided zp(J.J.)? 0, JJ. E: [0, 1J, where zp(/1) is the "characteristic function (1Izpll=c/2 in one-speed isotropic neutron transport)." In Ref. 2, only the case Ilzpll < 1 had been studied.
The advantage of these results is that in any "onegroup" transport problem, the H functions can be calculated iteratively without the necessity of introducing constraining equations. Furthermore, the knowledge of the region of Banach space in which the solution exists is of considerable help in performing the numerics. In particular, we observe that if the initial estimate is chosen to be zero, the iterative procedure always converges to the "physical solution. "
The purpose of this paper is to present a similar iteration scheme for solving the matrix versions of the Chandrasekhar H equations. The solution of these equations provides the Wiener-Hopf matrix factorization of the dispersion matrix A and is needed to construct the solution of half-space multigroup transport equations. 5.6 [In the one-speed or scalar case the H function is the Wiener-Hopf factorization of the dispersion function
A(z). ]
For the multigroup problem it is necessary to consider coupled nonlinear nonsingular matrix equations which have been written in the formS 
where 8 is the Heavyside function
Moreover, X and Y factor the A matrix,6
in the form
where Y(z) and X(z) are supposed to be analytic and nonsingular for Rez < O. Because Y(z) and X(z) factor the dispersion matrix A(z), the requirement that Y(z) and X(z) be analytic and nonsingular for Rez < ° is equivalent to the constraints 6
RelJ, >O, j=O, ... ,d-l, where Then the two coupled equations (1) reduce to a simple equation, which after appropriate transformation becomes the" matrix H equation" considered by 9 Thus the equation they studied is a special case of ours.
II. BANACH SPACE ANAL YSIS
Equations (1) can be transformed into a more convenient form by defining 
and ( We can then write from Eqs. (6) the single equation for and A is the bilinear form
The following lemma which is proved in Ref. 2 Furthermore, TSc S. [Here B*(u, v) '" B(v, u 
(In going from the third to the fourth relation, the change of variable x -S has been made.) The above calculations show that IIA + A *11 '" 1. Equality is obtained by setting The convergence can easily be seen to be uniform and pointwise (see Lemma III of Reference 1). We omit the details here.
We now know that we can solve Eq. (lOa) iteratively to obtain L7. To recover X(z) and Y(z) from Eqs. Unfortunately, A(s) is not an invertible matrix. Therefore, we describe below the scheme which can be used. At the same time, this scheme provides the analytic continuation of U to the rest of the complex plane.
In other words, we wish to show that the solution of Eq. (10) referred to in Lemma III can be used to obtain the matrices U 1 (z) and U 2 (z) satisfying Eqs. (6). Moreover we shall prove that these matrices are analytic for Rez ?o 0. To this end let us now state which is a contradiction. Thus the inequality (11) must hold. This completes the proof of the lemma.
Now define
where U = [Vi> U z ] is the unique solution of Eq. (10) referred to in Lemma IV. The matrices U 1 (z) and Uz (z) are analytic in the complex z plane cut along [-1, 0) with (possible) poles at those values of z for which
det[I-!ol Ui (S)z:sdS]=O, i=1,2.
In particular we observe from Lemma IV that U 1 (z) and U 2 (z) 
This completes the proof. 
where we recall that ± vi> j = 0, ... , d -1 are the zeros of detA(z).
Proof: From Lemma V, U 1 (z) and U 2 (z) satisfy Eqs. (6), but by considering 
The lemma now follows from Lemma IV.
We note that from Eqs. (14) and (16) if Vj is purely imaginary, then in contradiction to Lemma IV. We thus have 
III. ANISOTROPIC SCATTERING
The procedure presented in the preceding section can easily be generalized to the case of anisotropic scattering. The transport equation for a degenerate scattering kernel of the form
has been studied by Larsen and Zweifel. 12 The nonlinear integral equations were written in this reference as
Here, X and Yare NM XNM matrices (N is the number of groups and M is the order of anisotropy), A is an NXNM matrix defined by and B is the NM xN matrix defined by
Also, I j is an NXN matrix for which the element in the jth row and jth column is unity and all other elements are zero. (We are discussing only the solution of the X and Y equations in this paper; the reader curious as to the reason for the introduction of such a cumbersome structure should consult Ref. 12.) For technical reasons, it is convenient in the anisotropic scattering case to define the A matrix slightly differently from that used in isotropic scattering. Specifically the matrix is defined by
Then the X and Y matrices which satsify Eqs, (17) factor A(z) according to Eq, (2).
The procedure followed in Sec. II can equally well be applied to Eqs. (17). In particular, if we define
Eqs. (17) can be written as If we now make the transformation and
we can write the single equation
where
and A is the bilinear form given by Eq. (10c given by S2={V' EX; 11/1' -J'llx<t}.
We now define and Bowden, Zweifel, and Menikoff Finally, we address ourselves to the question of generalizing our results. If p is the dominant eigenvalue of the nonnegative matrix :0 -Ie, the inequality p < t is the condition that the infinite medium be subcritical. 13 However, we note that If we wish to discuss the general case of infinite medium subcriticality for the isotropic scattering case, then the norm condition in Theorem I is too strong, since there may be some systems which obey the infinite medium subcriticality condition but not the norm inequality in Theorem I. A similar argument also applies to Theorem II in the case of anisotropic scattering. Although it might be possible, by appropriately defining norms, to extend the results of Sections II and III to all subcritical parameters, a more fruitful procedure seems to be indicated. That is to try to find a transformation similar to that introduced in Ref. 1 to extend our results to all systems, supercritical, critical, and subcritical. That is the problem that we are currently pursuing.
