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Abstract— The problem of polar coding for an arbitrary
sequence of independent binary-input memoryless symmetric
(BMS) channels tWiuNi“1 is considered. Such a sequence of chan-
nels is referred to as a non-stationary sequence of channels and
arises in applications where data symbols experience different and
independent channel characteristics. The sequence of channels is
assumed to be completely known to both the transmitter and the
receiver (a coherent scenario). Also, at each code block transmis-
sion, each of the channels is used only once. In other words, a
codeword of length N is constructed and then the i-th encoded bit
is transmitted over Wi. The goal is to operate at a rate R close to
the average symmetric capacities of Wi’s, denoted by IN . To this
end, we construct a polar coding scheme using Arıkan’s channel
polarization transform in combination with certain permutations
at each polarization level and certain skipped operations. In par-
ticular, given a non-stationary sequence of BMS channels tWiuNi“1
and Pe, where 0 ă Pe ă 1, we construct a polar code of length N
and rate R guaranteeing a block error probability of at most Pe
for transmission over tWiuNi“1 such that
N ď κpIN ´Rqµ ,
where µ is a constant and κ is a constant depending on Pe and µ.
We further show a numerical upper bound on µ that is: µ ď 10.78.
The encoding and decoding complexities of the constructed polar
code preserve OpN logNq complexity of Arıkan’s polar codes.
In an asymptotic sense, when coded bits are transmitted over a
non-stationary sequence of BMS channels tWiu8i“1, our proposed
scheme achieves the average symmetric capacity
IptWiu8i“1q def“ limNÑ8
1
N
Nÿ
i“1
IpWiq,
assuming that the limit exists.
Index Terms— Polar codes, finite-length analysis, non-
stationary channels, channel polarization
I. INTRODUCTION
POLAR codes were introduced by Arıkan in the seminalwork of [1]. Polar codes are the first family of codes for the
class of binary-input symmetric discrete memoryless channels
that are provable to be capacity-achieving with low encoding
and decoding complexity [1]. Polar codes and polarization
phenomenon have been successfully applied to a wide range
of problems including data compression [2], [3], broadcast
channels [4], [5], multiple access channels [6], [7], and physical
layer security [8]–[11]. The error exponent and finite-length
scaling behavior of polar codes are also well-studied [12]–[19].
Since the invention of polar codes, a problem of significant
interest has been the following: can polar codes achieve the
capacity limit in more general point-to-point channel models
than the original one considered by Arıkan? Ideally, one may
want to find the most general set-up in which polar codes can
be constructed to achieve the point-to-point capacity limit. As
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stated before, polar codes were originally shown to achieve
the capacity of binary-input symmetric discrete memoryless
channels. Later, they were extended to channels with non-
binary discrete inputs [20]–[22], asymmetric channels [23],
channels with memory [24], [25], and continuous-input chan-
nels such as additive white Gaussian noise (AWGN) channel
[26], [27] and fading channel [28]. However, in all these exten-
sions of polar codes, there is a common assumption that the
polarization transform is applied to a stationary sequence of
channels. Transmission over stationary channels is, in general,
a common assumption in channel coding problems and hence,
it is not often mentioned at all as it is considered the default
assumption. In this work, we aim at extending polar codes
beyond the stationary set-up. More specifically, we consider
transmissions over a non-stationary sequence of channels, as
explicitly defined next.
A. Problem formulation and motivation
Suppose that an arbitrary sequence of independent binary-
input memoryless symmetric (BMS) channels tWiuNi“1 is
given. A coherent communication over these channels is as-
sumed, i.e., the sequence of channels tWiuNi“1 is assumed to
be completely known to both the transmitter and the receiver.
We refer to this sequence as a non-stationary sequence of
channels or simply non-stationary channels [29]. We consider
the problem of channel coding, and in particular polar coding,
for a given non-stationary sequence of channels. It is assumed
that each channel is used once, i.e., the code block length is
N , equal to the number of channels. This clarifies the rationale
behind calling this a non-stationary sequence. In a standard
stationary setting, the sequence of channels over which coded
bits are transmitted form a stationary process, i.e., the channel is
either fixed through the course of one code block transmission
or it changes according to some channel law that does not
depend on the coded bit index.
The goal here is to construct polar coding schemes with
rates close to the average symmetric capacities of Wi’s in a
non-stationary sequence. More precisely, we study trade-offs
between code block length, probability of error, and gap to the
average capacity. This, especially for stationary settings, is a
well-studied topic and is referred to as non-asymptotic analysis
or finite-length analysis, interchangeably, in the literature. In
particular, it is well-known that given a channel W with capac-
ityC the minimum possible block-lengthN required to achieve
a rateRwith block error probability at most Pe is roughly equal
to [30]–[32]
N « V pQ
´1`Peq˘2
pC ´Rq2 , (1)
where V is a characteristic of the channel referred to as
channel dispersion in [32] and Q-function is defined as
Qpzq def“ ş8
z
e´x
2{2?
2pix
dx. In light of this result, we study the
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2performance of our proposed polar coding schemes over non-
stationary channels by upper bounding the gap to the average
capacity in terms of the code block length N . Note that we use
the terms “capacity” and “symmetric capacity” interchangeably
provided that the channels under discussion are symmetric. This
is because the symmetric capacity is equal to the capacity for
symmetric channels.
Besides the theoretical motivation to study polar coding
beyond the original set-up considered by Arıkan [1] there are
practical applications indicating non-stationary scenarios are
becoming increasingly important in wireless systems. An ap-
plication of non-stationary channels that one may immediately
think of is transmission over a time-varying channel. While this
is certainly a valid model, the assumption that both the trans-
mitter and the receiver perfectly know the channel at each time
instance is not realistic. Alternatively, we argue that the non-
stationary scenarios become relevant in high data-rate applica-
tions where users enjoy a wide range of available frequency
spectrum, spatial diversity, and high-order modulations. Next,
we discuss this in the context of next generation of wireless
networks, namely 5G. Note that this is for illustration purposes
only and many details are skipped. The reader is referred to
the mentioned references, and the references therein, for the
detailed discussion on the subject.
It is expected that next generation 5G networks will deliver
data rates up 20 Gbps [33], an order of 20 increase comparing
to the legacy 4G networks. In order to meet such expectations,
many new features have been introduced in the 5G standard.
This includes communicating in millimeter-wave (mmWave)
band together with enhanced carrier aggregation capabilities
[34] and massive multiple-input multiple-output (MIMO) trans-
missions [35]. In 5G systems, aggregation of up to 16 carri-
ers will be deployed across the extensive available frequency
spectrum including the bands below 6 GHz, the radio frequency
(RF) band, as well as bands around 30 GHz, the mmWave band
[34]. This implies that transmissions may take place over up
to 16 different and almost independent channels with different
characteristics. This is mainly due to significantly different
attenuations and diffractions that electromagnetic waves expe-
rience in different frequency bands. Another main feature of
5G systems is the massive MIMO transmission. It is expected
that up to 64 ˆ 64 MIMO transmissions will be enabled in 5G
[35]. Under a coherent transmission scenario a 64ˆ 64 MIMO
channel can be decomposed into 64 parallel spatial channels
which are independent [36]. Furthermore, a bit-interleaved
coded modulation (BICM) together with quadrature amplitude
modulation (QAM) are deployed in current cellular systems.
Note that a 256-QAM modulation, supported in current sys-
tems, together with a truely random interleaver can be decom-
posed into 8 independent parallel channels [37] (with a certain
symbol labeling rule, there are actually 4 pairs of channels
and channels in each pair are independent but identical). Now,
consider a user that is scheduled with 64ˆ64 MIMO, 16 carrier
aggregation, and 256-QAM modulation. This implies that the
user observes 64ˆ16ˆ4 “ 4096 almost independent channels
with different statistical characteristics.
A straightforward channel coding solution for such a sce-
nario, as discussed above, is to encode the information inde-
pendently across the given channels. For instance, suppose that
a non-stationary sequence of N channels is given and each
of them can be used l times in one block transmission. Then
the straightforward solution is to encode information separately
and independently across these channels, using codes of length
l. However, from a finite-length analysis perspective, when
N and l are comparable or when N is much larger than l,
such straightforward solutions can be extremely suboptimal
in terms of gap to the average capacity. In other words, it is
expected that a code of length Nl, carefully designed for the
given sequence of channels, can significantly outperform the
straightforward solution. In this paper, we study the extreme
case where each channel is used only once in each transmission,
i.e., l “ 1. However, the techniques introduced in this paper for
non-stationary polar coding can be potentially generalized to
cases with l ą 1 by combining our solution with existing polar
coding schemes in stationary set-ups.
B. Related work
The channel polarization problem for non-stationary chan-
nels was first considered in [29]. In particular, it is shown in
[29] that the polarization happens by applying Arıkan’s polar-
ization transform. However, this does not imply an achievability
scheme. Such a result would require a fast polarization in order
to show that, in an asymptotic sense, the probability of error can
be made arbitrarily small while the rate is arbitrarily close to the
average symmetric capacity. In Section IV, we explicitly define
the notion of fast polarization from a finite-length analysis
perspective. Note that an alternative notion of fast polarization
is introduced in the literature from an error-exponent analysis
perspective [38].
In a stationary channel polarization process, independent and
identical copies of the same channel W are combined via a
certain polarization transform [1]. For the resulting polar codes,
it is shown that the required block lengthN to guarantee a block
error probability of Pe is upper bounded by c{µ, where  is
the gap to the symmetric capacity, and µ and c are constants
[13], [14]. Furthermore, it is shown in [13] how to upper bound
and lower bound this finite-length scaling behavior for different
classes of channels. In other words, assuming that N scales as
1{µ, upper bounds and lower bounds on the scaling exponent µ
are derived in [13]. These bounds were subsequently improved
in [15], [16]. In a sense, in this paper we extend such results to
the case where the channels are independent but not identical
by modifying Arıkan’s channel polarization transform in many
important respects.
C. Our contributions
In this paper, we provide a precise notion of fast polar-
ization, from a finite-length analysis perspective, that can be
used in both stationary and non-stationary set-ups. Then we
demonstrate a fast polarization scheme for an arbitrary se-
quence of non-stationary BMS channels. To this end we modify
Arıkan’s channel polarization transform as the polarization
process evolves. Certain permutations are applied to each sub-
block of bit-channels at each polarization level before channel
combining operations are applied. Also, the channel combining
3operations are skipped whenever it can not be guaranteed
they improve a certain measure of polarization. The speed of
polarization is defined and bounds on the speed of the resulting
polarization process are derived which show a fast polarization.
Furthermore, a two stage polarization process is shown which
results in construction of polar coding schemes that perform
arbitrarily close to the average capacity of the channels. In
particular, given N “ 2n and Pe ą 0, we construct a polar
code of length N with the gap to the average capacity  and
the probability of block error upper bounded by Pe such that
N ď κ{µ, where µ is a constant and κ is a constant that
depends on µ and Pe. Furthermore, a numerical upper bound
on the parameter µ is established that is: µ ď 10.78. It is
also shown that the encoding and decoding complexities of
the constructed polar code preserve OpN logNq complexity
of Arıkan’s polar codes by adapting Arıkan’s decoding trellis
for successive cancellation decoding of polar codes. In an
asymptotic sense, as the length of the proposed polar codes
grows large, we achieve the limit of the average capacities,
assuming that the limit exists.
The rest of this paper is organized as follows. In Section II
a brief overview of polar codes is provided. In Section III a
modified polarization scheme is shown by specifying certain
permutations that we apply at each polarization level. In Sec-
tion IV the speed of polarization is defined and it is shown
that the polarization scheme of Section III in combination with
another modification results in a fast polarization. In Section V
it is shown how polar coding schemes can be constructed
via a two stage polarization in order to achieve the average
capacity. Furthermore, the finite-length scaling behavior of the
constructed codes is bounded. Finally, the paper is concluded in
Section VI.
II. BACKGROUND
The channel polarization phenomenon was discovered by
Arıkan [1] and is based on a 2 ˆ 2 polarization transform
as the building block. The 2 ˆ 2 polarization transform takes
two independent copies of a binary-input discrete memoryless
channel W : t0, 1u Ñ Y and turns them into pW´,W`q. It
is proved that by repeating the same process recursively, almost
all the resulting bit-channels W s
n
, for sn P t`,´un, become
either almost noiseless with capacity very close to 1 or almost
noisy, with capacity very close to 0 [1].
The same polarization transform can be applied when the two
underlying channels W1 : t0, 1u Ñ Y1 and W2 : t0, 1u Ñ
Y2 are independent but not identical. The channel combining
operations are defined as follows:
W1 gW2py1, y2|u1q “ 1
2
ÿ
u2Pt0,1u
W1py1|u1 ‘ u2qW2py2|u2q,
(2)
W1 fW2py1, y2, u1|u2q “ 1
2
W1py1|u1 ‘ u2qW2py2|u2q,
(3)
where y1 P Y1, y2 P Y2, and u1, u2 P t0, 1u. In fact, when
W1 “W2 “W , W gW “W´ and W fW “W`.
The problem of polarizing an arbitrary non-stationary se-
quence of channels tWiu8i“1 was first considered in [29]. Let
Wn,i denote the i-th bit-channel after n level of polarization of
the sequence tWiuNi“1, where N “ 2n. The parameters N and
n, where N “ 2n, are always used in this paper to specify the
length of the polarization block and the constructed code. Let
rrN ss denote the set of positive integers less than or equal to N .
It is proved in [29] that the fraction of non-polarized channels
approach zero, i.e., for every 0 ă a ă b ă 1,
lim inf
NÑ8
1
N
| ti P rrN ss : IpWn,iq P ra, bsu “ 0. (4)
Note that this result does not imply that a polar code can be
constructed that approaches the average symmetric capacity of
tWiu8i“1. In order to establish capacity achieving property, one
needs to prove (4) while Na and Np1 ´ bq also approach 0
as N Ñ 8. Also, in order to study the finite-length scaling
behavior, one needs to characterize how fast the expression in
(4) approaches zero.
Arıkan used the Bhattacharyya parameter of W , denoted by
ZpW q, to measure the reliability of W and to upper bound
the block error probability of polar codes. The Bhattacharyya
parameter is defined as
ZpW q def“
ÿ
yPY
a
W py|0qW py|1q.
It is known that [1] [39]
ZpW1 fW2q “ ZpW1qZpW2q, (5)
and
ZpW1 gW2q ď ZpW1q ` ZpW2q ´ ZpW1qZpW2q. (6)
III. A MODIFIED POLARIZATION SCHEME
In this section we show a polarization process for non-
stationary channels which combines Arıkan’s polarization
transform with a proper sorting of the bit-channels at each
polarization level. In the next section it will be shown how
this polarization scheme can be used, in combination with other
modifications, to establish a fast polarization.
Suppose that a sequence ofN channels tWiuNi“1, whereN “
2n, is given. A straightforward method of applying Arıkan’s
polarization transform results in the following process. In the
first level of polarization, for i P rrN{2ss, W2i´1 and W2i are
combined and
W1,i “W2i´1 gW2i , W1,N{2`i “W2i´1 fW2i.
In the second level of polarization, the same procedure is
applied to tW1,iuN{2i“1 and tW1,iuNi“N{2`1 in parallel. In general,
in the j-th level of polarization, and for i P rrN{2ss, let
i “ l2n´j ` r,
where r P rr2n´jss and 0 ď l ď 2j´1 ´ 1. Then we have
Wj,p2lq2n´j`i “Wj´1,2i´1 gWj´1,2i,
Wj,p2l`1q2n´j`i “Wj´1,2i´1 fWj´1,2i, (7)
where the initial channels at the level zero of polarization are
W0,i “Wi.
In stationary channel polarization [1], where all initial chan-
nels are identical, all the channels in each sub-block of length
42n´j , in the j-th level of polarization, are also identical. How-
ever, in our set-up, where the initial channels are not identical,
combining channels that are very different, in terms of either
the symmetric capacity or the Bhattacharyya parameter, does
not lead to a good polarization. Therefore, roughly speaking,
in order to minimize the effect of combining non-identical
channels, we sort the channels in each sub-block, according
to their Bhattacharyya parameter, before combining them in
the next polarization level. A deterministic process with certain
permutations at each polarization is defined next followed by
specifying the permutations.
Definition 1: (Deterministic Polarization 1) Consider a po-
larization level j, j “ 0, 1, . . . , n ´ 1, with the sequence of
channels tWj,iu, i P rrN ss. This sequence is split into 2j sub-
blocks of equal length 2n´j of consecutively indexed channels.
Consider a sub-block
 
Wj,l2n´j`i
(
, for i P rr2n´jss, where
0 ď l ď 2j ´ 1. Let pij,l : rr2n´jss Ñ rr2n´jss denote a
permutation which is determined according to a certain criteria.
Then Wj,l2n´j`i is replaced by Wj,l2n´j`pij,lpiq after which the
channel combining operations of (7) are applied to compute
the channels of the next polarization level j ` 1. We refer to
this polarization process, which is a combination of Arıkan’s
polarization process and certain permutations, as deterministic
polarization 1. For the sake of brevity, we often drop the
permutations pij,l from the description of the deterministic
polarization 1 assuming that they are known and are applied,
as described above, unless otherwise is mentioned.
In order to guarantee a fast polarization, to be demonstrated
in the next section, the permutations pij,l are set in such a
way that when they are applied to sub-blocks of channels, the
sequence of Bhattacharyya parameters within each sub-block
becomes decreasing, i.e.,
Z
`
Wj,l2n´j`pij,lpiq
˘ ě Z`Wj,l2n´j`pij,lpi1q˘,
if and only if pij,lpiq ď pij,lpi1q, where i, i1 P rr2n´jss.
Next we describe how low complexity encoding and decod-
ing of original polar codes [1] can be adapted to accommodate
the deterministic polarization 1 described above. Note that a
memory of size OpN logNqmust be added in order to save the
permutations pij,l at both the encoder and the decoder prior to
communication begins. Since an efficient implementation of the
low complexity successive cancellation (SC) decoder of polar
codes requires only OpNq space complexity, this means that
the space complexity is increased to OpN logNq which is still
quasi-linear with N .
The decoding process of polar codes consists of compu-
tations of likelihood ratios (LRs) through an pn ` 1q ˆ N
trellis reflecting the channel polarization operations [1]. The
LRs at level zero are the channel reliabilities. At level j of the
decoding terellis, for j P rrnss, the LR combination operations
are done within 2j sub-blocks of length 2n´j each. The sub-
blocks are processed successively but within each sub-block
the LR combinations are done in parallel. The hard decisions
on information bits are decided at the level n ` 1 of the trellis,
where these hard decisions are propagated back through the
trellis. The only modification that the deterministic polarization
1 adds on top of this architecture is to apply the permutation
pij,l to the l-th sub-block at level j before processing that sub-
block. Also, the inverse permutation pi´1j,l is applied to the
hard decisions that are propagated back through the trellis.
The resulting complexity of these changes will be negligible
comparing toOpN logNq decoding complexity of polar codes.
Also, since applying a permutation to a sequence can be done
in one unit of time, the decoding latency OpNq of polar codes
is not affected by this modification. Similarly, the encoding
process will be modified by invoking pi´1j,l ’s accordingly without
affecting the total complexity or latency of the encoder.
Remark. In [40], a scheme for permuting channels before
applying the polarization transform, called compound polar
codes, is suggested. The scheme was shown to be applicable
for BICM [41]. In a sense, deterministic polarization 1 can
be regarded as a recursive compound channel polarization.
In another related work, internal bit-channels induced by the
Arıkan’s transformation are permuted (twisted) while being
combined in order to obtain bit-channels with better perfor-
mance [42].
IV. FAST POLARIZATION FOR NON-STATIONARY
CHANNELS
Consider a non-stationary sequence of BMS channels
tWiuNi“1. A metric for measuring polarization within this se-
quence of channels can be defined as follows:
EptWiuNi“1q def“
1
N
Nÿ
i“1
zip1´ ziq, (8)
where zi “ ZpWiq. If E is close to zero, it implies that most
of the channels have Bhattacharyya parameter either close to 0
or close to 1. Therefore, one would want to get a smaller E in
order to have a better polarization. This measure is actually used
in [1] in order to prove polarization, where the convergence of
the expected value E tZnp1´ Znqu is analyzed for a certain
random process tZnu. However, since the probability space of
the random variable Zn is finite and the distribution is uniform,
this expected value is equivalent to the average in (8) measured
over the 2n bit-channels after n levels of polarization denoted
by En. In order to characterize the finite-length behavior of
polar codes one could study how fast En goes to zero as n
grows large.
For simplicity, consider the case that initialWi’s are identical
and are binary erasure channel (BEC) with erasure probability
p, for some p P p0, 1q. For a BEC W , let z “ ZpW q, z´ “
ZpW´q and z` “ ZpW`q. Then
z`p1´ z`q ` z´p1´ z´q
2zp1´ zq “ 1´ zp1´ zq.
Note that supzPp0,1q 1 ´ zp1 ´ zq “ 1. This means that,
intuitively, as the polarization process evolves, the speed of
convergence of En reduces and one can not bound it away
from 0. In order to resolve this problem, functions of the type
zbp1 ´ zqb are used in [13] to replace quantities zip1 ´ ziq in
(8). In this paper, we take a similar approach and define
fpzq def“ zbp1´ zqb, (9)
5where the value of b P p0, 1q is specified later. Then the
definition in (8) is modified as follows:
EptWiuNi“1q def“
1
N
Nÿ
i“1
fpziq, (10)
where zi “ ZpWiq.
Given the initial channels W0,i “Wi, for i P rrN ss, Ej,n, for
j “ 0, 1, . . . , n, is defined as follows:
Ej,n “ EptWj,iuNi“1q, (11)
where tWj,iuNi“1 is the sequence of polarized channels in the
j-th level of polarization according to the modified polarization
scheme, discussed in Section III.
Definition 2: Given the initial channels tWiuNi“1, the speed
of polarization at level j, where j P rrnss, of the polarization
process is defined as
ηj,n
def“ ´ logEj,n{Ej´1,n, (12)
and the average speed of polarization at level n is defined as
ηn
def“ ´ 1
n
logEn,n. (13)
We call the polarization fast if lim infnÑ8 ηn ą 0 for a given
sequence of channels tWiu8i“1.
The goal is to find a lower bound for the speed of polarization
ηj,n and consequently for ηn. This will require upper bounding
expressions of the following form away from 1:
∆f pW,W 1q def“ f
`
ZpW gW 1q˘` f`ZpW fW 1q˘
f
`
ZpW q˘` f`ZpW 1q˘ . (14)
Motivated by (5), (6), and Lemma 9 on relations between
Bhattacharyya parameters of combined channels, gpz1, z2q, for
any z1, z2 P p0, 1q, is defined as follows:
gpz1, z2q def“ sup
z´Pr
?
z21`z22´z21z22 ,z1`z2´z1z2s
fpz1z2q ` fpz´q
fpz1q ` fpz2q .
(15)
Then we have
∆f pW,W 1q ď g
`
ZpW q, ZpW 1q˘. (16)
Therefore, one can first upper bound g
`
ZpW q, ZpW 1q˘ and
then use it in combination with (16) in order to upper bound
∆f pW,W 1q.
Note that since fp.q is a convex function over p0, 1q with the
maximum at 1{2, the supremum in (15) happens at z´ “ 1{2,
if 1{2 P r
a
z21 ` z22 ´ z21z22 , z1 ` z2 ´ z1z2s and otherwise, it
happens at either of the extreme cases of
a
z21 ` z22 ´ z21z22 or
z1 ` z2 ´ z1z2.
If we do not impose any restriction on z1 and z2, the supre-
mum of gpz1, z2q over all z1, z2 P p0, 1q is at least 1. This can
be observed by setting z1 “ p, z2 “ 1 ´ p, and letting p Ñ 0.
Similarly, if W is BECppq and W 1 is BECp1 ´ pq, then the
supremum of ∆f pW,W 1q, defined in (14), is also at least 1. In
order to resolve this problem, we quantize p0, 1q into a certain
number of sub-intervals and consider the expression in (14)
only when both ZpW1q and ZpW2q belong to the same sub-
interval. In other words, the expression in (14) is considered
only when ZpW1q{ZpW2q and/or |ZpW1q ´ ZpW2q| are less
than a certain threshold thereby making it possible to bound
away the supremum of g
`
ZpW1q, ZpW2q
˘
from 1. This idea is
elaborated through the rest of this section.
Definition 3: (Fine Quantization of p0, 1q) The r0, 1s inter-
val is quantized into roughly c1 logN ` c2 sub-intervals as
follows. The interval rc, 1 ´ cs is quantized into equal sub-
intervals of length λ, for some c ą 0. Then r0, cs is quantized
into r0, c{2ms, rc{2m, c{2m´1s, . . . , rc{4, c{2s, rc{2, cs, where
c{2m ď N´τ and τ is specified later. Therefore, we set
m “ rlog c` τ logN s .
Similarly, r1´ c, 1s is quantized into r1´ c, 1´ c{2s, . . . , r1´
c{2m´1, 1´ c{2ms, r1´ c{2m, 1s.
For numerical evaluation we let λ “ c “ 0.1. These specific
choices of parameters slightly affect the speed of polarization
that we will compute numerically. In total, we have
2pm` 1q ` 1´ 2c
λ
ď 2τ logN ` 12` 2 log c
“ c1 logN ` c2
(17)
sub-intervals, where c1 “ 2τ and c2 “ 12´ 2 log 10 ă 6.
Motivated by the quantization of r0, 1s described in Defini-
tion 3, the function hpzq for z P p0, 1q is defined as follows:
hpzq def“
$’&’%
supz1Prz,2zs gpz, z1q if z ă c,
supz1Prz,minpz`λ,1´cqs gpz, z1q if c ď z ď 1´ c,
supz1Prz,p1`zq{2s gpz, z1q if z ą 1´ c,
(18)
where gpz1, z2q is defined in (15) and λ “ c “ 0.1 is used
for numerical evaluation purposes. It can be shown that hpzq
is continuous and bounded while its derivative is also bounded.
Note that the right and the left derivatives may not be the same
for z “ c and z “ 1 ´ c, however, it does not affect the
argument. Then,
η
def“ ´ log sup
zPp0,1q
hpzq (19)
can be numerically estimated by quantizing p0, 1q with fine
enough resolution. Also, note that η depends on the parameter b
in the definition of fpzq “ zbp1´ zqb and can be optimized by
picking a proper b. Intuitively, larger η leads to a larger speed of
polarization. Using a numerical evaluation, we pick b “ 0.72.
Then η is estimated to be 0.1391. For illustration purposes, hpzq
is shown in Figure 1 for b “ 0.72.
Lemma 1: Let W and W 1 be two BMS channels with z1 “
ZpW q and z2 “ ZpW 1q. If c{2m ď z1, z2 ď 1 ´ c{2m, and
z1, z2 belong to the same sub-interval of the fine quantization,
described in Definition 3, then
∆f pW,W 1q ď 2´η,
where ∆f p., .q is defined in (14) and η is given in (19).
Proof: By (5), (6), (73), and the definition of gp.q in (15)
we have ∆f pW,W 1q ď gpz1, z2q. Suppose that z1 ď z2. By
the certain structure of the quantization and the definition of h
in (18), gpz1, z2q ď hpz1q ď supzPp0,1q hpzq which completes
the proof.
6We call the polarization fast if lim infnÑ8 ⌘n ° 0 for a given
sequence of channels tWiu8i“1.
The goal is to find a lower bound for the speed of polar-
ization ⌘n and consequently for ⌘n. This will require upper
bounding expressions of the following form away from 1:
 f pW,W 1q def“ f
`
ZpW gW 1q˘` f`ZpW fW 1q˘
f
`
ZpW q˘` f`ZpW 1q˘ . (13)
Motivated by (4), (5), and Lemma 9 on relations between
Bhattacharyya parameters of combined channels, gpz1, z2q, for
any z1, z2 P p0, 1q, is defined as follows:
gpz1, z2q def“ sup
z´Pr
?
z21`z22´z21z22 ,z1`z2´z1z2s
fpz1z2q ` fpz´q
fpz1q ` fpz2q
(14)
Then we have
 f pW,W 1q § g
`
ZpW q, ZpW 1q˘. (15)
Therefore, one can first upper bound g
`
ZpW q, ZpW 1q˘ and
then use it in combination with (15) in order to upper bound
 f pW,W 1q.
Note that since fp.q is a convex function over p0, 1q with
the maximum at 1{2, the supremum in (14) happens at z´ “ 1{2,
if 1{2 P r
a
z21 ` z22 ´ z21z22 , z1 ` z2 ´ z1z2s and otherwise, it
happens at either of the extreme cases of
a
z21 ` z22 ´ z21z22 or
z1 ` z2 ´ z1z2.
If we do not impose any restriction on z1 and z2, the
supremum of gpz1, z2q over all z1, z2 P p0, 1q is at least
1. This can be observed by setting z1 “ p, z2 “ 1 ´ p,
and letting p Ñ 0. Similarly, if W is BECppq and W 1 is
BECp1 ´ pq, then the supremum of  f pW,W 1q, defined in
(13), is also at least 1. In order to resolve this problem,
we quantize p0, 1q into a certain number of sub-intervals and
consider the expression in (13) only when both ZpW1q and
ZpW2q belong to the same sub-interval. In other words, the
expression in (13) is considered only when ZpW1q{ZpW2q
and/or |ZpW1q ´ ZpW2q| are less than a certain threshold
thereby making it possible to bound away the supremum of
g
`
ZpW1q, ZpW2q
˘
from 1. This idea is elaborated through the
rest of this section.
Definition 3: (Fine Quantization of p0, 1q) The r0, 1s inter-
val is quantized into roughly c1 logN ` c2 sub-intervals as
follows. The interval rc, 1 ´ cs is quantized into equal sub-
intervals of length  , for some c ° 0. Then r0, cs is quantized
into r0, c{2ms, rc{2m, c{2m´1s, . . . , rc{4, c{2s, rc{2, cs, where
c{2m § N´⌧ and ⌧ is specified later. Therefore, we set
m “ rlog c` ⌧ logN s .
Similarly, r1´ c, 1s is quantized into r1´ c, 1´ c{2s, . . . , r1´
c{2m´1, 1´ c{2ms, r1´ c{2m, 1s.
For numerical evaluation we let   “ c “ 0.1. These specific
choices of parameters slightly affect the speed of polarization
that we will compute numerically. In total, we have
2pm` 1q ` 1´ 2c
 
§ 2⌧ logN ` 12` 2 log c
“ c1 logN ` c2
(16)
0 0.2 0.4 0.6 0.8 1
0.8
0.85
0.9
0.95
1
z
h
pzq
Fig. 1: hpzq for b “ 0.72
sub-intervals, where c1 “ 2⌧ and c2 “ 12´ 2 log 10 † 6.
Motivated by the quantization of r0, 1s described in Defini-
tion 3, the function hpzq for z P p0, 1q is defined as follows:
hpzq def“
$’&’%
supz1Prz,2zs gpz, z1q if z † c,
supz1Prz,minpz` ,1´cqs gpz, z1q if c § z § 1´ c,
supz1Prz,p1`zq{2s gpz, z1q if z ° 1´ c,
(17)
where gpz1, z2q is defined in (14) and   “ c “ 0.1 is used for
numerical evaluation purposes. It can be shown that hpzq is
continuous and bounded while its derivative is also bounded.
Note that the right and the left derivatives may not be the
same for z “ c and z “ 1´ c, however, it does not affect the
argument. Then,
⌘
def“ ´ log sup
zPp0,1q
hpzq (18)
can be numerically estimated by quantizing p0, 1q with fine
enough resolution. Also, note that ⌘ depends on the parameter
b in the definition of fpzq “ zbp1´ zqb and can be optimized
by picking a proper b. Intuitively, larger ⌘ leads to a larger
speed of polarization. Using a numerical evaluation, we pick
b “ 0.72. Then ⌘ is estimated to be 0.1391. For illustration
purposes, hpzq is shown in Figure 1 for b “ 0.72.
Lemma 1: Let W and W 1 be two BMS channels with z1 “
ZpW q and z2 “ ZpW 1q. If c{2m § z1, z2 § 1 ´ c{2m, and
z1, z2 belong to the same sub-interval of the fine quantization,
described in Definition 3, then
 f pW,W 1q § 2´⌘,
where  f p., .q is defined in (13) and ⌘ is given in (18).
Proof: By (4), (5), (72), and the definition of gp.q in (14)
we have  f pW,W 1q § gpz1, z2q. Suppose that z1 § z2. By
the certain structure of the quantization and the definition of h
in (17), gpz1, z2q § hpz1q § supzPp0,1q hpzq which completes
the proof.
Now, we are almost ready to state and prove the main
theorem of this section. Before that we discuss another mod-
ification on top of the deterministic polarization 1, defined
i . : .
Now, we are almost ready to state and prove the main
theorem of this section. Before that we discuss another mod-
ification on top of the deterministic polarization 1, defined
in Definition 1. We modify deterministic polarization 1 by
skipping certain channel combining operations. In particular,
when we can not guarantee that ∆f pWj,2i´1,Wj,2iq ă 1, the
combining operations of Wj,2i´1 and Wj,2i are skipped. The
indices for skipped operations are saved in a certain matrix T
specified next and will be used in both encoding and decoding
of the constructed polar code, described in the next section,
accordingly.
Definition 4: The n ˆ N{2 matrix T , representing skipped
channel combining operations, is defined as follows. For a pair
of channels Wj´1,2i´1 and Wj´1,2i, j P rrnss, i P rrN{2ss, let
z1 “ ZpWj´1,2i´1q and z2 “ ZpWj´1,2iq.
Then T pj, iq “ 0 if c{2m ď z1, z2 ď 1 ´ c{2m and z1, z2 are
in the same sub-interval. Otherwise, T pj, iq “ 1.
Definition 5: (Deterministic Polarization 2) Consider the de-
terministic polarization 1 defined in Definition 1 and a binary
n ˆ N{2 matrix T . For each pair of channels Wj´1,2i´1 and
Wj´1,2i to be combined according to (7), we proceed with the
channel combination operations only if T pj, iq “ 0. Otherwise,
j,p2lq2n´j`i “Wj´1,2i´1,Wj,p2l`1q2n´j`i “Wj´1,2i.
In other words, the channel combining operations are skipped
for this particular pair of channels. We refer to this process as
the deterministic polarization 2.
Remark. For the rest of this section, we consider the determin-
istic polarization 2 with the matrix T , representin indices of
skipped operations, as defined in Definiti n 4. Note that both T
and the polarization proc ss are evolved jointly, i.e., when we
are at the j-th level of the polarization process, the j-th row of
T is determined followed by performing j-th polarization level.
Depending on the resulting bit-channels in the j`1-th level, the
j ` 1-th row of T is determined etc. However, the definitions
of deterministic polarization 2 and the matrix T are separated
since in the next section we will use deterministic polarization
2 in combination with other matrices T .
Remark. Note that the skipped operations in the deterministic
polarization 2 only reduce the complexity of both encoding
and decoding as the corresponding LR combining operations,
related to the skipped channel combining operations, will be
just transparent [43]. The decoder needs to save the indices of
the skipped operations which requires a memory of size at most
OpN logNq.
Lemma 2: In the deterministic polarization 2, defined in
Definition 5, we have Ej,n ď Ej´1,n, for j P rrnss.
Proof: According to the structure of the deterministic
polarization 2, when two channels Wj´1,2i´1 and Wj´1,2i
are combined, they satisfy the conditions of Lemma 1 and
hence, ∆f pWj´1,2i´1,Wj´1,2iq ď 2´η ă 1. If the combining
operations are skipped, then the channels are the same in level
j and their Bhattacharyya parameters remain the same. Let zj,i
denote ZpWj,iq. Then the lemma follows by summing over all
fpzj,iq’s and using the definition of Ej,n in (11).
The following theorem summarizes the main result of this
section. It shows that the modified polarization scheme of
Section III, with properly sorting bit-channels at each polar-
ization level, together with carefully skipping certain channel
combining operations results in a fast polarization for non-
stationary channels. Furthermore, a lower bound on the speed
of polarization is provided that can be numerically computed.
Theorem 3: For ρ ă ηη`1 , where η is defined in (19),
the parameters of the deterministic polarization 2, defined in
Definition 5, can be set such that for any N “ 2n and initial
sequence of channels tWiuNi“1, we have
ηn “ ´ 1n logEn,n ą ρ´
cρ
n
,
for a constant cρ ą 0 depending only on ρ.
Proof: Let ρ ă ηη`1 and the sequence of channels
tWiuNi“1 be given. Let τ “ ρ{b, where the parameter b is used
in the definition of fp.q in (9), in the fine quantization of p0, 1q
described in Definition 3. Consider the deterministic polariza-
tion 2 applied to the sequence of initial channels tWiuNi“1. Let
zj,i “ ZpWj,iq, for i P rrN ss and j “ 0, 1, . . . , n, where Wj,i’s
are assumed to be sorted within each sub-block. Then define
Dj “ 1
N
ÿ
zj,iăc{2m_zj,ią1´c{2m
fpzj,iq.
Note that Dj ď N´τb “ 2´ρn. Let s “ c1 logN ` c2 denote
the number of sub-intervals in the fine quantization of p0, 1q.
At level j ă n, let mj denote the number of pairs of channels
pWj,2i´1,Wj,2iq such that zj,2i´1 and zj,2i belong to different
sub-intervals of the quantization and hence, the combining
operation is skipped. Since zj,i’s are decreasing within each
sub-block and the number of sub-blocks is 2j , we have
mj ď s2j . (20)
Then by applying Lemma 1 to all the pairs of channels
pWj,2i´1,Wj,2iq and noting that Dj is increasing with j we
get
Ej`1,n ´Dj`1 ď Ej`1,n ´Dj ď mj
N
` pEj,n ´Djq2´η.
(21)
7For k P rrnss, by combining (21) for j “ 0, 1, . . . , k ´ 1 and
using (20) we get
Ek,n ď Dk ` s2´n`k `E0,n2´ηk ď 2´ρn` s2´n`k ` 2´ηk.
(22)
Let k “ rn{pη ` 1qs. We choose
cρ “ log
`
2`max
nPN pc1n` c2q2
ρn`rn{pη`1qs´n˘, (23)
which is well-defined because ρ`1{pη`1q´1 ă 0. Then (22)
can be simplified as
Ek,n ď 2´nρ`cρ .
By Lemma 2, En,n ď Ek,n which completes the proof.
V. CODE CONSTRUCTION AND FINITE-LENGTH ANALYSIS
In this section we show how capacity achieving polar coding
schemes can be constructed for non-stationary channels and
then characterize their finite-length performance.
In order to find explicit upper bounds on the Bhattacharryya
parameters of the polarized channels, we define an extremal
deterministic process. Roughly speaking, when two channels
W1 andW2, with z1 “ ZpW1q and z2 “ ZpW2q, are combined
in the polarization process, we simply replace ZpW1 gW2q by
z1` z2, which, by (6), is an upper bound on ZpW1gW2q. Due
to having a simpler structure this process simplifies character-
izing certain bounds in the finite-length regime. A more precise
definition is provided next.
Definition 6: Let x0,i P r0, 1s, for i P rrN ss. A recursive
process of combining xj,i’s is defined as follows. For j P rrnss,
the sequence txj´1,iuNi“1 is split into 2j´1 equal sub-blocks,
each containing N{2j´1 consecutive elements. Then xj´1,i’s
are permuted in such a way that they become sorted in a
decreasing order within each sub-block, before being combined
for the j-th level as described next. For i P rrN{2ss, let
u “ xj´1,2i´1, and v “ xj´1,2i.
Also, let i “ l2n´j ` r, where r P rr2n´jss and 0 ď l ď
2j´1 ´ 1. If u, v ď 1 or u, v ě 1, we let
xj,p2lq2n´j`i “ u` v, and xj,p2l`1q2n´j`i “ uv, (24)
and otherwise, i.e., when u ą 1 ą v, we let
xj,p2lq2n´j`i “ u, and xj,p2l`1q2n´j`i “ v. (25)
In other words, the combining operation is skipped in this case.
This finite deterministic process is referred to as the extremal
deterministic process associated with tx0,iuNi“1.
The function q : R`Yt0u Ñ R`Yt0u is defined as follows:
qpxq def“
#
xp2´ xq if x ď 1,
1 if x ą 1. (26)
In the next lemma we show that qp.q can be used as a
potential function in an extremal deterministic process.
Lemma 4: In an extremal deterministic process, defined in
Definition 6, we have
Nÿ
i“1
qpxj,iq ď
Nÿ
i“1
qpxj´1,iq.
for j P rrnss.
Proof: For u, v ď 1, if u` v ď 1, we have
qpuq ` qpvq ´ qpuvq ´ qpu` vq “ u2v2 ě 0, (27)
and if u` v ą 1, qpu` vq “ 1 and
qpuq`qpvq´qpuvq´1 “ p1´uqp1´vqpu`v`uv´1q ě 0.
(28)
If u, v ě 1, then
qpuq ` qpvq ´ qpuvq ´ qpu` vq “ 0. (29)
Note that if u ą 1 ą v, a similar inequality does not
always hold but according to (25), the combining operations
are skipped in this case. Therefore, the lemma follows by using
(27), (28), and (29) together with definitions of combining
operations in (24) and (25) in an extremal deterministic process.
Corollary 5: In an extremal deterministic process, defined in
Definition 6, we haveˇˇˇ
ti : i P rrN ss, xj,i ě 1u
ˇˇˇ
ď
Nÿ
i“1
qpx0,iq, (30)
for j P rrnss.
Proof: Since qpxq “ 1 for x ě 1 and by Lemma 4 we
have ˇˇˇ
ti : i P rrN ss, xj,i ě 1u
ˇˇˇ
ď
Nÿ
i“1
qpxj,iq ď
Nÿ
i“1
qpx0,iq.
For a non-negative integer i, let spiq denote the number of 1’s in
the binary representation of i´1. In other words, let b1b2 . . . bn
denote the binary representation of i´ 1. Then
spiq def“
nÿ
i“1
bi. (31)
Also, assuming n is fixed, sjpiq denote the number of 1’s in the
leftmost j bits in the n-bit binary representation of i´ 1, i.e.,
sjpiq def“
jÿ
i“1
bi. (32)
Remark. It can be observed that in the evolution of a bit-
channel Wj,i, for i P rrN ss, the number of polarization levels
where the operation f is applied is sjpiq and in the rest of
j ´ sjpiq levels the operation g is applied. Therefore, it is
expected that the quality of the bit-channels Wn,i’s, e.g., their
Bhattacharyya parameters, can be well bounded in terms of
spiq. Similarly, in an extremal deterministic process, xn,i’s can
be bounded in terms of spiq and the initial parameters. The
following lemma provides such a bound, which is one of the
key elements in establishing upper bounds on the probability of
error of constructed polar coding schemes.
Lemma 6: Let xi “ x0,i P p0, 1{2q, for i P rrN ss. Consider
an extremal deterministic process, defined in Definition 6,
associated with xi “ x0,i. Then the criteria for permutations
8and skipped operations in the process can be set such that for
j P rrnss,ˇˇˇ!
i : i P rrN ss, xj,i ď 2´2sjpiq`aj,i
)ˇˇˇ
ě N ´ 4
Nÿ
i“1
xip1´ xiq,
(33)
where sjpiq is defined in (32) and řNi“1 aj,i ď 3j .
Proof: Let yi “ y0,i “ 2xi ă 1, for i P rrN ss. Consider
the extremal deterministic processes txj,iu and tyj,iu. Suppose
that there were no skipped operations, i.e., the processes evolve
only according to (24). Then it can be observed that at the j-th
level of the process we would have
yj,i “ 22sjpiqxj,i, (34)
where sjpiq is defined in (32).
Next, the effect of skipped operations on (34) is character-
ized. We modify the criteria for skipped operations in txj,iu
such that it follows the pattern of skipped operations of the
process tyj,iu, i.e., the operations in (24) are applied if both
yj´1,2i´1 and yj´1,2i are less than 1 or greater than 1 and
otherwise, (25) is applied. Also, the same permutations that
are applied to the sub-blocks of tyj,iu to make them decreasing
within each sub-block of length 2n´j are applied to the process
txj,iu.
The parameters aj,i, for j “ 0, 1, . . . , n and i P rrN ss, are
recursively derived such that
yj,i ě 22sjpiq´aj,ixj,i. (35)
We confirm that (35) holds by induction on j. For the base of
induction j “ 0, we define a0,i “ 0 and (35) holds. In level
j, consider u “ yj,2i´1 and v “ yj,2i to be combined for the
next level. Let i “ l2n´j´1 ` r, where r P rr2n´j´1ss and
0 ď l ď 2j ´ 1, and
i1 “ p2lq2n´j´1 ` i, i2 “ p2l ` 1q2n´j´1 ` i
denote the indices of the combined u and v in the next level,
i.e., if u, v ě 1 or u, v ď 1, then
yj`1,i1 “ u` v, and yj`1,i2 “ uv. (36)
In this case, we set
aj`1,i1 “ maxpaj,2i´1, aj,2iq, and aj`1,i2 “ aj,2i´1 ` aj,2i.
(37)
By induction hypothesis (35) holds for pj, 2i ´ 1q and pj, 2iq.
Also, note that
sj`1pi1q “ sjp2i´ 1q “ sjp2iq “ sj`1pi2q ´ 1.
This together with the induction hypothesis, (36), and (37)
imply that (35) holds for pj ` 1, i1q and pj ` 1, i2q.
If u ą 1 ą v, then
yj`1,i1 “ u, and yj`1,i2 “ v.
In this case we set
aj`1,i1 “ aj,2i´1, and aj`1,i2 “ aj,2i ` 2sjp2iq. (38)
Then since sj`1pi1q “ sjp2i ´ 1q, induction hypothesis holds
for pj ` 1, i1q. Also, we have
2sj`1pi2q´aj`1,i2 “ 2sjp2iq`1´aj,2i´2sjp2iq “ 2sjp2iq´aj,2i,
and therefore, induction hypothesis holds for pj ` 1, i2q, too.
What remains is to upper bound
řN
i“1 aj,i. Let
Aj
def“
Nÿ
i“1
aj,i.
Note that at level j, there are 2j sub-blocks of length 2n´j each.
Also, sjpiq is the same for all indices i in one sub-block. Let k
denote the number of skipped operations at level j. Since yj,i’s
are sorted within each sub-block, there is at most one skipped
operation within each sub-block and hence, we have k ď 2j .
Let i1, . . . , ik denote the even indices of the pairs in skipped
operations. Then we have
kÿ
l“1
2sjpilq ď
jÿ
i“0
ˆ
j
i
˙
2i “ 3j . (39)
By (37), (38), and (39) we have
Aj`1 ď 2Aj ` 3j .
And by induction on j, Aj ď 3j . This together with (35), Co-
rollary 5 applied to the process tyj,iu, and noting that qpyiq “
4xip1´ xiq lead to the proof of lemma.
Next, we state the main result of this section. In the proof
of the next theorem, a construction of polar codes along with a
bound on its finite-length behavior is shown. The construction
is based on a two-stage deterministic polarization. In the first
stage, deterministic polarization 2, defined in Definition 5, is
invoked to have a sufficiently close to the average capacity
fraction of almost good bit-channels by exploiting Theorem 3.
In the second stage of the polarization, only the almost good
bit-channels of the first stage are combined following a certain
extremal deterministic process, defined in Definition, 6. At the
end of the second polarization stage, an additional negligible
fraction of bit-channels are removed and it is shown that the
rest have Bhattacharyya parameters bounded by Pe{N , where
Pe is the target block error probability and N is the block
length. Therefore, a polar code constructed according to certain
good bit-channels, after the two polarization stages, guarantees
a block error probability bounded by Pe.
Theorem 7: For a sequence of BMS channels tWiuNi“1, tar-
get block error probability Pe P p0, 1q, and a constant µ such
that
µ ą 2` log 3` 1
η
, (40)
where η is defined in (19), we construct a polar code of length
N “ 2n and rate R guaranteeing a block error probability of at
most Pe for transmission over tWiuNi“1 such that
N ď κpIN ´Rqµ ,
where κ is a constant depending on Pe and µ, and IN is the
average of the symmetric capacities IpWiq, for i P rrN ss.
Proof: The parameter ρ P R` is picked such that
µ ą 1` log 3` 1
ρ
ą 2` log 3` 1
η
. (41)
In particular, we pick
ρ
def“ 2
µ` 1η ´ log 3
. (42)
9Therefore, ρ ă η{pη ` 1q. Let
n1 “
R
1
1` ρp1` log 3qn
V
, (43)
and
n2 “ n´ n1 ą ρp1` log 3q
1` ρp1` log 3qn´ 1. (44)
Let also N1 “ 2n1 and N2 “ 2n2 . We exploit Lemma 13 in
Appendix to partition the set of channels tWi : i P rrN ssu into
N2 subsets A1, A2, . . . , AN2 of size N1 such that
IN1,k ě IN ´ 2´n1 , (45)
where IN1,k is the average of symmetric capacities of the
channels in the set Ak, for k P rrN2ss.
In the first stage of polarization the deterministic polarization
2, defined in Definition 5, is applied to each of the sets Ak
separately. The permutations pipkqj,l , for j P rrn1ss, k P rrN2ss
and 0 ď l ď 2j ´ 1 are set in such a way that the sequence of
Bhattacharyya parameters of bit-channels within the l-th sub-
block of length 2n1´j in the j-th level of polarization of the
set Ak becomes decreasing. Also, the sets Tk representing the
indices of the skipped operations in the polarization of Ak are
set according to Definition 4. Let W pkqj,i denote the i-th bit-
channel in the j-th polarization level of the set Ak and z
pkq
j,i
denote its Bhattacharyya parameter.
By Theorem 3 there exists a constant cρ such that
1
N1
N1ÿ
i“1
fpzpkqn1,iq ď 2´n1ρ`cρ . (46)
Then by applying Corollary 12 to
!
W
pkq
j,i
)N1
i“1
with the choice
of t ă 1{2 we have
1
N1
ˇˇˇ"
i P rrN1ss : zpkqn1,i ă
1
2
*ˇˇˇ
ě IN1,k ´ 2tN1
N1ÿ
i“1
fpzpkqn1,iq
(47)
ě IN ´ 2´n1 ´ 1
t
2´n1ρ`cρ`1
(48)
ě IN ´ d12´n1ρ (49)
ě IN ´ d1N´1{µ, (50)
where (47) is by Corollary 12, (48) is by (45) and (46), (49) is
by d1 being defined as
d1
def“ 1
t
2cρ`1 ` 1, (51)
and (50) is by (41) and (43).
Let
M “
Y
N1pIN ´ d1N´1{µq
]
. (52)
Without loss of generality, we can assume that
z
pkq
n1,i
ă 1
2
,
for k P rrN2ss and i P rrM ss. In the second stage of polarization,
we will apply a polarization process to
!
W
pkq
n1,i
)N2
k“1
, for i P
rrM ss. Note that the actual indices of these good bit-channels
within each of the polarization blocks, corresponding to sets
Ak, does not matter as long as they are in increasing order. In
other words, roughly speaking, the i-th good bit-channels in the
polarization of the setsAk will be combined in the second stage
of polarization. All the otherN2pN1´Mq bit-channels will not
be further polarized and will be frozen to zeros.
Fix i0 P rrM ss and for ease of notation let Wk “ W pkqn1,i0 .
Let x0,k “ ZpWkq and y0,k “ 2x0,k. Consider an extremal
deterministic process tyj,ku, for j “ 0, 1, . . . , n2 and k P
rrN2ss, defined in Definition 6 with the initial values ty0,ku.
Also, consider another extremal deterministic process txj,ku
with the initial values tx0,ku, where permutations and indices
of skipped operations follow the process tyj,ku. By Lemma 6,
for any j P rrn2ss,ˇˇˇ!
k : k P rrN2ss, xj,k ď 2´2sjpkq`aj,k
)ˇˇˇ
ě N2 ´ 4
Nÿ
k“1
ZpWkq
`
1´ ZpWkq
˘
,
(53)
where sjpkq is defined in (32) and řNk“1 aj,k ď 3j . Let
l “
Z
n2
1` log 3
^
, (54)
and
α “ 1` 1
ρp1` log 3q , β “ ´ logPe ` α. (55)
By Lemma 14 we have
log
ˇˇˇ!
k P rrN2ss : 2slpkq ´ al,k ď αn2 ` β
)ˇˇˇ
ď n2 ´ l ` ppn2, α, βq,
(56)
where ppn, α, βq is defined in (77). Let γ “ 1`log 3 and define
qpnq def“ np 1
µ
´ ρ
1` γρ q ` 1`
1
γ
` pp ργ
1` ργ n, α, βq, (57)
where α and β are defined in (55). Note that by (41) the
coefficient of n in the definition of qpnq is negative. Also, p
is bounded by a polynomial of log n. Therefore,
lim
nÑ8 qpnq “ ´8
and
d2 “ sup
nPN
qpnq (58)
is a well-defined constant. Therefore, by the choice of l in (54)
we have
l ´ ppn2, α, βq ě n
µ
´ d2 (59)
Also, by the choice of α and β in (55) we have
2´αn2´β ď Pe
N
. (60)
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Then we haveˇˇˇ"
k : k P rrN2ss, xl,k ď Pe
N
*ˇˇˇ
ě
ˇˇˇ 
k : k P rrN2ss, xl,k ď 2´αn2´β
(ˇˇˇ
(61)
ě
ˇˇˇ!
k : k P rrN2ss, xl,k ď 2´2slpkq`al,k
)ˇˇˇ
(62)
´
ˇˇˇ!
k P rrN2ss : 2slpkq ´ al,k ď αn2 ` β
)ˇˇˇ
ě N2 ´ 4
Nÿ
k“1
ZpWkq
`
1´ ZpWkq
˘´ 2n2´l`ppn2,α,βq (63)
ě N2 ´ 4
Nÿ
k“1
ZpWkq
`
1´ ZpWkq
˘´N22´nµ`d2 , (64)
where (61) is by (60), (62) is by the union bound, (63) is by (53)
and (56), and (64) is by (59).
Recall that (64) holds for any i0 P rrM ss, where we dropped
the index i0 from the derivations for notation convenience.
Let xj,k be re-indexed by xj,k`N2pi0´1q, for i0 P rrM ss. By
summing (64) for all i0 we haveˇˇˇ"
i : i P rrMN2ss, xl,i ď Pe
N
*ˇˇˇ
ěMN2 ´ 4
ÿ
i0PrrMss,kPrrN2ss
z
pkq
n1,i0
p1´ zpkqn1,i0q ´MN22´
n
µ`d2 .
(65)
Also, by summing (46) over all k P rrN2ss and noting that since
b P p0, 1q, fpzq “ zbp1 ´ zqb ě zp1 ´ zq, for any z P r0, 1s,
we haveÿ
i0PrrMss,kPrrN2ss
z
pkq
n1,i0
p1´ zpkqn1,i0q ď
ÿ
i0PrrMss,kPrrN2ss
fpzpkqn1,i0q
ď N2´n1ρ`cρ
ď 2cρN1´ 1µ .
(66)
By combining (66) and (65) we haveˇˇˇ"
i : i P rrMN2ss, xl,i ď Pe
N
*ˇˇˇ
ěMN2´p2cρ`2`2d2qN1´ 1µ ,
(67)
where we also usedM ď N1. By pluggingM from (52) in (67)
and normalizing both sides by N we get
1
N
ˇˇˇ"
i : i P rrMN2ss, xl,i ď Pe
N
*ˇˇˇ
ě IN ´ d3N´ 1µ , (68)
where d3 is defined as
d3
def“ d1 ` 2cρ`2 ` 2d2 ` 1, (69)
where d1 is defined in (51), d2 is defined in (58), ρ is defined in
(42), and cρ, as a function of ρ, is defined in (23). Note that d3
is a constant that depends only on µ and Pe.
In the second stage of polarization, deterministic polarization
2, defined in Definition, 5, is applied to
!
W
pkq
n1,i0
)N2
k“1
, for i0 P
rrM ss, where the channels are combined according to the index
k. Let the bit-channels at the j-th level of the second stage be
denoted by
!
W
pkq
n1`j,i0
)N2
k“1
. The permutations and the indices
for skipped operations follow the extremal process tyj,ku de-
scribed earlier in the proof for the fixed i0. The polarization
stops at level l, where l is given in (54). One can alternatively
assume that the process continues but all the operations for
l ă j ď n2 are skipped. To simplify the notation let the bit-
channels W pkqn1`j,i0 be re-indexed by Wn1`j,i0`N2pk´1q. The
polar code is constructed by picking all the bit-channels at the
final level n “ n1 ` n2 with the Bhattacharyya parameter
bounded by Pe{N . The rate R of the code is given by
R “ 1
N
"
i : i P rrmN2ss, ZpWn,iq ď Pe
N
*
. (70)
By Lemma 15
ZpWj,iq ď xj,i,
for j P rrn2ss and i P rrmN2ss. Using this together with (70) and
(68) we have
R ě 1
N
ˇˇˇ"
i : i P rrMN2ss, xl,i ď Pe
N
*ˇˇˇ
ě IN ´ d3N´ 1µ .
(71)
Then (71) can be re-written as
N ď κpIN ´Rqµ ,
where
κ
def“ dµ3
and d3 is defined in (69). Note that κ depends only on µ
and Pe. Also, the probability of block error, under successive
cancellation decoding, is bounded by the sum of Bhattacharyya
parameters of the selected bit-channels which is bounded by Pe,
similar to what is shown for original polar codes [1].
Remark. The low complexity OpN logNq architecture of
successive cancellation decoding of original polar codes can
be adapted for the polar code constructed via a two stage
polarization explained in the proof of Theorem 7. The decoding
trellis can be also separated into two stages to reflect the
two stages of polarization. The first of stage of the decoding
trellis consists of N1 trellises, each of size pn2 ` 1q ˆ N2.
These trellises are run in parallel while the permutations pipkqj,l
are applied accordingly as described in Section III. Also, the
indices for the skipped operations, saved in Tk’s, are taken into
account and the the corresponding LR combination operations
are skipped. The second stage of decoding trellis consists of M
trellises, where M is given in (52), each of size pn1 ` 1q ˆN1.
These trellises are run successively while the permutations and
skipped operations, derived from the extremal deterministic
process as described in the proof of Theorem 7, are also applied.
When the decoding process in the first stage trellises arrive at
the i-th selected index in the level n1 ` 1, for i P rrM ss, the
i-th trellis of the second stage is run. When it is done, the hard
decisions are passed to the first stage trellises and they continue
to run until they arrive at the i` 1-th selected index and so on.
The complexity of the total decoding process is OpN logNq.
Theorem 8: Given a non-stationary sequence of independent
BMS channels tWiu8i“1 and assuming the average capacity
IptWiu8i“1q “ limNÑ8
1
N
Nÿ
i“1
IpWiq
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is well-defined, there exists a sequence of polar codes tCiu8i“1,
with length Ni, rate Ri, and probability of block error Pi under
a low complex OpNi logNiq SC decoder, such that
lim
iÑ8Ri “ IptWiu
8
i“1q, and limiÑ8Pi “ 0,
when the j-th bit of Ci is transmitted over Wj , for j P rrNiss.
Proof: Consider two arbitrary sequences of tiu8i“1 and 
P i
(8
i“1 such that
lim
iÑ8 i “ 0, and limiÑ8P i “ 0.
Fix µ such that
µ ą 2` log 3` 1
η
,
where η is given in (19). For every i P N, let
ni “ rlog κ´ µ log is ,
where κ is the constant given in Theorem 7 as a function P i and
µ. Then by Theorem 7 we construct a polar code Ci of length
Ni “ 2ni and rate Ri such that
Ri ě INi ´ i, (72)
where
INi “ 1Ni
Niÿ
j“1
IpWjq,
and the probability of block error Pi of Ci under SC decoder
when transmitted over tWjuNij“1 is bounded by P i. Note that
lim
iÑ8 INi “ IptWiu
8
i“1q,
and
lim
iÑ8pINi ´ iq “ IptWiu
8
i“1q ´ limiÑ8 i “ IptWiu
8
i“1q.
Therefore, by (72) and since Ri ă INi we have
lim
iÑ8Ri “ IptWiu
8
i“1q.
Also, since Pi ď P i, we get
lim
iÑ8Pi “ 0,
which completes the proof.
Remark. The value of η, defined in (19), and used in Theo-
rem 3, Theorem 7, and Theorem 8, can be estimated with arbi-
trarily fine resolution as described in Section IV. In particular,
it can be numerically guaranteed that
η ą 0.139.
Combining this with (40) implies that
µ ą 2` log 3` 1
0.139
« 10.7792
is sufficient for Theorem 7. For instance, we pick µ “ 10.78.
Clearly this is not the lowest possible µ for which Theorem 7
holds. This value can be possibly lowered by a better partition-
ing of the interval r0, 1s, described in Section IV, or by other
techniques that yield a larger η, or by reducing the constant
term 2 ` log 3. Therefore, 10.78 is just an upper bound on the
scaling behavior of polar codes constructed for non-stationary
channels.
VI. DISCUSSIONS AND CONCLUSION
In this paper we considered the problem of polar coding
for a non-stationary sequence of channels where the channels
are independent but not identical. It is shown how to modify
Arıkan’s channel polarization transform in several important
respects in order to polarize an arbitrary sequence of non-
stationary of channels while lower bounding the speed of
polarization. It is shown how the resulting fast polarization
scheme in combination with another polarization stage can be
used in order to construct polar coding schemes that achieve
the average capacity of non-stationary channels. Furthermore,
it is shown that the block length N of the constructed code is
upper bounded by a polynomial of the inverse of the gap to the
average capacity.
There are several directions for future research. Improving
the upper bound on the finite-length scaling of constructed
polar codes is an interesting problem. For instance, if one
can avoid the skipped channel combining operations using an
alternative technique, that can immediately improve the upper
bound. Speed of polarization for the family of binary erasure
channels is characterized in [13] and the question is does the
speed of polarization remains the same if all the channels
in the non-stationary set-up are binary erasure channels, per-
haps, with different erasure probabilities? In other words, can
one construct an example for a sequence of binary erasure
channels such that their speed of polarization, no matter what
permutations are applied during the polarization process, is
smaller than the speed of polarization of the stationary binary
erasure channels? The answer to this question can potentially
shed some light on whether there is a fundamental difference
between the stationary and non-stationary set-ups in terms of
their finite-length behavior. Also, studying the error exponent
of polar codes over non-stationary channels, as an extension
of [12] to the non-stationary case, and unified scaling laws for
non-stationary channels, as extension of the results of [15] in
the stationary case, are other interesting problems.
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APPENDIX
Lemma 9: For any two BMS channels W1 and W2, we have
ZpW1 gW2q ě
b
z21 ` z22 ´ z21z22 , (73)
where z1 “ ZpW1q and z2 “ ZpW2q.
Proof: It can be shown that (73) turns to equality when
both W1 and W2 are binary symmetric channels (BSC). It
is well-known that any BMS channels can be decomposed
into a convex combination of multiple BSCs. Also, note thata
z21 ` z22 ´ z21z22 is convex in both z1 and z2 when the other
parameter is fixed. Therefore, the lemma follows.
Lemma 10: For any BMS channel W , we have
IpW q ď 1´ ZpW q2.
Proof: We use the fact any BMS channel can be decom-
posed into a convex combination of multiple BSCs, same as
in the proof of Lemma 9. Since ´z2 is a concave function, it
is then sufficient to prove the lemma for a BSC W . If W is
BSCppq, then we have
IpW q “ 1` p log p` p1´ pq logp1´ pq,
and
ZpW q “ 2app1´ pq.
Therefore, it suffices to show that
gppq def“ ´ p log p´ p1´ pq logp1´ pq ´ 4pp1´ pq ě 0. (74)
Since gppq “ gp1 ´ pq, it is enough to show (74) holds for
p P p0, 0.5s (for p “ 0, gppq “ 0). Note that
g1ppq “ log 1´ p
p
` 8p´ 4,
and
g2ppq “ ´ log e
pp1´ pq ` 8,
where g1 and g2 are also continuous over p0, 0.5s. Since g2ppq
is increasing over p0, 0.5s, it is zero for at most one p P p0, 0.5s
and hence, g1ppq “ 0 has at most two solutions over p0, 0.5s
which are
p1 « 0.096, and p2 “ 0.5.
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Note that gppq is increasing for p P r0, p1s and gpp2q “ 0.
Therefore, minpPr0,0.5s gppq “ 0 and the lemma follows.
Lemma 11: Let b, t P p0, 1q, and fpzq “ zbp1 ´ zqb. Then
for any sequence of BMS channels tWiuNi“1ÿ
ziąt
IpWiq ď 2
t
Nÿ
i“1
fpziq,
where zi “ ZpWiq,
Proof: Using Lemma 10 we haveÿ
ziąt
IpWiq ď
ÿ
ziąt
p1´ z2i q ď 2t
ÿ
ziąt
zip1´ ziq ď 2
t
ÿ
ziąt
fpziq.
Corollary 12: Under the same assumptions in Lemma 11,ˇˇˇ
ti P rrN ss : zi ď tu
ˇˇˇ
ě
Nÿ
i“1
IpWiq ´ 2
t
Nÿ
i“1
fpziq.
Proof: The proof is by noting thatˇˇˇ
ti P rrN ss : zi ď tu
ˇˇˇ
ě
ÿ
ziďt
IpWiq “
Nÿ
i“1
IpWiq ´
ÿ
ziąt
IpWiq
followed by using Lemma 11.
Lemma 13: Let N “ MK, where N,M,K P N, and let
A “ tx1, x2, . . . , xNu, where xi P r0, 1s, for i P rrN ss, and
λ “ 1
N
Nÿ
i“1
xi.
Then one can partition A into K subsets A1, A2, . . . , AK of
size M such that
min
jPrrKss
λj ě λ´ 1
M
, (75)
where λj is the average of the elements in Aj .
Proof: Since the number of possible partitions is finite,
one can find the partition such that
min
jPrrKss
λj
is maximum among all the possible partitions. We show that
this partition must satisfy (75). Let
j0 “ argminjPrrKssλj .
Assume to the contrary that (75) does not hold, i.e.,
λj0 ă λ´ 1M .
Note that there exists j1 P rrKss such that
λj1 ą λ.
Let xi0 be the minimum element in Aj0 and xi1 be the maxi-
mum element inAj1 . We make a new partition by swapping the
elements xi0 and xi1 in Aj0 and Aj1 . Note that
0 ă xi1 ´ xi0 ď 1.
Therefore, the average of Aj0 is strictly increased in the new
partition, while the average of Aj1 is decreased by at most
1{M , which means it is still greater than the old average of
Aj0 . Hence,
min
jPrrKss
λj
is strictly increased in the new partition which is a contradic-
tion. This proves the lemma.
Lemma 14: Let N “ 2n, 2 ď j ď n{p1 ` log 3q, α, β ą 0
and a1, a2, . . . , aN P N such that řNi“1 ai ď 3j . Then we have
log
ˇˇˇ!
i P rrN ss : 2sjpiq ´ ai ď αn` β
)ˇˇˇ
ď n´ j ` ppn, α, βq,
(76)
where sjpiq is defined in (32) and
ppn, α, βqdef“ `2´ log γ ` log n` logpαn` βq˘plog n´ log γq
` log`3´ log γ ` log n` logpαn` βq˘,
(77)
where γ “ 1` log 3.
Proof: Let
A “
!
i P rrN ss : 2sjpiq ´ ai ď αn` β
)
,
and r “ |A|. Note that r ď N “ 2n. Let t denote the smallest
integer such that t ě 2 and
r ď 2n´j
tÿ
l“0
ˆ
j
l
˙
. (78)
Note that t ď j. Then we have
2n´j
t´1ÿ
l“0
ˆ
j
l
˙
2l ď
ÿ
iPA
2sjpiq. (79)
By definition of A and (78) we haveÿ
iPA
2sjpiq ď pαn`βqr`
Nÿ
i“1
ai ď pαn`βq2n´j
tÿ
l“0
ˆ
j
l
˙
`3j .
(80)
By combining (79) and (80) we get
2n´j
t´1ÿ
l“0
ˆ
j
l
˙
2l ď pαn` βq2n´j
tÿ
l“0
ˆ
j
l
˙
` 3j . (81)
Since j ď n{p1 ` log 3q, we have 2n´j ě 3j . Combining this
with (81) we getˆ
j
t´ 1
˙
2t´1 ď pαn` βq
tÿ
l“0
ˆ
j
l
˙
ď pαn` βqpt` 1q
ˆ
j
t
˙
,
(82)
and therefore,
2t´1 ď 2pαn` βqj, (83)
or equivalently
t ď 2` logpαn` βq ` log j
ď 2´ logp1` log 3q ` log n` logpαn` βq. (84)
By (78) and (84) we have
r ď 2n´j
tÿ
l“0
ˆ
j
l
˙
ď 2n´jpt` 1qjt,
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and the lemma follows by taking logarithm of both sides and
the bound on t given in (84).
Lemma 15: Given a sequence of channels tWiuNi“1, where
N “ 2n, let x0,i “ ZpWiq and consider the extremal
deterministic process txj,iu, for j “ 0, 1, . . . , n and i P rrN ss,
defined in Definition 6. Let also tWj,iu denote the deterministic
polarization 2, defined in Definition 5, with the set of initial
channels W0,i “Wi such that the permutations and the indices
of skipped operations follow the extremal deterministic process
txj,iu. Then we have
ZpWj,iq ď xj,i,
for i P rrN ss and j “ 0, 1, . . . , n.
Proof: The proof is by induction on j and using (5) and (6)
on the Bhattacharyya parameters of the combined channels and
the definition of extremal deterministic process in Definition 6.
