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The use of conceptual knowledge collections or structures within the biomedical domain is pervasive, spanning a variety of applica-
tions including controlled terminologies, semantic networks, ontologies, and database schemas. A number of theoretical constructs and
practical methods or techniques support the development and evaluation of conceptual knowledge collections. This review will provide
an overview of the current state of knowledge concerning conceptual knowledge acquisition, drawing from multiple contributing aca-
demic disciplines such as biomedicine, computer science, cognitive science, education, linguistics, semiotics, and psychology. In addition,
multiple taxonomic approaches to the description and selection of conceptual knowledge acquisition and evaluation techniques will be
proposed in order to partially address the apparent fragmentation of the current literature concerning this domain.
 2007 Elsevier Inc. All rights reserved.
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Conceptual knowledge can be deﬁned as a combination
of atomic units of information andmeaningful relationships
between those units [1]. Examples of such knowledge collec-
tions can include terminologies, ontologies, and databases.
Although biomedical informatics articles frequently report
on the design and evaluation of systems that use conceptual
knowledge collections [2–11], few articles report methods
for the population of such structures. Such methods fall
within the domain of knowledge acquisition (KA): the pro-
cess of identifying, eliciting, and verifying or validating
domain-speciﬁc knowledge [12]. Sources of domain-speciﬁc
knowledge can include experts, literature, and databases.
The goal of this review is to provide an overview of concep-
tual knowledge acquisition (CKA) as it applies to biomed-
icine. At this time, so many articles been published on1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2007.03.005
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E-mail address: philip.payne@osumc.edu (P.R.O. Payne).various aspects of CKA that a comprehensive review is
far beyond the scope of any individual paper. Rather, the
more modest goal is to provide a synthetic overview that
addresses: (1) theoretical foundations of CKA, (2) methods
for the acquisition of conceptual knowledge and (3) meth-
ods for veriﬁcation and validation of the acquired knowl-
edge. New taxonomies for both the acquisition and the
veriﬁcation and validation of conceptual knowledge will
be presented as a component of the discussion.
CKA is a complex, expansive, rambling and heteroge-
neous topic that has been tackled by a number of diﬀerent
ﬁelds of research, including education, computer science,
semiotics, linguistics, cognitive science and psychology.
Synthesizing CKA across these various disciplines is chal-
lenging because of variability in approaches to CKA by
the various disciplines. Additional layers of complexity
are introduced by diﬀerent terminologies and diﬀerent def-
initions used by the various disciplines. To promote a fuller
understanding of later discussions presented, a conceptual
framework regarding this heterogeneity is presented rela-
tive to the following topics:
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knowledge engineering (KE).
• A more precise deﬁnition of CKA, drawing on the var-
ious deﬁnitions that have been proposed.
• A meta-review of previous reviews of sub-components
of CKA.2. Background
2.1. Knowledge acquisition in the context of knowledge
engineering
The theories and methods that underlie KA are part of a
larger domain known as knowledge engineering (KE). The
KE process (Fig. 1) incorporates multiple steps:
1. Acquisition of knowledge (KA),
2. Representation of that knowledge (KR) in a computable
form,
3. Implementation or reﬁnement of knowledge-based
agents or applications using the knowledge collection
generated in the preceding steps,
4. Veriﬁcation and validation of the output of those knowl-
edge-based agents or applications utilizing one or more
reference standards as the basis of comparison.
The reference standards described in step four can
include expert performance measures, requirements
acquired before designing the knowledge-based system,
or requirements that were realized upon implementation
of the knowledge-based system. In this context, veriﬁca-Fig. 1. Key components of the KE process. Components that are involved
in the conceptual KA sub-process of KE are shaded. (Adapted from Liou,
‘‘Knowledge acquisition: issues, techniques, and methodology’’, 1990).tion is the process of ensuring that the knowledge-based
system meets the initial requirements of the potential
end-user community. In comparison, validation is the
process of ensuring that the knowledge-based system
meets the realized requirements of the end-user commu-
nity once a knowledge-based system has been imple-
mented [13].
Within the overall KE process, KA can be deﬁned as the
sub-process involving the extraction of knowledge from exis-
tent sources (e.g., experts, literature, databases, other
sources) with the purpose of representing that knowledge
in a computable format [12,14–18]. This deﬁnition also
includes the veriﬁcation or validation of knowledge-based
systems that use the resultant knowledge collections [12].
Viewing KA within the broader KE context has two impor-
tant implications. First, within the biomedical informatics
domain, KA usually refers to the process of eliciting knowl-
edge speciﬁcally for use in knowledge bases that are integral
to expert systems or intelligent agents (e.g., clinical decision
support systems). However, a review of the literature con-
cerned with KA beyond this domain shows a broad variety
of application areas for KA, including construction of
shared database models, ontologies and human-computer
interactionmodels [14,19–23]. Therefore, Payne and Starren
[24] argue that the deﬁnition of KA within the biomedical
informatics domain should be expanded commensurately.
Second, veriﬁcation and validation methods are often
applied to knowledge-based systems only during the ﬁnal
stage of the KE process. However, such techniques are most
eﬀective when employed iteratively throughout the entire
KE process. As such, they also become integral components
of the KA process.
2.2. A more precise deﬁnition
Synthesizing CKA across domains is complicated by a
cross disciplinary heterogeneity in deﬁnitions with lack of
standardization. For example, the cognitive science litera-
ture describes two types of knowledge—procedural and
declarative. Declarative knowledge is largely synonymous
with conceptual knowledge as deﬁned earlier, but diﬀers
in that the cognitive science literature describes such
knowledge as consisting solely of ‘‘facts’’ without any
explicit reference to the relationships that may exist
between those ‘‘facts’’ [25]. Procedural knowledge is a pro-
cess-oriented understanding of a given problem domain.
The education literature takes a more nuanced view.
Conceptual knowledge is deﬁned as a combination of
atomic units of information and the meaningful relation-
ships between those units. The education literature also
describes two other types of knowledge, labeled as proce-
dural and strategic. Reﬂecting the cognitive science deﬁni-
tion, procedural knowledge is deﬁned as a process-oriented
understanding of a given problem domain [1,26–28]. How-
ever, the education literature adds strategic knowledge,
which is used to operationalize conceptual knowledge into
procedural knowledge [1] (Fig. 2). These deﬁnitions are
Fig. 2. Spectrum of knowledge types. (Adapted from McCormick,
‘‘Conceptual and procedural knowledge’’, 1997).
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solving in complex scientiﬁc and quantitative domains such
as mathematics and engineering [27,28].
This three-part deﬁnition provides several advantages.
[1]. Speciﬁcally, these deﬁnitions:
• Directly address the implicit and explicit relationships
(which are in and of themselves forms of knowledge)
that exist between elements of conceptual knowledge,
• Deﬁne conceptual knowledge as being dynamic, rather
than a static set of facts,
• Postulate that conceptual knowledge has a direct rela-
tionship to procedural knowledge via the process of
operationalization aﬀorded by strategic knowledge.
Given these potential advantages, the deﬁnitions found
in the education literature will be used for the remainder
of this review to frame the discussion of CKA. The selec-
tion of this speciﬁc deﬁnition is critical since it positions
our discussion of CKA theories and methods within the
speciﬁc context of the elicitation of both units of knowledge
and relationships between those units.
The value of this deﬁnition can be seen in the context of
a decision support system. In biomedicine, conceptual
knowledge collections rarely exist in isolation. Instead, they
usually occur within structures that contain multiple types
of knowledge. For example, a knowledge-base used in a
modern clinical decision support system might include:
(1) a knowledge collection containing potential ﬁndings,
diagnoses, and the relationships between them (conceptual
knowledge), (2) a knowledge collection containing guide-
lines or algorithms used to logically traverse the previous
knowledge structure (procedural knowledge), and (3) a
knowledge structure containing application logic used to
apply or operationalize the preceding knowledge collec-
tions (strategic knowledge). Realization of a functional
decision support system becomes possible only when these
three types of knowledge are combined [29].
For the remainder of this review, the frameworks and
methodologies associated with the domains of psychology
and cognitive science will be discussed collectively. Diﬀer-
entiation between these two ﬁelds is often found within
the biomedical informatics literature based upon variationsin frameworks and methodologies. However, within the
context of KA, such a separation would add potential
redundancy in this review without yielding any practical
advantage because the majority of cognitive science frame-
works in this domain are direct derivatives of pre-existing
psychological theory.
Finally, when discussing KA, it can be argued that sig-
niﬁcant literature can be found in the computer science
domain, speciﬁcally concerning artiﬁcial intelligence. This
is true for discussions focused on procedural knowledge
collections, including those used in a large number of intel-
ligent agents and decision support systems [30–33]. How-
ever, artiﬁcial intelligence literature is extremely sparse
with respect to KA methods intended to elicit conceptual
knowledge. For example, a literature search was performed
using (1) the ACM Digital Library, and (2) a focused liter-
ature search targeting the journal Artiﬁcial Intelligence in
Medicine using the search term ‘‘conceptual knowledge
acquisition’’, applied to the title and/or abstract. Manual
review of article abstracts yielded no articles which met
inclusion criteria for this literature review, which are
detailed later in this review.
2.3. Meta-review of reviews
Although the lack of an over-arching review motivated
this work, several published reviews have addressed key
sub-components of the overall KA process previously. For
example, Liou described a basic taxonomy ofKA techniques
composed of three major categories: basic, group and sup-
plementary techniques [12]. This taxonomy will be further
examined later in this review. Similarly, Menzies and van
Harmelen proposed a framework of six essential theories
of contemporary KE. These methodologies all result in
knowledge structures that incorporate one or more forms
of knowledge representation, such as procedures, axioms,
single general purpose inference engines (e.g., persistent,
stored procedures) and ontologies [34]. Gaines and Shaw
provided a more targeted review, describing KA tools and
methods based on personal construct theory, which repre-
sents a theoretical framework used in the psychology litera-
ture to describe how individuals make sense of their
surrounding environment via categorization processes [17].
Finally, Hereth et al. reviewed KE methods speciﬁcally
focusing on representational levels that may be used to for-
malize knowledge collections in a computable format [35].
While not speciﬁcally focusing upon KA, some reports
in the biomedical informatics literature described applica-
tion of conceptual knowledge collections for the design
or operation of information systems. Examples include:
• Evans’ medical-concept representation language [36],
• Campbell’s logical foundation for the representation of
clinical data, and reports describing use of the National
Library of Medicine’s (NLM) Uniﬁed Medical Lan-
guage System (UMLS) as the basis for a biomedical con-
ceptual knowledge structure [6,37],
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knowledge from concept-oriented, controlled terminolo-
gies [38].
However, the literature concerning KA found in the
biomedical informatics domain rarely describes reproduc-
ible approaches for populating such knowledge collec-
tions. A notable exception are a collection of reports
concerning computer-facilitated collaboration methodolo-
gies that have been employed in the context of construct-
ing shared biomedical ontologies such as SNOMED-CT
[36,37,39,40].
Table 1 contains a selected bibliography that provides
an overview of the KA literature and literature sources that
will be examined in greater detail in this review.
3. Review methodology and results
The following review of the state of knowledge concern-
ing KE, and in particular CKA, was undertaken to address
three speciﬁc goals:
1. To deﬁne and diﬀerentiate conceptual knowledge from
other types of knowledge,
2. To enumerate major theoretical bases for the elicitation
and symbolic representation of conceptual knowledge,
and
3. To develop an extensible framework for a taxonomy of
conceptual KA methods and techniques.
To achieve these goals, a simple literature review was
performed, of work published in the domains of biomedi-
cine, computer science, cognitive science, education, lin-
guistics, semiotics, and psychology. Bibliographic
databases queried included PubMED [41], ACM Portal
[42], PsycArticles [43], and ERIC [44]. Search terms used
varied with the source being queried. Search strategies
included a process of iterative, heuristic reﬁnement to focus
search results on either theoretical or methodological work
reporting on knowledge acquisition, representation, and
veriﬁcation or validation. A summary of the search terms
and numbers of articles retrieved for inclusion in this
review is provided in Table 2.
After selecting combinations of search terms (indicated
in bold in Table 2) that yielded results most relevant to
the goals of this review, the search strategy generated an
initial corpus of 2405 articles. Manual review of abstracts
yielded 168 articles of potential interest (6.9% of the initial
corpus) that were then subjected to a more comprehensive
review. Selection for further inclusion or reference in this
manuscript was based on one of two criteria:
• Articles reporting upon methodological approaches to
KE or KA, those that included both an actionable
description of the methodology as well as a discussion
of either qualitative or quantitative veriﬁcation or vali-
dation metrics or techniques were selected.• Articles whose speciﬁc focus did not include methodo-
logical approaches to KE or KA, but that presented
generalizable theoretical foundations or framework
models were also selected.
A summary of the literature review methodology
employed is presented in Fig. 4.4. Review of the literature
An overview of the current state of knowledge concern-
ing theoretical and methodological approached to CKA
will be described relative to the following topics:
• The contribution of diﬀerent research domains to CKA.
• The theoretical and practical foundations for CKA,
including computational, psychological and cognitive
science, semiotic, and linguistic theories.
• A novel taxonomy of CKA methods, and discussion of
individual methods.
• A novel taxonomy of methods to verify or validate con-
ceptual knowledge collections, and discussion of indi-
vidual methods.
4.1. Contributions of various disciplines to KA
The theories and methods that support KA are drawn
from several academic and practical disciplines. Beyond
the literature already presented concerning the overall
KE process, a number of academic domains have also
addressed various sub-problems associated with KA.
Speciﬁcally, the disciplines of biomedicine, computer sci-
ence, cognitive science, education, linguistics, semiotics
and psychology have each contributed to an understand-
ing of the KA process. Accessing this literature is com-
plicated by diﬀerences in the nomenclature used to
describe KE. A simple literature search (conducted in
July 2006) involving heuristically derived phrases
intended to retrieve articles related to KE domain serves
to illustrate the contributions from several diﬀerent ﬁelds
of study and the terms favored by the diﬀerent domains
(Fig. 3).4.2. Theoretical and practical foundations
The theories that support the ability to acquire, rep-
resent, and verify or validate conceptual knowledge
come from multiple domains. In the following sections,
several of those domains will be discussed, including;
Computer science; psychology and cognitive science;
Semiotics; and Linguistics. Each domain has approached
CKA with a distinct set of assumption and goals.
Whereas each approach has strengths and weaknesses,
each contributes to the overall understanding of the
CKA process.
Table 1
Selected bibliography of theoretical and practical frameworks contributing to the current state of knowledge concerning KA
Topic area Author(s) Year Title Source domain
Deﬁnition of knowledge types McCormick 1997 Conceptual and procedural knowledge [1] Education
Patel, Arocha et al. 2001 A primer on aspects of cognition for medical informatics [56] Cognitive science
Zhang 2002 Representations of health concepts: a cognitive perspective [49] Biomedical
Knowledge engineering (KE) frameworks Liou 1990 Knowledge acquisition: issues, techniques, and methodology [12] Computer science
Menzies and Harmelen 1999 Evaluating knowledge engineering techniques [34] Computer science
Computational representation of knowledge Newell and Simon 1981 Computer science as empirical inquiry: symbols and search. In Mind design
[45]
Computer science
Compton and Jansen 1990 A philosophical basis for knowledge acquisition [15] Psychology
Hereth, Stumme et al. 2000 Conceptual knowledge discovery and data analysis [35] Computer science
Knowledge acquisition (KA) frameworks Brachman and
McGuinness
1988 Knowledge representation, connectionism and conceptual retrieval [14] Computer Science
Gaines and Shaw 1989 Social and cognitive processes in knowledge acquisition [16] Cognitive science
Compton and Jansen 1990 A philosophical basis for knowledge acquisition [15] Psychology
Liou 1990 Knowledge acquisition: issues, techniques, and methodology [12] Computer science
Psychological basis for conceptual knowledge
acquisition
Kelly 1955 The psychology of personal constructs [47] Psychology
Cognitive basis for conceptual knowledge acquisition Liou 1990 Knowledge acquisition: issues, techniques, and methodology [12] Computer science
McCormick 1997 Conceptual and procedural Knowledge [1] Education
Zhang 2002 Representations of health concepts: a cognitive perspective [49] Biomedical
Semiotic basis for conceptual knowledge acquisition Campbell, Oliver et al. 1998 Representing thoughts, words, and things in the UMLS [6] Biomedical
Conceptual knowledge acquisition (KA) methods Liou 1990 Knowledge acquisition: issues, techniques, and methodology [12] Computer science
Knowledge collection veriﬁcation and validation
methods
Preece 2001 Evaluating veriﬁcation and validation methods in knowledge engineering
[13]
Computer science
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Table 2
Summary of literature review results
Search term Pubmed ACM PsycArticles ERIC
n % of total n % of total n % of total n % of total
Procedural Knowledge 458 5.4 36 0.7 3 5.4 35 7
Conceptual Knowledge 2005 23.7 21 0.4 28 50 112 22.4
Knowledge Acquisition 2509 29.7 773 15.4 12 21.4 228 45.7
Knowledge Representation 1696 20.1 1718 34.2 10 17.9 72 14.4
Procedural Knowledge AND Acquisition 42 0.5 73 1.5 0 0 5 1
Procedural Knowledge AND Representation 19 0.2 219 4.4 0 0 0 0
Conceptual Knowledge AND Acquisition 60 0.7 342 6.8 1 1.8 10 2
Conceptual Knowledge AND Representation 142 1.7 740 14.7 2 3.6 2 0.4
Knowledge Sharing 1304 15.4 201 4 0 0 34 6.8
Knowledge Representation AND Evaluation 208 2.5 898 17.9 0 0 0 0.2
Total 8443 100 5021 100 56 100 499 100
Those articles found using the search terms in bold face were selected for more detailed review and potential inclusion in this review.
Fig. 3. Literature search results for phrases intended to retrieve articles pertinent to the KE domain, drawn from biomedical (PubMed), computer science
(ACM), psychology and cognitive science (PsycARTICLES), and education (ERIC) literature databases.
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acquisition
A critical theory that supports the ability to acquire and
represent knowledge in a computable format is the physical
symbol hypothesis. First proposed by Newell and Simon
[45], and expanded by Compton and Jansen [15], the phys-
ical symbol hypothesis postulates that knowledge consists
of both symbols of reality, and relationships between those
symbols. The hypothesis further argues that intelligence is
deﬁned by the ability to appropriately and logically manip-
ulate both symbols and relationships. A critical component
of this the theory is the deﬁnition of what constitutes a
‘‘physical symbol system’’, which Newell and Simon
describe as:‘‘. . .a set of entities, called symbols, which are physical
patterns that can occur as components of another type
of entity called an expression (or symbol structure).
Thus, a symbol structure is composed of a number of
instances (or tokens) of symbols related in some physical
way (such as one token being next to another). At any
instant of time the system will contain a collection of
these symbol structures.’’ [46]
This preceding deﬁnition bears similarity with of the def-
inition of conceptual knowledge presented previously.
Thus, computational representation of conceptual knowl-
edge collections should be well supported by computa-
tional theory. However, due to the paucity of
Fig. 4. Overview of methodology employed for literature review process. Labels in italics indicate article selection criteria subject to iterative reﬁnement.
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elicitation of the symbols and relationships that constitute
a ‘‘physical symbol system’’, or conceptual knowledge col-
lection, remains a signiﬁcant impediment to the widespread
use of conceptual knowledge-based systems.
4.2.2. Psychological and cognitive basis for knowledge
acquisition
Expertise transfer forms the accepted psychological
basis for KA. Expertise transfer hypothetically assumes
that humans transfer their expertise to computational sys-
tems so that those systems are able to replicate expert
human performance (Fig. 5). An example of the expertiseFig. 5. Overview of psychology-based theoretical model of expert knowledge t
of the person (expert knowledge source) and the ontology (conceptual knowledge
acquisition tools based on personal construct psychology’’, 1993).transfer theory is provided by Kelly’s Personal Construct
Theory (PCT). This theory deﬁnes humans as ‘‘anticipa-
tory systems’’, where individuals create templates, or con-
structs that allow them to recognize situations or patterns
in the ‘‘information world’’ surrounding them. These tem-
plates are then used to anticipate the outcome of a poten-
tial action given knowledge of similar previous experiences
[47]. Kelly views all people as ‘‘personal scientists’’ who
make sense of the world around them through the use of
a hypothetico-deductive reasoning system.
It has been argued within the KE literature that the con-
structs used by experts can be used as the basis for design-
ing or populating conceptual knowledge collections [17].ransfer. Implicit in this model is the ultimate uniﬁcation of the psychology
collection) of the computer. (Adapted from Gaines and Shaw, ‘‘Knowledge
Fig. 6. Hawkins model of expert-client knowledge transfer. In this model,
the client elicits advice and data from the expert, which are in turn
formulated and applied by the expert via a pre-existing knowledge model.
(Adapted from Gaines, ‘‘Social and cognitive processes in knowledge
acquisition’’, 1989).
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use such constructs. Speciﬁcally, Kelly’s fundamental pos-
tulate states: ‘‘a person’s processes are psychologically chan-
nelized by the way in which he anticipated events.’’ This is
complemented by the theory’s ﬁrst corollary:
‘‘Man looks at his world through transparent templates
which he creates and then attempts to ﬁt over the reali-
ties of which the world is composed. . . Constructs are
used for predictions of things to come. . . The construct
is a basis for making a distinction. . . not a class of
objects, or an abstraction of a class, but a dichotomous
reference axis.’’
Kelly builds on these concepts in his Dichotomy Corol-
lary, stating that ‘‘a person’s construction system is com-
posed of a ﬁnite number of dichotomous constructs.’’
Finally, the parallel nature of personal constructs and con-
ceptual knowledge is illustrated in Kelly’s Organization
Corollary, which states, ‘‘each person characteristically
evolves, for his convenience of anticipating events, a con-
struction system embracing ordinal relationships between
constructs’’ [17,47].
Thus, personal constructs essentially represent tem-
plates applied to the creation of knowledge classiﬁcation
schemas used in reasoning. If such constructs are elicited
from experts, atomic units of information can be deﬁned,
and the Organization Corollary can be applied to gener-
ate networks of ordinal relationships between those units.
Collectively, these arguments serve to satisfy and rein-
force the earlier deﬁnition of conceptual knowledge,
and provide insight into the expert knowledge structures
that can be targeted when eliciting conceptual
knowledge.
A number of cognitive science theories have also been
applied to inform KA methods. Though usually very sim-
ilar to the preceding psychological theories, cognitive sci-
ence theories speciﬁcally describe KA within a broader
context where humans are anticipatory systems who
engage in frequent transfers of expertise. The cognitive sci-
ence literature identiﬁes expertise transfer pathways as an
existent medium for the elicitation of knowledge from
domain experts. This conceptual model of expertise trans-
fer is often illustrated using the Hawkins model for
expert-client knowledge transfer [48] (Fig. 6).
At a higher level, cognitive science theories focus upon
the diﬀerentiation among knowledge types. Cognitive sci-
entists make a primary diﬀerentiation between procedural
knowledge and declarative knowledge [1]. While cognitive
science theory does not necessarily link declarative and
procedural knowledge, an implicit relationship is provided
by deﬁning procedural knowledge as consisting of three
orders, or levels. For each level, the complexity of declara-
tive knowledge involved in problem solving increases com-
mensurately with the complexity of procedural knowledge
being used [1,18,49].A key diﬀerence between the theories provided by the
cognitive science and psychology domains is that the cogni-
tive science literature emphasizes the importance of placing
KA studies within appropriate context in order to account
for the distributed nature of human cognition [16,50–56].
In contrast, the psychology literature does not frame KA
studies in this context.
4.2.3. Semiotic basis for knowledge acquisition
Semiotic theory has been cited as a theoretical basis for
KA in limited instances. Semiotics can be broadly deﬁned
as ‘‘the study of signs, both individually and grouped in sign
systems, and includes the study of how meaning is transmit-
ted and understood’’ [57]. As a discipline, much of its initial
theoretical basis is derived from the domain of linguistics,
and thus, has been traditionally focused on written lan-
guage. However, the scope of contemporary semiotics liter-
ature has expanded to incorporate the analysis of meaning
in visual presentation systems, knowledge representation
models and multiple communication mediums. The basic
premise of the semiotic theory of ‘‘meaning’’ is frequently
presented in a schematic format using the Ogden–Richards
semiotic triad, as shown in Fig. 7 [6].
The semiotic triad hypothesizes three representational
formats for knowledge. Speciﬁcally, these are:
• Symbol, representational artifact of a unit of knowledge
(e.g., text or icons).
• Referent, actual unit of knowledge.
Fig. 7. Ogden–Richards semiotic triad, illustrating the relationships
between the three major semiotic-derived types of ‘‘meaning’’.
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understood by the individual or system utilizing or act-
ing upon that knowledge.
Further, existence of three primary relationships is
hypothesized, thus linking the three preceding representa-
tional formats:
• ‘‘Stands-for’’ imputed relation, relationship between the
symbolic representation of the knowledge and the actual
unit of knowledge.
• ‘‘Refers-to’’ causal relation, relationship between the
actual unit of knowledge, and the unit of knowledge
as understood by the individual or system utilizing or
acting upon that knowledge.
• ‘‘Symbolizes’’ causal relation, relationship between the
unit of knowledge as understood by the individual or
system utilizing or acting upon that knowledge, and
the symbolic representation of the knowledge.
The strength of these relationships is usually evaluated
using heuristic methods or criteria [6].
Despite the mention of semiotic theory as a basis for KA
in some literature, there are three potential shortcomings to
application of current semiotic theory within this domain.
Speciﬁcally these include:
1. There is a lack of empirically validated research that
explicitly demonstrates the eﬃcacy of measuring the
relationships described by the Ogden–Richards semiotic
triads as a means of evaluating knowledge collections.
2. Given the earlier deﬁnition of conceptual knowledge as a
dynamic entity, surrogate metrics would be necessary to
measure the strengths of the relationships that may exist
between the three representational formats for knowl-
edge deﬁned by semiotic theory. This reliance on surro-
gate metrics is a result of the inability to directly measure
what a designer or end-user is actually ‘‘thinking’’. As aresult, determination of the strengths of semiotic rela-
tionships would only be representative of a ‘‘snap-shot’’
of the dynamic knowledge under study.
3. The relationship between a referent as deﬁned by the
Ogden–Richards semiotic triad and a unit of conceptual
knowledge previously deﬁned in the context of CKA is
not necessarily one of equivalence. Instead, such a rela-
tionship is complicated by diﬀerences in the semantics of
conceptual knowledge. Therefore, use of the referent
construct as a basis for evaluating conceptual knowledge
may lead to erroneous conclusions [6].
4.2.4. Linguistic basis for knowledge acquisition
The preceding theories have focused almost exclu-
sively on knowledge that may be elicited from domain
experts. In contrast, domain knowledge can also be
extracted through the analysis of existing sources, such
as collections of narrative text or databases. Sub-lan-
guage analysis is a commonly-described approach to
the elicitation of conceptual knowledge from collections
of text (e.g., narrative notes, published literature, etc.).
The theoretical basis for sub-language analysis, known
as sub-language theory was ﬁrst described by Zellig
Harris in his work concerning the nature of language
usage within highly specialized domains [58]. Zellig Har-
ris’s sub-language theory assumes that language usage in
such highly specialized domains is characterized by reg-
ular and reproducible structural features and grammars
[58,59]. At an application level, these features and gram-
mars can be discovered through the application of man-
ual or automated pattern recognition processes to large
corpora of language for a speciﬁc domain. Once such
patterns have been discovered, templates may be created
that describe instances in which concepts and relation-
ships between those concepts are deﬁned. These tem-
plates can then be utilized to extract knowledge from
sources of language, such as text [60]. The process of
applying sub-language analysis to existing knowledge
sources has been empirically validated in numerous
areas, including the biomedical domain [59,60]. Within
the biomedical domain, sub-language analysis techniques
have been extended beyond conventional textual lan-
guage to also include sub-languages that consist of
graphical symbols [61].
4.3. Conceptual knowledge acquisition methods: taxonomy
and description
The conduct of KA studies is complex and resource-
intensive. As a result, it is critical to select appropriate
KA methods at the outset of such projects. A key issue
to consider when planning a KA study is the source of
the knowledge to be elicited. Knowledge sources take many
forms, including narrative text, databases and domain
experts. Domain experts are the most common, yet simul-
taneously problematic, source of knowledge. First and
P.R.O. Payne et al. / Journal of Biomedical Informatics 40 (2007) 582–602 591foremost, the use of domain experts presupposes that the
selected individuals: (1) have suﬃcient domain knowledge,
(2) have an interest in participating in the KA process, (3)
are adequately representative of the ‘‘typical’’ domain
expert, and (4) will introduce minimal bias to the study
during participation. This combination of attributes is
not always easily attained. Further complicating the use
of domain experts in KA studies is the frequent necessity
to collect knowledge from several individuals. Multiple
experts are often needed to mitigate the problems associ-
ated with using a single expert, potentially including indi-
vidual bias, limitations associated with a single expert’s
line of reasoning in the given domain, and incomplete
domain expertise [12]. Potentially any of these problems
could adversely impact knowledge collection rendering it
either incomplete or problematic in content. Another ben-
eﬁt of employing multiple experts is that the quality of con-
sensus knowledge generated through group synergies is
generally greater than the sum of the contributing individ-
ual knowledge [8,12,16,39,62,63]. Multi-expert methods
however also have limitations including diﬃculties associ-
ated with merging the knowledge of multiple experts [63].
Furthermore, such a knowledge collection may represent
an acquiescence to a single expert’s opinion, rather than
true group consensus [12]. Despite these concerns, the
potential beneﬁts of using multiple experts in a KA study
generally outweigh potential risks [64]. Therefore, with a
few exceptions, the following discussion will focus on
multi-expert methods.4.3.1. A novel taxonomy of CKA methods
In the 15 years following the publication Liou’s initial
taxonomy of KA techniques [12], numerous additional
classes of KA methods have been reported that do not ﬁt
neatly into Liou’s three groups (basic, group and supple-
mentary). Therefore, in an eﬀort to provide an extensible
framework under which modern KA techniques can be
organized, an alternative taxonomy was designed. In the
taxonomy, KA techniques are grouped into the following
three categories (Fig. 8):
• Knowledge unit elicitation, techniques for the elicitation
of atomic units of information or knowledge.
• Knowledge relationship elicitation, techniques for the
elicitation of relationships between atomic units of
information or knowledge.
• Combined elicitation, techniques that elicit both atomic
units of information or knowledge, and the relationships
that exist between them.
The resulting taxonomy provided for generalized cate-
gories of KA techniques that subsume other specialized
approaches to KA. This taxonomic restructuring provides
a suﬃciently extensible framework to accommodate inclu-
sion of future KA techniques. Furthermore, by speciﬁcally
associating techniques with the type of knowledge to beelicited, the selection of appropriate techniques is
facilitated.
4.3.2. Informal and structured interviewing
Interviews conducted either individually or in groups
can provide investigators with insights into the knowledge
used by domain experts. Furthermore, interviews can be
performed either informally (e.g., conversational exchange
between the interviewer and subjects) or formally (e.g.,
structured using a pre-deﬁned series of questions). The
advantages of utilizing such interviewing techniques
include: (1) their requirement for a minimal level of
resources, (2) they can be performed in a relatively short
time frame, and (3) their potential to yield a signiﬁcant
amount of qualitative knowledge. However, interviewing
techniques often result in minimal amounts of quantitative
data, which can limit subsequent analysis. In addition, they
rely on the ability of subjects to adequately articulate their
domain knowledge, which can be especially diﬃcult if
interviews are conducted out of context. Another possible
limitation of interviewing techniques is the potential intro-
duction of bias via the framing or presentation of questions
or topics of interest to researchers [18,48,62,65]. More
detailed descriptions of interviewing techniques are pro-
vided in the methodological reviews provided by Boy
[62], Morgan [63], and Wood [65].
4.3.3. Observations
Ethnographic evaluations or observational studies are
usually conducted in context, with minimal researcher
involvement in the workﬂow or situation under consider-
ation. These observational methods generally focus on
the evaluation of expert performance, and the implicit
knowledge used by those experts. Examples of observa-
tional studies have been described in many domains, rang-
ing from air traﬃc control systems to complex healthcare
workﬂows [66,67]. Primary beneﬁts of such observational
methods include that their design minimize potential bias
(e.g., Hawthorne eﬀect [68]), while simultaneously allowing
for the collection of information in context. The qualitative
data generated by observational studies is often character-
ized as being ‘‘rich’’ or ‘‘concrete’’ [69]. The disadvantages
of observational studies are similar to those of interviews,
and include a lack of quantitative data. Further, when
required, the process of coding observational transcripts
for the sake of extracting quantitative data is extremely
labor-intensive. Additional detail concerning speciﬁc
observational and ethnographic ﬁeld study methods can
be found in the reviews provided by John [67] and Rahat
[69].
4.3.4. Categorical sorting
A number of categorical, or card sorting techniques
have been developed, including Q-sorts, hierarchical sorts,
all-in-one sorts and repeated single criterion sorts [70]. All
of these techniques involve one or more subjects sorting of
a group of artifacts (e.g., text, pictures, physical objects,
Fig. 8. Organizing taxonomy of KA techniques, composed of three primary categories: knowledge unit elicitation, knowledge relationship elicitation and
combined elicitation, which includes techniques that incorporate aspects of both of the preceding categories.
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provided by the researcher. In the case of Q-sorts, the arti-
facts are placed into groups that deﬁne their degree of
relatedness to an investigator-deﬁned attribute. In contrast,
hierarchical sorts are less restrictive. They involve sorting
artifacts into initial groups based on either investigator-
or sorter-deﬁned attributes or number of groups, followed
by the sorting of those groups into additional hierarchical
groupings until all of the initial groups have been com-
bined. All-in-one sorts involve the creation of an arbitrary
number of groups by each sorter based on sorter-selected
attributes. Finally, repeated single criterion sorts involve
the repetition of Q-sorts or hierarchical sorts, using a single
attribute to deﬁne the sort groups. The objective is to deter-
mine the reproducibility and stability of the groups created
by the sorters. In all of these cases, sorters may be asked to
assign names to the groups they create.
When multiple experts participate in any of the preced-
ing card sorting studies, the individual results can either be
quantiﬁed using simple agreement statistics [71], or aggre-
gated using hypothesis-discovery tools, such as hierarchical
clustering [72]. Categorical sorting methods are ideally sui-
ted for the discovery of relationships between atomic units
of information or knowledge. In contrast, such methods
are less eﬀective for determining the atomic units of infor-
mation or knowledge. However, when sorters are asked to
provide names for their groups, this data may help todeﬁne domain-speciﬁc units of knowledge or information.
Further details concerning the conduct and analysis of cat-
egorical sorting studies can be found in the review provided
by Rugg and McGeorge [70].
4.3.5. Repertory grid analysis
Repertory grid analysis is a method based on the Per-
sonal Construct Theory (PCT) introduced previously.
PCT argues that humans make sense of the ’’information
world’’ through the creation and use of categories [47].
Repertory grid analysis involves the construction of a
non-symmetric matrix, where each row represents a con-
struct which corresponds to a distinction of interest, and
each column represents an element (e.g., unit of informa-
tion or knowledge) under consideration (Fig. 9). A con-
struct may be thought of as the classiﬁcation criteria used
by individuals to make sense of the ‘‘information world.’’
Such distinctions serve as the operationalization of the per-
sonal constructs [47]. During the conduct of repertory grid
analysis, subjects score the degree of the relationship
between each distinction and element using a provided
scale, which is usually numeric. Once such grids have been
populated with data, a number of statistical measures can
be applied to judge inter-observer agreement and reliabil-
ity, and construct a summary grid [17]. One advantage of
repertory grid analysis is that the resulting matrices are
amenable to traditional statistical analyses. However, the
Fig. 9. Example of a basic repertory grid eliciting relationships between treatment options (elements) and various decision-making metrics (constructs).
For each element in the grid, the expert completing the grid provides a numeric score using a prescribed scale (deﬁned by a left and right pole) for each
distinction, indicating the strength of relatedness between the given element-distinction pair. In many instances, the description of the distinction being
used in each row of the matrix is stated diﬀerently in the left and right poles, providing a frame of reference for the prescribed scoring scale.
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ipants may not understand the distinctions provided by the
investigator. In this scenario, subjects may not be able to
accurately complete the matrix, and may require training
from investigators, which introduces signiﬁcant bias.
Greater detail on the techniques used to conduct repertory
grid studies can be found in the review provided by Gaines
et al. [17].
4.3.6. Formal concept analysis
Formal concept analysis (FCA) has often been applied
to the tasks of developing and merging ontologies [73,74].
FCA focuses on the discovery of ‘‘natural clusters’’ of enti-
ties and entity-attribute pairings [73], where attributes are
similar to the distinctions used in repertory grids. Much
like categorical sorting, FCA is almost exclusively used
for eliciting the relationships between units of information
or knowledge. The conduct of FCA studies involves two
phases: (1) elicitation of ‘‘formal contexts’’ from subjects,
and (2) visualization and exploration of resulting ‘‘concept
lattices’’. During the ﬁrst phase, subjects populate a simple
relational table, where the rows consist of the entities of
interest, and the columns contain attributes that may be
associated with those entities. Subjects populate the table
by indicating with a binary variable whether there is a rela-
tionship between the entities and attributes. A ‘‘formal
context’’ is considered ‘‘closed’’ when all possible relation-
ships have been enumerated. In the second phase, the ‘‘for-
mal context’’ is visualized as a ‘‘concept lattice’’, where the
relationships between entities and attributes are displayed
as a graph. Additional relationships can then been inferred
based on the transitive nature of this graph [75]. In those
cases where FCA studies involve multiple subjects, the‘‘concept lattice’’ may be further deﬁned through the
assignment of weights to the edges between vertices that
indicate the strength of agreement for each relation, as a
function of multi-expert agreement [74]. The ‘‘concept lat-
tices’’ used in FCA are in many ways analogous to Sowa’s
Conceptual Graphs [76], which are comprised of both con-
cepts and labeled relationships. The use of Conceptual
Graphs has been described in the context of KR [76–78],
as well as a number of biomedical KE instances
[6,37,38,79].
Recent literature has described the use of FCA in multi-
dimensional ‘‘formal contexts’’ (i.e., instances where rela-
tional structures between conceptual entities cannot be
expressed as a single, many-valued ‘‘formal context’’).
One approach to the utilization of multi-dimensional ‘‘for-
mal contexts’’ is the agreement context model proposed by
Cole and Becker [74], which uses logic-based decomposi-
tion to partition and aggregate n-ary relations. This algo-
rithmic approach has been implemented in a freely
available application named ‘‘Tupleware’’ [80]. Addition-
ally, ‘‘formal contexts’’ may be deﬁned from existing data
sources, such as databases. These ‘‘formal contexts’’ are
discovered using data mining techniques that incorporate
FCA algorithms, such as the open-source TOSCANA or
CHIANTI tools. Such algorithmic FCA methods are rep-
resentative examples of a sub-domain known as Concep-
tual Knowledge Discovery and Data Analysis (CKDD)
[35].
The primary advantage of all FCA techniques is their
ability to extrapolate signiﬁcant relational detail from rela-
tively sparse data sources. When FCA is performed using
automated methods, large-scale KA studies are feasible.
However, FCA techniques are limited to the discovery of
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entities themselves. Therefore, other KA techniques must
often be applied prior to FCA to determine a corpus of
entities and attributes. Additional details concerning
FCA techniques can be found in the reviews provided by
Cimiano et al. [73], Hereth et al. [35], and Priss [75].
4.3.7. Protocol and discourse analysis
The techniques of protocol and discourse analysis are
very closely related. Both techniques elicit knowledge from
individuals while they are engaged in problem-solving or
reasoning tasks. Such analyses may be performed to deter-
mine a unit of information or knowledge, and relationships
between units used by individuals performing tasks in the
domain under study. These techniques are based on theo-
ries from the psychology and cognitive science [56,81].
During protocol analysis studies, subjects are requested
to ‘‘think out loud’’ (i.e., vocalize internal reasoning and
thought processes) while performing a task. Their vocaliza-
tions and actions are recorded for later analysis. The
recordings are then codiﬁed at varying levels of granularity
to allow for thematic or statistical analysis [81,82].
Similarly, discourse analysis is a technique by which an
individual’s intended meaning within a body of text or
some other form of narrative discourse (e.g., transcripts
of a ‘‘think out loud’’ protocol analysis study) is ascer-
tained by atomizing that text or narrative into discrete
units of thought. These ‘‘thought units’’ are then subject
to analyses of both the context in which they appear, and
the quantiﬁcation and description of the relationships
between those units [83,84]. The advantage of protocol
and discourse analyses is that they are usually situated in
context [50,51,55,56]. Speciﬁc methodological approaches
to the conduct of protocol and discourse analysis studies
can be found in the reviews provided by Alvarez [83] and
Polson et al. [82].
4.3.8. Sub-language analysis
Sub-language analysis is a technique for discovering
units of information or knowledge, and the relationships
between them within existing knowledge sources, including
published literature or corpora of narrative text. The pro-
cess of sub-language analysis is based on the sub-language
theory initially proposed by Zellig Harris [58]. Sub-lan-
guage theory argues that language in highly specialized
domains can be characterized by reoccurring structures
and grammars. The process by which concepts and rela-
tionships are discovered using sub-language analysis
involves two stages. In the ﬁrst stage, large corpora of
domain-speciﬁc text are analyzed either manually or using
automated pattern recognition techniques, in an attempt to
deﬁne a number of critical characteristics, including:
• Semantic categorization of terms used within the sub-
language.
• Co-occurrence patterns or constraints, and periphrastic
patterns present within the sub-language.• Context-speciﬁc omissions of information within the
sub-language.
• Intermingling of sub-language and general language
patterns.
• Usage of terminologies and controlled vocabularies (i.e.,
limited, reoccurring vocabularies) within the sub-lan-
guage (Friedman et al. [59]).
Once these characteristics have been deﬁned, templates
or sets of rules may be established. In the second phase,
the resulting templates or rules are applied to narrative text
in order to discover units of information or knowledge, and
their relationships. This is usually enabled by a natural lan-
guage processing engine or other similar intelligent agent
[85–89]. A potential shortcoming of sub-language analy-
sis-based methods includes a potential for an extremely
labor- and resource-intensive initial discovery of critical
characteristics within a domain-speciﬁc sub-language.
4.3.9. Laddering
Laddering techniques involve the creation of tree struc-
tures that hierarchically organize domain-speciﬁc units of
information or knowledge. Laddering is another example
of a technique that can be used to determine both units
of information or knowledge and the relationships between
those units. In conventional laddering techniques, a
researcher and subject collaboratively create and reﬁne a
tree structure that deﬁnes hierarchical relationships and
units of information or knowledge [90]. Laddering has also
been applied in the context of structuring relationships
between domain-speciﬁc processes (e.g., procedural knowl-
edge). Therefore, laddering may also be suitable for discov-
ering strategic knowledge in the form of relationships
between conceptual and procedural knowledge. One
advantage of laddering techniques is the ability to formally
structure knowledge in a manner that lends itself to the cre-
ation of ontological or taxonomic knowledge collections.
Limitations of laddering techniques include the inability
to compare or combine results from multiple subjects.
Additional information concerning the conduct of ladder-
ing studies can be found in the review provided by Corbd-
ridge et al. [90].
4.3.10. Group techniques
Several group techniques for multi-subject KA studies
have been reported, includingbrainstorming, nominal group
studies, Delphi studies, consensus decision-making and
computer-aided group sessions.All of these techniques focus
on the elicitation of consensus-based knowledge. Whereas
consensus-based knowledge is arguably superior to the
knowledge elicited from a single expert [12], conducting
multi-subject KA studies can be diﬃcult due to the need to
recruit appropriate experts and logistical challenges involved
in assembling the experts. Further, inmulti-subjectKA stud-
ies, it is possible for a forceful or coercive minority of experts
or a single expert to exert disproportionate inﬂuence on the
contents of a knowledge collection [12,16,63,64]. In the case
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potential rigor is provided byallowing for the dynamic devel-
opment and reﬁnement of knowledge collections [17,65].
Additional detail concerning group techniques is available
in reviews provided by Gaines [17], Liou [12], Morgan [63],
Roth [91], and Wood [65].
4.4. Veriﬁcation and validation
The veriﬁcation and validation of conceptual knowledge
collections is ideally applied throughout the entire KE
spectrum. Therefore, an understanding of the types of ver-
iﬁcation and validation techniques that may be used during
the course of KA studies is fundamentally important. To
reiterate earlier deﬁnitions, veriﬁcation is the evaluation
of whether a knowledge-based system meets the require-
ments of end-users established prior to design and imple-
mentation, and validation is the evaluation of whether
that system meets the realized (i.e., ‘‘real-world’’) require-
ments of the end-users after design and implementation.
The diﬀerence between these techniques is that during ver-
iﬁcation, results are compared to initial design require-
ments, whereas during validation the results are
compared to the requirements for the system that are real-
ized after its implementation. Notably, there is a close par-
allel in these deﬁnitions to the concepts of internal and
external validity. In this parallel, veriﬁcation would address
the internal validity of the knowledge collection, while val-
idation would address the external validity of the knowl-
edge collection.
4.4.1. Veriﬁcation and validation criteria
Examples of veriﬁcation and validation criteria include
the degree of interrelatedness of the relationships within a
knowledge collection, axiomatic consistency of the knowl-
edge collection, and multiple-source or expert agreement.
The degree of interrelatedness of the relationships within
a knowledge collection is a measure of its ‘‘quality’’, as
deﬁned by the degree to which possible relationships
between entities are enumerated or otherwise deﬁned
within the collection. The axiomatic consistency of the
knowledge collection is a measure of its logical consistency,
as deﬁned by the concordance of axioms that are derived
from the knowledge collection. These two criteria will be
discussed in greater detail in the context of the following
discussions of speciﬁc veriﬁcation and validation
techniques.
Multiple-source or expert agreement is the ‘‘quality’’ of
the knowledge sources used to populate knowledge collec-
tions, as measured by the type and degree of agreement
between sources (e.g., such as experts) and is a critical cri-
terion when verifying or validating a knowledge collection.
Unfortunately, there is not a single approach for measuring
multiple-source, or expert agreement. Instead, metrics must
be chosen based upon variables such as data type, and the
number and types of knowledge sources. Most impor-
tantly, such analyses must be formulated in a manner con-sistent with the relative importance of four diﬀerent types
of agreement: consensus, correspondence, conﬂict and con-
trast. Deﬁnitions of each of these types of agreement are
provided in Fig. 10. A detailed discussion of the techniques
that may be applied to measure agreement can be found in
the reviews provided by Hripcsak et al. [92,93].
4.4.2. Taxonomy of veriﬁcation and validation methods
A review of the literature regarding veriﬁcation and val-
idation techniques determined that no single organizing
taxonomy of such methods exists. Therefore, in order to
structure the remainder of this discussion, the following
general taxonomy of veriﬁcation and validation techniques
was designed (Fig. 11). While not explicitly included as a
category within this taxonomy, a number of ‘‘hybrid’’ tech-
niques are described, which incorporate approaches from
two or more of the included categories. The taxonomy con-
sists of the following methodological categories: heuristic,
quantitative, information theoretic, graph theoretic and
logical. Brief descriptions of the techniques included in
each category follow.
4.4.3. Heuristic methods
The most common approach to verifying or validating
knowledge collections is the use of heuristic evaluation
metrics, which may address any of the previously discussed
criteria of interest. The advantages of this approach are the
ability to incorporate domain-speciﬁc knowledge or con-
ventions, and its simplicity (i.e., knowledge engineers or
experts manually review the knowledge collection to deter-
mine if the contents are consistent with the heuristics).
However, since they are diﬃcult to automate, these heuris-
tic techniques are limited in their tractability when applied
to large knowledge collections. Furthermore, heuristically
comparing ‘‘quality’’ across multiple knowledge collections
is diﬃcult, as a result of the relative and qualitative nature
of the evaluation. Speciﬁc heuristic criteria for verifying or
validating knowledge collections represented as an ontol-
ogy have been proposed by Gruber [94]:
• Clarity.
• Coherence.
• Extendibility.
• Minimal encoding bias.
• Minimal deviation from ontological commitment, where
ontological commitment refers to the situation were all
observable actions of a knowledge-based system utiliz-
ing the given ontology are consistent with the relation-
ships and deﬁnitions contained within that ontology.
In a similar body of work found in the business and
information science literature, Demming and colleagues
have deﬁned a body of heuristic criteria and methods for
assessing the ‘‘quality’’ of knowledge collections, such as
databases. Broadly, these heuristics are concerned with
assessing: (1) data quality, (2) the usability of systems that
operate based upon knowledge collection contents, and (3)
Fig. 10. Diﬀerentiation of types of agreement in multi-expert KA studies. In this model, the use of the ‘‘same’’ nomenclature or distinctions refers to the
sources or experts using semantically similar or compatible means of describing or classifying concepts in a domain. Similarly, the use of ‘‘diﬀerent’’
nomenclature or distinctions refers to the sources or experts using semantically dissimilar or incompatible means of describing or classifying concepts in a
domain. (Adapted from Gaines and Shaw, ‘‘Knowledge Acquisition Tools based on Personal Construct Psychology’’, 1993).
Fig. 11. Proposed taxonomy of veriﬁcation and validation metrics for conceptual knowledge collections.
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[95,96]. Examples of speciﬁc questions that may be gener-
ated via this approach include [96]:
1. Do the contents of a database correspond to ‘‘actual’’
values that would be considered ‘‘accurate’’ in real-
world settings?
2. What is the threshold for accuracy of a record in a data-
base (e.g., how many ﬁelds must contain ‘‘accurate’’ val-
ues for the entire record to be considered accurate)?
3. What level of statistical assurance (e.g., what is the prob-
ability of a database containing ‘‘accurate’’ contents) is
required to meet end-user and legal/regulatory
requirements?
Notably, these types of ‘‘quality’’ heuristics have been
applied in numerous commercial and governmental set-
tings, including ISO standards compliance [97], budgetary
auditing [98], military logistics [99], and criminal justice
[100]. Similar types of heuristic evaluation criteria forknowledge collections have been reported upon by Camp-
bell [79], Cimino [101], Humphreys [10,102], and Wood
and Roth [65].
4.4.4. Quantitative methods
Quantitative methods of evaluating knowledge collec-
tions are best suited for measuring both multi-source agree-
ment and the degree of interrelatedness of the collection.
Suchmeasures can include simple statistics such as the preci-
sion, accuracy and chance-corrected agreement of the multi-
ple sources used during knowledge elicitation [63,93,102–
104]. Using frequency-based measures (e.g., measuring the
frequencywithwhich a given entity is related to other entities
within the knowledge collection) in addition to simple statis-
tics can permit assessment of the degree of interrelatedness of
a knowledge collection [14].
4.4.5. Information theoretic methods
Information theoretic methods are most commonly
applied to measure multi-source agreement in knowledge
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agreement between multiple sources is based on the argu-
ment that if such agreement exists, it will be manifested
as repetitive patterns within the resulting knowledge collec-
tion (e.g., repeating classiﬁcation or categorization schemes
for the units of knowledge within the collection). To utilize
this approach to veriﬁcation and validation, relationships
between units of knowledge in the collection must be repre-
sented as a numerical matrix. In such matrices, each cell
contains a numerical indication of the strength of the rela-
tionship between the two units of knowledge identiﬁed by
the corresponding row and column indices. Given such a
matrix, repeating patterns can be quantiﬁed relative to
their eﬀect on information content or complexity. Matrix
complexity is determined by calculating the number of
repeating patterns within the matrix less the contribution
of the overall environment within which the matrix is con-
structed. The probability of each repeating pattern detected
in the actual matrix occurring randomly or as a result of
the environmental contribution can be computed by gener-
ating multiple random matrices. As matrix complexity
decreases, the degree of multi-source agreement increases
[104]. This type of evaluation is summarized in Fig. 12,
and further detail can be found in the work reported on
by Kudikyala et al. [104].
4.4.6. Graph theoretic methods
Graph theoretic methods are based on the ability to rep-
resent knowledge collections as graph constructs, whereFig. 12. Overview of information theoretic evaluation method for determin
collection or system.individual units of information or knowledge are repre-
sented as nodes, and the relationships between these units
as arcs. Such graph representation of knowledge collec-
tions has been described in a number of areas, including
ontologies [21,94], taxonomies [19,105], controlled termi-
nologies [38] and semantic networks [105,106]. Given a gra-
phic representation, the degree of interrelatedness of a
knowledge collection can be assessed using a group of
graph-theoretic techniques known as class cohesion mea-
sures. Such metrics are used to assess the degree of cohe-
sion, a property representative of connectivity within a
graph. Speciﬁc class cohesion measurement algorithms
include the lack of cohesion of methods (LCOM), conﬁgu-
rational-bias Monte Carlo (CBMC), improved conﬁgura-
tional-bias Monte Carlo (ICBMC) and geometrical
design rule checking (DRC) algorithms [107]. All of these
algorithms use some combination of the number of, and
distance between, interrelated vertices within the graph as
the basis for determining cohesion. More cohesive graphs
generally possess more interrelated vertices with relatively
short edges between them. However universal consensus
regarding a precise deﬁnition of what constitutes ‘‘cohe-
sion’’ in a graph has not been attained. Consequently, class
cohesion algorithms tend to utilize diﬀerent measures for
cohesion. The applicability of these metrics varies with
the speciﬁc evaluation context. The selection of an appro-
priate cohesion measure is therefore highly dependent on
the speciﬁc nature of the knowledge collection being evalu-
ated. Further details concerning the theoretical basis anding the degree of multi-source or expert agreement within a knowledge
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be found in the review provided by Zhou et al. [107].
4.4.7. Logical methods
The application of logic-based veriﬁcation and valida-
tion techniques for conceptual knowledge collections
focuses on the detection of axiomatic consistency. These
techniques require the extraction of logical axioms from
the knowledge collection. Once axioms have been
extracted, they are applied within the targeted domain in
order to evaluate their consistency and performance. In
addition, logical methods can be utilized to examine axi-
oms and assess the existence of unnecessary or redundant
relationships within the knowledge collection. One of the
most common approaches to implementing this type of
evaluation is the representation of the knowledge collection
within the Protege´ knowledge editor [108]. Once the knowl-
edge collection has been represented in Prote´ge´, logical axi-
oms can be extracted and evaluated using the Protege´
axiom language (PAL) extension [40]. An example of this
method can be found in the formal evaluation of the logical
consistency of the gene ontology (GO) [3] reported by Yeh
et al. [40].Fig. 13. Veriﬁcation and validation ontology, composed of three axes. Axi
validation). Axis 2 deﬁnes both major criteria of interest to be evaluated, as
applied to measure the criteria of interest. The connections between members o
combine an evaluation type, criteria and method.4.4.8. Hybrid methods
Hybrid methods for verifying or validating knowledge
collections involve the use of techniques belonging to
two or more of the classes shown in the preceding
taxonomy (Fig. 11). An example of such a hybrid method
is the novel computational simulation approach to vali-
dating the results of multi-expert categorical sorting
studies as proposed by Payne and Starren [24]. This
approach measures multi-source agreement using a com-
bination of quantitative and graph theoretic methods.
Another example of a hybrid technique includes the use
of hypothesis discovery methods, such as hierarchical
clustering [72] to determine the degree of interrelatedness
of a knowledge collection. Such hypothesis discovery
methods combine statistical, heuristic and graph theoretic
techniques.
4.4.9. Selecting veriﬁcation and validation metrics
The importance of applying appropriate veriﬁcation and
validation techniques during KA studies cannot be over-
stated. Based on the preceding review of the current litera-
ture regarding veriﬁcation and validation techniques, the
following three-axis veriﬁcation and validation ontologys 1 deﬁnes the type of evaluation being performed (e.g., veriﬁcation or
well as any applicable sub-types. Axis 3 deﬁnes the methods that may be
f each axis indicate the applicable veriﬁcation and validation scenarios that
P.R.O. Payne et al. / Journal of Biomedical Informatics 40 (2007) 582–602 599was designed (Fig. 13). Three primary axes are represented
in the proposed ontology: (1) evaluation type, (2) criteria of
interest to be evaluated and (3) methods that may be used
to measure the selected criteria of interest. By traversing
the ontology from Axis 1 to Axis 3, it is possible to deﬁne:
(1) a veriﬁcation and validation scenario that incorporates
an evaluation type, (2) the criteria of interest to be mea-
sured during that evaluation, and (3) the appropriate
method by which to accomplish such an evaluation. For
example, when validating a knowledge-based system using
multi- source agreement as the criteria of interest and a
focus upon the agreement sub-type of nomenclature usage
by those sources, both heuristic and quantitative methods
are applicable techniques. The intent of deﬁning this ontol-
ogy is to provide a generalizable and extensible model for
determining the appropriate selection of veriﬁcation and
validation techniques, which is critical for ensuring the
quality and performance of the knowledge-based system
that uses such knowledge collections.
5. Discussion
The importance of conceptual knowledge and the
methods used to acquire, represent, and verify or vali-
date such knowledge collection is critical within the bio-
medical domain. Such knowledge collections are broadly
pervasive within biomedicine, with applications including
clinical decision support systems, complex data mining
and information retrieval. The ability of informaticians
to translate domain knowledge into computational
forms amenable to generalization or inference, and eﬀec-
tively and eﬃciently develop, maintain, and disseminate
knowledge-based systems is dependent on the ability to
reliably collect conceptual knowledge. The preceding
review has attempted to provide a high-level overview
of the theoretical underpinnings of CKA, with particu-
lar emphasis on the methods that may be used to
acquire and subsequently verify or validate conceptual
knowledge collections. In addition, an extensible frame-
work for a uniform taxonomic description of conceptual
KA methods and techniques was proposed, with the
objective of providing a more standardized description
of such knowledge and deﬁnition as a framework for
future discussions or reports on this topic. Use of a
deﬁned framework is central to the ability to regularly
and equitably compare the underlying knowledge struc-
tures and resulting performance of knowledge-based sys-
tems. Development of this taxonomic approach was
prompted by the authors’ recognition of the widespread
irregularity and fragmentation of related literature
across multiple ﬁelds of study while reviewing the cur-
rent state of knowledge concerning conceptual KA. Fur-
ther, an ontological approach to describing and selecting
veriﬁcation and validation methods intended to enable
the evaluation of conceptual knowledge collections in
a uniform and reproducible manner was also presented
in this review.5.1. Limitations
As noted at the outset, the goal of this review was not
to provide a comprehensive review of all literature con-
cerning CKA, but rather, a representative review of the
critical theoretical bases and methodological approaches
to KA that have been applied to the biomedical domain.
Given the context of this goal, and aforementioned rec-
ognition of fragmentation of the available literature, it
is probable that some contributions to the domain may
have been omitted from the review. Furthermore, the lit-
erature concerning information theoretic and graph theo-
retic approaches to the veriﬁcation and validation is so
voluminous that comprehensive evaluation is beyond
the scope of this review. Finally, issues concerning the
computational tractability of the various approaches
described in this manuscript, while important, were also
beyond the scope of our review. This may be particularly
true of the information theoretic methods described
above. For this reason, the authors caution practitioners
of conceptual KA to carefully consider computational
tractability issues when selecting such metrics.
5.2. Future directions
Given the current state of knowledge concerning CKA,
the following high priority areas of further research regard-
ing the acquisition and veriﬁcation or validation of concep-
tual knowledge collections are proposed:
• The computational tractability of semi-automated or
automated CKA and veriﬁcation or validation tech-
niques, as applied to knowledge collection or sources
of varying size or complexity: studies of such phenom-
ena would be highly informative to practitioners endeav-
oring to select optimal techniques or methods in
corresponding situations (e.g., selecting the appropriate
methods given a knowledge source or collection of a
particular size).
• Development of a uniﬁed theory of CKA based upon
the various existing theories: given the obvious similari-
ties exhibited in the current contributing theoretical con-
structs (e.g., biomedicine, computer science, cognitive
science, education, linguistics, semiotics, and psychol-
ogy) development of such a theory appears feasible.
Such a uniﬁed theory may provide greater insight and
understanding of the role such theoretical bases play
in selecting and applying appropriate CKA methods.
• Further development and extension of the taxonomic
approaches provided in this manuscript, as well as a
meta-analysis of current knowledge sources concerning
CKA: Given the previously introduced problems of
fragmentation within the literature concerning CKA,
and the lack of uniform descriptors for such work, these
ventures would be extremely informative in addressing
or identifying deﬁciencies in the current state of knowl-
edge concerning this topic.
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The value of conceptual knowledge collections and of
the methods and theories applied to acquire and verify or
validate such knowledge collection has been demonstrated
in multiple studies spanning a broad variety of application
domains. This review has attempted to provide practitio-
ners of CKA within the biomedical domain with a broad
overview of the theories, techniques, and methods used to
address this complex task. In doing so, it is hoped that a
greater interest will be elicited within the biomedical infor-
matics community concerning the further development and
evaluation of rigorous or systematic approaches to CKA.
Such interest would have the desirable outcome of revers-
ing the current lack of ongoing research concerning what
is arguably a fundamental discipline within the ﬁeld of
informatics, and which may otherwise be passed over in
favor of advancing procedural knowledge engineering
and systems.Acknowledgment
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