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ABSTRACT 
We address the problem of explicitly constructing an n x n (0,l) matrix with 
constant line sum k and rank r for each r < n. The corresponding problem for r = n 
was solved by Newman and also by Houck and Paul. We solve the problem for all 
possible ranks I < n when (1) k c 3 for all n, (2) n = 0 (mod k) for all k, and (3) 
n = k/2 (mod k) for all even k. We also solve the problem for all but at most the first 
2k - 4 possible ranks r < n, for all k when n > 3k. 
1. INTRODUCTION AND SUMMARY 
Let L@(n, k) denote the set of all n x n (0,l) matrices with constant line 
sum k. What are the possible ranks of such k-regular binary matrices of order 
n? Let S( n, k) denote that set of values. 
In [7], Newman (and also Houck and Paul [5]) showed that n is the 
maximum of S(n, k) for all (n, k) except (4,2), where it is 3. Moreover, they 
constructed an example of a nonsingular matrix in ~%(n, k) for each (n, k) f 
(4,2). 
In [2], Brualdi, Manber, and Ross studied the minimum value r(n, k) of 
S(n, k). They obtained the exact value of r(n, k) for all n when k =G 3, for all 
n = k/2(mod k) when k is even, and for all n = O(mod k) when k is 
arbitrary. In each of those cases they constructed a matrix that achieved the 
minimum rank r(n, k). 
We address the problem of constructing a k-regular binary matrix of order 
n for each rank r < n in S(n, k); the case r = n was done in [5] and [7]. 
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H. J. Ryser observed that S(n, k) is a set of consecutive integers 
[l, p. 2281. His proof (communicated to us personally by R. A. Brualdi) is not 
constructive. It can be deduced from the last paragraph on p. 170 of [l]. 
Incidentally, in [8] it was shown that the corresponding set of values of the 
Boolean rank of k-regular binary matrices of order divisible by k does not 
contain all the integers between its maximum and minimum values for at 
least k = 2, 3, and 4. 
Our main result (see Section 4.2) is a construction providing a k-regular 
binary matrix of order n and rank r for every n > 3k and every r < n in 
S(n, k) except for (at most) the first 2k - 4 possible ranks. Wherever the 
minimum of S(n, k) is known (as given in [2]), we construct a matrix in 
.%?(n, k) of each rank in S(n, k) between the maximum and the minimum. 
That is done in Sections 3, 4.1, and 4.3. 
Section 2 contains further definitions and notation, background results, 
and other preliminaries. A discussion of possible extensions is given in Sec- 
tion 5. 
2. PRELIMINARIES 
The following theorem of Brualdi et al. provides a lower bound on r( n, k) 
and the conditions under which it is attained. 
THEOREM 1 [2, Theorems 2.8, 2.9, and 3.31. For all n > k, [n/k] G 
r( n, k). Further, r( n, k) = [n/k 1 if and only if n = 0( modk), and in that 
cuse the only matrix in L&‘(n, k) with rank n/k is (within row and column 
permutations) the direct sum of n/k replicas of the k x k matrix of 1’s. 
The following lemma is a consequence of [3, Property 2 and Corollary l] 
and Theorem 1. 
LEMMA 2.1. Forulln~k, [n/k]<r(n,k)<[n/k]+k. 
An upper bound c”n,k on ~(n, k) was also provided in [2]. It was defined 
recursively. We can show (see the Appendix) that [n/k] + k is an upper 
bound on P, k with equality when n = k 1 (mod k). 
Parts (1)‘and (2) of Theorem 2 below imply that we can have r(n, k) = 
L1 v,,,=[n/k]+k f or some (n, k); part (4) implies that we can have r(n, k) = 
Cnn,k < [n/k] + k for some other (n, k). 
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Here is a summary of the results obtained by Brualdi et al. on exact values 
of r(n, k). 
THEOREM 2 [2, Theorems 3.4, 3.8, 3. lo]. 
(1) For all n 2 2, r(n,2) = n/2 or [n/2] +2 according as n is even or 
odd. 
(2) For all n > 3, r( n, 3) = n/3 or 1 n/3] + 3 according us n is divisible 
by three or not. 
(3) For all k, if n = 0 (mod k), then r(n, k) = n/k. 
(4) For all even k, if n = k/2 (mod k), then r(n, k) = 2+ [n/k]. 
In each case, a matrix in .G?(n, k) with rank r(n, k) is constructed. Apart 
from the values of r(n,4) when n < 10, also given in [2], these are the only 
values of r(n, k) known exactly (at this writing). 
The other extreme, the maximum of S(n, k), has been completely de- 
termined by Newman and also by Houck and Paul. 
THEOREM 3 [7, Theorem 1; 5, Theorem 51. For all n > k > 1 and 
(n, k) # (4,2), max S( n, k) = n; max S(4,2) = 3; max S(k, k) = 1. 
For each (n, k) # (4,2) with n > k, Houck and Paul constructed a nonsin- 
gular matrix in .SY( n, k). We will denote that matrix by M( n, k). 
Let .L,, denote the m X n matrix of l’s, J, = J,,,, and j, = J,,l. The 
subscript on J will be suppressed when the context provides it. 
The complement of a matrix A is the matrix A= J - A. The following is 
a consequence of Theorem (2.5) of [2]. 
LEMMA 2.3. ForaZZA in g(n,k), if l<k<n-1 then A and Ahave 
the same rank. 
For n >, k, let A(n, k) denote the n X n circulant matrix with first row 
consisting of k consecutive l’s followed by n - k consecutive 0’s. Then 
A( n, k) is in .QJ( n, k). 
LEMMA 2.4 (See e.g. [4, p. 2321.). The rank of A( rz, k) is n if and only if 
k is relatively prime to n. 
LEMMA 2.5 (See e.g. [6, p. 661.). Suppose C is the circulant matrix whose 
first row is [CO,Cl,..., Cn_J and +(x) = E;;JCjxj for all x. Then the 
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spectrum of C is the multiset { +(A’): 0 < t < n - 1}, where X is a primitive 
n th root of unity. 
Here is a typical application of Lemma 2.5. 
EXAMPLE 2.1. Let A = A(6,2). Then G(x) = 1-t x. Among the 6th roots 
of unity, only - 1 is a root of +. Therefore 0 is a simple eigenvalue of A, and 
hence the rank of A is 5. 
3. CONSTRUCTIONS FOR k = 2,3 
We construct a matrix B(n, k; r) in .G@n, k) having rank r for each r in 
S(n, k) for k = 2,3. Recall that M(n, k) is the nonsingular member of 
9?( n, k) provided in [5] for every (n, k) # (4,2), so we let B(n, k; n) = 
M( n, k) for all (n, k) # (4,2) unless otherwise specified. We use [a, b] to 
denote the set of integers x such that a < x < b. We denote the direct sum of 
P with Q by P@Q. 
Suppose k = 2. Then S(n,2) = [n/2, n] or [2+ ln/2], n] according as n 
is even or odd, except S(4,2) = [2,3]. (See Theorems 2 and 3.) If n is even, 
let B(n,2; n/2) be the direct sum of n/2 replicas of J, as in Theorem 1. Let 
B(3,2; 3) = M(3,2) = 1s and B(4,2; 3) = A(4,2). According to Example 2.1, 
the rank of A(6,2) is 5. Unless (n,r)=(6,5), let B(n,2; r)= B(n -2,2; 
r - l)@J, for every r < n in S(n,2) and n > 4. Let B(6,2;5) = A(6,2). This 
completes the construction for k = 2. 
Suppose k = 3. Then S(n,3) = [n/3, n] or [3 + [n/3], n] according as 
n = 0 (mod3) or not, by Theorems 2 and 3. Let 
A,= 
A,= 
0 
0 
1 
1 ’ 
0 
1  
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and 
1 
0 
0 
A,= ; 
1 
0 
-0 
0011000 
1011000 
0110100 
1100001 
0100001 
1000010 
0001110 
0 0 0 0 1 1 1. 
Let B(3,3; 1) = Js, B(4,3; 4) = Z4 = M(4,3), B(5,3; 4) = A,, B(5,3; 5) = 
A(5,3) the circulant matrix defined in Section 2, B(6,3; 2) = Js@&, B(6,3; 3) 
= A,, B(6,3;4) = A(6,3), B(6,3;5) = A,, and B(n,3; n) = M(n,3) for all n. 
the circulant matrices have the ranks claimed above, by Lemmas 2.4 and 2.5. 
this completes the construction for n < 6. 
It can be verified that we can take B(7,3;6) = A, and B(8,3;7) = A,. 
For all n>7 and r in [r(n,3),n-21 let B(n,3;r)=B(n-3,3;r-l)~J, 
[as agreed above, B( n - 3,3; n - 3) = M(n - 3,3)]. For all n > 9, let 
B( n,3; n - 1) = A,@M( n - 5,3). This completes the constructions for k < 3. 
4. CONSTRUCTIONS FOR k > 3 
4.1. The Case n = 0 (mod k) 
We wilI construct a matrix B(qk, k; r) in .G?(qk, k) of rank r for every 
r < qk in S = S(qk, k) when k >, 4. Actually our construction is valid for 
k = 3, but that case was covered in Section 3. Hereafter we assume k > 4. 
We may also assume q > 1, because .Q(n, n) = { Jn}. Also, Theorem 1 allows 
us to assume q < r, and Theorem 3 enables us to put B(qk, k; qk) = M(qk, k) 
as usual. So we need only find B(qk, k; r) for q < r < qk. 
LEMMA 4.1. Suppose A is any m x n matrix and B = A + AxyT. 
(a) Zf yTx # - 1, then A and B have the same rank. 
(b) Zf the rank of A is n and yTx = - 1, then the rank of B is less than n. 
Proof. Suppose C = I, + xyT is singular. Then Cu = 0 for some u + 0. 
Then u = - (yTu)x and hence Cx = 0 too. It follows that yTx = - 1. This 
establishes (a), as B = AC. Suppose yTx = - 1. Then x # 0 and Bx = 0. 
Hence the rank of B is at most n - 1. w 
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Let D, = [0], D, = I,, and 0, be the r x r circulant matrix with first row 
[LO,LL..., l] for r > 2. Define k X k matrices P = P(k, r) and R = R(k, T) 
by 
where j = jk_r and 0 is the column of k - r zeros. For every 1~ r < k and 
m 2 1, let T(k, r, m) be the 2k x2k matrix 
Evidently T(k, r, 1) E .9?(2k, k). 
LEMMA 4.2. The rank of T(k, r, m) is k + r fm all m 2 1. 
Proof. Using elementary row operations, T = T(k, T, m) can be trans- 
formed into Z,@Q, where Q = ( - l)“I,“P + R. Therefore r(T) = r(Q)+ k. 
Here and hereafter r(A) denotes the rank of A. 
For m >, 1, let u = k- '[(l - k)” - 11. The binomial theorem and the 
definition of complement imply ( - Z)m = Z + OZ. (We have now suppressed 
the subscript k on I and J.) Thus Q = P + R + aJP. Each row of JP is the 
row vector sT of column sums of P. Thus 
0, + 1, 
Q=J - [1 1 .l + ajksT and sT= [kjkT,,(k-l)j~_‘_l,T--l]. 
(4.1) 
Let S be the k X r matrix consisting of the last r columns of Q. Then 
r(S)< r(Q)and 
0, + 1, s= - 
[ 1 I +ujk[(k-L)j,T_r,r-lI. (4.2) 
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Suppose r > 2. Then Equation (4.2) implies SJr,k_r = [r + ak(r - l)]]k,k_r 
and hence S[cJ,,,_,IZ,] = Q, where c =(l+ ak)/[r + ak(r - l)]. Thus, 
r(Q) < r(S) and hence r(Q) = r(S). Next we show that the rank of Q is r. 
Let 
c 
c=D,+z,, B= - 
[ 1 L,, 
and let gT = [(k - l)j,‘_ 1, r - 11. Then 
S = B + ujkgT. (4.3) 
When r > 2, each eigenvahre of C is of the form 2 + IX;=; A’, where X is a 
primitive rth root of unity by Lemma 2.5. Then 0 cannot be an eigenvafue of 
C, so r(C) = r(B) = r. Let y = (u/r)& Then Equation (4.3) implies that 
S = B + Bj,yT because Bj, = rjk. Then y’j, = (u/r)k( r - 1) # - 1 by the 
definition of u, as k > 2. Therefore r(S) = r(B) by Lemma 4.1. Thus 
r(Q) = r when r > 2. 
If r = 1, then Q = j(j+ US)~, so r(Q) d 1. Here sT= k[jl_IrO] and k > 1, 
soQ#Oandr(Q)=r whenr=l. n 
For 1~ r < k, let U, be the 2k X 2k binary k-regular matrix 
I I, J 0 z 0 J r,_, 0 lker 0 0 I 1 . 
z 0 J I, 
LEMMA 4.3. The rank of U, is r +2 for each 1~ T < k. 
Proof. Let M be the matrix 
I -i I, 0 I,_, -4 0 I,_, 0 I, 0 1 . 
Then U,M can be transformed by elementary block row and column oper- 
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ations into the matrix 
[ 
I h-r 0 
I,@ (l- r)J - rJ l&-r . (Z-r)J, (I-T)J  1
Since M is nonsingular, the rank of U, is r + 2. 
For 1 G r -C k and 9 z 3, let iV(9, k, r) be the matrix 
0 P z 0 ... 0 0. 
i R 0 0 ... 0 0 
0 0 i z *** 0 0 
N= . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . 
0 0 .a* 0 i z 0 
0 0 .f* 0 0 i z 
z 0 *a. 0 0 0 i 
where there are 9 blocks per row and column, each of size k x k, P = P(k, r), 
and R = R(k, r). Then iV(9, k, T) E S?(qk, k). 
LEMMA 4.4. The rank ofN(9, k, r) is (9 - 1)k + r. 
Prmf Using block row operations, we see that N(9, k, r) is equivalent 
to Z,@N, where P = P(k, r), R = R(k, r), and 
-PI00 ..* 00 0 
R 0 0 0 -0. 0 0 - (1)’ 
0 i z 0 . . . 0 0 0 
0 0 i I . . . 0 0 0 
. . . . . . . . . . . . 
;, ;, ;, ;, . . . i ; ;, 
0 0 0 0 -- 0 i z 
and $I has 9 - 1 blocks per row and column. Thus r(N(9, k, T)) = k + T(I?~,>. 
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In turn, fil is equivalent to I,@& where 
P z 0 0 ... 
R 0 0 0 ... 
,. 
N2= I 
0 I I 0 ... 
0 0 j Z . . . 
L 
. . . . . . * . ;, ;, ;, ;, . . . 
0 0 
0 i3 
0 0 
0 0 
. * . . 
t i 
203 
and G2 has 9 - 2 blocks per row and column. Thus r(N(9, k, r) = 2k + r(fi2). 
Continuing inductively, we obtain fiq _2 = T( k, r, 9 - 1) and r( N( 9, k, r )) = 
(9 - 2)k+ r(T(k,r,q-1)). Thus by Lemma 4.2 r(N(9, k,r))=(q - 2)k+ 
k+r=(q-l)k+r. n 
Thus, for r E [3, k + l] let B(2k, k; r) = UT_2, and for r E [k +2,2k - 11 
let B(2k, k; r ) = T( k, r - k, 1). Hence we have completed the construction 
for 9 = 2. 
Now we complete the construction of B(qk, k; r) for ah 9 > 2 and all 
9 < r < 9k. For r E [9 + l,(q - 1)k + l] let B(qk, k, r) = B((9 - l)k, k; 
r - l)@_&, and for r E [(9 - 1)k +2, qk - l] let B(qk, k; r) = N(9, k, r - 9k 
+ k). 
4.2. The Most General Result 
For all k and alI n > 3k, we will construct a matrix B(n, k; r) for each 
rank r in [9 + k + j - 1, n - 11, where 9 = [n/k] and j = n - k9. We can 
assume that j >, 1 and k > 4 by applying the results of Sections 3 and 4.1. 
Our construction will then apply to all but at most the first 2k - 4 possible 
ranks (by Theorem 1). 
First, suppose 9 = 3. If r E [k + j + 2, n - 11, let B( n, k; r) = M( k + j, k) 
CB B(2k, k; r - k - j ); the second direct summand was constructed in Section 
4.1. 
Now suppose 9 > 3. If r E [ 9 + k + j - 1,(9 - 1)k + j], let B( n, k; r) = 
B((9 - l)k + j, k; r - l)@Jk. If r E [(9 - l)k + j + 1, n - 11, let B(n, k; r) = 
M((9 - 2)k + j, k) @B(2k, k; r - (9 - 2)k - j); the second direct summand 
was constructed in Section 4.1. 
4.3. The Case n = (k/s), k even 
Apart from the cases k < 3 and n = 0 (mod k) treated in previous 
sections, when n > 10, the only minimum value in S(n, k) known exactly at 
this writing is r(n, k) = [n/k] +2 in the case n = k/2 (mod k), k even. 
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To complete our task, we present a construction of an n x n k-regular 
binary matrix B(n, k; r) for each rank r in [I n/k] +3, n - l] for all n = k/2 
(mod k), k even; the matrices B( n, k; 1 n/k 1 + 2) and B( n, k; n) have been 
constructed in [2] and [5]. 
Suppose n = qk + k/2. If q = 1, then S(n, k) = S(3k/2, k) = 
S(3k/2, k/2) by Lemma 2.3. We then obtain B( n, k; r) by complementing 
the matrix B(3k/2, k/2; r) constructed in Section 4.1. 
If q = 2, then S(n, k) = [4, n] and n = 5k/2. For each r in [4,1+(3k/2)], 
let B(n, k; T) = B(3k/2, k; r - 1) @ Jk. The remaining values of r for which a 
construction is required he in R = [2 + (3k/2), (5k/2) - 11. 
If k = 4, then Z? = [8,9]. Let C be the circulant matrix whose first row is 
[l 1 0 1 1 0 0 0 0 01. By Lemma (2.5) or direct computation, the rank of 
C is 9. So we may choose B( 10,4; 9) = C. Consider the matrix 
z 0 J 0 z 
0 I 0 J z 
0 I 0 I 0 
z z 0 0 J 
where Z = I, and J = _Z,. It can be shown that the rank of D is 8, so we may 
let B(10,4; 8) = D. 
Table 1 provides a matrix B(5k/2, k; r) for each r in R = [2+ 
(3k/2),(5k/2) - l] for even k in [6,14]. In each case, the summands 
defining B were constructed in 151 or Section 3 or in the previous paragraph. 
We 1~ B(m, k; m) = M(m, k), M(m, k) denotes the complement of M(m, k), 
and B(m, k; T) denotes the complement of B(m, k; r). In each case, Lemma 
2.3 was used to prove the assertion about the rank of the complement. 
Now we can assume k >, 16. Let u = [k/4] and 0 =[k/4]. Then 
[(k+u)/ul d 5 and [(k+u)/v]<6. Also, k+u>3u+l and k+u> 
TABLE 1 
k r B(5k/2, k; r) 
6 llgr,<14 
8 15 < r < 19 
8 14 
10 18grg24 
10 17 
12 26<rg29 
14 23gr<34 
B(8,2; r - 7)@M(7,6) 
B(10,2; r - lO)@M(10,2) 
B(10,2;7)@B(10,2;7) 
ij(13,3; r - ll)@i?(l2,2;11) 
B(13,3; lO)@B(12,2;7) 
B(15,3; r - lS)@M(15,3) 
&18,4; r - 17)@2(17,3) 
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3u + 1. Using the results of Section 4.2, we can construct matrices 
B(k+ u,u; t) for all t in [2u+2, k+u] and B(k+ u,u;s) for all s in 
[2u +3, k + u]. Taking complements, we have matrices B(k + u, k; t) for all 
t in [2u +2, k + u] and B(k + u, k; s) for all s in [2u +3, k + u]. Therefore 
B( k + u, k; t) @B(k + u, k; s) is in 9(5k/2, k), and its rank is t + s. Thus we 
have constructed matrices B(5k/2, k; r) for all r E [k +5,5k/2]. Since 
k + 5 < 2 + (3k /2), the minimum of the ranks left to be constructed, we have 
completed the construction when 9 = 2. 
Now we can suppose 9 = 3. For each r in [6,2k +3], let B(7k/2, k; r) = 
B(3k/2, k;3)@B(2k, k; r - 3). The first summand was constructed in the 
case 9 = 1; the second summand was constructed in Section 4.2. For each r 
in [2k +4,(7k/2) - 11, let B(7k/2, k; r) = M(3k/2, k)@B(2k, k; r - 3k/2). 
Finally, suppose 9 > 3. For r E [ 9 + 3, (29 - l)( k/2) + l] let 
B((29 + l)k/2, k; r - 1) = B((29 - l)k/2, k; r - 1) @&. 
For r E [(29 - l)(k/2)+2,(29 + l)(k/2) - 11, let 
B(@? + l)(k/2), k; r) = M((2q - 3)(k/2), k) 
@l3(2k, k; T - [(2q - 3)k/2]). 
This completes the construction. 
5. CONCLUSION 
The major obstacle to further progress is our lack of knowledge of the 
exact value of r(n, k), except as determined in [2] (see Theorem 2). However, 
the inequality of Lemma 2.1 suggests we might expect an improvement on 
our results in Section 4.2 in the case where 1 n/k] + k < r < 1 n/k ] + k + 
j - 1 when n > 3k. Possibly results may be obtained for n < 3k. There we 
may assume 2k < n by Lemma 2.2, using complementation; the cases n = 2k 
and n = 3k have been covered in Section 4.1. 
APPENDIX. ON THE UPPER BOUND ;,, k 
In Section 2 we mentioned that an upper bound fin,k for r(n, k) was 
given recursively in [2]. In Theorem 4 below we show that ?,+ is the sum of 
quotients generated by the Euclidean algorithm as it computes gcd(n, k). It 
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is then easy to deduce the results mentioned in Section 2. We also obtain 
some closed-form expressions for 8”,k for special classes of (n, k). 
First we introduce some notation. Let R(x, y) denote the remainder 
when x is divided by y. 
As the Euclidean algorithm computes gcd( n, k) it generates a sequence of 
quotients and remainders until the remainder zero is obtained. It takes say 
s > 1 iterations to accomplish this. We denote the ith such “Euclidean 
quotient” by Qi and the corresponding remainder by Ri for 1 Q i Q s. 
THEOREM 4. If n > k > 0, then C,,k is the sum of all the quotients 
generated by the Euclidean algorithm as it computes gcd(n, k). 
Proof. We refer the reader to p. 35 of [2] for the algorithm defining finn,k. 
Sequences [ ql, q2,. . . , q,] and [r,, ra,. . . , r,] are defined there with t > 1, 
rt = 0, and ri > 0 if t > i. Moreover q1 = [n/k ] = Q1 and r1 = R(n, k) = R,. 
If t = 1, then ri = 0 and the theorem follows. Suppose t > 1. Let r, = k. A 
straightforward computation shows that qi + 2 = 1 + 1 ri /ri + 1 ] and ri + 2 = 
R(ri, ri+l) for ail 0 d i G t - 2. It follows that the sequence of Euclidean 
quotients Qi defined above has s = t, Q1 = ql, and Qi = qi - 1 for all 2 6 i Q t. 
But according to [2, p. 351, C,,k = qt + C:li(qi - 1). Then Cnn,k = C:=, Qi* n 
COROLLARY 1. Zfn>,k>O, then P,,,<[n/k]+k. 
Proof. It’s enough to show that C:= i Qi Q Qi + k. We proceed by induc- 
tion on t. If t = 1, then the result is immediate. So we assume t > 1. We have 
n=Q,k+R,, k=Q,R,+R,, and O<R,<R,<k. If t=2, then R,=O 
and hence Qz < k. We are then through, because Qlln/k]. If t > 2, let 
n’=k and k’=R,. Then n’>k’>O, so [Qz,Q3,...,Qt] is the sequence of 
t - 1 quotients generated by the Euclidean algorithm while it computes 
gcd( n’, k’). Therefore CipZQi < Qs + k’ inductively. If Qs >, 2, then (l/Q,) 
+(1/R,) < 1 because R, > R, > 0. Then k’+ Qz Q QzRl = k - R, 6 k - 1. 
If Qa = 1, then k’+ Qz = R, + 1~ k. Therefore X:-i Qi =G Qr + k. n 
COROLLARY 2. Zf lgm<k<n, n=m (modk), and k=O (modm), 
then B,,, = [n/k] +(k/m). 
Proof. We have n = Qlk + m and k = Qzm + r for some 0 < r < m. 
Thenr=O(modm)becausek=O(modm).Hencer=O.thusQ,=k/m. 
the rest follows from Theorem 4. n 
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This implies in particular that ?n,k =ln/k]+k whenever n>k>l and 
n = 1 (mod k). Similarly it can be shown that 6,,J n/k ] + (k/m) whenever 
1~ m < k/2 < n/2, k = 0 (mod m), and n = - m (mod k). It follows that 
G,,,=[n/k] + k h w enever n=kl (modk)and n>k>,2. 
Are there any other (n, k) for which equality holds in the inequality of 
Corollary l? 
Further closed-form formulas for P,,, are easy to obtain via Theorem 4 
when n = m (mod k), 1 xs m < k, and the least residue of k (mcd m) is small. 
EXAMPLE A.l. fin,k =[n/k]+[k/m]+m if k=l (modm). 
EXAMPLE A.2. c,,k =[n/k]+[k/m]+mm/2if k=2(modm), m even. 
EXAMPLE A.3. fi,,k =[n/k]+[k/m]+(m+3)/2 if kG2 (modm), m 
odd. 
We have seen that r(n, k) < G”,k < [n/k] + k. Can strict inequality hold 
for both relations? Each value of (n, k) for which r( n, k) is determined in [2] 
satisfies 
(i) r(n, k) = fin,k = [n/k] + k, or 
(ii) r(n, k) < c”,k = [n/k] + k, or 
(iii) r( n, k) = P,,, < 1 n/k] + k. 
Each of (i), (ii), (iii) is satisfied for some such value of (n, k). 
This work represents a part of the second author’s M.Sc. thesis. The 
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