Abstract. We describe a distributed, wide area network based approach to collecting, cataloguing, storing, and providing Web access for large-data-objects that originate as high-speed data streams. Such data streams result from the operation of many types of online instruments and imaging systems, and are a``staple'' of modern intelligence, scienti®c, and health care environments. The approach provides for real-time conversion of the data streams and large datasets to``objects'' that are manageable, extensible, searchable, browsable, persistent, and available to both``ordinary'' and high-performance applications through the integration of a high-speed distributed cache and transparent management of tertiary storage. The user interfaces ± for both application users and data collection curators ± are provided by the capabilities of the World Wide Web. The capabilities of the architecture are not unlike a digital library system, and we give an example of a digital image library that has been built using this architecture. However, our approach particularly addresses the issues involved in creating such digital library-like collections automatically from the high date-rate, real-time output of, e.g., satellite imaging systems, scienti®c instruments, health care imaging systems, etc. We discuss the capabilities, architecture, and implementation of such a system, as well as several example applications in data-intensive environments. The applications include a metropolitan area ATM network based, online health care video imaging system, and several image database applications, including a photographic-image library (see [9]). We also describe the security architecture used to enforce data owner imposed access conditions.
Introduction
We are evolving a strategy for using high-speed wide area networks as enablers for widely available high-capacity, high-performance storage systems, and for the management of data from online instruments and imaging systems. The high-level goal is to dramatically increase our ability to capture, organize, search, and provide highperformance and location independent access to large data objects (LDOs). The data-components of these objects ± typically the result of a single operational cycle of a scienti®c instrument, medical imaging system, or supercomputer run, and of sizes from tens of megabytes to tens of gigabytes ± are the staple of modern analytical environments. It is also the case that many of the systems that generate such data-objects are used by a diverse and geographically distributed community ± examples from the sciences include physics and nuclear science high energy particle accelerators and detector systems, large electron microscopes, ultra-high brilliance x-ray sources, etc. The health care community has similarly complex imaging and instrumentation systems. In all of these cases, dispersed user communities require location independent access to the data.
In any scenario where data is generated in large volumes and with high throughput, and especially in a distributed environment where the people generating the data are geographically separated from the people cataloging or using the data, there are several important considerations for managing instrument generated data:
automatic generation of at least minimal metadata automatic cataloguing of the data and the metadata as the data is received (or as close to real time as possible) transparent management of tertiary storage systems where the original data is archived facilitation of co-operative research by providing speci®ed users at local and remote sites immediate as well as long term access to the data incorporation of the data into other databases or documents
The WALDO (wide area large data object) system is a digital data archive that federates textual and URL linked metadata to represent the characteristics of large data sets. Semi-automatic cataloguing of incoming data is accomplished by extracting associated metadata and converting it into text records, by generating auxiliary metadata and derived data, and by combining these into Web-based objects that include persistent references to the original data-components. Tertiary storage management for the data-components (i.e., the original datasets), is accomplished by using the remote program execution capability of Web servers to manage the data on a mass storage system. For subsequent use, the data-components may be staged to a local disk and then returned as usual via the Web browser, or, as is the case in several of our applications, moved to a high speed cache for access by specialized applications. The location of the data-components on tertiary storage, how to access them, and other descriptive material, are all part of the LDO de®-nition. The creation of object de®nitions, the inclusion of`s tandardized'' derived data-objects as part of the metadata, and the use of typed links in the object de®-nition, are intended to provide a general framework for dealing with many dierent types of data, including, for example, abstract instrument data and multi-component multimedia programs.
WALDO uses an object-oriented approach to provide for capture, storage, catalogue, retrieval, and management of large-data-objects and their associated metadata. The architecture includes a collection of widely distributed services to provide¯exibility in managing storage resources, reliability and integrity of access, and high performance access, all in an open environment where the use-conditions for resources and stored information are guaranteed through the use of a strong, but decentralized, security architecture.
The remainder of the paper is organized as follows. In Sect. 2 we describe the motivation, model, and architecture for handling large data objects, and the elements, implementation, and applications of that architecture. We also brie¯y describe the architecture of the Distributed Parallel Storage System ± a distributed cache that is used to provide a very high-speed, network-based data cache, and which is a key element of the large-data-object architecture. In Sect. 3 we describe two applications of the LDO approach. In Sect. 4 we discuss some of the design issues and their resolution. In Sect. 5 we brie¯y describe the security architecture. In Sect. 6 we describe our experience and the status of the system.
2 Distributed large data objects
Motivation
The advent of shared, widely available, high-speed networks is providing the potential for new approaches to the collection, organization, storage, and analysis of large-data-objects. In one typical example, high-volume health care video and image data used for diagnostic purposes e.g., x-ray CT, MRI, and cardio-angiography, are collected at centralized facilities and, through the use of the system described here, may be stored, accessed, managed, and referenced at locations other than the point of collection (e.g., the hospitals of the referring physicians).
In health care imaging systems the importance of remote end-user access is that the health care professionals at the referring facility (hospitals or clinics frequently remote from the tertiary imaging facility), will have ready access to not only the image analyst's reports, but the original image data as well. Similarly with data-intensive, distributed scienti®c collaborations, researchers at various sites remote from the data generation and storage require ready access to the data objects. See, e.g., [11] and [7] .
The importance of providing and managing distributed access to storage is that laboratory instrumentation environments, hospitals, etc., are frequently not the best place to maintain a large-scale digital storage system. Such systems can have considerable economy of scale in operational aspects, and an aordable, easily accessible, high-bandwidth network can provide location independence for such systems.
Overview
Large-data-objects are a structured collection of metadata, including links to data-components. The metadata typically describes characteristics of the data components, provides access methods information, access control information, etc. Metadata frequently also includes derived data that provide, for example, viewable versions of the data-components. In a sense our LDOs are as much catalogue entries as objects (since the actual data is usually external to the LDO), but LDOs are intended to be, and are used as, object de®nitions for large data sets generated by various systems.
The LDO approach provides a mechanism for describing and manipulating``objects'' that are the result of federating data-components from many dierent sources and locations: local ®les, remote Web sites, remote mass storage systems, etc. Since this work is in the realm of research and development, we have chosen to use the MIME multipart message standard ( [17] , [18] , [19] , [20] ) to provide an open and extensible mechanism for object de®nition. This is a rapidly changing ®eld, and this MIME-based approach may be replaced by the World Wide Web Consortium, Meta Content Framework ( [2] ).
The elements of our large-data-object model include: generalized object de®nition (a class); groups of associated objects called``collections''; and access, search, data entry, and security methods for managing the object de®nition. The object de®nition is manifested as a Web document that contains metadata in the form of text and typed links to associated objects (e.g., derived information), and typed links to the original large-datacomponent locations. The typed links are generally URLs with an associated MIME type (see [17] ). The typing allows a user or application to locate appropriate data access methods in advance of requesting a (potentially large) data component. Each of the object components can typically be referenced as an individual Web entity, and located, accessed, and manipulated through Web servers using the HTTP protocol. Applications can use the HTTP protocol to request data components, and users can access data directly via Web browsers. Data may be returned directly to the browser or to an application that can use the access method speci®ed by the corresponding MIME type. In the case of high-performance applications, handles to the data on the distributed high-speed cache are returned to the application.
A typical user interface to a large-data-object class using this model can be illustrated by a collection of high resolution microscope images that form a digitalphoto collection (see http://imglib.lbl.gov). In this case, the images are organized into``sub-collections'' (an associated set of objects of one class) partly for ease of browsing and partly to facilitate curation. The object class (collection) has associated search methods, object access methods, and security methods to enforce useconditions. A Web browser accesses an LDO component via a URL request that typically invokes a Web server cgi-script that implements the necessary methods. The user requests may be for searching, displaying some or all of the LDO components, or modifying the LDO components (collection curation). The digital images in this collection are generated by an oine scanning electron microscope and are loaded into the Lab's mass storage system by bulk ®le transfer. Sets of images, representing several days' work are entered into the Image Library with one operation. The textual metadata that is common to a whole set is preloaded and copied automatically to each image, the thumbnails are generated automatically. Later the curator may add additional metadata for speci®c images. An example of automatic LDO generation from an online instrument is described later in this paper.
WALDO example
To illustrate the WALDO approach to object libraries, we will use a research image collection to illustrate the various user interfaces and the overall model, as well as the structure of large data objects.
The image library user typically ®rst enters the top level collection index (Fig. 1) and initiates a search (on, e.g., the textual metadata as in Fig. 2 ). The textual metadata search method is provided by a modi®ed version of GLIMPSE [6] . The result of the approximate search speci®ed as in Fig. 2 is illustrated in Fig. 3 . The LDOs that satisfy the search are represented as a set of`t humbnails'' (derived data elements), pointers to the primary data elements (e.g.,`` Fig._4d ._bottom.bright'' ± a 1.4 Mbyte TIFF-image ®le in this case), and thè`c ontext'' in the tag-®eld in which GLIMPSE found the search term. The displayed context links to the LDO de®nition document (Fig. 4) . The thumbnail image in the LDO document links to (what is for this collection), the primary derived data element (a screen-size image, e.g., Fig. 5 ). Figure 6 illustrates one of the browser interfaces. The ability to both search and browse based on the metadata are important elements of our digital library model.
For the data-components that reside only on tertiary storage (e.g., a tape-robot-based mass storage system), there is an option for forcing migration of these LDO components back to an online cache. The interface for managing the tertiary storage (e.g., a hierarchical mass storage system), is illustrated in Fig. 7 .
Another aspect of the model is that there are deriveddata-components that are viewable with``standard'' Web browsers. The original data-components ± very large, high-resolution, full-color TIFF format images in the case of the digital-photo library or DICOM images in the case of medical libraries ± are typically not directly viewable. 
Functionality goals
Our model for the capabilities of a distributed large-dataobject system includes the following elements:
real-time cataloguing of extensible, linked, multicomponent data-objects that can be asynchronously generated by remote, online data sources class-based methods for management of the largedata-objects online metadata, with cacheable oine components representation of the object components as Webaccessible elements explicit association of access methods with the data components ¯exible curator/collection-owner management of collections of data-objects, including``any-time'' management of the collection organization and object metadata globally unique and persistent naming of the objects and their various components via URLs and URNs strong access control at the level of individual object components based on use-condition certi®cates managed by the data owner high-performance application access to the datacomponents ¯exible and extensible approaches to searching 2.4 LDO structure, and WALDO data model and software architecture Our model for``objects'' includes:
r A large-data-object (LDO), consisting of a standard set of identifying information (e.g., class, unique id, owner, collection name) one or more typed links to the original datacomponents one or more typed links to derived data-components tags de®ning access control in terms of pointers to the entities who set access conditions and pointers to the servers where access condition certi®cates are located class-speci®c textual metadata r An LDO is an instantiation of a class prototype. Each LDO contains a subset of the data elements de®ned for its class. An LDO is manifested as a persistent r Class/collection roles collection owner ± establishes agreements with the WALDO Web server for resources ± de®nes the LDO classes for the collection ± de®nes the basic access control parameters, including potential delegation of authority for setting access conditions curators are users with write access to objects, and can ± add, delete, and modify LDOs or components of LDOs ± manage the collection structure (can create sub-collections and may move LDOs between sub-collections) Figure 8 illustrates the data¯ow and overall organization of the WALDO architecture. It also indicates the central role of high-speed cache which is used both for initial data collection, and to provide subsequent highspeed access by applications. The basic elements of the architecture (referring to Fig. 8 ) include: data collection systems and the instrument-network interfaces (1) high-speed, network-based cache storage for receiving data, for providing intermediate storage for processing, and for high-speed application access (2) transparent tertiary storage (``mass storage'') management for the data-components (8) processing mechanisms for various sorts of data analysis and derived data generation (3) data management that provides for the automatic cataloguing and metadata generation that produces the large-data-object de®nitions (4) data access interfaces, including application-oriented interfaces (5) curator interfaces for managing both the metadata and the LDO collection organization user access interfaces for all relevant aspects of the data (applications, data, and metadata) ¯exible mechanisms for providing various searching strategies (6) transparent security that provides strong access control for the data components based on data-owner policies (7) These elements are all provided with¯exible, locationindependent interfaces so that they can be freely (trans- Fig. 5 . A typical object representation that is automatically derived from the original data when the LDO is instantiated Fig. 6 . The result of browsing the collection that contained one of the results of the query illustrated in Fig. 2 parently) moved around the network as required for operational or other logistical convenience.
2.4.1 The Distributed-parallel storage system ± a high-performance network cache A high performance, widely distributed, network storage system is an essential component of a network-based large-data-object environment. Within the high-performance network cache ± a``middleware'' service ± the architectural issues include:
highly distributed and parallel cache operation distributed, autonomous component management user access methodologies security architecture Distributing the components of a storage system throughout the network can increase its capacity, reliability, performance, and security. Usable capacity increases through the aggregation of distributed storage components. Highly reliable access can be provided through redundancy of data and storage systems that are con®gured from components that have little in common (e.g., location). Performance is increased by the combined characteristics of parallel operation of many sub-components, and the independent data paths provided by a large network infrastructure. Security is potentially increased by having many independent components, each of which has local and independent enforcement mechanisms that can limit the scope of a security breach.
The Distributed-Parallel Storage System (DPSS) is an experimental system in which we are developing, implementing, and testing these ideas. In most con®gurations, the DPSS is used as a network-based, high-performance, random access logical block server designed to supply and consume high-speed data streams for other networkbased processing systems. (See [21] .)
The DPSS is a``logical block'' server whose functional components are distributed across a wide-area network. (See Fig. 9 .) The DPSS is fundamentally a random-access logical block server: there is no inherent organization to the blocks, and in particular, they would never be organized sequentially on a server. The data organization is determined by the application as a function of data type and access patterns so that a large collection of disks and servers can operate in parallel enabling the DPSS to perform as a high-speed data source or data sink.
At the application level, the DPSS provides a semipersistent cache of named data-objects, and at the storage level it is a logical block server. Although not strictly part of the DPSS architecture, the system is Fig. 7 . The tertiary storage system management interface. Data-components can be selectively migrated from archival storage back to online storage usually provided with application libraries that implement data set access methods. These provide object-like encapsulation of the data in order to represent complex user-level data structures so that the application does not have to retain this information for each dierent data set. Data access methods currently include simple video data access and the more complex access methods required by TerraVision and STAR. 1 The access method converts the application requests into logical block requests. These logical block requests are then sent to the DPSS Master which serves two functions: logical block name translation and resource management. Resulting physical block requests are forwarded to disk servers that return data directly to the application using parallel data paths.
Applications
We currently have two example applications of the LDO architecture. One is a metadata-based digital image library system that is oriented toward curation. That is, the structure and tools of the system are intended to provide for easy and continuous maintenance by the data owners. The second example is a real-time data capture and cataloguing system that is oriented toward the automated capture of data from online instruments and the creation of digital libraries on-the-¯y.
Curator managed collections: digital-image libraries
Digital image libraries require¯exible curator management functions so that curators from a variety of backgrounds can easily maintain their own collections. One user community is scientists who maintain annotated image collections that are associated with their scienti®c laboratory environment. These collections are used like a laboratory notebook, and are continuously updated. See, for example (as in Fig. 6 ) http://imblib. lbl.gov/cgi-bin/ImgLib/displaytag/LUNG_DEMO/tags/ Fig.2?both=small) .
Another use of this¯avor of the system is thè`B erkeley Lab On-line Photo Archive'' (http://imglib. lbl.gov/ImgLib/photo-archive.html). This application is essentially the same as the annotated scienti®c image collection, but the use characteristics are somewhat Fig. 8 . The distributed Large-Data-Object overall architecture and data¯ow 1 Terra Vision is an interactive terrain navigation application using multi-resolution, ®led, image pyramids [13] . STAR is an external data representation access (XDR) method [7] dierent. In particular, this collection undergoes a lot of rearrangement as it grows and the subject matter diversi®es. Persistent references are also very important in this collection, as the intent is for many other documents to use this collection to provide their images via links (e.g., the``LBL Newsmagazine, Fall 1981: 50th Anniversary Issue'' at http://imglib.lbl.gov/LBNL_Res_Revs/50th). This has raised some interesting design issues that are discussed in Sect. 4.
Automatically generated collections: real-time capture and cataloging of data from online instruments
The model for real-time capture and cataloging is that a data source generates units of data that have associated auxiliary information. As the data is processed in realtime, the``units'' can be identi®ed as such, and the appropriate associated data can also be identi®ed.
A key issue with``identi®cation'' of a unit of data is to know when the unit has been completely received so that cataloging and processing to create an LDO can commence. This identi®cation can take the form of explicit in-band markers in the data stream, or out-of-band noti®cation that all of the data of one unit has been sent, or the identi®cation could be implicit, such as a data unit being de®ned by a timing mechanism (e.g., one data unit is whatever is received in some speci®ed period of time), or by a quantity mechanism (e.g., one data unit is a ®xed quantity of data).
Likewise, the acquisition of associated data (metadata pre-cursors), can be via explicit in-band or out-of-band separate data units, or implicit (e.g., the timestamp of a data unit whose boundary is de®ned by a point in time).
Video data: online cardio-angiography
An example of a medical application that uses the automatically managed approach is a system that provides for collection, storage, cataloguing, and playback of video-angiography data.
2 Fig. 9 . The distributed-parallel storage system architecture 2 Cardio-angiography imaging involves a two-plane, x-ray video imaging system that produces from several to tens of minutes of digital video sequences for each patient study for each patient session. The digital video is organized as tens of data-objects, each of which is of the order of 100 megabytes ``Cardio-angiography is used to monitor and restore coronary blood¯ow, and though clinically eective, the required imaging systems and associated facilities are expensive. To minimize the cost of such procedures, health care providers are beginning to concentrate these services in a few high-volume tertiary care centers. Patients are typically referred to these centers by cardiologists operating at clinics or other hospitals; the centers then must communicate the results back to the local cardiologists as soon as possible after the procedure. The advantages of providing specialized services at distant tertiary centers are signi®cantly reduced if the medical information obtained during the procedure is not delivered rapidly and accurately to the referring physician at the patient's home facility. The delivery systems currently used to transfer patient information between facilities include interoce mail, U.S. Mail, fax machine, telephone, and courier. Often these systems are inadequate and potentially could introduce delays in patient care.'' (From [12] .) Using a shared, metropolitan area ATM network, and a high-speed distributed data handling system, video sequences are collected from the video-angiography imaging system, then processed, catalogued, stored, and made available to remote users. This permits the data to be made available in near real-time to remote clinics (see Fig. 10 ). The LDO becomes available as soon as the catalogue entry is generated ± derived data is added as the processing required to produce it completes. Whether the storage systems are local or distributed around the network is entirely a function of the optimal logistics.
This application was developed in the Kaiser CalREN project, a joint project of Lawrence Berkeley National Laboratory, Kaiser Permanente, Philips Palo Alto Research center, and the Paci®c Bell CalREN program [12] . Angiography data is collected directly from a Philips scanner by a computer system in the San Francisco Kaiser hospital Cardiac Catheterization Laboratory. This system is, in turn, attached to an ATM network provided by the National Transparent Optical Network testbed (NTON). NTON provides OC-3 (155 Mbits/s) and OC-12 (622 Mbits/s) connections to a very highspeed backbone (see [15] ). When the data collection for a Fig. 10 . Physical architecture of the health care imaging application as it is embedded in the National Transparent Optical Network testbed patient is complete (about once every 20±40 minutes), 500±1000 megabytes of digital video data is sent across the ATM network to LBNL (in Berkeley) and stored ®rst on the DPSS, and then the LDO object de®nitions are generated and made available via the Web. Auxiliary processing and archiving to one or more mass storage systems proceeds independently. This process goes on 8±10 hours a day.
The WALDO management tools provide the Web based user interface to the data, and to appropriate viewing applications. Hospital department-level Webbased patient databases can then refer directly to the data in WALDO without duplicating that data, or being concerned about tertiary storage management (which is handled by WALDO).
Figures 11±13 illustrate the user environment provided by the WALDO model for this application. Figure 11 illustrates browsing the top-level of the angiography collection. A``year'' or``hospital-of-patientorigin'', or both, will probably eventually be added to the collection hierarchy above these individual study pointers as part of the collection curation. If this is done, then the persistence mechanisms described in Sect. 4 will come into play so that links created while the collection has its current organization will remain valid. Figure 12 illustrates browsing a collection of LDOs (in this case, related by the fact that they are all for a single patient study). At the top of the page is a brief description of the collection (the study identi®ers in this case), some standard instructions, and the tertiary storage migration interface. This is followed by the two special applications that understand the bi-plane video format. These are invoked from the Web page, and the normal mode of operation is to view all of the video segments of a study in sequence. When these viewers are invoked they are also given all of the pointers to the original dataset components of the LDO. To facilitate access from unmodi®ed Web browser environments, one of derived data types is an MPEG coding of the video. Figure 13 illustrates the result of invoking the biplane video player that accesses data from the network cache.
Experience and design issues
Probably the predominant characteristic of cataloguing live data sources is that the LDO components ± datacomponents, metadata and derived data ± show up asynchronously as a natural result of the automated processing of the data-components and metadata that go into making up an LDO. To accommodate automated processing, and meet the capability objectives, several dierent methods of representing, storing, and presenting the information resulting from LDO generation have been tried in the course of the evolution of the LDO implementation. The approach that has addressed several issues is to have the various Web accessible representations of LDOs and their components be dynamically generated by a collection of object management methods. These methods typically scan the collection for new object components, and generate an HTML document that presents those components (e.g., the object browser illustrated in Fig. 12) . 
Dynamic indexing
Since the complete large-data-object is produced over as much as several days (some of the processing for the derived ®les ± e.g., MPEG coding of video ± can be very time consuming), a natural way to produce the Web representations of the LDO de®nitions is to generate them on-the-¯y. For example, the LDO de®nition document shown in Fig. 4 was generated using the LDO access method``displaytag'', invoked by the Web invocation: Figure 6 illustrates a dynamically created browsable index for the``Lung_Structure'' collection of highresolution digital microscope images. This index is generated by a single Web cgi invocation that looks like:
http://imglib.lbl.gov/cgi-bin/ImgLib/ makeindex?LUNG STRUCTURE=browse 2 (In other words, the``makeindex'' program is invoked with arguments``LUNG STRUCTURE'' and``browse'' to index this sub-collection.) This technique provides the curator with the¯exi-bility to reorganize the collections and be assured that the browsable indexes the user sees are always up-todate.
This same general approach is used for most Webbased manipulation of LDOs. However, while this approach provides several of the desired capabilities, it does not, on the face of it, provide the required persistence characteristics.
Persistence
There are several aspects of persistence that we would like to provide, including global and easily usable names for both the LDOs and their primary components.
Naming uniqueness, and persistence (up to, but not including, the Internet DNS name of the WALDO Web server), can be provided by including a globally unique object identi®er (OID) in each LDO. Our approach involves several points. Fig. 13 . The user interface of the special application that displays the bi-planar video-objects directly from the DPSS cache First, we generate an OID during the LDO creation that is of the form:
Internet DNS name-process idtime of day in nanoseconds 3
Second, as one of the LDO methods, we have provided the capability to locate and refer to an LDO component:
Which can be invoked as a cgi request:
http://imglib.lbl.gov/cgi-bin/ImgLib/ find component?`OIDb8component name 5
Ignoring, for the moment, the general issue of LDO component naming, at least one standard invocation of this function, e.g.,
will always return an HTML version of the LDO de®nition corresponding to the given OID (e.g., Fig. 4 ). With standard tags (or their aliases), the find component method can perform a search of OIDspace and return the requested component based on the tag. For example http://imglib.lbl.gov/cgi-bin/ImgLib/ find component?` OIDb8thumbnail 7 obtains the``thumbnail'' derived visual for any LDO in those classes that use the thumbnail concept.
To provide an``easily used'' persistent reference we build a permanently instantiated (but periodically updated), index document at the collection level. The index entries consist of the collection name (which can change as the collection is reorganized), a short LDO description, and the text of the persistent URL (e.g., (5), above), that will return the HTML version of the LDO. For example, the index entry As an optimization, the actual links may point to à`l ocal'' copy of the html version of the LDO metadata, rather than to the cgi invocation that searches for and returns the``real'' metadata (i.e., the query represented by the version of the URL in (8)). Both the html document that is the index set, and the local html version of the LDO, are automatically updated periodically to maintain consistency with the underlying metadata. The index document is kept in a``well known'' location, typically at the top level of a collection hierarchy.
This technique addresses a number of related issues.`E asy use'' comes from being able to``manually'' browse a complete index that is a persistent Web document whose entries contain enough information so that:
visual browsing is meaningful Web search engines can pickup this document and index the LDO keywords the URL is visible to the human user so that it can bè`c ut and pasted'' from the Web browser interface.
URNs and persistent web server names
One issue of persistence that is not addressed by the techniques described above is that of naming the Web server where a collection is located (and a server, therefore, that can respond to a query like (7)). The LDO approach is intended to be consistent with the URN concept ( [16] ). URNs have two aspects: naming and resolution [22] . Naming must conform to a scheme that ensures uniqueness. Resolution is the process of locating a system (resolver), that can return the location of a server capable of providing (among other things), the URL for the named resource.
For example, the URN for an LDO can include the OID and any of the metadata (e.g., the keywords), plus the LDO-server name. A URN can provide a location independent and globally persistent``name'' for the LDO. When the URN is resolved, it can return the current server where the LDO is located. While the URN never changes, what it resolves to will change, when, e.g., it is necessary to update the metadata, or if the LDO collection home Web server changes.
In the case of LDOs, in order to acquire a resource we need the name of the Web server that can resolve an OID to a resource/object. While in general one may wish to provide a URN for every OID, if LDOs are organized into collections that are constrained to reside on single systems (though there may be multiple instances of these single systems) ± in other words, a sub-collection is not split across several Web servers ± then assigning URNs for the collection name is sucient. In this circumstance, given the collection name, resolving the corresponding URN will return the name(s) of servers that can provide the OID-labeled resource. (This ignores the issue discussed in the design document noted below ± of moving an LDO from one collection to another. URNs at the collection level also assume that you know the collection that contains the object of interest.)
In principle, several URN mechanisms``exist.'' In one approach [4] , the Domain Name System can be used to locate servers that can resolve names in a given name space. (So the collection_name identi®es a collection of LDOs in terms of a collection name_ namespace.) Web servers could be established that responded to a query of the form``what are the DNS names of the Web servers that have this collection.''
In a second approach [1] the``Handle'' resolver system can directly provide the answer to the query above, as well as supplying other information about the collection, given the collection URN. In this case the URN might look like [urn:hdl:LDO:collection name] and the Handle System would return a list of Web Servers that could directly satisfy OID-based requests for LDOs in that collection. The uniqueness of collection names comes from the Handle System concept of hierarchical naming authorities.
Class and object structure
More information on the class and object structure, tag®eld syntax, etc., may be found at http://www-itg.lbl.gov/ WALDO.
Security

Security model
The WALDO security model is intended to provide distributed management of the object use-conditions, as well as distributed access control for the users. (See [10] .) WALDO security involves four entities: the Web Certificate Authority agent (e.g., the WebMaster) that manages the server resources and acts as a trusted third-party that provides the security services; the class collection owner who de®nes the class template and grants read/write permission for objects; the curators who are the people granted write permission and can add, delete, and modify certain class tags and object ®elds; and users of the information who are typically granted read-only access. Access control methods can be speci®ed on a per-LDO basis, or (the typical case) speci®ed as part of the class template, and inherited by individual LDOs.
The access control methods protect extra-LDO data (i.e., data referred to by links within the LDO), with the same mechanisms as intra-LDO data since access to extra-LDO data is mediated by access to the LDO. Protection of the extra-LDO data from non-LDO access is aected only if that data is behind an access control gateway with the same policies as the LDO access control.
Currently two access control methods are provided: the.htaccess mechanism, with or without user authentication, and a public-key infrastructure (PKI) and certificate based access control.
The.htaccess access control operates in the usual way, and involves organizing LDOs in Web server directories that have access control lists associated with them.
The PKI access control method uses public-key certi®cates issued by the collection owner, potentially on a per object basis, to provide general use-conditions. At the moment, this mechanism is primarily used to allow a collection owner (potentially remote from the WALDO Web server), to specify and post (e.g., on a local certi®-cate server), access control lists (ACLs) in the form of signed certi®cates. These certi®cates are used as described below to provide strong access control for LDOs. The use-condition certi®cates that specify access rights will provide a condition on the user identity (e.g., individual name, group or organization membership), and the type of access permitted (e.g., read or write a class/collection, sub-collection, object, or object ®eld).
While complex schemes can be imagined and implemented within this general framework, we have currently de®ned mechanisms for the following (which is based on our experience in the LBNL Image Library). Objects can inherit their access conditions from the collection class template. This allows for ACLs that refer to an entire collection. On a per-object basis, the class access conditions can be overridden by setting inherit_access-ability to no_inherit, and specifying the class_owner, etc., tags, in which case these objects require explicit permission to access. The same holds for individual tag-®elds in the object. Access rights are restrictive ± if the access speci®cation of a tag is delegated, then speci®c permission is required for any access to that tag ®eld. This allows restricting access to certain of the LDO components. Again, this may be inherited from the class security prototype, or speci®ed on a per-object basis. Only the collection owner may de®ne the access condition ®elds, but speci®c access granting may be delegated. The general approach of an object inheriting accessibility puts an additional burden of correctness on the access control gateway, but is essential for ease of managing large collections.
The relationships of the major elements of the security architecture are illustrated in Fig. 14 .
Policy-based con®dentiality of data is an important aspect of medical, commercial, and some scienti®c information systems in shared environments. The long term goal of our security architecture work is to provide access control based on owner speci®ed use conditions rather than explicit enumeration of ACLs (which are a special case of use-conditions.) The status of the general approach may be found at http://www-itg.lbl.gov/security. This approach is based on the emerging security services for distributed enterprise in both the commercial and scienti®c communities. (See [10] .) 6 Current experience, status, and conclusions
The WALDO system has been developed and used at LBNL since early 1995. It currently manages three major collections, each with a dierent use and curator. The original collection is a scienti®c image database that supports a small research group. This collection now has over 1400 1±4 MByte scanning electron microscope images indexed and described as LDOs. This research group routinely uses WALDO to locate, view, and manage their image collection. They also use WALDO to share images easily with colleagues at other institutions.
The second collection is the cardio-angiography video data repository, and was built in support of a research and development collaboration between Kaiser Permanente Division of Research and Lawrence Berkeley National Laboratory. In this project we have been gathering data on a daily basis since June, 1996. We currently have about 60 patient cardio-angiography studies consisting of about 800 individual video clips stored on the DPSS plus an additional 140 studies that are only on the Mass Storage System. All this data has been automatically captured, sent across a wide-area ATM network, catalogued and entered into WALDO with minimal human intervention. The capture process recovers well from short-term (less than 12 hour), network outages. In this application by virtue of a cache located at the instrument, WALDO's management of online data is being evaluated as an alternative to the current hospital use of ®lm. The ability of physicians to view the videos without having to travel to the San Francisco Cardiology facility where the ®lms are stored is a key advantage. However, any network or server failures of even 1 or 2 minutes duration at the time a physician wishes to view a study is a serious inconvenience. Most of the patient-speci®c associated textual data about the images is kept in restricted-access hospital data bases, and images are referenced by having URLs pointing to a WALDO server.
The third collection is an online digital photo archive. We currently have about 700 images online selected from the hundreds of thousands of photos in Berkeley Lab's archive. These online photos are used to support a variety of Web publications (e.g., [8] ) and for general browsing or research by people within and outside of the Lab.
The concept of real-time collection of data from online instrument systems, followed by automatic cataloguing that results in an elementary, but useful object store, is quite powerful. It allows immediate meaningful access to large classes of data that can undergo re®ne-ment over time as the knowledge about the data increases. A high-speed, network-based distributed cache plays a central role in our approach, providing storage for buering incoming data, intermediate processing, and as an application cache. An experimental security architecture provides data-owner de®ned, per-object access control, and is intended to explore the issues and capabilities for online and widely available, but strongly protected, sensitive information.
Division of Research provided the leadership for the health care aspects of the project. Dr. Bob Lundstrum, Kaiser San Francisco Hospital, Cardiac Catheterization Laboratory, provided guidance and information speci®c to the health care application. Paci®c Bell, through its
