This article is based on three lectures ostensibly devoted to \cohomological induction," a method for constructing unitary representations of reductive Lie groups. In fact the lectures concerned mostly more elementary cohomological notions, beginning with de Rham cohomology of compact manifolds. When the manifolds are related to Lie groups, de Rham cohomology is related to Lie algebra cohomology. In this way questions about de Rham cohomology can sometimes be translated into questions about cohomological properties of group representations. Cohomological induction appears at the very end, as a way to construct representations having these cohomological properties.
I am grateful to the organizers for the opportunity to participate in this conference. Tony Knapp's notes are responsible for whatever connection exists between this article and the original lectures.
Cohomology of locally symmetric spaces
Suppose G is a connected real reductive algebraic group, and K G is a maximal compact subgroup. The homogeneous space G=K is a Riemannian symmetric space; it is di eomorphic to R n . Suppose now that ? G is a torsion-free discrete subgroup. Then ? acts freely on G=K on the left, so the double coset space X = ?nG=K is a smooth manifold (in fact a Riemannian locally symmetric space). Since G=K is simply connected, it is the universal cover of X; so 1 (X) ' ?:
(1:1)(b) But even more is true. Because G=K is contractible, X is a \K(?; 1)," an EilenbergMacLane space. It may be thought of as a kind of geometric incarnation of the discrete group ?. According to the original de nition of the cohomology of the group ?, we have H i (?; C ) ' H i (X; C ):
(1:1)(c) If G=K is a Hermitian symmetric space, then it is a complex Stein manifold. The complex structure is inherited by X. If ? is cocompact in G, then X has in a natural way the structure of a projective algebraic variety; it is a Shimura variety. (Actually the most interesting Shimura varieties arise from non-cocompact arithmetic subgroups ?, by compacti cation of X.) A great deal is known about the cohomology of Shimura varieties; some background may be found in 9] . From the point of view of the Langlands program, however, the most basic example of a Riemannian locally symmetric space has G = GL(n; R ) and K = O(n). In that case X is not a complex manifold (unless n = 2); and there seem to be few ideas about what kind of special extra structure X might carry.
At any rate, we want to study the cohomology of X using the de Rham theorem.
The de Rham complex has di erential d: (complex-valued p-forms on X) ! (complex-valued p + 1-forms on X) :
Its cohomology groups are H p (X; C ). We want to study this complex in grouptheoretic terms. We begin by replacing X by a homogeneous space G=H. The rst case to look at is G itself. A p-form on G is a section of^p(T G). Because G is a Lie group, T G can be trivialized by left-invariant forms. This leads to a trivialization of p-forms, as follows. Think of the Lie algebra g as consisting of the left-invariant vector elds on G. If ! is a p-form on G and X 1 ; : : : ; X p 2 g are left-invariant vector elds, then !(X 1 ; : : : ; X p ) 2 C 1 (G):
(1:2)(a) This construction provides an identi cation (p-forms on G) ' Hom R (^pg; C 1 (G)):
(1:2)(b) (We have been a little vague about the coe cients: for complex valued p-forms one must use complex-valued smooth functions, and for real-valued forms real-valued smooth functions.)
The next problem is to compute the di erential. If ! is a p-form on a smooth manifold M and X 0 ; : : : ; X p are vector elds, then d!(X 0 ; : : : ; X p ) = ( In all cases the formula for d is (1.3): it involves the action of g on C 1 (G) or C 1 (?nG) by di erentiation on the right. The formula for the complex involves also the right translation action of H on C 1 (G) or C 1 (?nG). In order to apply representation theory to this picture, we will try to decompose C 1 (?nG) into pieces invariant under these two right actions, and then study the contribution of each piece separately to H p (?nG=H; C ). Here is a natural formal setting for this study. (G) , by di erentiation and translation on the right. These satisfy condition (3) in De nition 1.7, and even a version of (2) . (One needs to impose an appropriate topology on C 1 (G) to make sense of the limit appearing in the de nition of derivative.) But condition (1) fails unless H is nite. We can circumvent the problem in the following way. Write for the action of G on C 1 (G) by right translation:
( (g)f)(x) = f(xg) (g; x 2 G):
Here h (h)fi is the space spanned by all right translates of f by elements of H. At least in the case of (1.12)(d), one can describe exactly how the sum on the left must be completed to give an isomorphism. This leads to the following fundamental result of Matsushima. This problem can be completely solved when rank G = rank K, and quite a bit is known about it in general. There are only nitely many inequivalent V for which the cohomology is non-zero, and it is not terribly di cult to list the candidates. In that case, there is a dimension shift R (depending on the p i and q i ) so that H (g; K; V ) may be computed in terms of the cohomology of a compact symmetric space:
Here U(p i + q i )=(U(p i ) U(q i )) is the Grassmanian of p i -planes in C p i +q i .
The trivial representation V = C corresponds in this parametrization to the case r = 1; that is, to the expressions p = p 1 and q = q 1 . The dimension shift R is zero, as we will see in Theorem 2.10 below.
We will eventually give a similarly precise and explicit result for any G. For the rest of this section, we will concentrate on the problem of computing the cohomology groups of the Grassmann varieties appearing in the theorem. We begin with a closer look at the complex of De nition 1.10. Two examples will be important for us: the pairs (g; K) with G reductive and K maximal compact; and the pairs (a; 1) with a an abelian Lie algebra. Notice that this result shows how to compute the relative Lie algebra cohomology with coe cients in the trivial representation as the cohomology of a natural compact compact manifold (in fact a compact symmetric space). Proof. Write for the Cartan involution of G xing K. We can always realize G as a subgroup of GL(n; R ) in such a way that the acts by inverse transpose: g = t g ?1 . Once this is done, G C becomes a subgroup of GL(n; C ), and the complex conjugation action de ning the real form is just conjugation of matrices. The complexi cation of is still inverse transpose, which is a holomorphic automorphism of order two commuting with complex conjugation. We may therefore de ne a new real form of G C by g = t g ?1 . The group U of real points is just G C \U(n), which is compact; so U must be a compact real form of G. By construction U contains K, and it is easy to check that the Lie algebra is k + ip. So U is a compact dual of G. All the isomorphisms in the theorem follow from Proposition 2.6 except for the very last one. For that, Proposition 1.5 shows that Hom K (^p(ip); C ) may be identi ed with the space of p-forms on U invariant under left translation. Because U is connected, the action of U by left translation on H p (U=K; C ) is trivial. It follows that every cohomology class is represented by a U-invariant p-form, and the isomorphism we want follows. Q.E.D.
A complete description of the cohomology groups of the space U=K in Theorem 2.10 may be found (at least for connected K) in 3], as Theorem V on page 465.
The method of the next example applies to the Hermitian symmetric cases; but other ideas are required in general. Example 2.11. Suppose G = U(p; q), K = U(p) U(q), and U = U(p + q). Write n = p+q. Then U=K is the Grassmann variety of p-planes in C n . The group G C may be identi ed with GL(n; C ), so g C consists of all n n matrices. We have (2:12)(c) the last equality is a de nition. The spaces p C are the holomorphic and antiholomorphic tangent spaces for the complex structures on G=K and U=K associated with the Hermitian symmetric structures. We will also use the fact that the standard invariant bilinear form hX; Y i = tr XY on gl(n; C ) restricts to an identi cation p ? To continue, we need to understand^ap + C as a representation of K = U(p) U(q); or, equivalently, as a representation of K C = GL(p; C ) GL(q; C ).
For that, we consider the parabolic subgroup of GL(n; C ) Q = A B The total dimension of the cohomology (and the Euler characteristic) is equal to ? n p . The formula of Corollary 2.16 shows that the cohomology occurs in degrees ranging from 0 to 2pq, and that it has dimension 1 in those extreme degrees. This is consistent with Theorem 2.10, since U=K is a compact complex manifold of dimension pq. 
Cohomology of irreducible representations: the discrete series
We saw in Corollary 2.16 that the cohomology of the trivial representation is quite complicated. It is therefore natural to fear that the cohomology of something as complicated as a discrete series representation will be completely incomprehensible. This is not the case, and that fact is signi cant. The point is that discrete series representations are in many senses among the \atoms" of the representation theory of reductive groups. The trivial representation (in the Langlands classi cation, or in the theory of Eisenstein series) appears as a residue from the reduciblity of a certain principal series representation; it can be properly understood only in the context of a fairly complete understanding of that reducibility, and of all the other pieces involved in it. Once this point of view is thoroughly grasped, what is amazing is that one can give any kind of closed formula for the cohomology of the trivial representation, and that such formulas were given twenty years before the invention of intersection cohomology.
For this section, we will assume that G is a connected reductive group having a compact Cartan subgroup T K G:
We follow roughly the notation of 14], section 5. We x therefore a system of positive roots + for T in g C , and write
We will use the trivial weight 0 2 for T; this has the required property that 0 + is dominant and regular for + . We de ne ( + ) = discrete series representation with character :
(3:1)(c) This is the representation with Harish-Chandra parameter . (Wigner's result mentioned after Problem 2.1 guarantees that discrete series representations with other Harish-Chandra parameters cannot have non-vanishing cohomology; this fact can also be deduced from a calculation like the one given for Theorem 3.2 below.) We will write X( + ) = Harish-Chandra module of ( + ): Each positive root has strictly positive inner product with . Taking the inner product of both sides with , we conclude that r = j + n j; s = 0; c = 0: In particular, p = r + s = j + n j, and = 2 n .
It follows rst of all that p = 0 for p 6 = R. For p = R, the only representation of K common to^Rp C and X( + ) is the one of highest weight 2 n . This has multiplicity one in X( + ) by 14], and multiplicity one in^Rp C by an easy computation. So dim R = 1. Since all the other forms are zero, the di erentials in the complex must be zero; and the theorem follows. Q.E.D.
If G=K is Hermitian symmetric, the \Hodge type" of the cohomology class of X( + ) is equal to (a; b), where a = j + n \ (roots in p + C )j; b = j + n \ (roots in p ? C )j:
Introduction to cohomologically induced representations
In this section we will introduce a family of representations \interpolating" between the trivial representation and the discrete series representations X( + ).
We work with a connected real reductive group G in Harish-Chandra's class ( 4], section 3). (Allowing G to be disconnected but still in Harish-Chandra's class complicates the notation slightly, but does not introduce any essential new di culties.) We x a maximal compact subgroup K G, and write for the corresponding Cartan involution. Just as in De nition 2.8, the Cartan decomposition is written g = k + p. Definition 4.1. A -stable parabolic subalgebra of g is a parabolic subalgebra q g C such that
1. q = q, and 2. q \ q = l C is a Levi subalgebra of q.
Here the bar refers to complex conjugation with respect to the real form g of g C . Necessarily the Levi subalgebra l C is de ned over R ; the real subalgebra l is -stable, and is in fact the normalizer of q in g. We de ne the Levi subgroup of q by L = fg 2 G j Ad(g)(q) qg:
Notice that we refer to q as a -stable parabolic subalgebra of g even though it is actually a subalgebra of g C . Similarly, write n it 0 for the set of non-zero weights of T on p C , so that
We write = c n , a subset of it 0 with multiplicities. Actually it is convenient to abuse notation slightly to allow an element of to remember whether it came from c or n . A formal way to do this is to regard an element of as a character of the group generated by T and ; acts by +1 on elements of c , and by ?1 on elements of n . Now x a system of positive roots + c for T in k C . Fix a weight 2 it 0 that is dominant for K; that is, so that h ; i 0 ( 2 + c ):
We de ne the -stable parabolic associated to by q( ) = h C + X 2 h ; i 0 g C; :
The corresponding Levi subalgebra is
The Levi subgroup L( ) may be described as follows. Extend to a complex-linear functional on all of g, by making it zero on each weight space g C; (for 2 ). (These conditions are slightly weaker than the ones in Theorem 2.4.) We can rearrange the coordinates in C n so that our Hermitian form has p 1 plus signs, followed by q 1 minus signs, followed by p 2 plus signs, and so on: It is not di cult to see that these are all the -stable parabolic subalgebras in g, up to conjugation by K; and in fact no two of these are conjugate.
Here is the main theorem. Theorem 4.6. Suppose G is a connected real reductive Lie group in HarishChandra's class, and q is a -stable parabolic subalgebra of g with Levi subgroup L (De nition 4.1). Write u for the nil radical of q, and de ne R = dim u \ p C :
1. Attached to q there is an irreducible unitary representation (q) of G. Up to equivalence, (q) depends only on the K-conjugacy class of q. 2. Write X(q) for the Harish-Chandra module of (q). Then
3. Suppose is an irreducible unitary representation of G with Harish-Chandra module X, and that H (g; K; X) 6 = 0. Then there is a -stable parabolic subalgebra q of g so that ' (q).
We will say a little bit about the proof of this theorem in sections 5 and 6. Here are some remarks. In the setting of Construction 4.3, a -stable Borel subalgebra containing t is the same as a choice + of a system of positive roots for . When in addition rank G = rank K, we have already de ned a representation ( + ) attached to such a positive system: it is a discrete series representation. In this case L = T = L \ K, so the formula in Theorem 4.6 for the cohomology agrees with the formula in Theorem 3.2.
If q = g C , then L = G. We take (g C ) to be the trivial representation of G; Proposition 5.2. In the setting of (5.1), write R = dim u \p C as in Theorem 4.6. The largest eigenvalue of Ad(H ) on^p C is equal to 2 (u \ p)(H ). The corresponding eigenspace is isomorphic tô
The adjoint action of u \ k C is trivial on this space.
Proof. The triangular decomposition p C = u \ p C + l C \ p C + u \ p C gives rise to a decomposition of the exterior algebrâ
Any weight of T appearing is a sum of weights from the three factors. According to (5.1), Ad(H ) has positive eigenvalues on the rst factor, zero eigenvalues on the second, and negative eigenvalues on the third. This proves everything but the last claim. For that, (5.1) implies also that Ad(u \ k C ) acts to raise the eigenvalues of Ad(H ). Q.E.D.
For the next result, we need to x a set of positive roots of T in l C \ k C ; this allows us to speak of highest weights for representations of L \ K. Adjoining to this the set of roots of T in u \ k C gives a set of positive roots of T in k C , and so allows us to speak of highest weights for representations of K.
1. There is a unique representation of K of highest weight = L +2 (u\p C ). and elaborated by Schmid in 13]. The tools are those of complex analysis, so we begin with some general remarks about that. Proposition 6.1. Suppose G is a Lie group and H is a closed subgroup. Write h g for their Lie algebras. Then G-invariant complex structures on the homogeneous space G=H are in one-to-one correspondence with complex Lie subalgebras q g C , having the following two properties.
There is a natural isomorphism
1. We have q \ q = h C , and q + q = g C .
2. The complexi ed adjoint action of H on g C preserves q.
Sketch of proof. This is well-known and (almost) elementary. Suppose we are given a q satisfying these two conditions. The rst condition (together with the fact that q is a complex subspace of g C ) means that q de nes a complex structure on the tangent space g=h to G=H at eH. Next, we use the action of G to move this complex structure to all the other tangent spaces; the second condition guarantees that this is well-de ned. In this way we get a G-invariant almost complex structure on G=H. The fact that q is a Lie subalgebra means that this almost complex structure is integrable. By the Newlander-Nirenberg theorem (this is the not-so-elementary part of the argument) an integrable almost complex structure is a complex structure. The converse is similar (but entirely elementary). Q.E.D.
Notice that q and H are almost a pair in the sense of De nition 1.6. The only change is that q is a complex Lie algebra instead of a real one. (We could de ne a complex pair accordingly, but we will spare the reader.) In any case it is more or less clear what a (q; H)-module ought to be, by analogy with De nition 1.7; we simply require the representation of q to be complex-linear instead of real-linear.
It is well-known that the G-equivariant complex vector bundles on G=H are parametrized naturally by the nite-dimensional complex representations of H.
Here is the analogous result for holomorphic bundles. Proposition 6.2. Suppose G is a Lie group and H is a closed subgroup. Suppose that we are given a G-invariant complex structures on the homogeneous space G=H corresponding to the complex Lie algebra q g C (Proposition 6.1). Then the G-equivariant holomorphic vector bundles on G=H are naturally parametrized by the nite-dimensional (q; H)-modules (De nition 1.7). This parametrization sends a vector bundle V to the ber V = V eH .
We omit the proof. If V is a nite-dimensional (q; H)-module, then the corresponding holomorphic vector bundle on G=H is written V = G q;H V .
If V is a holomorphic vector bundle on a complex manifold X, then one can de ne Dolbeault cohomology groups H 0;p (X; V). If now V is a G-equivariant holomorphic vector bundle on G=H, then there is a natural action of G on the Dolbeault complex, and so on the cohomology groups H 0;p (G=H; V). In this way we get a representation of G on H 0;p (G=H; V). The representations we want to discuss are of this form.
Suppose now that we are in the setting of De nition 4.1, so that q is a -stable parabolic subalgebra of g with Levi subgroup L. By De nition 4.1 and Proposition 6.1, q de nes a G-invariant holomorphic structure on G=L. It is not di cult to see that q \ k C de nes a K-invariant holomorphic structure on K=L \ K, and the natural inclusion K=L \ K ! G=L (6: 3)(a) is a holomorphic embedding. We now introduce a holomorphic line bundle on G=L. (6:3)(e) Example 6.4 . This example has G disconnected, and so does not quite meet our hypotheses; but it is nevertheless attractive. Let G be the general linear group GL(2n; R ), and let X be the Grassmann variety of n-dimensional complex planes in C 2n . This is a compact complex manifold of complex dimension n 2 ; indeed it is a projective algebraic variety. The complex group G C = GL(2n; C ) acts transitively on X. The isotropy group at the standard copy of C n C 2n is Q = A B 0 C j A; C 2 GL(n; C ); B 2 M n n (C ) ; so X ' G C =Q. Now G acts on X, but the action is not transitive. Here is a way to understand the orbits. Suppose V is an n-plane in C 2n . Then V (the set of vectors obtained from V by conjugating coordinate by coordinate) is another n-plane; so V \V = W C is a subspace of C 2n de ned over R ; that is, it is the complexi cation of a subspace W of R 2n . Similarly, V + V = U C is the complexi cation of a subspace U W of respectively; and suppose we are given a complex structure J U=W on U=W. Then the complex structure corresponds to a complex subspace V 0 (U=W) C of dimension n ? d. The preimage V of V 0 in W C is an n-dimensional subspace, and it gives rise to W and U by the construction above. In this way we nd a bijection between the collection of n-planes in C 2n , and the collection of triples (W; U; J U=W ) satisfying (6.4)(a){(c).
In terms of this description, it is easy to understand the orbits of G = GL(2n; R ) acting on X. The GL(W=U) . This last group acts transitively on the complex structures on W=U, so we conclude that G acts transitively on X d . In particular, there are exactly n + 1 orbits. Only one of these is open; it is X 0 , which is just the space of all complex structures on R 2n . As a base point in X 0 we may take some standard complex structure R 2n ' C n ; the isotropy group is evidently GL(n; C ), so that GL(2n; R )=GL(n; C ) ' X 0 = fcomplex structures on R 2n g X ' G C =Q:
Because the standard complex structure J on R 2n is given by a skew-symmetric matrix (consisting of n diagonal blocks 0 1 ?1 0 ), the group L = GL(n; C ) is the Levi factor of a -stable parabolic subalgebra. Consequently X 0 is one of the spaces considered in (6.3). The compact subvariety K=L \ K = O(2n)=U(n) is easy to identify in this case: it consists of all complex structures J on R 2n which preserve the inner product. We compute S = dim C K=L \ K = (n 2 ? n)=2, R = (n 2 + n)=2.
We turn now to a consideration of Dolbeault cohomology groups on the spaces G=L. As we indicated before (6.3), the higher cohomology groups vanish in the case of a Stein manifold. Now a compact complex submanifold of a Stein manifold is necessarily nite; but G=L has the compact complex submanifold K=L \ K, which has complex dimension S. Schmid and Wolf have shown that G=L comes as close to being a Stein manifold as this subvariety will allow. Here is a precise statement. What this means is that G=L admits an exhaustion function (a non-negative smooth function with ?1 ( 0; N]) compact for all N) such that the Levi form of has at most S non-positive eigenvalues at each point of G=L. The Levi form is a Hermitian form on the holomorphic tangent bundle constructed from second partial derivatives of . In holomorphic local coordinates, its matrix is @ 2 =@z i @z j . Corollary 6.6 ( 1], page 250). If S is any coherent sheaf on G=L, then H p (G=L; S) = 0 for p > S. In particular, the Dolbeault cohomology H 0;p (G=L; V) with coe cients in a holomorphic vector bundle V vanishes for p > S.
We can now introduce the line bundle on G=L that we will be working with. Definition 6.7. Suppose q is a -stable parabolic subalgebra for G, with Levi factor L. Use the notation of (6.3). Consider the one-dimensional (q; L)-module
The rst description exhibits L 2 (u) as the ber at eL of the top exterior power of the holomorphic cotangent bundle of G=L. (6:7)(e) Notice that Corollary 6.6 guarantees that this is the highest degree in which the cohomology can be non-zero.
The de nition needs some remarks. First, the representation space is usually in nite-dimensional. We therefore need a topology on it to make any sensible statements. The natural topology comes from the Dolbeault complex. The (0; S)-forms with values in L 2 (u) carry a natural C 1 topology, and the closed forms constitute a closed subspace. The exact forms, however, do not obviously constitute a closed subspace; so the quotient topology on H 0;S is not obviously Hausdor . 16 ] to be unitary. We will have no more to say about the details of this (successful) approach to proving Theorem 4.6, concentrating instead on ideas of Schmid for analyzing e (q). These ideas are taken from his dissertation, which was published in 13]. We choose them because they are easier to understand, and because they motivate many arguments in the algebraic theory. Theorem 5.6 suggests that we ought to nd some connection between e (q) and the representation (q) of K (Corollary 5.5). The rst step is provided by the following result. Lemma 6.8. In the setting of De nition 6.7, the representation of K on the (6:9)(c) These are all coherent sheaves, so the vanishing theorem of Corollary 6.6 applies. The long exact sequence in sheaf cohomology attached to (6.9)(c) therefore ends in degree S; in light of (6.9)(a) and (6.9)(b), the last terms are ! H S (G=L; V 1 ) ! e H(q) ! V (q) ! 0:
(6:9)(d) As an immediate consequence, we deduce that (q) occurs in e (q). The next result is a generalization of Lemma 6.8. Lemma 6.10( 13], (4.3) ). Suppose we are in the setting of De nition 6.7; use the notation of (6.9). Then for all n 0, the quotient sheaf V n =V n+1 is supported on K=L \ K. It may be described as follows. Write N for the holomorphic normal bundle of K=L \ K in G=L, and N for the dual bundle. Explicitly, N ' K q\k C ;L\K (g C =(q + k C )) ' K q\k C ;L\K (u \ p C ): Write S n (N ) for the nth symmetric power of N , and O(W) for the sheaf of germs of holomorphic sections of a vector bundle W. Then V n =V n+1 ' O(S n (N ) L 2 (u) ):
In particular, every cohomology group of V n =V n+1 is a nite-dimensional representation of K.
If is an irreducible representation of K appearing in H S (G=L; V n =V n+1 ), then the highest weight of must be of the form 2 (u \ p C ) + , with a sum of n roots of T in u \ p C .
The rst part of the lemma amounts to a coordinate-free treatment of Taylor expansions; it can be done with K=L \ K G=L replaced by any closed complex submanifold of a complex manifold. The second part is a generalization of Lemma 6.8, and can be proved in a similar way. We omit the details. 
