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Résumé
L’objectif de cette thèse est de proposer des méthodes fiables, efficaces et rapides pour
minimiser des critères convexes apparaissant dans la résolution de problèmes inverses en
imagerie. Ainsi, nous nous intéresserons à des problèmes de restauration/reconstruction
lorsque les données sont dégradées par un opérateur linéaire et un bruit qui peut être non
additif.
La fiabilité de la méthode sera assurée par l’utilisation d’algorithmes proximaux dont
la convergence est garantie lorsqu’il s’agit de minimiser des critères convexes. La quête
d’efficacité impliquera le choix d’un critère adapté aux caractéristiques du bruit, à l’opéra-
teur linéaire et au type d’image à reconstruire. En particulier, nous utiliserons des termes
de régularisation basés sur la variation totale et/ou favorisant la parcimonie des coeffi-
cients du signal recherché dans une trame (frame). L’utilisation de trames nous amènera à
considérer deux approches : une formulation du critère à l’analyse et une formulation du
critère à la synthèse. De plus, nous étendrons les algorithmes proximaux et leurs preuves
de convergence aux cas de problèmes inverses multicomposantes. La recherche de la ra-
pidité de traitement se traduira par l’utilisation d’algorithmes proximaux parallélisables.
Les résultats théoriques obtenus seront illustrés sur différents types de problèmes in-
verses de grandes tailles comme la restauration d’images mais aussi la stéréoscopie, l’im-
agerie multispectrale, la décomposition en composantes de texture et de géométrie. Une
application attirera plus particulièrement notre attention ; il s’agit de la reconstruction de
l’activité dynamique en Tomographie par Emission de Positrons (TEP) qui constitue un
problème inverse difficile mettant en jeu un opérateur de projection et un bruit de Poisson
dégradant fortement les données observées. Pour optimiser la qualité de reconstruction,
nous exploiterons les caractéristiques spatio-temporelles de l’activité dans les tissus.

Abstract
The objective of this work is to propose reliable, efficient and fast methods for min-
imizing convex criteria, that are found in inverse problems for imagery. We focus on
restoration/reconstruction problems when data is degraded with both a linear operator
and noise, where the latter is not assumed to be necessarily additive.
The methods reliability is ensured through the use of proximal algorithms, the conver-
gence of which is guaranteed when a convex criterion is considered. Efficiency is sought
through the choice of criteria adapted to the noise characteristics, the linear operators and
the image specificities. Of particular interest are regularization terms based on total vari-
ation and/or sparsity of signal frame coefficients. As a consequence of the use of frames,
two approaches are investigated, depending on whether the analysis or the synthesis for-
mulation is chosen. Fast processing requirements lead us to consider proximal algorithms
with a parallel structure.
Theoretical results are illustrated on several large size inverse problems arising in
image restoration, stereoscopy, multi-spectral imagery and decomposition into texture and
geometry components. We focus on a particular application, namely Positron Emission
Tomography (PET), which is particularly difficult because of the presence of a projection
operator combined with Poisson noise, leading to highly corrupted data. To optimize the
quality of the reconstruction, we make use of the spatio-temporal characteristics of brain
tissue activity.

Glossaire
Notations générales
H,G : espaces de Hilbert réels séparables.
L : H → G : opérateur linéaire borné.
L∗ : G → H : adjoint de l’opérateur linéaire borné L : H → G.
Γ0(H) : ensemble des fonctions de H dans ]−∞,+∞], convexes,
semi-continues inférieurement et propres (non égales à +∞).
RX : espace euclidien de dimension X .
dom f : domaine de la fonction f : H →]−∞,+∞].
intS : intérieur de l’ensemble S ⊂ H.
riS : intérieur relatif de l’ensemble S ⊂ H.
sriS : intérieur relatif fort de l’ensemble S ⊂ H.
C : ensemble convexe fermé non vide de H.
PC : projecteur sur l’ensemble convexe fermé non vide C ⊂ H.
Argminf : ensemble des minimiseurs de la fonction f .
argmin f : minimiseur de la fonction f en cas d’unicité.
tr(L) : trace de la matrice L ∈ RX×Y .
‖ · ‖F : norme de Frobenius.
sign : fonction signum.
Id : opérateur linéaire identité.
‖ · ‖p : norme ℓp.
Notations spécifiques
y = (yi)1≤i≤N : vecteur associé à une image composée de N pixels.
y : image originale (considérée comme image de référence).
ŷ : image restaurée/reconstruite.
A : opérateur linéaire de dégradation (opérateur de convolution,
de projection, . . .).
z = (zi)1≤i≤M : vecteur d’observations composées de M éléments (pixels, bins,. . .).
F ∈ RK×N : opérateur d’analyse de trame.
F ∗ ∈ RN×K : opérateur de synthèse de trame.
ν : coefficient de trame ajustée (F ∗ ◦ F = νId).
x = (xk)1≤k≤K : vecteur des coefficients de trames.
Q : taille du noyau de flou.
α : paramètre du bruit (variance, paramètre d’échelle,. . .).

CHAPITRE 1
Introduction
« We believe that convergence properties are relevant to clinical medical imaging,
since algorithm divergence could have unfortunate consequences. »
J. Fessler & A. Hero, 1995
1.1 Contexte de l’étude
La Tomographie par Emission de Positrons est une modalité d’imagerie médicale qui
permet, suite à l’injection au patient d’une molécule marquée radioactivement, d’obtenir
une cartographie spatiale d’un paramètre physiologique. Ce dernier se déduit de la mesure
dans les tissus de la concentration radioactive de la molécule injectée. Il peut par exemple
s’agir de molécules analogues au glucose qui permettent de détecter certaines masses can-
céreuses par leur activité métabolique, ou encore de molécules ayant une affinité pour le
système dopaminergique qui est impliqué dans les maladies psychiatriques (dépression,
schizophrénie,. . . ) et certaines maladies neurodégénératives (maladie de Parkinson,. . . ).
Les données récupérées en sortie du tomographe ne permettent pas d’effectuer directe-
ment la cartographie multidimensionnelle du paramètre physiologique considéré. Retrou-
ver la distribution volumique du traceur injecté dans les organes à partir des observations
acquises constitue un problème inverse faisant intervenir un opérateur linéaire de projec-
tion et une perturbation aléatoire modélisée par du bruit de Poisson (variance dépendante
de l’intensité locale du signal). La précision de la restitution de la concentration radioac-
tive du traceur dans les tissus au cours du temps impactera directement la précision du
diagnostic du médecin, d’où l’importance de proposer une méthode fiable et donnant des
résultats de bonne qualité.
La résolution de problèmes inverses est présente dans de nombreuses applications de
traitement d’images comme l’imagerie multispectrale, l’échantillonnage comprimé ou la
stéréoscopie ; elle passe généralement par la minimisation d’un critère. De récentes mé-
thodes d’optimisation convexe, nommées approches proximales, permettent de minimiser
des critères non différentiables et ainsi d’exploiter des décompositions sur des trames.
Ces dernières sont généralement dérivées d’analyses par ondelettes et elles fournissent
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d’une part, des représentations creuses des masses de données traitées, et d’autre part, des
« modèles a priori » simples et efficaces pour modéliser ces données (par exemple, des
données physiologiques).
Les algorithmes proximaux existants gèrent efficacement la résolution de problèmes
inverses en présence de bruit gaussien. Cependant, comme nous l’avons précédemment
précisé, la TEP fait intervenir du bruit de Poisson. Il est donc nécessaire d’adapter ces
méthodes proximales à la reconstruction de l’activité dans les tissus en TEP. Remarquons
que les approches proximales possèdent des propriétés théoriques de convergence qui as-
surent la fiabilité de la solution.
Si les approches proximales ont jusqu’à présent montrées leur efficacité sur des prob-
lèmes spécifiques de débruitage, de restauration ou de reconstruction monocomposantes,
celles-ci n’ont encore été que peu utilisées pour résoudre des problèmes inverses multi-
composantes.
L’un des objectifs de ce travail a été la minimisation du temps de calcul car le médecin
souhaite notamment souvent obtenir les résultats au plus vite. Profitant du fait que les per-
formances des ordinateurs ont largement évolué au cours de ces dernières années, qu’elles
permettent en particulier de stocker plus de données et de favoriser la parallélisation des
calculs sur divers processeurs pour accélérer les calculs, nous chercherons à proposer des
algorithmes parallélisables afin de tirer profit de telles architectures.
Ce travail a donné naissance à deux collaborations. La première s’est déroulée dans
le cadre du projet ANR OPTIMED (« Algorithmes d’optimisation décomposés pour les
problèmes d’imagerie médicale de grande taille ») entre le Laboratoire d’Informatique
Gaspard Monge (LIGM) et le Service Hospitalier Frédéric Joliot (SHFJ). La collaboration
avec C. Comtat du SHFJ a permis d’apréhender les problématiques rencontrées en TEP
dynamique et d’appliquer les méthodes proposées dans les chapitres 3 et 4 sur des données
simulées et réelles. Les résultats obtenus sont présentés dans le chapitre 7. Un exemple de
données réelles est présenté sur la figure 1.1 ; elle présente les données spatio-temporelles
acquises et l’activité reconstruite par la méthode actuellement utilisée en routine clinique.
La seconde collaboration avec L. Briceños et P. L. Combettes du Laboratoire Jacques-
Louis Lions (également partenaire d’OPTIMED) a eu pour objectif de résoudre des prob-
lèmes inverses multicomposantes. L’objectif était d’étendre l’utilisation des algorithmes
proximaux à un cadre multivarié (donc de grande taille) et ainsi de résoudre des prob-
lèmes inverses variés comme ceux se posant en stéréoscopie, en imagerie couleur ou dans
le cadre de la décomposition en composantes de texture et géométrique.
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FIGURE 1.1 – Coupes 2D de données dynamiques acquises (gauche) et de l’activité re-
construite (en Bq/cm3) par la méthode actuellement utilisée en routine clinique (droite)
sur un examen [18F]-FDG pour différentes trames temporelles.
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1.2 Vue d’ensemble du travail effectué
1.2.1 État de l’art
Dans le deuxième chapitre, nous présenterons un rapide état de l’art des problèmes
inverses en imagerie. Nous y détaillerons les méthodes permettant d’aborder ces problé-
matiques. Nous verrons que leur résolution peut passer par la minimisation d’un critère
convexe composé de plusieurs fonctions. Ces fonctionnelles sont choisies à partir d’infor-
mations a priori sur la nature du bruit perturbant les images, sur l’opérateur linéaire de
dégradation (opérateur de projection en TEP) ou encore sur la nature des images. Nous
présenterons les grandes classes d’algorithmes d’optimisation convexe, leurs avantages
et leurs inconvénients respectifs. Nous listerons enfin les méthodes utilisées dans le cas
particulier où la dégradation est un bruit de Poisson.
1.2.2 Algorithmes imbriqués et extension quadratique
Les algorithmes proximaux comme l’algorithme explicite-implicite ou l’algorithme
de Douglas-Rachford ont montré leur intérêt pour la résolution de problèmes inverses. Ces
algorithmes permettent de minimiser un critère composé de deux fonctions convexes. Il
en résulte que des problèmes de restauration/reconstruction en présence de bruit gaussien
sont résolus efficacement avec l’algorithme explicite-implicite, alors que l’algorithme de
Douglas-Rachford permet de gérer des problèmes de débruitage en présence de bruit non-
nécessairement additif gaussien.
Afin d’utiliser le formalisme proximal pour la résolution de problèmes de restaura-
tion ou de reconstruction en présence de bruit de Poisson, nous combinerons deux outils :
(i) des algorithmes proximaux imbriqués qui permettent de minimiser un critère com-
posé d’une somme de trois fonctions et pour lesquels nous fourniront les preuves de
convergence associées ; (ii) une extension quadratique permettant d’approximer l’antilog-
vraisemblance poissonienne.
1.2.3 Algorithme proximal parallèle et régularisation hybride
L’algorithme de Douglas-Rachford formulé dans un espace produit conduit à l’algo-
rithme parallèle proximal (PPXA). Cet algorithme permet de minimiser des critères con-
vexes composés d’une somme de plus de deux fonctions. Cet algorithme, ses preuves de
convergence et son application à des problématiques de restauration d’images en présence
de bruit gaussien ont été proposés dans [Combettes, Pesquet, 2008].
Son application à des problématiques de restauration d’images en présence d’un bruit
qui ne serait pas additif gaussien n’est pas immédiate. Le problème provient du calcul de
l’opérateur proximal, associé au terme d’attache aux données, qui ne prend pas de forme
explicite. Nous proposerons dans ce chapitre de décomposer le terme d’attache aux don-
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nées en une somme de fonctions dont l’opérateur proximal se calcule explicitement. Ce
type de décomposition nous permettra en particulier de gérer efficacement des problèmes
de déconvolution et de super-résolution en présence de bruit non-additif gaussien. De plus,
nous proposerons d’utiliser une régularisation, que nous nommerons hybride, composée
d’un terme de variation totale et d’un terme favorisant la parcimonie sur les coefficients
de trames d’ondelettes du signal recherché. Ce type de régularisation a été précédemment
utilisé pour résoudre des problèmes de déconvolution en présence de bruit gaussien. Nous
verrons dans ce chapitre son influence lorsque le bruit est poissonien.
1.2.4 Formulations à l’analyse et à la synthèse
Dans les méthodes précédemment citées pour résoudre des problèmes inverses, nous
faisons appel à des représentations sur des trames. L’utilisation de tels outils permet de for-
muler le critère de deux façons : la formulation à l’analyse et la formulation à la synthèse.
Ces deux formulations sont équivalentes sous certaines hypothèses que nous clarifierons
dans ce paragraphe. De plus, nous verrons dans ce chapitre que les algorithmes proxi-
maux s’appliquent, d’une part, plus facilement à des critères formulés à la synthèse et,
d’autre part, pour des trames dites ajustées. Nous proposerons des solutions pour utiliser
l’algorithme explicite-implicite et une version étendue de l’algorithme PPXA, nommée
PPXA+, pour les deux formulations, dans le cas de certaines trames non-ajustées.
1.2.5 Algorithmes proximaux multicomposantes
De nombreux problèmes notamment dans les domaines de l’analyse de données à
valeurs complexes, la stéréoscopie, l’imagerie couleur ou la décomposition d’images en
composantes de géométrie et de texture sont des problématiques de traitement d’images
multicomposantes. Ce chapitre s’intéressera à la formulation multicomposante des algo-
rithmes proximaux et aux preuves de convergence associées. Nous proposerons également
diverses applications à la résolution de tels problèmes inverses.
1.2.6 Reconstruction dynamique d’images TEP
Pour résoudre des problèmes de déconvolution en présence de bruit de Poisson nous
avons d’une part proposé l’utilisation d’algorithmes imbriqués combinés avec une exten-
sion quadratique et, d’autre part, l’utilisation de PPXA pour minimiser un critère incluant
une régularisation hybride. Dans ce chapitre, après une brève introduction à la recon-
struction de données TEP dynamiques, nous adapterons les méthodes proposées dans
le cadre de la déconvolution au problème de reconstruction d’images TEP dynamiques.
Pour évaluer les performances de nos méthodes nous avons créé un fantôme adapté à nos
problèmes. Les résultats obtenus sur des données dynamiques réelles seront également
présentés.
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CHAPITRE 2
Introduction aux problèmes inverses et
à l’optimisation convexe
2.1 Problèmes inverses
2.1.1 Quelques exemples
En traitement d’images, on emploie la terminologie de problème inverse (opposée à
la notion de problème direct) dans de nombreuses applications. La résolution d’un prob-
lème inverse consiste à retrouver un signal (ou une image) le plus proche possible d’un
« signal considéré comme référence », par le biais des observations acquises. En raison du
mode d’acquisition et de l’imperfection des détecteurs, ces observations sont la plupart du
temps dégradées par un opérateur linéaire et/ou bruitées. Plusieurs exemples de modalités
s’inscrivent dans ce cadre, comme la tomographie par émission de positrons (opérateur
de projection + bruit de Poisson), la microscopie à champ large (opérateur de convolution
+ bruit gaussien), la microscopie confocale (opérateur de convolution + bruit de Poisson),
l’échantillonnage comprimé plus connu sous le nom de « compressed sensing » (opérateur
associé à une matrice parcimonieuse + bruit gaussien) ou l’imagerie satellitaire (opérateur
de convolution + bruit gaussien).
Une formulation mathématique du problème direct est la suivante,
z = Dα(Ay) (2.1)
où z = (zj)1≤j≤M ∈ RM et y = (yi)1≤i≤N ∈ RN sont des représentations vectorielles des
observations de taille M = M1×M2 et de l’image originale de taille N = N1×N2. A =
(Aj,i)1≤j≤M,1≤i≤N ∈ RM×N est la matrice associée à l’opérateur linéaire de dégradation
et Dα : RM 7→ RM représente une dégradation par un bruit de paramètre α > 0.
La résolution du problème inverse associé à (2.1) nous conduira à une solution ŷ(z) ∈
RN qui par abus de notation sera notée, dans la plupart des cas, ŷ. Dans ce manuscrit,
nous supposerons connues la matrice associée à l’opérateur linéaire et la statistique du
bruit.
Le type de dégradation présent en TEP est illustré figure 2.1. Ce modèle de dégrada-
tion se base sur un opérateur de projection oùM est sensiblement plus petit que N et où le
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bruit présent est un bruit de Poisson (dont la variance dépend de l’intensité). Notons que
ce type de bruit est associé à des processus de comptage ce qui explique pourquoi il est
présent en TEP et, plus généralement, dans l’ensemble des applications pour lesquelles
les observations représentent le nombre de photons reçus par un capteur dans un inter-
valle de temps donné. Dans le modèle (2.1), Dα modélise l’effet du bruit de Poisson et α
le paramètre d’échelle associé. Plus α est petit, plus la dégradation est importante comme
on peut le remarquer sur les figures 2.1(b) et 2.1(c). En TEP, les observations z forment
un sinogramme et représentent le nombre de paires de photons détectées par une ligne (ou
par un tube) de réponse formée par deux détecteurs. Cette application sera détaillée dans
le chapitre 7.
Image originale y ∈ R256×256
(a)
Sinogramme z ∈ R144×288 avec α = 0.1 Sinogramme z ∈ R144×288 avec α = 0.01
(b) (c)
FIGURE 2.1 – Dégradation en TEP.
Pour d’autres modalités, comme c’est le cas en imagerie satellitaire, le modèle de
dégradation peut s’écrire z = Ay + b. Dans ce cas particulier, le nombre d’observations
est égal au nombre de pixels de l’image (M = N), A ∈ RN×N est un opérateur de con-
volution possédant une structure circulante bloc-circulante et b ∈ RM est une réalisation
d’un vecteur aléatoire suivant une loi normale de moyenne nulle et de variance σ2 = α.
Un exemple d’image satellitaire dégradée par un flou uniforme et un bruit blanc gaussien
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de variance α est illustré sur la figure 2.2. Différentes valeurs pour la taille du noyau du
flou et pour la variance du bruit sont considérées. On remarque que plus la taille du flou
est importante, plus les détails sont lissés et, que plus la variance du bruit blanc gaussien
est élevée, plus l’image est irrégulière.
(a) (b)
Image originale y ∈ R512×512 Image dégradée z ∈ R512×512
α = 25 et flou uniforme 3× 3
(c) (c)
Image dégradée z ∈ R512×512 Image dégradée z ∈ R512×512
α = 25 et flou uniforme 7× 7 α = 100 et flou uniforme 3× 3
FIGURE 2.2 – Dégradation en imagerie satellitaire.
En pratique, même dans des cas relativement classiques, comme une convolution et
l’addition d’un bruit gaussien, obtenir une image restaurée de bonne qualité ne sera pas
toujours chose aisée. Cela correspond à des notions de « problèmes mal posés ou/et mal
conditionnés » que nous détaillons maintenant.
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2.1.2 Problème mal posé, mal conditionné et régularisation
Si A ∈ RM×N représente la matrice associée à l’opérateur de dégradation linéaire, la
résolution d’une équation du type z = Ay est dite bien posée si la solution ŷ vérifie les
conditions de Hadamard [Hadamard, 1902] c’est à dire :
(i) existence d’une solution i.e. Im A = RM ,
(ii) unicité de la solution i.e. kerA = {0},
(iii) stabilité de la solution par rapport aux données i.e. ∀(z, z′) ∈ (RM)2, ‖z − z′‖ →
0 ⇒ ‖ŷ(z)− ŷ(z′)‖ → 0.
La condition d’existence signifie que tout élément z ∈ RM est une image d’un élément
y ∈ RN . La condition d’unicité implique que l’ensemble des solutions de l’équation
Ay = 0, où y ∈ RN , se réduit au singleton nul. La condition de stabilité signifie qu’une
petite perturbation sur l’image dégradée engendre une faible variation sur l’image recon-
struite.
En pratique, plusieurs situations se présentent. Dans le cas où r = M = N désigne
le rang de la matrice A, une solution existe toujours car Im A = RN ; de plus, cette
solution est unique car A est injectif et le problème est alors bien défini. Néanmoins A
peut être mal conditionnée. Si (λi)1≤i≤min(N,M) représentent les valeurs singulières de A
rangées par ordre décroissant, le mauvais conditionnement de la matrice A se traduit par
un rapport (de conditionnement) λ1/λmin(N,M) très grand. Ce mauvais conditionnement
apparaît par exemple lorsque A modélise un opérateur de convolution dont la réponse
fréquentielle s’annule à certaines fréquences (typiquement un filtre passe bas).
Pour illustrer cette notion de mauvais conditionnement et les mauvais résultats de
reconstruction induits, plaçons nous dans le cas z = Ay+ b où b désigne le bruit. Dans le
cas où A est carrée inversible, l’image reconstruite peut être obtenue par filtrage inverse,
c’est à dire
ŷ = ŷ(z) = A−1z. (2.2)
Il en résulte que
ŷ = A−1(Ay + b) = y + A−1b (2.3)
Dans le cas où A est mal conditionnée, A−1b va amplifier le bruit ce qui conduira à une
image irrégulière. LorsqueA n’est pas inversible, on peut utiliser l’approche des moindres
carrés également connue sous le nom d’inverse généralisée. Elle consiste à minimiser la
distance euclidienne entre Ay et les observations z, ce qui nous conduit au problème de
minimisation suivant,
ŷ ∈ Argmin
y∈RN
‖Ay − z‖2.
Dans le cas où A n’est pas injective, on choisit souvent la solution ŷ de norme minimale.
Cette approche conduit au même désagrément que le filtrage inverse, à savoir l’irrégularité
de la solution.
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Dans le cas où r = M < N , on parle de problème sous-déterminé et lorsque r =
N < M le problème est sur-déterminé. L’unicité n’est alors plus assurée mais elle peut
être rétablie en introduisant un terme de régularisation [Tikhonov, 1963].
Finalement, quelles que soient les dimensions de A, la volonté de stabiliser la solution
ou d’assurer l’unicité de celle-ci nous conduit à formuler le problème comme suit,
ŷ ∈ Argmin
y∈RN
‖Ay − z‖2 + χφ(y), (2.4)
où φ : RN 7→ ]−∞,+∞] représente le terme de régularisation et χ > 0 le paramètre de
régularisation permettant d’ajuster le compromis entre la proximité aux observations et le
degré de régularité.
2.2 Résolution de problèmes inverses
Nous venons de rappeler les raisons pour lesquelles la résolution d’un problème in-
verse passe souvent par la minimisation d’un critère. De façon à obtenir une image restau-
rée la plus proche possible de l’image considérée comme référence, ce paragraphe vise
à présenter les principales fonctionnelles pouvant constituer le critère. Le choix de ces
fonctions passe par (i) la connaissance a priori du bruit et de l’opérateur linéaire ayant
contaminés les données et (ii) la connaissance a priori de l’image considérée comme
référence (image constante par morceaux, image de texture,· · · ).
2.2.1 Interprétation bayésienne
Afin de mieux appréhender le critère à minimiser pour résoudre efficacement un prob-
lème inverse général modélisé par l’équation (2.1), il est intéressant de faire appel à une
formulation bayésienne. On suppose alors que y et z sont des réalisations des vecteurs
aléatoires Y et Z. L’image inconnue est notée y et elle peut être calculée à l’aide de l’es-
timateur du Maximum A Posteriori (MAP). Cet estimateur consiste, dans le cas de figure
considéré, à trouver la valeur de y qui maximise la distribution de probabilité a posteri-
ori sur les pixels de l’image, notée µY |Z=z(y). Cependant, nous n’avons pas accès à un
modèle précis pour cette loi. Une solution réside dans l’utilisation de la loi de Bayes qui
exprime la loi a posteriori en fonction de la vraisemblance µZ|Y=y(z), de la loi a priori
notée µY (y) et de la loi marginale µZ(z). On souhaite alors trouver
ŷ ∈ Argmax
y∈RN
µY |Z=z(y)⇔ ŷ ∈ Argmax
y∈RN
µZ|Y=y(z)
µY (y)
µZ(z)
⇔ ŷ ∈ Argmax
y∈RN
µZ|Y=y(z)µY (y). (2.5)
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En se basant sur la monotonicité de la fonction logarithme, (2.5) peut s’écrire
ŷ ∈ Argmin
y∈RN
{− log µZ|Y=y(z)− logµY (y)}. (2.6)
Le premier terme de l’équation (2.6) correspond au terme d’attache aux données z et
dépend du modèle de dégradation. Le second terme quant à lui, correspond à un terme
d’a priori sur l’image originale y. En terme de fonctionnelles, si ψ : RN 7→ ]−∞,+∞]
et φ : RN 7→ ]−∞,+∞] désignent respectivement, le terme d’attache aux données et le
terme d’a priori, le critère à minimiser s’écrit sous la forme :
ŷ ∈ Argmin
y∈RN
ψ(y) + χ˜φ(y) (2.7)
avec χ˜ > 0.
Nous allons maintenant donner quelques formes répandues pour le terme d’attache
aux données ψ et pour le terme d’a priori φ. Nous verrons en particulier que le choix de
ψ sera dicté par le type de bruit alors que celui de φ sera guidé par les caractéristiques des
données à estimer.
2.2.2 Terme d’attache aux données
Lorsque Dα modélise un bruit blanc gaussien de variance α = σ2, la vraisemblance
µZ|Y=y(z) est une gaussienne, i.e.
µZ|Y=y(z) =
1
(2πσ2)
M
2
exp−
‖Ay−z‖2
2σ2 (2.8)
ce qui conduit à un terme quadratique pour le terme d’attache aux données lorsque l’on
prend l’anti-logarithme de µZ|Y=y(z) :
− log µZ|Y=y(z) ∝ 1
2σ2
‖Ay − z‖2 = 1
2σ2
ψ(y). (2.9)
Il est clair que lorsque l’on combine (2.7) et (2.9) on se ramène au problème de min-
imisation (2.4) en posant χ = 2σ2χ˜. En suivant un raisonnement similaire lorsque Dα
modélise un bruit de dégradation poissonienne de paramètre d’échelle α et en rappelant
que la vraisemblance poissonienne vaut
µZ|Y=y(z = (zi)1≤i≤M) =
M∏
i=1
exp
(− α(Ay)i)
zi!
(α(Ay)i)
zi , (2.10)
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il apparaît que le terme d’attache aux données est lié à la divergence de Kullback-Leibler
généralisée [Titterington, 1987], notée DKLG(z, ·), et s’exprime par
− logµZ|Y=y(z = (zi)1≤i≤M) ∝
M∑
i=1
−zi log(α(Ay)i) + α(Ay)i = DKLG(z, αAy).
(2.11)
Remarque 2.1 Il faut à ce stade remarquer qu’une statistique poissonienne sera beau-
coup plus difficile à prendre en compte qu’une statistique gaussienne car l’attache aux
données n’est pas finie pour toutes les valeurs de y et n’a pas une dérivée seconde bornée,
ce qui nous le verrons, conduira à une première limitation sur les méthodes à envisager
pour minimiser le critère (2.7) dans le cas poissonien.
2.2.3 Terme de régularisation
Nous allons introduire dans ce paragraphe quelques grandes classes de régulariseurs
aussi bien formulés dans le domaine image que dans un domaine transformé.
2.2.3-a) Dans le domaine image
• Un des premiers types de régularisation est celui formulé par Tikhonov [Tikhonov,
1963] qui est de la forme φ(y) = ‖Λy‖22 avec Λ ∈ RN×N . Les choix de Λ les plus
fréquents dans la littérature sont :
– Λ = Id qui favorise les solutions de faible norme (où Id désigne la matrice iden-
tité).
– Λ associée à un filtre laplacien discret qui favorise une image avec un laplacien
faible c’est à dire une image dont l’intensité lumineuse variera doucement.
• Une autre approche consiste à choisir φ(y) = ιC(y) avec C =
⋂c
i=1Ci où (Ci)i∈{1,...,c}
représentent un ensemble de c > 0 contraintes et où ιC désigne la fonction indicatrice,
précisée plus loin par la définition 2.3. Les contraintes sont par exemple choisies de façon
à assurer que la différence entre deux pixels voisins (horizontaux, verticaux et diagonaux)
soit inférieure à un certain seuil ǫ > 0 i.e.
∀(i, j) ∈ {2, . . . , N1} × {1, . . . , N2}, |yi,j − yi−1,j| < ǫ,
∀(i, j) ∈ {1, . . . , N1} × {2, . . . , N2}, |yi,j − yi,j−1| < ǫ,
∀(i, j) ∈ {2, . . . , N1} × {2, . . . , N2}, |yi,j − yi−1,j−1| < ǫ,
∀(i, j) ∈ {2, . . . , N1} × {2, . . . , N2}, |yi−1,j − yi,j−1| < ǫ.
lorsqu’on définit y = (yi,j){1,...,N1}×{1,...,N2}. Cette approche possède le désavantage d’avoir
un grand nombre de contraintes c à calculer (de l’ordre de 4 N1 N2 contraintes).
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• La méthode de régularisation dans le domaine image la plus utilisée reste une régu-
larisation de type variation totale introduite par Rudin, Osher et Fatemi (ROF) [Rudin
et al., 1992]. On désigne par Ω un ensemble ouvert de R2 et on note W1,1(Ω) l’espace
de Sobolev qui définit l’espace des fonctions f ∈ L1(Ω) telles que toutes les dérivées au
sens des distributions de f , d’ordre inférieur à 1, sont également dans L1(Ω), la variation
totale est alors définie par,
∀y ∈W1,1(Ω), tv(y) =
∫
Ω
‖Dy(w)‖2 dw (2.12)
où Dy représente le gradient de y. En dimension finie la variation totale trouve de nom-
breuses définitions suivant le type de discrétisation choisi pour l’opérateur de différenti-
ation. La plus connue est celle proposée par Chambolle [Chambolle, 2004] qui est telle
que :
∀y ∈ RN1×N2, φ(y) = tv(y) =
N1∑
i=1
N2∑
j=1
√(
(∇1 y)i,j
)2
+
(
(∇2 y)i,j
)2 (2.13)
avec
(∇1 y)i,j =
{
yi+1,j − yi,j si i < N1
0 si i = N1
(2.14)
et
(∇2 y)i,j =
{
yi,j+1 − yi,j si j < N2
0 si j = N2.
(2.15)
La variation totale a connu une grande popularité car elle permet d’obtenir des images
débruitées de relativement bonne qualité, principalement si l’image originale est de type
« bande-dessinée », c’est à dire contenant beaucoup d’aplats. Cependant, pour des images
naturelles, cette méthode présente des artefacts donnant un effet « de marche d’escalier »
(staircasing effect) [Louchet, 2008].
2.2.3-b) Dans le domaine transformé – introduction des trames
Les transformées en ondelettes permettent de représenter une image « régulière » sur
un nombre limité de coefficients d’ondelettes d’amplitude significative, et dans le même
temps de répartir équitablement le bruit sur l’ensemble des composantes. Ainsi ce type
de transformée est particulièrement bien adaptée à des problèmes de débruitage en util-
isant des techniques de seuillage des coefficients [Donoho, 1995; Antoniadis, Fan, 2001]
dont les plus connues sont le seuillage dur et le seuillage doux. Cette transformation
présente deux types de coefficients : les coefficients de détails (verticaux, horizontaux
et diagonaux) et les coefficients d’approximations. Les premiers sont des coefficients
modélisant les hautes fréquences de l’image et les seconds, les basses fréquences. Ils
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peuvent être obtenus par filtrage des lignes et colonnes intercalés avec des opérations
de décimation (bancs de filtres [Mallat, 1997]) ou par l’utilisation de schémas de lift-
ing [Sweldens, 1996]. L’analyse multirésolution consiste à itérer cette décomposition sur
plusieurs niveaux. Sur les figures 2.3(b) et (c) sont représentées les transformées en on-
delettes de l’image 2.3(a) sur un niveau de résolution et sur 2 niveaux de résolution. Pour
plus de détails sur ces transformées, aussi appelées bases d’ondelettes orthonormales (ou
bi-orthogonales), ainsi que sur leurs diverses applications, une excellente référence est le
livre de S. Mallat [Mallat, 1997].
(a) (b) (c)
FIGURE 2.3 – (a) Image médicale, (b) transformée en ondelettes sur 1 niveau et (c) trans-
formée en ondelettes sur 2 niveaux de résolution.
Plus récemment de nouvelles études ont porté sur le choix de représentations redon-
dantes, appelées trames, permettant une meilleure description de l’image en favorisant la
parcimonie des coefficients construits (peu de coefficients significatifs). Dans la suite K
désigne un sous-ensemble non vide de N. G désigne un espace de Hilbert séparable muni
d’un produit scalaire noté
〈·, ·〉 et d’une norme notée ‖ · ‖ =√〈·, ·〉. Une famille (ek)k∈K
dans G constitue une trame s’il existe deux constantes ν et ν dans ]0,+∞[ telles que
(∀y ∈ G) ν‖y‖2 ≤
∑
k∈K
|〈y, ek〉|2 ≤ ν‖y‖2. (2.16)
L’opérateur de trame associé est un opérateur linéaire injectif borné,
F : G → ℓ2(K) : y 7→ (〈y, ek〉)k∈K, (2.17)
son adjoint, nommé l’opérateur de synthèse de trame est un opérateur linéaire surjectif
borné
F ∗ : ℓ2(K)→ G : (ξk)k∈K 7→
∑
k∈K
ξkek. (2.18)
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Remarquons qu’en dimension finie, la borne supérieure dans (2.16) est toujours satisfaite.
De plus, lorsque ν = ν = ν dans (2.16), (ek)k∈K est appelée une trame ajustée. Dans ce
cas,
F ∗ ◦ F = νId. (2.19)
Un exemple simple de trame ajustée est une union de ν bases orthonormales. D’autre
part, une union de décompositions réelles (resp. complexes) en arbre dual est l’union de
deux (resp. quatre) bases d’ondelettes orthonormales [Chaux et al., 2006]. Les curvelets
[Candès, Donoho, 2002; Fadili, Starck, 2009] constitutent un autre exemple de trame
ajustée. De manière historique, les trames de Gabor [Daubechies, 1992] ont joué un
rôle important dans de nombreux problèmes inverses. Sous certaines conditions, les con-
tourlets [Do, Vetterli, 2005] constituent également des trames ajustées. Lorsque F−1 =
F ∗, une base orthonormale est obtenue. Des constructions et détails supplémentaires sur
la théorie des trames peuvent être trouvés dans [Han, Larson, 2000].
Dans un tel cadre d’étude, le modèle de dégradation (2.1) devient,
z = Dα(AF ∗x) (2.20)
où x ∈ RK représente les coefficients de trame associés à l’image de référence y tels que
y = F ∗x (notons que K = {1, . . . , K}, G = RN et K ≥ N). Dans cette configuration,
notre objectif est de retrouver des coefficients de trames x̂ les plus proches possible de x
à partir des observations z. L’approche la plus classique consiste à minimiser un critère
de la forme
x̂ ∈ Argmin
x∈RK
ψ(F ∗x) + χφ˜(x)
où χ > 0, ψ est le terme d’attache aux données et φ˜ : RK 7→ ]−∞,+∞] est le terme de
régularisation. L’image reconstruite est alors ŷ = F ∗x̂.
Le choix de φ˜ = ‖·‖1 est motivé statistiquement par la modélisation des coefficients de
trames par une loi laplacienne i.i.d. (cf. figure 2.4) et par le constat que l’anti-logarithme
de la densité de probabilité associée conduit à une norme ℓ1.
2.3 Optimisation convexe 33
−100 −80 −60 −40 −20 0 20 40 60 80 100
0
1000
2000
3000
4000
5000
6000
7000
8000
(a) (b)
FIGURE 2.4 – (a) Figure 2.3(b) et (b) histogramme associé à la sous-bande de détails
horizontaux.
Remarque 2.2
– Remarquons qu’un lien peut être établi entre une norme ℓ1 appliquée sur le gradient
de l’image (variation totale) et sur les coefficients d’ondelettes non-décimées par
un filtre de Haar [Selesnick, Figueiredo, 2009].
– Cette approche fait intervenir une norme ℓ1 et donc un critère convexe mais non dif-
férentiable. Nous verrons dans le paragraphe suivant que minimiser un critère non
différentiable peut avoir un impact sur la vitesse de convergence des algorithmes
mis en oeuvre.
Dans le cadre d’un bruit gaussien [Donoho, 1995; Do, Vetterli, 2005] et également
en présence d’une convolution [Daubechies et al., 2004], l’utilisation de trames est avan-
tageuse en termes de performance. Ces conclusions sont mises en évidence particulière-
ment pour des images naturelles, images pour lesquelles la variation totale [Figueiredo
et al., 2006] se révèle moins adaptée que l’utilisation de trames.
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Comme nous venons de le voir, la résolution d’un problème inverse passe souvent
par la minimisation d’un critère. Dans ce manuscrit nous nous limiterons à des fonc-
tions objectifs convexes permettant de résoudre une large classe de problèmes inverses.
Dans ce paragraphe, nous commençons par rappeler des définitions et théorèmes d’anal-
yse convexe bien connus [Za˘linescu, 2002] qui nous seront indispensables dans le reste du
manuscrit. Nous abordons par exemple les notions d’ensemble convexe et de projection
sur un convexe, utiles lorsqu’il s’agit d’inclure dans notre critère des contraintes telles que
la positivité des données. Nous nous attardons également sur des notions comme la co-
ercivité et la stricte convexité permettant d’assurer l’existence et l’unicité du minimiseur.
34 Introduction aux problèmes inverses et à l’optimisation convexe
Nous présentons ensuite les principales classes d’algorithmes permettant de minimiser des
critères différentiables et non-différentiables. Nous faisons la différence entre ces deux
types de critères, car la non-différentiabilité est une difficulté supplémentaire dans l’ob-
tention de méthodes compétitives en terme de convergence. Dans la suite, H désigne un
espace de Hilbert séparable muni d’un produit scalaire noté
〈·, ·〉 et d’une norme notée
‖ · ‖ =
√〈·, ·〉.
2.3.1 Quelques rappels d’analyse convexe
Définition 2.3 (Fonction indicatrice d’un ensemble) Soit C ⊂ H un ensemble. La fonc-
tion indicatrice de cet ensemble est notée ιC et se définit par :
(∀u ∈ H) ιC : u 7→
{
0, si u ∈ C;
+∞, si u /∈ C.
Définition 2.4 (Distance à un ensemble) Soit C ⊂ H un ensemble non vide. La distance
à cet ensemble est notée dC et se définit par
dC : H → [0,+∞[
u 7→ inf
v∈C
‖u− v‖. (2.21)
Définition 2.5 (Ensemble convexe) Soit C ⊂ H un ensemble. Cet ensemble est dit con-
vexe si (∀(u, v) ∈ C2) (∀λ ∈]0, 1[) λu+ (1− λ)v ∈ C.
Theorème 2.6 (Projection sur un convexe) Soit C ⊂ H un ensemble convexe fermé non
vide et soit u ∈ H. Il existe alors un point unique noté PCu ∈ C tel que dC(u) =
‖u− PCu‖. On appelle PCu la projection de u sur C.
Définition 2.7 (Intérieur et intérieur relatif d’un convexe) Soit C ⊂ H un ensemble con-
vexe non vide. L’intérieur du convexe C est noté intC et se définit par
intC = {u ∈ C | ∃ρ > 0, B(u; ρ) ⊂ C},
où B(u; ρ) désigne une boule de rayon ρ centrée en u. L’intérieur relatif de C est noté
riC et se définit par
riC = {u ∈ C | ∃ρ > 0, B(u; ρ) ∩ aff C ⊂ C},
où aff désigne l’enveloppe affine de C.
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On peut remarquer que intC ⊂ riC ⊂ C.
Définition 2.8 (Domaine d’une fonction) Soit f : H → ]−∞,+∞]. Le domaine de la
fonction f est l’ensemble noté dom f tel que
dom f = {u ∈ H | f(u) < +∞}.
On dit que f est propre si dom f 6= ∅ (i.e. elle n’est pas identiquement égale à l’infini).
Définition 2.9 (Fonction convexe) Une fonction f : H → ]−∞,+∞] est dite convexe si
elle vérifie :(∀(u, v) ∈ H2) (∀λ ∈]0, 1[) f(λu+ (1− λ)v) ≤ λf(u) + (1− λ)f(v). (2.22)
La fonction f est strictement convexe si l’inégalité (2.22) est stricte dès que (u, v) ∈
(dom f)2 et u 6= v.
Définition 2.10 (Fonction s.c.i.) Soit f : H → ]−∞,+∞] et soit u ∈ H. La fonction f
est semi-continue inférieurement si(∀u0 ∈ H) lim inf
u→u0
f(u) ≥ f(u0).
Définition 2.11 (Classe Γ0(H)) Γ0(H) représente la classe des fonctions f : H → ]−∞,+∞]
convexes, semi-continues inférieurement et propres.
Définition 2.12 (Coercivité) Soit f : H → ]−∞,+∞] et soit u ∈ H. La fonction f est
coercive si lim‖u‖→+∞ f(u) = +∞.
Définition 2.13 (Sous-différentiel et sous-gradient) Soit f : H → ]−∞,+∞] une fonc-
tion propre. Le sous-différentiel de f est noté ∂f et se définit par
(∀u ∈ H) ∂f(u) = {w ∈ H | (∀v ∈ H) 〈v − u, w〉+ f(u)︸ ︷︷ ︸
I(v,u,w)
≤ f(v)}. (2.23)
Un élément de ∂f(u) est un sous-gradient de f en u.
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FIGURE 2.5 – Représentation graphique de I(·, u, w) pour trois différentes valeurs de w.
Sur la figure 2.5, la fonction affine I(·, u, w) définie dans l’équation (2.23) est représentée
pour trois valeurs de w par les lignes discontinues rouges.
Définition 2.14 (Fonction Gâteaux-différentiable) On dit qu’une fonction f : H → ]−∞,+∞]
est Gâteaux-différentiable en u ∈ dom f si et seulement si la dérivée directionnelle
f ′(u; v) = lim
λ→0+
f(u+ λv)− f(u)
λ
existe pour toutes les directions v ∈ H et si l’application v 7→ f ′(u; v) est linéaire
continue.
Theorème 2.15 Si f est convexe et Gâteaux-différentiable en u ∈ dom f , alors il existe
un unique sous-gradient appelé gradient de f en u noté ∇f(u). Dans ce cas ∂f(u) =
{∇f(u)}.
Définition 2.16 (Fonction de gradient Lipschitz) On dit qu’une fonction f : C → ]−∞,+∞]
est de gradient β-Lipschitz avec β ∈]0,+∞[ si(∀(u, v) ∈ C2) ‖∇f(u)−∇f(v)‖ ≤ β‖u− v‖.
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Définition 2.17 (Épigraphe) L’épigraphe d’une fonction f : H → ]−∞,+∞] est noté
epif et se définit par
epif =
{
(u, η) ∈ H ×R | f(u) ≤ η}.
Définition 2.18 (Section inférieure) La section inférieure de la fonction f : H → ]−∞,+∞]
à la hauteur η ∈ R est notée lev≤η f et se définit par
lev≤η f =
{
u ∈ H | f(u) ≤ η}.
Définition 2.19 [Rockafellar, Wets, 2004, Définition 7.1] On dira que la suite (fℓ)ℓ∈N de
fonctions définies sur RX épi-converge vers la fonction f ∈ Γ0(RX) si les deux fonctions
ayant pour épigraphe la limite supérieure et la limite inférieure de la suite des ensembles
epifℓ coïncident et sont égales à f .
Proposition 2.20 [Rockafellar, Wets, 2004, Proposition 7.4] Soit (fℓ)ℓ∈N une suite de
fonctions s.c.i. définies sur RX . Si la suite (fℓ)ℓ∈N est croissante (fℓ ≤ fℓ+1), la suite
épi-converge vers sa limite ponctuelle.
2.3.2 Résultats d’analyse convexe
Proposition 2.21 Soit f une fonction propre convexe et u ∈ H un minimiseur local de f .
u est alors un minimiseur global de f .
Proposition 2.22 [Ekeland, Témam, 1999, Chapitre 3, Proposition 1.2] Soit f ∈ Γ0(H)
et C ⊂ H un convexe fermé non vide. f admet un minimiseur sur C dans les deux cas
suivants :
(i) C est borné.
(ii) f est coercive.
Si, de plus, f est strictement convexe sur C, la solution est unique.
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Définition 2.23 (Convergence faible) Une suite (un)n∈N d’éléments deH converge faible-
ment vers un élément u ∈ H lorsque :
∀v ∈ H, lim
n→+∞
〈
v, un
〉
=
〈
v, u
〉
.
Définition 2.24 (Convergence forte) Une suite (un)n∈N d’éléments de H converge forte-
ment vers un élément u ∈ H lorsque :
lim
n→+∞
‖un − u‖ = 0.
La convergence forte implique la convergence faible. En dimension finie, les conver-
gences faible et forte sont équivalentes.
Définition 2.25 (taux de convergence linéaire) Soit û ∈ H la solution du problème d’op-
timisation. On parle de taux de convergence linéaire (ou taux de convergence géométrique)
lorsque la méthode d’optimisation génère une suite d’estimées (un)n∈N qui satisfont :
(∀n ∈ N) ‖un − û‖ ≤ τn‖u0 − û‖
où τ ∈]0, 1[ définit le taux de convergence.
Theorème 2.26 [Rockafellar, Wets, 2004, Théorème 7.33] Soient f et (fℓ)ℓ∈N des fonc-
tions s.c.i et propres de RN . On suppose que la suite (fℓ)ℓ∈N est telle que l’union de leur
section inférieure à la hauteur η ∈ R soit bornée, i.e. pour tout η ∈ R, ⋃ℓ∈N lev≤η fℓ
est bornée. De plus, on suppose que (fℓ)ℓ∈N épi-converge vers sa limite ponctuelle f . Si
f possède un unique minimiseur noté û, toute suite (ûℓ)ℓ∈N de minimiseurs de (fℓ)ℓ∈N
converge vers û.
2.3.3 Algorithmes
Ce paragraphe n’a pas la prétention de lister l’ensemble des algorithmes permettant de
minimiser des fonctionnelles convexes mais plutôt de rappeler certaines grandes classes
d’algorithmes. Dans la suite de ce paragraphe, le problème de minimisation convexe con-
sidéré est de la forme :
û ∈ Argmin
u∈H
J∑
j=1
fj(u) (2.24)
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où pour tout j ∈ {1, . . . , J}, fj ∈ Γ0(H). Pour résoudre ce type de problèmes, il faut
faire appel à des algorithmes itératifs générant une suite (un)n∈N qui converge (au moins
faiblement) vers une solution du problème (2.24). La solution est unique lorsque le critère
est strictement convexe et dans ce cas
û = argmin
u∈H
J∑
j=1
fj(u) (2.25)
2.3.3-a) Algorithmes permettant de minimiser des critères différen-
tiables
Dans ce paragraphe, nous considérons le cas particulier de (2.24) où J = 1 et f1 est
une fonction convexe différentiable de gradient β1-Lipschitz. Nous rappelons les algo-
rithmes de base permettant de résoudre une telle problématique.
• Les méthodes de gradient sont basées sur le fait que pour tout u ∈ H, ∇f1(u) corre-
spond à la direction possédant le taux de croissance le plus élevé de f1 en u. Par con-
séquent, −∇f1(u) correspond au taux de décroissance le plus grand ce qui indique un
bon choix de direction pour trouver le minimiseur de f1. Soit u0 ∈ H, l’initialisation de
l’algorithme, alors les itérations n ∈ N construisent une suite (un)n∈N telle que
un+1 = un − γn∇f1(un),
où (γn)n∈N représente la suite des pas de l’algorithme. La difficulté réside dans le choix du
pas permettant d’approcher le minimum le plus rapidement possible. La méthode de plus
grande pente choisit le pas de l’algorithme permettant de maximiser la taux de décroi-
sance de la fonction objectif à chaque itération en calculant γn = argminγ>0 f1(un −
γ∇f1(un)) qui est calculé le plus souvent par des approches dichotomiques. Parmi les
méthodes de pas adaptatif on peut également citer la méthode de descente de gradient
avec recherche linéaire d’Armijo où le pas γn est admissible s’il vérifie
f1
(
un − γn∇f1(un)
) ≤ f1(un)− ǫγn‖∇f1(un)‖,
avec ǫ ∈]0, 1[. Il y a également la stratégie de [Barzilai, Borwein, 1988] qui fait inter-
venir l’inverse du Hessien de f1. L’utilisation d’un pas adaptatif permet d’accroître les
performances d’une descente de gradient à pas constant. Il faut néanmoins rester con-
scient que les méthodes à pas adaptatifs sont coûteuses à chaque itération de l’algorithme.
Remarquons tout de même que des preuves de convergence faible vers û sont garanties si
γn ∈]0, 2/β1[. D’autre part, lorsque f1 = ‖A ·−z‖2, l’algorithme de gradient résultant est
connu sous le nom d’algorithme de Landweber [Landweber, 1951].
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• Les méthodes de Newton ne se contentent pas d’utiliser la dérivée première mais s’ap-
puient également sur la dérivée seconde. L’idée de cet algorithme consiste à construire
successivement une approximation quadratique de la fonction objectif f1 en un point un
ajustée à partir de la dérivée première et seconde, puis on trouve le minimiseur de cette
fonction quadratique plutôt que de minimiser f1 directement. Le minimiseur est alors
utilisé comme nouveau point de construction d’une approximation. La procédure est en-
suite répétée jusqu’à la convergence de l’algorithme. L’approximation quadratique peut
être construite en utilisant le développement en série de Taylor de la fonction f1 au point
courant un, en négligeant les termes d’ordre supérieur ou égal à trois. Les itérations sont
alors de la forme :
un+1 = argmin
u∈H
f1(un) +∇f1(un)⊤(u− un) + 1
2
(u− un)⊤H(un)(u− un)︸ ︷︷ ︸
I(u,un)
(2.26)
où H désigne le Hessien de f1 en un. Remarquons que si H désigne une matrice définie
positive telle que pour tout v ∈ H, la fonction I(·, v), définie dans l’équation (2.26),
soit une approximation majorante de f1 en v alors on parle d’algorithme de majoration-
minimisation (MM) [Hunter, Lange, 2004]. Lorsque H désigne une approximation du
Hessien, on parle de méthode de quasi-Newton. Cette approche permet généralement
d’améliorer la vitesse de convergence.
Davantage de détails sur ces méthodes gérant des critères différentiables sont présen-
tés dans [Chouzenoux et al., 2009]. En particulier, des méthodes à barrières sont étudiées
car elles permettent de gérer des fonctions différentiables à dérivée seconde non bornée
(comme la divergence de Kullback-Leibler).
Remarque 2.27 Nous avons présenté ces algorithmes dans le cas J = 1. Néanmoins ils
peuvent être utilisés pour minimiser un critère composé des diverses fonctionnelles. Cela
requiert que chaque fonctionnelle soit différentiable et souvent de gradient Lipschitz de
façon à obtenir des garanties de convergence.
2.3.3-b) Algorithmes permettant de minimiser des critères non dif-
férentiables
Commençons par formaliser un cas particulier du problème (2.24) lorsque J = 1 et
f1 = ιC , cela conduit à :
Problème 2.28 Soit C =
⋂c
i=1Ci, où (Ci)i∈{1,...,c} est une famille d’ensembles convexes
fermés non vides de H.
Trouver û ∈ C.
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Le problème 2.28 est connu sous le nom d’approche ensembliste. C est appelé ensemble
admissible lorsque C 6= ∅ et la solution est admissible lorsqu’elle vérifie l’ensemble des
contraintes (Ci)i∈{1,...,c}. Ce formalisme est très utilisé en traitement d’images pour des
applications diverses (se référer à [Youla, Webb, 1982], [Capricelli, 2008, Chapitre 3] et
aux références associées). La formulation des contraintes est issue de la connaissance a
priori des données à reconstruire et également des observations. Notons que des exemples
de contraintes ont été donnés dans le paragraphe 2.2.3-a) pour la résolution de problèmes
inverses. Le problème 2.28 peut être résolu par l’algorithme séquentiel POCS (Projection
Onto Convex Sets) [Bregman, 1965] qui consiste à initialiser u0 ∈ H et pour tout n ∈ N,
calculer
un+1 = Pi(n)un
où i(n) représente un balayage cyclique tel que i(n) = (n mod c) + 1.
La convergence faible de cet algorithme a été démontrée dans [Bregman, 1965]. Remar-
quons qu’une version étendue introduisant un paramètre de relaxation a été proposée dans
[Gurin et al., 1967], article dans lequel la convergence forte a également été démontrée.
Des variantes de l’algorithme POCS telles que ART (Algebraic Reconstruction Tech-
nique) [Gordon et al., 1970] ou PPM (Parallel Projection Method) [Combettes, 1994;
Iusem, De Pierro, 2006] ont été proposées pour effectuer ces projections en parallèle et
permettre ainsi d’améliorer les performances de POCS ne pouvant traiter qu’une con-
trainte à chaque itération. Ces algorithmes sont utilisés pour résoudre des problèmes in-
verses [Trussell, Civanlar, 1984] mais peuvent parfois, comme dans certaines applications
en traitement d’images, faire appel à un nombre de contraintes très élevé. Une méthode
parallèle semble donc beaucoup plus adaptée à ce type de problèmes avec une possi-
ble implantation sur une architecture multi-cœur ou GPU (Graphics Processing Unit).
Néanmoins, il se peut que les complexités de calcul des projections pour les différentes
contraintes ne soient pas les mêmes et un algorithme hybride séquentiel/parallèle permet
alor d’optimiser la convergence. Ces algorithmes hybrides portent le nom d’algorithmes
par blocs. Pour introduire un de ces algorithmes nous allons nous placer dans un cadre un
peu plus large que la formulation du problème 2.28.
Problème 2.29 Soit C =
⋂c
i=1Ci 6= ∅, où (Ci)i∈{1,...,c} est une famille d’ensembles
convexes fermés de H. Soit f1 ∈ Γ0(H).
Trouver û ∈ C tel que f1(û) = inf f1(C).
Ce problème est un cas particulier du problème (2.24) lorsque J = 2 et f2 = ιC et il
devient équivalent au problème 2.28 lorsque f1 = 0.
L’algorithme itératif par blocs BISGA (Block Iterative Surrogate Gradient Algorithm)
proposé dans [Combettes, 2003] est présenté plus bas (algorithme 1) dans le contexte
suivant :
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Hypothèse 2.30 Soit f1 ∈ Γ0(H) une fonction différentiable et strictement convexe sur
C ⊂ H. On suppose qu’il existe w ∈ S ⊂ H tel que f1(w) < +∞ et tel que S = {v ∈
H | f1(v) ≤ f1(w)} est borné (hypothèses assurant l’existence d’un unique minimiseur).
De plus, les contraintes sont modélisées par(∀i ∈ {1, . . . , c}) Ci = {u ∈ H | ϕi(u) ≤ δi} (2.27)
où pour tout i ∈ {1, . . . , c}, ϕi est une fonction convexe et continue de H dans R et δi
un paramètre réel (les ensembles de contraintes ainsi définis sont des sections inférieures
des fonctions (ϕi)1≤i≤c).
Fixer ǫ ∈]0, 1/c[ et u0 ∈ H.
Pour n ∈ N
1- Prendre un ensemble d’indices In ⊂ {1, . . . , c} non vide.
2- Soit ti,n un sous-gradient de ϕi en un.
3- Pour i ∈ In, pi,n =
{
un +
δi−ϕi(un)
‖ti,n‖ ti,n, si ϕi(un) > δi;
un, si ϕi(un) ≤ δi.
4- On fixe la suite (ωi,n)i∈In variant dans ]ǫ, 1] et telle que
∑
i∈In ωi,n = 1.
5- λn =
{P
i∈In
ωi,n‖pi,n−un‖2
‖Pi∈In ωi,npi,n−un‖2
, si un ∈
⋂
i∈In Ci;
1, sinon.
6- un = arg min
u∈Dn∩En
f1(u) avec
{
Dn = {v ∈ H |
〈
un − v,∇f1(un)
〉 ≤ 0},
En = {v ∈ H |
〈
v − vn, un − vn
〉 ≤ 0}.
Algorithme 1: Algorithme BISGA.
L’algorithme BISGA converge vers l’unique solution du problème 2.29 lorsqu’il ex-
iste un nombre d’itérations L > 0 pour lequel, quelque soit l’itération courante n ∈ N,⋃n+L−1
j=n Ij = {1, . . . , c}. Cette hypothèse implique que chaque ensemble Ci soit utilisé
au moins une fois au cours des L itérations suivantes. La notion d’algorithmes par blocs
provient des suites (In)n∈N désignant un groupe de contraintes. L’étape 3 de l’algorithme
correspond à une projection sous-différentielle de un sur chaque (Ci)i∈In . Enfin, il est
intéressant de remarquer que dans le cas où f1 est un terme quadratique, l’étape 6 prend
une forme explicite. On laissera les lecteurs se reporter à [Combettes, 2003; Miled et al.,
2009] pour plus de détails sur cet algorithme, ses simplifications dans le cas quadratique
et également son utilisation dans le cas de la stéréoscopie.
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Le problème 2.29 nous permet également d’introduire l’algorithme de gradient projeté
[Bertsekas, Tsitsiklis, 1997, Chap. 3., Sect.3.3.2][Alber et al., 1998] qui est un algorithme
avec un bon taux de convergence lorsque la fonction est de gradient β1-Lipschitz. Soit
u0 ∈ C, la suite (un)n>0 est construite de la façon suivante :
un+1 = un + λn
(
PC
(
un − γn(∇f1(un)− un)
))
.
L’algorithme converge faiblement vers une solution du problème 2.29 lorsque l’on choisit,
pour tout n ∈ N, le paramètre de relaxation λn ∈]0, 1] et le pas de l’algorithme γn ∈
]0, 2/β1[. De la même manière que pour la simple descente de gradient, des stratégies
de recherche de pas sont envisageables mais requièrent d’arrêter la recherche linéaire
lorsque l’on sort du convexe C. Ce type d’algorithme a récemment été utilisé pour ré-
soudre le problème de déconvolution en présence de bruit gaussien avec une régularisation
par variation totale [Chambolle, 2004]. Dans ce travail, Chambolle introduit la variation
totale sous forme de contrainte, telle que C = {u ∈ H | tv(u) ≤ δ} avec δ ∈]0,+∞[,
et non sous forme lagrangienne comme nous l’avions fait dans le paragraphe précédent, à
savoir,
min
u∈H
f1(u) + χtv(u) avec χ > 0.
Le dernier algorithme que nous allons mentionner dans ce paragraphe est l’algorithme
de sous-gradient projeté de Polyak [Polyak, 1969]. Cet algorithme permet de résoudre le
problème 2.29 dans une formulation générale, ne nécessitant pas d’hypothèse de différen-
tiabilité sur f1. L’algorithme est initialisé par une valeur u0 ∈ C et, pour tout n ∈ N, tn
désigne un sous-gradient de f1 en un. Les itérations sont obtenues pour tout n ∈ N par
un+1 = PC
(
un − σn tn‖tn‖
)
,
où, pour avoir des garanties de convergence, (σn)n≥0 est une suite de valeurs strictement
positives de somme infinie (∑n σn = +∞) et de carré sommable (∑n σ2n < +∞). Ces
hypothèses impliquent un pas inversement proportionnel au nombre d’itérations, ce qui
va se traduire par une convergence lente de l’algorithme. Cet algorithme permet donc
de traiter des fonctionnelles convexes non-différentiables de type norme ℓ1 mais au prix
d’une convergence lente.
2.3.4 Conclusion sur les algorithmes
Divers algorithmes permettant de minimiser des critères différentiables ou non-différen-
tiables viennent d’être présentés. Nous récapitulons dans le tableau 2.1 l’ensemble des
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avantages et inconvénients de chaque méthode. Dans ce tableau, le fait de gérer des fonc-
tions de gradient non-Lipschitz mais différentiables sur leur domaine concerne directe-
ment la divergence de Kullback-Leibler. La non-différentiabilité est liée à la minimisation
d’un critère comprenant la norme ℓ1 (par exemple comme terme de régularisation). La
gestion des contraintes permet d’envisager des contraintes comme la positivité des pixels
de l’image reconstruite, ou encore s’assurer que la solution appartienne à la boule tv, ce
qui reviendrait à formuler le critère (2.7) sous la forme :
min
y∈RN
ψ(y) s.c. φ(y) ≤ δ. (2.28)
Un autre élément de comparaison pour ces différents algorithmes est leur possible
implantation en parallèle de façon à améliorer leur temps de calcul (important quand
les données sont de grandes tailles). Le dernier élément considéré est ainsi la vitesse de
convergence.
Le tableau 2.1 montre qu’il est difficile de gérer efficacement un critère incluant si-
multanément une fonction qui n’est pas de gradient Lipschitz et une norme ℓ1 avec les
méthodes précédemment citées. Lorsqu’il s’agit alors de prendre en compte des données
dégradées par un bruit de Poisson, une solution efficace sera de faire appel aux algo-
rithmes proximaux, méthodes permettant de minimiser un critère de la forme (2.24) sous
la seule contrainte que, pour tout i ∈ {1, . . . , J}, on soit capable de calculer explicitement
la solution de
argmin
u∈H
1
2
‖u− v‖2 + fi(u),
connue sous le nom d’opérateur proximal de la fonction fi au point v ∈ H. La notion
d’opérateur proximal sera détaillée dans le chapitre 3.
2.4 Bruit de Poisson : quelle méthode adopter ?
La littérature associée aux applications telles que la TEP, l’imagerie SPECT (Single
Photon Emission Computed Tomography), l’astronomie gamma, la microscopie confo-
cale ou encore l’imagerie optique, permet d’avoir un large aperçu des méthodes de recon-
struction en présence de bruit de Poisson. Nous allons présenter dans ce paragraphe, les
principales méthodes utilisées à savoir les approches basées sur le maximum de vraisem-
blance [Richardson, 1972; Lucy, 1974; Shepp, Vardi, 1982; Lange, Carson, 1984], les
approches MAP lorsque le terme d’attache aux données est quadratique [Fessler, Hero,
1995; Bouman, Sauer, 1996; Verhaeghe et al., 2008], et enfin certains travaux permettant
de stabiliser la variance des observations tels que les transformées de Anscombe et de
Haar-Fisz [Anscombe, 1948; Bar-Lev, Enis, 1988; Fryz´lewicz, Nason, 2001; Zhang et al.,
2008].
Remarque 2.31 Dans cette thèse notre intérêt portera sur les approches variationnelles.
Il faut néanmoins être conscient que d’autres approches ont été développées dans le cas
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Gradient Newton POCS Gradient BISGA Polyak
projeté
Critère
différentiable X
et de gradient X X - X (et strict. X
Lipschitz convexe)
Critère
différentiable X
mais PAS de - - - - (et strict. X
gradient convexe)
Lipschitz
Critère X
non - - - - (Si exprimé X
diffé- sous forme
rentiable de containte)
Contraintes X
avec - - X X (contrainte de X
projecteur la forme (2.27))
explicite
X
Parallé- - - (variantes - X -
lisable parallèles comme
ART ou PPM)
Assez lent Vitesse Parfois moins Très lent
mais dépendante Similaire rapide à cause
possibilité Rapide du nombre méthode que d’autres du choix
Vitesse d’acc. avec de de méthodes avec du pas
méthodes contraintes gradient projecteur permettant
d’adaptation explicite d’assurer
de pas. la conv.
TABLE 2.1 – Tentative de comparaison des principaux algorithmes d’optimisation con-
vexe utilisés dans les problèmes d’imagerie.
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d’un bruit additif gaussien et plus récemment dans un cadre poissonien. Parmi ces méth-
odes ont peut citer les approches de type « moyennes non-locales » (Non-local means)
[Buades et al., 2005; Deledalle et al., 2010] ou encore les approches basées sur l’équiv-
alent du principe de Stein [Stein, 1981] dans le cas du bruit Poisson [Hudson, 1978;
Tsui, Press, 1982; Luisier et al., 2010]. Ces méthodes sont actuellement efficaces pour
des problèmes de débruitage mais lorsqu’un opérateur de dégradation linéaire rentre en
jeu l’extension de ces travaux n’est pas triviale.
2.4.1 Maximum de vraisemblance
Une première approche, connue sous le nom d’algorithme de Richardson-Lucy dans
des applications en microscopie ou en astronomie [Richardson, 1972; Lucy, 1974] et sous
le nom d’algorithme EM-ML (Expectation-Maximisation Maximum Likelihood) en TEP
[Dempster et al., 1977; Shepp, Vardi, 1982; Lange, Carson, 1984], consiste à maximiser la
vraisemblance poissonienne. Le raisonnement pour obtenir les itérations de l’algorithme
est le suivant. On cherche l’estimée de y = (yi)1≤i≤N la plus probable notée ŷMV . Ceci
revient à résoudre
ŷMV = arg max
y∈RN
logµZ|Y=y((zj)1≤j≤M)
La loi de Poisson est donnée par :
µZ|Y=y((zj)1≤j≤M) =
M∏
j=1
exp
(− α∑Ni=1Aj,iyi)
zj!
(α
N∑
i=1
Aj,iyi)
zj , (2.29)
où (Aj,i)1≤j≤M,1≤i≤N et (zj)1≤j≤M sont définis par l’équation (2.1). Par conséquent,
log µZ|Y=y((zj)1≤j≤M) =
M∑
j=1
{
− α
N∑
i=1
Aj,iyi + zj log
(
α
N∑
i=1
Aj,iyi
)}
+ constante.
La maximisation de la vraisemblance peut être effectuée par l’algorithme EM. Des ex-
plications détaillées sont présentées dans [Shepp, Vardi, 1982, Annexe I]. Les itérations
résultantes de l’algorithme EM-ML sont, pour tout n ∈ N,
(∀j ∈ {1, . . . , N}) yj,n+1 = yj,n
α
∑M
i=1Aij
M∑
i=1
Aij
zi∑N
j=1Aijyj
.
La suite (yn)n∈N définie précédemment converge vers le maximum de la log vraisem-
blance poissonienne. Cependant, comme aucun terme de régularisation n’est pris en compte,
l’image ŷMV est une estimée instable, dominée par le bruit. Cependant, un avantage de
cette approche provient de la possibilité d’assurer la positivité de la solution. En effet,
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cet algorithme est un algorithme multiplicatif avec un facteur multiplicatif positif, ce qui
assure que si la première estimée est positive, les suivantes le seront également. Pour plus
de détails sur cet algorithme on pourra se référer à [Shepp, Vardi, 1982; Lange, Carson,
1984]. Cet algorithme est néanmoins connu pour posséder des taux de convergence très
faibles. Pour cela, des versions accélérées telles que OSEM (Ordered Subsets Expectation
Maximization) [Hudson, Larkin, 1994] ont été proposées. L’algorithme OSEM considère
à chaque itération un sous-ensemble des données observées. La méthode la plus utilisée
consiste à prendre des sous-ensembles consécutifs adaptés. Le raisonnement est similaire
à l’implantation de ART proposée dans [Herman, Meyer, 1993].
2.4.2 Approche MAP : traiter le bruit comme s’il sagissait d’un bruit
gaussien
L’approche EM-ML permet d’obtenir des résultats corrects mais très éloignés de l’op-
timum recherché. Pour améliorer ses performances, des approches EM-MAP ont été en-
visagées mais l’étape de Maximisation de l’EM est alors lourde en temps de calcul. Dans
la littérature on peut par contre trouver des approches MAP où le terme d’attache aux
données est approximé par une fonction quadratique. On peut se reporter aux nombreux
travaux effectués dans cette direction à savoir [Fessler, Hero, 1995; Bouman, Sauer, 1996;
Verhaeghe et al., 2008] et les références associées. Généralement, cette approximation
conduit à des résultats corrects lorsque les données sont peu dégradées par le bruit de
Poisson [Fessler, 1995]. Dans ces approches, le terme de régularisation est souvent une
pénalisation quadratique appliquée sur chaque pixel et son voisinage.
Pour envisager des régularisations plus performantes telles que la variation totale
ou une norme ℓ1 appliquée sur des coefficients de trame, il faut faire appel à des tech-
niques d’optimisation convexe plus récentes : les approches proximales [Combettes, Wajs,
2005] ont montré leur efficacité pour des problèmes de restauration en présence de bruit
gaussien. Pour traiter des données dégradées par un opérateur linéaire et un bruit de Pois-
son, il peut être envisagé d’utiliser une approximation quadratique de l’antilog-vraisem-
blance poissonienne de façon à se ramener à des critères de la forme :
min
y∈RN
‖Ay − z‖2 + χtv(y), (2.30)
ou
min
x∈RK
‖AF ∗x− z‖2 + χ‖x‖1, (2.31)
2.4.3 Approche MAP : transformées stabilisatrices de variance
• Approximation de Anscombe
Une approche proposée par Donoho dans [Donoho, 1993] consiste à effectuer un pré-
traitement sur les observations en utilisant la transformée de Anscombe [Anscombe, 1948;
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Mäkitalo, Foi, 2010],
A(z) = 2
√
z +
3
8
.
Ce pré-traitement permet à la statistique du bruit de se rapprocher d’une loi normale cen-
trée de variance 1. Ce constat est illustré par les figures 2.6 et 2.7 pour des paramètres
d’échelles fixés à α = 0.1 et α = 0.02. On remarque que plus la valeur de α est faible,
moins la transformation est efficace. Après la transformation, la suite du traitement con-
siste à considérer les données comme des données gaussiennes.
• Transformée de Haar-Fisz
L’objectif de la transformée de Haar-Fisz [Fryz´lewicz, Nason, 2001] est identique à celle
de Anscombe. Elle consiste à stabiliser la variance et implique de cette façon que le bruit
se rapproche d’un bruit gaussien. La transformée de Haar-Fisz notée F est obtenue de la
façon suivante :
(i) Effectuer une transformée en ondelettes avec des filtres non normalisés de Haar sur
l’image y ∈ RN1×N2 sur J niveaux, tels que N1 = N2 = 2J . A chaque niveau
de décomposition i ∈ {1, . . . , J}, modifier les coefficients de détails de la façon
suivante :
xio =
{
0 si xiapp. = 0,
xio/
√
xiapp. sinon
où o représente les coefficients de détails horizontaux, verticaux ou diagonaux.
(ii) Effectuer la transformée en ondelettes de Haar inverse sur J niveaux à partir des
coefficients transformés à l’étape précédente.
Sur les figures 2.6 et 2.7, sont représentés les histogrammes de bruit pour les différentes
transformations. Il apparaît clairement que la transformée de Haar-Fisz fournit une bonne
approximation d’une loi normale, et cela quelque soit le niveau de bruit.
2.4.4 Approches proximales
Grâce à des outils récents d’optimisation convexe que nous présenterons dès le chapitre
suivant, des algorithmes comme l’algorithme de Douglas-Rachford [Combettes, Pesquet,
2007a] ou l’algorithme proximal parallèle [Combettes, Pesquet, 2008] permettent, en par-
ticulier, de résoudre le problème de débruitage en formulant un critère convexe composé
d’une divergence de Kullback-Leibler et d’une régularisation de type norme ℓ1 sur des
coefficients de trame, à savoir,
x̂ ∈ Argmin
x∈RK
DKLG(z, F
⊤x) + χ‖x‖1, (2.32)
2.4 Bruit de Poisson : quelle méthode adopter ? 49
−250 −200 −150 −100 −50 0 50 100 150 200
0
2000
4000
6000
8000
10000
12000
14000
Histogramme de y − z/α
−15 −10 −5 0 5 10 15 20
0
2000
4000
6000
8000
10000
12000
−12 −10 −8 −6 −4 −2 0 2 4 6 8
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Histogramme de A(y)−A(z/α) Histogramme de F(y)− F(z/α)
FIGURE 2.6 – Comparaison des histogrammes de bruit pour α = 0.1 lorsque y correspond
à l’image de Lena.
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FIGURE 2.7 – Comparaison des histogrammes de bruit pour α = 0.02 lorsque y corre-
spond à l’image de Lena.
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ou d’une divergence de Kullback-Leibler avec une régularisation par variation totale, c’est
à dire,
ŷ ∈ Argmin
y∈RN
DKLG(z, y) + χtv(y). (2.33)
L’image débruitée par la minimisation du critère (2.32) est ŷ = F⊤x̂. A ce stade, nous
nous contentons de montrer quelques résultats de débruitage obtenus avec les algorithmes
proximaux, sans en détailler les itérations. Nous comparons ces résultats aux méthodes
stabilisatrices de variance et à l’approximation quadratique. Pour ces approches nous min-
imisons,
x̂ ∈ Argmin
x∈RK
‖F⊤x− T (z)‖22 + χ‖x‖1, (2.34)
ou
v̂ = argmin
v∈RN
‖v − T (z)‖22 + χtv(v). (2.35)
La notation T permet d’englober les deux approches stabilisatrices de variance et l’ap-
proximation quadratique. En effet, nous avons T (z) = A(z) pour la transformée de
Anscombe, T (z) = F(z) pour la transformée de Haar Fisz et T (z) = z dans le cas
de l’approximation quadratique. Dans notre exemple, F représente une transformée en
ondelettes avec des filtres de symmlets de longueur 6 [Mallat, 1997]. D’une part, la solu-
tion de l’équation (2.34) revient à effectuer un seuillage doux des coefficients d’ondelettes
de T (z) [Daubechies et al., 2004]. D’autre part, la solution de (2.35) est obtenue en ap-
pliquant l’approche de Chambolle sur T (z). Les images débruitées par le critère (2.34)
(resp. du critère (2.35)) sont obtenues par ŷ = T −1(F⊤x̂) (resp. ŷ = T −1(v̂)).
Pour chaque approche, le paramètre de régularisation χ a été choisi manuellement
pour obtenir le plus grand rapport signal sur bruit (SNR). Dans l’ensemble du manuscrit,
le SNR mesurera l’erreur entre une image y et l’image originale y. Il est défini par
SNR(y, y) = 20 log10
‖y‖
‖y − y‖ . (2.36)
Une autre mesure qui sera fréquemment utilisée est la mesure de similarité de structures
(SSIM), introduite dans [Wang, Bovik, 2009]. Ses valeurs sont comprises entre -1 et
1 (le maximum étant obtenu pour deux images identiques). Le programme Matlab est
disponible sur la page web de Z. Wang 1.
Les résultats obtenus par les différentes approches sont présentés sur les figures 2.8
et 2.9 où nous pouvons remarquer la nette amélioration des résultats tant en terme de
SNR, de SSIM ou visuellement lorsque la divergence de Kullback-Leibler est considérée.
Cet exemple vise essentiellement à évaluer la qualité de restauration pour les différents
choix de terme d’attache aux données. Cependant, nous pouvons noter que, pour la régu-
larisation par norme ℓ1 sur les coefficients de trames, de meilleurs résultats auraient pu
1. http ://www.ece.uwaterloo.ca/∼z70wang/research
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être obtenus en remplaçant la transformée en ondelettes choisie par des trames telles que
des contourlets, des bandelets, des transformées en arbre dual. Notons que pour obtenir
de bons résultats en utilisant des trames, le coefficient de régularisation doit être adapté
à chaque sous-bande. Lorsqu’un opérateur linéaire est pris en compte, les algorithmes
proximaux ne peuvent être utilisés directement lorsque l’attache aux données est une
divergence de Kullback-Leibler, cela nous conduira à deux études différentes dans les
chapitres 3 et 4.
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Remarque 2.32 Notons que de récents travaux basés sur d’autres approches que les
méthodes proximales se sont intéressés à la minimisation d’un critère composé de la
divergence de Kullback-Leibler et de la variation totale [Dey et al., 2006; Chan, Chen,
2007; Bardsley, Luttman, 2009].
2.5 Conclusion
Ce présent chapitre nous a permis d’introduire la problématique et les approches exis-
tantes pour l’aborder. Elle permet de dégager trois points importants :
• Nous avons vu que de nombreux algorithmes permettent de résoudre des problèmes de
débruitage, restauration et reconstruction en présence de bruit additif gaussien, grâce à un
terme d’attache aux données quadratique (fonction de gradient Lipschitz).
• Nous avons montré que pour des données dégradées par un bruit de Poisson impliquant
un terme d’attache aux données lié à la divergence de Kullback-Leibler, la propriété de
gradient Lipschitz requise pour la convergence de nombreux algorithmes n’est pas véri-
fiée. Il faut néanmoins noter que la fonctionnelle reste deux fois différentiable sur son
domaine.
• Une limitation supplémentaire provient du choix du terme de régularisation. En effet,
un terme qui semble adéquat en pratique est une norme ℓ1 appliquée sur des coefficients
de trames. Cependant, dans les algorithmes cités, ceux permettant de traiter des fonction-
nelles non-différentiables sont généralement très lents. Une solution consiste à approx-
imer la norme ℓ1 par une fonction différentiable telle qu’une fonction de Huber [Durand,
Nikolova, 2007; Carlavan et al., 2009] mais le choix d’une bonne approximation jouera
sur la vitesse de convergence de l’algorithme et la qualité des résultats. Dans la suite nous
présenterons des algorithmes proximaux qui constituent des méthodes efficaces permet-
tant de minimiser des critères non-différentiables. Ces algorithmes requièrent néanmoins
certaines adaptations pour être appliqués dans le cas d’un bruit poissonien, en particulier
lorsque la dégradation comporte également un opérateur linéaire. Enfin, nous avons re-
marqué que, malgré les bons résultats produits par la régularisation sur des trames d’on-
delettes ou une régularisation par variation totale, les résultats obtenus présentent des arte-
facts. Un point que nous aborderons dans le chapitre 4 est la nécessité de trouver d’autres
termes de régularisation permettant d’améliorer la qualité de restauration/reconstruction.
Nous présenterons dans ce but, la notion de régularisation hybride.
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Image originale Image dégradée
Solution de (2.34) avec T = Id Solution de (2.34) avec T = A Solution de (2.34) avec T = F
SNR = 18.3 dB et SSIM = 0.61 SNR = 19.1 dB et SSIM = 0.66 SNR = 17.8 dB et SSIM = 0.56
Solution de (2.35) avec T = Id Solution de (2.35) avec T = A Solution de (2.35) avec T = F
SNR = 20.3 dB et SSIM = 0.70 SNR = 21.0 dB et SSIM = 0.75 SNR = 19.9 dB et SSIM = 0.67
Solution de (2.33) Solution de (2.33)
SNR = 21.3 dB et SSIM = 0.76 SNR = 19.7 dB et SSIM = 0.69
FIGURE 2.8 – Comparaison des différentes méthodes de débruitage en présence de bruit
de Poisson pour une dégradation avec un paramètre d’échelle fixé à α = 0.1.
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Solution de (2.34) avec T = Id Solution de (2.34) avec T = A Solution de (2.34) avec T = F
SNR = 15.8 dB et SSIM = 0.46 SNR = 14.5 dB et SSIM = 0.47 SNR = 14.9 dB et SSIM = 0.40
Solution de (2.35) avec T = Id Solution de (2.35) avec T = A Solution de (2.35) avec T = F
SNR = 17.0 dB et SSIM = 0.55 SNR = 15.7 dB et SSIM = 0.59 SNR = 16.3 dB et SSIM = 0.50
Solution de (2.33) Solution de (2.33)
SNR = 17.9 dB et SSIM = 0.62 SNR = 16.4 dB et SSIM = 0.51
FIGURE 2.9 – Comparaison des différentes méthodes de débruitage en présence de bruit
de Poisson pour une dégradation avec un paramètre d’échelle fixé à α = 0.02.
CHAPITRE 3
Imbrication d’algorithmes proximaux
et extension quadratique
3.1 Motivations
Depuis le début des années 2000, de nombreux travaux ont porté sur la minimisa-
tion d’un critère convexe composé d’une somme de deux fonctions non-nécessairement
différentiables [Bect et al., 2004; Figueiredo, Nowak, 2003; Daubechies et al., 2004;
Combettes, Wajs, 2005; Combettes, Pesquet, 2007a]. On peut par exemple citer, l’algo-
rithme EM (Expectation-Maximization) introduit dans [Figueiredo, Nowak, 2003], l’al-
gorithme Landweber seuillé [Bect et al., 2004; Daubechies et al., 2004] également connu
sous le nom d’algorithme explicite-implicite dans une forme plus générale [Combettes,
Wajs, 2005] et l’algorithme de Douglas-Rachford [Combettes, Pesquet, 2007a]. Ces deux
derniers font appel à la notion d’opérateur proximal introduit par Moreau dans [Moreau,
1965] et possèdent des garanties de convergence. Nous définirons dans un premier temps
cet opérateur et certaines de ses propriétés qui nous seront utiles dans ce chapitre ainsi
que dans le reste du manuscrit. Notre intérêt portera ensuite sur les algorithmes proxi-
maux (explicite-implicite et de Douglas-Rachford) et les propriétés de convergence asso-
ciées. Le calcul de l’opérateur proximal d’une somme de deux fonctions convexes fera
l’objet d’une étude dans le paragraphe suivant. Nous présenterons ensuite la classe des
algorithmes proximaux imbriqués que nous avons proposée et leurs propriétés de con-
vergence. Ces méthodes permettent de résoudre une classe de problèmes plus large, à
savoir la minimisation d’une somme de trois fonctions. La formulation de cette classe de
problèmes est la suivante.
Problème 3.1 Soient f , g et h des fonctions appartenant à la classe Γ0(H) où g est une
fonction de gradient β-Lipschitz avec β > 0. On souhaite trouver
û ∈ Argmin
u∈H
f(u) + g(u) + h(u).
Le troisième fonctionnelle permet par exemple d’inclure dans le critère, en plus du terme
d’attache aux données et d’un terme de régularisation, des contraintes additionnelles
telles qu’une contrainte de positivité des données ou une contrainte sur la dynamique des
pixels. Dans le paragraphe 3.6, cette approche nous permettra entre autres de résoudre
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un problème inverse où l’image est dégradée par un opérateur linéaire et un bruit non-
nécessairement additif gaussien, comme un bruit de Poisson. Dans les exemples étudiés
dans le paragraphe 3.6, h se réduira à la fonction indicatrice d’un ensemble convexe ce
qui nous amènera à considérer un cas particulier du problème 3.1, à savoir :
Problème 3.2 Soient f et g deux fonctions appartennant à la classe Γ0(H) où g est une
fonction de gradient β-Lipschitz avec β > 0. Soit C ⊂ H un ensemble convexe fermé non
vide. On souhaite trouver
û ∈ Argmin
u∈H
f(u) + g(u) + ιC(u).
3.2 Opérateur proximal
3.2.1 Définition
L’opérateur proximal est associé à une fonction f ∈ Γ0(H) en un point u ∈ H et se
note proxfu. Il correspond à l’unique point qui minimise f + ‖ · −u‖2, i.e.
proxf : H → H : u 7→ argmin
v∈H
1
2
‖v − u‖2 + f(v). (3.1)
Cet opérateur généralise la notion de projection sur un ensemble convexe fermé non vide
C ⊂ H telle que proxιC = PC . De nombreuses formes explicites d’opérateurs proximaux
sont répertoriées dans de récents travaux [Combettes, Wajs, 2005; Chaux et al., 2007;
Combettes, Pesquet, 2007a; Combettes, Pesquet, 2010]. Une forme bien connue de cet
opérateur proximal est celle associée à une norme ℓ1 (antilog vraisembance d’une loi de
Laplace), qui est rappelée ci-dessous.
Exemple 3.3 Soit χ ∈]0,+∞[ et soit ϕ = χ| · |. On a alors, pour tout ξ ∈ R,
proxϕξ =

ξ − χ si ξ > χ
0 si ξ ∈ [−χ, χ]
ξ + χ si ξ < −χ
Cet opérateur proximal correspond à un seuillage doux, c’est à dire, pour tout ξ ∈ R,
proxϕξ = soft[−χ,χ]ξ = sign(ξ)max{|ξ| − χ, 0}.
D’autres formes explicites sont données pour des distributions gaussienne généralisée,
exponentielle, gamma, chi, uniforme et, plus généralement, pour des densités de proba-
bilité log-concaves [Chaux et al., 2007]. Dans la suite de ce chapitre, seules les propriétés
de cet opérateur qui sont nécessaires à la bonne compréhension du manuscrit seront rap-
pelées.
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3.2.2 Quelques propriétés
Dans ce paragraphe nous listons une série de propriétés liées aux opérateurs proxi-
maux. Ces propriétés vont du calcul d’un opérateur proximal pour une fonction composée
avec un opérateur linéaire, utile dans des problèmes de restauration d’images, à la pro-
priété de contraction de l’opérateur proximal, nécessaire dans les preuves de convergence
des algorithmes proximaux. Nous nous attarderons également sur le calcul de l’opérateur
proximal d’une somme de deux fonctions dont l’une est la fonction indicatrice d’un en-
semble convexe.
• Points fixes [Chaux et al., 2007, lemme 2.3(i)] :
Soit f ∈ Γ0(H), pour tout u ∈ H, on a alors
u ∈ Argminf ⇔ proxfu = u. (3.2)
• Perturbation quadratique [Combettes, Wajs, 2005, lemme 2.6(i)] :
Soit f = h+ϑ‖ · ‖2/2+χ〈·, v˜〉+ ε avec h ∈ Γ0(H), v˜ ∈ H, ϑ ∈ [0,+∞[ et (χ, ε) ∈ R2.
Pour tout u ∈ H, on a alors
proxfu = proxh/(ϑ+1)
(
(u− χv˜)/(ϑ+ 1)). (3.3)
• Translation [Combettes, Wajs, 2005, lemme 2.6(ii)] :
Soit f = h(· − v˜) avec h ∈ Γ0(H) et v˜ ∈ H. Pour tout u ∈ H, on a alors
proxfu = v˜ + proxh(u− v˜). (3.4)
• Changement d’échelle [Combettes, Wajs, 2005, lemme 2.6(iii)] :
Soit f = h(./χ) avec h ∈ Γ0(H) et χ ∈ Rr 0. Pour tout u ∈ H, on a alors
proxfu = χ proxh/χ2(u/χ). (3.5)
• Contraction et « moyenne α » [Combettes, Wajs, 2005, Définitions 1.1 et 2.3] :
Nous rappelons ici les définitions et quelques propriétés d’un opérateur contractant, d’un
opérateur de « moyenne α », d’un opérateur fermement contractant et strictement contrac-
tant.
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Définition 3.4 Un opérateur L : H → H est contractant si
(∀(u, v) ∈ H2) ‖Lu− Lv‖ ≤ ‖u− v‖.
Définition 3.5 L est dit de « moyenne α » (α-averaged) si L = (1− α)Id + αR pour un
certain opérateur contractant R : H → H. La classe des opérateurs de « moyenne α »
est notée A(α).
Lemme 3.6 [Combettes, 2004, lemme 2.3] Soient L : H → H et ϑ ∈ ]0,+∞[ tels que
ϑL ∈ A(1
2
)
, et soit γ ∈]0, 2ϑ[. On a alors Id− γL ∈ A( γ
2ϑ
)
.
Lemme 3.7 [Combettes, 2004, lemme 2.1(i) et 2.1(ii)] Soient L : H → H et α ∈]0, 1[.
Les propriétés suivantes sont alors équivalentes.
(i) L ∈ A(α).
(ii) (∀(u, v) ∈ H2) ‖Lu− Lv‖2 ≤ ‖u− v‖2 − 1−α
α
‖(Id− L)u− (Id− L)v‖2.
Définition 3.8 L’opérateur L est fermement contractant s’il satisfait l’une des condi-
tions équivalentes suivantes :
(i) (∀(u, v) ∈ H2) ‖Lu− Lv‖2 ≤ 〈Lu− Lv, u− v〉.
(ii) (∀(u, v) ∈ H2) ‖Lu− Lv‖2 ≤ ‖u− v‖2 − ‖(Id− L)u− (Id− L)v‖2.
On peut remarquer que l’opérateur L est fermement contractant si et seulement si L ∈
A(1
2
)
.
Lemme 3.9 [Combettes, Wajs, 2005, lemme 2.4] Soit f ∈ Γ0(H). proxf et Id − proxf
sont alors fermement contractant.
Définition 3.10 Un opérateur linéaire L : H → H est strictement contractant de con-
stante ϑ ∈]0, 1[ si
(∀(u, v) ∈ H2) ‖Lu− Lv‖ ≤ ϑ‖u− v‖.
Proposition 3.11 Soit f une fonction fortement convexe de module ϑ ∈ ]0,+∞[, i.e.
f = h+ ϑ ‖ · ‖2/2 où h ∈ Γ0(H), alors :
(i) (∀(u, v) ∈ H2) 〈proxfu− proxfv, u− v〉 ≥ (1 + ϑ)‖proxfu− proxfv‖2
(ii) proxf est strictement contractant de constante (1 + ϑ)−1.
Preuve :
La fonction h/(1 + ϑ) appartient à Γ0(H) ce qui implique, d’après le lemme 3.9, que
prox(1+ϑ)−1h est fermement contractant , i.e.
(∀(u, v) ∈ H2) ‖prox h
1+ϑ
u− prox h
1+ϑ
v‖2 ≤ 〈prox h
1+ϑ
u− prox h
1+ϑ
v, u− v〉.
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Par conséquent, en utilisant (3.3) avec χ = ε = 0, nous obtenons
(∀(u, v) ∈ H2) 〈proxfu− proxfv, u− v〉
=(1 + ϑ)
〈
prox h
1+ϑ
( u
1 + ϑ
)
− prox h
1+ϑ
( v
1 + ϑ
)
,
u
1 + ϑ
− v
1 + ϑ
〉
≥(1 + ϑ)
∥∥∥∥prox h1+ϑ( u1 + ϑ)− prox h1+ϑ( v1 + ϑ)
∥∥∥∥2
=(1 + ϑ)‖proxfu− proxfv‖2.
La propriété (ii) peut alors être déduite en appliquant l’inégalité de Cauchy-Schwarz :
(∀(u, v) ∈ H2) (1 + ϑ)‖proxfu− proxfv‖2 ≤
〈
proxfu− proxfv, u− v
〉
≤ ‖proxfu− proxfv‖‖u− v‖.
• Composition :
La propriété suivante concerne le calcul de l’opérateur proximal d’une fonction f de
Γ0(H) composée avec un opérateur linéaire borné L vérifiant L ◦ L∗ = χ Id pour χ > 0.
On reconnaît ainsi la propriété caractéristique de l’opérateur de synthèse d’une trame
ajustée qui a été introduite dans le chapitre 2 [équation (2.19)].
Proposition 3.12 [Combettes, Pesquet, 2007a, proposition 11] Soit G un espace de Hilbert
réel, soit f une fonction de Γ0(G) et soit L : H → G un opérateur linéaire borné. Sup-
posons que la composition de L et L∗ satisfait L ◦ L∗ = χ Id, pour χ ∈ ]0,+∞[, on a
alors : f ◦ L ∈ Γ0(H) et
proxf◦L = Id + χ
−1L∗ ◦ (proxχf − Id) ◦ L. (3.6)
Notons qu’une généralisation de cette proposition sera présentée dans le chapitre 4 [propo-
sition 4.3].
• Formule de décomposition :
Nous rappelons ici une proposition utile au calcul de l’opérateur proximal d’une fonction
séparable.
Proposition 3.13 [Chaux et al., 2007, proposition 2.10] Soit I un sous-ensemble non vide
de N, soit (oi)i∈I une base orthonormale de H et soit
f : H → ]−∞,+∞] ; u 7→
∑
i∈I
ϕi(〈u|oi〉).
Si I est fini, ou s’il existe un sous-ensemble J de I tel que :
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(i) I r J est fini,
(ii) (∀i ∈ J) ϕi ≥ 0,
(iii) il existe une suite (ξi)i∈J dans R telle que
∑
i∈J
|ξi|2 < +∞,
∑
i∈J
|proxϕiξi|2 < +∞
et
∑
i∈J
ϕi(ξi) < +∞ ;
alors f ∈ Γ0(H) et
(∀u ∈ H) proxfu =
∑
i∈I
(
proxϕi〈u|oi〉
)
oi.
• Somme d’une fonction de Γ0(H) et d’une fonction indicatrice :
Dans le paragraphe 3.4, notre attention portera sur le calcul de l’opérateur proximal de
la somme d’une fonction indicatrice et d’une fonction de Γ0(H). Nous rappelons ici, que
sous certaines limitations ce calcul est direct.
Proposition 3.14 [Combettes, Pesquet, 2007a, proposition 12] Soit f ∈ Γ0(H) et soit C
un sous-ensemble convexe de H tel que C ∩ dom f 6= ∅, alors :
(i) (∀u ∈ H), proxfu ∈ C ⇒ proxιC+fu = proxfu.
(ii) Supposons que H = R, on a alors
proxιC+f = PC ◦ proxf . (3.7)
Nous nous proposons de généraliser cette proposition de la manière suivante.
Proposition 3.15 Soit I un sous-ensemble non vide de N, soit (oi)i∈I une base orthonor-
male de H et (ϕi)i∈I une famille de fonctions de Γ0(R).
Soit f une fonction séparable telle que,
f : H → ]−∞,+∞] : u 7→
∑
i∈I
ϕi(
〈
u, oi
〉
). (3.8)
Soit C un convexe séparable tel que,
C =
⋂
i∈I
{u ∈ H | 〈u, oi〉 ∈ Ci} (3.9)
où les (Ci)i∈I sont des intervalles fermés de R tels que (∀i ∈ I) Ci ∩ domϕi 6= ∅.
Si I est fini ou s’il existe un sous-ensemble J de I tel que :
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(i) I r J soit fini ;
(ii) (∀i ∈ J) ϕi ≥ ϕi(0) = 0 et 0 ∈ Ci ;
alors,
(∀u ∈ H) proxf+ιCu =
∑
i∈I
πioi (3.10)
où
πi =

inf Ci si proxϕi
〈
u, oi
〉
< inf Ci
supCi si proxϕi
〈
u, oi
〉
> supCi
proxϕi
〈
u, oi
〉
sinon.
(3.11)
Preuve :
Cette proposition se déduit en partie de la proposition 3.13. Assurons-nous que les hy-
pothèses de la proposition 3.13 sont vérifiées. Les formes prises par f et C, nous permet-
tent d’écrire,
(∀u ∈ H) (f + ιC)(u) =∑
i∈I
(ϕi + ιCi)(〈u, oi〉).
De plus, pour tout i ∈ I, ϕi ∈ Γ0(R) et Ci représente un intervalle fermé de R dont
l’intersection avec domϕi est non vide. Par conséquent ϕi + ιCi est propre et donc ϕi +
ιCi ∈ Γ0(R). Dans le cas où I n’est pas un ensemble fini, en considérant l’hypothèse (ii),
nous pouvons écrire, pour tout i ∈ J, ϕi + ιCi ≥ (ϕi + ιCi)(0) = 0. Puis, pour tout i ∈ J,
en choisissant ξi = 0 nous avons
∑
i∈J |ξi|2 = 0 < +∞ ; d’après les hypothèses (i) et (ii),
nous pouvons écrire
∑
i∈J |(ϕi+ ιCi)(ξi)|2 = 0 < +∞ et enfin grâce à l’équation (3.2) et
l’hypothèse (ii), nous déduisons que ∑i∈J |proxϕi+ιCiξi|2 = 0 < +∞. Par conséquent,
(∀u ∈ H) proxf+ιC (u) =
∑
i∈I
(
proxϕi+ιCi
〈u, oi〉
)
oi. (3.12)
D’autre part, pour tout i ∈ I, Ci est un intervalle fermé de R tel que Ci ∩ domϕi 6= ∅.
Grâce à la proposition 3.14 (ii), nous pouvons finalement écrire :
proxϕi+ιCi
〈u, oi〉 =(PCi ◦ proxϕi)(〈u, oi〉)
=

inf Ci, si proxϕi〈u, oi〉 < inf Ci
proxϕi〈u, oi〉, si proxϕi〈u, oi〉 ∈ Ci
supCi, si proxϕi〈u, oi〉 > supCi.
(3.13)
Pour finir, si l’on combine (3.12) et (3.13) nous obtenons les équations (3.10) et (3.11).
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Il faut remarquer que cette proposition est uniquement valide lorsque f et C sont sé-
parables dans la même base orthonormale. Lorsque ces hypothèses restrictives ne sont
plus respectées, le résultat de cette proposition n’a plus lieu d’être vérifié. Pour illustrer
cette remarque nous donnons les deux contre-exemples suivants.
Exemple 3.16 Soit H = R2 et soit f une fonction définie pour tout vecteur u de R2 par
f(u) = 1
2
u⊤Λ u avec Λ =
(
1 Λ1,2
Λ1,2 Λ2,2
)
où Λ2,2 ≥ 0 et |Λ1,2| ≤ Λ1/22,2 . Soit C = [−1, 1]2.
Cet ensemble convexe est séparable dans la base canonique de R2. Prenons maintenant
u = 2(Λ1,2, 1 + Λ2,2)
⊤
. Après quelques calculs nous obtenons que :
– PC(proxfu) = (0, 1)
⊤
– proxιC+fu = (π, 1)
⊤ où
π =

Λ1,2
2
si Λ1,2 ∈ [−2, 2]
1 si Λ1,2 > 2
−1 si Λ1,2 < −2.
(3.14)
Dans le cas où Λ1,2 6= 0, f est alors non séparable et la proposition 3.15 n’est pas vérifiée.
Preuve :
Soit p = proxfu et q = proxf+ιCu où u ∈ H. Soit h ∈ Γ0(H) une fonction définie, pour
tout v ∈ H, par h(v) = 1
2
‖v − u‖2 + f(v). Nous en déduisons que
p = (1 + Λ)−1u, (3.15)
est le minimiseur de h sur H, tandis que q est le minimiseur de h sur C. Nous pouvons
alors écrire, pour tout v ∈ H,
h(v) =
1
2
(
‖v‖2 − 2v⊤u+ ‖u‖2
)
+
1
2
v⊤Λv
=
1
2
(
v⊤(Λ + Id)v + 2v⊤u
)
+
1
2
‖u‖2
=
1
2
(
v⊤(Λ + Id)v + 2v⊤u+ u⊤(Id + Λ)−1u
)
+
1
2
‖u‖2 − u⊤(Id + Λ)−1u
=
1
2
(v − (1 + Λ)−1u)⊤(Id + Λ)(v − (1 + Λ)−1u) + 1
2
‖u‖2 − u⊤(Id + Λ)−1u
= h(v) + gu,
avec h(v) = 1
2
(v− p)⊤(Id+Λ)(v− p) et gu une fonction de u. q minimise alors h sur C.
Dans l’exemple, nous avons choisi u = 2(Λ1,2, 1 + Λ2,2)⊤, qui conduit à p = (0, 2)⊤.
De plus, nous avons choisi C = [−1, 1]2, on a alors PC(p) = (0, 1)⊤.
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Soit q = (π, 1)⊤. Pour montrer que q = q, nous devons vérifier que q minimise h sur
C. Une condition nécessaire et suffisante pour le montrer [Hiriart-Urruty, Lemaréchal,
1996, p. 293, théorème 1.1.1] est que
(∀v ∈ C) (∇h(q))⊤(v − q) ≥ 0,
où ∇h(q) = (Id+Λ)(q− p) est le gradient de h au point q. Cela est équivalent à prouver
que
(∀(v1, v2)⊤ ∈ C) (2π − Λ1,2)(v1 − π) + (Λ1,2π − Λ2,2 − 1)(v2 − 1) ≥ 0. (3.16)
Trois cas doivent être considérés.
(i) Le cas où Λ1,2 < −2 implique, lorsque (v1, v2)⊤ ∈ C, v1 ≥ −1 = π et v2 ≤ 1.
De plus, nous avons 2π − Λ1,2 = −2 − Λ1,2 > 0 et Λ2,2 − Λ21,2 ≥ 0, ce qui nous
permet d’écrire Λ1,2π − Λ2,2 − 1 ≤ −Λ21,2 − Λ1,2 − 1 < 0. L’équation (3.16) est
donc vérifiée.
(ii) Le cas où Λ1,2 > 2 fait intervenir des arguments similaires au cas précédent.
(iii) Le cas Λ1,2 ∈ [−2, 2] implique 2π − Λ1,2 = 0 et
Λ1,2π − Λ2,2 − 1 =
Λ21,2
2
− Λ2,2 − 1 ≤ −
Λ21,2
2
− 1 ≤ 0.
L’équation (3.16) est donc satisfaite.
Cela conduit à l’expression de l’exemple 3.16. 
Exemple 3.17 SoitH = R2. Considérons cette fois-ci la fonction séparable f définie par
(∀u = (u1, u2)⊤ ∈ R2) f(u) = (1 + Λ1,2)(u1)2 + (1− Λ1,2)(u2)2 où 0 < |Λ1,2| ≤ 1. Soit
C un convexe non séparable défini par
C = {u = (u1, u2)⊤ ∈ R2 | max(|u1 − u2|, |u1 + u2|) ≤
√
2}.
Dans ce cas, la propriété (3.7) n’est également pas vérifiée.
Preuve :
On définit la matrice de rotation
R =
1√
2
(
1 −1
1 1
)
. (3.17)
La fonction f peut être exprimée comme
(∀u ∈ R2) f(u) = f(Ru),
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où f(u) = 1
2
u⊤Λu avec
Λ =
(
1 Λ1,2
Λ1,2 1
)
.
De plus,
C = {u ∈ R2 | Rx ∈ [−1, 1]2} = R⊤[−1, 1]2.
On définit C = RC. Notons que C = [−1, 1]2 est l’ensemble convexe séparable consid-
éré dans l’exemple 3.16, alors que f apparaît comme un cas particulier de la classe des
fonctions quadratiques considérée dans ce même exemple (en posant Λ2,2 = 1).
L’opérateur proximal de f est alors
(∀u ∈ H) proxfu = argmin
v∈H
1
2
‖v − u‖2 + f(v)
= argmin
v∈H
1
2
‖v − u‖2 + f(Rv)
= R⊤ argmin
v∈H
1
2
‖R⊤v − u‖2 + f(v)
= R⊤ argmin
v∈H
1
2
‖R⊤(v − Ru)‖2 + f(v)
= R⊤ argmin
v∈H
1
2
‖v − Ru‖2 + f(v)
= R⊤proxf(Ru)
Par des calculs similaires on en déduit que
(∀u ∈ H) PC(proxfu) = R⊤PC
(
proxf(Ru)
)
et
(∀u ∈ H) proxf+ιCu = R
⊤proxf+ιC (Ru).
Donc, si u = 2R⊤(Λ1,2, 2)⊤, nous déduisons de l’exemple 3.16 que PC(proxfu) =
1√
2
(1, 0)⊤ et proxf+ιCu =
1√
2
(π+ 1, 1− π)⊤, où l’expression de π est donnée par (3.14).
Nous pouvons conclure que PC(proxf) 6= proxf+ιCu. 
Pour résumer, si nous prenons une fonction de Γ0(H) et un ensemble convexe fermé
non vide de H, il est possible d’avoir une forme explicite de l’opérateur proximal de la
somme de f et de l’indicatrice du convexe. Nous verrons que, dans le cadre de nos travaux,
la fonction f et le convexe sont rarement séparables dans une même base orthonormale,
et qu’il faut alors faire appel à des algorithmes itératifs.
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3.3 Algorithmes pour minimiser une somme de deux fonc-
tions convexes
Après cette brève introduction sur les opérateurs proximaux, revenons au problème
de minimisation d’un critère convexe non différentiable composé d’une somme de deux
fonctions où l’une d’entre elles peut être ou non de gradient β-Lipschitz. Dans les para-
graphes suivants, deux algorithmes permettant de résoudre efficacement ce problème
seront présentés. Le premier, nommé algorithme explicite-implicite, permet de résoudre
ce problème dans le cas où l’une des deux fonctions est différentiable de gradient β-
Lipschitz et il requiert le calcul de l’opérateur proximal de la deuxième fonction. Le sec-
ond algorithme requiert le calcul des opérateurs proximaux pour les deux fonctions con-
sidérées. Pour faciliter la lecture, les fonctions associées à l’algorithme explicite-implicite
seront notées f1 et f2, celles intervenant dans l’algorithme de Douglas-Rachford seront
désignées par g1 et g2.
3.3.1 Algorithme explicite-implicite (FB : forward-backward)
Dans le cas particulier où la somme d’un terme quadratique et d’une norme ℓ1 est con-
sidérée, cet algorithme est aussi connu sous le nom de Landweber seuillé. Il a été introduit
sous une première forme dans [Bect et al., 2004; Figueiredo, Nowak, 2003; Daubechies
et al., 2004] pour résoudre des problèmes inverses en présence de bruit gaussien. Cet algo-
rithme a été généralisé par Combettes et Wajs dans [Combettes, Wajs, 2005] à une somme
de deux fonctions appartenant à une classe plus large. Son emploi pour des décomposi-
tions sur des trames a été détaillé dans [Chaux et al., 2007]. Notre attention portera dans
un premier temps sur cette dernière version nommée algorithme explicite-implicite et aux
propriétés de convergences associées, puis nous détaillerons quelques algorithmes dérivés
permettant, entre autres, d’accroître la vitesse de convergence.
3.3.1-a) Problème considéré
Problème 3.18 Soient f1 et f2 deux fonctions de Γ0(H) telles que Argmin f1 + f2 6= ∅
où f2 est une fonction différentiable sur H, de gradient β-Lipschitz. On souhaite trouver
u˜ ∈ Argmin
u∈H
f1(u) + f2(u).
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3.3.1-b) Algorithme [Combettes, Wajs, 2005] et résultats de conver-
gence
Soit u0 ∈ H la valeur initiale. L’algorithme construit la suite (un)n∈N en prenant, pour
tout n ∈ N,
un+1 = un + λn
(
proxγnf1(un − γn∇f2(un) + bn) + an − un
) (3.18)
où γn > 0 désigne le « pas » de l’algorithme et λn > 0 le paramètre de relaxation. Les
suites (an)n≥0 et (bn)n≥0 correspondent aux erreurs potentiellement introduites dans le
calcul de l’opérateur proximal et du gradient. Il faut remarquer que ces erreurs ne sont
pas fixées par l’utilisateur lors de l’implantation de l’algorithme.
• La convergence faible de (un)n∈N vers une solution du problème 3.18 a été démontrée
dans [Combettes, Wajs, 2005] lorsque les hypothèses suivantes sont vérifiées :
Hypothèse 3.19
(i) 0 < γ ≤ γ < 2β−1 où γ = infn∈N γn et γ = supn∈N γn,
(ii) (∀n ∈ N) 0 < λ ≤ λn ≤ 1,
(iii) ∑n∈N ‖an‖ < +∞ et ∑n∈N ‖bn‖ < +∞.
• La convergence forte de cet algorithme est démontrée dans [Combettes, Wajs, 2005,
Theorème 3.4] et [Combettes, Pesquet, 2007b, Theorème 4.5] sous certaines hypothèses
supplémentaires.
• Nous énonçons ci-dessous un résultat de convergence linéaire lorsque f1 est forte-
ment convexe. Il faut remarquer que d’autres résultats de convergence linéaire sont dispo-
nibles dans la littérature, par exemple dans [Chen, Rockafellar, 1997] dans le cadre d’un
algorithme explicite-implicite plus étendu (non restreint au calcul de l’opérateur proximal
pour l’étape « implicite » et à la descente de gradient pour l’étape « explicite »). On peut
également se référer au travail plus récent de [Bredies, Lorenz, 2008]. Il faut néanmoins
remarquer que ces deux approches ne tiennent pas compte du paramètre de relaxation λ.
Lemme 3.20 Considérons les hypothèses 3.19(i) et (ii) combinées aux hypothèses du
problème 3.18. Si f1 est une fonction fortement convexe de module ϑ, alors l’algorithme
explicite-implicite (3.18), pour an ≡ bn ≡ 0, converge linéairement vers une unique
solution u˜ du problème 3.18. De manière plus précise, nous avons :
(∀n ∈ N) ‖un − u˜‖ ≤
(
1− λγϑ
1 + γϑ
)n
‖u0 − u˜‖. (3.19)
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Preuve :
Puisque Argmin f1 + f2 6= ∅ et f1 est une fonction fortement convexe (donc stricte-
ment convexe), il existe un unique minimiseur u˜ de f1 + f2. u˜ est alors un point fixe de
l’algorithme implicite-explicite (3.18). Par conséquent, quand an ≡ bn ≡ 0, pour tout
n ∈ N,
un+1− u˜ = (1−λn)(un− u˜)+λn
(
proxγnf1(un−γn∇f2(un))−proxγnf1(u˜−γn∇f2(u˜))
)
ce qui implique, par passage à la norme, l’inégalité suivante :
‖un+1 − u˜‖ ≤ (1− λn)‖un − u˜‖
+ λn‖proxγnf1(un − γn∇f2(un))− proxγnf1(u˜− γn∇f2(u˜))‖.
Nous avons considéré f1 comme fortement convexe de module ϑ, γnf1 est alors fortement
convexe de module γnϑ. Nous pouvons déduire de la proposition 3.11(ii) que proxγnf1 est
une contraction stricte de constante (1 + γnϑ)−1. Par conséquent, nous avons
‖un+1 − u˜‖ ≤ (1− λn)‖un − u˜‖+ λn
1 + γnϑ
‖un − γn∇f2(un)− u˜+ γn∇f2(u˜)‖.
Par le biais de l’hypothèse 3.19(i), on peut également écrire,
‖un+1 − u˜‖ ≤ (1− λn)‖un − u˜‖+ λn
1 + γϑ
‖un − γn∇f2(un)− u˜+ γn∇f2(u˜)‖.
D’autre part, comme f2 est une fonction convexe différentiable de gradient continu β-
Lipschitz avec β > 0, nous pouvons déduire du théorème de Baillon-Haddad [Baillon,
Haddad, 1977], que ∇f2/β est fermement contractant. D’après les lemmes 3.6 et 3.7,
sachant que ∇f2/β est fermement contractant (donc appartient à A
(
1
2
)) et γn ∈]0, 2/β[,
alors Id− γn∇f2 ∈ A
(
γnβ
2
)
et, ainsi, est contractant. Cela implique
‖un − γn∇f2(un)− u˜+ γn∇f2(u˜)‖ ≤ ‖un − u˜‖
et par conséquent,
‖un+1 − u˜‖ ≤
(
1− λnγϑ
1 + γϑ
)
‖un − u˜‖ ≤
(
1− λγϑ
1 + γϑ
)
‖un − u˜‖,
ce qui conduit à l’équation (3.19) et démontre la convergence linéaire. 
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3.3.1-c) Versions dérivées
Comme nous l’avons déjà mentionné, les premières méthodes qui permettent de ré-
soudre des problèmes inverses en présence de bruit gaussien et avec un terme de régu-
larisation favorisant la parcimonie sont connus sous le nom de Landweber seuillé, ou
encore algorithme IST (Iterative Shrinkage/Thresholding Algorithm) [Bect et al., 2004;
Figueiredo, Nowak, 2003; Daubechies et al., 2004]. Il s’agit d’un cas particulier de l’al-
gorithme explicite-implicite dans le cas où, pour tout v ∈ H et χ > 0, f2 = ‖L · −v‖22,
f1 = χ‖ · ‖1, λn ≡ 1, an ≡ bn ≡ 0 et γn ∈]0, β−1[. Soit u0 ∈ H, l’algorithme IST
construit la suite (un)n≥1 en prenant pour tout n ∈ N :
un+1 = proxf1(un − L⊤(Lun − v)),
où proxf1 est détaillé dans l’exemple 3.3. La preuve de la convergence forte vers le min-
imiseur de f1 + f2 si ‖L⊤L‖ ≤ 1 a été démontrée dans [Daubechies et al., 2004], cette
preuve est étendue au cas où f1 est une norme ℓp avec p ∈ [1, 2]. On peut évidemment
remarquer que cette version est plus contraignante que l’algorithme explicite-implicite
dans le sens où elle n’autorise pas d’erreurs numériques dans le calcul du gradient et de
l’opérateur proximal. De plus, la dynamique de γn qui garantit la convergence est plus
restrictive.
Plus récemment, des algorithmes dérivés de IST qui permettent d’accroître sa vitesse
de convergence ont vu le jour. Nous allons détailler l’algorithme TwIST [Bioucas-Dias,
Figueiredo, 2007], l’algorithme FISTA [Beck, Teboulle, 2009] et l’algorithme de Nes-
terov [Nesterov, 1983].
• Algorithme TwIST (Two-step Iterative Shrinkage/Thresholding) :
Cet algorithme proposé dans [Bioucas-Dias, Figueiredo, 2007] est développé en dimen-
sion finie. On initialise l’algorithme par u0 ∈ H et u1 = proxf1(u0 − L⊤(Lu0 − v)) puis,
pour tout n ≥ 1,
un+1 = (1− ε)un−1 + (ε− κ)un + κ
(
proxγnf1(un − γnL⊤(Lun − v))
)
où proxγnf1 est détaillé dans l’exemple 3.3. Les preuves de convergence de TwIST re-
quièrent des hypothèses supplémentaires à savoir L injectif (ce qui en pratique élimine un
grand nombre de problèmes inverses), ε ∈]0, 2[, κ ∈]0, 2ε/‖L⊤L‖[ et γn ∈]0, 1/‖L⊤L‖[.
Dans le cas où L est non-inversible, les auteurs proposent une seconde version de TwIST
nommée MTwIST pour Monotonic TwIST. Cette approche garantit la convergence de la
fonction objectif mais pas celle des itérées. Cependant les auteurs affirment qu’en pra-
tique dans de nombreuses expériences qu’ils ont réalisées, MTwIST converge toujours et
de façon plus rapide que l’algorithme IST.
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• FISTA (Fast Iterative Shrinkage/Thresholding Algorithm) [Beck, Teboulle, 2009] :
L’algorithme est initialisé par v1 = u0 ∈ H et t1 = 1 puis on construit la suite (un)n≥1 en
prenant pour tout n ≥ 1,
un = proxγnf1(vn − γn∇f2(vn))
tn+1 =
1 +
√
1 + 4t2n
2
vn+1 = un +
(tn − 1
tn+1
)
(un − un−1)
avec, pour tout n ∈ N, γn ∈]0, β−1[. Les auteurs de cette version accélérée de ISTA
démontrent un taux de convergence en O(1/n2) contrairement à ISTA pour lequel le
taux est en O(1/n) où n est le nombre d’itérations. Il faut remarquer que la preuve de
convergence relative à cet algorithme concerne la fonction objectif, c’est à dire la suite(
f1(un) + f2(un)
)
n∈N, et non pas les itérées (un)n∈N. Il n’y a donc en général aucune
garantie que l’algorithme converge vers le minimiseur de f1 + f2.
• Algorithme de Nesterov
Contrairement à l’algorithme ISTA où la direction de descente se base sur le gradient de
f2 à l’itération courante un, cette version accélérée se base sur une direction de descente
définie comme un élément du sous-espace vectoriel engendré par l’ensemble des gradients
de f2 aux itérations précédentes, i.e. {∇f2(u0), . . . ,∇f2(un)}. L’algorithme est initialisé
par ε0 = 0, ρ = 0 et u0 ∈ H puis pour tout n ≥ 1,
κn =
1
β
+
√
1
β2
+
2
β
εn
vn+1 =
εn
εn + κn
un +
κn
εn + κn
proxεnf1(un − wn)
un+1 = proxf1/β(vn −
1
β
∇f2(vn))
wn+1 = wn + κn∇f2(un+1)
εn+1 = εn + κn
Cet algorithme assure une décroissance optimale de la suite
(
f1(un)+f2(un)
)
n∈N. Cepen-
dant, tout comme FISTA, il n’y a pas de résultats de convergence sur les itérées. Pour plus
de détails sur cet algorithme, se référer à [Nesterov, 2009; Weiss et al., 2009].
Dans l’ensemble des méthodes citées précédemment, l’astuce réside dans l’utilisation
de plusieurs itérations précédentes pour calculer l’itérée courante. Remarquons que dans
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de nombreuses applications à des problèmes inverses [Bioucas-Dias, Figueiredo, 2007;
Beck, Teboulle, 2009; Weiss et al., 2009], la réduction du temps de calcul en utilisant
ces versions accélérées plutôt que ISTA est mise en évidence. Cependant, il faut prêter
attention au fait que la preuve de convergence de l’algorithme explicite-implicite permet
de faire varier le « pas » γn de l’algorithme dans ]0, 2β−1[, contrairement aux preuves
de TwIST et FISTA pour lesquelles le « pas » a une marge de manœuvre plus limitée :
γn ∈]0, β−1[. Ce paramètre influe fortement sur la vitesse de convergence. Il faut donc
être attentif lors de comparaisons entre ISTA et les versions accélérées que γn ait été
choisi de la façon la mieux adaptée.
3.3.2 Algorithme de Douglas-Rachford (DR)
L’algorithme de Douglas-Rachford a été introduit dans [Douglas, Rachford, 1956]
dans l’optique de résoudre des problèmes linéaires. Il a ensuite été analysé par Lions
et Mercier dans [Lions, Mercier, 1979] pour résoudre des problèmes non linéaires et a
été étendu dans [Eckstein, Bertekas, 1992; Combettes, 2004]. Dans [Combettes, Pesquet,
2007a], les auteurs ont proposé l’application de cet algorithme pour le traitement du signal
et des images en adoptant un formalisme proximal. On pourra également se référer à
[Steidl, Teuber, 2010].
3.3.2-a) Problématique
Pour cet algorithme, nous allons relâcher la contrainte de différentiabilité au sens de
Lipschitz formulée dans le paragraphe précédent. Nous considérons le problème de min-
imisation suivant :
Problème 3.21 Soient g1 et g2 deux fonctions de Γ0(H) telles que Argmin g1 + g2 6= ∅.
On suppose que l’une de ces trois hypothèses est vérifiée :
(i) int (dom g1) ∩ dom g2 6= ∅ ;
(ii) int (dom g2) ∩ dom g1 6= ∅ ;
(iii) H est de dimension finie et ri (dom g1) ∩ ri (dom g2) 6= ∅.
On souhaite trouver
v˜ ∈ Argmin
v∈H
g1(v) + g2(v).
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3.3.2-b) Algorithme [Combettes, Pesquet, 2007a] et résultats de con-
vergence
Soit v0 ∈ H la valeur initiale. L’algorithme construit la suite (vm)m≥0 telle que pour
tout m ∈ N, {
vm+ 1
2
= proxκg2vm + bm
vm+1 = vm + τm
(
proxκg1(2vm+ 12
− vm) + am − vm+ 1
2
) (3.20)
où κ > 0 désigne le « pas » de l’algorithme, (τm)m∈N est une suite de réels positifs asso-
ciée au paramètre de relaxation, et (am)m∈N (resp. (bm)m∈N) est une suite correspondant
aux erreurs produites lors du calcul de l’opérateur proximal de κg1 (resp. κg2). De façon
similaire à l’algorithme explicite-implicite, ces erreurs ne sont pas fixées par l’utilisateur
lors de l’implantation.
• La convergence faible 1 de (vm)m∈N vers v ∈ H, telle que v˜ = proxκg2v est une
solution du problème 3.21, est garantie sous les hypothèses suivantes :
Hypothèse 3.22
(i) (∀m ∈ N) τm ∈]0, 2[ et
∑
m∈N τm(2− τm) = +∞,
(ii) ∑m∈N τm(‖am‖+ ‖bm‖) < +∞.
• La convergence forte de cet algorithme a été démontrée ci-dessous lorsque g2 est
une fonction fortement convexe. Notons que dans un travail récent [Combettes, 2009], la
convergence forte a été démontrée dans le cadre plus général des opérateurs monotones.
Proposition 3.23 Supposons que les hypothèses du problème 3.21 soient vérifiées. Soit g2
une fonction fortement convexe, et faisons l’hypothèse que infm∈N τm > 0, supm∈N τm ≤
2 et am ≡ bm ≡ 0. L’algorithme de Douglas-Rachford (3.20) génère une suite (vm+1/2)m∈N
qui converge fortement vers l’unique solution du problème 3.21.
Preuve :
Notons rprox l’opérateur défini pour tout f ∈ Γ0(H) par rproxf = 2proxf − Id. Soient
am ≡ bm ≡ 0, les itérations de l’algorithme de Douglas-Rachford (3.20) peuvent alors
s’écrire vm+1 = Smvm où
Sm = τmproxκg1(rproxκg2) + Id− τmproxκg2. (3.21)
1. La convergence faible de la suite (vm+ 1
2
)m∈N a aussi récemment été démontrée dans [Svaiter, 2010].
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Pour tout (w,w′) ∈ H2, nous avons,
‖Smw − Smw′‖2 = τ 2m‖proxκg1(rproxκg2w)− proxκg1(rproxκg2w′)‖2
+ 2τm
〈
proxκg1(rproxκg2w)− proxκg1(rproxκg2w′), w − τmproxκg2w − w′ + τmproxκg2w′
〉
+ ‖w − τmproxκg2w − w′ + τmproxκg2w′‖2.
(3.22)
Comme g1 ∈ Γ0(H) et κ > 0, κg1 ∈ Γ0(H). En utilisant le lemme 3.9, on en déduit que
proxκg1 est fermement contractant. L’expression (3.22) peut alors être bornée supérieure-
ment par :
‖Smw − Smw′‖2
≤ τ 2m
〈
proxκg1(rproxκg2w)− proxκg1(rproxκg2w′), rproxκg2w − rproxκg2w′
〉
+2τm
〈
proxκg1(rproxκg2w)− proxκg1(rproxκg2w′), w − τmproxκg2w − w′ + τmproxκg2w′
〉
+ ‖w − τmproxκg2w − w′ + τmproxκg2w′‖2,
ce qui nous donne après simplifications :
‖Smw − Smw′‖2 ≤ τm(2− τm)
〈
proxκg1(rproxκg2w)− proxκg1(rproxκg2w′), w − w′
〉
+ ‖w − τmproxκg2w − w′ + τmproxκg2w′‖2.
En utilisant ensuite la définition de Sm donnée par l’équation (3.21), nous obtenons après
quelques calculs,
‖Smw − Smw′‖2 ≤ (2− τm) 〈Smw − Smw′, w − w′〉+ (τm − 1)‖w − w′‖2
− τ 2m
( 〈
proxκg2w − proxκg2w′, w − w′
〉− ‖proxκg2w − proxκg2w′‖2). (3.23)
Comme κg2 est fortement convexe de module κϑ, la proposition 3.11(i) implique l’iné-
galité suivante :〈
proxκg2w − proxκg2w′, w − w′
〉 ≥ (κϑ+ 1)‖proxκg2w − proxκg2w′‖2,
ce qui, combiné avec (3.23), donne
‖Smw − Smw′‖2+κϑτ 2m‖proxκg2w − proxκg2w′‖2
≤ (2− τm) 〈Smw − Smw′, w − w′〉+ (τm − 1)‖w − w′‖2. (3.24)
D’autre part, soit v˜ l’unique minimiseur de g1 + g2. On a alors v˜ = proxκg2v où v est
un point fixe de Sm. Par conséquent en choisissant w = vm et w′ = v dans (3.24), nous
en déduisons que
‖vm+1 − v‖2 + κϑτ 2m‖vm+ 1
2
− v˜‖2
≤ (2− τm) 〈vm+1 − v, vm − v〉+ (τm − 1)‖vm − v‖2. (3.25)
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Puis, en utilisant le fait que :
2 〈vm+1 − v, vm − v〉 = ‖vm+1 − v‖2 + ‖vm − v‖2 − ‖vm+1 − vm‖2 (3.26)
l’équation (3.25) peut être écrite comme
τm‖vm+1 − v‖2 + (2− τm)‖vm+1 − vm‖2 + 2κϑτ 2m‖vm+ 1
2
− v˜‖2 ≤ τm‖vm − v‖2.
(3.27)
En considérant l’hypothèse supm∈N τm ≤ 2, le terme (2 − τm) ‖vm+1 − vm‖2 est positif
et le terme de gauche de l’inégalité (3.27) peut être borné inférieurement de la manière
suivante :
τm‖vm+1 − v‖2 + 2κϑτ 2m‖vm+ 1
2
− v˜‖2 ≤ τm‖vm − v‖2.
Finalement, en faisant appel à l’hypothèse τ = infm∈N τm > 0, nous obtenons :
‖vm+1 − v‖2 + 2κϑτ‖vm+ 1
2
− v˜‖2 ≤ ‖vm − v‖2. (3.28)
Par conséquent ‖vm+1 − v‖2 ≤ ‖vm − v‖2 et la suite (‖vm − v‖)m∈N est décroissante. Il
existe c ∈ ]0,+∞[ tel que limm→+∞ ‖vm − v‖ = c. En utilisant (3.28), nous pouvons
conclure que limm→+∞ vm+ 1
2
= v˜, ce qui démontre la convergence forte de (vm+1/2)m∈N
vers l’unique minimiseur de g1 + g2. 
3.4 Opérateur proximal d’une somme de deux fonctions
Nous proposons dans ce paragraphe différentes méthodes pour calculer l’opérateur
proximal d’une somme de deux fonctions. Nous étudierons les deux configurations pos-
sibles présentées ci-dessous.
Problème 3.24 Soit ε > 0 et soient g et h deux fonctions appartenant à la classe Γ0(H)
où g est une fonction de gradient β-Lipschitz avec β > 0. On souhaite calculer
proxε(g+h)w = argmin
u∈H
1
2
‖u− w‖2 + εg(u) + εh(u).
Une forme plus générale de ce problème est :
Problème 3.25 Soit ε > 0 et soient f et h deux fonctions appartenant à la classe Γ0(H).
On souhaite calculer
proxε(f+h)w = argmin
u∈H
1
2
‖u− w‖2 + εf(u) + εh(u).
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Les deux premières solutions proposées consistent à utiliser les algorithmes explicite-
implicite et de Douglas-Rachford en faisant des associations astucieuses des trois termes
définissant les problèmes de minimisation 3.24 et 3.25. La troisième solution consiste
à utiliser un algorithme de type Dykstra permettant directement de calculer l’opérateur
proximal d’une somme de deux fonctions.
3.4.1 Algorithme explicite-implicite
L’algorithme explicite-implicite nous permet de résoudre le problème 3.24. En se re-
portant au paragraphe 3.3.1, si l’on pose f1 = 12 ‖· − w‖2 + εh et f2 = εg, il appa-
raît immédiat de calculer l’opérateur proximal de γnf1 avec γn ∈ ]0,+∞[ c’est à dire
l’opérateur proximal de γn
2
‖ · ‖2− γn
〈·, w〉+ γn
2
‖w‖2+ γnεh. Il se déduit directement de
la propriété (3.3) :
(∀u ∈ H) proxγnf1u = prox γnεh
γn+1
(u+ γnw
γn + 1
)
. (3.29)
Si g est une fonction de gradient continu β-Lipschitz et que l’on choisit an ≡ bn ≡ 0 dans
l’algorithme (3.18), nous obtenons, ∀n ∈ N
un+1 = un + λn
(
prox γnεh
γn+1
(un − γn(ε∇g(un)− w)
γn + 1
)
− un
)
(3.30)
avec
0 < γ ≤ γn ≤ γ < 2ε−1β−1. (3.31)
L’algorithme ainsi proposé possède les propriétés suivantes :
Proposition 3.26 Supposons que la condition (3.31) et l’hypothèse 3.19(ii) soient véri-
fiées, l’algorithme (3.30) possède les caractéristiques suivantes,
(i) pour tout n ∈ N,
‖un− proxε(g+h)w‖ ≤ ρn‖u0− proxε(g+h)w‖ où ρ = 1−
λγ
1 + γ
; (3.32)
(ii) en choisissant h = ιC et u0 = proxεgw, nous obtenons :
proxεgw ∈ C ⇒ (∀n ∈ N) un = proxιC+εgw. (3.33)
Preuve :
(i) : Comme f1 est une fonction fortement convexe de module ϑ = 1, (3.32) est obtenue
en invoquant le lemme 3.20.
(ii) : Si u0 = proxεgw ∈ C et h = ιC , alors le point de la proposition 3.26(i) implique que
(∀n ∈ N) ‖un−proxιC+εgw‖ ≤
(
1− λγ
1 + γ
)n
‖proxεgw−proxιC+εgw‖ = 0 (3.34)
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où la proposition 3.14(ii) a été utilisée dans la dernière inégalité. Ceci montre que (3.33)
est satisfaite. 
Remarque 3.27
(i) La proposition 3.26(i) montre que (un)n∈N converge linéairement vers proxε(h+g)w.
Bien que l’équation précédente fournisse une borne supérieure, elle suggère de
choisir λn et γn aussi grands que possible (i.e. λn ≡ 1 et γn proche de 2ε−1β−1) afin
d’optimiser la vitesse de convergence. Ceci a été confirmé dans nos simulations.
(ii) La proposition 3.26(ii) est une propriété intéressante dans le cas particulier où
h est une fonction indicatrice. Elle se base sur le fait que la proposition 3.14(i)
permet d’écrire que pour proxιC+εgw ∈ C, proxιC+εgw prend une forme triviale.
Ainsi cette manière de calculer proxιC+εg permet de converger rapidement. Ici,
la convergence est effectivement garantie en seulement une itération. Remarquons
cependant que proxεgw n’est pas toujours évident à calculer ; cela dépend de la
forme de la fonction g.
(iii) Une alternative pour le calcul de proxε(h+g)w consisterait à choisir f1 = h et
f2 =
1
2
‖· − w‖2+εg. Dans ce cas, les itérations de l’algorithme explicite-implicite
deviennent :
(∀n ∈ N) un+1 = un + λn
(
proxεh(un − γn(ε∇g(un) + un − w))− un
)
avec 0 < γ ≤ γ < 2(εβ + 1)−1. Si de plus h se réduit à une fonction indicatrice
d’un sous-ensemble convexe fermé non-vide de H, les itérations sont les suivantes,
(∀n ∈ N) un+1 = un + λn
(
PC(un − γn(ε∇g(un) + un − v))− un
)
et il faut alors remarquer que l’algorithme ainsi proposé se réduit à l’algorithme
de gradient projeté, présenté dans la section 2.3.3-b) du chapitre 2. Lors de nos
simulations nous avons pu constater que la convergence était plus lente qu’en choi-
sissant (3.30), ce qui peut vraisemblablement s’expliquer par le fait que proxγnf1
n’est alors plus strictement contractant avec ce nouveau choix de f1.
3.4.2 Algorithme de Douglas-Rachford
L’algorithme de Douglas-Rachford introduit dans le paragraphe 3.3.2 peut être utilisé
pour résoudre le problème 3.25 (à savoir le calcul de proxε(f+h)) en choisissant par ex-
emple g1 = εf et g2 = 12 ‖· − w‖2 + εh, puis en vérifiant que l’une des trois hypothèses
liées au problème 3.21 est valide. Dans le présent contexte, ces hypothèses sont :
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Hypothèse 3.28
(i) int (dom f) ∩ domh 6= ∅.
(ii) int (domh) ∩ dom f 6= ∅.
(iii) H est de dimension finie et ri (dom f) ∩ ri (domh) 6= ∅.
Nous proposons alors d’utiliser l’algorithme de Douglas-Rachford (3.20) avec am ≡
bm ≡ 0, pour calculer l’opérateur proximal désiré. Dans notre cas nous avons,
proxκg1v = proxκεfv
et, de la même manière que pour l’équation (3.29),
proxκg2v = prox κεhκ+1
(v + κw
1 + κ
)
.
Soit v0 ∈ H la valeur d’initialisation de l’algorithme. Les itérations résultantes sont, pour
tout m ∈ N, vm+ 12 = prox κεhκ+1
(vm + κw
1 + κ
)
vm+1 = vm + τm
(
proxκεf(2vm+ 1
2
− vm)− vm+ 1
2
)
.
(3.35)
Voici quelques propriétés associées :
Proposition 3.29 Supposons que l’hypothèse 3.28(i), 3.28(ii) ou 3.28(iii) soit vérifiée.
Considérons l’algorithme (3.35) avec infm∈N τm > 0 et supm∈N τm ≤ 2. On a alors :
(i) la suite (vm+ 1
2
)m∈N converge fortement vers proxε(f+h)w ;
(ii) en prenant h = ιC , κ = 1 et v0 = 2proxκεfw − w, nous obtenons :
proxκεfw ∈ C ⇒ (∀m ∈ N) vm+ 1
2
= proxιC+κεfw. (3.36)
Preuve :
(i) : Comme g2 est fortement convexe de module 1, le résultat est obtenu en utilisant la
proposition 3.23.
(ii) : En considérant la première itération de l’algorithme (3.35) lorsque m = 0, nous
avons v 1
2
= proxκεfw et v1 = v0. Par conséquent, (∀m ∈ N) vm+ 1
2
= proxκεfw, qui est
aussi égal à proxιC+κεfw selon la proposition 3.14(i). 
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Remarque 3.30
(i) Comme précédemment noté dans la remarque 3.27(ii), la proposition 3.29(ii) cor-
respond à une propriété souhaitable, car elle montre que l’algorithme converge
en une itération quand proxεnfx ∈ C, ce qui apparaît cohérent avec la proposi-
tion 3.14(i).
(ii) Un autre choix peut être envisagé pour g1 et g2, en posant g1 = 12 ‖· − w‖2 + εf
et g2 = εh. Cependant, la convergence forte de (vm+1/2)m∈N en vertue de la
proposition 3.23 est seulement garantie dans le cas précédemment étudié. La pro-
priété 3.29(ii) n’apparaît que dans le premier cas quand f = ιC (quand κ = 1 et
v0 = w). Le cas h = ιC est étudié dans [Dupé et al., 2009], où de bons résultats
expérimentaux sont néanmoins obtenus.
3.4.3 Algorithme de type Dykstra
La dernière méthode pour résoudre le problème 3.25 consiste à utiliser l’algorithme
de type Dykstra [Bauschke, Combettes, 2008] permettant de calculer l’opérateur proximal
d’une somme de deux fonctions. Soient r0 = w ∈ H et p0 = q0 = 0. Les suites (rm)m≥1
et (sm)m≥1 sont construites à partir de la routine suivante : ∀m ∈ N,
sm = proxεh(rm + pm)
pm+1 = rm + pm − sm
rm+1 = proxεf(sm + qm)
qm+1 = sm + qm − rm+1.
Pour un tel algorithme, il est prouvé que les suites (rm)m∈N et (sm)m∈N convergent forte-
ment vers proxε(f+h)(w) [Bauschke, Combettes, 2008, théorème 3.3] sous l’hypothèse
faible que dom f ∩ domh 6= ∅.
3.5 Algorithmes imbriqués
Nous venons de présenter différentes approches permettant, d’une part, de minimiser
une somme de deux fonctions de Γ0(H) et d’autre part, de calculer l’opérateur proximal
associé à cette somme de fonctions. Nous disposons maintenant d’outils permettant de ré-
soudre le problème 3.1 (et par conséquent le problème 3.2), pour lequel nous proposerons
trois méthodes différentes. Deux d’entre elles correspondent à une combinaison des algo-
rithmes explicite-implicite (FB) et de Douglas-Rachford (DR) et la troisième consiste à
associer l’algorithme explicite-implicte avec l’algorithme de type Dykstra. Le tableau 3.1,
rappelle les notations choisies pour les paramètres et fonctionnelles associées aux algo-
rithmes explicite-implicite et de Douglas-Rachford.
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Algorithme Itérations Suite générée Pas Param. de Fonctionnelles
par l’algorithme relaxation
f1 et f2
FB n (un)n∈N γn λn où f2 est de
gradient β-Lipschitz
DR m (vm)m∈N κ τm g1 et g2
TABLE 3.1 – Paramètres des algorithmes FB et DR.
3.5.1 Première méthode proposée : DR[FB]
La première méthode consiste à appliquer l’algorithme de Douglas-Rachford comme
il a été décrit dans le paragraphe 3.3.2, avec g1 = f et g2 = g + h. En se reportant
aux itérations de l’algorithme (3.20), il est nécessaire de calculer proxκg1 = proxκf et
proxκg2 = proxκ(g+h), où κ > 0. La principale difficulté réside dans le calcul du second
opérateur proximal qui se ramène à un problème du type 3.24 en posant ε = κ. Comme
proposé dans le paragraphe 3.4.1, nous pouvons utiliser l’algorithme explicite-implicite
pour ce calcul. L’algorithme résultant imbrique des itérations de l’algorithme explicite-
implicite (FB) dans celles de l’algorithme de Douglas-Rachford (DR), d’où le nom de
DR[FB]. L’algorithme est détaillé ci-après.
Initialisation
À Soit γ ∈]0, 2κ−1β−1[, λ ∈]0, 1] et κ ∈ ]0,+∞[. Choisir (τm)m∈N satisfaisant
l’hypothèse 3.22(i).
Á Soit m = 0, v0 = v−1/2 ∈ H.
Itérations
Â Soit um,0 = vm−1/2.
Ã Pour n = 0, . . . , Nm − 1
a) Choisir γm,n ∈ [γ, 2κ−1β−1[ et λm,n ∈ [λ, 1]
b) Calculer
um,n+1 = um,n + λm,n
(
prox γm,nκh
γm,n+1
(
um,n−γm,n(κ∇g(um,n)−vm)
γm,n+1
)
− um,n
)
.
Ä Soit vm+ 1
2
= um,Nm .
Å Soit vm+1 = vm + τm
(
proxκf(2vm+ 1
2
− vm)− vm+ 1
2
)
.
Æ Incrémenter m (m← m+ 1) et retourner à l’étape Â.
Algorithme 2: Forme générale de l’algorithme DR[FB]
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L’étape À consiste à initialiser les paramètres de l’algorithme DR[FB]. Les étapes Á
et Â correspondent aux initialisations respectives des itérées des algorithmes DR et FB.
À l’itération m ≥ 0 de l’algorithme DR, l’étape Ã consiste à effectuer au plus Nm ≥ 1
itérations de l’algorithme FB, dans lequel il est possible de faire varier le « pas » (γm,n)n≥0
ainsi que le paramètre de relaxation (λm,n)n≥0. Finalement, les étapes Ä et Å correspon-
dent aux itérations de l’algorithme DR. Ici, le terme d’erreur am lié au calcul de proxκf
est choisi égal à zéro. Par contre, le nombre fini d’itérations Nm calculées à l’étape Ã,
peut induire une erreur bm = vm+1/2−proxκ(g+h)vm à l’étape Ä. L’initialisation proposée
à l’étape Â permet de garantir la propriété suivante :
Proposition 3.31 Supposons que le problème 3.1 possède une solution et que l’une des
hypothèses :
(i) int (dom f) ∩ dom g ∩ domh 6= ∅,
(ii) int dom g ∩ int domh ∩ dom f 6= ∅,
(iii) H est de dimension finie et ri (dom f) ∩ ri (dom g) ∩ ri (domh) 6= ∅ ;
soit vérifiée. Soit ρ de valeur donnée par (3.32) et soit ξ > 0. Si inf(g + h) > −∞ et,
pour tout m ∈ N, l’entier positif Nm est choisi tel que
ρNm
√
2κ
(
g(v0) + h(z0)− inf(g + h)
)1/2 ≤ ξ si m = 0, (3.37a)
ρNm−1
(
1 + ξ−1ρ1−m‖vm − vm−1‖
) ≤ 1 si m > 0. (3.37b)
(vm)m∈N converge alors faiblement vers v̂ ∈ H, telle que û = proxκ(g+h)v̂ est une solution
du problème 3.1.
Preuve :
Selon la proposition 3.26(i), pour tout m ∈ N,
(∀n ∈ {0, . . . , Nm − 1}) ‖um,n − proxκ(g+h)vm‖ ≤ ρn‖um,0 − proxκ(g+h)vm‖
et, par conséquent
‖bm‖ = ‖vm+1/2 − proxκ(g+h)vm‖ ≤ ρNm‖vm−1/2 − proxκ(g+h)vm‖. (3.38)
Les équations (3.37a) et (3.37b) permettent de garantir que
‖bm‖ ≤ ρmξ. (3.39)
– Si m = 0, nous déduisons de (3.38) que
‖b0‖ ≤ ρN0‖v0 − proxκ(g+h)v0‖. (3.40)
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En utilisant la définition de l’opérateur proximal, nous obtenons
(∀u ∈ H) 1
2
‖v0 − u‖2 + κ
(
g(u) + h(u)
)
≥ 1
2
‖v0 − proxκ(g+h)v0‖2 + κ
(
g
(
proxκ(g+h)v0
)
+ h
(
proxκ(g+h)v0
))
≥ 1
2
‖v0 − proxκ(g+h)v0‖2 + κ inf(g + h)
et, comme v0 ∈ H,
‖v0 − proxκ(g+h)v0‖2 ≤ 2κ
(
g(v0) + h(v0)− inf(g + h)
)
.
En combinant, l’inégalité précédente avec les équations (3.40) et (3.37a), nous con-
cluons que ‖b0‖ ≤ ξ.
– Nous montrons maintenant que (3.39) est vérifiée pour m > 0, en supposant que
‖bm−1‖ ≤ ρm−1ξ. L’équation (3.38), nous permet d’écrire
‖bm‖ ≤ ρNm
(‖vm−1/2 − proxκ(g+h)vm−1 + proxκ(g+h)vm−1 − proxκ(g+h)vm‖)
≤ ρNm(‖bm−1‖+ ‖proxκ(g+h)vm−1 − proxκ(g+h)vm‖)
≤ ρNm(‖bm−1‖+ ‖vm−1 − vm‖)
où la contractivité de proxκ(g+h) a été utilisée dans la dernière inégalité. Nous en
déduisons que
‖bm‖ ≤ ρNm(ρm−1ξ + ‖vm−1 − vm‖
)
,
qui, combinée à (3.37b), mène à (3.39).
L’équation (3.39) permet d’assurer que l’hypothèse 3.22(ii) est satisfaite puisque∑
m∈N
τm(‖am‖+ ‖bm‖) ≤ 2ξ(1− ρ)−1.
Les conditions de convergence faible de l’algorithme de Douglas-Rachford sont rassem-
blées. 
Les équations (3.37a) et (3.37b) constituent plus une garantie théorique de la conver-
gence pour l’algorithme proposé qu’une ligne de conduite pour le choix de Nm. Dans nos
résultats expérimentaux, ces conditions fournissent, en effet, des valeurs pessimistes du
nombre d’itérations de l’algorithme explicite-implicite à appliquer à l’étape Ã.
Dans le cas où h est une fonction indicatrice, l’algorithme DR[FB] permet de résoudre
le problème 3.2, il prend alors la forme donnée par l’algorithme 3.
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Initialisation
À Soit γ ∈]0, 2κ−1β−1[, λ ∈]0, 1] et κ ∈ ]0,+∞[. Choisir (τm)m∈N satisfaisant les
hypothèses 3.22(i).
Á Soit m = 0, v0 = v−1/2 ∈ C.
Itérations
Â Soit um,0 = vm−1/2.
Ã Pour n = 0, . . . , Nm − 1⌊
a) Choisir γm,n ∈ [γ, 2κ−1β−1[ et λm,n ∈ [λ, 1]
b) Calculer um,n+1 = um,n + λm,n
(
PC
(
um,n−γm,n(κ∇g(um,n)−vm)
1+γm,n
)
− um,n
)
.
Ä Soit vm+ 1
2
= um,Nm .
Å Soit vm+1 = vm + τm
(
proxκf(2vm+ 1
2
− vm)− vm+ 1
2
)
.
Æ Incrémenter m (m← m+ 1) et retourner à l’étape Â.
Algorithme 3: Forme de l’algorithme DR[FB] avec h = ιC
Il faut remarquer que l’algorithme FB n’a pas été initialisé, à l’étape Â, comme il l’avait
été suggéré à la proposition 3.26(ii). Comme nous l’avons déjà mentionné, le calcul de
proxκgvm est généralement coûteux. Cependant, l’initialisation proposée à l’étape Â per-
met de garantir la propriété suivante, qui complète la proposition 3.31 :
Proposition 3.32 Supposons que le problème 3.2 possède une solution et également que
l’une des hypothèses :
• int (dom f) ∩ dom g ∩ C 6= ∅,
• int dom g ∩ intC ∩ dom f 6= ∅,
• H est de dimension finie et ri (dom f) ∩ ri dom g ∩ riC 6= ∅ ;
soit vérifiée. Soit Nm un entier positif choisi de façon à vérifier
ρNm
√
2κ
(
g(v0)− inf g(C)
)1/2 ≤ ξ si m = 0 (3.41)
ρNm−1
(
1 + ξ−1ρ1−m‖vm − vm−1‖
) ≤ 1 si m > 0 (3.42)
alors, (vm)m∈N converge faiblement vers v̂ ∈ H tel que û = proxιC+κgv̂ est une solution
du problème 3.2. Pour tout m ∈ N, (um,n)0≤n<Nm (et donc, vm+1/2) appartient à C.
Preuve :
La première partie de la propriété se déduit directement de la proposition 3.31. La deux-
ième partie de la propriété peut être simplement démontrée en utilisant le fait que u0,0 =
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v−1/2 ∈ C et que um,n+1 est une combinaison convexe de um,n et d’un élément de H
projeté sur C . 
Comme conséquence de la proposition 3.32, à l’étape Ãb), le gradient de g est seule-
ment évalué sur un ensemble ouvert OC ⊂ H tel que C ⊂ OC . Cela signifie que l’hy-
pothèse de Lipschitz continuité sur le gradient de g est seulement requise sur OC . Cepen-
dant le théorème de Baillon-Haddad utilisé dans les preuves de convergence de l’algo-
rithme explicite-implicite nécessite, en plus de la propriété de gradient Lipschitz, que
la fonction g soit deux fois Fréchet différentiable sur OC [Bauschke, Combettes, 2010,
théorème 3.3]. Par conséquent, l’algorithme DR[FB] peut être appliqué pour résoudre le
problème suivant :
Problème 3.33 Soit OC un ensemble ouvert de H et C ⊂ OC un ensemble convexe non
vide deH. Soient f et g deux fonctions de Γ0(H), où g est deux fois Fréchet différentiable
sur OC avec un gradient β-Lipschitz continu pour β ∈ ]0,+∞[.
Trouver min
u∈C
f(u) + g(u).
Il faut remarquer que dans le problème précédent, la fonction g ne nécessite pas d’être
finie.
3.5.2 Seconde méthode proposée : FB[DR]
Pour cette méthode, une association différente des fonctions du problème 3.1 est
considérée. On pose f1 = f + h et f2 = g. De cette manière, f2 est de gradient β-
Lipschitz et nous pouvons appliquer l’algorithme explicite-implicite présenté dans le
paragraphe 3.3.1. Cela requiert cependant de calculer proxγnf1 = proxγn(f+h), ce qui
se ramène à un problème du type 3.25 en posant ε = γn et qui peut ainsi être résolu à
l’aide des itérations de l’algorithme de Douglas-Rachford comme cela est détaillé dans le
paragraphe 3.4.2. La forme complète de ce second algorithme imbriqué est détaillée par
l’algorithme 4.
Les étapes Á et Ã réalisent l’initialisation des itérées des algorithme FB et DR. Les
étapes Â et Å correspondent aux itérations de l’algorithme FB. Nous pouvons remarquer
que l’étape Ä consiste à faire au plus Mn ≥ 1 itérations de l’algorithme DR décrites dans
le paragraphe 3.4.2. L’algorithme DR est initialisé en accord avec la proposition 3.29(ii).
On note mn < Mn le nombre d’itérations pour lequel l’algorithme DR s’arrête. Les ter-
mes d’erreur introduits à l’étape Å sont an ≡ zn,mn+ 12 − proxιC+γnfun et bn ≡ 0. Les
propriétés de l’algorithme FB[DR] sont décrites ci-dessous.
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Initialisation
À Choisir une suite (γn)n∈N et (λn)n∈N satisfaisant les hypothèses 3.19(i) et (ii).
Soit τ ∈]0, 2].
Á Soit n = 0, u0 ∈ H.
Itérations
Â Soit u′n = un − γn∇g(un).
Ã Soit vn,0 = 2proxγnfu′n − u′n.
Ä Pour m = 0, . . . ,Mn − 1
a) Calculer vn,m+ 1
2
= proxγnh
(vn,m + u′n
2
)
.
b) Choisir τn,m ∈ [τ , 2].
c) Calculer vn,m+1 = vn,m + τn,m
(
proxγnf(2vn,m+ 12
− vn,m)− vn,m+ 1
2
)
.
d) Si vn,m+1 = vn,m, alors aller à l’étape Å.
Å Soit un+1 = un + λn
(
vn,m+ 1
2
− un
)
.
Æ Incrémenter n (n← n+ 1) et aller à l’étape Â.
Algorithme 4: Forme générale de l’algorithme FB[DR]
Proposition 3.34 Supposons que le problème 3.1 possède une solution et que l’une des
hypothèses
• int (dom f) ∩ (domh) 6= ∅,
• int (domh) ∩ (dom f) 6= ∅,
• H est de dimension finie et ri (dom f) ∩ ri (domh) 6= ∅ ;
soit vérifiée.
(i) S’il existe une suite d’entiers positifs (Mn)n∈N telle que, pour tout n ∈ N, Mn ≥
Mn, alors (un)n∈N converge faiblement vers une solution du problème 3.1.
(ii) Si h = ιC et si, à l’étape Á de l’algorithme FB[DR], u0 ∈ C, alors la suite (un)n≥0
appartient à C et converge faiblement vers une solution du problème 3.2.
Preuve :
(i) : Soit ρ ∈]0, 1[. Soit n ∈ N et soit (vn,m)m∈N la suite définie par les étapes succes-
sives Äa), b) et c). En invoquant la proposition 3.29(i), nous savons que (vn,m+ 1
2
)m∈N
converge fortement vers proxγn(f+h)u′n. Par conséquent, il existe une suite Mn ≥ 1 telle
que
(∀m ∈ N) m ≥Mn − 1 ⇒ ‖vn,m+ 1
2
− proxγn(f+h)u′n‖ ≤ ρn.
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Si Mn ≥Mn, nous en déduisons que
‖an‖ = ‖vn,mn+ 12 − proxγn(f+h)u
′
n‖ ≤ ρn.
L’algorithme s’arrête lorsque mn = Mn−1 ou si la condition de l’étape Äd) est satisfaite
(dans ce cas vn,mn est un point fixe à l’étape Äc) et vn,mn+ 12 = proxιC+γnfu
′
n). Nous
obtenons par conséquent que
∑
n∈N ‖an‖ < +∞. Les conditions pour la convergence
faible de l’algorithme FB sont vérifiées.
(ii) : A l’étape Äc), dans le cas particulier où h = ιC , nous obtenons, pour tout n ∈ N, que
(vn,m+ 1
2
)m appartient à C. Comme un+1 est une combinaison convexe de un et vn,m+ 1
2
, si
de plus nous choisissons u0 appartenant à C, nous en déduisons facilement que pour tout
n ≥ 1, un ∈ C. 
La proposition 3.34(i) garantit qu’en choisissant Mn suffisament grand, l’algorithme
permet de résoudre le problème 3.1 et par conséquent le problème 3.2 en posant h = ιC .
Bien que ce résultat puisse apparaître imprécis, il a été observé dans nos simulations que
de petites valeurs de Mn sont suffisantes pour assurer la convergence de l’algorithme.
3.5.3 Troisième méthode proposée : FB[Dyk]
On associe de la même façon que précédemment les fonctions f , g et h constitu-
ant le problème 3.1 à savoir f1 = f + h et f2 = g. De la même manière que pour
le paragraphe précédent, f2 est de gradient β-Lipschitz. Nous pouvons alors appliquer
l’algorithme explicite-implicite présenté dans le paragraphe 3.3.1. Il reste le calcul de
proxγnf1 = proxγn(f+h), qui peut être obtenu en utilisant l’algorithme de type Dykstra,
présenté dans le paragraphe 3.4.3, en posant ǫ = γn. L’algorithme FB[Dyk] résultant est
donné par l’algorithme 5.
Proposition 3.35
(i) Supposons que le problème 3.1 possède une solution et que l’hypothèse dom f ∩
domh 6= ∅ soit vérifiée. S’il existe une suite d’entiers positifs (Mn)n∈N telle que,
pour tout n ∈ N, Mn ≥Mn, la suite (un)n∈N converge faiblement vers une solution
du problème 3.1.
(ii) Si h = ιC et u0 ∈ C alors (un)n∈N appartient à C et converge faiblement vers une
solution du problème 3.2 sous l’hypothèse qu’une solution existe.
Preuve :
La démonstration résulte des mêmes arguments que pour l’algorithme FB[DR]. La preuve
de convergence est essentiellement basée sur la convergence forte de l’algorithme de type
Dykstra. 
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Initialisation
À Choisir u0 ∈ H et n = 0.
Á Choisir λn ∈]0, 1] et γn ∈]0, 2β−1[.
Itérations
Â Poser rn,0 = un − γn∇g(un).
Ã Poser pn,0 = qn,0 = 0.
Ä Pour m = 0, . . . ,Mn
a) sn,m = proxγnf(rn,m + pn,m)
b) pn,m+1 = rn,m + pn,m − sn,m
c) rn,m+1 = proxγnh(sn,m + qn,m)
d) qn,m+1 = sn,m + qn,m − rn,m+1
e) Si rn,m+1 = rn,m, alors aller à l’étape Å.
Å Faire un+1 = un + λn
(
rn,m+1 − un
)
.
Æ Incrémenter n (n← n + 1) et aller en Â.
Algorithme 5: Forme générale de l’algorithme FB[Dyk]
Une conséquence directe de la proposition 3.35(ii) (resp. proposition 3.34(ii)) est que le
gradient de g est seulement évalué sur C à l’étape Â de l’algorithme 5 (resp. étape Â
de l’algorithme 4). Les algorithmes FB[Dyk] et FB[DR] permettent, tout comme l’al-
gorithme DR[FB], de résoudre le problème 3.33 et ainsi de considérer une fonction g
pouvant être non finie. Dans le paragraphe suivant, nous formulerons des critères corre-
spondant au problème 3.33.
3.6 Résolution de problèmes de restauration d’images
Comme nous l’avions mentionné dans l’introduction de ce chapitre, la partie précé-
dente présente des algorithmes imbriqués utiles pour résoudre des problèmes de restaura-
tion d’images. En effet, dans le cas d’une image dégradée par un bruit blanc gaussien, g
peut modéliser le terme d’attache aux données et prendre la forme d’un terme quadratique,
qui est une fonction de gradient Lipschitz. f et h correspondent dans ce cas de figure à
des termes de régularisation. Cette configuration requiert l’utilisation des algorithmes im-
briqués. Cependant, dans un cadre de restauration ne se restreignant pas à un bruit blanc
gaussien de variance fixe, par exemple un bruit gaussien dont la variance dépend du signal
ou un bruit de type Poisson, la fonction peut soit être de gradient Lipschitz avec un β grand
soit ne pas être de gradient Lipschitz. Dans ces configurations, les algorithmes imbriqués
proposés soit convergent très lentement vers la solution du problème 3.1 soit n’offrent
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aucune garantie de convergence et ceci même en dimension finie (le « pas » γn de l’algo-
rithme explicite-implicite étant inversement proportionnel à β – cf. hypothèse 3.19(i)).
Remarquons que dans ce paragraphe, nous nous limiterons au cas où h = ιC . Nous y
comparerons dans un premier temps les différents algorithmes imbriqués sur un exemple
classique de déconvolution d’images en présence de bruit blanc gaussien. Puis, dans un
second temps, nous considérons une classe de fonctions g deux fois différentiables mais
ne vérifiant pas l’hypothèse de Lipschitz continuité du gradient. Pour cette classe de fonc-
tions, nous proposons une extension quadratique permettant de contourner le problème
de Lipschitz différentiabilité. Nous en étudions le comportement sur deux exemples de
restauration : le premier concerne le cas d’un bruit gaussien avec une variance dépendant
du signal et le second traite le cas d’un bruit de type Poisson.
Des résultats additionnels dans le cas où h 6= ιC sont fournis dans [Pustelnik et al.,
2009a].
3.6.1 Modélisation du problème
Notre but consiste à restaurer une image y appartenant à un espace de Hilbert séparable
G à partir d’observations dégradées z ∈ G. Ici, des images numériques de taille N1 ×N2
sont considérées et G = RN avec N = N1N2. Soit A un opérateur linéaire de G dans
G modélisant un processus de dégradation linéaire (dans cette partie nous considérerons
qu’il s’agit d’un opérateur de convolution). L’image u = Ay (resp. z) est une réalisation
d’un vecteur aléatoire de valeurs réelles U = (U i)1≤i≤N (resp. Z = (Zi)1≤i≤N ). L’im-
age U est, de plus, contaminée par un bruit. Conditionnellement à U = (ui)1≤i≤N ∈ G,
le vecteur aléatoire Z est supposé avoir des composantes indépendantes, qui sont soit
discrètes avec pour probabilité conditionnelle la fonction de masse (µZi|U i=ui)1≤i≤N ,
soit absolument continues avec les densités conditionnelles qui sont également notées
(µZi|Ui=ui)1≤i≤N . Dans ce paragraphe, nous nous intéresserons aux distributions de prob-
abilités telles que :
(∀i ∈ {1, . . . , N})(∀υ ∈ R) µZi|U i=υ(zi) ∝ exp
(− ψi(υ)), (3.43)
où (ψi)1≤i≤N sont des fonctions de Γ0(R), deux fois continuement différentiables sur R
et telles que :
(∀i ∈ {1, . . . , N}) inf ψi > −∞. (3.44)
De plus, un modèle probabiliste a priori simple et efficace de l’image y est utilisé en
considérant les coefficients de décomposition de cette image sur une trame [Daubechies,
1992; Han, Larson, 2000]. L’espace des coefficients de trame est un espace euclidien
H = RK (K ≥ N). Nous utilisons une représentation linéaire de la forme :
y = F ∗x
où F ∗ : H → G est l’opérateur de synthèse de trame (F ∗ est surjectif). Nous supposons
alors que le vecteur x des coefficients de trame est une réalisation d’un vecteur aléatoireX
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dont les composantes sont indépendantes. Chaque composante Xk avec k ∈ {1, . . . , K}
de X , possède une densité de probabilité exp(−φk(·))/
∫ +∞
−∞ exp(−φk(ξ)) dξ où φk est
une fonction finie de Γ0(R).
Enfin, nous supposons que nous avons une information a priori sur x qui peut être
exprimée par le fait que x appartient à un ensemble convexe fermé C de H. La contrainte
C devra satisfaire :
(AC∗) ∩ domΨ 6= ∅ (3.45)
où
C∗ = F ∗C =
{
F ∗x
∣∣ x ∈ C}
et (
∀u = (ui)1≤i≤N ∈ G) Ψ(u) = N∑
i=1
ψi
(
ui
)
.
Sous ces hypothèses, on peut montrer (voir [Chaux et al., 2007]) qu’une estimation
au sens du Maximum A Posteriori (MAP) des coefficients de trame x peut être obtenue
à partir des observations z =
(
zi
)
1≤i≤N en minimisant sur un espace de Hilbert H la
fonctionnelle f + g + ιC où(
∀x = (xk)1≤k≤K ∈ H) f(x) = K∑
k=1
φk
(
xk
) (3.46)
et
g = Ψ ◦ A ◦ F ∗. (3.47)
Cette formulation pour f , g et h = ιC , nous permet d’introduire la proposition suivante.
Proposition 3.36 Sous la condition (3.45), si nous considérons f et g définies respective-
ment par (3.46) et (3.47),
(i) f et g appartiennent à la classe Γ0(H) ;
(ii) si f est coercive ou dom g ∩ C est borné, alors la minimisation de f+g+ιC admet
une solution. De plus, si f est strictement convexe sur dom g ∩ C, la solution du
problème 3.2 est unique.
Preuve :
(i) : Comme les fonctions (φk)1≤k≤K sont des fonctions finies de Γ0(R), f est une fonction
finie de Γ0(H). De la même manière, comme les fonctions (ψi)1≤i≤N sont dans Γ0(R),
Ψ appartient à Γ0(G). De plus, en utilisant (3.45), nous avons Im (AF ∗) ∩ domΨ 6= ∅.
Nous en déduisons que dom g 6= ∅ et, par conséquent, g ∈ Γ0(H).
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(ii) : Comme dom f = H et (3.45) montre que dom g ∩ C = dom(Ψ◦A◦F ∗) ∩ C 6= ∅,
alors dom f ∩ dom g ∩ C 6= ∅. D’autre part, comme f et g sont dans Γ0(H), nous dé-
duisons que f + g + ιC appartient à la classe Γ0(H).
Supposons maintenant que f est coercive. La condition (3.44) implique que inf Ψ(G) >
−∞ et, par conséquent, inf g(H) ≥ inf Ψ(G) > −∞. On en déduit que f + g + ιC ≥
f + inf g(H) + ιC est coercive.
Lorsque dom g ∩ C est borné, f + g+ ιC est également coercive. L’existence d’une solu-
tion au problème de minimisation se déduit des résultats classiques de l’analyse convexe
(rappelés par la proposition 2.22 dans le chapitre 2).
Quand f est strictement convexe sur dom g ∩ C, l’unicité de la solution est induite par le
fait que f + g + ιC est strictement convexe. 
Remarque 3.37 La fonction f est coercive (resp. strictement convexe) si et seulement
si les fonctions (φk)1≤k≤N sont coercives [Chaux et al., 2007, Prop. 3.3(iii)(c)] (resp.
strictement convexes).
3.6.2 Comparaison expérimentale des algorithmes imbriqués sur un
exemple de restauration en présence de bruit gaussien
Nous considérons le problème de restauration d’une image y ∈ RN (figure 3.3(a))
dégradée par un opérateur de convolution A (ici un flou uniforme de taille 3 × 3) et un
bruit blanc gaussien de variance σ2 = 302. Nous souhaitons trouver une image ŷ ∈ RN
aussi proche que possible de l’image y, en se basant sur les observations (figure 3.3(b))
notée z ∈ G avec G = RN . La fonctionnelle que nous proposons de minimiser est la
suivante :
x̂ = argmin
x∈H
1
2σ2
‖AF ∗x− z‖22 + f(x) + ιC∗(F ∗x). (3.48)
où, F ∗ : H → G est l’opérateur linéaire de synthèse de trame avec H = RK et K ≥ N .
Cela conduit à des coefficients de trame que nous noterons x = (xk)1≤k≤K . Nous utilisons
une version de la représentation en arbre dual [Chaux et al., 2006] associée à des filtres
symmlets de longueur 6, conduisant à une trame ajustée (F ∗ ◦ F = ν Id avec ν = 2).
Dans la formulation (3.48), pour tout i ∈ {1, . . . , N}, ψi = (· − z)2 est une fonction de
Γ0(R) telle que inf ψi = 0 > −∞. La fonction f correspond à une régularisation dans le
domaine transformé H telle que f(x) = ∑Kk=1 χk|xk| + ωk|xk|pk où χk > 0, ωk > 0 et
pk ∈ {4/3, 3/2, 2} sont adaptés par sous-bandes. Le calcul de l’opérateur proximal de f
se déduit de l’exemple 3.38 et de la proposition 3.39 rappelés ci-dessous.
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Exemple 3.38 [Chaux et al., 2007] Soient χ > 0, p ∈ [1,+∞[. On considère la fonction
ϕ : R→ ]−∞,+∞] : η 7→ χ|ξ|p. Pour tout ξ ∈ R, proxϕξ est alors donné par,
sign(ξ)max{|ξ| − χ, 0} si p = 1
ξ + 4χ
3 . 21/3
(
(ǫ− ξ)1/3 − (ǫ+ ξ)1/3)
où ǫ =
√
ξ2 + 256χ3/729 si p = 4
3
ξ + 9χ
2sign(ξ)
8
(
1−
√
1 + 16|ξ|
9χ2
)
si p = 3
2
ξ
1+2χ
si p = 2
sign(ξ)
√
1+12χ|ξ|−1
6χ
si p = 3(
ǫ+ξ
8χ
)1/3 − ( ǫ−ξ
8χ
)1/3
où ǫ =
√
ξ2 + 1/(27χ) si p = 4
(3.49)
Proposition 3.39 [Combettes, Pesquet, 2007b] Soit χ > 0, ω > 0, p ∈]1,+∞[, soit
ϕ : R→ ]−∞,+∞] : ξ 7→ χ|ξ| et soit φ : R→ ]−∞,+∞] : ξ 7→ ω|ξ|p .
On a alors, pour tout ξ ∈ R,
proxϕ+φξ = proxφ ◦
(
proxϕξ
)
.
Enfin, h = ιC∗ ◦F ∗ introduit une contrainte dure sur l’appartenance à un convexeC∗ ⊂ G.
Dans notre exemple, en accord avec la dynamique de l’image, nous avons choisi : C∗ =
[0, 255]N . La projection sur le convexe C (PC = proxιC∗◦F ∗) est calculée en utilisant la
proposition 3.12 avec L = F ∗ et χ = ν. L’existence et l’unicité de la solution de (3.48)
est assurée par le fait que la fonction f est coercive et strictement convexe (cf. propo-
sition 3.36). L’image restaurée ŷ est liée à l’unique minimiseur de (3.48) par la relation
ŷ = F ∗x̂.
Nous avons donc testé et comparé les trois algorithmes proposés dans le paragraphe
précédent, en terme de vitesse de convergence. Deux types de convergence sont évaluées :
– la convergence de la fonctionnelle f + g est représentée figure 3.1,
– la convergence des itérées, à savoir l’évolution de ‖xn − x̂‖ est représentée fig-
ure 3.2, où x̂ représente l’unique minimiseur de f + g+ ιC (en accord avec le choix
de f et la proposition 3.36(ii)).
Pour chaque configuration, nous présentons l’évolution du critère en fonction des itéra-
tions et en fonction du temps CPU. Pour une comparaison juste, nous initialisons les algo-
rithmes FB[DR] et FB[Dyk] par u0 = PC(Fz). Pour l’algorithme DR[FB], on l’initialise
par v0 = PC(Fz). D’autre part, les paramètres κ, τm, λn et γn, des différents algorithmes,
sont choisis afin d’optimiser la vitesse de convergence. Pour l’algorithme DR[FB], nous
avons fixé κ = 60, τm ≡ 1, λm,n ≡ 1 et γm,n ≡ 0.99/(κσ2). La convergence de l’algo-
rithme est assurée par la proposition 3.32 car l’hypothèse 3.28(i) est vérifiée. Cependant
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pour augmenter la vitesse de convergence, les règles empiriques suivantes ont été fixées
pour choisir le nombre Nm des itérations de l’algorithme FB (cf. (3.41) et (3.42)) :
Nm = inf
{
n ∈ N∗ ∣∣ ‖um,n − um,n−1‖ ≤ η}, (3.50)
avec η = 10−4. Pour les algorithmes FB[DR] ou FB[Dyk], les paramètres liés à l’algo-
rithme FB sont choisis comme suit : λn ≡ 1 et γn ≡ 0.995/σ2. Le paramètre de relaxation
de la boucle interne de l’algorithme DR est fixé τn,m ≡ 1. L’algorithme de type Dykstra
ne nécessite pas l’ajustement de paramètres additionnels. La convergence des algorithmes
est assurée par les propositions 3.34 et 3.35 (i). le nombre Mn d’itérations de l’algorithme
DR et de l’algorithme de type Dykstra a été fixé comme suit :
Mn = inf
{
m ∈ N∗ ∣∣ ‖vn,m − vn,m−1‖ ≤ η} (3.51)
avec la même valeur de η que pour l’algorithme DR[FB].
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FIGURE 3.1 – Evolution de f + g en fonction (a) des itérations et (b) du temps CPU
en secondes (Intel Core 2, 2.66Ghz). FB[DR] (ligne continue bleue), FB[Dyk] (ligne
discontinue bleue) et DR[FB] (ligne discontinue noire).
Sur la figure 3.1(a), nous constatons que l’algorithme FB[DR] converge bien plus rapide-
ment que l’algorithme DR[FB]. La figure 3.1(b) modère néanmoins nos propos dans le
sens où chaque itération de FB sera plus coûteuse que celle de DR, cela étant dû à une con-
vergence plus lente de l’algorithme de DR ou de type Dykstra qui pénalise l’algorithme
FB à chaque itération. Reste à comparer l’algorithme FB[DR] et FB[Dyk]. Remarquons,
qu’aucune courbe ne correspond à FB[Dyk] sur la figure 3.1(a) car elle se serait super-
posée à celle de FB[DR]. En effet, l’élément qui diffère entre FB[DR] et FB[Dyk] est le
nombre d’itérations internes. La figure 3.1(b), montre l’évolution du critère en fonction
des itérations et il résulte de nos expérimentations que l’agorithme FB[DR] converge,
dans la meilleure des configurations, aussi rapidement que l’algorithme FB[Dyk], cela
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FIGURE 3.2 – Valeur de ‖xn − x̂‖ en fonction (a) des itérations et (b) du temps CPU
en secondes (Intel Core 2, 2.66Ghz). FB[DR] (ligne continue bleue), FB[Dyk] (ligne
discontinue bleue) et DR[FB] (ligne discontinue noire).
dépendant des paramètres choisis. Pour les figures 3.2(a) et (b) les conclusions sont iden-
tiques.
Remarque 3.40
(i) Les algorithmes FB[·] requièrent un nombre d’itérations de leur boucle interne bien
plus important que l’algorithme DR[FB] pour arriver à une tolérance du même
ordre de grandeur pour le calcul de proxf+ιC ou proxg+ιC (environ 400 itérations
pour DR ou Dyk et seulement une vingtaine pour FB pour une tolérance η = 10−4).
(ii) L’algorithme explicite-implicite requiert le calcul de A et A∗ à chaque itération.
Par conséquent pour certaines applications autres que de la déconvolution, il peut
être pénalisant d’utiliser l’algorithme DR[FB].
(iii) Entre les algorithmes FB[DR] et FB[Dyk], le choix se porterait de prime abord sur
l’algorithme FB[Dyk] possédant des conditions de qualifications moins restrictives
et permettant d’obtenir des taux de convergence au moins identiques à FB[DR]
et d’une manière générale plus avantageux. Cependant, l’algorithme FB[Dyk] ne
possède pas une propriété du style de celle de la proposition 3.29(ii) permettant à
la boucle interne de converger en une itération lorsque proxγnf ∈ C.
D’autre part, pour mettre en évidence l’intérêt de la fonction h proposée en (3.48),
nous examinons l’effet de la restauration avec et sans la contrainte sur les figures 3.3(c) et
(d). On peut constater que la présence de la fonction h permet une meilleure restauration
de l’image. L’erreur entre l’image restaurée y (après 100 itérations de DR[FB]) et l’image
92 Imbrication d’algorithmes proximaux et extension quadratique
originale y est évaluée par le rapport signal sur bruit (SNR) dont la définition est donnée
par l’équation (2.36) dans le chapitre 2.
(a) (b)
 
 
(c) (d)
FIGURE 3.3 – Résultats sur une image satellitaire. (a) Originale, (b) dégradée (SNR = 13.4
dB), (c) restaurée sans la contrainte (SNR = 14.8 dB) et (d) restaurée avec la contrainte
(SNR = 15.0 dB).
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3.6.3 Approximation inférieure du terme d’attache aux données pour
la résolution d’une classe plus large de problèmes de restaura-
tion
Dans ce paragraphe, de façon à pouvoir gérer des fonctionnelles g non finies, nous ef-
fectuons sur les fonctions (ψi)1≤i≤N des hypothèses plus restrictives que celles proposées
dans le paragraphe 3.6.1. Ces hypothèses sont énoncées ci-après. Dans cette partie, nous
posons G = H = RN .
Hypothèse 3.41 Il existe un sous-ensemble non vide I de {1, . . . , N} et une constante
δ ∈ R telle que, pour tout i ∈ {1, . . . , N},
(i) domψi =]δ,+∞[ si i ∈ I et, domψi = [δ,+∞[ si i 6∈ I ;
(ii) si i ∈ I, la fonction ψi est deux fois continuement différentiable sur ]δ,+∞[ telle
que infυ∈]δ,+∞[ ψi(υ) > −∞ et
lim
υ→δ
υ>δ
ψi(υ) = +∞.
Sa dérivée seconde ψ′′i est décroissante et satisfait
lim
υ→+∞
ψ′′i (υ) = 0;
(iii) si i 6∈ I, alors il existe αi ∈ [0,+∞[ tel que, pour tout υ ∈ [δ,+∞[, ψi(υ) = αiυ.
En se servant des hypothèses 3.41(ii) et (iii), il est clair que les fonctions (ψi)1≤i≤N sont
convexes puisque, pour tout i ∈ I, et pour tout υ ∈]δ,+∞[, ψ′′i (υ) ≥ 0. De plus, pour tout
i ∈ I, l’hypothèse 3.41(ii) nous permet d’écrire
lim
υ→δ
υ>δ
ψ′′i (υ) = +∞. (3.52)
Les fonctions ψi sont semi-continues inférieurement puisque, pour tout i ∈ {1, . . . , N},
on a lim infυ→δ ψi(υ) ≥ ψi(δ). Des exemples de telles fonctions seront proposées dans
les paragraphes 3.6.3-a) et 3.6.3-b).
Si nous étudions maintenant la Lipschitz continuité du gradient de la fonction g définie
par l’équation (3.47). Il en résulte que cette propriété est violée dès que Ψ est non finie.
De plus, en considérant (3.52), le gradient de g n’est pas non plus garanti d’être Lip-
schitz continu sur int (dom g). Pour contourner ce problème, nous pouvons remarquer
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que, grâce à l’hypothèse 3.41(ii) et à l’équation (3.52), pour tout i ∈ I, il existe une
fonction décroissante υi : ]0,+∞[→]δ,+∞[ telle que limθ→+∞ υi(θ) = δ et
(∀θ ∈ ]0,+∞[)(∀υ ∈]δ,+∞[) 0 ≤ ψ′′i (υ) ≤ θ ⇔ υ ≥ υi(θ). (3.53)
Des valeurs de υi(θ) sont représentées sur la figure 3.4.
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FIGURE 3.4 – Illustration de υi(θ) pour θ1 < θ2 < θ3.
Considérons maintenant la fonction
gθ = Ψθ ◦ A ◦ F ∗ avec θ ∈ ]0,+∞[ , (3.54)
où (
∀u = (ui)1≤i≤N ∈ RN) Ψθ(u) = N∑
i=1
ψθ,i
(
ui
)
,
et les fonctions (ψθ,i)1≤i≤N sont choisies telles que
(∀υ ∈ R) ψθ,i(υ) =

θ
2
υ2 + ζi,1(θ) υ + ζi,0(θ) si i ∈ I et δ − ǫ(θ) ≤ υ < υi(θ)
αiυ si i 6∈ I et δ − ǫ(θ) ≤ υ < δ
ψi(υ) sinon.
(3.55)
De plus, ǫ : ]0,+∞[→ ]0,+∞[ est une fonction décroissante et,
(∀i ∈ I) ζi,0(θ) = ψi
(
υi(θ)
)− υi(θ)ψ′i(υi(θ))+ θ2(υi(θ))2
ζi,1(θ) = ψ
′
i
(
υi(θ)
)− θυi(θ).
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Pour tout i ∈ I, les constantes ζi,0(θ) et ζi,1(θ) ont été déterminées pour garantir la conti-
nuité de ψθ,i et celle de ses dérivées première et seconde sur R. Un exemple de fonction
ψi, de ses approximations quadratiques (ψθ1,i et ψθ2,i avec θ1 < θ2) et des dérivées secon-
des associées, est présenté figure 3.5.
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FIGURE 3.5 – Représentation graphique de l’extension quadratique pour δ = 0.
Du cadre théorique que nous venons de définir, nous déduisons les résultats suivants.
Proposition 3.42 Supposons que l’hypothèse 3.41 et la condition (3.45) soient vérifiées,
alors
(i) (∀θ ∈ ]0,+∞[), la fonction gθ définie par l’équation (3.54) appartient à la classe
Γ0(R
K).
(ii) (∀(θ1, θ2) ∈ ]0,+∞[2 ), θ1 < θ2 ⇒ gθ1 ≤ gθ2 ≤ g.
(iii) Pour tout θ ∈ ]0,+∞[, si AF ∗C ⊂]δ − ǫ(θ),+∞[N , gθ est deux fois différentiable
sur un ensemble ouvert Oθ de RN tel que C ⊂ Oθ et possède un gradient Lipschitz
continu sur Oθ avec une constante βθ = θ‖AF ∗‖2 ≤ θν‖A‖2.
(iv) Pour tout θ ∈ ]0,+∞[, si f est coercive ou si dom gθ ∩ C est borné, alors la
minimisation de f+gθ+ιC admet une solution. De plus, si f est strictement convexe
sur dom gθ ∩ C, alors f + gθ + ιC possède un unique minimiseur x̂θ.
(v) Supposons que
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(a) limθ→+∞ ǫ(θ) = 0,
(b) AF ∗C ⊂ [δ,+∞[N ,
(c) f est coercive ou C est borné,
(d) f est strictement convexe sur C.
Il existe alors θ ∈ ]0,+∞[ tel que, pour tout θ ∈ [θ,+∞[, x̂θ est le minimiseur de
f + g + ιC.
Preuve :
(i) Ψθ ∈ Γ0(RN) car pour tout i ∈ {1, . . . , N} et pour tout υ ∈]δ−ǫ(θ),+∞[, ψ′′θ,i(υ) ≥ 0
et domΨθ = [δ− ǫ(θ),+∞[N . De plus, domΨθ ∩ Im (AF ∗) ⊃ domΨ∩ Im (AF ∗) 6= ∅.
On a alors gθ ∈ Γ0(RK).
(ii) Nous déduisons de (3.53) et (3.55) que, pour tout i ∈ I,
(∀υ ∈]δ, υi(θ2)[) ψ′′i (υ) > ψ′′θ2,i(υ) = θ2.
Par conséquent, ψ′i − ψ′θ2,i est une fonction strictement croissante sur ]δ, υi(θ2)] et
(∀υ ∈]δ, υi(θ2)[) ψ′i(υ)− ψ′θ2,i(υ) < ψ′i
(
υi(θ2)
)− ψ′θ2,i(υi(θ2)) = 0,
ce qui permet d’écrire que ψi − ψθ2,i est strictement décroissante sur ]δ, υi(θ2)] et
(∀υ ∈]δ, υi(θ2)[) ψi(υ)− ψθ2,i(υ) > ψi
(
υi(θ2)
)− ψθ2,i(υi(θ2)) = 0.
De plus, {
ψi(υ) = +∞ si (i ∈ I et υ ≤ δ) ou (i 6∈ I et υ < δ),
ψi(υ) = ψθ2,i(υ) si
(
i ∈ I et υ ≥ υi(θ2)
)
ou (i 6∈ I et υ ≥ δ).
Nous en déduisons que, pour tout i ∈ {1, . . . , N}, ψi ≥ ψθ2,i et, par conséquent g est
approximée inférieurement par gθ2 .
De façon similaire, nous avons, pour tout i ∈ I,
(∀υ ∈ [υi(θ1),+∞[) ψθ2,i(υ) = ψi(υ) = ψθ1,i(υ)
(∀υ ∈]δ − ǫ(θ2), υi(θ1)[) ψ′′θ2,i(υ) > θ1 = ψ′′θ1,i(υ)
⇒ (∀υ ∈]δ − ǫ(θ2), υi(θ1)[) ψ′θ2,i(υ) < ψ′θ1,i(υ)
⇒ (∀υ ∈ [δ − ǫ(θ2), υi(θ1)[) ψθ2,i(υ) > ψθ1,i(υ)
et
(∀i 6∈ I)(∀υ ∈ [δ − ǫ(θ2),+∞[) ψθ2,i(υ) = ψθ1,i(υ).
De plus,
(∀i ∈ {1, . . . , N})(∀υ ∈]−∞, δ − ǫ(θ2)[) ψθ2,i(υ) = +∞ ≥ ψθ1,i(υ).
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Ceci montre que Ψθ2 ≥ Ψθ1 et par conséquent, gθ2 ≥ gθ1 .
(iii) : Comme nous l’avons mentionné plus haut, domΨθ = [δ − ǫ(θ),+∞[N . Soit
Oθ = (AF
∗)−1(]δ − ǫ(θ),+∞[N) = {x ∈ RK ∣∣ AF ∗x ∈]δ − ǫ(θ),+∞[N}.
Comme Oθ est un ensemble ouvert et AF ∗C ⊂]δ − ǫ(θ),+∞[N , nous en déduisons que
C ⊂ Oθ. De plus, la fonction gθ est deux fois différentiable sur Oθ et d’après [Ekeland,
Témam, 1999, Chap. 1, Prop. 5.7] son gradient est,
(∀x ∈ Oθ) ∇gθ(x) = FA∗
(∇Ψθ(AF ∗x)) (3.56)
où (∀u = (ui)1≤i≤N ∈]δ − ǫ(θ),+∞[N) ∇Ψθ(u) = (ψ′θ,i(ui))1≤i≤N .
Nous pouvons alors écrire,(∀u = (ui)1≤i≤N ∈]δ − ǫ(θ),+∞[N)(∀v = (vi)1≤i≤N ∈]δ − ǫ(θ),+∞[N)
‖∇Ψθ(u)−∇Ψθ(v)‖ =
√√√√ N∑
i=1
(
ψ′θ,i(ui)− ψ′θ,i(vi)
)2
.
En utilisant le théorème des accroissements finis,
(∀i ∈ {1, . . . , N}) ∣∣ψ′θ,i(ui)− ψ′θ,i(vi)∣∣ ≤ |ui − vi| sup
ξ∈]δ−ǫ(θ),+∞[
|ψ′′θ,i(ξ)|
≤ θ|ui − vi|,
nous obtenons(∀u ∈]δ − ǫ(θ),+∞[N)(∀v ∈]δ − ǫ(θ),+∞[N) ‖∇Ψθ(u)−∇Ψθ(v)‖ ≤ θ‖u− v‖
que nous combinons avec (3.56) pour conclure que(∀(x, x′) ∈ O2θ) ‖∇gθ(x)−∇gθ(x′)‖ ≤ θ‖AF ∗‖2‖x− x′‖.
et ‖AF ∗‖2 ≤ ‖F‖2‖A‖2 ≤ ν‖A‖2.
(iv) : La preuve est similaire à celle de la proposition 3.36(ii). Par le biais des hypothèses
3.41(ii),
(∀i ∈ I) inf
υ∈]δ,+∞[
ψθ,i(υ) > −∞
et de l’hypothèse 3.41(iii),
(∀i 6∈ I) inf
υ∈[δ,+∞[
ψi(υ) = αiδ > −∞,
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nous obtenons inf Ψθ(RN) > −∞ .
(v) : Dans la suite, nous utiliserons la notation : h = f + g+ ιC et, pour tout θ ∈ ]0,+∞[,
hθ = f + gθ + ιC.
Soit (θℓ)ℓ∈N une suite croissante de ]0,+∞[ telle que limℓ→+∞ θℓ = +∞. Comme
conséquence des propositions 3.42(i) et (ii), (hθℓ)ℓ∈N est une suite croissante de fonctions
de Γ0(RK). Nous déduisons de [Rockafellar, Wets, 2004, proposition 7.4(d)], rappelée par
la proposition 2.20 dans le chapitre 2, que (hθℓ)ℓ∈N epi-converge vers sa limite ponctuelle
(« point-wise »). En utilisant conjointement l’équation (3.55) et le fait que, pour tout i ∈ I,
limθ→+∞ υi(θ) = δ et limθ→+∞ ǫ(θ) = 0, nous voyons que sa limite ponctuelle est h.
Pour tout ℓ ∈ N, on désigne par x̂θℓ un minimiseur de hθℓ . D’après les hypothèses (v)(c),
pour tout ℓ ∈ N, hθℓ est coercive puisque C ∩ dom gθℓ = C est borné. De manière équiv-
alente, on peut dire que ses sections inférieures, notés
lev≤η hθℓ =
{
x ∈ RK ∣∣ hθℓ(x) ≤ η}
avec η ∈ R, sont également bornés. Comme (hθℓ)ℓ∈N est une suite de fonctions crois-
santes, on en déduit que ∪ℓ∈Nlev≤η hθℓ = lev≤η hθ0 est borné. Les fonctions (hθℓ)ℓ∈N
et h sont semi-continues inférieurement et propres. En combinant, l’hypothèse (v)(d),
assurant la stricte convexité de f sur (C ∩ dom g) ⊂ (C ∩ dom gθℓ) = C, avec les
propositions 3.36(ii) et 3.42(iv), nous en déduisons l’unicité du minimiseur x̂ de h. Puis,
en faisant appel à [Rockafellar, Wets, 2004, théorème 7.33], rappelé par le théorème 2.26
dans le chapitre 2, nous montrons que la suite (x̂θℓ)ℓ∈N converge vers un minimiseur x̂ de
h.
On note, pour tout x ∈ RK et i ∈ {1, . . . , N}, (AF ∗x)i la i-ème composante du
vecteur AF ∗x. Comme x̂ ∈ domh, pour tout i ∈ I, (AF ∗x̂)i ∈ domψi =]δ,+∞[.
Puisque
lim
ℓ→+∞
x̂θℓ = x̂,
pour tout i ∈ I, pour tout η ∈ ]0,+∞[, il existe ℓη,i ∈ N telle que
(∀ℓ ∈ N) ℓ ≥ ℓη,i ⇒|(AF ∗x̂θℓ)i − (AF ∗x̂)i| < η
⇒(AF ∗x̂θℓ)i > min
i∈I
(AF ∗x̂)i − η.
En choisissant η = mini∈I(AF
∗x̂)i − δ
2
> 0 et ℓη = maxi∈I ℓη,i, nous en déduisons que
(∀ℓ ∈ N) ℓ ≥ ℓη ⇒ (AF ∗x̂θℓ)i ≥ υ (3.57)
où υ = δ +mini∈I(AF
∗x̂)i
2
> δ. De plus, puisque
lim
ℓ→+∞
θℓ = +∞⇒ lim
ℓ→+∞
max
i∈I
υi(θℓ) = δ,
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il existe ℓ ≥ ℓη telle que (∀i ∈ I) υi(θℓ) ≤ υ. L’équation (3.55) implique que (∀i ∈ I)
(∀υ ∈ [υ,+∞[), ψθℓ,i(υ) = ψi(υ).
Si, de plus, on définit l’ensemble
D =
{
x ∈ dom g ∣∣ (∀i ∈ I) (AF ∗x)i ∈ [υ,+∞[},
nous en déduisons que, pour tout x ∈ D, hθℓ(x) = h(x). De plus, selon l’hypothèse (v)(b),
pour tout ℓ ∈ N, si i 6∈ I,
(AF ∗x̂θℓ)
(i) ∈ [δ,+∞[. (3.58)
En combinant, les équations (3.57) et (3.58), x̂θℓ et x̂ appartiennent à D. Par conséquent,
comme
x̂θℓ = arg minx∈RK
hθℓ(x),
nous avons : h(x̂θℓ) = hθℓ(x̂θℓ) ≤ hθℓ(x̂) = h(x̂), ce qui montre que x̂θℓ = x̂.
En considérant maintenant que θ ∈ [θℓ,+∞[, par le biais de (ii) nous obtenons : hθℓ ≤
hθ ≤ h. Puisque, h(x̂) = hθℓ(x̂) ≤ hθ(x̂) ≤ h(x̂), il en résulte que hθ(x̂) = h(x̂) et
(∀x ∈ RK) hθ(x) ≥ hθℓ(x) ≥ hθℓ(x̂) = h(x̂).
Ceci nous permet de conclure que x̂θ = x̂ dès que θ ≥ θℓ = θ. 
Remarque 3.43
(i) La proposition 3.42(ii) nous permet d’affirmer que gθ (resp. f+gθ+ιC), avec θ > 0,
constitue une approximation inférieure de g (resp. f + g + ιC), qui s’affine lorsque
θ croît.
(ii) Comme le montre la proposition 3.42(iii), le rôle principal du paramètre θ est de
contrôler la constante de Lipschitz du gradient de l’approximation de g.
(iii) La proposition 3.42(v) indique que le paramètre θ permet de contrôler la distance
entre l’approximation x̂θ et le minimiseur original du critère MAP x̂. Cette approx-
imation devient parfaite lorsque la valeur de θ est supérieure à une certaine valeur
θ.
Sous les hypothèses 3.42(iii), la minimisation de f + gθ + ιC avec θ ∈ ]0,+∞[ est
un problème du type problème 3.33. Par conséquent, les propositions 3.32, 3.34 et 3.35
montrent que, sous l’hypothèse que f soit coercive ou C borné, les algorithmes DR[FB],
FB[DR] et FB[Dyk] peuvent être appliqués dans ce contexte.
De plus, la proposition 3.42(v) suggère qu’en choisissant θ suffisamment grand, la so-
lution du critère MAP original peut être trouvée. Cependant, selon la proposition 3.42(iii),
une grande valeur θ induit une grande valeur de la constante βθ, ce qui induit une petite
valeur pour le « pas » de l’algorithme explicite-implicite, et donc une vitesse de conver-
gence lente. En pratique, le choix de θ résulte d’un compromis que nous illustrons dans
les résultats expérimentaux qui suivent.
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3.6.3-a) Premier exemple : déconvolution en présence d’un bruit Gaussien
de variance dépendant du signal
• Modèle :
Nous voulons restaurer une image y ∈ [0,+∞[N dégradée par un opérateur linéaire A :
RN → RN et un bruit additif w ∈ RN , à partir des observations
z = Ay + w = u+ w.
De plus, on suppose que la matrice associée à l’opérateur linéaire A ne possède pas d’élé-
ments négatifs et, w = (wi)1≤i≤N est une réalisation d’un bruit gaussien W = (Wi)1≤i≤N
de moyenne nulle. La variance de chaque variable aléatoire Wi avec i ∈ {1, . . . , N}
dépend du signal et elle est égale à σ2i (ui) où
(∀υ ∈]0,+∞[) σ2i (υ) =
υ
2αi
avec αi ∈ ]0,+∞[. Les fonctions (ψi)1≤i≤N , définies par (3.43), sont,
(∀υ ∈ R) ψi(υ) =

αi
(
υ − zi
)2
υ
si zi 6= 0 et υ ∈ ]0,+∞[,
αiυ si zi = 0 et υ ∈ [0,+∞[,
+∞ sinon.
En supposant que z 6= 0, l’hypothèse 3.41 est donc satisfaite avec δ = 0 et I ={
i ∈ {1, . . . , N} ∣∣ zi 6= 0} puisque, pour tout i ∈ I,
(∀υ ∈ ]0,+∞[) ψ′i(υ) = αi
υ2 − z2i
υ2
ψ′′i (υ) =
2αiz
2
i
υ3
.
Nous déduisons de (3.53) que, pour tout i ∈ I,
(∀θ ∈ ]0,+∞[) υi(θ) =
(2αiz2i
θ
)1/3
.
• Résultats expérimentaux :
Dans nos simulations,A représente un flou uniforme de taille 3×3 ou de taille 7×7 avec
‖A‖ = 1. L’image satellitaire y de taille 512×512 (N = 5122) est présentée figure 3.6(a).
Elle a été dégradée par A et un bruit additif dépendant du signal suivant le modèle décrit
précédemment avec pour tout i ∈ {1, . . . , N}, αi ≡ 1 ou αi ≡ 5. L’image dégradée z
présentée figure 3.6(b) correspond à une image dégradée par un flou uniforme dont le
noyau du filtre est de taille 7× 7 et αi ≡ 1.
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Dans cet exemple, une représentation sur une trame ajustée de redondance 2 a été
utilisée. Il s’agit d’une représentation en arbre dual [Chaux et al., 2006] (ν = ν = 2,
K = 2N) avec des filtres de symmlets de longueur 6 [Daubechies, 1992]. Les fonctions
potentielles φk sont prises de la forme χk| . | + ωk| . |pk où (χk, ωk) ∈ ]0,+∞[2 et pk ∈
{4/3, 3/2, 2} et sont adaptées à chaque sous-bande. Ces paramètres ont été déterminés
par une approche du maximum de vraisemblance. Par conséquent, la fonction f définie
par (3.46) est coercive et strictement convexe (voir remarque 3.37).
Une contrainte sur la solution est introduite afin de prendre en compte l’intervalle des
valeurs admissibles dans l’image en choisissant
C∗ = [0, 255]N . (3.59)
Grâce à la forme de l’opérateur A et de la contrainte C∗, la condition (3.45) est satisfaite.
La proposition 3.36 garantit donc une unique solution fournissant l’estimateur x̂ du critère
MAP. Selon la proposition 3.42(iv), pour tout θ ∈ ]0,+∞[, un unique minimiseur x̂θ de
f + gθ + ιC existe et permet d’approcher x̂ comme expliqué dans la proposition 3.42(v).
Pour tout θ ∈ ]0,+∞[, AC∗ = C∗ ⊂]− ǫ(θ),+∞[N , et la proposition 3.42(iii) mon-
tre que gθ a un gradient Lipschitz continu sur C. De plus gθ est deux fois différentiable
ce qui nous ramène au problème 3.33 pouvant être résolu par les algorithmes DR[FB],
FB[DR] et FB[Dyk]. Chacun de ces algorithmes converge vers une solution notée x̂θ.
Les résultats sont générés avec l’algorithme DR[FB], le nombre d’itérations de l’al-
gorithme explicite-implicite étant donné par (3.50) avec η = 10−4. L’algorithme a été
initialisé en prenant v0 = PC(Fz) et nous avons choisi γm,n ≡ 1.99/(κθ), κ = 60 et
λm,n ≡ τm ≡ 1. Il faut noter que les algorithmes FB[DR] ou FB[Dyk] conduisent aux
mêmes résultats pour des temps de calculs plus importants. Pour évaluer la performance
de notre algorithme en termes de qualité de restauration, nous utilisons le rapport signal
sur bruit (SNR). Le tableau 3.3 montre des valeurs de SNR obtenues.
Flou 3× 3 Flou 7× 7
θ 0.025 0.05 5 7 0.025 0.05 5 7
αi = 1 SNR 13.9 16.3 16.8 16.8 10.9 11.9 12.1 12.1
θ 0.15 0.25 10 12 0.15 0.25 10 12
αi = 5 SNR 15.9 18.0 18.8 18.8 12.6 13.3 13.7 13.7
TABLE 3.2 – SNR pour l’image satellitaire.
Comme il l’a été suggéré dans la proposition 3.42(v), lorsque la valeur de θ augmente,
l’image est mieux restaurée. L’efficacité de l’approche proposée peut également être éval-
uée visuellement sur la figure 3.6(c) montrant l’image restaurée quand A est la matrice
associée à un flou uniforme de taille 7 × 7, αi ≡ 1 et θ = 0.05. Nous pouvons observer
que cette approche permet de retrouver la plupart des détails qui ne sont pas perceptibles
à cause de la présence de flou et de bruit.
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(a)
(b) (c)
FIGURE 3.6 – Résultats pour une image satellitaire de la ville de Marseille. (a) Image
originale, (b) image dégradée, (c) image restaurée en utilisant des DTT.
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Finalement la figure 3.7 illustre l’influence du choix du paramètre θ quand l’algo-
rithme DR[FB] est utilisé pour un flou de taille 7 × 7 et αi ≡ 5. Comme attendu, plus
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FIGURE 3.7 – Critère MAP normalisé (pour θ = 0.15 en vert et θ = 10 en magenta)
versus le temps de calcul (en secondes) (Intel Core 2, 2.66 GHz).
la valeur de θ est grande et plus la vitesse de convergence de l’algorithme est lente. Un
ajustement doit par conséquent être effectué : la valeur de θ doit être choisie suffisam-
ment grande pour assurer une bonne qualité de restauration mais elle ne doit pas être trop
grande de manière à conserver une convergence rapide.
3.6.3-b) Deuxième exemple : gestion d’une fonction à la dérivée sec-
onde non bornée - déconvolution en présence de bruit de
Poisson
• Modèle :
Dans ce deuxième scénario, nous voulons restaurer une image y ∈ [0,+∞[N qui est
dégradée par un opérateur linéaire A : RN → RN , avec des valeurs supposées positives
et qui sont dégradées par un bruit de Poisson (pouvant être non homogène). L’image
observée z = (zi)1≤i≤N ∈ NN suit une distribution de Poisson avec une loi de probabilité
donnée par
(∀i ∈ {1, . . . , N})(∀υ ∈ [0,+∞[) µZi|Ui=υ(zi) =
(αiυ)
zi
zi!
exp
(− αiυ) (3.60)
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où (αi)1≤i≤N ∈ ]0,+∞[N sont des paramètres d’échelle. En utilisant (3.43) et (3.60),
pour tout i ∈ {1, . . . , N}, nous avons,
(∀υ ∈ R) ψi(υ) =

αiυ − zi + zi ln
( zi
αiυ
)
si zi > 0 et υ ∈ ]0,+∞[,
αiυ si zi = 0 et υ ∈ [0,+∞[,
+∞ sinon.
(3.61)
Comme les fonctions (ψi)1≤i≤N sont définies à des constantes près, ces constantes ont
été choisies dans (4.77) pour obtenir l’expression du terme de la divergence de Kullback-
Leibler généralisée (cf. [Byrne, 1993]).
Dans ce contexte, lorsque z 6= 0, l’hypothèse 3.41 est vérifiée quand δ = 0 et I ={
i ∈ {1, . . . , N} ∣∣ zi > 0} puisque, pour tout i ∈ I,
(∀υ ∈ ]0,+∞[) ψ′i(υ) = αi −
zi
υ
ψ′′i (υ) =
zi
υ2
.
Nous déduisons de (3.53) que, pour tout i ∈ I,
(∀θ ∈ ]0,+∞[) υi(θ) =
√
zi
θ
.
Remarque 3.44 Il peut être intéressant de comparer l’extension proposée avec l’ap-
proche développée dans [Dupé et al., 2009]. L’utilisation de la transformée de Anscombe
[Anscombe, 1948], faite dans [Dupé et al., 2009], permet d’approximer l’antilog-vrai-
semblance poissonienne ψi par
(∀υ ∈ R) ψ˜i(υ) =
12
(
2
√
αiυ +
3
8
− 2
√
z(i) + 3
8
)2
si υ ∈ [0,+∞[
+∞ sinon.
(3.62)
L’extension quadratique proposée est illustrée par la figure 3.8 où une comparaison
graphique avec l’approximation de Anscombe est menée.
• Résultats expérimentaux :
Ici, A représente la matrice associée à un flou uniforme de taille 5 × 5 avec ‖A‖ = 1. y
correspond à une coupe cérébrale de taille 256×256 (N = 2562). Elle est présentée sur la
figure 3.9(a). Cette image est dégradée par A et par un bruit de Poisson suivant le modèle
décrit dans le paragraphe précédent pour différents niveaux d’intensité. L’image dégradée
z est présentée figure 3.9(b) quand αi ≡ 0.01.
Une base orthonormale d’ondelettes constituée de filtres de symmlets de longeur 6 a
été adoptée (ν = ν = 1, K = N). Les fonctions potentielles φk sont choisies de la même
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FIGURE 3.8 – Graphe de la fonction ψi (ligne continue rouge) quand δ = 0, αi = 1,
zi = 50. Son approximation quadratique ψθ,i avec θ = 0.3 (ligne discontinue verte) et
θ = 0.1 (ligne discontinue bleue) pour ǫ(θ) = 10−16 et son approximation de Anscombe
ψ˜i (ligne discontinue noire).
forme que dans les exemples précédents et la fonction f est par conséquent coercive et
strictement convexe.
La contrainte imposée sur la solution est donnée par l’équation (3.59). CommeAC∗ =
C∗, la proposition 3.42(iv) garantit qu’il existe un unique minimiseur de f + gθ + ιC , qui
a été calculé avec l’algorithme DR[FB]. L’algorithme a été initialisé en prenant v0 =
PC(Fz) et nous avons choisi γm,n ≡ 1.99/(κθ), κ = 60 et λm,n ≡ τm ≡ 1. Le nom-
bre d’itérations de l’algorithme explicite-implicite est donné par (3.50) avec η = 10−4.
Notons que la vitesse de convergence pourrait être accélérée un utilisant une méthode
de pas adaptatif telle que la recherche d’Armijo-Goldstein [Tseng, 2000; Dupé et al.,
2009]. Cependant, le temps de calcul pour déterminer le « pas » optimal devrait être pris
en compte.
Pour évaluer la performance de notre algorithme, nous utilisons le SNR. Le tableau 3.3
montre des valeurs de SNR obtenues pour différentes valeurs de αi et θ. Conformément
aux prévisions de la proposition 3.42(v), à partir de certaines valeurs de θ dépendantes de
αi, la valeur optimale est obtenue.
Nous comparons également les résultats fournis par différentes approches. La pre-
mière est un EM régularisé (également connue sous le nom de SMART) [Byrne, 1993;
Lange et al., 1987] où l’antilog-vraisemblance est pénalisée par un terme de divergence de
Kullback-Leibler entre l’image désirée et une image de référence. Le paramètre de régu-
larisation a été ajusté manuellement pour maximiser le SNR et, l’image de référence est
une image dont les pixels prennent la valeur moyenne de l’image dégradée. La seconde
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approche est basée sur l’approximation de Anscombe [Dupé et al., 2009] que nous avons
introduite dans la remarque 3.44. Dans l’optique d’effectuer des comparaisons justes, la
même représentation en ondelettes, les mêmes fonctions de régularisation (φk)1≤k≤K et le
même convexe C sont utilisés dans cette exemple. Il peut être observé que l’approche que
nous proposons donne de bons résultats. Cependant, pour de grandes intensités (αi ≥ 0.1),
la méthode utilisant l’approximation de Anscombe conduit à des résultats équivalents. Les
images restaurées sont présentées sur la figure 3.9, pour αi ≡ 0.01, θ ≡ 0.001 et après
3000 itérations. Malgré une forte dégradation de l’image originale, nous pouvons remar-
quer que notre méthode permet de reconstruire les motifs principaux.
EM Anscombe Extension quadratique
αi régularisé θ = 0.001 θ = 0.005 θ = 0.1 θ = 1 θ = 5
0.01 6.47 8.24 9.75 9.75 9.75 9.75 9.75
0.05 9.01 11.5 11.7 11.9 11.9 11.9 11.9
0.1 10.1 12.4 12.0 12.5 12.5 12.5 12.5
1 13.8 15.1 0 10.1 13.7 15.1 15.1
TABLE 3.3 – SNR pour l’image médicale.
3.7 Conclusion
Ce chapitre décrit deux types de travaux effectués durant la thèse. D’une part, nous
avons introduit des algorithmes imbriqués en donnant leur preuve de convergence et en les
comparant. D’autre part, nous nous sommes intéressés à l’utilisation de ces algorithmes
pour la résolution de problématiques de restauration d’images, en particulier la décon-
volution d’images en présence de bruit de Poisson. Ce problème nécessite de définir un
cadre théorique rigoureux où une extension quadratique est utilisée pour s’assurer de la
convergence des algorithmes imbriqués. Les résultats obtenus montrent une amélioration
de la restauration par rapport à l’état de l’art.
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FIGURE 3.9 – Résultats sur une image médicale. (a) Originale, (b) dégradée, (c) restau-
rée avec EM, (d) restaurée par transformée de Anscombe et (e) restaurée par extension
quadratique.
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CHAPITRE 4
Algorithme proximal parallèle et
régularisation hybride pour la
résolution de problèmes inverses en
présence de bruit non-additif
4.1 Motivations
Comme nous l’avons rappelé dans le chapitre 2, les méthodes d’optimisation convexe
ont montré leur efficacité pour la résolution de problèmes inverses. Nous disposons d’une
part, des algorithmes de type POCS et des algorithmes par blocs [Combettes, 2003], qui
permettent, entre autre, d’inclure des contraintes de variation totale. D’autre part, certaines
méthodes de débruitage sont fondées sur les transformées en ondelettes [Mallat, 1997],
et plus généralement sur des trames [Candès, Donoho, 2002; Le Pennec, Mallat, 2005;
Selesnick et al., 2005; Chaux et al., 2006]. Dans le chapitre 3, nous avons rappelé que les
algorithmes appartenant à la classe des algorithmes explicite-implicite [Daubechies et al.,
2004; Figueiredo, Nowak, 2003; Bect et al., 2004; Combettes, Wajs, 2005] permettent
de minimiser une somme de deux fonctions appartenant à la classe Γ0(H) sous condi-
tion qu’une des deux fonctions soit de gradient Lipschitz sur H. Ces méthodes sont effi-
caces lorsqu’il s’agit de minimiser un critère composé d’un terme de fidélité aux données
lisse, par exemple une fonction quadratique, et un a priori non lisse, tel qu’une norme
ℓ1, permettant de favoriser la parcimonie dans les coefficients de trame [Bioucas-Dias,
Figueiredo, 2007; Beck, Teboulle, 2009]. Ces méthodes sont donc adaptées à la restau-
ration d’images dégradées par une convolution et du bruit gaussien. Dans le chapitre 3,
nous avons également présenté l’algorithme de Douglas-Rachford [Lions, Mercier, 1979;
Douglas, Rachford, 1956; Eckstein, Bertekas, 1992], proposé dans [Combettes, Pesquet,
2007a], qui permet de résoudre des problèmes de restauration d’images en relachant la
condition de Lipschitz différentiabilité imposée par l’algorithme explicite-implicite. En
contrepartie la connaissance explicite des opérateurs proximaux de chaque fonction est
requise. Cet algorithme est étendu à la minimisation d’une somme finie de fonctions con-
vexes dans [Combettes, Pesquet, 2008]. Il est fondé sur le calcul de l’opérateur proximal
associé à chacune des fonctions. L’un des principaux avantages de cet algorithme, appelé
« algorithme proximal parallèle » (PPXA : Parallel ProXimal Algorithm), est sa structure
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parallèle qui permet une implantation simple, sur une architecture multicoeurs. PPXA est
bien adapté aux problèmes de déconvolution en présence de bruit additif gaussien, où
l’opérateur proximal associé au terme de fidélité aux données prend une forme explicite
[Combettes, Pesquet, 2008]. Dans ce type d’application, cet algorithme permet d’inclure
facilement des contraintes supplémentaires dans le critère, et ainsi d’obtenir de meilleurs
résultats en déconvolution. Pour minimiser une somme de deux fonctions incluant un
terme quadratique, une autre classe d’algorithme parallèle a été récemment proposé par
Fornasier et al. dans [Fornasier, 2007; Fornasier, Schönlieb, 2009]. Quand le bruit est
non-nécessairement additif gaussien et pour une classe plus large d’opérateurs linéaires,
l’opérateur proximal associé au terme de fidélité aux données ne possède pas de forme
explicite, ce qui conduit à une limitation dans l’utilisation de PPXA ; de plus, les algo-
rithmes dans [Fornasier, 2007] et [Fornasier, Schönlieb, 2009] ne sont pas applicables.
Par conséquent, d’autre solutions doivent être proposées.
Pour une image dégradée par un opérateur linéaire et du bruit de Poisson, une première
solution est de considérer la transformée de Anscombe [Dupé et al., 2009]. Une seconde
est l’approximation quadratique du terme d’attache aux données poissonien, proposée
dans le chapitre 3. Les deux approches font appel à l’utilisation d’algorithmes proximaux
imbriqués [Dupé et al., 2009; Chaux et al., 2009]. L’utilisation de tels algorithmes peut
apparaître limitée pour deux raisons principales : la parallélisation des itérations semble
difficile, et le nombre de fonctions à minimiser est en pratique limité à trois. Plus récem-
ment, des approches liées aux techniques de « lagrangien augmenté » [Hestenes, 1969;
Fortin, Glowinski, 1983] ont été considérées dans [Goldstein, Osher, 2008; Setzer et al.,
2010; Afonso et al., 2010]. Ces méthodes sont bien adaptées quand l’opérateur linéaire
est un opérateur de convolution, en utilisant des techniques de diagonalisation dans le do-
maine de Fourier. Pour une classe plus large d’opérateurs linéaires, un système linéaire de
grande taille doit être résolu numériquement à chaque itération de l’algorithme.
L’objectif du présent chapitre est de proposer une adaptation de PPXA pour minimiser
un critère plus général, applicable à une large classe de problèmes de restauration, tels que
des données dégradées par un opérateur de convolution ou un opérateur de convolution
décimée, en présence d’un bruit non-nécessairement additif gaussien (bruit de Poisson,
bruit de Laplace,. . .). Une convolution décimée se rencontre en particulier dans des prob-
lèmes de super-résolution. Pour parvenir à cet objectif, lorsque l’opérateur proximal ne
peut pas être calculé explicitement, nous montrerons qu’une approche par décomposition
permettra de contourner cette difficulté. Ceci est la principale contribution de ce chapitre.
Les travaux de déconvolution en présence de bruit gaussien présentés dans [Bect et al.,
2004; Combettes, Pesquet, 2008; Bioucas-Dias, Figueiredo, 2008; Wen et al., 2008], in-
troduisent une régularisation hybride composée d’un terme de variation totale et d’un
terme favorisant la parcimonie, permettant de faire bénéficier la solution des propriétés
de chaque terme de régularisation. Nous considèrerons ce type de régularisation hybride
dans notre cadre général de restauration, en étudiant différentes formes discrètes de vari-
ation totale et en utilisant des techniques de décomposition pour calculer les opérateurs
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proximaux associés.
Ce chapitre présentera tout d’abord, une forme générale de critère que nous chercherons
à minimiser. Dans le paragraphe 4.3, seront présentées des propriétés liées à l’opérateur
proximal, complémentaires de celles décrites dans le paragraphe 3.2 du chapitre 3. Nous
présenterons également dans ce paragraphe des techniques pour calculer l’opérateur prox-
imal associé :
– au terme de fidélité aux données dans un contexte général de restauration,
– à diverses versions de la variation totale discrétisée.
Dans le paragraphe 4.4, nous proposons une version accélérée de l’algorihme PPXA qui
permet de résoudre efficacement des problèmes de restauration d’images utilisant des
trames. Le paragraphe 4.5 illustre les résultats théoriques développés dans ce chapitre
dans le cadre des problèmes de déconvolution ou de super-résolution en présence de bruit
de Poisson, lorsqu’un terme de régularisation hybride est utilisé.
4.2 Formulation du problème
Dans ce chapitre, nous nous intéressons à la résolution du problème d’optimisation
convexe suivant :
Trouver x̂ ∈ Argmin
x∈RK
J∑
j=1
fj(x). (4.1)
x = (xk)1≤k≤K ∈ RK représente les coefficients d’une trame ajustée, dont l’opérateur de
synthèse de trame est noté F⊤ ∈ RN×K (avec K ≥ N). Les fonctions (fj)1≤j≤J apparti-
ennent à la classe Γ0(RK). L’image restaurée est alors notée par ŷ = F⊤x̂ ∈ RN .
Un cas particulier bien connu de l’équation (4.1) est celui où J = 2 ; le problème de
minimisation se réduit alors à la minimisation d’une somme de deux fonctions, qui dans
un cadre Bayésien, peuvent être interprétées comme un terme d’attache aux données f1,
lié au bruit, et un terme f2, lié à un modèle probabiliste a priori sur les coefficients de
trame (cf. paragraphe 2.2.3-b) du chapitre 2). Dans ce chapitre nous nous intéressons plus
particulièrement au cas où J > 2. Cette configuration permet par exemple :
– d’imposer des contraintes additionnelles sur l’image cible (contrainte sur la dy-
namique, contrainte de support,. . .),
– d’introduire un terme de régularisation hybride (par exemple : ℓ1 + tv).
Le fait de considérer une représentation sur une trame, nous conduit ainsi à reformuler
le problème d’optimisation convexe (4.1) comme :
Trouver x̂ ∈ Argmin
x∈RK
S∑
j=1
gj(F
⊤x) +
J∑
j=S+1
fj(x), (4.2)
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où les fonctions (gj)1≤j≤S appartiennent à la classe Γ0(RN) et (fj)S+1≤j≤J sont des fonc-
tions de Γ0(RK), associées respectivement aux pixels de l’image ou aux coefficients de
trame. Les termes associés à j ∈ {1, . . . , S} sont directement liés aux valeurs des pix-
els et peuvent être, entre autre, un terme de fidélité aux données ou une contrainte sur la
dynamique des pixels. Les fonctions d’indices j ∈ {S + 1, . . . , J}, définies sur les co-
efficients de trame, sont souvent choisies à partir de modèles probabilistes classiques. Ils
peuvent par exemple correspondre à l’anti-log vraisemblance de variables indépendantes
suivant des distributions gaussiennes généralisées [Do, Vetterli, 2002].
4.3 Formes explicites de quelques opérateurs proximaux
4.3.1 Opérateurs proximaux de fonctions usuelles
Nous commençons par rappeler le calcul de l’opérateur proximal de la norme eucli-
dienne en dimension 2, qui nous sera utile pour le calcul de l’opérateur proximal de la
variation totale.
Exemple 4.1 [Combettes, Pesquet, 2008] Soit µ > 0, et soit
ϕ : R2 → R : (ξ1, ξ2) 7→ µ
√
|ξ1|2 + |ξ2|2.
On a alors, pour tout (ξ1, ξ2) ∈ R2,
proxϕ(ξ1, ξ2) =

(
1− µ√|ξ1|2+|ξ2|2
)
(ξ1, ξ2), si
√|ξ1|2 + |ξ2|2 > µ;
(0, 0), sinon.
(4.3)
Dans la partie expérimentale, les données seront dégradées par un bruit de Poisson. Il
nous sera donc utile de connaître l’opérateur proximal associé à la fonction gamma, cette
dernière étant liée à l’antilog vraisemblance d’une loi poisonnienne.
Exemple 4.2 [Combettes, Pesquet, 2007a] Soit α > 0, et soit
ϕ : R→ ]−∞,+∞] : ξ 7→

−χ ln(ξ) + αξ, si χ > 0 et ξ > 0,
αξ, si χ = 0 et ξ ≥ 0,
+∞, sinon.
(4.4)
On a alors, pour tout ξ ∈ R,
proxϕξ =
ξ − α +√|ξ − α|2 + 4χ
2
. (4.5)
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4.3.2 Opérateur proximal impliquant un opérateur linéaire
Dans ce paragraphe, notre intérêt porte sur le calcul de l’opérateur proximal associé à
une fonction
g = Ψ ◦ A (4.6)
où A ∈ RM×N et
Ψ: RM → ]−∞,+∞] : (um)1≤m≤M 7→
M∑
m=1
ψm(um) (4.7)
avec pour tout m ∈ {1, . . . ,M}, ψm ∈ Γ0(R). Comme l’énonce la proposition 4.3 qui
suit, l’opérateur proximal de cette fonction peut avoir une forme explicite uniquement
dans des cas spécifiques. Remarquons que cette proposition constitue une généralisation
de [Combettes, Pesquet, 2007a, proposition 11] pour les fonctions convexes séparables.
Proposition 4.3 Soient H et G, deux espaces de Hilbert, réels, séparables et soit
(om)m∈K⊂N une base orthonormale de G. Considérons une fonction Φ, telle que,
(∀u ∈ G) Φ(u) =
∑
m∈K
ϕm(
〈
u, om
〉
), (4.8)
où (ϕm)m∈K sont des fonctions de Γ0(R). Supposons que K soit fini ou qu’il existe un
sous-ensemble L de K tel que KrL soit fini et (∀m ∈ L) ϕm ≥ ϕm(0) = 0.
Soit L : H → G un opérateur linéaire borné tel que la composition de L avec L∗ est un
isomorphisme qui est diagonalisable par (om)m∈K, i.e.
(∀m ∈ K) L ◦ L∗︸ ︷︷ ︸
D
om = dmom (4.9)
où (dm)m∈K est une suite de réels positifs.
On a alors Φ ◦ L ∈ Γ0(H) et
proxΦ◦L = Id + L
∗ ◦D−1 ◦ (proxDΦ − Id) ◦ L (4.10)
où Id est l’opérateur identité et DΦ est la fonction définie par
(∀u ∈ G) DΦ(u) =
∑
m∈K
dmϕm(
〈
u, om
〉
). (4.11)
Preuve :
D = L ◦ L∗ est bijectif, donc L est surjectif et puisque domΦ 6= ∅, on en déduit que
dom (Φ◦L) 6= ∅. Cela nous permet de conclure que h = Φ◦L est une fonction de Γ0(H).
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Nous cherchons ensuite à calculer l’opérateur proximal de h. Pour cela, commençons par
écrire sa définition, à savoir, pour tout w ∈ H,
proxhw = argmin
v∈H
1
2
‖v − w‖2 + Φ(Lv). (4.12)
Comme L est surjectif, ImL = G est fermé. Il est alors possible d’écrire tout vecteur
v ∈ H comme une somme d’un élément L∗t dans ImL∗ et v⊥ ∈ (ImL∗)⊥ = kerL. De
plus,
Lv = LL∗t = Dt.
De façon similaire, nous pouvons écrire pour tout vecteur w ∈ H, w = L∗u + w⊥ où
u ∈ G et w⊥ ∈ kerL. Dans ces conditions, proxhw peut être connu en déterminant
arg min
(t,v⊥)∈G×H
1
2
‖L∗t+ v⊥ − L∗u− w⊥‖2 + Φ(Dt)
= arg min
(t,v⊥)∈G×H
1
2
‖L∗(t− u)‖2 + 1
2
‖v⊥ − w⊥‖2 + Φ(Dt). (4.13)
Si nous posons,
v⊥ = w⊥ = w − L∗u, (4.14)
il reste alors à trouver
argmin
t∈G
1
2
‖L∗(t− u)‖2 + Φ(Dt) = argmin
t∈G
1
2
〈(t− u), D(t− u)〉+ Φ(Dt). (4.15)
En utilisant la séparabilité de Φ, l’équation (4.15) s’écrit
argmin
t∈G
1
2
∑
m∈K
dm(〈t, om〉 − 〈u, om〉)2 + ϕm(dm〈t, om〉). (4.16)
Nous déduisons alors de la propriété du changement d’échelle (rappelée dans l’équa-
tion (3.5) du chapitre 3) que
(∀m ∈ K) 〈t, om〉 = prox 1
dm
ϕm(dm·)(〈u, om〉) =
1
dm
proxdmϕm(dm〈u, om〉), (4.17)
ce qui, selon [Chaux et al., 2007, proposition 2.10] (rappelée par la proposition 3.13 du
chapitre 3), donne
t = D−1
∑
m∈K
proxdmϕm(dm〈u, om〉) om = D−1proxDΦ(Du). (4.18)
En combinant les équations (4.14) et (4.18) nous obtenons
v = w + L∗
(
D−1proxDΦ(Du)− u
)
.
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De plus, puisque L∗u est la projection de w sur ImL∗, u = (LL∗)−1Lw = D−1Lw et
l’équation (7.19) en découle. 
La fonction Ψ définie dans (4.7) est séparable dans la base canonique de RM . Cepen-
dant, pour un opérateur convolutif arbitraire L = A, l’égalité (4.9) n’est généralement
pas vérifiée. Néanmoins, nous allons voir que la fonction g, définie par l’équation (4.6),
peut être décomposée en une somme de fonctions pour lesquelles les opérateurs prox-
imaux peuvent être calculés explicitement. Pour cela, nous supposons que
(Ii)1≤i≤I est une partition de {1, . . . ,M} (4.19)
composée d’ensembles non vides. Pour tout i ∈ {1, . . . , I}, on note Mi le nombre d’élé-
ments dans Ii
(∑I
i=1Mi =M
)
et
Υi : R
Mi → ]0,+∞[ : (um)m∈Ii 7→
∑
m∈Ii
ψm(um).
Si, pour tout i ∈ {1, . . . ,M}, ξi ∈ RN représente le vecteur associé à la i-ème ligne de
A, nous pouvons écrire g =
∑I
i=1Υi ◦Ai où Ai est un opérateur linéaire de RN dans RMi
associé à la matrice  ξ
⊤
m1
.
.
.
ξ⊤mMi
 (4.20)
et Ii = {m1, . . . , mMi}. On supposera par la suite que la famille (ξm)m∈Ii vérifie l’hy-
pothèse suivante.
Hypothèse 4.4 Pour tout i ∈ {1, . . . , I}, (ξm)m∈Ii est une famille de vecteurs orthogo-
naux non nuls.
Sous l’hypothèse 4.4, la fonction g peut être décomposée comme une somme de I fonc-
tions (Υi ◦ Ai)1≤i≤I où, pour tout i ∈ {1, . . . , I}, Di = Ai ◦A∗i est associé à une matrice
diagonale inversible Diag(∆i,1, . . . ,∆i,Mi). D’après la proposition 4.3, nous obtenons
proxΥi◦Ai = Id + A
∗
i ◦D−1i ◦ (proxDiΥi − Id) ◦ Ai. (4.21)
Remarque 4.5
(i) Notons que l’hypothèse 4.4 est évidemment satisfaite quand I = M , c’est à dire
lorsque, pour tout i ∈ {1, . . . , I}, Ii se réduit à un singleton.
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(ii) L’application de Ai ou A∗i se réduit à des opérations usuelles de traitement du
signal. En effet, quand A est un opérateur de convolution, l’application de Ai se
réduit à deux étapes : une convolution avec une réponse impulsionnelle du filtre de
dégradation et une décimation pour les positions sélectionnées (m ∈ Ii). L’appli-
cation de A∗i se décompose également en deux étapes : une étape d’interpolation
(en insérant des zéros entre les valeurs des données d’indices m ∈ Ii) suivi d’une
convolution avec le filtre de réponse fréquentielle conjuguée.
L’idée fondamentale derrière l’introduction de la partition (Ii)1≤i≤I définie par (4.19), est
de former des groupes de lignes de la matrice A ne se recouvrant pas, donc orthogonales
entre elles, de façon à calculer les opérateurs proximaux correspondants. Dans le cas d’une
convolution, il s’agit de grouper des translatées du noyau de convolution. Afin de réduire
le nombre d’opérateurs proximaux à calculer, une solution consiste à trouver le plus petit
entier I tel que, pour tout i ∈ {1, . . . , I}, (ξm)m∈Ii reste une famille orthogonale.
Nous allons considérer successivement le cas de problèmes de déconvolution 1D et
2D, où N représente la taille du signal original (resp. N = N1 × N2 celle de l’image
originale) alors que M désigne la taille du signal dégradé (resp. M = M1 ×M2 désigne
celle de l’image dégradée). Différentes configurations concernant l’impact des effets de
bords sur l’opérateur de convolution sont étudiées, à savoir,
– lorsqu’il n’y a pas d’effets de bords,
– lors d’une convolution avec « zero padding »,
– lors d’une convolution périodique.
Le cas de la convolution décimée d’un facteur d ∈ N∗, avec une gestion des bords par
« zero padding », est également présentée.
Dans la suite, Q désigne la taille du noyau du filtre 1D (resp. Q = Q1×Q2 celle d’un
filtre 2D) et la suite (θq)0≤q<Q (resp. (θq1,q2)0≤q1<Q1,0≤q2<Q2) correspond aux valeurs du
filtre.
• Modèle convolutif unidimensionnel sans effets de bords.
Nous avons typiquement la structure Tœplitz suivante :
ξ
⊤
1
.
.
.
ξ⊤M
 =

θQ−1 . . . θ1 θ0 0 . . . 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 θQ−1 . . . θ1 θ0
 (4.22)
où M = N −Q+ 1 ≥ Q.
En vue de satisfaire l’hypothèse 4.4, nous pouvons choisir I = Q et, pour tout i ∈
{1, . . . , I},
Ii =
{
m ∈ {1, . . . ,M} ∣∣m = i mod I}. (4.23)
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Par conséquent, nous avons pour tout i ∈ {1, . . . , I},
∆i,1 = . . . = ∆i,Mi =
Q−1∑
q=0
|θq|2. (4.24)
Dans cette configuration, g peut être décomposée comme une somme de Q fonctions,
dont les opérateurs proximaux peuvent être facilement calculés.
• Modèle convolutif unidimensionnel avec une gestion des bords par « zero-padding ».
On considère la matrice Tœplitz suivante :
ξ
⊤
1
.
.
.
ξ⊤M
 =

θ0 0 . . . . . . . . . . . . 0
θ1 θ0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
θQ−1
.
.
.
.
.
.
.
.
.
.
.
.
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 θQ−1 . . . θ1 θ0

(4.25)
où M = N ≥ 2Q− 1. Dans ce cas, I peut être choisi égal à Q et les ensembles d’indices
(Ii)1≤i≤I sont toujours donnés par (4.23). Enfin, contrairement à l’exemple précédent, les
paramètres diagonaux ne sont pas tous égaux. Pour tout i ∈ {1, . . . , I}, nous avons,
∆i,1 =
i−1∑
q=0
|θq|2 et ∆i,2 = . . . = ∆i,Mi =
Q−1∑
q=0
|θq|2. (4.26)
• Modèle de convolution d−décimée avec « zero-padding ».
On considère la matrice de RM×N avec N =Md ≥ 2Q telle que :
ξ
⊤
1
.
.
.
ξ⊤M
 =

θd−1 . . . θ0 0 . . . . . . . . . . . . . . . . . . 0
θ2d−1 . . . θd−1 . . . θ0 0 . . . . . . . . . . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . . . . 0 θQ−1 . . . θ2d−1 . . . θd−1 . . . θ0

.
(4.27)
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Dans le but de satisfaire l’hypothèse 4.4, nous choisissons I =
⌈
Q
d
⌉
et les ensembles
d’indices (Ii)1≤i≤I sont encore donnés par (4.23). Enfin, pour tout i ∈ {1, . . . , I}, nous
posons,
∆i,1 =
min(i×d,Q)−1∑
q=0
|θq|2 et ∆i,2 = . . . = ∆i,Mi =
Q−1∑
q=0
|θq|2. (4.28)
Notons que lorsque d ≥ Q, (ξm)m∈{1,...,M} est une famille orthogonale, et dans ce cas
I = 1.
• Modèle de convolution périodique unidimensionnel.
Dans cette configuration, une matrice ayant une structure circulante [Golub, Van Loan,
1996] est impliquée :
ξ
⊤
1
.
.
.
ξ⊤M
 =

θ0 0 . . . 0 θQ−1 . . . θ1
θ1 θ0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. θQ−1
θQ−1
.
.
.
.
.
. 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 θQ−1 . . . θ1 θ0

(4.29)
avec M = N ≥ Q. En vue de satisfaire l’hypothèse 4.4, nous choisissons I = min{i ≥
Q |M = i mod Q} et, pour tout i ∈ {1, . . . , I},
Ii =
{
{i} si i ≤ Q− 1{
m ∈ {Q, . . . ,M} ∣∣m = i mod Q} sinon. (4.30)
Les paramètres diagonaux sont donnés par (4.24).
Un autre choix a été fait dans [Pustelnik et al., 2009b] en choisissant I = min{i ≥
Q |M = 0 mod i} et en procédant comme dans (4.23) et (4.24). Cette solution peut être
préférée, quand la valeur résultante de I est petite, pour sa simplicité d’implantation.
Remarque 4.6 Dans les exemples précédents (les exemples non-décimés étant un cas
particulier où d = 1), la complexité de calcul pour appliquer chaque opérateur Ai ou A∗i
est O(Md). De plus, nous avons environ Q/d opérateurs proximaux proxΥi◦Ai à calculer.
En supposant une complexité en O(Mi) pour calculer proxDiΥi , la complexité globale est
en O(M(2Q + 1)). Si nous considérons maintenant le cas où I = M , la complexité de
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calcul de Ai ouA∗i est O(Q), et nous avonsN opérateurs proximaux proxΥi◦Ai à calculer.
Cela implique un temps de calcul global du même ordre de grandeur que précédemment.
Il n’y a donc pas d’avantage clair, en terme de complexité, à limiter le nombre d’opéra-
teurs proximaux à calculer. Cela nous permet néanmoins de réduire la mémoire requise
(gain d’un facteur Md/Q pour le stockage des résultats des opérateurs proximaux).
• Modèles convolutifs bidimensionnel sans effets de bords.
Nous avons typiquement la structure Tœplitz-block Tœplitz définie comme suit :
ξ
⊤
1
.
.
.
ξ⊤M
 =

ΘQ1−1 . . . Θ1 Θ0 [0] . . . [0]
[0]
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. [0]
[0] . . . [0] ΘQ1−1 . . . Θ1 Θ0
 (4.31)
où
* M1 = N1 −Q1 + 1 ≥ Q1,
* M2 = N2 −Q2 + 1 ≥ Q2,
* [0] est la matrice nulle de taille M2 ×N2,
et pour tout q1 ∈ {0, . . . , Q1 − 1},
Θq1 =

θq1,Q2−1 . . . θq1,1 θq1,0 0 . . . 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 θq1,Q2−1 . . . θq1,1 θq1,0
 ∈ RM2×N2 . (4.32)
Dans le but de satisfaire l’hypothèse 4.4, nous pouvons choisir I = I1I2 où I1 = Q1,
I2 = Q2, et pour tout (i1, i2) ∈ {1, . . . , Q1} × {1, . . . , Q2}, i = i2 +Q2(i1 − 1) définir
Ii = {m2 +M2(m1 − 1) | (m1, m2) ∈ {1, . . . ,M1} × {1, . . . ,M2}
et m1 = i1 mod I1, m2 = i2 mod I2} (4.33)
avec, pour tout i ∈ {1, . . . , I}
∆i,1 = . . . = ∆i,Mi =
Q1−1∑
q1=0
Q2−1∑
q2=0
|θq1,q2|2. (4.34)
Dans ce cas, g peut être décomposée comme une somme de Q1Q2 fonctions dont chaque
opérateur proximal peut facilement être calculé.
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• Modèle convolutifs à deux dimensions avec « zero-padding ».
Nous considérons la matrice Tœplitz-block Tœplitz définie par :
ξ
⊤
1
.
.
.
ξ⊤M
 =

Θ0 [0] . . . . . . . . . . . . [0]
Θ1 Θ0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ΘQ1−1 Θ0
.
.
.
.
.
.
[0]
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. [0]
[0] . . . [0] ΘQ1−1 . . . Θ1 Θ0

(4.35)
où
* M1 = N1 ≥ Q1,
* M2 = N2 ≥ Q2,
* [0] est la matrice nulle de taille N2 ×N2,
et pour tout q1 ∈ {0, . . . , Q1 − 1},
Θq1 =

θq1,0 0 . . . . . . . . . . . . 0
θq1,1 θq1,0 0 0
.
.
.
.
.
.
.
.
. 0
θq1,Q2−1 θq1,0
.
.
. 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 θq1,Q2−1 . . . θq1,1 θq1,0

∈ RN2×N2 . (4.36)
Dans ce cas, I peut être choisi égal à Q1Q2 et l’ensemble d’indices (Ii)1≤i≤I est toujours
donné par (4.33). Mais contrairement à l’exemple précédent, les paramètres diagonaux ne
sont pas tous égaux. Nous avons dans ce cas de figure, pour tout i ∈ {1, . . . , I},
∆i,m2+M2(m1−1) =
min(m1,Q1)−1∑
q1=0
min(m2,Q2)−1∑
q2=0
|θq1,q2|2. (4.37)
• Modèle de convolution d−décimée avec « zero-padding » bidimensionnel.
Nous obtenons la matrice de RM1M2×N1N2 avec N1 = M1d1 ≥ 2Q1 et N2 =M2d2 ≥ 2Q2
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telle que :
ξ
⊤
1
.
.
.
ξ⊤M
 =

Θd1−1 . . . Θ0 [0] . . . . . . . . . . . . . . . . . . [0]
Θ2d1−1 . . . Θd1−1 . . . Θ0 [0] . . . . . . . . . . . . [0]
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
[0]
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. [0]
[0] . . . . . . [0] ΘQ1−1 . . . Θ2d1−1 . . . Θd1−1 . . . Θ0

(4.38)
où
* d1M1 = N1 ≥ 2Q1,
* d2M2 = N2 ≥ 2Q2,
* [0] est la matrice nulle de taille M2 ×N2,
et pour tout q1 ∈ {0, . . . , Q1 − 1}
Θq1 =

θq1,d2−1 . . . θq1,0 0 . . . . . . . . . . . . . . . . . . 0
θq1,2d2−1 . . . θq1,d2−1 . . . θq1,0 0 . . . . . . . . . . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . . . . 0 θq1,Q2−1 . . . θq1,2d2−1 . . . θq1,d2−1 . . . θq1,0

.
(4.39)
Dans le but de satisfaire l’hypothèse 4.4, nous choisissons I = I1I2 avec I1 =
⌈
Q1
d1
⌉
et
I2 =
⌈
Q2
d2
⌉
. Les ensembles d’indices (Ii)1≤i≤I sont toujours donnés par (4.33) et pour tout
i ∈ {1, . . . , I},
∆i,1 =
min(i×d1,Q1)−1∑
q1=0
min(i×d2,Q2)−1∑
q2=0
|θq1,q2|2 (4.40)
et
∆i,2 = . . . = ∆i,Mi =
Q1−1∑
q1=0
Q2−1∑
q2=0
|θq1,q2|2. (4.41)
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Notons que lorsque d1 ≥ Q1 et d2 ≥ Q2, (ξm)m∈{1,...,M} est une famille orthogonale, et
dans ce cas I = 1.
• Modèles convolutifs périodiques à deux dimensions.
Dans cette configuration, la matrice A possède une structure circulante-bloc circulante
[Golub, Van Loan, 1996] telle que :
ξ
⊤
1
.
.
.
ξ⊤M
 =

Θ0 [0] . . . [0] ΘQ1−1 . . . Θ1
Θ1 Θ0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. ΘQ1−1
ΘQ1−1
.
.
.
.
.
. [0]
[0]
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. [0]
[0] . . . [0] ΘQ1−1 . . . Θ1 Θ0

(4.42)
où
* M1 = N1 ≥ Q1,
* M2 = N2 ≥ Q2,
* [0] est la matrice nulle de taille N2 ×N2,
et pour tout q1 ∈ {0, . . . , Q1 − 1}
Θq1 =

θq1,0 0 . . . 0 θq1,Q2−1 . . . Θq1,1
θq1,1 θq1,0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. θq1,Q2−1
θq1,Q2−1
.
.
.
.
.
. 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 θq1,Q2−1 . . . θq1,1 θq1,0

∈ RN2×N2 . (4.43)
Dans l’optique de satisfaire l’hypothèse 4.4, nous définissons
I1 = min{i1 ≥ Q1 |M1 = i1 mod Q1} (4.44)
et
I2 = min{i2 ≥ Q2 |M2 = i2 mod Q2}. (4.45)
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De plus, nous posons I = I1I2 et pour tout (i1, i2) ∈ {1, . . . , I1} × {1, . . . , I2}, nous
prenons i = i2 + I2(i1 − 1) et définissons
Ii =

{i2 +M2(i1 − 1)} si i1 < Q1 et i2 < Q2
{m2 +M2(i1 − 1) | m2 ∈ {1, . . . ,M2} et m2 = i2 mod Q2} si i1 < Q1 et i2 ≥ Q2
{i2 +M2(m1 − 1) | m1 ∈ {1, . . . ,M1} et m1 = i1 mod Q1} si i1 ≥ Q1 et i2 < Q2
{m2 +M2(m1 − 1) | (m1, m2) ∈ {1, . . . ,M1} × {1, . . . ,M2},
m1 = i1 mod Q1 et m2 = i2 mod Q2} sinon .
(4.46)
Les paramètres de la diagonale sont donnés par (4.34).
De la même manière que nous l’avions mentionné en 1D, un autre choix possible pour I1
et I2 est envisageable [Pustelnik et al., 2009b]. Il s’agit de prendre I1 = min{i1 ≥ Q1 |
M1 = 0 mod i1} et I2 = min{i2 ≥ Q2 |M2 = 0 mod i2}, et de procéder comme pour
(4.33) et (4.34).
Remarque 4.7 La remarque sur la complexité, formulée dans le cas 1D, reste valable
dans le cas bidimensionnel.
4.3.3 Formes discrètes de la variation totale et opérateurs proximaux
associés
La variation totale, initialement introduite par Rudin, Osher et Fatemi dans [Rudin
et al., 1992] représente une mesure de régularité puissante en restauration d’images pour
retrouver des zones de l’image constantes par morceaux avec des frontières prononcées
[Rudin, Osher, 1994; Malgouyres, 2002; Aujol et al., 2006; Weiss et al., 2009]. Dif-
férentes versions de la variation totale discrète peuvent être trouvées dans la littérature
[Rudin et al., 1992; Chambolle, 2004; Combettes, Pesquet, 2008]. Notre objectif est de
considérer des versions discrètes de la variation totale pour lesquelles il est possible de
décomposer le terme de variation totale en une somme de fonctions dont l’opérateur prox-
imal associé possède une forme explicite.
Dans cette partie, nous considérons une forme de variation totale, définie pour une
image numérique
y = (yn1,n2)0≤n1<N1,0≤n2<N2 ∈ RN1×N2,
qui s’exprime par
tv(y) =
N1−P1∑
n1=0
N2−P2∑
n2=0
ρtv
(
(yh)n1,n2, (yv)n1,n2
)
. (4.47)
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La fonction ρtv appartient à la classe Γ0(R2), et les éléments yh et yv sont deux gradients
discrets calculés dans des directions orthogonales grâce à des filtres de réponse impulsion-
nelle finie de taille P1 × P2. Plus précisément, dans l’expression ci-dessus, nous avons
(yh)n1,n2 = tr(H
⊤Yn1,n2) (4.48)
(yv)n1,n2 = tr(V
⊤Yn1,n2) (4.49)
où H ∈ RP1×P2 et V ∈ RP1×P2 sont les matrices du noyau du filtre, et pour tout (n1, n2) ∈
{0, . . . , N1 − P1} × {0, . . . , N2 − P2},
Yn1,n2 = (yn1+p1,n2+p2)0≤p1<P1,0≤p2<P2
représente un bloc de P1 × P2 pixels voisins. Comme l’opérateur proximal associé à la
variation totale, définie par l’équation (4.47), ne possède pas une expression simple en
général, nous proposons de décomposer l’équation (4.47) comme suit,
(∀y ∈ RN1×N2) tv(y) =
P1−1∑
p1=0
P2−1∑
p2=0
tvp1,p2(y) (4.50)
où, pour tout p1 ∈ {0, . . . , P1 − 1} et p2 ∈ {0, . . . , P2 − 1},
tvp1,p2(y) =
⌊N1−p1
P1
⌋−1∑
n1=0
⌊N2−p2
P2
⌋−1∑
n2=0
ρtv
(
(yh)
p1,p2
n1,n2
, (yv)
p1,p2
n1,n2
) (4.51)
La notation (·)p1,p2n1,n2 = (·)P1n1+p1,P2n2+p2 a été utilisée.
La figure 4.1 (ci-dessous) représente pour deux configurations de (p1, p2), l’ensemble
des blocs Y p1,p2n1,n2 mis en jeu dans l’équation (4.51). Une forme explicite de l’opérateur
proximal associé à la fonction (4.51) peut être déduite de la proposition suivante.
Proposition 4.8 Supposons que tr(HV ⊤) = 0 et ‖H‖2F = ‖V ‖2F = 1 où ‖ · ‖F représente
la norme de Frobenius. Pour tout y = (yn1,n2)0≤n1<N1,0≤n2<N2 ∈ RN1×N2 et µ > 0, nous
avons, pour tout (p1, p2) ∈ {0, . . . , P1 − 1} × {0, . . . , P2 − 1},
proxµtvp1,p2y = (πn1,n2)0≤n1<N1,0≤n2<N2 (4.52)
où, pour tout (n1, n2) ∈ {0, . . . , ⌊N1−p1P1 ⌋ − 1} × {0, . . . , ⌊
N2−p2
P2
⌋ − 1},
(πP1n1+p1+p′1,P2n2+p2+p′2)0≤p′1<P1,0≤p′2<P2
= (βp1,p2n1,n2 − hp1,p2n1,n2)H + (κp1,p2n1,n2 − vp1,p2n1,n2)V + Y p1,p2n1,n2 (4.53)
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avec
hp1,p2n1,n2 = tr(H
⊤Y p1,p2n1,n2 ), (4.54)
vp1,p2n1,n2 = tr(V
⊤Y p1,p2n1,n2 ), (4.55)
(βp1,p2n1,n2, κ
p1,p2
n1,n2) = proxµ ρtv(·,·)(h
p1,p2
n1,n2, v
p1,p2
n1,n2). (4.56)
et, pour tout (n1, n2) ∈ {0, . . . , N1 − 1} × {0, . . . , N2 − 1},
πn1,n2 = yn1,n2 si n1 < p1 ou n2 < p2 ou n1 ≥ P1⌊N1−p1P1 ⌋ ou n2 ≥ P2⌊
N2−p2
P2
⌋.
(4.57)
Image y
Image y décomposée en blocs Y p1,p2n1,n2 ne se recouvrant pas
lorsque p1 = p2 = 0 lorsque p1 = 1 et p2 = 2
B défini par l’équation (4.59)
Bloc Y p1,p2n1,n2 de taille P1 × P2
FIGURE 4.1 – Décomposition de l’image qui permet de calculer l’opérateur proximal de
la variation totale.
Preuve :
En utilisant la définition d’un opérateur proximal, pour tout y ∈ RN1×N2 ,
π = proxµtvp1,p2y
minimise
1
2
‖π − y‖2 + µtvp1,p2(π) (4.58)
Si l’on pose, pour tout (n1, n2) ∈ {0, . . . , ⌊N1−p1P1 ⌋ − 1} × {0, . . . , ⌊
N2−p2
P2
⌋ − 1},
Πp1,p2n1,n2 = (πP1n1+p1+p′1,P2n2+p2+p′2)0≤p′1<P1,0≤p′2<P2
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et
B = {(n1, n2) ∈ N2 | 0 ≤ n1 < p1 ou 0 ≤ n2 < p2
ou P1⌊N1 − p1
P1
⌋ ≤ n1 < N1 ou P2⌊N2 − p2
P2
⌋ ≤ n2 < N2}, (4.59)
l’équation (4.58) s’écrit également
∑
(n1,n2)∈B
1
2
(πn1,n2 − yn1,n2)2 +
⌊N1−p1
P1
⌋−1∑
n1=0
⌊N2−p2
P2
⌋−1∑
n2=0
1
2
‖Πp1,p2n1,n2 − Y p1,p2n1,n2 ‖2F
+ µ ρtv
(
tr(H⊤Πp1,p2n1,n2), tr(V
⊤Πp1,p2n1,n2)
)
. (4.60)
Il est clair que l’équation (4.57) est vérifiée lorsque les variables πn1,n2 pour (n1, n2) ∈ B
ne sont pas des éléments des matrices
(
Πp1,p2n1,n2
)
(n1,n2)∈{0,...,⌊N1−p1P1 ⌋−1}×{0,...,⌊
N2−p2
P2
⌋−1}. De
plus, puisque tr(H⊤V ) = 0 et ‖H‖2F = ‖V ‖2F = 1, les matrices Πp1,p2n1,n2 et Y p1,p2n1,n2 peuvent
être décomposées en composantes orthogonales comme suit :{
Πp1,p2n1,n2 = β
p1,p2
n1,n2H + κ
p1,p2
n1,n2V + (Π
p1,p2
n1,n2)
⊥
Y p1,p2n1,n2 = h
p1,p2
n1,n2
H + vp1,p2n1,n2V + (Y
p1,p2
n1,n2
)⊥
où
βp1,p2n1,n2 = tr(H
⊤Πp1,p2n1,n2),
κp1,p2n1,n2 = tr(V
⊤Πp1,p2n1,n2),
(Πp1,p2n1,n2)
⊥ = Πp1,p2n1,n2 − βp1,p2n1,n2H − κp1,p2n1,n2V,
(Y p1,p2n1,n2 )
⊥ = Y p1,p2n1,n2 − hp1,p2n1,n2H − vp1,p2n1,n2V,
et (hp1,p2n1,n2, v
p1,p2
n1,n2
) est donné par (4.55). Après quelques simplifications, l’équation (4.60)
s’écrit, pour tout n1 ∈ {0, . . . , ⌊N1−p1P1 ⌋ − 1} et n2 ∈ {0, . . . , ⌊
N2−p2
P2
⌋ − 1},
1
2
‖Πp1,p2n1,n2 − Y p1,p2n1,n2‖2F + µ ρtv
(
tr(H⊤Πp1,p2n1,n2), tr(V
⊤Πp1,p2n1,n2)
)
,
et, de façon identique,
1
2
‖(Πp1,p2n1,n2)⊥ − (Y p1,p2n1,n2 )⊥‖2F +
1
2
(βp1,p2n1,n2 − hp1,p2n1,n2)2
+
1
2
(κp1,p2n1,n2 − vp1,p2n1,n2)2 + µ ρtv
(
βp1,p2n1,n2, κ
p1,p2
n1,n2
)
.
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Cela montre que (4.56) est satisfaite et que (Πp1,p2n1,n2)⊥ = (Y p1,p2n1,n2 )⊥. On en déduit directe-
ment l’équation (4.53). 
Le résultat de la proposition 4.8 signifie que, pour une valeur donnée de (p1, p2) ∈
{0, . . . , P1− 1}×{0, . . . , P2− 1}, l’image est décomposée en blocs ne se recouvrant pas
(c.à.d n’ayant pas de pixel commun). Ces blocs sont notés
Y p1,p2n1,n2 = (yP1n1+p1+p′1,P2n2+p2+p′2)0≤p′1<P1,0≤p′2<P2
et sont composés de P1 × P2 pixels.
La figure 4.1 illustre la construction des blocs et les effets de bords introduits pour
différentes valeurs de p1 et p2. L’équation (4.53) fournit alors l’expression de l’opérateur
proximal associé à chacun de ces blocs, tandis que l’équation (4.57) traite les effets de
bord.
Remarque 4.9 Le résultat ci-dessus offre un certain degré de liberté dans la définition
de la variation totale discrète, tant pour le choix des fonctions ρtv que pour le choix des
filtres de gradients H et V . En voici quelques exemples.
• Deux choix classiques pour la fonction ρtv [Rudin et al., 1992] sont les suivants :
(i) Si ρtv : (ξ1, ξ2) 7→ |ξ1| + |ξ2| alors, une forme anisotrope est obtenue. D’après
l’exemple 3.3 du chapitre 2, (4.56) se réduit à{
βp1,p2n1,n2 = sign(h
p1,p2
n1,n2
)max(|hp1,p2n1,n2| − µ, 0)
κp1,p2n1,n2 = sign(v
p1,p2
n1,n2)max(|vp1,p2n1,n2| − µ, 0).
(4.61)
(ii) Si ρtv : (ξ1, ξ2) 7→
√
(ξ1)2 + (ξ2)2, alors on retrouve la forme isotrope usuelle.
L’opérateur proximal à déterminer dans (4.56) se déduit de l’exemple 4.1.
• Certains exemples de matrices de gradient H et V satisfaisant les hypothèses de la
proposition 4.8 sont détaillées ci-dessous :
(i) Les filtres de Roberts tels que H =
[−1/√2 0
0 1/
√
2
]
et V =
[
0 −1/√2
1/
√
2 0
]
ont été étudiés dans [Combettes, Pesquet, 2008].
(ii) Les filtres de différences finies peuvent être utilisés, ils sont tels que H = V ⊤ = 0 0 0−1/√2 0 1/√2
0 0 0

.
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(iii) Les filtres de Prewitt satisfont aussi les hypothèses requises. Ils sont définis par
H = V ⊤ =
−1/
√
6 0 1/
√
6
−1/√6 0 1/√6
−1/√6 0 1/√6

.
(iv) Les filtres de Sobel définis par H = V ⊤ =
−1/
√
12 0 1/
√
12
−2/√12 0 2/√12
−1/√12 0 1/√12
 constituent
également un choix possible.
4.4 Algorithme proximal parallèle (PPXA)
Dans la classe des méthodes d’optimisation convexe, l’algorithme récemment pro-
posé dans [Combettes, Pesquet, 2008], apparaît bien adapté pour résoudre la classe des
problèmes fomulés par (4.1). Quand une représentation sur une trame est considérée, le
problème peut être formulé par (4.2). Dans cette configuration, lorsque le nombre S de
fonctions de Γ0(RN) est grand, les opérateurs d’analyse et de synthèse de trame doivent
être appliqués de nombreuses fois dans l’algorithme, lors du calcul de l’opérateur prox-
imal de chaque fonction gi. Cela peut entraîner des temps de calcul longs. Dans cette
section, nous rappelons brièvement la formulation générale de l’algorithme proximal par-
allèle (PPXA), ses propriétés de convergence et ses itérations sont détaillées pour la ré-
solution du problème (4.2). Finalement, nous proposons une version accélérée de PPXA
permettant de résoudre efficacement le problème (4.2).
4.4.1 Présentation de l’algorithme
Une formulation équivalente du problème d’optimisation convexe (4.1) est :
Trouver x̂ ∈ Argmin
x1∈RK ,...,xJ∈RK
x=x1=...=xJ
J∑
j=1
fj(xj). (4.62)
Cette formulation a été utilisée dans [Combettes, Pesquet, 2008] pour obtenir l’algorithme
proximal parallèle (cf. algorithme 6).
PPXA requiert le choix de constantes réelles comme le pas γ, les pondérations (ωj)1≤j≤J
et, à chaque itération ℓ ∈ N, le paramètre de relaxation λℓ. Les termes (aj,ℓ)1≤j≤J , cor-
respondant aux erreurs de calcul possibles sur les opérateurs proximaux (par exemple si
l’opérateur proximal ne possède pas de forme explicite), soulignent la stabilité numérique
de l’algorithme. La suite (xℓ)ℓ≥1 générée par l’algorithme 6, converge vers une solution
du problème (4.62), ou de façon équivalent vers une solution du problème (4.1). La con-
vergence est démontrée dans [Combettes, Pesquet, 2008] sous les hypothèses suivantes.
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Initialisation Choisir γ ∈ ]0,+∞[.Pour tout j ∈ {1, . . . , J}, choisir (ωj)1≤j≤J ∈]0, 1]J tel que ∑Jj=1 ωj = 1.
Choisir (uj,0)1≤j≤J ∈ (RK)J et x0 =
∑J
j=1 ωjuj,0.
Pour ℓ = 0, 1, . . .
Pour j = 1, . . . , J
⌊ pj,ℓ = proxγfj/ωjuj,ℓ + aj,ℓ
pℓ =
∑J
j=1 ωjpj,ℓ
Choisir λℓ ∈ ]0, 2[.
Pour j = 1, . . . , J
⌊ uj,ℓ+1 = uj,ℓ + λℓ (2 pℓ − xℓ − pj,ℓ)
xℓ+1 = xℓ + λℓ (pℓ − xℓ)
Algorithme 6: Forme générale du PPXA.
Hypothèse 4.10
(i) lim‖x‖→+∞ f1(x) + . . .+ fJ(x) = +∞.
(ii) ∩Jj=1ri dom fj 6= ∅.
(iii) (∀j ∈ {1, . . . , J}) ∑ℓ∈N λℓ ‖aj,ℓ‖ < +∞.
(iv) ∑ℓ∈N λℓ (2− λℓ) = +∞.
L’hypothèse 4.10(i) traduit la coercivité de la somme de fonctions à minimiser. Les hy-
pothèses 4.10(i) et 4.10(ii) assurent l’existence d’une solution.
Considérons maintenant le problème (4.2) où une trame ajustée est utilisée. En choi-
sissant, pour tout j ∈ {1, . . . , S}, fj = gj ◦ F⊤ et en invoquant la proposition 4.3 avec
L = F⊤ et D = νId, les itérations de l’algorithme 6 résultantes sont détaillées dans
l’algorithme 7.
Il apparaît que la première boucle peut être coûteuse en terme de complexité de calcul. En
effet, il est nécessaire d’appliquer S fois les opérateurs F et F⊤ à chaque itération. Nous
proposons maintenant une solution pour accélérer ces itérations.
4.4.2 Version accélérée en présence de trames ajustées
La construction de la version accélérée de l’algorithme 7 se base sur les éléments
suivants. Si ΠF représente le projecteur sur ImF , alors tout élément p de RK peut être
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Pour ℓ = 0, 1, . . .
Pour j = 1, . . . , S
⌊ pj,ℓ = uj,ℓ + Fν
(
proxνγgj/ωj (F
⊤uj,ℓ)− F⊤uj,ℓ
)
+ aj,ℓ
Pour j = S + 1, . . . , J
⌊ pj,ℓ = proxγfj/ωjuj,ℓ + aj,ℓ
pℓ =
∑J
j=1 ωjpj,ℓ
Choisir λℓ ∈ ]0, 2[
Pour j = 1, . . . , J
⌊ uj,ℓ+1 = uj,ℓ + λℓ (2 pℓ − xℓ − pj,ℓ)
xℓ+1 = xℓ + λℓ(pℓ − xℓ)
Algorithme 7: Itérations détaillées du PPXA pour résoudre le problème (4.2).
décomposé comme une somme d’un élément de ImF et (ImF⊤)⊥ = kerF , i.e.,
p = ΠF p+ p
⊥ (4.63)
où p⊥ est l’erreur de projection. En combinant le fait qu’il existe un élément q ∈ RN tel
que
ΠF p = Fq, (4.64)
avec le fait que F⊤p⊥ = 0, nous obtenons la relation,
q =
1
ν
F⊤p. (4.65)
De plus, on déduit de (4.63) et (4.65) que
p⊥ = p− 1
ν
FF⊤p. (4.66)
Penchons-nous maintenant sur la première étape de l’algorithme 7 :
(∀j ∈ {1, . . . , S}) pj,ℓ = uj,ℓ + F
ν
(proxνγgj/ωj (F
⊤uj,ℓ)− F⊤uj,ℓ) + aj,ℓ (4.67)
où aj,ℓ est supposé appartenir à ImF ; en d’autres termes, aj,ℓ = F a˜j,ℓ avec a˜j,ℓ ∈ RK . En
définissant qj,ℓ ∈ RN similairement à (4.64), cela implique ΠF pj,ℓ = Fqj,ℓ. Selon (4.65),
qj,ℓ est tel que
qj,ℓ =
1
ν
F⊤pj,ℓ. (4.68)
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En combinant (4.67) et (4.68),
qj,ℓ =
1
ν
proxνγgj/ωj (vj,ℓ) + a˜j,ℓ où vj,ℓ = F
⊤uj,ℓ. (4.69)
De plus, puisque pj,ℓ = Fqj,ℓ + p⊥j,ℓ, le calcul de la variable pℓ =
∑J
j=1 ωjpj,ℓ dans
l’algorithme 7 peut être réécrit
pℓ = F
S∑
j=1
ωjqj,ℓ +
S∑
j=1
ωjp
⊥
j,ℓ +
J∑
j=S+1
ωjpj,ℓ (4.70)
où, selon (4.66) et (4.67),
p⊥j,ℓ = pj,ℓ −
1
ν
FF⊤pj,ℓ
= uj,ℓ − 1
ν
FF⊤uj,ℓ
= u⊥j,ℓ. (4.71)
Dans la nouvelle formulation, les dernières étapes de l’algorithme consistent à mettre à
jour u⊥j,ℓ et vj,ℓ, pour tout j ∈ {1, . . . , S}. Nous proposons de définir
rℓ = 2pℓ − xℓ et r˜ℓ = F⊤rℓ et r⊥ℓ = rℓ −
1
ν
F r˜ℓ
ce qui implique
vj,ℓ+1 = vj,ℓ + λℓ
(
r˜ℓ − F⊤pj,ℓ
)
et u⊥j,ℓ+1 = u
⊥
j,ℓ + λℓ
(
r⊥ℓ − p⊥j,ℓ
)
.
Puis, en utilisant (4.68) et (4.71), ces relations peuvent être simplifiées sous la forme
vj,ℓ+1 = vj,ℓ + λℓ
(
r˜ℓ − νqj,ℓ
)
et u⊥j,ℓ+1 = u
⊥
j,ℓ + λℓ
(
r⊥ℓ − u⊥j,ℓ
)
, (4.72)
ce qui conduit à l’algorithme 8.
Pour garantir la convergence de l’algorithme proposé sous des conditions similaires à
celles de l’algorithme 6, nous faisons l’hypothèse suivante :
Hypothèse 4.11
(i) lim‖x‖→+∞ g1(F⊤x) + . . .+ gS(F⊤x) + fS+1(x) + . . .+ fJ(x) = +∞.
(ii) ( ∩Sj=1 ri dom (gj ◦ F⊤))⋂( ∩Jj=S+1 ri dom fj) 6= ∅.
(iii) (∀j ∈ {1, . . . , S}) ∑ℓ∈N λℓ ‖a˜j,ℓ‖ < +∞
et (∀j ∈ {S + 1, . . . , J}) ∑ℓ∈N λℓ ‖aj,ℓ‖ < +∞.
(iv) ∑ℓ∈N λℓ (2− λℓ) = +∞.
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Initialisation
Soit γ ∈ ]0,+∞[.
Pour tout j ∈ {1, . . . , J}, on choisit (ωj)1≤j≤J ∈]0, 1]J tel que
∑J
j=1 ωj = 1.
Soit (uj,0)1≤j≤J ∈ (RK)J et soit x0 =
∑J
j=1 ωjuj,0.
Pour tout j ∈ {1, . . . , S}, soient vj,0 = F⊤uj,0 et u⊥j,0 = uj,0 − 1νFvj,0.
Pour ℓ = 0, 1, . . .
Pour j = 1, . . . , S
⌊ qj,ℓ = 1νproxνγgj/ωjvj,ℓ + a˜j,ℓ
Pour j = S + 1, . . . , J
⌊ pj,ℓ = proxγfj/ωjuj,ℓ + aj,ℓ
pℓ =
∑S
j=1 ωju
⊥
j,ℓ + F
∑S
j=1 ωjqj,ℓ +
∑J
j=S+1 ωjpj,ℓ
rℓ = 2 pℓ − xℓ
r˜ℓ = F
⊤rℓ
r⊥ℓ = rℓ − 1νF r˜ℓ
Soit λℓ ∈ ]0, 2[
Pour j = 1, . . . , S⌊
u⊥j,ℓ+1 = u
⊥
j,ℓ + λℓ (r
⊥
ℓ − u⊥j,ℓ)
vj,ℓ+1 = vj,ℓ + λℓ (r˜ℓ − νqj,ℓ)
Pour j = S + 1, . . . , J
⌊ uj,ℓ+1 = uj,ℓ + λℓ (rℓ − pj,ℓ)
xℓ+1 = xℓ + λℓ(pℓ − xℓ)
Algorithme 8: PPXA accéléré.
Nous remarquons finalement que l’hypothèse 4.11 (iii) requiert que l’hypothèse 4.10 (iv)
soit satisfaite puisque
(∀j ∈ {1, . . . , S})
∑
ℓ∈N
λℓ ‖aj,ℓ‖ =
∑
ℓ∈N
λℓ ‖F a˜j,ℓ‖ ≤ ‖F‖
∑
ℓ∈N
λℓ ‖a˜j,ℓ‖ < +∞.
(4.73)
Cela nous permet de transposer les résultats de convergence concernant l’algorithme 7
à l’algorithme 8. L’algorithme 8 converge donc vers une solution du problème (4.2). De
plus, cet algorithme requiert seulement 3 applications de F ou F⊤ à chaque itération. Un
gain par rapport à l’algorithme 7 est obtenu dès que S ≥ 2. Ce fait sera illustré par le biais
de résultats expérimentaux dans le paragraphe 4.5.2-a).
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4.5 Application à la restauration d’image
4.5.1 Régularisation hybride
Dans les problèmes de restauration, l’un des termes du critère à minimiser est habituelle-
ment un terme d’attache aux données, qui mesure une certaine distance entre l’image
dégradée par l’opérateur A et les observations z. Nous supposerons par la suite que cette
fonction est de la forme g = Ψ◦A où Ψ ∈ Γ0(RM). Dans le cas de données dégradées par
un bruit blanc gaussien de variance α, un choix usuel pour Ψ est une fonction quadratique
telle que
(∀u ∈ RM) Ψ(u) = 1
2α
‖u− z‖2. (4.74)
Dans cette configuration, l’opérateur proximal associé à g peut être calculé explicitement
en utilisant la propriété suivante :
Proposition 4.12 [Combettes, Pesquet, 2008, Proposition 2.6] Soient H et G deux es-
paces de Hilbert réels, soit L : H → G un opérateur linéaire borné, soit w ∈ G, soit
γ ∈]0,+∞[ et soit ϕ = γ‖L · −z‖2. On a alors ϕ ∈ Γ0(H) et
(∀v ∈ H) proxϕv = (Id + γL∗L)−1(v − γL∗w).
Dans le cas de données dégradées par un bruit indépendant de Poisson, de paramètre
d’échelle α, un choix usuel est
(∀u ∈ RM) Ψ(u) = DKLG(z, αu) (4.75)
où DKLG est la divergence de Kullback-Leibler généralisée [Titterington, 1987; Fessler,
1995; Zheng et al., 2000; Chouzenoux et al., 2009] telle que,
(∀u = (um)1≤m≤M ∈ RM), Ψ(u) = M∑
m=1
ψm(um) (4.76)
et
ψm(um) =

αum − zm + zm ln
( zm
αum
)
si zm > 0 et um > 0,
αum si zm = 0 et um ≥ 0,
+∞ sinon.
(4.77)
L’opérateur proximal de Ψ peut alors être déduit de l’exemple 4.2 et de la proposition 3.13
du chapitre 3. Cependant, pour un opérateur A quelconque, l’opérateur proximal de la
fonction g associée ne possède pas de forme explicite.
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Concernant les fonctions de régularisation, un choix classique de penalité est une fonc-
tion dans le domaine des trames d’ondelettes pouvant s’écrire,
(∀x = (xk)1≤k≤K ∈ RK) Φ(x) =
K∑
k=1
φk(xk)
où, pour tout k ∈ {1, . . . , K}, φk est une fonction finie de Γ0(R) telle que
lim
|xk|→+∞
φk(xk) = +∞.
Les fonctions (φk)1≤k≤K sont généralement des fonctions de puissance dont l’opérateur
proximal est donné dans l’exemple 3.38 du chapitre 3 (se référer à [Daubechies et al.,
2004; Chaux et al., 2007; Chaari et al., 2010a] pour diverses applications où les fonctions
de puissance sont considérées). Le principal problème lors d’une régularisation fondée sur
les trames d’ondelettes est la présence d’artefacts visuels (e.g. des artefacts de « ringing »).
Certains d’entre eux peuvent être atténués en augmentant la redondance de la représen-
tation. Un autre type de régularisation peut être envisagé en employant une mesure de
variation totale [Rudin et al., 1992]. Son principal inconvénient est de générer des arte-
facts en effet de marches d’escalier [Louchet, 2008]. Pour combiner les avantages de ces
deux régularisations, nous proposons de considérer le critère suivant :
Trouver xˆ ∈ Argmin
x∈RK
Ψ(AF⊤x) + µ tv(F⊤x) + ιC(F⊤x) + ϑ Φ(x), (4.78)
où l’image restaurée est yˆ = F⊤xˆ. Comme précédemment mentionné, Φ correspond à un
terme de régularisation opérant dans le domaine des trames d’ondelettes. tv represente un
terme de variation totale discrète comme défini par (4.47). Finalement, ιC est la fonction
indicatrice d’un ensemble convexe fermé C de RN (par exemple, associé à une contrainte
de support ou de dynamiqueC = [0, 255]N ). Ce type de fonction objectif a été récemment
étudié dans [Combettes, Pesquet, 2008], cependant l’approche était réduite à l’utilisation
d’un terme quadratique de type (4.74) pour le terme d’attache aux données et à une forme
spécifique pour le terme de variation totale. Les paramètres réels et positifs ϑ et µ ajustent
respectivement, les régularisations dans le domaine transformé et dans le domaine image.
La principale difficulté se posant lorsqu’on applique l’algorithme 6 à notre problème
de restauration est qu’il nécessite de calculer les opérateurs proximaux associés à chacun
des quatres termes de (4.78). Comme nous l’avons précédemment évoqué, une forme ex-
plicite est connue pour les opérateurs proximaux associés à la fonction indicatrice ιC et
à Φ. Cependant, comme expliqué dans le paragraphe 4.3.2 et en supposant que la fonc-
tion Ψ soit séparable, le terme d’attache aux données peut être décomposé comme une
somme de I fonctions (Υi ◦ Ai)1≤i≤I pour lesquelles les opérateurs proximaux peuvent
être calculés explicitement selon (4.21). De façon similaire, en utilisant les résultats du
4.5 Application à la restauration d’image 135
paragraphe 4.3.3, la fonction tv peut être réécrite comme une somme de P1P2 fonctions
(tvp1,p2)0≤p1<P1,0≤p2<P2 , l’opérateur proximal de chacune d’entre elles étant donné par la
proposition 4.8. L’algorithme 8 peut alors être employé avec
S = I + P1P2 + 1 et J = I + P1P2 + 2.
La convergence de l’algorithme est assurée, car si ϑ > 0, l’hypothèse 4.11 (i) est satisfaite.
De plus, l’hypothèse 4.11 (ii) est vérifiée lorsque( ∩Ii=1 A−1i (ri domΥi))⋂ riC 6= ∅
car, domΦ = RK et, pour tout (p1, p2) ∈ {0, . . . , P1−1}×{0, . . . , P2−1}, dom tvp1,p2 =
RN . Cette condition est vérifiée car ]0,+∞[M⊂ domΨ, C = [0, 255]N et puisque pour
tout i ∈ {1, . . . , I}, Ai est supposée positive, à valeurs réelles et composée de lignes étant
toutes non nulles (compte tenu de l’hypothèse 4.4).
4.5.2 Résultats expérimentaux pour la résolution de problèmes in-
verses en présence de bruit de Poisson
Dans nos simulations, nous nous intéresserons dans un premier temps aux perfor-
mances en terme de temps de convergence de la version accélérée de PPXA. Les algo-
rithmes 7 et 8 sont implantés en choisissant γ = 50, λℓ ≡ 1.6 et
(∀j ∈ {1, . . . , J}) ωj =

1
4I
si 1 ≤ j ≤ I
1
4P1P2
si I + 1 ≤ j ≤ I + P1P2
1
4
sinon
(4.79)
Les fonctions (gj)1≤j≤I correspondent à la décomposition du terme d’attache aux don-
nées. Dans la suite, nous considérons une dégradation par un bruit de Poisson, le terme
d’attache aux données sera donc la divergence de Kullback-Leibler généralisée, donnée
par (4.75). Les fonctions (gj)I+1≤j≤I+P1P2 résultent de la décomposition de la fonction tv.
Nous utilisons une version trame ajustée de la transformée en arbre dual (DTT) [Chaux
et al., 2006] de facteur ν = 2, en utilisant des symmlets de longueur 6 sur 3 niveaux de
résolution. Nous choisissons les fonctions de type potentiel de la forme φk = χk| · |pk où
χk > 0 et pk ∈ {1, 4/3, 3/2, 2} pour tout k ∈ {1, . . . , K}. Une comparaison entre les
différentes variation totale définies dans le paragraphe 4.4.2 sera effectuée. La discussion
suivante portera sur les effets de bord, où deux types de convolution seront considérés :
la convolution périodique et la convolution « zero-padding ». L’intérêt de combiner varia-
tion totale et régularisation ondelettes sera illustré et des comparaisons avec les méthodes
existantes dans le cas poissonien seront effectuées. Dans ce paragraphe, cinq images vont
être considérées. Elles sont présentées sur la figure 4.2.
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(a) (b)
(c) (d)
(e)
FIGURE 4.2 – (a) Image « Sebal » - 128 × 128 (source : SHFJ), (b) Image « Boat » -
256 × 256 (source : http ://sipi.usc.edu/database), (c) « Image Peppers » - 256 × 256
(source : http ://sipi.usc.edu/database), (d) Image « Spot » (source : LIGM)- 256× 256 et
(e) Image « Marseille » - 512× 512 (source : LIGM).
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4.5.2-a) Comparaison du taux de convergence entre PPXA et sa ver-
sion accélérée
Le tableau 4.1 donne le nombre d’itérations et le temps CPU pour l’agorithme dans sa
forme originale et sa version accélérée 1. Le tableau présente des résultats pour différentes
tailles d’images (images de « Sebal », « Peppers » et « Marseille ») et différentes tailles
de flou. Le critère d’arrêt est fixé sur l’erreur relative de la fonction objectif calculée à
l’itération courante et à la précédente (la valeur de la fonction indicatrice n’est pas prise
en compte). La tolérance est fixée à 10−3. La dernière ligne du tableau 4.1 illustre le
gain en temps CPU lorsque que l’on utilise l’algorithme 8. Sur la figure 4.3, nous avons
représenté ‖F⊤(xn − xˆ)‖2 en fonction du temps CPU, où (xn)n>0 représente la suite
générée par l’algorithme 7 ou l’algorithme 8.
Taille image 128× 128 256× 256 512× 512
Taille flou 3× 3 7× 7 3× 3 7× 7 3× 3 7× 7
Nombre d’itérations 30 50 41 50 50 50
Temps CPU (en sec.) 117.2 633.0 411.7 1298 1458 4514
Temps CPU - version acc. (en sec.) 13.53 29.82 60.59 89.48 263.6 405.0
Gain 8.67 21.2 6.79 14.5 5.53 11.1
TABLE 4.1 – Comparaisons entre PPXA et sa version accélérée.
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FIGURE 4.3 – Profils de convergence de l’algorithme 7 (ligne discontinue) et de l’al-
gorithme 8 (ligne continue) en fonction du temps de calcul en secondes pour un flou
uniforme de taille 3× 3 (à gauche) et 7× 7 (à droite) pour une image de taille 128× 128.
On peut remarquer que plus la taille du noyau de flou est grand, plus le gain est im-
portant. Cela provient du fait que plus la taille du flou est importante, plus la valeur de S
1. Les résultats ont été obtenus avec un processeur Intel Core2 6700, 2.66 GHz.
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est grande et donc, dans la version de base de l’algorithme, plus le nombre de passages
du domaine image au domaine transformé est élevé.
4.5.2-b) Comparaison entre les différentes formes de variation totale
Dans le paragraphe 4.3.3, nous avons introduit l’opérateur proximal associé à la vari-
ation totale dans ses formes isotrope et anisotrope pour différents filtres H et V . Nos
tests ont porté sur la qualité de restauration des images « Peppers » (figure 4.4 en haut) et
« Boat » (figure 4.4 en bas) degradées par un flou uniforme de taille 3×3 et dégradées par
un bruit de Poisson de paramètre d’échelle α = 0.1. Nous nous proposons de comparer les
valeurs de SNR (figure 4.4 courbes de gauche) et de SSIM (figure 4.4 courbes de droite)
des images restaurées pour différentes configurations de variation totale présentées dans
le paragraphe 4.3.3. Le SNR et le SSIM sont tracés en fonction de µ (le paramètre de
régularisation associé à la variation totale), pour une forme donnée de tv (i.e. une fonc-
tion isotrope ou anisotrope de la fonction ρtv avec un filtre spécifique). Une petite valeur
du paramètre de régularisation ϑ = 0.001 a été choisie dans le but de mieux illustrer
l’influence de chaque forme de tv sur la qualité de restauration.
La figure 4.4 nous permet de conclure que le choix du filtre du gradient et la forme
(isotrope/anisotrope) de ρtv a une influence significative sur la qualité de restauration
quand la régularisation ondelette est limitée. En effet, plus le support du filtre est large,
plus les valeurs de SNR et SSIM sont faibles. Nous avons pu remarquer dans nos simula-
tions que lorsque le paramètre de régularisation ϑ est plus grand, le choix de la forme de
tv a une faible influence sur la qualité de restauration si les paramètres de régularisation
sont bien choisis.
4.5.2-c) Effets de bord sur les images restaurées
Ce paragraphe illustre l’influence de la gestion des effets de bords sur la restauration.
Plus précisemment, nous dégradons une version étendue de l’image « Boat » avec un flou
uniforme de noyau de taille 7× 7, et l’image floue résultante est tronquée pour créer une
image de taille 256× 256. Par conséquent, les valeurs des pixels frontières dépendent de
valeurs de pixels qui ne sont plus présents dans l’image dégradée. L’image tronquée est
dégradée par un bruit de Poisson de paramètre d’échelle α = 0.5. L’objectif est alors de
restaurer l’image (qui a été centrée) en utilisant un des modèles de convolution discuté
dans le paragraphe 4.3.2, à savoir soit une convolution périodique, soit une convolution
« zero-padding ». Des résultats visuels et quantitatifs sont donnés figure 4.5.
Comme on peut le remarquer sur la figure 4.5, le modèle de convolution périodique
introduit des artefacts de bord significatifs contrairement à la convolution avec « zero-
padding ». Les résultats obtenus en considérant « Marseille », « Peppers » et « Spot »
conduisent à la même conclusion. Pour « Sebal », la convolution par « zero-padding »
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FIGURE 4.4 – SNR (gauche) et SSIM (droite) pour différents termes de variation totale
en fonction de µ et pour deux images différentes (« Peppers » en haut et « Boat » en bas).
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SNR = 16.9 dB - SSIM = 0.62 SNR = 17.7 dB - SSIM = 0.64
FIGURE 4.5 – Restauration avec gestion des bords périodique (gauche) et gestion des
bords « zero-padded » (droite).
ou « périodique » fournissent des résultats similaires, en raison de la forme spécifique de
cette image.
4.5.2-d) Convolution décimée
Nous présentons ici des résultats pour une l’image « Spot » dégradée par un flou uni-
forme, de noyau de taille Q = 3 × 3, décimé d’un facteur d1 = d2 = 2. Le paramètre
d’échelle du bruit de Poisson est fixé à α = 1. En raison de la structure de l’opérateur
de dégradation, le terme de fidélité est décomposé en une somme de I = 4 fonctions.
Les résultats sont présentés figure 4.6 où le bon comportement de notre modèle peut être
observé. Remarquons que les approches de type « lagrangien augmenté » utilisées dans
[Setzer et al., 2010; Figueiredo, Bioucas-Dias, 2010] sont plus difficilement envisageables
dans ce contexte, car la matrice de dégradation n’est plus diagonalisable dans le domaine
de Fourier.
4.5.2-e) Influence de chaque terme de régularisation
Dans ce paragraphe, nous allons comparer les résultats de la régularisation hybride
avec ceux obtenus en considérant des approches existantes comme les trames d’ondelettes
[Figueiredo, Bioucas-Dias, 2010] ou la variation totale [Setzer et al., 2010; Figueiredo,
Bioucas-Dias, 2010]. Les méthodes fondées sur une régularisation non hybride peuvent
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Dégradée Restaurée (ϑ = 1, µ = 0.001)
SNR = 16.1 dB - SSIM = 0.79
FIGURE 4.6 – Résultats de restauration sur un zoom de l’image « spot ».
aussi bien être calculées avec des techniques de lagrangien augmenté [Setzer et al., 2010;
Figueiredo, Bioucas-Dias, 2010] ou avec notre approche par décomposition en choisissant
µ = 0 (resp. ϑ = 0) pour la régularisation par trame seule (resp. par variation totale
seule). Les deux approches conduisent à des temps de calcul similaires. Sur les images
présentées figures 4.7, 4.8, 4.9, et 4.10, nous pouvons observer les artefacts introduits par
la régularisation avec des trames d’ondelettes, l’effet de « marche d’escalier » que l’on
peut observer avec la régularisation par variation totale et également le bénéfice résultant
d’une régularisation hybride.
Le tableau 4.2 présente des comparaisons en terme de SNR de notre approche hybride
avec les méthodes existantes de restauration d’images en présence de bruit de Poisson, à
savoir,
– (1) l’approximation d’Anscombe avec régularisation ℓ1 sur des coefficients de trame
[Dupé et al., 2009],
– (2) l’extension quadratique avec régularisation ℓ1 sur des coefficients de trame
[Chaux et al., 2009],
– (3) la méthode de lagrangien augmenté avec régularisation ℓ1 sur des coefficients
de trame [Figueiredo, Bioucas-Dias, 2010],
– (4) la méthode de lagrangien augmenté avec régularisation tv [Setzer et al., 2010].
Les tests sont effectués sur les images « Peppers », « Boat » et « Spot » pour différentes
valeurs du facteur d’échelle α et différentes tailles de flou.
De façon identique à [Figueiredo, Bioucas-Dias, 2010], le choix des paramètres a été
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optimisé par une mesure liée à l’image originale, dans notre cas le SNR. Notons que l’op-
timisation manuelle des hyperparamètres comme nous le faisons est une pratique courante
dans des applications où un ensemble de données tests possède les mêmes caractéristiques
(images médicales, images satellitaires,...). Des méthodes automatiques pour l’optimisa-
tion d’hyperparamètres peuvent aussi être trouvées dans la littérature telles que les méth-
odes de validation croisée [Galatsanos, Katsaggelos, 1992], les approches stochastique
EM [Delyon et al., 1999], les approches MCMC [Robert, Castella, 2004; Chaari et al.,
2010b] ou encore les méthodes de Stein [Ramani et al., 2008]. Ces méthodes automa-
tiques nécessitent souvent de lourds calculs.
4.6 Conclusion
Dans le présent chapitre, nous avons présenté une nouvelle approche, dite par régu-
larisation hybride, qui permet de résoudre un large éventail de problèmes inverses. Les
principaux avantages de cette approche sont (i) de pouvoir traiter directement la « vraie »
vraisemblance du bruit (i.e. la divergence de Kullback-Leibler généralisée dans le cas du
bruit de Poisson) sans utiliser une quelconque appoximation ; (ii) d’utiliser une régulari-
sation sophistiquée, permettant de considérer la parcimonie dans le domaine ondelettes et
la variation totale dans le domaine image. De plus, l’algorithme proposé a une structure
parallélisable qui en fait un algorithme facilement implantable sur des architectures mul-
ticœurs. Des résultats visuels et numériques montrent l’efficacité de l’approche proposée
par rapport à l’état de l’art. Nous pouvons noter que, si ce paragraphe est dévolu au cas
des opérateurs de convolution et convolution décimée, cette approche peut être étendue à
d’autres opérateurs linéaires. Le cas de la tomographie par émission de positrons est une
application tout à fait adaptée comme nous le démontrerons dans le chapitre 7.
4.6 Conclusion 143
Dégradée, α = 0.1 (ϑ = 0, µ = 0.01)
SNR = 8.88 dB - SSIM = 0.69 SNR = 11.2 dB - SSIM = 0.79
(ϑ = 0.09, µ = 0.006) (ϑ = 0.5, µ = 0)
SNR= 12.4 dB - SSIM= 0.85 SNR= 11.7 dB - SSIM= 0.83
FIGURE 4.7 – Résultats de restauration pour l’image « Sebal ».
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Dégradée, α = 0.1 (ϑ = 0, µ = 0.02)
SNR = 11.2 dB - SSIM = 0.27 SNR = 17.8 dB - SSIM = 0.60
(ϑ = 0.06, µ = 0.011) (ϑ = 0.7, µ = 0)
SNR=18.8 dB - SSIM=0.67 SNR=18.0 dB - SSIM= 0.62
FIGURE 4.8 – Résultats de restauration pour l’image « Boat ».
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Dégradée, α = 0.1 (ϑ = 0, µ = 0.02)
SNR = 11.4 dB - SSIM = 0.16 SNR = 22.1 dB - SSIM = 0.69
(ϑ = 0.2, µ = 0.006) (ϑ = 0.7, µ = 0)
SNR = 22.7 dB - SSIM = 0.74 SNR= 21.4 dB - SSIM = 0.68
FIGURE 4.9 – Résultats de restauration pour l’image « Peppers ».
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Dégradée, α = 0.1 (ϑ = 0, µ = 0.02)
SNR = 7.36 dB - SSIM = 0.42 SNR = 11.4 dB - SSIM = 0.61
(ϑ = 0.09, µ = 0.011) (ϑ = 0.8, µ = 0)
SNR = 12.8 dB - SSIM = 0.70 SNR= 12.4 dB - SSIM = 0.69
FIGURE 4.10 – Résultats de restauration pour l’image « Marseille ».
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« Boat »
α Taille flou (1) : Anscombe (2) : Ext. quad. (3) : DKLG + ℓ1 (4) DKLG + tv Notre approche
1 3× 3 20.9 20.9 20.9 20.9 22.2
0.5 3× 3 20.2 20.2 20.2 20.0 21.2
0.1 3× 3 17.6 17.8 17.9 17.8 18.7
0.05 3× 3 16.4 16.8 16.8 17.0 17.7
0.01 3× 3 12.3 14.1 14.1 14.6 14.9
1 7× 7 17.4 17.5 17.5 17.9 18.5
0.5 7× 7 17.1 17.1 17.1 17.4 18.0
0.1 7× 7 15.6 15.7 15.7 16.1 16.4
0.05 7× 7 14.9 15.1 15.1 15.3 15.9
0.01 7× 7 11.7 13.0 13.0 13.9 13.9
« Peppers »
α Taille flou (1) : Anscombe (2) : Ext. quad. (3) : DKLG + ℓ1 (4) DKLG + tv Notre approche
1 3× 3 25.1 25.1 25.1 25.3 26.4
0.5 3× 3 24.2 24.2 24.2 24.4 25.6
0.1 3× 3 21.2 21.5 21.5 22.2 23.1
0.05 3× 3 19.4 20.1 20.1 21.2 21.9
0.01 3× 3 13.9 16.4 16.4 18.6 19.0
1 7× 7 22.3 22.4 22.4 23.1 23.6
0.5 7× 7 21.6 21.7 21.7 22.6 23.2
0.1 7× 7 19.6 19.8 19.8 21.2 21.7
0.05 7× 7 18.2 18.6 18.6 20.3 20.7
0.01 7× 7 13.5 15.9 15.9 18.2 18.4
« Spot »
α Taille flou (1) : Anscombe (2) : Ext. quad. (3) : DKLG + ℓ1 (4) DKLG + tv Notre approche
1 3× 3 17.4 17.4 17.4 16.2 17.9
0.5 3× 3 16.5 16.5 16.5 15.3 17.0
0.1 3× 3 14.1 14.2 14.2 13.0 14.5
0.05 3× 3 12.7 13.0 13.0 12.1 13.3
0.01 3× 3 9.45 10.5 10.5 10.0 10.5
1 7× 7 13.0 13.0 13.0 12.6 13.5
0.5 7× 7 12.5 12.5 12.5 12.2 12.7
0.1 7× 7 11.3 11.3 11.3 11.2 11.5
0.05 7× 7 10.7 10.8 10.8 10.6 10.8
0.01 7× 7 8.72 9.56 9.56 9.45 9.56
TABLE 4.2 – Comparaison en terme de SNR (dB) des méthodes de déconvolution en
présence de bruit de Poisson pour différentes valeurs de facteur d’échelle α et différentes
tailles de flou.
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CHAPITRE 5
Comparaison des approches trame à
l’analyse et trame à la synthèse dans le
cadre des algorithmes proximaux
5.1 Motivations
Dans les chapitres précédents, nous avons vu qu’il pouvait être avantageux que l’un
des termes de régularisation s’applique sur les coefficients de trame d’ondelettes. A ce
niveau, deux stratégies peuvent être envisagées : le critère peut être minimisé par rap-
port à l’image (formulation trame à l’analyse) ou par rapport aux coefficients de trame
d’ondelettes (approche trame à la synthèse). Plus précisément, si N correspond au nom-
bre de pixels de l’image, K ≥ N est le nombre de coefficients de trame et F ∈ RK×N
(resp. F⊤ ∈ RN×K) désigne l’opérateur de trame à l’analyse (resp. à la synthèse), alors
la formulation à l’analyse (FA) consiste à trouver :
ŷFA ∈ Argmin
y∈RN
S∑
i=1
hi(Liy) +
J∑
j=S+1
fj(Fy), (5.1)
et la formulation à la synthèse (FS) vise à trouver :
x̂FS ∈ Argmin
x∈RK
S∑
i=1
hi(LiF
⊤x) +
J∑
j=S+1
fj(x). (5.2)
On désigne par ŷFA et ŷFS = F⊤x̂FS les images restaurées/reconstruites par les deux for-
mulations. Nous supposons dans la suite que pour tout i ∈ {1, . . . , S}, Li ∈ RMi×N est
un opérateur linéaire. De plus, pour tout i ∈ {1, . . . , S}, les fonctions hi appartiennent à
la classe Γ0(RMi) et, pour tout j ∈ {S + 1, . . . , J}, les fj sont des fonctions de Γ0(RK).
Ces deux formulations, relativement générales, permettent de résoudre efficacement une
large classe de problèmes inverses.
Quelques travaux comparant ces deux approches ont récemment été publiés. Dans
[Elad et al., 2007], les auteurs considèrent un critère composé d’un terme d’attache aux
données quadratique et d’une norme ℓp comme « terme a priori ». Leur formulation est
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un cas particulier de (5.1) et (5.2), avec J = 2 et S = 1. La matrice L1 ∈ RM×N est
associée à l’opérateur de dégradation, la fonction h1 = ‖ ·−z‖2 désigne le terme de fidél-
ité aux données z ∈ RM et la fonction f2 = χ‖ · ‖pp correspond au terme d’a priori dont
le paramètre de régularisation est χ > 0. Pour p = 2 ou lorsque F⊤ = F−1, i.e. F est
une décomposition orthonormale, les auteurs montrent l’équivalence des deux formula-
tions. Plus récemment, une étude expérimentale a été menée dans le cas où p = 1 dans
[Carlavan et al., 2009]. Pour résoudre numériquement la formulation à la synthèse, les
auteurs utilisent un algorithme proposé par Nesterov dans [Nesterov, 2009]. Rappelons
que cet algorithme est lié à la classe des algorithmes explicite-implicite, présentée dans
le chapitre 3. Concernant la formulation à l’analyse, l’utilisation d’un tel algorithme est
limitée par le calcul de l’opérateur proximal de ‖F · ‖1. En effet, si l’on se reporte à la
proposition 4.3 du chapitre 4, cet opérateur proximal ne possède une forme explicite que si
le produit de F et F⊤ conduit à une matrice diagonale. Dans sa formulation générale, une
trame vérifie rarement ce genre de condition. Notons que dans le cas de trames ajustées,
par définition nous pouvons écrire F⊤F = ν Id avec ν > 0, alors qu’il n’existe pas de
ν˜ > 0 tel que FF⊤ = ν˜ Id . Pour contourner cette difficulté, les auteurs approximent la
norme ℓ1 par une fonction de différentiable de Huber. Ils peuvent ainsi utiliser un algo-
rithme de type descente de gradient [Nesterov, 2007] pour minimiser le critère approximé
résultant.
Bien que les travaux d’Elad et al. et de Carvalan et al. laissent à penser que la FA
permet d’obtenir des résultats tout aussi performants voir plus performants que la FS, il
apparaît souvent plus facile de résoudre numériquement une FS plutôt qu’une FA avec
les algorithmes proximaux. En effet, la remarque faite dans le paragraphe précédent sur
le calcul de l’opérateur proximal associé à ‖F · ‖1, s’étend au calcul de proxfj◦F . Dans
les chapitres 3 et 4, des FS ont été formulées pour cette raison. Lorsqu’on effectue un
bref récapitulatif, sur les algorithmes proximaux utilisés et les caractéristiques des trames
employées pour résoudre des problèmes inverses associés à une FS, il apparaît que de
nombreux algorithmes requièrent la condition de trame ajustée. Par exemple, le problème
de débruitage en présence de bruit de Poisson ou de bruit de speckle a été résolu avec l’al-
gorithme de Douglas-Rachford et des trames ajustées dans [Combettes, Pesquet, 2007a].
Dans le cas d’un problème de déconvolution en présence de bruit non-additif gaussien, il
est possible de faire appel à l’algorithme proximal parallèle [Combettes, Pesquet, 2008]
comme nous l’avons proposé dans le chapitre 4, ou d’utiliser les méthodes de lagrangien
augmenté [Afonso et al., 2009; Setzer et al., 2010]. Dans les travaux existants, ces deux
classes d’algoritmes sont également limitées à l’utilisation de trames ajustées. Seuls les
travaux basés sur l’algorithme explicite-implicite, présentés dans le chapitre 3, permettent
de résoudre des problèmes de déconvolution en présence de bruit gaussien par le biais de
trames non-nécessairement ajustées [Chaux et al., 2007].
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Dans ce chapitre, nous nous fixons deux objectifs. Le premier est de proposer des
techniques permettant de résoudre la FA et la FS, sans approximation des critères, par
le biais d’un même algorithme proximal. Le second objectif vise à considérer des algo-
rithmes permettant d’utiliser des trames non-ajustées. Pour atteindre ce double objectif,
nous utiliserons successivement l’algorithme explicite-implicite [Combettes, Wajs, 2005]
et PPXA+ [Pesquet, 2010]. Dans un premier temps, nous détaillerons le formalisme à l’an-
alyse et celui à la synthèse ainsi que les correspondances existantes ; en particulier, nous
étendrons les travaux d’Elad et al.. Puis, les problèmes (5.1) et (5.2), dans le cas où J = 2
et S = 1, seront résolus à l’aide de l’algorithme explicite-implicite. Nous utiliserons la
dualité de Fenchel-Rockafellar, exploitée dans [Combettes et al., 2009], pour apporter
une solution au calcul de proxfj◦F . Une série de résultats expérimentaux permettra de
comparer FA et FS. Enfin, la section 5.4 se penche sur la résolution des problèmes (5.1)
et (5.2), dans leur forme générale, pour une classe particulière de trames non-ajustées.
L’intérêt d’utiliser des trames non ajustées et des comparaisons supplémentaires entre FA
et FS seront présentées.
5.2 Formulation à l’analyse et formulation à la synthèse
De façon à définir les formulations à l’analyse et à la synthèse de manière intu-
itive, nous passons par une formulation statistique. Les observations z sont une réal-
isation d’un vecteur aléatoire à valeurs réelles Z = (Zi)1≤i≤M . Le vecteur de don-
nées à restaurer/reconstruire y est une réalisation d’un vecteur aléatoire à valeurs réelles
Y = (Yi)1≤i≤N et le vecteur x des coefficients de trame (tels que y = F⊤x) est une réali-
sation d’un vecteur aléatoire X = (Xi)1≤i≤N . Notons que les observations sont obtenues
après une dégradation linéaire, notée L1 ∈ RM×N , suivie d’une perturbation aléatoire.
En se basant sur la distribution de probabilité a posteriori de Y ou X , les estimateurs
envisageables pour retrouver une estimée ŷ de y sont la « moyenne a posteriori » (MP)
et le « maximum a posteriori » (MAP). Notre attention portera essentiellement sur l’es-
timateur MAP. Cependant, remarquons que la MP peut être utilisée lorsqu’il est possible
d’intégrer la distribution a posteriori. Si tel n’est pas le cas, ce calcul peut être obtenu par
le biais de méthodes de Monte Carlo. Cette approche ne sera pas suivie dans ce chapitre,
cependant plus de détails peuvent être trouvés dans [Robert, Castella, 2004; Chaari et al.,
2010b] et les références associées.
5.2.1 Formulation à l’analyse (FA)
On note µY |Z=z la « distribution a posteriori » ; l’approche MAP s’écrit alors :
max
y∈RN
µY |Z=z(y). (5.3)
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En utilisant la formule de Bayes, l’égalité (5.3) se formule :
max
y∈RN
µZ|Y=y(z) µY (y), (5.4)
où la vraisemblance et la « distribution a priori » sont respectivement notées µZ|Y=y et µY .
On écrit la vraisemblance ainsi que la « distribution a priori » sous formes exponentielles,
i.e.
µZ|Y=y(z) ∝ exp
(
−ĥ1(L1y, z)
)
(5.5)
µY (y) ∝ exp (−f2(Fy)) (5.6)
où ĥ1 : RN × RM → R et f2 : RK → R. Nous pouvons remarquer que la « distribution a
priori » s’applique sur une transformation directe de l’image à retrouver.
La loi a priori définit une densité de probabilité si, par exemple,
(∀x ∈ RK) f2(x) ≥ ρ‖x‖p où ρ > 0 et p > 0.
En effet, pour un tel choix de fonction f2, nous pouvons écrire,∫
RN
e−f2(Fy)dy ≤
∫
RN
e−ρ‖Fy‖
p
dy ≤
∫
RN
e−ρν
p/2‖y‖pdy < +∞.
où, ν désigne la constante de trame définie par l’équation (2.16) dans le chapitre 2. Nous
déduisons des équations (5.3), (5.5) et (5.6), le problème d’optimisation (estimateur MAP)
qui consiste à trouver :
ŷFA ∈ Argmin
y∈RN
ĥ1(L1y, z) + f2(Fy), (5.7)
Le résultat précédent est un cas particulier de la formulation générale à l’analyse (5.1),
lorsque, pour tout z ∈ RK , ĥ1(·, z) = h1 est une fonction convexe, S = 1 et J = 2.
5.2.2 Formulation à la synthèse (FS)
Lorsqu’on considère la FS, une estimée ŷFS de l’image originale y sera obtenue en
choisissant ŷFS = F⊤x̂FS où x̂FS correspond à l’estimée du critère MAP, qui en utilisant
la loi de Bayes s’écrit :
x̂FS ∈ Argmax
x∈RK
µZ|X=x(z) µX(x) (5.8)
On considère une vraisemblance de forme similaire à la section précédente, à savoir,
µZ|X=x(z) ∝ exp
(
−ĥ1(L1F⊤x, z)
)
(5.9)
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où ĥ1 : RN ×RM → R. La « distribution a priori », notée µX , modélise la représentation
du signal dans un dictionnaire et peut se formuler par,
µX(x) ∝ exp (−f2(x)) . (5.10)
où f2 : RK → R. Le problème d’optimisation s’écrit alors :
x̂FS ∈ Argmin
x∈RK
h˜1(L1F
⊤x, z) + f2(x). (5.11)
Le résultat précédent correspond à un cas particulier de la formulation générale à la syn-
thèse 5.2, lorsque, pour tout z ∈ RK , ĥ1(·, z) = h1 est une fonction convexe, S = 1 et
J = 2.
5.2.3 Comparaison théorique FS versus FA
Notons que pour chaque formulation, le critère pénalisé résultant, (5.7) ou (5.11),
est composé de deux termes : un terme d’attache aux données h1(L1·, z) et un terme
de pénalisation f2. Comme mentionné dans le chapitre 4, il peut parfois être judicieux
de considérer des régularisations hybrides et des contraintes additionnelles. Cela permet
souvent d’améliorer la qualité de restauration/reconstruction. Dans un cadre plus général,
les formulations à l’analyse (5.7) et à la synthèse (5.11) nous conduisent aux problèmes
présentés dans l’introduction de ce chapitre, à savoir aux équations (5.1) et (5.2). Nous
proposons ci-dessous des résultats théoriques sur les équivalences entre FA et FS.
Proposition 5.1 La formulation à l’analyse (5.1) est un cas particulier de la formulation
à la synthèse (5.2).
Preuve :
Par définition d’une trame, F⊤ est surjective. Par conséquent, pour tout y ∈ RN , il existe
un élément x de RK tel que y = F⊤x. Par conséquent, (5.1) peut s’écrire comme
ŷFA ∈ Argmin
y=F⊤x
S∑
i=1
hi(LiF
⊤x) +
J∑
j=S+1
fj(FF
⊤x),
c’est à dire
ŷFA ∈ F⊤Argmin
x
S∑
i=1
hi(LiF
⊤x) +
J∑
j=S+1
f̂j(x),
avec, pour tout j ∈ {S + 1, . . . , J}, f̂j = fj(FF⊤·). 
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Proposition 5.2 Si F désigne l’opérateur d’analyse d’une trame ajustée et F⊤ son opéra-
teur de synthèse, tel que kerF⊤ 6= {0}. Si, pour tout j ∈ {S+1, . . . , J}, fj s’écrit comme
une somme de fonctions fj,1 de Γ0(ImF ) et fj,2 de Γ0(kerF⊤), i.e.,(
∀(y, x⊥) ∈ RN × kerF⊤
)
fj(Fy + x⊥) = fj,1(Fy) + fj,2(x⊥), (5.12)
Enfin, si pour tout j ∈ {S + 1, . . . , J}, et, pour tout u ∈ kerF⊤, fj,2(u) ≥ fj,2(0). La
formulation à la synthèse (5.2) et la formulation à l’analyse (5.1) sont alors équivalentes.
Preuve :
Supposons que kerF⊤ 6= {0} alors RK = ImF ⊕ (ImF )⊥. Par conséquent, tout élément
x ∈ RK peut s’écrire comme une somme d’un élément appartenant à l’image de F et un
élément appartenant au noyau de F⊤ car kerF⊤ = (ImF )⊥, i.e.,(∀x ∈ RK) (∃(y, x⊥) ∈ RN × kerF⊤) x = Fy + x⊥.
Par conséquent, F⊤x = F⊤Fy. L’équation (5.2) peut alors s’écrire,
min
y∈RN
x⊥∈kerF⊤
S∑
i=1
hi(LiF
⊤Fy) +
J∑
j=S+1
fj(Fy + x⊥). (5.13)
On désigne par F l’opérateur d’analyse d’une trame ajustée telle que F⊤F = ν Id (avec
ν > 0). L’équation (5.13) nous conduit à
min
y∈RN
x⊥∈kerF⊤
S∑
i=1
ĥi(Liy) +
J∑
j=S+1
fj(Fy + x⊥), (5.14)
avec pour tout i ∈ {1, . . . , S}, ĥi = hi(ν·).
Enfin, comme pour tout j ∈ {S+1, . . . , J}, fj est séparable au sens de l’équation (5.12),
l’équation (5.14) s’écrit donc,
min
y∈RN
{ S∑
i=1
ĥi(Liy) +
J∑
j=S+1
fj,1(Fy)
}
+ min
x⊥∈kerF⊥
J∑
j=S+1
fj,2(x⊥). (5.15)
De plus, pour tout j ∈ {S + 1, . . . , J}, pour tout u ∈ kerF⊤, fj,2(u) ≥ fj,2(0), et
l’équation (5.15) se réduit à
min
y∈RN
S∑
i=1
ĥi(Liy) +
J∑
j=S+1
fj,1(Fy),
c’est à dire une formulation à l’analyse. 
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Remarque 5.3
– Un cas particulier de fonction fj satisfaisant la séparabilité, définie par l’équa-
tion (5.12), est le carré de la norme ℓ2. Ce cas de figure est présenté dans [Elad
et al., 2007].
– Dans le cas où kerF⊤ = {0}, la composante x⊥ est nulle. Par conséquent, l’hy-
pothèse de séparabilité n’est plus nécessaire. Ce cas de figure n’apparaît que lorsque
F⊤ est l’opérateur de synthèse d’une transformation orthonormale.
Cette partie visait à clarifier les liens existants entre FA et FS. Il apparaît que de
toute FA, on peut déduire une FS conduisant au même résultat. Par contre l’inverse n’est
pas toujours vérifié. Dans les sections suivantes, nous nous interrogeons sur la façon de
résoudre numériquement chacune de ces deux formulations.
5.3 Algorithme explicite-implicite pour des trames non
nécessairement ajustées
Considérons les formulations (5.1) et (5.2) lorsque S = 1 et J = 2. On veut donc
trouver
ŷFA ∈ Argmin
y∈RN
h1(L1y) + f2(Fy), (5.16)
et
x̂FS ∈ Argmin
x∈RK
h1(L1F
⊤x) + f2(x). (5.17)
On complète les hypothèses formulées dans l’introduction, en supposant que la fonc-
tion h1 est différentiable et de gradient β1-Lipschitz continu avec β1 > 0. L’algorithme
explicite-implicite, rappelé dans le paragraphe 3.3.1 (chapitre 3), peut être utilisé pour
résoudre (5.16) et (5.17). Dans les paragraphes suivants, nous en rappelons les itérations,
nous détaillons les problèmes numériques rencontrés et les solutions proposées.
5.3.1 Algorithme et difficultés rencontrées
Les initialisations et les itérations de l’algorithme explicite-implicite qui conduisent
aux solutions de (5.1) et (5.2) sont décrites par les algorithmes 9 et 10. Les étapes Á de
chaque algorithme correspondent à des descentes de gradient. Les opérateurs proximaux
de f2 ◦ F et f2 sont calculés aux étapes Â de chaque algorithme. Enfin, les étapes Ã
correspondent aux mises à jour des suites (yn)n∈N et (xn)n∈N. La convergence de la suite
(yn)n∈N (resp. (xn)n∈N) vers une solution du problème (5.16) (resp. du problème (5.17))
est assurée quand
∑+∞
n=0 ‖an‖ < +∞ [Combettes, Wajs, 2005]. La suite (an)n∈N corre-
spond à la tolérance d’une erreur numérique dans l’évaluation de l’opérateur proximal.
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Initialisation⌊
Choisir y0 ∈ RN .
Pour n ∈ N
À Soit γn ∈]0, 2/(β1 ‖L1‖2)[ et λn ∈]0, 1].
Á yn+ 1
2
= yn − γn∇(h1 ◦ L1)(yn)
Â pn = proxγnf2◦F (yn+ 12 ) + an
Ã yn+1 = yn + λn
(
pn − yn
)
ŷFA = lim
n→+∞
yn.
Algorithme 9: Algorithme explicite-implicite pour résoudre (5.16)
Initialisation⌊
Choisir x0 ∈ RK .
Pour n ∈ N
À Soit γn ∈]0, 2/(β1
∥∥L1F⊤∥∥2)[ et λn ∈]0, 1]
Á xn+ 1
2
= xn − γn∇(h1 ◦ L1 ◦ F⊤)(xn)
Â pn = proxγnf2(xn+ 12 ) + an
Ã xn+1 = xn + λn
(
pn − xn
)
ŷFS = lim
n→+∞
F⊤xn.
Algorithme 10: Algorithme explicite-implicite pour résoudre (5.17)
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Pour mettre en oeuvre ces algorithmes, deux principaux problèmes vont se poser.
D’une part, comme nous l’avons mentionné dans l’introduction, le calcul de l’opérateur
proximal associé à f2◦F dans l’algorithme 9 ne possède en général pas de forme explicite.
D’autre part, le choix du pas γn des algorithmes dépend des valeurs de ‖L1‖ et
∥∥L1F⊤∥∥2.
En effet, pour obtenir de bons taux de convergence, il est souvent judicieux de choisir le
pas de l’algorithme au plus proche de sa borne supérieure, d’où l’importance du calcul de
ces normes.
5.3.2 Calcul de l’opérateur proximal associé à f2 ◦ F
Pour des opérateurs d’analyse de trame F spécifiques, par exemple lorsque FF⊤ =
ν˜ Id (cf. proposition 3.12 du chapitre 2), l’opérateur proximal peut être calculé explicite-
ment. Cette remarque est également valable si FF⊤ = D où D désigne une matrice
diagonale, et f2 est une fonction séparable (cf. proposition 4.3 du chapitre 4). En pra-
tique, dans le cas où F est l’opérateur d’analyse d’une base d’ondelettes orthonormales,
F⊤ = F−1 la proposition 3.12 (chapitre 2) peut s’appliquer, néanmoins la majorité des
trames ne vérifient pas une telle propriété. Comme nous l’avions mentionné dans l’intro-
duction, le problème se pose même pour une trame ajustée. En effet, cette dernière assure
que F⊤F = ν Id , mais pas que FF⊤ = ν˜ Id .
Dans de récents travaux sur la dualité de Fenchel-Moreau-Rockafellar [Combettes
et al., 2009; Fadili, Peyré, 2010], les auteurs se sont placés dans un cadre théorique proche
de notre problème. Pour mieux s’imprégner de cette notion de dualité et voir comment
elle nous servira, nous effectuons ci-dessous un bref récapitulatif des définitions et pro-
priétés qui nous serons utiles par la suite. Nous commençons par rappeler la définition
de la conjuguée et de l’enveloppe de Moreau d’une fonction convexe, semi-continue in-
férieurement et propre.
Définition 5.4 [Rockafellar, 1974] Soit f ∈ Γ0(H). La conjuguée de f est la fonction
notée f ∗ appartenant à la classe Γ0(H) définie par
(∀u ∈ H) f ∗(u) = sup
v∈H
〈v|u〉 − f(v).
Le théorème de Fenchel-Moreau établit que f ∗∗ = f .
Définition 5.5 [Rockafellar, 1974] Soit f ∈ Γ0(H). L’enveloppe de Moreau de f est la
fonction convexe continue, notée f˜ et définie par
f˜ : H → R : u 7→ min
v∈H
1
2
‖v − u‖2 + f(v).
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La dualité de Fenchel-Moreau-Rockafellar introduite dans [Fenchel, 1953; Moreau,
1967; Rockafellar, 1967] permet de relier les solutions de deux problèmes d’optimisation
comme ceux présentés par lemme 5.6. Notons l’existence d’une autre dualité, connue en
optimisation convexe et récemment utilisée pour la résolution de problèmes inverses par
Weiss [Weiss, 2008] : il s’agit de la dualité min-max [Ekeland, Témam, 1999].
Lemme 5.6 [Za˘linescu, 2002, Corollaire 2.8.5] Soit ϕ ∈ Γ0(H), soit ψ ∈ Γ0(G) et soit
L un opérateur linéaire borné de H dans G tel que 0 ∈ sri(L(domϕ) − domψ). On a
alors
inf
u∈H
ϕ(u) + ψ(Lu)︸ ︷︷ ︸
Problème primal
= −min
v∈G
ϕ∗(−L∗v) + ψ∗(v)︸ ︷︷ ︸
Problème dual
(5.18)
Sous les conditions d’existence liées au lemme précédent, la solution de problème dual est
liée à la solution du problème primal, l’une étant l’opposée de l’autre. Ce lemme permet
aux auteurs de [Combettes et al., 2009] de lier les deux problèmes d’optimisation qui
suivent.
Problème 5.7 (Problème primal) Soit H et G deux espaces de Hilbert réels, soient w ∈
H, r ∈ G, f ∈ Γ0(H), g ∈ Γ0(G) et soit L : H → G un opérateur linéaire borné non-
vide tel que la condition de qualification r ∈ sri (L(dom f) − dom g) soit vérifiée. Le
problème consiste à trouver
û ∈ Argmin
u∈H
f(u) + g(Lu− r) + 1
2
‖u− w‖2.
Problème 5.8 (Problème dual) Sous les mêmes hypothèses que le problème 5.7, le prob-
lème est de trouver
v̂ ∈ Argmin
v∈H
f˜ ∗(w − L∗v) + g∗(v) + 〈v|r〉.
En utilisant le lemme 5.6 il est possible de relier la solution du problème primal 5.7 à celle
du problème dual 5.8.
Proposition 5.9 [Combettes et al., 2009, Proposition 3.4] Soit v̂ une solution du prob-
lème 5.8 et soit
û = proxf (w − L∗v̂).
û est alors la solution du problème 5.7.
Cette proposition est particulièrement intéressante lorsque le problème primal est plus
complexe à résoudre que le problème dual. Il est alors possible d’obtenir une forme ex-
plicite de la solution primale à partir de la solution duale. Ces deux solutions sont liées
par la proposition 5.9.
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Voyons comment appliquer ce formalisme à notre problème, c’est à dire le calcul de
proxf2◦F . La définition de l’opérateur proximal nous conduit au problème primal suivant :
proxf2◦F (y) = arg min
u∈RN
1
2
‖y − u‖2 + f2(Fu). (5.19)
L’équation (5.19) est un cas particulier du problème primal 5.7, avec H = RN , G = RK ,
f = 0, g = f2, L = F , w = y et r = 0. Le problème dual associé s’écrit donc,
min
v∈RK
f ∗2 (v) + f˜
∗(y − F⊤v)⇔ min
v∈RK
{
f ∗2 (v) + min
u∈RN
{1
2
‖y − F⊤v − u‖2 + f ∗(u)}}
⇔ min
v∈RK
f ∗2 (v) +
1
2
‖y − F⊤v‖2. (5.20)
Cette formulation contient un terme de gradient Lipschitz et l’opérateur proximal de f ∗2
prend une forme explicite dès qu’il en est de même pour l’opérateur proximal de f2. On
peut en effet utiliser la propriété reliant l’opérateur proximal d’une fonction à celui de son
conjugué. Cette proposition est rappelée ci-dessous.
Proposition 5.10 [Moreau, 1965] Soit f ∈ Γ0(H) et soit γ ∈ ]0,+∞[. On a alors
1
γ
(
Id− proxγf
)
= proxf∗/γ(·/γ).
Il est donc possible d’appliquer l’algorithme explicite-implicite pour trouver un min-
imiseur de (5.20), puis utiliser la proposition 5.9 pour connaître la valeur de proxf2◦F y.
L’algorithme résultant est présenté dans [Combettes et al., 2009]. Nous en rappelons les
itérations dans l’algorithme 11.
Initialisation⌊
Choisir ǫ ∈]0,min{1, 1/ν}[.
Soit v0 ∈ RK .
Pour n ∈ N Soit γn ∈ [ǫ, 2/ν − ǫ] et soit λn ∈ [ǫ, 1].un = y − F⊤vn
vn+1 = vn + λnγn
(
Fun − prox 1
γn
f2
( vn
γn
+ Fun)
)
proxf2◦F y = limn→+∞
un.
Algorithme 11: Algorithme décomposé Dual-Primal pour le calcul de proxf2◦F y
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La suite (vn)n∈N générée par l’algorithme 11 converge vers une solution v̂ du prob-
lème dual (5.20) et proxf2◦F (y) = y − F⊤v̂. Rappelons que ν désigne la constante de
trame supérieure (cf. équation (2.16) dans le chapitre 2).
5.3.3 Calcul de la constante de trame
La deuxième difficulté, liée aux algorithmes explicite-implicite 9 et 10, consiste à
calculer ‖L1‖2 et ‖L1F⊤‖2. En pratique, il est souvent possible de déterminer la valeur
théorique de ‖L1‖2 mais le calcul de ‖L1F⊤‖2 est généralement plus complexe. Nous
proposons dans ce paragraphe une méthode itérative permettant d’approcher la valeur
de cette norme. Dans un premier temps, détaillons le raisonnement qui nous conduit au
choix de la borne supérieure du pas γn de l’algorithme 10. Pour cela nous considèrons la
fonction objectif (5.17) et posons f1 = h1 ◦ L1 ◦ F⊤ ∈ Γ0(RK). La fonction h1 est de
gradient β1-Lipschitz avec β1 > 0, nous pouvons alors écrire :
(∀(u1, u2) ∈ (RM)2) ‖∇h1(u1)−∇h1(u2)‖ ≤ β1‖u1 − u2‖. (5.21)
Le gradient de f1 est défini par
(∀x ∈ RK) ∇f1(x) = ∇(h1 ◦ L1 ◦ F⊤)(x) = FL⊤1 (∇h1(L1F⊤x)), (5.22)
ce qui conduit à
(∀(x1, x2) ∈ (RK)2) ‖∇f1(x1)−∇f1(x2)‖ ≤ β1‖L1F⊤‖2‖x1 − x2‖. (5.23)
On peut en déduire que f1 est une fonction de gradient Lipschitz de constante β1‖L1F⊤‖2.
Ce résultat combiné au choix théorique du pas de l’algorithme explicite, présenté par l’hy-
pothèse 3.19(i) (chapitre 3), nous conduit à γn ∈]0, 2/(β1‖L1F⊤‖2)[ pour l’algorithme 10.
Dans la plupart des cas, la norme ‖L1F⊤‖2 ne possède pas une valeur connue a priori.
Comme le taux de convergence dépend fortement de la borne supérieure du pas γn et donc
de cette norme, il est important de l’approximer au plus près. Pour obtenir cette borne,
nous proposons d’utiliser l’algorithme 12 qui converge vers ‖L1F⊤‖2.
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Initialisation⌊
Choisir aléatoirement x0 ∈ RK .
Soient ρ0 = 1 + 10−6, ρ1 = 1, B = L1F⊤ et n = 1.
Tant que |ρn−ρn−1|
ρn
≥ ǫ⌊
xn = B
⊤Bxn−1
ρn =
‖xn‖
‖xn−1‖
‖L1F⊤‖2 = lim
n→+∞
ρn.
Algorithme 12: Calcul de la constante de trame
Le raisonnement qui conduit à l’algorithme 12 est le suivant. On a posé B = L1F⊤.
On effectue la décomposition en valeurs propres de la matrice associée à l’opérateur défini
semi-positif B⊤B, i.e.,
B⊤B = UΛU⊤
où Λ = Diag{λ1, . . . , λK} et U = [u1, . . . , uK ] ∈ RK×K est une matrice orthogonale. Par
définition de la norme, ‖B‖2 = ‖L1F⊤‖2 = λi0 où i0 ∈ argmax1≤i≤K λi. Si x0 désigne
un élément de RK qui n’appartient pas à l’espace propre de B⊤B, nous pouvons écrire,
‖Bnx0‖2
‖Bn−1x0‖2 =
∑K
i=1 λ
n
i |〈x0, ui〉|2∑K
i=1 λ
n−1
i |〈x0, ui〉|2
, (5.24)
ce qui conduit à
lim
n→+∞
‖Bnx0‖2
‖Bn−1x0‖2 = λi0 = ‖L1F
⊤‖2. (5.25)
5.3.4 Comparaison de FA et FS sur un exemple de restauration en
présence de bruit gaussien
Dans les paragraphes précédents, nous avons présenté des techniques permettant de
résoudre numériquement FA et FS à l’aide de l’algorithme explicite-implicite. Pour illus-
trer et comparer le comportement des deux approches, nous allons considérer des images
dégradées par un flou uniforme de taille Q = 3× 3 ou Q = 5× 5 (ainsi A = L1 ∈ RN×N
correspond à la matrice de dégradation associée au filtrage uniforme) et par un bruit ad-
ditif gaussien de variance σ2 = 25 ou σ2 = 100. Les tests sont conduits sur quatre
images standards : deux images de textures (source : http ://sipi.usc.edu/database), une
version tronquée de l’image « Barbara » (source : http ://sipi.usc.edu/database) et une im-
age satellitaire SPOT5 (source : LIGM). Les images sont toutes de taille N = 256× 256
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sauf l’image « Barbara » pour laquelle N = 128 × 128. Ces images sont présentées fig-
ure 5.1.
(a) Image « Barbara » (b) Image « Bark »
(c) Image « Spot » (d) Image « Straw »
FIGURE 5.1 – Images originales pour la comparaison FA versus FS.
Les critères FA et FS que nous considérons sont les suivants :
– FA :
ŷFA ∈ Argmin
y∈RN
1
2σ2
‖Ay − z‖2 +
K∑
k=1
χk|(Fy)k|, (5.26)
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avec, pour tout k ∈ {1, . . . , K}, χk > 0.
– FS :
ŷFS = F
⊤x̂FS avec x̂FS ∈ Argmin
x∈RK
1
2σ2
‖AF⊤x− z‖2 +
K∑
k=1
χ˜k|xk|, (5.27)
avec, pour tout k ∈ {1, . . . , K}, χ˜k > 0.
Le terme d’attache aux données est un terme quadratique (antilog-vraisemblance d’une
loi normale). Comme a priori, nous avons choisi une norme ℓ1 pour favoriser la parci-
monie. Pour chaque formulation, les paramètres χk (resp. χ˜k) ont une valeur identique
pour l’ensemble des sous-bandes de détails mais prennent une valeur différente (proche
de 0) pour les coefficients de la sous-bande d’approximation. Ces paramètres sont choisis
manuellement de façon à maximiser le rapport-signal-sur-bruit entre l’image restaurée et
l’image originale. Dans nos expériences le comportement de deux trames non-ajustées est
évalué : des tranformées GenLOTs [De Queiroz et al., 1996; Gauthier et al., 2009] et des
transformées en arbre dual (DTT) [Selesnick et al., 2005; Chaux et al., 2006].
La figure 5.2 illustre l’impact du calcul exact de la norme ‖AF⊤‖ sur la vitesse de
convergence de l’algorithme explicite-implicite dans sa version FS lorsque des GenLOTs
sont considérés. Ce calcul permet en effet d’améliorer la vitesse de convergence. Il faut
également remarquer que cet algorithme itératif peut être utilisé, plus généralement, pour
calculer la norme de l’opérateur de trame quand sa valeur n’est pas explicite.
2 4 6 8 10 12 14 16 18 20
105
106
107
2 4 6 8 10 12 14 16 18
−10
−5
0
5
10
15
20
Évolution du critère (échelle logarithmique) Évolution du SNR
FIGURE 5.2 – Comparaison des profils de convergence lorsque ‖L1F⊤‖2 est approximé
(ligne discontinue) ou non (ligne continue) en fonction des itérations.
Les tableaux 5.1 et 5.2 présentent les valeurs de SNR et SSIM obtenues lorsque la
restauration des images est effectuée par FA ou FS. Nous pouvons remarquer que les
résultats obtenus tant en SNR qu’en SSIM sont très proches. Il est difficile de mettre en
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avant une approche par rapport à l’autre car suivant la trame, le type d’image, le niveau
de dégradation et la mesure d’évaluation considérés, les résultats peuvent favoriser soit
FA soit FS. Les figures 5.3 et 5.4 présentent deux exemples de restauration avec FA et FS
en considérant des DTT et des GenLOTs. On note clairement que la différence visuelle
entre les images restaurées n’est pas significative. Nous pouvons pourtant noter que la
figure 5.3 présente les images résultant de l’exemple avec la plus grande différence de
SNR et SSIM entre FA et FS.
SNR SSIM
Initial FA FS Initial FA FS
Barbara 11.9 16.0 16.0 0.58 0.81 0.81
Q = 3× 3 Bark 16.1 19.1 18.8 0.82 0.91 0.91
Spot5 17.0 19.8 19.5 0.83 0.90 0.90
σ = 5 Straw 18.8 20.8 20.8 0.73 0.84 0.85
Barbara 8.75 13.9 13.9 0.16 0.72 0.72
Q = 5× 5 Bark 12.4 15.5 15.5 0.57 0.80 0.80
Spot5 12.9 16.2 15.8 0.57 0.78 0.78
Straw 15.8 17.8 17.5 0.42 0.65 0.65
Barbara 11.9 13.4 13.3 0.51 0.68 0.68
Q = 3× 3 Bark 15.5 17.4 17.1 0.80 0.87 0.87
Spot5 15.7 17.9 17.5 0.76 0.86 0.85
σ = 10 Straw 17.9 19.4 19.3 0.68 0.77 0.78
Barbara 8.56 12.0 11.8 0.11 0.57 0.57
Q = 5× 5 Bark 12.1 14.4 14.1 0.55 0.73 0.73
Spot5 12.3 14.7 14.3 0.52 0.70 0.70
Straw 15.3 16.6 16.6 0.39 0.55 0.56
TABLE 5.1 – Evaluation du SNR et du SSIM pour des images dégradées par un flou et un
bruit gaussien puis restaurées en utilisant des DTT.
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SNR SSIM
Initial FA FS Initial FA FS
Barbara 11.9 17.5 17.6 0.58 0.86 0.85
Q = 3× 3 Bark 16.1 19.2 19.2 0.82 0.92 0.92
Spot5 17.0 20.1 20.0 0.83 0.91 0.91
σ = 5 Straw 18.8 21.3 21.2 0.73 0.86 0.86
Barbara 8.75 16.0 16.0 0.16 0.80 0.80
Q = 5× 5 Bark 12.4 15.8 15.8 0.57 0.81 0.81
Spot5 12.9 16.2 16.0 0.57 0.79 0.78
Straw 15.8 17.9 17.8 0.42 0.68 0.67
Barbara 11.9 15.2 15.1 0.51 0.77 0.76
Q = 3× 3 Bark 15.5 17.6 17.6 0.80 0.88 0.88
Spot5 15.7 18.1 17.9 0.76 0.86 0.86
σ = 10 Straw 17.9 19.6 19.6 0.68 0.79 0.79
Barbara 8.56 14.1 13.9 8.56 0.71 0.70
Q = 5× 5 Bark 12.1 14.5 14.4 12.1 0.75 0.75
Spot5 12.3 14.8 14.7 12.3 0.71 0.71
Straw 15.3 16.8 16.9 15.3 0.57 0.57
TABLE 5.2 – Evaluation du SNR et du SSIM pour des images dégradées par un flou et un
bruit gaussien puis restaurées en utilisant des tranformées GenLOTs.
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Image originale Image dégradée avec σ = 10 et Q = 3× 3
SNR = 15.7 dB
Image restaurée avec FA et DTT Image restaurée avec FS et DTT
SNR = 17.9 dB SNR = 17.5 dB
Image restaurée avec FA et GenLOTs Image restaurée avec FS et GenLOTs
SNR = 18.1 dB SNR = 17.9 dB
FIGURE 5.3 – Restauration de l’image satellitaire avec les approches à l’analyse et à la
synthèse en utilisant des DTT et des GenLOTs.
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Image originale Image dégradée avec σ = 5 et Q = 3× 3
SNR = 15.7 dB
Image restaurée avec FA et DTT Image restaurée avec FS et DTT
SNR = 16.0 dB SNR = 16.0 dB
Image restaurée avec FA et GenLOTs Image restaurée avec FS et GenLOTs
SNR = 17.5 dB SNR = 17.5 dB
FIGURE 5.4 – Restauration de l’image « Barbara » avec les approches à l’analyse et à la
synthèse en utilisant des DTT et des GenLOTs.
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5.4 PPXA+ pour une classe de trames non ajustées
Dans la section précédente, nous avons proposé une solution pour résoudre FA et
FS lorsque le critère impliqué est composé de deux fonctions, dont l’une est de gradient
Lipschitz. Pour résoudre les formulations plus générales (5.1) et (5.2), deux solutions sont
envisageables. La première permet de minimiser un critère composé d’une somme finie
de fonctions. Il s’agit de l’algorithme proximal parallèle (PPXA) [Combettes, Pesquet,
2008], présenté dans le paragraphe 4.4 (chapitre 4). L’une des principales difficulté pour
résoudre (5.1) et (5.2) par le biais de cet algorithme, est le calcul de l’opérateur proximal
impliquant une fonction et un opérateur linéaire. Ce calcul peut être effectué :
– en utilisant la proposition 4.3 (chapitre 4) sur le calcul de l’opérateur proximal
d’une fonction composée avec un opérateur linéaire,
– en décomposant la fonctionnelle en une somme de I fonctions, comme nous l’avons
proposé dans la section 4.3.2 (chapitre 4),
– en passant par l’approche duale utilisée dans le paragraphe 5.3.2 de ce présent
chapitre.
La seconde solution passe par l’utilisation d’algorithmes de type Lagrangien Augmenté
(LA), aussi nommés algorithmes décomposés de Bregman [Afonso et al., 2009; Setzer
et al., 2010]. Il est important de remarquer que dans les travaux existants, ces deux solu-
tions sont exclusivement utilisées lorsque les critères font intervenir des trames ajustées.
Dans [Pesquet, 2010], il est montré que PPXA et LA peuvent être rassemblés dans un
cadre unifié qui est fondé sur les opérateurs proximaux. L’algorithme résultant est nommé
PPXA+. Nous proposons d’étendre l’utilisation de PPXA+ au cas d’une classe de trames
non ajustées que nous présentons ci-après.
5.4.1 Un exemple particulier de trame non-ajustées
La notion de trame a été préalablement introduite dans le paragraphe 2.2.3-b) (chapitre 2).
Nous présentons ici une sous-classe de trames non-ajustées, telle que,
F = U

V1
V2
.
.
.
VQ
 (5.28)
où, U ∈ RK×QN est la matrice associée à l’opérateur d’analyse d’une trame ajustée de
constante νU ∈ ]0,+∞[, et où, pour tout q ∈ {1, . . . ,Q}, Vq ∈ RN×N désigne un opéra-
teur de préfiltrage. Pour que la condition de trame (2.16), présentée dans le chapitre 2, soit
vérifiée, les préfiltres (Vq)1≤q≤Q de réponses fréquentielles (vˇq(ω))1≤q≤Q doivent satisfaire
la relation :
(∀ω ∈ [−π, π]2) νU
Q∑
q=1
|vˇq(ω)|2 ≥ ν > 0. (5.29)
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Il est alors facile de montrer que
F⊤F = νU
Q∑
q=1
V ⊤q Vq. (5.30)
L’exemple le plus simple d’une telle trame est un banc de filtre non-décimé sur Q
canaux avec une redondance d’un facteur Q. Afin d’obtenir des représentations à faible
redondance, les trames telles que les transformées 2D réelles (resp. complexes) en arbre
dual M-bandes ont été proposées dans [Kingsbury, 2001; Chaux et al., 2006]. Les DTT
consistent à effectuer deux (resp. quatre) décompositionsM-bandes en parallèle (matrices
orthogonales Uq). Chacune des décompositions est précédée d’une étape de préfiltrage
(matrices Vq) liée à la discrétisation. Finalement, une combinaison orthogonale (matrice
orthogonale R) des sous-bandes est appliquée pour assurer la directionalité. Un tel type
de trame satisfait (5.28) et (5.29), où
U = R

U1 0 . . . 0
0 U2 . . . 0
.
.
.
.
.
.
.
.
.
0 . . . . . . UQ
 . (5.31)
Notons que les DTT discrètes contrairement aux DTT continues ne constituent, en général,
pas des trames ajustées.
5.4.2 Résolution des deux formulations avec PPXA+
Les initialisations et les itérations, résultantes de l’algorithme PPXA+ [Pesquet, 2010]
pour trouver les solutions de (5.1) et (5.2), sont données par les algorithmes 13 et 14. La
convergence de la suite (yℓ)ℓ∈N (resp. (xℓ)ℓ∈N) générée par l’algorithme 13 (resp. algo-
rithme 14) est établie sous les hypothèses suivantes :
Hypothèse 5.11
(i)
(⋂S
i=1 ri domhi ◦ LiF⊤
) ∩ (⋂Jj=S+1 ri dom fj) 6= ∅
(resp.
(⋂S
i=1 ri domhi ◦ Li
)
∩
(⋂J
j=S+1 ri dom fj ◦ F
)
6= ∅).
(ii) Il existe λ ∈]0, 2[ tel que (∀ℓ ∈ N), λ ≤ λℓ+1 ≤ λℓ.
(iii) (∀i ∈ {1, . . . , S}), ∑ℓ∈N ‖ai,ℓ‖ < +∞ et
(∀j ∈ {S + 1, . . . , J}), ∑ℓ∈N ‖bj,ℓ‖ < +∞.
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Initialisation (ηi)1≤i≤S ∈ ]0,+∞[S , (κj)S+1≤j≤J ∈ ]0,+∞[(J−S)(vi,0)1≤i≤S ∈ (RN)S, (wj,0)S+1≤j≤J ∈ (RK)(J−S)
y0 = argminu∈RN
∑S
i=1 ηi‖Liu− vi,0‖2 +
∑J
j=S+1 κj‖Fu− wj,0‖2
Pour ℓ = 0, 1, . . .
Pour i = 1, . . . , S
⌊ pi,ℓ = proxhi/ηivi,ℓ + ai,ℓ
Pour j = S + 1, . . . , J
⌊ rj,ℓ = proxfj/κjwj,ℓ + bj,ℓ
λℓ ∈]0, 2[
cℓ = argminu∈RN
∑S
i=1 ηi‖Liu− pi,ℓ‖2 +
∑J
j=S+1 κj‖Fu− rj,ℓ‖2
Pour i = 1, . . . , S
⌊ vi,ℓ+1 = vi,ℓ + λℓ
(
Li(2cℓ − yℓ)− pi,ℓ
)
Pour j = S + 1, . . . , J
⌊ wj,ℓ+1 = wj,ℓ + λℓ
(
F (2cℓ − yℓ)− rj,ℓ
)
yℓ+1 = yℓ + λℓ(cℓ − yℓ)
ŷFA = lim
ℓ→+∞
yℓ.
Algorithme 13: Algorithme PPXA+ pour trouver une solution de (5.1).
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Initialisation (ηi)1≤i≤S ∈ ]0,+∞[S , (κj)S+1≤j≤J ∈ ]0,+∞[(J−S)(vi,0)1≤i≤S ∈ (RN)S, (wj,0)S+1≤j≤J ∈ (RK)(J−S)
x0 = argminu∈RK
∑S
i=1 ηi‖LiF⊤u− vi,0‖2 +
∑J
j=S+1 κj‖u− wj,0‖2
Pour ℓ = 0, 1, . . .
Pour i = 1, . . . , S
⌊ pi,ℓ = proxhi/ηivi,ℓ + ai,ℓ
Pour j = S + 1, . . . , J
⌊ rj,ℓ = proxfj/κjwj,ℓ + bj,ℓ
λℓ ∈]0, 2[
cℓ = argminu∈RK
∑S
i=1 ηi‖LiF⊤u− pi,ℓ‖2 +
∑J
j=S+1 κj‖u− rj,ℓ‖2
Pour i = 1, . . . , S
⌊ vi,ℓ+1 = vi,ℓ + λℓ
(
LiF
⊤(2cℓ − xℓ)− pi,ℓ
)
Pour j = S + 1, . . . , J
⌊ wj,ℓ+1 = wj,ℓ + λℓ
(
2cℓ − xℓ − rj,ℓ
)
xℓ+1 = xℓ + λℓ(cℓ − xℓ)
ŷFS = lim
ℓ→+∞
F⊤xℓ.
Algorithme 14: Algorithme PPXA+ pour trouver une solution de (5.2).
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Ces algorithmes font intervenir les suites (ai,ℓ)1≤i≤S et (bj,ℓ)S+1≤j≤J qui correspon-
dent à des erreurs numériques possibles lors du calcul des opérateurs proximaux à l’itéra-
tion ℓ. Les différents paramètres à ajuster, comme (ηi)1≤i≤S, (κj)S+1≤j≤J et (λℓ)ℓ∈N, per-
mettent une grande flexibilité des algorithmes.
Dans le calcul de la variable intermédiaire (cℓ)ℓ∈N et les étapes d’initialisation de y0 et
x0, les algorithmes 14 et 13 requièrent une inversion matricielle de grande dimension dûe
à la minimisation d’une somme de fonctions quadratiques. Nous illustrons ce propos sur
le calcul de x0 présent dans l’algorithme 14.
x0 = arg min
u∈RK
S∑
i=1
ηi‖LiF⊤u− vi,0‖2 +
J∑
j=S+1
κj‖u− wj,0‖2 (5.32)
=
( S∑
i=1
ηiFL
⊤
i LiF
⊤ + κId
)−1( S∑
i=1
ηiFL
⊤
i vi,0 +
J∑
j=S+1
κjwj,0
)
. (5.33)
où κ =
∑(J−S)
j=1 κj . Pour s’assurer que cette inversion ne soit pas trop coûteuse en calcul,
malgré l’utilisation de trames non-ajustées, nous supposons que l’opérateur de trame F
est défini par l’équation (5.28). Le lemme d’inversion matricielle nous permet de formuler
les égalités qui suivent.
– Pour FA (algorithme 13)( S∑
i=1
ηiL
⊤
i Li + κF
⊤F
)−1
=
( S∑
i=1
ηiL
⊤
i Li + κνU
Q∑
q=1
V ⊤q Vq
)−1
(5.34)
– Pour FS (algorithme 14)
κ
( S∑
i=1
ηiFL
⊤
i LiF
⊤ + κId
)−1
=Id− F ( S∑
i=1
ηiL
⊤
i Li
)(
κId + F⊤F
( S∑
i=1
ηiL
⊤
i Li
))−1
F⊤,
=Id− F ( S∑
i=1
ηiL
⊤
i Li
)(
κId +
(
νU
Q∑
q=1
V ⊤q Vq
)( S∑
i=1
ηiL
⊤
i Li
))−1
F⊤.
(5.35)
Les dernières inversions matricielles dans (5.34) et (5.35) s’effectuent simplement en no-
tant que (Li)1≤i≤S et (Vq)1≤q≤Q peuvent être diagonalisées de façon jointe dans le do-
maine de Fourier. En effet toute matrice B associée à un opérateur de convolution péri-
odique peut être factorisé comme B = D∗ΛD où D représente la transformée de Fourier
discrète. D est une matrice unitaire, telle que D−1 = D∗ et Λ est une matrice diagonale.
Par conséquent, si B est inversible, B−1 = (D∗ΛD)−1 = D∗Λ−1D.
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5.4.3 Résultats expérimentaux
Dans cette partie, nous appliquons l’algorithme PPXA+ pour restaurer des images
dégradées par un bruit de Poisson avec un paramètre d’échelle α = 0.8 et un flou uniforme
de taille 3× 3. Les critères FA et FS que nous minimisons sont :
min
y∈RN
h1(Ay) + ιC(y) + f3(Fy) (5.36)
et
min
x∈RK
h1(AF
⊤x) + ιC(F⊤x) + f3(x) (5.37)
où F représente une DTT 2-bandes [Chaux et al., 2006]. Ce choix de trame est un cas
particulier de la sous-classe de trame définie par (5.28). Les DTT [Chaux et al., 2006] sont
calculées en utilisant des filtres de symmlets de longueur 6 sur 3 niveaux de résolution.
Le problème (5.37) (resp. (5.36)) est un cas particulier du problème (5.2) (resp. (5.1)) où
J = 3 et S = 2.
La fonction h1 représente le terme d’attache aux données. Ici, elle correspond à la
divergence de Kullback-Leibler généralisée qui est bien adaptée au bruit de Poisson.
La fonction h2 = ιC désigne la fonction indicatrice de l’ensemble convexe non vide
C = [0, 255]N de RN . Cet ensemble modélise une contrainte convexe sur la dynamique
des pixels de l’image.
La fonction f3 correspond au terme de régularisation opérant dans le domaine trans-
formé. Cette fonction est de la forme :
f3 : (ηk)1≤k≤K 7→
K∑
k=1
χk|ηk|. (5.38)
Dans nos simulations, les paramètres (χk)1≤k≤K ∈]0,+∞[K sont choisis proche de 0
pour les valeurs de k correspondant aux sous-bandes d’approximation. Pour les valeurs
de k associées aux coefficients de détails, ces paramètres sont égaux et choisis de manière
à maximiser le SNR. L’opérateur proximal de f3 se réduit au seuillage doux présenté par
l’exemple 3.3 (chapitre 3).
La matrice L1 = A ∈ RN×N est associée à l’opérateur de convolution (périodique)
2D et L2 = Id. Dans notre formulation, les matrices L1 et (Vq)1≤q≤Q (reliées à F ) peuvent
être diagonalisées par une transformée de Fourier discrète 2D, dans l’optique de résoudre
efficacement les inversions matricielles dans (5.34) et (5.35).
La figure 5.5 montre une comparaison entre l’utilisation des DTT complexes et d’une
version ajustée (où pour tout q ∈ {1, . . . , 4}, Vq = Id). Dans cet exemple de simula-
tion, une version tronquée de l’image de « Barbara » (N = 128 × 128) est considérée
en adoptant un critère FS. L’utilisation de DTT non-ajustées incluant des préfiltres per-
met d’améliorer la qualité des résultats aussi bien visuellement qu’en terme de SNR et
de SSIM. Dans cet exemple, nous présentons également les résultats obtenus avec l’al-
gorithme EM-ML (cf. section 2.4.1 du chapitre 3) et ceux obtenus avec l’EM régularisé
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où l’antilog-vraisemblance poissonienne est pénalisée par une divergence de Kullback-
Leibler entre l’image désirée et une image de référence uniforme.
La figure 5.6 affiche un deuxième exemple de restauration, pour l’image tronquée de
« Marseille » (N = 128×128). Les DTT non-ajustées sont utilisées et les images obtenues
par FA et FS sont présentées. La restauration présente de très légères différences en faveur
de FA.
5.5 Conclusion
Cette étude nous permet d’avancer que les algorithmes proximaux peuvent aussi bien
être utilisés pour résoudre la FS que la FA. Cependant, certains algorithmes permettront
de traiter plus efficacement ces deux formulations que d’autres. En effet, l’algorithme
explicite-implicite requiert l’utilisation d’un algorithme imbriqué pour FA ce qui pénalis-
era le taux de convergence global. Concernant l’algorithme PPXA+, les approches à l’-
analyse et à la synthèse ont des complexités équivalentes.
Dans un soucis de simplifier l’implantation des algorithmes proximaux, les trames
ajustées ont souvent été préférées aux trames non-ajustées [Combettes, Pesquet, 2007a;
Afonso et al., 2009; Combettes, Pesquet, 2008]. Cependant, nos résultats expérimentaux
montrent que certaines trames non-ajustées permettent d’obtenir un gain dans la qualité
de restauration. Il semble donc intéressant de proposer des méthodes permettant d’utiliser
des versions non-ajustées.
Nous avons également constaté que le choix des paramètres de l’algorithme explicite-
implicite, en particulier le « pas » de celui-ci pouvait influer sur le taux de convergence.
Il paraît donc préférable, dès que cela est possible, de calculer précisément la constante
associée à la fonction de gradient Lipschitz.
Les résultats obtenus par FA et FS sont généralement très proches tant visuellement
que quantitativement. Nous avons également montré que FA et FS sont théoriquement
équivalentes sous certaines conditions. Il semble donc, d’une part, plus judicieux de con-
sidérer la formulation la plus simple à résoudre pour un algorithme donné et, d’autre part,
intéressant de combiner les régularisations à l’analyse et à la synthèse. Nous pouvons re-
marquer que la régularisation hybride (tv+ℓ1), proposée dans la section 4.5.1 (chapitre 4),
s’inscrit dans cette démarche.
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originale dégradée
SNR = 11.4 dB , SSIM = 0.53
EM-ML EM régularisé
SNR = 2.17 dB , SSIM = 0.26 SNR = 12.3 dB , SSIM = 0.64
DTT complexes version trame ajustée DTT complexes
SNR = 13.3 dB , SSIM = 0.69 SNR = 14.2 dB , SSIM = 0.73
FIGURE 5.5 – Versions tronquées de l’image de « Barbara ». Images restaurées avec FS
et DTT.
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originale dégradée
SNR = 14.0 dB , SSIM = 0.79
restaurée FS restaurée FA
SNR = 16.3 dB , SSIM = 0.87 SNR = 16.6 dB , SSIM = 0.88
FIGURE 5.6 – FS versus FA.
CHAPITRE 6
Algorithmes proximaux pour la
résolution de problèmes
multicomposantes
6.1 Motivations
Dans ce chapitre, nous considérons divers problèmes inverses de traitement du signal,
dans lesquels la solution idéale est représentée par m composantes, notées x1,. . . , xm,
appartenant respectivement à des espaces de Hilbert réelsH1, . . . ,Hm. De tels problèmes
apparaissent dans de nombreux domaines allant de l’imagerie couleur à l’imagerie hyper-
spectrale en passant par le traitement du signal multi-canal et la décomposition d’images
en composantes géométrique et de texture [Anthoine et al., 2006; Aujol et al., 2005;
Aujol, Chambolle, 2005; Aujol et al., 2006; Aujol, Chambolle, 2006; Chan et al., 2007;
Daubechies, Teschke, 2005; Katsaggelos et al., 1993; Kang, 1998; Tschumperlé, Deriche,
2002; Wang et al., 2008; Wen et al., 2008]. La plupart du temps, les tâches de traitement
de signal/image multicomposantes peuvent être formulées comme des problèmes varia-
tionnels de la forme,
minimiser
x1∈H1,..., xm∈Hm
Φ(x1, . . . , xm), (6.1)
oùΦ est une fonction convexe modélisant l’information disponible sur lesm composantes,
leurs intéractions, et elle peut également prendre en compte le processus d’acquisition des
données.
Le problème d’optimisation convexe (6.1) est trop générique pour être résolu di-
rectement. Il doit être formulé dans un style plus structuré pour obtenir des solutions
numériques efficaces. A cette fin, Φ peut être décomposée comme une somme de p fonc-
tions pouvant être traitées individuellement de façon plus aisée. Cela conduit au modèle
suivant, sur lequel notre attention se portera à travers ce chapitre.
Problème 6.1 Soient (Hi)1≤i≤m des espaces de Hilbert réels, et soient (fk)1≤k≤p des
fonctions convexes, semi-continues inférieurement et propres de la somme directe des
espaces de HilbertH1 ⊕ · · · ⊕ Hm vers ]−∞,+∞]. Le problème consiste à
minimiser
x1∈H1,..., xm∈Hm
p∑
k=1
fk(x1, . . . , xm), (6.2)
sous l’hypothèse que des solutions existent.
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Dans le cas de problèmes de traitement de signaux ou d’images univariés (m = 1), les
méthodes proximales ont montré leur efficacité pour résoudre le problème 6.1 ; on pourra
se référer aux chapitres précédents et aux références associées pour les travaux de bases
et diverses applications. Par conséquent, il est naturel de se demander si ces méthodes
peuvent être étendues aux problèmes multivariés. Des travaux initiaux qui s’orientent
dans cette direction ont été menés dans [Briceño-Arias, Combettes, 2009] dans le cas
particulier où m = 2, f1 est une somme séparable (i.e., f1 : (xi)1≤i≤m 7→
∑m
i=1 ϕi(xi)),
et f2 est différentiable sur H1 ⊕ · · · ⊕ Hm avec un gradient Lipschitz continu. Cette
formulation couvre également les travaux tels que [Aujol et al., 2005; Aujol, Chambolle,
2005; Aujol et al., 2006; Combettes, Wajs, 2005; Goldburg, Marks II, 1985; Huang et al.,
2008; Vese, Osher, 2003; Vese, Osher, 2004; Wen et al., 2008]. L’objectif de ce chapitre
est de proposer une formulation générale et de présenter, sous des hypothèses adéquates,
plusieurs algorithmes proximaux offrant des garanties de convergence vers une solution
du problème 6.1.
Ce chapitre est organisé de la façon suivante. Dans le paragraphe 6.2, nous intro-
duirons les principales notations utilisées dans ce chapitre. De nouveaux résultats pour des
opérateurs proximaux multicomposantes seront présentés dans le paragraphe 6.3. Dans le
paragraphe 6.4, nous décrirons les algorithmes proximaux qui sont pertinents pour ré-
soudre le problème 6.1. Finalement, nous illustrerons dans le paragraphe 6.5 l’efficacité
des algorithmes proposés sur trois exemples d’imagerie multicomposante.
6.2 Notations et rappels
Dans ce chapitre, H, G, et (Hi)1≤i≤m sont des espaces de Hilbert réels. Pour faciliter
les notations, les produits scalaires associés sont tous notés
〈·, ·〉, la norme associée ‖ · ‖,
et les opérateurs identités Id. Nous désignerons par x = (xi)1≤i≤m un élément générique
dans H1 × · · · × Hm et parH la somme directe des espaces de Hilbert H1 ⊕ · · · ⊕ Hm,
i.e. l’espace produit H1 × · · · × Hm muni du produit scalaire
(x,y) 7→
m∑
i=1
〈
xi, yi
〉
. (6.3)
L’espace des opérateurs bornés de H vers G est noté B (H,G).
Soient C et D deux sous-ensembles convexes non vides de H. Nous disons que 0
appartient à l’intérieur relatif fort de C, de façon symbolique, 0 ∈ sriC, si ⋃λ>0 λC =
spanC. En particulier, si nous choisissons C −D = {u− v ∣∣ (u, v) ∈ C ×D}, l’inclu-
sion 0 ∈ sri(C −D) se vérifie dans chacun des cas suivants :
• C −D est un sous-ensemble vectoriel.
• 0 ∈ int (C −D).
• C ∩ intD 6= ∅.
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• H est de dimension finie et (riC)∩(riD) 6= ∅, où riC représente l’intérieur relatif
de C.
Des compléments d’informations sur l’analyse convexe peuvent être trouvés dans [Za˘linescu,
2002].
L’opérateur proximal d’une fonction ϕ ∈ Γ0(H) au point u ∈ H est caractérisé par
l’inégalité variationnelle :
(∀p ∈ H) p = proxϕu ⇔ (∀v ∈ H)
〈
v − p, u− p〉+ ϕ(p) ≤ ϕ(v). (6.4)
Cette dernière nous sera utile pour certaines des démonstrations qui suivent.
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Le calcul d’opérateurs proximaux dans l’espace de HilbertH joue un rôle fondamen-
tal dans ce chapitre. Ci-dessous, nous décrivons des situations importantes dans lesquelles
ce calcul est explicite.
Proposition 6.2 Supposons que, pour tout i ∈ {1, . . . , m}, (ei,k)k∈K est une base or-
thonormale de Hi. De plus, soient (φk)k∈K des fonctions dans Γ0(Rm) et supposons que
l’une des hypothèses suivantes est vérifiée.
(i) Pour tout i ∈ {1, . . . , m}, Hi est de dimension infinie et, pour tout k ∈ K, φk ≥
φk(0) = 0.
(ii) Pour tout i ∈ {1, . . . , m}, Hi est de dimension finie.
Soit
f : H→ ]−∞,+∞]
x 7→
∑
k∈K
φk
(〈
x1, e1,k
〉
, . . . ,
〈
xm, em,k
〉)
. (6.5)
On a alors f ∈ Γ0(H) et, pour tout x ∈H,
proxfx =
(∑
k∈K
π1,ke1,k, . . . ,
∑
k∈K
πm,kem,k
)
, (6.6)
où
(∀k ∈ K) (π1,k, . . . , πm,k) = proxφk
(〈
x1, e1,k
〉
, . . . ,
〈
xm, em,k
〉)
. (6.7)
Preuve :
Nous définissons, pour tout k ∈ K,
ψk : H→ ]−∞,+∞]
x 7→ φk
(〈
x1, e1,k
〉
, . . . ,
〈
xm, em,k
〉)
. (6.8)
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Nos hypothèses impliquent alors que les fonctions (ψk)k∈K sont dans Γ0(H). Sous l’hy-
pothèse (i), en supposant sans perte de généralité que K = N, nous pouvons écrire f =
supK∈K
∑K
k=0 ψk. Comme la semi-continuité inférieure et la convexité sont préservées par
somme finie et en prenant le supremum, nous pouvons en déduire que f est semi-continue
inférieurement et convexe. De plus, puisque f(0) = 0, nous obtenons f ∈ Γ0(H). D’autre
part, sous l’hypothèse (ii), la somme dans (6.5) est finie et nos hypothèses impliquent di-
rectement que f ∈ Γ0(H).
Maintenant, soit x ∈H et soit | · | la norme associée à l’espace euclidien Rm. Soit
(∀i ∈ {1, . . . , m})(∀k ∈ K) ξi,k =
〈
xi, ei,k
〉
. (6.9)
De plus, pour tout i ∈ {1, . . . , m}, soit yi ∈ Hi et soit (ηi,k)k∈K =
(〈
yi, ei,k
〉)
k∈K. Nous
déduisons de (6.4) et (6.7) que, pour tout k ∈ K,
m∑
i=1
(ηi,k − πi,k)(ξi,k − πi,k) + φk(π1,k, . . . , πm,k) ≤ φk(η1,k, . . . , ηm,k). (6.10)
Supposons dans un premier temps que l’hypothèse (i) soit vérifiée. Puisque, pour tout
k ∈ K, 0 est un minimiseur de φk, (6.4) vérifie proxφk0 = 0. Par conséquent, en utilisant
(6.7), (6.9), le fait que l’opérateur proximal est contractant (se référer au lemme 3.9 dans
le chapitre 3), et l’identité de Parseval, nous obtenons
∑
k∈K
m∑
i=1
|πi,k|2 =
∑
k∈K
|(π1,k, . . . , πm,k)|2
=
∑
k∈K
|proxφk(ξ1,k, . . . , ξm,k)|2
=
∑
k∈K
|proxφk(ξ1,k, . . . , ξm,k)− proxφk0|2
≤
∑
k∈K
|(ξ1,k, . . . , ξm,k)− 0|2
=
∑
k∈K
|(ξ1,k, . . . , ξm,k)|2
=
∑
k∈K
m∑
i=1
|ξi,k|2
=
m∑
i=1
‖xi‖2. (6.11)
Par conséquent, pour tout i ∈ {1, . . . , m}, ∑k∈K |πi,k|2 < +∞ et nous pouvons définir
(∀i ∈ {1, . . . , m}) zi =
∑
k∈K
πi,kei,k. (6.12)
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Nous pouvons également définir cette dernière équation sous l’hypothèse (ii) car dans
cette configurationK est fini. Il reste alors à montrer que (zi)1≤i≤m = proxf(x1, . . . , xm).
En sommant sur k dans (6.10), cela conduit à
∑
k∈K
m∑
i=1
(ηi,k−πi,k)(ξi,k−πi,k) +
∑
k∈K
φk(π1,k, . . . , πm,k) ≤
∑
k∈K
φk(η1,k, . . . , ηm,k) (6.13)
et, par conséquent,
m∑
i=1
〈
yi − zi, xi − zi
〉
+ g(z1, . . . , zm) ≤ g(y1, . . . , ym). (6.14)
En utilisant (6.4), la preuve est achevée. 
Proposition 6.3 Pour tout j ∈ {1, . . . , q}, soit Gj un espace de Hilbert réel, soit ϕj ∈
Γ0(Gj), et, pour tout i ∈ {1, . . . , m}, soit Lj,i ∈ B (Hi,Gj). Soit
f : H → ]−∞,+∞]
x 7→
q∑
j=1
ϕj
( m∑
i=1
Lj,ixi
)
(6.15)
et supposons que, pour tout j ∈ {1, . . . , q}, il existe αj ∈ ]0,+∞[ tel que
(∀k ∈ {1, . . . , q})
m∑
i=1
Lj,i ◦ L∗k,i =
{
αjId, si j = k;
0, sinon.
(6.16)
On a alors f ∈ Γ0(H) et, pour tout x ∈H,
proxfx = (p1, . . . , pm) (6.17)
où, pour tout i ∈ {1, . . . , m},
pi = xi +
q∑
j=1
α−1j L
∗
j,iproxαjϕj
( m∑
k=1
Lj,kxk
)
−
q∑
j=1
α−1j L
∗
j,i
m∑
k=1
Lj,kxk. (6.18)
Preuve :
Notons par G l’espace produit G1 × · · · × Gq muni du produit scalaire
(y, z) 7→
q∑
j=1
α−1j
〈
yj, zj
〉
. (6.19)
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Nous pouvons écrire f = g ◦L, où
g : G → ]−∞,+∞]
y 7→
q∑
j=1
ϕj(yj) (6.20)
et L ∈ B (H,G) est défini par
L : H → G
x 7→
(
m∑
i=1
L1,ixi, . . . ,
m∑
i=1
Lq,ixi
)
, (6.21)
Il résulte de (6.19) que, pour tout, (x,y) ∈H× G,
〈
Lx,y
〉
=
q∑
j=1
α−1j
〈 m∑
i=1
Lj,ixi
∣∣∣∣ yj〉
=
q∑
j=1
α−1j
m∑
i=1
〈
xi, L
∗
j,iyj
〉
=
m∑
i=1
〈
xi
∣∣∣∣ q∑
j=1
α−1j L
∗
j,iyj
〉
, (6.22)
relation à partir de laquelle nous introduisons l’adjoint de L qui est
L∗ : G →H
y 7→
(
q∑
j=1
α−1j L
∗
j,1yj, . . . ,
q∑
j=1
α−1j L
∗
j,myj
)
. (6.23)
Nous obtenons alors à partir de (6.16) que L ◦ L∗ = Id. La proposition 3.12 (chapitre 3)
implique que f = g ◦L ∈ Γ0(H) et que
proxg◦L = Id +L
∗ ◦ (proxg − Id) ◦L. (6.24)
De plus, on déduit de (6.19) et (6.20) que, pour tout y ∈ G,
proxgy = (proxα1ϕ1y1, . . . , proxαqϕqyq). (6.25)
En considérant simultanément, (6.21), (6.23), (6.24), et (6.25) cela conduit à (6.17)–
(6.18). 
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Corollaire 6.4 Soit ϕ ∈ Γ0(G) et, pour tout i ∈ {1, . . . , m}, soit Li ∈ B (Hi,G). Soit
f : H → ]−∞,+∞]
x 7→ ϕ
( m∑
i=1
Lixi
)
(6.26)
et supposons qu’il existe α ∈ ]0,+∞[ tel que
m∑
i=1
Li ◦ L∗i = αId. (6.27)
On a alors f ∈ Γ0(H) et, pour tout x ∈ H, proxfx = (p1, . . . , pm) où, pour tout
i ∈ {1, . . . , m},
pi = xi + α
−1L∗iproxαϕ
( m∑
k=1
Lkxk
)
− α−1L∗i
m∑
k=1
Lkxk. (6.28)
Preuve :
Il suffit de poser q = 1 dans la proposition 6.3. 
Proposition 6.5 Supposons que G soit de dimension finie K, soient (φk)1≤k≤K des fonc-
tions de Γ0(R), et soit (ek)1≤k≤K une base orthonormale de G. Pour tout i ∈ {1, . . . , m},
soit Li ∈ B (Hi,G) et supposons qu’il existe {αk}1≤k≤K ⊂ ]0,+∞[ tel que
(∀y ∈ G)
m∑
i=1
LiL
∗
i y =
K∑
k=1
αk
〈
y, ek
〉
ek. (6.29)
Soit
f : H→ ]−∞,+∞] : x 7→
K∑
k=1
φk
(〈 m∑
j=1
Ljxj
∣∣∣∣ ek〉
)
(6.30)
et, pour tout k ∈ {1 . . . , K},
πk =
1
αk
proxαkφk
(〈 m∑
j=1
Ljxj
∣∣∣∣ ek〉). (6.31)
On a alors f ∈ Γ0(H) et, pour tout x ∈ H, proxfx = (pi)1≤i≤m où, pour tout i ∈
{1, . . . , m},
pi = xi + L
∗
i
K∑
k=1
(
πk − 1
αk
m∑
j=1
〈
Ljxj , ek
〉)
ek. (6.32)
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Preuve :
Pour tout j ∈ {1, . . . , K}, soit Gj = R, ϕj = φj, et
(∀i ∈ {1, . . . , m}) Lj,i : Hi → Gj : x 7→
〈
Lix, ej
〉
, (6.33)
d’où
L∗j,i : Gj → Hi : ξ 7→ ξ L∗i ej. (6.34)
Pour tout j et k dans {1, . . . , K} et tout ξ ∈ R, nous déduisons alors de (6.29) que
m∑
i=1
Lj,iL
∗
k,i ξ =
m∑
i=1
Lj,i ξ L
∗
i ek
= ξ
m∑
i=1
〈
(LiL
∗
i )ek, ej
〉
= ξ
〈 K∑
l=1
αl
〈
ek, el
〉
el
∣∣∣∣ ej〉
= ξ
K∑
l=1
αl
〈
ek, el
〉〈
el, ej
〉
. (6.35)
Par conséquent, pour tout j ∈ {1, . . . , K}, (6.16) est vérifiée. On en déduit que la propo-
sition 6.3 avec q = K garantit que f ∈ Γ0(H), et (6.18) se réduit à (6.32). 
6.4 Algorithmes proximaux multicomposantes
Nous présentons plusieurs algorithmes proximaux pour résoudre le problème 6.1 en
formulant différentes hypothèses sur les fonctions mises en jeu. La plupart de ces algo-
rithmes sont robustes aux erreurs numériques sur le calcul des points proximaux et des
gradients. Pour quantifier le taux d’erreur qui est toléré, nous utiliserons la notation qui
suit. Soient deux suites (xn)n∈N et (yn)n∈N dansH,[
(∀n ∈ N) xn ≈ yn
]
⇔
∑
n∈N
‖xn − yn‖ < +∞. (6.36)
6.4.1 Algorithme explicite-implicite
Problème 6.6 Dans le problème 6.1, supposons que p = 2 et que la fonction f2 soit dif-
férentiable surH avec un gradient continu β–Lipschitz pour β ∈ ]0,+∞[. Le problème
est alors de
minimiser
x1∈H1,..., xm∈Hm
f1(x1, . . . , xm) + f2(x1, . . . , xm), (6.37)
sous les hypothèses qu’une solution existe.
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Le cas particulier où f1 est une somme séparable et f2 induit un mélange linéaire des
variables recherchées a été abordé dans [Briceño-Arias, Combettes, 2009]. Les résultats
suivants s’intéressent au cas général ; cela nécessite comme hypothèse que l’opérateur
proximal de f1 soit calculable avec une erreur quantifiable.
Theorème 6.7 Soient (x1,n)n∈N, . . . , (xm,n)n∈N des suites générées par la routine suiv-
ante.
Initialisation ε ∈ ]0,min{1, 1/β}[Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
(yi,n)1≤i≤m ≈ ∇f2(xi,n)1≤i≤m
γn ∈ [ε, (2/β)− ε]
(ui,n)1≤i≤m ≈ proxγnf1(xi,n − γnyi,n)1≤i≤m
λn ∈ [ε, 1]
Pour i = 1, . . . , m
⌊ xi,n+1 = xi,n + λn(ui,n − xi,n)
Pour tout i ∈ {1, . . . , m}, la suite (xi,n)n∈N converge alors faiblement vers un point
xi ∈ Hi. De plus, (xi)1≤i≤m est une solution du problème 6.6.
Preuve :
On applique [Combettes, Wajs, 2005, théorème 3.4(i)] àH et on utilise (6.3). 
Remarque 6.8
(i) Des variantes multicomposantes de l’algorithme explicite-implicite comme les méth-
odes de premier ordre de type Nesterov [Beck, Teboulle, 2009; Nesterov, 1983;
Weiss et al., 2009] peuvent être obtenues avec des reformulations similaires dans
H. Cependant, pour ces méthodes, la convergence des itérées vers une solution du
problème 6.6 n’est pas garantie, même en considérant une formulation en dimen-
sion finie.
(ii) Les conditions permettant d’obtenir la convergence forte du théorème 6.7 peuvent
être déduites de [Combettes, Wajs, 2005, théorème 3.4(iv)].
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6.4.2 Algorithme de Douglas-Rachford
Dans ce paragraphe, nous relâchons l’hypothèse assurant que la fonction f2 soit une
fonction lisse. Cependant nous supposons que l’opérateur proximal de cette fonction est
implantable avec une erreur quantifiable.
Problème 6.9 Dans le problème 6.1, supposons que p = 2 et que
0 ∈ sri(dom f1 − dom f2). (6.38)
Le problème est alors de
minimiser
x1∈H1,..., xm∈Hm
f1(x1, . . . , xm) + f2(x1, . . . , xm), (6.39)
sous l’hypothèse qu’une solution existe.
Theorème 6.10 Soit (x1,n)n∈N, . . . , (xm,n)n∈N les suites générées par les routines suiv-
antes.
Initialisation
ε ∈ ]0, 1[
γ ∈ ]0,+∞[
Pour i = 1, . . . , m
⌊ xi,0 ∈ Hi
Pour n = 0, 1, . . .
(yi,n)1≤i≤m ≈ proxγf2(xi,n)1≤i≤m
(ui,n)1≤i≤m ≈ proxγf1(2yi,n − xi,n)1≤i≤m
λn ∈ [ε, 2− ε]
Pour i = 1, . . . , m⌊
xi,n+1 = xi,n + λn(ui,n − yi,n).
Pour tout i ∈ {1, . . . , m}, la suite (xi,n)n∈N converge alors faiblement vers un point
xi ∈ Hi et proxγf2(x1, . . . , xm) est une solution du problème 6.9. De plus, si H est de
dimension finie, la suite ((yi,n)1≤i≤m)n∈N converge vers proxγf2(x1, . . . , xm).
Preuve :
On applique [Combettes, Pesquet, 2007a, théorème 20] dansH et on utilise (6.3). 
Remarque 6.11
(i) Les conditions de convergence forte du théorème 6.10 peuvent être déduites de
[Combettes, 2009, théorème 2.1(ii)].
(ii) SiH est de dimension finie, la condition de qualification (6.38) se réduit à
(ri dom f1) ∩ (ri dom f2) 6= ∅. (6.40)
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6.4.3 Algorithme proximal parallèle (PPXA)
L’algorithme présenté dans ce paragraphe a pour but de résoudre le problème 6.1 sous
des hypothèses techniques minimales. Le coût de l’implantation dépend de la complexité
du calcul de chaque opérateur proximal.
Problème 6.12 Dans le problème 6.1, supposons que
0 ∈ sri(D − dom f1 × · · · × dom fp) (6.41)
où D =
{
(x, . . . ,x)
∣∣ x ∈H}. Le problème est de
minimiser
x1∈H1,..., xm∈Hm
p∑
k=1
fk(x1, . . . , xm), (6.42)
sous l’hypothèse qu’une solution existe.
Dans [Afonso et al., 2009], un cas particulier du problème 6.12 dans des espaces de
dimension finie est considéré. Les auteurs utilisent la méthode des directions alternées des
multiplicateurs (ADMM : « Alternating Direction Method of Multipliers »). L’algorithme
utilisé ci-dessous est une application de PPXA proposé dans [Combettes, Pesquet, 2008].
Theorème 6.13 Soient (x1,n)n∈N, . . . , (xm,n)n∈N des suites générées par la routine suiv-
ante.
Initialisation
ε ∈ ]0, 1[ , γ ∈ ]0,+∞[ , {ωk}1≤k≤p ⊂ ]0, 1] et
p∑
k=1
ωk = 1
Pour i = 1, . . . , m
Pour k = 1, . . . , p
⌊ yi,k,0 ∈ Hi
xi,0 =
p∑
k=1
ωkyi,k,0
Pour n = 0, 1, . . .
Pour k = 1, . . . , p⌊
(ui,k,n)1≤i≤m ≈ proxγfk/ωk(yi,k,n)1≤i≤m
Pour i = 1, . . . , m
si,n =
p∑
k=1
ωkui,k,n
λn ∈ [ε, 2− ε]
Pour k = 1, . . . , p
⌊ yi,k,n+1 = yi,k,n + λn(2si,n − xi,n − ui,k,n)
xi,n+1 = xi,n + λn(si,n − xi,n)
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Pour tout i ∈ {1, . . . , m}, la suite (xi,n)n∈N converge alors faiblement vers un point
xi ∈ Hi. De plus, (x1, . . . , xm) est une solution du problème 6.12.
Preuve :
Il suffit d’appliquer [Combettes, Pesquet, 2008, théorème 3.4] dansH et utiliser (6.3). 
Remarque 6.14 Supposons queH est de dimension finie et que
p⋂
k=1
ri dom fk 6= ∅. (6.43)
Il résulte de [Combettes, Pesquet, 2008, proposition 3.6(vi)] que la condition de qualifi-
cation (6.41) est satisfaite.
6.4.4 Algorithme de type Dykstra
Nous considérons des cas particuliers du problème 6.1 pour lesquels fp est une simple
fonction quadratique.
Problème 6.15 Dans le problème 6.1, supposons que p ≥ 3,
p−1⋂
k=1
dom fk 6= ∅, (6.44)
et que fp : x 7→ (p− 1)
∑m
i=1 ‖xi − zi‖2/2, où z ∈H. Le problème est alors de
minimiser
x1∈H1,..., xm∈Hm
p−1∑
k=1
fk(x1, . . . , xm) +
p− 1
2
m∑
i=1
‖xi − zi‖2. (6.45)
Soit f =
∑p−1
k=1 fk/(p − 1). Il résulte alors de (6.44) que f ∈ Γ0(H). Au vu de (6.3), le
problème 6.15 admet une solution unique, qui est proxfz.
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Theorème 6.16 Soient (x1,n)n∈N, . . . , (xm,n)n∈N des suites générées par les routines
suivantes.
Initialisation
Pour i = 1, . . . , m xi,0 = ziPour k = 1, . . . , p− 1
⌊ yi,k,0 = xi,0
Pour n = 0, 1, . . .
Pour k = 1, . . . , p− 1⌊
(ui,k,n)1≤i≤m = proxfk(yi,k,n)1≤i≤m
Pour i = 1, . . . , m
xi,n+1 =
1
p− 1
p−1∑
k=1
ui,k,n
Pour k = 1, . . . , p− 1
⌊ yi,k,n+1 = xi,n+1 + yi,k,n − ui,k,n.
(6.46)
Pour tout i ∈ {1, . . . , m}, la suite (xi,n)n∈N converge alors fortement vers un point xi ∈
Hi. De plus, (x1, . . . , xm) est une solution du problème 6.15.
Preuve :
On applique [Combettes, 2009, théorème 4.2] dansH et on utilise (6.3). 
Remarque 6.17 Supposons que (6.44) est remplacée par la condition plus forte (6.41)
(appliquée aux fonctions (fk)1≤k≤p−1). Il résulte alors de [Combettes, 2009, théorème 3.3]
que les conclusions du théorème présenté ci-dessus restent valables si les opérateurs prox-
imaux sont implantés de façon approximatives dans (6.46).
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6.5 Applications à la décomposition et à la restauration
d’images
Dans ce paragraphe, nous appliquons les algorithmes proposés dans le paragraphe 6.4
aux problèmes de restauration d’images stéréoscopiques, de débruitage d’images multi-
spectrales et aux problèmes de décomposition d’images.
6.5.1 Restauration d’images stéréoscopiques
6.5.1-a) Formulation du problème
Nous considérons le problème qui consiste à restaurer une paire d’images stéréo-
scopiques, notées x1 ∈ RN et x2 ∈ RN , constituées de N pixels et qui correspondent
aux vues gauche et droite de la même scène. Pour une valeur donnée du champ de dispar-
ité, le processus de compensation de disparité entre les deux images est modélisé par
x1 = Dx2 + v, (6.47)
oùD ∈ RN×N correspond à la matrice de compensation de disparité [Scharstein, Szeliski,
2002] et où v ∈ RN désigne le vecteur des erreurs de modélisation. Les observations sont
respectivement les versions dégradées
z1 = L1x1 + w1 et z2 = L2x2 + w2 (6.48)
de x1 et x2. Les matrices L1 ∈ RN×N et L2 ∈ RN×N modélisent le processus d’acquisi-
tion des données, et w1 et w2 sont des vecteurs de bruit gaussien avec des composantes
indépendantes qui sont respectivement N (0, σ21)– et N (0, σ22)–distribuées. De plus, nous
supposons que les décompositions respectives de x1 et x2 dans les bases orthonormales
(e1,k)1≤k≤N et (e2,k)1≤k≤N de RN sont parcimonieuses. Pour tout k ∈ {1, . . . , N}, les
fonctions φ1,k ∈ Γ0(R) et φ2,k ∈ Γ0(R) sont utilisées pour promouvoir la parcimonie des
décompositions [Combettes, Pesquet, 2007b; Daubechies et al., 2004]. La formulation
variationnelle qui suit est cohérente avec les hypothèses et modèles précédents.
Problème 6.18 Soit ϑ ∈ [0,+∞[. L’objectif est de
minimiser
x1∈RN , x2∈RN
N∑
k=1
φ1,k(
〈
x1, e1,k
〉
) +
N∑
k=1
φ2,k(
〈
x2, e2,k
〉
)
+
1
2σ21
‖L1x1 − z1‖2 + 1
2σ22
‖L2x2 − z2‖2 + ϑ
2
‖x1 −Dx2‖2. (6.49)
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Nous pouvons reformuler le problème 6.18 comme un cas particulier du problème 6.1
avec H1 = H2 = RN et m = 2 fonctions, qui sont
f1 : (x1, x2) 7→
N∑
k=1
φ1,k(
〈
x1, e1,k
〉
) +
N∑
k=1
φ2,k(
〈
x2, e2,k
〉
) (6.50)
et
f2 : (x1, x2) 7→ 1
2σ21
‖L1x1 − z1‖2 + 1
2σ22
‖L2x2 − z2‖2 + ϑ
2
‖x1 −Dx2‖2. (6.51)
Proposition 6.19 Soient x1 et x2 des vecteurs arbitraires de RN . La fonction f2 est dif-
férentiable en (x1, x2) et
∇f2(x1, x2) =
( 1
σ21
L⊤1 (L1x1 − z1) + ϑ(x1 −Dx2),
1
σ22
L⊤2 (L2x2 − z2) + ϑD⊤(Dx2 − x1)
)
. (6.52)
De plus, ∇f2 est β-Lipschitz continue, avec
β = max{σ−21 ‖L1‖2, σ−22 ‖L2‖2}+ ϑ(1 + ‖D‖2). (6.53)
Preuve :
L’expression (6.52) est déduite de calculs directs. On obtient,
L =
[
σ−11 L1 [0]
[0] σ−12 L2
]
and M =
√
ϑ
[
Id −D
[0] [0]
]
. (6.54)
En utilisant la notation matricielle, nous pouvons alors écrire
∇f2
[
x1
x2
]
= (L⊤L+M⊤M)
[
x1
x2
]
−L⊤
[
σ−11 z1
σ−12 z2
]
. (6.55)
Par conséquent, la constante de Lipschitz de∇f2 est ‖L⊤L+M⊤M‖, où ‖·‖ représente
la norme spectrale. Pour obtenir une borne adéquate, nous observons que
‖L⊤L+M⊤M‖ ≤ ‖L⊤L‖+ ‖M⊤M‖
= ‖L‖2 + ‖M‖2
= ‖L‖2 + ϑ(1 + ‖D‖2). (6.56)
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Maintenant, choisissons x =
[
x1 x2
]⊤
. On a alors
‖Lx‖2 = σ−21 ‖L1x1‖2 + σ−22 ‖L2x2‖2
≤ σ−21 ‖L1‖2‖x1‖2 + σ−22 ‖L2‖2‖x2‖2
≤ max{σ−21 ‖L1‖2, σ−22 ‖L2‖2}‖x‖2. (6.57)
Par conséquent, ‖L‖2 ≤ max{σ−21 ‖L1‖2, σ−22 ‖L2‖2} et (6.56) conduit à
‖L⊤L+M⊤M‖ ≤ β.

Au vu de la proposition 6.19, le problème 6.18 peut être résolu à l’aide de l’algorithme
explicite-implicte (voir théorème 6.7).
6.5.1-b) Résultats numériques
Les résultats expérimentaux sont présentés sur la figure 6.1 pour des images stéréo-
scopiques de taille 256×256 (N = 2562). Dans cet exemple, L1 et L2 sont des opérateurs
de convolution périodique associés à des flous gaussien ayant respectivement des noyaux
de tailles 7×7 et 3×3. Ce type de flou a été considéré dans un cadre d’étude similaire dans
[Pedone, Heikkilä, 2008]. Un bruit blanc gaussien qui correspond à un BSNR (Blurred
Signal-to-Noise-Ratio) de 21.6 dB pour z1 et 21.8 dB pour z2 a été ajouté. Les images
observées zi avec i ∈ {1, 2} sont en fait dégradées par un bruit de variance σ2i ≡ 144
et le BSNR est défini par 10 log10
(‖Lixi‖2/(Nσ2i )). De plus, (e1,k)1≤k≤N et (e2,k)1≤k≤N
désignent des bases d’ondelettes orthogonales de symmlets (longueur 6) sur 2 niveaux de
décomposition. Pour les indices k ∈ {1, . . . , N} qui correspondent aux coefficients de
détails, φ1,k = µ1,k| · | et φ2,k = µ2,k| · |, où {µ1,k, µ2,k} ⊂ ]0,+∞[, alors que pour les
indices k ∈ {1, . . . , N} qui désignent les coefficients d’approximation, φ1,k = µ1,k| · |3/2
et φ2,k = µ2,k| · |3/2, où {µ1,k, µ2,k} ⊂ ]0,+∞[.
Les opérateurs (proxφ1,k)1≤k≤N et (proxφ2,k)1≤k≤N peuvent être calculés explicite-
ment [Chaux et al., 2007, exemples 4.2 et 4.4]. l’opérateur proximal de f1 peut alors être
déduit de la proposition 6.2, de la séparabilité de cette fonction et de [Combettes, Wajs,
2005, lemmes 2.8 et 2.9]. Les valeurs de (µ1,k)1≤k≤N et (µ2,k)1≤k≤N sont choisies par
une approche de maximum de vraisemblance pour être adaptées à chaque sous-bande. La
valeur de ϑ est choisie pour maximiser le rapport-signal-sur-bruit (SNR). Dans nos résul-
tats expérimentaux nous proposons également de comparer les images restaurées en terme
de SSIM. La carte de disparité a été estimée en utilisant la méthode décrite dans [Miled
et al., 2009]. Notons que l’existence d’une solution du problème 6.18 est assurée par le
fait que f1+f2 est une fonction coercive de Γ0(RN⊕RN) [Combettes, Wajs, 2005, propo-
sitions 3.1(i) et 5.15(i)]. Le problème 6.18 est alors un cas particulier du problème 6.6.
Dans ce contexte, en choisissant λn ≡ 1, l’algorithme explicite-implicite prend la forme
qui suit.
6.5 Applications à la décomposition et à la restauration d’images 193
Originale gauche x1 Originale droite x2
Dégradée gauche z1 Dégradée droite z2
SNR = 12.9 dB – SSIM = 0.39 SNR = 18.0 dB – SSIM = 0.56
Restaurée gauche x1 avec ϑ = 0 Restaurée droite x2 avec ϑ = 0
SNR = 15.5 dB – SSIM = 0.58 SNR = 19.3 dB – SSIM = 0.73
Restaurée gauche x1 avec ϑ = 1.6× 10−3 Restaurée droite x2 avec ϑ = 1.6× 10−3
SNR = 17.8 dB – SSIM = 0.79 SNR = 19.7 dB – SSIM = 0.83
FIGURE 6.1 – Restauration d’images stéréoscopiques.
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Initialisation
σ1 = σ2 = 12
ϑ = 0 ou ϑ = 1.6× 10−3
γ =1.9/
(
max{σ−21 ‖L1‖2, σ−22 ‖L2‖2}+ϑ(1 +‖D‖2)
)
x1,0 = z1
x2,0 = z2
Pour n = 0, 1, . . .
y1,n = σ
−2
1 L
⊤
1 (L1x1,n − z1) + ϑ(x1,n −Dx2,n)
y2,n = σ
−2
2 L
⊤
2 (L2x2,n − z2)− ϑD⊤(x1,n −Dx2,n)
x1,n+1=
N∑
k=1
(
proxγφ1,k
〈
x1,n− γy1,n, e1,k
〉)
e1,k
x2,n+1=
N∑
k=1
(
proxγφ2,k
〈
x2,n− γy2,n, e2,k
〉)
e2,k
Quand ϑ = 0, il n’y a pas de terme de couplage entre les vues de droite et de gauche.
Comme on peut l’observer sur la figure 6.1, le terme de couplage conduit à une améliora-
tion significative de la restauration, particulièrement pour l’image la plus dégradée (image
en bas à droite).
1 2 3 4 5 6 7 8 9
10^5
3.10^5
2.10^5
FIGURE 6.2 – Convergence de la fonction objectif du problème 6.18 pour l’algorithme
explicite-implicite (ligne continue), l’algorithme de Beck-Teboulle (ligne discontinue) et
l’algorithme de Nesterov (ligne en pointillés) en fonction du nombre d’itérations.
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Dans le cas où ϑ = 1.6× 10−3, nous comparons l’algorithme explicite-implicite, i.e.
le théorème 6.7 (implanté avec λn ≡ 1 et γn ≡ 1.99/β) aux versions multicomposantes
de l’algorithme de Beck-Teboulle [Beck, Teboulle, 2009] et de l’algorithme de Nesterov
[Nesterov, 2009]. Contrairement au premier algorithme, les deux autres approches ne
garantissent pas théoriquement la convergence des itérées mais sont connues pour fournir
des taux de convergence optimaux pour la fonction objectif. Cependant, dans cet exemple,
leurs performances sont similaires sur ce point (se référer à la figure 6.2).
6.5.2 Débruitage d’images multispectrales
6.5.2-a) Formulation du problème
Un problème usuel en imagerie multispectrale est de débruiter m images (yi)1≤i≤m de
RN à partir d’observations bruitées (zi)1≤i≤m données par
(∀i ∈ {1, . . . , m}) zi = yi + wi, (6.58)
où (wi)1≤i≤m sont des réalisations mutuellement indépendantes de processus de bruit
blanc gaussien à moyenne nulle, de variances respectives (σ2i )1≤i≤m. De récentes mé-
thodes de débruitage d’images multispectrales sont décrites dans [Hunt, Kübler, 1984].
Un tutoriel sur le débruitage basé sur des techniques d’ondelettes peut être trouvé dans
[Chaux et al., 2010].
Pour résoudre ce problème de débruitage, nous supposons que, pour tout i ∈ {1, . . . , m},
l’image yi satisfait certaines contraintes représentées par un ensemble convexe fermé
Ci ⊂ RN , et qu’elle admet une décomposition parcimonieuse dans une base orthonor-
male (ei,k)1≤k≤N de RN . De plus, les similarités entre les images sont mises en évidence
en pénalisant une distance entre leurs composantes dans une certaine base orthonormale
(bk)1≤k≤N de RN . Ces considérations conduisent au problème variationnel suivant.
minimiser
y1∈C1,..., ym∈Cm
m∑
i=1
1
2σ2i
‖yi − zi‖2 +
m∑
i=1
N∑
k=1
µ˜i,k|
〈
yi, ei,k
〉|
+
m−1∑
i=1
m∑
j=i+1
ϑ˜i,j
N∑
k=1
|〈yi − yj, bk〉| (6.59)
où, pour tout i ∈ {1, . . . , m}, {µ˜i,k}1≤k≤N ⊂ ]0,+∞[ et {ϑ˜i,j}i+1≤j≤m ⊂ ]0,+∞[.
Après une remise à l’échelle adéquate des variables, ce problème peut être reformulé
comme suit.
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Problème 6.20 Pour tout i ∈ {1, . . . , m}, soient {µi,k}1≤k≤N ⊂ ]0,+∞[ et {ϑi,j}i+1≤j≤m ⊂
]0,+∞[. L’objectif est de
minimiser
x1∈RN ,..., xm∈RN
p− 1
2
m∑
i=1
‖xi − σ−1i zi‖2 +
m∑
i=1
N∑
k=1
µi,kσi|
〈
xi, ei,k
〉|
+
m−1∑
i=1
m∑
j=i+1
ϑi,j
N∑
k=1
|〈σixi − σjxj , bk〉|+ m∑
i=1
ιCi(σixi). (6.60)
Pour que ce problème entre dans le cadre du problème 6.1, nous définissons
J =
{
(i, j) ∈ N2 ∣∣ 1 ≤ i ≤ m− 1, i+ 1 ≤ j ≤ m} (6.61)
et
i : J → {1, . . . , m(m− 1)/2}
(i, j) 7→ m(i− 1)− i(i+ 1)/2 + j. (6.62)
(6.63)
De plus, nous choisissons p = m(m− 1)/2 + 3 et
(∀(i, j) ∈ J) fi(i,j) : (x1, . . . , xm) 7→ ϑi,j
N∑
k=1
|〈σixi − σjxj , bk〉|
fp−2 : (x1, . . . , xm) 7→
m∑
i=1
N∑
k=1
µi,kσi|
〈
xi, ei,k
〉|
fp−1 : (x1, . . . , xm) 7→
m∑
i=1
ιCi(σixi)
fp : (x1, . . . , xm) 7→ p− 1
2
m∑
i=1
‖xi − σ−1i zi‖2.
(6.64)
Notons que, pour tout k ∈ {1, . . . , p− 2}, dom fk = (RN)m et dom fp−1 = σ−11 C1 ×
· · ·×σ−1m Cm. Par conséquent, puisque les ensembles (Ci)1≤i≤m sont non vides, (6.44) est
vérifiée et le problème 6.20 peut être résolu avec l’algorithme de type Dykstra présenté
par le théorème 6.16, avec H1 = · · · = Hm = RN . Une forme explicite des opérateurs
proximaux des fonctions (fk)1≤k≤m(m−1)/2 peut être déduite de la proposition 6.5. Par
conséquent, pour tout (i, j) ∈ J , nous pouvons choisir dans cette propositionH1 = · · · =
Hm = G = RN , puis pour tout k ∈ {1, . . . , N}, φk = ϑi,j | · |, et enfin définir les matrices
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(Lℓ)1≤ℓ≤m dans RN×N comme suit :
(∀ℓ ∈ {1, . . . , m}) Lℓ =

σℓ Id , si ℓ = i;
−σℓ Id , si ℓ = j;
0 sinon.
(6.65)
Finalement, l’opérateur proximal de fp−2 peut être déduit de la proposition 6.2 com-
binée avec la séparabilité de cette fonction, [Combettes, Wajs, 2005, lemme 2.8 du 2.9] et
[Chaux et al., 2007, exemple 4.2]. L’opérateur proximal de fp−1 est donné par proxιC =
PC .
6.5.2-b) Résultats expérimentaux
La figure 6.4 montre les résultats obtenus sur une image multispectrale de taille 256×
256 (N = 2562) pour 3 canaux (m = 3) et une dynamique comprise dans l’intervalle
[0, 255]. Ces images sont dégradées par des bruits blancs gaussien avec des écart-types
σ1 = 11, σ2 = 12, et σ3 = 13 (les valeurs correspondantes de SNR sont indiquées
sur la figure 6.3). La base (bk)1≤k≤N correspond à une base orthonormale de Haar sur
3 niveaux de décomposition et, pour tout i ∈ {1, . . . , m}, (ei,k)1≤k≤N , représentent des
bases orthonormales de symmlet (longueur 6) sur 3 niveaux de décomposition. Les valeurs
des paramètres de régularisation (µi,k)1≤i≤3,1≤k≤N sont adaptés par sous-bande par une
approche de maximum de vraisemblance, puis les paramètres de couplage ϑ1,2, ϑ1,3, et
ϑ2,3 sont sélectionnés de façon à maximiser le SNR. Pour tout i ∈ {1, . . . , m}, Ci =
[0, 255]N modélise la contrainte sur la dynamique des valeurs des pixels. L’algorithme de
type Dykstra résultant est décrit par l’algorithme 15.
On peut observer à partir des images présentées sur la figure 6.4 que l’introduction du
terme de couplage a une influence significative sur les performances de débruitage.
Pour ce problème particulier, une méthode alternative est l’algorithme PPXA (voir
théorème 6.13) appliqué à la minimisation de la somme de m(m− 1)/2+2 fonctions f1,
f2, . . . , fp−2, et fp−1+ fp est définie par (6.64). L’opérateur proximal de la dernière fonc-
tion est donnée par [Combettes, Wajs, 2005, lemme 2.6(i)]. Par conséquent, la condition
de qualification (voir (6.43)) se trouve satisfaite car dom f1 = · · · = dom fp−2 = (RN)m
et, pour tout i ∈ {1, . . . , m}, intCi = ]0, 255[ est un ensemble non vide. Le choix des
paramètres de PPXA peut être optimisé empiriquement pour ajuster la vitesse de conver-
gence en choisissant λn ≡ 1.3, γ = 1, et ω1 = · · · = ωp−1 = 1/(p − 1). La figure 6.5
représente l’évolution de ‖xn − x∞‖/‖x0 − x∞‖ en fonction du temps de calcul, où
(xn)n∈N =
(
(x1,n, x2,n, x3,n)
)
n∈N est une suite générée par l’algorithme et x∞ est l’u-
nique minimiseur du problème 6.20. Dans nos simulations, 500 itérations ont été utilisées
pour obtenir cette solution.
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Image originale y1 Image dégradée z1
SNR = 16.2 dB – SSIM = 0.47
Image originale y2 Image dégradée z2
SNR = 8.28 dB – SSIM = 0.38
Image originale y3 Image dégradée z3
SNR = 7.08 dB – SSIM = 0.45
FIGURE 6.3 – Débruitage multispectral : images originales et dégradées.
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Image restaurée y1 sans terme de couplage Image restaurée y1 avec terme de couplage
SNR = 22.3 dB – SSIM = 0.78 SNR = 24.2 dB – SSIM = 0.87
Image restaurée y2 sans terme de couplage Image restaurée y2 avec terme de couplage
SNR = 17.4 dB – SSIM = 0.85 SNR = 19.3 dB – SSIM = 0.91
Image restaurée y3 sans terme de couplage Image restaurée y3 avec terme de couplage
SNR = 13.2 dB – SSIM = 0.75 SNR = 14.7 dB – SSIM = 0.82
FIGURE 6.4 – Débruitage multispectral : images restaurées.
200 Algorithmes proximaux pour la résolution de problèmes multicomposantes
Initialisation
σ1 = 11 ; σ2 = 12 ; σ3 = 13
y1,1,0 = . . . = y1,5,0 = x1,0 = z1
y2,1,0 = . . . = y2,5,0 = x2,0 = z2
y3,1,0 = . . . = y3,5,0 = x3,0 = z3
α1,2 = σ
2
1 + σ
2
2 , α1,3 = σ
2
1 + σ
2
3 , α2,3 = σ
2
2 + σ
2
3
Pour n = 0, 1, . . .
u1,1,n = y1,1,n + α
−1
1,2σ1
∑N
k=1
(
proxα1,2ϑ1,2|·|
〈
σ1y1,1,n − σ2y2,1,n, bk
〉
+
〈
σ1y1,1,n − σ2y2,1,n, bk
〉)
bk
u2,1,n = y2,1,n − α−11,2σ2
∑N
k=1
(
proxα1,2ϑ1,2|·|
〈
σ1y1,1,n − σ2y2,1,n, bk
〉
+
〈
σ1y1,1,n − σ2y2,1,n, bk
〉)
bk
u3,1,n = y3,1,n
u1,2,n = y1,2,n + α
−1
1,3σ1
∑N
k=1
(
proxα1,3ϑ1,3|·|
〈
σ1y1,2,n − σ3y3,2,n, bk
〉
+
〈
σ1y1,2,n − σ3y3,2,n, bk
〉)
bk
u2,2,n = y2,2,n
u3,2,n = y3,2,n − α−11,3σ3
∑N
k=1
(
proxα1,3ϑ1,3|·|
〈
σ1y1,2,n − σ3y3,2,n, bk
〉
+
〈
σ1y1,2,n − σ3y3,2,n, bk
〉)
bk
u1,3,n = y1,3,n
u2,3,n = y2,3,n + α
−1
2,3σ2
∑N
k=1
(
proxα2,3ϑ2,3|·|
〈
σ2y2,3,n − σ3y3,3,n, bk
〉
+
〈
σ2y2,3,n − σ3y3,3,n, bk
〉)
bk
u3,3,n = y3,3,n − α−12,3σ3
∑N
k=1
(
proxα2,3ϑ2,3|·|
〈
σ2y2,3,n − σ3y3,3,n, bk
〉
+
〈
σ2y2,3,n − σ3y3,3,n, bk
〉)
bk
u1,4,n =
∑N
k=1
(
proxµ1,kσ1|·|
〈
y1,4,n, e1,k
〉)
e1,k
u2,4,n =
∑N
k=1
(
proxµ2,kσ2|·|
〈
y2,4,n, e2,k
〉)
e2,k
u3,4,n =
∑N
k=1
(
proxµ3,kσ3|·|
〈
y3,4,n, e3,k
〉)
e3,k
u1,5,n = PC1(σ1 y1,5,n)
u2,5,n = PC2(σ2 y2,5,n)
u3,5,n = PC3(σ3 y3,5,n)
x1,n+1 = (u1,1,n + u1,2,n + u1,3,n + u1,4,n + u1,5,n)/5
x2,n+1 = (u2,1,n + u2,2,n + u2,3,n + u2,4,n + u2,5,n)/5
x3,n+1 = (u3,1,n + u3,2,n + u3,3,n + u3,4,n + u3,5,n)/5
Pour j = 1, . . . , 5 y1,j,n+1 = x1,n+1 + y1,j,n − u1,j,ny2,j,n+1 = x2,n+1 + y2,j,n − u2,j,n
y3,j,n+1 = x3,n+1 + y3,j,n − u3,j,n
Algorithme 15: Algorithme de débruitage d’images multispectrales.
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FIGURE 6.5 – Profils de convergence de l’algorithme de type Dykstra (ligne continue) et
du PPXA (ligne discontinue) en fonction du temps de calcul en secondes.
6.5.3 Décomposition d’images
Un problème important en traitement d’images est de décomposer une image en struc-
tures élémentaires. Dans le contexte du débruitage, cette décomposition a été considérée
dans [Rudin et al., 1992] par l’utilisation de la variation totale. Dans [Meyer, 2001], un
potentiel différent a été utilisé pour pénaliser de façon plus adéquate les composantes à
fortes oscillations. Cependant, la résolution du problème variationnel résultant n’est pas
directe. Des méthodes numériques ont été proposées dans [Aujol et al., 2005; Vese, Os-
her, 2003] ainsi que des résultats expérimentaux dans le cas de débruitage d’images et
de problèmes de décomposition en composantes géométrique et de texture. Un autre en-
jeu est l’extraction de composantes significatives à partir d’une image dégradée par un
flou et du bruit. Cette problématique dans le cas particulier d’un bruit additif gaussien est
considérée dans [Anthoine et al., 2006; Daubechies, Teschke, 2005]. La méthode dévelop-
pée dans ce paragraphe rend possible cette décomposition en considérant des modèles de
bruit généraux (non nécessairement additifs et gaussiens) et des opérateurs de dégrada-
tion linéaires arbitraires. Dans la suite nous considérons une simple décomposition en
géométrie et texture à partir d’une observation dégradée.
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6.5.3-a) Formulation du problème
Dans cette expérience, l’image observée z ∈ RN est obtenue en multipliant l’image
originale y ∈ RN pour une matrice A ∈ RN×N qui modélise un flou et en dégradant Ay
avec un bruit de Poisson de paramètre d’échelle α. Nous supposons que
A a toutes ses entrées dans [0,+∞[
et chacune de ses lignes est non nulle. (6.66)
Le problème que nous considérons est de décomposer une image y ∈ RN en une somme
de composantes géométrique et de texture, c’est à dire
y = R1(x1) +R2(x2), (6.67)
oùR1 : RN1 7→ RN et R2 : RN2 7→ RN sont des opérateurs connus. Les vecteurs x1 ∈ RN1
et x2 ∈ RN2 correspondent respectivement aux composantes de géométrie et de texture.
Nous considérons une forme simplifiée de (6.67) employant un mélange linéaire tel
que N1 = N , R1 : x1 7→ x1 et R2 : x2 7→ F⊤x2, où F⊤ ∈ RN×K est un opérateur de syn-
thèse de trame ajustée. En d’autres termes, l’information qui correspond à la composante
de texture se rapporte aux coefficients x2 de sa décomposition dans une trame. Rappelons
que la condition de trame ajustée implique que
F⊤F = νId, pour un certain ν ∈ ]0,+∞[ . (6.68)
L’image originale est alors décomposée sous la forme y = x1 + F⊤x2. On sait a priori
que y ∈ C1 ∩ C2, où
C1 = [0, 255]
N (6.69)
modélise la contrainte sur la dynamique des pixels de l’image, et
C2 =
{
y ∈ RN ∣∣ yˇ = (ηk)1≤k≤N , ∑
k∈I
|ηk|2 ≤ δ
}
, (6.70)
pour un certain δ ∈ ]0,+∞[, modélise la contrainte d’énergie sur certaines bandes basses-
fréquences I ⊂ {1, . . . , N} de la transformée de Fourier discrète 2-D de l’image originale,
notée yˇ. De plus, pour limiter la variation totale de la composante géométrique, le potentiel
x 7→ ψ(Hx, V x) est utilisé, avec
ψ :
(
(ηk)1≤k≤N , (ζk)1≤k≤N
) 7→ χ N∑
k=1
√
|ηk|2 + |ζk|2, (6.71)
où χ ∈ ]0,+∞[ et où H ∈ RN×N et V ∈ RN×N sont respectivement des représentations
matricielles des opérateurs de dérivations discrètes horizontale et verticale. De plus, pour
favoriser la parcimonie dans la trame de la composante de texture de l’image, le potentiel
h : (ηk)1≤k≤K 7→
K∑
k=1
τk|ηk| (6.72)
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est introduit, où {τk}1≤k≤K ⊂ ]0,+∞[. Finalement, comme terme d’attache aux don-
nées bien adapté au bruit de Poisson, nous utilisons la divergence de Kullback-Leibler
généralisée avec un paramètre d’échelle α ∈ ]0,+∞[. En définissant z = (ζk)1≤k≤N ,
cela conduit à la fonction
g : (ξk)1≤k≤N 7→
N∑
k=1
φk(ξk), (6.73)
où, pour tout k ∈ {1, . . . , K},
φk : R→ ]−∞,+∞]
ξ 7→

−ζk ln(ξ) + αξ, si ζk > 0 et ξ > 0;
αξ, si ζk = 0 et ξ ≥ 0;
+∞, sinon.
(6.74)
Une fois tous ces éléments regroupés, le problème variationnel considéré devient
minimiser
x1∈RN, x2∈RK
x1+F⊤x2∈C1
x1+F⊤x2∈C2
ψ(Hx1, V x1) + h(x2) + g(Ax1 + AF
⊤x2). (6.75)
Ce problème est un cas particulier de (6.2) avec m = 2, p = 4, et
f1 : (x1, x2) 7→ ψ(Hx1, V x1) + h(x2),
f2 : (x1, x2) 7→ g(Ax1 + AF⊤x2),
f3 : (x1, x2) 7→ ιC1(x1 + F⊤x2),
f4 : (x1, x2) 7→ ιC2(x1 + F⊤x2).
(6.76)
Cependant, puisque les opérateurs proximaux (proxfi)1≤i≤4 ne sont pas facilement im-
plantables, nous ne pouvons directement appliquer les théorèmes 6.7, 6.10, ou 6.13. Pour
contourner ce problème, une stratégie consiste à écrire (6.75) dans une formulation équiv-
alente faisant intervenir des variables supplémentaires.
Une première formulation équivalente à (6.75) est
minimiser
x1,x2,x3,x4,x5,x6
x3=x1+F⊤x2
x3∈C1∩C2
x4=Ax3
x5=Hx1, x6=V x1
ψ(x5, x6) + h(x2) + g(x4), (6.77)
où nous avons introduit les variables auxilliaires (x3, x4, x5, x6) ∈ RN ⊕RN ⊕RN ⊕RN .
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Le problème (6.77) est un cas particulier de (6.2) avec m = 6, p = 3, et
f1 : (x1, . . . , x6) 7→ h(x2) + ιC1(x3) + g(x4) + ψ(x5, x6),
f2 : (x1, . . . , x6) 7→ ιC2(x3),
f3 : (x1, . . . , x6) 7→ ι{0}(x1 + F⊤x2 − x3) + ι{0}(Ax3 − x4)+
ι{0}(Hx1 − x5) + ι{0}(V x1 − x6).
(6.78)
Dans cette formulation, le rôle de f3 est d’imposer les contraintes x1+F⊤x2 = x3, Ax3 =
x4, Hx1 = x5 et V x1 = x6. Comme nous l’avons vu précédemment, proxιC1 = PC1 et
proxιC2 = PC2 . De plus, les opérateurs proximaux de ψ, h, et g peuvent être respec-
tivement obtenus à partir de l’exemple 4.1 (chapitre 4), de l’exemple 3.3 (chapitre 3) et
l’exemple 4.2 (chapitre 4). Puisque f1 est séparable, il en résulte que son opérateur prox-
imal est directement déduit de celui de chacune de ses composantes. Posons maintenant
L1 =

Id F⊤ − Id [0] [0] [0]
[0] [0] A − Id [0] [0]
H [0] [0] [0] − Id [0]
V [0] [0] [0] [0] − Id
 . (6.79)
Il résulte de (6.78) et (6.79) que f3 = ιkerL1 , où kerL1 =
{
x ∈H ∣∣ L1x = 0}. Puis, en
se basant sur le fait que proxιker L1 = PkerL1 et en utilisant [Deutsch, 2001, Chapter 8],
proxf3 = PkerL1 = Id −L⊤1
(
L1L
⊤
1
)−1
L1. (6.80)
Sous l’hypothèse que les matrices A, H et V sont circulantes avec des blocs circulants,
elles sont diagonalisables par transformée de Fourier discrète 2-D. Par conséquent, en
combinant (6.80), (6.79) et (6.68) nous en déduisons que proxf3 se calcule explicitement.
De plus, on déduit de (6.78), (6.72), (6.69), (6.73), (6.71), (6.70) et (6.79) que
ri dom f1 = R
N ×RK × intC1 × ]0,+∞[N ×RN ×RN
ri dom f2 = R
N ×RK × intC2 × RN ×RN ×RN
ri dom f3 = kerL1.
(6.81)
Les conditions de qualification (6.43) sont réduites à{
∃(x1, . . . , x6) ∈ kerL1 tel que
x3 ∈ intC1 ∩ intC2 et x4 ∈ ]0,+∞[N ,
(6.82)
ce qui est équivalent à
∃(x1, . . . , x6) ∈ RN × RK × RN × RN ×RN ×RN
tel que x1 + F⊤x2 = x3 ∈ intC1 ∩ intC2,
Ax3 = x4 ∈ ]0,+∞[N , Hx1 = x5, et V x1 = x6.
(6.83)
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Cette condition est satisfaite si
A(int (C1 ∩ C2)) ∩ ]0,+∞[N 6= ∅. (6.84)
Finalement, soit y ∈ A(int (C1 ∩ C2)) ∩ ]0,+∞[N . Il existe alors u ∈ int (C1 ∩ C2)
tel que Au = y ∈ ]0,+∞[N . Donc, pour tout x2 ∈ RK si nous choisissons x3 = u,
x4 = y = Ax3, x1 = x3 − F⊤x2, x5 = Hx1 et V x1 = x6, nous obtenons que (6.83)
est vérifiée. Puisque (6.69) et (6.70) conduisent à int (C1 ∩ C2) 6= ∅, nous déduisons de
(6.66) que (6.84) (et du coup (6.43)) est satisfaite. Par conséquent, (6.77) peut être résolu
avec PPXA (se référer au théorème 6.13 et à la remarque 6.14).
La seconde formulation équivalente au problème (6.75) est
minimiser
x1,x2,x3,x4,x5,x6,x7
x3=x1+F⊤x2
x4=Ax3
x5=Hx1, x6=V x1
x7=x3
x3∈C1, x7∈C2
ψ(x5, x6) + h(x2) + g(x4), (6.85)
où x7 ∈ RN désigne une variable auxiliaire additionnelle. Le problème (6.85) est un cas
particulier de (6.2) avec m = 7, p = 2 et
f1 : (x1, . . . , x7) 7→ h(x2) + ιC1(x3) + g(x4) + ψ(x5, x6) + ιC2(x7)
f2 : (x1, . . . , x7) 7→ ι{0}(x1 + F⊤x2 − x3) + ι{0}(Ax3 − x4)
+ι{0}(Hx1 − x5) + ι{0}(V x1 − x6) + ι{0}(x3 − x7).
(6.86)
Comme précédemment observé, les opérateurs proximaux de ψ, h, g, ιC1 et ιC2 possèdent
une forme explicite et il en est donc de même pour proxf1 . De plus, si nous choisissons
L2 =

Id F⊤ − Id [0] [0] [0] [0]
[0] [0] A − Id [0] [0] [0]
H [0] [0] [0] − Id [0] [0]
V [0] [0] [0] [0] − Id [0]
[0] [0] Id [0] [0] [0] − Id
 , (6.87)
il peut être déduit de (6.86) que l’opérateur proximal de f2 = ιkerL2 peut être calculé de
façon similaire à celui de ιkerL1 . Nous déduisons de (6.86), (6.72), (6.69), (6.73), (6.71),
(6.70) et (6.87) que{
ri dom f1 = R
N × RK × intC1 × ]0,+∞[N × RN × RN × intC2
ri dom f2 = kerL2.
(6.88)
Ainsi, en employant des arguments similaires à ceux proposés plus-haut, (6.40) se réduit
à (6.84), qui est alors satisfaite. Cela implique que le critère (6.85) peut être résolu avec
l’algorithme de Douglas-Rachford (se référer au théorème 6.10 et à la remarque 6.11(ii)).
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6.5.3-b) Résultats expérimentaux
La figure 6.6 montre les résultats de la décomposition en composantes géométrique et
de texture pour une image de microscopie électronique de taille 512 × 512 (N = 5122)
dégradée par un flou gaussien de taille 5×5 et du bruit de Poisson ayant comme paramètre
d’échelle α = 0.6. Le paramètre χ de (6.71) et les paramètres (τk)1≤k≤K de (6.72) sont
choisis de manière à maximiser le SNR. La matrice F est une version en trames ajustées
de la transformée en arbre dual proposée dans [Chaux et al., 2006] reposant sur des symm-
lets de longueur 6 sur 3 niveaux de décomposition (ν = 2 and K = 2N). Les mêmes
matrices de gradient discrétisé H et V que celles utilisées dans [Chambolle, 2004] sont
considérées. Pour cette application, nous comparons PPXA et l’algorithme de Douglas-
Rachford en terme de convergence. Les paramètres choisis sont les suivants : λn ≡ 1,
γ = 100, et les poids pour PPXA sont ω1 = ω2 = ω3 = 1/3. Dans ce contexte, la forme
prise par PPXA est la suivante.
Initialisation
γ = 100
(y1,1,0, . . . , y6,1,0) = (z, F
⊤z, z, z, z, z)
(y1,2,0, . . . , y6,2,0) = (z, F
⊤z, z, z, z, z)
(y1,3,0, . . . , y6,3,0) = (z, F
⊤z, z, z, z, z)
Pour i = 1, . . . , 6⌊
xi,0 = (yi,1,0 + yi,2,0 + yi,3,0)/3
Pour n = 0, 1, . . .
(u1,1,n, u2,1,n, u3,1,n, u4,1,n) = (y1,1,n, prox3γh(y2,1,n), PC1(y3,1,n), prox3γg(y4,1,n))
(u5,1,n, u6,1,n) = prox3γψ(y5,1,n, y6,1,n)
(u1,2,n, u2,2,n, u3,2,n, u4,2,n, u5,2,n, u6,2,n)
= (y1,2,n, y2,2,n, PC2(y3,2,n), y4,2,n, y5,2,n, y6,2,n)
(u1,3,n, . . . , u6,3,n) = PkerL1(y1,3,n, . . . , y6,3,n)
Pour i = 1, . . . , 6
si,n = (1/3)
3∑
k=1
ui,k,n
yi,1,n+1 = yi,1,n + 2si,n − xi,n − ui,1,n
yi,2,n+1 = yi,2,n + 2si,n − xi,n − ui,2,n
yi,3,n+1 = yi,3,n + 2si,n − xi,n − ui,3,n
xi,n+1 = xi,n + si,n − xi,n
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et l’algorithme de Douglas-Rachford s’écrit :
Initialisation⌊
γ = 100
(x1,0, . . . , x7,0) = (z, F
⊤z, z, z, z, z, z)
Pour n = 0, 1, . . .
(y1,n, y2,n, y3,n, y4,n) = (x1,n, proxγh(x2,n), PC1(x3,n), proxγg(x4,n))
(y5,n, y6,n) = proxγψ(x5,n, x6,n)
y7,n = PC2(x7,n)
(u1,n, . . . , u7,n) = PkerL2
(
2(y1,n, . . . , y7,n)− (x1,n, . . . , x7,n)
)
Pour i = 1, . . . , 7
⌊ xi,n+1 = xi,n + ui,n − yi,n
Dans la figure 6.7, la valeur de ‖yn − y∞‖/‖y0 − y∞‖ pour la suite (yn)n∈N =(
(y1,n, . . . , y7,n)
)
n∈N générée par le théorème 6.10 et ‖xn−x∞‖/‖x0−x∞‖ pour la suite
(xn)n∈N =
(
(x1,n, . . . , x6,n)
)
n∈N générée par le théorème 6.13 (où y∞ et x∞ correspon-
dent aux solutions respectives) sont tracées en fonction du temps de calcul en secondes.
Dans nos simulations, 1000 itérations sont utilisées pour produire une solution.
Dans le tableau 6.1, nous comparons les images restaurées par la méthode proposée
dans ce chapitre (permettant d’extraire les composantes de texture et géométrique mais
également d’obtenir une image restaurée) et par la méthode proposée dans le chapitre 4
basée sur la régularisation hybride. Nous avons fixé l’ensemble des paramètres de régu-
larisation de façon à maximiser les SNR des images restaurées. Les tests sont effectuées
sur deux images 1, présentées sur la figure 6.8, qui ont été dégradées par un opérateur de
convolution (flou uniforme de taille Q = 3 × 3 ou Q = 5 × 5) et un bruit de Poisson de
facteur d’échelle α = 0.5 ou α = 0.1.
1. source : http ://remf.dartmouth.edu/
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Image originale y Image dégradée z
SNR = 14.2 dB – SSIM = 0.74.
Composante géométrique x1. Composante de texture F⊤x2.
Image restaurée x3
SNR = 17.7 dB – SSIM = 0.86.
FIGURE 6.6 – Résultats de décomposition et de restauration.
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FIGURE 6.7 – Profils de convergence de l’algorithme Douglas-Rachford (ligne continue)
et du PPXA (line discontinue) en fonction du temps de calcul en secondes.
FIGURE 6.8 – Images « Culicoïdae » et « Sunflower » .
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α = 0.5 α = 0.1
Q = 3× 3 Q = 5× 5 Q = 3× 3 Q = 5× 5
Culicoïdae PPXA Hybride 21.9 18.9 18.4 16.5
PPXA Text+Geom 21.6 18.8 18.1 16.4
Sunflower PPXA Hybride 15.6 13.4 13.5 12.0
PPXA Text+Geom 15.0 13.2 13.3 12.0
TABLE 6.1 – Comparaison en terme de SNR (en dB) des images restaurées par la méthode
proposée dans le chapitre 4, nommée ici « PPXA Hybride », et la méthode présentée dans
ce chapitre, nommée « PPXA Text+Geom ».
6.6 Conclusion
Dans ce chapitre, le formalisme proximal a été appliqué au traitement d’images mul-
ticomposantes. Des formes explicites de nouveaux opérateurs proximaux dans un espace
produit ont été proposées. Nous avons illustré l’intérêt des modèles multicomposantes
par le biais de trois applications différentes : la stéréoscopie, l’imagerie multispectrale et
la décomposition d’images en composantes géométrique et de texture. Un autre champ
d’application pour lequel ces techniques pourraient apparaître utiles est le traitement des
images couleurs. Le formalisme proximal ainsi établi peut également être utilisé pour
obtenir des algorithmes applicables à des problèmes de traitement du signal et des im-
ages complexes en notant qu’un signal complexe est un signal avec m = 2 composantes
réelles, qui sont respectivement ses parties réelle et imaginaire.
CHAPITRE 7
Algorithmes proximaux pour la
reconstruction de données dynamiques
en TEP
7.1 Introduction à la TEP
7.1.1 Traceur radioactif
La Tomographie par Emission de Positrons (TEP) est une modalité d’imagerie médi-
cale de médecine nucléaire. Il s’agit d’une imagerie par émission, contrairement à l’im-
agerie radiologique qui est une imagerie par transmission. La différence fondamentale
entre ces deux modalités provient du sens du rayonnement. Dans le cas de la TEP, le
rayonnement provient du patient, après l’injection d’un traceur radioactif, alors que la
seconde modalité crée un faisceau externe qui traverse le patient.
La TEP permet de mesurer l’activité métabolique d’un organe par le biais d’un traceur
radioactif émetteur de positrons. Ce produit est l’association d’une molécule vectrice et
d’un marqueur radioactif. La molécule vectrice se fixe sur certaines structures de l’organe
cible et le marqueur permet de localiser la position de la molécule dans l’organisme. Un
exemple de traceur est le Fluorodesoxyglucose marqué au Fluor 18 ([18F]-FDG). Il se
caractérise par un marqueur 18F incorporé dans un analogue du glucose. Ce traceur se fixe
sur les tissus ayant un métabolisme de glucose élevé, comme les tissus cancéreux. Dans
la molécule, un atome est remplacé par son isotope radioactif qui, en se désintégrant 1 par
voie β+ , émet un positron. Un positron est l’anti-particule associée à l’électron, tous deux
possèdent donc la même masse mais des charges électriques opposées (positive pour le
positron et négative pour l’électron). Dans la matière, les positrons vont perdre leur éner-
gie cinétique et, au repos, chacun des positrons va s’annihiler avec un électron. La masse
de ces deux particules est convertie en énergie sous forme de 2 photons gamma.
1. Transformation d’un proton en neutron permettant à la molécule de passer d’un niveau instable à un
niveau stable.
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7.1.2 Détection des coïcidences
Les deux photons issus de l’annihilation d’un positron avec un électron sont émis
à 180˚ l’un de l’autre. Voyageant à la vitesse de la lumière, ils vont être détectés par
une couronne de détecteurs, située autour du patient, presque simultanément (± quelques
nanosecondes). Le parcours des photons est illustré sur la figure 7.1(a) pour trois annihi-
lations distinctes. On considère que deux photons proviennent d’une même annihilation
s’ils sont détectés pendant un intervalle de temps de l’ordre de quelques nanosecondes,
appelé fenêtre de coïncidences. Les deux détecteurs forment un tube de réponse (TOR)
illustré figure 7.1(b) qui permet une localisation de la zone d’annihilation (quelque part à
l’intérieur du tube). À ce stade, on peut remarquer que pour pour une injection de 2.108
Bq (i.e. désintégrations par seconde), des centaines de milliards de désintégrations se
produisent dans tout l’organisme mais seulement quelques centaines de millions sont dé-
tectées. En particulier, des photons émis dans la direction opposée du plan de coupe de la
figure 7.1(a) ne seront pas détectés.
φ
xr
(a) (b)
FIGURE 7.1 – (a) Principe de détection des coïncidences et (b) tube de réponse.
En réalité, des dixaines d’anneaux (couronnes de détecteurs) sont empilées. On parle
de TEP 3D lorsque l’on ne peut pas décomposer le problème comme un ensemble de
problèmes 2D. Dans la suite nous décrivons le fonctionnement de la TEP dans le cas 2D.
Deux formats d’enregistrement des détections existent : le format sinogramme ou le mode
évènementiel. Le sinogramme est un histogramme représentant le nombre de détections
pour chaque tube de réponse (angle azimutal φ + position radiale xr). Le mode évène-
mentiel enregistre individuellement chaque détection en coïncidence, à savoir l’adresse
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des deux détecteurs et la datation des deux détections. Dans ce chapitre, notre intérêt
portera sur le mode sinogramme.
Lorsque les photons traversent la matière, des perturbations interviennent [Valk et al.,
2004]. Il s’agit de phénomènes distincts :
• l’atténuation apparaît lorsque les photons traversent la matière et perdent de l’éner-
gie. Les photons peuvent être absorbés et ne jamais sortir de l’organisme.
• Les coïncidences diffusées, illustrées figure 7.2(a), apparaissent lorsque le passage
par la matière modifie le parcours des photons. Leurs trajets n’étant plus rectiligne,
un biais peut être introduit et le lieu de l’annihilation ne se situe plus le long du
TOR.
• Les coïncidences multiples se produisent dans le cas de figure où plus de deux
photons sont détectés dans une fenêtre de coïncidences.
• Les coïncidences fortuites, illustrées figure 7.2(b), se produisent lorsque les pho-
tons sont détectés dans la même fenêtre de coïncidences mais proviennent de deux
annihilations différentes.
(a) (b)
FIGURE 7.2 – (a) Coïncidences diffusées et (b) coïncidences fortuites.
Les doses d’activité injectées sont très faibles, ce qui se traduit par un faible nombre
d’évènements détectés et donc des données très bruitées. Nous allons voir que le bruit
présent est un bruit de Poisson. Le rapport signal sur bruit est donc proportionnel à la
racine carrée du nombre d’évènements détectés.
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7.1.3 Modèle de dégradation spatio-temporel
Sous l’hypothèse que le nombre d’évènements suit une loi de Poisson et que le proces-
sus de détection est poissonien, nous pouvons considérer le modèle direct de dégradation
suivant :
(∀t ∈ {1, . . . , T}) zt = D(Ayt + ft + dt), (7.1)
où l’effet du bruit de Poisson est représenté par D. yt = (yi,t)1≤i≤N représente une
paramétrisation finie, composée de N éléments nommés « voxels », de la distribution
spatiale de la concentration radioactive pour une trame temporelle t (une partie de cette
paramétrisation est illustrée par la figure 7.3). Dans la suite nous nous réfèrerons à cette
distribution en parlant d’activité spatiale dans les tissus. Son unité de mesure est Bq/cc.
La paramétrisation finie zt = (zj,t)1≤j≤M modélise les données TEP dynamiques et cor-
respond au nombre de coïncidences détectées par chaque tube de réponse durant une
trame-temporelle t. Notons que dans notre modèle, (zt)t∈{1,...,T} désigne un ensemble de
sinogrammes, chacun composé de M éléments, nommés « bins », (M = nb. d’angles
azimutaux×nb. de positions radiales en 2D et M = nb. d’angles azimutaux×nb. de po-
sitions radiales×(nb. d’anneaux)2 en 3D). L’effet des coïncidences diffusées et fortuites
est modélisé par des termes additifs notés, respectivement, (dt)t∈{1,...,T} et (ft)t∈{1,...,T}.
Notons que ces effets seront uniquement pris en compte lors du traitement de données
réelles. La matrice A = (Aj,i)1≤j≤M,1≤i≤N désigne la matrice système ; elle correspond
à l’implantation numérique de l’opération de projection. Chaque élément Aj,i représente
la probabilité qu’une coïncidence produite au niveau du voxel i soit détectée par le tube
de réponse j. Un exemple de calcul de la matrice A est illustré par la figure 7.3. D’autres
calculs envisageables sont, par exemple, basés sur la ligne d’intersection ou une mesure
d’angle solide [Valk et al., 2004]. Dans le cas de données réelles, la matrice A inclut les
facteurs d’atténuation des photons dans la matière.
Dans ce contexte, notre objectif est de trouver une paramétrisation finie (ŷt)t∈{1,...,T}
au plus proche de la paramétrisation originale (yt)t∈{1,...,T}, en utilisant l’information con-
tenue dans l’ensemble des sinogrammes temporels (zt)t∈{1,...,T}.
Parmi les enjeux liés à la reconstruction dynamique TEP, on peut citer l’extraction
de paramètres physiologiques. Pour cela il est nécessaire de connaître le modèle com-
partimental faisant le lien entre la mesure dans les tissus (ŷt)t∈{1,...,T} et les paramètres
physiologiques. Nous présentons dans la suite le modèle existant dans le cas d’un examen
[18F]-FDG en imagerie cérébrale.
7.1.4 Principe compartimental dans le cas du [18F]-FDG
L’imagerie TEP du métabolisme du glucose est largement utilisée en oncologie et
en neurologie. En oncologie, l’un des objectifs est de localiser les cellules cancereuses
et ainsi de procéder au suivi de patients sous traitement oncologiques. En neurologie, la
mesure de métabolisme de glucose permet de mettre en évidence un déficit fonctionnel
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Tube de réponse j
Pixel i
Aj,i : Surface d’intersection
FIGURE 7.3 – Illustration d’un calcul possible des valeurs Aj,i de la matrice système en
2D. La grille arrière correspond à une partie de la paramétrisation finie de l’activité.
du cerveau. Dans l’examen [18F]-FDG, le fluorodeoxyglucose (FDG) est substitué au glu-
cose. Nous verrons plus bas, que cet analogue du glucose permet de faciliter l’extraction
de cartes paramétriques de la mesure du métabolisme. De façon à mieux appréhender la
signification de cette mesure, la circulation du FDG dans le cerveau est décrite par le mod-
èle tri-compartimental développé par Sokoloff, illustré figure 7.4. Les trois compartiments
sont :
– le compartiment plasmatique artériel qui modélise le FDG dans le plasma des capil-
laires du cerveau. On désigne par Ca l’évolution de la concentration de traceur dans
le sang artériel (plasma).
– le compartiment tissulaire précurseur qui correspond à l’état du FDG libre dans les
tissus. La concentration du traceur dans ce compartiment est notée C1.
– le compartiment tissulaire qui représente l’état du FDG dans les tissus après phos-
phorylation par hexokynase (il est noté FDG-6-P). La concentration radiocative
dans ce compartiment est notée C2.
Il faut remarquer qu’au niveau du voxel, on ne distingue pas C1 de C2 mais on observe la
somme de ces deux concentrations.
Le FDG est transporté entre le plasma et les tissus en se fixant sur des enzymes
(GLUT). Une zone de délimitation plasma-tissu, appelée barrière hémato-encéphalique
(BBB : Blood Brain Barrier), permet d’éviter de laisser passer les impuretés dans le tissu
cérébral. Le taux de transfert de molécules de FDG à travers la BBB est notéK1. Son unité
de mesure correspond à une concentration de molécules de FDG transférée par minute. k2
est le taux de transfert à travers la BBB dans le sens inverse (tissu cérébral vers plasma).
216 Algorithmes proximaux pour la reconstruction de données dynamiques en TEP
PLASMA TISSU CEREBRAL
Compartiment
tissulaire
précurseur
BBB
Compartiment
plasmatique
artériel tissulaire
Compartiment
k2 k4
k3K1
FIGURE 7.4 – Modèle tri-compartimental de Sokoloff
k3 correspond à la phosphorylation de FDG par hexokynase. k4 permet de prendre en
compte la déphosphorylation. Si l’examen n’exède pas 1 heure post-injection, la déphos-
phorylation n’est pas observée [Lucignani et al., 1993]. Cette hypothèse d’irréversibilité
se traduit par k4 = 0. Il faut noter que contrairement au FDG, le glucose se métabolise il
n’y a donc ni accumulation du FDG-6-P dans les tissus ni déphosphorylation. Le modèle
compartimental dans le cas du glucose est donc beaucoup plus complexe.
La formulation mathématique du modèle compartimental se base sur des équations
différentielles qui font le lien entre les concentrations d’activité dans les différents com-
partiments et les paramètres physiologiques. Pour chaque compartiment du tissu cérébral,
le flux net peut être défini comme la somme de toutes les entrées moins la somme de
toutes le sorties. On peut alors écrire :{
dC1
dt
= K1Ca − k3C1 − k2C1 + k4C2,
dC2
dt
= k3C1 − k4C2.
(7.2)
En utilisant l’hypothèse d’irréversibilité (k4 = 0), l’équation (7.2) s’écrit{
dC1
dt
= K1Ca − k3C1 − k2C1,
dC2
dt
= k3C1.
(7.3)
L’activité dans les tissus correspond à la somme de la concentration dans le comparti-
ment tissulaire précurseur C1 et de la concentration dans le compartiment tissulaire C2.
La connaissance de l’activité dans les tissus passe donc par la résolution des équations
différentielles (7.3). L’activité peut alors s’exprimer comme suit (cf. [Dittrich et al., 2008,
chapitre 5]) :
∀t > 0 C(t) = Ca(t)⊗
( K1k2
(k2 + k3)2
(1− exp(−(k2 + k3)t) + K1k3
k2 + k3
t
)
. (7.4)
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où ⊗ désigne l’opérateur de convolution.
L’approche PATLAK [Gjedde, 1982; Patlak et al., 1983] est une procédure de linéari-
sation qui permet de décrire le comportement du modèle FDG quand le FDG libre dans
les tissus a atteint un état pour lequel le ratio des concentrations C/Ca devient linéaire.
La principale hypothèse consiste à supposer que la concentration Ca devient constante.
L’équation (7.4) s’écrit alors :
∀t > 0 C(t) = Ca
( K1k2
(k2 + k3)2
(1− exp(−(k2 + k3)t) + K1k3
k2 + k3
t
)
.
Cette hypothèse est en réalité approximativement vérifiée car les variations de Ca sont
très faibles devant la constante de temps 1/(k2 + k3). D’autre part, on remarque qu’après
un certain temps t∗ d’examen, le terme exponentiel devient négligeable et le ratio entre
l’activité dans les tissus et l’activité dans le sang artériel suit une relation linéaire :
∀t ≥ t∗ C(t)
Ca
=
K1k2
(k2 + k3)2
+
K1k3
k2 + k3
t. (7.5)
Une simple analyse graphique nous permet alors de connaître le paramètre
K =
K1k3
k2 + k3
.
En pratique, C(t) correspond à la paramétrisation finie de l’activité reconstruite ŷt et
Ca est connue car des prélèvements de la concentration de traceur dans le sang artériel
sont effectués tout au long de l’examen. Le métabolisme de glucose dans une région du
cerveau, noté rCMRglu, correspond à :
rCMRglu =
Cp
LC
K, (7.6)
où Cp désigne la concentration de glucose dans le plasma. La valeur de CpK donnerait le
taux de phosphorylation du glucose si le glucose et le FDG avait le même comportement.
Pour prendre en compte cette différence, la constante LC (« lumped constant ») intervient
dans l’équation (7.6).
L’intérêt du médecin portera sur les valeurs de ces constantes. Par exemple, comme le
rCMRglu dépend linéairement de K1, une valeur de rCMRglu faible traduira un mauvais
transfert des molécules à travers la BBB. L’enjeu de notre étude consiste à se rapprocher
au plus de l’activité mesurée dans les tissus à un instant t pour ensuite obtenir une valeur
de rCMRglu la plus précise possible tant au niveau de la valeur que pour la finesse de
la résolution. Étant donné le niveau de bruit important au niveau du voxel en TEP dy-
namique, on calcule généralement la valeur de rCMRglu en la moyennant sur un organe.
Notre objectif consiste alors à améliorer le rapport signal sur bruit à l’échelle du voxel de
façon à déterminer le paramètre d’intérêt au niveau du voxel et nom de l’organe. C’est ce
qu’on appelle l’imagerie paramétrique.
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7.2 Méthodes de reconstruction en TEP
L’extraction de paramètres physiologiques à l’échelle du voxel est un challenge qui
passe par l’élaboration d’une méthode de reconstruction efficace.
En routines cliniques, les méthodes actuelles de reconstruction de données spatio-
temporelles TEP consistent à mettre en œuvre une reconstruction analytique ou itérative
pour chaque trame temporelle. Les méthodes usuelles sont la rétroprojection filtrée (« Fil-
tered Back Projection » : FBP) et l’algorithme EM-ML. La rétroprojection filtrée est une
technique de reconstruction analytique qui consiste à effectuer l’opération inverse de la
projection qui se traduit par une étape de filtrage par un filtre rampe puis une rétropro-
jection du sinogramme filtré. De façon à limiter l’amplification du bruit lors du filtrage
par le filtre rampe, on effectue généralement une étape complémentaire de filtrage passe-
bas. Le principe de l’algorithme EM-ML est complètement différent ; il permet de min-
imiser l’antilog-vraisemblance poissonienne par une approche itérative. Rappelons que
nous avons présenté cet algorithme dans la section 2.4.1 du chapitre 2. Cette métho-
de a initialement été proposée en TEP par [Shepp, Vardi, 1982; Lange, Carson, 1984].
Des versions accélérées de cet algorithme ont ensuite été suggérées. La plus connue est
OSEM (« Ordered Subsets EM ») proposée par [Hudson, Larkin, 1994] qui consiste à
appliquer l’algorithme EM à des sous-ensembles de projections ordonnés d’une façon
particulière. Cependant, aucune preuve de convergence de cet algorithme n’existe. Dans
[Fessler, Hero, 1994], les auteurs ont proposé la méthode SAGE (« Space-alternating Gen-
ralized EM ») qui consiste à mettre à jour séquentiellement des sous-ensembles de pixels
de l’image reconstruite. Une autre approche a été proposée dans [Browne, De Pierro,
1996] où les auteurs se sont intéressés à une version modifiée de OSEM possédant des
propriétés de convergence vers la solution du maximum de la vraisemblance poissoni-
enne. Lorsque les sous ensembles considérés sont réduits à des singletons, l’algorithme
résultant est connu sous le nom de RAMLA [Browne, De Pierro, 1996].
Les approches EM-ML donnent des résultats sensiblement meilleurs que la rétropro-
jection filtrée en terme de qualité de reconstruction. Cependant la suite générée par l’al-
gorithme EM-ML converge vers une image de mauvaise qualité (cf. paragraphe 2.4.1 du
chapitre 2). En effet, l’algorithme EM-ML va sélectionner l’image reconstruite qui s’a-
juste au mieux aux observations mais dont les propriétés peuvent être différentes de celles
de l’image originale. Rappelons que la reconstruction des données dynamiques TEP est
un problème mal-posé et une petite perturbation des données peut induire de très grandes
variations dans l’image reconstruite. Pour résoudre le problème de l’instabilité des solu-
tions, différentes méthodes ont été proposées :
– l’approche EM-ML avec un critère d’arrêt [Veklerov, Llacer, 1987],
– la méthode des moindres carrés pénalisée où le critère résultant est quadratique, ce
qui revient à supposer implicitement que le bruit présent est gaussien et qui permet
ainsi d’utiliser des méthodes classiques d’optimisation [Fessler, 1994],
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– la reconstruction SIEVES qui restreint l’espace des solutions admissibles en intro-
duisant des contraintes assurant que les images reconstruites soient lisses. En pra-
tique cette méthode revient à lisser l’image reconstruite par une approche EM-ML
[Snyder, Miller, 1985],
– les approches MAP qui permettent l’introduction d’une distribution a priori modé-
lisant une connaissance sur le type d’images acceptables [Herman et al., 1979].
L’introduction d’une pénalisation dans le critère a largement permis d’améliorer la
qualité de reconstruction [Hebert, Leahy, 1989]. Parmi ces approches MAP, on peut citer
les travaux de Sauer et Bouman [Sauer, Bouman, 1993; Bouman, Sauer, 1996] basés, pour
l’un, sur l’approche de Gauss-Seidel (initialement utilisée pour résoudre les EDP) et qui
consiste à mettre à jour chaque pixel de façon à minimiser une fonction de coût globale, et
pour l’autre, sur l’algorithme ICD (« Iterative Coordinate Descent »). Ces deux approches
permettent de gérer respectivement un terme d’attache aux données quadratique (incluant
une matrice de pondération des projections plus ou moins bruitées) ou une divergence de
Kullback-Leibler. La régularisation se base sur des champs de Markov (MRF : « Markov
Random Fields ») qui modélisent les interactions spatiales entre les voxels voisins. Tou-
jours par le biais d’une régularisation par MRF, le travail de Fessler [Fessler, 1995] s’in-
téresse à un terme de fidélité hybride qui utilise l’antilog-vraisemblance poissonienne
pour les éléments du sinogramme de faible intensité et des approximations quadratiques
ou cubiques pour les observations ayant une intensité élevée. La résolution de ce critère
utilise l’algorithme ICD [Bouman, Sauer, 1996] et le terme hybride permet de réduire le
temps de calcul sans augmenter le biais.
Plus récemment, des études ont portées sur l’utilisation de modèles multirésolution.
Par exemple, des travaux [Turkheimer et al., 1999; Alpert et al., 2006] se sont intéressés
au débruitage des images reconstruites en utilisant des ondelettes spatiales 2D ou 3D. Une
réduction de bruit allant jusqu’à un facteur de 2dB en terme de SNR a pu être observée
dans [Alpert et al., 2006]. Dans [Zhou et al., 2007], les auteurs considèrent un terme
d’attache aux données quadratique et ils ont remplacé la pénalisation avec MRF par une
pénalisation favorisant la parcimonie des coefficients d’ondelettes (norme ℓ1). L’image
reconstruite est obtenue par un algorithme EM-MAP. Les mêmes auteurs [Zhou et al.,
2009] ont adapté l’algorithme RAMLA pour résoudre le problème d’estimation MAP
sous la contrainte que le terme de régularisation soit différentiable (algorithme BSREM
[De Pierro, Yamagishi, 2001]). Dans l’ensemble des approches mentionnées, la gestion de
fonctionnelles non différentiables est souvent synonyme de méthodes coûteuses en temps
de calcul.
Dans [Snyder, 1984; Nichols et al., 2002; Kamasac et al., 2005; Reader et al., 2006;
Verhaeghe et al., 2008] les auteurs montrent l’avantage de prendre en compte les carac-
téristiques spatio-temporelles pour améliorer les résultats de reconstruction et l’estimation
des cartes paramétriques. Ces méthodes peuvent être divisées en deux classes : les méth-
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odes qui estiment directement les cartes paramétriques à partir des observations [Kamasac
et al., 2005] et les méthodes qui reconstruisent au préalable, pour chaque trame tem-
porelle, l’activité mesurée dans les tissus puis qui estiment la carte paramétrique à partir
de l’activité spatio-temporelle reconstruite [Snyder, 1984; Nichols et al., 2002; Verhaeghe
et al., 2008; Sureau et al., 2008; Reader et al., 2006]. Notre travail s’inscrit dans cette
deuxième catégorie.
Les algorithmes proximaux proposés dans une littérature récente d’optimisation con-
vexe [Daubechies et al., 2004; Combettes, Pesquet, 2007a; Chaux et al., 2009] permet-
tent de résoudre numériquement une grande classe de problèmes d’estimation de critères
MAP. Ces algorithmes ont été, pour la plupart, décrits dans les chapitres 3, 4 et 5. Les
principaux avantages de ces algorithmes sont :
– leur capacité à traiter efficacement une large classe de problèmes d’optimisation
convexe (critères différentiables ou non-différentiables),
– leurs garanties de convergence des itérées vers la (les) solution(s) du problème con-
sidéré.
La première application de ces outils récents d’optimisation convexe en TEP dynamique a
été suggérée par Verhaeghe et al. [Verhaeghe et al., 2007] en considérant les itérations de
l’algorithme explicite-implicite (FB) [Daubechies et al., 2004] pour minimiser un critère
composé d’un terme de fidélité quadratique et d’une régularisation par des ondelettes
splines. Dans [Sureau et al., 2008], les auteurs effectuent le débruitage des courbes d’ac-
tivité temporelle (CAT) comme pré-traitement à la reconstruction. L’étape de débruitage
est basée sur l’algorithme de Douglas-Rachford (DR) qui permet, rappelons-le, contraire-
ment au FB, de minimiser un critère incluant une fonction n’étant pas de gradient Lips-
chitz, telle qu’une divergence de Kullback-Leibler généralisée.
Les algorithmes FB et DR ne sont pas directement applicables pour effectuer simul-
tanément la tâche de débruitage et de reconstruction en utilisant un critère non-différentia-
ble, une régularisation basée sur des trames d’ondelettes, et un terme de fidélité aux don-
nées adapté au bruit de Poisson. Dans le chapitre 3, nous avons proposé une classe d’algo-
rithmes imbriqués permettant de trouver la solution de tels critères. Nous adapterons l’un
de ces algorithmes à notre problème de reconstruction d’images spatio-temporelles TEP.
Le fait que la divergence de Kullback-Leibler généralisée ne soit pas de gradient Lip-
schitz requiert l’utilisation de l’extension quadratique proposée dans la section 3.6.3-b)
du paragraphe 3 dans un exemple de déconvolution. Comme nous le démontrerons dans
ce chapitre, le cadre théorique requis pour cette extension quadratique peut facilement
être étendu au cas de la reconstruction spatio-temporelle TEP. Cette méthode nous laisse
également la possibilité d’ajouter une contrainte sur la dynamique de l’activité mesurée
dans les tissus pour une trame temporelle donnée. Des tests seront menés sur un fantôme
simulant un examen dynamique TEP [18F]-FDG (2D+t). Nous verrons que cette méthode
permet d’améliorer la qualité de reconstruction mais qu’elle possède également deux in-
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convénients qui sont : un temps de calcul important dû à la boucle interne et la présence
d’artefacts introduits par la régularisation ondelettes.
Pour contourner les problèmes rencontrés en combinant la classe des algorithmes im-
briqués et l’extension quadratique, nous proposons d’utiliser la méthode proposée dans
le chapitre 4. Rappelons que cette méthode permet initialement de résoudre des problè-
mes de déconvolution ou de super-résolution en présence de bruit non-nécessairement
additif gaussien. Dans ce chapitre, nous adaptons cette méthode au problème de la recon-
struction dynamique TEP. L’algorithme utilisé est l’algorithme proximal parallèle (PPXA)
[Combettes, Pesquet, 2008]. Nous verrons que cette approche est particulièrement bien
adaptée à l’imagerie TEP dynamique grâce à sa structure parallèle et à la possibilité de
gérer une régularisation hybride telle que la combinaison d’une pénalisation par trames
d’ondelettes et une mesure de variation totale [Rudin et al., 1992]. Cette méthode sera
dans un premier temps évaluée sur des données simulées puis elle sera appliquée sur des
données réelles.
7.3 Extension quadratique et algorithmes proximaux
Dans un cadre stochastique, nous considérons d’une part que l’activité spatio-temporelle
dans les tissus y = (yi,t)(i,t)∈NT (avec NT = {1, . . . , N} × {1, . . . , T}) est une réalisa-
tion d’un vecteur aléatoire à valeurs réelles Y = (Yi,t)(i,t)∈NT . Nous supposons que le
vecteur aléatoire Y possède des composantes indépendantes qui ont une loi de probabilité
notée µYi,t(yi,t) et que ces fonctions sont log-concaves. D’autre part, nous supposons que
l’activité projetée dans le domaine sinogramme, notée,
u =
(
uj,t =
N∑
i=1
Ajiyi,t
)
(j,t)∈MT
avec MT = {1, . . . ,M} × {1, . . . , T}
et les observations z = (zj,t)(j,t)∈MT sont respectivement des réalisations des vecteurs
aléatoires U = (Uj,t)(j,t)∈MT et Z = (Zj,t)(j,t)∈MT . Le vecteur aléatoire Z est supposé
avoir des composantes indépendantes discrètes de probabilité conditionnelleµZj,t|Uj,t=uj,t(zj,t)
qui correspond à la vraisemblance poissonienne. Par conséquent, l’activité estimée ŷ par
l’approche MAP s’exprime par :
ŷ ∈ Argmax
y=(yi,t)(i,t)∈NT ∈RNT
T∏
t=1
M∏
j=1
µZj,t|Uj,t=
PN
i=1 Ajiyi,t
(zj,t)
T∏
t=1
N∏
i=1
µYi,t(yi,t). (7.7)
Nous précisons ci-dessous la définition de la vraisemblance poissonienne pour des don-
nées spatio-temporelles,
µZj,t|Uj,t=uj,t(zj,t) =
(uj,t)
zj,t
zj,t!
exp
(− uj,t).
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La reformulation du critère (7.7) par passage à l’anti-logarithme, nous amène au problème
d’optimisation convexe qui suit :
ŷ ∈ Argmin
y∈RNT
g˜(y) + f˜(y) (7.8)
où f˜ et g˜ sont des fonctions convexes de RNT dans R. La fonction g˜ désigne le terme de
fidélité aux données, il s’agit d’une mesure assurant la proximité de l’activité estimée par
rapport aux observations. Comme nous l’avions précisé dans la section 2.2.2 du chapitre 2,
cette fonctionnelle correspond à la divergence de Kullback-Leibler généralisée. La princi-
pale difficulté réside dans le choix de la fonction f˜ qui désigne le terme de régularisation.
Les chapitres précédents ont montré l’intérêt de régulariser dans le domaine des trames
d’ondelettes. Par conséquent, nous reformulons le problème de minimisation (7.8) dans
le domaine des trames.
On désigne par F ∈ RK×NT (tel que K ≥ NT ) la matrice associée à l’opérateur
d’analyse d’une trame d’ondelettes spatio-temporelles. Dans la suite, nous considèrerons
des trames ajustées telle que F ∗ ◦ F = ν Id avec ν ∈]0,+∞[. On désigne par x ∈ RK
les coefficients associés à l’activité y ∈ RNT . Par conséquent l’activité originale mesurée
dans les tissus y¯ peut s’écrire :
y = F ∗x = (F ∗t x)1≤t≤T
où, pour tout t ∈ {1, . . . , T}, F ∗t ∈ RN×K représente la restriction de l’opérateur de syn-
thèse de trame aux données reconstruites à l’instant t. Notre modèle direct (7.1) devient :
(∀t ∈ {1, . . . , T}) zt = D(AF ∗t x+ ft + dt), (7.9)
où x représente le vecteur inconnu des coefficients de trame d’ondelettes associés à l’ac-
tivité originale dans les tissus. Dans ce contexte, le problème de minimisation (7.8) peut
être reformulé comme :
x̂ ∈ Argmin
x∈RK
g(x) + f(x) (7.10)
où l’activité reconstruite vaut ŷ = F ∗x̂. Le terme de fidélité aux données est la fonction g
telle que :
g =
T∑
t=1
Ψt ◦ A ◦ F ∗t
où, pour tout ut = (uj,t)1≤j≤M ∈ RM ,
Ψt(ut) =
M∑
j=1
ψj,t(uj,t) avec ψj,t(uj,t) = − logµZj,t|Uj,t=uj,t(zj,t). (7.11)
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Pour le terme de régularisation f , des études ont démontré l’avantage d’utiliser une norme
ℓ1 [Verhaeghe et al., 2007]. Cependant, ce type de fonction est convexe mais non stricte-
ment convexe, il n’y a donc pas unicité de la solution. Dans [Chaux et al., 2007], les
auteurs ont proposé un terme de régularisation composé de la somme d’une norme ℓ1 et
d’une norme ℓp avec p > 1 de façon à assurer la stricte convexité du terme de régularisa-
tion. En choisissant ce type de régularisation, la fonction f est de la forme :
(∀x = (xk)1≤k≤K) f(x) =
K∑
k=1
χk|xk|+ ωk|xk|pk . (7.12)
avec, pour tout k ∈ {1, . . . , K}, χk > 0, ωk > 0 et pk > 1. Remarquons à ce stade que
les paramètres χk, ωk et pk peuvent avoir des valeurs différentes pour chaque coefficient.
Dans un souci de simplifier l’estimation de ces paramètres, nous nous contenterons de
les optimiser pour chaque sous-bande. Nous ajoutons dans le critère une contrainte sur
la dynamique des données. On note C un ensemble convexe fermé de RK tel que C∗ =
F ∗C = [0, Vmax]NT où Vmax dépend de la quantité de traceur injecté. Le problème (7.10)
se reformule alors plus généralement comme :
x̂ = argmin
x∈C
g(x) + f(x). (7.13)
Le problème (7.13) se rapproche du problème (3.33) formulé dans le chapitre 3 lorsque
H = RK . Cependant la fonction g n’est pas de gradient Lipschitz. Pour contourner ce
problème, et ainsi pouvoir utiliser la classe des algorithmes imbriqués, nous proposons
d’adapter l’extension quadratique proposée dans la section 3.6.3 du chapitre 3 au prob-
lème de la reconstruction dynamique TEP.
7.3.1 Extension quadratique
Les fonctions (ψj,t)(j,t)∈MT , définies par l’équation (7.11), vérifient l’hypothèse 3.41
présentée dans le chapitre 3, lorsque l’ensemble I est défini par
I = {(j, t) ∈MT | zj,t > 0},
pour une constante δ = 0 et, pour tout (j, t) ∈ MT , le paramètre αj,t ≡ 1. I désigne
l’ensemble des bins non nuls. De plus, pour tout (j, t) ∈ MT ,
(∀θ ∈ ]0,+∞[) (∀υ ∈]0,+∞[) 0 ≤ ψ′′j,t(υ) ≤ θ ⇔ υ ≥ υj,t(θ) = (zj,t/θ)1/2.
Par conséquent, en se référant à l’inégalité (3.53) présentée dans le chapitre 3, on en déduit
qu’il est possible de construire une approximation inférieure de ψj,t qui est de gradient
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θ-Lipschitz. Nous notons cette approximation ψθ,j,t et elle se définit, pour tout (j, t) ∈ I,
par
(∀υ ∈ R) ψθ,j,t(υ) =
{
θ
2
υ2 + ζj,t,1(θ) υ + ζj,t,0(θ) si −ǫ(θ) ≤ υ < υj,t(θ),
ψj,t sinon,
(7.14)
où la fonction ǫ et les constantes ζj,t,0(θ) et ζj,t,1(θ) ont des définitions similaires à celles
formulées dans paragraphe 3.6.3 (chapitre 3). L’équation (7.14) signifie que pour toute
valeur supérieure au seuil υj,t(θ), la fonctionψθ,j,t est choisie égal à l’antilog-vraisemblance
poissonienne et pour les valeurs inférieures au seuil, ψθ,j,t prend une forme quadratique.
Pour tout (j, t) /∈ I, c’est à dire pour tout indice (j, t) ∈ MT tels que zj,t = 0 (bin de
sinogramme pour une trame temporelle donnée ayant une valeur nulle),
(∀υ ∈ R) ψθ,j,t(υ) =
{
υ si υ ≥ −ǫ(θ)
+∞ sinon. (7.15)
Pour une valeur de θ donnée, nous définissons une approximation inférieure de la fonction
g, notée gθ, telle que
gθ =
T∑
t=1
gθ,t avec gθ,t = Ψθ,t ◦A ◦ F ∗t .
Cette approximation est une fonction de Γ0(RK) deux fois différentiable sur son do-
maine ayant un gradient de type (ν‖A‖2θ)-Lipschitz sur l’ouvert (AF ∗)−1(]0,+∞[NT ).
Le critère résultant est :
x̂θ = argmin
x∈C
gθ(x) + f(x). (7.16)
f correspond à la fonction définie par l’équation (7.12), il s’agit donc d’une fonction co-
ercive et strictement convexe sur RK . De plus, par définition de A, de C∗ = F ∗C =
[0, Vmax]
NT et de Ψθ, on en déduit que (AC∗)∩ domΨ ⊂ [0, Vmax]NT 6= ∅ et l’ensemble
des hypothèses requises par la proposition 3.42 (chapitre 3) sont rassemblées pour en dé-
duire qu’il existe une valeur θ¯ ∈]0,+∞[ telle que, pour tout θ ∈ [θ¯,+∞[, le minimiseur
x̂θ de (7.16) est également le minimiseur du problème (7.13).
L’équation (7.16) combinée aux hypothèses faites sur gθ est un cas particulier du
problème 3.33 (chapitre 3). La classe des algorithmes imbriqués permet donc d’y ap-
porter une solution numérique. Pour notre problème de reconstruction spatio-temporelle
en TEP, nous adaptons l’algorithme itératif imbriqué nommé FB[DR] présenté dans la
section 3.5.2 (chapitre 3).
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7.3.2 Adaptation du FB[DR] pour la reconstruction TEP dynamique
L’algorithme FB[DR] est basé sur les itérations de l’algorithme implicite-explicite
(FB) [Combettes, Wajs, 2005] et il requiert le calcul du gradient de gθ et la connaissance
de l’opérateur proximal de f + ιC . Rappelons que ce dernier ne possède pas une forme
explicite car f et C ne sont pas séparables dans le même domaine (C est séparable dans
le domaine image et f l’est dans le domaine des trames). Nous choisissons d’utiliser l’al-
gorithme de DR pour effectuer le calcul de proxf+ιC . Ce calcul se traduit par une boucle
interne pour chaque itération de FB. Dans la section 3.5 du chapitre 3, nous avions pro-
posé trois algorithmes pour minimiser un critère composé de trois fonctions tel que (7.16),
à savoir FB[DR], FB[Dyk] et DR[FB]. Notre choix pour FB[DR] s’explique par un calcul
de gradient coûteux en TEP comparé à une application de déconvolution pour laquelle
ce calcul peut efficacement être implanté dans le domaine de Fourier. Nous préférons
donc éviter d’avoir à calculer le gradient dans la boucle interne, d’où le choix des ap-
proches FB[.] plutôt que DR[FB]. Ensuite, la préférence de FB[DR] sur FB[Dyk] est liée
à la propriété de convergence en 1 itération (se référer au paragraphe 3.5.2 du chapitre 3)
uniquement vérifiée par l’algorithme considéré.
Initialisation
À Soient γ = 1.9/(ν‖A‖2θ) et λ = 1.
Á Soit τ = 1.5.
Â Soit n = 0 et x0 ∈ C.
Itérations
Ã Calculer yn = F ∗xn.
Ä Pour chaque trame temporelle t ∈ {1, . . . , T}, calculer dt,n = A∗∇Ψθ,t(Ayt,n).
Å Soit pn = xn − γFdn.
Æ Soit vn,0 = 2proxγfpn − pn.
Ç Pour m = 0, . . . ,Mn − 1 a) Calculer vn,m+ 12 = PC
(vn,m + pn
2
)
.
b) Calculer vn,m+1 = vn,m + τ
(
proxγf (2vn,m+ 1
2
− vn,m)− vn,m+ 1
2
)
.
c) Si vn,m+1 = vn,m, alors aller en È.
È Soit xn+1 = xn + λ
(
vn,m+ 1
2
− xn
)
.
É Incrémenter n et aller en Ã.
Algorithme 16: Algorithme FB[DR] appliqué à la reconstruction TEP dynamique.
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L’algorithme de reconstruction résultant est présenté par l’algorithme 16. Les étapes
d’intérêt sont :
– la descente de gradient qui est effectuée dans le domaine spatial. Elle s’effectue
trame temporelle par trame temporelle,
– la décomposition sur une trame spatio-temporelle qui permet de tenir compte de
l’information temporelle de l’activité cérébrale.
A l’étape À, on choisit le « pas » γ et le paramètre de relaxation λ associés à l’algo-
rithme implicite-explicite. L’étape Á se résume au choix du paramètre de relaxation de
l’algorithme de DR. L’algorithme FB génère une suite (x(n))n∈N. L’étape Â est l’initial-
isation de la suite générée par l’algorithme FB ; il s’agit d’un vecteur de coefficients de
trame d’ondelettes appartenant à l’ensemble convexe C. L’étape Ã transforme le vecteur
de coefficients de trame d’ondelettes généré par l’algorithme dans le domaine image. L’é-
tape suivante désigne le calcul du gradient de gθ. Précisons que le gradient de gθ est défini,
pour tout x ∈ RK , par
∇gθ(x) = F (A∗∇Ψθ,t(AF ∗t x))1≤t≤T ,
où, pour tout élément ut = (uj,t)1≤j≤M ∈ RM ,
∇Ψθ,t(ut) = (ψ′θ,j,t(uj,t))1≤j≤M , (7.17)
ψ′θ,j,t(uj,t) =

1− zj,t/uj,t si zj,t > 0 et uj,t ≥ υj,t(θ)
θuj,t + ζj,t,1(θ) si zj,t > 0 et ǫ(θ) ≤ uj,t < υj,t(θ)
1 si zj,t = 0 et ǫ(θ) ≤ uj,t.
(7.18)
La descente de gradient s’effectue à l’étape Å. L’étape Ç nous permet de calculer l’opéra-
teur proximal de ιC + f au point p(n) à l’aide de l’algorithme de DR. L’initialisation du
vecteur (v(.,m))m∈N est présentée à l’étape Æ. Cette initialisation permet d’assurer la con-
vergence de l’algorithme de DR en une itération lorsque l’opérateur proximal de f au
point p(n) appartient à C. Le calcul de PC se base sur la proposition 3.12 (chapitre 3), tel
que,
(∀x ∈ RK) PC(x) = x+ 1
ν
F (PC∗(F
∗x)− F ∗x) (7.19)
Pour le calcul de proxγnf , les formes explicites sont données par l’exemple 3.38 et la
proposition 3.39 (chapitre 3). Enfin, l’étape Ç correspond à l’étape de relaxation de l’al-
gorithme FB.
SiMn est choisi suffisamment grand, d’après la proposition 3.34 et le fait que ri dom f∩
riC = riC = (F ∗)−1
(
]0, Vmax[
NT
) 6= ∅, la suite (x(n))n∈N générée par l’algorithme
FB[DR] converge vers une solution du problème (7.16). Si de plus θ est suffisamment
grand, la suite converge vers le minimiseur du problème (7.13).
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7.3.3 Matériel et résultats expérimentaux sur données simulées
L’impact de notre méthode sur la reconstruction de données dynamiques TEP est illus-
tré sur deux coupes différentes du fantôme Zubal [Zubal et al., 1994] incluant deux artères
additionnelles. Les choix des coupe 1 et 2 s’expliquent respectivement par le fait que la
première coupe est centrée sur le cortex (zone verte sur la figure 7.5 en haut à gauche),
les noyaux gris centraux (zone jaune supérieure), le thalamus (zone jaune inférieure) et
la matière blanche (zone bleue) ; alors que coupe 2 est centrée sur les artères (zone rouge
sur la figure 7.6 en haut à gauche). La restauration de ce type de coupe permet de mesurer
directement la fonction d’entrée sur l’image reconstruite. Chaque coupe 2D + t est com-
posée d’images de N = 256 × 256 voxels (taille : 1.1mm×1.1mm). L’activité générée
correspond à un examen [18F]-FDG qui est simulé et divisé en T = 16 trames temporelles
ayant une durée qui varie de 50 secondes pour les premières trames temporelles à 5 min-
utes pour les dernières. Des sinogrammes de taille M = 288 (radial)× 144 (orientations),
avec un échantillonnage radial de 2.247 mm, ont été simulés par projection analytique du
fantôme en présence de bruit de Poisson. Les effets d’atténuation et de coïncidences for-
tuites et diffusées n’ont pas été simulés. Le nombre d’évènements dans la coupe 1 varie de
3 pour la première trame-temporelle à 647162 pour la dernière. La coupe 2 a un nombre
d’évènements qui varie de 47 à 331348. Ce nombre de coïcidences est un choix réaliste.
L’algorithme FB[DR] est lancé sur 2000 itérations de 50 s chacune. La boucle interne
de DR s’arrête lorsque ‖x(n) − x(n−1)‖ ≤ 10−5. Nous avons choisi des ondelettes orthog-
onales avec des filtres de symmlets de longueur 6 sur 2 niveaux de résolution pour la dé-
composition spatiale et des ondelettes de Daubechies-6 sur intervalle [Cohen et al., 1993]
pour la décomposition temporelle plutôt que des ondelettes de Daubechies classiques.
Ce dernier choix est motivé par le faible nombre de trames temporelles. Le paramètre θ
est choisi égal à 10−4 et les paramètres (χk)1≤k≤K , (ωk)1≤k≤K et (pk)1≤k≤K , associés au
terme de régularisation f , ont été déterminés pour chaque sous bande par une approche
de maximum de vraisemblance avec pk = {3/2, 4/3, 2}. L’impact du paramètre θ sur le
taux de convergence de l’algorithme est présenté sur la figure 7.9.
Nous comparons notre approche avec une approche EM-ML avec critère d’arrêt (stop-
pée à l’itération donnant la plus faible EQM, ici 10 itérations pour les coupes 1 et 2). Nous
présentons également les résultats obtenus avec la méthode SIEVES. La largeur du filtre
est fixé de façon à minimiser l’EQM. Le nombre d’itérations dans cette approche est 120
et 100 pour les coupes 1 et 2 respectivement. La largeur à mi-hauteur maximum (FWHM :
« Full Width at Half Maximum ») du filtre gaussien est de 4.7mm×4.7mm.
Les figures 7.5 et 7.6 représentent les différents résultats de reconstruction pour les
4ème et 14ème trames-temporelles (t = 4 et t = 14) de chaque coupe. Les premières
trames temporelles étant beaucoup plus bruitées que les dernières, le choix des 4ème et
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Activité originale pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
Activité reconstruite par EM-ML
avec critère d’arrêt pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
Activité reconstruite
par « SIEVES » pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
Activité reconstruite
par FB[DR] pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
FIGURE 7.5 – Comparaison des activités reconstruites pour la coupe 1 en fonction de la
méthode de reconstruction.
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Activité originale pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
Activité reconstruite par EM-ML
avec critère d’arrêt pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
Activité reconstruite
par « SIEVES » pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
Activité reconstruite
par FB[DR] pour : (i) la trame temporelle n˚4 (ii) la trame temporelle n˚14
FIGURE 7.6 – Comparaison des activités reconstruites pour la coupe 2 en fonction de la
méthode de reconstruction.
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FIGURE 7.7 – CAT extraites de la coupe 1 pour deux voxels voisins. Activité originale
(rouge), activité reconstruite avec EM-ML avec critère d’arrêt (cyan), SIEVES (vert) et
FB[DR] (bleue).
FIGURE 7.8 – CAT extraites de la coupe 2 pour deux voxels voisins. Activité originale
(rouge), activité reconstruite avec EM-ML avec critère d’arrêt (cyan), SIEVES (vert) et
FB[DR] (bleue).
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14ème trames-temporelles permet d’illustrer les qualités de reconstruction pour différents
niveaux de bruit au sein d’un même examen. Comme nous pouvons le remarquer, les
structures sont bien mieux reconstruites en utilisant l’approche proposée. Le principal
avantage de prendre en compte l’aspect temporel peut être observé pour les premières
trames temporelles des coupes 1 et 2 lorsque le bruit est relativement important (colonnes
de gauche sur les figures 7.5 et 7.6). D’autre part, on peut remarquer sur la figure 7.5 (en
bas à droite) que les zones froides sont mieux reconstruites.
Les courbes d’activités temporelles (CAT) sont présentées sur les figures 7.7 et 7.8
pour deux pixels voisins dans le cortex (zone verte sur la figure 7.5 représentant l’activité
originale) et dans les artères (zone rouge sur la figure 7.6 représentant l’activité originale).
Le tableau 7.1 affiche les différences d’EQM entre les CAT reconstruites et les CAT orig-
inales. Dans chaque configuration, notre approche est la plus précise.
50 100 150 200 250 300 350 400
−7.18
−7.16
−7.14
−7.12
−7.1
−7.08
−7.06
−7.04
−7.02
−7
x 107
FIGURE 7.9 – Evolution de f(x(n)) + gθ(x(n)) au cours des itérations pour θ = 10−4 (en
rouge) et pour θ = 10−5 (en bleu).
Fig. 7.7 (gauche) Fig. 7.7 (droite) Fig. 7.8 (gauche) Fig. 7.8 (droite)
EM-ML 21.9e+06 16.4e+06 14.9e+06 15.2e+06
SIEVES 4.09e+06 2.45e+06 7.68e+06 5.88e+06
FBDR 2.24e+06 2.20e+06 5.96e+06 3.67e+06
TABLE 7.1 – EQM associées aux CAT présentées sur les figures 7.7 et 7.8.
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7.3.4 Conclusion
Nous venons de présenter les résultats obtenus en utilisant l’algorithme FB[DR] pour
reconstruire l’activité présente dans les tissus. Cette méthode est flexible et permet de con-
sidérer des critères non-différentiables, qui peuvent être intéressants lorsque des trames
d’ondelettes sont utilisées. Les résultats obtenus par des simulations en TEP 2D + t
sont réellement encourageants. Cependant, cette approche est actuellement limitée par
ses temps de calculs encore très longs provenant des itérations internes. Pour contourner
ce problème, nous avons développé une seconde approche, qui ne nécessite pas de boucle
interne et qui est bien adaptée aux gros volumes de données du fait de sa facilité à être
implantée en parallèle.
7.4 PPXA et régularisation hybride
L’approche précédente était limitée pour deux raisons principales : (i) un temps de
calcul coûteux et (ii) des artefacts pouvant être engendrés par la régularisation sur les co-
efficients de base d’ondelettes. Pour contourner ces problèmes, nous proposons d’adapter
l’algorithme PPXA [Combettes, Pesquet, 2008] au problème de reconstruction dynamique
TEP.
7.4.1 Méthode
Nous considérons une approche variationnelle où le critère est similaire au critère (7.13)
mais où f correspond à une régularisation hybride ℓ1 + tv, i.e.
xˆ ∈ Argmin
x∈C⊂RK
g(x) + f1(x) + f2(x).
La fonction g reste donc le terme de fidélité aux données défini par l’équation (7.11). Le
terme f1 sera lié à la régularisation par variation totale, notée tv et définie par l’équa-
tion (4.47) (chapitre 4), et s’appliquera sur l’activité dans les tissus de chaque trame-
temporelle. La fonction f2 désigne la régularisation sur les coefficients de trame d’on-
delettes spatio-temporelles. Remarquons que cette approche ne requerra pas la stricte con-
vexité de la fonction f1 pour avoir des garanties de convergence vers un minimiseur global
(pas d’extension quadratique). Nous considèrerons donc une simple norme ℓ1 comme pé-
nalisation. Enfin, de la même manière que pour l’approche précédente, nous ajoutons une
contrainte C∗ = F ∗C ⊂ RNT permettant de limiter la dynamique de l’activité. Le prob-
lème de minimisation qui en résulte consiste à trouver
x̂ ∈ Argmin
x=(xk){1,...,K}∈RK
T∑
t=1
(
Ψt(AF
∗
t x) + ϑtv(F
∗
t x)
)
+
K∑
k=1
χk|xk|+ ιC(x), (7.20)
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où, pour tout k ∈ {1, . . . , K}, χk > 0 et où ϑ > 0 désigne le paramètre de régularisation
permettant d’ajuster l’impact de la régularisation par variation totale. L’activité reconstru-
ite est notée ŷ = F ∗x̂.
Pour trouver un minimiseur de cette fonctionnelle, un algorithme bien adapté est l’al-
gorithme PPXA [Combettes, Pesquet, 2008]. Les itérations de PPXA pour résoudre (7.20)
sont présentées par l’algorithme 17.
Initialisation
Soit γ ∈ ]0,+∞[ et λ = 1.
Pour tout q ∈ {1, . . . , 4}, soit (ωq)1≤q≤4 ∈]0, 1]4 tel que
∑4
q=1 ωq = 1.
Soient ℓ = 0, (uq,0)1≤q≤4 ∈ (RK)4 et x0 =
∑4
q=1 ωquq,0.
Itérations
À Pour t = 1, . . . , T⌊
p1,t,ℓ = prox γ
ω1
Ψt(AF ∗t ·)u1,ℓ
Á Pour t = 1, . . . , T⌊
p2,t,ℓ = prox γ
ω2
tv(F ∗t ·)u2,ℓ
Â p3,ℓ = prox γ
ω3
‖·‖1u3,ℓ
Ã p4,ℓ = PCu4,ℓ
Ä pℓ = ω1p1,ℓ + ω2p2,ℓ + ω3p3,ℓ + ω4p4,ℓ
Å Pour q = 1, . . . , 4
⌊ uq,ℓ+1 = uq,ℓ + λ (2 pℓ − xℓ − pq,ℓ)
Æ xℓ+1 = xℓ + λ (pℓ − xℓ)
Ç Incrémenter ℓ et aller en À.
Algorithme 17: PPXA pour minimiser le critère 7.20
La principale difficulté de cet algorithme réside dans les étapes À à Ã qui consistent à
calculer les opérateurs proximaux associés aux différentes fonctions composant le critère.
L’étape Â est une étape de seuillage doux des coefficients de trame. L’étape Ã se calcule
par la formulation (7.19). Les deux façons de procéder au calcul de l’opérateur proxi-
mal associé à la variation totale sont (i) l’utilisation de l’approche itérative proposée dans
[Chambolle, 2004] et (ii) la décomposition du terme de variation totale en une somme
de fonctions dont on sait calculer l’opérateur proximal. On se reportera à la section 4.3.3
(chapitre 4) pour plus de détails sur cette dernière façon de procéder. Il en résulte que
tv peut être décomposée en une somme de 4 fonctions quand des filtres de Roberts sont
considérés. Dans la suite nous adopterons cette deuxième solution et la fonction tv sera
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écrite comme une somme de 4 fonctions (tvp1,p2)0≤p1<2,0≤p2<2 comme suggéré dans le
chapitre 4.
La dernière difficulté réside en l’étape À qui consiste à calculer l’opérateur proximal
de Ψt(AF ∗t ·). On se réfèrera au paragraphe 4.3.2 (chapitre 4) pour mieux comprendre
la limitation de ce calcul dans le cas où A désigne l’opérateur associé à une convolu-
tion. On y trouve également une technique de décomposition de Ψt(A·) qui permet de se
ramener à une somme de fonctions plus simples dont les opérateurs proximaux prennent
une forme explicite. Nous adaptons à présent cette technique de décomposition lorsque
que A désigne la matrice système en TEP.
Nous supposons que pour tout r ∈ {1, . . . , R}, Ir est une partition de {1, . . . ,M}
en ensembles non vides et nous désignons par A(r) = (Aj,i)j∈Ir,1≤i≤N la matrice consti-
tuée de lignes de A sans recouvrement et donc orthogonales entre elles. Contrairement
au cadre de la déconvolution, il est difficile de représenter la matrice système en TEP.
En pratique, ces sous-ensembles désignent les lignes de la matrice système associées aux
bins des TOR parallèles n’ayant pas de pixels communs.
De plus, pour tout t ∈ {1, . . . , T}, nous pouvons écrire chaque Ψt comme une somme
de R fonctions notées Ψ(r)t : RCard{Ir} → ]−∞,+∞], qui, pour tout r ∈ {1, . . . , R}, sont
telles que
Ψ
(r)
t =
∑
j∈Ir
Ψj,t
et qui opèrent sur les bins de sinogrammes appartenant à Ir. Il en résulte que
Ψt ◦ A =
R∑
r=1
Ψ
(r)
t ◦ A(r).
Cette décomposition permet d’avoir une forme explicite pour le calcul de l’opérateur
proximal associé à Ψ(r)t ◦ A(r).
La méthode qui découle de l’ensemble des remarques précédentes est résumée par
l’algorithme 18. La convergence de la suite (xℓ)ℓ∈N vers un minimiseur de (7.20) est
assurée par la coercivité de f1 et par le fait que( T⋂
t=1
( ∩Rr=1 (A(r))−1(ri domΨ(r))))⋂ riC∗ 6= ∅.
Cette dernière condition est vérifiée car ]0,+∞[Card{Ir}⊂ domΨ(r), C∗ = [0, Vmax]N et
puisque pour tout r ∈ {1, . . . , R}, A(r) est supposée positive, à valeurs réelles et com-
posée de lignes étant toutes non nulles.
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Initialisation
On choisit γ = 10 et λ = 1.
On pose ω1 = . . . = ωR = 14R , ωR+1 = . . . = ωR+4 =
1
16
et ωR+5 = ωR+6 = 14 .
Soit ℓ = 0 et, pour tout q ∈ {1, . . . , R+ 6}, uq,0 = F z.
Soit x0 =
∑R+6
q=1 ωquq,0.
Itérations
À Pour t = 1, . . . , T
Pour r = 1, . . . , R pr,t,ℓ = prox γ
ωq
Ψ
(r)
t ◦A(r)◦F ∗t
(
u1,ℓ
)
pR+1,t,ℓ = prox γ
ωR+1
tv0,0(F ∗t ·)uR+1,ℓ
pR+2,t,ℓ = prox γ
ωR+2
tv0,1(F ∗t ·)uR+2,ℓ
pR+3,t,ℓ = prox γ
ωR+3
tv1,0(F ∗t ·)uR+3,ℓ
pR+4,t,ℓ = prox γ
ωR+4
tv1,1(F ∗t ·)uR+4,ℓ
pR+5,ℓ = prox γ
ωR+5
‖·‖1uR+5,ℓ
pR+6,ℓ = PC
(
uR+6,ℓ
)
Á pℓ =
∑R+6
q=1 ωqpq,ℓ
Â Pour q = 1, . . . , R+ 6
⌊ uq,ℓ+1 = uq,ℓ + λ (2 pℓ − xℓ − pq,ℓ)
Ã xℓ+1 = xℓ + λ (pℓ − xℓ)
Ä Incrémenter ℓ et aller en À.
Algorithme 18: PPXA pour minimiser critère 7.20.
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7.4.2 Matériel et résultats expérimentaux sur données simulées
La méthode est évaluée sur des données simulées spatio-temporelle (2D+t), basées sur
le fantôme cérébral de Zubal incluant une artère additionnelle. Nous utilisons un modèle
compartimental avec k4 = 0 pour simuler un examen cérébral [18F]-FDG composé de
T = 16 trames temporelles qui ont des durées variant de 30 secondes pour les premières
trames temporelles à 3 minutes pour les dernières. De plus, de faibles variations de Ki ont
été créées dans le cortex et le putamen. Les valeurs des Ki ont été fixées en s’inspirant
des valeurs obtenues sur des données réelles dans [Piert et al., 1996]. Sur la figure 7.10,
nous avons présenté les trames-temporelles t = 4, t = 8 et t = 14 du fantôme généré.
Trame temporelle n˚ 4 Trame temporelle n˚ 8 Trame temporelle n˚ 14
FIGURE 7.10 – Activité dans les tissus pour les trames temporelles t = 4, t = 8 et t = 14
en Bq/cc.
Les variations d’intensité dans le cortex et le putamen sont visibles sur les trames
temporelles 8 et 14. Deux sinogrammes (2D+t) de taille 288 (radial) × 144 (angles)
avec un échantillonnage radial de 2.247 mm ont été simulés par projection analytique
en présence de bruit de Poisson. Les coincidences atténuées, fortuites et diffusées ne sont
pas simulées. Le premier sinogramme (sinogramme 1) créé est assez peu bruité et le nom-
bre d’évènements varie entre 449 pour les premières trames temporelles à 3432199 pour
les dernières ; il est présenté sur la figure 7.11. Le second sinogramme (sinogramme 2),
présenté figure 7.12, est formé de 36 coïncidences pour la première trame temporelle et
de 343589 pour la dernière.
L’algorithme PPXA est implanté en parallèle avec la librairie OpenMP 2 sur une ar-
chitecture 8 coeurs et nous effectuons 400 itérations de 10 s chacune. La matrice système
est décomposée en R = 432 sous-ensembles. La contrainte sur la dynamique des données
est C∗ = [0, 105]NT (en Bq/cc). Nous avons choisi une base orthonormale d’ondelettes
correspondant à des filtres de symmlets de longueur 6 et des ondelettes de Daubechies sur
2. http ://openmp.org/wp/
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Trame temporelle n˚ 4 Trame temporelle n˚ 8 Trame temporelle n˚ 14
FIGURE 7.11 – sinogramme 1 : sinogramme (2D+t) généré pour les trames temporelles
t = 4, t = 8 et t = 14 où l’échelle représente le nombre de coïncidences.
Trame temporelle n˚ 4 Trame temporelle n˚ 8 Trame temporelle n˚ 14
FIGURE 7.12 – sinogramme 2 : sinogramme (2D+t) généré pour les trames temporelles
t = 4, t = 8 et t = 14 où l’échelle représente le nombre de coïncidences.
intervalle de longueur 6 en temporel. L’influence du nombre de niveaux de décomposition
spatiale et temporelle est présenté sur les figures 7.13 et 7.15. Sur ces figures sont tracées
les EQM et SSIM évaluées entre l’activité originale et l’activité reconstruite pour chacune
des trames temporelles. Les figures 7.14 et 7.16 présentent l’activité reconstruite pour dif-
férentes valeurs du paramètre ϑ (lié à la variation totale). Il apparaît que la variation totale
permet de lisser certains des artefacts. Il ressort de nos tests que le choix ϑ = 10−5 ainsi
que le choix d’une décomposition sur 2 niveaux en temporel et 3 niveaux spatialement
permettent d’obtenir un bon compromis aussi bien en termes d’EQM que de SSIM sur les
données reconstruites.
Nous comparons les images reconstruites par notre méthode (PPXA), par EM-ML
après 250 itérations, par EM-ML lissé (« SIEVES »). Dans cette dernière, le nombre
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d’itérations de EM-ML est fixé à 250 et un noyau de largeur à mi-hauteur est fixé de deux
façons différentes. Dans le premier cas, nous cherchons la largeur à mi-hauteur permettant
de minimiser l’EQM entre l’image reconstruite et l’image considérée comme référence ; il
en résulte une largeur à mi-hauteur de 10 mm× 10 mm. Nous nommerons cette première
approche « SIEVES 1 ». La largeur à mi-hauteur dans la seconde méthode (« SIEVES 2 »)
est fixé à 12mm× 12mm et permet d’obtenir un niveau de régularité de l’image identique
à notre approche. Deux résultats obtenus avec notre approche sont présentés. Le premier
(PPXA 1) estime les paramètres (χk)1≤k≤K par maximum de vraisemblance à partir des
données originales, alors que la seconde (PPXA 2) estime ces mêmes paramètres à partir
de l’image EM-ML obtenue après 20 itérations. Cette deuxième approche permet de se
dispenser d’utiliser l’information contenue dans l’image originale, inconnue en réalité.
Ce choix de 20 itérations a été effectué après une série de tests que nous avons mené. Les
figures 7.17, 7.18 et 7.24 présentent les trames t = 4, t = 8 et t = 14 provenant des im-
ages reconstruites par les différentes approches, et ceci à partir du sinogramme 2 (le plus
bruité) qui correspond au cas de figure le plus réaliste. Pour les premières trames tem-
porelles, lorsque le bruit est particulièrement élevé, l’algorithme PPXA reconstruit mieux
l’activité du cerveau même si des artefacts peuvent être observés (par exemple au niveau
du thalamus sur la figure 7.16). Pour confirmer ces résultats, le tableau 7.2 présente les
valeurs d’EQM pour différentes zones de l’image, à savoir : le cortex, le putamen, l’artère
et la matière blanche ; nous pouvons remarquer que notre approche permet d’obtenir la
plus petite EQM dans la plupart des zones d’intérêt considérées.
Les courbes d’activités temporelles (CAT) sont présentées sur les figures 7.20, 7.21,
7.22 et 7.23 pour quatres pixels voisins et pour différentes zones d’intérêt, à savoir le cor-
tex, dans les noyaux gris centraux, dans l’artère additionnelle et dans les artères.
En utilisant le logiciel commercial Pmod 3, nous calculons les images paramétriques à
partir des images reconstruites par PPXA, EM-ML et SIEVES. Les résultats sont présen-
tés sur la figure 7.24.
3. http ://www.pmod.com/
7.4 PPXA et régularisation hybride 239
2 4 6 8 10 12 14 16
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
2 4 6 8 10 12 14 16
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
(a) (b)
2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
16
x 105
2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
14
16
x 105
 
 
ϑ=5.10−5 et L=2
ϑ=1.10−5 et L=2
ϑ=1.10−6 et L=2
ϑ=5.10−5 et L=3
ϑ=1.10−5 et L=3
ϑ=1.10−6 et L=3
ϑ=5.10−5 et L=4
ϑ=1.10−5 et L=4
ϑ=1.10−6 et L=4
(c) (d)
FIGURE 7.13 – Valeurs de SSIM et EQM pour les T = 16 trames temporelles pour
différentes valeurs de l (nombre de niveaux de décomposition temporels), de L (nombre
de niveaux de décomposition spatial) et de ϑ (influence du terme de variation totale) pour
des données reconstruites à partir du sinogramme 1. (a) valeurs de SSIM pour l = 1, (b)
valeurs de SSIM pour l = 2, (c) valeurs de SNR pour l = 1 et (d) valeurs de SNR pour
l = 2.
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Trame temporelle n˚4 Trame temporelle n˚8 Trame temporelle n˚14
FIGURE 7.14 – Comparaison des activités reconstruites (en Bq/cc) à partir du sinogramme
1 pour les trames temporelles 4, 8, et 14 en fonction du paramètre de régularisation ϑ. La
première ligne correspond à l’activité de référence pour chacune de trames considérées,
la seconde ligne présente l’activité reconstruite pour ϑ = 10−5, la troisième ligne celle
pour ϑ = 10−4 et la dernière considère le cas où ϑ = 5× 10−4.
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ϑ=10−5 et L=2
ϑ=5.10−5 et L=2
ϑ=10−6 et L=3
ϑ=10−5 et L=3
ϑ=5.10−5 et L=3
ϑ=10−6 et L=4
ϑ=10−5 et L=4
ϑ=5.10−5 et L=4
(c) (d)
FIGURE 7.15 – Valeurs de SSIM et EQM pour les différentes trames temporelles pour
différentes valeurs de l (nombre de niveaux de décomposition temporels), de L (nombre
de niveaux de décomposition spatial) et de ϑ (influence du terme de variation totale) pour
des données reconstruites à partir du sinogramme 2. (a) valeurs de SSIM pour l = 1, (b)
valeurs de SSIM pour l = 2, (c) valeurs de SNR pour l = 1 et (d) valeurs de SNR pour
l = 2.
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Trame temporelle n˚4 Trame temporelle n˚8 Trame temporelle n˚14
FIGURE 7.16 – Comparaison des activités reconstruites (en Bq/cc) à partir du sinogramme
2 pour les trames temporelles 4, 8, et 14 en fonction du paramètre de régularisation ϑ. La
première ligne correspond à l’activité de référence pour chacune de trames considérées,
la seconde ligne présente l’activité reconstruite pour ϑ = 10−5, la troisième ligne celle
pour ϑ = 10−4 et la dernière considère le cas où ϑ = 5× 10−4
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Activité originale Activité reconstruite par EM-ML
Activité reconstruite avec SIEVES 1 Activité reconstruite avec SIEVES 2
Activité reconstruite avec PPXA 1 Activité reconstruite avec PPXA 2
FIGURE 7.17 – Comparaison des activités reconstruites (en Bq/cc) par différentes ap-
proches pour la trame temporelle t = 4.
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Activité originale Activité reconstruite par EM-ML
Activité reconstruite avec SIEVES 1 Activité reconstruite avec SIEVES 2
Activité reconstruite avec PPXA 1 Activité reconstruite avec PPXA 2
FIGURE 7.18 – Comparaison des activités reconstruites (en Bq/cc) par différentes ap-
proches pour la trame temporelle t = 8.
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Activité originale Activité reconstruite par EM-ML
Activité reconstruite avec SIEVES 1 Activité reconstruite avec SIEVES 2
Activité reconstruite avec PPXA 1 Activité reconstruite avec PPXA 2
FIGURE 7.19 – Comparaison des activités reconstruites (en Bq/cc) par différentes ap-
proches pour la trame temporelle t = 14.
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Cortex
EM-ML SIEVES 1 SIEVES 2 PPXA 1 PPXA 2
t = 4 6.48× 107 2.08× 106 1.55× 106 4.92× 105 5.03× 105
t = 8 8.38× 107 3.23× 106 3.26× 106 2.13× 106 2.42× 106
t = 14 1.69× 108 1.02× 107 1.07× 107 8.44× 106 8.99× 106
Thalamus
EM-ML SIEVES 1 SIEVES 2 PPXA 1 PPXA 2
t = 4 8.89× 107 2.60× 106 1.88× 106 5.51× 105 5.27× 105
t = 8 9.54× 107 3.51× 106 3.38× 106 2.25× 106 2.63× 106
t = 14 2.47× 108 8.88× 106 8.64× 106 7.73× 106 8.17× 106
Artère
EM-ML SIEVES 1 SIEVES 2 PPXA 1 PPXA 2
t = 4 5.62× 108 1.43× 107 1.41× 107 1.47× 107 1.48× 107
t = 8 3.85× 107 4.83× 105 3.25× 105 3.96× 105 4.00× 105
t = 14 5.91× 107 2.54× 106 2.53× 106 2.46× 106 2.58× 106
Matière blanche
EM-ML SIEVES 1 SIEVES 2 PPXA 1 PPXA 2
t = 4 5.38× 107 1.51× 106 1.08× 106 3.01× 105 3.14× 105
t = 8 3.93× 107 1.95× 106 1.89× 106 1.92× 106 1.90× 106
t = 14 6.26× 107 6.03× 106 6.35× 106 6.81× 106 6.98× 106
TABLE 7.2 – EQM pour différentes régions d’intérêt.
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FIGURE 7.20 – CAT extraites dans le cortex pour 4 pixels voisins. Activité originale (ligne
noire), activité reconstruite par SIEVES 1 (ligne bleue continue), activité reconstruite
par SIEVES 2 (ligne bleue discontinue), activité reconstruite par PPXA 1 (ligne rouge
continue) et activité reconstruite par PPXA 2 (ligne rouge discontinue).
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FIGURE 7.21 – CAT dans les noyaux gris centraux pour 4 pixels voisins. Activité originale
(ligne noire), activité reconstruite par SIEVES 1 (ligne bleue continue), activité reconstru-
ite par SIEVES 2 (ligne bleue discontinue), activité reconstruite par PPXA 1 (ligne rouge
continue) et activité reconstruite par PPXA 2 (ligne rouge discontinue)
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FIGURE 7.22 – CAT dans l’artère ajoutée pour 4 pixels voisins. Activité originale (ligne
noire), activité reconstruite par SIEVES 1 (ligne bleue continue), activité reconstruite
par SIEVES 2 (ligne bleue discontinue), activité reconstruite par PPXA 1 (ligne rouge
continue) et activité reconstruite par PPXA 2 (ligne rouge discontinue)
250 Algorithmes proximaux pour la reconstruction de données dynamiques en TEP
0 5 10 15 20 25 30 35 40 45 50
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Ac
tiv
ite
 [B
q/c
c]
Temps [min]
0 5 10 15 20 25 30 35 40 45 50
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Ac
tiv
ite
 [B
q/c
c]
Temps [min]
0 5 10 15 20 25 30 35 40 45 50
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Ac
tiv
ite
 [B
q/c
c]
Temps [min]
0 5 10 15 20 25 30 35 40 45 50
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Ac
tiv
ite
 [B
q/c
c]
Temps [min]
FIGURE 7.23 – CAT dans la matière blanche pour 4 pixels voisins. Activité originale
(ligne noire), activité reconstruite par SIEVES 1 (ligne bleue continue), activité recon-
struite par SIEVES 2 (ligne bleue discontinue), activité reconstruite par PPXA 1 (ligne
rouge continue) et activité reconstruite par PPXA 2 (ligne rouge discontinue)
7.4 PPXA et régularisation hybride 251
rCMRglu original rCMRglu avec EM-ML
rCMRglu avec SIEVES 1 rCMRglu avec SIEVES 2
rCMRglu avec PPXA 1 rCMRglu avec PPXA 2
FIGURE 7.24 – Cartes paramétriques du taux de métabolisme cérébral régional du glucose
(en µmol/min/100g).
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7.4.3 Résultat expérimentaux sur données réelles
Nous avons également évalué notre méthode sur des données réelles. Pour cela nous
avons traité des données provenant d’un examen [18F]-FDG, où une activité de 284 MBq
a été injectée à un babouin de 4.5 kg. L’injection s’est produite sous caméra ce qui signifie
que le temps t = 0 de l’injection correspond au début de l’acquisition. Une acquisition
en mode (2D+t), avec les septa 4 sortis, a été réalisée. Les coïncidences vraies et retardées
ont été acquises séparément. Nous avons acquis 128 trames d’une durée variant de 10
secondes à 30 secondes. La durée totale de l’examen est de 54 minutes. La transmission
a été réalisée avant injection par une source rotative de germanium 57 ; cette procédure
permettra de corriger les effets d’atténuation durant la reconstruction. Des prélèvements
artériels ont été réalisés afin de connaître la fonction d’entrée et ainsi être capable de
mesurer le taux de métabolisme cérébral régional du glucose (rCMRglu).
Nous avons procédé à la reconstruction de ces données réelles par rétroprojection
filtrée (logiciel du constructeur à savoir SIEMENS), par la méthode SIEVES et par notre
approche (PPXA). Pour chacune d’entre elles, les effets d’atténuations, de normalisation
et les coïncidences fortuites sont pris en compte lors de la reconstruction. Cependant,
nous ne tenons pas compte des coïncidences diffusées (nous justifions ce choix par le fait
qu’il s’agit d’une acquisition 2D+t). La matrice système utilisée dans les reconstructions
SIEVES et PPXA modélise uniquement les effets géométriques 5. Nous présentons sur la
figure 7.25 les images obtenues par les différentes méthodes aux instants t = 4, t = 8 et
t = 14.
7.4.4 Conclusion
Dans ce chapitre nous avons utilisé successivement les algorithmes imbriqués et PPXA
pour résoudre le problème de reconstruction d’images TEP dynamiques. Pour des raisons
de temps de calculs nous avons préféré PPXA aux algorithmes imbriqués. Par ailleurs,
PPXA nous a permis de minimiser efficacement un critère complexe composé de la di-
vergence de Kullback-Leibler, de la variation totale, d’un terme favorisant la parcimonie
et d’une contrainte sur la dynamique. Ainsi nous avons pu valider notre approche par rap-
port aux méthodes classiquement utilisées en TEP. Les résultats sur les données simulées
sont très encourageants. Un objectif à court terme est d’observer le comportement des dif-
férents algorithmes pour un découpage temporel plus fin (32 ou 64 trames temporelles).
L’implantation de PPXA pour restaurer des données réelles et sa comparaison aux méth-
odes de référence, en particulier la méthode du constructeur, démontre que notre approche
est quantitativement correcte pour des données réelles.
4. Les septa permettent d’éliminer les photons faisant un angle avec le plan de coupe.
5. Nous ne considèrons pas les effets dégradants liés à résolution des détecteurs.
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Trame temporelle n˚4 Trame temporelle n˚8 Trame temporelle n˚14
FIGURE 7.25 – Comparaison des activités reconstruites (en Bq/cc) pour la coupe 24 de
l’acquisition de données sur babouin. 1ère ligne : SIEMENS, 2ème ligne : SIEVES, 3ème
ligne : PPXA.
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CHAPITRE 8
Conclusion et perspectives
8.1 Bilan
Cette thèse a conduit au développement de nouvelles méthodes pour la résolution de
problèmes inverses de grandes tailles. Ces méthodes offrent une grande flexibilité dans
le choix du critère à minimiser, ce qui est un avantage par rapport à certaines méthodes
actuellement employées. Par ailleurs, elles apportent des garanties de convergence.
Au début de cette thèse, l’algorithme proximal explicite-implicite et ses déclinaisons
[Daubechies et al., 2004; Bect et al., 2004; Combettes, Wajs, 2005; Weiss et al., 2009]
commencaient à être populaires au sein de la communauté du traitement d’image pour
résoudre des problèmes de déconvolution en présence de bruit gaussien ou des problèmes
d’échantillonnage comprimé. En effet, cet algorithme permet de gérer efficacement un
critère composé d’un terme quadratique (plus généralement une fonction de gradient Lips-
chitz) et d’une fonction pouvant être non différentiable (comme une norme ℓ1, souvent ap-
pliquée à des coefficients de trame afin d’en favoriser la parcimonie). Un autre algorithme
proximal connu sous le nom d’algorithme de Douglas-Rachford a également été présenté
dans [Combettes, Pesquet, 2007a] pour relâcher la contrainte de Lipschitz différentiabilité
et ainsi traiter des problèmes inverses comme le débruitage en présence de bruit de Pois-
son. Cet algorithme a montré son efficacité pour le débruitage des courbes d’activités tem-
porelles en TEP [Sureau et al., 2008]. Contrairement à l’algorithme explicite-implicite,
l’algorithme de Douglas-Rachford ne permet pas de gérer aussi facilement des opérateurs
linéaires tels qu’un opérateur de convolution ou de projection, ce qui est problématique si
l’on veut résoudre efficacement un problème de reconstruction en TEP.
Notre première contribution a donc été de résoudre ce problème en combinant une
classe d’algorithmes imbriqués et une extension quadratique permettant de gérer des fonc-
tions deux fois différentiables sur leur domaine, mais pouvant ne pas être de gradient Lip-
schitz, telle que l’antilog-vraisemblance poissonienne. Pour mener à bien ce travail, nous
avons développé une classe d’algorithmes proximaux imbriqués basés sur les algorithmes
explicite-implicite, de Douglas-Rachford et de type Dykstra. Les preuves de convergence
de cette classe d’algorithmes ont été données. Pour étendre le champ d’application de ces
méthodes à des fonctions convexes n’ayant pas de gradient Lipschitz (et ainsi résoudre
le problème de restauration/reconstruction en présence de bruit de Poisson), nous avons
proposé une approximation inférieure du critère basée sur l’utilisation d’une extension
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quadratique. Cette dernière fait intervenir un paramètre θ qui permet d’ajuster la proximité
entre l’approximation inférieure et la fonction de départ. Cependant, il faut remarquer que
plus ce paramètre est grand, meilleure est l’approximation, au prix d’une diminution de
la vitesse de convergence. Nous avons montré, sous certaines hypothèses techniques pré-
cisées dans la proposition 3.42, qu’il existe une valeur de θ au delà de laquelle la solution
du critère approximé est la même que la solution du critère originel. Le bon comportement
de cette approximation comparée aux approches constituant l’état de l’art a également été
démontré. L’essentiel des résultats de ce chapitre sont présentés dans [Chaux et al., 2009].
La méthode précédemment proposée souffre de temps de calculs relativement longs,
dûs aux sous-itérations, et ce malgré le soin apporté à l’initialisation qui vise à réduire
leur nombre. Pour une application à la reconstruction de données TEP dynamique, où les
volumes de données sont plus importants que pour des problèmes usuels de déconvolu-
tion d’images, cette méthode ne répond pas à l’un des trois objectifs (fiabilité, efficac-
ité et rapidité) que nous nous étions fixés, à savoir la rapidité. Nous avons alors orienté
notre travail vers l’utilisation de l’algorithme proximal parallèle [Combettes, Pesquet,
2008] permettant de minimiser une somme finie de fonctions. Cette méthode possède
comme principal avantage d’avoir une structure hautement parallélisable mais elle souf-
fre, de la même manière que l’algorithme de Douglas-Rachford (dont elle constitue une
extension dans un espace produit), de la difficulté que pose le calcul de l’opérateur prox-
imal d’une fonction composée avec un opérateur linéaire. Nous avons proposé dans le
chapitre 4 une décomposition permettant de résoudre ce problème lorsque l’opérateur
linéaire est un opérateur de convolution ou un opérateur de convolution décimée (inter-
venant en super-résolution). Il faut remarquer que ce type d’approche par décomposition
permet de résoudre des problèmes différents de ceux résolus avec ADMM (Alternative
Direction Method of Multipliers) qui requiert une inversion matricielle lourde à réaliser,
notamment dans des approches de type super-résolution ou en TEP. De façon à améliorer
la qualité des images restaurées/reconstruites en présence d’un bruit non nécessairement
additif gaussien, nous avons inclus une régularisation hybride (tv+ℓ1) dans notre critère .
Ce type de régularisation auparavant utilisée en présence de bruit additif gaussien devient
d’un intérêt accru pour d’autres types de perturbations.
L’utilisation de trames pour la résolution de problèmes inverses soulève le problème
du choix entre formulation à l’analyse et formulation à la synthèse. En effet, l’emploi de
trames se traduit par la présence de l’opérateur d’analyse de trame ou de l’opérateur de
synthèse de trame dans le critère à minimiser. Une première étude théorique a été menée
dans [Elad et al., 2007]. Nous avons étendu ces résultats dans le chapitre 5 en explorant
les liens entre formulation à l’analyse et formulation à la synthèse.
Ce chapitre présente également plusieurs techniques qui permettent de gérer efficace-
ment des problèmes pouvant être rencontrés lors de l’utilisation des algorithmes proxi-
maux. Tout d’abord, une alternative au calcul de l’opérateur proximal d’une fonction
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composée avec un opérateur linéaire a été présentée. Cette dernière se base sur la du-
alité de Moreau-Fenchel-Rockafellar [Combettes et al., 2009]. Nous avons aussi décrit
un algorithme itératif permettant de calculer la valeur de la norme d’un opérateur linéaire
quand celle-ci n’est pas explicite. Enfin, nous avons proposé d’étendre l’utilisation de cer-
tains algorithmes proximaux à une classe de trames non-ajustées. Actuellement, la gestion
de telles trames pose problèmes avec des algorithmes tels que l’algorithme de Douglas-
Rachford ou l’algorithme proximal parallèle.
La régularisation hybride tv+ℓ1 proposée dans le chapitre 4, nous a conduit à un autre
type de régularisation qui nous semblait mieux adapté, à savoir une régularisation tv ap-
pliquée sur la partie géométrique de l’image et une régularisation favorisant la parcimonie
des coefficients de trame sur la composante texturée de l’image. Ce type d’approche né-
cessite une formulation multicomposante. Nous avons donc proposé dans le chapitre 6
une extension des algorithmes proximaux et de leurs propriétés de convergence à ce cadre
d’étude. Nous avons également fourni des formes explicites d’opérateurs proximaux mul-
ticomposantes et avons illustré notre propos par diverses applications à des problèmes
inverses de grande taille entrant dans ce cadre d’étude.
Notre dernière contribution est l’adaptation des méthodes proposées dans le cadre de
la déconvolution en présence de bruit de Poisson au cas de la reconstruction de données
dynamiques TEP, qui constituait l’objectif applicatif principal de la thèse. Ce travail s’in-
scrit dans la suite des travaux de [Sureau et al., 2008] et permet de gérer simultanément
débruitage et rétroprojection à l’aide des algorithmes proximaux. Dans le chapitre 7, nous
avons donc successivement présenté les résultats obtenus avec les algorithmes imbriqués
et PPXA. Nous avons pu en particulier observer l’intérêt d’utiliser une régularisation
spatio-temporelle basée sur les ondelettes et d’ajouter un terme de variation totale per-
mettant aux médecins d’obtenir des résultats plus ou moins lissés.
8.2 Quelques perspectives
Dans l’état actuel de son développement, ce travail ouvre un certain nombre de per-
spectives tant théoriques qu’applicatives.
• Optimisation du paramètre θ de l’extension quadratique
Dans le chapitre 3, nous avons vu que le choix du paramètre θ lié à l’extension quadratique
permettait d’assurer un compromis entre précision de l’approximation et vitesse de con-
vergence. Dans notre approche, nous choisissons un paramètre θ ne variant pas au cours
des itérations mais une perspective intéressante serait d’adapter à chaque itération n ∈ N
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la valeur de ce paramètre, noté alors θn, de façon à optimiser le taux de convergence de
l’algorithme, par exemple en choisissant un θ grossier pour les premières itérations et
en affinant ce choix petit à petit. Un choix automatique pourrait également être envisagé
en s’inspirant des méthodes d’adaptation de pas de Barzilai-Borwein [Barzilai, Borwein,
1988].
• Version accélérée de PPXA
Les chapitres 4 et 7 montrent l’intérêt d’utiliser l’algorithme proximal parallèle pour ré-
soudre des problèmes inverses comme la restauration ou la reconstruction. Cependant,
pour utiliser l’algorithme PPXA en routine clinique en TEP il faudrait être capable d’ac-
célerer cet algorithme. En effet, rappelons que l’EM a été implanté en routine clinique
lorsque des versions accélérées du type OSEM ou RAMLA ont été proposées. L’accéléra-
tion de PPXA peut passer par l’optimisation de paramètres tels que celui de relaxation,
mais on pourrait également envisager un raisonnement similaire à RAMLA en consid-
érant à chaque itération des sous-ensembles de pixels ou encore exploiter les liens exis-
tants avec les méthodes de minimisation alternée (Gauss-Seidel).
• Choix du terme de régularisation
L’utilisation d’une régularisation hybride a permis d’améliorer la qualité de reconstruc-
tion dans les chapitres 4, 6 et 7. Il serait donc d’un intérêt certain de réfléchir à des
régularisations multiples encore mieux adaptées. Si l’on se réfère à l’équation (5.12) où
x ∈ RK représente les coefficients de trame tels que, pour tout (y, x⊥) ∈ RN × kerF⊤,
x = Fy + x⊥, on pourrait par exemple envisager une régularisation différente sur Fy et
x⊥.
Toujours dans l’optique d’obtenir une régularisation plus pertinente, il faut remarquer
que les méthodes proximales requièrent la plupart du temps des trames ajustées. Nous
avons proposés dans le chapitre 5 un cadre d’étude permettant d’étendre leur application
à des trames pouvant être non ajustées. En élargissant les hypothèses formulée dans la
section 5.4.1, d’autres trames pourraient être envisagées.
• Application à l’imagerie radar à synthèse d’ouverture (SAR)
En imagerie SAR, une des problématiques est d’augmenter la résolution en éliminant si-
multanément le bruit de Speckle, de type multiplicatif. Les travaux existants visent pour
l’essentiel à effectuer l’opération de débruitage seule. L’idée serait donc d’explorer les
approches variationnelles développées dans le cas du débruitage et de les adapter au cas
où il s’agit d’accroître la résolution et de débruiter l’image conjointement. Pour résoudre
le seul problème de débruitage de manière efficace par des approches variationnelles,
le terme d’attache aux données peut être choisi de diverses façons. La première con-
siste à considérer le logarithme des données qui permet de se rapprocher d’un bruit blanc
gaussien [Durand et al., 2010] et ainsi de se ramener à un terme d’attache aux données
quadratique ; cette approche possède l’inconvénient d’introduire un biais dans l’image
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reconstruite. Une seconde méthode a été suggérée dans [Combettes, Pesquet, 2007a] en
utilisant un modèle de bruit simplifié. En restant dans un cadre convexe ou en faisant une
incursion en territoire non convexe [Aubert, Aujol, 2008], il serait certainement envisage-
able de proposer d’autres approximations plus performantes.
• Applications multicomposantes
Le chapitre sur l’extension des algorithmes proximaux aux problèmes multicomposantes
permet d’envisager de nombreuses applications telles que l’extraction de différentes tex-
tures. Remarquons que le préalable à ce travail est de bien définir ce qui est sous-entendu
par la notion de texture et la variété que peut recouvrir une telle notion. On peut ainsi en-
visager des régularisations permettant de modéliser différents types de textures. Enfin, on
peut songer à des extensions pour la résolution de problèmes inverses en imagerie couleur.
• Validation de PPXA Hybride pour des données dynamiques TEP
De façon à pouvoir exploiter un algorithme tel que PPXA pour la résolution de problèmes
de reconstruction dynamique TEP en routine clinique, il serait souhaitable :
– d’accélérer les temps de calcul en s’inspirant, comme évoqué précédemment, de
RAMLA et/ou en effectuant une implantation à l’aide de GPU,
– de valider la procédure de reconstruction auprès de médecins.
Cela nécessite encore un certain travail de mise en œuvre et de validation mais les résultats
déjà obtenus nous encouragent à réaliser cet investissement.
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