Since its 1947 founding, ETS has conducted and disseminated scientific research to support its products and services, and to advance the measurement and education fields. In keeping with these goals, ETS is committed to making its research freely available to the professional community and to the general public. Published accounts of ETS research, including papers in the ETS Research Report series, undergo a formal peer-review process by ETS staff to ensure that they meet established scientific and professional standards. All such ETS-conducted peer reviews are in addition to any reviews that outside organizations may provide as part of their own publication processes. Peer review notwithstanding, the positions expressed in the ETS Research Report series and other published accounts of ETS research are those of the authors and not necessarily those of the Officers and Trustees of Educational Testing Service.
Background
By 2013, all states had adopted either the CCSS or state-specific college-and career-ready standards, with more than 40 states choosing to adopt the CCSS (Achieve, 2013) . The federal government funded several consortia to design and develop assessments aligned to the CCSS. Two consortia, the Partnership for the Readiness of College and Careers (PARCC) and the Smarter Balanced Assessment Consortium (Smarter Balanced), developed assessments aligned with the CCSS in mathematics and ELA and literacy to administer to all students except those with the most significant cognitive disabilities. Those assessments were first administered operationally during the 2014-2015 school year. Previously, states developed their own summative assessments, which were aligned to their own state standards. In the years between June 2010, when the CCSS were finalized, and 2014-2015, when the first PARCC and Smarter Balanced assessments were administered, some states, including New Jersey, were transitioning their state assessment to partially align with the CCSS (New Jersey Department of Education, n.d.) .
Both the PARCC and Smarter Balanced assessments were designed following criteria for high-quality assessments (Council of Chief State School Officers [CCSSO], 2014) . This criteria included the aim of "providing timely data that inform instruction" (CCSSO, 2014, p. 14) and assessing higher order thinking aligned with college-and career-ready standards (CCSSO, 2014, Sections B.4 and C.4 ). An independent evaluation by Herman and Linn (2013) of the assessments from PARCC and Smarter Balanced found that the development plans and assessment claims would likely support assessments of deeper learning (their definition was grounded in Norman Webb's depth of knowledge classification scheme; Webb, Alt, Ely, Cormier, & Vesperman, 2005) .
Despite the intended benefits of the CCSS-aligned assessments, after pilot testing in the 2013-2014 school year, some educators and the public raised specific concerns about the tests. For example, Kaufman et al. (2015) surveyed individuals from the American Teacher and American School Leader Panels in February 2015. Teachers' main concern about the tests that were about to be administered to their students was that they were going to be too difficult. This is in contrast to a report by McClellan, Joe, and Bassett (2015) , commissioned by the National Network of State Teachers of the Year. They reported perspectives that a multistate sample of State Teachers of the Year had regarding the CCSS-aligned assessment administered in their state and the previous state summative assessment. Overall, the teachers reported positive opinions about content and construct validity as well as depth of knowledge. One of the state assessments was the New Jersey Assessment of Skills and Knowledge (NJ ASK), New Jersey's state summative assessment prior to PARCC. Teachers in the sample also responded positively to NJ ASK.
Prior to the CCSS, several survey studies had been conducted on teachers' attitudes and responses to assessments. Work by Hoover and Abrams (2013) and Vogler (2002) investigated how teachers' use of data from summative assessments used to make high-stakes decisions impacts their classroom instruction. A national study of teachers conducted by the National Board on Educational Testing and Public Policy examined how teachers' views on state-mandated testing programs varied depending on whether they taught in states with assessments used to make high-or low/moderate-stakes decisions (Abrams, Pedulla, & Madaus, 2003) . Firestone, Schorr, and Monfils (2004) conducted a 3-year study focusing on teachers' attitudes toward summative assessments and on understanding how teachers modified their instructional practices and test preparation in response to New Jersey's statewide assessment. Returning to the CCSS, Hamilton et al. (2016) and Kaufman et al. (2016) reported findings from a February 2015 survey of the American Teacher Panel and the American School Leader Panel. Their nationally representative teacher sample reported on their familiarity with the CCSS in mathematics and ELA and their professional development needs in specific areas. Furthermore, Edgerton and Desimone (2018) surveyed teachers in three states on the extent that CCSS-aligned content was covered in their classes. Although results from surveys on perceptions and behaviors related to the CCSS have been published, we are not aware of any studies that have collected direct evidence of changes in trends in teachers' instructional practices as they relate to CCSS-aligned assessments.
Method
Our current study was driven by three categories of research questions:
1 Did teachers' instructional practices related to teaching assessed material in mathematics and ELA change from immediately before to after administration of the new CCSS-aligned assessments? [Instructional practices] 2 What is the frequency and type of test preparation practices that teachers are engaged in? Did test preparation practices change immediately before and after administration of the CCSS-aligned assessments? [Test preparation practices] 3 How do teachers use score reports, and do they think that the test scores measure what they are intended to measure?
Did these behaviors and perceptions change from immediately before to after administration of the CCSS-aligned assessments? [Test score use/attitudes related to validity]
We collected data over multiple years (see Table 1 ), prior to the administration of CCSS-aligned assessments and after, to answer these research questions. We intended to administer one survey on all three topics; however, there was a large time gap between the test administration and when teachers were able to view individual student score reports. Consequently, we scheduled separate survey administrations with instructional and test preparation practices combined into one survey and test score use/attitudes related to validity combined into another survey. Herein, we refer to the instructional and test preparation practices survey as the instructional practices survey and the test score use/attitudes related to validity as the score use survey.
Survey Development and Administration
The surveys were developed for this study through collaboration with personnel in the NJDOE and researchers with expertise in validity theory, teaching, and survey development. Some items were modified from the teacher questionnaire used by Firestone et al. (2004) . The survey questions were piloted with a focus group of four teachers, two staff members in the assessment division of the NJDOE, one expert in assessment development and policy related to the CCSS, and two researchers with expertise in teaching. We revised the surveys based on the collective feedback prior to the Round 1 administration.
The instructional practices survey included items on instructional practices (36 items), test preparation practices (22 items), teacher sentiment (9 items), and background (9 items). The score use survey included the same background questions (9 items) as well as items on attitudes about the validity of overall math scores (8 items), math subscores (15 items), overall ELA scores (8 items), ELA subscores (11 items), test score use (36 items), and performance-level descriptors (1 item). Most of the items were Likert-type items in which teachers were asked to specify their level of agreement or frequency of behavior. Respondents were asked to explain or expand on select answers in several open-ended questions. Each survey took about 10 min to complete, based on the results from focus group participants. The surveys are available online, and the items appear in the results section.
For each administration, we sent e-mail invitations with unique online survey links to all New Jersey public elementary and middle school principals. Principals were asked to forward their unique survey links to teachers in their schools who taught mathematics and ELA in Grades 3-8. Principals received four contacts: an introductory e-mail and three reminder e-mails. For each survey administration, to encourage participation, we used a lottery incentive; upon completion of the survey, participants could choose to be entered into a lottery in which three people were randomly selected to win $200. We administered each round of the instructional practices survey immediately after the state testing window. We administered each round of the score use survey immediately after districts shared student test scores with teachers.
Sample
Our target population was all public school teachers in New Jersey who taught mathematics and/or ELA/reading to students in Grades 3-8 and had at least half of their students participate in the regular state assessment. Across the five data collections, respondents came from 282 schools, approximately 15% of eligible schools. Table 1 shows the number of teachers who responded to each survey as well as the number of schools represented.
We do not have a direct measure of the teacher response rate, because we could not observe which principals forwarded the e-mail to their teachers, nor did we have information on the total number of eligible teachers. Based on the unique survey links sent to principals, for our two baseline surveys, 6% of eligible New Jersey schools were represented by one or more teachers in the teacher practice survey, and 7% of eligible schools were represented by teachers' responses to the test score survey. This return is lower than an expected 10%-15% response rate from directly contacting teachers and not providing a tangible incentive. After each e-mail blast, approximately 90 principal e-mail addresses were returned as undeliverable, and we received another 10-20 automatic out-of-office replies. Excluding them raises each response rate by about a percentage point. Respondents to our first trend survey on instructional practices, administered after the PARCC assessments were introduced, represented just 4% of eligible New Jersey schools. Respondents to the second trend year for instructional practices and the first trend year for score use came from approximately 2% of eligible schools. Due to the very low response rates for our final two surveys, we report on the first three surveys: baseline instructional and test preparation practices, baseline score use, and instructional and test preparation practices the year after PARCC was first administered (see Table 1 ). We were not able to collect a sufficient number of responses on the score use survey after PARCC was first administered nor on the instructional and test preparation practices survey after the second year that PARCC was administered. We cannot report longitudinal trends in score use; therefore we report the pre-PARCC score use data as a snapshot.
Among respondents to the baseline score use survey, 31.35% taught ELA, 31.6% taught math, and the remaining 35.4% taught both math and ELA. Teaching experience was similar to the baseline instructional practice survey sample with respondents averaging 13.2 years (SD = 8.2) of teaching full-time in the state and 7.7 years (SD = 6.6) of teaching the same grade level. In participants' schools, on average, 28.2% (SD = 29.2%) of students qualified for free or reduced-price lunch, which was lower than the statewide average of 32.7% based on a one-sample z-test (μ = 32.7, z = −3.3, p < .001). There was little overlap between the baseline instructional practices survey and the baseline score use survey in the schools in which teacher respondents taught. Specifically, 5% of schools in the baseline instructional practices survey were represented in the baseline score use survey.
Analysis and Results
We employed descriptive statistics and graphical displays of response data to describe response frequencies immediately before and after the introduction of the PARCC assessment in New Jersey. Our numerical and graphical summaries of the data are at the item level.
Among the 122 schools represented in the baseline instructional practices survey respondent sample, 25% were represented by the teachers who responded to the Trend 1 instructional practices survey. We adjusted the post-PARCC survey responses to account for differences among survey respondents between the two surveys of instructional and test preparation practices. We used the R package ebal (Hainmueller, 2014) to use entropy weighting (Hainmueller, 2012) to weight the second year of data from the instructional practices survey. We used the following set of school-level covariates from both the baseline and Trend 1 year: percentage of students receiving free or reduced-price lunch, total number of students, percentage of students proficient in mathematics and ELA, student to teacher ratio, and suspension rate. School-level covariates from both baseline and trend sample years were used in the weighting. We chose to match on the first moments of the school-level covariates from the baseline sample of schools, because including the second moments only trivially moved the Trend 1 covariate means closer to the baseline covariates.
Because we weighted the 1 year trend data back to the original baseline instructional practices survey sample, here we describe the characteristics of teachers and schools from the baseline sample. Among the baseline instructional practices survey respondents, 28.2% taught ELA only, 25.5% taught math only, and the remainder (46.3%) taught both subjects. Respondents averaged 13.0 years (SD = 8.6) as full-time teachers in the state and 7.3 years (SD = 6.3) teaching the same grade. The mean percentage of students in respondents' schools who qualified for free or reduced-price lunch (M = 50.5, Figure 1 Teacher-reported changes in teaching practices related to preparing students for the state assessment (mathematics: n = 266; English language arts: n = 276). SD = 32.7) was higher than the 2013-2014 school average statewide (reported as 32.7% on the state department of education website) based on a one-sample z-test (μ = 32.7, z = 11.0, p < .0001).
We manually coded responses to two open-ended questions posed to teachers after the PARCC assessments were administered to summarize their perceptions on the negative and positive consequences of the PARCC assessments. All analyses and graphing were conducted in R (R Core Team, 2013).
Teachers' Views on Their Instructional Practices
We directly asked teachers about how much they changed their teaching techniques to prepare students for the NJ ASK to establish a baseline with which to compare responses from teachers after initial and subsequent administrations of PARCC. Most teachers reported changing teaching techniques to prepare students for the state assessment, both before and after administration of the PARCC assessments (see Figure 1 ; cf. Kane, Owens, Marinell, Thal, & Staiger, 2016, Table  D6 ). Recall that New Jersey had partially integrated the CCSS into NJ ASK after the standards were adopted in 2010, so we expected that some teachers would have already made some changes.
In the remaining instructional practice items, we found little evidence of central tendency bias on the frequency of behavior items. That is, respondents tended to use the full set of response options on items. We also did not have evidence of acquiescence bias on the level of agreement items. That is, no respondents agreed with every item. In Figure 2 , we display teachers' responses about their ELA instructional practices related to the prior state assessment (2014) and the PARCC assessment (2015) . The responses are ordered by the most frequently occurring practice before the PARCC assessments were administered appearing at the top and the smallest percentage of daily responses at the bottom.
In general, we found that the teacher respondents engaged in the practices listed in Figure 2 more frequently after the PARCC assessments, that is, in 2015, relative to immediately before, in 2014. This finding is illustrated by larger percentages for the two darkest bars in 2015 versus 2014. While these trends are consistent with our expectations for most items, the changes are counter to our expectations for two practices. Specifically, using lecturing as the main method of instruction had more daily responses from teachers after the PARCC assessments were administered relative to before and the frequency of providing feedback on grammar and spelling increased. But since these are not linked to deep learning, we expected their frequency to decrease.
In comparison, we did not estimate increased frequencies in reported use of most of the mathematics instructional practices after the PARCC assessments were administered (Figure 3) . Some of the decreases in frequencies were expected. Specifically, we expected teachers to engage less frequently in having students complete routine mathematics worksheets, emphasizing that following procedures, using lecturing, and teaching algorithms for solving problems are important, and we estimated trends in this direction. In terms of increasing trends, teachers more frequently had students explain their ideas to each other in pairs or triplets, used manipulatives, reviewed portfolios or journals to identify misunderstandings, and practiced new skills with students before each unit. These increases were aligned with our expectations. Figure 4 displays responses on the frequency of teachers' test preparation activities (cf. Kane et al., 2016 , Figure 10 and Table D9 ). Teachers reported infrequent use of test items and test preparation materials at other times during the school year, both before and after PARCC was administered. Of particular note, fewer teachers reported engaging in most of the test preparation activities daily after the PARCC assessment relative to the year prior.
Teachers also responded to questions about their perspectives on and sentiments toward instructional practices related to assessment and the CCSS (see Figure 5 ). There were minimal differences on most of the items before and after PARCC was first administered, although there is some evidence of a trend toward more negative sentiments toward testing in the year after PARCC. 
Teachers' Use of Test Scores
We first asked teachers whether they saw their students' test scores. Most respondents (95% of 469 teachers) reported seeing student test scores from the prior year's state assessment. Eighty-one percent of them saw the scores of their current students, and 73% saw the scores of their students from the prior academic year; 60% of them saw test scores for both their current and prior students. Viewing subscores was less common. Forty-two percent of 444 teacher respondents saw student subscores from the prior year's state assessment.
The following is focused on survey responses pertaining to teachers' use of state assessment test scores in the year prior to administration of the PARCC assessments. Because we could not obtain a sufficient sample within 1 year from when the PARCC assessments were first administered, we do not report on those responses. Figure 6 shows teachers' plans to do more or less of each activity in the current school year based on student test scores on the 2014 NJ ASK taken the previous spring. The majority were already reporting that they would be doing more based on test scores even before PARCC was administered.
In the year prior to administration of the PARCC assessments, many respondents felt that the test scores represented students' mathematics knowledge, but fewer felt similarly about ELA (see Figure 7) . In contrast, few teachers indicated that they agreed or strongly agreed that subject-specific scores represented their effectiveness as teachers (27% of math teachers and 17% of ELA teachers; see Figure 8 ). However, around half of teachers agreed or strongly agreed that student scores helped them set goals to improve instructional practices (52% of math teachers and 48% of ELA teachers). Mathematics teachers who responded to the survey were mixed on whether or not state assessment mathematics test scores were representative of their instruction, test preparation, or effectiveness. In comparison, most ELA teachers did not agree that test scores reflected their instruction, test preparation, or effectiveness.
On the score use survey, we asked teachers about their knowledge and use of performance-level descriptors. Almost one fifth of our respondents in the fall of 2014 had yet to fully learn about performance-level descriptors. In comparison, almost 50% claimed to understand them well. Almost two thirds of the respondents said that they used performance-level descriptors to interpret students' proficiency levels on the prior year's state assessment.
On all of our surveys, we asked teachers about their knowledge of the CCSS. Although our baseline data were collected a year prior to implementation of the PARCC assessments, which were aligned to the standards, the CCSS were put in place for several years before the new assessments were administered. More than half of our respondents indicated that they understand the standards well enough to implement them fully in class, with an estimated increase of about 10 percentage points from before to after administration of the CCSS-aligned assessments. But as shown in Figure 9 , about one third of respondents felt that they did not know the CCSS well enough to fully implement them in class, even several years after the CCSS were implemented (cf. Hamilton et al., 2016; Kaufman et al., 2016, Figure 12) .
We also gathered open-ended responses to two questions asking teachers to describe any positive and negative consequences of the PARCC assessments. Sixty-nine percent of respondents gave responses for both positive and negative consequences, 22% responded to the negative consequences question only, 7% did not respond to either question, and the remaining 2% offered a positive consequence only. Categories of teachers' positive consequences of the PARCC assessments and the frequency of teachers whose responses we coded in the category are summarized in Table 2 . Categories of negative consequences and the frequency of teachers' responses coded in each category are shown in Table 3 .
Research Design and Measurement Challenges
This study is intended to provide policy makers with timely information on how the new CCSS-aligned assessments have an impact on teacher practices and test score use. Teachers were first surveyed a year prior to administration of the new assessments, immediately after the previous state assessment administration, about their views and perceptions about the instructional practices in which they had previously engaged during the school year. But states had already adopted the new standards, and some had been introducing them into the curriculum and existing assessments. We intended to collect trend data over two administrations of the new CCSS-aligned assessments to smooth out the variation we would expect due to a significant change within the educational system. Our three significant challenges to gathering data on potential changes to teachers' practices and use of test scores that are associated with a new assessment were type of measurement, timing, and sampling.
Type of Measurement
We chose to survey a large sample of teachers, asking them questions about their instructional practices, test preparation strategies, and test score use. This decision was motivated by time and cost constraints. Large-scale surveys are more efficient to administer than direct observation. Furthermore, we were interested in collecting information on teachers' practices related to assessment that we could compare to Firestone et al. (2004) who used a large-scale survey of teachers in the same state. But there are potential limitations to self-report retrospective questionnaires on teaching practices. For example, Mayer (1999) suggested that teacher surveys might be sufficient for describing the quantity of instructional practices, but not the quality (cf., Desimone, 2009 ). Furthermore, while the complete versions of the surveys used for this study were piloted with focus groups of teachers and administrators, and reviewed and revised by survey methodology and educational measurement experts, no independent reliability and validity evidence was available prior to administration.
Timing
Summative assessments are delivered late in the spring, near the summer. Our surveys were administered after the assessment window and ran through the summer. We heard from several principals who said they did not want to burden their teachers with a survey during the summer. We also received numerous out-of-office responses from the principals. This timing also introduced variability: Some teachers may have responded to the survey toward the end of the school year when stress levels are higher, while others responded when school was no longer in session.
Timing was also a challenge because administering the survey within a year of the new assessment being introduced meant that teachers already had knowledge of the new standards and likely began incorporating them in their instruction and test preparation while the prior state assessment was still in place. The length of time between when the summative assessments were administered and when the teachers see the score reports was also a challenge. During our time period of study, the state assessment was administered in the spring, and the score reports became available in the fall. In the first year that PARCC was introduced, score reports came out even later, with many teachers reporting that they still had not seen scores by the following January. Timing challenges impeded our ability to collect a large sample of data about practices related to assessment and score use in real time.
Sampling
Only a small percentage of New Jersey schools were represented in our survey, so we cannot make claims about the data representing the state. For our sampling approach, we chose to target a large state sample. There are both benefits and limitations to this approach relative to collected data from a smaller targeted area, such as a district. The response rate is expected to be higher when a smaller area is targeted, but results may be less generalizable to other contexts. Larger samples can support more complex statistical modeling and can accommodate the inclusion of covariates of interest, such as grade level and school socioeconomic status. But it can be labor intensive and time consuming to get contact information for a large sample of teachers (see Matlock et al., 2016 , who went to district websites to get teacher e-mail addresses). Given the need to collect information over time to estimate trends, a larger sample could be better used to accommodate teachers moving out of district but within state and to deal with missing data from teachers not responding each year. But we found a much lower response rate for the follow-up surveys intended to collect trend data. It is likely that our strategy to contact teachers indirectly through their principals contributed substantially to this low response rate. Splitting up the surveys to account for the timing of teachers' access to student test scores meant that we sent up to five surveys to principals over 2 years. 
Innovation in Evaluating the Consequences of New Educational Assessments
Bennett (2010) stated that "in modern validity theory and its application, far more attention has been directed at the instrument technical-quality concerns more central to assessment programs than to [educational assessment] program effects" (p. 71). He went on to point out that evaluating these effects in a way that allows strong causal attributions would be extremely difficult, if not impossible. What should be achievable is to gather qualitative and quantitative data, examine whether those data are at least consistent with the postulated effects, and attempt to discount plausible competing hypotheses for seemingly positive results. Through an ongoing process of gathering evidence, support might either be amassed or the case for the theory of action weakened, suggesting the need for changes to the theory, to the assessment design, or to program implementation. (p. 87) Lane and Stone (2002) and Haertel (2013) , among others, also discussed the concept of evaluating educational assessment program effects in terms of consequences. The current study can contribute to the accumulation of evidence about the consequences of changing K-12 large-scale assessments.
A lesson learned from the current study is that planning for an evaluation of the consequences of a new assessment should commence in the earliest stages of assessment development. If that were the case, we would have had more control over the research design to overcome some of the challenges described herein. That would have also given us an opportunity to develop a plan to triangulate the teachers' perspectives on the impact of the CCSS-aligned assessments with principals' or other school and district administrators' views of the changes. Given the level of negative public opinion and discourse on the CCSS-aligned assessments (e.g., Jochim & McGuinn, 2016) , in hindsight, we would have collected data over smaller time increments, expanded the study to more than one state, and directly invited teachers to participate without going through their principals. This change would have improved our chances of higher response rates for the collection of trend data, increased our sample sizes each year, and allowed us to evaluate and possibly correct for nonresponse bias.
Discussion
In this study, we focused on a single state, collecting teachers' responses to survey questions related to instructional practice, test preparation strategies, and test score use, both before and after the introduction of one of the CCSS-aligned assessments, the PARCC assessment. The results provide a snapshot of responses from an unrepresentative group of several hundred teachers from one state. Due to the low response rates, the data and analysis results cannot be used to generalize claims about teachers in New Jersey or directly about the consequences of delivering assessments aligned with the CCSS. But the direction of the trend data was often consistent with what we expected based on the claims of the assessment program for teaching practices. In terms of the claim that the CCSS-aligned assessment would provide meaningful feedback to educators, we were not able to observe evidence in support of or refuting this claim due to the delays in the availability of the score reports and low response rates.
Aside from providing some evidence, albeit weak, of the effects of the CCSS-aligned assessments on a set of teachers' instructional practices and a description of pre-PARCC score use, this study also serves as a larger-scale pilot for using these items in other studies. We encourage the further accumulation of evidence on the consequences of large-scale state accountability assessments.
